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PERFORMANCE DE S RESEAUX MAILLE S MULTIRADI O 
SUR BANC D E TES T 
Stéphane DAV Y 
RÉSUMÉ 
Les réseau x WiF i maillé s d e nivea u 2  son t apparu s e n 200 3 ave c l a première propositio n d e 
normalisation d u 802.11s . A u fil  de s année s l'approch e d e nivea u 2  a  montr é de s limites , l a 
recherche s'es t alor s dirigé e ver s de s réseau x maillé s d e nivea u 3 . L'idé e de s réseau x maillé s 
multiradio a  alors émergé ; le s routeurs son t équipé s d e deux radio s o u plus :  une pou r l'accè s 
et un e o u plu s pou r l e relayage . L'objecti f principa l d e c e mémoir e es t d'étudie r la 
performance de s réseaux WiF i maillé s multiradi o su r banc d e tes t e n c e basant su r l'existant . 
L'approche su r ban c tes t nou s a  amené à  développer un e plate-form e d e contrôl e d e ban c d e 
test qu i nou s a  permis d'automatise r l'exécufio n d'expérience s réseau . Enfin , so n utilisatio n 
nous a  amen é à  réfléchi r su r u n modèl e d'abstractio n bas é su r l e vocabulair e d u je u qu i 
permettrait d e rendre l'élaboratio n d'expérienc e plu s intuitiv e su r l a plate-forme e t ains i d e la 
rendre accessibl e à  un plus larg e public . 
La plate-form e d'automatisatio n d'expérience s su r ban c d e tes t s e bas e su r l'utilisatio n d e 
l'existant. Ell e synchronis e l'exécutio n d e commande s Uni x su r de s nœud s distant s dan s un e 
approche modulaire . Un e expérienc e es t défini e pa r u n scrip t d'expérienc e qu i contien t 
l'ensemble de s ligne s d e commande s Uni x associée s au x nœuds . L e scrip t es t exécut é pa r u n 
interpréteur d e scrip t qu i li t le s commande s un e à  un e e t le s envoie s au x nœud s associés . 
Chaque nœu d exécut e le s commande s d u script . L e traitemen t de s donnée s e n résulta t es t lu i 
aussi réalis é pa r de s script s extérieur s à  l a plate-forme . L e fonctionnemen t d e l a plate-form e 
s'adapte ains i à  tou t typ e d e problématique s d e recherche . L'exécutio n e t l e traitemen t de s 
données son t contrôlé s pa r la  plate-form e qu i retourn e automatiquemen t le s résultat s à 
l'utilisateur e n fin  d'expérience . 
L'étude de s réseau x maillé s multiradi o a  démontr é u n hau t nivea u d e performance . De s 
limites dan s l a gestio n d e l'équit é on t ét é relevée s a u nivea u de s embranchement s e t saut s 
WiFi; il s on t ét é corrigé s pa r un e politiqu e simpl e d e Qo S d e nivea u 3 . Une limit e e n band e 
passante d e 2 5 Mbp s de s point s d'accè s a  limit é le s effet s d e saturation . De s files  d'attent e à 
priorités égale s on t amélior é l'équit é d e 15% . Et enfin , de s tunnel s on t stabilis é le s trafic s e t 
permis d e contrôler l a répartition d e la bande passante . 
Une nouvell e méthodologi e d e mis e e n plac e d e ban c d e tes t es t proposé e pou r facilite r 
l'utilisation d e la  plate-forme . U n modèl e d'abstractio n bas é su r l e vocabulair e d u je u es t 
développé pou r ouvri r l'élaboratio n d e script s d'expérience s e t d e résultat s à  des utilisateur s 
sans connaissanc e Unix . Un e expérienc e résea u es t ains i défini e comm e un e parti e d e je u 
(exécufion d e l'expérience ) dan s laquell e de s joueurs (nœuds ) déplacen t (trafics ) de s pion s 
(outils Unis ) su r u n platea u (l e ban c d e tes t réseau ) e n suivan t de s règle s (simulatio n d e 
comportement réseau , e x :  taux d e perte) . Pou r permettr e u n accè s distan t intuitif , l e modèl e 
d'abstraction es t introdui t dan s une interfac e graphiqu e Web . 
VI 
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PERFORMANCE ANALYSI S O F MULTIRADI O 
WIRELESS MES H NETWORKS O N A TEST BE D 
Stéphane DAV Y 
ABSTRACT 
Level 2  WiF i Mes h Network s appeare d i n 200 3 wit h th e first  proposa i fo r standardizafio n o f 
the IEE E 802.11s . Ove r th e year s th e leve l 2-approac h ha s show n limitafion s fro m it s ow n 
and the n th e researc h wa s directe d t o th e stud y o f leve l 3  mes h networks . Then , th e ide a o f 
multiradio mes h network s emerged ; th e router s ar e equippe d wit h tw o o r mor e radios : on e 
for th e acces s an d on e o r mor e fo r th e relay . Th e mai n objectiv e o f thi s thesi s i s to stud y th e 
performance o f multiradi o WiF i mes h network s o n a  tes t bed , base d o n th e us e o f existin g 
technologies. Th e expérimenta l approac h ha s le d u s t o develo p a  platform t o contro l th e tes t 
bed an d automate d th e exécutio n o f experiments . Finally , it s us e ha s le d u s t o reflec t o n a 
model o f abstractio n base d o n th e gam e vocabular y tha t woul d mak e th e us e o f th e platfor m 
more intuitiv e an d thu s make accessible to a  wider audience . 
The platfon n i s develope d i n a  modula r wa y t o automat e th e exécutio n o f expérience s o n a 
test-bed. A n expérienc e i s define d b y a  scrip t whic h synchronize s th e exécutio n o f UNI X 
commands o n th e node s i n th e test-bed . Dat a processin g i s als o don c b y th e us e o f externa l 
scripts. Thi s allow s th e platfor m t o b e customize d t o an y researc h problem . Executio n an d 
data processin g ar e controlle d b y th e platform whic h automaticall y return s th e result s t o th e 
user. 
The stud y o f multiradi o wireles s mes h network s demonstrate d a  high leve l o f performance . 
Limitations hâv e bee n identifie d i n the equit y managemen t du e t o WiF i branche s an d jumps. 
They hâv e been correcte d b y the use o f a  simple leve l 3  QoS policy . A  bandwidth limi t o f 25 
Mbps t o th e acces s point s ha s reduce d th e effect s o f saturation . Weighte d fai r queuin g ha s 
improved th e equit y o f 15% . An d finally,  tunnel s hâv e stabilize d traffi c an d allowe d t o 
manage the bandwidth sharing . 
A ne w methodolog y i s propose d t o easil y se t u p a  test-bed. A n abstractio n mode l base d o n 
the gam e vocabular y i s develope d t o ope n th e usag e o f test-be d t o user s wit h n o knowledg e 
of LJNIX . A  networ k experimen t i s define d a s a  game pla y (expérienc e exécution ) i n whic h 
players (nodes ) mov e (traffics ) pawn s (LJNI X tools ) o n a  chessboar d (th e networ k test-bed ) 
by followin g rule s (simulatio n behaviour , e.g , los t rate) . T o enabl e remot e access , th e 
abstraction mode l i s placed i n a  Web GUI interface . 
Keywords: wireles s mes h network , mulfiradio , performance , fairness , equity , TCP , QoS , 
test-bed, contro l platform, centralized , autoexecution , abstractio n model , game, intuitive . 
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INTRODUCTION 
Les réseau x WiF i maillé s son t un e nouvell e approch e dan s le s réseau x san s fil.  L a structur e 
maillée perme t d'accroîtr e l a surfac e d e couvertur e d'u n résea u WiF i tou t e n conservan t se s 
hauts débits . Il s réponden t à  un e demand e croissant e de s utilisateur s pou r de s équipement s 
mobiles supportan t de s application s d e plu s e n plu s gourmand e e n band e passante . Le s 
technologies d u WiF i IEE E 802.1 1 son t envisagée s pou r leu r faibl e coû t technologiqu e e t l a 
non-nécessité d e licenc e radio . C'es t ains i qu e de s projet s d e réseau x WiF i maillé s d e taill e 
métropolitaine commencen t à  voi r l e jour dan s plusieur s ville s d u monde . Le s technologie s 
utilisées son t généralemen t propriétaires , l e standar d 802.11 s n'ayan t toujour s pa s ét é valid é 
par l a communauté . 
Les solution s d e résea u maill é on t commenc é à  s e développe r e n 200 3 ave c l a premièr e 
proposition d u brouillo n 802.11s . 1 1 étai t alor s envisag é u n résea u maill é d e nivea u 2 . Au fil 
des année s cett e approch e a  montr é de s limite s dan s s a capacit é à  gére r la  performance . L a 
recherche s'es t alor s dirigé e ver s de s solution s d e résea u maill é d e nivea u 3  offran t plu s d e 
souplesse dan s l a gestion de s trafic s e t des utilisateurs . D'autr e part , grâc e à  la baisse d u coû t 
des technologie s radio , de s radio s on t ét é ajoutée s au x routeur s maillés . C'es t ains i 
qu'aujourd'hui o n parl e d e résea u maill é multiradio . Un e radi o es t dédié e à  l'accè s e t un e o u 
plus a u relayage . Cett e évolufio n apport e d e nouvelle s perspective s d e performanc e mai s 
aussi so n lo t de défis . 
La performanc e d'u n résea u maill é muhiradi o dépen d d e l'environnemen t (obstacles , murs , 
bureaux...), d u nivea u physiqu e (radio , puissance , interférences...) , d u nivea u liaiso n (MAC , 
aiguillage, gestio n d e l'accè s a u média...) , d u nivea u résea u (routage , QoS... ) e t d u nivea u 
transport (TCP , UDP...) . Dans l e passé, l a recherche s'es t concentré e à  des étude s spécifique s 
de ce s paramètres . De s axe s d'évolutio n on t ét é proposés , mai s il s remettent bie n souven t e n 
cause le s protocole s existants . C'es t ains i qu e nous proposons un e étud e su r ban c d e test d e la 
performance effectiv e de s réseaux maillé s multiradio e n utilisant de s équipements existants . 
L'étude d e l a performanc e su r ban c d e tes t es t intéressant e ca r l'environnemen t étudi é es t 
quasi réel ; le s comportement s expérimentau x son t étudié s su r de s équipement s réels . Mai s 
ces étude s nécessiten t u n nombr e importan t d e manipulation s pou r l a configuratio n de s 
nœuds e t la  mis e e n plac e de s trafics . I l es t ains i nécessair e d'utilise r un e plate-form e 
permettant d e synchronise r le s nœuds dan s un e approch e ban c d e test . De s plates-formes on t 
été développée s dan s l e passé , mai s elle s s e son t limitée s à  de s problématique s d e 
performance spécifique s no n transférabl e à  notr e étude . C'es t ains i qu e nou s proposon s un e 
plate-forme d'automatisatio n d e l'exécutio n d'expérience s résea u su r ban c d e tes t basé e su r 
une approche modulair e e t ouverte pou r répondre à  un large éventai l d e problématiques . 
La mise e n place de banc d e test réseau a  bien trop souven t ét é réservée au x utilisateurs Unix . 
C'est ains i qu e nou s proposon s u n modèl e d'abstractio n bas é su r l e vocabulair e d u je u 
permettant l'élaboratio n d'expérience s dan s la  plate-forme . Un e expérienc e résea u es t ains i 
définie comm e un e parti e d e je u (exécution ) dan s laquell e de s joueur s (nœuds ) déplacen t 
(trafics) de s pion s (outil s Unix ) su r u n platea u (réseau ) e n suivan t de s règle s (simulatio n d e 
comportement réseau , e x :  un tau x d e perte su r une interfac e WiFi) . L'utilisatio n d e l a plate-
forme devien t ains i plus intuitive . 
C'est ains i qu e c e mémoir e propos e l'étud e de s perspective s d e performanc e de s réseau x 
maillés multiradi o su r ban c d e test . L e ban c d e tes t es t contrôl é pa r un e plate-form e créé e 
pour l a circonstance . L a plate-form e perme t d e synchronise r le s technologies existante s dan s 
une approch e modulair e basé e su r de s scripts . L'interfac e graphiqu e We b es t rendu e intuitiv e 
par l e modèle d'abstractio n proposé , basé su r l e vocabulaire d u jeu. 
Ce mémoir e s e décompos e e n quatr e chapitres . L e premie r chapitr e es t l'étud e d e la 
littérature. I l présent e le s réseau x maillés , leu r fonctionnemen t e t architecture . I l fai t u n tou r 
d'horizon de s axes de recherches étudiés . Puis, il présente le s critères d e performance e t outil s 
de mesure . Enfin , i l présent e l'analys e de s limite s d u systèm e d e contrôl e d e ban c d e tes t : 
MiNT. L e deuxièm e chapitr e présent e l a plate-form e expérimental e développée . I l présent e 
l'approche choisie , défini t l a notion d'expérienc e e t présente le s principaux mécanisme s d e l a 
plate-forme. L e troisièm e chapitr e présent e le s étude s d e performanc e de s réseau x maillé s 
multiradio. Le s limite s d e performanc e son t évaluées . Puis , de s mécanisme s d e gestio n d e 
trafic simple s son t proposé s pou r améliore r l a performance . L e quatrièm e chapitr e propos e 
un modèle d'abstraction bas é sur l e vocabulaire d u jeu pour rendre plus intuitive l'utilisatio n 
de la plate-forme. Pou r finir, une discussion et une conclusion sont proposées. 
CHAPITRE 1 
REVUE DE LA LITTERATURE 
Les réseau x maillé s son t e n développemen t depui s le s année s 200 3 e n répons e a u besoi n 
grandissant de s utilisateur s e n service s Interne t san s fil  (la n F . Akyildiz , Xudon g Wan g e t 
Weilin Wang , 2005) . Le s technologie s maillée s s e basent su r l a norme WiF i IEE E 802.11 , 
qui, contrairement a u WiMa x o u au 3G ne nécessitent pa s de licences onéreuse s permettan t 
l'utilisation de s bande s d e fréquence . Le s réseau x WiF i maillé s permetten t d'étendr e le s 
capacités de s réseau x WiF i classique s tou t e n conservan t leu r faibl e coût . De s routeur s d e 
relais son t ajouté s autou r d u poin t d'accè s connect é à  Interne t pou r étendr e l a zon e d e 
couverture du réseau WiFi et accueillir plus d'ufilisateurs . 
Au fil  de s années , le s teclmologie s d e résea u maill é s e son t améliorées . Le s réseau x 
supportent plu s d e routeurs , répartissen t mieu x l a charg e e t routen t plu s efficacemen t l e 
trafic. Le s routeur s son t équipé s d'a u moin s deu x radio s permettan t d e mieu x réparti r l a 
charge e t d e sépare r l'accè s d u relayage . Le s problématique s d e relai s son t isolée s de s 
problématiques d'accès . Dan s ce mémoire o n s'intéresse principalemen t au x problématique s 
de relayag e dan s le s réseau x maillés . Le s problématiques d'accè s ayan t déj à ét é largemen t 
étudiées. 
Dans ce chapitre sont d'abord présentés les réseaux WiF i maillés, les technologies existantes , 
leur fonctionnemen t e t leu r évolution . Puis , le s axe s d e développemen t engagé s pa r l a 
recherche son t présentés . Ensuite , l a performanc e es t défini e e t le s outil s d e mesur e 
présentés. Enfin, une plate-forme d'étud e de performance su r banc de test est présentée. 
1.1 Réseau x maillés (WMN) 
Un résea u maill é (Wireles s Mes h Network ) es t u n résea u d e communicatio n constitu é d e 
nœuds radio . S a topologi e es t constitué e d e troi s élément s :  clients , routeur s maillé s e t 
passerelles (Figur e 1.1) . Le s client s son t de s équipement s mobile s (ordinateu r portatif , 
notebook, PDA... ) qui se connectent au réseau maillé . Les routeurs maillés forment l e réseau 
dorsal; il s relaien t l e trafi c entr e le s client s e t l a passerelle . L a passerell e es t l'élémen t d e 
sortie du réseau, il permet l'accès au réseau Internet. 
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Figure 1.1 Résea u maillé (WMN). 
Les réseau x maillé s s e configurent automatiquement . Lorsqu'u n routeu r es t activé , i l scrut e 
l'environnement radi o et se connecte au routeur le plus proche. Le réseau met alors à jour ses 
tables d e routages . L a topologie es t ains i maintenu e à  jour aprè s tou t changemen t dan s so n 
organisation. 
1.1.1 Architectur e 
Les réseaux WiFi maillés sont des réseaux de routeurs sans fil. Ils permettent à  la fois d'offri r 
un accès sans fil à des clients WiFi et de relayer les données entre ces clients et l'Internet . 
Trois architectures de réseaux maillés ont été développées pour répondre aux problématiques 
d'accès e t de relayage (Figure 1.2 ) (Xudong Wang et Kiyon, 2005) : 
- Infrastructur e :  Les routeurs maillé s formen t u n réseau dorsa l pou r relaye r le s données 
entre client s e t Internet . Le s client s son t accueilli s su r l e résea u d'accè s isol é d u résea u 
dorsal. 
- Clien t :  Les clients seuls forment l e réseau maillé. 
- Hybrid e :  Les clients et les routeurs maillés forment l e réseau maillé. 
Routeur maill é 
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Figure 1.2 Architecture s de réseau maillé. 
Pour cett e étude , l'architecture infrastructur e a  été retenue. Elle permet une séparatio n clair e 
des problématiques d'accès des problématiques de relayage en deux réseaux. 
1.1.2 Routeur s maillé s 
Les réseaux maillé s d e type infrastructur e son t partagé s e n deux réseau x :  accès e t dorsal . A u 
fil des années , trois types d e routeur maill é on t ét é développés e n s e basant su r l'évolutio n d u 
coût de s technologie s radio ; de s radio s on t ét é ajoutée s su r le s routeur s pou r un e meilleur e 
répartition d e la bande passante . 
Il existe aujourd'hu i troi s types de routeur maillé (Figur e 1.3 ) (BelAi r Networks, 2006) : 
- 1  radio, 1/ 2 accè s e t 1/ 2 dorsal e :  une uniqu e radi o es t utilisé e pou r accueilli r le s client s 
et transmettre l'informatio n dan s l e réseau dorsal . La ressource es t partagée entr e émissio n 
et réception de s clients e t routeurs maillés . 
- 2  radios , 1  accès e t 1  dorsale :  une radio es t utilisée pour accueilli r le s clients e t une autr e 
pour l e résea u dorsal . Le s deu x radio s son t su r de s canau x san s interférence . Le s réseau x 
sont isolé s physiquement pou r une meilleure répartition d u trafic dan s l e réseau maillé . 
- 3  radios , 1  accès e t 2  dorsale s :  un e radi o es t utilisé e pou r accueilli r le s client s e t deu x 
pour l e résea u dorsa l (connexio n «  ascendante »  ver s la  passerelle e t «  descendante »  vers 
les clients) . Le réseau dorsa l es t plus performant . 
Il pourrai t y  avoi r encor e plu s d e radio s su r l e résea u dorsa l pou r crée r un e diversit é d e 
chemins. Pou r cett e étude , la  structure d e routeur maill é à  3 radios a  été retenue. 
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Figure 1.3 Structures de réseau maillé. 
1.1.3 Routag e 
Un résea u maill é es t u n résea u d e routeurs . Le s fonction s d e routag e son t le s même s qu e 
celles rencontrées dan s un réseau filaire classiqu e auxquel s s'ajouten t de s problématiques d e 
performance due s a u médi a radio . L'utilisatio n d e l a ressourc e es t optimisé e pou r n e pa s 
saturer le réseau. 
Deux types de routage sont possibles (Joseph D. Camp et Edward W. Knightly, 2008) : 
- Routag e proactif :  il établit une topologie en arbre de la passerelle vers les routeurs. Il est 
mis à jour après chaque modification dan s la topologie. La métrique utilisée est le nombre 
de sauts. 
- Routag e dynamique :  les routes entres les clients du réseau maillé ne sont pas maintenus. 
Elles sont mises à jour après chaque demande de connexion. 
1.1.4 Brouillo n IEE E 802.11 s 
Le brouillo n 802.11 s es t u n amendemen t d e l a norm e IEE E 802.1 1 pou r standardise r le s 
réseaux maillés . I l défini t commen t le s commutateur s son t interconnecté s pou r crée r u n 
réseau maill é d e nivea u 2 . So n élaborafio n a  commencé e n septembr e 2003 . Aprè s un e séri e 
de propositions , l a première versio n DO.0 1 d e brouillo n a  vu l e jour e n mar s 2006 . S'e n son t 
suivi la  versio n Dl.O O e n novembr e 200 6 e t l a versio n D2.0 0 e n mar s 2008 . L a versio n 
actuelle D3.0 0 (jui n 2010 ) toujour s provisoir e a  été approuvé e e n mar s 2009 . Ce s mulfiple s 
reports d e validatio n son t du s à  l a quantit é d e paramètre s mi s e n je u e t l a pressio n d e 
compagnies indépendante s à  valoriser leu r propre solution . 
Lin résea u 802.11 s es t compos é d e station s maillée s (mes h STA) . Elle s s e connecten t 
automatiquement le s une s au x autre s pou r forme r u n résea u dorsal . L e protocol e d e routag e 
utilisé es t l e protocol e HWM P (Hybri d Wireles s Mes h Protocol ) qu i combin e u n routag e 
proactif e t dynamique . 
Les station s maillée s peuven t êtr e associée s à  de s point s d'accè s WiF i pou r crée r l e résea u 
d'accès. Un e station maillée connecté e a u réseau filaire  pren d l e rôle de passerelle . 
D'autre part , le s spécification s IEE E 802.11 s envisagen t de s mécanisme s d e qualit é d e 
service (QoS ) e t d e contrôl e d e l a congestio n qu i n'on t pa s encor e ét é validés . Il s doiven t 
permettre l'optimisatio n d e l a répartition d e la bande passante entr e clients e t trafics . 
1.1.5 Technologie s multiradi o 
En parallèl e ave c le s effort s d e 802.11 s d e nombreuse s solution s no n standardisée s on t ét é 
développées. L a solutio n l a plu s intéressant e es t l a solutio n muhiradio . Ell e s e bas e su r la 
baisse d u coû t de s technologie s radio . Ell e crée u n résea u maill é d e niveau 3  en s e basant su r 
l'utilisation de s technologies WiF i validées (IEE E 802. 1 la/b/g). 
10 
L'architecture de s réseaux multiradi o es t d e typ e infrastructure , l e réseau dorsa l (802. 1 la) es t 
isolé d u résea u d'accè s (802.11g) . Le s station s maillée s son t équipée s d e troi s radio s :  un e 
pour l e résea u d'accè s e t deu x pou r l e résea u dorsa l (connexion s "ascendante " e t 
"descendante") su r de s canau x san s interférence . Dan s l e résea u dorsal , le s lien s san s fils 
utilisés son t de s connexion s WiF i classiques ; un e radi o es t utilisé e e n mod e statio n pou r 
établir la  connexion ascendant e e t l'autr e e n mod e poin t d'accè s pou r accueilli r la  connexio n 
descendante. C'es t ains i qu e l'o n peu t caractérise r u n résea u maill é multiradi o comm e étan t 
une mise e n cascade d e connexions WiF i classique s grâc e à  des routeurs multiradio . 
L'étude d e l a performance mené e dan s c e mémoir e présent e le s perspective s d'utilisatio n de s 
réseaux maillé s multiradio . Ell e propos e l a mis e e n plac e d'u n résea u maill é multiradi o san s 
modification de s protocole s WiF i su r u n ban c d e test . L'influenc e d u nivea u 3  su r l a 
performance es t évaluée . 
1.2 Technique s d'évaluatio n 
Les réseau x maillé s son t e n développemen t depui s 2003 . L a grand e quantit é d e paramètre s 
mis e n je u e t le s possibilité s d e développemen t on t passionn é un e génératio n entièr e d e 
chercheurs. Aujourd'hui , l a solution l a plus prometteuse es t l e multiradio. Le s réseaux maillé s 
multiradio offren t d e nouvelle s perspective s d e performanc e e n partagean t l e trafi c entr e 
accès e t relayage . 
Cette parti e propos e u n tou r d'horizo n de s avancé s e t découverte s d e la  recherche autou r de s 
réseaux maillés . Ell e présent e :  les différente s approche s d'étud e d e l a performance , le s axe s 
explorés pa r la  recherche e t les directions envisagée s pour l e futur . 
1.2.1 Approche s 
Les approche s e n recherche pou r l'étud e d e la  performance d e réseaux son t de quatre types : 
- analytique , 
- simulation , 
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- ban c d e test , 
- environnemen t réel . 
L'étude analytiqu e es t basé e su r l'élaboratio n d'algorithme s permettan t d e répondr e 
mathématiquement à  de s problème s précis . Pa r exemple , l e développemen t d'u n algorithm e 
de routag e permettan t d e détermine r l e plus cour t chemi n a u traver s d'u n résea u maill é e n s e 
basant su r un e métrique d e bande passante e t délai . 
L'étude e n simulatio n es t basé e su r de s test s e n environnement s simulé s (Elia s Weingârtner , 
Hendrik vo m Leh n e t Klau s Wehrle , 2009) . Le s comportement s son t testé s su r un e plate -
forme d e simulatio n tell e qu e NS-2 . Ce s étude s permetten t un e premièr e évaluatio n d e 
l'apport d'un e nouvell e technologie . Elle s on t l'avantag e d'êtr e simple s e t rapide s d e mis e e n 
œuvre. Mai s le s résultat s obtenu s resten t de s approximation s :  les élément s e t technologie s 
mis enjeux dan s l a simulation son t tous des approximations d e la  réalité. 
L'étude su r ban c d e tes t es t un e troisièm e étap e dan s l e développemen t d'un e nouvell e 
technologie. I l perme t s a mis e e n plac e dan s de s condition s proche s d e la  réalité . Le s 
analyses son t réalisée s su r de s équipement s réel s dan s de s condition s expérimentales . Le s 
trafics e t comportement s son t simulé s pa r l e chercheur . Le s résultat s obtenu s son t trè s 
proches de s résultats attendu s e n conditions réelles . 
L'étude e n environnemen t rée l es t l'étap e ultime . Ell e perme t d e vérifie r effectivemen t la 
capacité d'un e technologi e à  répondr e au x besoin s de s utilisateurs . Ell e es t mené e su r u n 
large pane l d e réseau x e n productio n pou r vérifie r l'efficacit é d'un e technologi e dan s u n 
maximum d e contexte possible . Le s limite s d e cett e approch e son t qu'ell e es t lourd e à  mettr e 
en œuvre e t difficilement reproductible . 
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1.2.2 Axe s d e recherche exploré s 
Le développemen t de s technologie s maillée s es t l e centr e d e nombreu x débats . L a norm e 
802.11s n'étan t toujour s pa s validée , de s mécanisme s permettan t encor e e t toujour s 
d'améliorer s a performanc e son t proposé s chaqu e jour . Il s s e basen t su r la  soupless e de s 
paramètres mi s e n jeu x :  environnemen t (interférences , obstacles...) , physiqu e (radio , 
puissance...), liaiso n (MAC , aiguillage , QoS...) , résea u (routage , équité , QoS... ) e t transpor t 
(TCP, UDP...) . 
Les axe s principalemen t exploré s pa r l a recherche son t :  l'architecture de s réseaux maillés , l e 
partage d e l a bande passante e t les limites de TCP dans un environnement radio . 
1.2.2.1 Côt é résea u 
Le fonctionnemen t e t l'organisatio n de s réseau x maillé s son t e n constant e évolution , tou t 
particulièrement le s problématique s d e routage . Bicket , Aguayo , Biswas , Sanji t e t Morri s 
(2005) élaboren t l'utilisatio n d e nouvelle s métrique s permettan t d e choisi r de s chemin s e n s e 
basant su r l a mesure d u délai , d u nombr e d e saut s e t l a répartition d e l a bande passant e entr e 
les client s c e qu i impliqu e de s échange s d'information s inte r couches . Kone , Das , Zha o e t 
Zheng (2007 ) proposen t u n protocole d e routage QUORU M prenan t pou r métrique l e délai e t 
la robustess e de s lien s (tau x d e perte ) ceu x qu i impliquen t là  encor e de s échange s entr e le s 
couches 1, 2 et 3. 
D'autre part , d e nouvelle s topologie s on t v u l e jour te l qu e le s réseau x maillé s multiradio . 
L'étude d e Ramachandran , Sheriff , Beldin g e t Almerot h (2008 ) a  étudi é l'opfimisafio n d e l a 
performance su r u n résea u d e 2 0 routeur s dan s un e approch e d e simulatio n e t a  proposé u n 
protocole d e gestio n d e l'attributio n de s canau x automafiqu e qu i a  permi s d e réduir e le s 
interférences e t d'accroître l a performance de s liens . 
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1.2.2.2 Côt é gestio n d e trafi c 
La répartitio n d e l a baiid e passant e es t l'u n de s grand s défi s d e l a gesfion  d u trafic . Dan s u n 
réseau maillé , u n lie n interne t es t partag é entr e un e mulfitud e d e client s connecté s su r le s 
différents routeur s d'accès . L e résea u s e doi t d e garanti r l e partag e équitabl e d e l a band e 
passante Interne t entr e l'ensembl e d e se s clients ; u n clien t éloign é n e doi t pa s avoi r accè s à 
moins de bande passante qu'u n clien t proche d u lie n Internet . 
Les première s étude s su r l e partag e d e l a band e passant e porten t su r l a gestio n d e l'équité . 
Badarla, Malon e e t Leit h (2008 ) testen t l e protocol e 802.11e . Il s on t configur é le s trafic s 
TCP ACK s prioritaire s e t ufilis é l e protocol e TXO P pou r gére r l a répartitio n d e l a charge . 
Les résultat s montren t un e amélioratio n d e l'équité . Janghwa n e t Ikju n (2008 ) proposen t u n 
algorithme d e répartitio n d e charge . À  chaqu e routeu r d u résea u es t attribué e un e par t d e l a 
bande passant e total e proportionnell e a u nombr e d e se s clients . L'équit é es t là  encor e 
améliorée. Mai s ce s mécanisme s on t u n coû t su r la  performance d u réseau . Il s impliquen t d e 
nombreux échange s entr e le s routeurs pou r synchronise r leur s politiques . 
La gestion d e l a QoS a  aussi ét é étudiée. Jangeun e t Sichiti u (2003 ) proposent l a combinaiso n 
de mécanisme s d e gestio n d e l'équit é a u nivea u 3  e t d e gestio n d e l a Qo S a u nivea u 2 . Le s 
résultats obtenu s son t trè s probants . Mai s il s impliquent de s modifications d u protocol e MA C 
et de l'infrastructur e d e routage . 
1.2.2.3 Côt é trafic s (TCP ) 
TCP es t u n protocol e d e transpor t trè s sensibl e à  l a perte . Tou t paque t retardé , réordonn é o u 
perdu impos e l e renvoi d e la  fenêtre complèt e sau f s i S  ACK (Sélectiv e Acknowledgment) es t 
utilisé. SAC K perme t à  l a réceptio n d'informe r uniquemen t de s paquet s perdus , mai s so n 
ufiUsafion es t rare . Li-Ping, Wei-Kuan , Te-Chung , Su n e t Meng Chan g (2007 ) présenten t un e 
étude en simulatio n d e la dégradation d e la  performance d e TCP a u travers d'u n résea u maill é 
multisaut. Le s résultat s montren t qu e la  performanc e s e dégrad e rapidemen t :  aprè s 
seulement deu x sauts , elle es t divisée pa r deux . Koutsonikolas , Dyaberi , Garimella , Fahm y e t 
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Hu (2007 ) présenten t un e opfimisafio n de s paramètre s RTS/CT S e t d e l a taill e d e la  fenêtr e 
TCP. Le s résultat s démontren t qu'i l es t possibl e d'augmente r l a performanc e d e TC P e n 
modifiant la  taill e d e s a fenêtr e d e congesfion . Mai s toute s ce s modification s impliquen t de s 
modifications d u protocol e TCP . Ce s modification s son t rendue s impossible s au x vue s de s 
impacts mondiau x qu'elle s représentent . 
Ces étude s on t montr é qu e l a dégradatio n d e performanc e d e TC P étai t principalemen t du e 
aux problème s d e perte s dan s l e réseau WiFi . L'environnemen t extérieu r e t le s interférence s 
sont le s principale s cause s d e se s dégradations . Plu s i l y  a  de sauts , plu s leu r probabilit é es t 
grande e t moin s TC P es t performant . L'influenc e d e l a technologie WiF i su r l a performanc e 
est don c faible . Pou r un e mêm e topologie , l a dégradatio n d e l a performanc e d e TC P es t 
similaire dan s le s réseaux maillé s 802.11 s et muhiradio . 
1.2.3 Objectif s 
Les travau x d e recherch e mené s on t montr é qu'i l es t possible d'améliore r la  performance de s 
réseaux maillé s e n modifian t certain s paramètre s mi s enjeux . Néanmoins , ce s changement s 
impliquent de s modification s dan s l a structur e de s protocoles . Ce s modification s son t 
aujourd'hui difficilemen t envisageables , ca r elle s impliquen t u n coû t tro p importan t su r l a 
structure d e réseaux déj à déployés . 
Notre étud e propos e un e approch e plu s pratiqu e dan s l'optimisatio n d e l a performanc e de s 
réseaux maillés . I l es t propos é d e maximise r l'ufilisatio n d e l'existan t e n modifian t 
uniquement de s paramètres d e nivea u 3 . L'étude es t mené e su r u n banc d e tes t mettan t enje u 
des équipement s réseau x réels . Le s routeur s utilisé s son t de s routeur s multiradi o équipé s d e 
deux radios . De s étude s critique s d e performanc e son t men é su r de s topologie s arbr e e t 
multisaut s e qui nou s a  permis d e valide r l'appor t d e mécanismes d e Qo S d e niveau 3  sur le s 
réseaux maillés . 
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1.3 Performanc e :  définition e t mesure s 
La performanc e d'u n résea u es t un e évaluatio n d e s a capacit é à  répondr e au x besoin s de s 
clients. Le s problèmes son t différent s e n fonction d e l'utilisation d'u n réseau . Pa r exemple , u n 
réseau d e téléphoni e VoI P doi t offri r de s délai s d e bou t e n bou t minimau x pou r de s 
communicafions d e qualité . 
Les réseau x maillé s son t utilisé s pou r de s trafic s d e données , d e téléphoni e e t d e vidé o no n 
direct (streaming) . L a performanc e dépen d d u RT T qu i doi t êtr e inférieu r à  300m s pou r le s 
communications VoIP , d e l a band e passant e qu i doi t êtr e suffisant e pou r l e transfer t d e 
vidéos (e x :  youtube), de la stabilité d u réseau e t de l'équité entr e les clients . 
1.3.1 RT T 
Le RT T (Roun d Tri p Time ) es t l e temps d'alle r e t retou r entr e u n émetteu r e t un destinataire . 
Il es t critiqu e pou r de s communicafion s voi x (VoIP) . I l doi t êtr e minima l pou r n e pa s 
dégrader l e service d e l'utilisateur . 
On peu t mesure r l e déla i à  l'aid e d u protocol e ICM P (Interne t Contrôl e Messag e Protocol) . 
Son actio n correspon d à  l'envo i d'u n messag e «  Echo Reques t »  à  u n destinatair e qu i y 
répond immédiatemen t pa r un message «  Echo Repl y » . Le déla i entr e l'envo i d e la  requête e t 
la réception d e la  réponse es t l e RTT. 
Dans l'étude , l e RTT es t mesuré «  à vide »  entre un client e t l a passerelle d e sortie du réseau . 
1.3.2 Band e passant e 
La band e passant e es t l a mesur e d u débi t tota l offer t pa r l e résea u pou r rejoindr e l'Internet . 
Elle dépen d d e l a topologi e d u réseau , d e la  configuratio n de s lien s e t d e l'environnemen t 
extérieur (interférences , obstacles...) . La bande passante util e d e TCP es t environ égal e à  80%) 
16 
de l a band e passant e réelle . Ce t écar t es t d û à  l a par t d e band e passant e consommé e pa r le s 
couches inférieure s (physique , liaison e t réseau). 
Pour mesure r l a band e passante , l e protocol e TC P es t utilis é pou r s a sensibilit é au x 
conditions d u réseau . I l s'adapte à  l'aide d e l'algorithm e d e gestion d e trafic suivan t (Larr y L . 
Peterson e t Bruce S . Davie, 2000) : 
W MSS  ( 1 1 ) 
Débit =  ^ — — ^  ' 
RTT 
Le RT T représent e l e temps d'alle r e t retour entre l'émissio n e t l a destination. W  représente l a 
taille d e l a fenêtr e d e fiux.  I l correspon d a u nombr e d e paquet s envoyé s pendan t u n RTT . I l 
est adapt é e n fonctio n d u tau x d e pei1 e d e l a connexion . MS S (Maximu m Segmen t Size ) 
correspond à  l a taill e maximal e d e segmen t TCP . Ell e es t généralemen t fixée à  149 2 octets . 
La performance d e TCP es t ains i lié e au taux d e perte e t délais dan s l e réseau. 
Dans l'étude , l a band e passant e es t évalué e «  à vid e »  pour chaqu e client . L e trafi c TC P es t 
mis e n place successivemen t d e l a passerelle Interne t ver s le s clients . 
1.3.3 Stabilit é 
La stabilit é d u résea u es t un e évaluatio n temporell e d e l a performanc e d u réseau . Ell e 
consiste à  mesure r su r un e longu e périod e le s écart s d e RT T e t d e band e passante . Plu s le s 
écarts son t importants , moins l e réseau es t stable . 
La mesur e es t réalisé e pa r l'analys e d e l'évolutio n de s trafic s TCP . Le s trafic s son t établi s 
pour une duré e de 1 0 minutes entr e client s e t passerelle . 
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1.3.4 Équit é 
L'équité perme t d'évalue r l a capacit é d u résea u à  partage r l a band e passant e équitablemen t 
entre le s clients . 
L'indice d'équit é standar d es t utilisé (Larr y L . Peterson e t Bruce S . Davie, 2000) : 
Er=i(xo]^ (1.2 ) 
Les Xi  son t le s valeur s moyenne s de s trafic s TCP . L a valeu r d e l'indic e es t compris e entr e 0 
(pas d'équité ) e t 1  (équité parfaite) . 
Dans l'étude , de s trafic s TC P son t exécuté s simultanémen t entr e la  passerell e e t tou s le s 
clients. Aprè s 1 0 minutes , le s moyenne s d e chaqu e trafi c son t utilisée s pou r l e calcu l d e 
l'indice d'équité . 
1.4 Ban c d e tes t :  exemple d e MiN T 
Le systèm e MiN T (De , Raniwala , Sharm a e t Chiue h (2005) ) a  ét é étudi é pou r se s forte s 
ressemblances ave c notr e problématiqu e d'analys e d e performance. MiN T automatis e l a mis e 
en plac e d'expérience s d e résea u maill é su r ban c d e tes t dan s un e approch e utilisateu r 
intuitive e t graphique . Mai s malheureusement , so n architectur e l e limit e à  l'étud e d e l a 
performance de s niveaux 1  et 2. 
MiNT offr e ains i la  possibilité d'automatise r de s analyse s d e performanc e su r u n banc d e tes t 
de petit e taille . L e ban c d e tes t es t u n résea u WiF i maill é multisau t à  une antenn e pa r nœud . 
Les effet s d e la  mobilité son t analysé s grâc e à  des robot s mobile s su r lesquel s son t installée s 
les antennes . 
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1.4.1 Architecture 
MiNT (Figure 1.4 ) est composé d'un ensemble de nœuds de test {core  node)  contrôlés par un 
nœud d e contrôl e {central  contrôler). Les nœuds d e test formen t l e banc d e test maillé . Il s 
sont équipé s d'interface s WiF i connectée s à  de s antenne s atténuées . Le s antenne s son t 
installées su r de s robot s mobile s pou r simule r l a mobilité . L a deuxièm e antenn e perme t 
d'enregistrer {sniffing)  le trafi c transitan t pou r le s mesure s d e performance . L e nœu d d e 
contrôle communiqu e ave c les nœuds de test a u travers d'un résea u d e contrôle indépendan t 
du banc de test. 
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Figure 1.4 Architectur e de MiNT. 
Tirée de De, Raniwala, Sharma et Chiueh (2005, p. 2) 
1.4.1.1 Nœu d d e tes t 
Un nœu d d e tes t es t u n ordinateu r d e burea u équip é d e deu x carte s WiF i NetGea r MA311 . 
Pour permettr e la  mis e e n plac e d'u n résea u maill é su r un e surfac e réduite , de s antenne s 
atténuées son t connectée s au x interface s WiFi . Elle s réduisen t l a puissanc e d u signa l d e 
manière tell e que l e signal n e parcourt pa s plus de quelques dizaine s d e centimètres . 
Pour simule r l a mobilité , le s antenne s son t installée s su r de s robot s LEG O (Hobb y robots ) 
contrôlés à  distance pa r infrarouge . Le s nœuds d e tes t s e positionnent automatiquemen t dan s 
le banc d e test . 
1.4.1.2 Noeu d de contrôl e 
Le nœu d d e contrôl e perme t d e centralise r l e contrôl e d u ban c d e tes t e t l'exécutio n 
d'expériences a u travers d'un e interfac e termina l e t Web . L e contrôl e de s nœud s d e MiN T s e 
base su r l'utilisafio n d u protocol e SNM P (Simpl e Networ k Managemen t Protocol) . U n 
gestionnaire d e nœu d es t install é dan s le s nœud s d e test . I l me t à  jour le s paramètre s de s 
interfaces WiF i e n fonctio n de s information s contenue s dan s le s table s MI B (Managemen t 
Information Base) . L e nœu d d e contrôl e accèd e à  se s information s e t le s me t à  jour pa r u n 
gestionnaire d e nœud (networ k managemen t station) . Ces échanges transiten t su r l e réseau d e 
contrôle, isol é d u ban c d e test . L e résea u d e contrôl e peu t êtr e filaire  o u no n dan s l a mesur e 
où les canaux utilisé s n'interfèrent pa s avec ceu x d u banc d e test . 
1.4.2 Contrôl e d'expérienc e 
La définition d'u n tes t d e performanc e es t un e successio n d'étape s réalisée s pa r l e chercheur : 
configuration d e l a topologie, de s trafics , d e l a mobilité , de s paramètre s WiF i e t exécution d e 
l'expérience. 
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1.4.3 Configuratio n d e la topologi e 
La configuration d e l a topologie es t réalisée manuellemen t a u travers d e l'interfac e graphiqu e 
GUI (Graphica l Use r Interface) . Le s nœud s son t représenté s pa r de s cercle s positionné s à  l a 
souris su r le banc de test . Le s connexions son t automatiques e n fonction d u positionnement . 
1.4.3.1 Configuratio n de s trafic s 
Les trafics son t établi s pa r de s application s contenue s dan s la  librairie d e MiNT. Le s source s 
et puits son t positionnés à  la souris su r l a topologie. 
1.4.3.2 Configuratio n d e la mobilit é 
La mobilit é es t configuré e pa r l'éditio n d'u n script . Le s durée s e t trajet s son t spécifié s pou r 
chaque nœud . 
1.4.3.3 Paramètre s WiF i 
Les paramètre s WiF i son t configuré s automatiquemen t pa r l'application . U n seu l cana l es t 
utilisé pou r l'ensembl e d u ban c d e test . L'utilisateu r peu t modifie r le s paramètre s (puissance , 
débit, canal... ) e n sélectionnant un nœud. 
1.4.3.4 Exécutio n d e l'expérienc e 
Une foi s l a configuratio n terminée , l'expérienc e es t exécutée . Le s trace s d u trafi c son t 
automatiquement relevée s pa r l'antenne d e mesure e t centralisées dan s l e nœud d e contrôle . 
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1.4.4 Traitemen t de s résultat s 
1.4.4.1 Collectio n de s trace s 
Au cour s d e l'expérience , l e trafi c es t em^egistr é su r l a deuxièm e interfac e de s nœud s e n 
utilisant l'applicatio n tcpdump . Tou s le s paquets reçu s a u niveau d e l'antenn e d e mesure son t 
sauvegardés. Un e foi s l'expérienc e terminée , il s son t automatiquemen t centralisé s su r l e 
nœud d e contrôle . 
1.4.4.2 Agrégatio n de s trace s 
Sur l e nœu d d e contrôle , le s trace s son t fusionnée s e n résultat s lisibles . Chaqu e paque t es t 
associé à  son parcour s tempore l dan s l e réseau. 1 1 es t ains i possibl e d e retracer l e trajet préci s 
de tous les paquets dan s le réseau . 
1.4.4.3 Visualisatio n de s résultat s 
Les résultat s son t visualisé s su r l'interfac e graphique . Il s son t présenté s sou s un e form e 
comparable a u systèm e d e simulatio n NS-2 . L e déplacemen t tempore l de s paquet s es t 
représenté su r l a topologi e d u ban c d e test . I l es t ains i possibl e d e suivr e l'évolufio n d e l a 
performance a u niveau du transit de s paquets. 
1.4.5 Limite s e t problème s 
Le systèm e MiN T es t u n systèm e trè s préci s e t performan t dan s l'analys e d e l a performanc e 
d'un résea u maill é muhisaut . Pa r contre , MiN T n'es t pa s adapt é pou r de s analyse s d e résea u 
mulfiradio. I l ne s'intéress e qu' à de s problémafiques d e nivea u 1  et 2 . I l ne permet pa s l a mise 
en place d e mécanisme d e routage e t de gestion d e trafic d e niveau 3 . 
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D'autre part , MiN T n' a pas un e approche synchronisée . Pou r communique r ave c le s nœuds, i l 
utilise l e protocole SNMP . Le s tables MI B son t mise s à  jour e t alor s l e gestionnaire d e nœu d 
peut mettr e à  jour le s paramètres d u nœud . 
Enfin, l e traitement de s donnée s n'es t pa s adapt é à  des test s d e hau t niveau . L'analys e paque t 
est lourd e e t fastidieuse lorsqu e le s scénarios d e trafic s e déroulent su r plusieurs minutes . 
D'autres système s d'expérimentatio n su r ban c d e tes t existent , mai s l'étud e s'es t limité e a u 
système MiN T qu i étai t l e systèm e s e rapprochan t l e plu s d e no s problématique s 
d'expérimentation. 
1.5 Conclusio n 
Ce chapitr e a  présent é le s technologie s d e réseau x maillés . Le s première s génération s 
utilisaient un e radi o partagé e entr e accè s e t relayage . Puis , de s stmcture s à  deu x e t troi s 
radios s e son t développée s grâc e à  la  baisse d u coû t de s technologie s radio . Elle s on t permi s 
de sépare r l'accè s d u relayag e e t mêm e d e sépare r l e relayag e ascendan t d u relayag e 
descendant. D e nouvelle s limite s d e performanc e on t alor s v u l e jour d û au x interférence s 
engendrées pa r l'utilisation d e plusieurs radios . 
En recherche , l a plupar t de s analyse s d e performanc e on t ét é réalisée s dan s de s 
environnements simulés , simple s d e mis e e n œuvre . Ce s étude s on t apport é un e premièr e 
évaluation su r le s enjeu x d u développemen t d e mécanisme s d e gestio n d e trafic . Néanmoins , 
leurs résultat s son t limité s parc e qu e le s simulafion s son t de s approximafion s d e 
comportements réels . Le s étude s su r ban c d e tes t donnen t de s résultat s plu s pertinents , mai s 
sont malheureusemen t encor e aujourd'hu i difficile s d e mis e e n œuvre . Le s solution s 
d'automatisation tell e qu e MiN T on t ét é développée s pou r répondr e à  de s problématique s 
précises dan s l'analys e d e la  performance . 
Ce mémoir e propos e ains i d'étudie r la  performanc e de s réseau x WiF i maillé s multiradi o su r 
banc d e test . L e ban c d e tes t es t contrôl é pa r un e plate-form e "maison " ouverte . L'étud e me t 
en valeur le s limites d e performance de s technologies actuelle s e t propose de s mécanismes d e 
niveau 3  pour le s contrôler . L'étud e es t basé e su r l'utilisatio n d'équipement s e t d e protocole s 
existants e t validés. 
CHAPITRE 2 
PLATE-FORME D E CONTRÔLE D E BANC DE TES T 
Au fils  de s années , de s solution s pou r automatise r le s expérience s résea u on t v u l e jour te l 
que MiNT . Elle s permetten t d e déployer rapidemen t de s test s dan s de s conditions proche s d e 
la réalité . Mais , elles on t pou r l a plupart ét é développées pou r répondr e à  des problématique s 
particulières. L'étud e d e MiN T a  permi s d e montre r qu'ell e es t difficilemen t transférabl e à 
d'autres contexte s expérimentau x tel s qu e l e nôtre . Or , l e besoi n croissan t de s utilisateur s 
impose à  l a recherch e de s délai s d e développemen t d e plu s e n plu s courts . Développe r de s 
applications d e gestio n d e ban c d e tes t pou r chaqu e nouvell e problématiqu e devien t 
rébarbatif e t non productif . 
La plate-form e expérimental e proposé e dan s c e chapitr e es t un e solutio n ouvert e qu i s e bas e 
sur l'utilisatio n d e l'existant . Le s équipement s résea u utilisen t de s système s d'exploitatio n 
Unix qu i on t déj à fai t leu r preuve . U n larg e éventai l d'outil s es t disponibl e pou r réalise r tou t 
type d e mesure . D e plus , le s système s Uni x son t ouverts , il s permetten t au x chercheur s 
d'implanter de s protocole s e n développement . L a plate-form e a  ains i ét é développé e pou r 
synchroniser l'utilisatio n d e ce s équipement s existant s e t d e leur s outil s dan s l e cadr e 
d'expériences su r banc de test . 
La plate-form e perme t d'évalue r l a performanc e d'u n résea u dan s u n context e proch e d e l a 
réalité. Contrairemen t à  de s outil s tel s qu e MiN T qu i son t spécialisé s dan s l'analys e de s 
comportements d e niveau 1  et 2 , la plate-forme s'intéress e au x problème s d e performance de s 
utilisateurs. Le s comportements d e niveaux 2 , 3 et 4 sont analysés . 
Ce chapitr e présent e la  plate-form e expérimental e proposée . L a présentatio n commenc e pa r 
les problématiques liée s à  la mise e n place d'expérience s su r banc d e test. Puis , le s propriété s 
d'une expérienc e résea u son t définie s pa r l'utilisatio n d'u n scrip t d e scénario . Ensuite , 
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l'architecture e t l e dessi n logicie l d e l a plate-form e son t présentés . Enfin , un e discussio n e t 
une conclusion son t proposées . 
2.1 Problématiqu e 
Les analyse s d e performanc e su r ban c d e tes t permetten t d'évalue r l a validit é d e résultat s 
obtenus pa r simulatio n dan s u n environnement proch e de s condition s réelles . Le s analyse s e n 
simulation son t basée s su r de s approximation s d e comportement s réels . U n environnemen t 
réel ayan t un e complexit é quas i infinie , l'étap e d'analys e d e l a performanc e su r ban c d e tes t 
est essentiell e avan t l a validatio n d'u n protocol e o u d'un e nouvell e technologi e afi n d e 
contrôler l e plu s larg e nombr e d e paramètres . Le s problématique s liée s à  ce s analyse s son t 
présentées dan s cette partie . 
2.1.1 Tes t d e performanc e 
Un tes t d e performanc e résea u su r ban c d e tes t es t un e étud e d e simulatio n de s condition s 
réelles. Elle es t basée su r l'utilisatio n d'équipement s réel s dans des conditions expérimentales . 
Les élément s e t activité s son t contrôlé s pou r l a réalisatio n d e test s exhaustif s d e limite s d e 
performance. 
Un tes t d e performance es t caractéris é pa r quatre problématique s :  la mise en place d u réseau , 
l'ajout d'élément s d e simulation d e comportements réseau , l e trafic d'exploitatio n e t l a mesur e 
de l a performance . 
2.1.2 Résea u 
Le résea u correspon d à  la  mis e e n plac e e t l a configuratio n d u matérie l su r l e ban c d e test . 
Les nœuds son t posifionnés e t configurés e n foncfion d e la  topologie d u test . 
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2.1.2.1 Élément s d e simulatio n 
Les élément s d e simulafio n son t de s service s permettan t d e simule r de s effet s particulier s d e 
réseau. Pa r exemple , u n servic e d e tau x d e pert e peu t êtr e ajout é à  un e interfac e WiF i pou r 
simuler un e dégradatio n d e signal . Le s élément s d e simulatio n permetten t ains i d e teste r le s 
effets d e comportement s réel s habituellemen t no n contrôlable s d e faço n contrôlé e su r l e banc 
de test . 
2.1.2.2 Trafic s 
Les trafic s représenten t l'activit é d u ban c d e test . Il s son t établi s d e manièr e à  teste r de s 
conditions limite s d'utilisation . Pa r exemple , un e grand e quantit é d e flux  d e trafi c utilisateu r 
peut êtr e exécuté e simultanémen t pou r évalue r la  gestion de l'équit é dan s l e réseau . 
2.1.2.3 Mesur e 
La mesur e perme t d e releve r l a performance d u ban c d e tes t qu i dépen d d e la  topologie , de s 
éléments d e simulatio n e t de s trafics . Tou t typ e d e mesur e peu t êtr e envisag é :  band e 
passante, délai , équité.. . Le s outil s d e mesur e son t installé s su r le s nœud s critique s d e la 
topologie testée . Pa r exemple , l a mesure d e la  performance d'un e connexio n TC P es t mis e e n 
place su r le nœud sourc e d u trafic . 
2.1.2.4 Ban c d e tes t 
L'environnement expérimenta l es t compos é d'un e collectio n d e nœud s organisé s dan s l a 
topologie d e test . Chaqu e nœu d offr e de s service s d e configuratio n d'interfaces , simulafion , 
exécufion d e trafic e t mesure . 
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2.1.2.5 Nœud s 
Les nœud s son t le s élément s d e bas e d u ban c d e test . Le s service s qu'il s offren t permetten t 
l'exécution d'expériences . I l existe trois types de nœud : 
- équipemen t Unix , 
- équipemen t d e simulation , 
- servic e extérieur . 
Les équipement s Uni x son t de s carte s embarquée s o u ordinateur s d e burea u équipé s 
d'interfaces réseau . Il s son t piloté s pa r de s système s d'exploitatio n ouvert s tel s qu e Linu x o u 
FreeBSD. Il s son t contrôlé s localemen t pa r leu r interfac e séri e e t à  distanc e pa r un e 
connexion terminal e SSH . 
Les équipement s propriétaire s son t de s équipement s d e simulatio n réseau . Pa r exemple , u n 
équipement permettan t d e simule r le s effet s d'u n résea u WA N entr e u n por t d'entré e e t u n 
port d e sortie . Le s équipement s propriétaire s son t équipé s d e système s d'exploitatio n 
propriétaires à  accès limité . Ils sont contrôlés à  distance pa r des protocoles terminau x tel s qu e 
TCL. 
Les service s extérieur s son t de s équipement s no n contrôlé s pa r l'environnemen t 
expérimental. Il s offren t de s service s no n modifiables . Pa r exempl e u n serveu r SI P qu i offr e 
des compte s d e téléphonie permettan t d'établi r de s connexion s VoI P entr e le s nœuds d u ban c 
de test . 
2.1.2.6 Service s 
Les service s son t de s outil s exécuté s localemen t su r le s nœuds . Il s son t propre s à  chaqu e 
nœud. Il s permettent d e réaliser de s actions expérimentales . Le s service s son t réparti s e n troi s 
classes : 
- réseau . 
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- simulation , 
- trafi c e t mesure . 
La class e résea u contien t l'ensembl e de s service s permettan t l a mis e e n plac e d u réseau . Il s 
permettent l a configuratio n de s interface s réseau , l a configuratio n d u résea u e t la  définitio n 
des chemins dan s le s tables de routage . 
La class e simulatio n correspon d au x service s qu i simulen t de s comportement s particulier s d e 
réseau. Pa r exemple , u n servic e d e tau x d e pert e qu i perme t d e simule r de s effet s 
d'interférence su r une coimexion WiFi . 
La class e trafi c e t mesur e correspon d au x service s permettan t d e crée r de s trafic s e t d e 
mesurer l a performance . Le s trafic s son t créé s pa r l'ajou t d e source s e t d e puit s dan s l e 
réseau. L a mesur e peu t êtr e associé e soi t a u servic e d e trafi c soi t à  u n élémen t indépendant . 
Par exemple , u n servic e d'aspiratio n d e trafi c ( « sniffing » ) qu i enregistr e tou s le s paquet s 
transitant su r une interface . 
2.1.3 Approch e 
La plate-form e es t développé e dan s un e approch e ouverte , portabl e e t intuitive . L a structur e 
est simple , ell e perme t d e synchronise r l'utilisatio n d e nœud s e t service s existants . L e 
contrôle e t l a mis e e n plac e de s expérience s son t centralisé s dan s un e interfac e graphiqu e 
Web intuitive . 
2.1.3.1 Gestio n de s nœud s 
La gestion de s nœuds es t géré e uniformémen t pa r l a plate-forme. L e fonctionnement de s troi s 
types d e nœud s (équipemen t Unix , équipemen t d e simulation , e t servic e extérieur ) es t 
harmonisé. Tou s le s nœud s s e connecten t à  l a plate-forme , donnen t l a list e d e leur s service s 
(interfaces e t outils ) e t attenden t de s ordre s d'exécutio n d u serveu r central . Le s nœud s son t 
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comparables au x pièce s d'u n puzzle . Chaqu e pièc e a  un e form e particulièr e e t u n moti f 
particulier. L'utilisateu r pren d ce s pièce s e t réalis e so n propr e puzzl e (expérience ) e n 
associant le s forme s (servic e d e réseau ) e t le s image s (service s d e simulation , trafi c e t 
mesure). 
2.1.3.2 Gestio n de s service s 
Les service s son t le s outil s logiciel s offert s pa r le s nœuds pou r l a réalisation d'expérience . Il s 
sont activés par des commandes exécutée s localemen t su r les nœuds . 
Deux type s de commandes son t déterminés : 
- synchrone , 
- asynchrone . 
Les commande s synchrone s on t u n temp s d'exécutio n court . Elle s son t exécutée s pui s leur s 
sorties standar d stdou t e t stder r son t retournées . L a sorti e standar d stdou t es t la  sorti e 
normale, qu i contien t l e résulta t d e l'exécution . L a sorti e standar d stder r es t l a sorti e erreur , 
qui es t retourné e uniquemen t e n ca s d'erreu r e t contien t l e messag e associ é à  l'erreur . I l es t 
possible qu'un e command e synchron e exécut e u n servic e don t l'actio n s e prolong e dan s l e 
temps. Dan s c e cas , une deuxièm e command e synchi-on e es t exécuté e pou r arrête r l e service . 
Par exemple , pou r monte r un e interfac e résea u l a command e synchron e :  «  ifconfig eth l 
192.168.1.1 u p »  est utilisée, puis, pour l a démonter la  commande :  « ifconfig eth l dow n » . 
Les commande s asynchrone s on t un temps d'exécutio n long . Elles son t exécutée s e n tâche d e 
fond su r l e nœud . Deu x fins  d'exécutio n son t alor s possibles . Dan s l e ca s o ù ell e s e termin e 
d'elle-même, ell e es t attendu e pa r un e command e «  wait » , spécifiqu e à  la  plate-forme . Pa r 
exemple :  L e servic e «  iperf-c 192.168.1. 1 - t 6 0 »  s e termin e d e lui-mêm e a u bou t d e 6 0 
secondes. D'autr e part , un e command e qu i n' a pa s d e fin  d'exécutio n (e x :  «  iperf - s » ) es t 
arrêtée pa r un e command e «  kill » , spécifique à  la  plate-forme. Le s sortie s standar d stdou t e t 
stderr son t retournées à  la fin de l'exécution de s commandes asynchrones . 
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2.1.3.3 Ouver t su r l'existan t 
L'approche ouvert e d e la  plate-form e perme t au x utilisateur s d e suivr e le s évolution s de s 
équipements e t protocole s e n développement . L a plate-form e es t basé e su r l'utilisatio n d e 
l'existant e t permet leu r synchronisatio n dan s une approch e expérience . 
Le choi x de s nœud s Uni x ouvert s offr e de s perspective s intéressantes . De s développement s 
spécifiques peuven t êtr e réalisé s e t associé s à  de nouveau x service s dan s la  plate-forme. Le s 
protocoles e n développemen t don t l a performanc e a  ét é validé e dan s de s expérience s d e 
simulation peuven t ains i êtr e mi s e n plac e rapidemen t dan s de s expérience s su r ban c d e test . 
La validation d e l a performance d'u n nouvea u protocol e es t facilitée . 
La plate-form e ouvert e e t portabl e offr e d e bonne s perspective s d'avenir . Ell e s e concentr e 
sur la  synchronisatio n de s outil s existants . L'ajou t d e nouveau x nœud s e t service s dan s l a 
plate-forme es t simpl e e t rapide . 
2.2 Expérienc e 
Une analys e d e l a performance su r ban c d e tes t es t un e expérienc e réseau , don c multi-nœud . 
Une expérienc e es t composé e d e deu x étapes , l'exécutio n e t l e traitemen t de s données . 
L'exécution correspon d à  la  mis e e n plac e d u ban c d e test . Ell e es t réalisé e pa r l'exécutio n 
d'un scrip t d'expérience . L e traitemen t de s donnée s consist e e n l'acquisitio n de s traces , l a 
synthèse de s données e t l a visualisation d e la performance . 
2.2.1 Exécutio n 
L'exécution d'un e expérienc e es t un e successio n d e ligne s d e commande s organisée s dan s u n 
script. Chaqu e lign e de commande es t associée à  un nœud, u n type d'exécutio n (syncliron e o u 
asynclirone) e t pour le s commandes asynchi'one s un identifian t script . 
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Pour un e meilleur e compréhension , l a présentation d u scrip t es t accompagné e d'u n exemple . 
L'expérience port e su r l'étud e d e l a performanc e d'un e connexio n Etherne t d e mauvais e 
qualité. Le s nœud s 1  e t 2  son t inte r connect é pa r leur s interface s Ethernet . L e nœu d 2  es t 
supposé à  problème , i l engendr e u n tau x d e pert e d e 10% . L a mesur e d e performanc e port e 
sur un trafic TC P ascendan t (nœu d 1  vers nœud 2) . 
Les problématique s d u scrip t son t présentée s dan s l'ordr e d e leu r exécution . De s variable s 
sont d'abord ufilisée s pou r simplifie r la  configuration e t l a lisibilité . Les étapes d'exécution d u 
banc d e tes t son t :  la mis e e n plac e d u réseau , l e positionnemen t de s outil s d e simulatio n e t 
l'exécution de s trafics e t mesures. Pour finir,  de s mécanismes additionnel s d e blocs e t boucle s 
sont présentés . 
2.2.1.1 Variable s 
Les variable s son t ufilisée s pou r facilite r l a lisibilit é e t l a configuratio n d u script . Elle s son t 
déclarées e n début d e script . Pa r exemple, pour l e test de performance elle s son t définies pa r : 
Noeudl=00:0d:b9:15:bc:70 
Noeud2=0 0:0d:b9:15:ba:e4 
LostRate=0.10 
Les identifiant s de s nœud s son t associé s au x nom s «  Noeud 1 » e t «  Noeud2 » . L e tau x d e 
perte es t configur é à  10% . Ce s variable s son t appelée s dan s l e scrip t ave c l a syntax e : 
${« nom d e la variable »} . 
2.2.1.2 Résea u 
La mis e e n plac e d u résea u es t réalisé e pa r l a configuratio n de s interface s e t routes . Pa r 
exemple pou r l'analys e d e la  performance, l e réseau es t configur é pa r : 
${Noeudl} ,  sync , ifconfig ethl 192.168.1.1 up 
${Noeud2} ,  sync , ifconfig ethl 192.168.1.2 up 
Les interfaces eth l de s nœuds 1  e t 2 sont configurées su r le réseau 192.168.1.0/24 . 
2.2.1.3 Outil s de simulation 
Les outil s d e simulatio n son t ajouté s su r l e résea u pou r crée r de s effet s particulier s su r l e 
réseau. Pour l'exemple, les outils de simulation sont définis par : 
${Noeud2} ,  sync , ipfw ethl plr ${LostRate} src-ip any 
dst-ip any 
Un taux de perte est ajouté à  l'interface ethl  d u nœud 2. La valeur de la perte est associée à la 
variable "LostRate" dont la valeur est définie en variable à 10%. 
2.2.1.4 Mesur e et trafics 
Les trafic s e t outil s d e mesur e son t maintenan t mi s e n place . Il s représenten t l e scénari o 
d'exécution d e l'expérience. Pour l'exemple, la mesure est définie par : 
$(Noeud2} ,  async , iperf -s , idl 
$(Noeudl} ,  async , iperf -c 192.168.1.2 -t 600 -i 10 , id2 
$(Noeudl} ,  wait ,  id2 
${Noeud2} ,  kill , idl 
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Un puits {sink)  TCP est install é su r le nœud 2 . Une source de trafic TC P d'une durée de 600 
secondes es t mis e e n plac e su r l e nœud 1  vers l e puits . Le s commande s utilisée s son t de s 
commandes asynchrones . Des identifiants son t utilisés pour gérer la fin de leur exécution. La 
source (id2) qui a  une durée d'exécution déterminé e est attendue par un « wait »  (ligne 3). Le 
puits (idl) est détruit à la fin de l'exécution du trafic par un « kill »  (ligne 4). 
2.2.1.5 Relâchemen t des nœuds 
Maintenant qu e l'exécutio n de s outil s d e mesures e t trafics es t terminée , l e banc d e tes t es t 
libéré; les services de simulation et de réseau sont arrêtés successivement par : 
${Noeud2} ,  sync , ipfw ethl destroy 
${Noeudl} ,  sync , ifconfig ethl down 
${Noeud2} ,  sync , ifconfig ethl down 
En premier , l e servic e d e simulafio n "ipfw " es t dé-configur é su r l e noeu d 2 . Pui s le s 
interfaces son t démontée s su r le s nœud s :  1  et 2 . Le s nœud s s e retrouven t dan s leu r éta t 
initial. Ils sont prêts à exécuter de nouvelles expériences. 
2.2.1.6 Autre s 
Par ailleurs, nous définissons de s mécanismes de blocs et boucles son t définis. Il s permettent 
de multiplier l'exécution d'u n phénomène en changeant une valeur. 
Les blocs permettent d e mettre une étiquette su r un groupe de commande. Cett e étiquette es t 
ensuite utilisé e dan s le s résultat s à  fin d'identification. U n blo c d e résulta t es t associ é à  un 
phénomène, par exemple : 
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Ascendant :  : 
{ 
${Noeudl} ,  async , iperf -c 192.168.1.2 -t 600 -i 10 
, id2 
${Noeudl} ,  wait , id2 
} 
La mis e e n plac e d u trafic es t étiqueté e comm e étan t «  Ascendant » . Un deuxièm e blo c d e 
trafic descendan t pourrait alors être défini e t étiqueté «  Descendant » . 
Les boucle s son t de s bloc s qu i son t répété s plusieur s foi s e n changean t l a valeu r d'un e 
variable. Le s commandes son t étiquetées par le nom e t la valeur d e la variable courante . Par 
exemple : 
FOR l o s t R a t e I N [ 0 , 0 . 0 5 , 0 . 1 0 ] 
{ 
${Noeud2} ,  sync , ipfw ethl plr ${lostRate} src-ip any 
dst-ip any 
#. . . (exécution des trafics) . . . 
${Noeud2} ,  sync , ipfw ethl destroy 
} 
L'exécution de s trafics es t répété e troi s foi s pou r de s taux d e perte d e 0% , 5 % et 10% . Les 
résultats sont éfiquetés par :  « lostRate=0 » , « lostRate=0.05 »  et « lostRate=0.10 ». 
Cette parti e a  permis d e présente r l e scrip t qu i permet l'exécutio n d e l'expérience . L e scrip t 
complet d e l'exempl e d u tes t d e l a performance d'un e connexio n Etherne t es t présent é dan s 
les annexes. Les blocs et boucles sont utilisés pour tester la performance dan s les trois cas de 
taux de perte :  0%, 5% et 10% . 
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2.2.2 Traitemen t de s donnée s 
Le traitemen t de s donnée s d e l'expérienc e perme t l'analys e d e l a performance. Un e parti e de s 
données es t acquis e pendan t l'exécutio n d e l'expérienc e :  l e journa l qu i enregistr e l'éta t 
d'exécution de s commandes e t les traces qu i son t de s copies de s sorties standard . Le s donnée s 
et résultats son t extrait s des fichiers  trace s à  la fin de l'exécutio n d e l'expérience . 
2.2.2.1 Journa l 
Le journal es t u n fichie r tablea u a u forma t CS V (le s valeur s son t séparée s pa r de s virgules ) 
contenant le s trace s d'exécutio n de s commandes . I l perme t un e validatio n de s étape s d e 
l'expérience. Chaqu e command e es t associé e à  :  identifiant d'exécution , identifian t d e nœud , 
type d'exécution , emplacemen t de s traces, état de l'exécutio n e t message d'alert e (Figur e 2.1) . 
Directory ,  Command Id , Node Id , Executed type , Command ,  Status , Warning message 
-/traces/ , 007-LostRate=0_Ascendant-iperf , 00 :Od:b9: 15:bc: 70 , async , iperf -s , Ok , 
Figure 2. 1 Traitemen t de s données :  exemple fichie r journal . 
L'exécution d e l a commande «  iperf-s »  s'est déroulé e correctemen t ( « O k ») ; i l n'y a  pas d e 
message d'erreur . L'identifian t es t «  007-LostRate=0_Ascendant-iperf »  e t le s trace s s e 
trouvent dan s l e dossier «  -/traces/ » . 
2.2.2.2 Trace s 
Les trace s son t de s fichiers  texte s contenan t le s sortie s standar d stdou t e t stderr . Il s son t 
nommés pa r l'identifian t d e l a commande , l e no m d u blo c e t l e no m d u service . Le s 
extensions «  .stdout »  ou «  .stderr »  précisent à  quelle sorti e standar d la  trace correspond . 
36 
Par exemple , l a trace d e «  007-LostRate=0_Ascendant-iperf stdou t »  correspond à  la Figur e 
2.2. 
/usr/local/bin/iperf -s 
Server listening on TCP port 5001 
TCP window size: 64.0 KByte (default ) 
[ 5 ] local 192.168.1.1 port 5001 connected with 192.168.1.2 port 50390 
[ ID] Interval Transfe r Bandwidt h 
[ 5 ] 0.0-600. 0 sec 3.0 7 GBytes 51. 2 Mbits/sec 
Figure 2.2 Traitemen t des données :  exemple fichier trace. 
La première lign e rappell e l a commande exécutée . L e reste d u fichie r es t l a sortie standar d 
d'iperf 
2.2.2.3 Donnée s 
Les données sont des fichiers CS V contenant le s informations extraite s des traces. Un fichie r 
unique es t déclar é pa r nœu d e t pa r servic e d e mesure . Le s colonne s corresponden t au x 
différents bloc s et boucles exécutés. Leur nom est indiqué sur la première ligne. Par exemple, 
l'extraction d u débi t moye n de s trace s «  iperf - s »  du nœu d 2  donne l e fichie r présent é e n 
Figure 2.3. 
LostRate=0_Ascendant ,  LostRate=0.05_Ascendant , LostRate=0.10_Ascendant 
51.2 , 48.0 , 45.2 
Figure 2.3 Traitemen t des données :  exemple fichier données . 
Trois colonne s son t définie s pou r le s trois valeurs d e taux d e perte testées . Le s valeurs son t 
indiquées dans la deuxième ligne. 
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2.2.2.4 Résultat s 
Les données brutes sont mises en forme dans des graphiques ou tableaux. Les comportements 
analysés son t ains i mis en valeur. Les conclusions son t visuelles. Par exemple , l e résultat de 
l'évolution d u débit moyen est maintenant présenté (Figure2.4). 
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Figure 2.4 Traitemen t des données ;  débit moyen VS taux de perte. 
Les donnée s son t présentée s sou s form e d e graphique à  barres qu i perme t un e appréciatio n 
rapide des résultats :  le débit diminue avec l'augmentation d u taux de perte. La diminution est 
linéaire et proportionnelle au taux de perte. 
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2.3 Architecture 
L'architecture d e l'environnement expérimenta l es t présentée e n Figure 2.5 . La structure es t 
basée su r un e approch e équivalent e a u systèm e d'expérimentatio n MiN T présent é dan s 
l'étude d e l'art . I l est composé d e quatre élément s :  le banc de test, l e réseau d e contrôle , le 
serveur central et l'utilisateur . 
MAP MA P M.-\ P 
t i a n C 0 0 j _ J_'51.= i ' -a; j J [ l  slfl^-a p l  l  s ; a ' - - a p J [ 
de test 
Snlerneî 
Nce 
Réseau d e 
contrôle 
Serveur d e 
contrôle 
Nœ 
Utilisateurs 
id2 
Etudiant 
KŒ iiiZ 
Administrateur 
N 
Enseignant 
Figure 2.5 Architectur e du réseau de contrôle. 
Les nœuds d u banc de test son t connectés pa r une interface dédié e a u réseau d e contrôle. I l 
est possible d'utilise r un e connexion Etherne t o u WiFi dans l a mesure o ù le s canaux utilisé s 
n'interfèrent pa s avec ceux du banc de test. 
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Le serveu r centra l perme t l e contrôle d e l'ensemble de s éléments. I l fai t l a transition entr e le 
banc d e test e t l'utilisateur. I l gère le s nœuds connecté s a u système, le s expériences e n cours, 
la définition d'expérience , l e traitement des traces et les accès utilisateur . 
Les utilisateur s accèden t à  l'applicatio n à  distanc e a u traver s d'u n navigateu r Interne t 
traditionnel (Firefox , Chrome , Interne t Explorer...) . 
Les nœuds de test et le serveur centra l son t maintenan t présentés . 
2.3.1 Les nœud s 
Les nœud s son t de s carte s embarquée s développée s e t distribuée s pa r P C Engines , 
compagnie installé e à  Zurich e n Suisse. Deu x modèle s son t utilisé s :  Alix3d2 pou r se s deux 
emplacements miniPC I (Tablea u 2.1 ) et Alix2d3 pou r se s trois interface s Etherne t (Tablea u 
2.2). 
Tableau 2.1 Caractéristique s cart e Alix 3d 2 
CPU 
Mémoire 
Entrées/Sorties 
Interfaces Réseau 
Stockage 
Système d'exploitatio n 
500 MHz AMD Géode LX800 
256 Mo DDR DRAM 
1 port série 
2 ports USB 
2 WiFi miniPCI Atheros AR5413 
1 port Ethernet 
1 CompactFlash 1  G o 
1 clés USB 256 Mo 
FreeBSD 8.0 
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Tableau 2.2 Caractéristique s carte Alix 2d3 
CPU 
Mémoire 
Entrées/Sorties 
Interfaces Réseau 
Stockage 
Système d'exploitatio n 
500 MHz AMD Géode LX800 
256 Mo DDR DRAM 
1 port série 
2 ports USB 
1 WiFi miniPCI Atheros AR5413 
3 ports Ethernet 
1 CompactFlash 1  G o 
1 clés USB 256 Mo 
FreeBSD 8.0 
Des carte s WiF i Athero s AR541 3 (le s spécification s son t disponibl e e n annexe ) son t 
installées. Athero s a  été chois i pou r se s driver s ouvert s qu i permetten t l'implémentatio n d e 
protocoles en développement. 
La cl é US B d e 25 6 M o es t utilisé e pou r supporte r l'applicafio n maiso n e t le s donnée s 
expérimentales. Elle est isolée du système d'exploitation pour conserver son intégrité. 
Le système d'exploitation utilis é est FreeBSD 8.0 , i l est installé sur le compact flash de 1  Go . 
Un système Linux (Voyage), plus classique en recherche, avait été envisagé, mais il a montré 
des limites :  blocages et problèmes de stabilité dus au driver MadWiFi en mode point d'accès. 
Le système d'exploitatio n FreeBS D 8. 0 a  été retenu pou r s a stabilité e t sa performance dan s 
les système s embarqués . L e drive r Athero s :  ath_ha l offr e u n suppor t comple t de s carte s 
AR5413 ainsi que la possibilité d'utiliser des protocoles émergents tels que ITEEE 802.11 s. 
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2.3.2 Le serveur de contrôle 
Le serveur central est un serveur Dell , ses caractéristiques sont présentées en Tableau 2.3. 
La plate-forme es t installée sur une machine virtuelle java pour conserver sa portabilité. 
Tableau 2.3 Caractéristique s du serveur Dell 
CPU 
Mémoire 
Interfaces Résea u 
Stockage 
Système d'exploitatio n 
AMD Athlo n 64X2 3800 + 
2 Go 
3 ports Etherne t 
1 disque dur 250 G o 
OpenSuSE 11. 0 
2.4 Dessin logiciel 
Les élément s e t mécanisme s le s plu s pertinent s d e l'applicatio n son t présenté s dan s cett e 
partie. L'application es t organisée en quatre groupes distincts (Figure 2.6) :  le gestionnaire de 
nœud, le système de contrôle, la base de données et l'accès utilisateur. 
Le gestionnair e d e nœu d perme t l'interactio n entr e l a cart e embarqué e e t l e systèm e d e 
contrôle. I l est installé dan s chacun des nœuds. Il informe l e système de s capacités du nœud 
et attend les commandes à exécuter. 
Le systèm e d e contrôl e es t l e cœu r d e l a plate-forme . I l gèr e le s interaction s entr e le s 
expériences e t les nœuds. I l permet l a mise en place des bancs de test, des outils d e mesure, 
des trafics e t l'acquisition de s données. 
La base de données contient les informations nœud , expérience et administration. 
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L'accès au x utilisateur s offr e u n environnemen t intuiti f pou r l a définition e t l e contrôle de s 
expériences réseau. 
1^ I l<-UU V'.'UUU f  MU u 
fcàS'lODIll[ 
fi 1 in'nn M 1 in m 11 ir I  m ' 
Utilisateur 
Base de 
données 
Accès 
utilisateurs 
Système de 
contrôle 
Manageur de 
noeud 
Figure 2.6 Schém a du logiciel. 
2.4.1 L e gestionnaire de nœud 
Le gestionnair e d e nœu d es t install é su r l a cl é US B de s carte s embarquées . I l es t 
automatiquement exécut é a u démarrag e aprè s l'initialisatio n d u nœud . I l s e connect e a u 
système d e contrôl e pui s atten d de s commande s à  exécuter. Ce s mécanismes nécessiten t u n 
langage de haut niveau simple et léger . Python a  été choisi pour sa syntaxe script , son faibl e 
poids d'exécution e t sa compatibilité avec de nombreux systèmes d'exploitation . 
Le gestionnaire de nœud a trois rôles :  établir l a connexion avec le serveur, l'informe r d e ses 
capacités et exécuter des commandes. 
2.4.1.1 Caractéristique s d'un  nœu d 
Un nœu d es t caractéris é pa r se s services :  matériels e t logiciels . 
Les caractéristique s matérielle s son t l a list e de s interface s disponible s su r l e nœud , associée s 
à leu r modèle , constructeu r e t driver . L e serveu r interprèt e ce s donnée s pa r un e list e d e 
services supporté s pa r le s interfaces (Ethernet , poin t d'accès , station , 802. 1 Is...). 
Les caractéristique s logicielle s son t déterminée s pa r deu x type s d e service s :  existan t e t 
spécifique. Le s services existant s son t le s outil s présent s dan s l e système d'exploitatio n Unix . 
Leur présenc e es t vérifié e pa r l'envo i d'un e list e pa r l e serveur . Le s service s spécifique s son t 
des outil s développé s pa r l'utilisateur . Il s peuven t servi r à  uniformise r l e forma t d'un e 
commande dan s différent s système s d'exploitation . Pa r exempl e :  une command e ifconfig.s h 
permettant d e configurer de s interfaces WiF i d e la  même manièr e sou s Linu x e t FreeBSD. Il s 
peuvent auss i servi r à  développer de s outil s spécifique s à  une problématiqu e d e performanc e 
(protocole, simulation , outi l d e mesure...). 
2.4.1.2 Connexio n ave c l e serveu r 
Au démarrage , l'applicatio n initialis e un e connexio n ave c l e serveu r central , l a procédure de s 
échanges d'information s es t décrit e dans l a Figure 2.7 . 
Dans l a phas e d e connexion , l e nœu d commenc e pa r initialise r un e connexio n ave c l e 
serveur. Pui s l e serveu r l'interrog e su r l a list e de s service s qu'i l supporte . L e nœu d retourn e 
alors l a liste complète d e se s services . Le nœud es t maintenan t connect é e t prêt à  exécuter de s 
expériences. 
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Figure 2.7 Initialisatio n de la connexion. 
C'est alor s que la phase de maintien de la connexion commence . Elle est caractérisée pa r des 
envois périodiques de messages «  is-alive »  par le serveur. Le nœud répond avec un message 
d'acquittement «  ack is-aliv e » . En ca s d e 3  non-réponses successives , l e nœu d es t mi s e n 
erreur. Aprè s 10 , i l es t déconnecté . Un e interventio n manuell e es t alor s nécessair e pou r l e 
débloquer. 
2.4.1.3 Exécutio n de commandes 
Le nœud es t connect é e t prê t à  exécuter de s expériences . Comm e i l a  été vu précédemmen t 
une expérienc e es t un e successio n d'exécution s d e commandes . Deu x type s d e commande s 
sont supportés :  synchrone et asynchrone. 
Une exécutio n synchron e es t effectué e directemen t pa r l e gestionnair e d e nœud . I l reçoi t l a 
commande, l'exécute e t retourne le s sorties standard a u serveur. Pendan t l'exécutio n l e nœud 
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est bloqu é :  il n e peut recevoi r aucun e autr e commande . S i l a commande es t trop longue , ell e 
est détruite e t un message d'erreu r es t retourné . 
Une exécutio n asynchron e es t sous-traité e à  un modul e exécut é e n tâch e d e fond . Lorsqu e l e 
gestionnaire reçoi t un e commande , i l lu i attribu e u n identifiant , l'exécut e dan s l e modul e 
d'exécution asynchron e e t retourn e l'identifian t a u serveur . L e modul e exécut e l a commande , 
redirige le s sortie s standar d dan s de s fichier s trace s e t maintien t à  jour u n statu t d'exécution . 
Une foi s l a command e terminé e l e statu t es t actualis é à  «  terminé »  et l e modul e détruit . Le s 
traces son t transmises a u serveu r su r demand e pui s supprimées d u nœud . 
2.4.2 L e système d e contrôl e 
Pour permettr e à  la  plate-form e d'êtr e utilisé e su r dan s d'autre s système s d'exploitation , l e 
système d e contrôl e a  ét é développ é e n java, u n langag e d e programmatio n d e hau t nivea u 
basé su r une machine virtuelle . 
Le systèm e d e contrôl e es t dédi é :  au contrôl e de s nœuds , à  l'exécutio n de s commandes , a u 
contrôle de s expériences , à  l'acquisitio n e t extractio n de s donnée s e t à  la  mis e e n form e de s 
résultats. 
2.4.2.1 Contrôl e de s nœud s 
Le contrôleu r d e nœu d perme t l e management de s nœud s connecté s a u système . Pou r chaqu e 
nœud entrant , u n modul e (thread ) es t cré é e t exécut é e n tâch e d e fond . I l gèr e d'abor d 
l'activation d u nœu d dan s l e systèm e pa r l'acquisitio n d e se s services . Ensuite , i l vérifi e 
périodiquement l'éta t d e l a connexio n e n envoyan t de s message s «  is-alive » . I l offr e a u 
système d e contrôl e un e méthod e permettan t d'envoye r de s messages a u nœud e t de retourne r 
sa réponse . Ic i tou t es t messag e :  le s différenciation s entr e le s type s d e commande s son t 
gérées dans l e gestionnaire d'exécution . 
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Les nœud s son t associé s à  u n identifian t e t un e list e d e services . Le s interface s e t outil s 
supportés son t connu s en permanence pa r l e système. 
2.4.2.2 Gestionnair e d'exécutio n de s commande s 
Le gestionnaire d'exécutio n perme t d e gérer le s commandes à  exécuter . 
Les commande s synchrone s son t exécutée s comm e présentée s dan s l a Figur e 2.8 . L a 
commande es t envoyée a u nœud qu i l'exécut e e t retourne immédiatemen t le s sorties standard . 
Nœud Serveur 
Exécution d e 
la command e 
Conimande synchron e 
Sorties standard s 
Figure 2.8 Exécutio n synchrone . 
Les commande s asynchrone s son t exécutée s différemmen t e n fonctio n qu'elle s soien t 
attendues o u détruites . 
Les commande s asynchrone s ave c attent e (Figur e 2.9 ) son t envoyées a u nœud qu i le s exécut e 
en tâch e d e fond . L'identifian t es t retourné . L a phas e d'attent e es t alor s caractérisé e pa r de s 
envois périodique s d e demand e d'éta t pa r l e serveur . Quan d la  command e es t terminée , l e 
serveur envoi e un e requêt e d e sortie s standard . L e nœu d lu i répon d e t l'exécutio n d e la 
commande es t terminée . 
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Figure 2. 9 Exécutio n asynchron e ave c attente . 
Les commande s asynchrone s ave c destructio n (Figur e 2.10 ) son t envoyée s a u nœu d qu i le s 
exécute e n tâch e d e fond . L'identifian t es t retourné . L'arrê t d e l a command e es t spécifi é 
ultérieurement pa r l'envo i d'u n messag e «  kill »  pa r l e serveur . Alors , l e nœu d arrêt e la 
commande e t retourne le s sorties standard . L'exécutio n es t terminée . 
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Figure 2.1 0 Exécutio n asynchron e ave c destruction . 
2.4.2.3 Contrôl e de s expérience s 
Les expérience s son t de s scripts . Il s sont exécuté s par l e serveur indépendammen t le s uns de s 
autres. Lorsqu'un e expérienc e es t démarrée , u n modul e (thread ) d'exécutio n lu i es t dédié . I l 
exécute le s ligne s d e command e d u scrip t un e pa r une , dan s l'ordr e d e lecture . L e fichie r 
journal es t mi s à  jour a u fil  d e l'exécutio n d u script . Le s sortie s standar d son t sauvegardée s 
dans de s fichier s indépendant s aprè s chaqu e fin  d'exécution . À  la  fin  d e l'expérience , l e 
module es t détrui t e t le statut d'exécution es t mis à  jour. 
2.4.2.4 Acquisitio n e t extraction de s donnée s 
Les donnée s d e l'expérienc e son t contenue s dan s le s fichier s trace . Aprè s qu e l e scrip t ai t ét é 
exécuté dan s so n intégralit é e t sans erreur , le s données son t extraites . Cett e actio n es t réalisé e 
par de s script s d'extractio n indépendant s d e l a plate-forme . U n scrip t d'extractio n es t associ é 
à chaque servic e de mesure. 
Les donnée s son t organisée s dan s de s tableau x a u forma t CS V {Coma-Separated  Values)  . 
Un tablea u uniqu e es t cré é pa r nœu d e t pa r service . Le s colonne s représenten t le s différent s 
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blocs e t boucle s exécuté s lor s d e l'expérience . Leu r identifian t es t précis é dan s l a premièr e 
ligne de chaque colonne . 
Les tableaux son t sauvegardé s dan s l e sous-dossier d e l'expérience «  data » . 
2.4.2.5 Mis e en forme de s résultat s 
La dernière étap e consist e e n l a mise e n forme de s données e n résultats lisibles . Pou r cel a de s 
scripts d e résultat s indépendant s d e l'applicatio n son t défini s pa r l'utilisateur . Il s son t 
spécifiques à  une configuration d'expérienc e particulière . 
Un scrip t es t défin i pa r problématique d'expérience . Le s résultat s peuven t êtr e présentés sou s 
différentes forme s :  tableau, graphiques.. . 
Les résultats son t sauvegardé s dan s l e sous-dossier d e l'expérience «  results » . 
2.4.3 L a base de donnée s 
La bas e d e donnée s fai t l e lie n entr e l a plate-forme , l'utilisateu r e t le s expériences . Ell e es t 
composée d e trois parties :  nœud, expériences e t administration . 
La partie nœud contien t le s informations e t services de s nœuds associé s à  leurs identifiants . 
La parti e expérienc e contien t le s donnée s expérimentales . Elle s son t organisée s e n fonctio n 
du modèl e d'abstractio n qu i es t présent é dan s l e chapitr e suivant . Le s information s contenue s 
dans la  base d e données permetten t l a génération automatiqu e de s script s d'expérience . 
La parti e administratio n conserv e le s information s d e bas e d u fonctionnemen t d e l a plate -
forme. Notammen t le s lien s entr e service s e t ligne s d e commandes , le s modèle s d e nœud s 
supportés e t le port du serveu r d'accès . 
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2.4.4 L'accè s utilisateu r 
L'accès de s utilisateur s s e fai t a u traver s d'un e interfac e graphique/termina l simpl e e t 
intuitive. Trois types d'utilisateurs son t défini s :  visiteur, utilisateu r e t administrateur . 
Le visiteu r a  u n accè s e n lectur e seul . I l peu t visualise r l e conten u de s expérience s e t 
résultats. I l es t pa r exempl e utilis é pa r l e directeur d e recherch e pou r suivr e l e travai l d e se s 
étudiants. 
L'utilisateur (chercheur ) a  u n accè s e n lectur e e t écriture . I l peu t élabore r e t exécute r de s 
expériences réseau . I l est utilis é pour mener le s tests de performance . 
L'administrateur a  u n accè s d e contrôl e su r l a plate-forme . I l peu t modifie r l'ensembl e de s 
paramètres :  nœuds, services , commandes.. . I l es t réservé pou r u n utilisateu r aguerr i pou r de s 
mises à  niveau d e la  plate-forme . 
La plate-forme es t équipée d e deux interface s d'accè s :  terminal e t Web . 
2.4.4.1 Termina l 
Le termina l offr e u n accè s rudimentair e à  l a plate-forme . I l perme t d e visualise r le s nœud s 
connectés, d'exécute r de s expériences e t de configurer le s paramètres d e l a plate-forme . 
La créafio n e t l'élaboratio n d'expérience s son t réalisée s soi t pa r un e éditio n manuell e de s 
scripts, soit a u travers de l'interface Web . 
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2.4.4.2 We b 
L'interface We b es t un e interfac e graphiqu e qu i offr e u n accès intuiti f au x différente s option s 
de l a plate-forme . Tou s le s élément s y  son t présent s :  nœud s connectés , expérience s e t 
administration. 
L'élaboration d'expérience s résea u es t graphique . L'utilisateu r positionn e à  la  souri s le s 
éléments d u banc d e test. L'organisatio n d e l'élaboratio n sui t l e modèle d'abstractio n présent é 
dans le chapitre suivant . 
Une foi s le s expériences terminées , l'utilisateu r a  accès au x doimée s e t résultats. E n quelque s 
clics i l peu t visualise r o u télécharge r le s graphique s généré s automatiquemen t pa r l a plate -
forme. 
2.5 Discussio n 
Ce chapitre a  présenté un e nouvell e approch e dan s l'exécutio n d'expérience s su r banc d e test . 
La plate-form e proposé e es t innovant e pa r so n architectur e modulair e e t ouvert e à  l'existant . 
Le cœu r d e l a plate-form e s e concentr e su r l a synchronisatio n de s équipement s e t service s 
ouverts existant s pa r un e approch e simpl e :  le nœu d s e connect e a u serveu r centra l e t atten d 
des service s à  exécuter . L a modularit é d e l a plate-form e s e tradui t pa r l'utilisatio n d e script s 
extérieurs à  l a plate-form e utilisé s pa r exempl e pou r l e traitemen t de s donnée s e n résultats . 
Ces script s son t défini s pa r l'utilisateur e n fonction d e ses besoins. 
D'autre part , l a plate-forme garanti t l a fiabilité de s résultats. Toute s le s traces d'exécutio n de s 
commandes son t automatiquemen t sauvegardée s e t centralisées . U n journal d e bor d es t mi s à 
jour aprè s l'exécutio n d e chaqu e commande . L'utilisateu r es t ains i e n mesur e d e valide r le s 
étapes d e son expérience . 
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La plate-forme perme t ains i a u chercheur d e consacrer plu s d e crédit à  sa problématique d e 
recherche e t moins aux techniques de mise œuvre du banc de test. La grande souplesse de la 
plate-forme lu i perme t d'ajoute r à  s a guis e d e nouveau x équipement s e t services . L a 
modularité lu i permet de définir précisément les résultats qu'il attend. La plate-forme s'adapt e 
aux problèmes d'aujourd'hui e t de demain. 
2.6 Conclusio n 
Dans c e chapitre , l a plate-forme expérimental e a  été présentée . Ell e permet d'automatise r l a 
mise e n plac e d'expérience s résea u e n utilisan t de s équipement s existants . Le s nœud s son t 
configurés à  partir des informations contenue s dans un script d'expérience. Le s données sont 
centralisées dan s le serveur d e contrôle e t les résultats automatiquemen t généré s en fonctio n 
du besoin de l'utilisateur . 
La plate-forme offr e un e approche ufilisateur intuitive . Les mises en place d'expérience ains i 
simplifiées permetten t au chercheur de se concentrer plus à  sa problématique d e recherche et 
moins à la méthodologie des tests. 
La plate-forme es t portable. Les langages utilisés java e t Python sont supportés sur la plupart 
des système s d'exploitation . L'ajou t d e nouveaux équipement s es t facilit é pa r une simplicit é 
du gestionnaire d e nœud. So n adaptation nécessite des connaissances intermédiaire s dans les 
systèmes Unix. 
La plate-form e es t aujourd'hu i (jui n 2010 ) à  s a premièr e versio n 1.0 . Ell e es t capabl e 
d'exécuter de s script s d'expérience , d e centralise r le s donnée s e t d e génére r de s résultats . 
L'interface utilisé e es t un e interfac e terminal . L'interfac e We b graphiqu e e t l a bas e d e 
données n e son t pa s encor e terminées . Leu r développemen t fai t parti e d e future s 
améliorafions qu i seron t apportée s à  la plate-forme prochainement . D'autr e part , l'utilisafio n 
des équipement s d e simulatio n e t service s extérieur s n' a pa s encor e ét é testée . Il s feron t 
parties de futurs problème s expérimentaux. 
CHAPITRE 3 
PERFORMANCE DE S RESEAU X WIF I MAILLE S MULTIRADI O 
Ce chapitr e présent e le s résultat s d e l'analys e d e l a performanc e de s réseau x maillé s 
multiradio. Ce s réseau x son t composé s d e deu x sous-réseau x :  le réseau dorsa l permettan t d e 
relayer l e trafi c entr e le s client s e t l'Interne t e t l e résea u d'accè s permettan t d'accueilli r le s 
clients. Le s nœud s multiradi o offren t l a possibilit é d'utilise r un e o u plusieur s radio s 
permettant d e réduir e le s interférence s e n utilisan t de s canau x dédiés . L'étud e d e la 
performance port e su r l e réseau dorsal . Le s nœud s son t équipé s d e deu x antennes . Un e radi o 
est dédié e au x trafic s ascendant s (ver s l'Internet ) e t l'autr e au x trafic s descendant s (ver s le s 
clients). 
Ce chapitr e es t organis é e n cin q parties . L a premièr e présent e l e paramétrag e de s 
équipements réseau . L a deuxièm e perme t un e évaluatio n d e l a gestio n d e l'équit é dan s le s 
réseaux maillés . Le s paramètre s étudié s son t :  les saut s WiFi , l'Internet , l e taux d e pert e e t l e 
partage d e l a band e passante . L a troisièm e présent e de s mécanisme s d e Qo S permettan t 
d'améliorer l a gestion d e l'équité . Puis , une discussion es t développée su r une implémentatio n 
en environnement réel . Enfin, un e discussio n e t une conclusion son t proposées . 
3.1 Paramétrag e 
La premièr e topologi e étudiée , composée d e si x nœuds , es t dit e multisau t (Figur e 4.1) . Troi s 
rôles y  son t joué s :  MP (Mes h Point) , MP P (Mes h Porta i Point ) e t Internet . L e M P es t u n 
routeur d e relai s dan s l e réseau dorsal . I l possède deu x interface s WiF i :  un A P pou r l e trafi c 
descendant e t u n ST A pou r l e trafic ascendant . L e MP P es t u n routeu r d e passerell e entr e l e 
réseau dorsa l (A P WiFi ) e t l e résea u Interne t (Ethernet) . L e rôl e Internet , comm e so n no m 
l'indique simul e le s effets d u nuage Interne t (délai , bande passante...) . 
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MP _  M P _  M P _  M P _  MP P Interne t 
Nœud 2  Nœu d 3  Nœu d 4  Nœu d 5  Nœu d 6 
Figure 3.1 Topologi e multisaut. 
La performance de s équipements WiFi est influencée pa r des paramètres internes et externes. 
L'environnement d e test utilisé es t une sall e d e laboratoire d'un e surfac e d e 48m^ situé dan s 
les locau x d e l'INRS . À  l'intérieu r d e l a pièce , aucu n autr e poin t d'accè s n'étai t activé . Pa r 
contre, il y avait une présence très importante de réseaux étrangers. 
Les mesures ont été effectuées su r des trafics TCP. La bande passante est relevée avec iperf à 
intervalles de 1 0 secondes sur une durée de 1 0 minutes (600 secondes). Les 10 0 premières et 
dernières secondes sont éliminées éviter les phases transitoires. 
Le délai est mesuré avec l'oufil ping sur 100 échantillons. 
L'équité es t mesuré e entr e le s trafic s TC P ave c l'indic e d'équit é standar d présent é dan s l a 
revue de la littérature. 
Les paramétrage s qu i suiven t on t pou r objecti f d e réduir e l'impac t de s perturbation s 
extérieures e t intérieures d u banc de test. Les paramètres qu i sont analysés son t :  le débit, la 
puissance, les canaux et paires de canaux sans interférences . 
3.1.1 Débi t 
Les normes WiF i 802.11 g et 802.11 a proposent de s débits de commutation d e 1  à 54 Mbps. 
Dans un e configuratio n classique , l e débi t es t détermin é automatiquemen t pa r l e pilot e 
{driver) en fonctio n d u tau x d e perte . Le s débit s plu s élevés , plu s sujet s au x perturbation s 
extérieures son t utilisé s dan s de s condition s «  idéales ».  Dans l a topologie , le s nœud s son t 
peu éloignés les uns des autres. Le débit a été configuré à  54 Mbps. 
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3.1.2 Puissanc e d e transmissio n 
Des puissance s d e 0  dbm à  23 db m son t supportée s pa r le s carte s WiFi . Encor e un e fois , e n 
conditions normales , l e pilote détermin e automatiquemen t so n nivea u e n fonctio n d u tau x d e 
perte. Dan s cett e étude , le s distance s d e parcour s trè s faible s permetten t d e configure r l a 
puissance d e transmission à  la valeur minimal e permis e pa r le pilote :  0 dbm. 
3.1.3 Canau x 
L'impact d e l'enviromiement extérieur es t évalué pa r une étude d e la  performance de s canaux . 
Les résultat s présenté s dan s l e Tablea u 4. 1 metten t e n valeu r de s différence s d e 
comportement entr e l e 802.11 g et l e 802.11 a. 
Le 802. 1 Ig offr e de s performances variables . La bande passante compris e entr e 8,0 4 Mbp s e t 
24,41 Mbp s es t trè s instabl e ave c de s variation s supérieure s à  5% . L e déla i mesur é es t 
d'environ 1  m s ave c d e grande s variations . Ce s faible s performance s traduisen t l a 
concurrence d'u n gran d nombre d e réseau WiF i su r l e 802.1 Ig (2.4 GHz) . 
Le 802. 1 la offr e de s performance s plu s stables . L a band e passant e es t supérieur e à  27 Mbp s 
avec de s variation s faibles , inférieure s à  3% . L e déla i es t largemen t inférieu r à  1  ms . Ce s 
bonnes performances traduisen t la  faible utilisatio n du 802. 1 la ( 5 GHz) . 
Ces résultat s rappellen t l a larg e popularit é de s technologie s d u 802.11 g fac e à  celle s d u 
802.11a. Pou r cett e raison , l e 802.11 a es t utilis é dan s l e résea u dorsa l pou r se s bonne s 
performances. Quan t a u 802. 1 Ig i l es t utilis é dan s l e réseau d'accè s pou r s a larg e popularit é 
dans le s équipements mobiles . 
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Tableau 3.1 Performanc e de s canaux WiFi (Mbps) 
802.11g 
802.11a 
Canaux 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
36 
40 
44 
48 
52 
56 
60 
64 
Débit (Mbps ) 
Moyenne 
8,04 
22,23 
24,41 
23,16 
21,39 
13,57 
22,76 
21,21 
22,13 
10,08 
16,28 
27,32 
27,02 
27,77 
28,11 
28,96 
28,15 
27,69 
27,50 
Ecart typ e 
1,89 
1,58 
1,25 
0,99 
1,13 
1,38 
0,93 
2,23 
0,98 
2,00 
1,04 
0,71 
0,65 
0,72 
0,70 
0,41 
0,76 
0,53 
0,59 
RTT (ms ) 
Moyenne 
2,71 
0,84 
0,52 
0,49 
0,70 
2,69 
0,83 
0,75 
0,65 
0,91 
1,81 
0,38 
0,37 
0,36 
0,39 
0,37 
0,39 
0,36 
0,39 
Ecart typ e 
5,02 
1,28 
0,48 
0,48 
0,98 
4,78 
1,18 
0,88 
0,77 
0,74 
4,90 
0,25 
0,19 
0,18 
0,31 
0,14 
0,23 
0,18 
0,32 
3.1.4 Interférences 
Nous porton s maintenan t l'attentio n su r l'étud e d e l a performanc e d u ban c d e test . Le s 
réseaux multisau t impliquen t l'utilisatio n d e plusieur s canau x simultanément . Le s 
interférences qu'il s produisen t entr e eu x doiven t êtr e minimales . Pou r l'étud e de s 
interférences, l a topologi e présenté e e n Figur e 4. 2 es t utilisée . L a performanc e de s deu x 
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trafics e n parallèle (1- 2 e t 2-3) es t mesurée . Deu x scénario s son t étudié s :  les interférence s 
entre l e résea u dorsa l e t l e résea u d'accès , entr e 802.11 a e t 802.11 g (Tablea u 4.2 ) e t le s 
interférences a u sei n d u résea u dorsal , inte r 802.11 a (Tablea u 4.3) . Dan s ce s tableaux , le s 
deux valeur s d u dessu s corresponden t a u débi t moye n de s trafic s 1  et 2 , l a troisièm e d u 
dessous correspond à  la moyenne des deux trafics . 
L'étude du réseau dorsal VS le réseau d'accès montre une performance stabl e pour le 802.1 la 
et variabl e pou r l e 802.11g . L e comportemen t es t identiqu e à  celu i étudi é a u nivea u de s 
canaux. Il n'y a donc pas d'interférence entr e le 802.1 Ig et le 802.1 la. 
-Trafic 1 -
Nœud 1 
-Trafic 2-
Ptjisssnce :  Gtibrn 
Débit : 5 4 tvlbit&'sec 
Nœud 2 Puissance ; 0 dbm 
Débit : 5 4 MS."ts'sec 
- - (!f) 
Nœud 3 
Figure 3.2 Topologi e pour l'étude des interférences. 
Tableau 3.2 Interférence s 802. 1 la VS 802.1 Ig (Mbps) 
802.11a \ 802.11g 
48 
1 
27,50 12,79 
20,15 
2 
27,17 19,45 
6 
27,23 7,94 
23,31 17,5 9 
8 
28,44 2,0 3 
15,24 
11 
27,65 8,10 
17,88 
Les résultat s d e l a deuxièm e étud e (Tablea u 4.3 ) montren t l'existenc e d'interférenc e entr e 
canaux proches du 802.11a. Ces interférences son t éliminées lorsque les canaux sont espacés 
de plu s d'u n canal . Quatr e canau x peuven t ains i êtr e utilisé s simultanémen t san s crée r 
d'interférence. Pou r la suite de l'étude, les canaux 40, 48, 56 et 64 sont utilisés. 
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Tableau 3. 3 Interférence s inte r 802. 1 la (Mbps ) 
802.11a 
36 
40 
44 
48 
52 
56 
60 
64 
36 
12,99 12,54 
12,77 
11,23 20,63 
15,93 
25,13 25,97 
25,55 
25,13 25,97 
25,93 
25,05 26,52 
25,79 
27,61 26,59 
27,10 
26,97 26,36 
26,67 
25,48 26,83 
26,16 
40 
12,71 20,48 
16,60 
10,95 14,76 
12,86 
6,43 26,50 
16,47 
24,92 27,98 
26,45 
25,45 28,10 
26,78 
25,76 27,54 
26,65 
27,14 28,25 
27,70 
25,78 27,84 
26,81 
44 
23,83 28,53 
26,18 
2,55 26,99 
14,77 
10,80 16,01 
13,41 
20,44 18,99 
19,72 
26,14 27,03 
26,59 
25,10 27,27 
26,19 
27,46 26,79 
27,13 
25,46 26,99 
26,23 
48 
24,02 28,76 
26,39 
24,50 28,37 
26,61 
10,81 25,28 
18,05 
13,47 13,95 
13,71 
24,12 24,42 
24,27 
26,98 28,23 
27,61 
26,60 28,36 
27,48 
25,66 28,09 
26,88 
52 
25,19 28,98 
27,09 
24,50 28,71 
26,73 
24,94 28,60 
26,78 
21,99 25,10 
23,55 
11,40 14,76 
13,08 
25,52 25,80 
25,66 
26,15 28,38 
27,27 
25,84 28,22 
27,03 
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24,06 29,00 
26,53 
24,59 28,86 
26,73 
25,04 29,03 
27,04 
24,90 29,03 
26,97 
20,53 26,23 
23,38 
10,36 16,33 
13,35 
24,11 26,47 
25,29 
25,29 29,08 
27,19 
3.1.5 Synthès e 
Cette étud e de calibration a  permis de fixer  le s paramètres d e base d u banc de test : 
- L e débit à  54 Mbps pour un e performance maximale . 
- L a puissance à  0 dbm pou r un e consommation d'énergi e réduite . 
- L a norm e 802.11 a ( 5 GHz ) pou r l e résea u dorsal , pou r se s faible s interférence s ave c 
l'environnement extérieu r e t intérieur . 
- L a norm e 802.11 g (2, 4 GHz ) pou r l e résea u d'accès , pou r s a grand e popularit é dan s le s 
systèmes mobiles . 
- Pou r l e résea u dorsal , quatr e canau x peuven t êtr e utilisé s simultanémen t san s crée r 
d'interférences (40 , 48, 56 et 64). 
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Tableau 3. 4 Performanc e de s liens " à vide" (Mbps ) 
Ethernet 
WiFi 
Trafics 
Séparés 
Simultanés 
Séparés 
Simultanés 
Débit ascendan t 
51,16+/-0,3 
26,96+/- 1,6 8 
27,08 +/ - 0,7 7 
15,67+/-3.01 
Débit descendan t 
51,25+/-0,23 
29,81 +/ - 1, 7 
28,07 +/ - 0,5 5 
11,51 +/-3,0 7 
La performanc e de s lien s point-à-poin t es t synthétisé e dan s l e Tablea u 4.4 . Ell e es t e n fai t 
inférieure au x attentes . L e lien Ethernet , configur é à  10 0 Mbps e n fu U duplex offr e un e band e 
passante d e 5 1 Mbp s qu i es t partagé e entr e le s trafic s ascendant s e t descendants . L e lie n 
WiFi, configur é à  5 4 Mbp s offr e un e band e passant e d e 2 7 Mbp s inégalemen t réparti e entr e 
les trafic s montant s e t descendants . Ce s écart s d e performance s son t du s à  de s limite s 
intrinsèques d u matériel . Pou r l a suite , ce s valeur s corresponden t au x performance s 
maximales attendue s de s interfaces Etherne t e t WiFi . 
3.2 Performance de s réseau x WiF i maillé s 
Une analys e général e d e l a performanc e de s réseau x maillé s es t réalisé e su r l a topologi e 
(Figure 4.1) . Le s limite s e t leur s origine s son t présentées . Le s paramètre s étudié s son t 
l'impact d u nombre d e sauts , l'équité entr e le s MP, le s effet s d e l'Internet , l'impac t d u taux d e 
perte e t l e partage de l a bande passante . 
3.2.1 Effet de s saut s 
L'impact d u nombre d e sauts es t étudié ave c le s quatre canau x 802. 1 la san s interférence . De s 
mesures de s trafic s montant s e t descendant s son t réalisée s successivemen t comm e 
schématisées su r l a Figure 4.3. 
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Trafics Ascendants 
MP 
M 
Nœud 1 
MP 
Nœud 2 
MP MP 
Nœud 3 
t 
Nœud 4 
4^  
MP 
^ ' ' rj p 
Nœud 5 
Trafics Descendant s 
Figure 3.3 Topologi e pour l'étude des sauts WiFi. 
Les résultat s présenté s dan s l e Tableau 4. 5 montren t un e baisse d e l a bande passant e ave c 
l'augmentation d u nombre de sauts. Cette baisse est due à une augmentation d u taux de perte 
sur l e trafic , associé e à  l'augmentatio n d u nombr e d e saut ; chaqu e sau t WiF i es t sourc e 
d'erreur, l e taux d'erreur augmente avec les sauts. 
Le délai est réparti linéairement, i l est inférieur à  0,4 ms par saut avec un total de 1, 5 ms pour 
les quatre sauts. 
Tableau 3.5 Impac t du nombre de sauts (Mbps) 
Nb. Sauts 
Trafic ascendan t 
Trafic descendan t 
1 
26,28 +/- 0,67 
28,53 +/- 0,53 
2 
25,68 +/- 0,86 
26,35 +/- 0,83 
3 
24,55 +/- 0,93 
24,01 +7-0,99 
4 
23,38+/-0,90 
22,92 +/- 0,90 
3.2.2 Équité , vue d'ensemble 
Une étude générale de l'équité est menée sur la topologie 1  (Figure 4.1). Des trafics montant s 
et descendants sont établis entre les nœuds MP et le nœud Internet. 
Les résultat s présenté s sou s form e d e graphique son t utilisé s pour illustre r l e comportemen t 
général de s trafics . L a Figur e 4. 4 concern e le s trafic s ascendants , l a Figur e 4. 5 le s trafic s 
descendants e t la Figure 4.6 les trafics combinés . Dans les trois cas , la somme des trafics es t 
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en moyenn e d e 2 8 Mbps . Le s trafic s son t regroupé s e t présenten t u n écar t faible , d e 5% ; 
L'équité est correcte, la bande passante est répartie de façon homogène. 
Les comportement s étan t équivalent s dan s le s troi s scénario s e t l a consommatio n d e faço n 
générale étan t plu s important e e n provenanc e d e l'Internet , l a suit e d e l'étud e porter a 
uniquement sur le comportement des trafics descendants . 
0 
Q 
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V 
A 
> 
Source 
Source 
Source 
Source 
Su m 
1 
2 
3 
4 
f'^^êpmig^^'f^fi^ 
I I  I I  I  I  I I I  I  I  I  I  1  I  I  I  I  I  I  I  I  I I I  I  I  I  I  I  I  I  I  I  I I I  1  I  I I  I  I  I  I  I  I I I  I  I I I  I  I I  I  T 
10 30 50 70 90 120 150 180 210 240 270 300 330 360 390 420 450 480 510 540 570 t300 
Time (s.) 
Figure 3.4 Trafic s ascendants . 
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Figure 3.5 Trafic s descendants . 
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Figure 3.6 Trafic s simultané s :  ascendants e t descendants. 
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3.2.3 Internet 
L'impact de l'Internet sur la performance d u réseau est étudié. 
Le premier effe t test é es t l a réduction d e l a bande passante à  1 0 Mbps c e qui correspond à 
une offr e Interne t «  classique » . Le graphique (Figur e 4.7 ) montr e de s résultat s similaire s à 
l'étude de l'équité sans goulot d'étranglement . 
Le deuxièm e effe t es t l'impac t d u délai . 10 0 ms on t ét é ajoutée s entr e l e nœu d MP P e t l e 
nœud Internet . L e graphiqu e (Figur e 4.8 ) montr e un e nette baiss e d e la stabilité de s trafics . 
Un RT T importan t impliqu e de s changement s fréquent s d e l a taill e d e l a fenêtr e d e 
congestion TCP. 
11 
T3 
C 
m 
m 
^^à 
'i B  h  V  ^ û 
" i^JEd ' 
B Sinl < 1 
o Sinl < 2 
V Sinl < 3 
A Sin k 4 
> Su m 
I I  I  I  I  I  I  I 1 I  I  I I I I  I  I  I  I  I I  I  I  I  I  I  I  I  I I  I  I  I  I I  I  I I I I  I  I  I  I  I I  I  I  I  I  I  I  I  I  I  I 
10 30 50 70 90 120 150 180 210 240 270 300 330 360 390 420 450 480 510 540 570 600 
Time (s.) 
Figure 3.7 Interne t :  Bande passante limité à 10 Mbps. 
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Figure 3.8 Interne t :  Délais de 100 ms. 
Cette analyse a  permis de montrer que l'Internet a  un grand impact su r la stabilité des trafic s 
mais un impact faible su r l'équité générale . Pour la problématique d e cette étude, l'Internet à 
un impact mineur sur la performance des réseaux WiFi maillés. 
3.2.4 Tau x de perte 
Les réseaux WiF i étan t sujet s au x aléa s des conditions extérieurs , l'impac t d u taux d e perte 
est étudié . Deu x ca s extrême s son t testé s :  une pert e uniformémen t réparti e e t un e pert e 
localisée de 5%. 
Les résultat s d e l a pert e uniform e (Tablea u 4.6 ) montren t u n lie n étroi t entr e l'équit é e t l e 
taux d e perte . À  0 % d e perte , l'équit é es t d e 0,99 , alor s qu' à 5 % elle es t d e 0,38 . Plu s le s 
nœuds sont éloignés du MPP, plus ils sont sujet s au x pertes et donc plus leur bande passante 
est faible. 
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Tableau 3.6 Équit é VS Perte uniforme (Mbps ) 
Taux d e pert e 
0% 
0,1% 
0,2% 
0,5% 
1% 
5% 
Nœud 1 
6,44 +/ - 0,8 7 
4,77 +/ - 0,5 4 
4,68 +/ - 0,4 7 
4,22+/-0,41 
3,25+/-0,38 
0,12+/-0,11 
Nœud 2 
6,55+/-0,89 
5,69+/-0,61 
5,51 +/-0,6 ] 
5,20+/-0,39 
4,56+/-0,52 
0,33+/-0,16 
Nœud 3 
6,38+/-0,87 
6,87 +/ - 0,7 9 
7,08 +/ - 0,6 3 
7,01 +/-0,3 7 
6,85 +/ - 0,5 2 
1,00+/-0,34 
Nœud 4 
8,21 +/-0,9 6 
10,41 +/-0,7 9 
10,49+/-0,82 
11,18+/-0,65 
12,29+/-0,76 
5,87 +/ - 0,9 9 
Somme 
27,59 
27,74 
27,76 
27,62 
26,94 
7,32 
Equité 
0,99 
0,91 
0,91 
0,87 
0,79 
0,38 
La pert e localisé e (Tablea u 4.7 ) a  pou r effe t un e quasi-séparatio n d u résea u e n deux . L a 
bande passant e partagé e e n dessou s d u goulo t d'étranglemen t es t plu s faibl e qu e cell e au -
dessus. Dan s chacun e d e ce s deu x zones , l'équit é es t correct e entr e le s nœuds . L'équit é es t 
rétablie lorsque le goulot d'étranglement es t en sortie (entre les nœuds 4 et 5). 
Tableau 3.7 Équit é VS Perte localisée (Mbps) 
Localité de la pert e 
1-2 
2-3 
3-4 
4-5 
Nœud 1 
0,68+/-0,13 
0,70+/-0,17 
0,73+/-0,13 
4,29 +/- 0,60 
Nœud 2 
8,78+/- 1,4 7 
0,72 +/- 0,20 
0,74+/-0,18 
4,58 +/- 0,66 
Nœud 3 
8,42+/- 1,3 6 
11,81 +/-4,00 
0,78+/-0,18 
4,96 +/-0,87 
Nœud 4 
10,00+/- 1,7 8 
14,76+/-3,59 
26,17+/-0,70 
5,18+/-0,80 
Somme 
27,88 
27,99 
28,43 
19,02 
Équité 
0,78 
0,55 
0,29 
0,99 
D'autre part , cett e étud e perme t d e mettre en valeur l'impact de s pertes su r une connexio n 
TCP. Lor s d e l'élaboratio n d'u n résea u maillé , un e attentio n particulièr e doi t êtr e portée a u 
positionnement des nœuds et antennes pour réduire au maximum le s source s d'erreur . 
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3.2.5 Partag e d e la band e passant e 
Les réseau x WiF i maillé s accueillen t u n gran d nombr e d e client s établissan t chacu n de s 
trafics ave c l'Internet . L'impac t d e c e partag e d e l a band e passant e es t étudi é pa r l'ajou t d e 
trafics entr e l'Interne t e t les MP. 
Un premie r tes t d e l'impac t d u partage d e l a band e passant e es t men é su r l e réseau multisau t 
(Figure 4.1) . Le s résultat s (Tablea u 4.8 ) montren t l'apparifio n d'un e pert e d e l'équit é ave c 
l'augmentation d u nombre d e trafics simuhanés . Le s MP le s plus éloignés d e l'Interne t on t le s 
débits le s plus faibles . 
Tableau 3. 8 Équit é VS Multiplication de s trafics (Mbps ) 
Nb. Trafic s 
1 
2 
3 
Nœud 1 
4,86 +/ - 2,0 2 
4,43+/-2,37 
4,43+/-2,01 
Nœud 2 
5,95 +/ - 2,0 2 
7,91 +/-2,3 6 
4,34+/-l,82 
Nœud 3 
7,51 +/ - 1,6 8 
5,79 +/ - 3,3 4 
8,22+/-2,12 
Nœud 4 
7,81 +/ - 1,8 4 
10,77+/- 1,9 6 
12,42+/-2,28 
Somme 
26,13 
28,90 
29,41 
Équité 
0,97 
0,90 
0,66 
Les réseaux maillé s allian t de s structures e n arbre, un deuxième tes t es t mené su r l a topologie 
en Figur e 3.9 . L'analys e port e su r l e partag e d e l a band e passant e d'u n poin t d'accè s ave c 
quatre clients . Le s résultat s (Tablea u 4.9 ) démontren t un e non-équit é engendré e pa r u n poin t 
d'accès WiFi . L'augmentatio n de s trafic s a  pour conséquenc e un e réductio n d e l'équit é entr e 
les trafics TCP . 
Cette étud e a  démontr é l'existenc e d e limite s d e performanc e dan s l e partag e d e l a band e 
passante ave c u n gran d nombr e d e flux.  L a premièr e es t lié e à  l a norm e WiF i :  elle survien t 
lors d e l a saturatio n d u poin t d'accès . L a deuxièm e es t lié e a u nombr e d e saut s ave c 
l'augmentation d u nombr e d e trafics . Le s embranchement s WiF i e t le s saut s son t ains i de s 
sources d e non-équité . 
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Figure 3.9 Topologi e pour l'étude du partage 
de la bande passante des embranchements WiFi. 
Tableau 3.9 Partag e de la bande passante dans un point d'accès WiF i (Mbps) 
Nb. Trafic s 
par client 
1 
2 
3 
Nœud 11 
6,28 +/- 2,03 
5,34 +/- 2,77 
8,42 +/- 2,99 
Nœud 12 
6,34 +/- 2,46 
4,21 +/-2,3 4 
4,88 +/- 2,93 
Nœud 13 
6,88+/- 1,82 
8,85 +/- 3,01 
8,16+/-3,73 
Nœud 14 
7,44+/-2,15 
8,62+/-2,71 
6,28 +/- 3,37 
Équité 
0,99 
0,75 
0,69 
3.3 Mécanismes de QoS et performance 
L'impact d e mécanismes d e QoS sur la performance es t maintenant étudié . Un e nouvelle 
topologie est mise en place (Figure 4.10) pour démontrer l'appor t de s mécanismes de QoS de 
niveau 3  proposés. Ell e est composée des 3 acteurs : MP, MPP et Internet qui sont disposé s 
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de manière à  combiner le s problèmes de sauts et d'embranchements WiFi . Les mesures son t 
effectuées su r trois trafics descendants par nœud. 
Nœud 11 
Nœud 1 2 Nœud 22 
Internet 
Nœud 4 
Figure 3.10 Topologi e arbre. 
Trois mécanismes de QoS son t présentés. Le premier est une limitation de la bande passante 
pour confiner l'effe t d e la congestion des points d'accès. Le deuxième est la mise en place de 
files d'attente à  priorités égales (WFQ) entre les nœuds. Puis, le troisième est la mise en place 
de tunnels de taille fixe. Pour finir, une validafion d e ces mécanismes es t réalisée par l'ajou t 
d'une perte uniforme. 
3.3.1 Limit e en bande passante des points d'accès 
Les analyse s précédente s on t montr é l'apparitio n d'un e pert e d'équit é dan s l e partag e d e l a 
bande passant e d'u n poin t d'accès . L a topologie d e réseau WiF i (Figur e 4.9 ) es t à  nouveau 
utilisée. Le test porte sur la mise en place d'une limite en bande passante. 
Le graphiqu e e n Figur e 3.1 1 représent e l'évolufio n d e l'équit é e n fonctio n d u nivea u d e l a 
limite en bande passante. L'équité est conservée jusqu'à 25 Mbps. 
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Pour la suite de l'étude, une limite de bande passante à 25 Mbps est généralisée à l'ensemble 
des points d'accès. 
Figure 3.11 Équit é VS limite en bande passante du point d'accès. 
3.3.2 Files d'attente 
Les files d'attente à priorité égale sont maintenant étudiées. Elles sont utilisées pour améliorer 
l'équité entr e le s nœuds . De s files  d'attente parallèle s son t attribuée s à  chaque nœud . Elle s 
sont placées à l'entrée Internet, sur l'interface Etherne t du nœud 3. 
Les résultats sont présentés dans le Tableau 4.10. L'utilisafion de s filles d'attente combinée à 
la limite en bande passante des points d'accès améliore l'équité de 15%. 
70 
Tableau 3.1 0 Impac t d e la limite e n bande passante e t des files  d'attent e (Mbps ) 
A vid e 
Ap limit e 
Ap limite , Fil e 
Nœud 1 1 
9,76 +/ - 0,8 2 
5,53 +/ - 0,5 6 
5,43 +/ - 0,5 5 
Nœud 1 2 
2,35 +/ - 0,2 2 
2,83 +/ - 0,3 5 
3,29 +/ - 0,4 3 
Nœud 2 1 
4,14+/-0,91 
8,39 +/ - 0,6 8 
7,91 +/-0,7 0 
Nœud 2 2 
0,48 +/ - 0,9 2 
7,26 +/ - 0,7 2 
7,34+/-0,71 
Somme 
25,73 
24,00 
23,97 
Équité 
0,80 
0,89 
0,92 
3.3.3 Tunnels 
L'utilisation de s tunnel s es t envisagée pou r améliore r la  répartition d e la  bande passant e entr e 
les trafics . Il s permetten t d e réserve r un e parti e d e l a band e passant e qu i es t associé e à  u n 
trafic. Quatr e tunnel s d e taille s identique s son t positionné s e n parallèl e su r l'entré e Interne t 
(nœud 3) . Il s remplacen t l a limit e e n band e passant e de s point s d'accès . L'impac t d e l a taill e 
des filles  d'attent e su r l'équit é es t étudié . 
Le Tablea u 4.1 1 présent e le s résultat s d e l'évolutio n d e l'équit é ave c l'augmentatio n d e l a 
taille des tunnels (d e 4 à 8  Mbps). L'équité rest e constante à  1 , néanmoins, de s écart s entre le s 
débits moyen s de s nœuds apparaissen t à  partir d e 7  Mbps. L a valeur optimal e d e la  limite pa r 
tunnel es t de 6  Mbps c e qui correspond à  un total d e 24 Mbps . 
Tableau 3.1 1 Équit é VS Taille du tunnel (Mbps ) 
Limite pa r tunne l 
4 Mbp s 
5 Mbp s 
6 Mbp s 
7 Mbp s 
8 Mbp s 
Nœud 1 1 
3,85+/-0,13 
4,83 +/ - 0,3 2 
5,79 +/ - 0,2 9 
6,42 +/ - 0,4 2 
6,45 +/ - 0,4 8 
Nœud 1 2 
3,86+/-0,18 
4,83 +/ - 0,2 4 
5,80+/-0,30 
6,44+/-0,36 
6,45 +/ - 0,4 0 
Nœud 2 1 
3,86+/-0,18 
4,83 +/ - 0,2 6 
5,79 +/ - 0,3 6 
6,42+/-0,36 
6,45 +/ - 0,5 4 
Nœud 2 2 
3,86+/-0,24 
4,83 +/ - 0,2 3 
5,78 +/ - 0,3 6 
6,67 +/ - 0,3 3 
6,89+/-0,47 
Somme 
15,43 
19,32 
23,16 
25,95 
26,24 
Équité 
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3.3.4 Perte s e t mécanismes d e Qo S 
Les mécanisme s présenté s précédemmen t son t maintenan t testé s dan s de s condition s 
dégradées. U n taux d e perte uniform e d e 1 % est ajouté dan s l e réseau . 
Le résulta t de s quatr e scénario s es t présent é dan s l e Tableau 4.12 . Mêm e dan s de s condition s 
dégradées le s files  d'attent e e t tunnels on t un impac t positi f su r l'équité . L e mécanisme l e plu s 
performant es t là encore l e tunnel ave c un indice d'équité d e 1 . 
Tableau 3.1 2 Mécanisme s d e QoS e t perte uniforme d e 1 % (Mbps) 
A vid e 
Ap Limit e 
Ap Limite , File s 
Ap Limite , 
Tunnels (6Mbps ) 
Nœud 1 1 
5,04 +/ - 0,3 3 
4,33 +/ - 0,4 2 
4,70 +/ - 0,4 5 
5,67 +/ - 0,2 2 
Nœud 1 2 
5,00 +/ - 0,3 6 
4,49+/-0,56 
4,61 +/-0,4 4 
5,67+/-0,28 
Nœud 2 1 
7,88+/-0,38 
7,55 +/ - 0,6 5 
7,37 +/ - 0,4 9 
5,74 +/ - 0,2 9 
Nœud 2 2 
8,59+/-0,50 
7,69 +/ - 0,6 6 
7,38+/-0,67 
5,73 +/ - 0,2 3 
Somme 
26,52 
24,05 
24,06 
22,81 
Équité 
0,94 
0,93 
0,95 
1,00 
3.4 Discussions 
Les analyse s précédente s su r le s réseau x maillé s on t permi s un e séri e d'observation s su r l a 
performance. S'e n es t suiv i un e étud e de s mécanisme s d e Qo S permettan t d e résoudr e e n 
partie ce s problèmes . Ce s observafion s son t maintenan t synthéfisées , ains i qu e l'impac t de s 
mécanismes d e Qo S e t nou s poursuivon s pa r un e discussio n su r un e mis e e n plac e effectiv e 
de ces mécanismes . 
3.4.1 Limites e t observation s 
RTT :  L e déla i dan s le s réseau x maillé s es t faible . L'impac t d u résea u su r l e RT T es t faibl e 
comparé à  celui d e l'Internet . 
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Pertes :  L e tau x d e pert e à  u n impac t direc t e t importan t su r l'équité . TC P es t trè s sensibl e 
aux pertes , sa performance peu t êtr e largemen t dégradé e pa r de s connexions WiF i dégradées . 
Sauts :  L e partag e d e l a band e passant e entr e u n gran d nombr e d e trafic s a  pou r effe t un e 
perte d'équité entr e le s sauts WiFi . 
Embranchements :  L'augmentatio n de s client s WiF i su r u n poin t d'accè s a  pou r effe t u n 
partage inéga l d e la bande passante . 
3.4.2 Mécanisme s d e Qo S 
Limite e n band e passant e :  Pour évite r la  saturatio n de s point s d'accès , un e limit e e n band e 
passante es t fixée.  Ell e permet d e résoudre l a perte d'équité a u niveau de s embranchements . 
Files d'attent e :  Le s files  d'attent e permetten t de s amélioration s notable s d e l'équité . Mai s 
elles impliquen t de s délais supplémentaire s su r l e réseau . 
Tunnels :  Les tunnels , mécanism e d e Qo S l e plu s efficace , permetten t à  la  foi s d e stabilise r 
et d'équilibrer le s trafics . 
3.4.3 Exploitatio n e n environnement rée l 
Les mécanisme s d e Qo S testé s son t simple s à  mettr e e n œuvr e e t le s amélioration s son t 
significatives. Néanmoins , cett e mis e e n plac e expérimental e avai t pou r bu t d e teste r le s 
limites. Ell e n e correspon d pa s à  un e problématiqu e d'ingénieri e d e résea u plausible . C'es t 
ainsi qu'un e politiqu e d e gestio n d e l a Qo S es t proposé e dan s le s recommandation s d e c e 
mémoire. 
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3.5 Conclusio n 
Dans c e chapitr e u n tou r d'horizo n d e l a performanc e de s réseau x maillé s multiradi o a  ét é 
présenté. De s limite s dan s la  gesfion  d e l'équit é on t ét é identifiées . De s mécanisme s d e Qo S 
de nivea u 3  on t ét é testé s e t on t permi s d'améliore r l a performanc e e t d e rétabli r l'équité . 
Cette analys e a  permis d e prouve r qu'i l es t possibl e d'améliore r efficacemen t l a performanc e 
des réseaux maillé s en jouant uniquemen t su r des paramètres d e niveau 3 . 
La mis e e n plac e d'un e politiqu e d e gestio n d e l a Qo S rudimentair e perme t d'accroîtr e d e 
façon considérabl e l a performance dan s le s réseau x maillé s san s changemen t technologique . 
Une stratégi e envisageabl e d e mis e e n plac e e n milie u rée l es t proposé e plu s loin , dan s le s 
recommandations. 
D'autres travau x son t envisagé s dan s l e tes t d e l a performanc e d u brouillo n 802.11s . C e 
protocole émergean t d e nivea u 2  doi t permettr e un e amélioratio n d e l'équit é c e qu i ser a 
vérifié. De s ouverture s pou r l a mis e e n plac e effectiv e d u protocol e pourraien t alor s êtr e 
développées. 
CHAPITRE 4 
MODÈLE D'ABSTRACTIO N 
Les étudiant s e n réseau x e t télécommunication s d'aujourd'hu i son t d e moin s e n moin s 
familiers ave c l'environnemen t Unix . L a philosophi e Unix , trè s différent e d e cell e d e 
Windov/s, le s ren d incapable s d'ufilise r de s équipement s Unix . Il s doiven t passe r d e long s 
mois d e formatio n avan t d'êtr e capable s d e configure r de s expérience s résea u su r u n banc d e 
test. 
Pour remédie r à  cela , nou s proposon s un e approch e abstrait e d e l'environnemen t 
expérimental pou r l a plate-forme. Ell e perme t d'ouvri r l'expérimentatio n su r banc d e test à  un 
plus larg e public . Ce s nouveau x point s d e vu e devraien t permettr e d'apporte r d e nouvelle s 
perspectives d e recherche . 
C'est ains i qu'es t développ é u n modèl e d'abstractio n pou r l'élaboratio n d'expérience s dan s 
l'interface graphiqu e d e l a plate-forme . L e vocabulair e chois i es t celu i d u je u pou r s a 
popularité e t se s similitude s ave c l'exécufio n d'expérience . Un e expérienc e devien t ains i u n 
ensemble d e déplacements d e joueurs e n suivant de s règles su r un plateau d e jeu. 
Ce chapitr e commenc e pa r un e présentatio n d e l'approch e d u modèl e d u jeu. Puis , i l présent e 
les sept niveau x d u modèle . Enfin , un e discussion e t une conclusion son t proposées . 
4.1 Approch e 
Le modèl e d'abstractio n es t un e visio n prafiqu e de s expériences . I l a  ét é développ é pou r 
permettre à  de s utilisateur s novice s d e réalise r de s expérience s d e manièr e intuitive . I l es t 
dissocié d e l'univer s Uni x e t bas é su r l e vocabulair e d u jeu . L e modèl e compren d sep t 
niveaux réparti s e n quatr e point s d e vu e :  environnement, ban c d e test , exécutio n e t résulta t 
(Tableau 3.1) . 
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Tableau 4 . Modèle d'abstractio n 
Résultat 
Exécution 
Banc de test 
Environnement 
7. Score 
6. Partie 
5. Déplacement 
4. Règle 
3. Plateau 
2.Joueur 
l.Pion 
Unix 
L'environnement es t un e représentatio n virtuell e de s nœud s e t services . L e banc d e tes t es t l a 
définition d e l'expérienc e :  réseau , simulatio n e t trafics . L'expérienc e es t la  définitio n d u 
scénario e t l'exécution . L e résultat es t l e traitement de s données e n résultats . 
4.2 Niveaux 
Les sep t niveau x son t maintenan t présentés . Pou r mieu x comprendr e leu r fonctionnemen t 
dans l e modèle , l a présentatio n es t accompagné e d'u n exempl e d e tes t d e performance . L a 
problématique étudié e es t l'impac t de s perte s d'u n résea u su r un e communicatio n client -
serveur. Troi s nœud s Alix2d 3 son t installé s e n ligne . L e nœu d 1  es t ufilis é comm e clien t 
TCP, l e nœud 2  comme routeu r simulan t u n effet d e perte e t l e nœud 3  comme serveu r TCP . 
4.2.1 Pion 
Un pio n représent e u n service . I l es t caractéris é pa r de s commande s d'inifialisatio n e t d'arrê t 
qui permetten t l'exécutio n e t l'arrê t d u service . L e typ e d'exécutio n es t spécifi é pa r u n 
« synchrone »  o u «  asynchrone » . Le s paramètre s son t l a list e de s élément s variable s d u 
service. Il s son t configuré s dan s le s couches supérieure s d u jeu. Le s service s d e mesures son t 
associés à  u n scrip t d'extractio n de s donnée s permettan t d'extrair e le s donnée s de s fichier s 
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traces à  l a fin  d e l'expérience . Chaqu e servic e es t associ é a u nivea u d u jeu dan s leque l i l es t 
joué. Cin q son t défini s : 
- Platea u Connexio n :  pions de configuration d'interfaces . 
- Platea u Rout e :  pions de routage . 
- Règl e Simulatio n :  pions de simulation réseau . 
- Déplacemen t Initialisatio n :  pions de mesure o u d'initialisation du déplacement . 
- Déplacemen t Mouvemen t :  pions de mise en place de trafic . 
Tableau 4. 2 Pion s 1/ 2 
Pions 
Cmd init. 
Cmd arrêt 
Type exéc. 
Paramètres 
Script extr. données 
Type de pion 
Interf Ethernet 
"ifconfig creat e ${interfPhy} ${interflpj " 
"ifconfig ${interf } destroy" 
sync 
interfPhy=[ethl.etli2] 
interflp="" 
-
Plateau-Connexion 
Route 
"route add -net ${netlp} 
-netmask ${netMask} -host ${hostIp}" 
route del -net ${netlp j 
sync 
netlp="" 
netMask="" 
hostIp="" 
-
Plateau-Route 
Tableau 4. 3 Pion s 2/ 2 
Pions 
Cmd init . 
Cmd arrêt 
Type exéc. 
Paramètres 
Script extr. données 
Type de pion 
Tx Perte 
"ipfw ${interf } plr ${lostRate} 
src-ip any dst-ip any" 
"ipfw ${interfPhy } destroy " 
sync 
interfPhy="" 
lostRate="" 
-
Règle 
TCP Puits 
"iperf-s" 
Kill 
async 
-
-
Déplacement-Initialisation 
TCP Source 
"iperf-c ${destlp} -t${time} -
i ${interv}" 
Wait 
async 
destlp="" 
time="60" 
interv="r' 
iperfcExtractor.sh - c ${destlp} 
-tî{time} - i ${interv! 
Déplacement-Mouvement 
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Pour l'analys e d e la  performance d e TCP, cinq pion s son t créé s (Tablea u 3. 2 e t Tablea u 3.3) . 
Un premie r pio n «  Interf Etherne t »  permet l a création e t suppression de s interface s Ethernet . 
Le pio n «  Route »  perme t l'ajou t dan s l a tabl e d e routag e d e chemin s ver s de s réseau x 
distants. L e pio n «  Tx Pert e »  es t l e servic e simulatio n d e tau x d e perte . Le s pion s «  TCP 
Source »  e t «  TCP Puit s »  permetten t l a mis e e n plac e d'u n trafi c TC P d e l a sourc e ver s l e 
puits. 
4.2.2 Joueur 
Un joueu r es t la  représentatio n virtuell e d'u n nœu d (Tablea u 3.4) . I l es t caractéris é pa r le s 
pions (services ) supportés . Pou r un e meilleure lisibilité , le s pions son t organisé s pa r niveau x 
de jeu. 
Tableau 4.4 Joueur s 
Joueurs 
Déroulement 
Règles 
Plateau 
Client/Serveur Et h 
- TC P Puit s 
- TC P Sourc e 
-
- Rout e 
- Inter f Etherne t =  "  Interf 1" 
Router Et h ave c Perte s 
-
- T x Pert e 
- Inter f Etherne t =  "Inter f 1 " 
- Inter f Etherne t =  "InterfZ " 
Pour l'analys e d e la  performance , deu x joueurs son t définis . L e «  client/serveur »  es t ufilis é 
pour le s nœud s 1  et 3 ; i l perme t l a configuratio n d'un e interfac e Ethernet , la  définitio n de s 
routes dan s le s table s d e routage s e t l a mis e e n plac e de s source s e t puit s d u trafi c TCP . L e 
« Routeur »  est défin i pou r l e nœud 2 ; i l perme t l a configuratio n d e deu x interface s Etherne t 
et l'ajou t d'u n taux d e perte variable . 
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4.2.3 Plateau 
Le plateau est la définition d u réseau et des routes (Tableau 3.5) . Les joueurs sont positionnés 
sur l e plateau , u n no m uniqu e leu r es t attribué . Le s pion s Platea u Connexio n e t Platea u -
Route sont configurés pou r chaque joueur. Les paramètres expérimentaux d u plateau sont les 
paramètres utilisés dans le scénario de l'expérience au niveau partie. 
Tableau 4.5 Platea u 
Plateau 
Noms J. 
Plateau-Ciix 
Plateau-Rtes 
Para.Exp 
3 nœuds en ligne 
Noeud 1 =  Client/Serveur Eth 
Interf] -  interflp = "192.168.1.2" 
Interf] -  ttiterfPhy =  "ethl" 
Route-netlp =  " 192,168.2,0" 
Route - netMask = "255.255,255.0" 
Route-hosllp =  "192,168,l,r ' 
Noeud2 = Router Eth avec Perte 
liiterfl -  intertlp-"192,168 1  1 " 
Interf] -  interfPhy =  "ethl" 
lnterf2-interflp =  "192,168 2,2" 
lnterf2 -  interfPhy =  "eth2" 
-
Noeud3 = Client/Serveur Eth 
Interfl -  interflp =  "192,168.2,1" 
Interfl -  interfPhy =  "ethl" 
Route-netlp = "192,168 1,0 " 
Route - netMask = "255,255,255,0" 
Route-hostlp = " 192,168 2,2" 
-
Les joueur s «  client/serveur »  et «  routeur »  sont positionné s su r l e platea u «  3 nœuds e n 
ligne » . Les joueurs son t nommés noeudl , noeud 2 e t noeud3. Deux réseaux son t configurés , 
le 192.168.1. 0 entre le s noeudl e t noeud2 e t le 192.168.2. 0 entre le s noeud2 e t noeud3. Les 
routes pou r accéde r au x réseau x distant s son t ajoutée s dan s le s noeud l e t noeud3 . Aucu n 
paramètre expérimenta l n'es t défini , ca r l a problématiqu e d e l'analys e n'impliqu e pa s 
d'éléments de configuration réseau . 
4.2.4 Règl e 
Une règl e es t l a définitio n de s élément s d e simulatio n ajouté s su r l e ban c d e tes t (Tablea u 
3.6). Elle es t associée à  un et un seu l banc de test. Le s pions Règl e Simulatio n son t défini s 
pour chaqu e joueur . Le s paramètre s expérimentau x son t utilisé s lor s d e l a définitio n d u 
scénario de la partie. 
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La règl e «  Taux d e pert e routeu r »  est défini e pou r l'expérience . L e pio n «  Tx d e pert e »  est 
mis e n plac e su r l'interfac e eth l d u noeud2 . L e tau x d e pert e es t défin i comm e paramètr e 
expérimental; s a valeur es t configurée dan s le scénario d e la partie. 
Tableau 4.6 Règl e 
Règle 
Plateau 
Joueurs 
Règles-
Simulation 
Paramètres 
Expérimentaux 
Taux d e perte routeu r 
3 nœuds en lign e 
Noeudl 
-
Noeud2 
Tx Pert e - interfPh y =  "eth l " 
Tx Perte - lostRat e =  ${lostRate } 
Noeud3 
-
lostRate= "  " 
4.2.5 Déplacemen t 
Un déplacemen t correspon d à  l'activit é temporell e d e l'expérienc e (Tablea u 3.7) . I l comport e 
la mise e n plac e de s pions Déplacemen t Initialisatio n e t des pions Déplacement Mouvemen t 
sur l e plateau . Pou r l e platea u «  3 nœud s e n ligne " »  u n déplacemen t d e trafi c ascendan t 
(noeudl ver s noeud3 ) es t défini . I l es t nomm é «  Mesure d e l'évolufio n d u trafi c montan t » , 
Les durée s d u trafi c e t de s intervalle s d e mesure s son t définie s comm e paramètre s 
expérimentaux. L'expérienc e peu t ains i êtr e mis e e n plac e un e premièr e foi s ave c un e duré e 
plus court e pou r un e évaluatio n d e comportement . L e scrip t d e résulta t es t utilis é à  la  fin  d e 
l'expérience pou r mettr e e n form e le s données e n résulta t visuelles . Dan s l'exemple , l e scrip t 
est utilisé pou r crée r un graphiqu e d e l'évolution temporell e d u trafic . 
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Tableau 4.7 Déplacemen t 
Déroulement 
Plateau 
Joueurs 
Déplacement-
Initialisation 
Déplacement-
Mouvement 
Paramètres 
Expérimentaux 
Scripts de résultat 
Mesure de l'évolution d u trafic ascendan t 
3 nœuds 
Noeudl 
-
TCP Source - destlp = "192.168.2.2 " 
TCP Source - time = ${time} 
TCP Source - interv = $ {interv} 
Noeud2 
-
-
Noeud3 
TCP Puits 
-
time = "" 
interv = "" 
graphicTraficEvolution.sh Noeudl =  "EvolutionTCPAscendant " 
4.2.6 Partie 
Sur un même plateau, il est possible de définir un e multitude de combinaisons de règles et de 
déplacements. L a parti e perme t d e défini r l'itératio n d e l'expérienc e exécutée . L a parti e 
« Analyse d e l'impac t d u tau x d e pert e su r un e communicatio n Etherne t »  es t créée . Ell e 
associe l a règl e e t l e déplacemen t précédemmen t défini s (Tablea u 3.8) . Le s association s 
joueurs nœud s son t utilisée s pou r lie r le s joueur s virtuel s au x nœud s réels . L e scénari o 
définit le s cin q valeur s d e taux d e pert e (0% , 0.5%, 1% , 5 % e t 10% ) analysé , l a duré e d u 
trafic TC P à 10 minutes (600 secondes) et l'intei-valle de mesure à 10 secondes. 
Une foi s l a définitio n terminée , l e scrip t d'expérienc e (présent é dan s le s annexes ) es t 
automatiquement créé . L'expérience es t exhaustive, toutes les possibilités sont évaluées grâce 
à l'utilisafion de s boucles. Le test est mis en place cinq fois pour les cinq taux de perte. 
L'exécution terminée , les données e t résultats du déplacement son t automatiquement extrait s 
des traces. Pour cela les scripts pion, puis les scripts déplacement son t exécutés. 
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Tableau 4.8 Parti e 
Partie 
Plateau 
Règle 
Déplacements 
Joueurs -
Nœuds 
Scénario 
Analyse d e l'impact d u taux de perte su r une communicatio n 
Ethernet 
3 nœuds e n lign e 
Taux d e perte routeu r 
Mesure de l'évolution d u trafic ascendan t 
Noeudl="00:0d:b9:15 :b c :70 " 
Noeud2="00 :0 d :b 9 :1 5 :b a :e4" 
Noeud3="00:0d:b9:15 :c 3 ;78" 
lostRate = [0,0.005,0.01,0.05,0.10 ] 
time = 600 
interv =  10 
4.2.7 Score 
Un scor e es t un e définitio n d e résultat s d e hau t nivea u (Tablea u 3.9) . I l synthétis e l e 
comportement d'un déplacement dans plusieurs parties. Le score «  Trafic montant vs Taux de 
pei1e » perme t pa r exempl e d e génére r u n graphiqu e d e l'évolutio n d u trafi c moye n e n 
fonction d u taux d e perte . Le trafic moye n es t calculé su r l'ensemble de s parties jouées. Pa r 
exemple, la partie «  Analyse de l'impact du taux de perte sur une communication Ethernet »  a 
été exécuté e troi s fois . Le s débit s moyen s de s troi s itération s son t synthéfisé s dan s u n 
graphique à barres. La mise en forme du score est réalisée par le script score. 
Tableau 4.9 Scor e 
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Score 
Plateau 
Déplacement 
Script score 
Trafic ascendant VS Taux de perte 
3 nœuds en ligne 
Mesure de révolution du trafic ascendan t 
GraphiqueTraficMoyenVSTxPerte.sh 
4.3 Discussion 
Le modèl e d'abstractio n présent é es t u n appor t substanfie l pou r l a recherche . I l perme t d e 
simplifier l a mis e e n plac e d'expérience s résea u pa r u n vocabulair e «  universel » , celu i d u 
jeu. I l ouvre ainsi l'élaboration d'expériences réseau à une nouvelle génération de chercheurs. 
Le regroupemen t de s action s pa r nivea u perme t d e réduir e grandemen t l e travai l d u 
chercheur. I l n e travaill e plu s uniquemen t à  ba s nivea u à  l'élaboratio n d e liste s d e 
commandes. Il travaille avec des joueurs et pions qu'il configure pa r niveau de jeu. 
Les données qui sont réparties sur les nœuds sont automatiquement centralisée s et traitées. Le 
chercheur définit de s scores et suit leur évolution au travers des parties jouées. 
4.4 Conclusion 
Ce chapitr e a  présent é l e modèl e d'abstractio n propos é pou r rendr e l e développemen t 
d'expériences résea u su r l a plate-forme plu s intuifi f L e vocabulaire d u jeu a  été choisi pou r 
sa larg e popularit é e t le s forte s similitude s entr e l e déroulemen t d'un e parti e e t d'un e 
expérience. 
L'exemple d e la mise en place d'un tes t de performance d'un e connexion TCP entre un client 
et u n serveu r a u traver s d'u n routeu r généran t de s perte s a  permi s d'illustre r l e 
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fonctionnement d u modèle . I l parai t plu s facil e d e configure r de s boite s don t le s entrée s son t 
spécifiées qu'u n scrip t san s structure . 
L'élaboration d'expérienc e es t ains i partagé e e n quatr e point s d e vu e :  environnement, ban c 
de test , exécutio n e t résultat . L a configuratio n d e l'environnemen t préalabl e à  l'élaboratio n 
d'expérience es t l a seule étap e nécessitan t de s connaissances Unix . Le s points d e vue ban c d e 
test, exécutio n e t résulta t son t de s empilement s e t configuration s d e boites . Cec i devrai t 
permettre d'ouvri r l'élaboratio n à  un plu s larg e public ; de s étudiant s san s connaissanc e Uni x 
seront maintenan t e n mesur e d e réaliser de s expériences réseau su r des équipements Unix . 
CHAPITRE 5 
DISCUSSION 
Ce mémoir e a  permi s l'étud e su r ban c d e tes t d e l a performanc e de s réseau x maillé s 
multiradio. Un e plate-form e a  été développée pou r automatise r l'exécutio n d'expérience s su r 
banc d e test. Un modèle d'abstractio n bas é su r l e vocabulaire d u jeu a  été proposé pou r rendr e 
la plate-form e intuitive . L'étud e d e la  performanc e a  identifi é de s limite s due s a u protocol e 
WiFi (IEE E 802.11 ) qui on t ét é corrigées pa r des mécanismes d e QoS d e niveau 3 . 
La plate-form e a  ét é développé e dan s un e approch e modulaire , basé e su r l'existant . Le s 
expériences son t définie s pa r un scrip t d'exécution e t des script s d e traitement de s données e n 
résultats. Le s nœud s d e tes t son t de s équipements résea u qu i s e connectent a u serveu r centra l 
et attenden t de s commande s à  exécuter . L a plate-form e synchronis e l'exécutio n de s 
commandes su r le s nœuds d e test dan s l e cadre d'un e expérience . Ell e offr e à  la recherche u n 
nouvel outi l simpl e permettan t d e déploye r rapidemen t de s expérience s su r ban c d e test . Le s 
nouvelles technologie s e t protocole s pourron t êtr e validé s plu s rapidement . Dan s l e futur , i l 
pourrait êtr e intéressan t d e rapproche r le s étude s su r ban c d e tes t de s étude s e n simulation ; 
les script s NS- 2 pourraien t êtr e transcrit s automatiquemen t e n script s exécutable s pa r l a 
plate-forme o u vice e t versa . 
Les réseau x maillé s multiradi o on t montr é de s limite s d e performanc e dan s l a gestio n d e 
l'équité a u traver s de s embranchement s e t saut s WiFi . Lorsqu'u n poin t d'accè s WiF i subi t 
une fort e charg e d e trafics, l e partage d u média n'es t plu s équitable ; aléatoirement , de s client s 
ont plu s d e band e passant e qu e d'autres . Le s saut s WiF i causen t de s écart s d e performanc e 
qui son t du s à  une répartifio n d e l a band e passant e géré e localement . Chaqu e routeu r maill é 
partage s a bande passant e ave c le s routeurs directemen t connecté s à  lui même ; plu s u n clien t 
sera éloign é d e l a passerelle, plu s s a part d e band e passant e ser a partagé e e t don c réduit e pa r 
rapport au x autres . Ce s limite s d e performanc e son t due s à  de s limite s intrinsèque s d u 
protocole WiFi . 
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Le modèl e d'abstractio n a  été présenté dan s l e but d'ouvri r l'utilisatio n d e l a plate-forme à  un 
plus larg e public . I l développ e un e approch e ludiqu e dan s l'élaboratio n d'expérience s résea u 
basée su r l e vocabulair e d u jeu. Un e expérienc e es t défini e pa r u n platea u d e jeu su r leque l 
des joueurs déplacen t d e pions e n suivan t de s règles . Le s script s d'exécufio n e t d e traitemen t 
des donnée s son t automatiquemen t généré s à  parti r d e ce s informations . Cett e approch e 
permet à  des utilisateur s san s connaissance Uni x d'élabore r de s expérience s su r ban c d e test . 
Ainsi, le s nouveaux chercheur s moin s familier s ave c Unix n'auron t plu s besoi n d e suivr e de s 
formations longue s e t complexe s pou r êtr e capabl e d e réalise r leur s expériences . C e qu i 
devrait permettr e d'apporte r u n regar d neuf , no n influenc é pa r l a philosophi e Unix . 
Néanmoins, so n fonctionnemen t e t so n appor t à  la  plate-form e e t a u milie u d e l a recherch e 
doivent encor e êtr e validés par sa mise en situation . 
Pour rétabli r l'équité , de s mécanisme s d e Qo S d e nivea u 3  ont ét é utilisés . Pou r no s études , 
une limit e e n band e passant e à  25 Mbp s a u nivea u de s point s d'accè s a  permis d e limite r le s 
problèmes lié s à  leu r saturation . De s files  d'attent e à  priorité s égale s a u nivea u d e l a 
passerelle on t permi s d'améliore r l'équit é d e 15% . De s tunnels a u niveau d e l a passerelle on t 
permis d e contrôle r l a répartitio n d e la  band e passant e entr e trafic s e t d e le s stabiUser . Ce s 
mécanismes on t démontr é qu'i l es t possibl e d e réduir e l'impac t de s limite s intrinsèque s d u 
protocole WiF i e n jouant uniquemen t su r des paramètres d e niveau 3 . 
Les mécanisme s d e Qo S présentés dan s c e mémoire n e son t pa s ufilisable s tel s quel s dan s u n 
déploiement l'éel . Nous proposons ains i u n déploiement plausibl e d e ces mécanismes d e QoS . 
La limit e e n band e passant e de s point s d'accè s es t généralisé e à  tous le s routeur s pou r évite r 
les effet s d e saturation . L a gestio n d e l'équit é e t d e l a répartifio n d e band e passant e es t 
réalisée pa r une politique d e QoS simple . Trois niveau x son t définis : 
- Lon g terme , no n prioritair e :  pou r le s flux  importants , mai s no n prioritaire s (youtube , 
bittorent...). 
- Prioritair e :  pour le s flux  prioritaires (VoIP , vidéo...) . 
- Autre s :  pour tous le s autres flux  (messagerie , nouvelles , réseaux sociaux...) . 
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À chacu n d e ce s niveau x es t alloué e un e band e passant e réservé e pa r u n tunnel . L a 
classification de s flux peut s e faire simplemen t e n se basant su r le s ports o u l a dui^ ée de vie 
des trafics . De s files  d'attente à  priorités égale s son t insérée s dan s chacu n de s tunnels pou r 
maintenir l'équité entre les clients par distinction d'adresses IP. 
Il serai t maintenant possibl e d e pousser plus loin ces analyses. Le nombre de nœuds pourrai t 
être multipli é pou r teste r l a performanc e d e nouvelle s topologies . Cel a pourrai t mettr e e n 
avant de nouvelles limites dans la gestion de l'équité. 
Les mécanisme s d e Qo S pourraien t êtr e testé s dan s ce s nouvelle s topologies . I l es t alor s 
possible qu e l'approche centralisé e su r la passerelle n e soi t plus suffisamment efficac e pou r 
rétablir l'équité. Une approche décentralisée pourrait être envisagée et testées. 
La performance de s réseaux maillés et mécanismes de QoS de niveau 2 devrait être étudiée et 
comparée à  cell e d e ceu x d e nivea u 3 . Cela permettrai t d e valide r l'approch e de s réseau x 
maillés multiradi o d e nivea u 3 . D'autre par t i l serai t possibl e d e détermine r le s limite s de s 
réseaux maillés de niveau 2 pour leurs améliorations futures . 
CONCLUSION 
Ce mémoir e a  pei^mi s dan s l e cadr e d e l'étud e d e l a performanc e de s réseau x maillé s 
multiradio l e développemen t d'un e plate-form e d'exécutio n d'expérience s résea u su r ban c d e 
test. Pou r ouvri r so n utilisatio n à  de s utilisateur s san s connaissanc e Unix , u n modèl e 
d'abstraction s e basant su r le vocabulaire d u jeu a  été élaboré . 
L'étude de s perspectives d e performance de s réseaux maillé s multiradi o su r ban c d e test a  été 
mené su r le s topologie s e n lign e e t e n arbre . Le s résultat s on t montr é de s limite s dan s la 
répartition d e la  band e passant e a u nivea u de s saut s e t embranchement s WiFi . De s 
mécanismes d e Qo S simple s d e nivea u 3  ont ét é testé s :  limite e n band e passant e de s point s 
d'accès, files  d'attent e e t tunnels . Il s on t permi s de s amélioration s notable s d e l'équité . De s 
études complémentaire s devraien t maintenan t êtr e menée s pou r valide r ce s mécanisme s à 
plus larg e échelle , avec plus d e nœuds maillé s e t dans de s topologies plu s complexes . D'autr e 
part, de s test s su r l a performanc e de s mécanisme s d e Qo S d e nivea u 2  te l qu e 802.11 e 
pourraient êtr e envisagés pou r êtr e comparés ave c ceux d e niveau 3 . 
La plate-form e développé e a  permis d'automafise r le s étape s d e mis e e n plac e d'expérience s 
réseau su r ban c d e tes t c e qu i a  permis u n gai n considérabl e d e temp s a u nivea u d e l a parti e 
expérimentation d e c e mémoire . L'approch e modulair e e t ouvert e basé e su r l'utilisatio n d e 
scripts a  été développé e d e faço n à  prévoir le s évolutions de s technologies future s ;  tout typ e 
d'équipement, d'outi l e t d e servic e peuven t êtr e ajout é à  l a plate-forme . L'exécutio n de s 
expériences es t entièremen t contrôlé e pa r l a plate-forme , le s trace s d'exécufio n 
automatiquement centralisée s e t traitée s e n donnée s lisibles . L a plate-form e e n es t 
aujourd'hui (jui n 2010 ) à  s a versio n 1.0 . L a parfi e interfac e graphiqu e n' a pa s encor e ét é 
développée. Ell e devrai t fair e parti e de s future s évolutions . D'autr e part , i l es t prév u d e 
proposer prochainemen t la  plate-forme à  la communauté ope n source . 
Le modèle d'abstractio n a  été proposé comm e un e ouvertur e ver s une nouvelle approch e dan s 
l'élaboration d'expérience s su r ban c d e tes t permettan t un e utilisatio n pa r u n plu s larg e 
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public. L e vocabulair e d u jeu a  ét é chois i pou r s a larg e popularité ; l'élaboratio n d'u n scrip t 
d'expérience es t intuitive . Le s élément s d u jeu son t positionné s e t configuré s graphiquemen t 
dans un e interfac e Web . Cett e nouvell e approch e devrai t fair e parti e de s développement s 
futurs d e l'interfac e graphiqu e Web . So n appor t dan s l'élaboratio n d'expérience s résea u 
pourra alor s être validé auprè s de s chercheurs . 
Ce mémoir e offr e ains i un e plate-form e innovant e dan s l a mise e n place d'expérienc e réseau . 
L'utilisation d'équipement s e t technologies existante s es t simplifié e pa r une élaboratio n d e jeu 
graphique. L a plate-form e a  permi s d e démontre r l a performanc e effectiv e de s réseau x 
maillés multiradi o e t d e propose r un e politiqu e d'ingénieri e d e trafi c basé e su r de s 
mécanismes simple s de QoS. 
ANNEXE I 
Script d'expérience :  performance d'un e connexio n Etherne t 
1 # - - V a r i a b l e s 
2 Noeudl = 0 0 : 0 d : b 9 : 1 5 : b c : 70 
3 Noeuci2=00:0ci:b9: 1 5 : b a : e 4 
4 
5# Résea u 
6${Noeudl} ,  sync ,  ifconfig eth l 192.168.1. 1 up 
7${Noeud2} ,  sync ,  ifconfig eth l 192.168.1. 2 up 
8 
9 # Outil s de simulation 
10 #--Boucle 
11 FOR lostRate I N [0,0.05,0.10 ] 
12 { 
13 ${Noeud2 } ,  sync ,  ipfw ethl plr ${lostRate} src-i p any dst-ip any 
14 
15 #  Trafic s 
16 ${Noeud2 } ,  async ,  iperf -s , idl 
n 
18 #--Bloc s 
19 Ascendan t :  : 
20 { 
21 ${Noeudl } ,  async ,  iperf -c 192.168.1.2 - t 600 -i 10 , id2 
22 ${Noeudl } ,  wait ,  id2 
23 } 
24 
25 ${Noeud2 } ,  kill ,  idl 
26 
27 #  Outil s de simulation (relâchement ) 
28 ${Noeud2 } ,  sync ,  ipfw ethl destro y 
29 } 
30 
31 # Résea u (relâchement ) 
32${Noeudl} ,  sync ,  ifconfig eth l dow n 
33${Noeud2} ,  sync ,  ifconfig eth l dow n 
Figure-A I- l Scrip t d'expérience :  étude de la performance d'un e connexio n Etherne t 
pour des taux de perte de 0%, 5% et 10%. 
ANNEXE I I 
Spécification d e la carte Atheros MiniPCI AR541 3 
AR5006X 
Single chip  802.11a/b/g  WLAN  Solution 
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A T H E R O S " 
C O M M U N I C A T I O N S 
The industry's most  highly  integrated  WLAN  solution, 
enables bw-cost  802.1  la/b/g products  while  maintaining 
range and  throughput  performance. 
AR5006X Solutio n Highlight s 
• Highl y integrate d singl e chi p CMO S solution wit h multiprotoco l 
MAC/baseband processo r an d 2.4/ 5 GH z radi o 
• Use s digita l CMO S technology exclusively , minimizin g powe r 
consumption an d cos t whil e maximizin g reliabilit y 
• Suppor t fo r IEE E 802.11a , 802.11b , 802.11 g 
• 802.11 e standar d compatibl e burstin g 
• Wireles s Multimedi a Qualit y o f Servic e suppor t (QoS ) 
• Hardwar e encryptio n fo r th e Wi-F i Protecte d Acces s (WPA ) an d 
IEEE 802 .n i securit y specificab'ons , provide s Advance d Encryptio n 
Standard (AES) , Tempora l Ke y Integrit y Protoco l (TKIP ) an d Wire d 
Equivalent Privac y (WEP ) withou t performanc e dégradatio n 
• Extende d tuning rang e (2.300-2.50 0 &  4.900-5.850 GHz ) for Worldwide use 
• Dynami c Frequenc y Sélection/Transmi t Powe r Contro l (DFS/TPC) 
for internationa l opératio n 
• Suppor t fo r draf t IEE E 802.11e, h , i  an d j standard s 
• Athero s XR " eXtende d Rang e technolog y t o giv e Wi-F i product s twic e 
the rang e o f existin g design s 
• Power-savin g desig n improvement s reduc e Syste m powe r 
consumption u p t o 98 % 
i i  AR5413 Single-Chi p CMO S MAC/Baseband/Radio 1 
• Suppor t fo r IEE E 802.11a, 802.11b , 802.11 g 
• Opérâte s from 4.90 0 t o 5.85 0 an d 2.30 0 t o 2.50 0 GH z 
• Advance d wideban d receive r wit h bes t pat h sequence r fo r bette r rang e 
and multipat h résistanc e than conventiona l equalizer-base d design s 
• Integrate d low-nois e amphfie r (LNA ) 
• Externa l P A and/or LN A ca n b e use d fo r spécia l application s 
• Eliminâte s ai l IF filters an d mos t R F filters; n o externa l voltage-controlle d 
oscillators (VCOs ) o r surfac e acousti c wav e (SAW ) filter s neede d 
• Enhance d transmi t an d receiv e chain s 
• Athero s X R eXtended Rang e technology t o giv e Wi-F i product s twic e 
the rang e o f existing design s 
• N o externa l FLAS H o r RA M memory neede d 
• PC I 2.3 an d P C Card 7. 1 hos t interface s wit h DM A suppor t 
• Integrate d analog-to-digita l an d digital-to-analo g converter s 
• Hig h spee d UAR T with DM A supports dat a rate s u p t o 1  Mbps 
• Séria i EEPROM , LEDs, GPIOs periphera l interface s 
• Lo w powe r operationa l an d slee p mode s 
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I AR5006X Solution Spécifications .J 
Frequency Ban d 4.900 t o 5.85 0 GH z and 2.30 0 t o 2.50 0 GHz 
Network Standar d 802.11a, 802.nb , 802. l l q 
Modulation Technolog y OFDM wnth BPSK , QPSK, 16 QAM, 
64 QAM; DBPSK, DQPSK, CCK 
FEC Coding Rat e 1/2, 1/3 , 1/ 4 
Hardware Encryptio n AES, TKIP, WEP 
Quality o f Servic e 802.11e draf t 
Media Acces s Techniqu e CSMA/CA 
Host Interfac e Mini PCI , CardBus, PCI 
Communication Interfac e High spee d UART 
Peripheral Interfac e GPIOs, LEDs 
Memory Interfac e EEPROM 
Supported Dat a Rate s 
IEEE 802.11 a 
IEEE 802.11b 
IEEE 802.11g 
6 to 5 4 Mbps 
1 t o 1 1 Mbps 
1 t o 5 4 Mbps 
Chip Spécification s AR5413 
Operating Voltag e 1.8V +/-5 % 
3.3V +/-107 o 
Package Dimension s 13mm X  13m m 
Package 224 Plasti c Bai l Grid Array 
• fW%. 
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• Windows " driver s fo r Window s XP , Window s 2000 , 
Windows ME , Window s 9 8 S E and Window s N T 4. 0 
• A  single drive r an d firmware cod e base supports ai l 
Atheros chipsets , an d provides bot h backwar d an d 
forward compatibilit y wit h Athero s previou s an d 
next-generation multi-standar d designs. 
• Integrate d WP A suppl ican t support s Window s XP , 
Windows 2000 , Window s ME , Window s 9 8 S E 
and Window s N T 4. 0 
• Clien t utilit y support s configuratio n profiles , 
current lin k status , statistics an d diagnostic s 
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ANNEXE II I 
Statistiques d e la plate-form e 
Tableau-A III- 1 Statistiqu e d e développement d e la plate-forme :  partie serveu r 
Plate-forme d e contrôle d'expérienc e résea u sur banc d e test :  serveur d e contrôl e 
Langage 
Nombre d e ligne s 
Nombre d e classe s 
Java 
3533 
18 
Tableau-A II1- 2 Statistique d e développement d e la plate-forme :  partie nœu d 
Plate-forme d e contrôl e d'expérienc e résea u su r banc d e test :  gestionnaire d e nœu d 
Langage 
Nombre d e ligne s 
Nombre d e classe s 
Commandes spécifique s :  langage 
Commandes spécifique s :  nombre d e ligne s 
Commandes spécifique s :  nombre d e commande s 
Python 
152 
1 
Script Shel l 
445 
7 
ANNEXE IV 
Modèle d'abstraction :  script d'expérienc e 
1 #Parainètres 
2 Noeudl = 00:0d:b9:15:bc:70 
3 Noeud2 = 00:Od:b9: 15 :ba:e4 
4 Noeud3=00:0d:b9:15:c3:78 
5 
6 tirae=600 
7 interv=10 
e 
9 # Platea u (up ) 
10 # -> Mise en place du réseau 
ii${Noeudl} , sync , ifconfig ethl 192.168.1.1 up 
i2${Noeud2} , sync , ifconfig ethl 192.168.1.2 up 
i3${Noeud2} , sync , ifconfig eth2 192.168.2.1 up 
u ${Noeud3} ,  sync , ifconfig ethl 192.168.2.2 up 
15 
16 # -> Mise en place des routes 
n${Noeudl} , sync , route add -net 192.168.2.0 -netmask 255.255.255.0 
host 192.168.1. 2 
i8${Noeud3} , sync , route add -net 192.168.1.0 -netmask 255.255.255. 0 
host 192.168.2. 1 
19 
20 # Règle s (up ) 
21 #Boucle 
22 FOR lostRate IN [0,0.005,0.01,0.05,0.10 ] 
23 { 
24 #  -> Mise en place 
25 ${Noeudl } ,  sync , ipfw ethl plr ${lostRate} src-ip any dst-ip any 
27 #  Déplacemen t 
28 #  -> Mise en place (up ) 
29 ${Noeudl } ,  async , iperf -s , idl 
30 ${Noeud3 } ,  async , iperf -s , id2 
31 
32 #  -> Déroulement 
33 #Bloc s 
34 U p :  : 
35 { 
36 ${Noeudl } ,  async , iperf -c 192.168.2.2 -t ${time} -i ${interv} , 
id3 
37 $  {Noeudl} , wait , id3 
38 } 
39 Dow n :  : 
40 { 
41 ${Noeud3 } ,  async , iperf -c 192.168.1.1 -t ${time} -i ${interv} , 
id4 
42 ${Noeud3 } , wait , id4 
43 } 
44 Up-Dow n :  : 
45 { 
46 ${Noeudl } ,  async , iperf -c 192.168.2.2 -t ${time} -i ${interv} , 
id5 
47 ${Noeud3 } , async , iperf -c 192.168.1.1 -t ${time} -i ${interv} 
95 
id6 
48 $  {Noeudl} ,  wai t ,  id5 
49 ${Noeud3 } ,  wait ,  id6 
50 } 
51 
52 #  -> Mis e 
53 $  {Noeudl} 
54 ${Noeud3 } 
55 
56 # 
57 #  -> Mis e 
58 $ { Noeudl} 
59 
60 } 
61 
62 # 
en place (down ) 
, kil l 
, kil l 
F 
, id l 
, id 2 
en place (down ) 
, syn c 
Pl< 
63 # -> Mise e n place 
64 ${Noeudl} , 
65 ${Noeud3} , 
66 
sync , 
sync , 
67 # -> Mise e n place 
68 $ {Noeudl} , 
69 ${Noeud2} , 
70 $ {Noeud2 } , 
71 ${Noeud3} , 
sync , 
sync , 
sync , 
sync , 
, ipf w ethl destro y 
3teau (down ) 
des route s (down ) 
route de l -ne t 192.168.2. 0 
route de l -ne t 192.168.1. 0 
du résea u (down ) 
ifconfig eth l dow n 
ifconfig eth l dow n 
ifconfig eth 2 dow n 
ifconfig eth l dow n 
Figure-A IV-1 Script d'expérience :  performance d'u n trafi c TC P au travers d'u n 
routeur rencontran t de s pertes. 
LISTE D E REFERENCES BIBLIOGRAPHIQUE S 
Akyildiz 1 . F . e t W . Xudong . 2005 . «  A  surve y o n wireles s mes h network s » . 
Communications Magazine , IEEE, vol. 43, p. 23-30. 
Badarla V. , D . Malon e e t J . Leith . 2008 . «  Implementin g TC P flow-leve l fairnes s usin g 
802.11e i n a  multi-radi o mes h testbe d » . Communications Letters , IEEE , vol . 12 , n o 
4, p. 262-264. 
Balakrishnan H. , V . N . Padmanabha n e t R . H . Katz . 1997 . «  Th e effect s o f asymmetr y o n 
TCP performanc e » . In Proceeding s o f Third ACM/IEE E Internationa l Conférenc e o n 
Mobile Computin g an d Networking 199 7 (MobiCom'97), 26-3 0 Sept . 1997 . p. 77-89. 
BelAir. 2006 . «  Capacity o f Wireless Mes h Networks » . White paper . 1 6 p. 
Bicket J. , D . Aguayo , S . Biswa s e t R . Morris . 2005 . «  Architectur e an d évaluatio n o f a n 
unplanned 802.11 b mes h networ k » . I n MobiCo m 2005 : Elevent h Annua l 
International Conférenc e o n Mobil e Computin g an d Networking , Augus t 28 , 200 5 -
September2, 2005. p. 31-42. 
Camp J. , J . Robinson, C . Stege r e t E. Knightly . 2006 . «  Measurement drive n deploymen t o f a 
two-tier urba n mes h acces s networ k » . I n MobiSys2006 . Th e Fourt h Internationa l 
Conférence o n Mobil e Systems , Application s an d Services , 19-22  Jun e 2006 . p . 96 -
109. 
Carbone M . e t L . Rizzo . 2010 . «  Dummyne t revisite d » . AC M SIGCOM M Compute r 
Communication Review , vol . 40, no 2, p. 12-20 . 
Chen-Mou C , H . Pai-Hsiang , H . T . Kun g e t D . Vlah . 2006 . «  WSN07-1: Adjacent Channe l 
Interférence i n Dual-radio 802. 1 la Nodes an d It s Impac t o n Multi-hop Networking » . 
In Globa l Télécommunication s Conférence , 2006 . GLOBECO M '06 . IEE E (Nov.  2 7 
2006-Dec. 1  2006). p. 1-6 . 
IEEE LAN/MA N Standard s Committee . 2007 . IEE E 802.11 . Piscataway , N J 08855-1331 , 
Etats Unis : IEEE Standard s Association , 123 3 p. 
De P. , A . Raniwala , S . Sharm a e t T . Chiueh . 2005 . «  MiNT: a  miniaturized networ k testbe d 
for mobil e wireles s researc h » . I n fNFOCO M 2005 . 24th Annua l Join t Conférenc e o f 
the IEE E Compute r an d Communication s Societies . Proceeding s IEE E (13-1 7 Marc h 
2005). Vol . 4 , p. 2731-2742 . 
Jangeun J.e t M . L . Sichitiu . 2003 . «  Fairnes s an d Qo S i n multiho p wireles s network s » . I n 
2003 IEE E 58t h Vehicula r Technolog y Conférence . VT C 2003-FalI , 6- 9 Oct . 2003 . 
Vol. Vol.5 , p . 2936-40. 
97 
Janghwan L . e t Y . Ikjun . 2008 . «  Achieving throughpu t fairnes s i n wireles s mes h network s 
based o n IEE E 802.1 1 » . I n 200 8 5t h IEE E Internationa l Conférenc e o n Mobil e A d 
Hoc and Senso r System s (MASS) , 29 Sept.-2 Oct . 2008. p. 507-8. 
Karrer R . P. , A. Bott a e t A. Pescap . 2008 . «  High-speed backhau l networks : mj^ t h o r reality ? 
». Compute r Communications , vol . 31 , n o Copyrigh t 2008 , Th e Institutio n o f 
Engineering an d Technology, p . 1540-50 . 
Kawadia V . e t P . R. Kumar . 2005 . «  Expérimental investigation s int o TC P performanc e ove r 
wireless multiho p network s » . In ACM SIGCOM M 200 5 Workshops : Conférenc e o n 
Computer Communications , Augus t 22 , 2005 -  August 26 , 2005. p. 29-34. 
Kone V. , S . Das , B . Y . Zha o e t H. Zheng . 2007 . «  QUORUM-Quality o f servic e i n wireles s 
mesh network s » . Mobile Networks an d Applications , vol . 12 , no Compendex, p . 358-
369. 
Koutsonikolas D. , J . Dyaberi , P . Garimella , S . Fahm y e t Y . C . Hu . 2007 . «  O n TC P 
throughput an d windo w siz e i n a  multihop wireles s networ k testbe d » . I n 2n d AC M 
International Worksho p o n Wireles s Network Testbeds , Expérimenta l Evaluatio n an d 
Characterization, WiNTEC H '07 , Co-locate d wit h th e AC M MobiCo m 200 7 
Conférence, Septembe r 9 , 2007 -  September 14 , 2007. p. 51-58.. 
Li-Ping T. , S . Wei-Kuan , C . Te-Chung , Y . S . Su n e t C . Men g Chang . 2007 . «  TC P 
throughput enhancemen t ove r wireles s mes h network s » . IEE E Communication s 
Magazine, vol . 45 , n o Copyrigh t 2007 , Th e Institutio n o f Engineerin g an d 
Technology, p . 64-70. 
Peterson L . L . e t B . S . Davie . 2000 . Computer  netM'orks  : a  Systems  approach.  2èm e éd . « 
The morgan Kaufmar m Série s in Networking » . San Francisco , Etat s Unis, 748 p. 
Ramachandran K. , I . Sheriff , E . M . Beldin g e t K . C . Almeroth . 2008 . «  A  Multi-Radi o 
802.11 Mes h Network Architectur e » . Mobile Networks an d AppUcations , vol . 13 , no 
Copyright 2010 , The Institutio n o f Engineering an d Technology, p . 132-46 . 
Rosenberg C , L . Ju n e t A . Girard . 2008 . «  Engineering wireles s mes h network s » . I n 200 8 
IEEE 19t h Internationa l Symposiu m o n Personal , Indoo r an d Mobil e Radi o 
Communications, 15-1 8 Sept . 2008. p. 6. 
Weingârtner E. , H . V . Lehn , K . Wehrle . 2009 . «  A  Performanc e Compariso n o f Récen t 
Network Simulator s » . Communications , 2009 . IC C '09 . IEE E Internationa l 
Conférence on , 14-1 8 Juin 2009 . P. 1-5 . 
98 
Sites Internet : 
Python Software Foundation . 2010. « Python » . <http://www.python.org> . 
FreeBSD. 2009. « FreeBSD » . <http://www.freebsdfoundation.org> . 
PC Engines. 2010. « PC Engines - Computing on a Human Scale ». 
<http://www.pcengines.ch> 
