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Perla Cecilia Herna´ndez Lara.
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T´ıtulo del estudio:
Solucio´n de problemas de programacio´n
disyunta mediante optimizacio´n
metaheur´ıstica
Nu´mero de pa´ginas: 66.
Objetivos y me´todo de estudio: Los objetivos del presente trabajo se listan
a continuacio´n:
Adquirir el conocimiento de los problemas de programacio´n disyunta, la es-
tructura y propiedades.
Dar solucio´n a problemas de programacio´n disyunta sin transformar el proble-
ma de ninguna forma, sin agregar variables, sin reformular el problema o hacer
relajaciones; nuestro objetivo es resolverlo bajo su estructura matema´tica orig-
inal.
xiv
Resumen xv
Encontrar un me´todo para tratar las disyunciones, se consideran las soluciones,
no solo se evaluan en base a la funcio´n de me´rito sino tambie´n en base a su
factibilidad; es en este u´ltimo contexto donde se requiere la correcta operacio´n
para el manejo de la infactibilidad en un conjunto de disyuntos.
Dar solucio´n al problema independientemente del tipo de variables que tenga:
variables continuas, enteras, discretas o binarias.
Implementar el me´todo propuesto en un lenguaje matema´tico donde la difi-
cultad no sea la solucio´n de funcio´nes lineales o no lineales (los problemas de
programacio´n disyunta pueden ser lineales o no lineales).
Metodolog´ıa:
Estudio amplio sobre la te´oria de programacio´n disyunta, caracter´ısticas prin-
cipales, propiedades, formulaciones.
Estudio de los me´todos propuestos para dar solucio´n a este tipo de problemas.
Estudio amplio y profundo de Algoritmos Evolutivos, en particular Algorit-
mos Gene´ticos, as´ı como tambie´n del lenguaje computacional Octave, para su
implementacio´n y operacio´n.
Elaboracio´n del procedimiento para dar solucio´n a problemas de Programacio´n
Disyunta mediante Algoritmos Gene´ticos.
Implementacio´n del algorimo en Octave.
Contribuciones y conlusiones: La contribucio´n ma´s importante es el proce-
dimiento seguido para evualar al elementos de la poblacio´n, su jerarqu´ıa en las
soluciones, orientado a la factibilidad que aporta la solucio´n, y a la identificacio´n
del disyunto ma´s apto dentro del conjunto de disyuntos al que pertenece asi como
la funcio´n de me´rito (objetivo del Problema de Programacio´n Disyunta). Para esto
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se creo un nuevo me´todo de solucio´n basado en poblaciones para dar solucio´n a
problemas de programac´ıon disyunta con su implementacio´n en octave.
Se probo´ el me´todo propuesto para problemas con variables reales y enteras
quedando como trabajo a futuro probar el me´todo para variables binarias y discretas
(Ejemplo de conjunto de variables discretas 2, 4, 6, 10). Las pruebas se realizaro´n
manteniendo la regla de parada con el nu´mero de generaciones. Se probaro´n dos
tipos de seleccio´n de la nueva generacio´n, primero utilizando el criterio 80− 20, esto
es, separando los individuos factibles de los infactibles y eligiendo el 80 % de los indi-
viduos de la nueva generacio´n de los individuos factibles y el 20 % de los individuos
infactibles. Despue´s la nueva generacio´n se selecciono´ mediante el criterio Ψ el cual
considera una relacio´n entre su nivel de infactibilidad y el valor de la funcio´n de
me´rito. Con el criterio Ψ se obtuviero´n buenos resultados con pocas generaciones.
Firma del asesor:
Dr. O´scar L. Chaco´n Mondrago´n
Cap´ıtulo 1
Introduccio´n
En problemas de optimizacio´n, en los cuales se requiere encontrar la solucio´n
o´ptima entre un espacio de soluciones factibles, comunmente se identifica como Pro-
gramacio´n Matema´tica (PM) a la estructura matema´tica consistente de un objetivo
nume´rico a ser minimizado o´ maximizado, sujeto a restricciones funcionales y de
estado(variables de decisio´n).
Cuando un problema de PM es formulado a traves de ecuaciones lineales tanto
en restricciones como en objetivo, con variables reales, es llamado Programacio´n
Lineal (LP por sus siglas en ingle´s).
Un programa lineal entero-mixto (MILP por sus siglas en ingles) permite
restringir las variables a valores enteros, discretos y/o binarios.
Programacio´n Disyunta es una extensio´n de estas dos (LP, MILP), que permite
restricciones disyuntas esto es x ≥ 4 ∧ x ≤ 2.
Generalizando, Programacio´n disyunta es optimizacio´n sobre una unio´n de
poliedros [4, 16, 5]
Los problemas de Programacio´n disyunta son NP-hard ya que, si bien un con-
junto de los disyuntos es convexo, la unio´n de dichos disyuntos no necesariamente
lo es, agregando a esto que las variables pueden ser enteras, discretas o binarias.
Muchos problemas se pueden representar mediante Programacio´n Disyunta;
estos problemas surgen cuando tenemos ma´s de una opcio´n para llevar a cabo un
1
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fin. Como ejemplo dare un caso muy simple, el caso de un carpintero que en su taller
tiene madera, clavos, pintura y el sabe hacer 3 diferentes de disen˜os de juegos de
puerta y ventana, pero no sabe la cantidad que necesita hacer de cada disen˜o, de tal
manera que sus ganancias aumenten, ¿Co´mo se podria modelar este caso?
Modelado con programacio´n disyunta:
Primero, establecemos las variables de decisio´n que son la cantidad de puertas
y ventanas, llame´moslas xpi y xvi.
Para este ejemplo no tendriamos restricciones generales.
Los conjuntos de restricciones se forman(para este caso) de acuerdo al disen˜o
a realizar, ya que cada disen˜o necesita de cierta cantidad de materiales; esto
es, en cada disen˜o:
• Para madera Mpixpi +Mvixvi ≤M, i = 1, 2, 3
• Para clavos Cpixpi + Cvixvi ≤ C, i = 1, 2, 3
• Para pintura Ppixpi + Pvixvi ≤ P, i = 1, 2, 3
• Como son el juego de puerta y ventana, entonces xpi = xvi
Funio´n objetivo maxZ =
∑3
i=1(Axpi+ +Bxvi)
Donde: i = 1, 2, 3 es el conjunto de subindices para los disen˜os.
Mpi es la cantidad de madera a utilizar para la puerta en el disen˜o i.
Mvi es la cantidad de madera a utilizar para la ventana en el disen˜o i.
Cpi es la cantidad de clavos a utilizar para la puerta en el disen˜o i.
Cvi es la cantidad de clavos a utilizar para la ventana en el disen˜o i.
Ppi es la cantidad de pintura a utilizar para la puerta en el disen˜o i.
Pvi es la cantidad de pintura a utilizar para la ventana en el disen˜o i.
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A Ganancia por puerta.
B Ganancia por ventana.
La Formulacio´n como problema de programacio´n disyunta de este ejemplo es
la siguiente:
max Z =
∑3
i=1(Axpi+ +Bxvi)
∨3i=1

xpi = xvi
Mpixpi +Mvixvi ≤M
Cpixpi + Cvixvi ≤ C
Ppixpi + Pvixvi ≤ P
 xpi y xvi ∈
N (1.1)
Este tipo de problemas se han resuelto bajo diversos me´todos de reformulacio´n,
entre los cuales el ma´s eficiente es el del envolvente convexo (convex-hull) de Balas,
pero este me´todo es dif´ıcil de implementar debido a que:
Nuevas variables deben ser introducidas.
Restricciones deben ser modificadas.
Nuevas restricciones deben ser agregadas.
El me´todo de la Big-M es de los ma´s utilizados pero no siempre los resultados
obtenidos son muy buenos, tambie´n otros de los me´todos utilizados son heur´ısticas
y con relajaciones.
Nuestro objetivo es crear un algoritmo ge´netico que resuelva el problema de pro-
gramacio´n disyunta en su forma estandar, sin transformarlos en problemas de Pro-
gramacio´n Entera Mixta. La aportacio´n ma´s importante es el ordenar la poblacio´n
con respecto a la factibilidad de los individuos siendo la dificultad el asignar un val-
Cap´ıtulo 1. Introduccio´n 4
or adecuado cuando se tienen un conjunto de disyuntos y al mismo tiempo el orden
basado en el valor que genera en la funcio´n objetivo.
Otros aspectos importantes son la representacio´n de los individuos ya que las
variables pueden ser reales, enteras, discretas o binarias, as´ı como tambie´n represen-
tar la factibilidad o infactibilidad del individuo respecto a cada disyunto, y como se
trataran las restricciones generales.
El algoritmo gene´tico propuesto se puede aplicar para todo tipo de variables
as´ı como tambie´n para funciones tanto lineales como no lineales, siempre resolviendo
tal cual el problema en su forma estandar.
El siguiente trabajo de tesis se estrucura de la siguiente manera: En el cap´ıtulo
2 titulado Programacio´n Disyunta se describen conceptos ba´sicos de programacio´n
disyunta as´ı como me´todos no heur´ısticos utilizados para resolverlos. Despue´s, en
el Cap´ıtulo 3 titulado Algoritmos Evolutivos se presentan los conceptos ma´s im-
portantes de los Algoritmos Evolutivos en espec´ıfico Algoritmos Gene´ticos. Poste-
riormente, el Cap´ıtulo 4 con el nombre de Problemas de programacio´n disyunta
mediante algoritmos gene´ticos en el punto 4.1 se discute sobre las consideracio´nes
de los problemas a resolver; en el punto 4.2 se plantea el algoritmo gene´tico prop-
uesto, detallando cada punto. El Cap´ıtulo 5 Resultados experimentales trata sobre
los problemas resueltos as´ı como los resultados arrojados por estos, y finalmente el
Cap´ıtulo 6 Conclusiones y trabajo a futuro se presenta las conclusiones y trabajo a
futuro propuesto.
Cap´ıtulo 2
Programacio´n Disyunta
Programacio´n Disyunta Es la optimizacio´n de una funcio´n de me´rito en
una regio´n de factibilidad que considera disyuntos. Tambie´n la podemos entender
como: Optimizacio´n bajo union de poliedros, mientras los poliedros son convex-
os, sus uniones seguramente no lo son, ya que la no convexidad es debido a las
disyunciones[5]. Los problemas de optimizacio´n disyunta esta´n entre los ma´s dif´ıciles
en optimizacio´n.
2.1 Conjuntos Disyuntos
Trabajaremos con los mencionados conjuntos disyuntos mediante operadores
lo´gicos.
2.1.1 Definiciones
Disyunto Conjunto de restricciones.
Preposicio´n Es cualquier expresio´n lo´gica y consiste en un conjunto de
disyunciones di, i = 1, 2, ..., n que son relacionadas mediante operadores lo´gicos OR
(∨) AND(∧) IMPLICATION(→).
Conjunto Disyunto Conjunto de restricciones separadas por un operador
5
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OR.[1]
D =
∨
i∈N
[hi(x) ≤ 0]x ∈ RN
Asumiendo que hi(x) es una funcio´n continua y convexa, y considerando que D es
solamente un conjunto de desigualdades, se tiene las siguientes definiciones:
Regio´n factible de un te´rmino disyunto: Conjunto de puntos que satis-
facen la siguiente desigualdad.
Ri = {x|hi(x) ≤ 0}
.
Poliedro: Un conjunto disyunto puede ser expresado de formas lo´gicamente
equivalentes. Denotemos el subespacio por:
H+ = {x ∈ Rn|ax ≥ a0} ,
donde a ∈ Rn, a0 ∈ R. La interseccio´n de una coleccio´n finita de subespacios es un
conjunto de la forma:
P =
⋂
i∈M
H+i =
{
x ∈ Rn|aix ≥ ai0, i ∈M
}
es conocida como poliedro.
Conjunto disyunto elemental: Se llama as´ı a la unio´n de una coleccio´n
finita de subespacios, esto es un conjunto de la forma:
D =
⋃
i∈M
H+i =
{
x ∈ Rn|
∨
i∈M
(aix ≥ ai0)
}
,
Un conjunto disyunto puede ser expresado de muchas formas diferentes, logrando
llegar de una expresio´n a otra por ser considerada F como expresio´n lo´gica, entre
estas formas equivalentes, se tienen dos extremos [1, 4] que son:
1. La forma normal conjunta (CNF)
F =
⋂
i∈T
Di,
donde cada Di es un conjunto disyunto elemental.
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2. La forma normal disyunta (DNF)
F =
⋃
i∈Q
Pi,
donde cada Pi es un poliedro.
2.1.2 Propiedades
Si la unio´n de las regiones factibles de los te´rminos disyuntos es igual a uno
de estos te´rminos, el cual tiene la regio´n ma´s grande, entonces, el conjunto disyunto
es llamado impropio, en otro caso el conjunto disyunto es llamado propio. Siendo Ri
la regio´n factible del disyunto i, el conjunto disyunto impropio puede ser reescrito
como sigue: ⋃
i∈D
Ri = Rj
El conjunto disyunto impropio tambie´n tiene la siguiente propiedad Ri ⊆
Rj ∀i 6= j Lo que quiere decir que todas las regiones factibles de i con i 6= j
en el conjunto disyunto son incluidas en la j − esima regio´n factible, de esto, un
conjunto impropio puede ser reducido a:
{x|hj(x) ≤ 0}
El conjunto disyunto propio es el conjunto en el cual la interseccio´n de regiones
factibles es vacia, o no vacia pero sin que se cumpla que la interseccio´n sea igual a
uno de los disyuntos, esto es:⋂
i∈D
Ri = ∅ o´
{⋂
i∈D
Ri 6= ∅
⋂
i∈D
Ri 6= Rj
}
2.2 Antecedentes
El modelo de programacio´n disyunta a considerar tiene la siguiente forma: una
funcio´n objetivo (o de me´rito) que puede ser lineal o no lineal, conjunto de disyuntos
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tambie´n lineales o no lineales, y variables que pueden ser reales, enteras, discretas
y/o binarias. En este cap´ıtulo se mencionan algunos de los me´todos utilizados para
resolver algunos de los casos. La estrategia ma´s conocida hasta el momento para
resolver este tipo de problemas, es reformular el problema llevandolo a un equivalente
MILP, para los que ya se cuenta con solvers eficientes[6].
2.2.1 Me´todo de la Big M
El me´todo Big-M establece que un problema dado se puede reformular a un
equivalente con restricciones entera-mixta, de la siguiente manera (Ver [1]):
A1x− b1 ≤M1(1− y1)
A2x− b2 ≤M2(1− y2)
y1 + y2 = 1
donde yi ∈ {0, 1} y M i son los para´metros Big-M, que son las cotas superiores sobre
Aix−bi. Sea i ∈ D siendo D el conjunto de sub´ındices para los disyuntos D = 1, ..., n.
Supongamos y1 = 1 y y2 = 0 la primer desigualdad se transforma a A
1x−b1 ≤ 0 que
es la restriccio´n original del primer disyunto, mientras que la segunda desigualdad
se transforma en A2x− b2 ≤M2 la cual es trivialmente satisfecha ya que M2 es una
cota superior del lado izquierdo para el segundo disyunto, por esto, este disyunto es
ignorado.
La eficiencia computacional de este me´todo esta directamente relacionada con
la calidad de los para´metros Big-M, y cantidad ya que los M i son vectores; la mayor´ıa
de las veces se establecen valores arbitrariamente altos para estos para´metros, lo que
ocasiona crear un espacio solucio´n mucho mayor.
Los valores ma´s ajustado para los M i pueden ser calculados por:
M i = max
{
Aix− bi|xL ≤ x ≤ xU}
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2.2.2 Me´todo de Beaumont surrogate
Beaumont propuso una desigualdad va´lida para el conjunto disyunto, teniendo
un valor valido de las M i calcula´ndolo de la misma manera que en el me´todo de la
big-M, dividiendo cada restriccio´n i ∈ D por Mi y sumando bajo i ∈ D, este me´todo
es interesante por no involucrar variables binarias, dicha desigualdad queda como
sigue: ∑
i∈D
hi(x)
Mi
≤ N − 1
donde N = |D|. Beaumont mostro que la desigualdad que propuso es equivalente al
me´todo Big-M en el espacio continuo x cuando las restricciones son lineales [1].
2.2.3 Me´todo del envolvente convexo
Este me´todo es una de las te´cnicas de reformulacio´n ma´s eficientes, el Convex-
hull de Balas [1], mas sin embargo tiene muchos inconvenientes cuando se lleva a
la pra´ctica, como la introduccio´n de nuevas variables, restricciones deben ser mod-
ificadas as´ı como nuevas restricciones necesitan ser agregadas, ocasionando que el
a´lgebra de la reformulacio´n sea complicada y propensa a errores, incluso en los prob-
lemas pequen˜os; es dif´ıcil reconocer como la salida representa la restriccio´n original.
La envolvente convexa cubre todos los puntos factibles en el menor espacio
posible. Imaginemos una cinta ela´stica que tiene que envolver una cierta cantidad
de puntos, toma los puntos ma´s lejanos como soporte para mantener dentro a todos
los puntos. Para ejemplificar mejor lo que el me´todo hace, ver figuras 2.1 y 2.2.
2.2.4 Lift-and-Project
Programacio´n pura y entera mixta pueden ser representadas como progra-
macio´n disyunta, pero lo mismo puede decirse para instancias de problemas com-
pletamente lineales; la atencio´n de este me´todo se enfoca solamente a programacio´n
pura y programacio´n mixta 0-1. El me´todo Lift-and-Project se basa principalmente
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Figura 2.1: Ejemplo de espacio solucio´n de problema de programacio´n disyunta.
Figura 2.2: Envolvente convexa de problema de programacio´n disyunta.
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en dos ideas principales, donde la primera usa la forma normal disyunta (DNF)
mientras la segunda usa la forma normal conjunta (CNF)[5]:
1. Hay una representacio´n compacta del envolvente convexo de una unio´n de
poliedros en un espacio dimensional mayor, que a su vez se puede proyectar de
nuevo en el espacio original. El primer paso de esta operacio´n puede ser vista
como un levantamiento, el segundo paso como proyeccio´n. Como resultado
obtenemos el envolvente convexo en el espacio original.
2. Una gran clase de conjuntos disyuntos, llamada facial puede ser convexificado
secuencialmente, esto es, sus envolventes convexos pueden ser derivados de
imponer los disyuntos uno a la vez, generando cada vez el envolvente convexo
del conjunto actual.
2.2.5 Automatizacio´n de transformaciones de
programacio´n matema´tica
La idea general de este me´todo es que la dicotomı´a expresada por las disyun-
ciones sea considerada en lugar de la naturaleza discreta de las variables enteras.
Una variable binaria entera yi ∈ {0, 1} es asociada con cada i − e´simo disyunto
de una disyuncio´n y la disyuncio´n es reemplazada por conjuncio´n, solo un yi es re-
querido para ser 1 y solo las disyunciones del correspondiente disyunto se aplican.
Los disyuntos j 6= i se reducen a tautolog´ıas. Se consideran algunos me´todos es-
pec´ıficos realizando algunas variaciones. Todos conservan restricciones lineales que
es importante para la eficiencia del solver [13].
En la definicio´n del me´todo Big-M requiere la introduccio´n de dos sentencias:
1. Se necesita una operacio´n para el ca´lculo de los para´metros Big-M.
2. Define una operacio´n para convertir cualquier restriccio´n a una desigualdad en
la forma Big-M.
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2.2.6 Solucio´n paralela de problemas de programacio´n
disyunta
Los problemas de optimizacio´n disyunta comunmente pueden ser divididos en
un nu´mero contable de subproblemas que son automa´ticamente convertidos a la
forma conjunta, lo que los hace fa´cil de solucionar por la existencia de solvers. Estos
problemas pueden ser resueltos separadamente y la mejor solucio´n es la solucio´n
o´ptima global del problema original, las te´cnicas de optimizacio´n en comu´n resuelven
estos problemas secuencialmente haciendo la complejidad a tiempo alto.
La idea de soluciones en paralelo siempre ha sido una dificultad, empezando
por el analisis de complejidad, haciendo casi cualquier problema de optimizacio´n
combinatoria solucionable en tiempo polinomial. La construccio´n de una ma´quina
que resuelva en paralelo es de cualquier manera apenas te´orica aunque si se han
hecho intentos por construir los ma´s rigurosos solvers en paralelo. J. Bjo¨rkqvist y
T.Westerlund proponen conectar computadoras esta´ndar a una red como internet
puede proveer el hardware para alcanzar esta ma´quina [6].
La implementacio´n propuesta consta principalmente de dos partes:
1. Parte Servidor, que es responsable de enumerar el problema original en sub-
problemas y distribuirlos.
2. Parte Cliente, responsable de la solucio´n en si de los subproblemas.
Los subproblemas pueden ser resueltos con te´cnicas convencionales tales como el
branch and bound y programacio´n lineal.
La estructura de este me´todo propuesto se muestra en la figura 2.3.
Trabajos relacionados: [9, 10, 2, 20, 21, 24, 22, 14, 7]
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Figura 2.3: Grafico de la estructura de Solucio´n paralela de problemas de progra-
macio´n disyunta.
Cap´ıtulo 3
Algoritmos Evolutivos
Los algoritmos evolutivos constituyen una te´cnica general de resolucio´n de
problemas de bu´squeda y optimizacio´n inspirada en la teor´ıa de la evolucio´n de
las especies y la seleccio´n natural. Estos algoritmos permiten abordar problemas
complejos que surgen en las ingenierias y campos cient´ıficos como problemas de
planificacio´n de tareas, horarios, tra´fico ae´reo y ferroviario, bu´squeda de caminos
o´ptimos, optimizacio´n de funciones, etc [3].
3.1 Algoritmos Gene´ticos
La idea que sustenta los algoritmos gene´ticos es emular lo que la naturaleza
hace con respecto a la evolucio´n de las especies, tomando el ejemplo dado en [17],
consideremos una poblacio´n de conejos, algunos de ellos son ma´s ra´pidos y ma´s in-
teligentes que otros; esta clase es menos probable de ser capturada por los zorros y
por esto la mayor´ıa de ellos sobrevivira´n. Seguramente algunos de los conejos ma´s
lentos y tontos tambie´n sobrevivira´n y esto solamente por que tuvieron suerte, esta
poblacio´n de sobrevivientes comenzara´ a reproducirse, los resultados de la reproduc-
cio´n sera´n una buena mezcla de material ge´netico de los conejos: conejos lentos se
cruzara´n con conejos ra´pidos, algunos ra´pidos con ra´pidos, conejos inteligentes con
conejos tontos y as´ı sucesivamente, la mejor parte de esto es que la naturaleza pro-
duce liebres mediante la mutacio´n del material ge´netico de los conejos. El resultado
de esta nueva poblacio´n podr´ıan ser bebe´s conejos ma´s ra´pidos y ma´s inteligentes
14
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que los de la poblacio´n original y esto porque los ma´s ra´pidos e inteligentes de la
poblacio´n original sobrevivieron a la persecucio´n de los zorros. Los algoritmos ge´neti-
cos siguen paso a paso el procedimiento que se asemeja a la historia de los conejos.
Los algoritmos gene´ticos son aquellos que se sustentan en bases estoca´sticas de
bu´squeda, que modelan feno´menos naturales como lo es la gene´tica de la herencia
y la competencia Darwiniana por la supervivencia del ma´s fuerte, es un me´todo de
bu´squeda con independecia del dominio que presenta un balance entre la explotacio´n
y la exploracio´n del espacio de bu´squeda de la solucio´n.
El algoritmo ge´netico realiza una bu´squeda multidireccional manteniendo una
poblacio´n de soluciones potenciales, motivando la adecuacio´n de la informacio´n e
intercambiando las direcciones de bu´squeda. Esta poblacio´n realiza una evolucio´n
simulada: en cada iteracio´n las soluciones relativamente buenas se reproducen en
tanto las soluciones relativamente malas, mueren. Para distinguir entre las dife-
rentes soluciones se utiliza una funcion objetivo (conocida tambie´n funcio´n de me´rito,
de adaptacio´n, de aptitud.), que modela el medio ambiente natural en un proceso
de supervivencia.
Un algoritmo gene´tico (como cualquier algoritmo evolutivo) para un problema
en particular debe tener los siguientes componentes:
Una representacio´n gene´tica para las posibles soluciones del problema.
Un me´todo para crear una poblacio´n inicial de posibles soluciones.
Una funcio´n de evaluacio´n que desempen˜e el papel de medio ambiente, clasifi-
cando soluciones por medio de aptitudes (fitness).
Operadores gene´ticos que modifican la composicio´n de los hijos.
Valores para diversos para´metros que utiliza el algoritmo gene´tico, como: taman˜o
de la poblacio´n, probabilidades de aplicar operadores gene´ticos, etc.
El algoritmo general es el siguiente:
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ALGORITMO GENE´TICO
1: Generar la poblacio´n inicial PopIni
2: Hacer t=0, PopOld = PopIni
3: while t ≤ MaxNumGen
do
4: Evaluar PopOld
5: Operacio´n de reproduccio´n PopNew
6: Operacio´n de cruzamiento PopNew
7: Operacio´n de mutacio´n PopNew
8: PopOld = PopNew
9: end while
Un algoritmo gene´tico puede presentar diversas variaciones, dependiendo de
como se aplican los operadores gene´ticos, de como se realiza la seleccio´n y de como
se decide el reemplazo de los individuos para formar la nueva poblacio´n. En general,
el pseudoco´digo consiste de los siguientes pasos:
1. Inicializacio´n: Se genera aleatoriamete la poblacio´n inicial, que esta´
constituida por un conjunto de cromosomas los cuales representan las posibles
soluciones del problema. En caso de no hacerlo aleatoriamente, es importante
garantizar que dentro de la poblacio´n inicial se tenga la diversidad estructural
de estas soluciones, para tener una mayor representacio´n de la mayor parte de
la poblacio´n posible, o al menos evitar la convergencia prematura.
2. Evaluacio´n: A cada uno de los cromosomas de esta poblacio´n se aplicara´ la
funcio´n de aptitud, para saber que tan buena es la solucio´n que se esta´ codifi-
cando.
3. Condicio´n de te´rmino: El algoritmo gene´tico de debera´ detener cuando se
alcance la solucio´n o´ptima, pero e´sta generalmente se desconoce, por lo que se
deben utilizar otros criterios de terminacio´n del proceso:
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Correr el AG un nu´mero ma´ximo de iteraciones (Generaciones).
Detenerlo cuando no haya cambios en la poblacio´n.
Mientras no se cumpla la condicio´n de te´rmino se hace lo siguiente:
4. Seleccio´n: Despue´s de saber la aptitud de cada cromosoma se procede a elegir
los cromosomas que sera´n cruzados en la siguiente generacio´n. Los cromoso-
mas con la mejor aptitud tienen mayor probabilidad de ser seleccionados. Los
mecanismos de seleccio´n ma´s frecuentemente utilizados se presentan a contin-
uacio´n:
Seleccio´n de ruleta: Es tambie´n conocida como la seleccio´n proporcional
a la funcio´n de desempen˜o del iesimo individuo. La probabilidad asociada
a su seleccio´n (cuando se esta maximizando) esta dada por:
pi =
fi∑N
i=1 fi
Esta seleccio´n permite que a los mejores individuos les corresponda una
mayor probabilidad de ser elegidos, pero al mismo tiempo permite a los
peores individuos ser eleg´ıdos, esto puede ayudar a mantener diversidad
en la poblacio´n, a excepcio´n del caso en el que existe una pequen˜a frac-
cio´n de la poblacio´n que posee una medida de desempen˜o excesivamente
superior al resto; este caso permite pe´rdida de diversidad y conduce a la
convergencia prematura.
Seleccio´n basada en ranking: En esta seleccio´n los individuos se orde-
nan en base a su medida de desempen˜o, y despue´s en base a este orden
se les asigna una segunda medida de desempen˜o (Probabilidad), inversa-
mente proporcional a su posicio´n (Esto es, otorgando una mayor medida
de desempen˜o a los mejores individuos). Los individuos son seleccionados
proporcionalmente en base a esta probabilidad. Este me´todo de seleccio´n
reduce el riesgo de convergencia prematura que da la seleccio´n de ruleta.
La probabilidad asociada a su seleccio´n esta dada por:
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Figura 3.1: Ejemplo de cruzamiento en un punto.
Prank(i) =
2− s
N
+
2i(s− 1)
N(N − 1)
Con s como parametro que puede estar entre [1, 2].
Seleccio´n por torneo: Esta seleccio´n se realiza mediante un torneo o
comparacio´n, entre un pequen˜o subconjunto de individuos elegidos al azar
desde la poblacio´n. Los beneficios de esta seleccio´n es la velocidad de apli-
cacio´n y la capacidad de prevenir, en cierto grado, la convergencia pre-
matura. Su principal desventaja es la necesidad de establecer el para´metro
correspondiente al taman˜o del subconjunto.
5. Cruzamiento: El cruzamiento es el principal operador ge´netico, este operador
representa la reproduccio´n sexual, opera sobre dos cromosomas a la vez para
generar dos descendientes que contengan caracter´ısticas de ambos padres.
Cruzamiento en un punto: Se selecciona un punto en el vector del
primer parental, todos los valores ma´s alla´ de este punto (en el vector que
representa al individuo) se intercambian entre los dos vectores parentales.
Los individuos resultantes son los hijos, por ejemplo la figura 3.1.
Cruzamiento en dos puntos: Se seleccionan dos puntos en el vector
parental, todos los valores entre estos dos puntos se intercambian entre
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Figura 3.2: Ejemplo de cruzamiento en dos puntos.
Figura 3.3: Ejemplo de cruzamiento corte y empalme.
los organismos parentales, creando dos individuos hijos, por ejemplo la
figura 3.2.
Corte y empalme: Este es otro tipo de cruzamiento en el cual el enfoque
de cortar y empalmar ocasiona un cambio de la longuitud de vectores de
los hijos, la razo´n de esta diferencia es que se selecciona un punto de corte
diferente para cada vector parental, por ejemplo la figura 3.3
Cruzamiento uniforme y uniforme medio: En ambos de estos es-
quemas los dos padres se combinan para producir los descendientes. En el
esquema de cruzamiento uniforme, los bits se comparan individualmente
entre ambos padres. Los bits se intercambian con una probabilidad fija
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Figura 3.4: Ejemplo de cruzamiento uniforme.
Figura 3.5: Ejemplo de Cruzamiento uniforme medio.
(usualmente 0.5) ver fgura 3.4.
En el esquema de cruzamiento uniforme medio exactamente la mitad de
los bits que son diferentes se intercambian, esto se muestra en la figura
3.5.
Cruzamiento de cromosomas ordenados: Este tipo de cruzamiento
depende de como se represente la solucio´n del problema, un cambio directo
puede no ser posibe. Un ejemplo donde se puede aplicar este cruzamiento
es el caso del problema viajero, ya que la solucio´n es una lista ordenada
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de las ciudades visitadas.
6. Mutacio´n: Este operador gene´tico modifica al azar parte del cromosoma de
los individuos, esto para permitir alcanzar zonas del espacio de busqueda que
no se alcanzan con los individuos de la poblacio´n actual. La te´cnica ma´s cla´sica
para realizar la mutacio´n es la modificacio´n de un bit en el algoritmo ge´netico,
dicha modificacio´n se realiza con una probabilidad preestablecida, llamada
probabilidad de mutacio´n. El proposito de este operador ge´netico es proveer un
meca´nismo para escapar de los o´ptimos locales, as´ı como tambie´n desplazar a
los individuos hacia otros espacios de bu´squeda que aun no han sido alcanzados
por los anteriores operadores ge´neticos.
7. Reemplazo (Nueva generacio´n): Una vez que se aplicaron los operadores
ge´neticos se seleccionan los mejores individuos para la siguiente generacio´n.
Cap´ıtulo 4
Problemas de Programacio´n
disyunta
En este cap´ıtulo se plantea la propuesta de tesis; en la seccio´n 4.1 planteamos
el modelo matema´tico de un problema con disyunciones, as´ı como los casos que el
algoritmo propuesto podra´ resolver, siguiendo en la seccio´n 4.2 en la cual se describe
el algoritmo gene´tico propuesto para resolver problemas de programacio´n disyunta
y finalmente en la seccio´n 4.3 se presentan los problemas que utilizamos para hacer
pruebas de dicho algoritmo.
4.1 Consideraciones
Los problemas que estamos interesados en resolver son los problemas de pro-
gramacio´n disyunta generalizada, donde un programa como tal puede ser formulado
como sigue [18],[23]:
minZ =
∑
k∈K
Ck + f(x)
sujeto a: g(x)≤ 0
22
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∨i∈Dk

Yik
hik(x) ≤ 0
Ck = γik
 k ∈ K
Ω(Y ) = V
x ∈ Rn, Yik ∈ {V, F}m , Ck ≥ 0
(4.1)
Siendo Dk el k-esimo conjunto de disyuntos (ver seccio´n 2.1.1) y las elecciones
discretas son expresadas con variables booleanas Yik en te´rminos de disyunciones
y preposiciones lo´gicas Ω(Y ). La caracter´ıstica atractiva de programacio´n disyunta
generalizada es que permite una representacio´n simbo´lica/cuantitativa de problemas
de optimizacio´n discretos y continuos.
4.2 Algoritmo Gene´tico
El Algoritmo propuesto sigue el procedimiento de algoritmos gene´ticos, por lo
que se plantea cada componente de estos algoritmos y al final el esquema general.
4.2.1 Componentes del Algoritmo Gene´tico
1. Representacio´n gene´tica. Los elementos fundamentales de toda heur´ıstica
son la definicio´n correcta del objetivo y su representacio´n matema´tica, as´ı co-
mo la representacio´n de la solucio´n [19]. Para el algoritmo gene´tico propuesto
la solucio´n se representara´ mediante una cadena de caracteres de elementos bi-
narios. A esta cadena de caracteres, por su comparacio´n a procesos gene´ticos,
se les denomina cromosoma, y a cada uno de sus elementos gen y el valor que
toman allelo.
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En sistema binario los enteros positivos Z+ se pueden representar en la forma
de un cromosoma; lo que se hace es convertir la cadena de base 2 (binaria)
a base 10 (decimal). En este sentido sea [c0...ci...cm−1] un cromosoma de m
genes, para el cual el valor entero positivo que representa es el siguiente:
xˆ = c02
0 + c12
1 + ...+ ci2
i + ...+ cm−12m−1 (4.2)
donde ci ∈ {0, 1}, por ejemplo: El cromosoma de 5 genes [11101] representa el
valor 1 × 20 + 0 × 21 + 1 × 22 + 1 × 23 + 1 × 24 = 1 + 0 + 4 + 8 + 16 = 29.
Ahora para representar nu´meros reales mediante cadenas binarias, es necesario
establecer el rango de la variable x , [xl, xu] donde xl es la cota inferior y xu
la cota superior; sea tambie´n q el nu´mero de cifras decimales de aproximacio´n
para un intervalo deseado de separacio´n de valores desde su rango dado. La
primera tarea a realizar es encontrar el nu´mero de particiones en los que se
puede dividir el intervalo de la variable x, esto es, el nu´mero de genes para el
cromosoma, y este se obtiene mediante la siguiente relacio´n:
2m−1 <
(xu − xl)
10−q
≤ 2m − 1 (4.3)
Ejemplo: Sea x ∈ [−2, 4] donde xl = −2 y xu = 4, q = 2. Aplicando (4.3)
obtenemos:
2m−1 <
6
0.01
= 600 ≤ 2m − 1
Se cumple la desigualdad con 2m−1 = 210−1 = 29 = 512 y 2m − 1 = 210 − 1 =
1024− 1 = 1023, de donde m = 10, esto es, el nu´mero de intervalos esta´ entre
0 y 210− 1 = 1023, denotemos al nu´mero de intervalos xˆ mediante la ecuacio´n
(4.2). Ahora, el valor de la variable x se obtiene de la siguiente manera:
x = xl +
(xu − xl)
2m−1
xˆ; xˆ ∈ [0, 2m − 1] (4.4)
De todo lo anterior podemos observar que la variable x se puede representar
como un cromosoma a trave´s de la variable xˆ que toma valores enteros en
el intervalo [0, 2m − 1], obteniendo 0 del cromosoma [000000000] y 2m − 1 de
[1111111111], de los cuales obtenemos las cotas inferior y superior de la variable
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de decisio´n x.
xˆ = 0→ x = −2 + 6
1023
(0) = −2; xˆ = 1023→ x = −2 + 6
1023
(1023) = 4;
Para nuestro problema dado en el cual las variables pueden ser continuas,
enteras, discretas, o binarias, (ma´s en todos los casos se genera aleatoriamente
una cadena de caracteres de elementos binarios), al generar la poblacio´n inicial
se tienen que considerar todos los casos:
a) Variables continuas: Para este caso se sigue el procedimiento antes
planteado, obteniendo el valor de la variable de decisio´n mediante la
ecuacio´n (4.4), tomemos el ejemplo anterior, consideremos el cromoso-
ma [010101101] xˆ = 151 resolviendo (4.4) x = 2.94, de esta manera se
obtienen las variables continuas.
b) Variables enteras: Se obtienen de la misma manera que las variables
continuas so´lo que una vez aplicada la ecuacio´n (4.4) redondeamos la
variable mediante la funcio´n de octave round, para el ejemplo anterior
round(x = 2.94) = 3.
c) Variables discretas: Primero que nada se ordena el conjunto de las
variables discretas. Para generar estas variables se genera tambie´n una
cadena de elementos binarios, donde m=nu´mero de valores que puede
tomar dicha variable, la diferencia es que esta cadena solamente tiene un
valor igual a 1 y el resto son ceros, de esta manera la posicio´n del valor
igual a 1 nos indica la posicio´n del valor de la variable discreta. Ejemplo:
sea x ∈ {2, 3, 6, 9, 13, 17}, consideremos el cromosoma 000100 el cual nos
indica que x tomara el cuarto valor del conjunto ordenado de las variables
discretas, esto es, x = 9.
d) Variables binarias: Se genera de la misma manera que las variables en-
teras con limites fijos xu = 1 y xl = 0 , redondeando la variable mediante
la funcio´n de octave round, siendo x = 0 para valores de x ≤ 0.5 y x = 1
para valores de x > 0.5.
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2. Poblacio´n inicial. El nu´mero de individuos de que constara´ la poblacio´n
inicial es un valor fijo establecido.
3. Funcio´n de adaptacio´n (o evaluacio´n). Uno de los problemas presentes en
la optimizacio´n de funciones es la inclusio´n de restricciones. En los algoritmos
evolutivos, esta condicio´n ha sido estudiada ampliamente y diversos me´todos
de manejo de las restricciones han sido sugeridos [8] [15]. Un problema adicional
en el presente caso es la inclusio´n de alternativas (Conjuntos de restricciones-
disyuntos) mutuamente excluyentes que da lugar a nuevos me´todos de manejo
de restricciones. Si algu´n elemento de la poblacio´n incumple con alguna(s)
restriccio´n(es), entonces dicho elemento dara´ lugar a una solucio´n infactible,
establecie´ndose entonces un compromiso entre la solucio´n o´ptima de la funcio´n
de aptitud y la factibilidad de la solucio´n proporcionada por el elemento de la
poblacio´n. En este contexto este trabajo proporciona un nuevo te´rmino ψ (ver
seccio´n 4.2.1, ecuacio´n 4.8) que establece dicha reacio´n entre los elementos
proporcionando una funcio´n de aptitud pseudofactible, para lograr un buen
ordenamiento de los elementos basados en este principio.
Para los problemas a resolver, el ambiente al que deben sobrevivir los individuos
no solo consta de la funcio´n objetivo, sino tambien es de vital importancia
considerar si la solucio´n generada es factible en al menos un disyunto; para
considerar la calidad de una solucio´n (buena o mala) se requiere 2 evaluaciones:
De las Restricciones - Infactibilidad y de la Funcio´n Objetivo - Solucio´n O´ptima
a) Restricciones
La primera tarea a realizar es la evaluacio´n de las restricciones (generales,
de los disyuntos, etc.) en la forma ≤ 0 para cada uno de los individuos
de la poblacio´n (soluciones: valores de las variables de decisio´n). Una vez
evaluadas todas las restricciones para todos los elementos de la poblacio´n
se realiza una representacio´n de la factibilidad de cada elemento para cada
una de las restricciones de la siguiente manera:
1) Generar una matriz de valores de todas las restricciones para todos
Cap´ıtulo 4. Problemas de Programacio´n disyunta 27
los elementos de la poblacio´n; como referencia de este paso se muestra
la Tabla 4.1.
Individuo ... Restricciones Generales ... Restricciones Disyunto ...
1 ... g1,j ... r1,k,j ...
... ... ... ... ... ...
l* ... g2,l∗ ... rl∗,k,j ...
... ... ... ... ... ...
N ... gN,j ... rN,k,j ...
Tabla 4.1: Evaluacio´n de la j-e´sima restriccio´n general gi,j y de la restriccio´n ri,k,j
del k-e´simo disyunto, para cada individuo i=1,...,N
2) Siendo las restricciones de desigualdad ≤ 0, se establece la medida
de la infactibilidad como los valores positivos; los valores negativos
se convertira´n en cero una vez normalizados de tal forma que para la
restriccio´n factible el elemento de la poblacio´n aporte una infactibil-
idad con valor de cero.
3) Una vez evaluadas todas las restricciones (generales, disyuntos, etc)
estas se normalizan dividiendo cada columna de valores entre el
mayor valor del individuo en esa restriccio´n; al efectuar la divisio´n se
realiza con el valor absoluto (el valor mayor puede ser negativo), esto
para no alterar el signo de los datos y poder identificar los individuos
que son infactibles. Recordemos que las restricciones se establecen de
forma estandar como menor o igual que cero (≤ 0). Una vez realizado
este proceso de normalizacio´n, todos los valores negativos se trans-
forman en 0 - restricciones factibles para el elemento de la poblacio´n
considerado o bien de infactibilidad 0. Estos resultados se consideran
en la forma presentados en la Tabla 4.2 en donde
bˆs,j =
gs,j
|max{gi,j , i=1,...,N}| ∀s
bs,k,j =
rs,k,j
|max{ri,k,j , i=1,...,N}| ∀s,k
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Individuo Restricciones Generales Restricciones Disyunto k
1 ... bˆ1,j ... ... b1,k,j ...
... ... ... .. ... ... ...
s ... bˆs,j ... ... bs,k,j ...
... ... ... ... ... ... ...
N ... bˆN,j ... ... bN,k,j ...
Tabla 4.2: Normalizacio´n bˆs,j de la j-e´sima restriccio´n general gs,j y la
bs,k,jlaj − e´simarestriccio´nrs,k,j del k-e´simo disyunto, para cada individuo s =
1, ..., N
4) Se genera una representacio´n de infactibilidad de cada elemento de
la poblacio´n respecto a las restricciones generales y los disyuntos,
sumando los valores normalizados de las restricciones generales y por
separado las restricciones en cada disyunto respectivamente, generan-
do agregacio´n de infactibilidad para las restricciones generales y para
las restricciones de cada disyunto. La infactibilidad para cada caso se
determina de la siguiente forma:
InfactGs =
∑NG
j=1 bˆ1,j (4.5)
InfactDys = min{
∑NDk
j=1 b1,k,j, k = 1, . . . , K} (4.6)
Infacts = InfactGs + InfactDys (4.7)
La infactibilidad del s-e´simo individuo Infacts se toma como la in-
factibilidad de las restricciones generales InfactGs y la infactibili-
dad ocasionada por el conjunto de disyuntos InfactDys, el cual se
tomar´ıa -ver etapa 5- como el menor valor de la infactibilidad entre
los K disyuntos. Ver Tabla 4.3 para la obtencio´n de la infactibilidad
de las restricciones generales y de los disyuntos.
5) Para cada individuo, en el conjunto de disyuntos, se selecciona aquel
disyunto que contenga la menor infactibilidad (operador lo´gico OR,
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Individuo Infactiblidad Rest. Gral. Infactibilidad Rest. Disy. k
1 ...
∑NG
j=1 bˆ1,j ... ...
∑NDk
j=1 b1,k,j ...
... ... ... ... ... ... ...
s ...
∑NG
j=1 bˆs,j ... ...
∑NDk
j=1 bs,k,j ...
... ... ... .. . ... ... ...
N ...
∑NG
j=1 bˆN,j ... ...
∑NDk
j=1 bN,k,j ...
Tabla 4.3: Infactibilidad para cada individuo de las restricciones generales y la del
k-e´simo disyunto,
ver ecuacio´n (4.6)) y se registra su posicio´n (entre los disyuntos) y el
valor de la funcio´n objetivo del individuo en cuestio´n.
6) Una vez que se dispone para cada individuo de la poblacio´n el va-
lor de la infactibilidad (ecuacio´n (4.7)) y el valor Ck que se agrega
al de la funcio´n objetivo del elemento en cuestio´n, se dispone ahora
de informacio´n para realizar un ordenamiento de los elementos de la
poblacio´n, necesario en el proceso de seleccio´n.
En este proceso se dispone ya de un valor del criterio de infactibilidad
para cada uno de los elementos de la poblacio´n. El orden de importancia
de los elementos se lograra´ incluyendo el segundo criterio que es el valor
de la funcio´n objetivo.
b) Funcio´n objetivo
Se obtiene el valor en la funcio´n objetivo en cada individuo f(xi). Asociado
a este valor, se tiene el valor de la menor infactibilidad y a que disyunto
pertenece.
c) Funcio´n de la adaptacio´n
La funcio´n de adaptacio´n se establece a trave´s de una relacio´n entre estos
dos criterios de evaluacio´n: su valor en la funcio´n objetivo y su valor
de infactibilidad. Para ello consideremos la funcio´n de adaptacio´n como
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(dado que el objetivo es maximizar):
ψs =

F (xs) , Si Indfacts = 0.
F (xs)
Indfacts
, En otro caso.
(4.8)
Con esta funcio´n de adaptacio´n podemos observar que el ordenamiento
de los elementos de la poblacio´n se realiza primero mediante la funcio´n
objetivo para aquellos elementos que son factibles (Infact=0), y poste-
riormente los restantes se ordenan de acuerdo a esta funcio´n de adaptacio´n
(Infact6= 0).
4. Operadores gene´ticos. La tarea principal de estos operadores es mantener la
diversidad de individuos as´ı como garantizar la evolucio´n. Operadores gene´ticos
aplicados:
Seleccio´n: Representa la supervivencia del ma´s apto, la seleccio´n la
realizaremos aplicando ranking lineal a la evaluacio´n realizada, donde
los individuos son ordenados inversamente a su medida de desempen˜o,
correspondiendole al peor individuo el ı´ndice i = 0 mientras que al indi-
viduo con mejor evaluacio´n le corresponde el ı´ndice i = N − 1 (Siendo la
poblacio´n de N individuos). A cada individuo se le asigna una probabil-
idad para ser seleccionado, de manera que los mejores individuos tengan
una mayor probabilidad, la probabilidad que se le asigna es mediante la
siguiente fo´rmula:
Prank(i) =
2− s
N
+
2i(s− 1)
N(N − 1) (4.9)
Ejemplo: Consideremos una poblacio´n de 4 individuos para los cuales sus
evaluaciones se muestran en la tabla 4.4 En la tabla 4.5 se muestran los
individuos ordenandos para agregar probabilidad de ranking. Para aplicar
la probabilidad de ranking tomemos s = 1.2. El taman˜o de la poblacio´n
sabemos que es N = 4; a manera de ejemplo obtengamos la probabilidad
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Individuo F
1 30
2 10
3 40
4 20
Tabla 4.4: Ejemplo de seleccio´n aplicando ranking lineal: poblacio´n
Individuo F I´ndice i
2 10 0
4 20 1
1 30 2
3 40 3
Tabla 4.5: Ejemplo de seleccio´n aplicando ranking lineal: ı´ndice.
del individuo 1 que tiene ı´ndice de ranking 2:
Prank(2) =
2− 1.2
4
+
2× 2(1.2− 1)
4(4− 1) = 0.266
de la misma manera se aplica para todos los individuos. Se muestran los
resultados de probabilidad asignada a los individuos en la tabla 4.6.
Individuo F I´ndice i Prank
2 10 0 0.200
4 20 1 0.233
1 30 2 0.266
3 40 3 0.300
Tabla 4.6: Ejemplo de seleccio´n aplicando ranking lineal: Probabilidad.
Una vez aplicando el ranking se generan valores aleatorios (entre 0 y 1)
para seleccionar los individuos a reproducirse, procurando siempre tener
diversidad.
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Cruzamiento: Tambie´n conocido como sobrecruzamiento o recombinacio´n,
juega el papel de la reproduccio´n sexual. El cruzamiento a realizar fue el
cruzamiento en un punto, y se describe en el cap´ıtulo 3.
Mutacio´n: La mutacio´n que realizamos en el algoritmo propuesto es la
modificacio´n de un gen, solamente a un porcentaje de la poblacio´n. A ca-
da individuo se le asigna una probabilidad de ser mutado as´ı como tambie´n
cada gen tiene la misma probabilidad de ser modificado. Ejemplo: Con-
sideremos 5 cromosomas, 1.− [11000110] 2.− [11101001] 3.− [00100011]
4. − [10111101] 5. − [11000011] cada uno con la misma probabilidad
(Pm(i) = 0.2) de sufrir mutacio´n. Supongamos que so´lo el 40 % de la
poblacio´n sufre mutacio´n (Este valor es preestablecido), esto es so´lo 2 de
los 5 cromosomas sufriran mutacio´n, de los que salen selecionados el cro-
mosoma 2 y el 5, ahora, so´lo un gen sera mutado y todos los genes tienen
la misma probabilidad de ser mutados (Pm(j) = 0.125) de donde supong-
amos que se mutara´n el gen 7 del cromosoma 2 y el gen 3 del cromosoma
5, resultando la poblacio´n final como: 1. − [11000110] 2. − [11101011]
3.− [00100011] 4.− [10111101] 5.− [11100011]. De esta manera se realiza
la mutacio´n.
5. Para´metros del algoritmo gene´tico.
El algoritmo necesita de los siguientes para´metros de entrada:
Taman˜o de la poblacio´n.
Rango para detener algoritmo: Nu´mero de poblaciones.
Parametro s para el ranking de la seleccio´n.
Datos de las variables:
• Nu´mero de variables continuas, enteras, discretas y binarias
• Cotas de cada una de ellas.
• Decimales de aproximacio´n.
• Nu´mero de genes.
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4.2.2 Ejemplo
A lo largo del cap´ıtulo planteamos los componentes ma´s importantes del al-
gorimo gene´tico; ahora con el fin de que sea ma´s claro el algoritmo propuesto para
solucionar problemas de programacio´n disyunta, se expondra un ejemplo, siguien-
do el pseudoco´digo general de un algoritmo gene´tico planteado en el cap´ıtulo 3.
Consideremos el siguiente problema:
max F = Ci∗ − 12x1 + 23x2
sujeto a:
x1 + x2 ≥ 12
x1 ≤ 2
x2 ≤ 2
x1 ≥ 0, x2 ≥ 0
−2x1 + x2 ≤ 1
x1 ≤ 12
x2 ≥ 1
C = 5
 ∨

2x1 + x2 ≤ 5
x1 ≥ 32
x2 ≥ 1
C = 6.5
 ∨

2x1 − x2 ≥ 32
x1 ≤ 2
x2 ≥ 0
C = 7.5

x1 ∈ R, x2 ∈ I
(4.10)
La primer tarea a realizar es llevar las restricciones a la forma ≤ 0:
-x1 − x2 + 12 ≤ 0
x1 − 2 ≤ 0
x2 − 2 ≤ 0
-x1 ≤ 0,−x2 ≤ 0
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Figura 4.1: Espacio solucio´n del ejemplo.

−2x1 + x2 − 1 ≤ 0
x1 − 12 ≤ 0
−x2 + 1 ≤ 0
C = 5
 ∨

2x1 + x2 − 5 ≤ 0
−x1 + 32 ≤ 0
−x2 + 1 ≤ 0
C = 6.5
 ∨

−2x1 + x2 + 32 ≤ 0
x1 − 2 ≤ 0
−x2 ≤ 0
C = 7.5

Gra´ficamante el espacio soluio´n del ejemplo se muestra en la figura 4.1.
Consideremos tambie´n los siguientes para´metros de entrada:
Taman˜o de la poblacio´n = 10
Nu´mero de generaciones = 1
Parametro s para el ranking de la seleccio´n = 1.2.
Datos de las variables: variable real x1 ∈ [0, 2] , variable entera x2 ∈ {0, 1, 2},
para ambos casos se manejara´n 2 cifras de aproximacio´n, esto es q = 2, de lo
que se obtiene m=8.
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1. Inicializacio´n: Generamos la poblacio´n inicial como se expuso en el punto 4.2.1,
resultando los siguientes cromosomas, de los cuales obtenemos mediante (4.4)
el valor real para la variable x1 y el valor entero de la variable x2 mediante
redondeo del resultado de la ecuacio´n (4.4). Los resultados se muestra en la
tabla 4.7.
Individuo Cromosoma p/x1 Cromosoma p/x2 x1 x2
1 [11001000] [00111110] 1.56 0
2 [01011101] [10001111] 0.72 1
3 [01100011] [11000111] 0.77 2
4 [00011100] [11100000] 0.21 2
5 [11000110] [11101001] 1.55 2
6 [00100000] [01011101] 0.25 1
7 [11010100] [01110011] 1.66 1
8 [01110111] [00101010] 0.93 0
9 [01101101] [00011111] 0.85 0
10 [00100011] [10111101] 0.27 1
Tabla 4.7: Poblacio´n inicial del ejemplo (4.6)
2. Evaluacio´n: Se evalu´a cada individuo primero en la funcio´n objetivo F en cada
disyunto, ya que recordemos que la funcio´n objetivo no depende solamente
de las variables x1, x2 sino tambie´n de los para´metros Ck; las evaluaciones se
muestran en la tabla 4.8.
La seguna evaluacio´n es mediante las restricciones. Se evalua cada individuo en
todas las restricciones generales y en las de cada disyunto; la tabla 4.9 muestra
la evaluacio´n en las restricciones generales, la tabla 4.10 las del disyunto 1, la
tabla 4.11 las del disyunto 2 y la tabla 4.12 las del disyunto 3.
Ahora, cada restriccio´n se normaliza (tanto en las restricciones generales como
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Individuo F(Disyunto 1) F(Disyunto 2) F(Disyunto 3)
1 -13.72 -12.22 -11.22
2 19.36 20.85 21.85
3 41.76 43.26 44.26
4 48.48 49.98 50.98
5 32.4 33.9 34.9
6 25 26.5 27.5
7 8.08 9.58 10.58
8 -6.16 -4.66 -3.66
9 -5.20 -3.70 -2.70
10 24.76 26.26 27.26
Tabla 4.8: Evaluacio´n de la funcio´n objetivo, ejemplo(4.6)
en cada disyunto), dividiendo el valor de la restriccio´n en todos los individuos
entre el mayor valor de ellos en valor absoluto, de lo que resultan las tablas
4.13, 4.14, 4.15, 4.16.
En las tablas anteriores, los valores negativos se convierten a cero, ya que si
es ≤ 0 indica que el individuo es factible en esa restriccio´n. El valor positivo
representara´ por consiguiente la infactibilidad de cada individuo en dicha
restriccio´n. En cada disyunto se suma la infactibilidad de cada individuo, como
se muestra en la tabla 4.17.
El siguiente paso es aplicar los operadores gene´ticos, para lo cual es necesario
ordenar los individuos en base a su medida de desempen˜o: El valor de su
funcio´n objetivo y su infactibilidad. Sabremos que un individuo es factible si
en su evaluacio´n de infactibilidad, las restricciones generales y en al menos
un disyunto se tiene suma igual a 0. Si es factible en ma´s de un disyunto,
al individuo se le asociara´ el valor de la funcio´n objetivo del disyunto en el
cual se tiene la mejor evaluacio´n de este (el objetivo es maximizar). Para los
individuos factibles su medida de desempen˜o sera´ el valor de la funcio´n objetivo
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Restricciones generales
Individuo restriccio´n 1 restriccio´n 2 restriccio´n 3
1 -1.06 -0.44 -2
2 -1.22 -1.28 -1
3 -2.27 -1.23 0
4 -1.71 -1.79 0
5 -3.05 -0.45 0
6 -0.75 -1.75 -1
7 -2.16 -0.34 -1
8 -0.43 -1.07 -2
9 -0.35 -1.15 -2
10 -0.77 -1.73 -1
Tabla 4.9: Evaluacio´n de las restricciones generales, ejemplo(4.6)
correspondiente al disyunto en el que es factible. A los individuos infactibles
consideramos otra medida de desempen˜o que es la relacio´n F
Infac
perteneciente
al disyunto en el que el individuo tiene menor infactibilidad, ver ecuacio´n (4.8)
y tabla 4.18.
3. Seleccio´n: Se asigna la probabilidad de ranking (4.5) para realizar la seleccio´n
de los individuos que se cruzara´n, ver tabla 4.19.
Se generan valores aleatorios entre 0-1 para seleccionar a los individuos que se
cruzara´n, ver tabla 4.20.
4. Cruzamiento: El cruzamiento se realiza en un punto solamente como lo vimos
en el cap´ıtulo 3, y se genera aleatoriamente los puntos de cruce; como cada
individuo depende de dos variable generamos dos puntos de cruce por pareja
como se muestra en la tabla 4.21. De donde al realizar el cruzamiento resulta
la tabla 4.22 para la variable 1 y la tabla 4.23 para la variable 2.
Su representacio´n en valores reales y enteros se muestran en la tabla 4.24.
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Disyunto 1
Individuo restriccio´n 1 restriccio´n 2 restriccio´n 3
1 -4.12 1.06 1
2 -1.44 0.22 0
3 -0.54 0.27 -1
4 0.58 -0.29 -1
5 -2.1 1.05 -1
6 -0.50 -0.25 0
7 -3.32 1.16 0
8 -2.86 0.43 1
9 -2.7 0.35 1
10 -0.54 -0.23 0
Tabla 4.10: Evaluacio´n restricciones disyunto 1, ejemplo(4.6)
5. Mutacio´n: Para estas pruebas no aplicaremos mutacio´n.
6. Nueva Poblacio´n: Para elegir la nueva poblacio´n primero tenemos que evaluar
a los hijos, siguiendo los pasos anteriores, de donde se obtiene la tabla 4.25.
Con la poblacio´n inicial y los hijos se genera una poblacio´n de 16 individuos los
cuales se ordenan primero los factibles y despues los infactibles (en negritas)
en base a su funcio´n de me´rito, obteniendo el resultado que se muestra en la
tabla 4.26.
Se elige el 80 % de individuos fa´ctibles y el 20 % de infactibles, o lo que es lo
mismo los mejores 8 individuos factibles y los mejores 2 infactibles, (esto porque
la poblacio´n es de taman˜o 10). De donde la nueva poblacio´n la conforman los
individuos: 6, 10, 11, 12, 7, 9, 13, 8, 15, 16.
Aqui termina una iteracio´n (o generacio´n) del algoritmo donde obtuvimos que
el mejor individuo para esta iteracio´n es el individuo 6 que es factible en el
disyunto 1 con un valor de me´rito de 25.
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Disyunto 2
Individuo restriccio´n 1 restriccio´n 2 restriccio´n 3
1 -1.88 -0.06 1
2 -2.56 0.78 0
3 -1.46 0.73 -1
4 -2.58 1.29 -1
5 0.10 -0.05 -1
6 -3.50 1.25 0
7 -0.68 -0.16 0
8 -3.14 0.57 1
9 -3.30 0.65 1
10 -3.46 1.23 0
Tabla 4.11: Evaluacio´n restricciones disyunto 2, ejemplo(4.6)
Disyunto 3
Individuo restriccio´n 1 restriccio´n 2 restriccio´n 3
1 -1.62 -0.44 0
2 1.06 -1.28 -1
3 1.96 -1.23 -2
4 3.08 -1.79 -2
5 0.40 -0.45 -2
6 2 -1.75 -1
7 -0.82 -0.34 -1
8 -0.36 -1.07 0
9 -0.20 -1.15 0
10 1.96 -1.73 -1
Tabla 4.12: Evaluacio´n restricciones disyunto 3, ejemplo(4.6)
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Restricciones generales
Individuo restriccio´n 1 restriccio´n 2 restriccio´n 3
1 -3.03 -1.29 -2
2 -3.49 -3.76 -1
3 -6.49 -3.62 0
4 -4.89 -5.26 0
5 -8.71 -1.32 0
6 -2.14 -5.15 -1
7 -6.17 -1 -1
8 -1.23 -3.15 -2
9 -1 -3.38 -2
10 -2.20 -5.09 -1
Tabla 4.13: Normalizacio´n de la evaluacio´n restricciones generales, Ejemplo(4.6)
Disyunto 1
Individuo restriccio´n 1 restriccio´n 2 restriccio´n 3
1 -7.19 0.91 1
2 -2.48 0.19 0
3 -0.93 0.23 -1
4 1 -0.25 -1
5 -3.62 0.91 -1
6 -0.86 -0.22 0
7 -5.72 1 0
8 -4.93 0.37 1
9 -4.66 0.30 1
10 -0.93 -0.20 0
Tabla 4.14: Normalizacio´n de la evaluacio´n disyunto 1, Ejemplo(4.6)
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Disyunto 2
Individuo restriccio´n 1 restriccio´n 2 restriccio´n 3
1 -18.80 -0.05 1
2 -25.60 0.60 0
3 -14.60 0.57 -1
4 -25.80 1 -1
5 1 -0.04 -1
6 -35 0.97 0
7 -6.80 -0.12 0
8 -31.40 0.44 1
9 -33 0.50 1
10 -34.60 0.95 0
Tabla 4.15: Normalizacio´n de la evaluacio´n disyunto 2, Ejemplo(4.6)
Disyunto 3
Individuo restriccio´n 1 restriccio´n 2 restriccio´n 3
1 -0.53 -1.29 0
2 0.34 -3.76 -1
3 0.64 -3.62 -2
4 1 -5.26 -2
5 0.13 -1.32 -2
6 0.65 -5.15 -1
7 -0.27 -1 -1
8 -0.12 -3.15 0
9 -0.06 -3.38 0
10 0.64 -5.09 -1
Tabla 4.16: Normalizacio´n de la evaluacio´n disyunto 3, Ejemplo(4.6)
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Infactibilidad
Individuo Restricciones grals. Disyunto 1 Disyunto 2 Disyunto 3
1 0 1.91 1 0
2 0 0.19 0.60 0.34
3 0 0.23 0.57 0.64
4 0 1 1 1
5 0 0.91 1 0.13
6 0 0 0.97 0.65
7 0 1 0 0
8 0 1.37 1.44 0
9 0 1.30 1.50 0
10 0 0 0.95 0.64
Tabla 4.17: Infactibilidad polacio´n inicial, ejemplo(4.6)
Ordenamiento
Individuo Infact. Disyunto F ψ Orden
1 0 3 -11.22 -11.22 6
2 0.19 1 19.36 101.89 9
3 0.23 1 41.76 181.56 8
4 1 3 50.98 50.98 10
5 0.13 3 34.9 268.46 7
6 0 1 25 25 1
7 0 3 10.58 10.58 3
8 0 3 -3.66 -3.66 5
9 0 3 -2.70 -2.70 4
10 0 1 24.76 24.76 2
Tabla 4.18: Ordenamiento por criterio, ejemplo(4.6)
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Probabilidad ranking
Individuo ψ I´ndice ranking Probrank Rango
6 25 9 0.150 (0− 0.150)
10 24.76 8 0.139 (0.150− 0.289)
7 10.58 7 0.128 (0.289− 0.417)
9 -2.70 6 0.117 (0.417− 0.533)
8 -3.66 5 0.106 (0.5330.639)
1 -11.22 4 0.094 (0.639− 0.733)
5 268.46 3 0.083 (0.733− 0.817)
3 181.56 2 0.072 (0.817− 0.889)
2 101.89 1 0.061 (0.889− 0.950)
4 50.98 0 0.050 (0.950− 1)
Tabla 4.19: Probabilidad de ranking, ejemplo(4.6)
Padres seleccionados
Ppadre Pmadre Padre Madre
0.087 0.355 6 7
0.441 0.902 9 2
0.768 0.757 5 5
Tabla 4.20: Padres seleccionados, ejemplo(4.6)
Punto de cruce
Variable 1 Variable 2
5 2
6 7
4 5
Tabla 4.21: Punto de cruce, ejemplo(4.6)
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Cruzamiento Variable 1
Padre Madre Hijo 1 Hijo 2
[00100000] [11010100] [00100100] [11010000]
[01101101] [01011101] [01101101] [01011101]
[11000110] [11000110] [11000110] [11000110]
Tabla 4.22: Cruzamiento variable 1, Ejemplo(4.6)
Cruzamiento Variable 2
Padre Madre Hijo 1 Hijo 2
[01011101] [01110011] [01110011] [01011101]
[00011111] [10001111] [00011111] [10001111]
[11101001] [11101001] [11101001] [11101001]
Tabla 4.23: Cruzamiento variable 2, Ejemplo(4.6)
Hijos
Hijo x1 x2
11 0.28 1
12 1.63 1
13 0.85 0
14 0.72 1
15 1.55 2
16 1.55 2
Tabla 4.24: Hijos, Ejemplo(4.6)
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F. Me´rito Hijos
Hijo F. Me´rito Disyunto
11 24.61 1
12 10.92 3
13 -2.76 3
15 274 2
16 274 2
14 94.92 1
Tabla 4.25: F. Me´rito hijos, ejemplo (4.6)
1er. Generacio´n
Individuo F. Me´rito Individuo F. Me´rito
6 25 15 274
10 24.76 16 274
11 24.61 5 268.73
12 10.92 3 179.41
7 10.58 2 102.08
9 -2.70 14 94.92
13 -2.76 4 50.98
8 -3.66
1 -11.22
Tabla 4.26: Primera Generacio´n, ejemplo(4.6)
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1er. Generacio´n
Individuo F. Me´rito Individuo
F. Me´rito
1 [00100000] [01011101]
2 [00100011] [10111101]
3 [00100100] [01110011]
4 [11000110] [11101001]
5 [11010100] [01110011]
6 [01101101] [00011111]
7 [01101101] [00011111]
8 [01110111] [00101010]
9 [11000110] [01110101]
10 [11000110] [01110101]
Tabla 4.27: Nueva Generacio´n, ejemplo(4.6)
Cap´ıtulo 5
Resultados experimentales
En el presente cap´ıtulo se exponen los resultados obtenidos en la experimentacio´n
del me´todo propuesto; en la seccio´n 5.1 se presentan los problemas resueltos y en la
seccio´n 5.2 los resultados obtenidos.
5.1 Problemas resueltos
Ejemplo 1
El primer ejemplo fue formulado originalmente como un problema MINLP
convexo [12], la solucio´n optima es Y = (Falso, V erdadero, Falso) , x∗ = (1, 1)
y Z∗ = 3.5. La formulacio´n como problema de programacio´n disyunta es la
siguiente:
min Z = C + x21 + x
2
2
sujeto a: (x1 − 2)2 − x2 ≤ 0

Y1
x1 − 2 ≥ 0
x1 − x2 ≤ 4
C = 1
 ∨

Y2
x1 − x2 ≤ 0
x1 − 1 ≥ 0
x2 − 1 ≥ 0
C = 1.5

∨

Y3
x1 − x2 ≤ 4
x1 + x2 ≥ 3
x1 − 1 ≥ 0
C = 0.5

Ω(Y ) = V erdadero
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Para correr el algoritmo se transforman todas las desigualdades a la forma ≤ 0,
y la funcio´n objetivo a maximizar −Z = −C − x21 − x22, el ejemplo 1 queda de la
siguiente manera:
maximizar -Z = -C - x21 − x22
sujeto a: (x1 − 2)2 − x2 ≤ 0

Y1
2− x1 ≤ 0
x1 − x2 − 4 ≤ 0
C = 1
 ∨

Y2
x1 − x2 ≤ 0
1− x1 ≤ 0
1− x2 ≥ 0
C = 1.5

∨

Y3
x1 − x2 − 4 ≤ 0
−x1 − x2 + 3 ≤ 0
1− x1 ≤ 0
C = 0.5

Ω(Y ) = V erdadero
Ejemplo 2 La solucio´n optima para este ejemplo es: Y = (V erdadero, Falso, Falso),
x∗ = (3.0, 1.0) y Z∗ = 6
min Z = C + (x1 − 2)2 + (x2 − 1)2
sujeto a:
Y1
(x1 − 4)2 ≤ 0
−(x1 − 2) + x2 ≤ 0
C = 5
 ∨

Y2
2x1 + x2 − 4 ≤ 0
2− x2 ≤ 0
C = 7
 ∨

Y3
(x1 − 4)2 − x2 ≤ 0
x1 − x2 ≤ 0 C = 9

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0 ≤ x1, x2 ≤ 5, 0 ≤ C
Yj ∈ {verdadero, falso} , j = 1, 2, 3
Para este ejemplo ya todas las desigualdades se encuentran en la forma ≤
solamente la funcio´n objetivo se transforma de minimizar a maximizar, quedando:
max − Z = −C − (x1 − 2)2 − (x2 − 1)2.
Ejemplo 3 La solucio´n optima para este ejemplo es: Y = (Falso, V erdadero, Falso),
x∗ = (1.5, 2) y Z∗ = 7
max Z = C - x1 + x2
sujeto a: x1 + x2 ≥ 12
Y1
−2x1 + x2 ≤ 1
x1 ≤ 12
x2 ≥ 1
C = 5

∨

Y2
2x1 + x2 ≤ 5
x1 ≥ 32
x2 ≥ 1
C = 6.5

∨

Y3
x1 − x2 ≥ 32
x1 ≤ 2
x2 ≥ 0
C = 7.5

x1, x2 ≥ 0, x1, x2 ≤ 2, c ≥ 0
Yj ∈ {verdadero, falso} , j = 1, 2, 3
Para correr el algoritmo, se transforman todas las desigualdades a la forma
≤ 0, y la funcio´n objetivo no sufre cambio ya que se desea maximizar, el ejemplo 3
queda de la siguiente manera:
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max Z = C - x1 + x2
sujeto a: 1
2
- x1 − x2 ≤ 0
-x1 ≤ 0, −x2 ≤ 0, x1 − 2 ≤ 0, x2 − 2 ≤ 0

Y1
−2x1 + x2 − 1 ≤ 0
x1 − 12 ≤ 0
1− x2 ≤ 0
C = 5

∨

Y2
2x1 + x2 − 5 ≤ 0
3
2
− x1 ≤ 0
1− x2 ≤ 0
C = 6.5

∨

Y3
3
2
− x1 + x2 ≤ 0
x1 − 2 ≤ 0
−x2 ≤ 0
C = 7.5

Yj ∈ {verdadero, falso} , j = 1, 2, 3
Ejemplo 4
Como Ejemplo 4 resolvimos el problema 3 solo que con x1 como variable real
y x2 como variable entera, donde la soluco´n es Y = (Falso, V erdadero, Falso),
x∗ = (1.5, 2) y Z∗ = 70.5.
5.2 Experimentacio´n
Para realizar la experimentacio´n, resolvimos los 4 ejemplos planteados, real-
izando variaciones en el nu´mero de generaciones y el nu´mero de poblacio´n asi como
tambie´n en el me´todo de seleccio´n de la nueva generacio´n, en primera instancia la
nueva generacio´n se eligio 80 % los mejores factibles, 20 % de infactibles en base a
su infactibilidad y en segunda instancia en base al criterio ψ. Cabe mencionar que
en todos los casos el algoritmo paro con un nu´mero de generaciones fijo. Se probo el
algoritmo para variables reales y enteras, dejando como trabajo a futuro probar las
variables discretas y binarias.
Los resultados obtenidos fuero´n los siguientes:
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Ejemplo 1:
Primero se resolvio´ realizando la seleccio´n de la siguiente generacio´n 80 % los
mejores factibles, 20 % menos infactibles.
Poblacio´n=50. Se muestra en la tabla A.1.
Poblacio´n=75. Se muestra en la tabla A.2.
Poblacio´n=100. Se muestra en la tabla A.3.
Poblacio´n=150. Se muestra en la tabla A.4.
Despue´s se resolvio´ realizando la seleccio´n de la siguiente generacio´n 80 % los
mejores factibles, 20 % de infactibles en base a la razo´n de infactibilidad ψ.
Poblacio´n=50. Se muestra en la tabla A.5.
Poblacio´n=75. Se muestra en la tabla A.6.
Poblacio´n=100. Se muestra en la tabla A.7.
Poblacio´n=150. Se muestra en la tabla A.8.
Ejemplo 2:
Primero se resolvio´ realizando la seleccio´n de la siguiente generacio´n 80 % los
mejores factibles, 20 % menos infactibles.
Poblacio´n=50. Se muestra en la tabla A.9.
Poblacio´n=75. Se muestra en la tabla A.10.
Poblacio´n=100. Se muestra en la tabla A.11.
Poblacio´n=150. Se muestra en la tabla A.12.
Despue´s se resolvio´ realizando la seleccio´n de la siguiente generacio´n 80 % los
mejores factibles, 20 % de infactibles en base a la razo´n de infactibilidad r.
Poblacio´n=50. Se muestra en la tabla A.13.
Poblacio´n=75. Se muestra en la tabla A.14.
Poblacio´n=100. Se muestra en la tabla A.15.
Poblacio´n=150. Se muestra en la tabla A.16.
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Ejemplo 3:
Se resolvio´ realizando la seleccio´n de la siguiente generacio´n 80 % los mejores
factibles, 20 % de infactibles en base a la razo´n de infactibilidad ψ.
Poblacio´n=50. Se muestra en la tabla B.1.
Poblacio´n=75. Se muestra en la tabla B.2.
Poblacio´n=100. Se muestra en la tabla B.3.
Poblacio´n=150. Se muestra en la tabla B.4.
Ejemplo 4:
Se resolvio´ realizando la seleccio´n de la siguiente generacio´n 80 % los mejores
factibles, 20 % de infactibles en base a la razo´n de infactibilidad r.
Poblacio´n=50. Se muestra en la tabla B.5.
Poblacio´n=75. Se muestra en la tabla B.6.
Poblacio´n=100. Se muestra en la tabla B.7.
Cap´ıtulo 6
Conclusiones y trabajo a futuro
6.1 Conclusiones
El presente trabajo se realizo´ para proponer un nuevo me´todo de solucio´n
a probemas de programacio´n disyunta, ya que como se menciona en el Capitulo 2
existen diversos me´todos que dan solucio´n a este tipo de problemas, ma´s sin embargo
en todos los casos se realizaban transformaciones al problema original, por esta razo´n
nuestro objetivo principal era dar solucio´n a los problemas de programacio´n disyunta
mediante su formulacio´n original basandonos en algoritmos geneticos.
En el presente trabajo nos centramos en problemas de programacio´n disyunta
con funcion objetivo y restricciones lineales, y problemas que solo tienen un conjunto
de disyuntos.
Probamos el funcionamiento del me´todo propuesto mediante 4 ejemplos, en
los cuales los primeros 3 tienen variables reales y el 4 tiene una variable real y una
entera, comparando los resultados de los ejemplos 1 y 2 obtenidos por [11].
Despue´s de la experimentacio´n realizada con los ejemplos mencionados anteri-
ormente llegamos a las sigiuentes conclusiones:
El algoritmo da muy buenas soluciones en buenos tiempos, y como se puede
comparar los mejores resultados obtenidos fueron mediante la seleccio´n basada en el
criterio ψ.
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Utilizando el criterio ψ el nu´mero de generaciones necesarias para dar buenas
soluciones disminuye considerablemente en comparacio´n con el criterio 80− 20
Tambie´n podemos concluir que el me´todo utilizado por [11] obtiene soluciones
optimas en cuanto el me´todo propuesto en el presente trabajo no obtiene soluciones
optimas en todos los casos, mas sin embargo las soluciones obtenidas son muy cer-
canas a las optimas en cuanto la poblacio´n es mas grande, por otro lado los resultados
obtenidos por [11] son optimos relajando el problema original.
6.2 Trabajo a futuro
Complementar el algoritmo para variables discretas y binarias, asi como prob-
lemas en los que se involucren conjuntos de disyuntos.
Posibilidad de adecuar el codigo a una interfaz amigable con el usuario.
Probar el algoritmo con problemas con mas variables.
En el proceso de la determinacio´n de infactibilidades para los elementos de la
poblacio´n se recomienda el estudio de funciones de agregacio´n tipo normas triangu-
lares que puede proporcionar un proceso mas adecuado para este tipo de problema.
Ape´ndice A
Tablas de Resultados: Ejemplos
1 y 2
Generaciones x∗ Z Tiempo en segundos
50 x∗=[1.0009, 1.5000] Z = 4.75182 t=57.633
75 x∗=[1.0002, 1.0314] Z = 3.5636 t=86.330
100 x∗=[1.0001, 1.0313] Z = 3.5636 t=86.330
150 x∗=[1.0000, 1.1875] Z = 3.9102 t=163.22
Tabla A.1: Resultados experimentales del ejemplo 1 con Polacio´n de 50
Generaciones x∗ Z Tiempo en segundos
50 x∗=[1.0010, 1.5000] Z = 4.7520 t = 104.20
75 x∗=[1.0000, 1.1875] Z = 3.9100 t = 152.13
100 x∗=[1.0004, 1.0313] Z = 3.5640 t = 200.29
150 x∗=[1.0009, 1.0313] Z = 3.5652 t = 292.51
Tabla A.2: Resultados experimentales del ejemplo 1 con Polacio´n de 75
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Generaciones x∗ Z Tiempo en segundos
50 x∗=[1.0000, 1.1875] Z = 3.9100 t = 159.54
75 x∗=[1.0001, 10313.] Z = 3.5636 t = 234.89
100 x∗=[1.0000, 1.0110] Z = 3.5200 t = 314.37
150 x∗=[1.0000, 1.0310] Z = 3.5635 t = 455.76
Tabla A.3: Resultados experimentales del ejemplo 1 con Polacio´n de 100
Generaciones x∗ Z Tiempo en segundos
50 x∗=[1.0000, 1.0000] Z = 3.5030 t = 329.56
75 x∗=[1.0000, 1.0300] Z = 3.5630 t = 465.07
100 x∗=[1.0003, 1.0310] Z = 3.5640 t = 607.62
150 x∗=[1.0000, 1.0310] Z = 3.5630 t = 876.90
Tabla A.4: Resultados experimentales del ejemplo 1 con Polacio´n de 150
Generaciones x∗ Z Tiempo en segundos
20 x∗=[1.1800, 1.2500] Z = 4.4770 t = 36.272
50 x∗=[1.0007, 1.0012] Z = 3.5030 t = 86.557
75 x∗=[1.0020, 1.0040] Z = 3.5141 t = 110.13
100 x∗=[1.0007, 1.0020] Z = 3.5058 t = 132.14
150 x∗=[1.0007, 1.1250] Z = 3.7677 t = 265.47
Tabla A.5: Resultados experimentales del ejemplo 1 con Polacio´n de 50, en base a ψ
Generaciones x∗ Z Tiempo en segundos
20 x∗=[1.0029, 1.0100] Z = 3.5259 t = 74.222
50 x∗=[1.0010, 1.0032] Z = 3.5092 t = 121.33
75 x∗=[1.0015, 1.0154] Z = 3.5349 t = 223.10
100 x∗=[1.0469, 1.0600] Z = 3.7254 t = 334.01
Tabla A.6: Resultados experimentales del ejemplo 1 con Polacio´n de 75, en base a ψ
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Generaciones x∗ Z Tiempo en segundos
20 x∗ = [1.0007, 1.0012] Z = 3.5039 t = 85.806
50 x∗ = [1.0007, 1.0012] Z = 3.5039 t = 268.78
75 x∗ = [1.0007, 1.0012] Z = 3.5039 t = 312.58
Tabla A.7: Resultados experimentales del ejemplo 1 con Polacio´n de 100, en base a
ψ
Generaciones x∗ Z Tiempo en segundos
10 x∗=[1.0029, 1.0090] Z = 3.5240 t = 107.38
20 x∗=[1.0007, 1.0012] Z = 3.5038 t = 213.33
Tabla A.8: Resultados experimentales del ejemplo 1 con Polacio´n de 150, en base a
ψ
Generaciones x∗ Z Tiempo en segundos
50 x∗=[3.3500, 1.0000] Z = 6.0710 t = 27.564
75 x∗=[3.0470, 0.9960] Z = 6.0960 t = 36.660
100 x∗=[3.0110, 0.9990] Z = 6.0230 t = 52.853
150 x∗=[3.1870, 0.9920] Z = 6.4100 t = 77.214
Tabla A.9: Resultados experimentales del ejemplo 2 con Polacio´n de 50
Generaciones x∗ Z Tiempo en segundos
50 x∗=[3.3780, 1.0150] Z = 6.8990 t = 47.216
75 x∗=[3.0120, 1.0010] Z = 6.0243 t = 68.364
100 x∗=[3.0470, 0.9750] Z = 6.0973 t = 88.468
150 x∗=[3.0238, 0.9974] Z = 6.0481 t = 285.33
Tabla A.10: Resultados experimentales del ejemplo 2 con Polacio´n de 75
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Generaciones x∗ Z Tiempo en segundos
50 x∗=[3.0230, 1.0150] Z = 6.0484 t = 140.370
75 x∗=[3.0238, 0.9992] Z = 6.0481 t = 159.87
100 x∗=[3.0470, 1.0001] Z = 6.0967 t = 289.89
150 x∗=[3.0120, 0.9850] Z = 6.0240 t = 453.10
Tabla A.11: Resultados experimentales del ejemplo 2 con Polacio´n de 100
Generaciones x∗ Z Tiempo en segundos
50 x∗=[3.0230, 1.0157] Z = 6.0484 t = 318.13
75 x∗=[3.0470, 0.9330] Z = 6.1010 t = 474.17
100 x∗=[3.0941, 0.9339] Z = 6.2014 t = 607.16
150 x∗=[3.0472, 1.0157] Z = 6.0969 t = 865.23
Tabla A.12: Resultados experimentales del ejemplo 2 con Polacio´n de 150
Generaciones x∗ Z Tiempo en segundos
50 x∗=[3.03, 1.00] Z = 6.071 t = 27.564
75 x∗=[3.05, 1.00] Z = 6.096 t = 38.660
100 x∗=[3.01, 0.99] Z = 6.023 t = 52.853
150 x∗=[3.19, 0.99] Z = 6.410 t = 77.214
Tabla A.13: Resultados experimentales del ejemplo 2 con Polacio´n de 50, en base a
ψ
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Generaciones x∗ Z Tiempo en segundos
50 x∗=[3.38, 1.01] Z = 6.899 t = 47.216
75 x∗=[3.01, 1.00] Z = 6.024 t = 68.364
100 x∗=[3.05, 0.98] Z = 6.097 t = 88.468
150 x∗=[3.02, 1.00] Z = 6.048 t = 285.33
Tabla A.14: Resultados experimentales del ejemplo 2 con Polacio´n de 75, en base a
ψ
Generaciones x∗ Z Tiempo en segundos
50 x∗ = [3.02, 1.01] Z = 6.048 t = 140.37
75 x∗ = [3.05, 1.00] Z = 6.097 t = 159.87
100 x∗ = [3.01, 1.00] Z = 6.048 t = 289.89
150 x∗ = [3.01, 0.99] Z = 6.024 t = 453.10
Tabla A.15: Resultados experimentales del ejemplo 2 con Polacio´n de 100, en base
a ψ
Generaciones x∗ Z Tiempo en segundos
50 x∗=[3.04, 1.01] Z = 6.097 t = 318.13
75 x∗=[3.09, 0.93] Z = 6.201 t = 474.17
100 x∗=[3.05, 0.93] Z = 6.101 t = 607.16
150 x∗=[3.02, 1.01] Z = 6.048 t = 857.15
Tabla A.16: Resultados experimentales del ejemplo 2 con Polacio´n de 150, en base
a ψ
Ape´ndice B
Tablas de Resultados: Ejemplos
3 y 4
Generaciones x∗ Z Tiempo en segundos
20 x∗=[1.576, 1.848] Z = 6.772 t = 37.106
50 x∗=[1.541, 1.918] Z = 6.877 t = 64.324.
75 x∗=[1.510, 1.979] Z = 6.969 t = 86.38
100 x∗=[1.501, 1.998] Z = 6.997 t = 125.783
Tabla B.1: Resultados experimentales del ejemplo 3 con Polacio´n de 50, en base a ψ
Generaciones x∗ Z Tiempo en segundos
20 x∗=[1.545, 1.91] Z = 6.865 t = 83.152
50 x∗=[1.528, 1.944] Z = 6.916 t = 112.364
75 x∗=[1.519, 1.962] Z = 6.943 t = 145.413
100 x∗=[1.509, 1.982] Z = 6.973 t = 210.546
Tabla B.2: Resultados experimentales del ejemplo 3 con Polacio´n de 75, en base a ψ
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Generaciones x∗ Z Tiempo en segundos
20 x∗=[1.530, 1.940] Z = 6.910 t = 102.454
50 x∗=[1.512, 1.976] Z = 6.964 t = 234.633
75 x∗=[1.509, 1.982] Z = 6.973 t = 315.562
100 x∗=[1.509, 1.982] Z = 6.973 t = 465.689
Tabla B.3: Resultados experimentales del ejemplo 3 con Polacio´n de 100, en base a
ψ
Generaciones x∗ Z Tiempo en segundos
20 x∗=[1.511, 1.978] Z = 6.967 t = 167.842
50 x∗=[1.509, 1.982] Z = 6.973 t = 357.568
75 x∗=[1.501, 1.998] Z = 6.997 t = 475.680
100 x∗=[1.500, 1.999] Z = 6.999 t = 612.923
Tabla B.4: Resultados experimentales del ejemplo 3 con Polacio´n de 150, en base a
ψ
Generaciones x∗ Z Tiempo en segundos
20 x∗=[1.542, 0] Z = 5.958 t = 38.549
50 x∗=[1.532, 1] Z = 5.698 t = 95.734
75 x∗=[0.5, 2] Z = 6.5 t = 127.450
100 x∗=[1.501, 1] Z = 5.999 t = 283.504
Tabla B.5: Resultados experimentales del ejemplo 4 con Polacio´n de 50, en base a ψ
Ape´ndice B. Tablas de Resultados: Ejemplos 3 y 4 62
Generaciones x∗ Z Tiempo en segundos
20 x∗=[0.419, 1] Z = 5.581 t = 74.245
50 x∗=[1.528, 1] Z = 5.972 t = 119.647
75 x∗=[1.501, 1] Z = 5.999 t = 232.579
100 x∗=[1.500, 1] Z = 6.000 t = 331.893
Tabla B.6: Resultados experimentales del ejemplo 4 con Polacio´n de 75, en base a ψ
Generaciones x∗ Z Tiempo en segundos
20 x∗=[1.509, 1] Z = 5.991 t = 108.345
50 x∗=[1.510, 1] Z = 5.990 t = 327.693
75 x∗=[0.5, 2] Z = 6.500 t = 529.892
100 x∗=[1.5, 2] Z = 7.000 t = 683.457
Tabla B.7: Resultados experimentales del ejemplo 4 con Polacio´n de 100, en base a
ψ
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