Abstract: This paper studies the nonlinear stochastic partial differential equation of fractional orders both in space and time variables:
Introduction
In this paper, we will study the following nonlinear stochastic time-fractional diffusion equations: . We refer to [16, 29, 30] for more details of these fractional differential operators.
This paper is an extension of a recent work by the first author [4] , where the case γ = β − β, α = 2 and d = 1 is studied. Here, β is the smallest integer not less than β. The interested reader can find motivations of the model in that reference. The fractional integral operator I γ t smooths the noise term. Removing this integral operator by setting γ = 0, one may expect that the solution becomes less regular. As proved in [4] , when α = 2, d = 1 and γ = β − β, there is a mild solution for all β ∈ (0, 2). This is no longer true if this fractional integral operator is not there. In particular, we will show that, when α = 2, d = 1 and γ = 0, the mild solution exists only for β ∈ (2/3, 2) instead, which is a direct consequence of condition (1.9) below.
Motivations for stochastic partial differential equations (spde) with time-fractional derivative can be found in many recent papers [4, 11, 18, 26] . For convenience, we call equation (1.1) with β ∈ (0, 1] the slow diffusion equation, and equation (1.1) with β ∈ (1, 2) the fast diffusion equation.
When d = 1, β = 2, α = 2 and γ = 0, the spde (1.1) reduces to the stochastic wave equation (SWE) on R:
∂x 2 u(t, x) = ρ(u(t, x))Ẇ (t, x) , (1.2) with the speed of wave propagation (ν/2) 1/2 . When d = 1, β = 1, α = 2 and γ = 0, the spde (1.1) reduces to the stochastic heat equation (SHE) on R:
∂x 2 u(t, x) = ρ(u(t, x))Ẇ (t, x) .
These two special cases have been studied carefully; see [3, 5, 6, 7, 12] . The spde (1.1) for β ∈ (0, 1] and ν = 1 − β has been recently studied in [25, 26] . When the noise does not depend on time, a similar model with a general elliptic operator has been studied in [18] . Another related equation is the stochastic fractional heat equation (SFHE) on R:
u(t, x) = ρ(u(t, x))Ẇ (t, x) , (1. 4) which has been studied recently in [8, 10] ; see also [15, 19] .
All investigations on spde's of the above kinds require a good study of the corresponding Green functions. As proved below, there is a triplet Z(t, x), Z * (t, x) , Y (t, x) : (t, x) ∈ R + × R d , depending on the parameters (α, β, γ, ν), such that the solution to (1.1) with ρ(u(t, x))Ẇ (t, x) replaced by a nice function f (t, x) is represented by
(Z * (t, ·) * µ 0 )(x) + (Z(t, ·) * µ 1 )(x) + (Y f ) (t, x), if β ∈ (1, 2), (1.5) where " * " denotes the convolution in the space variable:
(Z(t, ·) * µ)(x) := R d Z(t, x − y)µ(dy), (1.6) and " " denotes the convolution in both space and time variables:
These fundamental solutions are expressed using the Fox H-function [20] .
If we denote the solution to the homogeneous equation of (1.1) by J 0 (t, x), i.e., J 0 (t, x) = (Z(t, ·) * µ) (x) if β ∈ (0, 1], (Z * (t, ·) * µ 0 ) (x) + (Z(t, ·) * µ 1 ) (x) if β ∈ (1, 2), (1.7) then the rigorous meaning of (1.1) is the following stochastic integral equation:
u(t, x) = J 0 (t, x) + I(t, x), where
I(t, x) = [0,t]×R
Y (t − s, x − y) ρ (u(s, y)) W (ds, dy).
(1.8)
The stochastic integral in the above equation is in the sense of Walsh [33] .
To establish the the existence and uniqueness of random field solutions to (1.1), the first step is to check Dalang's condition [14] : Note that (1.10) implies that the space dimension should be less than or equal to 3. Among all possible cases in (1.9), the following two special cases have better properties:
As shown in Lemma 4.3 and Remark 4.4 below, under both conditions (1.9) and (1.11), the function Y (1, x) is bounded at x = 0. Moreover, under (1.9) and (1.12), all functions Z(1, x), Z * (1, x) and Y (1, x) are bounded at x = 0.
We prove the existence and uniqueness of random field solutions to (1.8) in the following three cases: Case I: If we assume only Dalang's condition (1.9), we prove the existence and uniqueness when the initial data are such that
for all t > 0, (1.13) which is satisfied, for example, when initial data are bounded measurable functions. Case II: Under both (1.9) and (1.11), we obtain moment formulas that are similar to those in [7, 4, 8] . The initial data satisfy (1.13).
Case III: Under both (1.9) and (1.12), the initial data can be measures. Let M(R) be the set of signed (regular) Borel measures on R. For x ∈ R, define an auxiliary function 14) where β is the largest integer not greater than β. Note that the difference between β and β + 1 for β ∈ (0, 2) is only at β = 1. The initial data are assumed to be Borel measures such that
where for any Borel measure µ, µ = µ + − µ − is the the Jordan decomposition and |µ| = µ + + µ − . We use M α,β (R) to denote these measures. In this case, we prove the existence and uniqueness of a solution to (1.4) for all initial data from M α,β (R).
Here are some special cases:
(1) For (1.3), i.e., α = 2, β = 1 and γ = 0, the set of admissible initial data studied in [7] is M H (R), which corresponds to M 2,1 (R) in this paper.
(2) Under the condition that d = 1, α = 2, β ∈ (0, 2), γ = β − β (as in [4] ), one can easily verify that condition (1.9) is always true. The possible initial data is M β T (R), which corresponds to M 2,β (R) in this paper.
(3) If γ = 1 − β and β ∈ (0, 1), then it is ready to see that (1.9) reduces to d < α min(2, β −1 ), which recovers the condition by Mijena and Nane [26] .
Moreover, if α = 2 and d = 1, then this condition becomes β > 2/3, which coincides to the condition in [11, Section 5.2].
(5) If β = 1 and γ = 0, then Dalang's condition (1.9) reduces to α > d. Since α ∈ (0, 2], we have that α ∈ (1, 2] and d = 1, which recovers the condition in [8] .
As in [6, 7, 8] , we will obtain similar moment formulas expressed using a kernel function K(t, x) when (1.11) is satisfied. For the SHE and the SWE, this kernel function K(t, x) has explicit forms. But for the SFHE [8] , (1.1) with d = 1, γ = β − 1 and α = 2 in [4] , and the current spde (1.1), we obtain some estimates on it. In particular, we will obtain both upper and lower bounds on K(t, x).
After establishing the existence and uniqueness of the solution, we will study the samplepath regularity for the slow diffusion equations (i.e., the case when β ∈ (0, 1]). Given a subset D ⊆ R + × R d and positive constants β 1 , β 2 , denote by C β 1 ,β 2 (D) the set of functions v : R + × R d → R with the following property: for each compact set K ⊆ D, there is a finite constant C such that for all (t, x) and (s, y) ∈ K,
We will show that for slow diffusion equations, if the initial data has a bounded density, i.e.,
where Θ is defined in (1.9), and R * + := (0, ∞).
When the initial data are spatially homogeneous (i.e., the initial data are constants), so is the solution u(t, x), and then the Lyapunov exponents [19] . The full intermittency for the SHE and the SFHE are established in [1] and [10] , respectively. The weak intermittency of type I and II for SWE are proved in [6] and [13, Theorem 2.3], respectively. We will establish the weak intermittency of type II for both slow and fast diffusion equations. For some slow diffusion equations, we will prove the weak intermittency of type I. Moreover, we show that
It reduces to the following special cases:
(1) The SHE case, i.e., β = 1, α = 2, γ = 0 and d = 1:
(2) The SWE case, i.e., β = 2, α = 2, γ = 0 and d = 1: 
In order to obtain some lower bounds for the moments, we prove that under the following cases 20) the fundamental solution Y is nonnegative (see Theorem 4.6 blow). These results generalize those obtained by Mainardi et al [24] , Pskhu [28] , and Chen et al [9] . In the end, we derive some lower bounds for the moments of the solution to (1.4) under (1.9) and (1.20) .
This paper is structured as follows. In Section 2 we first give some notation and preliminaries. The main results are stated in Section 3. The fundamental solutions are studied in Section 4. The proof of the two existence and uniqueness theorems are given in Section 5. Finally, in Appendix, we prove some properties of the Fox H-functions.
Some preliminaries and notation
Let W = W t (A) : A ∈ B b R d , t ≥ 0 be a space-time white noise defined on a complete probability space (Ω, F, P ), where B b R d is the collection of Borel sets with finite Lebesgue measure. Let
be the natural filtration augmented by the σ-field N generated by all P -null sets in F. We use ||·|| p to denote the L p (Ω)-norm (p ≥ 1). In this setup, W becomes a worthy martingale measure in the sense of Walsh [33] , and [0,t]×R d X(s, y)W (ds, dy) is well-defined for a suitable class of random fields X(s, y), (s,
Recall that the rigorous meaning of the spde (1.1) is in the integral form (1.8).
Sometimes we need a lower bound on ρ(x): assume that for some constants l ρ > 0 and ς ≥ 0,
3)
We will use the following conventions to the kernel functions K(t, x; λ):
Throughout the paper, denote
Note that
Let t D α + denote the Riemann-Liouville fractional derivative of order α ∈ R (see, e.g., [29, (2.79 ) and (2.88)]):
We will need the two-parameter Mittag-Leffler function
which is a generalization of exponential function, E 1,1 (z) = e z ; see, e.g., [29, Section 1.2] . A function is called completely monotonic if (−1) n f (n) (x) ≥ 0 for n = 0, 1, 2, . . . ; see [34, Definition 4 ]. An important fact [31] concerning the Mittag-Leffler function is that
By [20, (2.9.27 )], the above Mittag-Leffler function is a special case of the Fox H-function:
.
Main results
The first two theorems are about the existence, uniqueness and moment estimates of the solutions to (1.1 Theorem 3.1 (Existence, uniqueness and moments (I)). Under (1.9), the spde (1.1) has a unique (in the sense of versions) random field solution {u(t, x) : (t, x) ∈ R * + × R d } if the initial data are such that
Moreover, the following statements are true:
(2) For all even integers p ≥ 2, all t > 0 and x, y ∈ R d ,
where C is some universal constant not depending on p, and σ is defined in (2.6).
This theorem is proved in Section 5.6. Note that if the initial data are bounded functions, then (3.1) is satisfied. 
2), then under (1.9), (1.11) and the first two cases of (1.20), for all t > 0 and x, y ∈ R d , it holds that
The proof of this theorem is given in Section 5.5.
The following theorem gives the Hölder continuity of the solution for slow diffusion equations. Theorem 3.3. Recall that the constants σ and Θ are defined in (2.6) and (1.9), respectively. If β ∈ (0, 1] and (3.1) holds, then under (1.9),
Moreover, we have 6) and (1.16) holds.
Proof. The bound (3.5) is due to (3.1) and (3.3). The proof of (3.6) is straightforward under (3.5) and Proposition 5.4 (see [5, Remark 4.6] ).
In order to use the moment bounds in (3.3) and (3.4), we need some good estimate on the kernel function K(t, x). Following [4] , define the following reference kernel functions:
for β ∈ (0, 2) where
These reference kernels are nonnegative and the constants c β and c d are chosen such that the integration of these kernels on R d is equal to one.
(1) Under (1.9) and (1.11), there are two nonnegative constants C and Υ depending on α, β, γ, and ν, such that, for all (t, x) ∈ R *
where σ is defined in (2.6);
(2) Under (1.9), (1.11) and the first two cases in (1.20), there are two nonnegative constants C andῩ depending on α, β, γ, and ν, such that, for all (t, x) ∈ R * The last set of results are the weak intermittency.
Theorem 3.5 (Weak intermittency). Suppose that (1.9) holds and the initial data satisfy (3.1).
(1) If ρ satisfies (2.1), then for some finite constant C > 0,
(2) Suppose that the initial data are uniformly bounded from below, i.e.,
2) with |c| + | ς | = 0, then under (1.9), (1.11) and the first two cases in (1.20), there is some finite constant C > 0 such that
Proof. By (3.3), (3.9) and (5.11),
Then increase the power by a factor p/2. As for the lower bound, it holds that
thanks to (3.4) and (3.10).
Fundamental solutions
Theorem 4.1. For α ∈ (0, 2], β ∈ (0, 2) and γ ≥ 0, the solution to
where
is the solution to the homogeneous equation and
and, if β ∈ (1, 2),
Moreover,
This theorem is proved in Section 4.2. For convenience, we will use the following notation
A direct consequence of expression (4.5) is the following scaling property
Remark 4.2. By choosing α = 2, d = 1 and β arbitrarily close to 2, one can see that the first condition in (1.10) suggests the condition γ > −1. However, when γ ∈ (−1, 0), one needs to specify another initial condition, namely, I
. This initial condition is obscure when the driving term f becomes the multiplicative noise ρ(u(t, x))Ẇ (t, x). Hence, throughout this paper, we assume γ ≥ 0.
This following lemma gives the asymptotics of fundamental solutions
, and Z * α,β,d (1, x) at x = 0 by choosing suitable values for η:
in case of Z * , when β ∈ (1, 2).
Then as x → 0 + , the followings hold:
where all the coefficients of the leading terms are finite and nonvanishing.
The calculations in the proof of this lemma is quite lengthy. We postpone it to Appendix A.1. and when β ∈ (1, 2), 15) where the constants C i ∈ R \ {0}, i = 1, . . . , 5, only depend on α, β, γ and d. Combining all these cases, we see that under (1.11), Y (1, x) is bounded at x = 0, and under (1.12), all functions Z(1, x), Z * (1, x) and Y (1, x) are bounded at x = 0.
has the following asymptotic property as |x| → ∞:
where the nonnegative constants are
Moreover, the asymptotic properties for Z(1, x) and Z * (1, x) are the same as that for Y (1, x) except that the argument γ in both (4.17) and (4.18) should be replaced by β − β and 1, respectively.
These asymptotics are obtained from [20, Sections 1.5 and 1.7]. We leave the details for interested readers.
, defined in Theorem 4.1, satisfy the following properties:
(1) For all d ∈ N and β ∈ (0, 1), both functions Z and Y are nonnegative. When β = 1, Z is nonnegative, and Y is nonnegative if either γ = 0 or γ > 1; This theorem is proved in Section 4.3. It generalizes the results by Mainardi et al [24] from one-space dimension to higher space-dimension. Moreover, in [24] only Z when β ∈ (0, 1] and Z * when β ∈ (1, 2) are studied. When β ∈ (1, 2), it also generalizes the results by Pskhu [28] from α = 2 and γ = 0 to general α ∈ (0, 2] and γ > −1.
Some special cases
In this part, we list some special cases. 19) and 20) and, when β ∈ (1, 2),
In particular, for β ∈ (0, 1) and γ = 0, the expressions for Z and Y recover those in [22, 17] . For Z 2,β,d , see also [21, Chapter 6] . When β ∈ (1, 2), γ = 0 and ν = 2, the expression for Y recovers the result in [28] .
Example 4.9. When α = 2 and d = 1, using Lemma A.2 and (A.8), we see that
and 23) and, when β ∈ (1, 2), 24) where M λ,µ (z) is the two-parameter Mainardi functions (see [4] ) of order λ ∈ [0, 1),
, for µ and z ∈ C . (4.25)
The one-parameter Mainardi functions M λ (z) are used by Mainardi, et al in [24, 23] .
Example 4.10. In [24] , the fundamental solutions Z α,β,d (t, x) for β ∈ (0, 1] and Z * α,β,d (t, x) for β ∈ (1, 2] have been studied for all α ∈ (0, 2) and d = 1. From the Mellin-Barnes integral representation (6.6) of [24] , we can see that the reduced Green function of [24] can be expressed using the Fox H-function:
where α and β have the same meaning as this paper and θ is the skewness: |θ| ≤ min(α, 2−α). For the symmetric α-stable case, i.e., θ = 0, this expression can be simplified using Lemma A.2. Hence,
Therefore, their fundamental solution [24, (1. 3)]
corresponds, in the case when ν = 2, to our Z α,β,1 (t, x) when β ∈ (0, 1] and Z * α,β,1 (t, x) when β ∈ (1, 2).
Here we draw some graphs 3 of these Green functions Y (t, 
(a) β = 6/5. 
On the other hand, it is known that (see, e.g., [30, (7. 14)]),
Thus,
Notice that (see [29, (1.80 )])
Hence,
from which (4.7)-(4.9) are proved. The expressions for Z and Z * in (4.4) and (4.6), respectively, are proved in [9] . By the fact that (see [29, (1.82 
Recall that t D α + is the Riemann-Liouville fractional derivative of order α ∈ R (see (2.8)). Hence, we see that
, with θ := β − β − γ, which can be evaluated using [20, Theorem 2.8] in the same way as in [9] for the case γ = 0. This completes the proof of Theorem 4.1.
Nonnegativity of the fundamental solutions (proof of Theorem 4.6)
We first prove some lemmas.
Lemma 4.11. The following Fox H-functions are nonnegative:
(1) for all θ ∈ (0, 1), 
where we have applied [27, (5.5.
3)] in (4.31). Similarly, when x > 1, Theorem 1.4 of [21] implies that
Finally, the existence of this Fox H-function at x = 1 is not covered by Theorem 1.1 of [20] because ∆ = 0 and µ = 0 (see (A.4) for the definition of the parameter µ). In fact, as one can see that the series in (4.31) with x = 1 diverges. Nevertheless, we may define that 
has the following properties: .
By the recurrence relation of the Gamma function, we see that
By the definition of the Fox H-function, the above expression can be simplified as
(b) By the definition of the Fox H-function,
where the contour L iγ∞ is defined in Definition A.1. Assuming that we can switch the integrals, which can be made rigorous by writing f in the series form and applying Fubini's theorem, we see that
By change of variable (z/x) 2 − 1 = y and Euler's Beta integral (see, e.g., [27, 5. 12.3 on p.142]), we see that
Note that the above integral is convergent provided that Re(2s + d) > 0, which is satisfied by choosing, e.g., γ = Re(s) = 0 in (4.32). Therefore,
(c) By the recurrence in (b), we only need to prove the case d = 3. Apply Lemma A.2, Properties 2.4 and 2.5 in [21] to obtain
Then (c) is proved by an application of part (2) of Lemma 4.11.
Proof of Theorem 4.6. By comparing the Fox H-functions in (4.4), (4.5), and (4.6), We only need to consider the following Fox H-function: (2) and (3) 
by Property 2.2 of [21]
, we see that
As in the previous case, by Theorem A.5, we see that .
(4.34)
Note that condition (A.12) is satisfied because in this case,
Hence, in view of condition (2) . Thanks to Lemma 4.11 (1) , this function is strictly positive for t/x = 0 when α ∈ (0, 2).
(3) Now we consider the case when d ≥ 4. The case α = 2 is covered by Lemma 25 of [28] . In the following, we assume that α ∈ (0, 2). By the scaling property, we may only consider the case t = 1. Hence, it suffices to study the following function
Because a * = 2 − β > 0, we can apply Theorem 1.7 of [21] to obtain that
The condition α ∈ (0, 2) implies that Γ(−α/2) < 0. Thus, the coefficient of x −d−1 is positive. Hence, g can assume positive values. Now we consider the behavior of g(x) around zero. Because β > 1 and 2α < 4 ≤ d, we can apply the case 6 of Lemma 4.3:
The coefficient of x 2α−d is negative because Γ(−β) > 0 for β ∈ (1, 2). Therefore, g(x) can assume negative values. This completes the proof of Theorem 4.6.
Proofs of Theorems 3.1 and 3.2
The proofs of Theorems 3.1 and 3.2 will follow the same arguments as the proof of [7, Theorem 1.2], which requires some lemmas and propositions.
Dalang's condition
Lemma 5.1. Suppose that θ > 1/2 and β ∈ (0, 2). The following statements are true:
(a) There is some nonnegative constant C β,θ such that for all t > 0 and λ > 0,
for all t > 0 and λ > 0. ∼ O x − min(2β,2θ−1) , as x → ∞.
In particular, when θ = β, by Property 2.2 and (2.9.5) of [20] ,
(b) When β < min(1, θ), by (2.10), we know that E β,θ (−|x|) is nonnegative, hence, for another nonnegative constant C , one can reverse the inequality (5.2). This completes the proof of Lemma 5.1.
with α ∈ (0, 2], β ∈ (0, 2), and γ > 0. The following two conditions are equivalent:
Proof. (i)⇒(ii): Fix an arbitrary t > 0. By the Plancherel theorem and (4.8), we only need to prove that
Notice that d > 0 and Condition (1) together imply that β +γ > 1/2. Thus, we can integrate ds first using Lemma 5.1 (a). Then it reduces to prove that
which is guaranteed by (i).
(ii)⇒(i): The case β ∈ (0, 1] can be proved in the same way as above by an application of Lemma 5.1 (b). The case β ∈ (1, 2) is trickier. Fix t > 0. Denote the integral in (5.5) by I(t). Then by change of variables,
Note that the double integral is decoupled. The integrability of ds at zero implies that 2(β + γ) − 1 − βd α > 0, which is equivalent to
By the asymptotics of E β,β+γ (−y) at +∞ (see, e.g., Theorem 1.3 in [29] ; note that the condition β ∈ (1, 2) is used here), we see that there exist y 0 > 0 and some constant C > 0 such that
Hence, the integrability of dy at zero and infinity implies the following conditions:
Combining (5.6) and (5.7) gives (i). This completes the proof of Lemma 5.3.
Some continuity results on Y
This part contains some continuity results on Y . All the results proved in this part will be used in the proof of Theorem 3.2. In particular, Proposition 5.4 will be used to prove the Hölder continuity (Theorem 3.3).
Proposition 5.4. Suppose α ∈ (0, 2], β ∈ (0, 2), γ ≥ 0, and (1.9) holds. Then Y (t, x) = Y α,β,γ,d (t, x) satisfies the following two properties:
(ii) If β ≤ 1 and γ ≤ β − β, then there is some nonnegative constant C = C(α, β, γ, ν, d) such that for all s, t ∈ R * + with s ≤ t, and
Proof. (i) Fix t > 0. By Plancherel's theorem and (4.8), the left hand side of (5.8) is equal to
where we have applied Lemma 5.1 in the last step (see also the proof of Lemma 5.3). Denote Θ := 2α + α β min(0, 2γ − 1). Because 1 − cos(x) ≤ 2 ∧ (x 2 /2) for all x ∈ R, we only need to bound
The second integral on the right hand side of the above inequality is finite provided that Θ > d, which is Dalang's condition. By [27, 15.6 .1], for some constant C > 0,
which is true under the condition that d + 3 > d + 2 > 0. By [20, 2.9 .15],
Since ∆ = 0, by [20, Theorem 1.7] , for all θ ∈ (0, min(Θ, 2 + d)),
Combining these cases, we have proved (i).
(ii) Denote the left hand side of (5.9) by I. Apply Plancherel's theorem and use (2.10),
Then by Lemma 5.5 below,
By (2.10) and t ≥ s,
where in the last step we have applied Lemma 5.5. Because β + γ ≤ 1, we see that
Denote ρ := 2(β + γ) − 1 − dβ/α. Note that ρ > 0 is implied by Dalang's condition (1.9). Therefore,
This proves (5.9). As for (5.10), by a similar reasoning, we have
This completes the proof of Proposition 5.4.
The following lemma is a slight extension of [26, Lemma 1] from the case where γ = 1 − β to a general γ.
Lemma 5.5. Assume that d < 2α, β ∈ (0, 2), and γ ≥ 0. Then
for all t > 0, where
Proof. By Plancherel's theorem and (4.8),
Note that by the asymptotic property of the Mittag-Leffler function ( [29, Theorem 1.7] ), the last integral is finite if d < 2α.
The corresponding results to the next Proposition for the SHE, the SFHE, and the SWE can be found in [7, Proposition 5.3] , [8, Proposition 4.7] , and [6, Lemma 3.2], respectively. We need some notation: for τ > 0, α > 0 and (t, x) ∈ R *
Proposition 5.6. Suppose that β ∈ (0, 2) and γ ∈ [0, β −β]. Then for all (t, x) ∈ R * + ×R d , there exists a constant A > 0 such that for all (t , x ) ∈ B t,x,1/2,1 and all s ∈ [0, t ) and y ∈ R 
as |y| → ∞, where the constants a, b and c are defined in (4.18), and
Estimations of the kernel function K
Assumption 5.8. The function G : R + × R d → R has the following properties:
(1) There is a nonnegative function G(t, x), called reference kernel function, and constants C 0 > 0, σ < 1 such that
2) The reference kernel function G(t, x) satisfies the following sub-semigroup property: for some constant C 1 > 0,
, for all t, s > 0 and x ∈ R d . (5.14)
Assumption 5.9. The same as Assumption 5.8 except that the two "≤" in (5.13) and (5.14) are replaced by "≥". We call the property (5.14) with "≤" replaced by "≥" the super-semigroup property.
Proposition 5.10. Under conditions (1.9) and (1.11), the function Y (t, x) satisfies Assumption 5.8 with the reference kernel G α,β (t, x) defined in (3.7), two nonnegative constants C 0 and C 1 , depending on (α, β, γ, ν, d), and σ defined in (2.6).
Proof. The proof is similar to that of [4, Proposition 5.8] . We first note that σ < 1 is implied by Dalang's condition (1.9); see (2.7).
Case I. We first consider the case where α = 2. In this case,
Notice that 2 2 − β > β + 1, for β ∈ (0, 1) ∪ (1, 2), and when β = 1, the constant b defined in (4.18) reduces to 1/(2ν), which is bigger than 1/(4ν). Hence, by (4.16) and (4.13), we see that
Note that in the application of (4.13) in the above equations we have used the fact that Dalang's condition (1.9) implies d < 2α. When β = 1, we see that
and hence, C 1 = 1 and (5.14) becomes equality in this case. When β ∈ (0, 1),
Then by Lemma 5.10 of [4] , for some nonnegative constant C 1 ,
When β ∈ (1, 2) ,
Hence, by the semigroup property for the heat kernel,
where in the last step we have applied the inequalities:
Hence, in this case, C 1 = 2 (1−β)d . Therefore, Assumption 5.8 is satisfied.
Case II. We now consider the case where α = 2. In this case,
where G p (t, x) is the Poisson kernel (see [32, Theorem 1.14] ). By the scaling property and the asymptotic property of Y (1, x) at 0 and ∞ shown in (4.13) and (4.16), for some nonnegative constant C,
, where the second inequality is due to (d+α)/2 ≥ (d+1)/4, which is equivalent to d ≥ 1−2α. Hence,
Then, it is ready to see that
By the semigroup property of the Poisson kernel, we have that
Then use the inequalities 16) to conclude that for some constant C 1 > 0,
This completes the proof of Proposition 5.10.
Proposition 5.11. Under (1.9) and the first two cases of (1.20), the function Y (t, x) satisfies Assumption 5.9 with the reference kernelḠ α,β (t, x) defined in (3.8), two nonnegative constants C 0 and C 1 , depending on (α, β, γ, ν, d), and σ defined in (2.6).
Proof. The proof is similar to the proof of the previous proposition. We have several cases.
Case I: When α = 2 and β ∈ (0, 1), by the scaling property (4.12), and the asymptotics at zero and infinity in (4.13) and (4.16), we see that
By the semigroup property of the heat kernel,
where the last inequality is due to
Case II: When α < 2 and β ∈ (0, 1 ∨ α), by (4.12) and (4.16),
By the super-semigroup property can be proved in the same way from (5.15) and (5.16).
A lemma on the initial data
Lemma 5.12. For all compact sets K ⊆ R *
under the following two cases:
(1) Both (1.9) and (1.11) are satisfied and the initial data satisfy (3.1);
(2) Both (1.9) and (1.12) are satisfied and the initial data belong to M α,β (R).
Proof. In both cases, the kernel function K(t, x) has the following upper bound
Part (1) is clear because
where σ < 1 (see (2.7)). The proof of part (2) requires more work. The case when α = 2 is proved in Lemma 6.7 of [4] . The proof for α ∈ (0, 2) is similar to that of Lemma 4.9 in [8] . Let
with η = β in case of Z and η = 1 in case of Z * . Hence, we need only consider J 0 (t, x) = (|µ| * G(t, ·))(x). By the asymptotic properties both at infinity and at zero (see Lemma 4.5 and Remark 4.4), we have that for all t ∈ (0, T ],
The rest of the proof follows line-by-line the proof of part (2) of Lemma 4.9 in [8] . This completes the proof of Lemma 5.12.
Proof of Theorem 3.2
Proof of Theorem 3.2. The proof is the same as the proof of [4, Theorem 3.1], which in turn follows the same six steps as those in the proof of [7, Theorem 2.4] with some minor changes:
The proof relies on estimates on the kernel function K(t, x), which is given by Proposition 5.10.
In the Picard iteration scheme, one needs to check the L p (Ω)-continuity of the stochastic integral. This will guarantee that the integrand in the next step is again in P 2 , via [7, In the first step of the Picard iteration scheme, the following property, which determines the set of the admissible initial data, needs to be verified: for all compact sets
For the SHE, this property is proved in [7, Lemma 3.9] . Here, Lemma 5.12 gives the desired result with minimal requirements on the initial data. This property, together with the calculation of the upper bound on K(t, x) in Theorem 3.4, guarantees that all the L p (Ω)-moments of u(t, x) are finite. This property is also used to establish uniform convergence of the Picard iteration scheme, hence L p (Ω)-continuity of (t, x) → I(t, x). The proof of (3.4) is identical to that of the corresponding property in [7, Theorem 2.4] . This completes the proof of Theorem 3.2.
Proof of Theorem 3.1
Proof of Theorem 3.1. The proof of Theorem 3.1 is similar to that for Theorem 3.2. Because the Picard iterations in the proof of Theorem 2.4 [7] give the following the moment formula
Note that the function (1 K p ) (t, x) is a function of t only. For convenience, we denote it as H(t; λ) := Therefore, we need only to prove that H(t; λ) is finite, which is proved in Lemma 5.13 below. This completes the proof of Theorem 3.1.
Lemma 5.13. For all α ∈ (0, 2], β ∈ (0, 2), γ ≥ 0, and d ∈ N, under Dalang's condition (1.9), we have that H(t; λ) ≤ exp Cλ 2 1−σ t , for all t > 0 and λ ∈ R, where σ is defined in (2.6) and C is some constant depending on α, β, γ and d. where C is defined in (5.11) and θ = 1 − σ. Note that θ > 0 is guaranteed by Dalang's condition (1.9). Now we claim that, for n ≥ 0, Γ((n + 2)θ + 1) .
Therefore,
Then apply the asymptotic property of the Mittag-Leffler function (see, e.g., [29, Theorem 1.3] ). This completes the proof of Lemma 5.13. The following two parameters of the Fox H-functions (A.1) will be used in this paper: x log x, where we have used the fact that Γ(x) has simple poles at x = −n, n = 0, 1, . . . , with residue (−1) n n!
. Therefore,
x log x + O(x), as x → 0 + . where the nonnegativity is due to the fact that η ≥ β > βd/α. Therefore, 
