Abstract: Let p ∈ (1, ∞), κ ∈ (0, 1) and w ∈ A p (C). In this article, the authors obtain a boundedness (resp., compactness) characterization of the Buerling-Ahlfors commutator [B, b] on the weighted Morrey space L p, κ w (C) via BMO(C) [resp., CMO(C)], where B denotes the Buerling-Ahlfors transform and b ∈ BMO(C) [resp., CMO(C)]. Moreover, an application to the Beltrami equation is also given.
Introduction and statement of main results
for suitable function f with compact support and x supp ( f ). It is well known that the boundedness (resp., compactness) of Calderón-Zygmund commutators on function spaces can be characterized by functions in BMO(R n ) [resp., CMO(R n )] and plays an important role in harmonic analysis, complex analysis, PDEs and other fields in mathematics. Here and hereafter, the space CMO(R n ) is defined to be the BMO(R n )-closure of C ∞ c (R n ), the set of all infinitely differentiable functions on R n with compact supports.
In particular, to extend the classical H p spaces to higher dimension, Coifman et al. [9] proved that, for any b ∈ BMO(R n ), the commutator [b, T ] of a Calderón-Zygmund operator T with smooth kernel is bounded on L p (R n ) for any p ∈ (1, ∞); they also proved that, if [b, R j ] is bounded on L p (R n ) for every Riesz transform R j , j ∈ {1, . . . , n} and some p ∈ (1, ∞), then b ∈ BMO(R n ). Later, Uchiyama [28] further showed that b ∈ BMO(R n ) if the commutator [b, T ] of a Calderón-Zygmund operator T with smooth kernel is bounded on L p (R n ) for some p ∈ (1, ∞); he also showed that [b, T ] is compact on L p (R n ) for any p ∈ (1, ∞) if and only if b ∈ CMO(R n ). These equivalent characterizations of the boundedness and the compactness of commutators were further extended to the Morrey space L p, κ (R n ) by Di Fazio and Ragusa [10] and Chen et al. [6] , respectively, where κ ∈ (0, 1) and p ∈ (1, ∞).
On the other hand, Coifman et al. [8] applied the bounedness of Calderón-Zygmund commutators to study Navier-Stokes equations. Let B be the Beurling-Ahlfors transform on C defined by the following principal value:
For brevity, we denote the area element dx dy in R 2 (or, equivalently, the differential form du∧dū in C) by du as above. Then B is a Calderón-Zygmund operator on C. More precisely, let K B (z, u) := − At the frequency side, B corresponds to the Fourier multiplier m(ξ) := ξ ξ and B is an isometry in L 2 (C). For more work on Beurling-Ahlfors transforms, we refer the reader to [3, 2, 24, 13, 4, 7] .
In [14] , Iwaniec used the L p (R n )-compactness theorem of Calderón-Zygmund commutators of Uchiyama [28] to derive the L p (C)-invertibility of the operator Id − bB, where p ∈ (1, ∞), Id is the identity operator and the coefficient b ∈ L ∞ (C) ∩ CMO(C) has compact support, and applied it to study linear complex Beltrami equations and the L p (C)-theory of quasiregular mappings. These results were further extended to the weighted Lebesgue space L p w (C) with p ∈ (1, ∞) and w ∈ A p (C) by Clop and Cruz [7] , where they also obtained a priori estimate in L p w (C) for the generalized Beltrami equation and the regularity for the Jacobian of certain quasiconformal mappings. For more results on the boundedness and the compactness of Calderón-Zygmund commutators on function spaces and their applications, please see [15, 8, 21, 19, 23, 22] and references therein.
Let p ∈ (1, ∞), κ ∈ (0, 1) and w ∈ A p (C). In this article, we consider the boundedness and the compactness characterizations of the Beurling-Ahlfors transform commutator In what follows, for any p ∈ [1, ∞), we use the symbol L p loc (C) to denote the set of all locally integrable functions on C.
where the supremum is taken over all squares Q in C, w(Q) := Q w(z) dz and w Q := 1
|Q| w(Q).
Throughout this article, for any z ∈ C and r ∈ (0, ∞), let Q(z, r) be the square in C with center z and side-length 2r. We recall the following notion of the weighted Morrey spaces from [20] .
In [20] , Komori and Shirai obtained some results concerning commutators on the weighted Morrey spaces L p, κ w (R n ), where κ ∈ (0, 1), p ∈ (1, ∞) and w is a Muckenhoupt A p weight on R n ; they showed that any Calderón-Zygmund operator T and its commutator [b, T ] with b ∈ BMO(R n ) are both bounded on L p, κ w (R n ). Since the Beurling-Ahlfors transform B is a Calderón-Zygmund operator, we know that, for any p ∈ (1, ∞), κ ∈ (0, 1) and w ∈ A p (C), B and the commutator [b, B] with b ∈ BMO(C) are both bounded on L p, κ w (C). Then we have the following result. 
As an application of Theorem 1.4, we have the following result on the Beltrami equation. In what follows, ∂ := ∂ ∂z ,∂ := ∂ ∂z and, for any r ∈ (1, ∞), the Lebesgue space L r (C) is defined to be the set of all measurable functions f such that 
An outline of this article is in order.
In Section 2, we give the proof of Theorem 1.3. In this section, we first obtain a simple but useful auxiliary lemma (see Lemma 2.1 below), which is on the domination of |b(z) − α Q (b)| for a given real-valued function b ∈ L 1 loc (C) by the difference |b(z) − b(u)| pointwise on subsets of Q × Q, where Q and Q are squares and α Q (b) is the median value of b over Q . Compared to [22, 27] , our method adopted in the proof of Theorem 1.3 avoids the use of the so-called local mean oscillation.
Section 3 is devoted to the proof of Theorem 1.4 and is divided into two subsections. We give the proof of Theorem 1.4(i) in Subsection 3.1. Observe that, for any p ∈ (1, ∞), κ ∈ (0, 1) and a general weight w ∈ A p (C), L Subsection 3.2 is devoted to the proof of Theorem 1.4(ii). As in the unweighted case (see, for example, [28, 27] ), we first obtain a lemma for the upper and the lower bounds of integrals of [b, B] f j related to certain squares Q j , for any real-valued function b ∈ BMO(C) and proper functions f j defined by Q j with j ∈ N; see Lemma 3.5 below. Since a general A p (C) weight is not invariant under translations, besides Lemma 3.5, we also obtain a variant of Lemma 3.5, where the geometrical relation of {Q j } j∈N are involved; see Lemma 3.6 below. Using Lemmas 3.5 and 3.6 as well as an equivalent characterization of CMO(C) established by Uchiyama [28] , we give the proof of Theorem 1.4(ii) via a contradiction argument.
In Section 4, we study the Beltrami equation and present the proof of Theorem 1.5 as an application of Theorem 1.4. We follow the ideas used in [14] (or [7] ) and apply some known properties of B and the index theory of Fredholm operators.
Finally, we make some conventions on notation. Throughout the article, we denote by C and C positive constants which are independent of the main parameters, but they may vary from line to line. Positive constants with subscripts, such as C 0 and C 1 , do not change in different occurrences. If f ≤ Cg, we then write f g or g f and, if f g f , we then write f ∼ g.
Boundedness characterization of Beurling-Ahlfors commutators
This section is devoted to the proof of Theorem 1.3. Since Theorem 1.3(i) is a corollary of [20, Theorem 3.4] , it suffices to prove Theorem 1.3(ii). Compared to the method used in [22, 27] , our method avoids the use of the so-called local mean oscillation; see also [12, 15] .
Here and hereafter, for any z ∈ C, square Q ⊂ C and f ∈ L 1 loc (C),
We first recall the median value α Q ( f ) in [17, 26, 18, 16] . For any real-valued function f ∈ L 1 loc (C) and square Q ⊂ C, let α Q ( f ) be a real number such that
see [18, p. 30 ].
Lemma 2.1. Let b be a real-valued measurable function on C.
Then, for any square Q := Q(z 0 , r 0 ) ⊂ C with z 0 ∈ C and r 0 ∈ (0, ∞), there exist measurable sets E 1 , E 2 ⊂ Q and Proof. For the given squares Q and Q, let
It is easy to see that {E j × F j } 2 j=1 satisfies (iii). Then, by (2.1) and (2.2), we have
and hence (ii) holds true. This finishes the proof of Lemma 2.1.
Now, we give the proof of Theorem 1.3(ii).
Proof. To show that b ∈ BMO(C), it suffices to show that, for any square Q ⊂ C, O(b; Q) 1. Let Q be a square in C and Q, E j , F j , j ∈ {1, 2} be as in Lemma 2.1. Since b is real-valued, from the Hölder inequality and the boundedness of
, where ImK B (z, u) denotes the imaginary part of K B (z, u). This finishes the proof of Theorem 1.3.
Compactness characterization of Beurling-Ahlfors commutators
This section is devoted to the proof of Theorem 1.4. We present the proof of Theorem 1.4(i) in Subsection 3.1 and the proof of Theorem 1.4(ii) in Subsection 3.2.
Proof of Theorem 1.4(i)
We first recall a sufficient condition for subsets of weighted Morrey spaces to be relatively compact from [23] 
(ii) F uniformly vanishes at infinity, namely, for any ǫ ∈ (0, ∞), there exists some positive constant M such that, for any f ∈ F ,
(iii) F is uniformly equicontinuous, namely, for any ǫ ∈ (0, ∞), there exists some positive constant ρ such that, for any f ∈ F and ξ ∈ C with |ξ| ∈ [0, ρ),
Inspired by [21] (see also [7] ), before we give the proof of Theorem 1.4, we first establish the boundedness of the maximal operator B * of a family of smooth truncated Beurling-Ahlfors transforms {B η } η∈(0,∞) as follows. For η ∈ (0, ∞), let
Then we have the following conclusion. Recall that the Hardy-Littlewood maximal operator M is defined by setting, for any f ∈ L 1 loc (C) and z ∈ C,
where the supremum is taken over all the squares Q of C that contain z.
Lemma 3.2. There exists a positive constant C such that, for any b
From the smoothness of b and (1.1), we deduce that
which completes the proof of Lemma 3.2.
In what follows, the maximal operator B * is defined by setting, for any suitable function f and z ∈ C,
Proof. The boundedness of M on L p, κ w (C) was obtained in [1] . We only consider the boundedness of B * . The argument is standard and we give the proof briefly. For any fixed square Q ⊂ C and f ∈ L p, κ w (C), we write
Observe that K B, η satisfies (1.1), (1. 
where, in the penultimate inequality, we used the fact that, since w ∈ A p (C), it follows that there exist positive constants C (w) and σ ∈ (0, 1) such that, for any square Q ⊂ C and measurable set E ⊂ Q,
This finishes the proof of Lemma 3.3.
Proof of Theorem 1.4(i).
When b ∈ CMO(C), for any ε ∈ (0, ∞), there exists
Moreover, from Lemmas 3.2 and 3.3, we deduce that We first point out that, by [20, Theorem 3.4] and the fact that b ∈ BMO(C), we know that
Observe that there exists a positive constant R 0 such that supp (b) ⊂ Q(0, R 0 ). Let M ∈ (10R 0 , ∞). Thus, for any u ∈ Q(0, R 0 ) and z ∈ C with |z| ∈ (M, ∞), we have |z − u| ∼ |z|. Then, by (1.1) and the Hölder inequality, we conclude that
Therefore, for any fixed square U := Q( z, r) ⊂ C, we have
where, in the penultimate inequality, we used the fact that, if w ∈ A p (C) for some p ∈ (1, ∞), then, for any square Q ⊂ C and t ∈ (1, ∞),
w(tQ) t 2p w(Q). (3.2)
Thus, we conclude that
Therefore, condition (ii) of Lemma 3.1 holds true for [b, B η ]F with M large enough.
It remains to prove that [b, T η ]F also satisfies condition (iii) of Lemma 3.1. Let η be a fixed positive constant small enough and ξ ∈ C with |ξ| ∈ (0, η/8). Then, for any z ∈ C, we have
Since b ∈ C ∞ c (C), it follows that, for any z ∈ C,
To estimate L 2 (z), we first observe that K B, η (z, u) = 0, K B, η (z + ξ, u) = 0 for any z, u, ξ ∈ C with |z − u| ∈ (0, η/4) and |ξ| ∈ (0, η/8). Moreover, by the definition of K B, η (z, u) and (1.2), we know that, for any z, u, ξ ∈ C with |z − u| ∈ [η/4, ∞),
This in turn implies that, for any z ∈ C,
Combining the estimates of L i (z), i ∈ {1, 2}, we conclude that [b, B η ]F satisfies condition (iii) of Lemma 3.1. Thus, [b, B η ] is a compact operator for any b ∈ C ∞ c (C). This finishes the proof of Theorem 1.4(i).
Proof of Theorem 1.4(ii)
We begin with recalling an equivalent characterization of CMO(C) from [28, p. 166, Lemma] . In what follows, the symbol a → 0 + means that a ∈ (0, ∞) and a → 0.
Lemma 3.4. Let f ∈ BMO(C). Then f ∈ CMO(C) if and only if f satisfies the following three conditions:
Next, we establish a lemma for the upper and the lower bounds of integrals of [b, B] f j on certain squares Q j in C for any j ∈ N. By the choice of α Q ( f ) as in Lemma 2.1, it is easy to show that, for any f ∈ L 1 loc (C) and square Q ⊂ C,
with the equivalent positive constants independent of f and Q. 
where Q k j := 3 k−1 Q j + 3 k r j e and e = (1, 0) is the unit vector of x-axis, and
Proof. For each j ∈ N, define the function f j as follows:
j := a j χ Q j and
where Q j is as in the assumption of Lemma 3.5 and a j ∈ R is a constant such that
Then, by the definition of a j , (2.1) and (2.2), we conclude that |a j | ≤ 1/2. Moreover, we also have supp ( f j ) ⊂ Q j and, for any z ∈ Q j ,
Moreover, since |a j | ≤ 1/2, we deduce that, for any z ∈ (Q j, 1 ∪ Q j, 2 ),
and hence
Observe that
Moreover, for any k ∈ N, we have
We now prove inequality (3.5). By (1.2), (3.7), (3.9) and the fact that |z − z j | ∼ |z − ξ| for any z ∈ Q k j with integer k ≥ 2 and ξ ∈ Q j , we conclude that, for any z ∈ Q k j ,
Moreover, by the well-known John-Nirenberg inequality and b BMO(C) = 1, we know that, for each k ∈ N and square Q ⊂ C,
where the last inequality is deduced from the fact that
Since w ∈ A p (C), it follows that there exists ǫ ∈ (0, ∞) such that the reverse Hölder inequality
holds true for any square Q ⊂ C. By this fact, the Hölder inequality, (3.14), (3.11) and (3.13), we conclude that there exists a positive constant C 3 such that, for any k ∈ N,
Next, observing that, for any z := x + iy ∈ Q k j with integer k ≥ 2 and ξ := ζ + iη ∈ Q j , we have
By this, together with (3.8), (3.9), (3.3) and (3.4), we conclude that, for any z ∈ Q k j ,
where z := x + iy and ξ := ζ + iη with x, y, ζ, η ∈ R. From this and (3.12), we deduce that there exists a positive constant C 4 such that
Take K 0 ∈ (0, ∞) large enough such that, for any integer k ≥ K 0 ,
From this, (3.10), (3.15) and (3.16), we further deduce that
This shows inequality (3.5). Now, we show the inequality (3.6). From supp ( f j ) ⊂ Q j , (1.1), (3.9), (3.3) and b BMO(C) = 1, we deduce that, for any z ∈ 3 k+1 Q j \ 3 k Q j ,
Therefore, by (3.15) (which holds true with Q k j replaced by 3 k+1 Q j \ 3 k Q j ), we know that, for any integer k ≥ K 0 ,
This finishes the proof of Lemma 3.5.
Lemma 3.5 is sufficient to derive the necessity of the compactness of Calderón-Zygmund commutators in unweighted case; see, for example, [27] . For weighted case, since a general weight w ∈ A p (C) is not invariant under translations, we also need the following Lemma 3.6 to deal with some tricky situations.
{Q j } j∈N be as in Lemma 3.5 . Assume that {Q j } j∈N := {Q(z j , r j )} j∈N also satisfies the following two conditions:
where
(ii) {r j } j∈N is either non-increasing or non-decreasing in j, or there exist positive constants C min and C max such that, for any j ∈ N,
Then there exists a positive constant C such that, for any j, m ∈ N,
Proof. Without loss of generality, we may assume that b BMO(C) = 1 and {r j } j∈N is non-increasing. Let { f j } j∈N , C 1 , C 2 be as in Lemma 3.5 associated with {Q j } j∈N . Recall that, for any w ∈ A p (C) with p ∈ (1, ∞), there exists p 0 ∈ (1, p) such that w ∈ A p 0 (C). By (3.5), (3.12), (3.1) and (3.2) with w ∈ A p 0 (C), we find that, for any j ∈ N,
for some positive constant C 3 independent of δ and C 1 . We next prove that, for any j, m ∈ N,
Indeed, since supp ( f j+m ) ⊂ Q j+m , from (3.9), (3.3), (3.17) and b BMO(C) = 1, it follows that, for any z ∈ C 1 Q j ,
Therefore, from (3.20) , (3.22) , (3.23) and p 0 ∈ (1, p) , we deduce that, for C 1 large enough,
This finishes the proof of (3.19) . By (3.18) and (3.19), we know that, for any j, m ∈ N and C 1 large enough,
This finishes the proof of Lemma 3.6. 
Proof of Theorem 1.4(ii)
j )} j∈N of squares in C satisfying (3.4) and that |Q (1) j | → 0 as j → ∞. We further consider the following two subcases.
Subcase (i) There exists a positive constant M such that |z
Let { f j } j∈N be associated with {Q j } j∈N , C 1 , C 2 , K 0 and C 2 be as in Lemmas 3.5 and 3.6. Let p 0 ∈ (1, p) be such that w ∈ A p 0 (C) and C 4 := 3 K 2 > C 2 = 3 K 0 for K 2 ∈ N large enough such that
where C (w) is as in (3.1) and C (p 0 ) satisfies that, for any square Q ⊂ C and t ∈ (1, ∞),
Since |Q (1) j | → 0 as j → ∞ and {z (1) j } j∈N ⊂ Q 0 , we may choose a subsequence {Q
and w Q
For fixed ℓ, m ∈ N, let
Notice that
We then have
We first consider the term F 1 . Assume that
. Thus, by (3.26), we have
where 2r
(1) j ℓ is the side-length of Q
. Then, from (3.28), we deduce that
By this, we further know that there exist at most two of {Q
(1)
intersecting E j ℓ . By (3.5) and (3.1), we conclude that
If E j ℓ := J \ J 2 = ∅, the inequality above still holds true. Moreover, from (3.6), (3.25) , (3.24) and (3.26), we deduce that
By (3.27), (3.29) and (3.30), we obtain Case ii) b violates condition (ii) of Lemma 3.4. In this case, there exist δ ∈ (0, ∞) and a sequence {Q (2) j } j∈N of squares in C satisfying (3.4) and that |Q (2) j | → ∞ as j → ∞. We further consider the following two subcases as well.
Subcase (i) There exists an infinite subsequence {Q
j } j∈N and a point z 0 ∈ C such that, for any ℓ ∈ N, z 0 ∈ 3C 1 Q (2) j ℓ . Since |Q This further implies that Id − bB is a Fredholm operator (see, for example, [5, p. 169] ). Now, we apply the index theory to Id − bB as follows. Since the continuous deformation Id − tbB for
