Two-dimensional systematic sampling and maximal stratification are frequently used in spatial surveys, because of their ease of implementation and design efficiency. An important drawback of these designs, however, is that no direct estimator of the design variance is available. In this paper estimation of the sampling variance of a total in a modelbased context is considered.
Introduction
In agricultural and environmental surveys statistical units are often defined using purely spatial criteria, i.e. units are defined using geographical coordinates; for details see Benedetti et al. (2015) . Also, many National Statistical Institutes are increasingly geo-referencing their sampling frames by adding information regarding the exact position of each record.
An inherent and fully recognized feature of spatial data is that they are dependent, as expressed in Tobler's first law (Tobler, 1970) . As a consequence, certain sampling schemes for spatial units and estimators can be defined by introducing a suitable model for spatial dependence within a model-based or model-assisted framework.
In this paper we will discuss and implement a model-based estimator of the variance for some spatial sampling designs; in particular we will concentrate on two-dimensional systematic sampling and one-per-stratum (or maximal stratification) sampling which are quite common for surveys where sampling units are spatially referenced. They are relatively simple to plan and implement; provide unbiased estimators of totals and, selecting samples that are well-spread over the study region, can even yield lower variability in design-based estimators (Cochran (1977, sec. 5.7 and p. 208); Fewster (2011) ). This property is mainly justified by the literature on spatially balanced samples, according to which, for both empirical and theoretical reasons selecting samples that are spatially well distributed implies a gain in efficiency, particularly when we are dealing with populations positively autocorrelated or that follow a spatial trend (Stevens and Olsen, 2004; Grafström and Tillé, 2013) . However the distinguishing characteristics of these designs are that the second order probabilities are equal to zero at least for close units that belong to the same stratum or that are within the step used in systematic sampling. This is a condition that brings us in the field of non-measurable designs and implies the impossibility to use a design-based estimator of the variance.
Recall that a probability sampling design is measurable if all the inclusion probabilities of the first and second order are strictly positive. The positivity of the inclusion probabilities of the first order is a sufficient condition for an unbiased estimator of a total to exist (Fuller, 2009, p. 8) . The condition of positivity of the inclusion probability of the second order, instead, makes it possible to calculate an unbiased (or approximately unbiased) estimator of the sample variance. Such design-based variance can be used to build design-based confidence intervals. For all the details see Särndal et al. (1992, sect. 2.4 and sect. 14.3) and Benedetti et al. (2015, p. 115) .
Solutions to the problem of variance estimation in non-measurable designs (as defined above) discussed in the literature and used in practice can be divided into three broad groups: (i) ignoring the problem, i.e. using variance estimators derived from simple random sampling; (ii) post-stratification, i.e. aggregating strata or adjacent samples from systematic designs and using stratified variance estimators; (iii) modeling the process producing the finite population and exploiting this information to estimate the variance.
There seems to be increasing interest in the literature in using explicit model-based solutions to the problem of variance estimation in non-measurable designs even if one is primarily interested in design-based inference: general reference texts are Wolter (2007, Ch. 8) and Fuller (2009, sec. 5.3) and specific contributions for spatial data are those of Opsomer et al. (2012) and Bartolucci and Montanari (2006) which rely on linear models based on auxiliary variables, Fewster (2011) which applies a multinomial model to strip sampling and transect sampling and D'Orazio (2003) which applies corrections based on Moran's and Geary's spatial auto-correlation statistics to simple random sampling and post-stratification derived estimators of variance.
This paper is strictly connected to this stream of research, where a design-based inference for the mean or the total of a population is coupled with a model-based estimation of the variance. No auxiliary variables are involved, however, we will assume that there is a random field underlying the population units.
In principle the method proposed can be applied on any design (as shown by Proposition 1) and we expect that, as our simulations show, the gain in efficiency is greater the stronger the structure of dependence on the underlying field.
On the other hand the method is computationally intensive and we believe its practical relevance be at its highest in non-measurable designs as in the case of systematic sampling and stratified sampling with one unit per stratum for spatial data. For other cases, where unbiased estimators of the variance exist, these might be preferred alternatives in practice.
In this paper a full discussion of the maximal stratification case is presented while we analyze the performance of our estimator in two-dimensional systematic sampling by means of simulations.
To see things in another way, one could say that kriging techniques (see, e.g. Cressie, 1993) are exploited for estimating the variance. In this context it is worth mentioning Goovaerts (1997) and Wang et al. (2009 Wang et al. ( , 2013 and the references therein which discuss using kriging in the context of mean estimation.
We would like to point out that stratification with more than one unit per stratum is not considered here, being a measurable design for which a design-unbiased variance estimator exists. In this direction one can consult, e.g., the recent contributions of Wang et al. (2016 Wang et al. ( , 2012 Wang et al. ( , 2010 .
For an up-to-date and full discussion of the designs discussed here and their relevant applications in fields such as natural resource surveys, forestry inventories and soil sampling for precision agriculture see Benedetti et al. (2010 Benedetti et al. ( , 2015 , Gregoire and Valentine (2007) , and Tan (2005) .
In Section 2 the estimators are defined and discussed; in Section 3, using simulated data, comparisons with other estimators of the variance using either parametric and non-parametric forms of the variogram are provided and an application to the celebrated Mercer and Hall data is presented. Proofs of the results are in Appendix.
Estimators of the expected variance

Notation and assumptions
Let {Y i , i ∈ T } denote a random field, where T is an index set. In a general setting T = Z 2 represents a 2-dimensional lattice, while for T = R 2 one has a continuous random field. T can also represent a collection of spatial entities such as territorial economic or administrative units. This last setting is the one which interests most here as the case where there is a, possibly very large, finite population U of size N; in this case let T = T N ⊂ Z 2 with |T N | = N, i.e. |T | indicates the cardinality of T . The set T N of territorial units can be thought to be embedded in some general stationary field 
Note that we do not require the field to be isotropic as the covariance rests on the difference (i − j) between locations only, nor we require that T N represents a regular lattice although in Section 4, for simplicity, simulations based on regular grids are considered. We are going to investigate the behavior of estimators and parameters of the finite population U as T n and T N grow large. For this we will place the restriction that ∥i − j∥ ≥ δ > 0, ∀i, j = 1, 2, . . . , N where ∥ · ∥ indicates the Euclidean norm. This assures that the observed field increases in extent as N increases. We are not interested here in the case where a sample may become increasingly dense in some bounded region. Furthermore, we ask that the covariances be absolutely summable, i.e. we set:
Assumption 2. For the field of Assumption 1 it holds that lim N→∞
The above assumption essentially excludes random fields with long memory. Examples of random fields satisfying Assumptions 1 and 2 are the so-called spherical model used in geo-statistics (see, e.g. Mardia and Marshall, 1984 , Matheron, 1971 , Journel and Huijbregts, 1978 , and the isotropic covariance model discussed by Whittle (1954) . See also Leonenko and Taufer (2013) for models on a lattice with covariance functions satisfying Assumptions 1 and 2.
In the paper we will extensively use the variogram Cressie (1993) for further details. In practice we will exploit the information given by the correlation between units and use distance as an auxiliary information.
A capital letter will be used to indicate the unit values either in the sample and the finite population. When needed, sample and population are distinguished by the extended notation
Sampling with unequal probabilities of selection
We begin with a simple random sampling scheme with unequal probabilities of selection: given the form of the variance of the celebrated Horvitz-Thompson estimator, it provides a natural justification for the use of the variogram. Defining witĥ Y HT the Horvitz-Thompson estimator of a population total, we have:
(1) The following proposition links the expected variance of the HT estimator to the variogram and will introduce our estimation strategy; the proof is in Appendix. Proposition 1. Let {Y i , i ∈ T N } be a stationary random field satisfying Assumption 1 and define
Formula (3) can be seen as a general formula for our estimation strategy. Note that the quantities g 1 (π , d) and g 2 (π )
are known as information on the distance and the inclusion probabilities are known in advance for the whole population.
It follows that by substituting in (3) consistent estimators of the variogram γ and the variance σ 2 one gets a consistent estimator for the expected variance.
In the case where all units have the same probability of being selected, i.e. π i = n/N and π ij = n(n − 1)/N(N − 1), i, j = 1, 2, . . . , N, the anticipated variance can be reduced to
This essentially corresponds to the approach suggested by Fuller (2009, sec. 5.3) where he also discusses the application to the case of designs with one unit per stratum.
In maximal stratification the first order inclusion probabilities are typically constant, while π ij = π i π j if units i and j are in different strata and π ij = 0 if the two units are in the same stratum. In the case of kth step systematic sampling the second order inclusion probabilities are π ij = 1 if units i and j, are at some kth step distance, and 0 otherwise.
Stratified sampling with one unit-per-stratum design and systematic sampling
Consider the case of a stratified sample with one unit per stratum. LetȲ st denote the sample mean of a stratified sample and h = 1, . . . , H the strata. In the case of a one-per-stratum design, letting W h = N h /N, we have the classical result
Again, one can link the expected variance to the variogram by noting that:
From (6) under the super-population model and using the relation E(
In stratum h,
Using all sample data, a parametric or semi-parametric model for γ (d) can be estimated and substituted in (8) 
is a consistent estimator of Var(Ȳ st ) as N → ∞.
Note that in Proposition 2, the term S 2 h is substituted by a general variogram approximation, not depending on h. In practice the two dimensional systematic sampling can be treated analogously where the expected variance can be estimated by substituting a variogram approximation to all differences in the sampled population.
An R code to compute the estimators is available from the authors upon request.
Comparisons of estimators by a Monte Carlo study
This section presents the results of some Monte Carlo experiments by which the performance of estimator (9) and that of some alternative estimators are compared. Comparisons include populations with different intensities of spatial dependence and three different variogram estimators.
In the first subsection details on the simulation design such as the generated populations, the variogram estimators used and the alternative estimators used as a benchmark are provided. In the second one the results of the simulation will be presented and discussed.
Simulation design
For our comparison four different populations are considered: the first consists of real data, while the remaining are simulated ones.
The real population considered is based on the data collected by Mercer and Hall (1911, Tab. 5) in 1910 summer by the Rothamsted Experiment Station of Harpenden, Hertfordshire, England. This data set is well known and has been used in several papers in spatial analysis such as Whittle (1954) , Patankar (1954) , Besag (1974) , Ripley (1981) The first simulated population represents a spatial trend while in the other two there is presence of autocorrelation: the first with an exponential variogram and the second with a Gaussian variogram. Both can be useful to see what happens to the estimators if the variogram used is not the correct one (e.g. using an exponential variogram in computing the estimators while the population is characterized by a Gaussian one).
For further details on Gaussian random fields, see Diggle and Ribeiro (2007, Ch. 3). For the four populations above, in order to have an idea of the strength of spatial dependence we have computed Moran's index either under the normality assumption and under randomization, using queen's and rook's neighborhoods obtaining quite similar results in the various cases. The value of the index under the hypothesis of normality and using a rook neighborhood is 0.3073 for MH data, 0.9534 for QT data, 0.7389 for GRF1 and 0.8873 for GRF2.
In order to compare the performance of our and alternative estimators, the real and simulated populations are divided into n domains (or strata), i.e. the N = R × C regular grid of units of the population is divided in non-overlapping blocks of k = k R × k C cells. In this way n strata, each formed by a regular grid of size n R × n C with n R = R/k R and n C = C /k C (both integers), are obtained.
In the actual simulation runs we have the following values: (ii) for the three simulated populations, for the N = 400 = 20×20 units, two distinct scenarios are considered: k R = k C = 5 and k R = k C = 4 which respectively yield two regular grids of n = 16 and n = 20 strata. In a such a way the aggregation problem of adjacent cells is limited (for a discussion see Ripley, 1981, pp. 108-109 ) and a control for increasing sample size is introduced. With self-explaining acronyms, in the output tables we will indicate the different simulate populations and sizes as QT 16 , QT 25 , GRF 1 16 , GRF 1 25 , GRF 2 16 , GRF 2 25 .
As far as the sampling procedures are concerned, in the case of maximal stratification the selection procedure has been repeated 1000 times and based on this we construct the empirical distribution of the estimators. In the case of twodimensional systematic sampling, given the number possible samples is limited to stratum size (k), we simply selected all possible samples.
The performance of the proposed estimation strategy is compared either with estimators which explicitly consider the spatial nature of the problem or estimators which ignore the problem. We do not consider estimators based on auxiliary variables as the estimators proposed here do not and this situation is quite common in agricultural trials.
(i) The classical variance estimator of the HT total, denoted withV SRS (Ŷ ) (see Cochran, 1977, p. 261) , which just ignores the problem and treat the systematic and stratified samples as simple random samples (SRS).
(ii) The estimators proposed by D'Orazio (2003) which imply a correction ofV SRS (Ŷ ) by using either Geary (c) or Moran (I) spatial auto-correlation indexes (see, e.g., Cliff and Ord, 1981, Ch. 1 and 3 or Ripley, 1981, sec. 5.4 
Finally, as far as variogram estimators are concerned, we consider three different estimation strategies:
(i) a moment based variogram estimator, i.e. for {Y i , i ∈ T n }, (ii) a robust to contamination of outliers estimator (Hawkins and Cressie, 1984) , see also Cressie (1993, p. 175, formula 2.4.12) .
(iii) a nonparametric variogram estimator as proposed by Garcia-Soidan et al. (2003) . This estimator estimates a multidimensional variogram (and its first derivatives) using local polynomial kernel smoothing of linearly binned semivariances. We have set the bandwidth parameter equal to 10 as it is done in most practical applications. For further discussion see also Fernández-Casal et al. (2003) and Fernández-Casal and Francisco-Fernández (2014). Based on the above variogram estimators we propose then three different variance estimators which we will denote respectively asV MM ,V RBS andV NP .
Results
Tables 1 and 2 report the simulation results respectively for the case of maximal stratification and two-dimensional systematic sampling. In both tables the relative bias and relative square root of the MSE are reported, i.e. for the relative biaŝ
and for the relative RMSE,
where, following the notation and results introduced in Sections 2 and 3, V (Ŷ HT ) is the true variance of the HT estimator which can be calculated because the inclusion probabilities for each sample design are known; it becomes then the benchmark for our procedures.Ê[V (Ŷ d )] indicates the mean obtained in the simulation runs by the different estimation strategies under each sample design; the operatorÊ should be read as E in the case of systematic sampling as all possible samples have been considered. As far as maximal stratification is concerned, from the first part of Table 1 (relative bias) the only circumstances of underestimation of V (Ŷ HT ) are in the case of MH data (weak spatial auto-correlation) and when, for small sample size, there is a wrong specification of the auto-correlation function for variogram estimator (GRF 2 16 ). In both cases the size of the relative bias is quite small compared to that of other estimators. In all other cases our estimatorsV MM andV RBS have a positive relative bias always smaller than that of other estimators. An exception isV NP ; the choice of the window parameter may get a too high flexibility in the variogram estimator with consequent high variability in variance estimates. We will not pursue fine tuning of the window parameter in this context and this case will not be considered any more in our analysis.
Next, note from Table 1 
to measure the efficiency gains of spatial estimators with respect to SRS (Dickson et al., 2014) . Note from Table 3 that for maximal stratification, notwithstanding the good performance ofV SRS · I, the proposed estimators bring to considerable efficiency gains with respect to SRS: an average efficiency gain of 65% forV MM against an average efficiency gain of 40% forV SRS · I.
Examining the case of spatial systematic sampling in Table 2 note that the high values of relative bias and relative RMSE concern the small sample case (n = 16). The problem reduces substantially in the case n = 25. Inspection of Table 2 confirms the good performance ofV SRS · I in the case of heavily concentrated populations (QT ). In all other cases the estimators proposed here perform better. The difference in efficiency gain betweenV SRS · I andV MM · I is now smaller (respectively 40% and 45%) but remains in favor of the latter.
Conclusions
This paper suggests using a parametric or non-parametric variogram estimator in a model-based variance estimation in spatial surveys. A natural justification for this approach, as discussed in Section 2.2, stems from the analogies of the variogram and the expected variance of the HT estimator in the case of equal selection probabilities of the first and second order. From this, extensions to other cases of interest in practical applications, specifically two-dimensional systematic sampling and maximal stratification, are derived. For these two survey strategies, simulation results show that the variogram-based estimators outperform alternative estimators in several cases and indeed they also have a good performance when the spatial correlation between units is low. Theoretical results show the consistency of the suggested estimators.
Appendix
With the notation X n = O p (a n ) it is meant that, for any ε > 0 there exists a finite M such that P(|X n /a n | > M) < ε ∀n and X n = o p (a n ) meaning that, for any ε > 0, lim n→∞ P(|X n /a n | > ε) = 0.
Proof of Proposition 1. We have
note that we can take the following estimate
Indicating with Cov(
Noting that C (0) + µ 2 = σ 2 , substituting the result in (15) and exploiting the definition of g 1 (π , d) and g 2 (π ) we finally obtain (3).
Proof of Proposition 2. Ifγ (d) is consistent for γ (d) then (9) (1 − N)
To devise an easy way to check whether condition (20) (
where in the last line we have used the simplifying assumption that N h = N k = N/H. One can see that the dominating term in the above expression, as N → ∞ is of order O p (1/N) if H is fixed, while it is of order o p (1/N 2 ) if the number of strata H is allowed to grow with the population dimension N at rate H = o(N).
