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Abstract
Background: Quantiles are a staple of epidemiologic research: in contemporary epidemiologic practice, continuous
variables are typically categorized into tertiles, quartiles and quintiles as a means to illustrate the relationship
between a continuous exposure and a binary outcome.
Discussion: In this paper we argue that this approach is highly problematic and present several potential
alternatives. We also discuss the perceived drawbacks of these newer statistical methods and the possible reasons
for their slow adoption by epidemiologists.
Summary: The use of quantiles is often inadequate for epidemiologic research with continuous variables.
Background
Epidemiology is often introduced using examples in
which both exposure and outcome are considered in
binary terms: research participants are defined as having,
say, lung cancer or not, and being smokers or not, and
then the proportion of smokers compared between
cases and controls. Many exposures, however, are inher-
ently continuous. Indeed, in the classic case-control
study on smoking and lung cancer[1], Doll and Brad-
ford-Hill report results both for cases and controls in
terms of proportion of smokers and by “amount of
tobacco consumed”, grouping into several different cate-
gories such as 1 - 4, 15-24 or 50 + cigarettes per day. In
contemporary epidemiologic practice, it is more custom-
ary to group continuous variables into quantiles - most
often tertiles, quartiles or quintiles - based on the expo-
sure’s distribution. In one recent study, for example,
researchers examining the link between dietary fat and
breast cancer grouped fat intake into quintiles. They
reported that women in the highest quintile of fat intake
were 11% more likely to get breast cancer than women
in the lowest quintile[2]. As another example, surgeon
annual caseload was found to be significantly associated
with the survival of patients after an acute myocardial
infarction[3]. The authors reported that the 30-day mor-
tality rate was 13.5% for physicians in the lowest quartile
of volume (5 or fewer cases per year) compared to
11.8% for physicians in the highest quartile (more than
24 cases annually).
A number of researchers have commented on the dis-
advantages of categorization in epidemiologic studies[4].
Many associations can be tested using linear models and
practicable alternative methods for handling non-linear
relationships have been broadly developed and validated
in recent years. Yet despite these methodological
advancements and calls for the abandonment of percen-
tile-based categorization [4,5], the epidemiologic com-
munity continues to rely heavily on the use of quantiles
as a primary means of analyzing and presenting results.
For example, in a recent issue of The American Journal
of Epidemiology (October 2009, volume 170, number 8),
four of six papers with a continuous exposure used
some form of percentile-based categorization; only two
kept the variable as continuous.
Quantiles appear intuitively appealing to epidemiolo-
gists as they can be thought of in terms of low, medium
and high risk groups. Moreover, the association between
exposure and outcome can be described in terms of a
relative risk between these groups. However, these per-
ceived benefits are outweighed by several important
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problems that arise when a continuous variable is cate-
gorized, particularly if data dependent quantiles are used
to form categories. Here we summarize the previous
research on the topic and address possible concerns
about the use of alternative statistical approaches.
Discussion
Analysis
Categorization of continuously distributed exposure
variables is associated with three problems: first, it
involves multiple hypothesis testing with pairwise com-
parisons of quantiles; second, it requires an unrealistic
step-function of risk that assumes homogeneity of risk
within groups, leading to both a loss of power and inac-
curate estimation; and third, it leads to difficulty com-
paring results across studies due to the data-driven cut
points used to define categories.
Multiple testing
Investigators often use the lowest quartile or quintile
as the reference category and test whether subse-
quently higher categories are associated with increased
risk of an outcome. For example, a recent study exam-
ined whether height was associated with risk of Alzhei-
mer’s disease [6]. To test this hypothesis, the authors
grouped height into quartiles and separately tested
whether the proportion of subjects with Alzheimer’s
disease was significantly different between the lowest
and each of the three highest quartiles; a p value was
obtained for each of the three comparisons. As is well
known, the chance of a false positive result is increased
by multiple comparisons. In the study above, one of
three comparisons among men was found to be statis-
tically significant - that between men in the highest
and lowest quartile of height - and was subsequently
reported in the abstract; the two non-significant results
were not mentioned. In another example, researchers
reported a positive association between triglycerides
and risk of endometrial cancer despite only showing
that those in the highest quartile had higher risk com-
pared to those in the lowest; no significant differences
were seen for the other quartiles. Moreover, an asso-
ciation was found for only one of the four exposures
analyzed, all of which were grouped into quartiles [7].
Naturally, this problem can be circumvented by con-
ducting an overall test of significance. Yet the use of
multiple groups in quantile-based analysis surely
exacerbates the tendency to multiple testing, and this
is clearly what is seen in the literature [6,7].
Homogeneity of risk within categories
The assumption that risk is homogeneous within cate-
gories is often inappropriate, especially if the exposure
distribution is skewed. Take, for example, a recent study
reported that arsenic levels were not associated with risk
of bladder cancer [8]. Using levels derived from toenail
clippings, the investigators categorized men into quar-
tiles based on the distribution of arsenic in the controls.
Arsenic levels in the first three quartiles ranged from
0.014 to 0.161 μg/g; levels in the highest quartile ranged
from 0.161 to 17.5 μg/g. By grouping arsenic exposure
in this manner, the authors implicitly assume that 0.17
and 17 μg/g of arsenic have identical effects on bladder
cancer risk, a 100-fold difference in exposure. The
assumption that risk does not vary within categories
naturally has implications for statistical power. Ignoring
intracategory variation and ordering means throwing
away information, and is prone to reduce a study ’s
power to detect an association, particularly when, as is
common, the exposure distribution is asymmetric[5].
The assumption of homogeneity with risk groups also
leads to inaccurate estimation. Figure 1 illustrates a typi-
cal risk of prostate cancer by PSA, a biomarker, in a
sample of older men. Similar to the arsenic data, the
range of PSA within the highest quartile, illustrated by
the darker grey shading, is much larger than the range
between the lowest three quartiles. It is implausible to
assume a constant risk within the highest quartile -
between ~5 ng/ml and 100 ng/ml - and it is clear that
reporting only the mean risk by quartile would lead to
grossly inaccurate estimates of risk. In this example, the
mean risk in the top quartile of PSA was 30%. For men
between the 75th and 85th centile - 10% of the popula-
tion - true mean risk is only 22%, considerably less than
that estimated by the quantile approach; for patients in
the top 5%, true risk is 54%, nearly double the risk of
the highest quartile as a whole.
Figure 1 The risk of prostate cancer by level of PSA, with the
distribution of PSA levels (ng/ml) among a population-based
sample. The shading in the distribution gives the quartiles of PSA.
Bennette and Vickers BMC Medical Research Methodology 2012, 12:21
http://www.biomedcentral.com/1471-2288/12/21
Page 2 of 5
Comparison between studies
Where categorization is based on quantiles, it becomes
difficult to compare results across different studies. For
example, two recent papers described the effect of hos-
pital volume on mortality rates after a surgical treatment
for colon cancer. One study, using data from the Sur-
veillance, Epidemiology and End Results-Medicare
linked database, found a significant association between
hospital volume and 30-day survival[9]; the other, using
data from hospitals in Ontario, failed to find this asso-
ciation[10]. It is difficult to reconcile these inconsistent
findings because the measure of exposure - quartile of
hospital volume - was dependent on the data set used
for analysis. In the first study, the lowest quartile of hos-
pital volume was defined as 57 or fewer cases over a 6-
year period whereas for the second study, the lowest
quartile included hospitals performing fewer than 61
cases in a 3- year period, more than a twofold difference
in volume. This would be analogous to comparing two
studies on the association between poverty and health,
when poverty was defined as an annual income of
$22,000 in one and $47,000 in the other.
Alternatives to categorization
The natural approach to determining an association
between a continuously distributed exposure and a bin-
ary outcome is simply to analyze the exposure variable
in its raw, continuous state using a linear regression
model. Basic regression approaches assume a linear
association between exposure and the log odds of out-
come, but there exist straightforward methods to model
non-linear relationships. In the case of a single explana-
tory variable and outcome, locally-weighted regression
("lowess”) is a robust modeling method; where adjust-
ment for covariates is required, several alternative
curve-fitting strategies exist. Among them, splines and
fractional polynomials are easily implemented in multi-
variable regression[11,12].
As an example, Figure 2 illustrates the true risk of
prostate cancer by PSA level, as well as the average risk
within quartiles and a regression model using restricted
cubic splines. The predicted risk from the spline regres-
sion model results in a much better approximation of
the true risk function than the quartiles. In particular,
the use of quartiles failed to detect the continued
increase in risk for subjects at the highest PSA levels; by
definition, quartiles cannot detect an increase in risk
beyond the 75th centile of the exposure. The estimated
risk derived from the quartiles differed from the true
absolute risk by more than 5% for close to one third of
subjects; in contrast, the predicted risk from the spline
model differed by more than 5% for about one in 15,
close an 80% relative reduction in the risk of an inaccu-
rate estimate.
Perceived problems with non-linear modeling
Both cubic splines and fractional polynomials are easy to
implement with most statistical software - one simply
adds splined terms or transformed variables into the
regression model - and both provide several important
benefits: a more realistic estimation of the exposure-risk
relationship and the ability to test directly for non-line-
arity. However, despite these advantages, several per-
ceived drawbacks appear to have limited their
widespread adoption by epidemiologists.
The first argument against non-linear modeling of con-
tinuous variables is that doing so fails to provide a parsi-
monious description of the exposure-disease relationship,
and this hinders communication of the results to the pub-
lic and other scientists. Yet this argument holds both for
non-linear modeling and the use of categorization: when
quartiles or quintiles are used to describe a relationship
between an exposure and an outcome, the relationship is
described by three or four separate estimates. In the study
of height and Alzheimer’s disease, for example, the investi-
gators categorized height into quartiles and therefore
obtained three separate estimates of association[6]. The
choice to report only one comparison is arguably an inap-
propriate way to simplify their findings; indeed, it ignores
the data from 50% of the study participants.
Moreover, the main analyses from a regression model
involving non-linear terms can be described concisely and
clearly. For example, one of us has previously reported on
the impact of the surgical experience on recurrence rates
after surgery for prostate cancer [13]. As the association
between surgeon experience and outcome was hypothe-
sized to plateau after a certain level of practice, non-linear
terms for experience were included in the regression
model. Instead of reporting a series of hazard ratios com-
paring the risk of recurrence for patients treated by
Figure 2 Prostate cancer risk by PSA (black dashed line), with
predicted risks using either cubic splines (light gray solid line)
or quartiles (dark gray solid line).
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surgeons in the higher quintiles of experience compared
those in the lowest, the results from the main analysis
were presented graphically. Figure 3 shows the probability
of recurrence by surgical experience and clearly illustrates
the dramatic improvement and subsequent plateau of
recurrence rates seen with increasing experience. Clinically
meaningful comparisons derived from the non-linear
model can concisely describe the association: we reported
the difference in absolute risk of recurrence for a typical
patient treated by a surgeon who had performed 10 proce-
dures and for a surgeon who had performed 250 prior
procedures. These values were chosen after consultation
with surgeons and were intended to reflect meaningful
levels of experience; the estimates are obtained from the
model including non-linear terms, not from a categoriza-
tion approach. In contrast, quantiles rely on data driven
cut points. The study of arsenic exposure provides a good
illustration: it seems abstruse to compare risk between
0.014 and 0.161 μg/g; there is no evidence that 0.161 μg/g
is biologically relevant. In our view, analyses of continuous
variables can be presented in readily meaningful terms; in
fact, we would argue that clinically relevant comparisons
are often more easily understood and useful than the esti-
mates derived from data-driven quantiles.
Another argument against regression techniques invol-
ving non-linear terms is that the resulting models are
prone to overfit [14]. While the increased flexibility of
fractional polynomial or spline regression models may
create spurious dips or inflection points, the random
variability associated with the estimation of each quantile
can similarly lead to spurious findings. A good example
of this effect comes from a study of sex hormones and
prostate cancer risk. Using the lowest quartile as the
reference category, the odd ratios for successively higher
estradiol quartiles were reported as 0.53 (95% Confidence
Interval [CI]: 0.33, 0.85), 0.40 (95% CI: 0.23, 0.70) and
0.56 (95% CI: 0.32, 0.98). As a result, the authors con-
cluded that the association between estradiol and pros-
tate cancer risk was non-linear[15]. Yet while central
estimates across quantiles do not follow a linear trend,
the confidence intervals around each estimate are wide,
and it is hard to tell exactly how much evidence of non-
linearity is provided by the data. With formal non-linear
modeling, conversely, evidence of non-linearity can be
tested directly, by a joint test on the non-linear terms.
Approaches using splines or fractional polynomials to
model non-linearity are also open to criticism for being
overly sensitive to the placement of knots or choice of
polynomial terms. Although it is no doubt true that, in
some cases, the exposure-risk relationship is sensitive to
decisions about modeling, we would argue that categori-
zation is comparably sensitive to the choice of cut points.
For example, a study by Filardo et al. found that the asso-
ciation between body mass index [BMI] and in-hospital
mortality after coronary artery bypass graft surgery was
strongly influenced by the way in which BMI was cate-
gorized[16]. A model that included cubic splines revealed
a strong non-monotonic relationship in which patients
with very low and very high BMI were at increased risk;
on the other hand, findings were inconsistent when BMI
was categorized, depending on whether tertiles, quartiles
or quintiles were used. Clearly, use of non-linear model-
ing is not invulnerable to poor analytic practice, such as
failure to consider overly influential outlying observa-
tions. As ever, good modeling depends on close colla-
boration with those who have good content knowledge
-and who can therefore assess whether a curve or subset
of observations makes sense - use of appropriate regres-
sion diagnostics, and sensitivity analysis, to determine
how curves change with alternative model specifications
or removal of subsets of observations.
A final argument against the non-linear modeling to
predict risk concerns application to case- control stu-
dies. Where the risk is fixed by design - such as a mean
25% risk in a case-control study with 3:1 matching -
applying a regression model to a data set will lead to a
misestimation of risk. However, this can be easily reme-
died by recalibration. A simple approach is to add a
constant (sometimes described as a Bayes factor) to the
linear prediction[17]. Alternatively, imputation
approaches can be used to estimate levels of the expo-
sure in controls not subject to sampling[18].
Summary
We are far from the first to argue against the categoriza-
tion of continuous variables[4,5] or advocate for the use
of non-linear modeling of continuous variables
[11,12,19]. Yet categorization, particularly by use of
quantiles, remains extremely common in the epidemio-
logic literature. We hypothesize that this is largely due
Figure 3 The learning curve for cancer control after radical
prostatectomy.
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to historical precedent. Non-linear models are computa-
tionally intensive, and would have been extremely diffi-
cult to implement in the early years of modern
epidemiology. Doll and Bradford-Hill had little choice
but to categorize the continuous variable of smoking;
however, with modern statistical methods and comput-
ing, there is no need to follow blindly in their wake.
We are not advocating for the complete abandonment
of categorization. In fact, we often use quantiles in the
preliminary assessment of exposure-outcome relation-
ships [13,20]. But we go on to model these relationships
directly, using non-linear terms. Doing so allows us to
avoid implausible assumptions that risk does not vary
within categories, and report results based on our entire
sample for clinically sensible cut-points that can be
compared between different studies[13,20]. We feel that
there are very few, if any, circumstances in which the
use of quantiles would be the preferred method of
reporting results. As such, we encourage other investiga-
tors to abandon use of categorization as a principal ana-
lysis in epidemiologic research.
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