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We study a general epidemic model with arbitrary recovery rate distributions. This simple deviation from the
standard setup is sufficient to prove that heterogeneity in the dynamical parameters can be as important as the
more studied structural heterogeneity. Our analytical solution is able to predict the shift in the critical properties
induced by heterogeneous recovery rates. Additionally, we show that the critical value of infectivity tends to
be smaller than the one predicted by quenched mean-field approaches in the homogeneous case and that it can
be linked to the variance of the recovery rates. We then illustrate the role of dynamical–structural correlations,
which allow for a complete change in the critical behavior. We show that it is possible for a power-law network
topology to behave similarly to an homogeneous structure by an appropriate tuning of its recovery rates, and
vice versa. Finally, we show how heterogeneity in recovery rates affects the network localization properties of
the spreading process.
Heterogeneity, whether in the nature of the components or
in the pattern of connections, is a key characteristic of com-
plex systems. This is particularly evident in the case of the
spreading of a disease in a networked population, where the
inclusion of structural heterogeneity has long been known to
radically change the process’ critical behavior [1–6]. As
an illustration, consider two classical contagion models, the
Susceptible-Infected-Susceptible (SIS) and the Susceptible-
Infected-Recovered (SIR) models, which, when evolving on
an homogeneous network, present a non-vanishing critical
point [5, 6]. However, the introduction of structural het-
erogeneity –in the form of broad degree distributions of the
nodes– can result in a vanishing critical point [1, 5–7]. More
specifically, in the thermodynamic limit, a divergence of the
second moment of the degree distribution [1, 5, 6, 8] or a di-
vergence in the maximum degree [1, 5, 6, 8] imply a van-
ishing critical infectivity, which in turn has important practi-
cal implications for real-world networks as many display very
broad [7–9] –or even, scale-free– degree distributions [10].
While structural heterogeneity is widely accounted for, het-
erogeneity in the dynamical parameters has received consid-
erably less attention until recently. Indeed, it was mainly stud-
ied for the SIR model. A message passing formalism was pro-
posed in [11, 12] and an heterogeneous mean-field approach
in [13]. In the latter, the authors also performed numerical ex-
periments showing that the population can be more vulnerable
in this scenario. More recently, this problem was examined on
temporal networks in [14]. Here, we focus on a different type
of dynamical heterogeneity by providing the first characteri-
zation of the SIS critical point when recovery rates are dis-
tributed heterogeneously across the population. This case is
empirically relevant because heterogeneous recovery rate dis-
tributions have been associated with biological differences be-
tween individuals [15, 16], demographic characteristics [17]
and social differences that result in non-homogeneous access
to the health system [18]. In addition, we consider also the
case in which correlations arise between structure and dynam-
ics and we show, analytically and numerically, that such corre-
lations can result in the extreme cases of power-law networks
with non-vanishing critical points, and of homogeneous net-
works with a vanishing critical point. Our results complement
previous evidence on the SIR model [13] and imply that a
proper characterization of the dynamical parameters is of ut-
most importance not only for a better understanding of spread-
ing processes, but also for many practical applications, such
as surveillance, forecasting, and resource management.
SIS model with heterogeneous recoveries. We start by con-
sidering a population composed of N individuals with an ar-
bitrary pattern of connections, which can be represented as a
network and is described by its adjacency matrix A, which
is usually assumed to be symmetric. Each individual can be
in one of two states: (i) infected (Yi = 1) or (ii) susceptible
(Xi = 1). Using a Markovian approach, the epidemic process
is modeled as a collection of independent Poisson processes.
In order to model the spreading of the disease through the net-
work of contacts, for each directed edge, i ∼ j, emanating
from the infected individual i, we associate a Poisson process
with rate λij , Nλij (t) (Yi + Xj → Yi + Yj). Additionally,
for each infected individual, we associate a Poisson process
with rate δi, Nδi(t), modeling the recovery (Yi → Xi). This
system is statistically described using the order parameter, ρ,
and the susceptibility, χ, defined as
ρ =
1
N
N∑
i
〈Yi〉 , χ =
〈
nI
2
〉− 〈nI〉2
〈nI〉 , (1)
where nI is the number of infected individuals. Both quanti-
ties can be directly estimated using Monte Carlo methods, in
particular, the quasi-stationary method (QS) [6] and the Gille-
spie algorithm [6], where each of the aforementioned pro-
cesses are simulated and the state of the nodes is evaluated [6].
In the quenched mean field approach (QMF) one implic-
itly assumes that 〈XiYj〉 ≈ 〈Xi〉 〈Yj〉. Physically, this corre-
sponds to neglecting dynamical correlations. Thus, denoting
yi = 〈Yi〉, we have
dyi
dt
= −δiyi + (1− yi)
∑
j
λijAijyj . (2)
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FIG. 1: Monte Carlo simulations for an Erdo˝s-Rényi with N = 105
and 〈k〉 ≈ 10 considering that the rate distribution follows a inverse-
gamma distribution, whose shaped parameter, α, is denoted by the
colors. In the top panel, we show the susceptibility curves, the QMF
predictions as a function of α in the top inset and the comparison
between the QMF estimated and predicted critical points in the bot-
tom inset. In the lower panel, we present the order parameter and the
rates distributions in the inset.
The standard SIS model considers that there is no variance
in the dynamical parameters, i.e., λij = λ and δi = δ. As
a consequence, it is possible to re-scale time and reduce the
parameter space by defining τ = λδ . Eq. 2 is thus an up-
per bound [2] of yi and, consequently, a lower bound for the
critical point, which is calculated as τQMFc = (Λmax(A))
−1.
Here Λmax(A) is the leading eigenvalue of the adjacency ma-
trix. Note that, for power-law networks (PL), in the thermo-
dynamic limit, the critical point goes to zero if the maximum
degree is a growing function of the network size. On the other
hand, in the case of a contact process (CP), the spreading rate
is defined as λij = λki , and is thus described by the proba-
bility transition matrix Pij =
Aij
ki
. In this case, the critical
point is finite and τQMF,CPc = 1, regardless of the underlying
structure.
Next, we focus on the case of heterogeneous recovery rates.
To this end, consider the most general set-up with heteroge-
neous parameters allowing an arbitrary distribution of δi and
λij . Denoting y = [yi], near the critical point, we can perform
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FIG. 2: In the top panel the UC Irvine messages social network
[19, 20] (•) and in the bottom panel the openflights network [20, 21]
(). In both cases, we considered the undirected version of the giant
component. On the main figure of each panel, we present the suscep-
tibility for different values of α and λ. In the right inset, we present
the distribution of recovery rates, which follows an inverse-gamma.
In the left inset, we present the order parameter. In the top inset of the
bottom panel we present the comparison between the QMF estimated
and predicted critical points.
a linear stability analysis of Eq. 2, hence
dy
dt
= (λA ◦W −∆)y, (3)
where ∆ is a diagonal matrix, whose diagonal elements are
∆ii = δi, λij = λWij is the rate matrix, and A ◦W is the
Hadamard product between the rate and the adjacency matri-
ces. At the steady state, i.e., when
dy
dt
→ 0, we have
y = λ∆−1 (A ◦W)y, (4)
that will be positive iff the spreading rate is larger than the
leading eigenvalue of Q = ∆−1 (A ◦W), which in turn
yields a critical point given as
λc = (Λmax(Q))
−1
. (5)
Observe that the elements of Q are the expected number of
contacts before recovery. Obviously, the critical point simpli-
fies to τQMFc = (Λmax(A))
−1 in the homogeneous case, i.e.,
3when δi = δ and λij = λ. The same applies to the CP. Note
that, similarly to the homogeneous case, this prediction is an
upper bound for the heterogeneous recovery rate scenario, be-
cause it relies on the independence of the random variables. In
other words, if i ∼ j, then P (Yi = 1|Yj = 1) ≥ P (Yi = 1) =
yi, then the nodal probability is always overestimated (see [2]
for a similar argument). From here onward, we fix λij = λ
and focus on the effect of the recovery rate distribution on the
critical point. Note that Eq. 5 can be bounded using a matrix
norm. Thus, using the 2-norm, we obtain our first result,
‖A‖2
Λmax(∆)
≤ ‖∆−1A‖2 ≤ ‖A‖2
Λmin(∆)
, (6)
where ‖A‖2 =
√
Λmax (ATA) and, more specifically,
‖A‖2 = Λmax (A) for undirected networks. Eq. 6 therefore
provides bounds on the leading eigenvalue of Q given by the
structure and the variance of δi.
Synthetic networks. To further characterize the critical be-
havior of our model, we first consider an Erdös – Rényi net-
work (ER) with N = 105 and 〈k〉 ≈ 10 (therefore τQMFc ≈
0.1), which has a homogeneous structure and allows us to
analyze the structural and dynamical effects independently.
In [22, 23] the authors showed evidence in real data that the
inter-infection time follows a gamma distribution. Conse-
quently, the rate distribution must follow an inverse-gamma
distribution. Therefore, we impose the recovery rates to have
an inverse-gamma distribution, δ ∼ Γ−1(α, β),where α and
β are the shape and scale parameters, respectively. Its mean
is 〈δi〉 = βα−1 and its variance is Var(δi) = β
2
(α−1)2(α−2) , for
α > 2. In order to allow the comparison between different
distributions, we restrict the distributions to unitary mean. In
Fig. 1 we present the critical behavior of an ER network for
different shapes, α. As α decreases, the variance of δ and,
consequently, its maximum, also increases. Consistently with
Eq. 6, the critical point also moves toward zero. The insets in
the top panel emphasize the behavior of the predicted critical
point as a function of α and its comparison with the estima-
tions from the Monte Carlo simulations. As expected, for suf-
ficiently large values of α the dynamics behaves similarly to
the standard SIS model with uniform δ, where the predicted
threshold coincides (see top inset of Fig. 1). The agreement
between analytical and simulated critical points is very good,
as can be seen in the top inset of Fig. 1. We remark that a
similar experiment was carried out considering a gamma dis-
tribution, whose results are presented in Appendix A.
Real-world networks. To obtain further insights into real-
world epidemics we also consider an inverse-gamma distri-
bution for the recovery rates using a real network. Figure 2
presents the results of simulations in two real networks: (i)
the UC Irvine messages social network [19, 20] and (ii) the
open flights network [20, 21]. These two networks represent
different scales of a similar spreading process: the social net-
work corresponds to a spatially localized network, while the
open flights one captures a wider spatial scale. In the top inset
of the bottom panel, we observe that the critical point predic-
tions are remarkable for inverse-gamma recovery rates, even
for these real networks.
From figures 1 and 2 we observe that the critical point de-
creases as we increase the variance of the recovery rate distri-
bution. The critical point predictions for the standard process
using QMF are a lower bound. However, when we consider
the heterogeneous case, assuming an average recovery rate in
the QMF is not enough to provide an adequate characteriza-
tion of the process. In fact, it is not a lower bound anymore
(see Fig. 1). The proper correction for the QMF predictions
are given by Eq. 5, which is a lower bound for the underlying
process.
Effects of dynamics-structure correlations. The bounds in
Eq. 6 implicitly assume that there is no correlations between
structure and dynamics. From the Gershgorin circle theorem
we know that every eigenvalue of Q lies at least in one of
the disks D(Qii, Ri), centered in Qii with a radius given as
Ri =
∑
i 6=j |Qij |. Therefore, considering a symmetric ma-
trix, |Λk| ≤ Qii + Rk, hence Λmax ≤ ‖Q‖∞, where the
infinity norm is defined as
‖Q‖∞ = max
1≤i≤N
 N∑
j=1
Aij
δi
 = max
1≤i≤N
(
ki
δi
)
. (7)
If the structure and the dynamics are uncorrelated, Eq. 6 is a
better bound. However, if they are correlated, Eq. 7 might give
us further insights. For instance, for the PL case, the leading
eigenvalue of A diverges in the thermodynamic limit leading
to a vanishing critical point. Conversely, using Eq. 7 and a
proper choice of δi’s, we can change this behavior. In fact,
assuming that δi(ki) ∝ ki in the thermodynamic, we have
lim
N→∞
‖Q‖∞ = lim
N→∞
[
max
1≤i≤N
(
ki
δi
)]
= c, (8)
where c < ∞ is a finite real constant. This radically changes
the critical behavior of the dynamics. Note that both the CP
and the δi = ki cases are described, at first order, by the prob-
ability transition matrix, P, yielding to τCPc = λc = 1.
In Fig. 3 we analyze the structure-dynamics correlation ef-
fects. In Fig. 3 (a) and (b) we perform a finite size analysis,
comparing both processes on top of PL networks. In (a) we
present the CP, where we can already observe that the criti-
cal point predictions are not as accurate as for the previous
case, in alignment with the predictions reported in [24, 25].
Thus, the mismatch between prediction and estimated critical
point, in this case, seem to be related to dynamical correla-
tions, which is neglected in the QMF. In Fig. 3 (b) we consider
the recovery rate distribution as δi = ki, whose results sug-
gest a finite critical point. However, the convergence seems to
be slower if compared with the CP case.
The previous results show that it is possible, for the same
structure, to have a vanishing critical point in the standard
model and a non-null critical point when recovery rates are
distributed. The opposite scenario is also possible. To show
this, we consider an ER network with 〈k〉 ≈ 10 with δi =
ki
kPL
, where P (kPL) ∼ k−γPL. That is, we now have a ho-
mogeneous structure and a heterogeneous recovery rate dis-
tribution. In Fig. 3 (c) we show a finite size analysis for this
configuration varying γ = 2.1, 2.7, 3.5. We observe that for
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FIG. 3: Finite size analysis considering structure – dynamics correlations. In the main panels we present the susceptibility. In (a) the
contact process. In (b) SIS with heterogeneous recovery rates, where ∆ii = ki. Both, (a) and (b) are the same power-law networks with
γ = 2.1, 2.7, 3.5. In the insets we present the order parameter as a function of λ. In (c) SIS with heterogeneous recovery rates, considering an
Erdös – Rényi network and the recovery rates as δi = kikPL , where kPL is the same degree distribution as used in (a) and (b). In the inset we
present the critical point as a function of the system size in log–log scale. The colors represent the sizes and from left to right, the curves are
grouped by the power-law exponents γ = 2.1, 2.7, 3.5 respectively. In the top insets we show the IPR for the Erdös – Rényi, PL networks
and the correlated case ∆−1A, where ∆i = kikPL for γ = 2.1 in the left and γ = 3.5 in the right. 50 networks were considered in each case.
γ = 2.7 and γ = 3.5 the underlying structure plays an impor-
tant role, maintaining a non-vanishing critical point (see inset
of Fig. 3 (c), where both curves have a slope close to zero).
However, for γ = 2.1 our results indicate the existence of a
vanishing critical point (see Fig. 3 (c) inset). It seems reason-
able to hypothesize that the scenario observed when γ = 2.1 is
due to the fact that, in the steady-state, the infection probabil-
ities are inversely proportional to the nodal recovery rate and
thus, that the evaluation of the recovery time at both ends of
every edge enables an infection-reinfection mechanism. What
are the necessary and sufficient conditions to observe this phe-
nomenology needs, however, further exploration.
Furthermore, note that our model plays an important role in
the localization of the leading eigenvector. As shown in [26]
and recently formalized in [27], the eigenvector is localized
in a sub-extensive portion, i.e., IPR ∼ O(N−ν), where
0 < ν < 1 and IPR =
∑N
i v
4
i and v is the normal-
ized leading eigenvector. Thus, in the fully delocalized case,
IPR ∼ O(N−1). As it can be seen in the top inset of Fig. 3
(c), when heterogeneous recovery rates are considered, the
localization of the disease might also change. In one limit-
ing case, the leading eigenvector of P is homogeneously dis-
tributed, therefore IPR ∼ O(N−1) and fully delocalized.
However, as shown in the same inset, one can consider a struc-
ture that is delocalized for the standard case, but that becomes
localized when a recovery rate of the form δi = kikPL (as in-
troduced above) is considered. We remark that the control of
the localization of diseases is still an open problem.
In summary, here we have analyzed the impact of hetero-
geneity in the recovery rates, allowing it to be arbitrarily dis-
tributed. We showed that dynamical heterogeneity is as im-
portant as the structural one, and that it can induce drastic
changes in the SIS critical properties. Furthermore, an im-
portant consequence of our results is that the QMF approach
provides a lower bound for the standard SIS, and hence gives
a conservative prediction of the critical threshold. However,
the standard formulation is not a lower bound for the hetero-
geneous case, i.e., when assuming δ = 〈δi〉 in the classical
formulation. To solve this inconsistency, we proposed a so-
lution that relates the structural and dynamical features by
the spectral properties of the new matrix Q. Thus, the new
formulation opens the path for future research regarding re-
source allocation, as δi can be associated to the availability of
resources to recover individuals. Aside from the specific con-
clusions drawn here, there are others that concern more gen-
eral aspects of disease spreading processes as well as the char-
acterization of complex systems in general. For instance, our
results might also relate to the predictability of complex sys-
tems, and in particular, of diseases [29]. At the same time, our
findings raise intriguing questions about the consequences of
potential heterogeneities in spreading rates, λij (as suggested
by Eq. 5), and also in other dynamical processes. For exam-
ple, in the case of Kuramoto oscillators, correlations between
the natural frequencies and node degrees change the nature
of the transition. Uncorrelated natural frequencies present a
second-order phase transition, while correlations might intro-
duce a first-order phase transition on PL networks [28]. This
phenomenology contrasts with what is observed for the SIS
model, where, while the phase transition is still second-order,
the usual vanishing critical point changes to a well-defined
transition.
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Appendix A: Gamma distributed recovery rates
To further characterize the critical behavior of our model,
we first consider an Erdös – Rényi network (ER) with N =
105 and 〈k〉 ≈ 10 (therefore τQMFc ≈ 0.1), which has an
homogeneous structure and allows us to analyze the structural
and dynamical effects independently. We impose the recovery
rates to have a Gamma distribution, δ ∼ Γ(α, β), whose p.d.f
is expressed as
f(δ;α, β) =
δα−1e−
δ
β
βαΓ(α)
(A1)
where α and β are the shape and scale parameters respectively
and Γ(α) is the gamma function evaluated at α. Moreover,
its mean is 〈δi〉 = αβ and its variance is Var(δi) = αβ2.
In order to allow the comparison between different distribu-
tions, we restrict the distributions to unitary mean by setting
β = α−1 (hence Var(δi) = α−1). In Fig. 4 we present the crit-
ical behavior of an ER network for different shapes, α. As α
decreases, the variance of δ and, consequently, its maximum,
also increases. Consistently with Eq. 6, the critical point also
moves toward zero. The insets in the top panel emphasize
the behavior of the predicted critical point as a function of α
and its comparison with the estimations from the Monte Carlo
simulations. As expected, for sufficiently large values of α
the dynamics behave similarly to the standard SIS model with
uniform δ, where the predicted threshold coincides (see top
inset of 4). Although the agreement between analytical and
simulated critical points decreases for very heterogeneous rate
distributions, the analytical values for the critical points are
always below the simulated ones and thus provide a –safe–
lower bound on the critical threshold.
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FIG. 4: Monte Carlo simulations for an Erdo˝s-Rényi with N = 105
and 〈k〉 ≈ 10 considering that the rate distribution follows a inverse-
gamma distribution, whose shaped parameter, α, is denoted by the
colors. In the top panel, we show the susceptibility curves, the QMF
predictions as a function of α in the top inset and the comparison
between the QMF estimated and predicted critical points in the bot-
tom inset. In the lower panel, we present the order parameter and the
rates distributions in the inset.
