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SINGULARITY FORMATION OF COMPLETE RICCI FLOW
SOLUTIONS
TIMOTHY CARSON, JAMES ISENBERG, DAN KNOPF, AND NATASˇA SˇESˇUM
Abstract. We study singularity formation of complete Ricci flow solutions,
motivated by two applications: (a) improving the understanding of the be-
havior of the essential blowup sequences of Enders–Mu¨ller–Topping [EMT11]
on noncompact manifolds, and (b) obtaining further evidence in favor of the
conjectured stability of generalized cylinders as Ricci flow singularity models.
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1. Introduction
1.1. Motivations. Much is known about Ricci flow in dimensions n = 2, 3 and
on compact manifolds. Much less is known about solutions on higher-dimensional
or noncompact manifolds. In this paper, using multiply-warped products, we in-
vestigate various phenomena that occur in singularity formation on complete non-
compact solutions
(
M, g(t)
)
of Ricci flow, in arbitrary dimensions. We are most
interested in singularities for which noncompactness plays an essential role in the
precise sense that the metric on any compact subset K ⊂ M remains nonsingular.
Our results for solutions of this type are found in Theorem 3, Theorem 4, and
Corollary 5 below.
Our main applications of those results are found in Theorem 6 and Corollary 7.
Briefly, we show that standard sequences of parabolic dilations at a singularity,
which produce predictable subsequential limits on compact solutions, as shown
by Enders–Mu¨ller–Topping [EMT11], can yield unexpected limits for noncompact
solutions unless additional criteria are imposed. We make this statement precise
below. In a second application, Theorem 9, we prove a weak stability result for
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generalized cylinders evolving by Ricci flow, which is motivated by well-known and
much stronger results of Colding–Minicozzi [CM12, CM15] for mean curvature flow.
1.2. Manifolds. Let (Bn, gB) be a complete noncompact Riemannian manifold.
For α ∈ {1, . . . , A < ∞}, let (Fnαα , gFα) be a collection of space forms, and let µα
be constants such that µαgFα = 2Rc[gFα ]. Given functions uα : B
n → R+, there
is a warped product metric g on the manifold MN = Bn × Fn11 × · · · × F
nA
A , where
N = n+
∑A
α=1nα, given by
(1) g = gB +
A∑
α=1
uαgFα .
For brevity, we omit the dimensions of the manifold MN and its factors Fnαα in
what follows.
Under Ricci flow, the structure (1) of the multiply-warped product metric is
preserved, and the base metric gB and warping functions uα evolve by the coupled
diffusion-reaction system
∂t gB + 2Rc[gB] = −2
A∑
α=1
nαu
−1/2
α ∇
2(u1/2α ),(2a)
(∂t −∆)uα = −µα − u
−1
α |∇uα|
2, (α ∈ {1, . . . , A}).(2b)
1. Remark. Throughout this paper, undecorated geometric quantities are computed
with respect to the metric g on M and its Levi–Civita connection. In particular,
the Laplacian in (2) denotes that of the metric g, i.e., ∆ ≡ ∆M, rather than the
Laplacian ∆B of the metric gB on the base. Given any smooth function ϕ(x)
depending only on x ∈ B, the two differential operators are related by
(3) ∆Mϕ = ∆Bϕ+
1
2
A∑
α=1
nαu
−1
α 〈∇uα,∇ϕ〉,
as follows easily from Claim 32 of Appendix A.
If some uα(x, 0) is a constant aα, then uα(x, t) = aα−µαt is an explicit solution
of (2b) for as long as the flow remains smooth. Since we are interested in studying
perturbations of spatially homogeneous solutions, we set aα = infx∈B uα(x, 0) and
define vα(·, 0) : B→ R+ by
(4) vα(x, 0) = uα(x, 0)− aα,
for α ∈ {1, . . . , A}. We observe that for as long as a smooth solution of system (2)
exists, the metric has the form
(5) g(x, t) = gB(x, t) +
A∑
α=1
{
(aα − µαt) + vα(x, t)
}
gFα .
2. Remark. The construction outlined above ensures that infx∈B vα(x, 0) = 0.
Because our solutions are not compact, it is not automatic that infx∈B vα(x, t) = 0
for t > 0 for which a solution exists. However, this follows from results we prove
below.
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In Appendix A, we compute the curvatures of (M, g). Here, for α ∈ {1, . . . , A}
and all t ≥ 0 that a Ricci flow solution exists, we define the functions
γα(x, t) = |∇vα(x, t)|
2,(6a)
χα(x, t) = |∇
2vα(x, t)|
2
gB ,(6b)
ρ(x, t) =
∣∣Rm[gB](x, t)∣∣2gB ,(6c)
where the first set of norms is computed with respect to the metric g(·, t) on the
total space, but the second and third sets are computed with respect to gB. To
motivate these quantities, we note that it follows from Remark 34 in Appendix A
that there is a universal constant C depending only on the dimensions such that
(7)
∣∣∣∣∣Rm[g]−
A∑
α=1
u−1α Rm[gFα ]
∣∣∣∣∣
g
≤ C
{
ρ1/2 +
A∑
α=1
(
u−2α γα + u
−1
α χ
1/2
α
)}
.
So at points where the quantities vα are small relative to uα, control of ρ, γα/u
2
α,
and χα/u
2
α indicates that the curvature is pointwise close to that of an un-warped
product.
1.3. Main results. In this paper, we assume that γα, χα, and ρ are bounded on
our initial data in terms of a constant Cinit and functions Gα and Hα in a manner
that we call our Main Assumptions and make precise in Section 2.1. (Specifically,
we use Gα to bound γα and Hα to bound χα.)
Our first result provides an asymptotic description of all solutions of Ricci flow
originating from initial data that satisfy those assumptions. Specifically, it shows
in a precise sense that the asymptotics of the original data are preserved:
3.Theorem. Let
(
M, g(t)
)
be a solution of the Ricci flow system (2) that originates
from initial data satisfying our Main Assumptions and exists for t ∈ [0, Tsmall].
There exists a constant C∗ = C∗(n, nα, Cinit) such that for t ∈ [0,min{Tsmall, C−1∗ }),
the metric can be written as
g(x, t) =
(
1 + O(1)
)
gB(x, 0)
+
A∑
α=1
{
(aα − µαt) +
(
1 + O
(
Gα (vα(x, 0))
v2α(x, 0)
))
vα(x, 0)
}
gFα .
We note that the Main Assumptions imply that the terms Gα
(
vα(x, 0)
)
/v2α(x, 0)
are bounded. By those assumptions, those terms bound |∇ log vα(x, 0)|2, which
in turn implies that the functions vα(·, 0) can decay at most exponentially (see
Remark 11 below). In fact, if the functions Gα are chosen so that the quantities
Gα
(
vα(x, 0)
)
/v2α(x, 0) are comparable to |∇ log vα(x, 0)|
2, then Gα(x, 0)/v
2
α(x, 0)ց
0 as vα(x, 0)ց 0 if and only if vα(·, 0) decays more slowly than exponentially.
We prove Theorem 3 in the course of proving the following stronger but more
technical result:
4. Theorem. Let (M, ginit) satisfy the Main Assumptions stated in Section 2.1.
Then there exists a constant C∗ = C∗(n, nα, Cinit) such that the following are true:
A solution
g(x, t) = gB(x, t) +
∑A
α=1
{
aα − µαt+ vα(x, t)
}
gFα
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of the Ricci flow initial value problem with g(x, 0) = ginit(x) exists with curvatures
bounded in space at all times t ∈ [0, T∗), where T∗ := min{Tsing, C−1∗ }, and Tsing is
the (finite) singularity time, i.e., the maximal existence time of a smooth solution.
The vα are uniformly equivalent for t ∈ [0, T∗). Specifically, one has
1
C∗
vα(x, t) ≤ vα(x, 0) ≤ C∗vα(x, t).
Moreover, for each x ∈ B and t ∈ [0, T∗), one has
(8a) ρ(x, t) ≤ Cinit (1 + C∗t),
and for α ∈ {1, . . . , A},
γα(x, t) ≤ Cinit
(
1 + C∗t
Gα
(
vα(x, t)
)
v2α(x, t)
)
Gα(vα(x, t)),(8b)
χα(x, t) ≤ Cinit (1 + C∗t)Hα
(
vα(x, t)
)
,(8c)
where Gα and Hα are functions specified in the Main Assumptions.
We prove Theorem 4 in Section 3.3 below after precisely stating our assumptions
in Section 2.1 and establishing preliminary estimates in Sections 2.2–3.2.
If C−1∗ < Tsing, then the theorem cannot describe the solution up to the singular
time. However, we can always arrange that it does apply up to Tsing, as we now
explain. A key strength of the theorem is that the constant C∗ is independent of
the quantities aα. One sees from (7) that the curvature can be very large if some
aα is very small. But even in that case, the bounds (8) persist. This leads directly
to our next result. We let ς be such that aς/µς = min{aα/µα : µα > 0}. By (5), the
metric on Fς has the form
{
(aς −µςt)+ vς(x, t)
}
gFς . By Remark 2, inf vς(·, 0) = 0,
and by Theorem 4, this infimum is preserved. Thus the solution cannot exist past
the formal singularity time Tform := aς/µς . Hence we have the following Corollary.
5. Corollary. There exist initial data (M, g′init) satisfying the Main Assumptions
stated in Section 2.1 with the same constant Cinit, the same initial values vα, the
same real-valued functions Gα and Hα, but with changed constants aα, such that the
conclusions of Theorem 4 hold for the Ricci flow evolution of (M, g′init) at all times
[0, Tsing). Moreover, Tsing = Tform; there are no finite singular points in space; and
the singularity is Type-I and occurs at spatial infinity.
A proof of this Corollary is found in Section 3.3, following the proof of Theorem 4.
A schematic outline of our proof of Theorems 4 is as follows. The proof relies
on two pairs of supporting results, with Propositions 14 and 20 composing the first
pair, and Propositions 21 and 22 composing the second. In the process, we obtain
Theorem 3 as a consequence of the arguments we employ to prove Proposition 21.
Standard short-time existence results give us a smooth Ricci flow solution on
some time interval [0, Tmin], with some curvature bound. Propositions 14 and 20
take as their input a curvature bound on [0, Tmin]; they output linear growth es-
timates for ρ, γα, χα on an interval [0, T1] ⊆ [0, Tmin], albeit with a possibly large
constant that depends on the input curvature bound. As noted below the state-
ment of Theorem 4, we ultimately do not want estimates that directly depend on
the curvature. The fact that we get linear growth estimates for ρ, γα, χα, however,
lets us then apply Propositions 21 and 22, which take as their input uniform bounds
on a suitable subinterval [0, T2] ⊆ [0, T1] and yield the conclusions of the theorem
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on some time interval [0, T3] ⊆ [0, T2]. Finally, we use an “open-closed” argument
to show that the supremum of t > 0 such that the Theorem holds cannot be too
small, i.e., that it extends to min{Tsing, C−1∗ }.
1.4. Applications.
1.4.1. Essential blowup sequences on noncompact manifolds. The main application
of Theorem 4 that we have in mind in this paper is to obtain new insights into
blowup limits of singularities on complete noncompact manifolds. We rigorously
explore the phenomena that occur if finite-time singularities form at spatial infinity
on noncompact manifolds. More precisely, we construct complete Ricci flow solu-
tions for which Type-I singularities occur at spatial infinity and which do not have
any Type-I singular points. The existence of such (singly-warped) examples has
been conjectured in [EMT11]. We show that for each of our (doubly-warped) ex-
amples, taking a blowup limit along some essential blow up sequence (see Section 4
for precise definitions) yields a gradient shrinking Ricci soliton in the subsequen-
tial limit, whereas taking a subsequential limit along some other essential blow up
sequence yields a complete ancient solution that is not a soliton. We summarize
these results in the following theorem:
6. Theorem. There exist complete, noncompact, κ-noncollapsed Ricci flow solu-
tions (M, g(t)), with M := R× Sp × Sp, that develop Type-I singularities at spatial
infinity.
On each of these solutions, there exist essential blowup sequences along which
a blowup limit yields a nontrivial gradient shrinking Ricci soliton, and there exist
essential blowup sequences along which no blowup limit can be a gradient shrinking
Ricci soliton.
The key idea is that on noncompact Ricci flow solutions, there can be essential
blowup sequences with no Type-I singular point limit, and these sequences may
or may not have nontrivial gradient Ricci soliton limits. However, one can obtain
soliton limits by imposing another condition. Indeed, we show the following in the
proof of Theorem 6:
7. Corollary. Under the conditions of Theorem 6, a blowup limit of the flow along
a sequence (xj , tj) with |xj | → ∞ and tj → a∗ is a nontrivial gradient soliton if
and only if
lim
j→∞
|Rm(xj , tj)|
supM |Rm(·, tj)|
= 1.
In other words, to obtain a nontrivial gradient shrinking soliton limit, it is both
necessary and sufficient that |Rm(xj , tj)| → supM |Rm(·, tj)| as |xj | → ∞. Clearly,
the subsequences we construct in Theorem 6 that fail to have soliton limits do not
satisfy this condition.
We obtain a related result for solutions on M = R × S1 × Sp. These are not
κ-noncollapsed, hence do not have blowup limits except as e´tale groupoids, in the
sense considered by Lott [Lott10].
We believe that the arguments we use to prove Theorem 6 could easily be ex-
tended to construct κ-noncollapsed examples on Rk × Sp × Sp for any p ≥ 2 with
the same properties that (a) their singularities occur at spatial infinity and that
(b) distinct subsequential blowup limits are possible.
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1.4.2. Weak stability of generalized cylinders. Stability of cylinders Rk × Sp under
Ricci flow is a subtle question. Even though a round cylinder Rk × Sp is expected
to be a stable singularity model in a suitable sense, it is not immediately clear how
to define its stability. In the case of mean curvature flow, it is shown in [CM12]
that the only entropy-stable1 shrinkers are spheres, hyperplanes, and generalized
cylinders. Currently, there is no analogue of such a result in Ricci flow. Accordingly,
we adopt the following:
8. Definition. We say a solution g(·, t) of Ricci flow is weakly stable if for every
ǫ > 0, there exists δ > 0 such that for any other Ricci flow solution g˜(·, t) satisfying
‖g(·, 0) − g˜(·, 0)‖C0 < δ, one has ‖g(·, t) − g˜(·, t)‖C0 < ǫ for all t ≥ 0 that both
solutions exist.
We prove the following result, which is stated more precisely as Theorem 29 in
the text below.
9. Corollary. Ricci flow of a direct product metric gcyl on R
k × Sp is weakly stable
with respect to admissible perturbations of gcyl.
2
Moreover, if g(·, 0) is an admissible perturbation of gcyl(·, 0), then both flows
g(·, t) and gcyl(·, t) develop a singularity at the same finite time and that they stay
close to each other in the C0 norm up to that singular time.
10. Remark. We note that the proof and conclusion of Corollary 9 also apply for
any direct product metric on Rk × Sp × Sq, for any nonnegative integers p and q,
as long as at least one of them is nonzero.
11. Remark. We further note that part (11b) of the Main Assumptions detailed
in Section 2.1, requires |∇ log vα,init|2 to be bounded, which implies that inf uα,init
cannot be attained. This means that Theorem 4 is primarily useful in analyzing
singularities that occur at spatial infinity.
Given initial data in which inf uα is attained in a compact set, one could adjust
aα,init downward in order to apply the Theorem. However, its output would not be
sharp in that case, because it then cannot describe the developing singularity all the
way up to the singular time.
2. Assumptions and preliminary estimates
2.1. Assumptions. We begin by establishing some notation.
Given a smooth function ϕ : R+ → R+, we define
‖ϕ‖2,mon = sup
s∈R+
(
1 +
s|ϕ′(s)|
ϕ(s)
+
s2|ϕ′′(s)|
ϕ(s)
)
.
We caution the reader that this is not a norm. The double bars are a reminder
that ‖ · ‖2,mon is a supremum rather than a pointwise bound. The subscript is a
reminder that ‖ϕ‖2,mon depends on two derivatives of ϕ, and that the quantity in
parenthesis is constant if ϕ is a monomial.
Given a smooth function ψ : B× [0, T ]→ R+, we define
|ψ|2,exp =
∣∣∣(∂t −∆)ψ∣∣∣
ψ
+
|∇ψ|2
ψ2
.
1See definitions (0.5) and (0.6) in [CM12].
2These are understood in the sense of Definition 23, below.
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The single bars in |·|2,exp are a reminder that it is a pointwise bound, i.e., a function
of x ∈ B rather than a supremum. The subscript is a reminder that | · |2,exp depends
on two derivatives, and that |∇ψ|2/ψ2 is constant in space if ψ(x, t) = edg(t)(x
′,x)
for some x′ ∈ B, where dg(t)(x
′, x) represents distance with respect to the metric
g(t).
In Section 2.2, we state some useful properties satisfied by ‖ · ‖2,mon and | · |2,exp.
We next define
(9) G =
{
G : R+ → R+ : ‖G‖G := ‖G‖2,mon + sup
s∈R+
G(s)
s2
<∞
}
.
We note that s2 ∈ G, so G 6= ∅. We again caution the reader that we are once more
using nonstandard notation: the symbol ‖ · ‖G defined here is not a norm, and G is
not a vector space.
Any choices of Gα ∈ G generate associated functions Hα ∈ G defined by
(10) Hα[s1, . . . , sA](sα) =

 A∑
β=1
Gβ(sβ)
s2β

Gα(sα).
The notation reflects the fact that Hα is intended to control the geometry on the
fiber Fα, but inputs information from the functions G1, . . . , GA used to control
the geometry of all fibers F1, . . . ,FA. For brevity, we write Hα[s1, . . . , sA](sα) ≡
Hα(sα) below. The mnemonic theme is that we find it convenient to use Gα, Hα ∈ G
to control gradient and Hessian terms in (11b) and (11c), respectively. We assume
below that our choices of Gα satisfy the inequalities ‖Gα‖G ≤ C¯α for some constants
C¯α, α ∈ {1, . . . , A}.
Throughout this paper, we assume that our initial data consist of a metric
ginit(x) = gB(x, 0) +
∑A
α=1
{
aα + vα(x, 0)
}
gFα
on the manifold M = B× F1 × · · · × FA satisfying the following:
Main Assumptions. There exist a constant Cinit and functions Gα ∈ G such that
for α ∈ {1, . . . , A},
‖Gα‖G ≤ Cinit,(11a)
γα(x, 0) ≤ CinitGα
(
vα(x, 0)
)
for all x ∈ B,(11b)
χα(x, 0) ≤ CinitHα
(
vα(x, 0)
)
for all x ∈ B,(11c)
ρ(x, 0) ≤ Cinit for all x ∈ B.(11d)
We further assume that |∇Rm[g(·, 0)]|g(·,0) is bounded and that at least one µα > 0,
i.e., that at least one fiber is a space form of positive Ricci curvature.
We note that our choices of Gα ∈ G may depend on the initial data, and that it
follows from our main results that the choice µα > 0 forces a singularity at a time
Tsing <∞.
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2.2. Basic inequalities. It is not difficult to verify the following useful properties
of ‖ · ‖2,mon and | · |2,exp:
(12)
‖ϕ1 + ϕ2‖2,mon ≤ ‖ϕ1‖2,mon + ‖ϕ2‖2,mon,
‖ϕ1ϕ2‖2,mon ≤ ‖ϕ1‖2,mon‖ϕ2‖2,mon,
‖ϕ1 ◦ ϕ2‖2,mon ≤ ‖ϕ1‖2,mon‖ϕ2‖
2
2,mon,
|ϕ ◦ ψ|2,exp ≤ ‖ϕ‖
2
2,mon|ψ|2,exp,
|ψ1ψ2|2,exp ≤ |ψ1|2,exp + |ψ2|2,exp,
|ψ1 + ψ2|2,exp ≤ 2 (|ψ1|2,exp + |ψ2|2,exp).
We explicitly verify the fourth inequality, whose proof is slightly less straightforward
than the proofs of the others.
Proof. Let ψ : M × [0, T ] → R+ and ϕ : R+ → R+. Then (ϕ ◦ ψ)t = ϕ′(ψ)ψt,
∇i(ϕ ◦ ψ) = ϕ′(v)∇iψ, and ∆(ϕ ◦ ψ) = ϕ′(ψ)∆ψ + ϕ′′(ψ)|∇ψ|2. Thus one has(
∂t −∆
)
(ϕ ◦ ψ)
ϕ ◦ ψ
+
|∇(ϕ ◦ ψ)|2
(ϕ ◦ ψ)2
=
ϕ′(ψ)
(
∂t −∆
)
ψ − ϕ′′(ψ)|∇ψ|2
ϕ(ψ)
+
(ϕ′(ψ))2|∇ψ|2
(ϕ(ψ))2
=
ψϕ′(ψ)
ϕ(ψ)
(
∂t −∆
)
ψ
ψ
−
ψ2ϕ′′(ψ)
ϕ(ψ)
|∇ψ|2
ψ2
+
{ψϕ′(ψ)
ϕ(ψ)
}2 |∇ψ|2
ψ2
,
from which it is easy to see that |ϕ ◦ ψ|2,exp ≤ ‖ϕ‖22,mon|ψ|2,exp. 
2.3. Differential inequalities. We now estimate the evolution equations of the
quantities we work with throughout this paper: γα, χα, and ρ.
12. Lemma. If γα, χα, and ρ are as in (6), then there exists a uniform constant
CN that depends only on the dimension vector ~N = (n, nα) such that we have the
estimates
(13)
(
∂t −∆
)
γα ≤ −
1
2
|∇γα|2
γα
+ 6
(
γα
u2α
)
γα,
(14)
(
∂t −∆
)
χα ≤ −
1
2
|∇χα|2
χα
+ CNLχα + CNL
A∑
β=1
γβ
u2β
γα,
and
(15)
(
∂t −∆
)
ρ ≤ −
|∇ρ|2
ρ
+ CNL
3,
where
L := ρ1/2 +
A∑
β=1
γβ
u2β
+
A∑
β=1
χ
1/2
β
uβ
.
The helpful structure here is that we have negative gradient terms in all three
equations. In (13) and (14), we also have what may be regarded as linear terms
with coefficients that can be bounded in terms of the quantities under consideration;
in (14) and (15), we have inhomogeneous terms that may be similarly bounded.
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Proof. In the proof, we use the same symbol CN to denote constants that might
differ from line to line but that all depend only on the dimension vector ~N = (n, nα).
An easy computation (see Appendix C) implies that
(
∂t −∆
)
γα = −2|∇
2vα|
2 + 2
|∇vα|4
u2α
− 4
∇2vα(∇vα,∇vα)
uα
.
Using Cauchy–Schwarz and Kato’s inequality (|∇|∇vα|| ≤ |∇2vα|), we get (13).
To obtain (14), note that in Appendix C we compute that
(
∂t −∆
)
χα ≤ −2|∇
3vα|
2
gB + 4RmB(∇
2vα,∇
2vα) + 2u
−2
α γαχα
− 2u−3α 〈∇vα,∇γα〉γα + 4u
−2
α 〈∇
2vα,∇vα ⊗∇γα〉
− 2u−1α 〈∇
2vα,∇
2γα〉gB +Nu
−2
α γα
{
− χα +
1
4
u−1α 〈∇ vα,∇γα〉
}
+ CN
( A∑
α=1
|∇ log uα|
2
)
|∇2vα||∇
2vα|gB .
An easy computation using results about the Levi-Civita connection Γ derived in
Appendix A yields
−|∇3vα|
2
gB ≤ −
|∇ |∇2vα|2gB |
2
gB
2χα
= −
|∇χα|2gB
2χα
= −
|∇χα|2
2χα
and
∣∣u−1α 〈∇2vα,∇2γα〉gB ∣∣ ≤ CN
(
χ
3/2
α
uα
+
γ
1/2
α χ
1/2
α
uα
|∇3vα|gB
)
≤ CN
(
χ
3/2
α
uα
+
γα χα
u2α
)
+ |∇3vα|
2
gB .
Again using results about the Hessian from Appendix A, we see that
|∇2vα| ≤ CN
(
χ1/2α +
γ
1/2
β
uβ
γ1/2α
)
,
implying that
|∇2vα||∇
2vα|gB ≤ CN

χα + A∑
β=1
γβ
u2β
γα

 ,
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where we use the Cauchy–Schwarz inequality. Putting these estimates together
yields
(
∂t −∆
)
χα ≤ −
|∇χα|
2
2χα
+ CNχα

ρ1/2 + γα
u2α
+
χ
1/2
α
uα
+
A∑
β=1
γβ
u2β


+ CN

χ1/2α γ2α
u3α
+
( A∑
β=1
γβ
u2β
)2
γα


≤ −
|∇χα|2
2χα
+ CN Lχα + CN γα
A∑
β=1
γβ
u2β

 A∑
β=1
χ
1/2
β
uβ
+
A∑
β=1
γβ
u2β


≤ −
|∇χα|2
2χα
+ CN Lχα + CN L
A∑
β=1
γβ
u2β
γα,
as claimed.
Finally, as in Appendix C, denote by H the (integrable) horizontal distribution
of M and by RmH⊗H the restriction
RmH⊗H := Rm
∣∣
H⊗TM⊗TM⊗H
.
Our computation in Appendix C shows that ρ evolves by
(
∂t −∆
)
ρ ≤ −2|∇Rm |2gB + Cnρ
3/2
+ 2
A∑
α=1
nα
{
u−2α RmB(∇
2vα,∇
2vα)
− 2u−3α RmB(∇
2vα,∇vα ⊗∇vα)
}
+ CN
( A∑
α=1
|∇ log uα|
2
)
|Rm |gB |RmH⊗H |g.
Claim 35 in Appendix C shows that ∇Rm vanishes if exactly one index is vertical.
Thus by Kato’s inequality for tensors, we have
−|∇Rm |2gB ≤ −|∇|Rm |gB |
2
gB
= −
|∇ρ|2gB
ρ
= −
|∇ρ|2
ρ
.
Moreover, using our computations of curvature components in Appendix A, we
immediately get
|RmH⊗H |g ≤ CN

 A∑
β=1
γβ
u2β
+
A∑
β=1
χ
1/2
β
uβ
+ ρ1/2

 .
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All of these together imply that
(
∂t −∆
)
ρ ≤ −
|∇ρ|2
ρ
+ CNρ
3/2 + CN
A∑
β=1
ρ1/2χβ
u2β
+ CN
A∑
β=1
ρ1/2χ
1/2
β γβ
u3β
+ CN
A∑
β=1
γβ
u2β
ρ1/2

 A∑
β=1
γβ
u2β
+
A∑
β=1
χ
1/2
β
uβ
+ ρ1/2


≤ −
|∇ρ|2
ρ
+ CNL
3,
yielding (15). This completes the proof. 
3. Analysis
In this section, we prove estimates for solutions of parabolic equations on non-
compact manifolds evolving by Ricci flow. Among the results we obtain below are
Propositions 14, 20, 21, and 22 which, as discussed in the introduction, play a major
role in the proof of Theorem 4.
3.1. A noncompact maximum principle. The goal of our first result, Lemma 13,
is to obtain estimates for a function U in terms of a “comparison function” V and a
“control function” W . For example, we often take U to be a function that we want
to estimate on a short time interval [t0, t1], V to be the same function at the initial
time t0, and W to be a large constant that depends on bounds for the curvatures
on [t0, t1]. Our proof of the lemma proceeds by applying a noncompact maximum
principle to the quantity U/V , thereby allowing us to bound it suitably from above.
We use Lemma 13 extensively in the proofs below.
13. Lemma. Let
(
M, g(t)
)
be a smooth solution of Ricci flow for t ∈ [0, T ], and let
U, V,W : M× [0, T ]→ R+ be smooth functions. Suppose that there exist constants
0 < c < 1 < C such that (
∂t −∆
)
U ≤ C(UW + VW )− c
|∇U |2
U
,∣∣(∂t −∆)V ∣∣
V
+
|∇V |2
V 2
≤ CW,∣∣(∂t −∆)W ∣∣ + |∇W |2 ≤ CW,
W ≤ C,
where the Laplacian and norms above are computed with respect to the solution g(t)
of Ricci flow.
Then there exist λ = λ(c, C) and T ′ = T ′(c, C, T ) ∈ (0, T ] such that for all
t ∈ [0, T ′], (
∂t −∆
){U
V
− λt
(
1 +
U
V
)
W
}
≤ 0.
Moreover, if there exist a point x′ ∈ B and a constant C′ such that one has
U(x, t) ≤ C′eC
′d2g(t)(x
′,x)V (x, t) on [0, T ′], then for t ∈ [0, T ′],
U(x, t)
V (x, t)
≤ sup
y∈M
U(y, 0)
V (y, 0)
+ 2λtW (x, t)
(
1 + sup
y∈M
U(y, 0)
V (y, 0)
)
.
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Proof. We define X = U/V and compute that
(
∂t −∆
)
X =
(
∂t −∆
)
U
V
+ 2X
〈∇U,∇V 〉
UV
− 2X
|∇V |2
V 2
−X
(
∂t −∆
)
V
V
.
We split the second term on the rhs above as follows:
(16) 2X
〈∇U,∇V 〉
UV
= (2− c)X
〈∇U,∇V 〉
UV
+ cX
〈∇U,∇V 〉
UV
.
In what follows, we denote by C′ = C′(c, C) a constant that may change from line
to line. We use the weighted Cauchy–Schwarz inequality to estimate the first term
on the rhs of (16) by
(2− c)X
|〈∇U,∇V 〉|
UV
≤
c
2
|∇U |2
UV
+ C′
|∇V |2
V 2
X,
and rewrite the second term as
cX
〈∇U,∇V 〉
UV
=
c
2
( |∇U |2
UV
+X
|∇V |2
V 2
−
|∇X |2
X
)
,
obtaining
(
∂t−∆
)
X ≤
1
V
{(
∂t −∆
)
U + c
|∇U |2
U
}
+X


∣∣∣(∂t −∆)V ∣∣
V
+ C′
|∇V |2
V 2

− c2 |∇X |
2
X
.
Thus our assumptions on U and V imply that(
∂t −∆
)
X ≤
C(U + V )W
V
+ C′CWX −
c
2
|∇X |2
X
≤ C′CW (1 +X)−
c
2
|∇X |2
X
.(17)
Now for λ = λ(c, C) > 0 to be chosen, we define Y = X − (λt)(1 + X)W and
compute that(
∂t −∆
)
Y = (1− λtW )
(
∂t −∆
)
X − λt(1 +X)
(
∂t −∆
)
W
− λ(1 +X)W + 2λt〈∇X,∇W 〉.
If t ≤ T1 := 1/(λC), then 1− λtW ≥ 0, so we may apply estimate (17) to the first
term on the rhs above. We then use our assumption on
∣∣(∂t −∆)W ∣∣ to estimate
the second term and apply Cauchy–Schwarz to the last term, obtaining
(
∂t −∆
)
Y ≤ (1− λtW )
{
C′CW (1 +X)−
c
2
|∇X |2
X
}
+ CλtW (1 +X)
− λW (1 +X) + λt
(
|∇X |2
X
+X |∇W |2
)
.
By using our assumption that |∇W |2 ≤ CW , we simplify this to(
∂t −∆
)
Y ≤W (1 +X)
{
− λ+ CC′(1 − λtW ) + 2Cλt
}
+
|∇X |2
X
{
−
c
2
(1− λtW ) + λt
}
.
Then choosing λ = 2C′ and using our upper bound for W , we obtain
(
∂t −∆
)
Y ≤W (1 +X)CC′(−1 + 4Ct) +
|∇X |2
X
{
−
c
2
+ CC′(Cc+ 2)t
}
.
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The rhs is nonpositive provided that t ≤ T2 :=
1
4C and t ≤ T3 :=
c
2CC′(Cc+2) .
Thus we choose T ′ = min{T1, T2, T3}.
Finally, we justify applying the weak maximum principle on the noncompact
manifold M in the form detailed in Theorem 12.22 of [CCG08]. Specifically, since
W is bounded, the assumption that U(x, t)/V (x, t) ≤ C′eC
′d2g(t)(x
′,x) implies easily
that Theorem 12.22 applies to Y (x, t) − supy∈M Y (y, 0), allowing us to conclude
X(x, t) ≤ λtW (x, t)(1 +X(x, t)) + sup
y
X(y, 0),
implying that
X(x, t) ≤
λt
1− λtW (x, t)
W (x, t) +
1
1− λtW (x, t)
sup
y∈M
X(y, 0).
We can decrease T ′ if necessary to make λtW (x, t) small enough for all t ∈ [0, T ′]
so that the following holds:
X(x, t) ≤ λt
(
1 + 2λtW (x, t)
)
W (x, t) +
(
1 + 2λtW (x, t)
)
sup
y∈M
X(y, 0)
= sup
y∈M
X(y, 0) +W (x, t)
(
λt+ 2λ2t2W (x, t)2 + 2λt sup
y∈M
X(y, 0)
)
≤ sup
y∈M
X(y, 0) + 2λtW (x, t)
(
1 + sup
y∈M
X(y, 0)
)
.
This completes the proof. 
3.2. Main estimates. We now establish two pairs of Propositions that provide
the key results we need to prove Theorem 4.
In Propositions 14 and 20, we obtain bounds for γ, χ, and ρ on a solution that is
smooth on a compact time interval [t0, t1].
3 A strength of these results is that they
allow us to extend bounds that hold at t0 to the entire interval [t0, t1], which cannot
be taken for granted because M is noncompact; a weakness is that the constant we
obtain for these bounds depends on an upper bound for the full curvature tensor
on [t0, t1].
In Propositions 21 and 22, we show that if the functions vα and their derivatives
satisfy uniform bounds on an interval [0, T ], then those bounds can be improved,
independent of the curvature, at least on an interval [0, T∗], with 0 < T∗ ≤ T .
14. Proposition. Let (M, ginit) satisfy the Main Assumptions in Section 2.1.
Suppose a solution g(t) of Ricci flow exists for [t0, t1], satisfying the initial bounds
ρ(x, t0) ≤ C0Cinit and
(18)
vα(x, t0) > 0, γα(x, t0) ≤ C0CinitGα
(
vα(x, t0)
)
, χα(x, t0) ≤ C0CinitHα
(
vα(x, t0)
)
,
along with the uniform bound sup(x,t)∈B×[t0,t1] |Rm(x, t)| ≤ C1, for some constants
C0, C1.
3In Step 1 of our proof of Theorem 4, we initially apply Propositions 14 and 20 with t0 = 0.
In Step 2 however, we need to apply them at some t0 > 0.
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Then there exists C′ = C′(Cinit, C0, C1) and T
′ = T ′(Cinit, C0, C1) ∈ (t0, t1] such
that for all t ∈ [t0, T ′], one has
vα(x, t) ≥
vα(x, t0)
1 + C′(t− t0)
,(19a)
γα(x, t) ≤ C0Cinit(1 + C
′ (t− t0))Gα
(
vα(x, t0)
)
,(19b)
χα(x, t) ≤ C0Cinit(1 + C
′(t− t0))Hα
(
vα(x, t0)
)
,(19c)
ρ(x, t) ≤ C0Cinit (1 + C
′(t− t0)).(19d)
Because its proof is lengthy, we prove Proposition 14 in a series of steps that are
contained in Lemmas 15–19. In the course of the proof, we use the same symbols
C′ and T ′ for possibly different constants that depend only on Cinit, C0, and C1
— with C′ allowed to grow but remain finite, and T ′ allowed to shrink but remain
positive.
Our first observation is needed because to prove our Main Theorem, we need to
apply Lemma 13 in cases where V may be independent of time, but ∆V and |∇V |2
are computed with respect to g(t).
15. Lemma. Suppose that the assumptions of Proposition 14 hold.
Then there are a constant C′(Cinit, C0, C1) and time T
′(Cinit, C0, C1) ∈ (t0, t1]
such that on [t0, T
′], we have
|∇Rm[g(t)]|g(t) ≤ C
′,
|∇vα(x, t0)|2g(t)
vα(x, t0)2
≤ C′,
|∆g(t)vα(x, t0)|g(t)
vα(x, t0)
≤ C′.
Note that the final two collections of inequalities can be summarized as
|vα(x, t0)|2,exp ≤ C
′.(20)
Proof. If t0 > 0, our assumed bound on |Rm | at time t = t0 and regularity theory
for Ricci flow imply the stated bound for |∇Rm |. If t0 = 0, we note that the Main
Assumptions outlined in Section 2.1 include an upper bound for |∇Rm | at time
t = 0. Then Theorem 14.16 of [CCG08]) lets us bound |∇Rm | on [t0, T
′].
The subsequent inequalities follow because they hold at time t0, and because ∂tg
and ∂tΓ are controlled by our bounds on |Rm | and |∇Rm |. 
16. Lemma. Suppose that the assumptions of Proposition 14 hold.
Then there exist a constant C′(Cinit, C0, C1) and time T
′(Cinit, C0, C1) ∈ (t0, t1]
so that for all t ∈ [t0, T ′], estimate (19a) holds.
Proof. First we claim there exists a T ′ so that vα ≥ 0 on M× [t0, T ′].
The Ricci flow equation restricted to the metric on Fα is
∂t(uαgα) = −2Rc
∣∣
α
,
where Rc
∣∣
α
denotes the Ricci curvature of planes tangent to Fα. Using the fact
that gα is independent of time, we can rewrite this as
∂t(log uα)uαgα = −2Rc
∣∣
α
.
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Since |Rm[g(t)]| ≤ C1 on [t0, t1], we get a comparable bound for |Rc |, implying
that ∣∣∂t log uα∣∣ ≤ C′,
where C′ = C′(C1). Hence for all t ∈ [t0, t1], we have
(21) uα(x, t) ≥ e
−C′(t−t0) (aα − µαt0).
To prove the claim that v remains nonnegative for a short time, we first show
that given any δ > 0, we have vα ≥ −δt on a time interval [t0, T ′], where T ′ could
possibly decrease in the proof but is independent of δ.
Equation (21) implies that uα ≥ (aα − µαt0) (1− C′(t− t0)), so
(22) vα(x, t) = uα − (aα − µαt) ≥ −C
′ (t− t0).
We fix T ′ so that T ′ − t0 ≤ (a − µαt1)/(2C1) and let τ ∈ [t0, T ′] be arbitrary.
Because C1(τ − t0) ≤ C1(T
′ − t0) ≤
1
2 (aα − µt1), we may let
(23) ǫ ∈
(
C1(τ − t0), aα − µαt1
)
be arbitrary. Then vα + ǫ > 0 on [t0, τ ], so each function vα,ǫ := (vα + ǫ)
−1 is well
defined on that time interval. Using that vα(x, t) evolves by
(24)
(
∂t −∆
)
vα = −
γα
uα
,
a straightforward computation yields(
∂t −∆
)
vα,ǫ = |∇ log vα,ǫ|
2vα,ǫ
(
vα + ǫ
uα
− 2
)
.
Our choice of ǫ implies that
vα + ǫ
uα
=
vα + ǫ
vα + aα − µαt
≤
vα + ǫ
vα + aα − µαt1
≤ 1
for all t ∈ [t0, T ′] and thus that(
∂t −∆
)
vα,ǫ ≤ −|∇ log vα,ǫ|
2vα,ǫ = −
|∇vα,ǫ|2
vα,ǫ
.
Let U(x, t) = vα,ǫ(x, t), V (x, t) = vα,ǫ(x, t0), and W = C
′. Observing that V is
independent of time and using Lemma 15, one sees that∣∣(∂t −∆)V ∣∣
V
+
|∇V |2
V 2
≤
|∆g(t)vα(x, t0)|
vα(x, t0) + ǫ
+
|∇vα(x, t0)|2g(t)
(vα(x, t0) + ǫ)2
≤ C′.
(25)
Note in particular that (25) is independent of ǫ. For a sufficiently short time,
vα,ǫ ≤ (ǫ − C′(τ − t0))−1 < ∞. So U is bounded in space, and the bound (25)
implies |∇ logV | is bounded, so V decays at most exponentially. Thus, Lemma 13
can be applied to U, V , and W as defined above to conclude that
vα,ǫ(x, t) ≤ (1 + C
′ (t− t0)) vα,ǫ(x, t0), t ∈ [t0, τ ],
where C′ = C′(Cinit, C0, C1) is independent of ǫ. Letting ǫ ց C1(τ − t0), which is
the lower bound imposed by (23), we find that
vα + C1(τ − t0) ≥
C1(τ − t0)
1 + C′ (τ − t0)
≥
C1(τ − t0)
1 + C′ (t1 − t0)
.
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Because τ ∈ [t0, T ′] is arbitrary, this implies that
vα ≥ −
(
1−
1
1 + C′(t1 − t0)
)
C1 (t− t0)
for all t ∈ [t0, T ′], which improves (22) by a fixed factor. Repeating this bootstrap
argument k times (which can be done without changing T ′), where(
1−
1
1 + C′(t1 − t0)
)k
C1 ≤ δ,
proves that vα ≥ −δ(t − t0) on [t0, T ′]. Because δ > 0 is arbitrary and T ′ is
independent of δ, it follows that vα ≥ 0 on [t0, T
′], as claimed.
We next prove a better quantitative lower bound for vα, as long as vα(x, t) ≥ 0
holds, that is, for t ∈ [t0, T ′], where T ′ is some possibly smaller time T ′(Cinit, C0, C1).
The method is very close to that used in the proof of the claim that vα ≥ 0, so
we avoid unnecessary repetition. Let ǫ ∈ (0, aα − µαt1) be arbitrary, and again let
vα,ǫ := (vα + ǫ)
−1. Note that in contrast to the previous argument, where (23) is
needed, we have proven that vα ≥ 0 above, hence we know that vα,ǫ is well-defined
and bounded by ǫ−1 for all ǫ > 0. Then as in the arguments above, we find that
(
∂t −∆
)
vα,ǫ ≤ −
|∇vα,ǫ|
2
vα,ǫ
.
Now let U(x, t) = vα,ǫ(x, t), V (x, t) = vα,ǫ(x, t0), and W = C
′. Again using
equation (25) and the fact that U is bounded, we can apply Lemma 13 to obtain
vα,ǫ(x, t) ≤ (1 + C
′(t− t0)) vα,ǫ(x, t0),
where C′ = C′(Cinit, C0, C1) is independent of ǫ. We let ǫց 0 to conclude that
vα(x, t0)
1 + C′(t− t0)
≤ vα(x, t)
on M× [t0, T
′]. 
17. Lemma. Under the assumptions of Proposition 14, there exist C′(Cinit, C0, C1)
and T ′ = T ′(Cinit, C0, C1) ∈ (t0, t1] such that for all t ∈ [t0, T ′], estimate (19b)
holds.
Proof. Since we have (21), we can find T ′ sufficiently small so that
(26) uα(x, t) ≥
1
2
inf
M
uα(·, t0) > 0 for t ∈ [t0, T
′].
Recalling that4 Rm[gFα ] = cα gFα ©∧ gFα and using formula (67), which we derive
in Lemma 33 in Appendix A, one sees easily that the bound |Rm[g(t)]| ≤ C1 on
[t0, t1] implies that ∣∣cαu−1α − 12 |∇(log u1/2α )|2
∣∣ ≤ C1.
Combining this with (26) implies the existence of C′ = C′(infM uα(·, t0), C1) such
that
(27)
γα
u2α
= 4|∇(log u1/2α )|
2 ≤ C′
4See (65) for our normalization of the Kulkarni–Nomizu product ©∧ .
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for all (x, t) ∈M× [t0, T ′]. Using (13) and (27) yields
(28)
(
∂t −∆
)
γα ≤ C
′ γα −
1
2
|∇γα|2
γα
.
We apply Lemma 13 to (28) with U(x, t) = γα(x, t), V (x, t) = Gα
(
vα(x, t0)
)
, and
W (x, t) = C′. To see that all assumptions of Lemma 13 are satisfied, we need to
check that |V |2,exp is bounded by C′. Indeed, by (12) and (20) we have
(29) |V |2,exp ≤ ‖Gα‖2,mon |vα(x, t0)|2,exp ≤ C
′.
We also need to check that U(x,t)V (x,t) ≤ C
′ eC
′d2g(t)(x,x0) for t ∈ [t0, T ′], where x0 is
some fixed point in B. Indeed, since ∇uα = ∇vα, (27) implies that for every
t ∈ [t0, T ′], the function uα(·, t) grows at most exponentially in space and thus, for
every t ∈ [t0, T ′], U(x, t) = γα(x, t) grows at most exponentially in space as well.
On the other hand, by (29), |∇ logV | is bounded, so V (x, t) has at most exponential
decay. Hence,
U
V
(x, t) ≤ C′eC
′dt(x,x0) on M× [t0, t1],
as desired.
We can finally apply Lemma 13 as indicated above to conclude that for t ∈
[t0, T
′], we have
(30) γα(x, t) ≤ (1 + C
′ (t− t0))C0CinitGα(vα(x, t0)),
as desired. 
18. Lemma. Under the assumptions of Proposition 14, there exist a constant C′ =
C′(Cinit, C0, C1) and a time T
′ = T ′(Cinit, C0, C1) ∈ (t0, t1] such that for all times
t ∈ [t0, T
′], estimate (19c) holds.
Proof. Assume T ′ ∈ (t0, t1] is chosen so that both (19a) and (19b) hold on [t0, T ′].
Recall that in Lemma 12, we compute that χα evolves by
(
∂t −∆
)
χα ≤ CNLχα + CNL
A∑
β=1
(
γβ
u2β
)
γα −
1
2
|∇χα|2
χα
,
where L :=
∑A
β=1
γβ
u2β
+
∑A
β=1
χ
1/2
β
uβ
+ ρ1/2, ρ := |RmB |2, and CN depends only on
the dimension vector ~N = (n, nα). The curvature bound |Rm[g(t)]| ≤ C1 and (27)
imply that |L| ≤ C′ on M× [t0, T ′]. Hence we have
(
∂t −∆
)
χα ≤ C
′χα + C
′

 A∑
β=1
γβ
u2β

 γα − 1
2
|∇χα|2
χα
.
By (19a) and (19b), we see that for t ∈ [t0, T ′],
 A∑
β=1
γβ
u2β

 γα ≤ C′ A∑
β=1
Gβ(vβ(x, t0))
v2β(x, t0)
Gα(vα(x, t0)).
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Let U(x, t) = χα(x, t), V (x, t) =
∑A
β=1
Gβ(vβ(x,t0))
v2β(x,t0)
Gα(vα(x, t0)) = Hα(vα(x, t0)),
andW = C′. We verify that V (x, t) satisfies the hypotheses of Lemma 13. By using
estimate (12), we obtain
|V |2,exp ≤
∣∣∣ A∑
β=1
Gβ(vβ(x, t0))
v2β(x, t0)
∣∣∣
2,exp
+ |Gα(vα(x, t0))|2,exp
≤ 2
A∑
β=1
∣∣∣Gβ(vβ(x, t0))
v2β(x, t0)
∣∣∣
2,exp
+ |Gα(vα(x, t0))|2,exp.
Note that by (12) and (20), we also have
|Gα(vα(x, t0))|2,exp ≤ ‖Gα‖
2
2,mon |vα(x, t0)|2,exp ≤ C¯
2
αC
′.
Moreover, we may regard
Gβ(vβ(x,t0))
v2β(x,t0)
as a composition of functions ϕβ(s) :=
Gβ(s)
s2
and vβ(x, t0). Then using (12) again, we obtain∣∣∣Gβ(vβ(x, t0))
v2β(x, t0)
∣∣∣
2,exp
≤ ‖ϕβ‖
2
2,mon |vβ(x, t0)|2,exp.
By (20), we have |vβ(x, t0)|2,exp ≤ C′. It is easy to see that
sϕ′β
ϕβ
≤
s|G′β(s)|
Gβ(s)
+ 2 ≤ C¯β + 2
and
s2|ϕ′′β |
ϕβ(s)
≤
s2|G′′β(s)|
Gβ(s)
+ 4
s|G′β(s)|
Gβ(s)
+ 6 ≤ 5 C¯β + 6.
These imply that ∣∣∣Gβ(vβ(x, t0))
v2β(x, t0)
∣∣∣
2,exp
≤ C′,
and hence that
(31) |V |2,exp ≤ C
′.
Recall that in this proof, we choose U = χα = |∇∇uα|gB . Our assumption
that the curvature is bounded by C1 implies in particular (by Remark 34) that
|u−1∇∇uα − 1/2u−2α ∇uα ⊗∇uα| is bounded by C
′. Then (27) implies firstly that
|u−1α ∇∇uα| < C
′, and secondly that uα grows at most exponentially in space, so
that χα grows at most exponentially in space. On the other hand, by (31), we have
that V (x, t) decays at most exponentially in space. These two estimates yield the
bound UV ≤ C
′eC
′ dg(t)(x,x0).
We can now apply Lemma 13 to our choice of U(x, t), V (x, t), and W (x, t) to
conclude
χα(x, t) ≤ C0Cinit (1 + C
′ (t− t0))Hα(vα(x, t0)),
where we use the initial condition that χα(x, t0) ≤ C0CinitHα
(
vα(x, t0)
)
. 
19. Lemma. Under the assumptions of Proposition 14, there exist a constant C′ =
C′(Cinit, C0, C1) and a time T
′ = T ′(Cinit, C0, C1) ∈ (t0, t1] such that for all times
t ∈ [t0, T
′], estimate (19d) holds.
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Proof. Recall that in Lemma 12, we compute that ρ(x, t) = |Rm[gB](x, t)| evolves
by (
∂t −∆
)
ρ ≤ CNL
3 −
|∇ρ|2
ρ
,
where L =
∑A
β=1
γα
u2α
+
∑A
β=1
χ1/2α
uα
+ ρ1/2, and CN depends only on the dimension
vector ~N = (n, nα). As in the proof of Lemma 18, we conclude that |L| ≤ C
′ on
M× [t0, t1] and hence that(
∂t −∆
)
ρ ≤ C∗C
′ L2 −
|∇ρ|2
ρ
.
By Lemma 17 and Lemma 18, there exist constants C′ and T ′ ∈ (t0, t1] so that for
all t ∈ [t0, T ′], we have
L ≤ C′
(
A∑
α=1
Gα(vα(x, t0))
v2α(x, t0)
+
A∑
α=1
H
1/2
α (vα(x, t0))
vα(x, t0)
+ ρ1/2
)
≤ C′(C¯α + ρ
1/2),
where C¯ is a bound on supsα∈R+
(∑A
α=1
Gα(sα)
s2α
+
∑A
α=1
Hα(sα)
sα
)
, i.e., a uniform
constant. Hence, (
∂t −∆
)
ρ ≤ C∗C
′ (ρ+ 1)−
|∇ρ|2
ρ
.
We apply Lemma 13 with U(x, t) = ρ(x, t), V (x, t) = 1, and W (x, t) = C′ to
conclude that for all t ∈ [t0, T
′], we have
ρ(x, t) ≤ C0Cinit(1 + C
′(t− t0)).

Combining Lemmas 15–19 completes the proof of Proposition 14.
Recall that the estimates (19b) and (19c) for γα(x, t) and χα(x, t), respectively,
that we prove in Proposition 14 have vα(x, t0) on the rhs. Our next result improves
those by substituting vα(x, t) for vα(x, t0).
20. Proposition. Suppose the assumptions of Proposition 14 hold.
Then there exists C′ = C′(Cinit, C0, C1, t1 − t0) so that we have
γα(x, t) ≤ (1 + C
′(t− t0))C0CinitGα(vα(x, t)),
χα(x, t) ≤ (1 + C
′(t− t0))C0CinitHα(vα(x, t)),
for all t ∈ [t0, T
′], where T ′ is the same as in Proposition 14.
Proof. By the chain rule, we have
∂t
(
Gα(vα)
)
= G′α(vα) ∂tvα,
which implies that
|∂tGα(vα(x, t))| =
∣∣∣∣vα(x, t)G′α(vα(x, t))Gα(vα(x, t))
∣∣∣∣ Gα(vα(x, t)vα(x, t) |∂tvα(x, t)|
≤ C¯αGα(vα(x, t))
(
|∇2vα(x, t)|
vα(x, t)
+
|∇vα(x, t)|2
v2α(x, t)
)
.
(32)
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By (19a) and (19b), which hold for t ∈ [t0, T ′], we have
|∇vα|
2(x, t) ≤ (1 + C′ (t− t0))C0CinitC¯αv
2
α(x, t0)
≤ (1 + C′ (t− t0))
3C0CinitC¯αv
2
α(x, t)
for all t ∈ [t0, T ′]. This yields
(33)
|∇vα|2
v2α
≤ (1 + C′ (t− t0))
3C0CinitC¯α for t ∈ [t0, T
′].
To bound |∇
2vα(x,t)|
vα(x,t)
, we note that by (19a) and (19c), we have
χα(x, t) ≤ (1 + C
′ (t− t0))C0CinitHα(vα(x, t0))
≤ (1 + C′ (t− t0))C0CinitC¯αv
2
α(x, t0)
≤ (1 + C′ (t− t0))
3C0CinitC¯αvα(x, t)
2,
implying that
|∇2vα|2
v2α
≤
(
1 + C′ (t− t0)
)3
C0CinitC¯α, for t ∈ [t0, T
′],
where C¯α is a uniform constant. Combining this estimate with (33) and (32) yields
|∂t logGα(vα(x, t))| ≤ (1 + C
′ (t− t0))
3 C0CinitC¯α,
and hence
(34) Gα(vα(x, t)) ≤ (1 + C
′(t− t0))Gα(vα(x, t0)) for all t ∈ [t0, T
′].
We combine (19b) and (34) to conclude that for all t ∈ [t0, T ′], we have
γα(x, t) ≤ (1 + C
′ (t− t0))C0CinitGα(vα(x, t)).
Finally, using (19a), (19c), and (34) yields
χα(x, t) ≤ (1 + C
′ (t− t0))C0CinitHα(vα(x, t))
for all t ∈ [t0, T ′], as claimed. 
We now prove our second pair of Propositions, which provide control of the
curvatures by a constant that depends only on the initial data. Specifically, in
contrast to Propositions 14 and 20, the constant we obtain below is independent of
the bound sup(x,t)∈B×[t0,t1] |Rm(x, t)| ≤ C1.
21. Proposition. Let (M, ginit) satisfy the Main Assumptions in Section 2.1.
Suppose a solution g(t) of Ricci flow exists for [0, T ] and satisfies
(35) ρ ≤ Cinit, γα(x, 0) ≤ CinitGα(vα(x, 0)), χα(x, 0) ≤ CinitHα(vα(x, 0)).
Furthermore, suppose that for t ∈ [0, T ], we have vα(x, 0) > 0 and
γα(x, t) ≤ 2CinitGα
(
vα(x, t)
)
,(36a)
χα(x, t) ≤ 2CinitHα
(
vα(x, t)
)
,(36b)
ρ(x, t) ≤ 2Cinit.(36c)
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Then there exists C∗ depending only on Cinit and ~N = (n, nα) such that for
t ∈ [0,min{T,C−1∗ }], one has the bounds
γα(x, t) ≤ CinitGα(vα(x, t))
(
1 + C∗tEα
(
vα(x, t)
))
,
χα(x, t) ≤ CinitHα
(
vα(x, t)
) (
1 + C∗ t
)
,
ρ(x, t) ≤ Cinit (1 + C∗ t),
where
Eα
(
vα(x, t)
)
:=
Gα
(
vα(x, t)
)
vα(x, t)2
.
Proof. The proof is very similar to the proof of Proposition 14. We let C′∗ =
C′∗(Cinit) be a uniform constant that may increase from line to line, whereas C∗ is
the final constant that appears in the statement above.
To obtain the desired bound for γα, we recall estimate (13),(
∂t −∆
)
γα ≤ 6
(
γα
v2α
)
γα −
1
2
|∇γα|2
γα
.
By (36), we have
γα(x, t) ≤ 2CinitGα(vα(x, t)),
and hence (
∂t −∆
)
γα ≤ C
′
∗Eα(vα) γα −
1
2
|∇γα|2
γα
.
Our goal is to apply Lemma 13 to U(x, t) = γα(x, t), V (x, t) = Gα(vα(x, t)), and
W (x, t) = Eα(vα(x, t)). In order to do this, we need to verify that the hypotheses
of Lemma 13 are satisfied. By (12), we have
|Gα(vα)|2,exp ≤ ‖Gα‖
2
2,mon |vα|2,exp ≤ C
′
∗ |vα|2,exp
and
(38) |vα|2,exp = 2
γα
v2α
≤ C′∗Eα(vα).
Thus,
|Gα(vα)|2,exp ≤ C
′
∗ Eα(vα).
On the other hand, Eα(vα) ≤ ‖Gα‖G ≤ C¯α and
|Eα(vα)|2,exp ≤ ‖Eα‖
2
2,mon|vα|2,exp.
It is easy to see that Eα(s) =
Gα(s)
s2 ≤ C satisfies ‖Eα‖2,mon ≤ C
′
∗ and that
Eα(vα) ≤ C′∗ is bounded. Hence we have
|Eα(vα)|2,exp ≤ C
′
∗,
implying that ∣∣(∂t −∆)Eα(vα)∣∣+ |∇Eα(vα)|2 ≤ C′∗ Eα(vα).
We can now apply Lemma 13 as indicated above to conclude that there exists
C′∗ = C
′
∗(Cinit, N) and T∗ = T∗(Cinit, N) so that for all t ∈ [0,min{T∗, T }], we have
γα(x, t)
Gα(vα(x, t))
≤ Cinit + C
′
∗t (1 + Cinit)Eα
(
vα(x, t)
)
≤ Cinit
(
1 + C∗ t Eα
(
vα(x, t)
))
.
(39)
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This yields
γα(x, t) ≤ CinitGα(vα(x, t))
(
1 + C∗ t Eα
(
vα(x, t)
))
for t ∈ [0,min{T, T∗}], as claimed.
To obtain the bound for χα, we recall estimate (14), namely
(
∂t −∆
)
χα ≤ CN Lχα + CN L
A∑
β=1
γβ
u2β
γα −
1
2
|∇χα|2
χα
,
where L =
∑A
β=1
γβ
u2
β
+
∑A
β=1
χ
1/2
β
uβ
+ ρ1/2, and the constant CN depends only on
~N = (n, nα). By the assumptions in (36), we have L ≤ C′∗ and
 A∑
β=1
γβ
u2β

 γα ≤ C′∗Hα(vα),
where C′∗ is a uniform constant depending only on Cinit. Thus,(
∂t −∆
)
χα ≤ CN χα + CN Hα(vα)−
1
2
|∇χα|2
χα
.
We want to apply Lemma 13 to U(x, t) = χα(x, t), V (x, t) = Hα(vα(x, t)), and
W (x, t) = C′∗. By (12), the fact that ‖Gα‖2,mon + ‖Eα‖2,mon ≤ C
′
∗, (36), and (38),
we have
|Hα(vα)|2,exp ≤ |
∑
Eβ(vβ)|2,exp + |Gα(vα)|2,exp
≤ 2
∑
|Eβ(vβ)|2,exp + |Gα(vα)|2,exp
≤ C′∗ |vα|2,exp = 2C
′
∗
|∇vα|2
v2α
≤ C′∗
Gα(vα)
v2α
≤ C′∗.
By Lemma 13 applied as above, there exist C′∗ = C
′
∗(Cinit, CN ) and T∗ = T∗(Cinit, CN , )
such that for all t ∈ [0,min{T, T∗}], we have
χα(x, t)
Hα(vα(x, t))
≤ Cinit + C
′
∗ t (1 + Cinit),
which implies that
χα(x, t) ≤ CinitHα(vα(x, t)) (1 + C∗t).
To obtain the desired bound for ρ(x, t), we recall estimate (15),
(
∂t −∆
)
ρ ≤ CNL
3 −
|∇ρ|2
ρ
,
where L is as above, and CN depends only on ~N = (n, nα). Hence,(
∂t −∆
)
ρ ≤ C′∗L
2 −
|∇ρ|2
ρ
.
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As in Lemma 19, using (36), we obtain(
∂t −∆
)
ρ ≤ C′∗ (ρ+ 1)− cN
|∇ρ|2
ρ
.
We take U(x, t) = ρ(x, t), V (x, t) = 1 and W (x, t) = C′∗ and apply Lemma 13.
It gives us the existence of C′∗ = C
′
∗(Cinit, T, CN ) and T∗ = T∗(Cinit, T, CN) such
that for all t ∈ [0,min{T, T∗}], we have
ρ(x, t) ≤ Cinit + C
′
∗ t (1 + Cinit),
implying that
ρ(x, t) ≤ Cinit (1 + C∗ t),
for all t ∈ [0,min{T, T∗}], where C∗ is a uniform constant.
Finally, we increase C∗ if necessary so that C∗T∗ ≥ 1. This concludes the proof
of Proposition 21. 
Next, we improve Proposition 14 by showing in a precise sense that the quantities
vα are uniformly equivalent for t ∈ [0,min{T,C−1∗ }], where [0, T ] is the time interval
on which the hypotheses of Proposition 21 hold. As we note in the Introduction,
Theorem 3 follows easily from the arguments that we use to prove Proposition 22.
22. Proposition. Let (M, ginit) satisfy the Main Assumptions in Section 2.1, and
let T and C∗ be as in the statement of Proposition 21. Then the quantities vα are
uniformly equivalent: for t ∈ [0,min{T,C−1∗ }], we have
1
C∗
vα(x, t) ≤ vα(x, 0) ≤ C∗vα(x, t).
Furthermore, if in addition to the Main Assumptions, it is also true that
(40)
Gα(s)
s2
= o(1; sց 0),
then for all t ∈ [0,min{T,C−1∗ }],
vα(x, t) =
(
1 + o(1; vα(x, 0)ց 0)
)
vα(x, 0).
Proof. It follows easily from (2b) that there exists CN = CN (n, nα) such that
(41) ∂tvα = ∆vα −
|∇vα|2
aα − µαt+ vα
≤ CN
(
|∇∇vα|
vα
+
vα
aα − µαt+ vα
|∇vα|2
v2α
)
vα.
By Remark 34 and Proposition 21, there exists C∗ such that the quantity in paren-
theses on the rhs of (41) is bounded in absolute value by
(42) C∗


√
Hα
(
vα(x, t)
)
vα(x, t)2
+
Gα
(
vα(x, t)
)
vα(x, t)2

 ≤ C∗‖Gα‖,
where we have used that |∇2vα| ≤ χ
1/2
α +C∗
∑A
β=1
γ
1/2
β
uβ
γ
1/2
α . So by Proposition 21,
we have
|∇2vα|
vα
≤
χ
1/2
α
vα
+ C∗

 A∑
β=1
γβ
v2β


1/2
γ
1/2
α
vα
≤ C∗
√
Hα
(
vα(x, t)
)
vα(x, t)2
.
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This yields (42). Hence ∂tvα ≤ CNC∗‖Gα‖ vα. This proves the first claim.
To prove the second claim, we observe that it follows from assumption (40) at
t = 0 and the first claim that for any ε > 0, there exists δ > 0 such that if
vα(x, 0) < δ, then Gα
(
vα(x, t)
)
< ε v2α(x, t) uniformly for t ∈ [0, T ). At any x with
vα(x, 0) < δ, one can then bound the quantity in parentheses on the rhs of (41) in
absolute value by √
Hα
(
vα(x, t)
)
vα(x, t)2
+
Gα
(
vα(x, t)
)
vα(x, t)2
≤ ε.
Hence at such x, one has ∂tvα(x, t) ≤ εCN vα(x, t). The second claim follows. 
3.3. Proofs of main results. In this section, we prove Theorem 4 and Corollary 5.
Proof of Theorem 4. We define
Tsup := sup{T ∈ [0, Tsing) : the conclusions of Theorem 4 hold on [0, T ]}.
We prove the theorem in two steps.
Step 1. We claim that Tsup > 0. To see this, we recall that by [Shi89] and [CZ06],
there exists Tmin(n, nα, Cinit) > 0 such that Ricci flow with initial data (M, ginit)
has a unique smooth solution on [0, Tmin]. We first apply Propositions 14 and 20
with t0 = 0, t1 = Tmin, C0 = 1, and C1 = C1(Tmin) <∞. They yield a constant C′
and a time T1 ∈ (0, Tmin] such that the estimates
vα(x, t) ≥
vα(x, 0)
1 + C′t
,
ρ(x, t) ≤ Cinit (1 + C
′t),
γα(x, t) ≤ Cinit(1 + C
′t)Gα
(
vα(x, t)
)
,
χα(x, t) ≤ Cinit(1 + C
′t)Hα
(
vα(x, t)
)
,
hold on [0, T1]. We may then choose T2 ∈ (0, T1] small enough that C
′T2 ≤ 1. This
ensures that the hypotheses of Propositions 21 and 22 are satisfied on [0, T2].
Next we apply Propositions 21 and 22 on [0, T2]. They yield a time T3 ∈ (0, T2]
depending only on {Cinit, n, nα} such that the estimates claimed in Theorem 4 hold
on [0, T3]. It follows that Tsup ≥ T3 > 0, thus proving the claim.
Step 2. We next claim that Tsup ≥ min{Tsing, C−1∗ }. We prove the claim by
contradiction, so we may suppose that Tsup < min{Tsing, C−1∗ }. Then because
Tsup < Tsing and the inequalities in Theorem 4 are of the form ≤ rather than <,
they hold on [0, Tsup] by continuity. So we may apply Propositions 14 and 20 with
t0 = Tsup, t1 = T1 ∈ (Tsup, Tsing) arbitrary, C0 = 1+C∗Tsup, and C1 = C1(T1) <∞.
They yield a constant C′′ and a time T4 ∈ (Tsup, T1] such that the estimates
vα(x, t) ≥
vα(x, Tsup)
1 + C′′(t− Tsup)
≥
vα(x, 0)
C∗
(
1 + C′′(t− Tsup)
) ,
ρ(x, t) ≤ (1 + C∗Tsup)Cinit
(
1 + C′′(t− Tsup)
)
,
γα(x, t) ≤ (1 + C∗Tsup)Cinit
(
1 + C′′(t− Tsup)
)
Gα
(
vα(x, t)
)
,
χα(x, t) ≤ (1 + C∗Tsup)Cinit
(
1 + C′′(t− Tsup)
)
Hα
(
vα(x, t)
)
,
hold on [0, T4]. Because 1+C∗Tsup < 2 by assumption, these estimates let us apply
Propositions 21 and 22 and thus obtain the conclusions of Theorem 4 on [0, T5] for
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some T5 > Tsup. By definition of Tsup, this is a contradiction, which proves the
claim. 
Proof of Corollary 5. We recall that by assumption, at least one fiber is a positively
curved space form, and that we have chosen ς so that aςµς = min{
aα
µα
: µα > 0}.
Because the constant C∗ in Theorem 4 depends only on our Main Assumptions,
which are independent of aς , we may without creating circular dependencies shrink
aς (where, abusing notation, we continue to denote this quantity by aς) to create
new initial data g′init for which aς = µς/C∗. Note that we do not change vα(·, 0).
Now we apply Theorem 4 to Ricci flow originating from g′init. The Theorem
controls the evolving metric on [0,min{Tsing, C−1∗ }), for the same constant C∗.
Since the vα are uniformly equivalent in time on [0,min{Tsing, C−1∗ }), the condition
that infx∈B vα(x, t) = 0, which holds at t = 0 by construction (see Remark 2),
also holds on that entire interval. But this means that Tsing can be no larger
than the formal vanishing time Tform = aς/µς = C
−1
∗ . This in particular implies
that the conclusion of Theorem 4 holds for all t ∈ [0, Tsing). However, we have
Tsing = Tform, because for t ∈ [0, C−1∗ ), Theorem 4 implies positivity of vς , hence
that uς > aς − µς t > 0, and gives control on the remaining curvatures.
Next we prove that solutions originating from initial data satisfying our Main As-
sumptions develop Type-I singularities at spatial infinity. We recall inequality (7):
∣∣∣Rm[g]− A∑
α=1
u−1α Rm[gFα ]
∣∣∣
g
≤ C
{
ρ1/2 +
A∑
α=1
(u−2α γα + u
−1
α χ
1/2
α )
}
.
Theorem 4 implies that the rhs is bounded by a constant C′ depending only on
C∗ = C∗
(
Cinit, ~N = (N,nα)
)
and Tsing. Thus we find that as tր Tsing,
|Rm | =
A∑
α=1
cα
uα
+ C′,(43)
where the constants cα depend only on ~N and the Ricci constants µα. Moreover,
Proposition 22 implies that on any compact set, the functions
uα(x, t) = (aα − µαt) + vα(x, t)
are bounded from below, and thus the curvature is bounded from above. But by
Remark 2, inf vα(x, 0) = 0, and by Theorem 4, this remains true for all t > 0 that
the solution exists. Thus at any such time, the warping function of the fiber Fς
satisfies
sup
x∈B
u−1ς (x, t) = (aς − µςt)
−1,
which shows that the singularity is Type-I and forms at spatial infinity, as claimed.

4. Applications
4.1. Essential blowup sequences on noncompact manifolds. Assume that
a Ricci flow solution (M, g(t)) develops a singularity at some time T < ∞. This
means that lim suptրT R(t) = ∞, where R(t) := supM |Rm[g(t)]|. A Ricci flow
solution (M, g(t)) that becomes singular at T < ∞ is called Type-I if there exists
a constant C > 0 such that for all t ∈ [0, T ), one has R(t) ≤ CT−t .
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If
(
M, g(t)
)
is a Type-I Ricci flow solution, then a point p ∈M is called a Type-I
singular point if there exists an essential blowup sequence (pi, ti) ∈ M × [0, T ) so
that limi→∞ pi = p and limi→∞ ti = T . To be an essential blowup sequence means
that there exists a constant c > 0 such that
|Rm[g(ti)]|g(ti)(pi, ti) ≥
c
T − ti
.
Because ddtR(t) ≤ CnR
2(t), the curvature of a developing singularity always grows
at least at a Type-I rate, and so such sequences always exist. If M is noncompact,
however, it might be the case that an essential blowup sequence does not limit to
any Type-I singular point in M.
In [EMT11], it is proven that if (M, g(t)) is a Type-I Ricci flow on [0, T ), and if p ∈
M is a Type-I singular point, then for every sequence λj → ∞, the corresponding
rescaled Ricci flows (M, gj(t), p), defined on [−λjT, 0) by gj(t) := λj g(T + λ
−1
j t)
subconverge to a normalized nontrivial gradient shrinking Ricci soliton in canonical
form. This is a solution (N, g, f) that exists on a time interval (−∞, T ] and satisfies
Rc+∇2f =
1
2(T − t)
g and
∂
∂t
f = |∇f |2.
The result in [EMT11] applies in the case that (M, g(t)) is a Type-I Ricci flow
on a compact manifold M, or if M is noncompact and p ∈ M is a Type-I singular
point. On the other hand, if M is noncompact and (M, g(t)) is a Type-I flow
with a singularity forming at spatial infinity, then a Type-I singular point may not
exist — see the example suggested in Remark 1.3 of [EMT11]. In this case, the
results of [EMT11] do not preclude the possibility that the limit along some blow
up sequences is a nontrivial gradient shrinking Ricci soliton, while along some other
blow up sequences it is not. Our goal in this section is to use the results we have
proven here to produce an example exhibiting this phenomenon.
Assume that (M, g(t)) is a complete noncompact Type-I Ricci flow that develops
a singularity at spatial infinity at some time T <∞. That is, there exist sequences
pj ∈ M, tj ∈ [0, T ), and a uniform constant c0 > 0 such that (pj , tj) → (∞, T ) as
j →∞, and
|Rm |(pj , tj) ≥
c0
T − tj
.
This in particular implies that (pj , tj) is an essential blow up sequence for the
singularity developing at spatial infinity at time T . If λj is a sequence such that
limj→∞ λj = ∞ and if gj(·, t) := λj g(·, T + tλ
−1
j ), then a blowup limit of the flow
along the sequence pj is a pointed subsequential limit of (M, gj(·, T ), pj), if it exists.
We now explore what blowup limits are possible for a particular family of non-
compact Ricci flow solutions of the type considered in this paper.
23.Definition. Let gEucl denote the Euclidean metric on R
k. A family of functions
δα(x) : R
k → R+ specifies an admissible perturbation of g = gEucl+
∑A
α=1 aα gFnαα
on Rk × Fn1 × · · · × FnA if lim|x|→∞ δα(x) = 0 and there exist functions Gα ∈ G
satisfying
Gα(δα(x))
δ2α(x)
= o(1; δα(x)ց 0)
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such that the metric
(44) ginit = gEucl +
A∑
α=1
(
aα + δα(x)
)
gFnα
satisfies the Main Assumptions.5
We define the set
(45) A := {δα(x) : R
k → R+ : δα(x) is admissible in the sense of Definition 23}.
24. Lemma. For any manifold Rk × Sp × Sq, the set A is nonempty.
Proof. In polar coordinates on Rk, choose rotationally-symmetric warping func-
tions δ1(r) = δ2(r) =
1
1+r2 , along with control functions G1(s) = G2(s) =
s3
1+s .
Then it is straightforward to verify that the Main Assumptions are satisfied for the
metric (44), because
γα(r) = |∇δα(r)|
2 =
4r2
(1 + r2)4
≤
4
(1 + r2)3
≤ 8Gα(δα(r)),
and
χα(r) = |∇∇δα(r)|
2 ≤ Cinit
(
1
(1 + r2)4
+
r4
(1 + r2)6
)
≤
Cinit
(1 + r2)4
≤ CinitHα(δ(r)).
Here we use the fact that Hα(δα(r)) ≥
1
2(1+r2)4 , which is easy to check. We also
have ρ ≡ 0 for the Euclidean metric. Thus we conclude that δ1, δ2 ∈ A. 
For the purpose of the applications that we discuss in this subsection, it suffices
to consider a doubly-warped product. Thus we fix k = 1, A = 2, and spherical
fibers Fn1 = Fn2 = Sp (p ≥ 2) in the remainder of this subsection.
To prove Theorem 6, we consider M = R× Sp × Sp (p ≥ 2), with initial metric
(46) ginit = (dx)
2 +
(
a∗ + v1(x, 0)
)
gSp +
(
a∗ + v2(x, 0)
)
gSp ,
where gSp is the round metric scaled so that 2RcgSp = gSp , and v1(x, 0) = δ1(x)
and v2(x, 0) = δ2(x), where δ1, δ2 ∈ A are functions such that
lim
|x|→∞
δ1(x)
δ2(x)
= η ∈ R+ \ {0, 1}.
We require η > 0 to ensure that δ1 and δ2 remain comparable, so that we may take
appropriate limits. We further require that η 6= 1 to demonstrate the existence of
sequences that cannot limit to nontrivial gradient shrinking Ricci solitons.
A slight modification of the construction in this section shows that there exist
noncompact Ricci flow solutions that develop Type-I singularities for which there
can be no blowup limits (M∞, g∞). Indeed, if we consider M = R × S1 × Sp with
an initial metric that is not κ-noncollapsed,
ginit = (dx)
2 + δ1(x)(dθ)
2 + (a∗ + δ2(x))gSp ,
where δ1, δ2 ∈ A, then our work in proving Theorem 6 goes through, mutatis
mutandis, and establishes the following:
5We note that by Remark 11, satisfying the Main Assumptions forces the functions δα to be
strictly positive everywhere.
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25. Remark. There exist complete, noncompact, collapsed Ricci flow solutions(
M, g(t)
)
that develop Type-I singularities at spatial infinity. For each of these
solutions, Type-I blowups have no Cheeger–Gromov limits.
As we note in the introduction, blowup limits may exist as e´tale groupoids, in
the sense considered in [Lott10].
Proof of Theorem 6. By the proof of Corollary 5, we may choose a∗ > 0 sufficiently
small so that the estimates of Theorem 4 hold for the solution originating from
initial data (46) up to the singular time Tsing = a∗, at which time it encounters a
Type-I singularity. For as long as it exists, the Ricci flow solution has the form
(47) g(x, t) = dx2 +
(
a∗ − t+ v1(x, t)
)
gSp +
(
a∗ − t+ v2(x, t)
)
gSp .
By the second part of Proposition 22, we have
(48) vα(x, t) =
(
1 + o(1; δα(x)ց 0)
)
δα(x)
for all t ∈ [0, a∗).
Initially, we consider any sequence (xj , tj)→ (∞, a∗) for which
(49) lim
j→∞
δα(xj)
a∗ − tj
=: cα ∈ (0,∞), (α = 1, 2).
Then our curvature estimates above easily imply that there exists a uniform con-
stant c0 > 0 such that |Rm(xj , tj)| ≥
c0
a∗−tj
. Let λj → ∞ be any sequence such
that lim supj→∞(T − tj)λj < ∞, and let gj(t) = λj g(a∗ + tλ
−1
j ). This rescaling
ensures that each gj exists up to t = 0; indeed, because we have shown that the
singularity is Type-I, it immediately follows that
(50) |Rm[gj(t)]| ≤
C
−t
for a uniform constant C. Note that in our discussion of convergence below, we
always mean in the sense of subsequential convergence, even if we do not explicitly
pass to subsequences.
We rewrite gj(t) = dy
2 + u1j gSp + u2j gSp , where
uαj(y, t) = λj uα(xj + yλ
−1
j , a∗ + tλ
−1
j )
= (−t) + λjvα(xj + yλ
−1
j , a∗ + tλ
−1
j ).
Because our manifold is M = R × Sp × Sp with p ≥ 2, the metrics gj are κ-
noncollapsed. Hence by (50), a pointed sequence of Ricci flow solutions (M, gj(t), xj)
smoothly converges in the Cheeger–Gromov sense to an ancient Ricci flow solution
(M∞, g∞(t), o) that exists for t ∈ (−∞, 0).
26. Claim. There exist smooth limits uα∞(y, t) of uαj(y, t) as j →∞.
Thus the limit of the convergent subsequence (M, gj(t), xj) is M∞ = R× Sp× Sp
with the metric
g∞(y, t) = dy
2 + u1∞(y, t)gSp + u2∞(y, t) gSp .
Proof. Recall that by Theorem 4, we have
c∗ δα(xj + yλ
−1
j , 0) ≤ vα(xj + yλ
−1
j , a∗ + tλ
−1
j ) ≤ C∗δα(xj + yλ
−1
j , 0)
for uniform constants c∗, C∗. Putting y = 0 = o as above, this yields
c∗λjδα(xj , 0) ≤ vαj(0, t) ≤ C∗λjδα(xj , 0).
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Because limj→∞
δα(xj)
a∗−tj
= cα ∈ (0,∞) and 0 < lim supj→∞ λj(T − tj) < ∞, we
immediately get
(51) c0 ≤ vαj(0, t) ≤ C0
for all t ∈ (−a∗λj , 0), for uniform constants 0 < c0 < C0 <∞.
On the other hand, by Theorem 4, we also have
|∇vα(x, t)|
2 ≤ C0G
(
vα(x, t)
)
for all t ∈ [0, a∗),
where C0 is another uniform constant. This in particular implies that
(52) |∇ log uα(x, t)|
2 ≤ |∇ log vα(x, t)|
2 ≤ C0 on M× [0, a∗).
Estimates (51) and (52) imply that vαj(y, t) converges uniformly to vα∞(y, t) on
compact sets of M× [−a∗λj , 0) as j →∞, in a C0,µ norm, for some µ ∈ (0, 1). This
together with a smooth Cheeger–Gromov convergence implies the claim. 
27. Claim. For α ∈ {1, 2} and every t ∈ (−∞, 0), both uα∞(y, t) are constant in
space.
Proof. We fix any t ∈ (−∞, 0), and let tj = a∗ + tλ
−1
j . Then we observe that
estimate (52) scales as follows:
λ2j |∇gj(tj) log uαj |
2 ≤ C0.
Taking j →∞ and using the smooth convergence of the metrics proves that log uα∞
is constant in space. 
To finish the proof of the first part of Theorem 6, we need to show that the limit
(M, g∞(·, t), o) cannot be a gradient shrinking Ricci soliton if
lim
|x|→∞
δ1(x)
δ2(x)
= η /∈ {0, 1}
and if the spacetime sequence (xj , tj) is such that the constants limj→∞
δα(xj)
a∗−tj
= cα
defined in (49) satisfy c1 = c2η with η ∈ R+\{0, 1}. Using Proposition 22 and (47),
we have
u1j(0,−(a∗ − tj)λj)
u2j(0,−(a∗ − tj)λj)
=
u1(xj , tj)
u2(xj , tj)
=
a∗ − tj + (1 + o(1, δ1(xj)ց 0) δ1(xj)
a∗ − tj + (1 + o(1, δ2(xj)ց 0) δ2(xj)
=
1 + (1 + o
(
1, δ1(xj)ց 0)
)
δ1(xj)
a∗−tj
1 + (1 + o
(
1, δ2(xj)ց 0)
)
δ2(xj)
a∗−tj
.
(53)
Recall that limj→∞(a∗ − tj)λj = −t0 ∈ (0,∞). We let j →∞ in (53) to obtain
u1∞(0, t0)
u2∞(0, t0)
=
1 + c2η
1 + c2
6= 1.
In particular, by Claim 27, we have
(54)
u1∞(y, t0)
u2∞(y, t0)
=
1 + c2η
1 + c2
6= 1 for all y ∈ R.
28. Claim. At no time t ∈ (−∞, 0) is g∞(·, t) a gradient shrinking Ricci soliton.
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Proof. Recall that a gradient shrinking soliton is a metric g that satisfies
−2Rc+LX(g) = λg,
where X is the gradient vector field of a potential function and λ < 0. It is shown
in [AK19] that a metric
g = (dy)2 + ϕ1(y)
2gSp1 + ϕ2(y)
2gp2
on a doubly-warped product R×Sp1×Sp2 is a gradient shrinking soliton with vector
field X = f(y) ∂∂y if and only if the functions f, ϕ1, ϕ2 satisfy the ode system
fy = p1
(ϕ1)yy
ϕ1
+ p2
(ϕ2)yy
ϕ2
− λ,(55a)
(ϕ1)yy
ϕ1
= (p1 − 1)
1− (ϕ1)2y
ϕ21
− p2
(ϕ1)y(ϕ2)y
ϕ1ϕ2
+
(ϕ1)y
ϕ1
f + λ,(55b)
(ϕ2)yy
ϕ2
= (p2 − 1)
1− (ϕ2)2y
ϕ22
− p1
(ϕ1)y(ϕ2)y
ϕ1ϕ2
+
(ϕ2)y
ϕ2
f + λ.(55c)
The only solutions of this system with ϕ1 and ϕ2 constant in space are
f(y) = −λy, ϕ21 =
p1 − 1
−λ
, and ϕ22 =
p2 − 1
−λ
.
So if g∞ = dy
2+ u1∞gSp + u2∞gSp were a gradient shrinking Ricci soliton at some
t ∈ (∞, 0), then the constants u1∞ and u2∞ would have to be equal. But this
contradicts (54). 
We now prove the remainder of Theorem 6 and Corollary 7 by obtaining neces-
sary and sufficient conditions for a limit to be a gradient shrinking soliton.
If λj →∞ is such that limj→∞ λj(a∗− tj) = −t0 > 0, estimate (53) implies that
(56)
u1∞(0, t0)
u2∞(0, t0)
= 1
if and only if (xj , tj) is a sequence converging to (∞, a∗) such that
(57) lim
j→∞
δα(xj)
a∗ − tj
= 0 for α ∈ {1, 2},
in contrast to (49).
If (57) holds, then Claim 27 implies that for every t ∈ (−∞, 0), we have
u1∞(y, t) = u2∞(y, t) = u(t), where u depends only on time. Thus u1∞ = u2∞ =
−λ(p − 1) and f(y) = −λy satisfy the system (55), implying that the metric
g∞ = dy
2 + u1∞ gSp + u2∞ gSp is a gradient shrinking Ricci soliton.
Finally, since we have the bounds ρ+
∑A
α=1 u
−1
α χα+u
−2
α γα ≤ C0 for all t ∈ [0, a∗),
the curvature estimate (7) implies that
(58) sup
M
|Rm[g(t)]| = sup
M
µα
2(p− 1)uα
=
µα
2(p− 1)(a∗ − t)
.
Note that to obtain the last identity, we use Proposition 22 and the fact that
lim|x|→∞ δα(x) = 0. On the other hand, Proposition 22 also implies that
vα(xj , tj) =
(
1 + o(1; δα(xj)ց 0)
)
δα(xj).
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Combining this with (7), we find that
(59) |Rm(xj , tj)| =
(1 + o(1))
a∗ − tj
µα
2(p− 1)
(
1 + (1 + o(1; δα(xj)ց 0)
δα(xj)
a∗−tj
) +O(1).
Thus (58) and (59) imply that
lim
j→∞
|Rm(xj , tj)|
supM |Rm(·, tj)|
= 1
if and only if (57) holds. We have seen above that (57) is equivalent to (56), and
that by Claim 27, (56) is equivalent to g∞ being a gradient shrinking Ricci soliton.
This concludes the proof of Theorem 6 and verifies Corollary 7. 
4.2. Weak stability of generalized cylinders under Ricci flow. Stability of
generalized cylinders Rk × Sp under Ricci flow is a subtle question. Even though
a round cylinder Rk × Sp is expected to be a stable singularity model in some
sense, it is not immediately clear how to define this stability. One reason for
this is the following example. Start with a cylindrical metric gcyl = (dx)
2 + gSp
on R × Sp with p ≥ 2. Let T0 denote the time at which the spherical fibers
vanish. Now consider an ǫ-perturbation of the initial data gcyl: an initial metric
gǫ = (dx)
2+(1+ ǫ) gSp with |ǫ| < 1. Ricci flow originating from gǫ will also become
singular but at a different singularity time. If we rescale the perturbed flow by
1
T0−t
, then the rescaled perturbed solution will encounter a singularity before T0 if
ǫ < 0 or will become infinitely large as t ր T0 if ǫ > 0. In other words, no matter
how small a perturbation is, if we chose a cylinder of a different radius, it will not
naturally converge after rescaling to the solution originating at gcyl.
Now let gEucl denote the flat Euclidean metric on R
k, and let Sp be a round
sphere scaled so that 2RcgSp = gSp . We take as initial data gcyl(0) = gEucl+a∗gSp .
Then gcyl(t) = gEucl + (a∗ − t) gSp is a generalized cylinder that solves Ricci flow
up to time a∗ > 0. Consider perturbed initial data
(60) g(x, 0) = gEucl + u(x, 0)gSp ,
where u(x, 0) = a∗ + δ(x), with δ(x) ∈ A as defined in (45).
29. Theorem. Let g(x, t) be a Ricci flow solution on Rk × Sp with initial metric
g(x, 0) given in (60). Then there exists a constant C∗ depending only on a∗ so that
for all x ∈ Rk and all t ∈ [0, a∗), one has
1
C∗
δ(x) =
1
C∗
|g(x, 0)− gcyl(0)|gcyl(0)
≤ sup
t∈[0,a∗)
|g(x, t)− gcyl(t)|gcyl(0)
≤ C∗|g(x, 0)− gcyl(0)|gcyl(0) = C∗ δ(x),
(61)
and
sup
t∈[0,a∗)
|g(x, t)− gcyl(t)|gcyl(0) =
(
1 + o(1; δ(x)ց 0)
)
|g(x, 0)− gcyl(0)|gcyl(0)
=
(
1 + o(1; δ(x)ց 0)
)
δ(x),
(62)
which implies that the gcyl(0)-distance between a perturbed solution g(x, t) and an
evolving generalized cylinder gcyl(t) approaches zero as |x| → ∞, uniformly in time
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t ∈ [0, a∗). Moreover, the flow g(x, t) develops a Type-I singularity at spatial infinity
as tր a∗.
30.Remark. We say that a solution g(x, t) on Rk×Sp stays in a δ(x)-neighborhood
of gcyl if there exists a uniform constant C∗ so that supt∈[0,a∗) |g(x, t)−gcyl(t)|gcyl(0)
is bounded by C∗ for all x ∈ R and all t ∈ [0, a∗). Note that for the admissible
perturbations that we consider in Theorem 29, the constant C∗ is universal: inde-
pendent of the perturbation. Note also that Theorem 29 implies that for admissible
perturbations, the perturbed solution never leaves the δ(x)-neighborhood of gcyl.
On the other hand, (61) implies that no matter how small δ(x) > 0 may be, after
performing a Type-I rescaling by 1a∗−t of both flows g(x, t) and gcyl(t), the rescaled
solutions g˜ and g˜cyl, respectively, have the property that g˜(·, τ) does not converge
to g˜cyl(τ) as τ →∞, where τ = − log(a∗ − t). This behavior is consistent with the
example discussed in the opening paragraph of this subsection.
Proof of Theorem 29. By Proposition 22, if g(x, t) = a∗ − t + v(x, t), then there
exists a constant C∗(a∗) such that v(x, t) ≤ C∗ δ(x) and
v(x, t) =
(
1 + o(1; δ(x)ց 0)
)
δ(x)
for all t ∈ [0, a∗). This implies (61) and (62). This further implies that the distance
between the perturbed solution g(x, t) and an evolving cylinder gcyl(t) approaches
zero as |x| → ∞, uniformly in time t ∈ [0, a∗).
Arguments exactly like those that prove Theorem 6 establish that the perturbed
solution g(x, t) has the same singular time a∗ as the generalized cylinder gcyl(t);
the singularity is Type-I; and it occurs at spatial infinity. 
Appendix A. Curvatures of multiply-warped products
We begin by recalling classical formulas for the curvatures6 of a simple warped
product B×u F. Let (B, gˇ) and (F, gˆ) be complete Riemannian manifolds. In this
Appendix, unlike the rest of this paper, we do not assume that F is a space form.
Let u : B → R+ be a smooth function. To facilitate working in local coordinates,
we denote the metric on B×u F by g = gˇ + ugˆ.
We begin by working in local coordinates, using lowercase Roman indices (e.g.,
i, j, k, ℓ) on the base B, lowercase Greek indices (e.g., σ, τ, ν, ω) on the fiber F, and
allowing capital Roman letters to range over both sets. We denote the Christoffel
symbols of g by
ΓKIJ =
1
2
gKL(∂IgJL + ∂JgIL − ∂LgIJ),
and those of gˇ and gˆ by Γˇkij and Γˆ
ν
στ , respectively. We follow the same convention for
other geometric quantities, including curvatures. We order the Christoffel symbols
by the number of vertical (Greek) indices that appear (in order: 0, 1, 2, 3) and
6Throughout this paper, we follow the curvature conventions detailed in Sections 5–6 of [CK04].
Briefly, R(X, Y )Z = ∇2Z(X,Y )−∇2Z(Y,X) for the (3, 1)-tensor, and we lower the raised index
into the fourth position so that, say, R1221 > 0 on the round 2-sphere.
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calculate that
Γkij = Γˇ
k
ij ,(63a)
Γkσj = Γ
k
iτ = Γ
ν
ij = 0,(63b)
Γkστ = −
1
2
gˇkℓu−1 ∂ℓu (ugˆστ ) ,(63c)
Γνiτ =
1
2
u−1 ∂iu δ
ν
τ ,(63d)
Γνσj =
1
2
u−1 ∂ju δ
ν
σ,(63e)
Γνστ = Γˆ
ν
στ .(63f)
Given a function f : B→ R, there is a natural function f˜ : B×u F → R defined
by f˜(x, y) = f(x). We wish to compare the covariant Hessian of f˜ with respect to
g with that of f with respect to gˇ.
31. Claim. If f and f˜ are as above, then
∇∇f˜ = ∇ˇ∇f +
〈
∇(log u1/2),∇f
〉
(ugF).
Proof. This is a straightforward application of (63). We can write
∇I∇J f˜ = ∇ˇI∇Jf + (∇− ∇ˇ)I∇Jf
= ∇i∇jf + gJK(∇− ∇ˇ)
K
IL∇
Lf.
Since ∇f , is horizontal, the only quantity from (63) that appears in the last term
above is (63e), which proves the claim. 
We now compute the curvatures of g at the origin of a coordinate system that
is normal for gˇ and gˆ, but not necessarily so for g. That is to say, we may assume
that Γˇkij = 0 and Γˆ
ν
στ = 0 at the origin, hence that ∂igˇjk = 0 and ∂σ gˆτν = 0 there,
but we must use the full formula
RIJKL = gLP
(
∂IΓ
P
JK − ∂JΓ
P
IK + Γ
P
IQΓ
Q
JK − Γ
P
JQΓ
Q
IK
)
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to calculate the (4, 0)-Riemann curvature tensor of g. Again ordering formulas by
the number of vertical indices that appear (in order: 0, 1, 2, 3, 4), we compute that
Rijkℓ = Rˇijkℓ,
Rσjkℓ = Riτkℓ = Rijνℓ = Rijkω = 0,
Rστkℓ = 0,
Riτνℓ = gpℓ
(
∂iΓ
p
τν − Γ
p
τωΓ
ω
iν
)
= (ugˆτν)
(
−
1
2
u−1∇i∇ℓu+
1
4
u−2∇iu∇ℓu
)
,
Rστνℓ = 0,
Rστνω = gωλ
(
Rˆλστν + Γ
λ
σmΓ
m
τν − Γ
λ
τmΓ
m
σν
)
= uRˆστνω −
1
4
u−2|∇u|2
(
(ugˆσω) (ugˆτν)− (ugˆτω) (ugˆσν)
)
.
For use below, we note that the curvature operator vanishes if a horizontal plane
is paired with a plane spanned by two vertical vectors, as follows easily from the
observations
(64) 0 = Rℓστk gjℓ = Rστkj = Rkjστ and 0 = Rkjστ g
τν = Rνkjσ .
There is a more concise way to write these formulas. Recall that the Kulkarni–
Nomizu product of symmetric (2, 0)-tensors Φ,Ψ is given by
(65) (Φ©∧ Ψ)IJKL := ΦILΨJK +ΦJKΨIL − ΦIKΨJL − ΦJLΨIK .
With this normalization, the (4, 0)-curvature tensor Rm of a metric g of constant
sectional curvature κ is given by Rm = 12κ g©∧ g. Noting that
u−1/2∇ˇ∇(u1/2) =
1
2
u−1∇ˇ∇u−
1
4
u−2∇u⊗∇u
and using the identity u−2|∇u|2 = 4|∇(log u1/2)|2, one sees that the curvature
formulas above are equivalent to
(66) Rm = Rˇm+ uRˆm−
1
2
∣∣∇(log u1/2)∣∣2(ugˆ)©∧ (ugˆ)− 2 ugˆ©∧ (u−1/2∇ˇ∇u1/2).
We now analyze the curvatures of multiply-warped products of the form (1) on
a manifold M = B× F1 × · · · × FA. As above, given a function f : B→ R, there is
a natural function f˜ : M→ R defined by f˜(x, y1, . . . , yA) = f(x).
32. Claim. If f and f˜ are as above, then
∇∇f˜ = ∇ˇ∇f +
A∑
α=1
〈
∇(log u1/2α ),∇f
〉
(uαgFα).
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Proof. This follows by induction on the number of fibers in the multiply-warped
product, using Claim 31 as the base case. In the induction step, we regard the
multiply-warped product with A fibers as a singly-warped product over a base that
is a multiply-warped product with A− 1 fibers. 
Our next result provides the curvature formulas we need for this paper. We show
below that it also leads directly to estimate (7). In stating it, we write formula (67)
in terms of u2αRm[gFα ] and uαgFα because, for fixed gFα , these have constant norms
with respect to g if we vary uα.
33. Lemma. The (4, 0)-tensor Rm of the metric (1) on the multiply-warped product
M is given by
Rm[g] = Rm[gB] +
A∑
α=1
u−1α
(
u2αRm[gFα ]
)
(67a)
−
1
2
A∑
α=1
|∇(log u1/2α )|
2
(
uαgFα ©∧ uαgFα
)
(67b)
−
A∑
α=1
α−1∑
β=1
〈
∇(log u1/2α ),∇(log u
1/2
β )
〉(
uαgFα ©∧ uβgFβ
)
(67c)
− 2
A∑
α=1
uα gFα ©∧
(
u−1/2α ∇gB∇(u
1/2
α )
)
.(67d)
Proof. This follows by an induction argument similar to that in Claim 32. The
induction hypothesis is that the claim holds for a metric with A − 1 fibers, which
we denote by g(A−1) := gB+
∑A−1
α=1 uαgFα . We denote the curvature and connection
of g(A−1) by Rm(A−1) and ∇(A−1).
We may apply formula (66) for the curvature of a singly warped product to write
the curvature of g = g(A−1) + uAgFA in terms of Rm(A−1), obtaining
Rm[g] = Rm(A−1)+uARm[gFA ]
−
1
2
∣∣∇(log u1/2A )∣∣2(uAgFA)©∧ (uAgFA)
− 2 uAgFA ©∧
(
u
−1/2
A ∇(A−1)∇u
1/2
A
)
.
Using Claim 32, we rewrite the Hessian term in the last line above as
u
−1/2
A ∇(A−1)∇u
1/2
A = u
−1/2
A ∇gB∇u
1/2
A +
A−1∑
β=1
〈
∇ log u
1/2
β ,∇ log u
1/2
A
〉
(uβgFβ ).
This completes the induction step.
In summary, this induction argument shows that adding an additional fiber to a
multiply-warped product adds an additional term to each (outer) sum in (67). 
34.Remark. It follows easily from Lemma 33 that there exists a universal constant
C depending only on the dimensions such that
|Rm |g ≤ |Rm[gB]|gB + C
A∑
α=1
(
u−1α |u
2
αRm[gFα ]|g + u
−2
α |∇vα|
2
g + u
−1
α |∇ˇ∇vα|gB
)
.
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Furthermore, one sees readily that∣∣∣∣∣Rm[g]−
A∑
α=1
u−1α Rm[gFα ]
∣∣∣∣∣
g
≤ C
{
ρ1/2 +
A∑
α=1
(
u−2α γα + u
−1
α χ
1/2
α
)}
,
where ρ, γα, χα are defined in (6). This is estimate (7).
To conclude, we calculate the components of the Ricci tensor. We obtain
Rij = g
JKRiJKj
= Rˇij −
A∑
α=1
nα
(
1
2
u−1α ∇i∇juα −
1
4
u−2α ∇iuα∇juα
)
,(68)
and on each fiber Fα,
Rτν = R
i
iτν +R
σ
στν
= (Rˆα)τν −

1
2
∆Buα −
1
2
u−1α |∇uα|
2 +
1
2
A∑
β=1
nβ
〈
uα,∇ log u
1/2
β
〉 (gˆα)τν .
In the last formula, the Laplacian on the rhs is computed with respect to the metric
gB on the base. To match the convention used elsewhere in this paper, we rewrite
the expression in terms of the Laplacian ∆ ≡ ∆M computed with respect to the
metric g on the total space M. Using (3), we obtain
(69) Rτν = (Rˆα)τν −
1
2
(
∆uα − u
−1
α |∇uα|
2
)
(gˆα)τν .
Formulas (68) and (69) directly imply the system (2) of evolution equations that
results if one evolves the metric g on the total space by Ricci flow.
Appendix B. Laplacians of tensor seminorms
For use in Appendix C below, we here compute and estimate the Laplacians of
various tensor seminorms. We continue the conventions of Appendix A, using low-
ercase Roman indices (e.g., i, j, k, ℓ) for horizontal vectors, lowercase Greek indices
(e.g., σ, τ, ν, ω) for vertical vectors, and allowing capital Roman letters to range
over both sets of indices. We continue denoting gB by gˇ when working in local
coordinates.
Before treating Laplacians of seminorms, we establish some preliminary results
for first derivatives of tensor fields.
35. Claim. If T is an (m, 0)-tensor field such that T (U1, U2, . . . , Um) vanishes if
exactly one Uk is vertical, then
∇T
∣∣∣
TM⊗(TB)m
= ∇gB
(
T
∣∣∣
(TB)m
)
.
Proof. In the proof, we denote horizontal vector fields by H1, H2, . . . and vertical
vector fields by V, V ′. For simplicity, we illustrate the idea of the proof with m = 3.
The generalization to arbitrarym is clear. The key fact is that the only components
of the connection in (63) that differ from those of a direct (i.e., non-warped) product
are those that exchange horizontal and vertical vectors. Specifically, we have
∇T (V,H1, H2, H3) = −V
σΓτσℓ
(
Hℓ1H
j
2H
k
3 Tτjk +H
i
1H
ℓ
2H
k
3Tiτk +H
i
1H
j
2H
ℓ
3Tijτ
)
= 0.
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Hence ∇T (U,H1, H2, H3) can be nonzero only if U = H4 is horizontal.
We note that the assumption that H1, H2, H3 are horizontal is necessary: indeed,
similar reasoning shows that terms like ∇T (V,H1, H2, V ′) are nonzero in general.

36. Claim. If T is a symmetric (2, 0)-tensor field with no nonzero horizontal-
vertical components, then all components of ∇T for a warped product are the same
as those for a direct product ( i.e., a metric with u constant) except
∇iTστ = −u
−1∇iu Tστ ,
∇σTiτ = ∇σTτi =
1
2
u−1∇ju Tji gστ −
1
2
u−1∇iu Tστ ,
which do not vanish in general.
Proof. Direct computation using (63). 
We note for use below that Claim 36 implies easily that all components of ∇gB
vanish identically except
(70) ∇σ gˇiτ = ∇σgˇτi =
1
2
u−1∇iu gστ .
For clarity, before deriving an estimate for multiply-warped products, we first
perform an exact calculation for a singly-warped product. We continue to assume
that T is a symmetric (2, 0)-tensor field with no nonzero horizontal-vertical com-
ponents. Then we have
∇Q|T |
2
gB
= 2(∇Qgˇ
IK)gˇJLTIJTKL + 2gˇ
IK gˇJL(∇QTIJ)TKL
= 2gˇIK gˇJL(∇QTIJ)TKL,(71)
because
(∇P gˇ
IK)gˇJLTIJTKL = ∇σ gˇ
iτ gˇjℓTijTτℓ = 0
by assumption. Thus we obtain
∆|T |2gB = 2g
PQ∇P
{
gˇIK gˇJL(∇QTIJ)TKL
}
= 2gPQgˇIK gˇJL(∇P∇QTIJ)TKL + 2g
PQgˇIK gˇJL(∇PTIJ)(∇QTKL)
+ 4gPQ(∇P gˇ
IK)gˇJL(∇QTIJ)TKL.
Writing this invariantly, we have
∆|T |2gB = 2〈∆T, T 〉gB + 2|∇T |
2
gB + 4Z[T ],
where
Z[T ] := gPQ(∇P gˇ
IK)gˇJL(∇QTIJ)TKL
= gσQ(∇σ gˇ
iτ )gˇjℓ(∇QTIJ)Tτℓ + g
σQ(∇σ gˇ
νk)gˇjℓ(∇QTνj)Tkℓ
= gσQ(∇σ gˇ
νk)gˇjℓ(∇QTνj)Tkℓ
= −
1
2
u−1gˇjℓ(∇kuTkℓ)(∇
τTτj).
Note that we use (70) in the final step. We expand the divergence factor, obtaining
∇τTτj =
dim(F)
2
u−1∇iuTij −
1
2
u−1∇ju(tˆrT ),
38 TIMOTHY CARSON, JAMES ISENBERG, DAN KNOPF, AND NATASˇA SˇESˇUM
where tˆrT := gστTστ denotes the trace of the vertical components of T . Combining
factors, we write Z[T ] invariantly as
Z[T ] =
1
4
u−2(tˆrT )〈T,∇u⊗∇u〉gB −
dim(F)
4
u−2|T (∇u)|2gB ,
where in the second term, we regard T as an endomorphism of the tangent bundle.
This work proves:
37. Lemma. If T is a symmetric (2, 0)-tensor field with no nonzero horizontal-
vertical components on a warped product, then
−∆|T |2gB = −2〈∆T, T 〉gB − 2|∇T |
2
gB
+ dim(F)u−2|T (∇u)|2gB − u
−2(tˆrT )〈T,∇u⊗∇u〉gB .
Generalizing this to the multiply-warped products we study in this paper, one
readily obtains:
38. Corollary. If T is a symmetric (2, 0)-tensor field with no nonzero horizontal-
vertical components, then there exists a constant C depending only on the dimension
vector ~N = (n, nα) such that
−∆|T |2gB ≤ −2〈∆T, T 〉gB − 2|∇T |
2
gB
+ C
( A∑
α=1
|∇ log uα|
2
)
|T ||T |gB .
We now proceed to estimate −∆|Rm |2gB on a multiply-warped product. Because
the details are so similar to the previous case, we merely sketch the proof. First,
Claim 35 shows that ∇Rm vanishes if exactly one index is vertical. Thus we see
by (70) that
∇S |Rm |
2
gB
= 2gˇIW gˇJX gˇKY gˇLZ(∇SRIJKL)RWXY Z ,
exactly as in (71). Thus we find that
∆|Rm |2gB = 2〈∆Rm,Rm〉g + 2|∇Rm |
2
gB
+ 8Z[Rm],
where
(72) Z[Rm] := gνσ(∇ν gˇ
τw)gˇjxgˇky gˇℓz(∇σRτjkℓ)Rwxyz.
39. Claim. The (5, 0)-tensor field ∇Rm satisfies
∇σRτjkℓ = −Γ
i
στRijkℓ + Γ
ν
σkRτjℓν − Γ
ν
σℓRτjkν .
Proof. Using equations (63), (64), and the fact that Rτjkℓ = 0, we compute that
∇σRτjkℓ = −Γ
I
στRIjkℓ − Γ
I
σjRτIkℓ − Γ
I
σkRτjIℓ − Γ
I
σℓRτjkI
= −ΓiστRijkℓ − Γ
ν
σjRτνkℓ − Γ
ν
σkRτjνℓ − Γ
ν
σℓRτjkυ
= −ΓiστRijkℓ + Γ
ν
σkRτjℓν − Γ
ν
σℓRτjkν .

We denote by H the (integrable) horizontal distribution of M and by RmH⊗H
the restriction
RmH⊗H := Rm
∣∣
H⊗TM⊗TM⊗H
,
i.e., only those components of Rm having the form RiJKℓ. Then equation (70),
equation (72), and Claim 39 immediately imply the following:
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40. Corollary. There exists a constant C depending only on the dimension vector
~N = (n, nα) such that
−∆|Rm |2gB ≤ −2〈∆Rm,Rm〉gB − 2|∇Rm |
2
gB
+ C
( A∑
α=1
|∇ log uα|
2
)
|Rm |gB |RmH⊗H |g.
Appendix C. Curvature evolution equations and estimates
We continue the convention of Appendix A, using lowercase Roman indices (e.g.,
i, j, k, ℓ) for horizontal vectors, lowercase Greek indices (e.g., σ, τ, ν, ω) for vertical
vectors, and allowing capital Roman letters to range over both sets of indices. We
assume that the metric g is evolving by the Ricci flow system (2).
C.1. The evolution of ρ. Under Ricci flow, the (4, 0)-Riemann curvature tensor
evolves by (see, e.g., Corollary 6.14 of [CK04])(
∂t −∆
)
RIJKL = g
PQ
(
RMIJPRMQKL − 2R
M
PIKRJQML + 2RPIMLR
M
JQK
)
− (RPI RPJKL +R
P
J RIPKL +R
P
KRIJPL +R
P
LRIJKP ).
For simplicity, we again begin with an exact calculation for a singly-warped
product and generalize this below to an estimate for multiply-warped products.
We start by computing the evolution of the curvature tensor acting on horizontal
vectors, finding that(
∂t −∆
)
Rijkℓ = g
ab(RcijaRcbkℓ − 2R
c
aikRjbcℓ + 2RaicℓR
c
jbk)(73a)
+ gστ (RγijσRγτkl − 2gℓmR
γ
σikR
m
jτγ + 2RσiγℓR
γ
jτk)(73b)
− (RPi RPjkℓ +R
P
j RiPkℓ +R
P
k RijPℓ +R
P
ℓ RijkP ).(73c)
We note that (73a) consists of the terms one would see if the base alone were
evolving by Ricci flow, while (73c) consists of terms that are cancelled by derivatives
of g−1 in our calculation of the evolution of ρ = |Rm |2gB below. So we need only to
examine the three additional terms in (73b).
By (64), the first term in (73b) vanishes. To evaluate the second and third terms
in (73b), we can apply the formulas derived in Appendix A directly, obtaining
gℓmR
γ
σikR
m
jτγ = gˆστ
(1
4
u−1∇i∇ku∇j∇ℓu−
1
8
u−2∇i∇ku∇ju∇ℓu
−
1
8
u−2∇j∇ℓu∇iu∇ku+
1
16
u−3∇iu∇ju∇ku∇ℓu
)
and
RσiγℓR
γ
jτk = gγζR
ζ
σiℓR
γ
τjk
= gˆστ
(1
4
u−1∇i∇ℓu∇j∇ku−
1
8
u−2∇i∇ℓu∇ju∇ku
−
1
8
u−2∇j∇ku∇iu∇ℓu+
1
16
u−3∇iu∇ju∇ku∇ℓu
)
.
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Combining terms and tracing by gστ , we conclude that(
∂t −∆
)
Rijkℓ = g
ab(RcijaRcbkℓ − 2R
c
aikRjbcℓ + 2RaicℓR
c
jbk)
+
dim(F)
2
{
u−2
(
∇i∇ℓu∇j∇ku−∇i∇ku∇j∇ℓu
)
+
1
2
u−3
(
∇i∇ku∇ju∇ℓu+∇j∇ℓu∇iu∇ku
−∇j∇ku∇iu∇ℓu−∇i∇ℓu∇ju∇ku
)}
− (RPi RPjkℓ +R
P
j RiPkℓ +R
P
k RijPℓ +R
P
ℓ RijkP ).
(74)
We now estimate the evolution of ρ(x, t) =
∣∣Rm(x, t)∣∣2
gB
for a multiply-warped
product. We note that in the case of a multiply-warped product, the only possible
nonzero terms in (73b) occur where the vertical coordinates σ and τ are tangent to
the same fiber. Thus we obtain a sum of derivatives of uα in (74), and using our
estimate derived in Corollary 40, we recover the standard estimate for the evolution
of the curvature norm (see, e.g., Lemma 7.4 of [CK04]) modified by additional terms
coming from the warped-product structure, namely(
∂t −∆
)
ρ ≤ −2|∇Rm |2gB + Cnρ
3/2
+ 2
A∑
α=1
nα
{
u−2α RmB(∇
2vα,∇
2vα)
− 2u−3α RmB(∇
2vα,∇vα ⊗∇vα)
}
+ C
( A∑
α=1
|∇ log uα|
2
)
|Rm |gB |RmH⊗H |g,
(75)
where nα = dim(Fα), RmB denotes the curvature tensor of gB, and C is a constant
depending only on the dimension vector ~N = (n, nα).
C.2. The evolution of γα. We next consider the evolution of the curvature tensor
acting on vertical vectors in an arbitrary fiber Fα. It follows from (67a) and (67b)
that for a multiply-warped product with space-form fibers, it suffices to calculate
the evolution of γα = |∇uα|2 = |∇vα|2.
As elsewhere in this Appendix, we omit the fiber index for convenience in the
computations below. We note that
(
∂t − ∆
)
u is given by (2b). It also follows
from (2b) that
∂tγ = 2
{
〈∇∆v,∇v〉 − u−1〈∇γ,∇v〉 + u−2γ2
}
+ 2Rc(∇v,∇v),
where Rc denotes the Ricci tensor of g acting on horizontal vectors, as in (68).
Recalling that ∆γ = 2〈∆∇v,∇v〉 + 2|∇∇v|2, we commute covariant derivatives
and conclude that
(76)
(
∂t −∆
)
γ = −2|∇∇v|2 − 2u−1〈∇γ,∇v〉 + 2u−2γ2.
Observing that 〈∇γ,∇v〉 = 2∇2v(∇v,∇v), we obtain the formula used in Lemma 12.
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C.3. The evolution of χα. We move on to controlling χα = |∇∇vα|gB . By
Remark 34, this is the last quantity needed to control the full curvature tensor. For
simplicity, we again fix a fiber and omit subscripts.
We denote the heat operator with the Lichnerowicz Laplacian of the metric g by(
∂t −∆
)
L
. Using the standard formula (see, e.g., Lemma 2.33 of [CLN06])(
∂t −∆
)
L
∇I∇Jv = ∇I∇J
(
∂t −∆
)
v,
we compute this heat operator acting on the covariant Hessian of v as follows:((
∂t −∆
)
L
(
∇2v
))
IJ
= u−2(∇I∇Jv) γ − 2u
−3(∇Iv∇Jv) γ
+ u−2(∇Iv∇Jγ +∇Iγ∇Jv)− u
−1∇I∇Jγ.
Now using the identity −∆ = −∆L+2Rm ∗−2Rc ∗, where Rm and Rc are those
of the metric g, we convert this formula to one using the standard heat operator:((
∂t −∆
)
∇2v
)
ij
= u−2(∇i∇jv)γ − 2u
−3(∇iv∇jv)γ
+ u−2
(
∇iv∇jγ +∇iγ∇jv
)
− u−1∇i∇jγ
+ 2Rikℓj∇
k∇ℓv −Rki∇k∇jv −R
k
j∇i∇kv
+Nu−2γ
(
−
1
2
∇i∇jv +
1
4
∇iv∇jv
)
,
where N :=
∑A
β=1 dimFβ is the total dimension of the fibers. We obtain the last
line above by simplifying 2Riστj∇σ∇τv using the identities
Riστj = u
−1gστ
(
−
1
2
∇i∇jv +
1
4
u−1∇iv∇jv
)
and ∇σ∇τv =
1
2
u−1γgστ .
Finally, we apply Corollary 38 to conclude that(
∂t −∆
)
χ ≤ −2|∇3v|2gB + 4RmB(∇
2v,∇2v) + 2u−2γχ
− 2u−3〈∇v,∇γ〉γ + 4u−2〈∇2v,∇v ⊗∇γ〉
− 2u−1〈∇2v,∇2γ〉gB +Nu
−2γ
{
− χ+
1
4
u−1〈∇ v,∇γ〉
}
+ C
( A∑
α=1
|∇ log uα|
2
)
|∇2v||∇2v|gB ,
(77)
where RmB again denotes the curvature tensor of gB, and C is a constant depending
only on the dimension vector ~N = (n, nα).
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