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Abstract
We study the thermal radiation between two charged plates separated at a dis-
tance in the near-field regime. The plates are considered to be boundaries of two
semi-infinite solids sandwiching a vacuum gap in the middle. Maxwell’s equa-
tions are solved for layered media, with surface currents as inhomogeneity. Un-
der the framework of Rytov’s fluctuational electrodynamics, surface current is
modelled as random thermal source, whose autocorrelation is obtained from the
fluctuation-dissipation theorem. By splitting the surface current into a random
part and another deterministic response satisfying Ohm’s law, Fresnel law becomes
conductivity-dependent. Detailed calculations of Poynting vector in the gap are
provided and discussed in the context of mesoscopic thermal transport.
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Nomenclature
We list here the symbols used in this thesis with their units if they are quantities
from which the dimensions of others are derived. Unless otherwise mentioned, the
unit of a function f is given by considering f as a space-time function f(x, t) but
not its Fourier transforms.
Greek alphabet
β Inverse temperature, J−1
γ z−component of the wave-vector, m−1
ε0 Permittivity of free space,
C2
Jm
εi Dielectric constant of medium i, dimensionless
θ Heaviside step function
Θ(ω, T ) Mean oscillator energy at frequency ω and temperature T
µ0 Permeability of free space,
Js2
C2m



























GE Electric Green’s dyadic in a homogeneous medium
GE Electric Green’s dyadic across layered media with charged interfaces
GH Magnetic Green’s dyadic across layered media with charged interfaces




Hˆ Quantum solvable Hamiltonian
Hˆ Quantum Hamiltonian with perturbation
J Bulk current density,
C
m2s
K Surface current density,
C
ms




pˆi Unit vector for p−polarisation in medium i
9
q Wave-vector
q⊥ Wave-vector in a plane perpendicular to z−axis
r Position vector
R Position vector in a plane perpendicular to z−axis
r
s/p




13 Effective Fresnel reflection coefficient from medium 1 to 3
R s/p12 Modified Fresnel reflection coefficient for s− or p−polarisation from
medium 1 to 2, when the 12 interface is charged
R
s/p
13 Effective modified Fresnel reflection coefficient for s− or p−polarisation
from medium 1 to 3, when the 12 and 23 interfaces are charged








13 Effective Fresnel transmission coefficient from medium 1 to 3
T s/p12 Modified Fresnel transmission coefficient for s− or p−polarisation
from medium 1 to 2, when the 12 interface is charged
T
s/p
13 Effective modified Fresnel transmission coefficient for s− or p−polarisation




The study of black-body1 radiation led Planck [1] to postulate his hypothesis of
quanta2 and this is seen by many [2][3] as the dawn of quantum mechanics. One
hundred and fifteen years after Planck’s law3, thermal radiation, particularly in
the near-field regime, continues to draw attention from physicists and engineers
[4][5]. Indeed, with the advent of ever sophisticated miniaturisation technology,
near-field thermal radiation proves to be of timely interest [6][7], as it concerns
electromagnetic propagation and energy transfer in small scales. Putting aside
industrial applications, near-field thermal radiation is also interesting from a stu-
dent’s perspective, as it requires knowledge from electrodynamics, statistical me-
chanics, quantum optics, among others.
1A black-body is an idealised object which allows all incoming electromagnetic waves to enter
without surface reflection and never leave again.
2According to which each phase-space volume h3 (in three dimension) contains one microstate.
3Which states that for a black-body at temperature T = (kBβ)
−1, the spectral energy density
U(ω, T ) of the radiation (energy per unit volume per unit angular frequency) is given by:




eβ~ω − 1 .
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Having motivated our project, we shall proceed to formulate our problem. We
wish to study the radiative heat transfer between two solids separated by a gap in
the near-field regime. Such is well studied in the literature [8][9][10], and our main
contribution is to incorporate charges on the interfaces. Once this is done, we can
also study the thermal radiation between two suspended charged plates. First of
all, a clarification of terminologies is in place. Radiative heat transfer and thermal
radiation are two terms that will be used interchangeably throughout this thesis,
and they both refer to the transfer of energy by means of electromagnetic waves.
By near-field we mean length scales which are comparable to the wavelengths of
the electromagnetic waves considered. To be more precise, we will not be making
far-field approximation, under which the problem of radiation is well-studied [1].
Surface charges are electric charges that exist only on a two-dimensional surface,
typical of metal.
We shall consider the two planes as being in contact with some material, forming
thus the interfaces separating three solids. Suspended planes will then be a special
case where all solids have the material properties of a vacuum. We will first
consider arbitrary medium at the centre when calculating the fields. In the study
of heat transfer, however, we will have to take the centre to be a vacuum gap. For
simplicity4, we model the solid in contact with both planes as being sandwiched
by two semi-infinite half-spaces separated by a distance d along the z−axis:
4So that
• No indicator function is needed for Fourier transforms on the plane perpendicular to z.








Figure 1.1: Two semi-infinite half-spaces separated by another medium of width
d, each with dielectric constant εi, in presence of surface charges ς0 and ςd on the
boundaries.
In this thesis, we will often speak of “a point in εi”, which of course is to be
understood as “the point is in a region Ri, whose dielectric constant is given by
εi”. For consistency, we will always label the solids from left (1) to right (3) as
depicted in Figure 1.1. Hence, the plane at z = 0 (resp. z = d) will be called
“plate 12” (resp. “plate 23”).
It is possible to specify a region only with its dielectric constant because we con-
sider non-magnetic linear isotropic homogeneous media. Hence, the constitutive
relations for the electric displacement D and magnetic field5 H in each region εi
are given by:






This way, the surface charges that we consider are always the free or excessive
ones that can be controlled, not those induced by polarisations, whose effects are
absorbed into the dielectric constants.
Since we are only interested in steady-state heat transfer, we will study the
spectral distribution, rather than time variation, of the quantities of interest. Thus
5We follow the standard terminology [11] by calling H the magnetic field and B the magnetic
induction.
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Effectively, this means the time derivative will be replaced by multiplication with









where integrals without bounds are understood to be over the entire appropriate
domains.
The classical definition of Poynting vector, or electromagnetic power flux den-
sity, is given by [12]:
S(r, t) = E(r, t)×H(r, t) (1.2)
and the central goal in this project is the evaluation of this quantity, mostly ana-
lytically. More precisely, we are interested in the radiative heat transfer between
plate 12 and plate 23 (or between dielectric 1 and 3). Therefore when the middle
is vacuum, we shall compute the z−component of the Poynting vector at a point
in the gap, because it represents the rate of electromagnetic energy transferred
per unit area along z−component.
We now proceed to discuss the standard approach in treating thermal radia-
tion, commonly known as fluctuational electrodynamics6. It is of common belief
6Of the second kind, if we follow the terminology of [13].
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that above absolute zero, the constituents of any matter exhibit thermal motions.
These constituents may be electrically neutral, but their finer subunits—electrons
and protons—radiate when agitated. Much like in statistical mechanics, it is nei-
ther possible nor instructive to study the dynamics of all such charged particles,
whose number is of the order of 1023. Worse still, Maxwell’s equations dictate
that accelerating charged particles generate electromagnetic fields, which in turn
are responsible for the movements, which will then alter the resulting fields, ad
infinitum.
Faced with such unfathomably complicated systems, Rytov [14], in line with
Langevin’s theory of Brownian motion [15], had the ingenious idea of modelling
the thermal motions as a random source responsible for a non-zero electromagnetic
energy flux. The problem, then, is to calculate the resulting electromagnetic field
and from it the Poynting vector. For layered media, this is a well-established
theory [9][16]. In this work, the key difference with the literature is the inclusion
of charge to the interfaces. Furthermore, we also consider the case of fluctuation
occurring only on a plane but not in a half-space.
For ease of reading, we provide here a summary of this thesis. Chapter 2 is
dedicated to calculating electromagnetic fields in layered media. We first do so for
the fields generated by a charged interface between two media. Next, we provide
explicit calculations (Appendix B) for the fields emitted by a source in a homo-
geneous medium. We then split the surface currents induced on the interfaces,
into a fluctuating part and another deterministic part. The former contributes to
thermal radiation, whereas the latter results in a modification of Fresnel law.
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In Chapter 3, we begin by deriving an expression of spectral Poynting vector
used in the literature [16]. We apply the fluctuation-dissipation theorem to obtain
an autocorrelation of surface current. With these ingredients, we calculate in a
detailed manner the radiative heat transfer (Appendix E). We then introduce the
notion of Landauer formula and discuss the validity of our expressions. Finally,
we perform numerical calculations to illustrate the use of our formulae. A sum-
mary of our original contributions is given in Chapter 4, and most of the detailed




In this chapter, we focus on calculating the electromagnetic fields (E,H) across
layered media. We first calculate the fields due to a plane of charge located at
the interface between two media. We then calculate the fields generated by a
source in a homogeneous medium with dyadic Green’s function. Next, we outline
Sipe’s [23] treatment of electromagnetic propagation in layered media. We then
proceed to incorporate surface charges on the interfaces. We demand the surface
currents to be split into two parts, one which responds to fields following Ohm’s
law, another which arises from thermal motions and contributes to radiation. This
way, charged interfaces modify Fresnel reflection and transmission coefficients, but
the propagation problem is structurally unchanged. Finally, we compute the total
fields in the middle, essential for the calculations of radiative heat transfer.
2.1 Charged Planar Interface
We consider a case in which a single layer of free surface charge is located at







Figure 2.1: A planar layer of surface charge ς located at z = z0 on the interface
between two media.
The charge density is modelled by:
ρ(r, ω) = ς(R, ω)δ(z − z0), (2.1)
where r = (x, y, z) = (R, z).
2.1.1 General Approach
In the scenario described above, Maxwell’s equations are given by:
∇ ·D = ρ, (2.2)
∇ ·B = 0, (2.3)
∇×H + iωD = J , (2.4)
∇×E − iωB = 0, (2.5)
In view of the delta-inhomogeneity (2.1) in Gauss’ law (2.2), we are led to write
solutions of the form1:
V = θ(z − z0)V2 + θ(z0 − z)V1 + δ(z − z0)Vδ, (2.6)
1Recall that every time we differentiate a function discontinuous at a point P , a Dirac delta is
generated at P , whence the two step functions θ(±z). On the other hand, if ∇×H happens to
vanish, there should be a surface term Dδ for equation (2.4) to hold. The reason to not include
derivatives of δ is because E,B,D,H are physical fields which have no reason to be described
by derivatives of δ.
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where V stands for any of the fields (E,B,D,H). Taking into account the
constitutive relations (1.1) we have:
D = θ(z − z0)ε0ε2E2 + θ(z0 − z)ε0ε1E1 + δ(z − z0)ε0εδEδ, (2.7)
H = θ(z − z0) 1
µ0
B2 + θ(z0 − z) 1
µ0
B1 + δ(z − z0) 1
µ0
Bδ, (2.8)
with εδ a term analogous to surface dielectric constant that turns out to be imma-
terial as we shall see soon. For notational brevity, the r and ω dependences have
been suppressed, but we stress that ε = ε(ω) is a complex frequency-dependent
function. Notice in passing that we have yet to specify the current density J .
Referring back to (2.4), since a curl is divergenceless2:
∇ ·∇×H = 0, (2.9)
together with Gauss’ law (2.2) we obtain the continuity equation:
iωρ = ∇ · J , (2.10)
which gives a constraint on the current density J once a charge density ρ is given.
In line of the reasoning above, let us guess the form of J(r, ω):
J = θ(z − z0)J2 + θ(z0 − z)J1 + δ(z − z0)K. (2.11)
















The linear independence3 of θ(±z), δ(z − z0), δ′(z − z0) implies:
∇ · Ji = 0, (2.13)
iως = zˆ · (J2 − J1) +∇ ·K, (2.14)
zˆ ·K = 0. (2.15)
There is a plentiful of solutions Ji,K that satisfy the above. In order to proceed,
one could assume that the presence of surface charge causes no appreciable bulk
current: Ji = 0. Such is typically the case for metals, where currents mostly reside
near the surfaces with certain skin depths [12]. Otherwise, one could assume that
the bulk currents Ji induced from surface charge ς follow Ohm’s law:
Ji = σiEi, (2.16)
with σi the conductivity of medium εi. By following the arguments employed
below from (2.18) to (2.43), it can be shown that the assumption above effectively
renormalises the dielectric constant:




Recall that material properties, εi or σi, are constitutive relations to be supple-
mented in the end. Hence, when the surface charge induces a non-zero bulk current
3Heaviside function θ is locally integrable hence defines a distribution (generalised function).
As linear forms acting on the space of smooth compactly-supported functions, θ, δ, δ′ are linearly
independent. See [21] for the theory of distribution.
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that is linear in E, one could simply return to the case where Ji = 0 and use the
appropriate dielectric constant εi → ε′i, which is what will be done. Thus the
planar current K induced from a surface charge ς is constrained by:
iως = ∇ ·K. (2.18)
Notice also from equation (2.15) that K has zero component perpendicular to the
plane it resides on.
Having written down an ansatz (2.6), the next step is of course to substitute it
back to Maxwell’s equations (2.2)—(2.5) to check its validity. Let us begin with


























As above, the linear independence of θ(±z ∓ z0), δ(z − z0), δ′(z − z0) gives:
1
µ0
∇×Bi + iωε0εiEi = 0, (2.20)
zˆ × 1
µ0
(B2 −B1) + 1
µ0
∇×Bδ + iωεε0Eδ = K, (2.21)
zˆ × 1
µ0
Bδ = 0. (2.22)
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It suffices to show this argument once because exactly the same applies to the
other Maxwell’s equations. For instance, Faraday’s law (2.5) gives:
∇×Ei − iωBi = 0, (2.23)
zˆ × (E2 −E1) +∇×Eδ − iωBδ = 0, (2.24)
zˆ ×Eδ = 0. (2.25)
We now turn to the divergence equations. Gauss’ law (2.2) gives:
ε0εi∇ ·Ei = 0, (2.26)
zˆ · ε0(ε2E2 − ε1E1) + ε0εδ∇ ·Eδ = ς, (2.27)
zˆ · ε0εδEδ = 0. (2.28)
and finally equation (2.3) gives:
∇ ·Bi = 0, (2.29)
zˆ · (B2 −B1) +∇ ·Bδ = 0, (2.30)
zˆ ·Bδ = 0. (2.31)
We shall now study the consequences. First of all, the pairs of equations (2.25,
2.28) and (2.22, 2.31) allow one to conclude at once4:
Eδ = 0, (2.32)
Bδ = 0. (2.33)
4From (2.32) we also deduce that the additional term εδ associated to Eδ in the ansatz (2.7)
is of no importance.
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With these, equations (2.20)—(2.31) become greatly simplified, which one can
summarise as follows:
ε0εi∇ ·Ei = 0, (2.34)
∇ ·Bi = 0, (2.35)
∇×Bi + iωεi
c2
Ei = 0, (2.36)
∇×Ei − iωBi = 0. (2.37)
In other words, in each half-space R1
2
= {(x, y, z) : z − z0 ≶ 0}, we have homoge-
neous Maxwell’s equations in a linear medium of dielectric constant εi. They are
constrained by the following saltus5 conditions:
zˆ · (ε2E2 − ε1E1) = ς
ε0
, (2.38)
zˆ · (B2 −B1) = 0, (2.39)
zˆ × (B2 −B1) = µ0K, (2.40)
zˆ × (E2 −E1) = 0. (2.41)












Bi = 0. (2.43)
The electric field E and magnetic induction B are of course not independent: it
is customary to solve for E and B follows from (2.37). As can be shown, either
5The Latin word for “leap”, a term coined by Sipe in his famous paper [23].
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by solving via separation of variables, or by direct substitution, plane waves:
eiqi·r (2.44)
solve the homogeneous Helmholtz equation, on the condition that the wave-vector





Since our problem singles out z as a special axis, let us write the wave-vector as:
qi = qxxˆ+ qyyˆ + γizˆ = q⊥ + γizˆ. (2.46)
A well-known result in optics [22] asserts that q⊥ is conserved as one crosses the
boundary from one medium to another. This suggests that we treat the problem
for each fixed q⊥, then perform a Fourier integral to calculate the final result:




eiq⊥·REi(q⊥, z, ω). (2.47)







Substituting (2.47) back to the homogeneous Helmholtz equation (2.42) allows
one to “factor out” the z−dependence:






In (2.48), the z−component of qi is calculated by taking the square root of a
generally complex number. Since we seek solutions that are physically valid for
all half-space in each region Ri, one should take Im(γ1) ≤ 0 in R1 and Im(γ2) ≥ 0
in R2, so that for each (q⊥, ω), Ei (and hence Bi) is at least bounded for all z.
Interestingly, this requirement eliminates two other solutions6 of the problem.
Nevertheless, to facilitate discussions we stress here an important convention
that we shall always take the square root in (2.48) such that Im(γi) ≥ 0 regardless
of which region the solution belongs to. The physically admissible one will be
determined manually after the square root has been taken with Im(γi) ≥ 0 in
(2.48). For example, we would write
q2+ = qxxˆ+ qyyˆ + γ2zˆ, (2.50)
q1− = qxxˆ+ qyyˆ − γ1zˆ, (2.51)
for the wave-vectors that will lead to bounded fields for all z.
We close this subsection with the expression for magnetic induction Bi from
the electric field Ei:









which is readily seen from Faraday’s law (2.37).
2.1.2 Saltus Conditions
Since so far the planar source ς has not entered our discussion, we must now con-
sider the saltus conditions (2.38)—(2.41). We wish to motivate several definitions
6They correspond respectively solutions with Im(γ1) > 0 in R1 and Im(γ2) < 0 in R2.
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of vectors. As discussed in the preceding subsection, to calculate the field E(r, ω)
we shall treat the problem corresponding to E(q⊥, ω) for each fixed q⊥ ∈ R2,
weigh it by the plane-wave factor (2.44), then integrate over q⊥. Therefore, the










q⊥ ∈ R3. (2.53)
Since qˆ⊥ · zˆ = 0, we complete the (orthonormal) basis by defining:
sˆ := qˆ⊥ × zˆ = 1
q⊥
(qyxˆ− qxyˆ) ∈ R3. (2.54)
We thus have a right-hand triple (sˆ, qˆ⊥, zˆ) that is independent of which side of the
half-space it is in. Meanwhile, Gauss’ law (2.34) and the general solution (2.49)
imply:
qi(q⊥) ·Ei(q⊥, ω) = 0. (2.55)
We have seen that, by demanding the fields to be bounded for all z, we can fix
the sign of the imaginary part of γi = zˆ · qi in each region Ri. Accordingly, the









εi. Since the dielectric constant εi is in general complex, one should
indicate the branch cut of square root. However, this choice can be arbitrary
because it can be seen a posteriori that the final expression for Poynting vector
will not be affected. With the vector sˆ introduced previously, which satisfies
sˆ · qˆi± = 0, (2.57)
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one could then define:
pˆi± := sˆ× qˆi± = 1
qi
(q⊥zˆ ∓ γiqˆ⊥) ∈ C3, (2.58)
which leads to yet another four7 sets of right-hand triple (sˆ, qˆi±, pˆi±) that are more
suited to describe the fields, in view of the transversality of electric field (2.55).
Thus, let us write the Fourier component of the electric field E(q⊥, ω) in both
regions:
E2 = Es2+ sˆ+ Ep2+pˆ2+, (2.59)
E1 = Es1− sˆ+ Ep1−pˆ1−. (2.60)










(Ep1− sˆ− Es1−pˆ1−), (2.62)
where the (q⊥, ω) dependences have been suppressed for notational brevity. With
the following identities:
zˆ × sˆ = qˆ⊥, zˆ × pˆi± = ±γi
qi
sˆ,
zˆ · sˆ = 0, zˆ · pˆi± = q⊥
qi
,
7Among these four, only two sets (sˆ, qˆ2+, pˆ2+) and (sˆ, qˆ1−, pˆ1−) are needed since we seek
outgoing solutions: Im(zˆ · qˆ2) > 0 and Im(zˆ · qˆ1) < 0.
27




















sˆ = µ0ωcK, (2.65)









sˆ = 0. (2.66)
Equation (2.65) suggests us to write the planar current K as:
K = Kq⊥ qˆ⊥ +Kssˆ. (2.67)




















so that by writing
B2 = Bs2+ sˆ+Bp2+pˆ2+, (2.70)
B1 = Bs1− sˆ+Bp1−pˆ1−, (2.71)






















Notice that what is given in the problem is the surface charge ς. Instead, the
fields as obtained above are expressed in terms of the surface current density K.
Although the continuity equation (2.18):
ως = q⊥Kq⊥ , (2.74)
allows us to express p−polarised fields (Epi± , Bsi±) in terms of ς, the other pair of
s−polarised fields (Esi± , Bpi±) being related to Ks, is still unconstrained. Hence,
we see that the knowledge of charge density alone does not suffice to determine
the electromagnetic fields. We shall therefore work more closely with the surface
current. More precisely, we will regard K, instead of ς, as the random source
responsible for thermal radiation. We shall see later that the autocorrelation of
K brings in a phenomenological surface conductivity, which, for sensible models,
should be dependent of the amount of charge.
We now return to a second solution of the field generated by a planar current K.
Since there are free charges on the surface, we demand them to respond linearly
and isotropically to the in-plane electric fields8. Hence we write:
K = σ12E⊥ +K f , (2.75)
8We recall that, in view of the saltus condition from Faraday’s law (2.41), the in-plane
component of electric field is continuous.
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where K f is the part of surface current due to thermal motions of charges. We
follow the same procedures and arrive at:
Es1− = −
1
γ1 + γ2 + µ0ωσ12
µ0ωK
f
s, Ep1− = −
√
ε1γ2





















2.2 Source in a Homogeneous Medium
In the previous section, we calculated the fields from a planar current source at
the interface of two media. For later comparison, we calculate the electric field
due to an arbitrary current source J(r) in a homogeneous medium of dielectric
constant ε. We proceed by means of the Green’s function method. The magnetic
induction will be dealt with later.
In presence of source, it is more convenient, thanks to gauge freedom, to treat
the problem in terms of scalar potential φ and vector potential A. Using
E = iωA−∇φ, (2.78)
B = ∇×A, (2.79)












= −µ0J . (2.80)
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Naturally, we choose the Lorenz gauge9:
∇ ·A = iωε
c2
φ (2.81)






A = −µ0J . (2.82)






gr′(r) = −δ(r − r′), (2.83)





where ω−dependence is not shown. From this we can calculate the scalar potential









We solve for its Green’s function in Appendix A and find two solutions g±. For
the moment, we disregard which one to choose from, and note that the outcome
is a function of the relative position:
gr′(r) = g(r − r′). (2.86)
9Named in analogy to the standard version of Lorenz gauge in vacuum, 1c2
∂φ
∂t +∇ ·A = 0.
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where we wrote10 k2 = ω
2ε(ω)
c2
and used the fact that ∇ acts on r but not r′ from
the second to the third line. We then define the electric dyadic11 Green’s function:






g(r − r′), (2.90)
with 1 being the unit dyadic. In view of the geometry of our problem, we will
adopt the same strategy as discussed in the previous section: fix the in-plane wave-
vector q⊥, study the coefficientE(q⊥, z), weigh it by plane-wave factor eiq⊥·R, then
integrate over q⊥. Thus we Fourier transform the in-plane vector R in equation
(2.89) and obtain
E(q⊥, z) = iωµ0
∫
dz′ GE(q⊥, z − z′) · J(q⊥, z′) (2.91)






10In the previous section we used a different notation. The reason for this change here is to
avoid repeated use of wave-vector squared q2 when solving Helmholtz equation. Once this is
done, by writing q = q⊥ + γzˆ, we always recover the dispersion relation q2 =
ω2ε(ω)
c2 .






















− q2⊥, Im(γ) ≥ 0, (2.94)
where the q⊥−dependence is in both qˆ±. Recalling that (sˆ, qˆ±, pˆ±) form two sets
of right-hand triple, we can write the unit dyadic 1 in two different ways:
1 = sˆsˆ+ qˆ+qˆ+ + pˆ+pˆ+ = sˆsˆ+ qˆ−qˆ− + pˆ−pˆ−. (2.95)












The electric Green’s dyadic given above has been calculated explicitly. For now,
we shall not compute the electric field. Instead, we close this section by checking
that the expected result is consistent with the ansatz posed in (2.6).
Indeed, for a point-like source J(q⊥, z) = J (q⊥)δ(z − z′), by inspection of
(2.91) and (2.96), we see that, thanks to the Heaviside function θ, the resulting
E(q⊥, z) will be split into two parts, separated by the xy−plane located at z′.
This is indeed what we guessed earlier in (2.6).
12As mentioned in Footnote 10, having solved the Helmholtz equation, we replace the notation





2.3 Propagation across Layered Media
In the last two sections we have seen how to compute:
• The fields E,B due to a planar charge ς separating two media.
• The electric field E due to a source J in a homogeneous medium.
The question to be addressed now, is the propagation of these fields across different
media. We first consider the simpler case, that is, in absence of surface charges. As
always, we shall focus on E because B follows similarly. Our problem is thus: in a
layered media (ε1, ε2, ε3) without surface charges, given the electric field E(q⊥, za)
at a point za ∈ ε1, how does one compute the electric field E(q⊥, zb) at another







Figure 2.2: Propagation across layered media: given the electric field E(q⊥, za) in
ε1, find E(q⊥, zb) in ε3.
As usual, several pieces are needed, and the subsections will be dedicated to solving
this problem. Before that, it is worth mentioning that decomposing into sˆ and
pˆi± effectively decouples the electric field. Thus wherever appropriate, we shall
write Esi± or Epi± to indicate the electric field and even drop the s or p subscripts
if both cases lead to same conclusion. Finally, it should be emphasised that the
methods discussed in this section are based on [23].
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2.3.1 Homogeneous Medium
We begin with the simplest case, where one is interested in how the field at one
point z1 is related to its value at another point z2, with both points being in a
medium of dielectric constant ε:
ε
z1 z2
Figure 2.3: Propagation of fields between two points in a homogeneous medium.
We stated earlier that in this section we only focus on cases without surface
charges. Nonetheless, for the problem of propagation inside a medium, what
we find here applies equally well to both cases. This is because regardless of the
sources, ς or J , the solutions (2.49) and (2.91) are similar. In particular, there is
an exponential13 e±iγz present in both cases. Since the two points are in the same
medium ε, we see at once:
E±(q⊥, z1) = E(q⊥)e±iγz1 , (2.97)
E±(q⊥, z2) = E(q⊥)e±iγz2 , (2.98)
where all terms that do not involve z have been factored into E . This allows one
to relate the two electric fields as follows:
E±(q⊥, z2) = e±iγ(z2−z1)E±(q⊥, z1). (2.99)
13We stress once again that γ =
√
ω2ε
c2 − q2⊥ and the square root is always taken with Im(γ) ≥
0, so that the ± sign of the exponential indicates the direction of propagation.
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Vε(z2) = Pε(z2 − z1)Vε(z1), (2.101)










whose entries are the electric field at location z in medium ε. As mentioned,
in this simple propagation problem, both s− and p−polarisation give the same
result, whence the absence of subscript s and p.
2.3.2 Crossing a Boundary
As the second piece of the puzzle, we consider two dielectric media εi, separated
by a layer without surface charge or current at z = z0. Our problem consists of






Figure 2.4: Transfer of fields upon crossing a boundary separating two media.
This problem can be solved as a special case of (2.38)—(2.41) with ς = 0 and
K = 0. Nevertheless, to provide an intuitive picture, we shall proceed in a slightly
different way. Dropping the q⊥, z, ω arguments we write:
Ei± = Esi± sˆ+ Epi±pˆi±. (2.104)
In textbooks [12][11], with the same setting as in Figure 2.4, one is given an
incident field Ei in medium ε1, and one wishes to find the reflected field Er in
medium ε1 as well as the transmitted field Et in medium ε2. The well-known
result is then given by Fresnel’s formulae:
Er = r12Ei, (2.105)
Et = t12Ei, (2.106)
























1− = r12E1+, E
(2)
1− = t21E2−, (2.109)
E
(1)
2+ = t12E1+, E
(2)
2+ = r21E2−, (2.110)
where for instance E
(2)
1− means the electric field propagating in medium ε1, in
the direction of −z, due to an incoming wave from medium ε2. The linearity of













= t12E1+ + r21E2−. (2.112)

















(c) Resultant waves in both sides.
Figure 2.5: Relations between the fields Ei± summarised in pictures.
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In accordance with the column vector (2.103) we cast equations (2.111) and (2.112)










By defining the transfer matrix from dielectric ε1 to ε2:
T12 := 1
t21






0 ) = T12V1(z−0 ), (2.115)
where Vi(z) is the column vector of the electric field in region i at position z, as
given in (2.113). We close this subsection by noting that the Fresnel coefficients
(2.107) and (2.108) enjoy the following relations:





t12t21 − r12r21 = 1, (2.118)






which proves useful for later manipulations.
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2.3.3 Crossing two Boundaries
We are now ready to treat the problem of interest. In layered media (ε1, ε2, ε3),
given the electric field at a point just behind z = 0, find the field at a point just





Figure 2.6: Transferring the field from z = 0− in medium ε1 to z = d+ in medium
ε3.
This can be achieved by transferring the field from ε1 to ε2:
V2(0
+) = T12V1(0−), (2.120)
propagate the field in ε2 for a distance d:
V2(d
−) = P2(d)V2(0+), (2.121)
then transfer the field across the boundary separating ε2 and ε3:
V3(d
+) = T23V2(d−), (2.122)





where we used the same symbol T to indicate a transfer matrix from ε1 to ε3,
bearing in mind that they are separated by a medium ε2 of width d. With some
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1− r21r23ei2γ2d , (2.126)
applicable for both s− and p−polarisations by simply using the appropriate Fres-
nel coefficients (2.107) and (2.108). Written in the form (2.124), the transfer






















(c) Resultant waves in ε1 and ε3.
Figure 2.7: T13 as a transfer matrix mapping fields from ε1 to ε3.
In order to distinguish it from the simple transfer matrix in crossing a boundary,
we shall occasionally refer to them as “double-layer” and “single-layer” transfer
matrix respectively.
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Let us take a closer look at one of the equations, say:
E1− = R13E1+, (2.127)
where as an example we assumed E3− = 0, that is, no incident wave from ε3. Then
under the condition:
|r21r23ei2γ2d| < 1, (2.128)
we can expand R13 as follows:






Grouping the first few terms of the series in powers of ei2γ2d, using relation (2.118),
equation (2.127) reads:
E1− = r12E1+ + t12eiγ2dr23eiγ2dt21E1+ + t12eiγ2dr23eiγ2dr21eiγ2dr23eiγ2dt21E1+ + · · ·
(2.130)
describing the multiple reflections which occur in presence of two boundaries.
For instance, the term in first order of ei2γ2d corresponds to the following double











Figure 2.8: Double transmissions, single reflection corresponding to the term first
order in ei2γ2d.
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The higher order terms can also be understood in exactly the same manner, pro-
vided, of course, that (2.128) holds.
Of course, the fields obtained in Equation (2.123) always hold because when
deriving it no assumption whatsoever is made. This remark is merely the obser-
vation that in near-field regime, where we are interested in distances comparable
to wavelengths, criterion (2.128) and hence expansion (2.129) might not hold. In
that case, the intuitive picture from geometrical optics ceases to be valid.
Let us stress that the fields thus obtained are indeed solutions of Maxwell’s
equations. We started off with a solution in a homogeneous medium, and the
propagation matrix (2.102) merely rewrites it at two points. Next, in case of two
media, given two incident solutions from both sides, the transfer matrix (2.114)
returns two outgoing solutions by ensuring that the saltus conditions (2.38)—
(2.41) are satisfied. Finally, the transfer matrix (2.124) for the case of three
media is just an iteration of the previous two approaches, hence the fields must
be solutions of Maxwell’s equations.
2.4 Propagation across Charged Interfaces
Having gathered the essential knowledge of propagation across uncharged layered
media, we proceed to bring in surface charges in this section. Let us recall the







Figure 2.9: Layered media with surface charges ς0, ςd and random currents Kr on
the boundaries.
To study radiative heat transfer, we must determine the electromagnetic fields in
the configuration above. The idea is: in presence of surface charge, we write the
planar current as:
K = K f +Kς , (2.131)
withK f the fluctuating part responsible for radiation, Kς the systematic part that
responds to electromagnetic fields traversing the plane. Assuming linear response,
we have the following planar Ohm’s law:
Kς(q⊥, ω) = σ(ω)E⊥(q⊥, ω), (2.132)
where the ⊥ subscript indicates in-plane component, σ(ω) is planar conductivity.
We stress that the above equation is well-defined in view of the continuity of the
electric field perpendicular to z.
2.4.1 Modified Fresnel Law
For the moment, let us disregard the fluctuation part K f and proceed to solve a
scattering problem, when the inhomogeneity Kς is related to E by planar Ohm’s







Figure 2.10: Fields crossing a charged boundary.
The saltus conditions for s−polarisation read:
−γ2Es2+ + γ1(Es1+ − Es1−) = µ0ωKs, (2.133)
Es2+ − (Es1+ + Es1−) = 0, (2.134)














(Ep1+ − Ep1−) = 0. (2.136)
We now impose Ohm’s law14: Ks = σ12Es2+ and Kq⊥ = −γ2q2σ12Ep2+ . Solving
the above in terms of the incoming wave Ep1+ , we are led to define the following
modified Fresnel coefficients in presence of charge:
T s12 =
2γ1
γ1 + γ2 + µ0ωσ12
, R s12 =
γ1 − γ2 − µ0ωσ12








γ1ε2 + γ2ε1 + γ1γ2
σ12
ε0ω
, R p12 =
γ1ε2 − γ2ε1 + γ1γ2 σ12
ε0ω




We immediately realise that when both sides are the same: ε1 = ε2, a sheet of
14Alternatively, by the continuity of the in-plane components of electric field, we can write:
Ks = σ12(Es1+ +Es1−) and Kq⊥ =
γ1
q1
σ12(Ep1− −Ep1+), which leads to the same expressions for
the modified Fresnel coefficients.
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non-zero conductivity σ12 6= 0 will result in non-unity transmission and non-zero
reflection.
We have thus determined the role of a charged interface in electromagnetic
propagation: a modification of Fresnel reflection and transmission coefficients.
With slight changes, most notably the proper inclusion of the current response,


























(c) Resultant waves and total induced current.
Figure 2.11: Scattering picture with modified Fresnel law.
Using the modified Fresnel coefficients, we could carry out the same analysis per-






Figure 2.12: Given incident fields (E1+, E3−), and surface conductivities (σ12, σ23),
find the outgoing fields (E1−, E3+).
Thus we write the fields in column vectors and calculate:E3+
E3−
 = 1T32


























with the modified effective Fresnel coefficients from ε1 to ε3:
T13 =
T12T23e+iγ2d
1− R23R21e+i2γ2d , (2.141)
R13 = R12 +
T12T21R23e+i2γ2d
1− R23R21e+i2γ2d . (2.142)
We have therefore demonstrated that the propagation problem with charged inter-
faces is the same as its uncharged counterpart, except that the Fresnel coefficients
are modified.
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2.4.2 Decoupling Surface Currents
Let us now return to address the entirety of surface currents K. We claim that the
total electric fields can be split into two parts, one which describes the traversing
of plate, taking into account its charged nature, and another which is generated























Figure 2.13: In presence of surface charge, the resultant fields are the sum of: (a)
fields traversing the charged plate, which induce systematic current response Kς
and (b) fields generated by random fluctuating surface current K f .
A moment of thought shows this has to be true by virtue of the linearity of
Maxwell’s equations. To be fully convincing, we outline the proof for s−polarisation.
Our task is to show that the fields depicted in Figure 2.13(c) satisfy Maxwell’s
equations. As always, away from the boundary we have homogeneous Helmholtz
equations, which the fields are assumed to satisfy to begin with. Then, the crucial
equations to check are the saltus conditions (2.38)—(2.41), which when we focus
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on s−polarisation become:
γ1(Es1+ − Es1−)− γ2(Es2+ − Es2−) != µ0ω(Kςs +K fs), (2.143)
(Es2+ + Es2−)− (Es1+ + Es1−) != 0. (2.144)











satisfy (2.143)—(2.144). Using the newly-defined Fresnel coefficients (2.137) and
(2.138), the fields in Figure 2.13(a) can be written as:
Eςs1− = R
s
12Es1+ + T s21Es2− ,
Eςs2+ = T
s
12Es1+ + R s21Es2− .
(2.146)















Care must now be taken when writing the field-induced current response Kς . In
absence of fluctuating current K f , by the principle of superposition, writing:
Kςs
(?)
= σ12(T s12Es1+ + T s21Es2−) (2.148)
allows the matching of saltus conditions. When K f is brought in, we must decide
whether its generated field results in a Ohm’s law current response. The answer
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is likely to be affirmative, if one considers direct boundary-condition matching.
On the contrary, the idea of decomposing the total surface current into an orderly
response and another fluctuating part calls for K f to be treated independently
from the response part. For a more symmetrical expression of Poynting vector, we
consider the former possibility, that the fluctuation-generated field also contributes
to the current response. Thus instead of (2.148), we write:
Kςs = σ12
[
T s12Es1+ + T s21Es2− + Efs2+
]
. (2.149)
We now return to the verification of the saltus conditions. First, the continuity of
the s−component of electric field, equation (2.144), is trivially checked. Substi-
tuting (2.145)—(2.147) to the discontinuity equation (2.143), we find the LHS to
be given by:













whereas the RHS is:









Using the definition of modified Fresnel coefficients (2.137), one can show that
these two expressions are identical. Albeit more lengthy, the same can be shown
to hold for p−polarisation. Thus, we understand that the fluctuating part K f
plays the role of a source, such that once its emitted field is properly accounted
for15, the problem becomes as if the source is absent. In fact, this is just reiterating
15Provided that we take into account the field due to fluctuation in the deterministic response
Kς , cf. Equation (2.149). Otherwise, the generated field will have to take the form as given by
(2.68)—(2.69).
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the statement that inhomogeneous linear differential equations are solved by linear
combinations of general and particular solutions.
2.5 Total Fields in the Gap
We are now in the position to compute the total fields for the case of interest. In
the literature [16], one focuses on calculating the fields generated by bulk ε1 at
the point immediately after z = d. The resulting Poynting vector is the electro-
magnetic power flux density, transmitted by ε1 to ε3. One then performs the same
calculation immediately before z = 0 and take the difference, so that the quantity
thus obtained is the net radiative heat transfer between the two objects. For our
problem, the introduction of free charges on the interfaces results in Joule heating
on the planes. Thus, we calculate instead the fields in the gap: 0 < z < d. We
still wish to split the calculation into several components:
• E1 generated from bulk random currents in ε1.
• E3 generated from bulk random currents in ε3.
• E0 generated from surface random current in plane σ12.
• Ed generated from surface random current in plane σ23.
Ordinarily, the Poynting vector has to be calculated in the following way:
S = (E1 +E3 +E0 +Ed)× (H1 +H3 +H0 +Hd). (2.152)
Here however, the electromagnetic fields originate from thermal motions, and it is
rightful to assume that fields coming from different sources are uncorrelated. Put
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it differently, in average we have, for example:
E0 ×Hd = 0. (2.153)
Therefore, we can calculate instead:
S = (E1 ×H1) + (E3 ×H3) + (E0 ×H0) + (Ed ×Hd), (2.154)
provided that an average is taken. We shall return to the discussion of random
fields in Chapter 3. For now, we concentrate on calculating the fields separately.
2.5.1 Bulk Contribution
To avoid encumbering notation, we drop the index referring to the origins of
sources. Thus instead of E1s2+ , we write simply Es2+ to indicate the s−polarised
electric field propagating in +z direction in ε2 due to bulk random current in ε1.







Figure 2.14: Given incident field E1+ due to bulk current in ε1, find the fields
(E2−, E2+) at a point 0 < z < d.
We first give the expression for the electric field due to the random source J .
Since they are inside medium ε1, the electric Green’s dyadic (2.93) can be used to
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calculate the field at a point just before z = 0:













(sˆsˆ+ pˆ1+pˆ1+) · J(z′),
(2.155)
where the δ(z) term in the electric Green’s dyadic GE is dropped because it gives
rise to a static field that does not propagate16. Either with explicit boundary con-
dition matching given incident field E1+, or with the multiple reflection approach,
the total electric field at point z is given by:
E(z) =
T s12eiγ2z
1− R s23R s21ei2γ2d
Es1+ sˆ2+ +
T p12eiγ2z










1− R p23R p21ei2γ2d
Ep1+pˆ2−,
(2.156)
where we appended subscripts to the unit vector sˆ, which is constant in all media,
in order to distinguish the direction of waves. By writing:
Gs+ =
T s12
1− R s23R s21ei2γ2d
, Gp+ =
T p12










1− R p23R p21ei2γ2d
, (2.158)
we can cast the above in dyadic form:
























]} · J(R′, z′),
(2.159)
16There is no eiγ1z factor associated to the delta.
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dz′ GE(R−R′, z, z′) · J(R′, z′), (2.160)
where we defined the electric Green’s dyadic relating a point r′ = (R′, z′) in ε1 to
a point r = (R, z) in the gap ε2 as:































1− R s23R s21ei2γ2d
Es1+pˆ2+ +
T p12eiγ2z
















or in dyadic form:
H(R, z) =
∫
d2R′ GH(R−R′, z, z′) · J(R′, z′), (2.163)
with the magnetic Green’s dyadic:























We now consider the fields generated by fluctuating current on the 12 plane at a







Figure 2.15: Given the field E+ emitted by surface current in 12 plane, find the
fields (E2−, E2+) at a point 0 < z < d.
The expressions for the fields generated by a planar current K were first found in
Section 2.1, which we rewrite here using the modified Fresnel coefficients:










We have, for the electric field:
E(z) =
eiγ2z
1− R s23R s21ei2γ2d
Es+ sˆ2+ +
eiγ2z




1− R s23R s21ei2γ2d
Es+ sˆ2− +
R p23eiγ2(2d−z)
1− R p23R p21ei2γ2d
Ep+pˆ2−.
(2.166)
The similarity between the fields generated by bulk and surface suggests that they













1− R s23R s21ei2γ2d
sˆ2+sˆ1+ +
T p12eiγ2z















which upon returning to real space R yields:
E(R, z) =
∫
d2R′ GE(R−R′, z) ·K(R′), (2.168)
with the surface electric Green’s dyadic:



















and we realise that except for an exponential e−γ1z
′
, this is exactly like the Green’s
dyadic (2.159) for bulk contribution. Indeed, if desired, the two equations (2.161)
and (2.168) can be combined into one single equation by denoting the fluctuating
planar current K(R) as J(r) = K(R)δ(z). Unfortunately, the delta function
is located exactly at z = 0, which is also the upper bound of z−integrals, and
this is somewhat ambiguous. Nevertheless, it is clear that, with some caution, the
calculations done for the bulk Green’s dyadics will apply equally well to its surface
counterpart.
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Finally, we express the electric field (2.166) in terms of the Green’s dyadic



















































While the last chapter has been dedicated to calculating electromagnetic fields,
here we are finally in a position to compute the quantity responsible for thermal
radiation. We begin by deriving an expression for spectral Poynting vector. Next,
the statistical properties of the random currents due to thermal motions will be
discussed. With the above, by considering the middle to be vacuum, one can
finally calculate the z−component of the total Poynting vector at a point in the
gap. We discuss the implications of the expressions thus obtained, before providing
numerical illustrations.
3.1 Spectral Poynting Vector
Let us introduce the electromagnetic power flux density, also known as Poynting
vector, which is a function of position r and time t:
S(r, t) = E(r, t)×H(r, t), (3.1)
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of dimension Energy
Time×Length2 . Poynting vector, being an energy-related quantity, is
as always, quadratic in the dynamical variables E,H . Since Maxwell’s equations
are linear, the equations relating source J and fields E,H are also linear as we
have seen. Thus Poynting vector is quadratic in J . In line with fluctuational
electrodynamics, the sources J or K will be modelled as random fields, thus
Poynting vector is also a random variable1. Hence, it makes not much sense to
speak of its value, for we expect a different2 value each time it is evaluated. Thus
we seek the statistical average 〈. . .〉 of our quantity of interest S(r, ω), which is
modelled by a random field. Ideally, this task amounts to the determination of
the probability distribution of the source J . However, since we are only interested
in the fields and Poynting vector, it suffices to know the statistical properties of
the current, up to its second order correlation:
〈J(r, ω)〉 =?
〈J(r, ω)J(r′, ω′)〉 =?
We shall elaborate more in the next section to calculate, or more precisely, to model
the above. Here, we first consider how frequency plays a role in the correlation
function.
For simpler notation, let us consider a real-valued random process f(t). We say
that f is stationary in the wide sense if:
• Its average is a constant: 〈f(t)〉 = const, and
1In general, “random variable” is reserved for random function which has no temporal nor
spatial dependence, “stochastic process” for random function with time-dependence, “random
field” for a random function with both spatial and temporal dependence. We shall use all these
interchangeably.
2Unless if we speak of a trivial random function whose allowed value is a singleton. In this
case obviously the random function is reduced to a deterministic one.
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• its autocorrelation 〈f(t)f(t′)〉 is invariant under time translations:
〈f(t+ s)f(t′ + s)〉 = 〈f(t)f(t′)〉 .
When such is the case, the autocorrelation is a function of time-difference only:










′t′) 〈f(ω)f(ω′)〉 . (3.2)
Heuristically, if the LHS is to be a function of t− t′ only, then since the only time
dependences in the RHS are on the exponential, we ought to have ω′ = −ω in the
double integral so that the exponential reduces to e−iω(t−t
′). Thus we deduce that:
〈f(ω)f(ω′)〉 ∝ 2piδ(ω + ω′), (3.3)




dt 〈f(t)f(t′)〉 e+iω(t−t′). (3.4)
We mentioned that there is no explicit driving in the problem, so that a time-
dependent steady-state may be achieved. Therefore it seems justifiable that the
statistical property of the random current J be time-translational invariant up to
second order. We thus impose:
〈Ji(r, ω)Jj(r′, ω′)〉 ∝ 2piδ(ω + ω′). (3.5)
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where the fields and hence Poynting vector are all random functions. E and H
being linear with J , upon statistical averaging, 〈E(r, ω)×H(r, ω′)〉 will incur a






























For a real-valued function f(t) its Fourier transform satisfies f(−ω) = f ∗(ω).




























2 Re [〈E(r, ω)×H∗(r, ω)〉] ,
(3.8)
leading us to define the spectral Poynting vector:
S(r, ω) = 2 Re
[
E(r, ω)×H∗(r, ω)], (3.9)
bearing in mind that with this definition the ω-integral must be weighted by (2pi)−1
and be performed along the positive real-axis only. This non-negativity of ω in
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S(r, ω) allows it to be interpreted as the frequency distribution of Poynting vector.
3.2 Autocorrelation of Bulk Current
We now model the autocorrelation of bulk random current J . Since motions of
the charges are thermal, it seems reasonable to assume that in average they are
not moving a lot:
〈J(r, ω)〉 = 0. (3.10)
Next, we demand locality. That is, the current at a point r should have no
influence on its value at another point r′, unless they are the same point r = r′.
This means:
〈J(r, ω)J(r′, ω′)〉 = 〈J(r, ω)〉 〈J(r′, ω′)〉 if r 6= r′
= 0 if r 6= r′. (3.11)
The statement made in Section 2.5, that the Poynting vector at a point can be
added individually, is now obvious3:
〈S(z)〉 = 〈S1(z)〉+ 〈S3(z)〉+ 〈S0(z)〉+ 〈Sd(z)〉 , (3.12)
because the fields are linear in sources, and locality ensures that fields due to
different sources are mutually orthogonal4 upon averaging.
On the other hand, spatial homogeneity implies that no point is special, so that
the positions only result in the correlation 〈J(r, ω)J(r′, ω′)〉 being proportional to
3We recall that 〈S1(z)〉 (resp. 〈S3(z)〉) is the Poynting vector due to bulk current in ε1 (resp.
ε3), whereas 〈S0(z)〉 (resp. 〈Sd(z)〉) is the one due to surface current in the plane located at
z = 0 (resp. z = d).
4In the sense that 〈Ei ×Hj〉 = 0 if i 6= j, where i, j label the origin of the sources.
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δ(r−r′), with the proportionality factor independent of r. Furthermore, isotropy
asserts that no direction is special, so that the correlation matrix 〈J(r, ω)J(r′, ω′)〉
is diagonal in Cartesian basis. With spatial homogeneity5, the diagonal entries
have to be identical, thus we have:
〈Ji(r, ω)Jj(r′, ω′)〉 ∝ δ(r − r′)δij. (3.13)
From the previous discussion on wide-sense stationarity we also find:
〈Ji(r, ω)Jj(r′, ω′)〉 ∝ 2piδ(ω + ω′)δ(r − r′)δij. (3.14)
We are yet to consider the role of temperature on the random currents. To achieve
that, we take a quantum system canonically distributed at temperature T and
consider the random currents as small perturbation. In the linear regime we relate
the current response to the current quadratic expectation value. Then we identify
the classical current autocorrelation with its quantum quadratic expectation value.
This is elaborated in Appendix D:






3.3 Autocorrelation of Surface Current
We now wish to obtain a similar relation for the surface current K. We shall be
making the following assumptions as we have for its bulk counterpart:
• Zero mean: 〈K(R, ω)〉 = 0.
• Wide-sense stationarity: 〈K(R, ω)K(R′, ω′)〉 ∝ δ(ω + ω′).
5At least from z = −∞ to z = 0− and from z = d+ to z = +∞.
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• Planar isotropy: 〈Ki(R)Kj(R′)〉 ∝ δij, where i, j = x, y.
• Planar locality: 〈K(R)K(R′)〉 = δ(R−R′).
Our task is to obtain a susceptibility equation connecting the perturbing force A
to the response K. We assume the validity of Ohm’s law in the two-dimensional
system:
K(ω) = σ(ω)E(ω), (3.16)
where the planar position dependence R has been suppressed because we consider
homogeneous perturbation. The application of fluctuation-dissipation necessitates
a relation between K and A, since the interaction Hamiltonian is of the form
−A · K. Fortunately, in frequency domain, by setting the scalar potential to
zero6, the relation between the electric field and the vector potential is simply:
E(ω) = iωA(ω). (3.17)
Thus we find at once:
K(ω) = iωσ(ω)A(ω), (3.18)
whence the surface-current autocorrelation:





· 2piδ(ω + ω′) · δ(R−R′)δij.
(3.19)
The delta function due to wide-sense stationarity, δ(ω + ω′), allows us to write:





· 2piδ(ω − ω′) · δ(R−R′)δij.
(3.20)
6This is justified because we are considering the linear response of K to a perturbing field A
but not φ.
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We wish to work in reciprocal space. Arguing in the same way as we did for
frequency, cf. Equation (3.3), we see that the delta function due to planar locality,
δ(R−R′), leads to:







3.4 Poynting Vector from Bulk
Knowing how to calculate the fields and how to average the sources, we can fi-
nally calculate the spectral Poynting vector. Once again, we remind that it is
justified to split the Poynting vector into several parts originating from different
sources, because they are uncorrelated. We provide here some essential steps of
simplification, and leave the detailed derivations in Appendix E.
We begin with the contribution due to bulk random current in ε1. Omitting ω




d3r′ GE(r, r′) · J(r′)×
 ∫
z′′<0
d3r′′ GH(r, r′′) · J∗(r′′)
∗ .
(3.22)








d3r′′ [GE]jmJm[GH ]∗knJ∗n. (3.23)
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〉 −→ [GE]jn[GH ]∗kn 〈JJ∗〉 , (3.24)
where 〈JJ∗〉 represents the term associated to fluctuation-dissipation theorem:












d3r′′ [GE]jn[GH ]∗kn 〈JJ∗〉 −→
∫
z′<0
d3r′ [GE]jn[GH ]∗kn 〈JJ∗〉 , (3.26)
and importantly the two dyadics now have the same spatial arguments:
[GE]jn(R−R′, z, z′)[GH ]∗kn(R−R′′, z, z′′) −→ [GE]jn(R−R′, z, z′)[GH ]∗kn(R−R′, z, z′).
(3.27)
Let us now consider the remaining spatial integral. The only terms where spatial
arguments appear are the exponentials. Therefore, if we extract them and ignore













′)·e−iq˜⊥·(R−R′)·e−i[γ1−(γ˜1)∗]z′ · · · , (3.28)
so that thanks to the following identity:
∫
d2R′ e−iR
′·(q⊥−q˜⊥) = (2pi)2δ(q⊥ − q˜⊥), (3.29)
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the two q⊥, q˜⊥ integrals that follow the Green’s dyadics reduce to just one, and all











where we recall that in the definition of γ1, we take the complex square root such
that the imaginary part is always positive.
We pursue the calculation of [GE]jn[GH ]∗kn, remembering that identical indices
are summed over. To that end we define the transpose of magnetic Green’s dyadic
(2.164):






















satisfying GTH = GH or more precisely [GH ]ij =
[GH]
ji
. By abuse of notation we
calculate:




























































[|Gs− |2sˆ2−pˆ∗2− − |Gp− |2|pˆ1+|2pˆ2−sˆ2−] .
(3.33)
We aligned the layered media along z−axis and as such are interested in the
radiative transfer in z−direction. Thus we need to read the xy component and







− [sˆ2+pˆ∗2+]yx = −γ∗2q∗2 . (3.34)











































This expression cannot be further simplified, not before the dielectric constant of
the central bulk, ε2, is provided. Therefore, let us consider a vacuum gap, so that
ε2 = 1. We provide the rest of the derivations in Appendix E.
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3.4.1 Mesoscopic Thermal Transport: A Digression
Before writing down the radiative heat transfer, we digress to introduce an impor-
tant concept in mesoscopic thermal transport [17][18]. Consider two heat baths7
kept at temperatures T1 = (kBβ1)
−1 and T3 = (kBβ3)−1. We say that the rate of






~ωT13(ω) [N(ω, T1)−N(ω, T3)] , (3.36)
where N(ω, T ) = (eβ~ω − 1)−1 is the Bose function, T13(ω) is called the transmis-
sion function between bath 1 and 3. Therefore when the baths have the same
temperature, there is no heat transfer between them, consistent with the zeroth
law of thermodynamics. It is known [18] that for ballistic8 systems, the rate of
energy transfer is always in Landauer form.
We are now in a position to write the Poynting vector at a point 0 < z < d in
a vacuum gap, due to bulk random currents with charged interfaces:
〈Sz(z)〉 = SLz + SNz , (3.37)
7A bath is an idealised object capable of releasing or absorbing any amount of particles and
energies, without being driven away from equilibrium.
8Meaning no energy is lost during transmission.
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|1− R s23R s21ei2γ2d|2
Re(γ1) Re(γ3)
|(γ1 + γ2 + µ0ωσ12)(γ2 + γ3 + µ0ωσ23)|2
+
1
|1− R p23R p21ei2γ2d|2
Re(γ∗3ε3) Re(γ
∗
























]− Re(σ12) Re(γ3) coth [β3~ω2 ]
|(γ1 + γ2 + µ0ωσ12)(γ2 + γ3 + µ0ωσ23)|2
+
ε−10









In the first expression, Θ(ω, T ) is the mean energy of a harmonic oscillator at
frequency ω:
Θ(ω, T ) =
~ω
eβ~ω − 1 . (3.40)
Let us discuss the problem with a non-Landauer expression (3.39). Take the
s−polarised contribution for instance. When the two bulks are kept at the same
temperature, β1 = β3, we see that unless Re(σ23) Re(γ1) = Re(σ12) Re(γ3), we will
obtain a non-zero SNz . Apparently, this violates the zeroth law of thermodynamics
[24] which states that objects at the same temperature are mutually in equilibrium.
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Further, by suitably choosing the conductivities9, we can conceive of a situation
where T1 > T3, yet the Poynting vector is negative, indicating that electromagnetic
energy flows from the colder side T3 to the warmer one T1, in violation of the
second law. We content ourselves by noting that these violations can be further
scrutinised with a multiple-channel Landauer-Bu¨ttiker transmission problem [18],
as is done in a submitted paper [19]. Later, we shall see that by including the
fluctuations originating from the charged interfaces, one arrives at a Landauer
expression.
3.5 Poynting Vector from Surface
The calculation here is similar to the case of bulk, a major difference being that
the surface fluctuating current K rests strictly in plane: zˆ ·K = 0. Thus we
see fit to work directly with the fields themselves in reciprocal space, given by
(2.170) and (2.171). Omitting terms with zero z−component, noting the presence




















































9In fluctuational electrodynamics, there is no microscopic model that allows the treatment
of conductivity. It is thus a phenomenological input that one needs to supply if one wishes to
work with the present theory.
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As before, we only give the result here, and refer the reader to Appendix E for a
detailed derivation. The Poynting vector at a point in a vacuum gap, 0 < z < d,
due to fluctuating surface currents, can be split into two parts according to whether
it is Landauer:
















|1− R s23R s21ei2γ2d|2
(µ0ω)
2
|(γ1 + γ2 + µ0ωσ12)(γ2 + γ3 + µ0ωσ23)|2
+
|γ1γ3|2
|1− R p23R p21ei2γ2d|2|
(ε0ω)























]− Re(γ1) Re(σ23) coth [β3~ω2 ]
|(γ1 + γ2 + µ0ωσ12)(γ2 + γ3 + µ0ωσ23)|2
+
ε−10
|1− R p23R p21ei2γ2d|2








is not. We now consider the case of suspended sheets, that is, ε1 = ε2 = ε3 = 1.
For evanescent mode10, one has γ1 = γ2 = γ3 = i|γ2|, so that the non-Landauer
part SNz vanishes, in view of:
Re(γ3) = Re(γ1) = Re(i|γ2|) = 0,
Re(γ∗3ε3) = Re(γ
∗
1ε1) = Re(−i|γ2|) = 0.
Under such circumstance, our expression (3.43) can be put into the form used in
[25][26], where the near-field thermal transport between two suspended sheets is
studied. We have therefore justified11 the use of, say, Equation (2) in [25].
We now comment on the hyperbolic cotangents appearing in the non-Landauer
expressions (3.39) and (3.44). In the fluctuation-dissipation theorem, we identified
the autocorrelation function with symmetrised quantum expectation, cf. Equation
(D.31). For a Landauer-like expression, it does not matter whether it is the “lesser”
〈Jˆ†Jˆ〉, “greater”12 〈Jˆ Jˆ†〉, or symmetrised 1
2
〈Jˆ Jˆ† + Jˆ†Jˆ〉 that we identify with the
autocorrelation ⟪JJ∗⟫. This is because, in terms of the Bose function N(ω, T ),
they give, respectively, N , (N + 1) and (N + 1
2
) when related to the susceptibility.
For ballistic systems, the transmission function T13(ω) in the Landauer formula


























~ωT13(ω) [N(ω, T1)−N(ω, T3)] ,
10The part of electromagnetic waves that decays exponentially with the separation between
media d. For more detail, see Appendix E, where the distinction of evanescent and propagating
mode is evoked frequently.
11See Section E.4 for a proof.
12Named according to the terminology of the theory of non-equilibrium Green’s function [27].
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if we take the symmetrised version for example.
3.6 Total Poynting Vector
The calculation leading to the Poynting vector at a point in a vacuum gap with















|1− R s23R s21ei2γ2d|2
[Re(γ3) + µ0ωRe(σ23)][Re(γ1) + µ0ωRe(σ12)]
|(γ1 + γ2 + µ0ωσ12)(γ2 + γ3 + µ0ωσ23)|2
+
1
|1− R p23R p21ei2γ2d|2
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
] [
Re(γ∗1ε1) + |γ1|2 Re(σ12)ε0ω
]




The expression above, describing net heat transfer between two objects, is clearly
in Landauer form, for it is simply given by a difference of Bose function, multiplied
with a transmission factor (the q⊥ integral). Therefore, we find that in layered
media, if we demand the free charges on the interfaces to respond according to
Ohm’s law, then both surface and bulk fluctuating currents have to be taken into
account, in order to obtain a radiative transfer in Landauer form.
3.7 Numerical Results
We illustrate in this section several calculations of radiative transfer in layered
media with charged interfaces. As a first application, we consider metals described
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by a Drude dielectric function [28]:







where n is the volume carrier density, e is the carrier charge, m is its mass and
τ is the relaxation time between collisions. As for the charged surfaces, they will
be modelled by a parallel-plate capacitor, which allows us to relate voltage drop














where ns is the surface carrier density. Hence, on both plates, the sign of e does
not matter and shall be taken as the elementary electron charge. We can therefore










We assume their masses to be equal to that of electron, so that the only difference
that could occur is due to the relaxation time τ .
3.7.1 Bulk Metals with Charged Surfaces
We consider the two plates to be separated by a vacuum gap of unity dielectric
constant. The two bulk solids are taken to be gold Au, the left being at tempera-
ture T1 = 373 K and the right T3 = 77 K. In units of 10
−14 s, the relaxation times
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are respectively 2.1 and 12 [29]. Experiment [30] shows that the relaxation time
of a gold film, of thickness as thin as 4 nm, agrees with its bulk value. Thus for
surface conductivities (3.49) we shall also use the same τ . In the following plots,
we obtain the surface charge density by applying a voltage of V = 1000 V (or 0
V) at a gap separation d = 1 nm:
(a) (b)
Figure 3.1: Radiative heat transfer 〈Sz〉 as a function of plate separation d. Dashed
lines: applied voltage is 1000 V. Solid lines: zero voltage. (a): Contributions from
s− and p−polarisations plotted separately. (b): Total Poynting vector.
A first remark is that, albeit a significant difference in the integrand (3.45) com-
pared to uncharged interfaces (σ = 0 in the same expression), numerically the
effect is not very pronounced. Secondly, in near-field regime (small gap d), it is
s−polarisation that contributes mostly, whereas in far-field regime, p−mode takes
over as the dominant contribution.
3.7.2 Suspended Metal Films
As before, we consider gold films at T1 = 373 K and T3 = 77 K, whose surface
conductivities are described by a Drude model. This time, the bulks are absent:
ε1 = ε3 = 1, so that the two planes are suspended in vacuum. We are interested
in the evanescent heat transfer between the films, so in (3.43) the q⊥ integral
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excludes the disc |q⊥| ≤ ωc . In the following plots, the charge density is calculated
from (3.47). Physically, it means we first charge the plates with different voltages
across a gap of d = 1 nm. Then, this charge density is fixed and we calculate the
radiative heat transfer 〈Sz〉 by varying the gap separation d.
(a) (b)
Figure 3.2: Radiative heat transfer 〈Sz〉 as a function of plate separation d. Charge
density is given by applying different voltages across d = 1 nm. (a): Contribution
from s−polarisation. (b): Contribution from p−polarisation.
We see clearly that for suspended metal films, where the fluctuating current is
due to surface only, it is p−polarised mode that contributes mostly. For Figure
3.2(b), at large distances, the logarithmic plot behaves linearly with a negative
gradient, indicating an exponential decay of the radiation. Notice also that, if
we compare the orders of magnitude of Figure 3.1(b) and 3.2(b), we see that the
radiative transfer due to surface fluctuating currents is 107 times stronger in the
ultra-near-field regime13 (d = 10−1 nm). Keeping in mind that for metal films it
13However, the validity of macroscopic Maxwell’s equations is obviously contested at such a
length scale.
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|1− R p23R p21ei2γ2d|2|
(ε0ω)





Figure 3.3: p−polarised transmission function T13(ω) in terms of frequency ω.
(a): Indicated voltages are applied across 1 nm to endow the plates with different
charge densities. Gap separation is fixed at d = 10 nm. (b): The distance between
plates is varied. Charge density is fixed such that the voltage is 1 V when the
plates are 1 nm apart.
We see a certain self-similar spectral profile when the applied voltage is varied
in Figure 3.3 (a), and the transmission function which characterises the available
states, is influenced very strongly by voltage. Nevertheless, the states with higher
frequencies are unavoidably filtered out by the difference of Bose function, when
computing the total radiative heat. In contrast, the influence of gap separation
on spectral profile is not as dramatic, as can be seen in Figure 3.3 (b). We have
chosen a horizontal axis in Figure 3.3 (a) so as to better display the curves and




We highlight and summarise here our original contributions. Wherever applicable,
we bracket the corresponding equations that can be found in the main text. We
then outline several possible future works on the thermal radiation across charged
surfaces.
4.1 Summary
First, we solved Maxwell’s equations (2.76)—(2.77), when the inhomogeneity
arises from a planar charge located exactly at the interface between two media.
The most general fields1 cannot be found from charge density alone, thus we work
with surface currents instead. The charge density, which is the input of our prob-
lem, is related to the dissipation strength (3.21) via a phenomenological surface
conductivity. While the only constraint for currents arose from charge is the con-
tinuity equation, implying a whole class of possible solutions for the currents, we
find that if the induced bulk current is linear, then by incorporating the bulk
1In the sense that we consider both s− and p−polarisations under the Lorenz gauge.
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response to the dielectric constant (2.17), we can restrict ourselves to discussing
only surface current on the plane of inhomogeneity.
With the above in mind, we split the surface current into: one part which responds
systematically to incident fields, and another part which is randomly fluctuating
(Figure 2.13). This results in a modification of Fresnel law, where the transmis-
sion and reflection coefficients are now conductivity-dependent (2.137)—(2.138).
We provided the properties of the coefficients (Section C.2), which might prove
useful in the future. We then calculated the Poynting vector at a point in the
middle, when the gap is in vacuum (3.45). This is achieved by first calculating
the Poynting vector due to bulk random current in presence of charged interface
(3.36)—(3.39), then due to surface random current (3.43)—(3.44).
For the surface current contribution to thermal radiation, we applied the fluctuation-
dissipation theorem with Ohm’s law to obtain an autocorrelation function of sur-
face current. We then provided detailed calculations (Appendix E) for the Poynt-
ing vector in the vacuum gap. For the case of suspended sheets, we justified the
expressions of evanescent heat transfer (E.23) used in the literature. Our work
sheds light on the approach of calculating heat transfer between two sheets of two-
dimensional materials [25] and the application of fluctuational electrodynamics to
planar objects in the study of thermal radiation.
4.2 Outlook
The fact that charged interfaces does not alter significantly the near-field radiative
transfer between bulk metals (see Figure 3.1) is somewhat puzzling. The formulae
found here can be applied to semiconducting devices in calculating the radiation
80
between two dielectrics, but more thoughts must be given regarding the incorpora-
tion of surface charges, because for non-metals, a capacitor model is probably not







Figure 4.1: Layered media with surface charges ς0, ςd and another charged sheet
σz in the middle.
or three suspended charged sheets:
ς0 ςz ςd
Figure 4.2: Radiation between two charged sheets in presence of a sandwiching
sheet.
Finally, it is instructive to rephrase this project in the language of non-equilibrium
Green’s function [31] to go beyond local thermal equilibrium approximation (as-
sumed in Rytov’s fluctuational electrodynamics). The planar homogeneity, as
we exploited so often in this project, essentially implies the problem is one-
dimensional. Therefore, we can model the plates as quantum dots connected
to electron and photon baths. This way, the energy balance becomes more trans-
parent, and the non-Landauer terms, Equations (3.39) and (3.44), can be given
clearer physical interpretations as in [19].
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Appendix A
Green’s Function for Helmholtz
Equation
In this appendix, we calculate the Green’s function for the following scalar Helmholtz
equation:
(∇2 + k2)gr′(r) = −δ(r − r′), (A.1)
with k ∈ C.
A.1 Im(k) > 0 or k+iη regularisation for Im(k) = 0.
We first consider Im(k) ≥ 0. Without hesitation one performs a Fourier transform:
(−q2 + k2)gr′(k) = −e−iq·r′ . (A.2)
It is very tempting to divide both sides by the symbol −q2 + k2 but the resulting
expression is not integrable for the special case Im(k) = 0. In this case1 one
1Otherwise if Im(k) > 0 one just ignores all η in the following calculation.
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q2 − (k + iη)2 . (A.3)
where the + superscript reminds us of the artificial constant is chosen to be +iη.







q2 − (k + iη)2 . (A.4)















q2 − (k + iη)2 . (A.5)
where we aligned r−r′ as the z−axis of integration. Azimuthal angle ϕ integrates




















q2 − (k + iη)2
eiq|r−r
′| − e−iq|r−r′|
iq|r − r′| .
(A.6)
For the term with e−iq|r−r





q2 − (k + iη)2
−e−iq|r−r′|





q2 − (k + iη)2
eiq|r−r
′|
i|r − r′| , (A.7)









q2 − (k + iη)2 . (A.8)
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The above calls for residue calculus. Since |r − r′| > 0, we take an upper semi-
circle as the contour of integration. It encloses a pole q = k+iη (or k if Im(k) > 0)
and its arc contribution vanishes, giving:
g+r′(r) =
1









4pi|r − r′| . (A.10)
A.2 Im(k) < 0 or k−iη regularisation for Im(k) = 0.
We now turn to the case Im(k) ≤ 0. When Im(k) = 0, unlike in (A.3), here we
shift the pole downwards: k → k − iη with η > 0. In view of the positivity of
|r − r′| one still takes an upper semi-circle but the pole will be −k + iη (or −k if




4pi|r − r′| . (A.11)
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Appendix B
Electric Dyadic Green’s Function






We remind that when no confusion is possible, integral sign without bounds means
it is over Rn depending on the dimension n of the integral. We begin by calculating:
GE(q) = GE(q⊥, qz) =
∫
d3r GE(r)e−iq·r. (B.2)
Let g be the Green’s function of Helmholtz equation as usual:
(∇2 + k2) g(r) = −δ(r), (B.3)

















From (B.3) we see that:
(q2 − k2)g(q) = 1. (B.6)
By the very definition of q it follows that:
(q2z + q
2
⊥ − k2)g(q⊥, qz) = 1. (B.7)
Thus the calculation is similar to that of Appendix A, where regularisation is
needed where necessary when an inverse Fourier transform in qz is performed. Let






q2z − (γ + iη)2
. (B.8)
B.1 ij component with i 6= z, j 6= z.
In view of (B.1), for the ij component with i 6= z, j 6= z of the electric Green’s


















(qz − γ − iη)(qz + γ + iη) . (B.11)
This calls for residue theorem but we must first determine the sign of z. If z > 0

















eiγz, if z > 0. (B.12)
For z < 0, a lower semi-circle is needed, the pole enclosed is −γ − iη, the contour









· (−2pii) · e
i(−γ−iη)z
2(−γ − iη) =
i
2γ
e−iγz, if z < 0. (B.13)













qz − γ − iη −
1








x− u = sgn[Im(u)]pii. (B.15)









Now, observe that the exponentials in (B.12) and (B.13) differ by a sign but the
















1One way to establish this identity is again by taking a semi-circle Cu centred on u depending
on sgn[Im(u)]. However, without an exponential, the arc portion does not vanish when the
radius goes to infinity but instead contributes ±pii depending on sgn[Im(u)]. The integral over
the closed contour Cu gives sgn[Im(u)] · 2pii and the identity follows.
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Thus we conclude that g(q⊥, z) is continuous at z = 0. Indeed, by Fourier-




+ k2 − q2⊥
)
g(q⊥, z) = −δ(z), (B.18)








B.2 iz component with i 6= z.
For the iz component (hence zi by the symmetry of GE) with i 6= z of the electric


















(qz − γ − iη)(qz + γ + iη) . (B.21)




∣∣∣∣ qz(qz − γ − iη)(qz + γ + iη)
∣∣∣∣ = ∫ dqz2pi |qz|√(qz − a)2 + b2√(qz + a)2 + b2 = +∞.
(B.22)
where a = Re(γ + iη), b = Im(γ + iη). When such is the case, letting the radius
of the semi-circle go to infinity is, strictly speaking3, not a well-defined operation.
2So that after being acted upon by a second-order differential operator, the RHS is only a
Dirac delta (but not derivatives of δ).
3Although here it turns out that for z 6= 0, if one proceeds with the usual contour integration,
the final answer is the same, except for the indeterminacy of the case z = 0. More precisely,
using residue calculus one would not know how to handle the z = 0 case, whereas with the
Fourier approach as will be presented in a minute, it is clear that the result is discontinuous at
z = 0.
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One way out is by the grace of Fourier transform. We use anew the fact that





g(q⊥, z) = iqzg(q⊥, qz) (B.23)





























































































where from (B.31) to (B.32) we used the fact that for a smooth function f(z) ∈ C∞
we have f(z)δ(z) = f(0)δ(z).
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B.4 Assembling the Electric Green’s Dyadic
We can now list the coefficients associated to each component of the electric


























































































































A regrouping of terms is in place. First, one has, by the very definition of the unit
dyadic 1:




























































































































Fresnel Law for Charged Interface
Our central philosophy to incorporate surface charge in near-field radiation is:
• The charge-induced surface current can be split into two parts: one Ohm’s
law response to incoming electric fields, Kς , and another fluctuating part
K f .
• The deterministic response serves to modify Fresnel law. Propagation in lay-
ered media with charged interfaces therefore results in identical equations
with its uncharged counterpart, except for modified reflection and transmis-
sion coefficients.
• The fluctuating current serves as a source. Once its generated fields are
taken into account1, we can concentrate on the propagation problem as if
the fluctuating part is absent.
In this appendix, we provide the set of equations that need to be satisfied. We
then discuss some properties of the modified Fresnel law in presence of charge on
1We stress again that, although this need not necessarily be the case (in the sense that
Maxwell equations can still be satisfied with suitable changes), we consider the fluctuating fields




C.1 Full Saltus Conditions














Figure C.1: Given the incoming fields (E1+, E3−), fluctuating currents (K f0, K
f
d),
and planar conductivities (σ12, σ23), find the fields (E1−, E2−, E2+, E3+), with the
requirement of bounded electric fields in all space.
We remind that in above, the field amplitudes are functions of planar wave-vector
q⊥ and frequency ω. The fields in each medium satisfy homogeneous Helmholtz
equation, so in particular in ε2 the fields at z = 0





[−√ε1(Ep1− + Ep1+) +√ε2(Ep2− + Ep2+)] = ως(z = 0)cε0 , (C.1)
z = d:
q⊥






































































As is always the case, not all equations are independent, and essentially Ampe`re’s
law and Faraday’s law guarantee all of the saltus conditions, provided, of course,
that continuity equation ως = q⊥Kq⊥ is satisfied every where. For surface currents,
we have:
K(z = 0) = sˆ
[









(Ep2− − Ep2+) +K0q⊥
]
,

















so that Ampe`re’s law is modified as follows:

































































































Clearly, s− and p−polarisations are decoupled. Thus for s−polarisation, we need






] − [γ2cω + µ0cσ12] 0 0
0 0 − [γ2cω + µ0cσ23] e−iγ2d [γ2cω − µ0cσ23] e+iγ2d γ3cω −γ3cω
−1 −1 1 1 0 0
0 0 −e−iγ2d −e+iγ2d 1 1
0 1 0 0 0 0
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Hence if desired, the above can be tested with a program capable of symbolic calcu-
lations to confirm the solution obtained more intuitively from multiple reflections
(2.156).
C.2 Modified Fresnel Coefficients
We list here some properties of the modified Fresnel coefficients (2.137)—(2.138)















































Turning to the properties, we have the following rules that also hold for the usual
Fresnel coefficients:







T p12 + R
p
12 = 1, (C.17)
γ2T s/p12 = γ1T
s/p
21 . (C.18)

























21 − rs/p12 rs/p21 = 1,
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we have:












We see at once that for uncharged surface, naturally the conductivity is zero, so




In this appendix we follow Kubo [32] in deriving an equation which relates the
autocorrelation φA(ω) of a quantity A to its susceptibility function χAA(ω) under
linear response theory. The resulting relation, known as the fluctuation-dissipation
theorem, was first pioneered by Callen and Welton [33]. It connects the fluctuation
of a system in thermal equilibrium to its response to perturbation which in some
cases drives the system back to equilibrium. We shall first consider a general
problem as we find the fluctuation-dissipation theorem better explained in this
context.
D.1 Description of Problem
We have in mind a soluble quantum system described by a Hamiltonian Hˆ in
contact with a heat bath at temperature T = (kBβ)
−1, perturbed by a time-
dependent driving which shall be modelled as −K(t)Bˆ, with K(t) a scalar function
and Bˆ an observable. At distant past t = −∞, the system is in thermal equilibrium
with the bath and as such will be described by a canonical ensemble with density
matrix ρˆH(−∞) = e−βHˆ/Z with partition function Z = Tr[ρˆH(−∞)]. Thus our
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system is described by the time-dependent Hamiltonian
Hˆ (t) = Hˆ −K(t)Bˆ. (D.1)
We are interested in an observable Aˆ or more precisely its expectation value:
〈AˆH (t)〉 = Tr[ρˆH(−∞)AˆH (t)]
= Tr[ρˆH (t)Aˆ]
(D.2)
where the subscript H appended to an operator Aˆ means it is evolved in Heisen-
berg picture1. In passing to the second line we transformed from Heisenberg
picture to Schro¨dinger picture.
D.2 Linear-Response Density Matrix
From the above, it is clear that we need to find the density matrix, a task generally
difficult except under linear response. By this we mean the perturbation to the
soluble system is small: |K(t)|  1, so that terms like K(t)K(t′) or those of higher
order can be neglected. Liouville equation for the unperturbed system reads:
∂ρˆH
∂t
= LˆH ρˆH := − i~ [Hˆ, ρˆH ]. (D.3)
We solve formally the time-evolved density matrix for the soluble system:
ρˆH (t) = e
tLˆH ρˆH(−∞). (D.4)
1More precisely: AˆH (t) = U
†




H (t′)dt′]. Here T is the time-ordering operator which arranges operators at later
times to left, and t0 is a reference time where all of Heisenberg, Schro¨dinger and interaction
pictures coincide.
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We perform a variation of constant2 ρˆ(−∞)→ %ˆ(t) and differentiate anew the re-









[Hˆ , ρˆH (t)]. (D.5)







K(t)[Bˆ, ρˆH (t)]. (D.6)
This can be solved, formally but exactly, for %ˆ(t):





′LˆH [Bˆ, ρˆH (t′)]








This is an integral equation which suggests a Dyson expansion by repeatedly
substituting %ˆ(t) to the very same equation. As mentioned, we work under the
framework of linear response, so that the series terminates after one substitution:






′LˆH %ˆ(−∞)] +O(K2). (D.8)
One readily checks that the Liouville equation for a time-independent Hamiltonian















2The manipulations involving this auxiliary %ˆ(t) are formal, so that there is no need to
mention with respect to which Hamiltonian it is evolving in time.
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This, together with the fact that the initial density matrix is thermal3: ρˆH(−∞) =
e−βHˆ/Z, shows that the density matrix is stationary under the unperturbed Hamil-
tonian Hˆ:
ρˆH(t) = ρˆH(−∞). (D.10)
Finally with the initial condition ρˆH (−∞) = ρˆH(−∞), from the formal linear-
response solution (D.8) we find:






′)LˆH [Bˆ, ρˆH ], (D.11)
where for simplicity we denoted ρˆH(−∞) = ρˆH . We can further simplify the
integrand as follows:
e(t−t














′ − t)ρˆH − ρˆHBˆH(t′ − t)
)
= [BˆH(t
′ − t), ρˆH ],
(D.12)
where we exploited the commutativity of the thermal density matrix ρˆH and the
soluble evolution operator e−
i
~ Hˆ(t−t′), as well as the definition of time-evolved op-
erator BˆH(t) in the interaction picture.
3Thus both the density matrix ρˆH and the evolution operator associated to Hˆ are functions
of the soluble Hamiltonian Hˆ, allowing them to commute with each other.
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D.3 Generalised Susceptibility
Having obtained the density matrix, we can calculate the expectation value of
AˆH (t) up to first order in K(t):
〈AˆH (t)〉 = Tr[ρˆHAˆ] + i~
∫ t
−∞
dt′ K(t′)Tr{[BˆH(t′ − t), ρˆH ]Aˆ}. (D.13)














so that by denoting the equilibrium expectation value 〈Oˆ〉H = Tr[ρˆHOˆ] we obtain:





dt′ K(t′) 〈[Aˆ, BˆH(t′ − t)]〉H
= 〈Aˆ〉H + 〈∆Aˆ(t)〉
(D.15)
where we denoted the part attributed to the linear response as 〈∆Aˆ(t)〉. By
exploiting the stationarity of the thermal average:
〈AˆBˆH(t)〉H = 〈AˆH(−t)Bˆ〉H , (D.16)









θ(t− t′) 〈[AˆH(t− t′), Bˆ]〉H
]
, (D.17)
so that after Fourier transform we have:
〈∆Aˆ(ω)〉 = χAB(ω)K(ω), (D.18)
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Remembering that both Aˆ and Bˆ are observables hence hermitian, we verify easily:





dt e+iωt 〈[AˆH(t), Bˆ]〉H . (D.20)
D.4 Lehmann Representation




En |n〉 〈n| , (D.21)
giving a basis {|n〉} for our system. Let us take the quadratic correlation 〈AˆBˆH(t)〉H


















































where we renamed the summation indices: m ↔ n. Let us now perform Fourier

















e−βEn · 2pi~ · δ (~ω − Em + En) · AnmBmn.
(D.24)












e−β(En+~ω) · 2pi~ · δ (~ω − Em + En) · AnmBmn




e−βEn · 2pi~ · δ (~ω − Em + En) · AnmBmn,
(D.25)
where from the first to the second line we used the property of delta function. We
thus arrive at the following relation:
〈BˆAˆH(ω)〉H = e−β~ω 〈AˆH(ω)Bˆ〉H . (D.26)
This way of expanding a quantum expectation value of two observables in a discrete
Hamiltonian basis is called the Lehmann representation of the correlation function.
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D.5 Relating Correlation to Susceptibility
With equation (D.26) we find:
〈AˆH(ω)Bˆ + BˆAˆH(ω)〉H = (1 + e−β~ω) 〈AˆH(ω)Bˆ〉H ,
〈AˆH(ω)Bˆ − BˆAˆH(ω)〉H = (1− e−β~ω) 〈AˆH(ω)Bˆ〉H ,
(D.27)
so that upon combining one obtains:
〈AˆH(ω)Bˆ + BˆAˆH(ω)〉H =
1 + e−β~ω








Thanks to equation (D.20), we are able to relate the correlation to the suscepti-
bility:










Suppose we are interested in the autocorrelation of a real-valued, wide-sense sta-
tionary random process A(t), representing a physical quantity A. We assume that
its randomness is due to quantum phenomena, so we need to connect the classi-
cal autocorrelation4 ⟪A(ω)A∗(ω)⟫ to its quantum counterpart. We remind from
Subsection 3.2 that the classical autocorrelation really means the following:
⟪A(ω)A∗(ω)⟫ = ∫ +∞
−∞
dt e+iωt⟪A(t)A(0)⟫. (D.30)
We denote by Aˆ the quantum version of the quantity A and take the Hamilto-
nian as described in (D.1). Since AˆH(t) and Aˆ do not necessarily commute, one
4In order to distinguish the quantum expectation value to a classical random variable average,
we use, only in this Appendix, the double bracket ⟪· · ·⟫ to denote the latter.
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〈AˆH(ω)Aˆ+ AˆAˆH(ω)〉H −→ ⟪A(ω)A∗(ω)⟫. (D.31)
Then, from (D.29), taking Bˆ → Aˆ we obtain:
1
2




















From (D.31) we obtain the fluctuation-dissipation theorem:




In the equation above, the autocorrelation, analogous to the variance of a zero-
mean Gaussian, characterises fluctuation. To understand dissipation, we recall
that the susceptibility χAA measures the response of Aˆ to a time-dependent per-
turbation K(t). Thus if we take K(t) as a dissipative quantity, χAA will then
characterise the dissipation of our system.
D.6 Application to Bulk Current
Recall that our system is either a three-dimensional solid or a two-dimensional
plane at temperature T = (kBβ)
−1, in which flows random current J or K. We
are finally in the position to derive the current autocorrelation ⟪J(ω)J∗(ω)⟫ or
108
⟪K(ω)K∗(ω)⟫. In this Appendix we discuss the case for bulk current J . Clas-
sically, the presence of charge-current interaction modifies the Hamiltonian as
follows [34]:
H −→H = H −
∫
d3r A · J , (D.35)
whose quantisation is not quite trivial. Therefore we shall employ a simple-minded
argument. Since we are interested in the autocorrelation of J , the choice for
perturbing function5 is obviously A. Thanks to isotropy, each component of J
is independent, so we take a representative component J and replace the scalar
product by multiplication:
A · J −→ AJ. (D.36)
On the other hand, spatial homogeneity guarantees every point to be the same,
so there is no need to specify position dependence. This also allows us to dispense
with the integral, so that we write the quantum Hamiltonian density as:
Hˆ −→ Hˆ = Hˆ − A(t)Jˆ , (D.37)
and obtain the Hamiltonian simply by scaling it with a volume of interest V . The
Hamiltonian density (D.37) given in this form allows for a direct application6 of
the fluctuation-dissipation theorem (D.34):




Hence we must find the susceptibility χJ(ω) according to (D.18). In other words,
we need to express the response of our quantity of interest 〈∆Jˆ(ω)〉 to the per-
5In analogy to the scalar function K(t) in the perturbed Hamiltonian (D.1).
6The previous discussions were based on a Hamiltonian, but by homogeneity the exact same
reasoning applies to a Hamiltonian density.
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turbation A(t). Quantum-mechanically, one would first have to give a soluble
Hamiltonian Hˆ, which itself is a difficult modelling problem. However, we can
identify the quantum current response 〈∆Jˆ(ω)〉 with the classical quantity it rep-
resents:
〈∆Jˆ(ω)〉 −→ J. (D.39)
We thus need a relation that dictates how current responds to a modulation in
vector potential. Recalling that we characterise the bulk material by its dielectric
function, we return to the expression of electric displacement and write:
D(r, ω) = ε0ε(ω)E(r, ω) + Pf(r, ω), (D.40)
with Pf a fluctuating polarisation density. Then, Ampe`re’s law becomes:
∇×H(r, ω) + ε0ε(ω)E(r, ω) = −iωPf(r, ω), (D.41)
inviting us to consider the inhomogeneous term as our fluctuating current Jf :
− iωPf(r, ω) = Jf(r, ω). (D.42)
We work in linear response regime, so the relation between the polarisation density
and the electric field is related by the dielectric constant:
Pf(r, ω) = ε0(ε(ω)− 1)E(r, ω). (D.43)
In absence of scalar potential, the electric field in frequency domain is given by:
E(r, ω) = iωA(r, ω), (D.44)
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giving:
J(r, ω) = ω2ε0(ε(ω)− 1)A(r, ω), (D.45)
where the subscript “f” is dropped. Thus we identify the susceptibility:
χJJ(ω) = ω
2ε0(ε(ω)− 1), (D.46)
from which we deduce the autocorrelation for the random current:




Combined with what we found for other dependences of the autocorrelation in
Subsection 3.2, we write [11][34][35]:







As mentioned in the main text, the detailed derivations needed to arrive at the
final expression of Poynting vector are somewhat lengthy and thus we see fit to
write them here in this appendix. We also show how to reduce our formula to
the one used in [25][26], where the radiative heat transfer between two sheets of
suspended two-dimensional materials is studied.
Recall that we consider vacuum gap: ε2 = 1, and that most terms here are




− q2⊥, we see that it
is natural to consider two cases: propagating and evanescent mode corresponding
to |q⊥| < ωc and |q⊥| > ωc respectively. Further, it is evident that the contributions
due to s− and p−polarisation are decoupled, and thus will be treated separately.
E.1 s−polarisation
We first consider the simpler s−polarised contribution.
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E.1.1 Bulk Current
We begin with the contribution to Poynting vector due to fluctuating bulk current
in medium ε1 at a temperature T1. For |q⊥| < ωc , it follows that γ2 = |γ2|, Re(γ2) =
|γ2|, Im(γ2) = 0. We bring back to (3.35) the pre-factor − µ0ω4|γ1|2 accompanied with
the q⊥ integral. Focussing on s−polarisation, upon taking the real part we obtain:
µ0ω
4|γ1|2 |γ2|














|1− R s23R s21ei2γ2d|2
4|γ1|2
|γ1 + γ2 + µ0ωσ12|2
[ |γ2 + γ3 + µ0ωσ23|2 − |γ2 − γ3 − µ0ωσ23|2




|1− R s23R s21ei2γ2d|2
4 Re[γ∗2(γ3 + µ0ωσ23)]
|(γ1 + γ2 + µ0ωσ12)(γ2 + γ3 + µ0ωσ23)|2
=
4µ0ω|γ2|2
|1− R s23R s21ei2γ2d|2
[Re(γ3) + µ0ωRe(σ23)]
|(γ1 + γ2 + µ0ωσ12)(γ2 + γ3 + µ0ωσ23)|2 .
(E.1)
We now turn to the case |q⊥| > ωc , which implies γ2 = i|γ2|, Re(γ2) = 0, and







[ |T s12|2(R s23)∗e−2|γ2|d













|1− R s23R s21ei2γ2d|2
4|γ1|2
|γ1 + γ2 + µ0ωσ23|2 Im
[
γ2 − γ3 − µ0ωσ23




|1− R s23R s21ei2γ2d|2
1
|γ1 + γ2 + µ0ωσ23|2
2|γ2|[Re(γ3) + µ0ωRe(σ23)]
|γ2 + γ3 + µ0ωσ23|2
=
4µ0ω|γ2|2e−2|γ2|d
|1− R s23R s21ei2γ2d|2
[Re(γ3) + µ0ωRe(σ23)]
|(γ1 + γ2 + µ0ωσ23)(γ2 + γ3 + µ0ωσ23)|2 .
(E.2)
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Notice that in evanescent mode we can write |eiγ2d|2 = e−2|γ2|d, whereas for propa-
gating mode we have |eiγ2d|2 = 1. Therefore, the two can in fact be combined into
one single expression:
4µ0ω|γ2|2|eiγ2d|2
|1− R s23R s21ei2γ2d|2
[Re(γ3) + µ0ωRe(σ23)]
|(γ1 + γ2 + µ0ωσ23)(γ2 + γ3 + µ0ωσ23)|2 . (E.3)
For bulk contribution, we need to multiply the above with (2 Im(γ1))
−1, as well as



























1) = 2 Im(γ2) Re(γ2). (E.5)
Having included the aforementioned factor we find the s−polarised contribution
to the Poynting vector from bulk current:
4µ0ω|γ2|2|eiγ2d|2
|1− R s23R s21ei2γ2d|2
[Re(γ3) + µ0ωRe(σ23)]











We now turn to the s−polarised contribution to the Poynting vector in the vacuum
gap due to surface fluctuating currents. Taking the real part of the z−component
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of (3.41), for propagating mode |q⊥| < ωc , we find:
µ0ω
4|γ1|2 |γ2|
[|Gs+|2 − |Gs−|2] |Ks|2
=
4µ0ω|γ2|2
|1− R s23R s21ei2γ2d|2
[Re(γ3) + µ0ωRe(σ23)]
|(γ1 + γ2 + µ0ωσ23)(γ2 + γ3 + µ0ωσ23)|2 |Ks|
2.
(E.7)










|1− R s23R s21ei2γ2d|2
[Re(γ3) + µ0ωRe(σ23)]
|(γ1 + γ2 + µ0ωσ23)(γ2 + γ3 + µ0ωσ23)|2 |Ks|
2.
(E.8)
Clearly, the two expressions are identical with the factor |eiγ2d|2 just like in the pre-
vious case. We denoted by |Ks|2 the factor associated with fluctuation-dissipation
theorem in the autocorrelation 〈KsK∗s 〉. Thus recovering it we find:
4µ0ω|γ2|2|eiγ2d|2
|1− R s23R s21ei2γ2d|2
[Re(γ3) + µ0ωRe(σ23)]







When combined together, we obtain an expression symmetrical in 1 and 3 except
for the hyperbolic cotangent associated to temperature of body ε1:
4~ω|γ2|2|eiγ2d|2
|1− R s23R s21ei2γ2d|2
[Re(γ3) + µ0ωRe(σ23)][Re(γ1) + µ0ωRe(σ12)]









We now work out the contribution of the p−polarised propagating mode. We will
need the following identity:







For |q⊥| < ωc , we have, upon taking the real part of p−polarised contribution in
















|T p12|2(1− |R p23|2)









|1− R p23R p21ei2γ2d|2
4|γ2|
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
]






|1− R p23R p21ei2γ2d|2
4|γ1|2|ε1||ε2|∣∣∣γ1ε2 + γ2ε1 + γ1γ2 σ12ε0ω ∣∣∣2
4|γ2|
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
]
∣∣∣γ2ε3 + γ3ε2 + γ2γ3 σ23ε0ω ∣∣∣2
=
4µ0ω|γ2|2




Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
]
∣∣∣(γ1ε2 + γ2ε1 + γ1γ2 σ12ε0ω )(γ2ε3 + γ3ε2 + γ2γ3 σ23ε0ω )∣∣∣2 .
(E.12)
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|1− R p23R p21ei2γ2d|2
4|γ1|2|ε1||ε2|∣∣∣γ1ε2 + γ2ε1 + γ1γ2 σ12ε0ω ∣∣∣2 Im
[
γ2ε3 − γ3ε2 + γ2γ3 σ23ε0ω








|1− R p23R p21ei2γ2d|2














|1− R p23R p21ei2γ2d|2
4µ0ω|ε2|∣∣∣γ1ε2 + γ2ε1 + γ1γ2 σ12ε0ω ∣∣∣2
|γ2|
[





∣∣∣γ2ε3 + γ3ε2 + γ2γ3 σ23ε0ω ∣∣∣2
=
4µ0ω|γ2|2e−2|γ2|d
|1− R p23R p21ei2γ2d|2
Re(γ∗1ε1)
Re(γ1)∣∣∣γ1ε2 + γ2ε1 + γ1γ2 σ12ε0ω ∣∣∣2
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
]
∣∣∣γ2ε3 + γ3ε2 + γ2γ3 σ23ε0ω ∣∣∣2 .
(E.13)
Finally, we bring in the factor associated to fluctuation-dissipation theorem, ob-
taining the s−polarised bulk contribution to the Poynting vector in a vacuum
gap:
4µ0ω|γ2|2|eiγ2d|2
|1− R p23R p21ei2γ2d|2
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
]














|1− R p23R p21ei2γ2d|2
[




















] [|Gp+|2 − |Gp−|2] |Kq⊥|2
=
4µ0ω|γ2|2




Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
]





|1− R p23R p21ei2γ2d|2
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
]













|1− R p23R p21ei2γ2d|2
Re(γ∗1ε1)
Re(γ1)∣∣∣γ1ε2 + γ2ε1 + γ1γ2 σ12ε0ω ∣∣∣2
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
]





|1− R p23R p21ei2γ2d|2
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
]





Applying the fluctuation-dissipation theorem for |Kq⊥ |2 = 〈Kq⊥K∗q⊥〉, we obtain
the p−polarised contribution from surface current to the Poynting vector:
4µ0ω|γ2|2|eiγ2d|2
|1− R p23R p21ei2γ2d|2
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
]












When combined with the part coming from bulk current, we obtain again an
expression symmetrical in 1 and 3 except for the temperature:
4~ω|γ2|2|eiγ2d|2
|1− R p23R p21ei2γ2d|2
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
] [
Re(γ∗1ε1) + |γ1|2 Re(σ12)ε0ω
]







E.3 Total Radiative Heat Transfer
The previous calculations take into account the contributions from bulk ε1 and
plane 12, both kept at the same temperature T1. The expression that we obtain,
(E.10) and (E.18), are symmetrical in 1 and 3. This means that, with some caution,
it suffices to append to them a hyperbolic cotangent at a different temperature T3
to obtain the contributions from bulk ε3 and plane 23. One important distinction
between these two contributions is the notion of waves propagating forward or
backward. More precisely, we need to swap the role of the orthonormal triples
(sˆ2±, qˆ2±, pˆ2±) throughout the calculations. It is easy to convince oneself, based
on (3.33) and (3.41), that effectively this incurs a minus sign. Therefore, resultant















|1− R s23R s21ei2γ2d|2
[Re(γ3) + µ0ωRe(σ23)][Re(γ1) + µ0ωRe(σ12)]
|(γ1 + γ2 + µ0ωσ12)(γ2 + γ3 + µ0ωσ23)|2
+
1
|1− R p23R p21ei2γ2d|2
[
Re(γ∗3ε3) + |γ3|2 Re(σ23)ε0ω
] [
Re(γ∗1ε1) + |γ1|2 Re(σ12)ε0ω
]





where following literature [16] we denoted the mean energy of a harmonic oscillator
at frequency ω as:
Θ(ω, T ) =
~ω
eβ~ω − 1 , (E.20)







ex − 1 . (E.21)
E.4 Suspended Sheets













2 Im(R p12) Im(R
p
23)
|1− R p23R p21ei2γ2d|2
e2iγ2d,
(E.22)
where adjustments have been made to match our choice of notations. In Equation
(E.22), only the evanescent mode of p−polarisation is considered. Therefore, we
need to show that:
8|γ2|2|eiγ2d|2 Re(σ12) Re(σ23)|γ1γ3|2(ε0ω)−2∣∣∣(γ1ε2 + γ2ε1 + γ1γ2 σ12ε0ω )(γ2ε3 + γ3ε2 + γ2γ3 σ23ε0ω )∣∣∣2
?



























∣∣∣γ1ε2 + γ2ε1 + γ1γ2 σ12ε0ω ∣∣∣2
=
2|γ2|3 Re (σ12) (ε0ω)−1∣∣∣γ1ε2 + γ2ε1 + γ1γ2 σ12ε0ω ∣∣∣2 .
(E.24)
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Obviously the same can be said for Im(R p23), thus the RHS of (E.23) now reads:
2× 2|γ2|
3 Re (σ12) (ε0ω)
−1∣∣∣γ1ε2 + γ2ε1 + γ1γ2 σ12ε0ω ∣∣∣2
2|γ2|3 Re (σ23) (ε0ω)−1∣∣∣γ2ε3 + γ3ε2 + γ2γ3 σ23ε0ω ∣∣∣2 |e
iγ2d|2, (E.25)
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