We present a simple and robust technique for extracting kinetic rate models and thermodynamic quantities from single-molecule time traces. Single-molecule analysis of complex kinetic sequences (SMACKS) is a maximum-likelihood approach that resolves all statistically relevant rates and also their uncertainties. This is achieved by optimizing one global kinetic model based on the complete data set while allowing for experimental variations between individual trajectories. In contrast to dwell-time analysis, which is the current standard method, SMACKS includes every experimental data point, not only dwell times. As a result, it works as well for long trajectories as for an equivalent set of short ones. In addition, the previous systematic overestimation of fast over slow rates is solved. We demonstrate the power of SMACKS on the kinetics of the multidomain protein Hsp90 measured by single- Regulation of order, such as orientation and conformation, drives the function of most molecular assemblies in living cells but remains difficult to measure accurately through space and time. We built an instantaneous fluorescence polarization microscope, which simultaneously images position and orientation of fluorophores in living cells with single-molecule sensitivity and a time resolution of 100 ms. We developed image acquisition and analysis methods to track single particles that interact with higher-order assemblies of molecules. We tracked the fluctuations in position and orientation of molecules from the level of an ensemble of fluorophores down to single fluorophores. We tested our system in vitro using fluorescently labeled DNA and F-actin, in which the ensemble orientation of polarized fluorescence is known. We then tracked the orientation of sparsely labeled F-actin network at the leading edge of migrating human keratinocytes, revealing the anisotropic distribution of actin filaments relative to the local retrograde flow of the F-actin network. Additionally, we analyzed the position and orientation of septin-GFP molecules incorporated in septin bundles in growing hyphae of a filamentous fungus.
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Nothing of interest. Abstract: Among the techniques to improve energy efficiency of mechatronic systems, the synthesis of optimized motion profiles has been proved to be an effective and almost costless method. In order to boost the use of this approach, this paper proposes an analytical method for improving energy efficiency in rest-to-rest motion through optimal planning, by selecting both the optimal motion law and the optimal motion time (duration). The proposed technique is suitable for constant inertia systems. As a matter of fact, this kind of mechatronic systems covers a wide range of applications in production, packaging or logistic plants.
Vol. 117, no. 42 Dissection of molecular assembly dynamics by tracking orientation and position of single molecules in live cells
The method practical application is straightforward, since it just relies on the knowledge of the task specifications and of some system parameters to compute the optimal motion time for each selected trajectory and to compare analytically different motion profiles. The limitations due the servo-actuator (torque, speed, bandwidth), to machine throughput requirements, as well as the smoothness specifications (acceleration and jerk limitations, degree of continuity) are explicitly accounted for through bounds, to ensure the feasibility of the motion profiles developed.
Since the proposed method proposes an analytical algebraic equation, it does not require either time-consuming simulations and trial-and-error evaluations, or numerical optimizations. Hence, it is well suited for industrial mechatronic applications. Abstract: Iterative learning control (ILC) enables high performance for systems that execute repeating tasks. Norm-optimal ILC based on lifted system representations provides an analytic expression for the optimal feed-forward signal. However, for large tasks the computational load increases rapidly for increasing task lengths, compared to the low computational load associated with so-called frequency domain ILC designs. The aim of this paper is to solve norm-optimal ILC through a Riccati-based approach for a general performance criterion. Abstract: Missing data is a commonly encountered and challenging issue in data-driven process analysis. Several methods that attempt to estimate missing observations for the purpose of control, identification, etc. have been developed over the decades. However, existing methods tend to produce erroneous estimates when the percentage of missing data is high and mostly do not exploit the benefit of parsimonious or sparse signal representations. Recently developed compressed sensing (CS) techniques are naturally suited to handle the problem of missing data recovery since they provide powerful signal recovery methods that take advantage of sparse representations of signals in a set of functions, known as the overcomplete dictionary. A majority of these signal recovery algorithms assume that the dictionary is known beforehand. This paper presents a method to estimate missing observations using CS ideas, but with an adaptive learning of the overcomplete dictionary from data. The method is particularly devised for signals that have a block-diagonal sparse representation, an assumption that is not too restrictive. An iterative optimization method, consisting of an iterative CS problem on block-segmented data, for discovering this sparsifying dictionary is presented. Further, we present theoretical and practical guidelines for the segmentation size. It is shown that the error at each iteration is bounded for the exact, i.e., zero model mismatch and noise-free, case. Demonstrations on five different systems illustrate the efficacy of the proposed method with respect to recovery of missing data and convergence properties. Finally, the method is observed to require fewer observations than a fixed dictionary for a given reconstruction accuracy. This paper extends existing chance constrained methods to handle both uncertainty in the system state and in the constraint parameters. A novel hybrid method is proposed that uses both analytical functions and sampling to represent the uncertainty. It is shown that under certain conditions, the resulting optimization program is convex. To check the convexity, an efficient a priori, sufficient condition is developed. Furthermore, by using this hybrid representation, the method drastically reduces the computational complexity over previous methods thus making it useful in realtime stochastic control for the motivating applications. A multidimensional sparse fast Fourier transform algorithm is introduced via generalizations of key concepts used in the onedimensional (1D) sparse Fourier transform algorithm. It is shown that permutation parameters are of key importance and should not be chosen randomly but instead can be optimized. A connection is made between the sparse Fourier transform algorithm and lattice theory, thus establishing a rigorous understanding of the effect of the permutations on the algorithm performance. Lattice theory is then used to optimize the set of parameters to achieve a more robust and better performing algorithm. Other algorithms using pseudorandom spectrum permutation can also benefit from the methods developed in this paper. The contributions address the case of the exact ksparse Fourier transform but the underlying concepts can be applied to the general case of finding a k sparse approximation of the Fourier transform of an arbitrary signal. Simulations illustrate the efficiency and accuracy of the proposed algorithm. The optimizations of the parameters and the improved performance are shown in simulations for the 2D case where worst case and average case peak signaltonoise ratio (PSNR) improves by several decibels.
Stability of an EulerBernoulli Beam with a Nonlinear Dynamic Feedback System
Perfect Recovery Conditions for Nonnegative Sparse Modeling
Yuki Itoh ; Marco F. Duarte ; Mario Parente (All U.Mass. Amherst)
Sparse modeling has been widely and successfully used in many applications, such as computer vision, machine learning, and pattern recognition. Accompanied with those applications, significant research has studied the theoretical limits and algorithm design for convex relaxations in sparse modeling. However, theoretical analyses on nonnegative versions of sparse modeling are limited in the literature either to a noiseless setting or a scenario with a specific statistical noise model, such as Gaussian noise. This paper studies the performance of nonnegative sparse modeling in a more general scenario where the observed signals have an unknown arbitrary distortion, especially focusing on nonnegativity constrained and L1penalized least squares, and gives an exact bound for which this problem can recover the correct signal elements. We pose two conditions to guarantee the correct signal recovery: minimum coefficient condition and nonlinearity versus subset coherence condition. The former defines the minimum weight for each of the correct atoms present in the signal and the latter defines the tolerable deviation from the linear model relative to the positive subset coherence, a novel type of "coherence" metric. We provide rigorous performance guarantees based on these conditions and experimentally verify their precise predictive power in a hyperspectral data unmixing application.
A Bayesian Approach for Online Recovery of Streaming Signals From Compressive Measurements
Uditha Lakmal Wijewardhana ; Marian Codreanu (Both Univ. of Oulu, Oulu Finland)
We consider the progressive reconstruction of a streaming signal from compressive, streaming measurements. We develop a progressive reconstruction algorithm based on sliding window processing, where we reconstruct the streaming signal over small overlapping shifting intervals. Since the consecutive intervals share some common sparse signal vectors, the key idea of this work is to utilize the preliminary information from the preceding interval to improve the performance of the signal recovery algorithm. For this purpose, we propose a novel sparse Bayesian learning (SBL) algorithm, which is highly efficient for recovering streaming signals. One major advantage of SBL is that it provides a measure of uncertainty of the reconstructed signal rather than computing only a point estimate. The proposed SBL algorithm utilizes the previous estimates as well as the correlations among the nonzero coefficients to improve the performance of the algorithm. Since the effect of uncertainty of the reconstructed signal from the preceding interval is specifically taken into account in the recovery process of the current interval, the proposed algorithm is more robust to the error propagation compared to the l1 norm minimization counterpart. Further, we propose a warmstart procedure and derive fast update formulae to reduce the computational cost of the SBL algorithm. In addition, we also discuss the properties of the signal and the underlying approximations which enable the progressive reconstruction of the streaming signal from compressive measurements. 
Abstract
Compressive sampling (CS) is an emerging research area for the acquisition of sparse signals at a rate lower than the Shannon sampling rate. Recently, CS has been extended to the challenging problem of multidimensional data acquisition. In this context, block-sparse core tensors have been introduced as the natural multidimensional extension of block-sparse vectors. The (M1,..., MQ) block sparsity for a tensor assumes that Q support sets, characterized by Mq indices corresponding to the nonzero entries, fully describe the sparsity pattern of the considered tensor. In the context of CS with Gaussian measurement matrices, the Cramer-Rao bound (CRB) on the estimation accuracy of a Bernoulli-distributed block-sparse core tensor is derived. This prior assumes that each entry of the core tensor has a given probability to be nonzero, leading to random supports of truncated Binomial-distributed cardinalities. Based on the limit form of the Poisson distribution, an approximated CRB expression is given for large dictionaries and a highly block-sparse core tensor. Using the property that the mode unfolding matrices of a block-sparse tensor follow the multiple-measurement vectors (MMV) model with a joint sparsity pattern, a fast and accurate estimation scheme, called Beamformed mOde based Sparse Estimator (BOSE), is proposed in the second part of this paper. The main contribution of the BOSE is to map the MMV model onto the single MV model, thanks to beamforming techniques. Finally, the proposed performance bounds and the BOSE are applied in the context of CS to 1) nonbandlimited multidimensional signals with separable sampling kernels and 2) for multipath channels in a multiple-input multiple-output wireless communication scheme.
-------- Abstract Sparse approximation is key to many signal processing, image processing, and machine learning applications. If multiple signals maintain some degree of dependency, for example, the support sets are statistically related, then it will generally be advantageous to jointly estimate the sparse representation vectors from the measurement vectors as opposed to solving for each signal individually. In this paper, we propose simultaneous sparse Bayesian learning (SBL) for joint sparse approximation with two structured sparse models (SSMs), where one is row-sparse with embedded element-sparse and the other one is row-sparse plus element-sparse. While SBL has attracted much attention as a means to deal with a single sparse approximation problem, it is not obvious how to extend SBL to SSMs. By capitalizing on a dual-space view of existing convex methods for SMs, we showcase the precision component model and covariance component model for SSMs, where both models involve a common hyperparameter and an innovation hyperparameter that together control the prior variance for each coefficient. The statistical perspective of precision component versus covariance component models unfolds the intrinsic mechanism in SSMs, and also leads to our development of SBL-inspired cost functions for SSMs. Centralized algorithms that include 11 and 12 reweighting algorithms and consensus-based decentralized algorithms are developed for simultaneous sparse approximation with SSMs. In addition, theoretical analysis is conducted to provide valuable insights into the proposed approach, which includes global minima analysis of the SBL-inspired nonconvex cost functions and convergence analysis of the proposed 11 reweighting algorithms for SSMs. Superior performance of the proposed algorithms is demonstrated by numerical experiments.
-------- 
The linear canonical transform (LCT), which generalizes many classical transforms, has been shown to be a powerful tool for signal processing and optics. Sampling theory of the LCT for bandlimited signals has blossomed in recent years. However, in practice signals are never perfectly bandlimited, and in many cases measurement devices are nonideal. The objective of this paper is to develop a sampling theorem for the LCT from general measurements, which can provide a suitable and realistic model of sampling and approximation for real-world applications. We first describe a general class of approximation spaces for the LCT and provide a full characterization of their basis functions. Then, we propose a generalized sampling theorem for arbitrary measurement and approximation spaces associated with the LCT. Several properties of the proposed sampling theorem are also discussed. Furthermore, the approximation error is estimated. Finally, numerical results and several applications of the derived results are presented.
--------
Image Inpainting Through Metric Labeling via Guided Patch Mixing
Veepin Kumar ; Jayanta Mukherjee ; Shyamal Kumar Das Mandal Center for Educational Technology, IIT Kharagpur, Kharagpur 721302, India
Abstract
In this paper, we present a novel formulation of exemplar-based image inpainting as a metric labeling problem, and solve it through the simulated annealing algorithm. Due to their greedy nature, exemplar-based methods sometimes produce inpainted images, which are visually inconsistent. These methods are highly dependent upon the initialization. To solve these problems, we generate five images with a different initialization. A suitable mixture of these five images produces a good inpainted image. The cost function of the proposed metric labeling problem consists of three components, namely, neighbor cost, total variation cost, and structure cost. A linear combination among these components is used to maintain better visual consistency in the inpainted region having smooth transition from the bordering regions of the source image. We use a quality measure to this end. Our experiments on a wide variety of images demonstrate that the proposed technique produces better inpainting images as compared with some other state-of-the-art techniques.
In this paper, a new compressive sampling-based image coding scheme is developed to achieve competitive coding efficiency at lower encoder computational complexity, while supporting error resilience. This technique is particularly suitable for visual communication with resource-deficient devices. At the encoder, compact image representation is produced, which is a polyphase down-sampled version of the input image; but the conventional low-pass filter prior to down-sampling is replaced by a local random binary convolution kernel. The pixels of the resulting down-sampled pre-filtered image are local random measurements and placed in the original spatial configuration. The advantages of the local random measurements are two folds: 1) preserve high-frequency image features that are otherwise discarded by low-pass filtering and 2) remain a conventional image and can therefore be coded by any standardized codec to remove the statistical redundancy of larger scales. Moreover, measurements generated by different kernels can be considered as the multiple descriptions of the original image and therefore the proposed scheme has the advantage of multiple description coding. At the decoder, a unified sparsity-based soft-decoding technique is developed to recover the original image from received measurements in a framework of compressive sensing. Experimental results demonstrate that the proposed scheme is competitive compared with existing methods, with a unique strength of recovering fine details and sharp edges at low bit-rates.
The atomic force microscopy (AFM) allows the measurement of interactions at interfaces with nanoscale resolution. Imperfections in the shape of the tip often lead to the presence of imaging artifacts, such as the blurring and repetition of objects within images. In general, these artifacts can only be avoided by discarding data and replacing the probe. Under certain circumstances (e.g., rare, high-value samples, or extensive chemical/physical tip modification), such an approach is not feasible. Here, we apply a novel deblurring technique, using a Bayesian framework, to yield a reliable estimation of the real surface topography without any prior knowledge of the tip geometry (blind reconstruction). A key contribution is to leverage the significant recently successful body of work in natural image deblurring to solve this problem. We focus specifically on the double-tip effect, where two asperities1 are present on the tip, each contributing to the image formation mechanism. Finally, we demonstrate that the proposed technique successfully removes the double-tip effect from high-resolution AFM images, which demonstrate this artifact while preserving feature resolution.
