In this paper we consider the single machine earliness/tardiness scheduling problem with no idle time. We present two new heuristics, a dispatch rule and a greedy procedure, and also consider the best of the existing dispatch rules. Both dispatch rules use a lookahead parameter that had previously been set at a fixed value. We develop functions that map some instance statistics into appropriate values for that parameter. We also consider the use of dominance rules to improve the solutions obtained by the heuristics. The computational results show that the function-based versions of the heuristics outperform their fixed value counterparts and that the use of the dominance rules can indeed improve solution quality with little additional computational effort.
interested readers are referred to Baker and Scudder [2] , who provide an excellent review.
Abdul-Razaq and Potts [1] presented a branch-and-bound algorithm. Their lower bound procedure is based on the subgradient optimization approach and the dynamic programming state-space relaxation technique. The computational results indicate that the lower bound procedure is tight, but time consuming, and therefore problems with more than 25 jobs may require excessive solution times. Ow and Morton [10] develop several early/tardy dispatch rules and a filtered beam search procedure. Their computational studies show that the early/tardy dispatch rules, although clearly outperforming known heuristics that ignored the earliness costs, are still far from optimal. The filtered beam search procedure consistently provides very good solutions for small or medium size problems, but requires excessive computation times for larger problems (more than 100 jobs). Li [8] presented a branch-and-bound algorithm as well as a neighbourhood search heuristic procedure. The branch-and-bound algorithm is based on a decomposition of the problem into two subproblems and two efficient multiplier adjustment procedures for solving two Lagrangean dual subproblems. The computational results show that the heuristic procedure is superior to Ow and Morton's filtered beam search approach in terms of efficiency and solution quality, and the branch-and-bound algorithm can obtain optimal solutions for problems with up to 50 jobs. Liaw [9] also proposed a branchand-bound algorithm. The lower bounding procedure is based on a Lagrangean relaxation that decomposes the problem into two subproblems: a total weighted completion time subproblem, solved by a multiplier adjustment method, and a slack variable subproblem. The lower bound procedures presented by Li and Liaw require an initial sequence. Valente and Alves [11] investigate the sensitivity of these procedures to the initial sequence and test several dispatch rules and dominance conditions. The computational results show that using a better initial sequence improves the lower bound value.
In this paper we propose two new heuristics and also consider, for comparison purposes, the best-performing of the early/tardy dispatch rules developed by Ow and Morton. One of the proposed heuristics is a dispatch rule similar to the one presented by Ow and Morton, while the other is a greedy procedure. Both dispatch rules include a lookahead parameter whose value must be specified. Previously, this parameter has been set at a fixed value. In this paper we develop functions that map some instance statistics, or factors, into appropriate values for the lookahead parameter. We also consider using some dominance rules to improve the solution obtained by these heuristics. The computational results show that the function-based versions of the heuristics outperform their fixed value counterparts and that the use of the dominance rules can indeed improve solution quality with little additional computational effort. This paper is organized as follows. The heuristics are described in section 2. In section 3 we present the functions that will be used to map the instance factors into a value for the lookahead parameter. The dominance rules that were used to improve the schedule obtained by the heuristics are described in section 4. The computational results are presented in section 5. Finally, conclusions are provided in section 6.
The heuristics
In this section we describe the three heuristics that were considered. The EXP-ET heuristic was the best of the early/tardy dispatch rules developed by Ow and Morton [10] . The EXP-ET rule uses the following priority index I j (t) to determine the job J j to be scheduled at any instant t when the machine becomes available:
where
is the slack of job J j at time t, p is the average processing time and k is a lookahead parameter. The EXP-ET rule reflects a priority that focuses on the tardiness cost of a job as its slack becomes small, while the earliness cost dominates when that slack is large. The choice of the lookahead parameter k should reflect the average number of jobs that may clash in the future each time a sequencing decision is to be made. We propose a new dispatch rule, which will be denoted by WPT-MS, since its priority function incorporates both weighted processing time and minimum slack components. The WPT-MS rule uses the following priority index I j (t) to determine the job J j to be scheduled at any instant t when the machine becomes available:
where W j , H j , s j , p and k are as previously defined. The WPT-MS rule is quite similar to the EXP-ET heuristic. The priorities when the jobs are either quite early or tardy (or on time) are identical to the EXP-ET rule, as well as most of the breakpoints where the priority function changes. The priority functions used for the intermediate values of the job slack are different from those used in the EXP-ET rule, even though their shape is similar. As in the EXP-ET heuristic, the lookahead parameter k should reflect the average number of jobs that may clash in a future sequencing decision.
When the WSPT sequence for an early/tardy problem has no early jobs, and is therefore optimal (see Lemma 1 in [10] ), both dispatch rules are guaranteed to generate that sequence. If the WLPT sequence has no tardy jobs, that sequence is optimal for the early/tardy problem (see Lemma 2 in [10] ). In this case, both rules will generate the WLPT sequence if the jobs have large slacks. The time complexity of the EXP-ET and the WPT-MS dispatch rules is O (n 2 ).
We also propose a greedy-type procedure, which will be denoted by Greedy-ET. This greedy heuristic is an adaptation of a procedure introduced by Fadlalla, Evans and Levy [3] for the mean tardiness problem and adapted for the weighted tardiness problem by Volgenant and Teerhuis [12] . This heuristic can be described as follows. Let c xy , with x 6 = y, be the combined cost of scheduling jobs J x and J y , in this order, in the next two positions in the sequence. Let u be the number of yet unscheduled jobs, L a list with the indexes of those jobs and P (j) the priority of job J j . The steps of the heuristic are:
Step 1: Initialize u = n and L = {1, 2, . . . , n}.
Step 2: Set P (j) = 0, for all j ∈ L.
Step 3: Determine c ij for all i, j ∈ L, i 6 = j.
Step 4: For all pairs (i, j) ∈ L, with i 6 = j, do:
If c ij = c ji , set P (i) = P (i) + 1 and P (j) = P (j) + 1.
Step 5: Schedule job J l for which P (l) = max {P j ; j ∈ L} and set L = L \ {l}.
Step 6: Stop if u = 1; otherwise set u = u − 1 and go to step 2.
If c ij < c ji , it seems better to schedule job J i in the next position rather than job J j . The priority P (j) of job J j is therefore the number of times job J j is the preferred job for the next position when it is compared with all other unscheduled jobs. The Greedy-ET heuristic selects, at each iteration, the job with the highest priority P (j). Because of the O (n 2 ) complexity of steps 3 and 4, the overall complexity of the heuristic is O (n 3 ).
Functions for determining the value of the lookahead parameter
The effectiveness of the two dispatch rules presented in the previous section depends on the lookahead parameter k which, in previous studies, has been set at a fixed value. We propose using instance statistics to calculate an appropriate value for k. In this section we describe the experiments performed to determine the functions which map the instance factors into an adequate value for the lookahead parameter k. These experiments were similar for both dispatch rules. First, we briefly describe the factors or statistics that characterize an instance and may affect the choice of k. The instance size n and variability of the processing times p j and the penalties h j and w j may influence the most effective value of k. The remaining two factors, which are associated with the due dates, are the lateness factor LF and the range of due dates RDD. The factor LF can be defined as
where d is the average of the due dates and C max is the makespan. If LF is high (low), the average due date will be low (high), and most of the jobs will likely be tardy (early). When LF assumes an intermediate value, the number of early jobs and the number of tardy jobs in a schedule should be relatively similar. The factor RDD, which is a measure of the due dates dispersion 6 around their average, is defined as (d max − d min ) /C max , where d max and d min are, respectively, the maximum and the minimum value of the due dates.
We now describe the experiments performed to determine the mapping functions for each of the two dispatch rules. These experiments were similar to those used by Lee, Bhaskaran and Pinedo [6] for the weighted tardiness problem with sequencedependent setups. A set of problems with 15, 25, 50, 100, 500 and 1000 jobs was randomly generated as follows. For each job J j an integer processing time p j , an integer earliness penalty h j and an integer tardiness penalty w j were generated from one of the two uniform distributions [1, 10] and [1, 100] , to create low and high variability, respectively. For each job J j , an integer due date d j is generated from the uniform distribution
where LF was set at 0.0, 0.2, 0.4, 0.6, 0.8 and 1.0, and RDD was set at 0.2, 0.4, 0.6 and 0.8. The values considered for each of the factors involved in the instance generation process are summarized in Table 1 . For each combination of instance size, processing time and penalty variability, LF and RDD, 20 instances were randomly generated. We first performed an initial test to determine, for each factor combination, the range where the best values of the lookahead parameter k were concentrated. A more detailed test was then performed on these ranges. In this test, we considered values of k ranging from the lower to the upper limit of the range, with 0.2 increments, and computed the objective function value for each instance and each value of the lookahead parameter. For each instance we then identified all values of the parameter k which lead to objective function values which were less than or equal to (1 + α) Z, where Z is the minimum of the objective function values computed and α > 0. The α is introduced so that a certain proportion of the lookahead parameter values that lead to an objective function value near the minimum are considered, instead of only the value (or values) that lead to the best schedule. The value of α was selected so that, for each factor combination, an average of three values of the lookahead parameter k were selected per instance. The method chosen for de-termining the value of α automatically compensates for the different variability the objective function value may exhibit for different factor combinations. The average of the lookahead parameter values selected for each instance is taken as the best estimate of k for that instance. The best estimate of the parameter k for a given factor combination is then given by the average of the best estimates for all twenty instances sharing that factor combination.
From the results of these experiments we could conclude the following. The processing time and penalty variability did not have a significant impact on k. The value of k was, however, sensitive to the remaining instance factors (instance size, LF and RDD). These factors were interrelated, since the magnitude of the effect on k, as well as sometimes the direction of that effect, also depended on the values of the other factors. We then decided that a single formula would fail to capture the variety of effects and interactions among the factors, and therefore chose to develop some functions that, although somewhat cumbersome, would more accurately reflect the impact of the instance factors on k. All the previous comments are equally valid for both heuristics, even though the specific functions are different.
For each heuristic we then derived a formula for each of the LF values considered in our experiment. These formulas determine the value of k as a function of the instance size n and RDD. Interpolation is used to determine the value of k for other values of LF . The formulas derived for the EXP-ET and the WPT-MS heuristics are provided in tables 2 and 3, respectively. We also remark that, for some values of LF , not one but several functions are provided, each corresponding to a value (or sometimes range) of the RDD factor. In these cases, the value of k for other RDD values is once again obtained by interpolation. The experiments also showed that the best values of k are rarely below 0.5. Therefore, if the function ever returns a value lower than 0.5, k is set to 0.5 instead.
Dominance rules
In this section we present the dominance rules used to improve the schedule generated by the heuristics. Ow and Morton [10] proved that in an optimal schedule all adjacent pairs of jobs J i and J j , with J i preceding J j , must satisfy the following condition: with Ω xy defined as
where s x = d x − t − p x is the slack of job J x and t is the sum of the processing times of all jobs preceding J i . Liaw [9] demonstrated that all non-adjacent pairs of jobs J i and J j , with p i = p j and J i preceding J j , must satisfy the following condition in an optimal schedule:
where ∆ is the sum of the processing times of all jobs between J i and J j and Λ xy is defined as
where s x and t are defined as before.
After a heuristic has generated a schedule, these rules are applied as follows. First, the adjacent dominance rule of Ow and Morton is used. When a pair of adjacent jobs violates that rule, those jobs are swapped. This procedure is repeated until no improvement is found by the adjacent rule in a complete iteration. Then the non-adjacent rule is applied. Once again, if a pair of jobs violates the rule those jobs are swapped, and the procedure is repeated until no improvement is made in a complete iteration. The above two steps are repeated while the number of iterations performed by the non-adjacent rule is greater than one (i.e., while that rule detects an improvement).
Computational results
In this section we present the results from the computational tests. The set of test problems was generated as described in section 3. All the algorithms were coded in Visual C++ 6.0 and executed on a Pentium IV-1500 personal computer. Throughout this section, and in order to keep the table sizes reasonable, we will sometimes present results only for some representative cases. We first compare the function-based versions of the EXP-ET and WPT-MS heuristics with their fixedvalue counterparts. Four fixed values of k were used for this purpose: 3, 5, 7 and 9. The first two had already been considered in [10] . The other two values were included since some of our test instances have a much larger size, and k should usually increase with the instance size. In the following, and for each combination of instance size and penalty variability, we will present results for the fixed value that leads to the lowest average objective function value across all such instances.
In table 4 we present the average objective function value (mean ofv) for both versions and the average of the relative differences in objective function values (avg % ch.), calculated as F −K K * 100, where F and K are the objective values of the function and fixed value versions, respectively. Table 5 gives the number of instances for which the function-based version performs better (<), equal (=) or worse (>) than the fixed-value version. We also performed a test to determine if the difference between the two versions is statistically significant. Given that the heuristics were used on exactly the same problems, a paired-samples test is appropriate. Since some of the hypothesis of the paired-samples t-test were not met, the non-parametric Wilcoxon test was selected. Table 5 also includes the significance (sig.) values of this test, i.e., the confidence level values above which the equal distribution hypothesis is to be rejected. From the results presented in these two tables, we can conclude that the function-based versions outperform their fixed value counterparts, since their average objective function value is lower and they provide better results for most of the test instances. The Wilcoxon test values also indicate that the difference in distribution between the two versions is statistically significant. We also compared the function and fixed value versions of the heuristics on instances with LF and RDD values of 0.1, 0.3, 0.5, 0.7 and 0.9. The results were similar to those just presented, thus confirming the superior performance of the proposed formulas.
We now compare the several heuristics and analyse the effect of the dominance rules. In table 6 we present the average objective function value (mean ofv) for each heuristic, both without and with the dominance rules, and the average of the relative differences in objective function values (avg % ch.), calculated as table 6 we can see that the use of the dominance rules improves the heuristic results, decreasing the objective function value by an average that ranges, for most cases, from two to five percent. The Wilcoxon test values also indicate that the differences in distribution between the heuristic results without and with the dominance rules are statistically significant. The number of iterations of each dominance rule increases with the instance size. The processing time and penalty variability does not significantly affect the number of iterations of the adjacent rule. A higher variability, however, leads to a decrease in the number of iterations of the nonadjacent rule, which is to be expected, since for a given instance size the probability of two jobs having the same processing time is lower. The adjacent rule also per- forms a larger number of iterations than the non adjacent rule. The percentage of the total objective function value improvement that is due to the non-adjacent rule increases with the instance size, which agrees with the higher probability of equal processing times, and is higher for the Greedy heuristic. From the objective function values, and the number of times each heuristic is the best, we can also conclude the following. The WPT-MS is the best-performing heuristic when the processing time and penalty variability is low. The EXP-ET heuristic usually provides the best results for a high variability, being only equalled or surpassed by the WPT-MS for the largest instance sizes.
In tables 8 and 9 we present the effect of the LF and RDD values on the relative objective function value difference, and the number of iterations performed by each rule, respectively. These tables give results for the EXP-ET heuristic on instances with 50 jobs and low processing time and penalty variability. The number of iterations of each dominance rule and the relative difference in objective function values clearly decrease as LF moves towards its extreme values. These results are to be expected, since the heuristics, particularly the dispatch rules, are more likely to be closer to the optimum for the extreme LF values, where the early/tardy problem is easier, therefore limiting the dominance rules' possibilities for improvement. In fact, and as remarked in section 2, the dispatch rules would surely generate an optimum schedule if all the jobs were early or late, and for a LF value of 0.0 (1.0) most jobs will be early (late). In table 10 we present the heuristic runtimes (in seconds). The runtimes are only presented for instances with 500 and 1000 jobs, since they can hardly be measured for smaller instances. From the results in table 10 we can see that the dominance rules require little additional computational effort, and therefore their use is recommended, since they allow for significant improvements in objective function value. The dispatch rules are extremely fast, while the Greedy heuristic is noticeably slower than the other heuristics for the larger instances. As such, the dispatch rules are clearly preferable to the greedy heuristic, since they provide better results with a lower computational time. If the processing time and penalty variability is known in advance, the WPT-MS (EXP-ET) is the better choice for a low (high) variability setting; otherwise, either can be used, since the differences are not very significant.
var. 1-10 1-100 Heuristic n = 500 n = 1000 n = 500 n = 1000 EXP-ET This table only gives results for the EXP-ET + DR heuristic and instances with 15 jobs and low processing time and penalty variability. The best dispatch rule, when followed by the application of the dominance rules, provides results that are less than 5% and 7% from the optimum, for low and high processing time and penalty variability, respectively. All the heuristics are closer to the optimum when the variability is low. As for the effect of the LF and RDD factors, it can be seen that the LF parameter has a significant impact on the relative distance to the optimum. The heuristic performance is at its worst for the intermediate LF values, and improves substantially as the LF approaches its extreme values. These results are once again expected, since the problem is harder for the intermediate LF values.
Conclusion
In this paper we introduced two new heuristics, a dispatch rule and a greedy-type procedure, and also considered the best of the existing dispatch rules. For both dispatch rules we presented functions that use the instance statistics to determine var. 1-10 1-100 Heuristic n = 15 n = 25 n = 15 n = 25 EXP-ET Table 12 : Relative deviation from the opimum for instances with 15 jobs and low variability the value of a lookahead parameter that had previously been set at a fixed value. We also considered the use of dominance rules to improve the solutions obtained by all three heuristics. The computational results show that the function-based versions of the dispatch rules are superior to their fixed value counterparts. The use of the dominance rules is recommended, since they improve the solution quality of all heuristics, and the additional computation time is quite modest. The dispatch rules provide better solutions than the greedy-type heuristic, and require less computation time. If the variability of the processing times and penalties is known beforehand, the new rule should be used in low variability settings, while the previously existing heuristic is preferable under high variability conditions.
