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Résumé
La traduction automatique des documents est considérée comme l’une des tâches les plus
difficiles en traitement automatique des langues et de la parole. Les particularités linguistiques
de certaines langues, comme la langue arabe, rendent la tâche de traduction automatique
plus difficile. Notre objectif dans cette thèse est d’améliorer les systèmes de traduction
de l’arabe vers le français et vers l’anglais. Nous proposons donc une étude détaillée sur
ces systèmes. Les principales recherches portent à la fois sur la construction de corpus
parallèles, le prétraitement de l’arabe, la détection des entités nommées et sur l’adaptation des
modèles de traduction et de langue. Tout d’abord, un corpus comparable journalistique a été
exploré pour en extraire automatiquement un corpus parallèle. Ensuite, différentes approches
d’adaptation du modèle de traduction sont exploitées, soit en utilisant le corpus parallèle
extrait automatiquement soit en utilisant un corpus parallèle construit automatiquement.
Nous démontrons que l’adaptation des données du système de traduction permet d’améliorer
la traduction.
Un texte en arabe doit être prétraité avant de le traduire et ceci à cause du caractère
agglutinatif de la langue arabe. Nous présentons notre outil de segmentation de l’arabe, SAPA
(Segmentor and Part-of-speech tagger for Arabic), indépendant de toute ressource externe
et permettant de réduire les temps de calcul. Cet outil permet de prédire simultanément
l’étiquette morpho-syntaxique ainsi que les proclitiques (conjonctions, prépositions, etc.) pour
chaque mot, ensuite de séparer les proclitiques du lemme (ou mot de base). Nous décrivons
également dans cette thèse notre outil de détection des entités nommées, NERAr (Named
Entity Recognition for Arabic), et nous examions l’impact de l’intégration de la détection des
entités nommées dans la tâche de prétraitement et la pré-traduction de ces entités nommées
en utilisant des dictionnaires bilingues. Nous présentons par la suite plusieurs méthodes
pour l’adaptation thématique des modèles de traduction et de langue expérimentées sur une
application réelle contenant un corpus constitué d’un ensemble de phrases multicatégoriques.
Finalement, les systèmes de traduction améliorés arabe-français et arabe-anglais sont
intégrés dans une plateforme d’analyse multimédia et montrent une amélioration des perfor-
mances par rapport aux systèmes de traduction de base.
Mots-clés : Traitement automatique des langues, Traduction automatique de l’arabe, Pré-
traitement de l’arabe, Détection des entités nommées, Adaptation.

Abstract
Improvements for Machine Translation Systems Using Linguistic and
Thematic Analysis : an Application to the Translation from Arabic
Machine Translation is one of the most difficult tasks in natural language and speech pro-
cessing. The linguistic peculiarities of some languages makes the machine translation task
more difficult. In this thesis, we present a detailed study of machine translation systems
from arabic to french and to english. Arabic texts needs to be preprocessed before machine
translation and this because of the agglutinative character of arabic language. Our principle
researches carry on building parallel corpora, arabic preprocessing and adapting translation
and language models. We propose a method for automatic extraction of parallel news corpora
from a comparable corpora. Two approaches for translation model adaptation are explored
using whether parallel corpora extracted automatically or parallel corpora constructed au-
tomatically. We demonstrate that adapting data used to build machine translation system
improves translation. A prepocessing tool for arabic, SAPA (Segmentor and Part-of-speech
tagger for Arabic), much faster than the state of the art tools and totally independant of any
other external resource was developed. This tool predicts simultaneously morphosyntactic
tags and proclitics (conjunctions, prepositions, etc.) for every word, then splits off words into
lemma and proclitics. We describe also in this thesis, our named entity recognition tool for
arabic, NERAr, and we focus on the impact of integrating named entity recognition in the
preprocessing task. We used bilingual dictionaries to propose translations of the detected
named entities. We present then many approaches to adapt thematically translation and
language models using a corpora made of a set of multicategoric sentences.
Finally, improved machine translation systems from arabic to french and english are
integrated in a multimedia platform analysis and shows improvements compared to basic
machine translation systems.
Keywords : Natural Language Processing, Arabic Machine Translation, Arabic Preprocess-
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Introduction
Le Traitement automatique du langage naturel (TALN) ou des langues (TAL) regroupe à la
fois la linguistique, l’informatique et l’intelligence artificielle. Cette discipline est apparue
au début des années cinquante (Cori et Léon, 2002) aux États-Unis et est devenue un axe de
recherche essentiel pour analyser et traduire la grande masse d’information qui évolue sans
cesse. Cependant les enjeux cognitifs du traitement automatique des langues sont importants
et varient selon les applications. De nos jours, il existe plusieurs applications de traitements
des langues telles que la reconnaissance de l’écriture manuscrite, le résumé automatique, le
traitement de la parole ou l’annotation sémantique, etc.
La langue est définie par le dictionnaire Larousse comme étant un système de signes vocaux,
éventuellement graphiques, propre à une communauté d’individus, qui l’utilisent pour s’exprimer et
communiquer entre eux. Le nombre de langues vivantes parlées dans le monde s’élève à 6.909
en 2009 (Lebert, 2010). Une langue naturelle est une langue "normale" utilisée oralement
par des personnes dont elle est la langue maternelle. Dès la naissance, un être humain peut
apprendre plusieurs langues simultanément (Dewaele, 2004). Dans une étude réalisée par
Kahn (2011) sur 221 locuteurs, 35 % des locuteurs parlent une seule langue, 55 % des locuteurs
parlent deux langues et 10 % parlent trois langues. La traduction d’une langue à une autre
nécessite une connaissance préalable des deux langues. Aujourd’hui, cette contrainte n’est
plus obligatoire grâce à la traduction automatique.
Bien que la traduction automatique soit loin d’être parfaite, elle suscite aujourd’hui un
grand intérêt dans le domaine de la recherche. La traduction automatique des documents est
considérée comme l’une des tâches les plus difficiles en traitement automatique des langues
et de la parole. Ce domaine de recherche a été récemment renouvelé par l’apparition des
techniques à base de corpus grâce à la disponibilité des textes bilingues parallèles. Ces textes
parallèles représentent des textes dans une langue source et leurs traductions en langue cible.
Les systèmes de traduction statistiques reposent sur l’analyse statistique de corpus
bilingues pour former des modèles stochastiques de correspondance entre une langue source
et une langue cible. Ces modèles sont généralement formés à partir de corpus parallèles, c’est
à dire à partir des exemples de textes sources alignés avec leurs traductions. Un système de
traduction automatique apprend à traduire donc en se basant sur des exemples de traduc-
tions extraits de corpus bilingues. Le système de traduction recombine les fragments de ces
exemples pour traduire une nouvelle phrase.
Les corpus bilingues peuvent être rares pour certaines paires de langues et sont limités
à des domaines spécifiques. L’exploitation d’autres types de corpus – plus facilement
accessibles – afin de construire des corpus bilingues suscite toujours de l’intérêt et c’est un
domaine extrêmement actif aujourd’hui grâce notamment au nombre croissant de corpus
disponibles (Rapp et al., 2012). Nous abordons cette tâche à la suite de nombreux travaux, en
explorant différents types de corpus (monolingues, comparables) et différentes techniques
pour construire des corpus parallèles du domaine journalistique à partir de ces données.
Dans la même langue, le même terme peut avoir plusieurs sens différents, et ceci dépend
du contexte dans lequel ce terme est utilisé. L’exemple le plus classique dans ce contexte pour
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le français est celui de l’avocat, qui peut être le fruit ou le métier. En arabe par exemple le mot	á
« (Eyn) peut être traduit par un oeil ou par une source (d’eau) ou par un espion, etc. Un même
mot peut être utilisé dans deux contextes différents avec deux sens différents.
Dans le domaine de la traduction automatique, ce problème est très connu et c’est un
problème de recherche toujours d’actualité. La probabilité de traduire correctement un mot
polysémique est très faible si le système de traduction utilisé n’est pas approprié au contexte
du texte à traduire. Par exemple si un système de traduction est appris sur des données de
type politique, la traduction d’un document sur l’industrie agroalimentaire avec ce système
donnera de mauvaises performances (avocat le fruit sera traduit par l’avocat le métier). Nous
nous intéressons dans ce manuscrit à étudier ce phénomène, et plus particulièrement à
l’amélioration de nos systèmes de traduction automatique et à leur adaptation au type de
données à traduire.
Contexte de mes travaux de recherche
L’augmentation continue des volumes de textes disponibles, dans de nombreuses langues,
motive le développement d’outils de traduction permettant d’effectuer des recherches en un
seul langage sur des collections multilingues.
Dans ce contexte, le travail de recherche dans ce manuscrit vise à construire des systèmes
de traduction statistiques de l’arabe vers le français et vers l’anglais et à améliorer la qualité
de ces systèmes de traduction pour des applications de recherche documentaire multilingue
dans des archives textuelles et vocales de documents journalistiques en langue arabe.
Le Projet SAMAR (2009-2012)
Cette thèse a été financée principalement par le projet Cap Digital SAMAR1, un projet FUI2.
L’objectif de ce projet est de développer une plateforme de traitement multimédia en langue
arabe. Le projet SAMAR a été initié par l’Agence France-Presse3 (AFP) avec la volonté
d’ouvrir son portail d’information à des contenus multilingues écrits en langue arabe.
Ce projet regroupe onze partenaires : des industriels et des laboratoires de recherche.
L’AFP est le fournisseur des flux multimédia radio et télévisuels. Ces flux sont la source
essentielle des corpus arabe, français et anglais. Du côté du traitement de la parole : la société
Vecsys, spécialiste de la reconnaissance vocale et du traitement automatique de la parole
est le fournisseur des transcriptions manuelles du texte à partir de la parole et l’entreprise
Vocapia est le partenaire qui travaille sur la transcription automatique de la parole. Pour
l’aspect linguistique on cite le Laboratoire du Langage, Langues et Cultures d’Afrique Noire,
(LLACAN) pour l’analyse de l’arabe littéraire et dialectal ainsi que l’Institut National des
Langues et Civilisations Orientales (l’Inalco) pour la validation de modèles. Pour la traduction
automatique : le Laboratoire d’Informatique pour la Mecanique et les Sciences de l’Ingénieur (LIMSI)
pour la modélisation de traduction et le Groupe de REcherche en Informatique, Image, Automatique
et Instrumentation de Caen, le Greyc pour les alignements de textes. En ce qui concerne la
fouille et la classification du texte : la société Temis pour l’extraction de connaissances à
partir de textes, la société Antidot pour la recherche cross-lingue et la société Mondeca pour la
gestion des ontologies. Finalement la société Nuxeo pour la gestion de contenu multimédia et
l’intégration.
Les technologies actuelles ne permettent pas un traitement de l’information provenant
du monde arabe. Ces contenus doivent ainsi être traduits pour pouvoir être intégrés à
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d’information, sous-entend que le contenu doit être exploitable comme les autres con-
tenus du portail d’information. Une analyse linguistique poussée des contenus permettrait
donc d’indexer des informations multilingues et de les rendre accessibles via la recherche
d’information en ligne.
Le public visé par ce projet est principalement l’AFP, mais également tous les médias
arabes de la bordure Méditérranéenne et du Moyen-Orient.
Nous nous plaçons bien sûr dans le contexte de la traduction automatique. Précisément,
le projet vise à la mise au point d’un système de traduction de l’arabe vers le français et
vers l’anglais. Il faudra donc développer des méthodes d’apprentissage de modèles de
traduction à partir de corpus non-parallèles (corpus comparables, corpus monolingues) qui
nous permettraient de contourner la relative rareté des corpus parallèles.
La figure présente le schéma fonctionnel du projet SAMAR ainsi que les niveaux de
traitement avec les modules technologiques produits chez chacun des partenaires.
Figure 1: Schéma fonctionnel du projet SAMAR et interaction entre les partenaires.
Le cadre du projet SAMAR a permis de mettre en place un contexte précis pour mes
recherches qui se sont focalisées essentiellement sur le traitement automatique de la langue
arabe, ainsi que sur la construction et l’amélioration des systèmes de traduction automatique
à partir de l’arabe.
Défis de la langue arabe
La langue arabe est une langue morphologiquement riche et complexe. C’est une langue
sémitique, qui a la particularité d’avoir un vocabulaire à base de racines de mots trilitères
consonantiques. À cette forme de base, peuvent s’ajouter des préfixes, suffixes, ainsi que des
clitiques. Les clitiques et affixes sont agglutinés au mot de base pour former des mots de plus
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en plus complexes voire des phrases, comme par exemple le mot AîD.JºJ
ð (Et il va l’écrire), qui
est constitué de deux proclitiques ð et , un préfixe ø
 et un enclitique Aë – sachant que le
pronom l’ refère à un nom féminin.
L’absence de voyellation de l’arabe dans les textes courants provoque une inflation de
solutions d’analyses des mots composés lorsque ceux-ci sont analysés indépendamment les
uns des autres. La langue arabe est modélisée par un ensemble de règles linguistiques et
grammaticales complexes (Kouloughli, 1994).
Attia (2008) présente une étude détaillée de la langue arabe, sa morphologie et ses
particularités. Plusieurs niveaux d’ambiguïté existent dans la langue arabe (Attia, 2008;
Farghaly et Shaalan, 2009), ce qui rend son traitement automatique, une tâche très difficile.
Zbib et Soudi (2012) présentent quelques particularités de la langue arabe.
Plan du manuscrit
Ce manuscrit comprend deux parties principales. La première partie théorique est constituée
de deux chapitres. Le premier chapitre présente la traduction automatique statistique, alors
que le deuxième chapitre présente la langue arabe et sa morphologie.
Dans le chapitre 1, nous décrivons brièvement la traduction automatique statistique
ainsi que les modèles probabilistes qui constituent un système de traduction automatique
statistique. Le décodage est également présenté et plus particulièrement le fonctionnement
d’un système de traduction statistique à base de segments. Nous présentons de même les
principaux types d’évaluation de la traduction automatique.
Le chapitre 2 est dédié à la langue arabe et sa morphologie. Nous présentons les deux
formes principales de l’arabe : l’arabe moderne standard (MSA) et l’arabe dialectal. La
morphologie de la langue arabe ainsi que ses caractéristiques principales sont présentés dans
ce chapitre. Par la suite, nous décrivons les principales ressources numériques existantes et
disponibles pour le traitement automatique de l’arabe. Finalement, nous passons en revue les
travaux effectués sur le traitement automatique de l’arabe, en particulier le prétraitement de
la langue arabe ainsi que la détection des entités nommées en arabe.
La deuxième partie présente essentiellement nos contributions, et est constituée de cinq
chapitres. Chaque chapitre permet de répondre à une parmi les questions que nous nous
sommes posées tout au long de cette thèse.
Comme nous l’avons déjà mentionné, la constitution et l’amélioration des systèmes de
traduction arabe-français et arabe-anglais est la principale tâche à laquelle nous nous sommes
intéressés et que nous avons traité dans ce manuscrit. Des corpus comparables en arabe,
français et anglais sont fournis au LIMSI dans le cadre du projet SAMAR. Ces données
comparables doivent être utilisées pour construire un système de traduction arabe-français
ainsi qu’un système de traduction arabe-anglais. La première question que nous nous sommes
posées était donc :
Q1: Comment peut-on utiliser un corpus comparable pour adapter un système de
traduction automatique statistique?
Le chapitre 3 répond à cette question en décrivant notre méthode d’extraction de corpus
parallèle à partir d’un corpus comparable. D’une part, l’approche d’extraction de corpus a
été décrite en détails. D’autre part, on présente deux approches différentes pour adapter
le modèle de traduction au type des données à traduire. La première méthode consiste à
utiliser le nouveau corpus parallèle extrait automatiquement alors que la deuxième approche
consiste à utiliser un corpus parallèle traduit automatiquement. Une série d’expériences a
été effectuée et montre que les deux approches d’adaptation améliorent les performances de
traduction jusqu’à six points BLEU.
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Lors de la construction d’un système de traduction, plusieurs étapes sont effectuées : le
prétraitement des données en langues source et cible, les alignements, la construction des
modèles et l’optimisation. Nous avons particulièrement remarqué que le prétraitement de la
langue arabe est très lent et nécessite l’utilisation de plusieurs machines (en parallèle) lorsque
nous avons beaucoup de données à traiter (le nombre de phrases dépasse quelques milliers
de phrases, à partir de 5 mille phrases). Ce qui nous a mené à la deuxième question :
Q2: Comment peut-on améliorer les vitesses de prétraitement de l’arabe?
Le chapitre 4 est dédié à une présentation détaillée de notre nouvel outil de prétraitement
de la langue arabe basé sur les CRF. Cet outil utilise un modèle qui prédit simultanément
les étiquettes morphosyntaxiques ainsi que les proclitiques existants pour chaque mot. Une
comparaison de notre outil à deux outils de segmentation les plus utilisés a été réalisée. Les
résultats montrent que notre outil est aussi performant que les autres outils au niveau de la
segmentation, de l’étiquetage morphosyntaxique, ainsi que pour la tâche de prétraitement
pour la traduction automatique. La particularité de notre outil est qu’il est beaucoup plus
rapide que les deux autres approches et qu’il est indépendant de toute autre ressource : il
n’utilise ni une base de données pour l’analyse morphologique ni un outil de désambiguïsa-
tion.
L’étude détaillée des résultats des traductions, nous a permis de noter que parmi les mots
inconnus dans la sortie de traduction, un quart de ces mots sont des entités nommées. Nous
nous sommes intéressés à essayer de résoudre ce problème, ce qui constitue la troisième
question :
Q3: Comment peut-on améliorer la traduction des entités nommées?
Le chapitre 5 présente un nouvel outil de détection des entités nommées en arabe à base
de CRF. Cet outil a été évalué et comparé à l’état de l’art. Une adaptation du détecteur des
entités nommées a été effectuée. Le prétraitement de l’arabe contient donc une nouvelle étape
pour traiter les entités nommées. Un ensemble d’expériences de traduction automatique
dans lesquelles nous avons combiné la segmentation avec la détection des entités nommées
a été ensuite effectué. Finalement, une évaluation de l’impact du prétraitement des entités
nommées sur la traduction automatique ainsi qu’une analyse détaillée des résultats ont été
réalisées.
Le corpus utilisé pour nos expériences est constitué de dépêches AFP produites par
le bureau arabe de l’Agence France Presse pouvant avoir différentes catégories (culture,
politique, finances, santé, etc. ). Nous avons pensé à adapter le système de traduction selon la
catégorie des données à traduire. Ceci nous a mené à se poser la quatrième question :
Q4: Comment peut-on adapter nos systèmes de traduction à différents domaines
et est ce que l’adaptation améliore la traduction automatique?
Dans le chapitre 6, nous étudions différents types d’adaptation de modèles de traduction et de
modèles de langue en utilisant les dépêches de l’AFP. Une évaluation et une comparaison des
différents systèmes de traduction spécifiques à des catégories de l’AFP ont été réalisées. Deux
approches de classification ont été proposées : une classification a priori et une classification
automatique basée sur la classification naïve bayésienne en utilisant l’algorithme des k-
moyennes.
Cette thèse a été initiée principalement par le projet SAMAR, qui a pour objectif de
construire une plateforme d’analyse multimédia pour la langue arabe. Le dernier chapitre
répond donc à la question suivante :




Ce dernier chapitre a pour objectif de présenter comment nos travaux sont intégrés dans le
cadre d’une application réelle. On décrit les travaux que nous avons effectué et livré pour le
projet SAMAR. Particulièrement, on présente la chaîne de traitement complète pour traduire
une dépêche AFP sur la plateforme SAMAR. On présente également quelques résultats
d’évaluation ainsi que des résultats obtenus dans le cadre d’autres évaluations (Quaero).

















La traduction automatique est l’une des tâches les plus intéressantes et les plus difficiles du
traitement automatique des langues (TAL). Les premiers travaux sur la traduction automatique
ont débuté presqu’en même temps que l’apparition des premiers ordinateurs. Le besoin de
traduction est apparu essentiellement pour des raisons militaires. À cette époque, les travaux
sur la traduction automatique se sont inspirés des travaux en cryptographie dans un contexte
de guerre froide. Warren Weaver fut l’un des pionniers de la traduction automatique, il a lancé
les premiers travaux dans ce domaine juste après la seconde guerre mondiale en 1947.
...
Also knowing nothing official about, but having guessed and inferred considerable
about, powerful new mechanized methods in cryptography - methods which I
believe succeed even when one does not know what language has been coded -
one naturally wonders if the problem of translation could conceivably be treated
as a problem in cryptography. When I look at an article in Russian, I say "This is
really written in English, but it has been coded in some strange symbols. I will
now proceed to decode."
Warren Weaver, 1947
Le premier système de traduction automatique fut présenté par IBM en 1954; il traduisait des
phrases du russe vers l’anglais (Hutchins, 1998).
La diffusion de l’usage des ordinateurs, d’abord pour des usages professionnels, puis, de
manière concomitante à l’émergence d’Internet, dans des usages privés ou de loisir ont aidé à
la progression des travaux sur les systèmes de traduction automatique. Les systèmes à base de
règles (RBMT, Rule Based Machine Translation) sont apparus en même temps que les premières
utilisations d’Internet au début des années 1970. Ces systèmes ont besoin de beaucoup de
connaissances linguistiques, de dictionnaires ainsi que d’un ensemble de règles de transfert
d’une langue à l’autre; ces règles sont dépendantes de la paire de langue considérée. Systran1
est l’un des systèmes de traduction à base de règles. Vers les années 1980, les systèmes à base
d’exemples (EBMT, Example-Based Machine Translation) ont paru. Les systèmes EBMT (Nagao,
1984) fonctionnent en se basant sur un ensemble d’exemples de traduction (corpus parallèle)
qui est parcouru lors de la traduction. Si la phrase à traduire y existe alors sa traduction est
1www.systran.fr
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extraite, sinon le système détecte, rassemble et adapte les fragments d’exemples à traduire à
partir des exemples de traduction.
La facilité d’accès à des traductions de textes écrits et l’augmentation de puissance de
calcul des machines ont ouvert la voie pour le développement des approches de traduction
automatique statistique. La construction d’un système de traduction statistique est beaucoup
plus rapide qu’un système à base de règles.
La traduction automatique statistique (SMT, Statistical Machine Translation) a été introduite
par Brown et al. (1990) dans les années 1990. C’est une approche à base de corpus, et elle est
caractérisée par l’utilisation de méthodes d’apprentissage automatique.
Au fil des temps, la traduction automatique a fait beaucoup de progrès. Une vue
d’ensemble et un historique de la traduction automatique ont été présentés par Dorr, Jordan et
Benoit (1998) et par Hutchins (2001). Plus récemment, un compte rendu détaillé et complet
des différents stades de développement de la traduction automatique depuis sa création a été
donné par Hutchins (2010). Aujourd’hui, il existe un grand nombre de systèmes de traduction
automatique permettant de traduire la plupart des langues. La traduction automatique
devient un besoin d’utilisation de plus en plus répandu et les systèmes de traduction en ligne
sont de plus en plus utilisés. La différence entre ces systèmes de traduction réside dans les
performances de chacun d’eux selon le type de données à traduire. En effet, les traductions
générées par les machines sont loin d’être parfaites et les recherches sur l’amélioration de ces
systèmes de traduction automatique sont toujours d’actualité.
Les travaux effectués tout au long de cette thèse ainsi que les systèmes de traduction
utilisés pour les expériences sont des systèmes de traduction à base de segments. Ce chapitre
présente donc brièvement la traduction automatique statistique et en particulier les principes
de la traduction automatique à base de segments. Beaucoup de références existent dans la
littérature et décrivent les systèmes de traduction automatiques statistiques en détails. On
se limite donc dans ce chapitre à présenter seulement les grandes lignes importantes qui
serviront de base pour les travaux effectués dans cette thèse. Dans la section 1.1, on présente
ce qu’est un système de traduction automatique statistique. Le modèle de traduction et le
modèle de langue sont les principaux modèles qui constituent un système de traduction
statistique et sont présentés dans la section 1.2. Le décodage ainsi que le fonctionnement d’un
système statistique sont décrits dans la section 1.3. Finalement la section 1.4 présente les deux
principales méthodes d’évaluation de la traduction automatique. Ce chapitre est clôturé par
une conclusion.
1.1 La traduction automatique statistique
C’est l’approche de traduction automatique dominante à l’état de l’art dans le monde de la
recherche. On peut se référer à Knight et Marcu (2005) ou Lopez (2008) pour avoir un aperçu
des travaux sur la traduction automatique statistique. Un tutoriel complet sur les systèmes
de traduction automatique statistique, qui décrit entre autres les méthodes de construction
d’un système de traduction automatique statistique, a été réalisé par Koehn (2010). De même
Allauzen et Yvon (2012) présentent les modèles probabilistes qui constituent un système de
traduction statistique ainsi qu’une description détaillée du fonctionnement de ce dernier.
Un système de traduction statistique apprend à traduire en se basant sur des exemples de
traductions, sous la forme de textes parallèles, c’est-à-dire d’ensembles de paires de phrases
qui sont des traductions les unes des autres. Des correspondances sont tout d’abord définies
entre chaque mot -ou ensemble de mots- en langue source et sa traduction en langue cible;
ce processus est appelé l’alignement. Ces alignements font partie des données d’entrée au
système au moment de l’apprentissage. Une fois que l’apprentissage a eu lieu, le système est
capable de traduire une nouvelle phrase - qui n’a pas été parmi les exemples de traduction à
l’apprentissage - en recombinant des morceaux de ces exemples.
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Un système de traduction automatique statistique est basé sur des scores numériques.
C’est un système à base de modèles statistiques construits automatiquement à partir de
corpus monolingues et bilingues. Deux modèles probabilistes constituent essentiellement un
système de traduction : un modèle de traduction et un modèle de langue. Si on considère
que s est la langue source et t est la langue cible, le modèle de traduction probabiliste appris
à partir de données bilingues est représenté par P(s|t), et le modèle de langue probabiliste
appris à partir de données monolingues en langue cible est représenté par P(t). Généralement,
un système statistique est plus performant lorsque la quantité de données augmente.
La traduction se définit par la recherche d’un texte en langue cible t ayant la plus forte
probabilité P(t|s) d’être la traduction d’un texte en langue source s. Le problème de traduction





Sachant que P(s) est indépendante du texte en langue cible t, la traduction la plus probable
t∗ est alors obtenue en maximisant la probabilité de P(t|s). Le problème de la recherche de la
traduction optimale se reformule alors selon l’équation 1.2 :
t∗ = argmaxtP(t|s) = argmaxtP(t, s) = argmaxtP(s|t)P(t) (1.2)
Dans ce qui suit, on présentera les modèles probabilistes qui sont au coeur d’un système de
traduction automatique statistique.
1.2 Les modèles probabilistes
Dans cette section, on donne un aperçu sur les deux principaux modèles probabilistes qui
constituent un système de traduction.
1.2.1 Les modèles de traduction
Cette partie du chapitre présente les modèles de traduction à base de mots et les modèles de
traduction à base de segments.
1.2.1.1 Les modèles de traduction à base de mots (word-based SMT)
Les premiers modèles de traduction automatique statistique sont des modèles à base de mots
(Brown et al., 1990; Brown et al., 1993). Les modèles de traduction à base de mots reposent
sur un modèle de traduction qui traite les mots un par un. L’unité de traduction pour ces
modèles est le mot.
L’un des problèmes majeurs des modèles de traduction à base de mots est le non déter-
minisme des appariemments mot à mot. Si on ne considère pas le contexte du texte à traduire,
le modèle peut générer des confusions, par exemple le mot livre peut être l’unité monétaire
de certains pays - traduite en anglais par pound - ou le livre qui représente l’ouvrage - traduit
en anglais par book.
Un autre problème pour les modèles à base de mots est qu’un ensemble de mots en
langue source peut être traduit par un seul mot en langue cible ou vice-versa. Un mot en
langue source peut s’aligner avec plusieurs mots dans la langue cible, ou à aucun mot. Les
alignements consistent à faire correspondre chaque mot ou segment en langue source, avec sa
traduction en langue cible. La figure 1.1 montre un exemple d’alignement des mots dans une
phrase en français et sa traduction en anglais.
Dans une phrase en langue source et sa traduction en langue cible, l’ordre des mots
n’est pas toujours le même. La figure 1.2 présente un exemple d’une phrase en arabe et sa
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Figure 1.1: Exemple d’alignement mot-à-mot entre une phrase en français et sa traduction en
anglais.
traduction en français : ne et pas sont alignés avec don’t; de même les, petits et pois sont alignés
avec peas.
On note, sur la figure 1.2, que la phrase en arabe a la forme Verbe-Sujet-Complément d’Objet
alors qu’en français la phrase a la forme Sujet-Verbe-Complément d’Objet : l’ordre des mots
n’est pas forcément le même pour une phrase en langue source et sa traduction dans une
langue cible. La tâche de réordonner les mots après la traduction afin de les mettre dans le
bon ordre est appelée le réordonnancement.
Figure 1.2: Exemple d’alignement d’une phrase en arabe et sa traduction en français. Il faut
noter que la phrase en arabe est écrite de gauche à droite.
Brown et al. (1993) ont défini 5 modèles d’alignements à base de mots. Le modèle IBM1
considère que tous les liens d’alignement sont équiprobables, et se base sur les probabilités
de traduction lexicale. Toutes les positions de réordonnancement sont possibles. Dans le
modèle IBM2, le réordonnancement est basé sur les positions relatives des mots alignés entre
la source et la cible. Il introduit une dépendance entre la valeur d’alignement et la position
du mot aligné dans la phrase. IBM3 introduit la notion de traduction d’un mot par plusieurs
mots, et intègre la notion du mot null. IBM4 introduit le concept de dépendance entre les
traductions : la position de la traduction d’un mot dans une phrase est définie en fonction de
la position de la traduction du mot précédent. IBM5 est une version améliorée du modèle
IBM4.
Les modèles à base de mots présentent quelques inconvénients. Les modèles à base
de mots ont un modèle de réordonnancement faible. Un autre inconvénient des modèles
à base de mots c’est que les appariements mot-à-mot des modèles à base de mots sont
non-déterministes et génèrent des problèmes d’ambiguïté lexicale. Un mot peut être traduit
par un ou plusieurs mots, donc l’unité de traduction qui est le mot n’est pas la meilleure
solution : traduire un groupe de mots aide à la désambiguïsation et améliore la traduction.
Tous ces inconvénients ont motivé les recherches afin de proposer les modèles de traduction
à base de segments.
1.2.1.2 Les modèles de traduction à base de segments (phrase-based SMT)
Les modèles de traduction à base de segments (phrase based) représentent les modèles les plus
utilisés à l’état de l’art (Koehn, Och et Marcu, 2003; Zens, Och et Ney, 2002).
Le modèle de traduction (ou table de traduction) est appris à partir d’un corpus parallèle.
Le texte bilingue est d’abord aligné, à l’aide d’un outil d’alignement (Och et Ney, 2003; Gao et
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Vogel, 2008) pour avoir, pour chaque segment de la phrase source, la traduction qui lui
correspond. L’alignement se fait dans les deux sens source-cible et cible-source, donc en plus
des alignements mot-à-mot et mot-à-plusieurs – utilisés dans les modèles à base de mots –
les alignements plusieurs-à-plusieurs seront considérés. Une fois les alignements effectués,
ils sont symétrisés afin de trouver une intersection et une union de ces alignements. Cette
étape de symétrisation représente l’alignement final qui sera utilisé pour l’apprentissage. La
figure 1.3 présente une grille d’alignement d’une phrase en espagnol avec sa traduction en
anglais (Knight et Koehn, 2004). Cette grille présente un alignement mot-à-mot. Plusieurs
alignements de segments peuvent être extraits à partir de cette figure. L’alignement peut
s’effectuer par des unités constitués par des groupes de mots, appelés segments. À partir de
la figure 1.3, on peut constituer les paires de segments suivants : (Maria no daba, Mary did
not slap), (no daba, did not slap) ou encore (bofetada a la bruja, slap the witch).
Figure 1.3: Exemple d’alignement d’une phrase, extrait de (Knight et Koehn, 2004). Les aligne-
ments dans cette grille sont : (Maria, Mary), (no, did not), (daba una bofetada, slap),
(a la, the), (bruja, witch), (verde, green).
Une fois les alignements obtenus, un score de probabilité est calculé pour chaque segment.
Chaque segment en langue source peut avoir plusieurs hypothèses de traduction en langue
cible. Sachant que s représente le segment en langue source et t représente le segment en
langue cible, on note par c(s, t) le nombre de paires de segments dans lesquels apparaît un







La probabilité qu’un mot ou un groupe de mots dans la langue source soient traduits par
un autre dans la langue cible est donnée par le modèle de traduction P(t|s).
1.2.2 Le modèle de langue
La modélisation du langage consiste à construire un modèle probabiliste pour les séquences
grammaticales d’une langue donnée, permettant de donner un sens à la probabilité d’un mot
dans son contexte, et donc de trouver le mot le plus probable sachant ceux qui le précèdent.
Le modèle de langue est estimé sur un corpus monolingue. Le but du modèle de langue est
de calculer la probabilité P(tI1) d’une séquence de mots tI1 = t1..., ti, ..., tI. Cette probabilité
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avec hi = t1, ..., ti−1 l’historique du mot ti.
Les modèles de langue représentent une partie fondamentale de la traduction automatique
statistique. Ils influent sur le choix des mots. Si un mot n’existe pas dans le modèle de langue
(parcequ’il n’a pas été observé dans le corpus d’entraînement), alors ce mot ne sera pas choisi
par le système de traduction. Pour chaque séquence, dans le modèle de langue, un score lui
est attribué. Ce score correspond à la probabilité que cette séquence apparaîsse dans un texte.
Un modèle de langue n-gramme établit ses prédictions sur la base de fenêtres de taille
fixe contenant n mots; généralement le n varie de 1 à 5. Pour chaque séquence, un score de
probabilité est calculé en prenant compte des n-1 mots qui précèdent le mot courant pour
chaque position dans la phrase cible : ce score représente la dépendance de chaque mot par
rapport aux n-1 mots qui le précèdent. Pour chaque séquence de mots, un score de probabilité
indiquant la qualité syntaxique et lexicale lui est attribué.
Souvent, des séquences de mots sont correctes mais n’existent pas dans le modèle de
langue et donc une probabilité nulle leur est attribuée. Des méthodes, appelées méthodes
de lissage (smoothing) ont été développées afin de résoudre ce problème et ne pas attribuer
des valeurs nulles aux séquences qui n’apparaissent pas dans le corpus d’apprentissage.
Parmi ces approches de lissage, on cite le lissage Kneser-Ney (Kneser et Ney, 1995), voir aussi
(Chen et Goodman, 1996) pour une étude comparative des principales méthodes de lissage.
En pratique, les outils les plus utilisés pour la construction de modèles de langue : SRILM
(Stolcke, 2002) ou aussi IRSTLM (Federico et al., 2007). D’autres outils sont utilisés pour
l’estimation du modèle de langue comme KenLM (Heafield, 2011). Cette binarisation sert à
avoir des modèles de langues de moindre taille et donc permet de traduire plus rapidement.
1.3 Le décodage
Une fois que le modèle de langue et le modèle de traduction sont construits, ces deux modèles
sont combinés pour trouver, pour chaque phrase source, la meilleure hypothèse de traduction.
La recherche de la meilleure hypothèse de traduction consiste à choisir la phrase cible qui
maximise la probabilité conditionnelle P(t|s) définie dans l’équation 1.2. Ceci revient à choisir
l’hypothèse la mieux évaluée par ces modèles.
La figue 1.4 représente une vue d’ensemble d’un système de traduction automatique dans
laquelle un modèle de traduction est combiné avec un modèle de langue. La recherche de
la meilleure hypothèse de traduction revient donc à résoudre un problème d’optimisation
combinatoire. Les modèles de traduction sont très limités dans les aspects linguistiques. La
segmentation des phrases en des mots, ou des segments, ainsi que le réordonnancement peu-
vent causer des problèmes d’ambiguïté. Le décodage des modèles de traduction automatique
est donc un problème NP-complet (Knight, 1999).
Afin de résoudre ce problème de complexité, il est nécessaire de réduire l’espace de
recherche afin d’avoir des solutions efficaces.
Plusieurs travaux ont étudié ce problème, Wang et Waibel (1997) résolvent ce problème en
implémentant un algorithme de recherche de la meilleure hypothèse à base de piles. D’autres
utilisent les transducteurs à états finis pondérés pour implémenter un modèle d’alignement
(Kumar et Byrne, 2003). Le problème de décodage est transformé en un problème de
programmation linéaire par Germann et al. (2001) qui implémentent un algorithme de
recherche par faisceau. L’approche de Crego et Mariño (2006) consiste à apprendre des règles
de réordonnancement en observant des alignements en source et en cible puis effectuer un
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Figure 1.4: Système de traduction automatique.
décodage monotone. Des algorithmes de programmation dynamique avec élagage ont été
implémentés par Koehn (2004) et par Moore et Quirk (2007).
Kumar, Deng et Byrne (2006) proposent une implémentation de la traduction automatique
à base de segments sous la forme d’une cascade de transducteurs finis qui s’effectue en trois
étapes : une étape de segmentation dans laquelle la phrase source est segmentée en plusieurs
segments contigües; une étape de traduction lexicale dans laquelle chaque segment source est
traduit, et finalement une étape de réordonnancement dans laquelle les segments en langue
cible sont permutés dans leur ordre final.
1.3.1 Fonctionnement des systèmes de traduction à base de segments
Dans la pratique, le décodage – dans le cas des modèles à base de segments – consiste tout
d’abord à traduire les groupes de mots.
Koehn (2010) définit la formule de traduction d’un système de traduction à base de




φ(si|ti)d(starti − endi−1 − 1)pLM(t) (1.5)
où ∀ i = 1...I, si est la phrase source, ti est la phrase cible, starti et endi sont les positions
des phrases. φ(si|ti) est la probabilité donnée par le modèle de traduction, d est donnée par
le modèle de réordonnancement et pLM est donnée par le modèle de langue.
Les modèles de langue, de traduction et de réordonnancement sont tous considérés par le
décodeur comme des traits avec des poids appropriés. Chacun des trois modèles délivre un
coût qui sera combiné avec les autres pour trouver la meilleure traduction (Allauzen et Yvon,
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2012). La combinaison linéaire des trois modèles donne lieu à la formule 1.6 :
c(s, t, a) = λpcp(s, t, a) + λrcr(s, t, a) + λlcl(t) (1.6)
comme précédemment s représente la source, t représente la cible et a représente les aligne-
ments. cp(s, t, a) représente le coût donné par le modèle de traduction, cr(s, t, a) représente
le coût donné par le modèle de réordonnancement et cl(t) représente le coût donné par le
modèle de langue. Les λx représentent les paramètres associés à chacun des modèles. Afin
de réduire le coût de cette fonction, il est nécessaire de régler les paramètres λx.
L’optimisation – ou réglage de paramètres – est effectuée sur un corpus de développement
en langue source et sa traduction en référence. L’optimisation consiste à trouver la combi-
naison qui donne la meilleure hypothèse de traduction. À chaque itération, les valeurs λx
changent et la traduction du corpus de développement est évaluée par rapport à la référence.
Plusieurs algorithmes d’optimisation ont été proposés pour résoudre ce problème. Parmi les
plus utilisés pour la traduction, on trouve MERT, Minimum Error Rate Training (Och, 2003)
ainsi que des versions améliorées de ce dernier comme par exemple (Macherey et al., 2008;
Foster et Kuhn, 2009).
Lorsque MERT est lancé, il utilise un premier jeu de λx et récupère les n meilleures
hypothèses. MERT essaies de trouver une combinaison des λx qui permet de maximiser
BLEU (Papineni et al., 2002). La forme particulière de la fonction donnant le score BLEU
(voir section 1.4) en fonction des λx est connue par MERT : c’est une fonction qui évalue
uniquement les morceaux de traductions. À chaque itération, les nouveaux poids λx sont
comparés aux anciens, s’ils sont différents, le décodage est relancé afin de produire une
nouvelle traduction. Le processus s’arrête quand il converge.
MIRA, Margin Infused Relaxed Algorithm (Crammer et Singer, 2003), est une version
générique. Cet algorithme n’était pas destiné à être utilisé pour la traduction, il a été
proposée au début pour l’apprentissage automatique ensuite a été appliqué à la traduction,
tandis que MERT a été proposé à l’origine pour la traduction. MIRA a été proposé pour
l’optimisation des systèmes de traduction automatique lorsque l’on souhaite multiplier le
nombre de caractéristiques utilisées pour évaluer les traductions (Watanabe et al., 2007;
Chiang, Knight et Wang, 2009).
1.3.2 Moses
Moses2 est un outil de traduction automatique statistique à base de segments. Il permet de
construire automatiquement un système de traduction automatique pour n’importe quelle
paire de langues. C’est un outil libre développé collaborativement et décrit dans Koehn et al.
(2007). Il implémente un algorithme de recherche par faisceau (beam search) Germann et al.
(2001).
Pour décoder, Moses a besoin (i) d’un modèle de traduction construit à partir d’un corpus
parallèle aligné, (ii) d’un modèle de langue construit à partir d’un corpus monolingue en
langue cible, et (iii) d’un modèle de réordonnancement.
Pour construire ces modèles, tout d’abord, le corpus bilingue est tokenisé3, c’est-à-dire
la ponctuation est séparée des mots, les majuscules sont transformées en minuscules, et si
la langue traitée est morphologiquement complexe, une analyse morphologique du texte
est effectuée. La tokenisation s’effectue à l’aide d’outils spécifiques pour chaque langue
traitée. Ensuite, le corpus bilingue est aligné : pour chaque phrase, des correspondances
sont effectuées. Les alignements sont effectués en utilisant l’outil d’alignement mgiza++4
2Moses est téléchargeable sur http://www.statmt.org/moses/
3La tokenisation consiste à transformer le texte brut en un texte où toutes les unités et sous unités
sont séparées par des espaces. Ce texte sera utilisé par les modèles de langue et de traduction.
4Téléchargeable sur http://sourceforge.net/projects/mgizapp/
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(Gao et Vogel, 2008). Une fois les alignements obtenus, le modèle de traduction et le modèle
de réordonnancement sont crées avec Moses.
Avant le décodage, il est nécessaire d’optimiser les paramètres à l’aide d’un corpus de
développement. L’algorithme MERT permet d’estimer les poids des paramètres afin de
trouver la meilleure combinaison de poids qui conduisent à trouver la meilleure traduction
du corpus de développement. Pour chaque combinaison des poids, la traduction obtenue est
évaluée par rapport au corpus de développement de référence.
Différentes versions de Moses ont été proposées afin de rajouter, modifier ou corriger
des paramètres. Moses est le décodeur qui a été utilisé pour construire les systèmes de
traduction automatique utilisés dans l’ensemble des expériences effectuées et présentées dans
ce manuscrit. Tout au long de ces travaux, nous avons utilisé différentes version de Moses
afin d’avoir des versions plus stables et de pouvoir utiliser de nouveaux paramètres.
1.4 Évaluation de la traduction automatique
Un texte généré par un processus automatique doit être évalué. Il existe deux types principaux
d’évaluation : l’évaluation manuelle et l’évaluation automatique.
L’évaluation manuelle – ou subjective – est effectuée par des humains, qui jugent de
la qualité de traduction en se basant sur un ensemble de critères bien définis telle que la
fluidité, la fidélité et l’informativité du texte traduit. Au début, l’évaluation de la qualité de
la traduction automatique se faisait exclusivement par des humains. Ce type d’évaluation
nécessite l’intervention d’experts bilingues. Chaque expert doit évaluer une grande quantité
de traductions et chaque traduction doit être évaluée par plusieurs experts afin de s’assurer de
la fiabilité des résultats. Tous ces travaux demandent beaucoup de travail manuel et beaucoup
de temps.
La quantité de données à évaluer est devenue de plus en plus importante. Aujourd’hui,
les chercheurs évaluent et comparent plusieurs systèmes de traduction quotidiennement. Il
était donc nécessaire de mettre au point des techniques d’évaluation automatique. C’est
le seul type d’évaluation possible qui permet de donner des résultats instantanés à faible
coût. De plus, les évaluations automatiques sont reproductibles, ce qui n’est pas le cas des
évaluations manuelles : un même expert peut juger la même phrase différemment. Une
évaluation automatique permet donc de comparer deux systèmes en utilisant exactement
un même corpus de référence. Toutefois, l’évaluation manuelle est toujours considérée le
moyen le plus fiable et le plus sûr. Ce type d’évaluation est utilisée dans certaines compagnes
d’évaluation (Callison-Burch et al., 2009).
L’évaluation automatique est effectuée à l’aide de métriques automatiques. Ces dernières
comparent la traduction générée automatiquement avec une traduction de référence, c’est-
à-dire une traduction réalisée par des humains. BLEU (BiLingual Evaluation Understudy)
proposée par Papineni et al. (2002) est la métrique la plus utilisée, et se calcule en comparant la
traduction automatique à une ou plusieurs références. Le calcul est basé sur une comparaison
de courtes séquences de mots (n-grammes) pour chaque phrase.
BLEU tient compte non seulement des correspondances de mots simples entre la phrase
traduite automatiquement et la phrase de référence, mais aussi des correspondances entre
les n-grammes. Ce concept permet de recompenser les phrases où l’ordre des mots est
proche de l’ordre des mots dans la référence. BLEU est une mesure de précision, dont le
principe est de calculer le degré de similitude entre une traduction automatique et une ou
plusieurs références en se basant sur la précision n-gramme: si une traduction automatique
est identique à une des références, alors le score BLEU est égal à 100. Par contre, si aucun des
n-grammes de la traduction n’est présent dans aucune référence, alors le score BLEU est égal
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à 0. Le score BLEU est calculé par la formule suivante :




où BP (Brevity Penalty) =
{
1 si c > e
e(1−
r
c ) si c 6 e
sachant que BP est une pénalité calculée pour défavoriser les hypoyhèses de traduction courtes
par rapport aux références ; les phrases courtes seraient trop avantagées sans cette précision. c
est la longueur de l’hypothèse de traduction, r représente la longueur du corpus de référence,
et wn représentent les poids des différentes précisions des n-grammes. Cette précision
représente le nombre de n-grammes de l’hypothèse de traduction présents également dans
une ou plusieurs références, divisé par le nombre de n-grammes total de l’hypothèse de
traduction.
Une autre métrique intéressante, METEOR (Metric for Evaluation of Translation with Explicit
Ordering) proposée par Banerjee et Lavie (2005), Lavie et Agarwal (2007) est basée sur des
alignements entre les unigrammes d’une hypothèse de traduction et ceux d’une traduction en
référence. L’alignement s’effectue entre les mots d’une même forme orthographique, les mots
de même racine ainsi que les synonymes grâce aux ressources linguistiques qui sont utilisées.
Des tables de paraphrases peuvent être également utilisées lors de l’évaluation avec METEOR.
Une fois que l’alignement est établi, le score METEOR est calculé comme suit:





∙ α est un facteur de pondération
∙ R est le rappel, qui représente le nombre de correspondances entre unigrammes divisé
par la taille de traduction référence
∙ P est la précision, qui représente le nombre de correspondances entre unigrammes
établies par l’alignement divisé par la taille de l’hypothèse de traduction et de R
∙ Pen est un coefficient de pénalité qui permet de réduire le score des traductions n’ayant
pas de correspondances d’ordre plus élevé que l’unigramme.




– Nb(chunks) est le nombre de de sous-ensembles de mots contigus de l’hypothèse
de traduction alignés avec un sous-ensemble de mots contigus de la référence.
– Nb(unigrammes alignés) représente le nombre d’unigrammes de l’hypothèse de
traduction mis en correspondance avec des mots de la référence.
– α, β et γ sont des paramètres de METEOR qui nécessitent une phase d’optimisation.
Dans le cas où seulement les unigrammes sont alignés, le facteur de pénalité vaut
γ.
D’autres métriques sont aussi utilisées comme TER (Translation Error Rate) proposée par
Snover et al. (2006a) et qui permet de mesurer le nombre minimum d’opérations qui doivent
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être apportées à une hypothèse de traduction pour que celle-ci soit identique à l’une des





où N op est le nombre minimum d’opérations, et Nref est la taille moyenne en mots des
références.
Une description plus détaillée des mesures d’évaluation automatique sont présentés par
Lavecchia (2010). L’évaluation manuelle reste le type d’évaluation le plus efficace et le plus
sûr. Cependant, l’évaluation automatique est le type d’évaluation le plus utilisé puisqu’elle
nécessite moins de ressources (humaines) et elle est plus rapide (instantanée). Toutefois la
constitution manuelle des corpus de référence est nécessaire. Pour pouvoir évaluer un texte
automatiquement, il est indispensable d’avoir un corpus de référence constitué ou vérifié
manuellement.
1.5 Conclusion
Les travaux de recherche sur la traduction automatique et l’amélioration des systèmes de
traduction est toujours un sujet d’actualité. En témoignent, le grand nombre de conférences
nationales et internationales liées au Traitement Automatique de Langues, mais aussi les
journaux de TAL et de traduction automatique. Ce chapitre donne un aperçu sur l’évolution
historique de la traduction automatique depuis son apparition.
Dans ce chapitre, nous avons tout d’abord présenté les systèmes de traduction automatique
statistique. Un système de traduction automatique statistique est constitué essentiellement
d’un modèle de traduction et d’un modèle de langue. Différents types de modèles de
traduction existent comme les modèles hiérarchiques (Chiang, 2005) ou les modèles à base
de syntaxe (Yamada et Knight, 2001). Dans ce chapitre, nous avons présenté deux parmi
ces modèles de traduction utilisés pour la traduction statistique : les modèles à base de
mots et les modèles à base de segments. Les travaux effectués dans cette thèse se déroulent
dans le cadre de la traduction automatique statistique à base de segments. Nous avons donc
présenté le principe de fonctionnement d’un système de traduction à base de segments, et
plus particulièrement le décodeur Moses qui a été utilisé pour la construction des systèmes de
traduction automatique utilisés dans l’ensemble des expériences présentées dans ce manuscrit.












La langue arabe et sa morphologie
L’arabe est la langue sémitique contemporaine la plus parlée de nos jours avec plus de 300
millions de locuteurs (Habash, 2010). C’est la cinquième langue parlée dans le monde (Chung,
2008; Lewis, F. Simons et D. Fennig, 2013). Dans la plupart des langues, comme le français ou
l’anglais, la langue écrite et parlée est la même. La particularité de la langue arabe est que
l’arabe écrit est différent de l’arabe parlé.
La langue arabe se présente sous deux formes principales : l’arabe littéraire et l’arabe
dialectal. L’arabe littéraire est la langue officielle du monde arabe, tandis que l’arabe dialectal
– spécifique pour chaque pays – est la vraie langue parlée dans le monde arabe.
D’après Farghaly et Shaalan (2009), l’arabe littéraire se répartit en deux catégories : l’arabe
classique et l’arabe moderne standard (MSA). L’arabe classique est utilisé dans les prières
et les textes religieux, et constitue la base de l’arabe moderne standard. L’arabe moderne
standard est une forme plus récente de l’arabe classique; elle est utilisée dans les médias, les
journaux, les salles de classe et l’administration.
La langue arabe, originaire de la péninsule arabique (Arabie Saoudite, Yémen, Oman, etc.),
doit sa véritable expansion à la diffusion de l’islam. Auparavant, la langue arabe était utilisée
comme moyen d’expression et d’échange dans la poésie, la prose et les histoires orales. La
même langue parlée est écrite mais avec des accents différents et des variations linguistiques
mineures au niveau de l’écrit (Kouloughli, 2007). Elle était à cette époque dans une forme
assez proche de l’arabe moderne standard.
C’est avec l’avènement de l’islam que la langue arabe a connu un véritable essor. La
langue arabe classique est née lorsque l’islam fut révélé, en 610, par la révélation du Coran
formulé en arabe. Cette époque était appelée par certains historiens et linguistes, la première
métamorphose de la langue arabe. La langue arabe est devenue une langue officielle du
monde musulman en 685 quand le calife Oumeya Abd Al Malik Ibn Marwan arriva à la capitale
du monde musulman, Damas, avec pour objectif de centraliser son pouvoir politique : il a
imposé donc l’arabe comme unique langue officielle. Le calife entreprend des réformes de
l’écriture par la suite et prend de grandes décisions concernant les signes écrits. À partir du
VIIIe siècle une codification de la grammaire fixa la langue dans sa forme classique définitive
et facilita la propagation de la langue par l’enseignement partout où l’islam a pu pénétrer
(Djili, 2011). C’est à cette époque que les premiers traités et dictionnaires sont apparus.
Entre le VIIIe et le Xe siècle, les sciences et techniques islamiques se sont développées.
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Dans la maison de la sagesse1 à Baghdad, des manuscrits grecs, de philosophie et de sciences,
furent traduits en arabe : c’est la seconde métamorphose de la langue arabe. Farghaly (2010)
présente un compte rendu détaillé et complet sur l’apparition de la langue arabe ainsi que sa
structure. L’arabe est une langue de civilisation qui a duré plus de quatorze siècles, et était
arrivée jusqu’à l’occident entre le VIIIe et le Xe siècles.
La langue Arabe s’est étendue sur plusieurs continents à des peuples non arabes, et est
devenue la langue officielle de plusieurs pays. La figure 2.1 montre les pays du monde qui
ont actuellement pour langue officielle la langue arabe.
Figure 2.1: Le monde arabe2.
Les travaux effectués dans cette thèse concernent essentiellement le traitement automatique
de l’arabe. Ce chapitre est consacré donc à la définition et à la présentation de la langue arabe
et de ses spécificités. La section 2.1 présente la langue arabe sous ses deux formes utilisées :
l’arabe dialectal, et l’arabe moderne standard. On présentera également les ressources
numériques de l’arabe disponibles et pouvant être utilisées pour le traitement automatique
des langues dans la section 2.2. La section 2.3 dédiée au traitement automatique de l’arabe,
donne un état de l’art et un compte rendu des travaux existants sur le traitement automatique
de l’arabe et en particulier sur la traduction automatique de l’arabe et la détection des entités
nommées.
2.1 La langue arabe
L’arabe moderne standard est fondé syntaxiquement, morphologiquement et phonologique-
ment sur l’arabe classique. Lexicalement, l’arabe moderne standard est plus récent (Habash,
2010). L’arabe moderne standard (MSA), ou arabe formel, est la forme de l’arabe utilisée
formellement dans les articles de presse, les documents administratifs ou aussi la littérature.
C’est la langue enseignée à l’école et commune à tous les pays qui ont pour langue officielle
la langue arabe. L’arabe dialectal ou parlé est la langue parlée utilisée dans la vie quotidienne
pour communiquer. Elle est apprise comme langue maternelle par les locuteurs arabophones.




2.1. La langue arabe
2.1.1 L’arabe dialectal
¢	JÖÏ @ ñ 	JK
AJ. JÓ 	àAJ
J. Ë AK. 	áËB@ ñ 	®ÊJ	m× Ñê 	¯ , H. Q« Ñî 	E @ Õæ @ AêªJ




"Les Arabes, même êtant compris sous la même appellation d’Arabes, parlaient un langage
différent et avaient une logique différente les uns par rapport aux autres.",
Mohamed Ibn Jarir Al-Tabari
Dans le monde arabe, chaque pays dont la langue principale est l’arabe a son propre dialecte.
Dans un même pays, le dialecte peut être différent d’une région à une autre avec de petites
variations et quelques mots différents. Si deux pays arabes sont voisins, alors plus on se
rapproche des frontières, plus le dialecte se rapproche du dialecte du pays voisin. Dans la
région de Annaba qui se situe au Nord-Est de l’Algérie, par exemple, le dialecte de Annaba
est plus proche du tunisien que de l’algérien (Meftouh, Bouchemal et Smaïli, 2012). Toutefois,
les deux pays partagent exactement la même langue écrite qui est l’arabe moderne standard.
Plusieurs classifications des dialectes ont été proposées pour le monde arabe. Habash
(2010) a classifié les dialectes comme suit:
∙ L’égyptien concerne les dialectes égyptien et soudanais.
∙ Le levantin inclut les dialectes libanais, syrien, jordanien, palestinien et israélien.
∙ Le golfe inclut les dialectes du Koweit, les Émirates, le Bahrein, l’Arabie Saoudite et le
Qatar.
∙ L’afrique du nord inclut les dialectes marocain, algérien, tunisien, lybien et mauritanien.
∙ L’irakien
∙ Le yéménite
∙ Le maltais est la seule variante de l’arabe qui est considérée comme une langue séparée
et qui est écrite avec les caractères romains.
Le dialecte égyptien est compréhensible presque par tous les arabes puisque l’Égypte est
le plus grand producteur arabe de films, de séries et de chansons. Les séries et chansons
égyptiennens passent très souvent dans les chaînes télévisées maghrébines. Un maghrébin
comprend donc parfaitement l’égyptien, mais en général un égyptien ne comprend pas les
dialectes du Maghreb. Il pourra peut être comprendre seulement quelques mots qui dérivent
de l’arabe littéraire.
Dans le dialecte arabe, il y a des mots qui dérivent d’autres langues. Les dialectes arabes
varient d’un pays à un autre sur plusieurs dimensions : ils dépendent surtout de l’histoire de
chaque pays et de son emplacement géographique. Prenons par exemple, la Tunisie, voisine
de l’Italie qui était mise sous protectorat français et placée sous souveraineté de l’Empire
ottoman. En dialecte tunisien, le mot piscine dérive du français et est dit piscine en tunisien.
De même pour le mot machine qui dérive de l’italien et est dit mekina en dialecte tunisien, ou
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aussi les mots violoniste ou tailleur qui dérivent du turc et sont dits respectivement kemanji ou
tarzi en tunisien. Le dialecte tunisien comprend également plusieurs termes qui dérivent du
berbère comme par exemple fakrun pour dire tortue.
Le dialecte, comme toute autre langue, se développe et s’adapte à chaque époque. On a
donc souvent de nouveaux termes qui apparaissent et qui peuvent dériver d’autres langues;
on trouve dans le dialecte tunisien par exemple des verbes français qui ont été adaptés à la
langue arabe comme par exemple Il démarre est dit en tunisien ydémarri. De même, en dialecte
algérien, Essaie est dit Sayyi.
Avec l’apparition d’Internet et des nouvelles technologies, le dialecte devient de plus
en plus une langue écrite dans les forums, les SMS, le chat ou aussi dans les messages
électroniques. Le dialecte peut être écrit soit en caractères arabes, ou aussi en caractères
latins (arabe translittéré) si l’utilisateur n’a pas l’habitude d’utiliser le clavier arabe ou a
des problèmes d’encodage lors de l’utilisation des caractères arabes (Diab et Habash, 2012).
Toutefois, même s’il est écrit, le dialecte reste de l’arabe informel.
En arabe dialectal, il existe des graphies qui ne font pas partie de l’alphabet arabe. Ces
graphies peuvent faire partie de noms propres de villes ou de personnes, comme par exemple
la lettre g en dialecte tunisien ou algérien.
2.1.2 L’arabe moderne standard
L’arabe moderne standard – appelé aussi arabe formel – est la forme écrite de l’arabe. L’arabe
s’écrit de droite à gauche et les lettres sont liées entre elles. Il n’existe pas de distinction entre
majuscules et minuscules en alphabet arabe.
L’alphabet arabe est constitué de 28 graphies. Chaque lettre en arabe peut avoir quatre
manières différentes de s’écrire selon la position de la lettre dans le mot. La forme de la lettre
varie selon qu’elle apparaît au début, au milieu ou à la fin du mot, ou aussi si elle est isolée.
Le tableau 2.1 montre les quatre formes différentes de la lettre H. (b).
Début Milieu Fin Isolée
K. J. I. H.
Tableau 2.1: Les quatre formes d’écriture de la lettre H. .
Généralement, on utilise le terme de consonnes pour désigner les lettres de base de
l’alphabet arabe (au nombre de trois dans la plupart des cas, voir section 2.1.2.3), et de
voyelles pour désigner les diacritiques. D’une manière générale les voyelles ne sont pas
écrites. En arabe moderne standard, le texte peut être voyellé, c’est-à-dire que des diacritiques
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2.1.2.1 La voyellation et la diacritisation
Les notions de voyelles et consonnes n’ont pas vraiment de signification pour la langue arabe,
mais sont néanmoins généralement utilisées pour en faciliter la compréhension.
Les voyelles sont des signes diacritiques qu’on ajoute aux lettres arabes (comme l’accent
par exemple en français comme é ou ù, ...). Toutes les lettres en arabe peuvent être diacritisées.
L’utilisation des diacritiques est optionnelle, mais parfois nécessaire pour lever une ambiguïté
sémantique et/ou syntaxique. Par exemple la voyellation de la phrase YËñË@ I. J» permet de











» (Les livres du
garçon). Debili, Ben Tahar et Souissi (2008); Debili, Ben Tahar et Souissi (2007) calculent le
coût moyen du caractère exprimé en nombre de frappes, et montrent que la voyellation est
coûteuse (1,43 pour l’arabe voyellé contre 1,03 pour l’arabe non voyellé). Généralement les
textes écrits dans les journaux, documents administratifs, livres, magazines, etc. ne sont pas
voyellés. Une personne connaissant la langue arabe et le sens des mots peut lire facilement un
texte non voyellé : c’est en comprenant le contexte que l’on arrive à lire un texte non voyellé.
La voyellation ou diacritisation complète est utilisée dans les livres de débutants pour
apprendre l’arabe et aussi dans les textes religieux. Les différents types de diacritiques sont :
∙ Les voyelles courtes :  (a),  (u),  (i) ;
∙ Les voyelles longues : @ (A), ð (U), ø
 (I) ;
∙ Le tanwiin, pour les mots indéfinis c’est le dédoublement d’une voyelle courte en fin de
mot :  (an),  (un),  (in) ;
∙ Les signes de syllabation :
– Le sukun ( ) est placé au dessus d’une lettre en arabe pour indiquer que cette lettre
ne porte aucune voyelle.
– Le chadda ( ) indique le dédoublement d’une lettre : le chadda est placé sur la
lettre en question au lieu de dédoubler cette lettre.
La même forme d’un mot peut avoir plusieurs sens différents si la voyellation change. Par
exemple  P X (il a étudié) est différent de  P X (une leçon).
2.1.2.2 La structure des phrases en arabe
En langue arabe, il y a deux types de phrases : les phrases verbales et les phrases nominales.
Les phrases verbales servent à indiquer un évènement ou une action. Elles commencent par
un verbe suivi d’un sujet et d’un complément; ce dernier est optionnel. La phrase verbale est
celle que l’on rencontre le plus souvent dans l’expression courante.
Les phrases nominales en arabe ne contiennent pas de verbe, il est sous entendu. En
arabe, le verbe être est implicite, les verbes ne sont pas obligatoires pour construire une
phrase. Les phrases nominales sont constituées d’un sujet et d’un attribut (adjectif qualificatif,
complément circonstanciel, ...). Les phrases nominales sont affirmatives, par exemple YËñË@
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éPYÖÏ @ ú

	¯ est traduite par L’enfant est à l’école, mais le verbe est absent de la phrase en arabe
(L’enfant à l’école).
L’utilisation des phrases verbales, comme les phrases nominales, dépend du contexte dans
lequel la phrase est exprimée. Dans le style journalistique, les phrases verbales sont les plus
utilisées.
2.1.2.3 La morphologie de l’arabe
Les mots en arabe se représentent sous forme d’agglutinations de proclitiques et d’enclitiques
autour d’une forme de base. Le lexique arabe comprend trois catégories de mots : verbes,
noms et particules (adverbes, conjonctions, prépositions). Plusieurs références existent sur
la morphologie de l’arabe. Une description détaillée de la grammaire et la morphologie de
l’arabe a été, par exemple, réalisée par Kouloughli (1994) et par Watson (2002). Plus récemment,
une étude approfondie de la morphologie et de la syntaxe arabe a été réalisée par Attia (2012)
qui aborde les différentes stratégies de développement de l’analyse morphologique en arabe.
Il élabore une description des principales structures syntaxiques de la langue arabe, l’ordre
des mots, l’accord, les dépendances, ainsi que le problème redoutable de désambiguïsation
syntaxique en identifiant les sources d’ambiguïtés.
Un mot est constitué d’une base - ou lemme, racine - (verbe, nom) à laquelle s’agglutinent
des affixes (préfixes et suffixes) et des clitiques (proclitiques et enclitiques). Attia (2008)
propose une pyramide d’ambiguïté (figure 2.2) qui suppose que le caractère riche et complexe
des inflexions de l’arabe et l’agglutination des affixes et des clitiques permet de réduire
l’ambiguïté plutôt que de l’augmenter. La figure 2.2 montre que le taux d’ambiguïté baisse,
en moyenne, si le mot contient plus de morphèmes.
Figure 2.2: Pyramide d’ambiguïté par Attia (2008).




» (il a écrit) ou I.
J

» (des livres) ou I. J

» (il a été écrit). Par contre lorsque des clitiques
lui sont ajoutées, l’ambiguïté est réduite comme par exemple éJ. JºK
 ne peut être que Il l’écrit.
Un mot en arabe peut former une phrase à lui seul. Les mots en arabe ont généralement
la forme suivante :
PROC+ PRE+ [BASE] + SUF+ ENC
BASE : représente la forme de base pour chaque mot. En langue arabe la majorité des
racines sont des mots trilitères, c’est-à-dire constitués de trois consonnes. Il existe aussi
des racines bilitères et quadrilitères. La racine renvoie en principe à une même notion, par
exemple pour I. J» la notion d’écrire. La racine est habillée de différentes façons avec des
voyelles, ajouts des lettres, etc. pour former des mots suivant des modèles appelés schèmes
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( é 	ªJ
/ 	à 	Pð ). Ces schèmes sont nominaux ou verbaux.
D’après Neyreneuf et Al-Hakkak (2001), il y a neuf façons de dériver un verbe. À partir
de cette racine, il est possible de former des verbes, noms, adjectifs, etc.
PROC : représente les proclitiques. Un proclitique représente un mot rattaché au mot
suivant, alors qu’il peut être détaché, comme par exemple les conjonctions de coordination
ou les prépositions. D’après Habash (2010), il existe quatre niveaux de clitisation qui peuvent
être appliqués à un mot en respectant un ordre bien déterminé comme suit:
QST + [CNJ+ [PRT + [DET + PRE+ [BASE] + SUF+ ENC]]]]
Au niveau le plus profond, on a DET qui représente l’article défini È@ (Al). Ce dernier ne
s’attache jamais à un verbe ou à une préposition.
Ensuite, PRT représente la classe des particules. Il existe trois types de particules :
∙  (s) représente la marque du futur et ne s’applique qu’aux verbes,
∙ H. (b, avec) et ¼ (k, comme) représentent des prépositions qui sont généralement
attachées à des noms, adjectifs et quelques autres variantes mais jamais aux verbes
∙ È (l, pour) qui s’attache aux verbes et aux noms.
Au niveau suivant, le proclitique CNJ représente les conjonctions de coordination ð (w, et) et	¬ (f, alors), qui peuvent être rattachées à n’importe quel mot, indépendamment de sa fonction
dans la phrase.
Finalement, le clitique QST est réservé pour les formes interrogatives. La lettre @ (Â, est
ce que) est attachée au premier mot dans n’importe quelle phrase qui sera transformée en
question. Cette dernière est moins fréquente que les autres proclitiques.
ENC : représente les enclitiques, ils sont attachés à la fin de la forme de base. Ces
enclitiques sont des pronoms. Les enclitiques pronominaux peuvent être attachés aux noms
(comme possessifs) ou aux verbes et prépositions (comme objets). En arabe, on distingue en
particulier le dual du pluriel. Il existe un pronom personnel spécifique pour le dual et les
verbes peuvent être conjugués au dual (masculin, féminin) comme au singulier (masculin,
féminin) et au pluriel (masculin, féminin).
PRE : représente les préfixes. Selon le dictionnaire Larousse, un préfixe est un affixe qui se
place devant un mot base pour constituer avec lui un nouveau mot, appelé dérivé – comme par exemple
le mot “refaire” constitué du préfixe re et du verbe faire. Les préfixes font partie du mot et peuvent
être soit des préfixes verbaux comme dans le mot I. JºK
 (il écrit), ou des préfixes nominaux
comme dans I. J º Ó (un bureau). Ces deux mots sont engendrés d’un même concept
sémantique qui est l’écriture (I. J»). Pour le premier exemple, le préfixe ø
 refère à la marque
de la troisième personne du singulier (il) à l’inaccompli (¨PA 	ÖÏ @). Dans le deuxième exemple,
le préfixe Ð ajouté au mot de base I. J» indique le nom de lieu.
SUF : représente les suffixes, ils font également partie du mot et expriment généralement
la marque du pluriel et du féminin.
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Par exemple le mot Aî 	Eñ¯Y@, traduit en français par " Est ce que vous la croyez ?" peut être
segmenté de la façon suivante :
@ H Y 	àð Aë
PROC PRE BASE SUF ENC
Est ce que - croire vous la
Dans cet exemple, le proclitique est constitué d’une conjonction interrogative, le préfixe
représente un préfixe verbal du temps de l’inaccompli, le suffixe exprime la marque du pluriel
et l’enclitique représente le pronom complément de verbe. Le mot Aî 	Eñ¯Y@ est traduit par
une phrase en français.
Nguyen et Vogel (2008) analysent un corpus parallèle anglais-arabe, la partie anglais
contient 6,2M tokens3 et 68K de types de mots4 alors que les 5,2M de tokens en arabe
correspondent à 155K types de mots. Si on considère donc un texte constitué de mots
agglutinés, ce texte est constitué d’un vocabulaire très grand. Par contre, si le texte est
segmenté et les clitiques sont séparés du mot de base, ceci permet de réduire énormément le
vocabulaire.
2.1.3 Autres caractéristiques de la langue arabe
Une autre caractéristique de la langue arabe est qu’elle est une langue pro-drop car elle permet
l’omission des pronoms sujets. Le terme pro-drop a été introduit par Chomsky (1981) et
provient de l’expression pronoun dropping. Ce pronom peut être soit un véritable pronom
suffixe, soit il est sous-entendu (on dit qu’il est caché QJÓ Q
ÖÞ
	), ce qui est le cas pour la
troisième personne du singulier lorsque le sujet n’est pas énoncé sous la forme d’un nom
après le verbe (Neyreneuf et Al-Hakkak, 2001).
Considérons l’exemple donné par Attia (2008), ék. Ag. YË@ IÊ¿ @ (la poule a mangé). C’est
une phrase verbale constituée d’un verbe suivi d’un nom. Le verbe est constitué de la racine
É¿ @ (manger) suivie d’un suffixe H qui représente la marque de féminin. Si on considère que
le deuxième mot qui apparaît après le verbe est le sujet, alors la phrase est traduite par La
poule a mangé. La marque de féminin attachée au verbe fait référence donc à la poule. Par
contre, si on considère que le deuxième mot est le complément d’objet, alors la phrase devient
Elle a mangé le poulet. Dans le dernier cas, la phrase en arabe ne contient pas de sujet (qui
est le pronom personnel Elle), il est sous entendu. La marque de féminin attachée au verbe
fait référence dans ce cas à elle. Il est à noter que pour les deux phrases, la diacritisation est
exactement la même, et qu’il est difficile de traduire cette phrase sans savoir le contexte dans
lequel elle apparaît.
2.2 Les ressources numériques sur l’arabe
Au début de cette thèse, une période a été consacrée à étudier les ressources numériques
disponibles sur l’arabe, qui sont nécessaires à son traitement automatique.
3Les tokens représentent l’ensemble des unités utilisées par les modèles de langue et de traduction.
Ces unités représentent les mots, les proclitiques (sous unités) ainsi que les signes de ponctuation.
4Un type de mot représente le nombre de mots disctincts.
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Afin de pouvoir traiter la langue arabe automatiquement, il est important d’avoir des
données en arabe, ce qui n’est pas toujours une tâche facile.
Les corpus les plus intéressants pour le traitement des langues, et plus spécifiquement
pour la traduction automatique, sont les corpus parallèles, c’est à dire des données en langue
source et leur traduction en langue cible. Comme déjà mentionné dans le chapitre 1, ces
corpus servent à entraîner et construire des systèmes de traduction automatique. Les corpus
parallèles sont très rares et sont difficiles à trouver pour certaines paires de langues : la taille
est souvent limitée, et le domaine n’est pas toujours approprié au type de données à traduire.
Plusieurs agences sont spécialistes dans la collecte et la distribution des ressources linguis-
tiques. Les catalogues les plus connus dans la constitution des ressources linguistiques sont
le LDC (Linguistic Data Consortium) et l’ELRA (European Language Resources Association).
2.2.1 Le Linguistic Data Consortium (LDC)
Le Linguistic Data Consortium5 est un consortium ouvert d’universités, librairies, syndicats et
de laboratoires de recherche. Le LDC produit des ressources linguistiques les plus importantes
pour la langue arabe (Bies, DiPersio et Maamouri, 2012).
Le LDC collecte beaucoup de données en arabe écrit à partir de plusieurs sources incluant
les flux de journaux, le web (blogs, newsgoups, email) dans plusieurs domaines. Le LDC
produit également des traductions (manuelles et automatiques) pour des textes en arabe afin
de construire des corpus parallèles arabe-anglais.
Son catalogue inclut aussi une grande quantité de données monolingues, appelée le
gigaword. Des données provenant de certaines campagnes d’évaluation - comme celles
organisées par NIST - font partie aussi du LDC, ainsi que des données conçues dans le cadre
du projet GALE (Global Autonomous Language Exploitation).
Le LDC produit également des corpus audios, issus principalement à partir
d’enregistrements d’émissions de radio, et produit des programmes télévisés. Parmi ces
corpus, il y a des corpus monolingues en arabe moderne standard et quelques uns en dialecte.
Ces corpus sont souvent transcrits.
Parmi les ressources du LDC les plus utilisées pour la langue arabe, citons en particulier
BAMA et l’Arabic Treebank.
2.2.1.1 BAMA
BAMA -ou Buckwalter Arabic morphological analyzer- (Buckwalter, 2002; Buckwalter, 2004) est
un analyseur morphologique de l’arabe qui a été développé par Tim Buckwalter. BAMA utilise
une approche où les règles morphologiques et orthographiques sont intégrées directement
dans le lexique. L’analyseur morphologique est représenté sous forme d’une grande base
de données dans laquelle chaque mot en arabe est présenté avec toutes ses formes dérivées
possibles ’préfixe-racine-suffixe’. Chaque forme est donnée avec la version voyellée, l’ensemble
des morphèmes (lemme, préfixes et suffixes) constituants de chaque mot, et toutes les
étiquettes morphosyntaxiques (ou grammaticales) de chaque composante du mot.
Pour chaque mot, BAMA fournit un ensemble de toutes les segmentations possibles. Cet
ensemble comprend un lemme sous la forme d’un identifiant unique, ainsi que pour chaque
solution, l’ensemble des morphèmes constituants de chaque mot, leurs étiquettes grammati-
cales et la traduction correspondante en anglais. Toutes les propositions de segmentations
sont proposées avec la translittération Buckwalter6 (voir section 2.3.1.1). La figure 2.3 montre
un exemple d’analyse morphologique du mot ú

	¯ (dans) par BAMA.












SOLUTION 1: (fiy) [fiy_1] fiy/PREP
(GLOSS): in
SOLUTION 2: (fiy~a) [fiy_1] fiy/PREP+ya/PRON_1S
(GLOSS): in + me
SOLUTION 3: (fiy) [fiy_2] Viy/ABBREV
(GLOSS): V.
SOLUTION 4: (fay) [y_1] fa/CONJ+y/ABBREV
(GLOSS): and/so + Y./10th
SOLUTION 5: (fy) [DEFAULT] fy/NOUN_PROP
(GLOSS): NOT_IN_LEXICON
SOLUTION 6: (fY) [DEFAULT] fY/NOUN_PROP
(GLOSS): NOT_IN_LEXICON




L’Arabic Treebank – ou ATB – est un corpus en arabe annoté manuellement. C’est une
ressource très précieuse pour le traitement automatique de l’arabe. Nous avons utilisé dans
certains travaux au cours de cette thèse le Penn Arabic Treebank (PATB) distribué par le LDC
(Maamouri et al., 2005a et Maamouri et al., 2005b).
Dans l’ATB, des corpus sont analysés morphologiquement et annotés manuellement
au niveau syntaxique. Au niveau symbolique, les corpus sont annotés par des étiquettes
morphosyntaxiques et des informations morphologiques. Chaque mot est translittéré (cf.
section 2.3.1.1) avec la translittération de Buckwalter. Pour chaque mot, on trouve toutes les
propositions de voyellation et de segmentation possibles selon BAMA. L’analyse correcte est
annotée dans l’ATB avec une *. La figure 2.4 montre toutes les possibilités d’analyse du mot
why ù
 ëð (et elle) proposées dans l’ATB. Toutes les possibilités d’analyses sont proposées àpartir de la base de données de BAMA. La segmentation correcte est annotée par une *.
L’ATB est souvent utilisé pour entraîner et construire des classifieurs, des annotateurs, des
parseurs ou pour évaluer des données. Il existe d’autres Treebanks distribués par le LDC,
comme le PADT -ou Prague Arabic Dependency Treebank- (Hajic et al., 2004) ou le Penn
Treebank qui a inspiré tous ces travaux.
2.2.2 L’European Language Resources Association (ELRA)
ELRA est aussi une organisation de collecte de ressources linguistiques. Les ressources de
l’ELRA sont évaluées par l’agence de distribution ELDA (Evaluations and Language resources
Distribution Agency)7.
Le catalogue ELRA contient beaucoup de ressources en arabe, mais il n’est pas aussi
riche que le LDC au niveau des corpus. Parmi les ressources que nous avons utilisé dans
certains travaux de cette thèse et qui proviennent d’ELRA, le corpus Arcade II (Chiao et al.,
2006) constitué de données provenant du journal ‘le Monde Diplomatique’ annoté en entités
nommées en arabe et en français.
7http://www.elda.org/
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SOLUTION 1: (wahiya) [wahiy-a_1] wahiy/PV+a/PVSUFF_SUBJ:3MS
(GLOSS): be frail/be fragile + he/it [verb]
* SOLUTION 2: (wahiya) [hiya_1] wa/CONJ+hiya/PRON_3FS
(GLOSS): and + it/they/she
SOLUTION 3: (why) [DEFAULT] why/NOUN_PROP
(GLOSS): NOT_IN_LEXICON
SOLUTION 4: (wahy) [DEFAULT] wa/CONJ+hy/NOUN_PROP
(GLOSS): and + NOT_IN_LEXICON
SOLUTION 5: (wahaY) [wahaY-i_1] wahaY/PV+(null)/PVSUFF_SUBJ:3MS
(GLOSS): be frail/be fragile + he/it [verb]
SOLUTION 6: (whY) [DEFAULT] whY/NOUN_PROP
(GLOSS): NOT_IN_LEXICON
SOLUTION 7: (wahY) [DEFAULT] wa/CONJ+hY/NOUN_PROP
(GLOSS): and + NOT_IN_LEXICON
Figure 2.4: Un exemple d’analyse du mot why (ù
 ëð, et elle) extrait de l’ATB. Les différentespossibilités de segmentation sont proposées par BAMA. La segmentation correcte est
marquée par *.
2.2.3 Autres ressources
Des communautés de traducteurs volontaires existent comme Meedan8, qui est constitué
d’une communauté de personnes volontaires qui traduisent des articles de presse sur Internet
ainsi que les commentaires des internautes de l’anglais vers l’arabe; et permettent donc de
récupérer des données bilingues à partir d’Internet. Des associations de traduction9 existent
aussi et font appel à des personnes volontaires pour traduire.
Wikipedia aussi est considérée comme une ressource riche. On peut y trouver parfois
le même article en plusieurs langues différentes, mais des articles en arabe traduits vers le
français ou vers l’anglais dans le domaine journalistique sont rares.
Il est possible de collecter des corpus monolingues gratuitement sur le web. Plusieurs
articles de journaux en arabe : Aljazeera, Alhayat, ... peuvent être récupérés à travers le web.
D’autres types de corpus en langue arabe sont intéressants, comme le corpus ANER10, qui
est un corpus monolingue en arabe annoté manuellement en entités nommées. Il a été utilisé
dans plusieurs travaux sur la reconnaissance des entités nommées en arabe, et entre autres
pour construire un système de détection des entités nommées au cours de nos travaux. Il a
été constitué manuellement par Benajiba, Rosso et Benedí (2007) et a été déposé sur Internet.
Des dictionnaires peuvent être téléchargés à partir d’Internet, notamment des diction-
naires de noms propres comme ceux disponibles avec le corpus ANER11. Geonames12 est
également une base de données géographique qui contient les noms propres de localisations
dans plusieurs langues, et qui permet de construire des dictionnaires de noms propres de




11Anergazetteers téléchargeables à partir du site http://users.dsic.upv.es/~ybenajiba/
12http://www.geonames.org/
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comme Ajeeb13 développé par la compagnie Sakhr14. Le problème des données disponibles
sur le web, c’est qu’elles sont très difficiles à collecter, et très bruitées.
Des collaborations ont été également réalisées pour annoter le Coran (Dukes, Atwell et
Habash, 2013). Le corpus du Coran annoté est disponible gratuitement sur le web15.
2.3 Le traitement automatique de l’Arabe : État de l’art
Les premières recherches sur le traitement automatique de l’arabe ont commencé vers les
années 1970 (Cohen, 1970) et concernaient notamment le lexique et la morphologie. Avec
Internet, la diffusion de la langue arabe et la disponibilité des moyens de traitement de
textes arabes, les travaux de recherche ont abordé des problématiques plus variées comme
la traduction automatique. Les outils d’apprentissage sont de plus en plus disponibles et
permettent de développer facilement des outils de traduction et d’extraction d’information.
Dans cette thèse, nous nous intéressons au traitement automatique de la langue arabe et
plus particulièrement à des applications de traitement de texte, essentiellement la traduction
automatique, ainsi qu’à des applications d’extraction d’information et particulièrement la
détection des entités nommées.
Comme le montre la section 2.1.2.3, les mots en arabe sont complexes et ceci est dû au
phénomène d’agglutination. La séparation des proclitiques de la forme de base – appelé
aussi analyse morphologique ou segmentation – permet de réduire le vocabulaire et donc
d’améliorer son traitement automatique. En langue arabe, le prétraitement est effectué en
trois étapes. La translittération est la première étape de prétraitement du texte arabe (voir
section 2.3.1.1). Les deuxième et troisième étapes de prétraitement du texte arabe concernent
l’analyse morphosyntaxique et l’analyse morphologique. L’ordre dans lequel sont effectués
ces deux traitements n’est pas forcément rigide et chaque outil implémente une manière
particulière d’articuler ces traitements. La détection des entités nommées peut également
faire partie des prétraitements du texte avant la traduction.
La section 2.3.1 présentera et définira ce que c’est la translittération du texte arabe ainsi
qu’un compte rendu des travaux effectués sur les prétraitements de l’arabe. L’enrichissement
des systèmes de traduction par des connaissances linguistiques, comme les entités nommées,
permet d’améliorer la traduction de l’arabe. Nous présenterons donc un échantillon de
travaux sur la détection des entités nommées en arabe dans la section 2.3.2. Quelques travaux
sur la traduction automatique de l’arabe seront présentés dans la section 2.3.3.
2.3.1 Le prétraitement de l’arabe
2.3.1.1 La translittération
La translittération est une opération qui consiste à transcrire, lettre à lettre, chaque graphème d’un
système d’écriture correspondant à un graphème d’un autre système, sans qu’on se préoccupe de la
prononciation, d’après le dictionnaire Larousse.
Afin de traduire les noms propres, ces derniers sont souvent translittérés d’une langue
source vers une langue cible : ils sont réécrits avec les caractères alphabétiques de la langue
cible les plus proches des caractères lui correspondant en langue source.
Dans le traitement automatique de l’arabe, un grand nombre de chercheurs utilisent
dans leurs travaux, une romanisation des caractères arabes. Cette romanisation consiste à
transformer les caractères arabes en caractères latins et donc à chaque caractère en arabe lui
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Une autre raison pour laquelle le texte arabe est translittéré dans la plupart des travaux,
est que dans beaucoup de travaux, les chercheurs utilisent l’analyseur morphologique BAMA
pour la segmentation du texte.
L’outil de translittération de l’arabe le plus connu et le plus utilisé dans les travaux sur la
langue arabe est celui de Buckwalter 6. L’avantage de Buckwalter est qu’il utilise les caractères
ASCII, qui sont facilement reproduits sans avoir besoin d’utiliser des encodages spéciaux ou
différents. Les encodages les plus utilisés pour l’arabe sont Unicode, CP-1256 et ISO-8859
(Habash, 2010). En particulier, pour l’arabe, il y a aussi des caractères utilisés pour indiquer
qu’une connexion cursive ou une ligature doit être faite entre deux caractères, telle que par
exemple lam-alif; et ces caractères sont difficiles à détecter (invisibles, ce sont des caractères
de contrôle).
D’autres méthodes et algorithmes de translittération de l’arabe ont été proposés comme
le translittérateur développé par Kashani, Popowich et Sarkar (2006) et celui proposé par
Al-Onaizan et Knight (2002a) qui translittèrent de l’arabe vers l’anglais. Sherif et Grzegorz
(2007) ont également proposé un algorithme de translittération. Ces travaux avaient pour
objectif essentiellement l’amélioration de la traduction des noms propres.
2.3.1.2 L’analyse morphologique et morphosyntaxique
Comme il a été déjà mentionné, l’arabe est une langue morphologiquement riche, l’analyse
morphologique est une tâche importante qui permet à la fois de réduire le vocabulaire ainsi
qu’à faciliter et améliorer les alignements en essayant d’avoir le même nombre de mots en
source et en cible.
La segmentation est un processus résultant généralement d’une analyse du texte qui
consiste essentiellement en une analyse morphosyntaxique et une analyse morphologique.
Souvent, ces deux tâches sont liées.
L’analyse morphosyntaxique consiste à détecter pour chaque mot du texte sa fonction
grammaticale dans la phrase et l’étiqueter. Des outils d’analyse morphosyntaxique sont
disponibles sur Internet comme Stanford Tagger16.
Darwish (2002) présente l’un des premiers travaux sur l’analyse morphologique de
l’arabe où il présente une approche qui permet de construire rapidement un analyseur
morphologique. L’analyseur produit la racine éventuelle pour chaque mot en arabe. Il est
basé sur des règles dérivées automatiquement et statistiquement. Des approches de plus en
plus performantes sont apparues par la suite.
Lee (2004) utilise les étiquettes morphosyntaxiques du texte en arabe -segmenté- et qui
sont alignées avec les étiquettes morphosyntaxiques du texte en anglais afin de décider de
garder ou pas les segmentations.
AMIRA développée par Diab (2009) implémente une approche différente, où la sépara-
tion des clitiques est effectuée indépendamment de l’étiquetage morphosyntaxique. Marsi,
Bosch et Soudi (2005) utilisent l’apprentissage basé sur la mémoire (memory-based learn-
ing) pour l’analyse morphologique et l’étiquetage de l’arabe. Ils utilisent le k-plus-proche
voisin et montrent que l’étiquetage morphosyntaxique peut être utilisé pour choisir l’analyse
morphologique la plus appropriée.
Dans les travaux de Kulick (2010), la segmentation et l’étiquetage morphosyntaxique sont
effectués simultanément en utilisant un classifieur, et sans utiliser d’analyseur morphologique.
Plus récemment Kulick (2011) a fait une extension de l’approche, en distinguant entre les
"tokens" classe ouvert (telle que nom, verbe, nom propre, etc.) et les "tokens" classe fermée
(telle que préposition, pronom relatif, etc.), qui diffèrent dans leurs affixations morphologiques
possibles et leur fréquences. Une liste de noms propres extraites de la base de données SAMA-
v3.1 (Maamouri et al., 2010b) était utilisée comme trait pour l’aide à la classification.
16http://nlp.stanford.edu/software/tagger.shtml
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MADA développé par Habash, Rambow et Roth (2009) est l’outil d’analyse morphologique
et de désambiguïsation pour l’arabe le plus utilisé. Cet outil effectue une analyse morphosyn-
taxique et choisit une proposition de segmentation parmi les propositions de mots segmentés
proposés par BAMA (Habash et Rambow, 2005). D’autres outils de segmentation de l’arabe
ont été développés initialement pour le prétraitement d’autres langues, ensuite ils ont été
adaptés pour la langue arabe comme MorphTagger (Mansour, 2010) qui a été conçu d’abord
pour l’étiquetage morphosyntaxique de l’hébreu (Mansour, Sima’an et Winter, 2007) et adapté
par la suite pour l’étiquetage et la segmentation de l’arabe. MorphTagger utilise également
l’analyseur morphologique BAMA. Les outils MADA et MorphTagger sont présentés plus en
détail dans le chapitre 4 de ce manuscrit.
El Isbihani et al. (2006) proposent trois méthodes de segmentation de la langue arabe :
une méthode à base d’apprentissage supervisé, une méthode basée sur les fréquences, et une
méthode fondée sur les automates à états finis. Ils montrent que la dernière approche donne
les meilleurs résultats et est adaptable à différentes tâches.
Parmi les approches à base de règles, on cite G-LexAr (Debili, Achour et Souissi, 2002) qui
est un analyseur morphologique de l’arabe à base de règles. Il effectue à la fois voyellation,
lemmatisation et segmentation d’un texte en arabe.
Des travaux ont été également effectués pour la segmentation de l’arabe dialectal comme
ceux de Habash et Rambow (2006) ou aussi ceux de Mohamed, Mohit et Oflazer (2012).
Une approche à base du Naïve Bayes propose une désambiguïsation des mots traduits de
l’arabe vers l’anglais en utilisant des schémas de correspondances dans un corpus parallèle
(Ahmed et Nürnberger, 2008). Shah et al. (2010) proposent un modèle d’analyse lexicale
utilisé dans plusieurs tâches entre autres l’annotation manuelle du texte en arabe.
L’ordre standard en arabe moderne standard est l’ordre Verbe-Sujet-Objet (Wright, 1988).
El Kassas et Kahane (2004) utilisent un arbre de dépendance afin de présenter la structure
syntaxique des phrases en arabe.
2.3.1.3 Discussion
Un des problèmes majeurs de la langue arabe est la non voyellation. L’absence des voyelles
génère une certaine ambiguïté du sens du mot d’une part, et à la difficulté à identifier sa
fonction dans la phrase d’autre part (voir section 2.1.2.1). Cette ambiguïté peut être en partie
levée par la voyellation. L’étiquetage grammatical permet également de prédire la voyellation,
puisque la terminaison des mots peut être révélatrice de la fonction du mot dans la phrase et
permet de distinguer le mode des verbes, la fonction des noms, ... , par exemple la damma (
 (u)) pour les noms sujets et les verbes à l’inaccompli et au futur, la fatha (  (a)) pour les
noms objets et les verbes au subjonctif, la kasra (  (i)) pour les noms au cas indirect (Baloul et
Mareüil, 2002).
Certains outils d’analyse morphologique déterminent la fonction du mot dans la phrase à
l’aide des mots voyellés. Il est alors préférable d’avoir des mots diacritisés avant d’effectuer
l’étiquetage morphosyntaxique puisque la voyellation aide à l’étiquetage morphosyntaxique
(Baloul et Mareüil, 2002). Par contre, cette méthode est lente, puisqu’il faut remettre les
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diacritiques pour détecter les informations lexicales et ensuite remettre chaque mot à son
format original de nouveau. De plus, cette méthode peut être une source d’erreurs.
Le traitement de l’arabe est le centre d’intérêt de beaucoup de travaux aujourd’hui et c’est
un sujet toujours d’actualité. En témoignent les conférences spécifiques à la langue arabe
comme CITALA17 ou des projets comme MEDAR18 qui a pour objectif d’ouvrir la voie à des
ressources résultant d’un effort de collaboration pour créer des ressources en langue arabe
dans la région méditerranéenne. Le projet GALE (Global Autonomous Language Exploitation)
également vise à traduire de gros volumes de données (écrites et orales) vers l’arabe.
Beaucoup d’outils de traitement automatique de l’arabe sont de plus en plus disponibles
comme par exemple les outils de translittération en ligne (ta3reeb19 développé par google,
yamli20, ou encore maren21 de Microsoft, etc.).
Il est à noter que l’alphabet arabe a été adapté à certaines langues comme le perse, le
pashto, ou le pakistanais. L’alphabet de ces langues contient entre autres des lettres en arabe,
mais ce n’est pas la langue arabe.
2.3.2 La détection des entités nommées en langue arabe
La détection des entités nommées (EN) consiste à repérer dans un texte donné, les noms
propres telle que les noms de personnes, noms de localisations ou aussi noms d’organisations,
etc.
L’analyse automatique des mots arabes est compliquée d’une part par l’existence de
nombreuses variantes orthographiques, notamment sur les noms propres, et d’autre part par
l’absence de voyellation dans les textes écrits (Habash, 2010) qui engendre de nombreuses
ambiguïtés, levées par la voyellation (Debili et Souissi, 1998). Ces facteurs tendent à multiplier
les formes inconnues dans les textes, dont il faudra décider (ou non) de l’appartenance à la
catégorie EN.
L’arabe se caractérise également par le caractère lacunaire des ressources dictionnairiques
et surtout par l’absence de distinction majuscule/minuscule qui est un indicateur très utile
pour identifier les noms propres dans les langues utilisant l’alphabet latin. Pour ces raisons,
la détection des EN en langue arabe représente de nombreux défis intéressants.
Les premiers travaux sur la reconnaissance des EN pour l’arabe datent de 1998 et reposent
sur des méthodes à base de règles (Maloney et Niv, 1998). Plus récemment, d’autres outils de
détection d’entités nommées ont été proposés par Shaalan et Raza (2009) qui utilisent une
approche à base de règles, des dictionnaires et une grammaire locale, et par Zaghouani et al.
(2010) qui adaptent un outil de détection des entités nommées à l’arabe. Samy, Moreno et
M. Guirao (2005) utilisent un corpus parallèle pour extraire des EN en arabe. Ils utilisent
un étiqueteur à base de règles enrichies avec un lexique monolingue espagnol pour extraire
les EN en espagnol qui sont, par la suite, translittérées vers l’arabe. Zitouni et al. (2005)
s’appuient sur l’utilisation des techniques d’apprentissage automatique (des Maximum Entropy
Markov Models) en considérant des jeux de descripteurs idoines, et parviennent à de très bons
résultats.
Ces travaux ont été prolongés en particulier par Benajiba et ses co-auteurs, et ont donné
lieu notamment à la construction du corpus ANER (Benajiba, Rosso et Benedí, 2007). Dans une
première approche, Benajiba et Rosso (2007) explorent un étiquetage fondé sur le maximum
d’entropie. Cette approche est étendue ensuite en décomposant la prédiction en deux temps:
d’abord les frontières de l’EN en introduisant des catégories morphosyntaxiques (POS), puis
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markoviens conditionnels -ou CRF- (Benajiba et Rosso, 2008) a permis d’explorer l’intégration
de l’ensemble des traits dans un modèle unique, amenant à de meilleures performances.
Benajiba, Diab et Rosso (2008) montrent également l’efficacité d’un prétraitement des textes
pour séparer les différents constituants du mot (proclitiques, lemme, et enclitiques). Abdul
Hamid et Darwish (2010) proposent d’intégrer des traits intra-mot (notamment n-grammes
de caractères) dans une modélisation CRF. Cette approche permet de capturer implicitement
les caractéristiques morphosyntaxiques, introduites explicitement dans les expériences de
Benajiba et Rosso (2008).
Plusieurs travaux sur la détection des entités nommées avaient pour objectif l’amélioration
de la traduction automatique. Dans certaines approches, des translittérations des noms
propres sont proposées (Kashani, Popowich et Sarkar (2006); Al-Onaizan et Knight (2002a);
Hermjakob, Knight et Daumé III, 2008) et dans d’autres travaux des dictionnaires sont utilisés
(Halek, Rosa et Tamchyna, 2011). Babych et Hartley (2003) montrent que la reconnaissance
des entités nommées en anglais améliore la qualité de la traduction vers le russe et le français.
2.3.3 La traduction automatique depuis et vers l’Arabe
Les particularités linguistiques de certaines langues rendent la tâche de traduction automa-
tique plus difficile. La complexité de la morphologie de quelques langues a incité les
chercheurs à étudier l’apport de la segmentation du texte sur plusieurs langues comme le
tchèque (Goldwater et Mc Closky, 2005) ou l’allemand (Durgar El-Kahlout et Yvon, 2010;
Nießen et Ney, 2000). L’impact de la segmentation des mots en des racines et suffixes a
été étudié par Popovic et Ney (2004) pour l’espagnol, le catalan et le serbe. Pour certaines
langues, comme le chinois, l’unité d’analyse est le caractère (Jing et al., 2003).
D’après Attia (2008); Farghaly et Shaalan (2009) plusieurs niveaux d’ambiguïté posent un
défi de taille pour le traitement automatique de l’arabe. La richesse de la morphologie de la
langue arabe est donc l’une des principales raisons pour lesquelles plusieurs études se sont
focalisées sur l’impact de la segmentation du texte en arabe pour sa traduction automatique.
Un mot en arabe peut se traduire par une phrase en français, ou en anglais. Selon Zbib et
Soudi (2012), le nombre de types de mots dans un corpus en arabe sera 20 à 25 % plus
important que le nombre de types de mots dans un corpus lui correspondant en anglais dans
la même taille. Alotaiby, Alkharashi et Foda (2009) montrent dans une étude sur les corpus
Arabic Gigaword Third Edition (Graff, 2007) et English Gigaword Third Edition (Graff et al., 2007)
que le nombre de types de mots dans le corpus arabe est 76 % plus important que le nombre
de types de mots dans le corpus anglais.
La segmentation permet donc (i) de réduire le nombre de mots inconnus ainsi que la taille
du vocabulaire, et (ii) d’améliorer la qualité de l’alignement des mots en réduisant l’écart du
nombre de mots entre la langue source et la langue cible. La segmentation du texte en arabe
présente les mêmes avantages que l’arabe soit la langue à traduire ou la langue traduite.
Habash et Sadat (2012) et Al-Haj et Lavie (2012) comparent différentes segmentations
possibles et montrent que les modèles de traduction automatique statistique donnent de
meilleures performances si le texte en arabe est segmenté, et ceci que ce soit pour le cas où
l’arabe est la langue source (Habash et Sadat, 2012) ou la langue cible (Al-Haj et Lavie, 2012).
Zollmann, Venugopal et Vogel (2006) ainsi que Larkey, Ballesteros et Connell (2002) montrent
également qu’il est préférable de segmenter le texte en arabe avant de le traduire.
Plusieurs projets s’intéressent à la traduction de données (texte, parole) depuis ou vers
l’arabe. Meedan22 vise à traduire tout ce qui est posté sur le site vers l’arabe et l’anglais,
que ce soit les titres, les commentaires, ou les articles partagés. L’objectif du projet GALE
(Global Autonomous Language Exploitation)23 est de rendre des langues étrangères (arabe





(Soltau et al., 2009). La reconnaissance automatique de la parole (ASR) est une composante
essentielle dans GALE. Des données en dialecte arabe sont transcrites et traduites vers
l’anglais, essentiellement des dialectes égyptiens. Le projet SAMAR qui fait l’objet de cette
thèse a pour objectif de construire une plateforme de traitement multimédia en langue arabe,
et traduire les dépêches AFP de l’arabe vers le français et l’anglais.
Les travaux sur la traduction vers l’arabe sont moins nombreux par rapport aux travaux
concernant la traduction automatique depuis l’arabe. Néanmoins la traduction automatique
vers l’arabe est un problème difficile. Lors de l’entraînement d’un système de traduction, des
prétraitements sont nécessaires afin de réduire l’écart entre la morphologie et la syntaxe de
l’arabe et la langue source (souvent l’anglais). Les mots en arabe sont donc segmentés afin de
se rapprocher au plus de l’anglais. La recombinaison après la traduction n’est pas triviale :
ceci est dû aux problèmes morphologiques et d’ambiguïté qui apparaîssent. Par exemple la
recombinaison du proclitique l suivi de Al entraîne une altération du A, donc le segment l
+ Almktb (pour le bureau) devient llmktb. Il y a aussi les problèmes d’ambiguïtés lexicales
comme par exemple le y (YAA) est souvent écrit Y (ALIF MAKSURA). El Kholy et Habash
(2012); Zbib et Badr (2012) proposent des schémas de recombinaison afin de remédier à ces
problèmes.
2.4 Conclusion
Plusieurs travaux se sont intéressés au traitement de l’arabe. Carpuat, Marton et Habash
(2012) améliorent la traduction de l’arabe vers l’anglais en utilisant une méthode de réordon-
nancement des phrases verbales (VS) – en arabe – en phrases nominales (SV) lors de l’étape
d’alignement. Cette stratégie améliore les scores BLEU jusqu’à 0,6 points BLEU et réduit le
taux d’erreur (TER) jusqu’à 0,7 points.
La langue arabe est une langue ayant un vocabulaire très riche. Parfois, il est difficile de
trouver une traduction exacte pour certains mots, et certains mots sont souvent traduits de
l’arabe vers une autre langue (comme le français par exemple) par un ensemble de mots ou
même une phrase. La traitement automatique et en particulier la traduction automatique
de l’arabe présentent donc plusieurs défis. La langue arabe est caractérisée par sa forme
morphologiquement complexe qui amplifie énormément le vocabulaire et rend la tâche de
traduction automatique plus complexe.
Actuellement, de plus en plus de recherches se focalisent sur le traitement de cette langue
morphologiquement riche et complexe. Le traitement automatique de l’arabe moderne
standard est différent du traitement automatique de l’arabe dialectal. Récemment, des
outils de traduction automatique de l’arabe dialectal vers l’arabe moderne standard ont été
implémentés (Salloum et Habash, 2012).
L’arabe parlé cause un sérieux défi pour la traduction automatique et ceci est dû surtout à
la rareté des données dialectales. Il existe plusieurs dialectes différents en arabe et plusieurs
variantes régionales issues d’un seul dialecte. Bien que la traduction du dialecte soit un
problème difficile, plusieurs travaux se sont focalisés sur cette tâche. La traduction de la
parole nécessite au préalable une transcription de l’oral. Ceci peut être effectué par des
transcripteurs – ce qui est très coûteux – ou en utilisant des outils de reconnaissance de
la parole et de transcription automatique (Lamel, Messaoudi et Gauvain, 2007; Messaoudi,
Gauvain et Lamel, 2006). Avec la facilité d’accès à Internet, le dialecte peut être collecté à
partir du web (forums, chat, ...). Zbib et al. (2012) constituent un corpus parallèle en collectant
des données dialectales sur le web (forums et facebook) et en les traduisant en utilisant
Amazon Mechanichal Turk24. L’utilisation de données dialectales pour traduire le dialecte
égyptien montre une amélioration des performances de traduction.
24http://www.mturk.com/
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Les travaux présentés dans ce manuscrit concernent l’amélioration et l’enrichissement
des systèmes de traduction automatique statistique de l’arabe écrit vers le français et vers
l’anglais. Dans la suite de nos travaux nous nous intéressons principalement au traitement
automatique de l’arabe moderne standard. Plus particulièrement, nous avons travaillé sur le
prétraitement de l’arabe qui représente une partie intéressante de nos travaux.
Dans ce chapitre, nous avons donné un bref aperçu sur l’origine de la langue arabe. Nous
avons présenté les deux formes principales de la langue arabe. Un échantillon des principales
ressources existantes pour le traitement automatique de l’arabe a été fourni. Finalement, nous
avons présenté un état de l’art des travaux existants sur le traitement automatique de l’arabe
et plus particulièrement les travaux existants sur les prétraitements de l’arabe, la traduction
automatique de l’arabe et la détection des entités nommées en arabe. Ces deux traitements
font partie des analyses effectuées avant de traduire un texte en arabe et seront étudiés plus
en détails dans la deuxième partie du manuscrit.
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Exploration d’un corpus comparable pour
l’adaptation du modèle de traduction
En traduction automatique statistique, les systèmes de traduction sont constitués à partir
de corpus parallèles, constitués d’un ensemble de textes en langue source alignés avec leur
traduction en langue cible. Pour certaines paires de langues, les corpus parallèles sont
seulement disponibles pour un nombre limité de domaines comme les débats politiques ou
les textes réglementaires.
Une autre ressource peut être très utile pour les travaux en traduction automatique
statistique et particulièrement pour les langues qui sont très limitées en ressources, les corpus
comparables. Ces derniers sont constitués de paires de corpus qui contiennent des textes
de types similaires, ayant été construits dans la même période et traitant les mêmes thèmes,
mais ne sont pas des traductions exactes les uns des autres.
D’après Fung et Cheung (2004), il existe plusieurs types de corpus comparables : des
corpus comparables constitués d’un ensemble de textes parallèles, et des corpus comparables
constitués à partir de textes différents. Les approches d’exploitation de corpus comparables
doivent donc être adaptées aux particularités des données auxquelles elles sont appliquées.
Les corpus comparables représentent une source d’information utile à partir de laquelle il
est possible d’extraire des dictionnaires bilingues (Fung et Yee, 1998; Rapp, 1995) ou aussi pour
l’apprentissage des termes multilingues (Langé, 1995; Smadja, McKeown et Hatzivassiloglou,
1996). Plus récemment, des travaux ont montré que les corpus comparables peuvent être
la source de création de données parallèles telle que des phrases, des mots, des fragments
(Bouamor, Semmar et Zweigenbaum, 2013), ou aussi des paragraphes (Li et Gaussier, 2010).
Des travaux s’intéressent à l’extraction de lexiques bilingues à partir de corpus compa-
rables. Morin et Daille (2004) extraient les termes complexes dans chaque langue et les
alignent au niveau mot en utilisant une méthode statistique exploitant le contexte des termes.
Une approche d’extraction de termes médicaux et leurs traductions à partir d’un corpus
comparable est proposée par Morin et al. (2010). Morin et Prochasson (2011) présentent une
approche pour l’extraction de lexiques bilingues spécialisé à partir d’un corpus compara-
ble et montrent que l’utilisation d’un petit lexique bilingue spécialisé – induit à partir des
phrases parallèles incluses dans le corpus comparable – améliore la qualité d’extraction de
lexique bilingue. Hazem, Morin et Saldarriaga (2011) proposent une approche d’extraction de
traductions de mots à partir de corpus comparables inspirée des métamoteurs de recherche
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d’information. Récemment, Hazem et Morin (2012) présentent une approche – basée sur les
systèmes Question-Réponse – pour l’extraction de lexiques bilingues à partir de corpus com-
parable. Le mot est considéré comme une partie d’une question, sa traduction est recherchée
dans la réponse à cette question dans la langue cible.
Comme déjà mentionné, l’extraction de corpus parallèles à partir d’un corpus comparable
constitue un sujet de recherche très intéressant. Dans l’approche de Munteanu et Marcu (2005)
par exemple, des méthodes d’extraction d’information sont combinées afin d’identifier des
documents parallèles : un dictionnaire bilingue existant est tout d’abord utilisé pour traduire
chaque document en langue source vers la langue cible. Pour chaque paire de documents, des
paires de phrases et de segments parallèles sont extraites en utilisant un lexique de traduction
et un classifieur à maximum d’entropie. Un échantillon de travaux récents sur les corpus
comparables est rapporté dans Rapp et al. (2012).
D’autres approches d’amélioration de systèmes de traduction statistique avec des cor-
pus comparables ou monolingues ont été proposées. Schwenk (2008); Ueffing, Haffari et
Sarkar (2008) proposent une approche d’auto-apprentissage sur des données du-domaine afin
d’adapter et améliorer le système de base entraîné sur des données hors-domaine.
Dans ce chapitre, nous présentons une nouvelle approche d’extraction de corpus parallèle
à partir d’un corpus comparable bruité constitué de données journalistiques en arabe et en
français. Nous présentons un ensemble d’expériences dont le but est d’utiliser le corpus
comparable de deux manières différentes. La première approche consiste à extraire des
phrases parallèles du-domaine à partir du corpus comparable, et la deuxième approche consiste
à adapter le modèle de traduction et comparer différentes méthodes d’adaptation en utilisant
des données du domaine. Ces deux approches visent à adapter les modèles de traduction au
type de données à traduire.
L’objectif de ces expériences est de comparer différentes méthodes pour construire un
système de traduction automatique spécifique aux données journalistiques en utilisant (i)
un système de traduction de base entraîné sur des données hors domaine et (ii) un corpus
comparable. Comme nous l’avons déjà mentionné, vu le grand nombre de documents
parallèles, la meilleure solution est de construire un nouveau corpus parallèle du domaine.
Dans la section suivante, nous présentons un aperçu des travaux réalisés sur l’extraction
de corpus parallèles et l’adaptation à partir de corpus comparables. La section 3.2 présente
les motivations pour ces travaux suivie par une description détaillée de nos approches
d’extraction de corpus parallèle et d’adaptation de modèles de traduction dans les sections 3.3
et 3.4. Dans la section 3.5, on présente les expériences effectuées, ainsi que les résultats que
nous avons obtenus et l’évaluation de nos approches d’adaptation. Finalement on conclut le
chapitre dans la section 3.6.
3.1 État de l’art
Dans les systèmes de traduction automatique statistique, l’utilisation des corpus comparables
est répartie en deux catégories : d’une part, des approches dont le but est d’extraire des
fragments parallèles et d’autre part, des approches dont le but est d’adapter des ressources
existantes à un nouveau domaine en utilisant des corpus comparables.
3.1.1 Extraction de segments parallèles
Comme indiqué précédemment, les corpus parallèles sont des ressources très rares et très
limitées dans certains domaines (médecine, agriculture, etc.) et c’est pour cette raison que
plusieurs travaux se sont intéressés à explorer les corpus comparables afin d’en extraire des
corpus parallèles.
Dans la plupart des travaux d’extraction automatique de segments parallèles, le processus
est constitué de deux étapes. Tillmann et Xu (2009) identifient tout d’abord un ensemble de
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paires de textes candidats, ensuite les phrases parallèles sont identifiées en se basant sur des
scores de similarité.
Les travaux de Zhao et Vogel (2002) se sont focalisés sur l’extraction de phrases parallèles à
partir d’un ensemble de textes comparables chinois/anglais. Les similarités entre les phrases
sont extraites à partir d’un modèle d’alignement probabiliste. L’identification des phrases
parallèles s’effectue en se basant sur le rapport de leur longueur, ainsi que le score du modèle
IBM 1 pour les alignements mot-à-mot.
Resnik et Smith (2003) proposent une approche pour extraire des corpus parallèles à partir
de documents collectés à partir d’Internet. Les correspondances entre les documents et les
phrases sont principalement détectées en se basant sur la similarité des adresses web ou des
pages web ayant la même structure interne.
Une approche d’extraction de corpus parallèles en utilisant des techniques d’extraction
d’information – Cross-Lingual Information Retrieval ou aussi CLIR – a été proposée également
par Munteanu et Marcu (2005). Les scores de similarité sont calculés en utilisant un modèle
de régression logistique dont l’objectif est de détecter les phrases parallèles. Chaque phrase
dans le document source est mise en correspondance avec plusieurs phrases dans la langue
cible. Toutes les paires de phrases candidates sont classifiées par la suite pour chaque paire
de documents. Smith, Quirk et Toutanova (2010) montrent dans des travaux plus récents, des
améliorations des méthodes de détection de phrases parallèles à partir de données extraites de
Wikipedia. L’extraction est effectuée, en utilisant des modèles basés sur les champs markoviens
conditionnels (CRF), avec un ensemble de paramètres plus riche et des dépendances entre
les phrases. Kumano et Tokunaga (2007); Munteanu et Marcu (2006) traitent également la
question de fouille de fragments parallèles à partir d’un corpus comparable.
L’approche proposée par Abdul-Rauf et Schwenk (2009) consiste à utiliser un système de
traduction existant pour construire la partie cible du corpus, et ensuite, comparer les phrases
existantes avec la partie cible générée automatiquement, en utilisant des mesures de distance
(WER, TER). Cette approche a été généralisée sur plus de données par Uszkoreit et al. (2010)
qui montrent les avantages d’utilisation d’une seule langue pour adopter des techniques
efficaces de détection de parallélisme (Broder, 2000).
3.1.2 Exploration des corpus comparables pour l’adaptation
Les corpus comparables représentent une ressource très utile pour adapter et spécialiser des
ressources existantes (dictionnaires, modèles de traduction, modèles de langue) à des do-
maines spécifiques. Dans ce chapitre, on s’intéresse seulement à l’adaptation de modèles
de traduction. Une étude détaillée des différentes techniques d’adaptation de modèles de
langue est proposée par Bellagarda (2001). Zhao, Eck et Vogel (2004) par exemple explorent
différentes techniques d’adaptation de modèle de langue, en utilisant des modèles de langue
spécifiques. L’adaptation de modèles de langues sera étudiée plus en détails dans le chapitre 6
de ce manuscrit où on explore les différentes thématiques des dépêches AFP.
Une amélioration du modèle de traduction a été proposée par Snover, Dorr et Schwartz
(2008) en ajoutant de nouvelles règles de traduction. Ces règles associent chaque phrase dans
un document source avec les phrases cibles les plus fréquentes dans un corpus comparable
spécialement conçu pour ce document. La correspondance entre les documents s’effectue à
l’aide des scores de probabilités.
Cettolo, Federico et Bertoldi (2010) utilisent un modèle de traduction de référence pour
obtenir plutôt des alignements de segments entre la phrase source et la phrase cible dans
un corpus comparable. Ces alignements sont raffinés avant que les nouvelles phrases soient
collectées. La figure 3.1 illustre le processus pour construire un modèle de traduction adapté
en utilisant un corpus parallèle extrait automatiquement à partir d’un corpus comparable.
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Figure 3.1: Techniques d’extraction de corpus parallèle à partir d’un corpus comparable.
3.2 Motivations
Comme mentionné auparavant, les corpus monolingues et les corpus comparables sont
beaucoup plus faciles à récupérer que les corpus parallèles. Dans le cadre du projet SAMAR,
nous devons construire un système de traduction arabe-français et un système de traduction
arabe-anglais. Ces systèmes de traduction vont servir de plateforme de traduction de dépêches
de l’AFP provenant principalement du Moyen-Orient.
Pour la paire de langues arabe-français, nous avons (i) des données parallèles arabe-
français constituées principalement de données provenant de l’ONU1, et (ii) un corpus
comparable constitué à partir de dépêches AFP. De plus, nous savons que dans le corpus
comparable arabe-français, un grand nombre des dépêches en français ont été traduites
par des journalistes vers l’arabe. Dans certains cas la traduction n’est pas littérale et dans
d’autres cas elle implique également une réécriture. Le corpus comparable dont on dispose,
est constitué donc d’une sous partie de corpus parallèle, mais on ne sait pas quelles sont les
dépêches qui sont les traductions les unes des autres.
Pour la partie arabe-anglais, nous avons (i) un corpus parallèle arabe-anglais non dis-
tribuable, et (ii) un corpus comparable arabe-anglais constitué à partir de dépêches AFP. Par
contre, pour cette paire de langues, le corpus comparable ne contient pas un sous ensemble
de corpus parallèle.
La technique d’extraction de corpus parallèle peut être appliquée dans notre cas pour la
paire de langues arabe-français. Cela est d’autant plus facile puisque toutes les dépêches sont
1Organisation des Nations Unies
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horodatées, ce qui permet de repérer facilement les textes parallèles candidats. Pour traduire
des dépêches AFP, il est préférable d’utiliser un système de traduction adapté à ce type de
données. Dans les deux cas, nous appliquerons une stratégie de bootstrapping (amorçage) en
utilisant comme référence un système constitué de données hors-domaine. Nous allons donc
décrire nos approches d’extraction de corpus parallèle à partir d’un corpus comparable et
d’adaptation du modèle de traduction.
Dans ce chapitre, toutes les expériences effectuées ont été réalisées sur la paire de langues
arabe-français puisque nous disposons d’un corpus de développement et de test constitués à
partir de dépêches AFP provenant du Moyen-Orient seulement pour cette paire de langues.
3.3 Approche d’extraction de corpus parallèle
Dans cette section, nous présentons notre approche d’extraction de corpus parallèle. Cette
approche consiste à présenter notre méthode d’extraction d’un corpus parallèle à partir d’un
corpus comparable du domaine. En ce qui concerne cette approche, il est nécessaire d’avoir
principalement un système de traduction de base hors domaine et un corpus comparable du
domaine. Ce sont les deux principales ressources nécessaires pour l’extraction de corpus.
Comme le montre la figure 3.2, notre approche d’extraction d’un corpus parallèle du
domaine à partir d’un corpus comparable du domaine est constituée essentiellement de trois
étapes principales.
Figure 3.2: Processus d’extraction de corpus parallèle à partir d’un corpus comparable.
Les trois étapes sont réparties comme suit :
1. Traduction: traduire le côté source du corpus comparable;
2. Sélection de paires de documents : choisir, dans le corpus comparable, les documents
qui sont similaires aux sorties de traduction;
3. Sélection de paires de phrases : choisir les paires de phrases parallèles à partir des
paires de documents choisis.
L’idée principale consiste dans le fait que le calcul des scores de similarité entre des
documents ayant la même langue permet d’utiliser des méthodes de comparaison efficaces.
Cette méthode est plus simple que de devoir définir des scores de similarité complexes en
utilisant des modèles d’alignement.
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L’étape de traduction (1) consiste à traduire les documents de la partie source du corpus
comparable, en arabe, en utilisant le système de traduction de base hors domaine. Ce dernier a
été entraîné sur des données parallèles hors domaine. Cette étape est différente de l’approche
de Munteanu et Marcu (2005) où un dictionnaire bilingue est utilisé – à la place d’un système
de traduction – pour traduire les documents.
Avant de traduire les dépêches AFP en arabe, des prétraitements ont été réalisés sur ces
données. Nous avons remarqué que dans les dépêches en arabe – qui sont à l’origine des
traductions manuelles de dépêches en français – certaines phrases ont été regroupées sur la
même ligne. Une méthode pour séparer les phrases a été donc développée afin d’avoir une
phrase complète par ligne. Le classifieur Wapiti2 (Lavergne, Cappé et Yvon, 2010) – développé
au LIMSI et fondé sur les champs markoviens conditionnels (ou CRF Lafferty, McCallum et
Pereira, 2001) – a été utilisé pour la classification des phrases. La séparation des phrases
permet d’augmenter les chances d’avoir plus de phrases à aligner entre la langue source et la
langue cible. La structure des phrases traduites se rapproche donc de la structure des phrases
extraites des dépêches en français.
Une fois que les documents sont traduits, l’étape suivante est la sélection de paires de
documents (2) qui consiste à apparier les documents traduits automatiquement (AR:FR) avec
les documents originaux dans la langue source (FR). Pour chaque document traduit, un score
de similarité est calculé entre ce document et tous les documents dans la langue cible datés
du même jour. Les scores de similarité sont calculés en se basant sur le coefficient Dice
(Dice, 1945; Lin, 1998). Ce coefficient calcule le nombre de mots en commun dans les deux
documents, normalisé par la longueur du document traduit (AR:FR).
Le nombre des documents à comparer est limité grâce à des connaissances préalables
telles que la date de publication des dépêches. Pour chaque document en langue source, le
document en langue cible ayant obtenu le meilleur score est choisi comme étant un candidat
potentiel de document similaire. Une fois les documents candidats appariés, seules les paires
de documents ayant obtenu un score de similarité supérieur à un seuil Td sont conservées. Les
paires de documents sont filtrées afin d’éviter les fausses correspondances entre documents.
Dans les expériences qui seront présentées par la suite, le seuil a été fixé de manière à favoriser
la précision sur le rappel.
Un ensemble de paires de documents similaires en source et en cible sont finalement
sélectionnées. Ces paires de documents peuvent être des traductions exactes les uns des
autres. Cependant, dans la plupart des cas, les documents sont des traductions bruitées et
seulement un sous ensemble des phrases de ces documents sont des traductions exactes.
La dernière étape de sélection de phrases (3) consiste à effectuer un alignement au niveau
des phrases de chaque paire de documents. Le but de cette étape est de garder seulement les
phrases parallèles. L’alignement des phrases est effectué avec l’outil d’alignement de phrases
hunalign3 (Varga et al., 2005). Hunalign fournit également des scores de confiance pour les
alignements entre phrase(s) source(s) et phrase(s) cible(s).
Comme pour l’étape de sélection de documents, seules les paires de phrases qui ont un
score d’alignement supérieur à un seuil de confiance Ts sont choisies. Le seuil de confiance
Ts est choisi également de manière à favoriser la précision sur le rappel. Finalement, un
alignement 1:1 est retenu, permettant de construire un petit corpus parallèle adapté au type de
données à traduire. Notre approche est assez différente de l’approche de Munteanu et Marcu
(2005) où l’étape de sélection de phrases est effectuée en utilisant un classifieur d’entropie
maximale (Maximum Entropy) et l’évaluation du degré de parallélisme des phrases extraites
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3.4 Approche d’adaptation des modèles de traduction
Dans cette section, on présente notre approche d’adaptation de système de traduction aux
données à traduire en utilisant un corpus comparable. Cette approche consiste à adapter les
modèles de traduction avec différents corpus parallèles soit (i) extraits automatiquement ou
(ii) construits automatiquement.
Afin de pouvoir exploiter notre corpus comparable, nous avons produit des traductions
vers le français de toutes les dépêches en arabe. Ceci signifie que nous avons donc trois
corpus parallèles :
∙ Le corpus d’entraînement de base, ayant une très grande taille, et constitué d’une
centaine de millions de mots, qui produit des traductions de qualité acceptable, mais
qui est hors domaine;
∙ Le corpus du domaine extrait, qui est beaucoup plus petit et potentiellement très bruité;
∙ Le corpus du domaine traduit, qui est de taille moyenne, et qui a une qualité beaucoup
plus mauvaise que les autres, puisqu’il contient des erreurs de traductions.
Compte tenu de ces trois corpus, différentes méthodes d’adaptation des modèles de traduc-
tions ont été étudiées. La première approche consiste à concaténer le corpus d’entraînement
de base (hors domaine) et le corpus du domaine (soit le corpus extrait ou le corpus traduit)
pour entraîner un nouveau modèle de traduction. Étant donné la différence de taille entre
les deux corpus, cette approche peut donner l’impression que le modèle de traduction hors
domaine est favorisé par rapport au modèle du domaine.
La deuxième approche consiste à entraîner séparément des modèles de traduction : d’une
part, le modèle de base, et d’autre part le modèle avec les données du domaine. La combinaison
des deux modèles est ensuite optimisée avec MERT (Och, 2003). Ceci réduit la taille du modèle
de traduction mais par contre augmente le nombre de poids qui doivent être optimisés, et
donc MERT peut devenir moins stable.
Une dernière approche est également considérée, qui consiste à utiliser seulement les
données du domaine pour entraîner le modèle de traduction. Dans ce cas, l’approche consiste
à étudier l’impact de la petite taille des données hors domaine.
Une étude comparative des trois approches, utilisant les trois corpus, est étudiée dans la
section suivante.
3.5 Expériences et résultats
Cette section présente les données que nous avons utilisées, le système de traduction de base,
les expériences effectuées pour développer la méthode d’extraction de corpus parallèles ainsi
que les expériences réalisées pour l’adaptation du modèle de traduction avec les différentes
approches présentées dans la section 3.4. Une comparaison et une évaluation de ces approches
ont été effectuées.
3.5.1 Contexte et données
Les expériences se sont déroulées dans le contexte du projet SAMAR, décrit dans l’introduction
de ce manuscrit. Chaque jour, l’AFP produit environ 250 dépêches en langue arabe, 800
dépêches en français et en anglais. Ces dépêches proviennent directement de l’AFP et sont
stockées sur les disques du LIMSI.
L’ensemble des dépêches utilisées dans ce chapitre ont été récupérées entre décembre
2009 et décembre 2010. Ce corpus comparable est constitué de 75,975 dépêches en arabe et
288,934 dépêches en français (environ 1 million de phrases pour la partie arabe et 5 millions
de phrases pour le français).
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La particularité de ce corpus comparable est que beaucoup de dépêches en arabe sont
des traductions de dépêches en français. Ces traductions peuvent être partiellement fidèles.
Lorsqu’un journaliste traduit une dépêche, il est libre de réorganiser la structure du contenu
d’un document ou d’étendre ce dernier. La figure 3.3 montre une paire de phrases extraites
d’une paire de dépêches dont une a été traduite manuellement par un journaliste. Les
deux dépêches sont donc des traductions l’une de l’autre. La figure contient un exemple
d’une phrase extraite de la dépêche en arabe et sa traduction extraite de la dépêche qui lui
correspond en français. On présente également dans cette figure la traduction exacte de la
phrase en arabe vers le français.
Dépêche AR : é® 	®Ë@ Èñk èQåAJ. ÖÏ @ Q
 	« HA 	ðA 	®ÖÏ @
	¬A 	JJ@ 	áÓ A 	JK
YË © 	KAÓ B 	ám
	' 	¬A 	@ð
. ñëAJ
 	K AJ 	K AêÊ  	®K
 	à@ ÈðAg ú

æË@ð AîD
Ë @ Iî D 	K @ ú

æË @ é¢® 	JË @ 	áÓ
Traduction exacte: Et il a ajouté, nous à Hamas, on n’a pas de problème de repren-
dre les négociations indirectes autour de l’affaire au point où
elles s’étaient arrêtées et que Netanyahu a essayé de les faire
échouer.
Dépêche FR : Le porte-parole a réeaffirmé que le Hamas était prêt à
reprendre les tractations au point où elles s’étaient arrêtées.
Figure 3.3: Un exemple d’une traduction approximative extraite d’une paire de documents
arabe-français similaires.
On remarque que la traduction de la phrase dans cet exemple n’est pas exacte. La phrase
en arabe contient plus d’informations qui ont été ajoutées par le journaliste.
Dans nos expériences, le corpus comparable du domaine est constitué d’un ensemble de
documents en arabe et en français qui peuvent être parallèles, partiellement parallèles, ou pas
du tout parallèles. Il n’y a pas de lien explicite entre les parties arabe et français du corpus
comparable qui indiquerait le degré de parallélisme entre deux dépêches. La date de parution
de la dépêche peut être un indicateur utile pour l’extraction de phrases parallèles.
3.5.2 Système de traduction de base
Le système de traduction de base hors domaine a été entraîné sur un corpus de 7,6 millions de




Project Syndicate 18,6 K
Total 7,6 M
Tableau 3.1: La répartition des données du corpus d’entraînement hors-domaine.
Ce corpus a été récupéré à partir de sources accessibles au public sur le web : la base de
données des documents des Nations Unies (ONU), le site web de l’Organisation Mondiale de
la Santé (World Health Organization, WHO) et le site web du Project Syndicate. Les données
de l’ONU représentent de loin la plus grande partie de ce corpus, sachant que seuls les
documents du Project Syndicate peuvent être considérés comme étant du domaine.
Le tableau 3.2 présente le nombre de tokens et la taille des vocabulaires pour chacun
des trois corpus dont on dispose : le corpus d’entraînement de base (base), le corpus extrait
automatiquement (extrait) et le corpus traduit automatiquement (traduit).
42
3.5. Expériences et résultats
ar fr
Corpus #tokens voc #tokens voc
base 162M 369K 186M 307K
extrait 3,6M 72K 4,0M 74K
traduit 20,8M 217 K 22,1M 181K
Tableau 3.2: Statistiques sur les corpus : le nombre total des tokens dans les parties arabes et
français, ainsi que la taille des vocabulaires arabe et français. Les nombres sont
donnés pour des données prétraitées.
Les tokens représentent les unités séparées par des espaces dans le corpus. Ils peuvent être
des mots ou aussi des marques de ponctuation. Les mots en arabe sont souvent composés, et
les sous mots représentent donc des tokens (lorsque les données sont prétraitées).
En ce qui concerne le modèle de langue utilisé pour l’ensemble des expériences, c’est
un modèle de langue 4-gramme construit à partir d’un corpus de 2,4 milliards de mots
issus principalement du corpus français Gigaword constitué essentiellement de données
journalistiques.
Avant de construire un système de traduction et d’aligner le texte parallèle, il est nécessaire
de prétraiter le texte parallèle afin d’améliorer la traduction (Fournier, 2008) surtout si les
langues traitées ont une morphologie complexe. Comme déjà mentionné dans le chapitre 2,
le prétraitement de l’arabe est une tâche qui s’avère nécessaire pour faire face à la rareté des
données et réduire le vocabulaire morphologiquement riche et complexe.
La chaîne de prétraitement que nous avons mise en place pour la partie arabe pour
l’ensemble de ces expériences était constituée de plusieurs étapes. En premier lieu, toutes
les données en arabe sont translittérées avec Buckwalter (Buckwalter, 2002). Une analyse
morphologique du texte en arabe est ensuite effectuée avec l’outil d’analyse morphologique
et de désambiguïsation MADA (Habash, Rambow et Roth, 2009). MADA présente plusieurs
types de segmentations. Nous avons utilisé le type de segmentation MADA-D2, puisque
d’après Habash et Sadat (2006), c’est le type de segmentation le plus efficace lorsqu’on a un
grand corpus. MADA-D2 consiste à séparer les proclitiques ð (w), 	¬ (f), È (l), ¼ (k), H. (b) et
 (s) de la forme de base.
Pour la partie française du corpus, la tokenisation consiste à séparer les mots des ponctua-
tions et à remplacer les majuscules par des minuscules, sauf pour les noms propres.
Les données parallèles prétraitées en arabe et en français ont été alignées avec MGiza++4
(Gao et Vogel, 2008). Le décodeur Moses (Koehn et al., 2007) a été ensuite utilisé pour
symmétriser les alignements en utilisant l’heuristique grow-diag-final-and et extraire les phrases
avec une longueur maximale de 7 mots. Un modèle de distorsion lexicale a été entraîné pour
les phrases en arabe et en français. Les poids des paramètres ont été optimisés par MERT
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3.5.3 Extraction du corpus parallèle du domaine
Afin d’extraire le corpus parallèle à partir de notre corpus comparable du domaine, nous avons
utilisé la méthode décrite dans la section 3.3. En premier lieu, les documents en arabe sont
traduits vers le français en utilisant le système de traduction de base. Ensuite, pour choisir
les paires de documents candidats, chaque document traduit (ar:fr) est comparé à tous les
documents en français qui sont parus le même jour que le document en arabe. Afin de fixer
les meilleurs seuils pour la sélection des documents, nous avons varié les valeurs des seuils
Td et Ts, et nous avons calculé à chaque fois le nombre de documents et de phrases extraits
comme le montre le tableau 3.3.
Système Td Ts #documents #phrases extraites BLEU
S1 0,5 0,7 24 354 158 230 29,2
S2 0,5 0,5 24 354 209 910 30,7
S3 0,3 0,5 43 279 257 524 32,4
Tableau 3.3: Nombre de phrases extraites en fonction des valeurs de seuil Td et Ts
En augmentant la valeur des seuils, le nombre des paires de documents et des paires
de phrases choisies baisse. En réduisant les seuils pour l’extraction des phrases parallèles
extraites automatiquement, le bruit est également réduit. Le score BLEU, évalué sur chacun
des trois systèmes entraînés sur les données extraites automatiquement, augmente à chaque
fois qu’il y a des données supplémentaires. D’après Goutte, Carpuat et Foster (2012), les
systèmes de traduction construits à partir de corpus parallèles bruités n’affectent les scores
de traduction que lorsque le taux des phrases bruitées dépasse 30 % des données.
Les seuils pour la sélection des documents et des phrases parallèles ont été donc fixés
respectivement à 0,5 et à 0,7. Le score BLEU donné par le système S1 est inférieur aux scores
BLEU des systèmes S2 et S3 puisqu’il contient moins de données; mais le contenu du corpus
est moins bruité et contient moins de phrases non-alignées, ce qui justifie notre choix pour les
seuils Ts et Td. La figure 3.4 présente le pourcentage des phrases extraites pour Ts = 0, 5 et
Ts = 0, 7.
Figure 3.4: Pourcentage des documents en fonction des phrases extraites pour Ts = 0, 5 et
Ts = 0, 7
La figure montre, pour les documents à partir desquels des phrases parallèles ont été
extraites, le pourcentage des phrases extraites. Initialement, le nombre de phrases traduites
représente 1 million de phrases, à partir desquelles nous n’avons gardé que 158 milles
phrases. D’après les histogrammes, on voit pour Ts = 0, 5 et pour Ts = 0, 7 le pourcentage de
documents en fonction du pourcentage de phrases parallèles extraites.
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Pour une paire de documents similaires, le pourcentage moyen des phrases choisies est
de 43 % environ pour Ts = 0, 7. L’étape de sélection de documents permet de choisir un
ensemble de documents contenant autour de 35 % du nombre total de phrases initialement
présentes dans la partie arabe du corpus comparable. Ce pourcentage baisse jusqu’à 15 %
après l’étape d’alignement. Le corpus parallèle du domaine résultant est ainsi constitué d’un
ensemble de 156 000 paires de phrases parallèles.
Les données collectées durant la période du dernier mois (décembre 2010) a été isolée
du corpus résultant. Ces données ont été utilisées pour choisir aléatoirement un corpus de
développement et un corpus de test constitués d’à peu près 1 000 lignes chacun.
Les corpus de développement et de test ont été vérifiés manuellement afin d’évaluer la
précision de l’approche. 98,2 % des phrases ont été correctement appariées. Le tableau 3.2
compare les caractéristiques principales des trois corpus utilisés pour l’entraînement.
3.5.4 Résultats des traductions
Les résultats de traduction obtenus sur le corpus de test sont évalués avec la métrique
BLEU (Papineni et al., 2002). Le tableau 3.4 montre les résultats obtenus avec, pour chaque
expérience, la taille de la table de traduction correspondante.
Les différentes approches d’adaptation décrites dans la section 3.4 ont été expérimentées
avec les corpus extrait et traduit comme étant des corpus d’adaptation (voir section 3.3).
Système #Paires de segments BLEU
Base 312,4M 24,0
Extrait 10M 29,2
Extrait + Base (1 table) 321,6M 29,0
Extrait + Base (2 tables) 312,4M + 10M 30,1
Traduit 39M 26,7
Extrait + Traduit (2 tables) 10M + 39M 28,2
Tableau 3.4: Comparaison et évaluation des différents modèles adaptés avec le système de base,
de l’arabe vers le français sur un corpus de test de 1 000 phrases de l’AFP
On note que l’adaptation du modèle de traduction aux données journalistiques est très
efficace. En comparant par rapport au système de base tous les systèmes adaptés obtiennent
de meilleurs résultats (de 2 à 6 points BLEU d’amélioration). Le système extrait améliore
la traduction de 5 points BLEU par rapport au système de base. Cette amélioration est
obtenue malgré la grande différence de taille des deux corpus : le corpus d’entraînement
du système extrait est beaucoup plus petit (3,6 millions de tokens pour le système extrait
contre 162 millions de tokens pour le système de base). Ce résultat confirme indirectement la
précision de notre méthodologie.
La construction d’un modèle de traduction en concaténant le corpus du système de base
avec le corpus extrait ne donne pas de meilleurs résultats que le système extrait seul. Ceci
peut être dû au fait que la grande quantité du corpus hors domaine domine dans l’ensemble
du corpus, et que les données du domaine sont trop faiblement représentées. Toutefois, une
interpolation log-linéaire des deux modèles de traduction, apporte une petite amélioration
de 0,8 points BLEU. L’interpolation log-linéaire consiste à donner au système de traduction
deux modèles de traduction. Dans notre cas, nous avons privilégié le premier modèle de
traduction extrait par rapport au modèle de traduction de base en utilisant le mode either
dans Moses et l’option decoding-graph-backoff.
Un autre résultat intéressant à discuter est le résultat obtenu avec le système entraîné avec
seulement le corpus traduit. En effet, les données parallèles artificielles – dont la partie source
a été construite automatiquement – permettent d’améliorer le score de traduction de 2,7
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points BLEU par rapport au système de base. Il faut noter que les traductions automatiques
de ce système n’ont pas été filtrées. Ce dernier résultat montre l’importance d’avoir des
données correspondant au domaine des données à traduire, même si le système de traduction
du domaine est de moins bonne qualité qu’un système de traduction hors domaine (Cettolo,
Federico et Bertoldi, 2010).
Dans la dernière expérience, les données du domaine ont été utilisées ensemble, c’est à
dire les données extrait et traduit. Deux tables de traduction ont été entraînées pour chaque
corpus séparément. Toutefois, cette combinaison ne permet pas d’améliorer les résultats du
système extrait. Le filtrage des traductions automatiques peut être une solution : le score
donné par le système de traduction pour chaque phrase à la sortie de traduction peut être
utilisé pour ne garder que les meilleures phrases.
Une observation rapide des traductions fournies par le système de base et le système
extrait montre que les sorties de traductions sont très différentes. La figure 3.5 montre deux
exemples typiques.
Référence : Le ministre russe des Affaires étrangères, Sergueï Lavrov a prévenu mercredi [...]
Base : Pronostiquait Ministre des affaires étrangères russe, Sergei Lavrov mercredi [...]
Extrait : Le ministre russe des Affaires étrangères, Sergueï Lavrov a averti mercredi [...]
Référence : Le porte-parole de Mme Clinton, Philip Crowley, a toutefois reconnu [...]
Base : Pour ukun FILIP Cruau porte-parole de Clinton a reconnu ...
Extrait : Mais Philip Crowley, le porte-parole de Mme Clinton a reconnu [...]
Figure 3.5: Comparaison de traductions automatiques de deux phrases en utilisant le système de
traduction de base et le système de traduction extrait.
Le premier exemple illustre les différents styles d’écriture dans les deux types de corpus.
Dans les données de l’ONU (où le texte est souvent sous forme de dialogue et de narration,
“Pronostiquait” suivi par le sujet “ministre russe des Affaires étrangères”) alors que dans le
style journalistique, on a plutôt un style de textes où on présente une suite d’évènements
“Le ministre russe des affaires étrangères a prévenu” ou “a averti” – qui sont sémantiquement
équivalents. Le deuxième exemple montre l’impact de l’adaptation pour la correction de la
traduction des mots, et plus particulièrement les entités nommées comme (“Philip Crowley”)
qui a été traduit incorrectement par le système de traduction de base par (“ukun FILIP Cruau”).
Ce problème sera traité plus en détail dans le chapitre 5 dans lequel on présente des travaux
sur le traitement automatique des entités nommées.
3.6 Conclusion
Nous avons présenté dans ce chapitre une étude empirique des deux méthodes différentes (i)
extraction de corpus parallèle à partir d’un corpus comparable et (ii) utilisation de données
du domaine pour adapter un système de traduction automatique de base.
L’approche traduit est limitée, et ne permet pas au système d’apprendre les traductions
de mots inconnus qui font partie de la nouvelle source de données. Seuls les mots qui
se trouvent dans les modèles de traduction vont apparaitre dans le nouveau corpus créé
automatiquement. Cette approche est limitée pour créer par exemple de nouvelles expressions,
qui n’existent pas dans le modèle de traduction, telle que "A fish out of water" qui doit être
traduite par "Quelqu’un dans une situation qui ne lui convient pas". Les expériences de
l’auto-apprentissage montrent que – bien que cette approche soit limitée – le modèle de
langue adapté (construit à partir de données journalistiques) influe sur la distribution des




En utilisant notre nouveau système adapté en auto-apprentissage, nous avons étendu le
corpus parallèle : les données en arabe – prétraitées avec notre nouvel outil de prétraitement
SAPA qui sera présenté dans le chapitre 4 – sont traduites vers le français, et ensuite comparées
à la partie du corpus comparable en français pour extraire les paires de phrases parallèles.
Un nouveau système de traduction automatique a été donc construit. Le corpus parallèle
extrait automatiquement a été amélioré et étendu à la suite de ces travaux. Dans le chapitre 7,
on présente les résultats du nouveau système de traduction amélioré construit à partir du
corpus parallèle étendu.
Les recherches sur ce thème sont toujours d’actualité. Aker, Feng et Gaizauskas (2012)
par exemple proposent une méthode d’extraction de corpus parallèle à partir d’un corpus
comparable en utilisant les Séparateurs à Vaste Marge (SVM) et montrent que l’ajout du
nouveau corpus extrait automatiquement améliore les performances de traduction.
Afin de poursuivre ces travaux, nous avons l’intention d’étudier l’évolution des résultats
de traduction comme par exemple la qualité de la précision/rappel du corpus extrait, et
la qualité des données traduites automatiquement. Nous avons dans ce chapitre travaillé
sur l’adaptation du modèle de traduction particulièrement. Des travaux sur l’adaptation du
modèle de langue seront présentés dans le chapitre 6 dans lequel on exploite les différentes











Amélioration des pré-traitements de l’arabe
La langue arabe est une langue sémitique, qui a la particularité d’avoir un vocabulaire à base
de racines de mots trilitères consonantiques comme il a été détaillé dans le chapitre 2. À cette
forme de base, peuvent s’ajouter des préfixes, suffixes, ainsi que des clitiques. Les clitiques et
affixes sont agglutinés au mot de base pour former des mots de plus en plus complexes qui
peuvent même former des phrases. Prenons par exemple le mot Aî 	DJ
. JºJ@ (Est ce que tu vas
l’écrire ?) – sachant que le tu dans la phrase fait référence à une fille –, est constitué de deux
proclitiques @ et , un préfixe H, un suffixe 	à, un proclitique Aë et la racine de base I. J».
Cette forme morphologique complexe augmente la taille du vocabulaire de la langue
































Figure 4.1: Croissance du vocabulaire dans un corpus parallèle arabe-français
la différence entre le nombre de mots uniques en français et en arabe est faible. Au fur et à
mesure que le nombre de phrases croît, la différence entre le vocabulaire français et arabe
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devient de plus en plus importante. Dans le cas du traitement automatique des langues, et
particulièrement si on utilise des méthodes d’apprentissage, le nombre de formes différentes
doit être réduit en appliquant des techniques de normalisation. Ceci permet d’avoir moins de
mots inconnus.
Plusieurs niveaux d’ambiguïté posent un défi de taille pour le traitement automatique
de l’arabe d’après Farghaly et Shaalan (2009) et Attia (2008). L’arabe est une langue mor-
phologiquement riche et complexe et c’est l’une des principales raisons pour laquelle plusieurs
études se sont focalisés sur l’impact de la segmentation du texte en arabe pour la traduction
automatique. Une vue d’ensemble de certains travaux sur l’analyse morphologique est présen-
tée par Al-Sughaiyer et Al-Kharashi (2004).La langue arabe est une langue qui nécessite des
traitements avant de la traduire et ceci à cause du caractère agglutinatif de sa morphologique.
Nous avons présenté dans le chapitre 2 la langue arabe et sa morphologie ainsi qu’un compte
rendu des travaux sur la traduction automatique de l’arabe et les prétraitements de l’arabe.
Dans ce chapitre, on présente une nouvelle approche pour effectuer des prétraitements
de l’arabe qui a la particularité d’être indépendante de toute autre ressource tel qu’une
base de données morphologique ou les outils de désambiguïsation. Ensuite, on compare
notre approche aux deux outils de segmentation de l’arabe les plus utilisés, MADA et
MorphTagger. Dans la section suivante, on présente un aperçu des travaux effectués sur le
prétraitement de l’arabe. Dans le chapitre 2, un état de l’art sur les prétraitements de l’arabe a
été présenté, la section 4.1 décrit donc plus particulièrement les deux approches auxquelles
nous avons comparé notre approche, en détails. La section 4.2 décrit les motivations à
l’origine de ces travaux. Dans la section 4.3, notre approche de segmentation et d’étiquetage
morphosyntaxique à base de CRF est présentée, suivie dans la section 4.4 par l’évaluation de
cette approche et sa comparaison avec MADA et MorphTagger. Ce chapitre est finalement
clôturé par une conclusion (section 4.5).
4.1 État de l’art
Comme indiqué dans le chapitre 2, l’arabe est une langue morphologiquement complexe,
et il est nécessaire de prétraiter le texte en arabe avant de le traduire. Plusieurs travaux se
sont intéressés à l’analyse morphologique de l’arabe comme l’outil AMIRA (Diab, 2009) basé
sur l’apprentissage supervisé et qui utilise les Séparateurs à Vaste Marge (SVM) pour la
classification, ou encore l’approche de Marsi, Bosch et Soudi (2005) qui utilisent le k-plus-
proche voisin et montrent que l’étiquetage morphosyntaxique peut être utilisé pour choisir
l’analyse morphologique la plus appropriée. L’analyse morphologique ainsi que l’étiquetage
morphosyntaxique sont effectués en utilisant l’apprentissage basé sur la mémoire. El Isbihani
et al. (2006) proposent une méthode de segmentation fondée sur les automates à états
finis. Kulick (2010) propose une approche dans laquelle il utilise des expressions régulières
qui englobent toutes les possibilités de tokenisations et d’étiquettes morphosyntaxiques.
Mohamed et Kübler (2010) montrent, que pour la tâche d’étiquetage morphosyntaxique, la
segmentation du texte en arabe améliore la précision lorsque le nombre de mots inconnus –
par le système d’apprentissage – est important. Des travaux sur la segmentation de l’arabe
dialectal ont été réalisés par Habash et Rambow (2006) ou aussi Mohamed, Mohit et Oflazer
(2012) par exemple.
MADA (Habash, Rambow et Roth, 2009) est l’outil d’analyse morphologique et de désam-
biguisation de l’arabe le plus utilisé et le plus connu. Il effectue également une analyse
morphosyntaxique qui aide à l’analyse morphologique. MADA implémente un processus
à deux niveaux pour sélectionner la meilleure décomposition/analyse possible parmi les
analyses proposées par l’analyseur morphologique BAMA (Buckwalter, 2004). La section 4.1.1
présente le fonctionnement détaillé de MADA.
Mansour (2010) présente MorphTagger, un outil de segmentation basé sur les modèles
de Markov cachés (Hidden-Markov-Model) pour l’Arabe et le compare à MADA (Habash et
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Rambow, 2005; Habash, Rambow et Roth, 2009) et à l’approche de El Isbihani et al. (2006).
MorphTagger a été conçu d’abord pour l’étiquetage morphosyntaxique de l’hébreu (Bar-
haim et Winter, 2005) ensuite il a été adapté pour l’étiquetage et la segmentation de l’Arabe
(Mansour, Sima’an et Winter, 2007). MorphTagger est présenté en détails dans la section 4.1.2
MADA et MorphTagger utilisent l’analyseur morphologique BAMA (Buckwalter, 2004)
qui donne pour chaque mot, l’ensemble des possibilités de segmentation de ce mot. Tim
Buckwalter a développé cette base de données qui contient un lexique de racines de mots en
arabe, de préfixes et de suffixes ainsi que les différentes possibilités de combinaison de ces
composantes.
Dans ce qui suit, nous allons présenter une description détaillée de MADA dans la
section 4.1.1, et de MorphTagger dans la section 4.1.2.
4.1.1 MADA
C’est l’un de nos principaux points de comparaison. Dans cette section, on présente le fonc-
tionnement détaillé de MADA ainsi que les ressources qui lui sont associées. MADA (Mor-
phological Analysis and Disambiguation for Arabic) est un outil d’analyse morphologique et
de désambiguïsation qui accomplit la suite d’étapes suivante.
En premier lieu, MADA translittère le texte en arabe en utilisant l’encodage de Buckwalter.
Ensuite, un outil interne d’analyse morphologique et de génération Almorgeana1 est utilisé
pour produire une liste d’analyses morphologiques potentielles de chaque mot. Ces analyses
sont générées sans tenir compte du contexte. Toutes les segmentations possibles du mot sous
la forme préfixe-racine-suffixe sont engendrées et seule la compatibilité bilatérale est vérifiée
en respectant les règles définies par la base de données BAMA.
La tâche de MADA consiste à déterminer quelle est l’analyse la plus probable de ce mot
étant donné son contexte. Une fois cette décision prise, tous les paramètres de cette analyse
sont supposés être les caractéristiques appropriées pour ce mot.
Afin de choisir l’analyse appropriée, MADA calcule des scores pour les analyses proposées
et utilise pour celà 19 paramètres : 14 prédits par des modèles SVM, 2 paramètres prédits
avec l’outil SRILM, 1 paramètre prédit à partir du modèle unigramme, et 2 heuristiques
supplémentaires. MADA utilise donc 17 modèles prédits et quelques règles déterministes
afin de lever l’ambiguïté sur les analyses.
Tout d’abord, le désambigüiseur de SRILM2 (Stolcke, 2002) est utilisé pour prédire deux
paramètres : le lemme (lex) et la diacritisation (diac). Ensuite, MADA utilise 14 modèles
SVM, chacun prédisant l’une des caractéristiques morphologiques en utilisant le classifieur
SVMTool (Giménez et Màrquez, 2004): asp, cas, enc0, gen, mod, num, per, pos, prc0, prc1,
prc2, prc3, stt et vox.
Ceux 16 sont les seuls modèles créés pour prédire des paramètres. Un modèle supplé-
mentaire unigramme est également utilisé pour modéliser la probabilité de l’analyse globale
(plutôt que de ses composants).
La décision de l’analyse proposée par MADA est fondée uniquement sur les 17 modèles
et les règles déterministes. Une fois la sélection de l’analyse est effectuée, les paramètres bw,
gloss, rat, source, stem, et stemcat sont des résultats de cette analyse.
Bw fournit l’étiquette complète générée par BAMA/SAMA. Gloss est la traduction anglaise
extraite de la base de données. Source indique la référence à partir de laquelle l’analyse est
extraite (base de données, variation orthographique). Stem est le lemme du mot, et stemcat est
la catégorie du lemme (utilisé en interne par ALMOR). Rat est synonyme de rationalité. C’est
une information qui pourrait enrichir la base de données ALMOR. Pour l’instant elle n’est
pas encore utilisée par MADA.
La figure 4.2 présente un exemple d’analyse du mot 
KP (président). La figure montre
1Almorgeana ou ALMOR utilise la base de données BAMA (Buckwalter, 2004).
2http://www.speech.sri.com/projects/srilm.
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Figure 4.2: Exemple d’analyse du mot 
KP (r{ys)
que pour chaque analyse, MADA propose 22 valeurs : 6 extraits de la base de données
comme étant un résultat de l’analyse (bw, gloss, rat, source, stem et stemcat) et 16 prédits par les
modèles de prédictions (diac, lex, pos, les proclitiques prc3, prc2, prc1, prc0, si le mot contient
ou pas un pronom personnel (per), aspect (asp), voix (vox), mode (mod), genre (gen), singulier
ou pluriel (num), état défini ou indéfini (stt), cas, la valeur de l’enclitique s’il existe (enc0)). En
arabe, il existe trois aspects : le passé (ú
æ
	AÖÏ @), l’inaccompli (¨PA 	ÖÏ @) et l’impératif (QÓB@). Il
existe également trois valeurs possibles pour le paramètre cas : nominatif (¨ñ 	¯QÓ), accusatif (
H. ñ	JÓ), et génitif (PðQm.×). Les paramètres per, asp, mod et vox sont appliqués seulement aux
verbes, les paramètres cas et stt s’appliquent seulement aux noms et adjectifs, et les paramètres
gen et num s’appliquent à la fois aux verbes et aux noms et adjectifs. Ces huit paramètres sont
des paramètres inflexionnels, qui apparaîssent agglutinés au lemme.
D’après la figure 4.2, on note que les propositions d’analyses sont classifiées selon un
score calculé par MADA, et que la meilleure analyse est marquée par une *.
L’ensemble des prédictions sont comparés avec la liste des analyses potentielles complètes.
Ces dernières sont ensuite ordonnés et l’analyse morphologique qui a le score le plus élevé est
finalement choisie, en fournissant les valeurs prédites de tous les paramètres morphologiques.
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Figure 4.3: Processus de calcul des analyses proposées par MADA.
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En se basant sur l’analyse morphologique choisie, les mots peuvent être segmentés selon
des schémas de segmentation prédéfinis et déterministes. Habash et Sadat (2012) présentent
les différents schémas de segmentation proposés par MADA.
Dans le contexte spécifique des applications de traduction automatique, l’utilisation de
MADA ainsi que sa description morphologique très précise, est probablement une analyse
très excessive, surtout si tout ce dont on a besoin est la séparation des différents morphèmes
qui constituent un mot. Le coût de calcul associé est en effet assez élevé.
MADA nécessite d’exécuter, pour chaque token, plusieurs classifieurs SVM avant de
combiner les résultats et décider de la segmentation de chaque mot. Le prétraitement d’un
corpus de grande taille est possible seulement en répartissant le traitement sur plusieurs
machines et ceci nécessite généralement un temps de traitement très important pour la
construction totale du système.
4.1.2 MorphTagger
MorphTagger est un segmenteur de l’arabe à base de modèles de Markov cachés (HMM). Cet
outil a été également conçu pour effectuer des analyses morphologiques dans le cadre des
applications de traduction automatique. Il est plus rapide que MADA et il constitue notre
deuxième point de comparaison dans ce chapitre.
MorphTagger a été conçu initialement pour la tâche d’analyse morphosyntaxique de
l’hébreu, et ensuite adapté à la langue arabe (Mansour, Sima’an et Winter, 2007). L’étape de seg-
mentation ainsi que quelques règles de normalisation ont été ajoutées à l’outil. L’architecture
de MorphTagger est similaire à celle de MADA étant donné qu’il utilise la base de données
BAMA ainsi que l’outil SRILM pour la désambiguïsation.
Tout d’abord, le texte en arabe passe à travers l’analyseur morphologique BAMA, qui
produit en sortie pour chaque mot, toutes les analyses possibles ainsi que leurs étiquettes
morphosyntaxiques. MorphTagger produit en sortie la séquence d’étiquettes la plus probable
en fonction du modèle. Par la suite, le choix de l’analyse correcte est effectué en choisissant le
morphème le plus probable tout en tenant compte de l’étiquette morphosyntaxique. L’outil
SRILM est utilisé pour la désambiguïsation.
Une fois l’analyse morphologique effectuée, les prépositions (à part le déterminant) ainsi
que les pronoms possessifs et les pronoms objet sont séparés en respectant un ensemble de
règles. Le segmenteur applique également quelques étapes de normalisation, dont les plus
importantes sont (i) Alif maksura reprend sa forme originale lorsqu’un mot, dont le suffixe a
été séparé, se termine par Alif maksura (yX → Y+X); (ii) la marque de féminin reprend sa
forme originale lorsqu’un nom est séparé de son suffixe (tX → p+X) et (iii) l’article défini Al
reprend sa forme originale, après la segmentation, lorsqu’il est précédé par le préfixe l (llX →
l+Al+X). La figure 4.4 est extraite de Mansour (2010) et montre l’architecture du segmenteur
MorphTagger.
Mansour, Sima’an et Winter (2007) comparent MorphTagger à MADA et au segmenteur
à base de transducteurs à états finis introduit par El Isbihani et al. (2006) et montrent
que MorphTagger donne de meilleurs résultats de traduction sur différentes conditions de
traductions et différents ensembles de tests.
4.2 Motivations
Lors de nos travaux précédents, nous avons remarqué que le processus de prétraitement est
lent et nécessite beaucoup de ressources. De plus, l’installation de ces ressources est un peu
lente et nécessite une installation préalable d’autres outils d’analyse morphologique et de
désambiguïsation.
D’autre part, dans le cadre du projet SAMAR, nous devons fournir la chaîne de prétraite-
ment de l’arabe complète pour la tâche de traduction. L’outil de prétraitement de l’arabe
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Figure 4.4: L’architecture du segmenteur MorphTagger (Mansour, 2010)
développé par le partenaire du projet concerné est trop lent, et nécessite l’utilisation exclusive
du système d’exploitation Windows.
Ces deux principales raisons nous ont motivé à développer un outil de prétraitement de
l’arabe indépendant de toute ressource externe, et beaucoup plus rapide pour le traitement
du texte.
L’approche de prétraitement de l’arabe que nous avons proposé a été inspirée de MADA.
Nous avons choisi de séparer les mêmes proclitiques que MADA-D2. Notre approche a été
comparée principalement à MADA et MorphTagger.
4.3 Approche
Afin de développer notre outil de prétraitement de l’arabe, nous avons utilisé l’outil Wapiti
(Lavergne, Cappé et Yvon, 2010) développé au LIMSI. Wapiti est fondé sur les champs
markoviens conditionnels (ou CRF Lafferty, McCallum et Pereira, 2001), et permet de constru-
ire des modèles intégrant un très grand nombre de descripteurs.
Notre objectif est de segmenter le texte en arabe afin de séparer les proclitiques et
reproduire la segmentation de MADA-D2 comme présenté par Habash et Sadat (2006).
L’objectif de notre approche est de reproduire la segmentation dans un délai beaucoup plus
court et en utilisant le moins de ressources possibles. L’analyse morphologique n’est qu’une
étape de prétraitement qui doit être appliquée sur des textes parallèles de grande taille. C’est
une parmi plusieurs étapes pour construire un système de traduction.
Dans ce cadre, notre objectif est de prédire seulement les paramètres qui sont informatifs
pour la segmentation de mot. L’étiquette morphosyntaxique du mot de base est également
une information intéressante à connaître. Ceci nécessite donc d’encoder notre étiquette
composée à prédire par les CRF comme suit : POS+pr1+pr2+pr3 , où POS représente
l’étiquette morphosyntaxique du mot de base, et les étiquettes pr1, pr2 et pr3 indiquent
respectivement l’absence/présence et les types possibles de proclitiques (voir Tableau 4.1). Le
premier proclitique, pr1, concerne les conjonctions de coordination ð (w) et 	¬ (f ); pr2
concerne les prépositions H. (b), È (l) , ¼ (k) et  (s) et l’étiquette pr3 indique si un mot
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contient le proclitique È@ (Al) ou non. La valeur de pr1 est CONJ pour les conjonctions
de coordination ou none; pr2 est représenté par PREP si le proclitique correspond à une
préposition, à SUB si le proclitique correspond à une subordination, à FUT pour indiquer la
marque du futur, ou none; et pr3 peut être DET ou none.
Proclitique Étiquette/Valeur
pr1 CONJ/w+, f+ ou none
pr2 PREP/b+, l+, k+ ou SUB/l+ ou FUT/s+ ou none
pr3 DET/Al+ ou none
Tableau 4.1: Proclitiques, étiquettes et valeurs
En utilisant cette structure, le mot HAK. A 	jJ 	KC Ëð (et pour les votes) par exemple va être étiqueté
comme suit NOUN+CONJ+PREP+DET.
En ce qui concerne les catégories syntaxiques, nous avons utilisé une liste des 24 étiquettes
morphosyntaxiques principales de l’Arabic Treebank (Maamouri et al., 2005a; Maamouri
et al., 2005b). Cependant, il faut noter que certains préfixes ne sont combinés qu’avec des
mots ayant une fonction grammaticale bien déterminée. Par exemple, le préfixe  (s+) ne
peut être associé qu’aux verbes afin d’indiquer la marque du futur. Cela signifie que le
nombre d’étiquettes possibles est bien inférieur au nombre total de toutes les combinaisons
possibles d’étiquettes (384).
La figure 4.5 montre les étapes de pré-traitement du mot HAK. A 	jJ 	KC Ëð. Selon notre approche,
les textes en arabe sont tout d’abord translittérés en utilisant l’encodage de Buckwater3.
Ensuite, la prédiction de segmentation est effectuée, suivie d’une étape de normalisation et
finalement par l’étape de segmentation qui est basée sur un ensemble de règles.
Figure 4.5: Les étapes de pré-traitement.
La section 4.3.1 présente les paramètres utilisés pour la création des modèles de prédiction
des étiquettes morphosyntaxiques et de la segmentation. La normalisation appliquée lors de
nos pré-traitements est présentée dans la section 4.3.2. La section 4.3.3 est dédiée à présenter
les règles de segmentation qui sont appliquées lors de la segmentation.
4.3.1 Modèles et sélection de paramètres
Le modèle de prédiction des étiquettes morphosyntaxiques et de la segmentation a été
entraîné sur un ensemble de descripteurs des séquences de mots à l’entrée. Dans Wapiti, ces
traits sont décrits par des modèles génériques qui testent simultanément les unigrammes et
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Dans nos expériences, ces tests à l’entrée sont définis comme suit : (1) tests unigrammes,
qui évaluent la présence/absence de mots dans une fenêtre de taille 7 mots autour du mot
considéré, (2) tests bigrammes qui évaluent la présence/absence de bigrammes de mots dans
une fenêtre glissante de taille 5 mots, et (3) des tests qui évaluent la présence/absence de
trigrammes de mots sur des fenêtres glissantes de taille 3 mots. Nous avons également utilisé
comme descripteurs (4) des tests sur les préfixes et suffixes, qui évaluent jusqu’au 5 premiers
(respectivement derniers) caractères avec une fenêtre glissante de 3 mots. Finalement (5)
des tests sur les ponctuations et les nombres pour la présence ou absence de marques de
ponctuation et des nombres dans des fenêtres glissantes de 5 mots.
4.3.2 Normalisation
L’étape suivante concerne la normalisation de quatre caractères arabes. Cette étape a été
inspirée de la normalisation effectuée dans MADA (Habash, 2010). Le problème de normali-
sation est apparu à cause des incohérences dans l’utilisation des diacritiques et de certaines
lettres (Farghaly et Shaalan, 2009). Certaines lettres en langue arabe ont la même forme et
sont différenciées seulement en ajoutant certaines marques comme la hamza ou les points.






@ et @ sont normalisées par @ (dans les textes
translittérés, respectivement <, > , | , { et A sont remplacés par A). Le Yaa Maqsura ø (Y) et
Yaa ø
 (y) sont normalisés par ø
 (y) , Le Taa Marbuta
è (p) devient è (h) et les différentes
formes de Hamza ð (&), ø (}), Z (’) sont normalisées par Z (’).
4.3.3 Règles de segmentation
La dernière étape est la segmentation. Elle est effectuée en appliquant un ensemble de règles
sur ces prédictions. Cet ensemble de règles est réduit à quatre règles principales. La première
règle consiste à segmenter en deux parties un mot contenant seulement un proclitique pr1
suivi d’un mot plein. La deuxième règle vérifie si un mot qui contient deux proclitiques pr1 et
pr2 n’est pas une préposition, alors il est segmenté en trois parties. La troisième règle vérifie
si un mot contenant un seul proclitique n’est pas une préposition, alors il est segmenté en
deux parties.
La dernière règle concerne le proclitique pr3 : chaque mot est segmenté en respectant
les règles précédentes, avec une autre condition qui consiste à changer les mots contenant
le proclitique l suivi par l’article défini Al. Cette règle supplémentaire consiste à ajouter le
caractère A à l’article défini Al qui a dû être supprimé à cause du phénomène d’agglutination
et afin de respecter les règles morphosyntaxiques de l’arabe. Par exemple, si un mot commence
avec ll ou wll ou fll, après segmentation, le mot devient l+ Al, w+ l+ Al ou f+ l+ Al.
4.4 Expériences et résultats
Dans cette section on présente les données que nous avons utilisé pour entraîner les modèles
de prédiction d’étiquetage morphosyntaxique et de segmentation (section 4.4.1) ainsi que les
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expériences sur l’étiquetage morphosyntaxique (section 4.4.2). Des analyses des résultats sur
la prédiction de segmentation sont présentés dans la section 4.4.3 ainsi que des expériences
sur la traduction automatique (section 4.4.4).
4.4.1 Données
Pour entraîner nos modèles de prédiction d’étiquettes morphosyntaxiques et de segmentation,
nous avons utilisé l’Arabic Treebank (ATB) constitué de 498 339 tokens (18 826 phrases).
Chaque token, tel qu’il apparaît dans sa forme originale dans une dépêche est accompagné
dans l’Arabic Treebank par sa translittération en Buckwalter, par toutes les possibilités de
diacritisation de ce mot, par les séquences d’étiquettes morphosyntaxiques ainsi que par les
analyses morphologiques possibles de ce mot. L’analyse morphologique correcte est indiquée
dans l’ATB par une * (voir chapitre 2, figure 2.4).
Selon l’Arabic Treebank, environ 17 % des tokens doivent être segmentés. Il faut noter que
le nombre des combinaisons observées POS+pr1+pr2+pr3 dans tout l’Arabic Treebank est
seulement 88, c’est-à-dire bien moins que le nombre total d’étiquettes composées possibles
(384).
Pour la tâche de segmentation, nous avons lancé une série d’expériences avec des ensem-
bles de descripteurs de complexité croissante. Nous avons, en premier lieu, évalué l’étiqueteur
morphosyntaxique (section 4.4.2). Ensuite, nous avons étendu le jeu de descripteurs pour
introduire la prédiction de proclitiques. Différentes approches ont été explorées et décrites
dans la section 4.4.3. Tous ces modèles ont été évalués avec une validation croisée, en utilisant
des ensembles de 2 000 phrases.
Pour la tâche de traduction, nous avons évalué l’influence du changement des outils de
prétraitement. Les tests ont été évalués sur des dépêches AFP arabe-français, délivrées dans
le cadre du projet SAMAR. Les systèmes de traduction ont été entraînés sur 145 mille paires
de phrases extraites du corpus comparable (chapitre 3). Le texte original contient 3,3 millions
de tokens, correspondant à 106 mille types, tandis que le nombre de tokens dans le texte
prétraité passe à 3,6 millions de tokens, comprenant seulement 75 mille types. La partie
français du corpus parallèle contient 4,2 millions de tokens, dont 61 mille types. L’évaluation
de la traduction a été mesurée avec BLEU (Papineni et al., 2002), METEOR (Banerjee et Lavie,
2005) et HTER (Snover et al., 2006b).
4.4.2 Étiquetage morphosyntaxique (POS)
Nous avons commencé par entraîner un petit modèle de prédiction des étiquettes morphosyn-
taxiques. Ce dernier contient seulement des tests unigrammes sur une fenêtre de trois mots et
des tests limités sur les préfixes et les suffixes. Ce système atteint un taux d’erreur de 5,34 %.
La fenêtre contextuelle a été par la suite étendue en incluant les trois mots précédents
et suivants, et en effectuant des tests bigrammes et trigrammes sur l’observation. Une
amélioration de plus d’un point a été obtenue avec les nouveaux traits. La figure 4.6
montre le taux d’erreur à chaque fois qu’on ajoute de nouveaux traits. On note qu’à chaque
fois que de nouveaux traits sont ajoutés, le taux d’erreur sur la détection des étiquettes
morphosyntaxiques baisse.
Les meilleurs résultats à ce jour ont été obtenus avec un système comprenant initialement
plus de 210 millions de traits, à partir duquel les termes de régularisation `1 choisissent
seulement 2,4 millions de traits.
Ce système donne un taux d’erreur de 4,2 %, qui a été comparé à MADA. Ce dernier
a un taux d’erreur de 3,77 %4 pour l’étiquetage morphosyntaxique. Il faut souligner que
pour notre approche ces résultats ont été obtenus sans utiliser BAMA. Cela signifie que notre
4Nous avons réduit les 34 étiquettes morphosyntaxiques de MADA à 24 pour pouvoir comparer les
deux segmenteurs.
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Figure 4.6: Taux d’erreur sur la détection des étiquettes morphosyntaxiques pour des modèles de
complexité croissante.
système traite un problème plus complexe que celui que traite MADA, puisqu’on n’utilise
aucun analyseur morphologique ni désambigüiseur préalable.
4.4.3 Prédiction de segmentation
Trois types de segmentation ont été comparés. Dans le premier type (SEG), les proclitiques
sont prédits sans utiliser aucun trait morphosyntaxique. Dans le deuxième type (POS-puis-
SEG), les étiquettes morphosyntaxiques sont prédites en premier lieu sur les unités non
segmentées, et ensuite, utilisées comme un trait supplémentaire pour prédire les proclitiques.
Dans le dernier type de segmentation (POS+SEG), les étiquettes morphosyntaxiques et les
proclitiques sont prédits simultanément.
4.4.3.1 Résultats
Le tableau 4.2 présente le nombre de traits selon le type de segmentation ainsi que le
nombre des traits actifs sélectionnés par Wapiti pour chaque modèle. Lors de la construction
des modèles de prédiction pour les tâches POS+SEG, nous avons réduit le nombre de
paramètres puisque la combinaison des paramètres utilisés pour les tâches POS et SEG
implique l’utilisation d’un très grand nombre de paramètres – difficile à gérer techniquement.
Les fenêtres glissantes pour les préfixes et suffixes ont été donc réduites à un mot pour le type
de segmentation POS+SEG, et en conséquence pour le type de segmentation POS-puis-SEG.
Pour cette dernière tâche, le nombre de traits représente la somme des traits actifs pour
l’étiquetage morphosyntaxique (POS) et pour la prédiction des étiquettes de segmentation.
Par conséquent, le nombre total de traits pour le type de segmentation POS+SEG est de
1 511 millions, engendrant plus de 4 millions de traits actifs. En utilisant le même motif
(pattern), le nombre total de traits possibles est de 245 millions pour le type de segmentation
POS-puis-SEG, avec 3 millions de paramètres actifs (plus de traits que pour le type de
segmentation SEG).
Dans le tableau 4.3, on compare les performances des trois types de segmentation. Les
taux d’erreurs sont calculés pour (i) la prédiction de l’étiquette composée pr1+pr2+pr3, (ii) la
prédiction de chaque proclitique indépendamment et (iii) la segmentation. Ce dernier score
évalue seulement la sortie de segmentation, qui peut être correcte même si la catégorie du
proclitique prédite est erronée.
Même pour le modèle le plus petit (SEG), le taux d’erreur de prédiction des proclitiques
pr1+pr2+pr3 est inférieur à 1 % (seulement 0,78 % pour la prédiction jointe des 3 proclitiques).
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Type de segmentation #traits #traits actifs
POS 195,6M 2 262,4K
SEG 64,3M 574K
POS-puis-SEG 245,0M 3 024,4K
POS+SEG 1 511,5M 4 168,9K
Tableau 4.2: Nombre total de traits et de traits actifs pour chaque type de segmentation.
Type de segmentation SEG POS-puis-SEG POS+SEG
pr1+pr2+pr3 0,78 % 0,64 % 0,60 %
pr1 0,22 % 0,18 % 0,18 %
pr2 0,46 % 0,35 % 0,34 %
pr3 0,13 % 0,13 % 0,11 %
POS - 4,20 % 3,72 %
Après segmentation 0,55 % 0,42 % 0,40 %
Tableau 4.3: Taux d’erreur de la segmentation pour les différents types de segmentation
Lorsque l’étiquette morphosyntaxique POS est prédite en premier lieu (POS-puis-SEG), le
taux d’erreur pour la prédiction des proclitiques et pour la segmentation baisse. Finalement,
le type de segmentation POS+SEG donne les meilleurs résultats, avec un taux d’erreur de
0,6 % comparé à 0,64 % pour le type de segmentation POS-puis-SEG.
La prédiction jointe des proclitiques et des étiquettes morphosyntaxiques permet
d’améliorer la prédiction des étiquettes morphosyntaxiques. Un taux d’erreur de 3,72 % est
obtenu contre 4,2 % si l’étiquette morphosyntaxique est prédite indépendamment des procli-
tiques. On peut observer que l’étiquette morphosyntaxique est un trait important, puisqu’elle
permet une amélioration de 0,18 points pour la prédiction des proclitiques pr1+pr2+pr3.
Finalement, le taux d’erreur de segmentation est de 0,55 % pour le type de segmentation
SEG et il baisse jusqu’à 0,40 % pour le type de segmentation POS+SEG.
MADA D2 est le type de segmentation de MADA qui effectue la segmentation la plus
proche de celle que nous effectuons (Habash et Sadat, 2006). Nous avons donc comparé notre
segmentation à celle de MADA D2 et nous avons observé que notre approche nous permet
d’avoir une meilleure segmentation : le taux d’erreur du type de segmentation POS+SEG
est de 0,40 %, légèrement mieux que 0,57 %, le taux d’erreur obtenu par MADA D2 sur les
mêmes données. Une telle comparaison n’est pas possible avec MorphTagger, puisqu’il sépare
les proclitiques ainsi que les pronoms possessifs et les pronoms objet alors que dans notre
référence seuls les proclitiques sont séparés.
4.4.3.2 Analyse d’erreur et segmentation
Le tableau 4.4 présente plus de détails concernant les erreurs générées par la segmentation
effectuée après la prédiction conjointe des proclitiques et des étiquettes morphosyntaxiques
(POS+SEG). La plupart des erreurs de segmentation générées par pr1 et pr2 sont des mots
qui n’ont pas été segmentés (seg- dans le tableau) alors que pour pr3, la plupart des erreurs
sont des sur-segmentations (seg+ dans le tableau). Ces sur-segmentations du proclitique pr3
sont dues d’une part au fait que l’article défini Al peut être attaché à des noms. Et d’autre
part, au fait qu’ils peuvent faire partie d’un nom propre en arabe. Pour cette raison, les noms
propres contenant l’article défini Al peuvent être segmentés par erreur. En se basant sur ces
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résultats, nous avons donc choisi d’effectuer seulement la segmentation des proclitiques pr1
et pr2 s’ils existent.
Type de segmentation pr1 ( %) pr2 ( %) pr3 ( %)
seg+ seg- seg+ seg- seg+ seg-
POS+SEG 39,5 60,5 28,9 65,3 76,8 23,2
Tableau 4.4: Détails sur les erreurs de segmentation
Concernant le proclitique pr2, on note qu’à peu près 94,2 % des erreurs concernent les
erreurs de segmentation (seg+ et seg-) et environ 6 % des erreurs résultent d’une attribution
erronée d’étiquettes par exemple PREP au lieu de SUB, etc.
Comme mentionné dans la section 4.3.3, la détection de l’article défini Al est très utile
pour la segmentation, et plus particulièrement pour les mots contenant le proclitique l suivi
par Al. Par exemple, le mot 	á £ñ Ê Ë (llwtn, qui signifie pour la patrie) est marqué par
NOUN+none+PREP+DET et devient après la segmentation l+ Alwtn selon les règles que nous
avons définies. Si l’article défini Al n’est pas détecté, ce mot sera segmenté à tort par l+lwtn
(pour pour patrie).
Si on analyse plus minutieusement les erreurs, on note que 6,70 % des erreurs sont liées à
une sur-segmentation des entités nommées. Par exemple, le nom propre ú
æ
	A®ÊK. (blqADy) a été
étiqueté par noun+none+PREP+none au lieu de noun_prop+none+none+none et donc le mot
a été segmenté par erreur et devient b+ lqADy puisqu’il commence par la lettre b. On note
également que le mot qADy/AlqADy en arabe signie juge, ce qui peut affecter la prédiction
des étiquettes morphosyntaxiques.
Le nombre de mots uniques dans le corpus parallèle de la figure 4.1 a été recalculé après





















Figure 4.7: Impact de la segmentation sur la croissance du vocabulaire
grâce à la segmentation. Dans cette figure le type de segmentation POS+SEG a été effectué.
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4.4.4 Expériences de traduction
La dernière série d’expériences a pour objectif d’évaluer l’effet de la segmentation sur les
performances de la traduction de l’arabe vers le français.
Plusieurs systèmes de traduction automatique ont été entraînés en utilisant les mêmes
données. La partie arabe du corpus parallèle a été prétraitée avec différents outils de
prétraitements (MADA, MorphTagger, notre segmenteur). Les données prétraitées en arabe
et en français ont été alignées avec MGiza++ (Gao et Vogel, 2008). Le décodeur Moses (Koehn
et al., 2007) a été utilisé pour symmétriser les alignements et extraire les phrases avec une
longueur maximale de 7 mots. Les poids des paramètres sont fixés après optimisation avec
MERT (Och, 2003).
Deux types de segmentation ont été testés pour MADA : MADA-D2 puisqu’il sépare
les mêmes proclitiques que ceux dans notre approche (Habash et Sadat, 2006), et MADA-
TB puisque c’est le type de segmentation recommandé pour les applications de traduction
automatique (El Kholy et Habash, 2012). Un récapitulatif des scores BLEU, METEOR et TER
est présenté dans le tableau 4.5.
BLEU METEOR TER
MADA D2 32,8 54,2 60,3
MADA TB 32,9 54,2 59,1
Morphtagger 33,2 54,5 58,8
SEG 32,8 53,4 59,6
POS-puis-SEG 33,1 53,7 59,4
POS+SEG 33,3 54,0 59,1
Tableau 4.5: Impact du changement de l’outil de prétraitement de l’arabe sur la traduction
automatique d’un corpus de test de l’arabe vers le français
On note que notre outil de segmentation permet d’avoir les mêmes performances que
MADA et MorphTagger pour la traduction automatique (32,8 à 33,3 points BLEU en com-
paraison avec 32,8 et 32,9 pour MADA et 33,2 pour MorphTagger). L’amélioration de la
segmentation en utilisant l’information morphosyntaxique (POS) permet une légère amélio-
ration sur les résultats de traduction. Le type de segmentation POS+SEG donne le meilleur
score sur les trois types de segmentation développés dans notre approche et pour les trois
métriques.
D’après le tableau 4.3, la prédiction jointe de l’étiquetage morphosyntaxique et la segmen-
tation est légèrement meilleure que la prédiction séparée. Ceci est vrai aussi pour la tâche de
traduction automatique. Notre outil de prétraitement avec le type de segmentation POS+SEG
réussit à améliorer respectivement le score BLEU de 0,5 et de 0,4 par rapport à MADA D2 et





Tableau 4.6: Vitesse de prétraitement calculée en mots par secondes
Le tableau 4.6 présente une comparaison de la vitesse de traitement des différents seg-
menteurs. La vitesse est calculée en mots par seconde (m/s)5. La différence entre les vitesses
5Pour ces expériences nous avons utilisé des serveurs 8 x 2.3Hz Xeon HT CPU.
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de traitements est très importante : notre segmenteur est environ 30 fois plus rapide que
MADA et 30 % plus rapide que MorphTagger.
Comme le montrent les tableaux 4.5 et 4.6, notre outil de segmentation est aussi performant
que MADA et MorphTagger pour le prétraitement des données. L’avantage de notre outil est
qu’il est considérablement plus rapide que ses deux concurrents et ne nécessite l’installation
d’aucune autre ressource supplémentaire. En effet, MADA ainsi que MorphTagger nécessitent
l’installation de l’outil SRILM et d’avoir accès à la base de données BAMA. L’utilisation de
BAMA pour l’analyse morphologique est un choix raisonnable. Par contre, la segmentation
peut être effectuée beaucoup plus rapidement sans avoir besoin d’utiliser BAMA. MADA
utilise également SVMTool pour prédire quelques paramètres (section 4.1.1), et c’est ce qui le
rend extrêmement lent.
En comparaison, pour utiliser note outil de prétraitement – que nous avons appelé SAPA,
pour Segmentor and Part-of-speech tagger for Arabic – nous avons besoin juste d’installer l’outil
Wapiti ainsi que les modèles entraînés et les scripts de normalisation définissant les règles de
segmentation.
Le modèle de prédiction des étiquettes morphosyntaxiques (POS), ainsi que celui de pré-
diction des étiquettes morphosyntaxiques et des proclitiques (POS+SEG) sont téléchargeables
sur Internet6. SAPA est également téléchargeable sur Internet7.
4.5 Conclusion
Dans ce chapitre, nous avons proposé une approche de prétraitement de l’arabe et nous
avons développé un outil de prétraitement pour l’arabe : SAPA7, pour Segmentor and Part-
of-speech tagger for Arabic. Pour cela, nous avons utilisé Wapiti, basé sur les CRF et capable
d’utiliser un grand nombre de descripteurs. Nous avons évalué notre outil de prétraitement
indépendamment, ainsi que pour la tâche de traduction automatique, et nous l’avons comparé
aux outils de prétraitement de l’arabe MADA et MorphTagger.
Les premiers résultats montrent que le modèle que nous avons entraîné avec Wapiti est
aussi bon que MADA lorsqu’on l’utilise pour la simple tâche d’étiquetage morphosyntaxique.
Le taux d’erreur pour la segmentation de proclitiques est également très faible. En outre,
nous avons remarqué que la prédiction simultanée de l’étiquette morphosyntaxique ainsi que
l’absence/présence de proclitiques améliore les performances : le taux d’erreur de l’étiquetage
morphosyntaxique est réduit de 4,2 % à 3,72 %.
Nous avons également évalué cet outil sur une chaîne complète de traduction. Les résultats
obtenus sont aussi bons que les résultats obtenus avec d’autres chaînes de prétraitements.
Comparé à d’autres solutions existantes, SAPA est (i) capable de traiter plusieurs milliers de
mots par seconde et (ii) il est totalement indépendant de toute autre ressource, telle qu’un
analyseur morphologique ou désambigüiseur. Les résultats obtenus à ce jour sont prometteurs
et suggèrent plusieurs perspectives pour améliorer encore la chaîne de prétraitement arabe.
En particulier, nous poursuivons ces travaux dans le chapitre 5, la chaîne de prétraitement est
complétée par la reconnaissance d’entités nommées en utilisant Wapiti et, là encore, différents
scénarios peuvent être envisagés pour réaliser cette série de tâches.
6http://wapiti.limsi.fr/










Traitement automatique des entités nommées en
arabe : détection et application à la traduction
La détection des Entités Nommées (EN) est un élément essentiel pour de nombreuses tâches
du TAL, qu’elles soient mono ou multilingues, comme la recherche d’information ou la
traduction automatique. En témoignent les ateliers “Named Entities” organisés par l’ACL
ainsi que, notamment, les nombreuses campagnes d’évaluation internationales (MUC, CoNLL,
ACE) ou nationales (ESTER) organisées au cours des vingt dernières années.
Dans ce chapitre, nous nous intéressons au traitement des EN dans un contexte de
traduction automatique statistique depuis l’arabe vers le français, dans lequel le traitement
des EN pose des problèmes particuliers. Comme il a été présenté dans le premier chapitre
de ce manuscrit, un système de traduction statistique apprend à traduire en se basant sur
des exemples de traductions sous forme de textes parallèles. Il est fréquent qu’une EN à
traduire ne soit pas présente dans les corpus parallèles qui servent à entraîner les systèmes
de traduction. Comme tout mot hors-vocabulaire, elle ne pourra donc pas être traduite
correctement.
D’après une étude réalisée par Habash (2008) sur des corpus extraits de journaux, environ
40 % des mots hors-vocabulaire sont des noms propres. Il existe donc d’autres causes à la
prolifération des mots hors-vocabulaire, en particulier la complexité morphologique de l’arabe
représente une autre cause importante de ce phénomène (Heintz, 2008). La fréquence des
formes morphologiquement complexes impose également d’effectuer des analyses préalables
afin de simplifier le vocabulaire (cf. chapitre 4).
Le traitement des mots hors-vocabulaire ne peut donc pas être général et doit être adapté
selon les types de mots. La stratégie par défaut consiste à recopier la forme inconnue dans
la sortie en langue cible. Cette stratégie est opérante lorsque les langues source et cible ont
le même alphabet; dans le cas de l’arabe, elle s’avère inappropriée. Pour améliorer la sortie,
il sera ainsi nécessaire de consulter des dictionnaires (Daumé III et Jagarlamudi, 2011), ou
encore de produire une forme translittérée en alphabet latin (Hermjakob, Knight et Daumé III,
2008; Zhang et al., 2011; Zhang, 2012). Ce traitement ne semble pourtant pas utile pour
d’autres types de mots, tels que les verbes ou les adjectifs (Hermjakob, Knight et Daumé III,
2008). La prédétection des EN, qui permet de leur appliquer des traitements différentiels,
apparaît donc comme un traitement potentiellement utile à la traduction.
L’étiquetage en EN en langue arabe représente de nombreux défis intéressants : l’arabe se
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caractérise par le manque de ressources dictionnairiques et surtout par l’absence de distinction
majuscule/minuscule qui est un indicateur très utile pour identifier les noms propres dans
les langues utilisant l’alphabet latin.
En langue arabe, la traduction automatique des noms propres n’est pas une tâche simple et
ceci est dû essentiellement à deux problèmes principaux : l’ambiguïté et la variabilité. D’une
part, les noms propres de personnes ont souvent une signification, ce qui peut engendrer des
confusions lors de la traduction. En Afrique du Nord, il est fréquent de trouver des noms
propres contenant 	áK. (Ben, fils de). On peut également trouver des noms propres comme
ú
æ
	ñJË @ YÒm× (Mohamed Altounsi), qui peut être traduit par Mohamed le tunisien.YJ. « (Abd)
signifie serviteur de, peut être associé à un nom décrivant Dieu1.
D’autre part, il y a aussi une grande variabilité pour écrire les noms propres et ceci est dû
surtout aux variations dialectales et régionales; par exemple le prénom éÊJ
Ôg. est translittéré
par Jamila en tunisien, Djamila en algérien, Gamila en égyptien.
De plus, il est courant dans les pays du monde arabe d’utiliser des dénominations ou des
surnoms à la place des prénoms de personnes. Dans certains pays du Moyen-Orient par
exemple, au lieu de l’appeler par son prénom, la mère d’Ali est appelée Oum Ali et le père
d’Ali est appelé Abu Ali2. On trouve également certaines dénominations qui précèdent les
prénoms de personnes. Ces dénominations varient souvent selon la fonction de la personne
en question comme par exemple Docteur Ali (au lieu d’Ali ou de Monsieur Ali), si Ali a
obtenu un diplôme de doctorat, ou Professeur Ali si Ali est un professeur. Le terme Cheikh3
remplace Monsieur (Cheikha remplace Madame) et est utilisé pour dénommer quelqu’un
qui a de l’expérience ou qui appartient à un certain niveau social. Le terme Hadj4 est
courant également et remplace Monsieur (Hadja pour remplacer Madame). La dénomination
complique donc la tâche de traduction dans certains cas.
Toutes ces formes de noms propres peuvent générer des ambiguïtés lors de la traduction.
Les noms de certains lieux peuvent aussi générer des conflits lors de la traduction, comme
par exemple,  	ñK (Tunis) peut être traduite en français par la ville Tunis ou la Tunisie, au
sens de Tunis, capitale de la Tunisie. En ce qui concerne les noms d’organisations, ils sont
plus difficile à reconnaître en arabe puisqu’ils prennent le plus souvent la forme de groupes
nominaux complexes. Pour les langues latines, comme le français ou l’anglais, on sait que
L’Organisation Mondiale de la Santé par exemple est un nom d’organisation facile à reconnaître
puisque tous les mots pleins qui le constituent commencent par des majuscules, alors qu’en
arabe ce n’est pas le cas. Plus une EN est longue en arabe, plus il est difficile de déterminer
ses limites (le nombre de mots la constituant).
Nous proposons dans ce chapitre une étude complète sur les EN en arabe. Un système de
détection d’EN pour l’arabe a été développé et combiné avec notre outil de segmentation de
l’arabe présenté dans le chapitre 4. Les EN sur lesquelles nous travaillons correspondent à
trois grandes classes non-structurées : lieux, personnes et organisations (Rosset et al., 2012)
puisque notre corpus de base est annoté seulement pour ces trois catégories. Une approche
d’adaptation par auto-apprentissage a été proposée. Finalement, une méthode de traduction
des EN à l’aide de dictionnaires bilingues est proposée. À notre connaissance, il n’y a pas
eu de travaux précédents qui présentent une étude complète sur les EN en arabe, depuis le
prétraitement jusqu’à la traduction. Nos travaux sont à rapprocher de ceux de Hálek et al.
1Il existe 99 noms décrivant Allah. Ils peuvent tous être des noms propres, comme par exemple
Õç'
Q» (Karim) traduit par ’généreux’, ou aussi Õç'
QºË@ YJ.« (Abdelkarim).
2Dans ce cas, Ali est généralement le fils aîné.
3Le terme Cheikh est traduit littéralement par vieux. Dans ce cas, ce terme indique le respect vis à
vis de la personne concernée et que cette personne appartient à un certain niveau social.
4Le terme Hadj est à l’origine attribué à quelqu’un qui vient d’avoir accompli son pèlerinage à la
Mecque.
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(2011) qui détectent les EN en tchèque pour ensuite proposer au décodeur des traductions de
ces entités nommées extraites de Wikipedia.
La suite du chapitre est organisée comme suit. Un échantillon sur les travaux existants sur
la détection et la traduction des EN est présenté dans la section 5.1. La section 5.2 présente le
contexte et les motivations à l’origine de ces travaux. Les données utilisées pour l’ensemble
de nos expériences sont présentées dans la section 5.3. Notre approche de détection des
entités nommées ainsi que le système de base de détection des entités nommées (NERAr)
et les expériences d’adaptation sont décrits dans la section 5.4. La section 5.5 présente les
expériences effectuées sur la pré-traduction des entités nommées en utilisant des dictionnaires
ainsi qu’une analyse des résultats obtenus. Finalement, la section 5.6 conclut ces travaux et
donne quelques perspectives.
5.1 État de l’art
Dans cette section on présente principalement quelques travaux effectués sur la détection des
EN. Des travaux sur l’adaptation sont également présentés ainsi que des travaux qui traitent
le problème de traduction des EN.
5.1.1 Étiquetage en EN pour l’arabe
Les premiers travaux sur la reconnaissance des EN pour l’arabe datent de 1998 et reposent
sur des méthodes à base de règles (Maloney et Niv, 1998). Des travaux plus récents également
sur les EN ont été réalisés par Shaalan et Raza (2009) ou par Zaghouani et al. (2010). Samy,
Moreno et M. Guirao (2005) utilisent un corpus parallèle aligné pour extraire des EN en arabe.
Ils extraient les EN en espagnol à l’aide d’un étiqueteur à base de règles enrichies avec un
lexique monolingue espagnol, ensuite cherchent, en utilisant les alignements, pour chaque
entitée annotée en espagnol la traduction lui correspondant. Une fois les correspondances
effectuées, les entités nommées sont translittérées vers l’arabe. L’avantage principal de cette
approche est que le corpus parallèle joue un double rôle comme étant une ressource et une
cible en même temps. Che et al. (2013) utilisent des données parallèles chinois-anglais pour
améliorer les performances d’un détecteur d’EN en chinois en utilisant des alignements
entre mots. Les expériences de Zitouni et al. (2005) reposent sur l’utilisation des techniques
d’apprentissage automatique (des Maximum Entropy Markov Models) en considérant des jeux
de descripteurs idoines, et parviennent à de très bons résultats sur les données de la campagne
ACE 2004.
Ces travaux ont été prolongés en particulier par Benajiba et ses co-auteurs, et ont donné
lieu notamment à la construction du corpus ANER (voir section 5.3.1). Dans une première
approche, Benajiba et Rosso (2007) explorent un étiquetage fondé sur le maximum d’entropie.
Cette approche est étendue ensuite en décomposant la prédiction en deux temps : d’abord
les frontières de l’EN en introduisant des catégories morpho-syntaxiques (POS), puis à la
détermination de son type. Une seconde approche, fondée sur l’utilisation des CRF (Benajiba
et Rosso, 2008) a permis d’explorer l’intégration de l’ensemble des traits dans un modèle
unique, amenant à de meilleures performances, essentiellement en termes de rappel. Benajiba,
Diab et Rosso (2008) montrent également l’efficacité d’un pré-traitement des textes pour
séparer les différents constituants du mot (proclitiques, lemme, et enclitiques). Abdul Hamid
et Darwish (2010) intègrent des traits intra-mot (notamment n-grammes de caractères) dans
une modélisation CRF. Cette approche permet de capturer implicitement les caractéristiques
morphosyntaxiques, qui sont introduites explicitement par l’analyse préalable réalisée dans
les expériences de Benajiba et Rosso (2008).
Al-Jumaily et al. (2012) présentent, dans des travaux plus récents, un système de détection
des entités nommées, qui permet de détecter, en temps réel, l’apparition de certaines entités
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nommées et des événements dans des dépêches. Ce système peut être utilisé pour les
applications web.
Adaptation et combinaison de systèmes
En apprentissage automatique, l’adaptation consiste à développer un système de traitement
pour un domaine cible à partir de données et/ou d’un système de traitement développé pour
un domaine source. D’un point de vue statistique, cela implique que les distributions des
exemples observés sont différentes au moment de l’apprentissage et au moment du test.
Cette problématique a fait l’objet de multiples propositions en modélisation statistique
des langues comme par exemple l’étude de Bellagarda (2001) pour les modèles statistiques
de langue, ou encore les états de l’art produits par Daume III et Marcu (2006) et par Blitzer
(2008) : combinaison linéaire de systèmes entraînés sur la source et la cible, utilisation de
pondérations différentielles pour les exemples de la source et de la cible (Jiang et Zhai, 2007),
utilisation de descripteurs spécifiques pour les exemples source et cible (Daume III, 2007),
etc. On se reportera, par exemple, à Daume III et al. (2010) pour un échantillon de travaux
récents. Dans un cadre non supervisé, la stratégie la plus commune est l’auto-apprentissage
(self-training) consistant à engendrer automatiquement des données d’apprentissage pour le
domaine cible à partir du système source (Mihalcea, 2004).
Concernant le repérage des EN, le problème de l’adaptation se pose avec une acuité
particulière, due au fait que les EN (i) sont souvent associées avec un thème particulier et
(ii) ont également des distributions d’occurrences très variables dans le temps. Cette problé-
matique est étudiée en particulier par Béchet, Sagot et Stern (2011) qui (i) combinent deux
approches d’étiquetage en EN pour le français : une approche symbolique avec une approche
probabiliste et (ii) adaptent le système probabiliste fondé sur un processus discriminant à
base de CRF, au domaine des données de test.
Plusieurs travaux se sont focalisés sur l’adaptation du vocabulaire dans le texte, comme
ceux de Allauzen (2003) qui portent sur l’adaptation du vocabulaire et du modèle de langue
d’un système de transcription automatique.
5.1.2 Traduction des EN
Plusieurs travaux ont été effectués pour évaluer et améliorer la traduction des entités nommées.
Santanu et al. (2010) translittèrent les EN dans la langue source (anglais) vers la langue cible
(bengale), afin de les aligner. Ils montrent que les alignements des EN améliorent les
performances de la traduction automatique jusqu’à 4,6 points BLEU.
Al-Onaizan et Knight (2002b) présentent un algorithme qui améliore la traduction des
entités nommées de l’arabe vers l’anglais, en utilisant des ressources bilingues et monolingues.
Ils combinent à la fois la traduction (en utilisant des dictionnaires bilingues) avec la translit-
tération (Al-Onaizan et Knight, 2002a) afin de trouver la meilleure traduction d’une entité
nommée. Jiang et al. (2007) combinent également la translittération avec des données extraites
du web et choisissent la meilleure hypothèse de traduction.
D’autres approches comme celle de Kashani et al. (2007) améliorent les performances d’un
système de traduction en utilisant une méthode qui propose des translittérations des mots
inconnus.
Hassan, Fahmy et Hassan (2007) améliorent la traduction des entités nommées en en-
richissant les systèmes de traduction avec des entités nommées et leurs traductions extraites
à partir de corpus comparables et parallèles. Ling et al. (2011) utilisent des liens web pour
récupérer des traductions des entités nommées. Moore (2003) a développé une approche
pour extraire des traductions d’entités nommées à partir d’un corpus parallèle. Les entités
nommées sont extraites du corpus en langue source (anglais) en utilisant les majuscules
comme indice.
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Abdul Rauf (2012) améliore la traduction des entités nommées en utilisant des diction-
naires, constitués à la base à partir de mots inconnus. Leurs traductions sont extraites à partir
de corpus comparables en utilisant la recherche d’information.
L’idée de base de notre approche est assez proche de celle de Hálek et al. (2011) qui ont
effectué une étude préliminaire pour améliorer la traduction automatique des EN en tchèque
avec Wikipedia. Les EN sont détectées et ensuite des traductions de ces EN sont proposées
au décodeur.
5.2 Contexte et motivations
Les données utilisées dans ce chapitre sont principalement des dépêches journalistiques de
l’AFP. Le système de traduction de base utilisé dans ces travaux est entraîné sur un corpus
parallèle arabe-français de 265 mille phrases extraites entre décembre 2009 et juillet 2012 avec
la méthode présentée dans le chapitre 3. Le mois de décembre 2010 ne fait pas partie de ces
données puisqu’il a servi à extraire les corpus de test et de développement.
Nous avons présenté dans le chapitre précédent l’outil de prétraitement de l’arabe que
nous avons développé (SAPA). Cet outil a la particularité d’être (i) indépendant de toute
autre ressource et (ii) beaucoup plus rapide que d’autres outils. Les résultats obtenus
précédemment nous ont encouragé à compléter la chaîne de prétraitement avec la détection
des entités nommées.
5.2.1 Problématique
Comme nous l’avons déjà mentionné, il est fréquent qu’une EN à traduire ne soit pas présente
dans les corpus parallèles qui servent à entraîner les systèmes de traduction. À partir des
résultats obtenus dans le chapitre 3, nous avons en effet observé qu’environ 25 % des formes
inconnues correspondent à des EN.
Une première analyse menée sur une extraction automatique des EN5 en arabe sur le
corpus AFP (250 dépêches par jour) permet d’illustrer ce phénomène, particulièrement
présent dans des textes traitant de l’actualité. La figure 5.1 montre l’évolution du nombre
d’EN nouvelles apparaissant chaque semaine sur la période mars à juillet 2012 dans les
































Figure 5.1: Évolution du nombre d’EN nouvelles chaque semaine, de mars à juillet 2012.
5Les EN ont été extraites avec notre détecteur d’EN qui sera présenté dans la section 5.4.
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À partir d’un nombre initial de 37 446 EN distinctes (extraites sur la période décembre
2009 - mars 2012), on observe que chaque semaine, de façon assez régulière, une centaine
d’EN nouvelles apparaît. Sur cette période de 16 semaines, au total 1 599 nouvelles EN sont
apparues : 1 122 personnes, 366 lieux, et 111 organisations. Non connues d’un système de
traduction qui aurait été entraîné sur le corpus correspondant à la période initiale, ces EN
seront nécessairement mal (ou pas) traduites.
Nous nous sommes donc intéressés à mettre en place des stratégies pour la traduction
des noms propres, ne nécessitant pas l’entraînement du système de traduction sur un corpus
couvrant toujours plus de données.
Afin d’avoir une idée sur le pourcentage d’erreurs de traduction des EN, nous avons
utilisé le corpus parallèle Arcade II (Chiao et al., 2006) annoté en arabe et en français en
EN. C’est le seul moyen de rendre possible une évaluation de la traduction des EN. Une
correction/vérification manuelle de ce corpus a été effectuée afin de rendre le nombre d’EN
en source et en cible le même pour chaque type d’EN. Le corpus Arcade II a été traduit avec
le système de traduction AFP présenté au début de la section 5.2. Le tableau 5.1 présente le
pourcentage des EN traduites correctement.
LOC PERS ORG Total
système de base 70,38 % 51,24 % 44,63 % 55,41 %
Tableau 5.1: Pourcentage des EN bien traduites par le système de traduction AFP (calculé par
rapport à la référence).
Une vérification automatique des EN a été réalisée pour voir le taux d’EN traduites cor-
rectement. Pour chaque ligne, toutes les EN se trouvant dans la référence ont été recherchées
dans la ligne correspondante de la sortie de traduction automatique. D’après le tableau 5.1,
presque la moitié (45 %) des EN n’ont pas été traduites correctement.
5.2.2 Objectifs
Ce travail se focalise principalement sur deux objectifs. Le premier est d’étudier et de
comparer différentes versions d’un modèle de base de détection d’EN : (i) une première
version du modèle de base, suivie d’enrichissements avec différents paramètres, (ii) une
deuxième version exploitant une adaptation non-supervisée.
Le deuxième objectif consiste à tester différentes méthodes de traduction des EN à l’aide
de dictionnaires bilingues de noms propres pour améliorer la traduction automatique des EN
et réduire le nombre de mots inconnus qui sont mal traduits.
5.3 Description des données
Dans ces travaux, deux types de corpus ont été utilisés : des corpus monolingues pour la
tâche de détection des EN et des corpus bilingues pour la tâche de traduction.
5.3.1 Corpus monolingues en arabe
Trois corpus monolingues ont été utilisés : le corpus ANER, le corpus AFP et le corpus Gold
AFP.
Corpus ANER : Les expériences de détection des EN ont été réalisées sur le corpus ANER6
(Benajiba, Rosso et Benedí, 2007) composé de plus de 150 mille occurrences de mots (4 871
phrases). Il peut être considéré comme le corpus de référence pour la tâche.
6http://users.dsic.upv.es/~ybenajiba/downloads.html
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Le corpus distingue 4 types d’EN : lieu (LOC : 40 % des EN observées), personne (PERS
: 32 %), organisation (ORG : 18 %) et une classe “divers” regroupant tous les autres types
(MISC : 10 %)7. Il utilise le schéma d’annotation BIO et distingue donc 9 étiquettes. La
répartition en EN est présentée dans le tableau 5.2.
LOC ORG PERS MISC
Entités nommées 4 431 2 026 3 602 1 117
Entités nommées distinctes 1 004 657 1 446 437
Tableau 5.2: Répartition des entités nommées dans le corpus ANER
La figure 5.2 montre un extrait d’une phrase en format BIO. L’étiquette B-X (Begin) indique
le premier mot d’une EN de type X. L’étiquette I-X (Inside) indique qu’un mot fait partie
d’une EN mais qui n’est pas le premier mot. L’étiquette O (Outside) est utilisée pour les mots
qui ne sont pas des EN.
ÈA¯ð 	àA 	®J
 ½K
PAg. ðX HYjJÖÏ @ ÕæAK. Õ×B@ èYjJÖÏ @
O B-PERS I-PERS O O B-ORG I-ORG
Et a dit Stéphane Dujarric le porte-parole des Nations Unies
Figure 5.2: Exemple d’un extrait de phrase en format BIO.
Corpus monolingue AFP : Nous disposons dans ce cadre de ressources supplémentaires
pour adapter la détection des EN:
∙ de données du domaine (AFP), non-annotées (130 milles phrases, 3 500K mots);
∙ d’un corpus de test, Gold AFP, annoté manuellement en EN (LOC, PERS et ORG) et
constitué de 900 phrases issues des données de l’AFP.
Les dépêches AFP traitées dans notre application diffèrent substantiellement des données
du corpus ANER, qui contient à la fois des articles de presse, des données collectées en
ligne, en particulier des extraits de Wikipedia. Il existe également un décalage temporel
entre la constitution du corpus ANER (2007) et les données que nous devons traiter, qui sont
postérieures à 2009.
5.3.2 Corpus bilingues
Le corpus de développement utilisé pour l’optimisation est constitué de 1 000 phrases extraites
de dépêches AFP (décembre 2010). Pour évaluer notre méthode nous disposons de deux
corpus de test : le corpus AFP (extrait par la méthode présentée dans le chapitre 3) et le
corpus Arcade II (Chiao et al., 2006).
Corpus parallèle AFP : Le corpus de test AFP adapté au modèle de traduction est
constitué de 1 000 phrases extraites de dépêches datées de décembre 2010 également.
Corpus parallèle Arcade : Le corpus de test Arcade II est annoté en arabe et en français en
EN. Ce corpus a été vérifié manuellement pour réduire les EN à trois types. Des alignements
ont été également corrigés ainsi que certaines phrases du corpus afin d’avoir le même nombre
d’EN en source et en cible. Finalement, le corpus de test utilisé pour les expériences contient
1312 lignes dans lesquelles il y a 1079 noms de lieux, 525 noms de personnes et 354 noms
d’organisations.
7Seuls les trois premiers types sont utilisés dans nos évaluations.
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5.3.3 Dictionnaires
Deux types de dictionnaires sont utilisés : les dictionnaires monolingues pour la détection
des EN et les dictionnaires bilingues pour la traduction des EN.
Sources LOC PERS ORG
Dictionnaires
monolingues
ANERGazet x x x
Wikipedia x x x
Geonames8 x - x
Total 4 920 18 098 1 043
Dictionnaires
bilingues
ANERGazet x - -
Wikipedia x x -
JRC9 x x -
Geonames x x x
Total 3 810 16 470 728
Tableau 5.3: Constitution des dictionnaires monolingues et bilingues
5.4 Détection des entités nommées
À la suite de nombreux travaux, nous abordons cette tâche avec des outils d’apprentissage
automatique et utilisons le modèle des champs markoviens conditionnels (ou CRF), avec
l’implémentation Wapiti, qui permet de construire des modèles intégrant un très grand nom-
bre de descripteurs. Cette implémentation permet (i) d’utiliser de très gros modèles incluant
nominalement des centaines de millions de descripteurs, et (ii) une stratégie d’optimisation
permettant de sélectionner les descripteurs les plus utiles par le biais d’une pénalité `1
(Sokolovska, Cappé et Yvon, 2009). L’utilisation de modèles statistiques pose la question de
la pertinence des corpus d’apprentissage au regard des données de test. Nous traitons cette
question en explorant une adaptation non-supervisée.
5.4.1 Protocole expérimental
Les expériences sont réalisées à partir de données translittérées10 et segmentées avec l’outil
de segmentation SAPA présenté dans le chapitre 4. Les scores sont calculés en utilisant l’outil
d’évaluation développé pour la tâche de repérage des EN proposée dans le cadre de CoNLL
200211, qui calcule le rappel, la précision et la F-mesure comme suit :






où C représente le nombre des étiquettes correctes pour une EN, T le nombre des étiquettes
trouvées, et T * C le nombre des EN trouvées et correctes.
Les modèles sont évalués sur le corpus ANER par validation croisée à 10 partitions, sur
des tests d’environ 25 mille mots chacun.
8http://download.geonames.org/export/dump/
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5.4.2 Sélection de caractéristiques
Différentes versions du modèle de détection des EN ont été développées, qui incluent des
jeux de descripteurs de richesse croissante. Nous décrivons ci-dessous les principales familles
de descripteurs; chaque réalisation x d’un élément d’une de ces familles donne lieu à un
ensemble de fonctions booléennes testant x avec chaque étiquette et avec chaque bigramme
d’étiquettes possibles.
N-grammes de mots : ces caractéristiques testent tous les unigrammes, les bigrammes,
les trigrammes et les quadrigrammes dans, respectivement, des fenêtres de tailles 5, 3, 4 et 5
autour du mot courant.
Préfixes et suffixes : chaque séquence d’une, deux, ou trois lettres observée à l’initiale
ou à la finale d’un mot du corpus d’apprentissage donne lieu à un nouveau descripteur.
L’apparition de ces préfixes et suffixes est testée dans une fenêtre de taille 5 centrée sur le mot
courant. Ces traits sont très importants puisqu’en langue arabe, les mots contiennent souvent
des proclitiques et enclitiques que ce trait aide à détecter. Ainsi, certains noms propres sont
précédés de l’article défini Al, d’autres mots sont agglutinés à des pronoms personnels en fin
de mot, etc.
POS-tags : ce trait concerne les étiquettes morpho-syntaxiques prédites en utilisant un
modèle entraîné par Wapiti sur l’Arabic Tree Bank12 (Maamouri et al., 2005a; Maamouri et al.,
2005b); des détails sur cet étiqueteur13 sont donnés dans le chapitre 4. Les tests évaluent les
unigrammes d’étiquettes dans une fenêtre de taille 5, et les bigrammes d’étiquettes dans une
fenêtre de taille 3.
Ponctuation et nombres : ce trait teste la présence de caractères de ponctuation et de
chiffres dans le mot courant ainsi que dans les deux mots voisins.
Dictionnaires monolingues : Ce trait teste pour chaque mot w = w1...wn, si w figure
dans le dictionnaire, ou s’il y figure précédé d’un ou de deux proclitiques contenant un ou
deux caractères (Pref.Dict sur la figure 5.3). En langue arabe, il est possible d’avoir des EN
précédées par la conjonction et (ð) – constituée d’un seul caractère et collée au mot suivant –
ou aussi précédées à la fois par une conjonction et une préposition, comme par exemple
A	Q 	®Ëð (et pour la France) ou bien QK@ 	Qj. ÊË (pour l’Algérie).
Les résultats de ces expériences sont reportés sur la figure 5.3, qui représente la variation
globale de la précision, du rappel et de la F-mesure, ainsi que le nombre de traits actifs. On
constate qu’au fur et à mesure que de nouveaux traits sont ajoutés au modèle précédent, le
rappel et la F-mesure augmentent, parfois au prix d’une légère dégradation de la précision.
5.4.3 Système de détection des EN préliminaire et adaptations
Dans cette section on présente une version préliminaire du système de détection des EN ainsi
que son adaptation. Dans cette section, le corpus d’entraînement pour la construction du
modèle de détection des EN n’est pas segmenté14. Pour la suite des expériences à partir de la
section 5.4.4, le corpus d’entraînement est segmenté. Le tableau 5.4 montre les résultats du
système de détection des EN par validation croisée sur le corpus ANER.
Pour adapter le détecteur d’entités nommées, nous avons utilisé un corpus d’apprentissage
constitué de données du domaine (AFP), ainsi qu’un corpus de test Gold AFP annoté manuelle-
ment pour évaluer les résultats. La section 5.4.3.1 décrit l’adaptation du système de détection
des EN par auto-apprentissage, l’hybridation est présentée dans la section 5.4.3.2.
12http://www.ircs.upenn.edu/arabic/
13Les étiquettes morpho-syntaxiques sont prédites avec SAPA.
14Cette étude a été réalisée au cours du projet SAMAR, avant le développement de SAPA, c’est pour
cette raison que les données utilisées pour ces expériences n’ont pas été segmentées.
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Figure 5.3: Précision (en %), rappel (en %), F-mesure et nombre de traits actifs pour des
modèles de complexité croissante (à chaque nouveau modèle, de nouveaux traits
sont ajoutés).
Précision Rappel Fβ=1
LOC 91,17 % 85,87 % 88,44
ORG 83,00 % 63,31 % 71,83
PERS 83,26 % 75,38 % 79,13
Total 86,89 % 77,56 % 81,96
Tableau 5.4: Précision, rappel et F-mesure du modèle de base préliminaire (qui combine tous les
traits) sur le corpus ANER
5.4.3.1 Adaptation du système préliminaire par auto-apprentissage
Le système préliminaire de détection des EN, constitué à partir du corpus ANER, est utilisé
pour annoter automatiquement le corpus AFP. Deux systèmes adaptés sont alors obtenus
en utilisant comme corpus d’entraînement soit (i) le corpus étiqueté automatiquement seul,
soit (ii) l’union des deux corpus. Le tableau 5.5 donne les résultats des trois systèmes sur
les données de test AFP. On constate une baisse sensible des performances du système de
base (la F-mesure passe de 81,96 sur les données de test ANER à 72,64 sur les données de test
AFP). Après adaptation (AFP et ANER+AFP), on constate une amélioration de la F-mesure
pour les noms de lieux et de personnes. On note que bien que le modèle AFP ait été annoté
automatiquement, on arrive à avoir de meilleurs scores par rapport au modèle ANER.
5.4.3.2 Hybridation du modèle adapté de détection des entités nommées
Le processus consiste à annoter automatiquement le corpus de test par l’annotateur symbol-
ique à base de règles de Temis15 (Guillemin-Lanne et al., 2007), dont les performances sont
données dans le tableau 5.6. Le corpus de test est ensuite annoté une seconde fois par Wapiti,
15Temis est l’un des partenaires du projet SAMAR. Comme déjà mentionné, cette étude a été réalisée
avant le développement de SAPA, c’est pour cette raison que les données utilisées pour ces expériences
n’ont pas été segmentées.
72
5.4. Détection des EN
Précision Rappel Fβ=1 Modèle
LOC 89,30 % 78,85 % 83,75
ORG 50,24 % 37,72 % 43,09 ANER
PERS 68,07 % 66,03 % 67,03
Total 77,61 % 68,27 % 72,64
LOC 90,81 % 77,84 % 83,83
ORG 51,01 % 35,94 % 42,17 AFP
PERS 70,83 % 69,29 % 70,05
Total 79,39 % 68,14 % 73,34
LOC 91,45 % 78,18 % 84,29
ORG 51,76 % 36,65 % 42,92 ANER+AFP
PERS 70,87 % 68,75 % 69,79
Total 79,86 % 68,34 % 73,65
Tableau 5.5: Comparaison et Adaptation du système de reconnaissance d’entités nommées
préliminaire sur le corpus de test AFP
Précision Rappel Fβ=1
LOC 87,97 % 76,49 % 81,83
ORG 63,51 % 50,18 % 56,06
PERS 75,80 % 57,88 % 65,64
Total 81,03 % 67,23 % 73,49
Tableau 5.6: Performances de l’annotateur automatique de Temis
en considérant que les entités nommées annotées par Temis sont correctes et en n’utilisant
Wapiti que pour prédire les zones qui n’ont pas été détectées comme entités nommées par
l’annotateur symbolique. Les résultats sont dans le tableau 5.7.
Modèle ANER+AFP Modèle ANER+AFP hybride
Précision Rappel Fβ=1 Précision Rappel Fβ=1
LOC 91,45 % 78,18 % 84,29 85,81 % 82,34 % 84,04
ORG 51,76 % 36,65 % 42,92 58,49 % 55,16 % 56,78
PERS 70,87 % 68,75 % 69,79 68,02 % 72,83 % 70,34
Total 79,86 % 68,34 % 73,65 76,39 % 75,10 % 75,74
Tableau 5.7: Comparaison de système de reconnaissance d’entités nommées adapté
(ANER+AFP) avec le système de reconnaissance des entités nommées adapté et
hybride
Ces résultats montrent une amélioration par rapport aux résultats antérieurs (+2 points)
en F-mesure totale ainsi qu’une perte en précision pour les lieux et les personnes. On note
que le modèle hybride améliore la reconnaissance de toutes les entités nommées et surtout la
reconnaissance des organisations puisque l’annotateur de Temis a de meilleures performances
sur la reconnaissance des organisations.
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5.4.4 Système de détection des EN de base et comparaison à l’état de l’art
Dans la section 5.4.3, nous avons présenté le système préliminaire de détection des EN sur des
données non segmentées. Le système de détection des EN de base (NERAr) constitué à partir
des données d’apprentissage segmentées est présenté dans la section 5.4.4.1. La section 5.4.4.2
présente les expériences effectuées pour l’adaptation de NERAr en utilisant des données
extraites de dépêches de l’AFP. Les performances de NERAr sur le corpus Arcade II sont
présentées dans la section 5.4.4.3.
5.4.4.1 Système de détection des entités nommées de base (NERAr)
Dans cette section, nous présentons les performances du système de détection des EN de base
(NERAr pour Named Entity Recognition for Arabic). Ce dernier est entraîné sur des données
segmentées avec SAPA et englobe toutes les caractéristiques présentées dans la section 5.4.2.
Le tableau 5.8 montre les performances de NERAr sur le corpus ANER en comparaison
avec les performances du système de base de Benajiba et Rosso (2008). Ce dernier utilise des
données segmentées avec l’outil de segmentation de Diab (2009) pour la détection des EN.
(Benajiba et Rosso, 2008) Système de base (NERAr)
Précision Rappel Fβ=1 Précision Rappel Fβ=1
LOC 93,03 % 86,67 % 89,74 LOC 89,75 % 89,39 % 89,57
ORG 84,23 % 53,94 % 65,76 ORG 83,37 % 66,01 % 73,68
PERS 80,41 % 67,42 % 73,35 PERS 82,49 % 78,53 % 80,46
Total 85,89 % 69,34 % 76,2816 Total 86,02 % 80,78 % 83,32
Tableau 5.8: Précision, rappel et F-mesure du système de détection des EN de base (NERAr) sur
le corpus ANER en comparaison avec le système de détection des EN de Benajiba
et Rosso, (2008)
On note que NERAr donne des performances comparables à l’état de l’art pour les noms
de lieux, et améliore les performances pour les noms de personnes et d’organisations. La
segmentation du texte avant l’entraînement du modèle de détection des EN améliore les
résultats. L’évaluation du système de base sans segmentation préalable des mots du texte a
donné une Fβ=1 totale égale à 81,96 (voir tableau 5.4).
Pour vérifier l’impact de l’ajout des dictionnaires comme étant une des caractéristiques
pour la détection des EN, le tableau 5.9 montre les performances du système de base sans
ajout de dictionnaires. On note une dégradation de la précision pour les organisations et les
noms de personnes ainsi qu’une baisse du rappel et de la F-mesure pour tous les types d’EN.
Précision Rappel Fβ=1
LOC 91,14 % 86,03 % 88,51
ORG 80,70 % 64,44 % 71,66
PERS 82,28 % 77,52 % 79,83
Total 85,99 % 78,53 % 82,09
Tableau 5.9: Précision, rappel et F-mesure du modèle de base sans ajout de dictionnaires sur le
corpus ANER
16Le total reporté dans Benajiba et Rosso (2008) inclut l’EN MISC. Le total ici a été fait en calculant la
moyenne.
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5.4.4.2 Adaptations du système de base de détection des entités nommées
Comme précédemment, dans la section 5.4.3.1, pour adapter le détecteur d’EN, nous avons
utilisé le corpus d’apprentissage constitué de données du domaine (AFP), ainsi que le corpus
de test monolingue Gold AFP annoté manuellement.
Le système de base, constitué à partir du corpus ANER, est utilisé pour annoter automa-

















Figure 5.4: Adaptation du système de base de détection des entités nommées par auto-
apprentissage.
obtenus en utilisant comme corpus d’entraînement soit (i) le corpus étiqueté automatiquement
seul (AFP), soit (ii) l’union des deux corpus (ANER+AFP). Le tableau 5.10 donne les résultats
Précision Rappel Fβ=1 Modèle
LOC 91,30 % 80,31 % 85,46
ORG 52,20 % 33,81 % 41,04 ANER
PERS 70,21 % 71,74 % 70,97
Total 80,07 % 69,77 % 74,57
LOC 90,57 % 82,11 % 86,14
ORG 55,44 % 38,08 % 45,15 AFP
PERS 71,51 % 69,57 % 70,52
Total 80,55 % 71,07 % 75,51
LOC 87,20 % 85,04 % 86,10
ORG 49,79 % 41,99 % 45,56 ANER+AFP
PERS 71,16 % 73,10 % 72,12
Total 77,13 % 74,32 % 75,70
Tableau 5.10: Comparaison et Adaptation du système de reconnaissance d’entités nommées sur
le corpus de test Gold AFP.
des trois systèmes sur les données de test Gold AFP. Le changement de domaine entraîne
une baisse sensible des performances du système de base (la F-mesure passe de 83,32 sur les
données de test ANER à 74,57 sur les données de test Gold AFP). Après adaptation (AFP et
ANER+AFP), on constate une amélioration du rappel et de la F-mesure pour tous les types
d’EN. On note que bien que le modèle AFP ait été annoté automatiquement, il conduit à de
meilleurs scores par rapport au modèle ANER. Les performances des modèles données dans
le tableau 5.10 entraînés sur des données segmentées sont meilleures que les performances
des modèles entraînés sur des données non segmentées (tableau 5.5).
Les proportions des deux corpus d’entraînement sont assez différentes (~5 milles phrases
pour le corpus ANER et 130 milles phrases pour le corpus AFP). Les données AFP sont
annotées automatiquement, ce qui peut engendrer du bruit. Un test supplémentaire a été
donc effectué en sélectionnant seulement les 5 milles phrases qui ont le meilleur score de
confiance donné par Wapiti. La F-mesure totale obtenue pour le modèle limité ANER+AFP
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est de 74,90. On constate donc que plus on a de données d’adaptation, plus la détection des
EN s’améliore.
Une autre expérience a été réalisée afin de vérifier l’impact des connaissances lexicales
sur l’apprentissage. Un nouveau modèle de détection des entités nommées a été créé
en utilisant tous les paramètres précédents sauf les informations lexicales (unigrammes,
















l Précision Rappel Fβ=1 Modèle
LOC 92,56 % 72,78 % 81,49
ORG 47,80 % 30,96 % 37,58 ANER
PERS 72,46 % 60,05 % 65,68
Total 80,52 % 62,09 % 70,12
LOC 92,07 % 60,07 % 72,70
ORG 64,18 % 15,30 % 24,71 AFP
PERS 62,54 % 60,33 % 61,41
Total 79,74 % 51,95 % 62,91
LOC 92,17 % 74,13 % 82,17
ORG 50,60 % 29,89 % 37,58 ANER+AFP
PERS 67,44 % 63,59 % 65,45
Total 79,56 % 63,52 % 70,64
Tableau 5.11: Comparaison et Adaptation du système de reconnaissance d’entités nommées,
entraîné sans aucun trait lexical. Évaluation sur le corpus de test Gold AFP.
observe qu’en adaptant le détecteur d’EN, le rappel global ainsi que celui des lieux et
des personnes s’améliore pour le système adapté ANER+AFP. La F-mesure pour les lieux
s’améliore également. On voit que pour les organisations les performances – sauf la précision –
sont moins bonnes pour le système adapté AFP par rapport au système ANER. En combinant
les deux systèmes, ANER+AFP, les résultats sont améliorés pour les organisations surtout
au niveau de la précision. Par contre, on observe que bien que le système n’ait aucune
connaissance lexicale, il arrive quand même à reconnaitre des EN. En général, on arrive
à améliorer les performances en adaptant le système de détection des EN. Une F-mesure
globale de 70,64 a été obtenue pour le système adapté ANER+AFP.
5.4.4.3 Détection des EN pour le corpus Arcade II
Le corpus Arcade II annoté en EN est différent à la fois du corpus ANER et du corpus AFP.
Ce corpus est très intéressant puisqu’il est annoté en EN à la fois dans les deux langues (en
arabe et en français); ce qui constitue à la fois un corpus d’évaluation de la détection des EN
et d’évaluation de la traduction des EN. Afin d’avoir une idée des performances du détecteur
d’EN sur le corpus Arcade, – qui sera utilisé pour évaluer l’impact de la traduction des EN
par la suite – nous avons évalué notre modèle de détection des EN de base sur ce corpus. Les
EN détectées dans ce corpus seront par la suite prétraitées lors de la traduction automatique.
Le tableau 5.12 montre les performances du système de détection des EN de base ainsi
que le système adapté (ANER+AFP) sur le corpus de test Arcade II. On constate que le
modèle adapté ANER+AFP donne de meilleures performances que le modèle ANER seul sur
le corpus Arcade II en termes de rappel et de F-mesure. Nous avons donc choisi le modèle
adapté pour détecter les EN sur les corpus de test AFP et Arcade. Puisque le corpus Arcade
est annoté en EN en source et en cible, nous avons pensé à détecter les EN en français afin
d’évaluer et comparer les performances du détecteur des EN en arabe et en français.
Nous avons pour cela utilisé le détecteur d’entités nommées développé au LIMSI dans le
cadre du projet Quaero (Dinarelli et Rosset, 2011) et entraîné sur les données utilisées dans
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Modèle ANER Modèle ANER+AFP
Précision Rappel Fβ=1 Précision Rappel Fβ=1
LOC 81,69 % 74,50 % 77,93 LOC 78,75 % 78,90 % 78,83
ORG 71,67 % 22,22 % 33,93 ORG 60,54 % 28,94 % 39,16
PERS 70,47 % 77,92 % 74,01 PERS 69,61 % 79,04 % 74,02
Total 77,08 % 65,38 % 70,75 Total 74,01 % 69,35 % 71,60
Tableau 5.12: Précision, rappel et F-mesure sur le corpus Arcade II en utilisant le modèle de
détection des entités nommées ANER puis ANER+AFP.
la campagne d’évaluation ESTER2 (Galliano, Gravier et Chaubard, 2009). Les performances
du détecteur d’entités nommées sur la partie français du corpus Arcade II sont données
dans le tableau 5.13. On voit que la F-mesure globale du détecteur d’EN en français baisse
Precision Rappel Fβ=1
LOC 86,3 % 68,5 % 76,4
ORG 64,9 % 24,8 % 35,9
PERS 58,9 % 62,0 % 60,4
Total 74,7 % 59,0 % 65,9
Tableau 5.13: Performances du détecteur des EN en français sur la partie français du corpus
Arcade II
par rapport à la F-mesure globale du détecteur d’EN sur l’arabe. Ceci est dû au fait que le
détecteur d’EN du français a été entraîné sur des données audio. Les données audio diffèrent
des données écrites sur plusieurs niveaux comme la ponctuation par exemple (la ponctuation
des données transcrites est souvent incomplète). On observe également que le détecteur d’EN
en français est meilleur que le détecteur d’EN de base en arabe pour les organisations. Le
détecteur d’EN en arabe (cf. tableau 5.12) et le détecteur d’EN en français (cf. tableau5.13)
n’ont pas les mêmes performances sur le corpus Arcade II.
5.5 Traduction automatique
Pour la traduction automatique, nous utilisons le décodeur à base de segments et open source
Moses17 (Koehn et al., 2007) qui intègre en particulier l’aligneur sous-phrastique MGIZA++18
(Gao et Vogel, 2008) pour la phase d’entraînement. La table de traduction est constituée en
symétrisant les alignements selon l’heuristique grow-diag-final-and de Moses, et contient des
segments dont la longueur va jusqu’à 7 mots. L’outil SAPA (chapitre 4) est utilisé pour le
prétraitement de l’arabe.
5.5.1 Intégration de dictionnaires pour la traduction des EN
L’idée est de proposer des traductions des EN tout en utilisant le même système de traduction.
Lors de la phrase de prétraitement, le texte en arabe est segmenté et les EN sont détectées.
Selon le type d’EN détectée, le dictionnaire bilingue approprié est consulté (lieux, personnes
et organisations) afin d’éviter les ambiguïtés : un nom de rue (LOC) peut être identique au
nom d’une personne (PERS), comme par exemple Charles de Gaulle qui peut être un nom de




5. Traitement automatique des entités nommées en arabe
Des propositions de traductions de cette EN – extraites des dictionnaires – sont ajoutées
dans le texte à traduire sous forme de balises. Par exemple, pour le nom propre AÓAK. ð@ ¼@PAK.
(Barack Obama), les traductions proposées au décodeur sont représentés sous le format
suivant :
<n translation="Barack Hussein Obama||Barack Hussein Obama II||Barack Obama||Barak
Obama"> bArAk AwbAmA < /n>
Ces informations sont proposées à Moses selon deux modes : inclusive et exclusive.
∙ le mode exclusive impose au décodeur de choisir pour le segment concerné une des
suggestions proposées dans la balise. Seules les propositions de traductions figurant
dans la balise sont utilisées dans le segment à l’entrée. Tous les segments de la table de
traduction qui sont en concurrence avec ce segment sont ignorés.
∙ le mode inclusive permet de mettre en concurrence les traductions spécifiées dans la
balise avec toutes les entrées de la table de traduction pour ce segment. Cette option
permet au décodeur d’utiliser les traductions soit à partir de la table de traduction ou de
la traduction proposée dans la balise. Pour chaque segment de la phrase, les scores pour
les différentes hypothèses se trouvant dans la table de traduction, ainsi que pour les
hypothèses de traduction, sont calculés. Toutes les hypothèses sont ensuite comparées
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Segmentation (SAPA) Détection des EN(NERAr)
Texte brut Texte segmenté Texte annoté Propositions de traductions
Figure 5.5: Méthode de prétraitement du texte en arabe en combinant segmentation du texte,
détection des EN et proposition de traductions.
La figure 5.5 montre les étapes de la méthode de prétraitement des EN en arabe que nous
proposons.
5.5.2 Expériences et résultats
Les expériences sont effectuées sur deux corpus différents : le corpus de test AFP (sec-
tion 5.3.2), et le corpus Arcade II annoté en EN à la fois en arabe et en français. Le corpus
Arcade permet de vérifier plus précisément l’impact du traitement spécifique des EN sur leur
traduction automatique.
Ainsi, nous avons évalué comparativement trois situations : sans traitement a priori des
EN (que nous avons appelé par la suite dans les expériences default), ou en proposant des
traductions soit en mode exclusive ou en mode inclusive. Dans les trois cas, un deuxième
poids est utilisé pour le modèle de langue permettant de pénaliser les mots hors vocabulaire.
Des évaluations en utilisant les métriques BLEU (Papineni et al., 2002) et METEOR
(Banerjee et Lavie, 2005; Lavie et Agarwal, 2007) ont été réalisées. METEOR intègre des
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équivalents sémantiques pour les mots et évalue les hypothèses de traduction automatique
en les alignant à une ou plusieurs traductions de référence. Les alignements sont basés sur
des exactitudes, des lemmes, des synonymes, et des paraphrases. Les scores sont calculés sur
la base des alignements entre les paires hypothèse et référence.
Pour nos expériences, nous avons utilisé les modules d’exactitude et de paraphrases. Une
table de paraphrases d’EN est constituée à partir des dictionnaires bilingues et contient toutes
les paraphrases de toutes les EN en français. La table de paraphrases permet à METEOR de
considérer un ensemble de paraphrases (un nom propre écrit avec différentes translittérations
par exemple) correct lors de son évaluation par rapport à la référence. La table de paraphrases
permet également d’inclure des synonymes ou aussi des expressions synonymes, puisque le
module synonyme inclus dans METEOR est valable que pour l’anglais.
Des évaluations manuelles ainsi que des analyses détaillées des résultats ont été également
effectuées.
5.5.2.1 Tests sur le corpus AFP
Le tableau 5.14 présente les résultats de traduction automatique du corpus AFP pour les
trois cas default, exclusive et inclusive avec deux mesures de traduction BLEU et METEOR (qui
intègre des équivalents sémantiques des EN). Le nombre de mots hors vocabulaire (#mots
OOV) est également présenté.
#mots OOV BLEU METEOR
default 288 34,62 52,64
exclusive 285 33,58 51,65
inclusive 285 34,21 52,39
Tableau 5.14: Scores BLEU et METEOR en traduction arabe-français sur le corpus de test AFP
de 1 000 phrases extraites de dépêches de décembre 2010.
Une évaluation globale par les deux mesures BLEU et METEOR ne permet pas d’observer
des améliorations en ajoutant des traductions d’EN (inclusive ou exclusive).
Les mesures BLEU et METEOR ne donnant pas de détails concernant la traduction des
EN, nous avons vérifié manuellement les 100 premières lignes du corpus de test.
Évaluation manuelle :
Sur les 100 lignes analysées, 165 EN ont été détectées, parmi lesquelles 118 ont été trouvées
dans les dictionnaires et ont pu être pré-traduites. Si l’on compare les systèmes default et
exclusive, on observe des différences pour seulement 11 entités nommées : 8 pour lesquelles
la traduction diffère de celle proposée dans la référence, tout en restant acceptable, voire
corrigeant des traductions erronées de la référence. Par exemple, AJ
ðPCJ
K. a été traduit par
Bélarus (par le système default) qui est la traduction existante dans la référence, alors que
l’option exclusive propose Biélorusse, qui est plus correcte en français. On note également
qu’en utilisant cette option, 3 traductions d’EN sont améliorées (erronées dans le cas default,
mais correctes avec notre approche).
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La comparaison de la sortie de traduction default avec la sortie inclusive montre qu’en
utilisant l’option inclusive, les différences sont encore plus réduites, les hypothèses du système
default continuant à être préférées sauf dans trois cas : pour deux ces propositions sont
correctes mais ne sont pas dans la référence et dans un cas la traduction a été améliorée.
Au final, nous observons peu de différences entre les différents systèmes; les propositions
des dictionnaires sont dans l’ensemble correctes, mais trop rares pour influer positivement sur
le score BLEU. À l’inverse, forcer la segmentation de la phrase source, voire imposer l’insertion
de certains mots inconnus du modèle de langue dans la cible peut avoir un effet négatif sur
la traduction du voisinage de ce mot. Ainsi, le système default propose la traduction Séoul a
annoncé que ces manoeuvres ... alors que la meilleure hypothèse du système exclusive est Séoul
a indiqué que ces manoeuvres ..., qui est induite par une autre segmentation. Le mot indiqué est
dans cet exemple pénalisé car ne faisant pas partie de la référence.
Dictionnaires : La qualité de la traduction des EN est dépendante de leur détection.
L’évolution du nombre d’EN détectées varie en fonction de la taille des dictionnaires. Ceci
est reflété par les résultats représentés sur la figure 5.6, qui montre l’évolution du nombre





















Figure 5.6: Le nombre d’entités nommées trouvées dans les dictionnaires bilingues en fonction
de l’évolution de la taille des dictionnaires.
dictionnaires monolingues et bilingues de taille réduite, qui en particulier ne contiennent
aucun nom d’organisation, et correspondent aux points situés à gauche sur la figure 5.6.
Ces dictionnaires sont ensuite enrichis : les dictionnaires monolingues par 1143 lieux, 4466
personnes et 726 organisations supplémentaires; les dictionnaires bilingues par 1586 paires
de lieux, 3129 paires de personnes et 726 paires d’organisations, correspondant aux deux
points intermédiaires. Les points les plus à droite correspondent à l’ajout simultané des deux
dictionnaires.
Les dictionnaires comme corpus : Nous avons enfin effectué une dernière expérience
afin de savoir si l’intégration des dictionnaires en tant que modèles de traduction pouvait
améliorer les scores de traduction. Nous avons effectué les tests, soit (i) en concaténant les
données des dictionnaires avec les données du système AFP et en construisant un seul modèle
(1 table) de traduction, soit (ii) en utilisant un deuxième modèle appris à partir des seules
données contenues dans les dictionnaires (2 tables). Les scores BLEU obtenus sont donnés
dans le tableau 5.15.
Cette dernière manière de procéder s’avère donc ici paradoxalement la meilleure et
améliore de 0,3 points BLEU les performances du système de base. Intégrer les dictionnaires
80
5.5. Traduction automatique
#mots OOV BLEU METEOR
1 table de traduction 272 34,97 52,99
2 tables de traduction 277 34,28 52,14
Tableau 5.15: Scores BLEU et METEOR sur le corpus de test AFP en utilisant les dictionnaires
sous forme de modèles de traduction.
directement au sein des données parallèles permet au système d’optimiser leurs scores
relatifs par rapport aux autres entrées du modèle de traduction, tout en assurant, comme
précédemment, une meilleure couverture pour les EN.
5.5.2.2 Tests sur le corpus Arcade II
Afin d’évaluer au mieux l’impact de la détection des EN sur la traduction, nous avons utilisé
le corpus Arcade II qui est annoté en EN en source et en cible. Environ 60 % des phrases du
corpus Arcade II (dans les deux langues) contiennent des EN distribuées comme représenté
sur la figure 5.7. L’annotation en source et en cible en EN du corpus Arcade II permet
Figure 5.7: Pourcentage des phrases selon le nombre d’entités nommées par phrase.
d’évaluer automatiquement la qualité de la traduction des EN.
Le tableau 5.16 donne une comparaison du score BLEU des différentes variantes de nos
systèmes de traduction. La détection des EN est effectuée avec le modèle adapté ANER+AFP.
Une évaluation a été également réalisée sur le corpus de test en proposant les traductions
correctes des EN afin de mesurer le maximum d’amélioration atteignable si l’on pouvait
trouver toutes les EN de la référence dans les dictionnaires (Oracle). Un tel test nécessite
d’avoir un corpus annoté en EN.
#mots OOV BLEU METEOR
default 2634 20,87 40,17
exclusive 2604 20,52 39,81
inclusive 2604 20,83 40,22
Oracle
exclusive 2493 20,60 39,24
inclusive 2493 21,17 40,13
Tableau 5.16: Scores BLEU et METEOR en traduction arabe-français sur le corpus de test
Arcade II avec et sans proposition de traductions, en comparaison avec l’Oracle.
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Comme précédemment, le tableau 5.16 ne montre pas d’amélioration du score BLEU
lorsque l’on utilise les options inclusive et exclusive, bien que le pourcentage des mots hors
vocabulaire (OOV) soit réduit de 1,13 %. L’option exclusive n’améliore pas les résultats de
traduction (default), même dans la situation idéale où toutes les EN proposées sont correctes
(configuration Oracle). Nous nous limitons dans les prochaines expériences à tester seulement
l’option inclusive.
Pour ce corpus, l’approche qui consiste à utiliser les dictionnaires comme données paral-
lèles s’avère moins positive pour le score de traduction. Les scores BLEU obtenus sont donnés
dans le tableau 5.17.
#mots OOV BLEU METEOR
1 table de traduction 2536 20,21 40,18
2 tables de traduction 2552 20,27 39,19
Tableau 5.17: Scores BLEU et METEOR en traduction arabe-français sur le corpus de test
Arcade II en utilisant les dictionnaires comme corpus d’entraînement des modèles
de traduction.
5.5.2.3 Analyse des résultats
Cette section est consacrée à l’analyse des résultats obtenus. Cette analyse s’effectue à trois
niveaux (i) comparaison des deux types de corpus de test, (ii) couverture et pourcentage
des EN existantes dans les dictionnaires et (iii) statistiques sur les EN traduites. Ces deux
derniers niveaux d’analyse sont réalisés grâce au corpus Arcade II permettant d’analyser plus
en détails les EN.
AFP vs Arcade II : Une observation troublante est la grande différence entre les scores
BLEU obtenus sur le corpus AFP et le corpus Arcade (14 points de différence). Nous avons
donc procédé à une étude comparative de ces deux corpus qui montre que le style des
données Arcade - issues du journal ’le Monde Diplomatique’ - est sensiblement différent de
celui des dépêches de l’AFP. Ainsi, par exemple, le corpus de test AFP contient 43,2 % de
phrases verbales (c-à-d qui débutent par un syntagme verbal), alors que le corpus de test
Arcade contient seulement 9,6 % de telles phrases.
La figure 5.8 présente deux phrases en arabe issues respectivement du corpus Arcade II et
du corpus AFP avec leurs annotations morphosyntaxiques – extraites automatiquement avec
SAPA – et leurs traductions en français. Dans cet exemple, la phrase extraite du corpus Arcade
est une phrase nominale alors que la phrase extraite du corpus AFP est une phrase verbale
qui commence par une conjonction suivie d’un verbe. Ces deux derniers sont agglutinés dans
la forme brute (avant segmentation).
Il existe également un décalage temporel entre les deux corpus, Arcade contient des
données collectées entre 2001 et 2003 alors que les données AFP (de test) sont de 2010. Le
système de traduction est constitué de données issues de dépêches datant de 2009 à 2012.
Toutes ces variations entre les deux corpus expliquent la baisse du score de traduction (BLEU)
sur le corpus de test Arcade.
Couverture des EN par les dictionnaires bilingues : Afin de savoir si les connaissances
ajoutées au décodeur sont intéressantes, nous avons utilisé le corpus Arcade. Nous avons
calculé le pourcentage des EN arabes pour lesquelles notre système propose des traductions :
16,4 % ont été retrouvées dans les dictionnaires bilingues (24,2 % des lieux, 20 % des noms de
personnes et seulement 5 % des organisations).
Cette faible couverture s’explique par deux raisons : d’une part, le corpus Arcade contient
des noms d’entités très spécifiques, comme par exemple Barrio Alicia Pietri de Caldera (un
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Réf. : peu de temps après le retour de M. Kelly à Washington , un
responsable américain déclarait à des journalistes que l’accord-
cadre de 1994 sur le gel du réacteur de Yongbyon était nul et non
avenu .
AFP : éÊ@ñJÓ éJ
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	A 	®k 	áÓB@ 	àAÒ 	Ë
POS : conj verb noun_prop noun_prop adj prep noun noun adj punc
verb noun adj prep noun noun noun prep noun noun punc punc
Réf. : " afin de préserver la confidentialité des documents , nous
sommes engagés dans un processus permanent de sécurisation "
, déclare Bernard Valero , le porte-parole du ministère .
Figure 5.8: Comparaison de la structure de deux phrases issues de deux corpus différents :
Arcade II et AFP
encore Organisation Libérale (en Tunisie) et Tribunal pénal international pour l’ ex-Yougoslavie de
La Haye.
D’autre part, un certain nombre de noms de lieux qui ne sont pas reconnus existent dans
nos dictionnaires mais sous une autre forme: c’est le cas de territoires palestiniens qui existe en
tant que Palestine ou encore de zones kurdes qui existe en tant que Kurdistan, voire qui ont une
orthographe différente de celle des dictionnaires : c’est le cas par exemple pour l’Angleterre,
@QÊ¾ 	K @ au lieu de @QÊm.
	' @ ou pour les Philippines, 	á
J. J
ÊJ
 	®Ë @ au lieu de 	á
J. Ê 	®Ë @ qui n’ont pas la même
orthographe dans les dictionnaires et dans le corpus. Ces noms sont à l’origine des noms qui
ont été translittérés vers l’arabe, donc on peut en trouver plusieurs translittérations différentes
mais qui sont correctes.
Parmi les propositions de traductions, 84,2 % existent dans la référence en langue cible
et se répartissent comme suit : 75,6 % de lieux – pour lesquelles il y a des propositions de
traductions –, 81 % de noms de personnes et 96,1 % d’organisations. Donc au maximum
13,8 % (16,4 % x 84,2 %) des ENs peuvent être améliorées avec les dictionnaires existants.
Statistiques sur les EN traduites : Le taux d’EN traduites correctement a été calculé pour
chaque type sur le corpus Arcade en comparant les EN traduites aux EN dans la référence
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(français). Les résultats sont dans le tableau 5.18.
LOC PERS ORG
default 70,4 % 51,2 % 44,6 %
inclusive 70,7 % 52,8 % 44,6 %
Oracle
inclusive 70,9 % 53,0 % 45,2 %
Modèles de traduction
1 table de traduction 72,0 % 57,3 % 44,4 %
2 tables de traduction 66,7 % 54,9 % 45,8 %
Tableau 5.18: Pourcentage des EN traduites correctement en utilisant notre approche de propo-
sition de traductions en comparaison avec l’Oracle et avec l’utilisation des dictio-
nnaires sous forme de modèles de traduction.
D’après le tableau 5.18, on note qu’en utilisant l’option inclusive, la traduction de tous les
types d’EN a été améliorée (jusqu’à 1,52 %).
Ce résultat est à comparer du score qui serait atteint en traduisant correctement toutes les
EN détectées et qui existent dans les dictionnaires (ligne Oracle) : les prétraductions proposées
par le dictionnaire sont donc souvent justes. Les scores de l’Oracle pourraient être améliorés
si les dictionnaires bilingues utilisés pour proposer des traductions étaient plus riches et
contenaient plus de paires d’EN.
L’utilisation des dictionnaires sous forme de modèles de traduction est encore meilleure
et réduit jusqu’à 2,5 % le taux d’EN inconnues lors de la traduction. Ces résultats quantitatifs
montrent que l’utilisation de dictionnaires améliore effectivement la traduction des EN,
même si cela ne se traduit pas toujours par une augmentation des métriques de traduction
automatique.
5.6 Conclusion
Les approches statistiques sont plus robustes que les approches à base de règles et permettent
l’utilisation de centaines de milliers de descripteurs. Notre approche pour la détection des
EN, NERAr19, était donc fondée sur les CRF. Les corpus annotés manuellement en EN sont
des ressources très rares et surtout pour la langue arabe. Le corpus ANER construit par
Benajiba et ses co-auteurs était notre seul corpus de référence permettant de se comparer avec
d’autres travaux sur la détection des EN en arabe. NERAr ainsi que la chaîne complète de
prétraitement et de pré-traduction est téléchargeable sur Internet19.
Dans ces travaux nous nous sommes intéressés à la réduction du taux d’erreur des mots
hors vocabulaire et à l’amélioration de la traduction des Entités Nommées (EN). Les EN
représentent entre 25 à 40 % des mots inconnus. Nous nous sommes donc intéressés au
traitement automatique des EN afin de réduire les erreurs de traduction de ces entités.
Nous avons développé un outil de détection des EN en arabe (NERAr) construit par des
méthodes d’apprentissage supervisé. Ce système, qui embarque des centaines de milliers de
descripteurs, obtient des performances comparables aux meilleurs systèmes de l’état de l’art.
Nous avons ensuite adapté ce système par auto-apprentissage et par hybridation conduisant
à une légère amélioration des performances.
Notre deuxième contribution consiste à proposer une méthode de traduction des EN en
arabe à l’aide de dictionnaires bilingues. Nous avons montré que la traduction préalable des
EN améliore légèrement les résultats de la traduction automatique (BLEU et METEOR). Le
19NERAr est téléchargeable à partir de https://github.com/SouhirG/NERAr
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nombre de mots hors vocabulaires a été réduit de 1,65 %. Une évaluation manuelle ainsi
qu’une évaluation plus détaillée des EN obtenues en sortie de traduction montre que la
traduction automatique des EN a été améliorée pour les trois types d’EN : personnes, lieux et
organisations.
Une analyse des résultats à 3 niveaux a été réalisée : tout d’abord une comparaison des
styles des deux corpus de test, ensuite des statistiques sur la couverture des EN par les
dictionnaires bilingues (afin de voir si les données ajoutées au décodeur sont intéressantes), et
finalement une étude sur l’effet de la traduction des EN. Les résultats obtenus sur le corpus
Arcade II ainsi que l’analyse détaillée des résultats montrent que notre approche améliore la
traduction des EN, mais peut également affecter la traduction.
Le corpus Arcade II a permis une évaluation plus fine et plus détaillée de la traduction
des EN, c’est le seul moyen de vérifier leur traduction. Ce corpus nous a permis également
de mesurer le maximum d’amélioration atteignable (Oracle) en utilisant les EN annotées.
En utilisant des dictionnaires bilingues d’EN, nous avons pu réduire le taux de mots hors
vocabulaire. Ces résultats ne sont pas visibles sur les scores de traduction.
Comme perspective, nous envisageons (i) d’améliorer notre méthode de traduction des
EN en rajoutant des translittérations pour les noms propres détectés par NERAr mais qui
n’existent pas dans les dictionnaires, et (ii) d’enrichir nos dictionnaires en explorant des
corpus parallèles ou aussi des corpus comparables. La relative rareté de corpus parallèles
(arabe-français) annotés en EN constitue un obstacle pour l’évaluation. Nous étions limités
à effectuer nos expériences sur le corpus Arcade II dont le style est différent des styles de
corpus que nous utilisons. D’un autre côté l’annotation manuelle est une approche très
coûteuse en temps. À moyen terme nous envisageons d’exploiter des méthodes d’alignement
au niveau des mots pour projeter des annotations depuis le français, langue dans laquelle les
entités sont plus faciles à détecter, vers l’arabe, à l’instar du travail de Zhang (2012) pour le
chinois: ceci nous permettrait d’avoir des corpus d’adaptation au moins partiellement annotés
en EN.
Il serait également intéressant de détecter les EN sur un corpus comparable dans les deux
langues chaque semaine (si on utilise le corpus comparable de l’AFP par exemple). Ensuite
faire correspondre les EN en utilisant des techniques de mise en correspondance à l’aide de
translittérations par exemple. Une autre perspective consiste à utiliser une liste des nbests
afin d’améliorer la traduction. L’idée consiste à traduire le texte de l’arabe vers le français,
ensuite détecter les EN en français et insérer les différentes valeurs des EN en français dans











Adaptation thématique des systèmes de traduction
Dans le langage quotidien, on s’exprime de façon différente si on s’adresse à un familier ou à
un inconnu, à un enfant ou à un supérieur hiérarchique mais aussi selon l’âge de la personne
à qui on s’adresse, son milieu social, son niveau culturel. L’être humain adapte spontanément
son langage naturel selon la situation dans laquelle il est et selon la (ou les) personne(s) avec
qui il interagit.
Dans le traitement automatique des langues, de nombreux travaux s’intéressent à
l’adaptation des modèles de traitement automatique des langues. Il existe plusieurs
types d’adaptation, comme l’adaptation des modèles acoustiques au genre des locuteurs
(homme/femme) qui suscite des recherches dans le domaine de la reconnaissance de la parole
comme par exemple ceux de Ferràs et al. (2007). D’autres travaux s’intéressent à l’adaptation
de registre de langue – c’est-à-dire à l’utilisation sélective et cohérente des procédés d’une
langue afin d’adapter l’expression à un auditoire particulier – comme ceux de Banerjee (2012)
qui adapte des modèles de traduction au domaine des forums1 de discussion. La langue
manipulée dans les forums n’est pas conforme aux normes de langue écrite, elle est "déviante"
par rapport à cette dernière. De plus, il est très difficile de trouver un corpus parallèle extrait
de forums puisque ce sont généralement des données qui existent dans une langue et ne sont
pas en général traduits. Dans la plupart des cas, des systèmes de traduction construits à partir
de données hors-domaine sont utilisées pour traduire. Par exemple pour traduire un texte issu
d’un fichier audio, généralement des systèmes de traduction construits à partir de corpus
écrits sont utilisés puisque ces derniers sont plus fréquents que les corpus audio. De même
des corpus issus de forums sont traduites avec des systèmes de traduction construits à partir
de corpus écrits et donc non adaptés. Ces systèmes de traduction non adaptés introduisent
des ambiguïtés lors de la traduction surtout pour les mots ayant plusieurs sens.
Dans le domaine de la traduction automatique, ce problème de polysémie est très connu
et c’est un problème de recherche toujours d’actualité. Si le système de traduction utilisé n’est
pas approprié au contexte du texte à traduire, alors il est très probable qu’un mot polysémique
ne sera pas traduit correctement. Dans une même langue, un terme peut être ambigu selon
les contextes dans lesquels ce terme apparaît. Dans la phrase Il a un grand bureau par exemple,
le mot bureau signifie le meuble ou la pièce contenant ce meuble.
De même le mot bourse peut avoir plusieurs sens : d’après le TLF2, le mot bourse peut avoir
1Les forums du site web de Symantec.
2Le Trésor de la Langue Française : http://atilf.atilf.fr
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principalement cinq sens. Le contexte dans lequel le mot apparaît joue un rôle primordial
pour aider à la compréhension de la phrase. Par exemple le terme bourse sera interprété de
façons différentes s’il apparaît dans un contexte de finances (marché financier) ou d’éducation
et de recherche (allocation accordée à un étudiant).
Nous avons montré dans le chapitre 3 que l’utilisation d’un modèle de traduction adapté
améliore les performances de traduction même si la taille de ce modèle est très inférieure au
modèle hors-domaine. En utilisant le modèle hors-domaine dans le chapitre 3, le mot discussions
a été traduit par pourparlers. Ceci est dû simplement au fait que le système de traduction
hors-domaine a été entraîné principalement sur des débats politiques où le mot pourparlers est
plus fréquent que le mot discussions.
Les dépêches AFP sont des fichiers de format NewsML (voir annexes 7.6 et 7.6) qui
est un format standard basé sur XML créé par l’organisme international de codification
IPTC3 (International Press Telecommunications Council). Ces dépêches contiennent des mots
clés thématiques décrivant les éléments importants de l’information, ainsi que les éléments de
la nomenclature proposée par l’IPTC. Les dépêches de l’AFP couvrent différentes thématiques
notamment la politique, l’économie, le sport, etc. Les dépêches AFP sont classifiées en 17
catégories principales selon les 17 catégories de l’IPTC présentées dans le tableau 6.1.
Code de la catégorie Code IPTC Nom de la catégorie
ACE 01000000 arts, culture and entertainment
CLJ 02000000 crime, law and justice
DIS 03000000 disaster and accident
FIN 04000000 economy, business and finance
EDU 05000000 education
EVN 06000000 environmental issue
HTH 07000000 health
HUM 08000000 human interest
LAB 09000000 labour
LIF 10000000 lifestyle and leisure
POL 11000000 politics
REL 12000000 religion and belief
SCI 13000000 science and technology
SOI 14000000 social issue
SPO 15000000 sport
WAR 16000000 unrest, conflicts and war
WEA 17000000 weather
Tableau 6.1: Les 17 catégories de l’IPTC
Ces différentes thématiques et catégories peuvent être exploitées pour adapter et améliorer
les systèmes de traduction automatique. Nous allons présenter dans ce chapitre nos différentes
propositions d’adaptation de modèles de traduction et de modèles de langues. La particularité
de nos données est qu’elles sont extraites d’une application réelle utilisée par l’AFP et dans
laquelle nous avons plusieurs thématiques.
La section 6.1 présente un état de l’art sur des travaux effectués sur l’adaptation. Les
motivations à l’origine de nos travaux sont décrites dans la section 6.2. La section 6.4 présente
les trois scénarios proposés pour traduire un corpus de test multicatégorique. Cette section
présente également les deux approches de classification des données de l’AFP. Les expériences
que nous avons effectuées ainsi que les résultats sont présentés dans la section 6.5.
3www.iptc.org
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6.1 État de l’art
En apprentissage automatique, l’adaptation consiste à développer un système de traitement
pour un domaine cible à partir de données et/ou d’un système de traitement développé pour
un domaine source.
On peut situer les premiers travaux sur l’adaptation de modèle de langue vers la fin
des années quatre-vingt-dix, notamment dans le cadre d’applications de reconnaissance de
la parole (De Mori et Federico, 1999). Parmi les premiers travaux dans le domaine de la
traduction automatique ceux de Langlais (2002) qui implémente une stratégie pour intégrer
des lexiques adaptés dans le modèle de traduction.
Snover, Dorr et Schwartz (2008) utilisent des documents comparables pour adapter le sys-
tème de traduction automatique (modèle de langue et modèle de traduction) afin d’augmenter
les probabilités de générer des textes qui ressemblent aux documents comparables.
Schwenk et Senellart (2009) et Lambert et al. (2011) traduisent des données monolingues du
domaine en utilisant un système de traduction hors-domaine pour construire automatiquement
un corpus parallèle artificiel du domaine et adapter des modèles de traduction. Zhao, Eck et
Vogel (2004) explorent des techniques d’adaptation non-supervisée du modèle de langue. Des
modèles de langue sont construits à partir de données monolingues extraites selon des scores
de similarité et des caractéristiques sémantiques. Ces modèles sont ensuite interpolés avec le
modèle de langue général.
Hildebrand et al. (2005) sélectionnent les phrases similaires à l’ensemble de test en
utilisant des techniques de recherche d’information (IR - Information Retrieval) pour construire
un corpus d’entraînement adapté.
Différentes méthodes d’interpolation de modèles du domaine et hors domaine sont réal-
isées par Koehn et Schroeder (2007). Yamamoto et Sumita (2007); Yamamoto et Sumita (2008)
proposent une approche utilisant des modèles spécifiques pour la traduction automatique :
pour chaque phrase à traduire, le domaine est détecté et les modèles spécifiques à ce domaine
sont utilisés pour traduire cette phrase.
Des méthodes d’interpolation log-linéaire sont proposées par Nakov (2008) qui effectue
une adaptation en combinant trois modèles de traduction de différents domaines et en
ajoutant un paramètre pour chaque modèle. Ce paramètre indique pour chaque segment s’il
existe ou pas dans le modèle de traduction concerné. Les modèles de réordonnancement sont
combinés de la même façon.
Haque et al. (2009) étudient différentes méthodes d’adaptation sur des systèmes de
traduction de l’anglais vers l’Hindi : adaptation de modèles de langue, adaptation de modèles
de traduction soit en utilisant plusieurs modèles de traduction ou en utilisant un marqueur
d’appartenance au thème comme dans Nakov (2008). L’adaptation par classification des
phrases à traduire par domaine, comme dans Yamamoto et Sumita (2008), a été aussi effectuée.
Niehues et Waibel (2010) utilisent un identifiant pour chaque corpus pour distinguer entre
les données du domaine et les données hors domaine dans un modèle de traduction factorisé.
Trois paramètres supplémentaires sont ajoutés pour modéliser la probabilité du corpus auquel
appartient le segment.
Foster, Goutte et Kuhn (2010) décrivent une approche d’adaptation dans laquelle les paires
de phrases hors domaine ont des poids selon leur pertinence par rapport au domaine cible, et
ceci en déterminant leur degré de similarité et leur appartenance ou non au modèle général.
Différentes combinaisons d’adaptation de modèles de langue et de modèles de traduction
sont effectuées par Ceausu et al. (2011) qui expérimentent différents types d’adaptation sur
des données réparties en 8 domaines différents. Les meilleurs résultats sont obtenus en
utilisant un modèle de traduction du domaine et un modèle de langue général.
Bisazza et al. (2011) proposent d’améliorer un système de traduction entraîné sur des
données du domaine (corpus TED : parole transcrite) en ajoutant des données supplémentaires
(appelées fill-up) hors-domaine (données ONU et Europarl). Les résultats montrent que cette
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technique donne les mêmes résultats que l’utilisation de deux modèles de traduction, et de
meilleurs résultats par rapport à la concaténation de deux modèles de traduction (du domaine
et hors-domaine).
Des méthodes d’extraction de données du même domaine que le corpus de test en utilisant
la différence de l’entropie croisée (cross entropy difference) et des combinaisons de modèles
sont proposées par Axelrod, He et Gao (2011). Ces méthodes sont moins performantes que
l’utilisation de plusieurs tables de traduction.
Différentes méthodes d’adaptation en effectuant une interpolation de modèles de traduc-
tion ont été réalisés par Mansour et Ney (2012). Des modèles de mélange (mixture modeling)
ont été également effectués par Foster et Kuhn (2007) et par Sennrich (2012a) ou encore par
Lavergne et al. (2011).
Récemment, Sennrich (2012b) enrichit les travaux proposés par Foster, Goutte et Kuhn
(2010) en minimisant la perplexité des scores du modèle de traduction. Il propose également
d’adaptater les modèles de traduction en optimisant des scores pondérés. Il montre que
l’ajout de données hors-domaine dégrade les performances de traduction en introduisant
des ambiguïtés lexicales. Dans d’autres travaux, Sennrich (2012a) montre qu’il est possible
d’appliquer des méthodes de classification non supervisée pour construire des modèles
adaptés. Chaque phrase dans le corpus de test est traduite par le modèle approprié.
Dans ce qui suit, nous proposons une approche de classification par phrase afin de traduire
chaque phrase par le modèle approprié. Notre approche est assez proche de celles de Sennrich
(2012a) et de Yamamoto et Sumita (2008). Nous comparons trois scénarios de traduction :
traduction "normale" sans aucune classification, traduction avec une classification a priori des
phrases et traduction avec une classification automatique des phrases.
6.2 Motivations
Dans la plupart des travaux existants sur l’adaptation, les données adaptées et spécifiques à
des domaines différents sont issues de sources bien séparées. Dans les travaux de Banerjee
(2012) par exemple, des données de deux domaines chez Symantec ont été utilisés : la validité
– availability – (sauvegarde, récupération des données) et la sécurité (protection contre les
attaques, vulnérabilité de logiciels malveillants). De même, parmi les données utilisées par
Sennrich (2012b), il y a par exemple des données extraites du journal Alpine Club (dédié à
l’alpinisme et aux alpinistes) et des données Europarl (débats politiques). Toutes ces données
proviennent de sources bien distinctes.
La difficulté de notre approche est que nous nous intéressons à un cas où les données
proviennent toutes de la même source et dont les frontières thématiques sont floues. Les
catégories que nous manipulons sont donc très proches les unes des autres et certaines
phrases peuvent être étiquetées par plusieurs catégories, ce qui n’est pas le cas des autres
travaux. Dans notre cas, nous traitons un cas réel d’une application qui est celle de l’AFP,
qui contient des dépêches qui se répartissent en 17 catégories différentes, et qui peuvent en
même temps être multicatégoriques.
Notre objectif est d’étudier l’impact de l’utilisation de modèles spécifiques (de traduction
et de langue) construits à partir d’une classification selon les catégories IPTC. Il est possible
de savoir pour chaque phrase du corpus de test, sa catégorie IPTC (extraite de la dépêche à
partir de laquelle la phrase est extraite). Il est donc possible de traduire chaque phrase par le
système approprié à la catégorie concernée.
Certaines catégories IPTC étant très proches comme par exemple POL et WAR. Nous
proposons cette méthode de classification afin de tenter d’optimiser la traduction et d’éviter
les ambiguïtés pour les mots polysémiques. Prenons l’exemple du verbe Ém. (enregistre) en
arabe qui peut apparaître dans des dépêches extraites de différentes catégories. La phrase@QªË@ 	¬Yë Pñº  	àAgQ 	¯ Ém. (Farhan Chakour a marqué le but de l’Irak ... ) par exemple est
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extraite d’une dépêche de type SPO (sport), alors que la phrase AÒîD
ÖÞ @ éKY«AÓð 	àXñ	J Ém.HñÊ 	¯QK
 @ éÊgP ú
Î« (Snowden et son assistante ont enregistré leurs noms sur le vol Airfloat ...) est
extraite d’une dépêche de type POL. Le mot Ém. est traduit soit par marquer ou enregistrer.
Ceci dépend du contexte de la dépêche et du texte.
6.3 Les données AFP
Le corpus parallèle utilisé dans ce chapitre est extrait automatiquement avec la méthode
d’extraction de corpus parallèle présentée dans le chapitre 3. Les données utilisées pour
l’entraînement proviennent de dépêches collectées entre décembre 2009 et juillet 2012 et
constituent un corpus de 265K paires de phrases. Les corpus de développement et de test
sont extraits du mois de novembre 2011 et sont constitués respectivement de 1 178 et 1 000
paires de phrases.
Les données de base que nous allons utiliser pour les expériences sont classifiées par l’AFP.
Le tableau 6.2 montre le pourcentage des phrases AFP appartenant à chaque catégorie IPTC
pour les corpus d’entraînement, de test et de développement. Le calcul des pourcentages est
effectué en se basant sur le nombre de phrases pour chaque type de corpus (entraînement
265K phrases, développement 1 178 phrases et test 1 000 phrases). Une phrase peut appartenir
à une ou plusieurs catégories, raison pour laquelle la somme de tous les pourcentages n’est
pas égale à 100 %.
On note que le pourcentage n’est pas le même pour l’arabe et le français. Ceci est dû au
fait de l’inexactitude et l’infidélité de la traduction manuelle des dépêches AFP (voir figure 3.3,
chapitre 3). La répartition des dépêches est donc basée sur la classification des phrases en
arabe. On remarque également que certaines dépêches ne sont pas catégorisées. Ceci peut
être dû à des oublis de la part des journalistes.
Entraînement test dev
Catégorie %AR %FR %AR %FR %AR %FR
ACE 1,1 2,7 0,6 1,6 0,7 1,9
CLJ 9,2 12,1 9,4 11,6 8,1 10,0
DIS 5,3 6,8 1,5 2,6 2,1 2,9
FIN 14,8 15,3 20,7 23,3 19,7 21,2
EDU 0,2 0,2 0 0 0,2 0,2
EVN 0,8 1,3 0,1 0,5 0,1 0,7
HTH 0,9 1,0 0 0,3 0,2 0,5
HUM 0,4 0,7 0,1 1,2 1,3 1,0
LAB 0,8 2,0 0,7 2 0,3 1,0
LIF 0,03 0,03 0 0 0 0
POL 58,9 62,3 66,6 74 69,9 77,2
REL 3,4 3,9 2,9 3,3 2,8 3,5
SCI 1,0 1,3 0,7 0,1 0,4 0,4
SOI 2,0 2,6 0,8 1,7 0,4 1,4
SPO 1,3 1,3 0,8 0,8 0,7 0,7
WAR 38,3 42,9 35 39,3 34,8 39,3
WEA 0,9 0,1 0,2 0 0,17 0
- 0,1 2,3 - - - -
Tableau 6.2: Distribution des catégories IPTC en arabe et en français pour le corpus
d’entraînement de 265K phrases et les corpus de développement et de test de
novembre 2011.
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Le tableau montre que la répartition des données est très inégale et que la catégorie
dominante (sur les trois types de corpus) est la catégorie POL avec environ 60 % de phrases
appartenant à cette catégorie. Les catégories que nous allons utiliser pour nos expériences
sont celles qui apparaissent le plus dans les dépêches et sont donc politique (POL), guerres
(WAR), et finances (FIN).
Comme déjà mentionné, une phrase peut appartenir à une ou plusieurs catégories. Le
tableau 6.3 montre le pourcentage de phrases en commun pour les catégories POL et WAR,
POL et FIN ainsi que pour WAR et FIN dans le corpus d’entraînement, de test et de développe-
ment. On note que dans le corpus d’entraînement, il existe un peu plus de 16 % de phrases
# phrases en commun AR ( %)
Catégorie 1 Catégorie 2 Entraînement Dev Test
POL WAR 16,35 19,86 18,3
POL FIN 5,97 8,65 8,7
WAR FIN 1,36 1,86 1,6
Tableau 6.3: Pourcentage de phrases en commun entre certaines paires de catégories dans les
corpus d’entraînement, de développement et de test.
en commun entre les catégories POL et WAR.
Pourcentage des phrases
Catégorie 1 Catégorie 2 phrases en commun ( %) communes dans chaque cat.
POL WAR 16,35 27,7 % POL 42,7 % WAR
POL FIN 5,97 12,5 % POL 40,3 % FIN
WAR FIN 1,36 3,6 % WAR 9,2 % FIN
Tableau 6.4: Pourcentage des phrases appartenant à la deuxième catégorie.
Le tableau 6.4 montre le pourcentage de phrases appartenant à chaque catégorie et faisant
partie des phrases communes pour chacune des paires de catégories POL-WAR, POL-FIN et
WAR-FIN.
Différents scénarios d’adaptation ont été proposés. Pour chacune des catégories consid-
érées un corpus de test et un corpus de développement spécifiques ont été créés de tailles
respectives 1 000 et 1 178 phrases. Ces corpus sont créés indépendamment des corpus de test
et de développement généraux (ce ne sont pas des sous corpus).
Les données en arabe sont prétraitées avec SAPA (chapitre 4) et pour la partie français, la
tokenisation consiste à séparer les mots des ponctuations et à remplacer les majuscules par
des minuscules, sauf pour les noms propres. Les données parallèles sont ensuite alignées
avec MGiza++4 (Gao et Vogel, 2008). Les tables de traduction sont constituées en symétrisant
les alignements selon l’heuristique grow-diag-final-and de Moses. Les modèles de langue sont
construits à l’aide de l’outil SRILM5 (Stolcke, 2002). Les poids des paramètres sont fixés après
optimisation avec MERT (Och, 2003).
6.4 Scénarios de traduction sans et avec classification
Dans ce chapitre, nous proposons trois scénarios pour traduire un corpus de test général
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traduction est réalisée de manière ordinaire, sans aucune classification préalable des phrases.
Le deuxième et troisième scénarios sont basés sur la classification : le deuxième scénario
(section 6.4.2) consiste à affecter a priori à chaque phrase la (les) catégorie(s) de la dépêche
d’où elle est extraite, alors que dans le troisième scénario (section 6.4.3), chaque phrase d’une
même dépêche peut être étiquetée par une catégorie qui lui est propre, indépendamment de
la dépêche d’où elle est issue. Pour chaque catégorie, un modèle de langue et un modèle de
traduction spécifiques sont créés. La figure 6.1 illustre le processus de traduction en utilisant
les systèmes de traduction spécifiques pour chaque phrase du corpus de test.
Figure 6.1: Illustration de la traduction phrase par phrase d’un corpus de test selon la catégorie.
6.4.1 Scénario sans classification
Dans ce scénario, la traduction automatique est réalisée sans avoir à classifier les phrases
dans des catégories spécifiques. Dans ce cas, le modèle de traduction général et le modèle de
langue général sont utilisés.
6.4.2 Classification de documents a priori
Dans cette approche, chaque phrase est catégorisée selon la catégorie affectée a priori à la
dépêche d’où elle est extraite. Dans le cas où la dépêche est monocatégorique, la phrase
est classée dans cette catégorie. Si une phrase appartient à plusieurs catégories, alors elle
est considérée comme appartenant à toutes les catégories dont elle fait partie. Puisque le
test général contient 60 % des phrases multicatégoriques (voir tableau 6.5), une vérification
manuelle a été effectuée afin d’assigner une seule catégorie pour chaque phrase du corpus de
test général et de pouvoir effectuer la combinaison des différents systèmes pour la traduction
(voir tableau 6.6). Le pourcentage des phrases monocatégoriques et multicatégoriques – pour
les corpus d’entraînement, de développement et de test – est donné dans le tableau 6.5.
On observe que la plupart des phrases sont issues de dépêches multicatégoriques. D’après
le tableau 6.5, le corpus de test contient 40 % de phrases monocatégoriques dont 49,8 % sont
de la catégorie POL, 26 % appartiennent à WAR et 14,8 % sont de la catégorie FIN. 43,2 % des
phrases du corpus de test appartiennent à deux catégories dont les paires les plus dominantes
appartiennent à la fois aux catégories POL et WAR (28,2 %), aux catégories CLJ et POL (9,3 %)
ainsi qu’aux catégories FIN et POL (7,6 %).
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monocatégoriques ( %) multicatégoriques ( %)
Corpus 1 cat. 2 cat. 3 cat. 4 cat. 5 cat.
Entraînement 45,8 40,3 11,8 1,8 0,1
Développement 38,7 43,4 14,9 2,5 0,6
Test 40,0 43,2 14,1 2,2 0,5
Tableau 6.5: Pourcentage des phrases monocatégoriques et multicatégoriques pour le corpus
d’entraînement, de développement et de test
Le tableau 6.6 montre le pourcentage des phrases pour chacune des catégories POL, WAR
et FIN ainsi que pour les autres catégories après vérification manuelle du corpus de test
général.





Tableau 6.6: Pourcentage des phrases pour chaque catégorie du test général après la vérification
manuelle.
6.4.3 Développement d’un classifieur automatique
Dans cette approche, nous partons du principe qu’il peut être opportun d’assigner à une
phrase une catégorie qui soit différente de celles de la dépêche dont elle est issue et qui serait
visiblement mieux dans une autre catégorie. Également, certaines phrases sont de façon
évidente à classer en dehors de toute catégorie IPTC (comme par exemple des phrases situant
la date de l’événement relaté par la dépêche). Nous introduisons ainsi une catégorie générale
supplémentaire, permettant de ne pas assigner à ce type de phrase une catégorie spécifique.
La figure 6.2 montre un extrait d’une dépêche AFP assignée à la catégorie WAR.
1 PARIS, 20 mai 2011 (AFP) -
2 Voici l’agenda pour la journée du samedi 21 mai.
3 ...
4 Les violences ont fait près de 3.000 morts selon les autorités.
5 ...
6 ALGERIE
7 ALGER - Début des consultations du président du Sénat avec les partis et personnalités
sur les réformes à mettre en oeuvre en Algérie, sans la présence de l’opposition.
8 ...
Figure 6.2: Extrait d’une dépêche AFP catégorisée par l’AFP dans la catégorie WAR.
On observe que parmi les phrases de la dépêche, certaines phrases comme la phrase
numéro 7 serait visiblement mieux dans la catégorie POL. Les phrases numéro 1, 2 et
6 contiennent seulement des noms de lieux et/ou des dates, donc peuvent appartenir à
n’importe quelle catégorie et pas forcément la catégorie WAR. Il serait donc plus judicieux
d’affecter chaque phrase à une seule catégorie qui lui correspond.
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C’est essentiellement pour cette raison que nous avons proposé une méthode de classifica-
tion des dépêches par phrase.
Le classifieur de dépêches AFP (en arabe) que nous avons construit est entraîné sur les
données classifiées par l’AFP, selon une classification naïve bayésienne (Lewis, 1998) avec
modèles multinomiaux (Yvon, 2011). Nous avons construit quatre modèles pour les catégories
les plus répandues dans notre corpus d’apprentissage POL, WAR, FIN (voir tableau 6.2) et un
modèle qui englobe toutes les données (Gén). Pour la classification, on procède comme suit :
la probabilité a postériori de chaque phrase par rapport aux quatre modèles est calculée. La
catégorie attribuée à la phrase est celle du modèle qui a obtenu le meilleur score de probabilité
a postériori.




Classification selon la 
catégorie
Construction de modèles de 
classification
Calcul de probabilité à priori 
pour chaque phrase
Choix de la catégorie pour 
chaque phrase
Comparer chaque paire 
d'itérations
Construction des LM 
et TM spécifiques
FIN
Figure 6.3: Processus itératif de classification automatique des phrases.
La classification automatique du corpus d’entraînement (265 milles phrases) ainsi obtenue
est différente de celle effectuée par l’AFP avec une différence de 41,01 %. Les distributions
sont initialisées en faisant l’hypothèse que toutes les phrases du document sont dans la même
classe. Les classes/catégories assignées par notre classifieur sont utilisées pour reclassifier
les phrases du corpus jusqu’à la convergence en utilisant les k-moyennes (k-means). Les
résultats que nous avons obtenus convergent à la sixième itération avec une différence de
1,32 % entre la sixième et la cinquième itération. La courbe de la figure 6.4 montre la variation
de classification entre deux itérations.
Afin d’optimiser nos résultats, nous avons utilisé quelques contraintes pour le classifieur.
La première contrainte consiste à placer les phrases qui ont une longueur inférieure à dix
tokens dans la catégorie générale. Cette contrainte est valable surtout pour les phrases qui
contiennent le nom de ville et l’abréviation AFP, comme par exemple la phrase rAm Allh ( A
f b ) - (Ram Allah ( A F P ) -) constituée de huit tokens ainsi que les phrases qui contiennent
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Figure 6.4: Pourcentage de différence des catégories IPTC entre deux paires d’itérations succes-
sives.
également le token ( A F P )6 -. Les phrases les plus courtes sont souvent de ce format. La
longueur moyenne d’une phrase en arabe dans les dépêches AFP est de 25 mots. Un score de
confiance est également utilisé pour filtrer les phrases qui ont un score normalisé (probabilité
a priori/nombre de mots) très élevé. Ces phrases sont classifiées dans la catégorie Gén.
Nous avons donc utilisé la classification obtenue après 6 itérations pour construire les
modèles (de traduction et de langue) spécifiques.
Une comparaison des catégories IPTC attribuées par les journalistes selon les dépêches,
avec les catégories attribuées par notre classifieur a été effectuée sur le test général. Une
différence de 58 % a été constatée et elle est répartie comme le montre le tableau 6.7. On













Tableau 6.7: Comparaison entre les catégories IPTC assignées par l’AFP et les catégories IPTC
assignées par notre classifieur automatique. Il est à noter que la catégorie Gén
assignée par l’AFP concerne toutes les catégories qui ne sont pas POL, WAR ou
FIN.
constate qu’environ 73 % des phrases étiquetées par l’AFP par la catégorie POL sont étiquetées
6Comme mentionné dans le chapitre 2, les lettres en arabe s’écrivent différemment si elles sont isolés,
c’est le cas du mot AFP (H.
	¬ @). De plus il n’y a pas de notion de majuscules et minuscules en arabe.
C’est pour cette raison qu’en arabe le mot AFP est constitué de trois tokens.
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de la même façon par notre classifieur automatique. De même pour la catégorie WAR
(environ 87 %) et par la catégorie FIN (environ 91,8 %). Finalement, environ 90 % des phrases
catégorisées par l’AFP dans d’autres catégories que POL, WAR et FIN, ont été classifiées dans
la catégorie Gén par le classifieur automatique.
6.5 Expériences et résultats
Dans cette section, nous allons décrire les expériences effectuées pour l’adaptation thématique
selon les catégories IPTC. Les expériences de traduction du premier scénario (sans aucune
classification) sont présentés dans la section 6.5.1. La section 6.5.2 décrit les expériences effec-
tuées en utilisant la catégorisation a priori de l’AFP. La section 6.5.3 présente les expériences
effectuées en utilisant la classification naïve bayésienne itérative que nous avons développée.
6.5.1 Traduction automatique sans classification
Dans cette section, on présente les résultats de traduction du test général sans considérer les
codes ni les catégories IPTC. Le tableau 6.8 présente les résultats de traduction automatique
"normale" sans aucune classification des phrases à traduire. La traduction est évaluée sur
deux corpus de test : le corpus de test 2010 et le corpus de test 2011. Nous rappelons le score
du test 2010 utilisé pour les expériences dans les chapitres précédents. Le test 2011 est plus
récent que le test 2010.
Test 2010 2011
BLEU 33,30 33,47
Tableau 6.8: Traduction automatique "normale" des tests généraux 2010 et 2011 sans aucune
classification.
On note que les résultats des deux corpus de test sont comparables et les performances
sont les mêmes pour les deux tests. Le test 2011 sera donc utilisé pour la suite des expériences
de ce chapitre puisqu’il est extrait de dépêches plus récentes que celles du test 2010.
6.5.2 Adaptation en utilisant la classification a priori
À partir de la classification effectuée par l’AFP, nous avons construit des modèles de traduction
(TM) et des modèles de langue (LM) spécifiques. La taille des modèles spécifiques et généraux
classifiés selon la catégorisation de l’AFP est présentée dans le tableau 6.9. La taille des
modèles de traduction est exprimée en nombre de phrases et de segments et la taille des
modèles de langue est exprimée en nombre de mots constituant le corpus monolingue de
base. Les modèles Gén sont développés en utilisant l’ensemble des données (POL, WAR, FIN
Domaine # phrases # segments TM # mots LM
Gén 265K 19,9M 7,8M
POL 156K 12,2M 4,7M
WAR 101K 7,6M 3M
FIN 39K 3,3M 1,1M
Tableau 6.9: Taille des modèles de traduction (TM), de langue (LM) pour chaque type de caté-
gorie ainsi que pour les modèles généraux (Gén) contenant toutes les catégories.
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ainsi que les autres catégories).
6.5.2.1 Systèmes de base
Nous avons constitué quatre systèmes de base pour chacune des catégories POL, WAR et
FIN. Quatre combinaisons de modèles de langue et de traduction sont possibles. La première
combinaison (Système général) consiste à utiliser les modèles de traduction et de langue
généraux. La deuxième combinaison (Système LM-spécifique) consiste à utiliser un modèle de
langue spécifique à la catégorie considérée et un modèle de traduction général. La troisième
combinaison (Système TM-spécifique) consiste à utiliser un modèle de traduction spécifique
et un modèle de langue général. La quatrième combinaison (Système spécifique) consiste à
utiliser un modèle de langue et un modèle de traduction spécifiques à la catégorie considérée.
Le tableau 6.10 présente les résultats de traduction des tests POL, WAR, FIN et la combi-
naison des trois tests obtenus en traduisant avec les systèmes de traduction de base. Pour
chacune des catégories considérées, deux optimisations ont été réalisées : une optimisation
avec le corpus de développement général (dev Gén) et une optimisation avec le corpus de
développement spécifique à la catégorie concernée. La colonne Comb. contient les scores de
traduction des trois tests spécifiques combinés (un test de 3 milles phrases) où chaque test est
traduit avec le système de traduction approprié à la catégorie lui correspondant.
BLEU (dev Gén) BLEU (dev Spé)
Système
Test
POL WAR FIN Comb. POL WAR FIN Comb.
Général 32,08 34,87 31,71 33,10 31,44 34,37 31,50 32,68
LM-spécifique 31,67 34,38 30,05 32,14 31,59 34,20 30,42 32,30
TM-spécifique 31,26 33,66 29,09 31,48 31,23 33,81 29,03 31,48
Spécifique 30,84 33,25 28,05 30,89 30,94 32,96 28,00 30,77
Tableau 6.10: Traduction avec les systèmes de traduction de base, et évaluation sur les corpus
de tests spécifiques POL, WAR et FIN et la combinaison des trois tests spécifiques
(Comb.).
Pour les systèmes optimisés avec le corpus de développement général, on note que le
meilleur résultat pour chaque test est donné par le système général. Ceci est dû au fait que
le système de traduction général contient plus de données. On note qu’il y a une légère
amélioration du score BLEU pour le système LM-spécifique – optimisé sur le corpus de
développement spécifique – par rapport au système général (0,15 points BLEU). On observe
que l’adaptation de modèle de langue (LM-spécifique) est meilleure que l’adaptation de
modèles de traduction (TM-spécifique).
On note qu’en utilisant un corpus de développement spécifique POL, le système spécifique
POL améliore le score de 0,1 points BLEU. Le système TM-spécifique pour la catégorie WAR
optimisé sur le corpus de développement WAR améliore le score BLEU de 0,15 points par
rapport au même système optimisé sur le corpus de développement général. Une amélioration
de 0,16 points BLEU pour le test (Comb.) traduit avec le LM-spécifique optimisé sur le corpus
de développement spécifique par rapport au même système optimisé sur le corpus de
développement général. Pour la catégorie FIN, le système LM-spécifique a un meilleur score
qu’en utilisant un corpus de développement général (+0,4). Pour les autres scores, il n’y a
pas une variation importante entre l’optimisation avec un corpus de développement général
ou spécifique FIN. Les modèles spécifiques du domaine FIN sont quatre fois plus petits
que les modèles spécifiques du domaine POL. C’est sans doute pour cette raison que la
variation du score BLEU entre le système spécifique pour la catégorie FIN et le système
général FIN est importante (3,5 points BLEU). Pour la suite des expériences, les systèmes de
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traduction adaptés seront optimisés sur les corpus de développement spécifiques à chacune
des catégories concernées (c’est plus logique d’optimiser un système de traduction sur un
corpus de développement du même type que le corpus de test). Des scores de traduction
supplémentaires du test général traduit avec les systèmes spécifiques sont donnés dans
l’annexe 7.6.
En utilisant des modèles spécifiques, on n’utilise pas l’ensemble des données disponibles.
Ces modèles sont donc limités ce qui influe sur les performances des systèmes de traduction.
Un croisement des trois modèles spécifiques (POL, WAR et FIN) sur les trois tests spé-
cifiques a été réalisé. Le tableau 6.11 donne les résultats de traduction des trois systèmes





POL 30,94 32,82 29,89
WAR 28,10 32,96 25,61
FIN 25,25 26,67 28,00
Tableau 6.11: Évaluation de tous les systèmes spécifiques optimisés sur le corpus de développe-
ment spécifique sur les trois tests spécifiques POL, WAR et FIN.
système de traduction adapté au domaine POL donne les meilleures performances sur le
test POL. De même le système de traduction adapté au domaine WAR donne les meilleures
performances sur le corpus de test WAR. Le système POL donne les meilleurs résultats sur
le corpus de test FIN. Ceci est dû essentiellement au fait que 40 % du corpus utilisé pour
l’entraînement du système FIN a été aussi utilisé pour l’entraînement du système POL (voir
tableau 6.4). De plus, les modèles de langue et de traduction pour le système POL sont plus
gros que les systèmes WAR et FIN. Si on compare seulement les scores de traduction donnés
par les systèmes adaptés WAR et FIN qui ont seulement 1,36 % de données communes (voir
tableau 6.3), on voit que la différence entre les résultats est plus claire. Le système spécifique
WAR donne un score de 32,96 sur le test WAR contre 26,67 par le système spécifique FIN. Ce
dernier donne un score de 28,00 sur le corpus de test FIN (contre 25,61 par le système WAR).
On voit bien donc que les résultats de traduction sont meilleurs si le système de traduction
utilisé est adapté aux données à traduire – et surtout s’il ne contient pas beaucoup de données
communes avec d’autres catégories.
6.5.2.2 Systèmes adaptés
Dans cette section, on propose et on compare les quatre approches d’adaptation suivantes:
(a) Fusion des modèles de traduction : tous les modèles de traduction spécifiques (POL, WAR
et FIN) ainsi que le modèle général sont fusionnés dans un seul modèle. Pour chaque
segment donné, s’il existe dans un ou plusieurs modèles de traduction, les scores sont
recopiés dans le modèle global, sinon des scores de probabilité faibles sont assignés aux
paramètres correspondants. Le modèle contient donc dix-sept paramètres : les quatre
paramètres classiques pour chaque modèle (P(s|t), P(t|s), lex(s|t) et lex(t|s)) et un score
qui représente la probabilité de distorsion (qui est toujours constante – 2,718 – et donc
elle a été assignée une seule fois pour tous les modèles).
(b) Interpolation log-linéaire de modèles de traduction : utilisation de deux modèles de
traduction (spécifique et général) en privilégiant le premier modèle de traduction spéci-
fique par rapport au modèle de traduction général (mode either dans Moses avec l’option
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decoding-graph-backoff ). Une interpolation est log-linéaire si deux ou plusieurs modèles
(de langue ou de traduction) sont introduits séparément dans le système. C’est-à-dire
qu’ils sont introduits en parallèle dans le fichier de configuration de Moses. Leurs poids
sont optimisés séparément avec MERT (Och, 2003) afin d’optimiser les performances de
traduction;
(c) Interpolation log-linéaire de modèles de langue : utilisation de deux modèles de langues
(spécifique et général);
(d) Interpolation linéaire de modèles de langue : les coefficients d’interpolation sont estimés
en optimisant la perplexité sur un corpus de développement spécifique. L’interpolation
linéaire consiste à estimer les coefficients pour chacun des modèles de langue (spécifique
et hors-domaine) à interpoler. En premier lieu, chacun des modèles de langues est créé
séparément, ensuite les deux modèles de langue sont interpolés linéairement à l’aide de
l’outil SRILM en donnant les poids estimés pour chacun des modèles.
Le tableau 6.12 présente (i) les résultats de traduction des corpus de tests spécifiques
(POL, WAR et FIN) en utilisant les différentes approches d’adaptation et (ii) les résultats de
traduction du test Comb. constitué de 3 milles phrases et qui contient la combinaison des 3
tests spécifiques traduits chacun avec son système approprié.
BLEU
Approche TM LM POL WAR FIN Comb.
(a.1) Global Gén 31,68 34,18 31,35 32,61
(a.2) Global Spé 31,36 34,01 29,32 31,75
(b.1) Spé+Gén Gén 31,68 34,36 31,54 32,74
(b.2) Spé+Gén Spé 31,55 33,32 30,32 31,85
(c.1) Gén Spé+Gén (log-lin) 31,36 34,16 31,40 32,57
(c.2) Spé Spé+Gén (log-lin) 31,26 34,04 29,19 31,68
(b)+(c) Spé+Gén Spé+Gén (log-lin) 32,04 34,26 31,63 32,91
(d.1) Gén Spé+Gén (lin) 31,84 34,42 31,78 32,98
(d.2) Spé Spé+Gén (lin) 31,18 33,68 29,00 31,50
(b)+(d) Spé+Gén Spé+Gén (lin) 32,03 34,19 31,57 32,85
Tableau 6.12: Traduction en utilisant les différentes méthodes d’adaptation, et évaluation sur
les test spécifiques pour les domaines POL, WAR et FIN ainsi que les trois tests
combinés (Comb.). Chaque système de traduction est optimisé sur le corpus de
développement spécifique à la catégorie concernée.
Pour chacune des approches (a) et (b), deux tests sont réalisés, un test en utilisant le
modèle de langue général et un test en utilisant le modèle de langue spécifique. De même
pour les approches (c) et (d), un test est effectué en utilisant le modèle de traduction général et
un deuxième test en utilisant le modèle de traduction spécifique. Les systèmes de traduction
sont optimisés sur le corpus de développement spécifique à la catégorie concernée. On
observe que l’utilisation des modèles généraux améliore les scores jusqu’à 2 points BLEU
pour la catégorie FIN pour laquelle les modèles spécifiques de langue et de traduction sont
les plus petits. On note que la combinaison des approches (b) et (c) donne les meilleurs scores
BLEU pour la catégorie POL. En ce qui concerne les catégories WAR et FIN, et la combinaison
des 3 tests, le meilleur score BLEU est donné par l’approche (d.1).
D’après les résultats précédents, on note que généralement les meilleurs résultats sont
obtenus en utilisant un modèle de langue adapté par interpolation linéaire. Il est clair que
l’utilisation d’un modèle de langue interpolé est meilleure que d’utiliser un modèle de langue
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spécifique seul. L’interpolation de deux modèles de traduction est meilleure que l’utilisation
d’un modèle de traduction seul. Les coefficients d’interpolation étaient respectivement 0,5,
0,5 et 0,6 pour les catégories POL, WAR et FIN. On observe également qu’un modèle de
traduction de taille réduite a un impact sur le score de traduction même si le modèle de
langue est de grande taille.
En comparant avec le tableau 6.10, on note, qu’en optimisant avec le corpus de développe-
ment spécifique, le score de traduction global (Comb.) est amélioré de 32,68 à 32,98. On
note également que les scores donnés par les systèmes adaptés sont en général améliorés par
rapport à ceux donnés par les systèmes de base pour chacune des trois catégories indépen-
damment (jusqu’à 0,5 points BLEU). Nous allons nous limiter donc dans la section 6.5.3 aux
expériences sur les systèmes adaptés.
6.5.3 Adaptation en utilisant la classification automatique
De nouveaux modèles spécifiques ont été entraînés sur la base de la classification automatique
décrite dans la section 6.4.3. La taille des modèles est précisée dans le tableau 6.13. On observe
Domaine # phrases # segments TM # mots LM
Gén 265K 19,9M 7,8M
POL 60K 5,8M 1,8M
WAR 38K 3,5M 1,0M
FIN 29K 3,1M 868K
Tableau 6.13: Taille des modèles de traduction (TM) et de langue (LM) classifiés automatique-
ment.
que ces nouveaux modèles sont plus petits que ceux entraînés à partir de la classification a
priori de l’AFP (tableau 6.9). Ceci est dû au fait que chaque phrase est classifiée dans une et
une seule catégorie.
Le tableau 6.14 montre les résultats obtenus pour la traduction des tests spécifiques POL,
WAR et FIN ainsi que la combinaison des trois tests (colonne Comb.). Les différentes versions
d’adaptation du système de traduction présentées en section 6.5.2.2 ont été proposées avec
les nouveaux modèles construits à partir de la classification automatique. Les coefficients
d’interpolation étaient les mêmes pour les trois catégories : 0,8 pour le modèle de langue
général et 0,2 pour le modèle de langue spécifique. En comparant les résultats du tableau 6.14
avec le tableau 6.12, on observe une légère amélioration (+0,16) des scores de traduction du
test Comb. et une amélioration d’environ 0,5 points BLEU par rapport au score initial du
tableau 6.10. On note également que les scores de traduction baissent pour les systèmes (b),
(b)+(c) et (b)+(d) constitués de deux modèles de traduction interpolés log-linéairement. Ceci
est dû probablement au fait que nous avons privilégié le modèle de traduction (trop petit)
par rapport au modèle de traduction général qui englobe la totalité des données. Pour les
systèmes (c.1) et (d.1) les scores de traduction pour les 4 tests s’améliorent par rapport aux
systèmes avec classification a priori.
6.5.4 Comparaison des trois scénarios
Afin d’avoir une vue plus claire sur les résultats obtenus et de pouvoir les comparer d’une
manière plus explicite, nous résumons les résultats obtenus dans la figure 6.5 qui montre une
comparaison des scores BLEU obtenus pour les trois scénarios étudiés dans ce chapitre sur le
corpus de test Comb.
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BLEU
Approche TM LM POL WAR FIN Comb.
(a.1) Global Gén 30,60 34,68 31,15 32,41
(a.2) Global Spé 29,63 31,72 29,43 30,45
(b.1) Spé+Gén Gén 31,06 34,26 31,08 32,41
(b.2) Spé+Gén Spé 27,06 31,43 29,15 29,50
(c.1) Gén Spé+Gén (log-lin) 31,50 34,62 31,62 32,85
(c.2) Spé Spé+Gén (log-lin) 28,77 29,46 27,89 28,97
(b)+(c) Spé+Gén Spé+Gén (log-lin) 31,52 33,96 30,43 32,26
(d.1) Gén Spé+Gén (lin) 31,94 34,84 31,83 33,14
(d.2) Spé Spé+Gén (lin) 29,60 29,79 27,97 29,31
(b)+(d) Spé+Gén Spé+Gén (lin) 31,37 34,31 31,54 32,66
Tableau 6.14: Évaluation de la traduction des corpus de test spécifiques POL, WAR, FIN ainsi




















Figure 6.5: Score BLEU évalué sur le corpus de test Comb. pour les 3 scénarios : sans clas-
sification (Scénario 1), avec classification a priori (Scénario 2) et avec classification
automatique (Scénario 3).
On observe que les systèmes adaptés améliorent les résultats par rapport aux systèmes
sans classification. Le meilleur score obtenu est donné par le scénario avec classification
automatique. Le score donné pour le scénario 1 est celui obtenu par la traduction avec le
système général (modèles de langue et de traduction généraux) et optimisé sur le corpus de
développement spécifique.
D’après la figure, on voit clairement pour les approches où des modèles spécifiques (de
langue ou de traduction) sont utilisés, la classification a priori (scénario 2) est meilleure que
la classification automatique (scénario 3) : la taille des modèles spécifiques utilisés pour
les expériences du scénario 3 sont plus petits que ceux utilisés pour le scénario 2. Pour les
approches où les modèles généraux sont utilisés, les résultats sont parfois meilleurs pour le
scénario 3. Ce dernier améliore légèrement les résultats par rapport au scénario 2 lorsque les
modèles de langue et de traduction sont interpolés.
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Afin de comparer les 3 scénarios pour le corpus de test général, nous présentons les
résultats de traduction de ce test où chaque phrase du test général est traduite avec le
système approprié à la catégorie détectée comme l’approche de Yamamoto et Sumita (2008)




















Figure 6.6: Score BLEU évalué sur le corpus de test général – où chaque phrase est traduite
avec le système approprié à la catégorie détectée – pour les 3 scénarios : sans clas-
sification (Scénario 1), avec classification a priori (Scénario 2) et avec classification
automatique (Scénario 3).
On observe que le meilleur score obtenu pour les scénarios avec classification est le même
que celui obtenu par le premier scénario. Le score donné pour le scénario 1 est celui obtenu
par la traduction avec le système général (modèles de langue et de traduction généraux) et
optimisé sur le corpus de développement spécifique. On observe comme dans la figure 6.5
pour les approches où des modèles spécifiques (de langue ou de traduction) sont utilisés qu’il
y a une baisse du score BLEU.
La figure 6.7 montre une phrase extraite du test traduit par le système de traduction général
et une phrase extraite du corpus de test traduit en classification par phrase (ClassPhrase) avec
l’approche (d.1). Cette phrase appartient à la catégorie POL.
Gén : le ministre israélien des Affaires étrangères Avigdor Lieberman , cité
par le quotidien Maariv mardi à de nouvelles sanctions interna-
tionales " qui paralyse " de l’ Iran .
ClassPhrase : le chef de la diplomatie israélienne Avigdor Lieberman , cité par le
quotidien Maariv mardi à de nouvelles sanctions internationales
" paralysée " de l’ Iran .
Réf. : l’ Iran doit être frappé par des sanctions internationales "
paralysantes " , a affirmé le chef de la diplomatie israélienne Avigdor
Lieberman selon ses propos publiés mardi par le journal Maariv .
Figure 6.7: Comparaison d’une phrase traduite par le système de traduction.
On note que même si le score BLEU ne montre pas d’amélioration des performances,
la méthode de classification par phrase améliore la traduction de la phrase spécifique à la
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catégorie POL par rapport à celle traduite avec le système général.
6.6 Conclusion
Dans ce chapitre, nous avons présenté un ensemble d’expériences sur l’adaptation thématique.
Un corpus pré-classifié par l’AFP selon les 17 catégories de l’IPTC est utilisé pour réaliser
cette étude. Les catégories utilisées pour ces travaux sont celles qui sont les plus présentes
dans les dépêches de l’AFP : politique (POL), guerres (WAR) et finances (FIN). Une catégorie
générale qui englobe toutes les données (Gén) est également considérée.
Trois scénarios de traduction ont été proposés : une traduction "normale" sans classification,
une traduction avec classification a priori des phrases et une traduction avec classification
automatique.
Différentes méthodes d’adaptation de modèles de langue et de traduction ont été ex-
périmentées. Les meilleurs résultats de la traduction avec classification sont donnés par
l’approche d’adaptation (d.1) qui propose une interpolation linéaire du modèle de langue
spécifique et du modèle de langue général.
Nous avons constaté qu’en utilisant les modèles construits par classification automatique
pour traduire le corpus de test (Comb.), les approches (c.1) et (b)+(d) améliorent les résultats
avec respectivement 0,3 et 0,16 points BLEU. Les scores en utilisant seulement les modèles
spécifiques n’améliorent pas les résultats puisque chaque phrase est classifiée dans une
et une seule catégorie afin d’éviter l’aspect de redondance des données dans plusieurs
modèles. La conséquence de ce choix est que les modèles spécifiques sont devenus encore
plus petits que les premiers modèles construits à partir de la classification de l’AFP et donc
moins performants. Finalement, les systèmes adaptés améliorent les scores de traduction
sur le test Comb. jusqu’à 0,5 points BLEU par rapport au test initial optimisé le corpus de
développement spécifique.
La méthode de classification par phrase du corpus de test général afin de traduire chaque
phrase avec le système approprié à la catégorie assignée ne montre pas de gains importants.
Ceci est dû principalement à deux raisons : la taille très limitée et très petite des modèles
spécifiques et les frontières floues entre les catégories IPTC.
Récemment, Mansour et Ney (2013) montrent qu’en utilisant leur méthode d’adaptation,
les modèles adaptés n’améliorent pas la traduction puisque leur taille est inférieure de 10 %
par rapport aux modèles complets.
Dans les travaux présentés précédemment sur l’adaptation comme ceux de Banerjee
(2012) ou de Sennrich (2012b), les données thématiques sont créées à partir de données
extraites de corpus différents, ce qui n’est pas le cas pour notre étude. La présence des
phrases multicatégoriques complique la tâche de classification et de séparation des données
dans des catégories différentes; par contre il s’agit d’une application réelle dans laquelle les
données – issues d’une même source – sont multicatégoriques. Certaines phrases pouvant
apparaître dans n’importe quelle catégorie sont considérées appartenant à une catégorie bien
spécifique. Nous avons tenté dans ce chapitre différentes méthodes d’adaptation de données
journalistiques extraites d’une application réelle, celle de l’AFP.
Un des obstacles que nous avons rencontré lors de cette étude est l’absence d’un corpus
de référence classifié selon la catégorisation IPTC. Nous avons utilisé la classification de
l’AFP comme référence, mais cette classification contient beaucoup d’erreurs, et classifie une
dépêche dans plusieurs catégories, ce qui complique la tâche de catégorisation.
Il serait intéressant d’ajouter des données parallèles et monolingues afin d’améliorer le
classifieur automatique.
Plusieurs perspectives sont envisageables pour ces travaux. Une perspective intéressante
serait de pondérer les phrases à traduire au moment de la traduction afin de contourner
le problème de la taille réduite des catégories et surtout les modèles spécifiques. Ceci
permettrait de combiner plusieurs systèmes lors de la traduction et de garder toutes les
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catégories attribuées à chaque phrase pour le corpus de test à traduire. Une optimisation
permettrait d’avoir pour chaque système un poids qui sera utilisé au moment du décodage
lorsque plusieurs systèmes (ou modèles) sont utilisés pour la traduction. Une autre perspective
intéressante consiste à construire des modèles sur l’ensemble des catégories de la phrase à
traduire, ce qui permettrait d’avoir des modèles plus enrichis et de pallier au problème de
manque de données.
Ces expériences peuvent être enrichies également en adaptant les modèles de réordon-











Vers une application réelle : intégration de la
traduction dans une plateforme d’analyse
multimédia
L’objectif du projet SAMAR, comme présenté dans l’introduction de ce manuscrit, est de
développer une plateforme de traitement multimédia en langue arabe. Les données journalis-
tiques (dépêches AFP) que nous avons utilisées pour nos recherches et pour construire des
systèmes de traduction étaient fournies dans le cadre de ce projet.
La plateforme SAMAR contient plusieurs fonctionnalités. Elle permet de transcrire au-
tomatiquement de la parole (débats diffusés sur les radios et télévisions, et principalement des
nouvelles journalistiques en langue arabe). Une analyse sémantique est également effectuée :
les entités nommées (noms de personnes, de lieux, d’organisations ou de marques) sont
extraites et constituent les sujets des informations analysées. Les textes en arabe sont caté-
gorisés suivant la taxonomie standardisée par l’IPTC (International Press Telecommunication
Council) en vigueur dans les agences de presse, et permet une recherche de concepts par
thème. Une gestion cross-média et cross-lingue est effectuée pour les documents multimédias
avec métadonnées. Cette gestion permet des recherches dans les textes et les vidéos en arabe,
français et anglais.
L’objectif final du projet est essentiellement d’avoir un moteur de recherche qui indexe
les dépêches dans les trois langues (arabe, français et anglais) quelle que soit la langue dans
laquelle la recherche est effectuée. L’intégration de la traduction s’effectue donc dans le cadre
du moteur de recherche indexé multilingue.
Dans ce chapitre, on présente essentiellement comment la traduction automatique est
utilisée dans le cadre d’une application réelle. Nous présentons dans la section 7.1 le projet
SAMAR, son architecture et le rôle que joue la traduction automatique dans le projet. La
section 7.2 présente les différentes versions de systèmes de traduction arabe-français et arabe-
anglais qui ont été livrées pour le projet SAMAR. La section 7.3 présente l’intégration des
systèmes dans la plateforme. On présente dans une dernière section (7.5), nos participations à
des campagnes d’évaluation pour la traduction automatique ainsi que les résultats que nous
avons obtenu.
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7.1 Le projet SAMAR
Le projet SAMAR est un projet financé par Cap Digital. De nombreux partenaires industriels
et laboratoires académiques ont participé à la réalisation de ce projet, qui a été piloté
par la société Temis. Ce projet regroupe onze partenaires. L’AFP est le fournisseur des
flux multimédia radio et télévisuels. Ces flux sont la source essentielle des corpus arabe,
français et anglais. Du côté du traitement de la parole : la société Vecsys, spécialiste de
la reconnaissance vocale et du traitement automatique de la parole est le fournisseur des
transcriptions manuelles du texte à partir de la parole et l’entreprise Vocapia est le partenaire
qui travaille sur le traitement automatique de la parole. Pour l’aspect linguistique on cite le
Laboratoire du Langage, Langues et Cultures d’Afrique Noire, (LLACAN) pour l’analyse de l’arabe
littéraire et dialectal ainsi que l’Institut National des Langues et Civilisations Orientales (l’Inalco)
pour la validation de modèles. Pour la traduction automatique : le Laboratoire d’Informatique
pour la Mecanique et les Sciences de l’Ingénieur (LIMSI) pour la modélisation de traduction et
le Groupe de REcherche en Informatique, Image, Automatique et Instrumentation de Caen, le Greyc
pour les alignements de textes. En ce qui concerne la fouille et la classification du texte : la
société Temis pour l’extraction de connaissances à partir de textes, la société Antidot pour la
recherche cross-lingue et la société Mondeca pour la gestion des ontologies. Finalement la
société Nuxeo pour la gestion de contenu multimédia et l’intégration. La figure 7.1 montre le
rôle de chaque partenaire pour la plateforme SAMAR.
Figure 7.1: Rôle de chacun des partenaires du projet dans la plateforme SAMAR1.
L’objectif est de réaliser une station d’analyse multimédia en langue arabe. C’est une
plateforme modulaire permettant (i) l’intégration et les traitements homogènes de flux écrits
audio et vidéo (transcription, analyse linguistique, indexation, etc) ainsi que (ii) la traduction
automatique.
7.1.1 Architecture
La figure 7.2 montre l’architecture de la plateforme SAMAR. Cette architecture a été illustrée
par Nuxeo (le partenaire qui s’occupe de la partie intégration). Cette figure présente les
interactions entre les partenaires du projet pour la construction de la plateforme SAMAR.
1Schéma extrait de la plaquette de présentation du projet SAMAR (www.samar.fr/wp-content/
uploads/2012/11/Samar_Ok2_Web.pdf)
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Figure 7.2: Architecture de la plateforme SAMAR telle que illustrée par Nuxeo2.
Neuf partenaires apparaîssent sur la figure. L’AFP n’a pas d’interaction directe sur la
plateforme SAMAR puisque son rôle principal est de fournir les corpus. Vecsys regroupe
Vecsys et Vocapia qui travaillent en collaboration sur la transcription de l’audio. L’INALCO
travaille en collaboration avec le LLACAN et Temis puisqu’il vérifie et valide les modèles.
On note que Vecsys-Vocapia intéragissent directement avec la plateforme de Nuxeo. Le
LIMSI en collaboration avec le GREYC interagissent directement avec la plateforme. Le
LLACAN, Mondeca et Antidot interagissent avec Temis qui, lui, interagit directement avec
la plateforme. On note que la plupart des partenaires interagissent directement avec Nuxeo
(le partenaire responsable d’intégration). L’INALCO et le LLACAN interagissent seulement
avec la société Temis pour la validation des modèles. Mondeca gère les ontologies et interagit
donc avec Antidot et Temis.
7.1.2 Le module traduction du LIMSI
La plateforme SAMAR est constituée de plusieurs composantes comme le montre son archi-
tecture. La composante LIMSI est liée directement à la plateforme d’intégration Nuxeo. Les
données à traduire sont données au système de traduction sous leur forme d’origine : des
dépêches AFP sous format NewsML. Afin de traduire une dépêche, il est donc nécessaire
d’effectuer un certain nombre de traitements.
Cette chaîne de prétraitement est constituée de plusieurs étapes. Les dépêches à traiter
sont reçues au format NewsML utilisé par l’AFP. La première étape de prétraitement consiste
à extraire le texte du format NewsML, ensuite vient l’étape du prétraitement de l’arabe,
la segmentation. Une fois prétraité, le texte est donné au décodeur qui traduit le texte à
l’aide du décodeur Moses. La sortie de traduction est par la suite détokenisée, c’est-à-dire
que la première lettre de chaque phrase est mise en majuscule et que les espaces avant les
ponctuations sont supprimés. Finalement, le texte est remis en format NewsML pour qu’il
puisse être lu par les outils de l’AFP.
La figure 7.3 montre la chaîne de traitement réalisée pour traduire une dépêche AFP en
format NewsML et ensuite la remettre dans le format original NewsML.
2Schéma extrait de la présentation du premier bilan d’étape du projet SAMAR (http://www.samar.
fr/?p=91)
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Figure 7.3: Chaîne de traitement d’une dépêche AFP pour la traduction de l’arabe vers le
français.
À la sortie du système de traduction, le texte traduit est affiché directement sous forme de
dépêche AFP.
7.2 Expériences et résultats
Le système que nous utilisons dans le cadre du projet SAMAR est le système open source
Moses3. Il intègre un certain nombre d’autres composants open source, et repose en particulier
sur l’aligneur sous-phrastique MGIZA++4 Gao et Vogel (2008) pour la phase d’entraînement.
Les tables de traduction sont constituées en symétrisant les alignements selon l’heuristique
grow-diag-final-and de Moses, et contient des segments dont la longueur va jusqu’à 7 mots.
Un modèle de distorsion (réordonnancement) lexical a été entraîné sur les parties arabe et
française. Un modèle de langue en langue cible (français) a été appris à l’aide de l’outil
SRILM5 (Stolcke, 2002).
Le modèle de langue utilisé est binarisé afin d’avoir un temps d’exécution plus rapide. Le





7.2. Expériences et résultats
7.2.1 Système de traduction arabe-français
Le corpus arabe-français fourni par l’AFP est un corpus comparable qui ne peut pas être
utilisé directement pour construire un système de traduction. Comme mentionné dans le
chapitre 3, nous avons développé une méthode d’extraction de corpus parallèle à partir du
corpus comparable. Le corpus obtenu a été utilisé pour construire ce système de traduction
arabe-français SAMAR-1. Ce dernier est constitué donc de 145K phrases extraites pour la
période décembre-2009 jusqu’à novembre-2010, et il a été prétraité avec MADA. Dans le
chapitre 4, une nouvelle approche de prétraitement de l’arabe a été proposée avec SAPA.
Nous avons donc construit un nouveau système arabe-français amélioré, SAMAR-2, qui a été
prétraité avec notre outil de prétraitement, SAPA. Le système SAMAR-2 contient exactement
le même nombre de phrases que SAMAR-1.
Une troisième version du système de traduction, SAMAR-3, a été construite en incluant
des données supplémentaires qui ont été extraites avec notre méthode d’extraction de corpus
parallèle (période de janvier 2011 jusqu’a juillet 2012). Le nombre total des phrases utilisées
pour SAMAR-3 est de 265K phrases. Le prétraitement a été effectué avec SAPA. La dernière
version du système de traduction, SAMAR-4, a été construite avec les mêmes données que le
système SAMAR-3. Par contre, le modèle de langue utilisé pour le système SAMAR-4 est
adapté aux données de traduction et c’est un modèle de langue constitué à partir de dépêches
AFP provenant du Moyen-Orient. Les résultats sont dans le tableau 7.1.
Système ar-fr Taille
corpus
Date données Prétraitement BLEU Vitesse
(mots/sec)
SAMAR-1 145K Dec2009-Nov2010 MADA 32,8 90
SAMAR-2 145K Dec2009-Nov2010 SAPA 33,3 2 960
SAMAR-3 265K Dec2009-Nov2010
+Janv2011-Juil2012
SAPA 34,4 2 960
SAMAR-4 265K Dec2009-Nov2010
+Janv2011-Juil2012
SAPA 35,8 2 960
Google - Novembre 20126 - 25,3 -
Tableau 7.1: Scores BLEU en traduction arabe-français sur un test de 1 000 phrases extraites
de dépêches de décembre 2010.
D’après le tableau 7.1, on note que le système SAMAR-2 améliore les résultats de SAMAR-
1 grâce à l’outil de prétraitement. Le rajout de données (SAMAR-3) permet de gagner 1 point
BLEU. L’utilisation d’un modèle de langue adapté, SAMAR-4, améliore les résultats de 1
point BLEU. Ce modèle adapté aux dépêches AFP a une taille 7 fois inférieure au modèle
de langue général, mais donne de meilleures performances pour la traduction. On constate
que lorsque les données utilisées pour la construction du modèle de langue proviennent de
sources bien séparées (contrairement aux données utilisées dans le chapitre 6), l’adaptation
améliore les scores de traduction. Nous avons donc amélioré les performances du système de
traduction de base SAMAR-1 de 3 points BLEU.
Afin d’avoir une idée des performances de notre système de traduction, nous avons
traduit notre test avec Google de l’arabe vers le français. Ce dernier donne un score BLEU
largement inférieur au score BLEU donné par notre meilleur système (25,3 contre 35,8 pour
notre système). Ceci est dû au fait que le système de traduction de Google est très général
et il a été entraîné sur beaucoup de données très hétérogènes (il peut contenir beaucoup de
données provenant de l’ONU par exemple). Par contre, les systèmes SAMAR-1, SAMAR-2,
6La traduction avec le système de traduction de Google a été effectuée en mois de novembre 2012.
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SAMAR-3 et SAMAR-4 ont été entraînés sur des données du même type que le corpus de
test.
On note également que les données extraites pour la deuxième période, plus longue que
la première période, constituent un corpus de 120K phrases seulement. Le nombre de phrases
de l’ensemble des fichiers similaires pour la partie arabe est d’environ 396 mille phrases pour
la première période et d’environ 480 mille phrases pour la deuxième période. Par contre
les dépêches pour la deuxième période sont constitués de phrases courtes (4% des dépêches
sont constitués de moins de 5 lignes contre 0% pour la première période). Nous avons
particulièrement remarqué pour les dépêches courtes de la deuxième période, beaucoup de
phrases sont regroupés sur une même ligne. La longueur moyenne d’une phrase pour les
phrases de la première période est de 13,34 mots alors que la longueur moyenne d’une phrase
pour les phrases de la deuxième période est de 17,78 mots.
Le tableau 7.1 présente les résultats en termes de scores BLEU sur le jeu de test datant de
décembre 2010. La traduction a été effectuée sur le corpus de test tokenisé. Dans ce tableau,
on compare le système de base arabe-français aux systèmes de base améliorés.
On note que les résultats donnés pour le système SAMAR-1 sont différents de ceux donnés
dans le chapitre 3. Ceci est dû principalement au fait que le modèle de langue utilisé est
différent et plus riche que celui utilisé dans les premières expériences.
7.2.2 Traduction de transcriptions audio
Une parmi les tâches que doit effectuer la plateforme SAMAR, est la traduction de l’audio.
Malheureusement l’AFP ne dispose pas d’un corpus parallèle de type audio pour la paire
de langue arabe-français et arabe-anglais. Or on sait que, d’après le chapitre 2 que pour la
langue arabe, le dialecte est très différent de l’écrit, et diffère aussi d’une région à une autre,
ce qui rend la tâche de sa traduction plus complexe.
Un corpus de test issu des données recueillies et transcrites a été sélectionné par le
partenaire Vecsys comme représentatif de l’ensemble des données du projet. Ce corpus est
constitué de débats politiques provenant de différentes chaines télévisées et de vidéos de
presse : Al Nile TV, Al Jazeera TV, Al Arabia, France 24, BBC et AFP. Ces données sont donc
constituées de textes en arabe moderne standard la plupart du temps (90 % des cas) qui
contiennent des mots, des segments et des phrases dialectales (10 %). Le projet ne prévoyant
pas de budget pour des traductions manuelles, ce corpus a été traduit manuellement de
l’arabe vers le français par les partenaires arabophones du projet pour pouvoir constituer un
corpus de test. Une transcription automatique a été également donnée par Vocapia. Le corpus
obtenu est constitué de 650 phrases en français. Un travail de nettoyage a été également réalisé,
puisque les traductions manuelles ont été réalisées par plusieurs personnes qui ne respectent
pas toujours la même annotation et ponctuation. Les traductions manuelles sont par la suite
alignées avec les transcriptions automatiques et manuelles. Le corpus parallèle final est
constitué de 400 phrases (arabe transcrit manuellement, arabe transcrit automatiquement et
français traduit manuellement).
La traduction de l’audio s’effectue sur un corpus transcrit automatiquement. Les systèmes
de traduction ont été adaptés sur les données issues de l’audio afin de s’en rapprocher le
plus de ces données. L’approche consiste donc à transformer les données d’apprentissage
textuelles pour les rendre les plus proches possibles de données recueillies à la sortie du
système de reconnaissance de la parole. Principalement, l’adaptation a porté sur quatre
points : normalisation, traitement des ponctuations, optimisation des paramètres sur des
données de développement et utilisation du lexique de transcription automatique.
Le système de traduction arabe-français SAMAR-2 adapté à l’audio est utilisé donc pour
traduire les transcriptions. Le tableau 7.2 montre les résultats obtenus pour la traduction
des transcriptions sur le corpus de test construit manuellement. On note une grande baisse
des scores de traduction sur la traduction de l’audio par rapport aux scores de traduction
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Tableau 7.2: Évaluation de la traduction automatique des transcriptions automatiques et
manuelles
obtenus sur l’écrit (19,55 contre 33,3). Globalement, l’ensemble des méthodes utilisées pour
l’adaptation de la traduction à des données issues de l’audio, a permis une amélioration des
performances de traduction des transcriptions automatiques d’environ 1 point BLEU. Les
résultats restent très modestes et ceci est dû à plusieurs raisons : l’arabe parlé est très différent
de l’arabe écrit, la transcription automatique a un taux d’erreur de 23,6% et la ponctuation y
est incomplète. Compte tenu de ces résultats modestes, il a été décidé de ne pas intégrer ces
propositions dans la plateforme.
7.2.3 Système de traduction arabe-anglais
Pour la paire de langues arabe-anglais, il n’y a pas de dépêches AFP en arabe traduites de
ou vers l’anglais. Nous avons donc construit notre corpus parallèle artificiel en appliquant
notre méthode de construction d’un corpus parallèle artificiel décrite dans le chapitre 3. Le
LIMSI dispose d’un corpus NIST extrait des données LDC pour la paire de langues arabe-
anglais. Comme déjà mentionné dans le chapitre 2, les données LDC proviennent de plusieurs
sources incluant les flux de journaux et du web (blogs, newsgroups, email) dans plusieurs
domaines. Ce corpus a été utilisé pour construire le système de référence arabe-anglais,
Référence-AR:EN. Ce dernier a été utilisé pour traduire les dépêches AFP du projet de l’arabe
vers l’anglais. Les prétraitements ont été effectués avec SAPA. Les dépêches traduites ont
été par la suite filtrées pour ne garder que 50% des données incluant les phrases qui ont le
meilleur score de traduction. La figure 7.4 illustre notre méthode de construction du corpus
parallèle arabe-anglais à partir d’un corpus monolingue.
Figure 7.4: Construction de corpus parallèle arabe-anglais à partir d’un corpus monolingue.
Le corpus parallèle construit automatiquement a été utilisé par la suite pour entraîner le
système de traduction adapté arabe-anglais, SAMAR-AR:EN.
Pour la paire de langues arabe-anglais, on ne dispose pas de corpus de test issu de
dépêches AFP provenant du Moyen-Orient. Le seul corpus de test disponible est le corpus
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de test NIST constitué de données journalistiques. Nous avons donc utilisé ce corpus pour
l’évaluation.
Le tableau 7.3 montre les scores de traduction du système Référence-AR:EN et le système
SAMAR-AR:EN sur un corpus de test (NIST) constitué de 813 phrases extraites de données
journalistiques. Les scores de traduction ont été comparés au système de traduction de
Google.
Système ar-en Taille corpus Prétraitement BLEU
Référence-AR:EN 5M (dont 1,2M news) SAPA 44,7
SAMAR-AR:EN 400K SAPA 42,6
Google - - 50,2
Tableau 7.3: Scores BLEU en traduction arabe-anglais évalués sur un corpus de test NIST
constitué de 813 phrases – extraites de données journalistiques – sur 4 références.
Le tableau 7.3 montre que le système Référence-AR:EN donne de meilleures performances
que le système SAMAR-AR:EN. Ceci est dû au fait que les données de test sont adaptées
au système de référence : elles proviennent de la même source et sont extraites à partir de
données LDC.
On voit que bien que le système SAMAR-AR:EN est construit à partir de corpus parallèle
artificiel, le score de traduction obtenu est un score respectable, qui n’est pas très inférieur
à celui obtenu par le système Référence-AR:EN. Le système de traduction de Google a le
meilleur score puisqu’il a été entraîné fort probablement sur beaucoup plus de données
y compris des données journalistiques. La figure 7.5 montre une phrase en arabe et sa
traduction en anglais par les systèmes Référence-AR:EN et SAMAR-AR:EN.
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Référence however difficult the fight is in Iraq , we must win it .
Référence-AR:EN no matter how difficult was the struggle in Iraq should be us victory .
SAMAR-AR:EN whatever the difficult struggle in Iraq should be us victory .
Figure 7.5: Comparaison de traduction d’une phrase avec les systèmes de traduction Référence-
AR:EN et SAMAR-AR:EN.
Rappelons que cette méthode a été évaluée sur la paire de langues arabe-français dans
le chapitre 3 puisqu’on dispose d’un corpus de test arabe-français issu de dépêches AFP
provenant du Moyen-Orient. Les résultats ont montré que le système SAMAR-AR:FR (qui
donne un score BLEU de 24) améliore les résultats par rapport au système Référence-AR:FR
(qui donne un score BLEU de 26,7) de 2,7 points BLEU. La traduction automatique donnée
par le système de traduction de Google donne un score BLEU de 23,6.
On peut donc raisonnablement en déduire que les performances du système SAMAR-
AR:EN sur des dépêches AFP se situe au dessus de celles obtenues sur le corpus de test
NIST.
7.3 Intégration dans la plateforme
Comme nous l’avons déjà mentionné, la plateforme SAMAR contient plusieurs fonctionnalités.
Le système SAMAR comporte outre la traduction automatique développée par le LIMSI, la
transcription de la parole en arabe (Vocapia, Vecsys), la détection des entités nommées (noms
propres de lieux, organisations, personnes) développée par Temis et le laboratoire LLACAN
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ainsi que l’INALCO, et la catégorisation automatique IPTC des documents. La traduction
automatique arrive en bout de chaîne du traitement de l’information.
En tapant un mot clé à rechercher sur la plateforme, toutes les dépêches audio et texte
contenant ce mot en arabe, français ou anglais apparaîssent. Ceci est rendu possible grâce à
l’indexation multilingue.
Figure 7.6: Traduction automatique de la transcription de la vidéo.
La figure 7.6 montre une capture d’écran des différentes fonctionnalités la plateforme
SAMAR. À gauche on voit la vidéo consacrée à la victoire historique de Barack Obama pour son
deuxième mandat. À droite, la transcription automatique en arabe de la bande son. Les entités
nommées en arabe sont extraites du texte et sont affichées en dessous du texte transcrit en
arabe dans des boîtes bleues. La traduction automatique vers le français de la transcription
automatique est affichée sous la bande son.
7.4 Réalisations
Dans cette section on présente un bilan de toutes les réalisations qui ont été effectuées pour le
projet SAMAR.
∙ Rapport livrable 7.1 sur les ressources en arabe qui énumère un ensemble des ressources
numériques sur l’arabe. Ce rapport a été rédigé par le LIMSI et le GREYC.
∙ Rapport livrable 7.2 qui décrit le système de base arabe-français. Ce rapport a été rédigé
et livré par le LIMSI
∙ Système de traduction arabe-français SAMAR-4.
∙ Système de traduction arabe-anglais SAMAR-AR:EN.
∙ Corpus parallèle arabe-français constitué automatiquement à partir du corpus compa-
rabe AFP
∙ Corpus parallèle arabe-anglais constitué automatiquement à partir du corpus mono-
lingue AFP
∙ Outil de prétraitement de l’arabe SAPA
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∙ Chaîne complète de traitement pour traduire une dépêche AFP en format NewsML.
7.5 Autres évaluations
Nous avons participé régulièrement à des évaluations annuelles de traduction de l’arabe
vers le français dans le cadre du projet Quaero7. Le programme Quaero est fondé sur un
consortium public-privé de 32 partenaires franco-allemands, composé de groupes industriels,
de PME (Petite et Moyenne Entreprises) et de laboratoires et d’institutions publiques. Il
vise à développer des technologies de traitement automatique des contenus multimédia et
multilingues permettant d’offrir de nouveaux produits et services au grand public comme
aux professionnels. Dans le cadre du projet Quaero, le LIMSI participe à des évaluations
annuelles pour la tâche de traduction du texte (WP 4.1).
Nous avons participé aux évaluations Quaero pour la tâche de traduction de texte arabe-
français pour les années 2010, 2011 et 2012. Le tableau 7.4 montre les résultats obtenus par
le LIMSI pour les systèmes P2, P3, P4 et P5 construits respectivement en 2009, 2010, 2011 et
2012. Les scores ont été évalués avec les métriques BLEU et TER sur le même corpus de test
2012 (livré par Quaero).





Tableau 7.4: Résultats de traduction obtenus lors de la campagne d’évaluation Quaero pour la
tâche de traduction de l’arabe vers le français sur le test 2012.
Le système LIMSI_P2 est entraîné sur un corpus de débats politiques constitué de 7,6M
de phrases, avec les prétraitements MADA. Ce système est le premier système de base
arabe-français du LIMSI construit avant l’intégration des travaux sur l’arabe présentés dans
cette thèse. Le système LIMSI_P3 est le premier système que nous avons construit. Il est
entraîné sur les mêmes données mais en utilisant les pré-traitements de MADA avec la
normalisation. Pour le système LIMSI_P4, nous avons reçu dans le cadre du programme
Quaero beaucoup de données provenant de l’ONU, donc un corpus parallèle constitué de
14 millions de phrases. Ce corpus a été filtré pour obtenir un système de traduction constitué
de trois modèles de traduction : données journalistiques (Projet Syndicate, 37K), ONU (7M)
et traduit automatiquement (1M). SOUL (Le et al., 2011; Le et al., 2013) qui représente un
nouveau modèle de langue basé sur les réseaux neuronaux a été également appliqué sur
ce système. Finalement, le système LIMSI_P5 a été entraîné sur des données de type news
constitué de deux modèles de traduction contenant des données journalistiques : Project
Syndicate (59K) et AFP (234K), prétraité avec SAPA, et pour lequel nous avons appliqué
SOUL.
Finalement, on note que les performances du système de traduction de l’arabe vers le
français du LIMSI ont été régulièrement améliorées et au final de 4 points BLEU par rapport
à la première version.
7.6 Conclusion
Depuis le début du projet SAMAR, nous recevons quotidiennement des dépêches AFP en




systématiquement de l’arabe vers le français. 176 463 dépêches (= 2,6M phrases) ont été donc
traduites depuis le début du projet.
Il est à noter que nous étions menés à rédiger des rapports livrables pour le projet, et à
fournir des corpus parallèles, des systèmes de traduction, ainsi que la chaîne complète de
traitement et traduction d’une dépêche. Le système de traduction arabe-français SAMAR-4 a
été livré au projet en septembre 2012 pour son intégration sur la plateforme de démonstration.
Le système de traduction arabe-anglais SAMAR-AR:EN a été également livré au projet
SAMAR en novembre 2012.
Afin de pouvoir construire les systèmes de traduction de l’arabe vers le français et de
l’arabe vers l’anglais, nous avons développé deux méthodes différentes pour construire les
corpus parallèles nécessaires pour cela.
Au début du projet SAMAR, il était prévu d’utiliser un outil de prétraitement de l’arabe
fourni par l’un des partenaires du projet. Cet outil n’a pas pu être utilisé pour plusieurs
raisons dont les principales est que l’outil fonctionne exclusivement sur Windows et il est
trop lent. Nous avons donc développé notre propre outil de prétraitement de l’arabe SAPA.
Le développement de SAPA n’était pas prévu au début du projet, mais s’est avéré nécessaire
pour pouvoir améliorer notre chaîne de prétraitement.
Nous avons également développé notre propre outil de détection des entités nommées,
qui n’était pas non plus parmi les tâches que le LIMSI devrait réaliser. Ceci est principalement
dû au fait que l’outil de Temis tourne exclusivement sur Windows.
La plateforme SAMAR est en premier lieu destinée aux journalistes travaillant en langue
arabe pour la gestion de contenus multimédia à destination de la presse et des médias
du Proche-Orient et du Maghreb. Elle permet de produire des contenus ou d’enrichir des
contenus existants en langue arabe et de les diffuser vers des sites de présentation aux
utilisateurs finaux de l’information. Le système SAMAR permet à des non arabophones





Ce dernier chapitre résume brièvement nos contributions et discute des résultats obtenus à
partir de ces contributions. Nous décrivons également plusieurs perspectives envisageables
pour poursuivre ces travaux.
Contributions
Tout au long de cette thèse, nous avons travaillé sur la langue arabe. Le point de départ de
mes recherches a consisté à collectionner tout d’abord les ressources disponibles sur l’arabe au
LIMSI, dans le cadre du projet SAMAR et en libre service sur Internet. L’objectif en premier
lieu était de construire un corpus parallèle arabe-français pour pouvoir construire un système
de traduction de base permettant de traduire les dépêches de l’AFP. Pour cela nous avons
développé une méthode pour extraire un corpus parallèle à partir du corpus comparable arabe-
français issu des dépêches journalistiques de l’AFP. Ensuite, nous avons proposé différentes
approches d’adaptation du modèle de traduction (i) en utilisant le corpus parallèle extrait
automatiquement ou (ii) en utilisant un corpus parallèle construit automatiquement – en
traduisant un corpus monolingue avec un système de traduction hors-domaine. Notre première
contribution a donc consisté à explorer un corpus comparable afin d’adapter un modèle de
traduction (chapitre 3). Nous avons montré que l’adaptation améliore les performances de
traduction avec une hausse du score BLEU jusqu’à 6 points.
Lors de nos premiers travaux sur la construction et l’adaptation de corpus parallèle, nous
avons observé que la construction d’un système de traduction, et plus particulièrement le
prétraitement de l’arabe, est lent et nécessite l’utilisation de beaucoup de ressources (si la taille
de données dépasse quelque milliers de phrases). Nous avons donc développé notre propre
outil de prétraitement de l’arabe, SAPA8 dans le but de réduire ces temps de prétraitements et
d’alléger nos traitements. Ce dernier a la particularité d’être (i) beaucoup plus rapide que les
outils de prétraitement de l’arabe les plus utilisés et (ii) indépendant de toute autre ressource
d’analyse morphologique et de désambiguïsation (chapitre 4). SAPA prédit simultanément
l’étiquette morphosyntaxique et les proclitiques d’un mot s’ils existent. Nous avons remarqué
que la prédiction simultanée (de l’étiquette morphosyntaxique et des proclitiques) fait baisser
le taux d’erreur de la prédiction des étiquettes morphosyntaxiques qui passe de 5,3 % à 4,2 %.
Ces résultats encourageants nous ont motivé pour compléter la chaîne de prétraitement
de l’arabe (segmentation) avec la reconnaissance des EN, afin de ne pas segmenter les
entités nommées et essayer d’améliorer leur traduction. D’après nos évaluations et celles
de Habash (2008), entre 25 % et 40 % des mots hors vocabulaires sont des entités nommées.
Nous avons donc développé un outil de détection des entités nommées en arabe, NERAr9
(chapitre 5). Nous avons montré qu’en utilisant NERAr on réduit faiblement le taux de mots
hors vocabulaire. Bien que l’amélioration soit faible, cette étude reste intéressante puisqu’elle
présente une étude complète sur les entités nommées de l’arabe : depuis la détection des
8Téléchargeable sur Internet : https://github.com/SouhirG/SAPA
9Téléchargeable sur Internet : https://github.com/SouhirG/NERAr
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Conclusion générale
entités nommées jusqu’à leur traduction. L’impact de la traduction des entités nommées a été
étudié sur deux corpus différents.
Une étude sur l’adaptation thématique des modèles de traduction et de langue a été
réalisée dans le chapitre 6. Deux approches de classification des phrases ont été proposées
pour traduire chaque phrase avec le système approprié à la catégorie détectée : une approche
de classification a priori et une approche de classification automatique à base de classification
naïve bayésienne itérative. La particularité de notre approche d’adaptation est qu’elle est
extraite d’une application réelle contenant un corpus constitué d’un ensemble de phrases
multicatégoriques.
Finalement, des systèmes de traduction arabe-français et arabe-anglais ont été intégrés
dans une plateforme d’analyse multimédia (chapitre 7). Nous avons présenté toute la chaîne
de traitement (pré-traitement et post-traitement) que nous avons développée pour traduire
une dépêche en format NewsML.
Le projet SAMAR m’a permis d’avoir une idée du rôle de la traduction automatique dans
une application réelle et d’intéragir avec plusieurs partenaires dont chacun a produit ses
modules technologiques qui ont été intégrés dans l’application.
Le projet SAMAR était une bonne opportunité pour voir de plus près le déroulement
d’un projet avec toutes ses phases. Ce fut une expérience enrichissante scientifiquement et
industriellement qui m’a permis de réaliser une thèse dans un laboratoire de recherche tout
en ayant une vue sur le monde extérieur des entreprises.
Perspectives
Plusieurs possibilités s’offrent pour poursuivre nos travaux.
Perspectives à court-terme
Dans le chapitre 5, nous avons effectué une étude complète des entités nommées depuis la
construction d’un outil de détection des EN jusqu’à leur traduction. Afin de compléter cette
chaîne de prétraitement des entités nommées, il serait intéressant de créer notre propre outil
de translittération de l’arabe vers le français et/ou vers l’anglais. Cette tâche nécessitera tout
d’abord un corpus d’entraînement, ainsi qu’une réflexion sur les bases de translittération
des noms propres de l’arabe. Certains travaux ont été réalisés dans ce cadre comme ceux
de Saadane et al. (2012) par exemple. Nous avons également constaté lors de la phase
d’alignement que l’ordre des mots entre l’arabe et le français varie.
Carpuat, Marton et Habash (2010) montrent qu’en arabe les sujets qui apparaîssent après
les verbes (VS) sont difficiles à traduire vers l’anglais. Ils proposent donc de réordonner les
phrases verbales VS en phrases nominales SV seulement pour la phase d’alignement de mots.
Ils constatent que 98 % des SV sont traduits dans un ordre monotone, 64,7 % des VS sont
traduits dans un ordre inversé, tandis que 27,3 % sont traduits dans un ordre monotone. Cette
stratégie améliore les performances de traduction (+0,3 points BLEU) et serait intéressante
à explorer surtout dans le cas où les corpus à traduire ont un style particulier différent du
corpus d’entraînement (comme le cas du corpus Arcade II dans le chapitre 5).
Les résultats du chapitre 6 pourraient être améliorés avec un corpus d’entraînement plus
volumineux. Plusieurs perspectives sont envisageables pour ces travaux, en particulier sur
l’amélioration du classifieur automatique avec des modèles de classification plus volumineux.
Une perpective intéressante serait de pondérer les phrases à traduire au moment de la
traduction et de combiner plusieurs systèmes lors de la traduction. Ceci permettrait de garder
toutes les catégories attribuées à chaque phrase pour le corpus de test à traduire.
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Perspectives à plus long-terme
Notre étude principale a en effet porté sur la traduction automatique à partir de l’arabe. Il
serait intéressant d’étudier cet aspect dans le sens inverse, c’est-à-dire étudier la traduction
automatique vers l’arabe.
Nos tentatives d’amélioration des prétraitements de l’arabe ont révélé qu’il est possible
d’avoir de bons résultats pour la prédiction des étiquettes morphosyntaxiques, la segmentation
ainsi que le prétraitement pour la tâche de traduction. Il serait donc intéressant de compléter
SAPA afin de l’adapter pour les post-traitements pour la traduction, non pas depuis mais
vers l’arabe.
Un autre sujet intéressant à aborder avec ce type de données est l’adaptation temporelle.
Il serait intéressant d’étudier l’aspect d’ajout progressif des données pour construire des
systèmes de traduction adaptés à des données récentes. Comme le montre la figure 5.1 dans le
chapitre 5, toutes les semaines voire tous les jours de nouvelles entités nommées apparaissent.
En dehors des EN, le vocabulaire s’enrichit constamment par l’ajout de nouveaux termes
comme c’est le cas avec les mots récemment parus dans les nouvelles technologies comme
par exemple le mot wifi ou facebook.
Quelques travaux sur l’adaptation temporelle de modèles de langue ont été effectués dans
le domaine de la reconnaissance de la parole, comme ceux de (Whittaker, 2001) qui adaptent
les modèles de langue en utilisant des données datant de la même période de temps que les
données à traiter.
Allauzen (2003) propose une adapatation ad-hoc basée sur la mise à jour régulière du
vocabulaire utilisé pour créer des modèles de langue temporellement proches des documents
à transcrire. Levenberg et Osborne (2009) montrent que pour une traduction à flux courant
(stream-based translation), l’utilisation de données récentes améliore les performances. Ils
proposent un modèle de langue aléatoire (randomised language model) basé sur le hashage
dynamique. Ce nouveau modèle de langue est plus rapide et plus efficace que les modèles
de langue classiques et a la capacité de s’adapter aux données et textes publiés sur le web
quotidiennement.
Quelques résultats préliminaires sur l’adaptation temporelle et l’impact de l’ajout de
données en fonction du temps sont présentés par la figure 1 qui montre l’évolution du nombre
de mots hors vocabulaire et du score BLEU de traduction au fur et à mesure de l’ajout du
vocabulaire pour chaque semaine.
Neuf systèmes de traduction avec des modèles de traduction différents ont été construits
en utilisant le corpus présenté dans le chapitre 3. Le premier système au point j1 est constitué
avec des données à partir de décembre 2009 jusqu’au dernier jour de l’avant dernière semaine
du mois de novembre 2010. Les systèmes j2 jusqu’à j9 ont été construits en ajoutant à chaque
fois les données parallèles extraites pour le jour suivant.
Le premier système au point j1 est constitué de 141 757 phrases. À l’état initial (j1), le
nombre de mots uniques dans le vocabulaire est 74 234. Une semaine après (j9), le nombre de
mots uniques passe à 75 049, par un corpus d’entraînement de taille 145 192.
On observe que le nombre de mots hors-vocabulaire est réduit de 50 mots au bout d’une
semaine avec parallèlement un score BLEU qui augmente pour les modèles de plus en plus
à jour. L’étude de l’adaptation de modèles de traduction et de modèles de langues adaptés
temporellement serait intéressante. Allauzen (2003) par exemple créé des modèles de langue
adaptés temporellement et qui contiennent toujours la même quantité de vocabulaire : le plus
ancien vocabulaire est remplacé par le récent et ainsi de suite (puisque les modèles de langue
pour la reconnaissance de la parole ont une taille limitée).
Nous n’avons pas eu le temps pour finir nos expériences et de développer complètement
les idées que nous avions l’intention d’explorer. Ces premiers résultats montrent que l’aspect
temporel est important et influe sur les performances de traduction. Bien que ces premiers








































Évolution par jour (dernière semaine de nov. 2010)
Mots hors vocabulaire
Score BLEU
Figure 1: Évolution du nombre de mots hors vocabulaire et du score BLEU au cours du temps
pour chaque jour (dernière semaine de novembre 2010). Les scores présentés sont
évalués sur le corpus de test 2010 (décembre) utilisé tout au long des travaux de ce
manuscrit.
comme par exemple l’exploration de différentes adaptations de modèles de langue et de
traduction (comme dans le chapitre 6) au niveau temporel.
L’adaptation dynamique de modèles de langue et de traduction est une perspective intéres-
sante pour améliorer et adapter les systèmes de traduction pour traduire systématiquement
des dépêches journalistiques de l’AFP (chose que nous faisons depuis le début du projet
SAMAR mais sans adaptation dynamique).
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Liste des abréviations
∙ AFP: Agence France-Presse
∙ ATB: Arabic Tree Bank
∙ BAMA: Buckwalter Arabic Morphologi-
cal Analyzer
∙ BLEU: Bilingual Evaluation Understudy
∙ ELDA: Evaluations and Language re-
sources Distribution Agency
∙ ELRA: European Language Resources
Association
∙ EN: Entités Nommées
∙ GALE: Global Autonomous Language
Exploitation
∙ IPTC: International Press Telecommuni-
cations Council
∙ LDC: Linguistic Data Consortium
∙ LM: Language Model
∙ MERT: Mininum Error Rate Training
∙ MIRA: Margin Infused Relaxed Algo-
rithm
∙ MT: Machine Translation
∙ NERAr: Named Entity Recognition for
Arabic
∙ NewsML: News Markup Language
∙ NIST: National Institute of Standards
and Technology
∙ NLP: Natural Language Processing
∙ POS: Part-Of-Speech Tagging
∙ SAMA: Standard Arabic Morphological
Analyzer
∙ SAMAR: Station d’Analyse Multimédia
pour l’Arabe
∙ SAPA: Segmentor and Part-of-Speech
Tagger for Arabic
∙ SMT: Stastical Machine Translation
∙ TAL: Traitement Automatique des
Langues
∙ TALN: Traitement Automatique du Lan-
gage Naturel
∙ TM: Translation Model
∙ WER: Word Error Rate
∙ XML: Extensible Markup Language
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Dépêche AFP en arabe en format NewsML
La figure 2 montre un exemple d’une dépêche AFP. Le format NewsML inclut beaucoup
d’informations concernant chaque dépêche : date et heure d’apparition, la langue de la
dépêche, la ou les catégories IPTC auxquelles appartient la dépêche, le lieu où la dépêche
a été écrite, les mots clés, l’identifiant de la dépêche, le nombre de mots, la priorité de la
dépêche.
La plupart de ces informations sont utilisées en interne par l’AFP. Toutes ces informations
sont concervées après la traduction automatique par nos systèmes de traduction automatique
arabe-français et arabe-anglais.
La dépêche ci-dessous a été publiée le 10 mai 2012 à 16h12 et 10 secondes
(20120510T161210Z). Elle est multicatégorique et appartient aux catégories politique (11011000)
et guerres (16003000).
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Dépêche AFP en arabe en format NewsML
Figure 2: Exemple d’une dépêche AFP en arabe en format NewsML.
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Dépêche AFP en français en format NewsML
La dépêche ci-dessous a été publiée le 10 mai 2012 à 06h31 et 49 secondes (20120510T063149Z).
Elle est monocatégorique et appartient à la catégorie finances (04000000, 04008000, 04008004).
Les mots clés qui ont été choisis par l’auteur (uh) sont Economie, indicateur, croissance.
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Dépêche AFP en français en format NewsML
Figure 3: Exemple d’une dépêche AFP en français en format NewsML.
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Scores de traduction des modèles spécifiques sur le
test général
Le tableau 1 montre les scores BLEU du test général traduit en utilisant les différentes
combinaisons des modèles spécifiques et généraux pour chaque catégorie.
BLEU (dev Gén) BLEU (dev Spé)
Système
Catégorie
POL WAR FIN POL WAR FIN
Général 33,47 33,02 33,22 32,95
LM-spécifique 32,88 31,93 30,88 32,95 32,18 30,91
TM-spécifique 32,26 31,26 19,07 32,13 30,93 28,56
Spécifique 31,54 29,64 26,34 31,91 29,76 26,30
Tableau 1: Traduction automatique du test général en utilisant les systèmes de traduction de
base appropriés aux catégories POL, WAR et FIN.
Lorsque le corpus de développement général est utilisé, on note que le meilleur score est
obtenu en utilisant le système de traduction général. Dans les scores suivants, le deuxième et
troisième meilleurs scores sont obtenus en utilisant les modèles spécifiques de la catégorie
POL puisque cette dernière représente 60% de l’ensemble des données. Le plus mauvais
score est obtenu avec le système TM-spécifique pour la catégorie FIN (19,07) puisque les
modèles FIN sont les plus petits. De plus, seulement 20% des phrases du corpus de test
général appartiennent à la catégorie FIN.
En utilisant des modèles spécifiques, on utilise de manière sous optimale les données
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