Abstract Invasive weed optimization (IWO) is a recently published heuristic optimization technique that resembles other evolutionary optimization methods. This paper proposes a new classification technique based on the IWO algorithm, called the invasive weed classification (IWC), to face the problem of pattern classification for multi-class datasets. The aim of the IWC is to find the set of the positions of the class centers that minimize the multiobjective function, i.e., the optimal positions of the class centers. The classification performance is computed as the percentage of misclassified patterns in the testing dataset achieved by the best plants in terms of fitness performance. The performance of the IWC algorithm, both in terms of classification accuracy and training time, is compared with other commonly used classification algorithms.
Introduction
In machine learning, pattern recognition is the task of assigning a label to each given input pattern. There exist two fundamental approaches for pattern recognition: unsupervised learning and supervised learning.
The first approach, usually called clustering, is to partition a given set of unlabelled patterns into groups containing similar patterns. In the latter, commonly called classification, a set of patterns (the so-called training set) with pre-assigned labels are used for learning. Therefore, classification maps a pattern from the feature space to a pre-defined class in the decision space. This mapping can then be used for the classification of upcoming new patterns.
Classification techniques vary in the learning mechanism and in the representation of the learned model. Early work on pattern classification was focused on constructing a set of discriminant functions [23] , based on a set of training patterns, in order to classify among the predefined groups by the assigned classes.
Contemporary statistical approaches for pattern classification are mainly based on distances in the feature space, as is the case, for example, in the k-nearest neighbors method [18] , or in the Bayesian classification, where one estimates the joint distribution of the features within each class [24] , or in the classification tree-based analysis [12] , where one tests one or more predictor variables.
Other popular pattern classification methods are rulebased learning methods [3] (including here fuzzy rule-based classification systems such as [41] ), neural networks [11] , support vector machines [33] , neuro-fuzzy networks [46] , evolutionary computing-based classifiers [6] , instancebased learning systems [42] , rough set-based systems [28] , ensemble of classifiers [31, 35, 55, 56, 59, 60, 63] .
Conversely, the problem of pattern classification can be simply considered as a multivariable optimization problem. Indeed, each class prototype corresponds to a centroid in a multi-dimensional feature space. Thus, the problem of pattern classification can be reformulated such that to find the optimal positions of all the class centroids, or more explicitly to determine optimal coordinates of each centroid.
There exist in the literature a few papers in which optimization techniques are used as a classification tool [6, 7, 13, 15, 21, 22, [48] [49] [50] [51] [52] [53] [66] [67] [68] .
The above-mentioned references indicate that optimization techniques are proper and effective techniques for implementing classification tasks and that they can be effectively applied to many problem domains. Yet there are no papers using invasive weed optimization as a classification technique.
Much work has been devoted to the invasive weed optimization (IWO) since the proposal of the algorithm in [44] , but this mainly concerned function optimization [26, 27, 47, 61] and not pattern classification. More recently, a newer attempt that seeks to apply IWO to more diversified areas has also appeared [16] .
This paper presents a novel method for pattern classification in multi-class datasets based on the analogy with the weed colonization process in nature.
The structure of the paper is as follows. Section 2 describes the IWO algorithm background and basic scheme, while Sect. 3 illustrates the proposed IWC version applied to a classification problem. The basic concepts of seeding, growth and competition that are analogous to what happens in a weed colony are utilized in this algorithm. Section 4 reports a performance study of the proposed classification approach, conducted on different challenging test datasets, and it discusses the results achieved and the comparison against well-known classification techniques. Finally, Sect. 5 presents some conclusions and ideas for future work.
Invasive weed optimization (IWO)
In this work, the IWO algorithm is used to find the optimal positions or coordinates of the class centroids with respect to a pre-defined multi-objective function. A comparative evaluation of the proposed IWC algorithm and other well-known classification algorithms is carried out in order to validate the appropriateness of the IWC as a pattern classifier.
Background and applications
The Invasive Weed Optimization (IWO) algorithm is a bioinspired numerical optimization algorithm that simulates the behavior of weeds in nature when colonizing and finding a suitable place for growth and reproduction [44] .
Since the earliest development for the optimization and tuning of a robust controller, IWO has been extensively used in a variety of practical applications, such as plantwide performance optimization [26, 27, 61] , development of a recommender system [54] , optimal positioning of piezoelectric actuators [45] , optimal tuning of thresholds for new class fault detection [62] , cooperative identification and adaptive control of a surge tank [30] , electromagnetics and antenna configuration [34] , cooperative multiple task assignment of the Unmanned Aerial Vehicles [25] , clustering [16] , analysis of electricity markets dynamics [29, 47] .
Invasive weed optimization algorithm
Before presenting the IWO algorithm in detail, we first define the key terms and concepts used in this algorithm [34, 44] .
Seed each individual in the colony that includes a value for each variable in the optimization problem prior to fitness evaluation.
Fitness a value that represents the merit of the solution for each seed.
Weed/Plant each evaluated seed grows to a flowering plant or weed in the colony. Therefore, growing a seed to a plant corresponds to evaluating an individual's fitness.
Colony the set of all seeds. Population size the number of plants in the colony. Maximum weed population a pre-defined parameter that represents the maximum allowed number of weeds in the colony posterior to fitness evaluation.
The following steps are considered to imitate the colonizing behavior of weeds [34, 44] 
1. Search space definition Initially, the number of parameters that need to be optimized has to be defined, hereafter denoted by D. Next, for each parameter in the D-dimensional search space, a minimum and maximum values are assigned. 2. Population initialization A limited number P 0 of initial seeds, W ¼ w 1 ; w 2 ; . . .; w P 0 f g T are being randomly spread through the defined search space. Consequently, each seed catches a random position in the Ddimensional search space [44] . 3. Fitness estimation A value is assigned to each initial seed by the fitness function J, which represents the goodness of the solution [34] . Here, initial seeds grow up to flowering plants. 4 . Ranking and reproduction The flowering plants are firstly ranked based on their assigned fitness values relative to others. Subsequently, the flowering plants in the colony will produce a number of new seeds depending on their rank; i.e., the number of seeds produced by each plant increases linearly from the minimum possible seeds production, S min , to its maximum, S max , based on its own fitness value, as well as the lowest and the highest fitness values in the colony.
Hence, the plants with higher fitness value, which are more adapted to the environment, can produce more seeds that will solve the problem better [34] . More precisely, the number of seeds to be created by each plant is computed as follows:
where F i is the fitness of the i-th plant. F min and F max stand for the lowest and highest fitness values in the weed population. Therefore, this step guarantees cooperation of every weed in the reproduction procedure. Note that S max and S min are pre-defined parameters of the algorithm and adjusted according to the structure of the problem. Further details about this strategy can be found in [44] .
5.
Spatial dispersal This part of the algorithm introduces some randomness in the search process and provides adaptation [44] . Here, the seeds are being randomly scattered through the search space by using normally distributed numbers with zero mean and adaptive standard deviations [44] as follows:
where, w½j indicates the j-th variable of a solution vector in the current iteration and w s ½j shows the j-th variable of its s-th seeds. The standard deviation r iter at the present time step can be computed adaptively according to the following equation [44] :
where r initial and r final denote the pre-defined initial and final standard deviations, respectively. iter max indicates the maximum allowed number of iteration cycles and n is the nonlinear modulation index [44] assigned by the user. The r iter can be reduced from the r initial to the r final with different velocities in accordance with the chosen nonlinear modulation index, n. Initially, the whole search space can be explored by the algorithm due to the high value of initial standard deviation r initial . Then, the standard deviation r iter is gradually reduced by increasing the number of iterations, to focus the search around the local minima or maxima to find the global optimum. This gradual reduction guarantees to collect only fitter plants and to discard plants with lower fitness. The produced seeds, along with their parents, are considered as the potential solutions for the next population.
6. Competitive exclusion After passing a number of iterations, the population size reaches its pre-defined maximum ðP max Þ by fast reproduction and, consequently, a mechanism for discarding the plant with low fitness will be activated. To this end, the seeds and their parents are ranked together and those with higher fitness survive and subsequently reproduce new seeds in the next iteration. 7. Termination condition The plants that survived in the next generation will continue to produce new seeds depending on their fitness rank in the colony. The procedure is repeated at step 3 until either the maximum allowed number of iterations has been reached or the fitness criterion has been met [34] .
A pseudocode version of the IWO algorithm is given in Fig. 1 [45] .
Invasive weed classification
Let us assume a multi-class dataset with C classes, where N features are available for the classification. The classification problem is the task of finding the optimal positions of C centroids in an N-dimensional feature space, i.e., finding out the N coordinates of each centroid. Invasive weed optimization offers a potentially valid framework to handle such classification task. The IWO algorithm (see Fig. 2 ) is the cornerstone of the IWC algorithm. Thus, to develop the IWC algorithm, the key parameters of the IWO algorithm are firstly set (see Table 2 ). The initial population is adopted and initialized according to the available data (see Sect. 3.1), and multiple objective functions are defined (see Sect. 3.2) to meet the goal of the classification task.
To perform the classification task, a multi-objective function has been defined, as described in this subsection. For each upcoming dataset, we use cross-validation, and thus, in each iteration of cross-validation, the original dataset is divided into train, validation and test sets: 
Initialization
At the beginning, the cluster centroids are some initial seeds, which are randomly spread within the N-dimensional feature space. The IWC evaluates and manipulates iteratively the seeds (the initial random cluster centroids) based on their fitness and finally converges to the optimal position of the cluster centroids. Thus, the optimal positions of the cluster centroids are those of the most fitted seeds, which minimize the multi-objective performance functions.
With these assumptions, a limited number P 0 of initial seeds W ¼ w 1 ; w 2 ; . . .; w P 0 f g T are being randomly spread across the defined N-dimensional feature space. Each individual seed w i is encoded by C centroids as follow:
Consequently, each seed catches a random position in the N-dimensional feature space, i.e., w 
Thus, each seed in the colony comprises C Â N real values.
Multi-objective optimization
The task of multi-objective optimization is to optimize multiple conflicting objective functions concurrently, subject to a set of pre-assigned constraints. The problem can be reformulated as one where the goal is to optimize a given set J of h objective functions J 1 ; J 2 ; . . .; J h with respect to a set of l variables a ¼ ½a 1 ; a 2 ; . . .; a l : where g n ðaÞ and h f ðaÞ stand for the n-th and f-th inequality and equality constraints, respectively. Besides each parameter can be constrained between a lower and an upper bound, a lower and a upper , respectively. A set of possible solutions in the objective space is called Pareto optimal, if there does not exist another solution that dominates it. The vector a is a non-dominated solution if for any other possible objective vector, a Ã :
J n ðaÞ J n ða Ã Þ; 8n ¼ 1; 2; 3; . . .; h ð8Þ
and at least there is an objective such that:
Dominance can be indicated as JðaÞ 0 Jða Ã Þ. The set of Pareto optimal solutions is often called the Pareto front.
Class-based objective function
To define the multi-objective function in our case, different optimization goals have been considered. The first objective function, J c , is a class-oriented function. It is calculated based on the fitness of the individual seeds in the population, which are randomly spread through the feature space and each one corresponds to a set of positions of the C centroids, c ¼ 1; . . .; C. Any pattern in the training set is assigned to the class with the nearest possible centroid in the N-dimensional feature space.
A misclassified pattern x p is simply one pattern assigned to a class x assigned ðx p Þ, different from the true class, x true ðx p Þ, stored in the training set. Then, the fitness of the i th seed in the colony is calculated as:
where m train in the above equation stands for the number of patterns in the training set and k x p À Á is defined as follows:
Note that J c varies in the interval ½0; 1.
Distance-based objective function
Another objective function can be defined as a distancebased function, J d . It is calculated as an average of the Euclidean distances:
In the above equation, x p stands for the p-th generic pattern, in the training set of size m train that belongs to the class x true x p À Á and w
is the current position of the related centroid of class x true x p À Á in the training set that is taken by the i-th seed in the N-dimensional feature space. Both x p and w
way that the components of x p and w
are first normalized with respect to their maximum range and consequently the sum is divided by N.
The normalization helps to preserve the range of variation in the distance within the interval 0; 1 ½ . The class-based objective function J c is defined so that it can vary in discrete increments of 1=m train (generally as we move further from the cluster center), while the distancebased objective function J d is more continuous. This implies that the J c is not very sensitive to centroid positions, and small variations in the centroid positions might not lead to a change in the class membership. Consequently, the percentage of misclassified patterns remains constant. Conversely, the J d is very sensitive to the centroid positions and can vary with respect to small variations in the centroid positions.
The multi-objective function
The two pre-described class and distance-based objective functions, J c and J d , are separately computed and linearly combined to form the multi-objective function as follows:
where the two terms J c and J d are given equal weights, and J also varies in the range [0, 1].
The overtraining problem
The IWC has the potential to overfit the training set because its objective is to minimize the error on the training set. There is an increasing potential to overtrain the data containing higher rate of noise. This section focuses on alleviating the overfitting and on improving the performance by means of validation sets.
The basic idea to overcome the overfitting problem is to use a subset of data different from the training set, called validation set, and calculate the classification performance over the validation set. The training focuses on learning a small hypothesis feature space, and the validation set includes a hypothesis from that feature space. Thus, in a large feature space, merely minimizing the training error leads to overtraining.
In particular, the so-called 'k-fold' cross-validation [19, 20, 36] is used to split the data into train, validation and test subsets as shown in Sect. 3. Here, the stratified k-fold crossvalidation algorithm is used to prevent creating imbalanced data-subsets that can degrade the performance of the classifiers. The detailed explanation can be found in [65] .
The IWC performance does not depend significantly on the selection of the parameter k: experiments not reported in the paper show that one gets slightly different results for different k values. In general, the choice of k, for instance k ¼ 10 as used in this work, is somewhat arbitrary. k can be a divisor of the sample size or the size of the samples of the same groups that should be stratified. First of all, in order to lower the variance of the cross-validation result, one can repeat/iterate the cross-validation with new random splits. Ideally one can choose a very large k, but there is also a risk to be biased. Moreover, a very large k needs more computation time. The trade-off between the bias and the variance in cross-validation is studied in [64] .
In this work, the k is set to 10 except for the very small size datasets (e.g., small size Gaussian dataset), which have less than 10 samples per class. In this case, a divisor of the sample size of the smallest group is used for the stratified cross-validation.
The original dataset is partitioned into k blocks of equal size. Cross-validation is performed by means of stratified sampling, where the class distribution in each fold is approximately the same as in the initial dataset [65] . Two of these blocks are used as validation and test subsets, and the remaining k À 2 blocks are combined together to form the training data subset. The cross-validation iteration is, then, repeated k times (the k-folds) using a different block as test set each time and consequently the IWC algorithm is repeated k times, each time with a different subsets.
A validation test set is devised to find out whether an optimal set of solution 'seeds' may cause overfitting. Each classifier trained by an individual set of optimal solutions 'seed' is then evaluated by the validation set. The performance evaluation on the validation set has been used as a factor to control the overtraining problem. Thus, the proposed term for the modification of the multi-objective function is an error-based objective function, J e .
Here, we try to control the overtraining problem with respect to the validation error e v such that the individual seed in the feature space receives the maximum penalty equal to 1, if the validation error takes a value outside of a closed interval of ½0:1; 0:5. For the centroids with the e v 2 ½0:1; 0:5, the f ðe v Þ follows a Gaussian distribution defined as: 
The f ðe v Þ is shown in Fig. 2 . Each pattern in the validation set D valid is assigned to a class, that is the class with the nearest centroid in the Ndimensional feature space. Then, the validation error is calculated as a percentage of misclassified patterns with respect to the real label stored in D valid , which is described as follows:
where m valid in the above equation stands for the number of patterns in the validation set and k x p À Á is a function of two criteria defined as follows:
Having e v ðiÞ, the function f ðe v Þ is calculated based on the equation (15) . Consequently, J e is computed as follow:
To control the overtraining problem, a proper range of variation in the validation error e v 2 ½0:1; 0:5 has been devised to indicate whether a classifier is overtrained or weak-learned, and then, we control the fitness of the corresponding w i representing C centroids in the population. The parameters in equation 15 are selected properly to form the multi-criteria function, as displayed in Fig. 2 . Having the defined multi-criteria function, the fitness J e ðiÞ of the seeds (i.e., cluster centroids) that leads to an error e v higher than 0.5 or less than 0.1 is increased. On the contrary, the fitness J e ðiÞ of the seeds with 0:1\e v \0:5 (i.e., those that are not weak or not overtrained) is decreased exponentially, which minimizes the performance function. Indeed, other types/shapes of multi-criteria functions f ðe v Þ can be defined, such as triangular, etc.
The error-based objective function J e increases the fitness of an overtrained or very weak-learned classifier; on the other hand, it decreases the fitness of a classifier that performs particularly well on the validation set and its validation error falls into the pre-devised range of ½0:1; 0:5. The modification term J e is added to the multiobjective function, forming a modified function, called J 0 as follows:
The constructing terms of the equations 13 and 19 (i.e., J c , 
respectively. However, one can increase or decrease the weights to give higher priority to the term of choice. The effect of unequal weights will be studied in future research. As a result of the choice of these two different multiobjective functions J and J 0 , two different invasive weed classifiers have been designed IWCÀJ and IWCÀJ 0 , respectively. In the former, the focus is to optimize the position of the centroids in the N-dimensional feature space based on the training set D t ; in the latter, a mechanism has been also devised to control the overtraining.
The test performance either in IWC À J and IWC À J 0 is, then, computed as the percentage of misclassified patterns in the test set D test by the best individual seed (i.e., the fittest seed). Resorting to cross-validation and test performance, the IWC À J and IWC À J 0 outcomes can be compared each other and against other well-known classification algorithms.
With the choice of the proposed multi-objective functions J and J 0 , the classification task turns out to be a classical optimization problem.
Experimental results
In this section, different versions of invasive weed classifiers are firstly compared to each other and, then, compared to well-known classification techniques with respect to the classification of artificial datasets of different size and complexity, including the challenging artificial 3-spirals and other real-world datasets. A summary of the datasets characteristics (i.e., number of classes C, number of features N, number of patterns m ¼ m train þ m valid þ m test and number of patterns per class m c ) is reported in Table 1 .
The datasets have no missing values (dealing with missing values is not the focus of this work). The following datasets have been considered. Firstly, we focus on the size of the datasets, and four datasets with different number of patterns are generated from a Gaussian distribution: a small Gaussian dataset constituted by four classes and 30 patterns; two medium size Gaussian datasets (i.e., indexed with a and b in the second and third rows of the Tables 1, 3 and 4) formed by 60 and 120 patterns, respectively; a large Gaussian dataset constituted by 1,500 patterns. All these four Gaussian datasets are randomly sampled from a Gaussian distribution. This latter dataset deals with a large number of patterns, with the advantages of having only two features.
Next, four well-known datasets in literature (i.e., Iris, Wine, Glass and Statlog Heart) taken from the UCI database repository [4] are used for classification. The number of features and classes are partially increased in these datasets.
Cone-torus dataset has 800 bi-dimensional patterns of three classes, generated from three differently shaped distributions with prior probabilities 0:25, 0:25 and 0:5, respectively [39] . This dataset is available as two different subsets for train and test, which are combined here to form a unique dataset for cross-validation.
A 3-spirals dataset contains 1,200 bi-dimensional patterns of three classes as shown in Fig. 3 , exhibiting complex cluster shapes. This dataset is considered because of its complex decision boundaries.
Weaning is a real medical dataset [37] , consisting of 302 patterns and 17 features representing two classes of patients distinguished as not ready/ready for weaning from mechanical ventilation.
Laryngeal is a real medical dataset [37] , which contains 353 patterns of three classes representing normal/organic pathological/functional pathological voices. The set was originally used for diagnosing Laryngeal pathology in its early stages. The main difficulties with this dataset are to deal with the large number of features and imbalanced distribution of patterns between classes. However, this work does not focus on classification of class-imbalanced data. The datasets are properly selected such that the number of patterns and features, number of classes, class distribution, noise level, correlation of features, decision boundaries and other characteristics vary to provide an adequately different and relatively complete classification benchmark.
The current version of the IWC just handles numerical data. It is possible for the IWC to classify categorical data, but the objective function should be modified. For instance, one can modify the distance-based objective function and define a distance measure based on co-occurrence of values instead of the Euclidean distance [2] . Albeit classification of the categorical datasets was not the aim of this paper, the distance-based objective function can be modified to handle these datasets as well, and we will address this in our future research.
IWCÀJ versus IWCÀJ

0
The IWC has some key parameters that impact on its performance. These parameters are tuned a priori, by rule of thumb, to guarantee good classification performance. The key parameters of concern and their proper values to perform the classification task are listed in Table 2 .
The evolutions of the fittest individuals in the colony calculated by IWC À J and IWC À J 0 as a function of the number of iterations during an arbitrary cycle of crossvalidation are shown in Fig. 4 for the case of large size Gaussian dataset.
The evolutionary profiles of the fittest individuals for IWC À J and IWC À J 0 show significant reductions in the first 60 iterations and then a linear decrease with much lower slopes that last until iteration 300. The value of the fittest individuals calculated by IWC À J and IWC À J 0 are 4.1 and 2.78, respectively, at the first iteration and reach to 0.52 and 0.49 in iteration 300. Albeit from iteration 60 to 300, the fittest individuals in IWC À J and IWC À J 0 have very close values, it is not expected that they converge to a same value, since IWC À J 0 includes the complementary term of J e . This significant reduction during the first iterations can be seen in the classification of all datasets and is achieved through the proper tuning of the key parameters of the IWC algorithm.
Then, the performances of IWC À J and IWC À J 0 are compared with respect to the classification of the selected datasets. In this respect, their classification errors on test datasets are compared and reported in Table 3 . The reported results are averaged over different iterations of cross-validation.
The IWC À J 0 outperforms IWC À J in terms of smaller error in most of the selected datasets, and its performance is relatively close to IWC À J in other cases, as Table 2 attests. Thus, it can be concluded that IWC À J 0 on average outperforms IWC À J and will be selected for further study in the rest of the paper. Hereafter, for the sake of simplicity, IWC is substituted for IWC À J 0 .
IWC versus other classification methods
In this section, the performance of the IWC algorithm is compared to standard well-known pattern classifiers with respect to the classification of the selected datasets. This comparative analysis is done by resorting to widely used classifiers. Firstly, among the Bayesian classifiers, the Naive Bayes (NB) has been selected [69] . Then, a powerful data mining tool, the decision tree (DT) method, is chosen [12] . Our choice among neural networks is the MultiLayer Perceptron (MLP) [11] . A supervised-FCM (S-FCM) is selected among fuzzy-based classifiers [8] [9] [10] . Linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA) are selected among the statistical learning techniques [32, 43] . Among Kernel-based classifiers, the support vector machines (SVM) has been chosen [14, 17] . The radial basis function (RBF) has been used as a Kernel for the SVM. The k-nearest neighbor (KNN) algorithm is chosen as a well-known nonparametric technique from the computational geometry domain [5, 18] . Finally a Mamdani type neuro-fuzzy (M-NF) classifier has been selected among the rule-based techniques [57, 58] .
The parameters of all classifiers, if any, are tuned properly to guarantee a fair comparison. The classification performances of different classifiers, at each iteration of cross-validation, are collected and illustrated in box-plot (see Fig. 5 ) for the Laryngeal dataset. The box-plot, in Fig.  5 , presents the distributions of classification performances (percentage of number of correctly classified patterns/total number of patterns) for the patterns of the test subsets resulting from the Laryngeal dataset by means of the tenfold stratified cross-validation procedure.
It is shown in box-plot (Fig. 5) , that the average performance achieved by the support vector machine (SVM) is the highest and, conversely, the quadratic discriminant analysis (QDA) has the lowest average performance among all classifiers. MLP has the largest range of variation in the performance values among all classifiers with respect to the classification of the patterns of the Laryngeal dataset. The IWC has the minimum range of variation in the performance values and ranked fourth based on the average performance among all classifiers. For this dataset, the linear discriminant analysis and naive Bayes classifiers outperform compared to IWC with respect to the classification of the Laryngeal dataset and one ranked second and third, respectively. Table 4 reports the average performance (%) obtained by different classifiers in a k-fold cross-validation scheme on each dataset. Classification performance is calculated with respect to the percentage of the correctly classified patterns on the test subsets at each iteration of crossvalidation.
In the table, the entries highlighted in italic at each row denote the highest performance achieved among all classifiers on that dataset, while the bold entries stand for the lowest performance. A brief discussion on the achieved results is outlined below. It is shown in Table 4 , that the IWC is on average relatively effective with respect to the classification of the selected datasets. Albeit invasive weed is an optimization technique, it is competitive against other methods particularly tailored for classification tasks. IWC has the maximum average performance in the classification of five datasets and most important is that the IWC has never been ranked worst, i.e., the minimum average performance. As seen in Table 4 , the IWC along with SVM have the maximum number of highest ranks, due to maximum average performance on the five classified datasets.
The performance of the invasive weed algorithm as an optimization tool is highly tailored to its key parameters. The IWC parameters are properly tuned; however, the problem dimension D ¼ C Â N has a huge impact on the classification performance. It is assumed that the lower dimension may lead to the higher performance. However, this assumption is not fully supported by the attained results, as it is shown in Table 4 . Albeit the average performance of the IWC is superior for the first five datasets, where the problem dimension is small, the IWC average performance is not the best for other two class problems, i.e., in cone-torus and 3-spirals datasets. Conversely, the IWC outperforms other techniques and is among the top 4 in the classification of the high dimensional Laryngeal dataset.
It can be seen that there does not exist any direct relation between the IWC performance and the size of dataset N Â m, since it shows the highest performance for the large size Gaussian dataset and is among the highest ranks in the classification of the Laryngeal dataset.
The IWC is ranked fourth and fifth with respect to classification of low dimensional problems of cone-torus and 3-spirals datasets, respectively, which is due to the fact that these two datasets contain complex classification decision boundaries. This limitation arises from the multiobjective function of the IWC, which is class oriented and merely constructed to optimize the positions of the centroids in the future space. This behavior can be seen in other centroid-oriented classifiers, such as S-FCM.
Indeed, the complex decision boundaries such as spirals and rings cannot be easily spanned by centroid-oriented decision functions since the class concept based on the distance from a centroid cannot separate the surrounding region correctly. More centroids or association of different centroids to subclasses might be necessary to handle such a situation. This work could also be extended to add another term to the multi-objective function, which looks to be a worthwhile direction for future research in order to overcome this limitation.
The average performances of different classifiers with respect to the classification of all datasets, as collected in Table 4 , are illustrated in the box-plot in Fig. 6 . The box- plot in Fig. 6 illustrates the distributions of the average performances of different classifiers over the k-fold crossvalidation with respect to classification of each dataset. There exist statistical differences between the distributions of the average performances or accuracies. The distribution of the average performances on different datasets shows the largest variation for the S-FCM. KNN has the minimum range of variation that implies the steadiest performance on all datasets among other classifiers. The highest median corresponds to the KNN classifier, which shows that the KNN classifier has a superior average performance on the majority of the datasets.
Finally, the classifiers are ranked based on the average over the average performances on each dataset, which are shown by solid squares in the box-plots of Fig. 6 for each classifier. These average values over the average performances are reported in the first row of Table 5 .
The classifiers are finally ranked based on these values in order to present their efficiency in the classification of all selected datasets. The final rank is reported in the second row of Table 5 . The KNN classifier, with the average value of 0.963, is ranked first in the classification of all selected datasets among all other classifiers, and is highlighted in italic in the Table. KNN is followed by SVM and M-NF as second and third ranks, respectively. IWC is ranked fourth, with a superior average performance of 0.926, over all selected datasets, which is pretty close to the average performance of the top three classifiers. The final rank is followed by other classifiers, such as DT, LDA, NB, MLP and QDA, with total accuracy over 0.9. The worst rank, S-FCM, is the only classifier with total accuracy less than 0.9 and is highlighted in bold in Table 5 .
Albeit SVM achieves maximum performance with respect to the classification of the five datasets (Table 4) , which is the highest record among all classifiers, it is ranked as the second best classifier after KNN (Table 5 ). The distribution of the values of the average over the average performances on all datasets, box-plots in Fig. 6 , reveals a larger range of variation for SVM compared to KNN. This is due to the weak performance of SVM with respect to the classification of the Weaning dataset, that leads to a lower value of the final average for SVM comparing to KNN.
Even though methods specifically tailored for classification, such as KNN and SVM, show a superior performance in classification of all selected datasets on average, the IWC performance is still comparable with the top two classifiers and ranked fourth among all selected classifiers.
The time needed for these classifiers to be trained depends on the problem dimension and varies in a range from a few seconds up to a few minutes. However, the IWC has an acceptable rank in terms of the training time among all other classifiers.
Classification with noisy data
In this section, the performance of the IWC algorithm is compared to standard well-known pattern classifiers (i.e., those used in Sect. 4.2) with respect to the classification of noisy datasets. A summary of the noisy datasets characteristics is reported in Table 6 .
Firstly, we focus on the datasets that contain some noisy features such as: Difficult Doughnut, Easy Doughnut and Four Gaussian [38, 40] . All these three datasets contain 10 noisy features N n . Then, different types of 2-dimensional noisy datasets are selected. The easiest is the Noisy Lines dataset, which is available in [40] .
The noisy datasets with more complex decision boundaries are the 2-Noisy Spirals and the Noisy Pinwheels datasets, with different number of classes and complexity. The 2-Noisy Spirals dataset contains 2,000 bi-dimensional patterns of two classes as shown in Fig. 7a . The Noisy Pinwheel datasets with two, three, four and five classes are shown in Fig. 7b-f , respectively. There were 1,000 data points for each class in each dataset (see Table 6 ). These pinwheels are merely Gaussian datasets that have been stretched and rotated [1] . Two different 3-Class Noisy Pinwheel datasets are used in this experiment. The '3-Class Noisy Pinwheel T ' stands for the one with more twisted arms. Table 7 reports the average performance (%) obtained by different classifiers in a tenfold cross-validation scheme on each noisy dataset. In Table 7 , the entries highlighted in italic at each row denote the highest performance achieved among all classifiers on that noisy dataset, while the bold entries stand for the lowest performance. A brief discussion on the obtained results on the noisy datasets is outlined below.
As shown in Table 7 , the IWC is relatively effective with respect to the classification of the noisy datasets. The IWC is stable and ranked around middle among all other classifiers with respect to each noisy dataset (see each row of the Table 7 ). The IWC has never been ranked worst, i.e., the minimum average performance in this experiment.
As seen in Table 7 , KNN has the maximum number of highest ranks, due to maximum average performance on the seven noisy datasets. Conversely, S-FCM has the maximum number of lowest ranks on the last six noisy datasets. Albeit SVM achieves reasonable performances with respect to the classification of the six noisy datasets (Table  7) , and it is ranked as the ninth classifier (Table 8) , due to its weak performance with respect to the datasets with noisy features, N n [ 0 (first three rows in Tables 6 and 7) .
DT achieves a good performance in almost all noisy datasets. It ranked first among all other classifiers on the classification of the noisy datasets. DT even outperforms KNN that ranked first on the seven noisy datasets due to its stable performance on all noisy datasets, especially on the Four Gaussian dataset (third row in Table 7 ).
These average values over the average performances are reported in the first row of Table 8 . The classifiers are finally ranked based on these values in order to present their performance in the classification of all noisy datasets. The final rank is reported in the second row of Table 8 . The DT classifier, with the average value of 0.994, is ranked first in all noisy experiments among all other classifiers, and is highlighted in italic in the Table 8. DT is followed by KNN and NB as second and third ranks, respectively. IWC is ranked fourth, with a superior average performance of 0.948 over all the noisy datasets. The final rank is followed by other classifiers, such as the QDA, MLP, M-NF and LDA, with a total accuracy over 0.9. The lowest ranks, the SVM and S-FCM are the only classifiers with total accuracy less than 0.9.
The average performances of different classifiers with respect to the classification of all datasets (i.e., the 13 datasets of the experiments in Sect. 4.2 and the 10 noisy datasets of the experiments in Sect. 4.3), as collected in Tables 4 and 7 , are illustrated in the box-plot in Fig. 8 . The box-plot in Fig. 8 shows the distributions of the average performances of different classifiers on the k-fold crossvalidation with respect to the classification performance in all experiments.
In conclusion, the classifiers are ranked based on the average over the average performances on each dataset (all 22 datasets), which are shown by solid squares in the boxplots of Fig. 8 for each classification method. These average values over the all average performances are reported in the first row of Table 9 . The final rank over all 22 datasets is reported in the second row of Table 9 .
The KNN classifier, with the average value of 0.976, is ranked first in the classification of all the 22 datasets among all other classifiers. KNN is followed by DT as second rank. IWC is ranked third, with superior average performance (0.936) over all 22 datasets. The final rank over all the 22 datasets is followed by other classifiers, such as the NB, MLP, M-NF, QDA and LDA, with total accuracy over 0.9. The worst ranks, the SVM and S-FCM have a total accuracy less than 0.9.
The box-plot in Fig. 8 reveals a large range of variation for SVM and S-FCM compared to KNN. The IWC has an acceptable range of variation (0.211), which leads to a stable performance over all the datasets including the noisy experiments.
Discussion and conclusion
In this paper, an invasive weed optimization technique has been adapted to perform as a pattern classifier, called the invasive weed classification (IWC). The classification task was formulated as a multi-objective optimization problem, for which three objective functions were defined in this work. However, the proposed IWC is mainly a Another term has been devised in the multi-objective function to avoid overtraining.
Different versions of the IWC are firstly compared each other and then against other well-known classifiers. For this comparative analysis, 22 different datasets have been selected for the classification task, different in terms of size, complexity of their decision boundaries and noise level. The attained results and careful analysis show that the IWC is an efficient classifier, which performs well when compared against other well-known classifiers.
It is shown that the IWC outperforms other classifiers where the decision boundaries can be spanned based on the distance from the centroids, but its performance is slightly reduced when classifying complex decision boundaries.
To overcome this limitation, the multi-objective function could be extended by adding a non-centroid function, which looks to be a worthwhile direction for future research. 
