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論文要旨 
日本国内における移動通信サービスは，1990 年代に第 2 世代携帯電話システムの展開と
ともに爆発的に普及し，2001 年の第 3 世代携帯電話システムである IMT-2000 のサービス開























ファイルセットである W-TCP が考案され IETF において RFC3481 として規格化されている．
W-TCP は，インターネット標準技術を活用した移動通信向けの TCP の最適化指針を示した
規格であり，標準的な TCP に対して(1)最大ウィンドウサイズの拡大，(2)初期ウィンドウサイズ
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の拡大，(3)SACK の適用，(4)MTU 拡大等の技術を適用することにより，無線回線における
TCP の伝送効率低下を最小化することが可能となる． 






















W-TCP の概要と次世代モバイルインターネットアクセス向けの W-TCP 拡張について述べる．
第 3 章では，スプリアスタイムアウトを考慮した TCP 再送方式として，無線区間の再送制御の
挙動に着目した RTO 再送パラメータの最適化手法と，スプリアスタイムアウト対策技術を用い
た再送方式の提案を行う．第 4 章では，伝送遅延変動が大きい高速移動通信向けの TCP 再
送方式として，独自のタイムアウト再送タイマ更新アルゴリズムと指数バックオフの改善を組み
合せた再送方式について提案を行う．第 5 章では，帯域幅遅延積の変動が大きい高速移動
通信向けの TCP の輻輳制御方式として，Flight Size Auto Tuning の提案を行う．第 6 章で
は，本研究の実施内容についてまとめと考察を行う． 
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Abstract 
In Japan, mobile communication services spread following the introduction of the 
2nd-generation mobile phone system in the 1990s. In 2001, the 3rd-generation mobile phone 
system, IMT-2000, was introduced, and the number of mobile phone contracts exceeded 100 
million in 2007. In 1999, i-mode, the information delivery and data communication service 
for the mobile phone, was introduced for PDC-P, the 2nd-generation mobile packet switching 
system. To achieve information access services on the mobile phone, i-mode connected the 
mobile communications network to the Internet, enabling the use of push-type information 
delivery and a reverse accounting service via the functions of the mobile network, in addition 
to the Internet applications of E-mail and Web browsing. In 2001, the packet switching 
system of IMT-2000 expanded its bandwidth for wireless channels to achieve a maximum 
downlink of 384 kbps, allowing the use of rich multimedia content on the mobile phone. 
To enable the transmission of rich multimedia content on the IMT-2000 packet switching 
network, TCP, the standard protocol for the Internet, was adopted as a transport layer protocol 
of IMT-2000 to improve reliability and efficiency of packet transmission on a transport layer. 
When Internet standard technologies were adapted to the mobile network, it became possible 
to improve interconnectivity with the Internet and construct a low-cost system. However, 
normal TCP cannot achieve sufficient performance on a wireless channel without optimizing 
for a wireless channel due to differences in transmission characteristics between wireless and 
fixed channels. The bandwidth delay product of a wireless channel varies with bandwidth and 
transmission delay changes that occur with the movement of the mobile terminal. In addition, 
the value of the bandwidth delay product is about ten times larger than a fixed channel at the 
same bandwidth level. Incidents of packet loss on a wireless channel are greater than that of a 
fixed channel. If packet loss occurs, the RTO timer of the TCP sender times out and executes 
the congestion avoidance process. On a wireless channel, packet loss occurs because of 
temporary degradation in wireless channel quality. In this case, the congestion avoidance 
process is not necessary. This behavior of a wireless channel causes significant degradation in 
the performance of transport protocol. 
To solve this problem, W-TCP is proposed as the TCP profile set optimized for mobile 
communications and is standardized as RFC3481 in IETF. W-TCP profiles (1) increase the 
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maximum window size, (2) increase the initial window size, (3) enable SACK, and (4) 
increase MTU. W-TCP is a solution for problems with degradation in TCP performance on 
wireless channels that have wide bandwidth, large transmission delays, and packet loss. 
However, the problem with fluctuations in bandwidth and transmission delays has been newly 
actualized by the spread of 3G and 3.5G mobile communication systems. Bandwidth and 
transmission delays fluctuate due to fading, shadowing and radio channel controls such as 
handover or retransmission control while the mobile terminal is moving on high-speed 
transportation such as express trains. In this situation, it is not possible for TCP congestion 
control and retransmission control to follow the fluctuations of a wireless channel, and 
transmission efficiency is significantly degraded. In this research, dynamic fluctuations of 
bandwidth and transmission delays are defined as the third problem following the problem of 
wide bandwidth and large transmission delays and the problem of the packet loss. 
In this thesis, we research enhancing technologies for transport protocol corresponding to 
the fluctuations of bandwidth and delays of wireless channels for next-generation mobile 
Internet access. We focus on the enhancing technologies for W-TCP standardized as RFC3481 
as the transport protocol for next-generation mobile communication systems such as 3.5G, 
Super 3G and 4G systems. 
This thesis is organized as follows: Section 1 describes background of this research and 
issues of W-TCP for next generation mobile Internet access. Section 2 describes outline of 
mobile communication system, transmission characteristic of wireless packet channel and an 
enhancement of W-TCP. Section 3 describes proposal of optimization of TCP RTO parameters 
and adoptation of spurious timeout detection and response technorogies. Section 4 describes 
proposal of TCP retransmission method for wireless channel with large delay variation 
consists from TS-RTO and improvement of exponential backoff. Section 5 describes proposal 
of FS-AT as TCP congestion control method for wireless channel with large bandwidth delay 
prodauct variation. Section 6 describes our conclusions. 
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日本国内における移動通信サービスは，1990 年代に第 2 世代携帯電話システムの展開と
ともに爆発的に普及し，2001 年の IMT-2000(International Mobile Telecommunication 
2000)[1]を採用した第 3 世代携帯電話システム[2]のサービス開始を経て 2007 年には携帯電
話契約数が 1 億台を突破した[3](図 1.1[4])． 
第 2 世代携帯電話システムの 1 つである PDC(Personal Digital Cellular)[5,6,7]では，デジ
タル方式を用いた回線交換によって，音声通話に加えて無線帯域幅最大 9,600bps の非音




た．PDC-P ではサービス開始当初，移動通信網に直収接続[11]された企業 LAN(Local Area 
Network), ISP(Internet Service Provider)に対して，移動端末に外付けされた DTE(Data 








には，第 3 世代携帯電話システムの IMT-2000 の導入により，パケット交換の無線帯域幅が
下り最大 384kbps に拡大し，携帯電話上で利用されるコンテンツの多様化，大容量化が進ん
だ．2006 年には，IMT-2000(3GPP[17] Release 99)（以降 IMT-2000 Release 99）を拡張し，第
3.5 世代携帯電話システムとして位置付けられる HSDPA(High Speed Downlink Packet 
Access)(3GPP Release 5 以降)[18,19]の導入により，無線帯域幅が下り最大 3.6Mbps に拡大





























れる．例えば第 2 世代携帯電話システム上での i モードは，無線帯域幅の制限に起因するプ
ロトコルオーバーヘッドの問題への対応として，トランスポートプロトコルにインターネット標準
とは異なる軽量な独自プロトコルを採用したが，アプリケーション層では 1990 年代後半に標
準化が進められていた携帯電話向けプロトコルである WAP1.0(Wireless Application 
Protocol)[25] に 代 わ り ， イ ン タ ー ネ ッ ト の 標 準 技 術 で あ る HTTP(HyperText Transfer 












においても進んでいる．第 3 世代携帯電話システムである IMT-2000 では，無線帯域幅が
PDC-P の 10 倍以上に拡大し，携帯電話での大容量マルチメディアコンテンツの利用が可能
となった．IMT-2000 では，大容量データの高信頼，高効率な伝送に対応するため，移動端
末とゲートウェイ装置を結ぶエンド・エンド回線のトランスポートプロトコルとして，既にインター
ネットの標準プロトコルとして広く利用されている TCP(Transmission Control Protocol)が採用
された．TCP はコネクション型のプロトコルであり，クライアントとサーバー間でコネクションを確




















応の 2 つを挙げることができる． 
無線回線の広帯域化への対応では，無線帯域幅の広帯域化によって広帯域高遅延の伝
送路の問題と伝送特性の変動の問題が発生する．無線回線では，固定回線と比べ帯域幅
遅 延 積 (Bandwidth Delay Product) が 拡 大 す る ． 固 定 網 の ア ク セ ス 回 線 で あ る
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は，下り回線は HSDPA 以降大幅な広帯域化が行われるのに対し，上り回線は EUL の導入





































第 2.5 世代および第 3 世代の携帯電話システム向けの TCP に最適化指針として，
IETF(Internet Engineering Task Force)[43]において RFC3481[44]として規格化されている．
本研究では，この規格に基づいて最適化された TCP を W-TCP(Wireless profiled TCP, 
Wireless TCP)と呼称する．W-TCP の提案段階における INTERNET-DRAFT [45]では，(1)最
大ウィンドウサイズの拡大，(2)初期ウィンドウサイズの拡大，(3)SACK(Selective Ack)[46]の適









イズの拡大を行う W-TCP では，パケットロス発生時に Go-Back-N 再送を行うと，大量の不要
なパケット再送が発生するため，最大ウィンドウサイズの拡大と SACK の併用は必須となる．
MTUの拡大は，TCP/IP のパケットサイズを拡大することでプロトコルオーバーヘッドを低減す




ヘッダのオーバーヘッドを低減させる．W-TCP の INTERNET-DRAFT では，これらのパラメ
ータ値，オプション機能選択の具体例を示し，IMT-2000 の伝送特性に特化した提案である
のに対し，その後規格化された RFC3481 では，対象範囲を第 2.5 世代および第 3 世代携帯
電話システムに拡大し，移動通信環境において適用すべき汎用的な技術群および TCP の
最適化指針を示した内容に改版された．RFC3481 で規定された W-TCP は，IETF で標準化
された技術の適用を基本としており，既に市場に出回っている多くの TCP の実装に適用でき













送等の問題が発生する．2006 年にサービスが開始された HSDPA は，IMT-2000 Release 99
に重畳してサービス提供エリアが設置され，第 3 世代および第 3.5 世代双方のシステム間を
相互にハンドオーバーすることが可能であり，利用者は通信中であっても両システムの差異
を意識せずに利用することができる．その結果，移動端末が通信中にシステムを跨いでハン
























ト対策技術と RTO(Retransmission Timeout)再送の最適化技術の検討を行う．第 5 章におい
て，無線帯域幅の変動によって，TCP の送信側のウィンドウ枯渇，過剰によってスループット
の低下や，過剰なパケット送信によるネットワークの輻輳の発生を回避する適応的な輻輳制
御方式の検討を行う．本研究における検討対象を図 1.5 で示す． 
本研究の検討対象とするトランスポートプロトコルとしては，IMT-2000 の標準プロトコルとし
て採用されている RFC3481 の W-TCP を基盤とし，W-TCP のパラメータ最適化技術およびプ
ロトコル拡張技術を適用するこで，図 1.5 で示した対応技術の検討を行う．本研究では，
RFC3481 で規格化された技術群を W-TCP 基本技術と定義し，RFC3481 で規格化されない
領域における W-TCP の拡張技術を検討する．本研究で行う W-TCP の拡張に関する技術群
は，W-TCP 拡張技術と定義し，さらに W-TCP 拡張技術を，近年 RFC 化された技術を活用し
た RFC 規格内拡張技術，IETF では議論の対象となっていない最新の研究成果に基づく技
術を活用した RFC 規格外拡張技術の 2 つの領域に分類する．本研究では，各領域の方針
に基づいた W-TCP 拡張技術の技術検討を行い，次世代モバイルインターネットアクセス向
けの W-TCP の拡張手法を提案する． 























































策として提案されている，第 3 世代携帯電話システム向けに最適化された TCP のプロファイ
ルセットである W-TCP の概要と，本研究における W-TCP の拡張方針について述べる．本研
究では W-TCP に関連する技術群を，W-TCP 基本技術と，RFC3481 で規格化されていない
W-TCP 拡張技術に分類した上で，さらに W-TCP 拡張技術を RFC 規格内および RFC 規格
外拡張技術の合計 3 つの技術領域に分類する．本章では，W-TCP の概要と，これら 3 つの
技術領域と，本研究における W-TCP のパラメータ最適化方針，プロトコル拡張方針について
述べる． 












と Eifel Response[62]を組み合せた TCP 再送方式を提案し，IMT-2000 の実網を利用した性
能評価測定によって有効性を検証する． 
第 4 章では，RFC 規格外技術を用いた，高速移動通信向けタイムアウト再送タイマ更新ア






ズムである TS-RTO(Tri-State RTO)[63,64]と TCP の指数バックオフ[65]の改善を組み合せた
TCP 再送方式を提案する．TS-RTO は，遅延変動特性が非連続的に変動した場合を考慮
し，過去の RTT(Round Trip Time)計測値の影響を最小化し，新たに RTT とタイムアウト再送
















けの輻輳制御方式として FS-AT(Flight Size Auto Tuning)[66,67]を提案する．本章では，
FS-AT の基本機能である送信ウィンドウ制御の概要を述べ，IMT-2000 の実網の移動環境に
おいて FS-AT の性能評価を行い有効性の評価を行った． 
第 6 章では，本研究の実施内容についてまとめと考察を行う． 




本章では，第 1 に，第 3 世代携帯電話システムである IMT-2000 Release 99 と，第 3.5 世
代携帯電話システムである HSDPA(3GPP Release5 以降)のシステム構成および無線回線を
構成するプロトコル，回線制御技術の概要と，無線回線の伝送特性について述べる．第 2
に，移動端末とゲートウェイ装置間のエンド・エンド回線に適用されるトランスポートプロトコル
として利用される TCP の概要と，無線回線の伝送特性の影響による TCP の伝送効率低下の
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下を発生させる．第 2 世代携帯電話システムのパケット交換網である PDC-P では，固定回線
と比べ伝送遅延は大きいものの，無線帯域幅は最大 28.8kbps であるため，帯域幅遅延積が
増大せず，標準的な TCP のウィンドウサイズで無線回線の最大スループットを得ることができ
る．しかし，第 3 世代携帯電話システムである IMT-2000 では，無線帯域幅幅が下り最大








PDC-P の i モードで独自の簡易プロトコルを採用した例のように，移動通信網側に TCP とは
異なる独自プロトコルを採用し，ゲートウェイ装置で外部の汎用プロトコルと相互変換する方
法と，第 2 にトランスポートプロトコルとして TCP を採用し，無線回線の伝送特性に合わせ
TCP のパケット送受信制御を最適化する方法が挙げられる．IMT-2000 がサービスを開始し





IMT-2000 では，既に市場に出回っている OS に付属する TCP の実装を対象として，各 OS
の実装依存となっている TCP のパラメータ設定値，オプション機能に対して，移動通信向け
の最適化設定指針を定義するアプローチが採用されている．この設定指針は，IETF におい
て RFC3481 として規格化が行われており，本研究では， RFC3481 に基づき最適化が行わ
れた TCP を W-TCP(Wireless profiled TCP, Wireless TCP)と呼称する．W-TCP は，第 2.5 世
代および第 3 世代携帯電話システムにおける，広帯域高遅延の伝送路の問題と，パケットロ
スの問題に対する解決策として，IMT-2000 で利用される移動端末やゲートウェイ装置に適用
されていることに加え，ダイヤルアップ接続に用いられる DTE 端末向けに PC 設定ソフトが配
布されるなど広く普及している．また，プロプライエタリの OS についても，出荷時の設定にお
いて W-TCP 相当のプロファイルが設定された TCP の実装が増えつつあり，本研究では，
RFC3481 を参照して TCP の最適化が行われていなくても，RFC3481 と同等のプロファイルを
持った TCP は W-TCP と呼称する． 
W-TCP は，IMT-2000 のデファクト標準のトランスポートプロトコルとして採用され，移動端
末，ゲートウェイ装置，サーバー装置等で活用されている一方で，携帯電話システムは，
RFC3481 の規格化以降，目覚しく発展し，第 3 世代携帯電話システムの普及，HSDPA を採
用した第 3.5 世代携帯電話システムの実用化に加え，Super 3G や 4G 等の次世代携帯電話
システムの研究開発が進展するなど，携帯電話システムを取り巻く環境が大きく変化してきて
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いる．トランスポートプロトコルにおいては，第 1 章で述べたように，次世代携帯電話システム
向けの無線回線の広帯域化への対応，無線アクセス網および利用環境多様化への対応が
必要であり，特に表 1.1 で示した RFC3481 で対応技術が規格化されていない領域の課題に
対する対策が必要となっている．本研究では，これらの課題に対して，W-TCP を基盤として，
次世代モバイルインターネットアクセス向けの TCP の拡張技術を適用することを提案する． 
本章の構成は以下の通りである．2.2 節では，携帯電話システムの構成として，既に実用
化されている第 3 世代携帯電話システムの IMT-2000 Release 99 と，第 3.5 世代携帯電話シ
ステムとして位置付けられるHSDPAを取り上げ，システム構成とプロトコル構成の概要につい
て述べる． 2.3 節では，無線回線の伝送特性と，無線回線の挙動がエンド・エンド回線に与
える影響について述べる．2.4 節では，標準的な TCP の概要と TCP のパラメータおよびプロト
コル拡張について述べる． 2.5 節では，無線回線の挙動による TCP の伝送効率低下の要因
を述べる．2.6 節では，移動通信向けに最適化された TCP のプロファイルセットとして，





図 2.1 に，第 3 世代および第 3.5 世代携帯電話システムである IMT-2000 Release 99 およ
び HSDPA のネットワーク構成を示す[2,68]．IMT-2000 のパケット交換網の構成要素として






網を直収接続するサービス形態では，ユーザー側の企業 LAN や ISP で構成される． 
 


























SCP : Service Control Point
SGSN : Serving GPRS Support Node
GGSN : Gateway GPRS Support Node 
RNC : Radio Network Controller 
MPE : Multimedia Processing Equipment 






図2.1 第 3 世代携帯電話システムのネットワーク構成概要 
 
移動端末は，サービス利用者が直接操作を行う装置であり，サービス提供形態によってブ
ラウザを内蔵したハンドセット型端末，DTE 端末と接続し PPP(Point-to-Point Protocol)[70,71]




Station)，無線ネットワーク制御装置(RNC:Radio Network Control equipment)等の無線装置
群によって構成される．無線基地局装置は，移動端末との無線リンクを確立し，W-CDMA 
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が，実装上はマルチメディア信号処理装置(MPE:Multimedia signal Processing Equipment)
によって実施される[76]．）コアネットワークは，パケット交換機能(GGSN:Gateway GPRS 
Support Node, SGSN:Serving GPRS Support Node)を備えた交換機群[31]，HLR(Home 




















































図2.2 第 3 世代・第 3.5 世代携帯電話システムのプロトコルスタック 
 
図 2.2 に，第 3 世代および第 3.5 世代携帯電話システムのプロトコルスタックを示す
[68,78]．第 3 世代(IMT-2000 Release99)と第 3.5 世代(HSDPA)のプロトコル構成の差異は，
HSDPA において，新たに HS-PDSCH (High Speed Pysical Downlink Shared Channel)，
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HS-SCCH (Shared Control Channel) ， HS-DPCCH (Dedicated Physical Control 
Channel(uplink) for HS-DSCH)の各無線チャネルと MAC 層のサブレイヤプロトコルである
MAC-hs(Medium Access Control-HSDPA)が追加されたことであり，装置構成および上位の























2.3.1  無線回線の構成技術 
IMT-2000 の無線回線を構成する技術群のうち，エンド・エンド回線の伝送特性に影響を
与える要素としては，2.2.2 節で述べた無線リンクのアクセス方式である W-CDMA と，リンクプ
ロトコルとして移動端末と無線ネットワーク制御装置間に適用される RLC が挙げられる．加え
て，HSDPA では MAC-hs が伝送特性に変動を発生させる要因となる． 
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スを，再送制御によって回復させ，上位層に対して高信頼な伝送路を提供している．




および HSDPA の無線回線は，W-CDMA によって大容量かつ広帯域無線帯域幅を持つ無





2.3.2  無線回線の再送制御 
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本節では，標準的な TCP の概要と基本動作について述べる．TCP は OSI 参照モデルの
第 4 層であるトランスポート層に適用される高信頼プロトコルとして，インターネットや LAN 等
の IP 網において広く利用されている．IP 網では，ネットワーク層以下でパケットの到達性が補
償されておらず，データ欠落が許容されないアプリケーションを利用する場合，上位層で誤り
制御を適用する必要がある．トランスポート層で利用可能な代表的なプロトコルとして， コネ













TCP は 3 ウェイ・ハンドシェイクによりコネクションを確立する．TCP のホストは通信相手の
ポート番号に対して，TCPヘッダにSYNフラグを付与してパケットを送信する．SYNを受信
したホストは，コネクション確立が可能な場合，SYN+ACK フラグを付与したパケットを返信

















1 パケット送信する度に Ack の待ち合わせを行うと，次のパケットの送信までの待ち時間が増
加しパケットの転送効率が低下してしまう．そのため TCP はウィンドウ制御を行うことでパケット
を効率的に転送を行う．TCP の送信側はウィンドウと呼ばれるバッファを確保し，ウィンドウサ
イズ以下のパケット量を Aｃｋの受信を待ち合わせることなく転送する．TCP の送信側は Ack
を受信すると，Ackを受信したパケットをウィンドウから破棄し，後続のパケットをウィンドウに追
加する．TCP が設定可能なウィンドウサイズは，TCP ヘッダのウィンドウサイズの領域が 16bit
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加減が行われる．送信側は Ack を受信すると，輻輳ウィンドウをスロースタートの手順に従い









TCP の送信側がパケットロスを検出する契機として，重複 Ack(Dupilicate Ack)の受信と RTO
タイマのタイムアウトがある．パケットロスが発生した場合，受信側で後続のパケットが受信さ
れたとしても，受信側は Ack のシーケンス番号を増加させずに送信側へ返送する．この時，
送信側では同一の Ack が重複して受信される．RFC2001 で規定された Fast Retransmit/Fast 
Recovery では，重複 Ack を 3 回受信するとパケットロスが発生したものと判断し，パケットの再
送を行う．伝送路が完全に不通状態となりパケットの送受信が不可能となった場合や，ウィン
ドウサイズ分のパケットがバースト的にロスし受信側に後続のパケットが届かない場合など，送
信側で重複 Ack が 3 回受信されない場合，RTO タイマがタイムアウトすることで再送が行わ

















再送制御については，重複 Ack 受信時の再送動作や RTO 再送に関するパラメータが与
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えられている．重複 Ack 受信時は，通常 3 回の重複 Ack 受信により再送を行うが，任意に再









ことで TCP のプロトコル動作を拡張することが可能である．Windows や Linuｘ等の実装にお








2.5 無線回線の挙動と TCPへの影響 
無線回線の挙動は，エンド・エンド回線の伝送特性に影響を与え，TCP のパケット送受信
制御の効率低下を引き起こす．ここでは，エンド・エンド回線の伝送特性を，帯域幅遅延積の
増大，パケットロスの発生，帯域幅の変動，伝送遅延の 4 つに分類し，TCP の伝送効率低下
が発生する要因について述べる． 
 


































テムの PDC-P においては，帯域幅遅延積が一般的な OS に付属する TCP の最大ウィンドウ
サイズである 4kbyte から 16kbyte 程度の値をを大きく超えることは稀であり，インターネットで
標準的に利用される TCP をそのまま移動通信網に適用しても充分なスループットを得ること
ができる．しかし，IMT-2000 の導入以降，無線帯域幅の広帯域化によって帯域幅遅延積が
約 32kbyte から 100kbyte 以上に拡大したことで，一般的な最大ウィンドウサイズを持った TCP
を利用した場合，ウィンドウ枯渇により無線帯域幅に空きがあるにも関わらず，パケット送信が
不可能となり，スループットの増加が頭打ちとなる．図 2.3 に低遅延ネットワークと高遅延ネット








2.5.2  パケットロスの発生 
移動通信では，移動端末の移動に伴い電波伝搬環境に変動が発生する．無線基地局装
置から送信された電波は，反射，回折により複数の経路を辿って移動端末に到達し，経路の




















再送効率が大幅に低下する．図 2.4 に，ウィンドウサイズを拡大した場合の Go-Back-N 方式
による不要なパケット再送の増加について示す． 
TCP がパケットロスを検出する契機として，2.4.1.2 節で述べたように，重複 Ack の受信と
RTO タイマのタイムアウトがある．重複 Ack の受信では，Ack パケットに受信側で正常に受信
できなかったパケットの情報を付与し，選択的にパケットを再送する Selective-Repeat 方式の





断や，Ack パケットの遅延等によって RTO 再送が発生する可能性があり，無線回線における
RTO タイマの決定は，再送効率を高める上で重要な課題となる． 
 










































2.5.3  帯域幅の変動 
無線帯域幅の変動は，IMT-2000 Release 99 と HSDPA では，無線チャネル構成とプロトコ
ル構成の差異から異なった特性となる．IMT-2000 Relase 99 の下り無線チャネルは，物理チ
ャネルとして DPCH(Downlink Dedicated Physical Channel), PDSCH(Physical Downlink 




域幅が 32kbps 程度の帯域を共有する低速回線であるが，個別チャネルでは 64kbps から
384kbps の広帯域無線帯域幅を１つの移動端末が占有することができる．IMT-2000 Relase 
99 では，共有チャネルから個別チャネルの切り替え時に，Delay Spike が発生し，その後，無
線リソースの空き状況によって 64kbps から 384kbps と無線帯域幅が増大する．この時の無線
帯域幅の増加量は，エンド・エンド回線では予測不可能である． 
HSDPA は，IMT-2000 Release 99 の下り無線チャネルを拡張し，無線帯域幅の広帯域化
を実現している．HSDPA の下り無線チャネルには，HS-PDSCH が適用され，複数の移動端
末が HS-PDSCH 上に構成される共有チャネルで無線帯域幅を共有する．HSDPA の共有チ































































2.5.4  伝送遅延の変動 














伝送遅延の変動は，TCP の送信側において行われる RTO タイマの更新に影響を与える．
RTO タイマは，送信側がパケット送信から Ack 受信までのパケットの往復時間(RTT)を計測
し，RTO タイマ更新アルゴリズムによって更新される．最も広く利用されている RFC2988 で規
定された RTO タイマ更新アルゴリズムは，RTT の加重平均や変動量をパラメータとして RTO
タイマを算出する．しかし，伝送遅延が不規則かつ広範囲に変動すると， RTO タイマの計算
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値は，伝送遅延変動に対して適切な値に維持されなくなる．RTO タイマが RTT の増加に対し
て追従が不可能となると，RTO タイマが RTT の値より小さくなり，Ack 受信前に RTO タイマが
タイムアウトすることで不要な RTO 再送が発生する．このタイムアウトをスプリアスタイムアウトと
呼ぶ．TCP は，RTO タイマのタイムアウトを，ネットワークの輻輳発生とみなし，輻輳回避動作









が必要となる．例えば，HSDPA において帯域幅が 3.6Mbps，RTT が 300 ミリ秒と仮定すると
帯域幅遅延積の値は 135kbyte である．この時 1 回のスプリアスタイムアウトで最大 135kbyte
のデータが過剰に再送される．またスロースタート閾値が半減することで，スロースタートが停
止し，送信ウィンドウがスプリアスタイムアウト発生前の値に戻るまでスループットが低下する





図 2.6 に伝送路の状態に対して RTO タイマが不適切に設定された場合の例を示す．左図
では，パケットロスが発生し，一定期間経過後，無線リンクの接続が回復したにも関わらず，
RTO タイマが過剰に大きく，パケットが再送されない期間が長期化している．右図では，伝送












































2.4 節で述べたように，Window や Linux 等に付属する TCP の実装は，ウィンドウ制御，タ








W-TCP は，各実装において実装依存の TCP のパラメータ値，オプション機能の設定値
を，第 2.5 世代および第 3 世代携帯電話システム向けに最適化したプロファイルセットとして
規定している．従って，W-TCP の規格とは，TCP の設定に関する移動通信向けの設定ガイド
ラインであり，特定のプロトコルや実装を示した規格ではない．すなわち W-TCP は，
Windows, Linux, Macintosh 等の OS に付属する TCP の実装や，TCP Reno[89], TCP 
Vegas[90,91], TCP Westwood[92], HSTCP(High Speed TCP)[93]等の各種の TCP 方式とは
独立した規格であり，W-TCP のプロファイルセットと同等の設定値を与えられた TCP は移動
通信環境でも充分な性能を得ることができると言える． 
W-TCP は，2000 年に稲村，石川によって IETF の INTERNET DRAFT として提案され，
W-CDMA エミュレータを用いたシミュレーション実験によって第 3 世代携帯電話システムに
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おける有効性が報告されている[49]．本研究では，INTERNET DRAFT で規定された(1)最
大ウィンドウサイズの拡大，(2)初期ウィンドウサイズの拡大，(3)SACK の適用，(4)MTU 拡大
の 4 種のパラメータおよびオプション機能に関する設定値を W-TCP 基本プロファイルと定義
し，このプロファイルが適用された TCP を W-TCP と呼称する．2003 年には，W-TCP は IETF
において Best Current Practice[94]の RFC として規格化されている[44]．INTERNET DRAFT
で規定された W-TCP は，適用先を W-CDMA に特化し，2001 年にサービスを開始した
IMT-2000 に適用することを前提とした TCP の最適化指針を定義しているのに対し，
RFC3481 では適用先を第 2.5 世代および第 3 世代携帯電話システムに拡張し，移動通信に
おける無線回線の伝送特性に起因する TCP の問題の対処方法について，W-TCP 基本プロ
ファイルを包含した上で拡張したものに改版されている．RFC3481 で規定された技術群は，
既に RFC で規格化が完了し，プロプライエタリの OS 等に実装され始めている汎用的な技術
による TCP の設定指針を規定している．本研究では，これらの RFC3481 で規定された
W-TCP の技術群を W-TCP 基本技術と定義する． 
 
2.6.2  W-TCP基本プロファイル 
W-TCP 基本プロファイルは，INTERNET DRAFT において W-CDMA 向けに最適化され
た TCP プロファイルセットとして，表 2.1 で示す設定方針が提案されている．本研究では，こ
のプロファイルに準拠した設定値が与えられた TCP を W-TCP と呼称する． 
   
表2.1 W-TCP 基本プロファイル 
パラメータ/機能名 パラメータ設定値 関連 RFC 
最大ウィンドウサイズ 64kbyte RFC793 
初期ウィンドウサイズ 4380byte RFC2414 
SACK Enable RFC2018 
MTU サイズ 1500byte N/A 
 
最大ウィンドウサイズの拡大は，送信ウィンドウサイズ最大値を Window Scale Option の適

















を短縮する．また，初期ウィンドウが 2MSS と規定された場合，MTU サイズによって初回パケ
ット転送時に送信するデータ量に差異が生じる．初期ウィンドウサイズを 4380byte と規定する





イロード長に合わせて MTU サイズを設計する．W-TCP では，MTU サイズとして Ethernet の
最大ペイロード長である 1500byte が規定されている．ただし，経路上に L2TP(Layer 2 
Tunneling Protocol)[96]や PPPoE(PPP over Ethernet)[97]等のトンネリングプロトコルが適用さ




SACK は，パケットロス発生時，喪失したパケットの情報 Ack に付加し，パケットを選択的に






る SACK の適用は必須となる． 
 
2.6.3  W-TCP基本技術(RFC3481) 
RFC3481 では，適用対象を第 2.5 世代および第 3 世代携帯電話システムに広げ，規定範
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囲を W-TCP 基本プロファイルから拡張し，移動通信環境で TCP を利用した時に発生する問
題の対策技術の規定が行われている．表 2.2 に，RFC3481 で規定されている技術群の概要
を示す．RFC3481 の規格は，2.6.2 節で述べた W-TCP 基本プロファイルを包含しつつ，無線
回線で有効な TCP 関連技術を規定している．RFC3481 の W-TCP 基本プロファイル以外の
技術として，Window Scale Option (RFC1323), Limited Transmit (RFC3042[99]), Path MTU 
Discovry (RFC1191[100], RFC1981[101]), Explicit Congestion Notification 
(ECN)(RFC3168[102]), Timestamp Option (RFC1323), Disabling RFC1144 TCP/IP Header 
Compression(RFC1144[103])が規定されている．これらの技術は，既に RFC で規格化された
技術群で構成され，多くの技術が市中の OS に付属する TCP の実装の設定変更によって適
用可能である．  
Window Scale Option は，標準では 64kbyte が最大値となるウィンドウサイズを，N 倍に読
み替えることで最大 2Gbyte までの設定を可能とする．HSDPA 以降の次世代携帯電話システ
ムでは，無線帯域幅が 3.6Mbps 以上に拡大し，帯域幅遅延積が 64kbyte より大きくなる．この
場合，Window Scale Option を適用することで，最大ウィンドウサイズを 64kbyte 以上に拡大





Limited Transmit は，ウィンドウの空きがない状態で，Fast Retransmit/Fast Recovery による
高速な TCP 再送を可能とするため，重複 Ack を 2 個受信した場合，ウィンドウの空きがなく
ても新たに 2セグメントのデータ送信を許容することで，3個目の重複Ackの送信を促し，Fast 
Retransmit/Fast Recovery を起動させる． 
Path MTU Descovry は，ICMP(Internet Control Message Protocol)[98]において経路上の
最小 MTU サイズを予め検出することで，適切な MTU 設定を可能とする．W-TCP では MTU
を Ethernet のペイロードの上限である 1500byte に拡大することが規定されている．しかし，
MTU を 1500byte に設定した場合，IP フラグメントにより逆にオーバーヘッドを増加させてしま
う．この場合，Path MTU Descovery を適用や予め最適な MTU サイズを設定として与える必
要がある． 
ECN は，ネットワークの輻輳とビット誤りによるパケット破棄をルーター等によって TCP に通
知することで，適切な輻輳制御を可能とする． 
Time Stamp Option は，TCP パケットにタイムスタンプを付与することで，正確な RTO タイマ
の算出や，Eifel Detection によるスプリアスタイムアウトの検出が可能となる．ただし，本研究
では，Time Stamp Option の適用は，全てのパケットに付加情報を与える必要があり，リソース
の限られた移動通信環境では，伝送効率低下の要因とみなし，RTO タイマの算出とスプリア
スタイムアウトの検出には，Timestamp Option を利用しない方式を採用する． 
TCP/IP header Compression の無効化は，TCP/IP ヘッダ圧縮を有効にした場合，1 パケット
のロスによって後続のパケットの復元が不可能となり，SACK が適用できなくなるため[105]，
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移動通信環境においては無効化する必要がある． 
 
表2.2 W-TCP プロファイル(W-TCP 基本技術) 
機能名 設定方針 関連 RFC 
適切なウィンドウサイズ 帯域幅遅延積に基づく N/A 
Window Scale Option 64kbyte 以上のウィンドウサイズ設定時 RFC1323 
初期ウィンドウサイズ拡大 cwnd =  min (4*MSS,max (2*MSS, 4380 bytes)) RFC3390 
Limited Transmit Enable RFC3042 
MTU サイズ拡大 初期値より拡大する N/A 
Path MTU Discovery Enable RFC1191 RFC1981 
SACK Enable RFC2018 
Explicit Congestion Notification 
(ECN) Enable RFC3168 
Timstamp Option Enable RFC1323 
TCP/IP ヘッダ圧縮 Disable RFC1141 
 
2.7 W-TCPの機能拡張方針 
2.7.1  W-TCP基本技術の課題 




に対しては，SACK や Limited Transmit 等の再送制御に関するプロトコル機能拡張と TCP/IP
ヘッダ圧縮無効化のオプション機能の選択によって対応を行っている．W-TCP 基本技術は，
第 3 世代携帯電話システムにおけるトランスポートプロトコルに関する課題の解決策として有
効であるが，現在，第 3.5 世代携帯電話システムの普及が進み，Super 3G 等の次世代携帯









行うことが可能となっている [106]．また，2006 年から第 3.5 世代携帯電話システムである
HSDPA の導入が開始され，第 3 世代の場合と同じく都市部からエリア整備が開始されてい
る．IMT-2000 Release 99 と HSDPA は相互にハンドオーバーを行うことが可能であり，都市部
では HSDPA による広帯域無線帯域幅を，郊外では IMT-2000 Release 99 により 384kbps 以
下の無線帯域幅を利用するという利用形態が出現する． 
この時，無線帯域幅は，IMT-2000 Release 99 の共有/個別チャネルの切り替え，IMT-2000 
Release99 と HSDPA 間のハンドオーバー，HSDPA の共有チャネルの無線リソース割り当て制
御等によって変動し，エンド・エンド回線の帯域幅遅延積が変動する．加えて，高速移動環




ると，RTO タイマが RTT に対して適切に算出されず，スプリアスタイムアウトの発生や，パケッ
トロス発生時の再送契機遅延の問題が発生する．W-TCP では，RTO タイマのパラメータ設定
や，RTO タイマ更新アルゴリズムは規定されておらず，スプリアスタイムアウトの対策について






2.7.2  W-TCP拡張技術の適用方針と分類 
本研究では，2.6 節で述べた W-TCP 基本技術で規定のない伝送特性の変動の問題に対
して，W-TCP 基本技術を基盤として，TCP のパラメータ最適化技術およびプロトコル拡張技
術の適用による解決策を検討する．TCP のパラメータ最適化技術については，一般的な OS
付属する TCP の実装で提供され，かつ W-TCP 基本技術で規定されていないパラメータ設定
値を，移動通信向けに最適化する設計手法を提案する．TCP のプロトコル機能拡張技術に
ついては，近年 IETF において RFC として規格化された比較的新しい技術の中から，移動通
信での利用に適した技術を選択することに加え，RFC で規格化された技術では充分に対応
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できない問題に対しては，本研究の独自技術の適用を検討する．本研究では，これらの技術
の属性に応じた分類を行い，適応領域を規定する．本研究では，図 2.7で示した INTERNET 
DRAFT と RFC3481 で規格化された技術群を W-TCP 基本技術，本研究における次世代モ
バイルインターネットアクセス向けの拡張技術群を W-TCP 拡張技術として定義する．W-TCP
基本技術は，2.6 節で述べた INTERNET-DRAFT で規定された W-TCP 基本プロファイルに





















図2.7 W-TCP 規格と W-TCP 拡張技術の適応領域 
 
W-TCP 拡張技術のうち，RFC で規格化された技術を活用した拡張技術を RFC 規格内拡































がある．例えば，第 4 章で検討する RTO タイマ更新アルゴリズムは伝送遅延の変動が大きい
伝送路に特化した方式であり，指数バックオフ停止は，不用意なバックオフ停止はネットワー
クの輻輳の要因となる．第 5 章で検討する輻輳制御方式は TCP Reno との公平性の検証を
行う必要がある[66]．表 2.3 では，本節で定義した W-TCP の技術分類に従い，本論文におけ
る第 3 章以降の提案技術の分類について示す． 
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本章では，第 3 世代および第 3.5 世代携帯電話システムである IMT-2000 Release 99 と
HSDPA のシステム構成，プロトコル構成および無線回線を構成する技術要素について述べ
た上で，エンド・エンド回線に適用されるトランスポートプロトコルとの関係について述べた．第
3 世代および第 3.5 世代携帯電話システムでは，移動端末とゲートウェイ装置間のエンド・エ
ンド回線のトランスポートプロトコルとして TCP が利用される．TCP は，インターネット標準技術
として発展してきたパケットの到達および順序性を補償する高信頼プロトコルであり，インター
ネット等の IP 網での利用を前提とした設計がされている．TCP を携帯電話システムに適用し
た場合，無線回線の伝送特性がエンド・エンド回線に影響を与え，TCP の伝送効率の低下
する．TCP に影響を与える無線回線の伝送特性としては，帯域幅遅延積が増大する広帯域














の TCP のプロファイルセットである W-TCP が提案され 2003 年に RFC3481 として規格化さ
れている．本章では，RFC3481 で規定された W-TCP 基本技術の概要を述べた上で， 
W-TCP 基本技術が対応する課題を，広帯域高遅延の伝送路の問題と，パケットロスの問題
の 2 つと定義し，本研究における検討課題として，伝送特性の変動の問題を第 3 の問題と定
義した．第 3 の問題に対応するための技術検討方針として，W-TCP 基本技術を元に W-TCP
拡張技術を適用することを提案し，利用する技術の属性によって W-TCP 拡張技術を RFC 規
格内拡張技術と RFC 規格外拡張技術の 2 つに分類し適応領域を定義した． 
本論文は，第 3 章において，RFC 規格内拡張技術を用いた拡張技術として，無線回線の
再送制御の挙動に着目したタイムアウト再送パラメータの最適化手法と，スプリアスタイムアウ
ト対策技術を組み合せた TCP 再送方式を提案する[107]．第 4 章では，RFC 規格外拡張技
術を用いた拡張技術として，伝送遅延変動が大きい高速移動通信向けのタイムアウト再送タ
イマ更新アルゴリズムである TS-RTO と指数バックオフ動作の改善を組み合せた TCP 再送方
式を提案する[63,64]．第 5 章では，RFC 規格外拡張技術を用いた拡張技術として，無線帯
域幅変動が大きい高速移動通信向けの TCP 輻輳制御方式として，Flight Size Auto Tuning










は，第 2 章で定義した W-TCP 拡張技術のうち，RFC 規格内拡張技術に該当し，実装依存と
なっているパラメータ群の最適化手法と，RFC で規格化された技術を活用した方式である． 









Delay Spike は，トランスポートプロトコルとして利用される TCP の再送制御に影響を与え，
伝送効率低下の要因となる．TCP はパケットロスが発生した場合，再送制御によって喪失し
たパ ケ ッ トを 回 復 す る ．TCP の 再 送 手 順 の 1 つ と し て ， 再 送 タ イ ムア ウ ト（ RTO : 
Retransmission Time Out）に基づく再送処理（RTO 再送）がある．RTO 再送は，送信側がパ
ケットを送信した後，受信側からの Ack が到達しないまま，タイムアウト再送タイマ(RTO タイ
マ)がタイムアウトすることで実行される．TCP がパケット転送中に Delay Spike が発生した場
合，パケットが正常に転送されたにも関わらず，Ack の到達が遅延し，RTO タイマのタイムア
ウトにより RTO 再送が実行される．この RTO タイマのタイムアウトをスプリアスタイムアウト








に比べ十分に大きな RTO タイマを設定することで，RTT が RTO タイマを超過することを防ぐ
方法と，RTOタイマ更新アルゴリズムを遅延変動に適切に追従する方式に入れ替える方法が
ある．しかし，これらの方法によって，Delay Spike によるスプリアスタイムアウトを完全に抑止し








ト検出技術は，RTO タイマのタイムアウト時に起動するため，最低 1 パケットのパケット再送が
必要であり，スプリアスタイムアウトの発生頻度が高くなると，不要なパケット再送が増加する







での RTO 再送はスプリアスタイムアウトとなるため，提案方式では，RTO タイマの下限値を制
限し，RLC 再送が行われる可能性が高い値以下に RTO タイマが減少することを抑止し，スプ








Delay Spike が発生する環境では，早期に RTO タイマをタイムアウトさせ，パケットロスとスプリ
アスタイムアウトを判定し，スプリアスタイムアウト検出・応答技術により伝送効率低下を抑止
する，という二段階の方式を提案する． 





最適化方法に基づき，IMT-2000 Release 99 の実網において測定を実施し，RTO タイマとス
プリアスタイムアウトの関係を明らかにした上で，導出された RTO タイマの妥当性について考
察する．3.5 節ではスプリアスタイムアウト検出・応答技術について，IMT-2000 Release 99 を
回線モデルとした数値解析とシミュレーション実験を行い，選択した方式が移動通信環境に
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おけるスプリアスタイムアウト対策技術として有効であることを評価する．3.6 節では，提案方





TCP はパケット送信後一定期間 Ack が未受信のまま，RTO タイマがタイムアウトとすると
RTO 再送を行う．RTO タイマは送信側で，パケット送信から Ack 受信までの往復時間(RTT)
を計測し，RTO タイマ更新アルゴリズムによって更新される．RTO タイマの更新は RFC2988 
[108]で規格化された方式が Linux 等に実装されている．TCP の実装では，RTO タイマ関連
のパラメータとして，RTO タイマの初期値，最小値，最大値が与えられる．RTO タイマは，TCP





化により Delay Spike が発生すると，RTT が RTO タイマを超過しスプリアスタイムアウトが発生
する．最小値が小さい場合，基地局近傍などで電界強度が強い状況では，伝送遅延が小さ
く安定するため，パケット転送の進行に伴い RTO タイマが RTT に接近し，スプリアスタイムア
ウトが発生し易くなる．また，無線チャネル制御やシャドウイング等の要因で発生する Delay 
Spike は，発生頻度と RTT 増加量が移動端末の移動速度や伝播環境に依存するため発生
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3.2.2.1 RTO タイマの最適化技術 
RTO タイマの最適化技術は，2 つのアプローチに分類される．１つは RTO タイマのパラメ
ータを最適化することで RTO タイマの下限値を制限し，Delay Spike が発生した時のスプリア
スタイムアウト発生を抑止する技術である．2 つ目は RTO タイマの更新アルゴリズムを移動通











去の RTT 計測値の影響で RTT 変動の追従速度が低下する課題と，RTT の変動量が大きく
なると，加算される遅延変動量の値が大きくなり RTO タイマが長大となり，パケットロス発生時
の再送契機が遅延する課題があることについて指摘されている．一方，RTO タイマ更新アル










スプリアスタイムアウト検出技術は，Sarolahti, Kojo によて Forward-RTO Recovery 
(F-RTO)，Ldwig, Meyer によって Eifel Dtection[111]，Blanton, Allman によって DSACK[112]
が提案されている．各技術の比較について表 3.１に示す．F-RTO は，RTO 発生時に 1 パケッ
トの再送後，再送対象のパケットの送信を保留し，Ack 受信後，新たに後続の 2 パケットを送
信する．その後，返信された Ack が重複 Ack であった場合，パケットロスの発生，重複 Ack
でない場合はスプリアスタイムアウト検出と判断する．F-RTO は送信側の実装のみで動作可
能である．Eifel Detection は，パケットに Timestamp を付加し，送信パケットと Ack パケットの
対応付けによりスプリアスタイムアウトを検出する．Eifel Detection は送信側に実装し，送受信
側で Timestamp に対応するが必要ある．DASCK は SACK を拡張し，Ack パケットに重複し





  F-RTO Eifel Detection DSACK 
関連 RFC RFC4138 RFC3522 RFC3707 
送信側実装 要 要 要 









しており，Ludwig, Guttov によって Eifel Response が，Handley らによって RFC2861[113]にお
いて輻輳制御量の改善が提案されている．以下では，各技術の輻輳ウィンドウ(cwnd)が最大
ウィンドウサイズに達した状態でスプリアスタイムアウトが発生した時の挙動について，市中の
多くの OS に採用された TCP の輻輳制御方式である TCP Reno との比較を述べる．比較結果
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表3.2 スプリアスタイムアウト応答技術の挙動の比較 
 Eifel Response RFC2861 TCP Reno 
cwnd 変更なし 変更なし 1 




























かつ変動量が大きいことに加え，パケットロス，Delay Spike の発生頻度が高くなる． 
次に，上記で定義した各通信環境に適用する RTO タイマの最適化手法と，スプリアスタイ



















 基地局近傍 エリア端 移動中 
定常的な遅延量 
(RLC 再送数) 小 大 大 
遅延変動量 
(Delay Spike 頻度) 小 小 大 
パケットロス頻度 小 中 大 




3.3.2  移動通信網向け RTO タイマの最適化方法 




最小値が RTT の変動量と比べ小さい場合，RLC 再送中の可能性が高い領域まで RTO タイ
マが低下することがある．この状況では，RLC の再送処理中に RTO タイマがタイムアウトする
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頻度が高くなりスプリアスタイムアウトが発生する．この場合，RTO タイマの初期値，最小値を








域に RTO タイマの初期値，最小値を設定する． 









べた F-RTO と Eifel Response を選択する． 
3.2.3 節では，スプリアスタイムアウト検出技術の候補として，F-RTO の他に Eifel Detection
と DSACK を取り上げた．Eifel Detection は，送受信パケットに Timestamp を付加する必要が









3.2.3 節では，スプリアスタイムアウト応答技術の候補として，Eifel Response の他に
RFC2861 と TCP Reno を取り上げた．各方式のスプリアスタイムアウト発生時の挙動としては， 
輻輳ウィンドウとスロースタート閾値の制御方法の違いがある．Eifel Response の選択理由とし
て，以下の 3 つが挙げられる．1 つ目として 3.2.2 節で述べたように，W-TCP は最大ウィンドウ
サイズが拡大されており，輻輳ウィンドウとスロースタート閾値が RTO 再送の発生により低下
すると，RTO 再送の発生前の数値に回復するまでの時間が長期化する点，2 つ目として，ス





の TCP が RTO 再送の発生をネットワークの輻輳と認識する状況とは異なり輻輳回避動作は
不要である，という点である． 




3.4 IMT-2000実網での RTO タイマ最適化 
本節では 3.3.2 節で述べた RTO タイマの最適化手法に基づき，IMT-2000 の実網におい
て RTO タイマの最適化のための測定を実施する．測定結果より，実網でのスプリアスタイムア
ウト発生頻度と RTO タイマの関係を明らかにし，RTO タイマの最適値について考察する． 
 








図3.1 RTO タイマ最適化の測定環境 
 
RTO タイマの最適化を行うための測定環境を図 3.１に示す．受信側となるクライアントとし
ては，移動端末に PCMCIA のカード型端末を用い，DTE 端末である WindowsXP を搭載し
たPCに接続した．送信側となるサーバーとしては，HP-UXを搭載した汎用サーバーを用い，




初期ウィンドウサイズ 4kbyte，SACK 適用，MTU1500byte の設定を行った．DTE 端末および
サーバーの TCP の輻輳制御方式としては，OS 標準実装のものを利用しており，TCP Reno
に準じた方式が適用されている．移動端末および DTE 端末は，IMT-2000 のサービス提供エ




3.4.2  測定方法 
測定方法としては，サーバー側の RTO タイマの初期値，最小値を１.5 秒から 10 秒の間で
変化させ，RTO タイマ値ごとに，サーバーからクライアントへ HTTP によるコンテンツダウンロ
ードを実施し，スプリアスタイムアウトの発生頻度を測定した．測定時間は，RTO タイマ値ごと
に 24 時間実施した．コンテンツとしては，一般の Web アクセスに近い環境を再現するため，
インターネット上からランダムに 140 の Web サイト抽出し，各 Web サイトのダミーサイトをサー
バー上に再現した．この時のコンテンツサイズの分布は 0byte 以上 50kbyte 未満が 66%，
50kbyte 以上 100kbyte 未満が 22%，100kbyte 以上 150kbyte 未満が 7%，150kbyte 以上
200kbyte 未満が 2%，200kbyte 以上が 2%である．  
 
3.4.3 測定結果 
図 3.2 に,RTO タイマの初期値，最小値を同一の値に設定した際の，各値におけるスプリア
スタイムアウトの発生頻度を示す．スプリアスタイムアウトの発生頻度は，測定した全 TCP コネ
クションにおいて，スプリアスタイムアウトが発生したコネクションの比率として示した．スプリア
スタイムアウトの発生頻度は，RTO タイマが初期値，最小値 1.5 秒の時に約 9%となり，RTO タ
イマの増加に伴い約4秒で約1％まで低下した．4秒以上の領域では顕著な減少傾向は見ら
れないことから，この環境においては，上り下り回線の RLC 再送の継続時間が約 4 秒である
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3.4.4  RTO タイマの最適値 
3.4.3 節における測定の結果，今回の測定を実施した携帯電話システムにおいては， 
RTO タイマの初期値，最小値を 4 秒とすることで，RLC 再送中に RTO タイマがタイムアウトす
ることを抑止し，スプリアスタイムアウトの発生頻度を低減できることが明らかとなった．ただし，
携帯電話事業者ごとの置局設計や RLC 再送パラメータの設計方針により，システムごとにエ




ル設定値に基づいて RTO タイマを設計するアプローチが考えられる．RLC は仕様上，PDU
サイズが 42byte，400 ミリ秒間隔で MAXDAT-1 回の再送を行うことが規定されており，机上に
おいて RLC の再送継続時間を決定する MAXDAT の値に合わせて RTO タイマを設計する
手法が考えられる．しかし，例えば，無線回線では，RLC は上下回線に適用されており，TCP
が RLC 再送完了後に再送を行うよう設計すると，RTO タイマが(400 ミリ秒×MAXDAT×2)
秒と MAXDAT によっては長大な値となってしまう．また，TCP の MTU は 1500byte であり，
RLC の PDU と転送単位が異なり，RTO タイマを上記の値に設定しても両者の再送契機は正
確に一致しない．文献[114]では，上位層に TCP を用いる場合の MAXDAT の最適値として
6 が示されているが，実際の運用ではトランスポートプロトコルとして TCP の他，UDP を用いた
送達確認のないプロトコルの利用が想定される．実網においては，トランスポートプロトコルで





3.5 F-RTO と Eifel Responseの性能解析 
本節では，スプリアスタイムアウト検出・応答技術の IMT-2000 における改善効果を数値解
析とシミュレーション実験により明らかにする．関連研究においては，文献[56,58]において，
スプリアスタイムアウト検出技術である F-RTO と Eifel Detection の性能解析が行われている．
ただし，これらの性能解析における測定環境は，GPRS(General Packet Radio Service)や





3 世代携帯電話システムの IMT-2000 Release 99 を前提とした回線モデルにおいて F-RTO と
Eifel Response を組み合せたスプリアスタイムアウト対策技術の改善効果を明らかにする． 
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3.5.1  TCP再送手順のモデル化 
ここでは，F-RTO と Eifel Reponse の数値計算による性能解析のため，RTO 再送発生時の
輻輳ウィンドウの挙動を図 3.3 のようにモデル化する．輻輳ウィンドウ w は初期ウィンドウ w0 か











































F-RTO と Eifel Response が有効の場合，輻輳ウィンドウはスプリアスタイムアウトが発生した
ws から指数的に wmax まで増加する．wmax は帯域幅遅延積 c に等しいとする．スプリアスタイム
アウト発生時の F-RTO の動作は，輻輳ウィンドウを 1 に減少させパケットを再送し Ack の受信
を待ち，Ack 受信後，後続の未送信の 2 パケットを送信し，再度 Ack の受信を待つ．その後
に受信された Ack が重複 Ack でなければスプリアスタイムアウトと判断する．ただし，Delay 
Spikeの発生直後には，Ackがバースト的に送信側に到達するAck Burst[115]という現象によ
って，直前の輻輳ウィンドウ分の Ack がまとめて受信されるため，F-RTO の動作時間は非常
に短く，この間のパケット送受信動作は考慮しないものとする．F-RTO と Eifel Response が無
効の場合，スプリアスタイムアウトが発生すると輻輳ウィンドウはスロースタートによって ws /2 ま
で指数的に増加し，その後輻輳回避動作により線形的に wmax まで増加する．ただし，この挙
動は Ack Burst の影響で，輻輳ウィンドウが ws /2 に達するまでの時間は非常に短く，この期
間において，輻輳ウィンドウは ws /2 から線形的に増加するものとする． 
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3.5.2  数値解析条件 





不要パケット再送数は 1 パケットに低減できる．一方，F-RTO を用いない場合，不要パケット
再送数はタイムアウト発生時の輻輳ウィンドウの大きさに等しくなる．不要パケット再送数を R，
無線帯域幅を bmax，RTT を d とすると，R は式(3.1)によって与えられる．r はスロースタート中
の Ack ごとの輻輳ウィンドウの増加率を示し，Delayed Ack 利用で 1.5，利用無しで 2 となる．  
 
(3.1)                                                    
)Response Eifel and RTO-Fwithout (
),min(),min(























スループットは，3.5.1 節で定義した TCP 再送手順のモデルに基づき，TCP によるデータ
転送量を求め算出する．スプリアスタイムアウトはデータ転送中 1 回発生すると仮定する． 
データ転送量 D を以下のように定義する．スプリアスタイムアウト発生時点（ts）までのデー
タ転送量を Ds，スロースタートによって輻輳ウィンドウが wmax に達した時点（t1）のデータ転送
量を D1，スプリアスタイムアウト発生によりスロースタート中に輻輳回避に入り，輻輳ウィンドウ
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次に，D の各区間におけるスループットを，F-RTO と Eifel Response 有りの場合を T1，無し
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の場合と T2 として数式化する．スプリアスタイムアウト発生までの，スループットは，両方式とも
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3.5.3  数値解析結果 
本節では，F-RTO と Eifel Response による不要再送パケットの削減効果と，3.5.2 節で定義
した数式によって，スループットの改善効果について数値解析を実施した結果を示す． 
不要再送パケットの削減効果については，F-RTO を用いることでスプリアスタイムアウトの
検出が可能となるため，RTO タイマがタイムアウトした時に再送される 1 パケットに削減するこ
とができる．F-RTO を用いない場合，不要パケット数は送信ウィンドウの値に依存する．仮に，
無線帯域幅が 384kbps，RTT が 300 ミリ秒となる無線回線では，送信ウィンドウを帯域幅遅延
積が等しい場合，不要再送パケット数は最大で 10 パケットとなり，実網で適用されている
W-TCP 基本プロファイルと同じくウィンドウサイズの上限値を 64kbyte とした場合，最大で 44
パケットとなる． 
スループットの改善効果は，無線帯域幅が 384kbps, RTT が 300 ミリ秒となる無線回線に
おいて，コンテンツサイズ 300kbyte のデータ転送を実施した場合を仮定し，スプリアスタイム
アウトがスロースタート中の，初期 w=3，中盤 w=c/2，輻輳ウィンドウが最大値に達した時 w=c
で発生した条件で解析を行った． 
数値解析の結果を図 3.4 で示す．F-RTO と Eifel Response を用いない場合，パケット転送
初期でスプリアスタイムアウトが発生すると，輻輳ウィンドウが低い状態で輻輳回避動作となり




























3.5.4  シミュレーション実験結果 
本節では，F-RTO と Eifel Response について，W-CDMA エミュレータを用いたシミュレーシ
ョン実験により性能改善効果の検証を行った．実験環境としては，移動端末を模擬した PC
と，F-RTO と Eifel Response を実装したサーバーを W-CDMA エミュレータ経由で接続した．
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測定条件としては，W-CDMA エミュレータの回線条件を無線帯域幅上り 64kbps 下り
384kbps，RTT 300 ミリ秒と定義し，サーバーにデータ量 300kbyte のコンテンツを設置した． 
TCP のパラメータは，数値解析との比較を行うため，輻輳ウィンドウと帯域幅遅延積を一致さ
せ，キューイング遅延やウィンドウ枯渇の影響を排除した． 
シミュレーション実験の結果を図 3.5 に示す．数値解析を同じく，F-RTO と Eifel Response
を用いない場合，パケット転送初期でスプリアスタイムアウトが発生した時に，スループット低
下が最も大きく，F-RTO と Eifel Response を用いることで，スループットが一定になることを確
認した．しかし，数値解析とシミュレーション実験では，改善比率の傾向は一致したが，スル
ープットの値はシミュレーション実験の値が改善後で約 15%小さくなった．原因としては，


































3.6.1  性能評価測定環境および測定方法 
評価環境としては，3.5 節において RTO タイマの最適化のための測定を実施した図 3.1 で
示す系を用い，新たにサーバー側に，F-RTO と Eifel Response を実装した．サーバーの RTO
タイマの設定値としては，4.4 節で導出した IMT-2000 の実網における最適値である初期値，
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3.6.2  性能評価測定結果 
3.6.2.1 スプリアスタイムアウト発生頻度 
スプリアスタイムアウトの発生頻度は，サーバーの RTO タイマを提案方式による最適値（初
期値 4 秒，最小値 4 秒）と標準（初期値 3 秒，最小値 0.5 秒）とに設定した場合の比較を行っ
た．図 3.6 に移動環境別のスプリアスタイムアウトの発生頻度を，1Mbyte 転送あたりの発生回
数として示す．標準の RTO タイマでのスプリアスタイムアウト発生回数の最大値は，高速移動
の 0.36 回/Mbyte で，最小値は固定（弱電界）の 0.18 回/Mbyte となった．最適化した RTO タ
イマでは，最大値は高速移動の 0.23 回/MB，最小値は固定(弱電界)の 0.01 回/Mbyte となっ
た．RTO タイマの最適化により，全環境でのスプリアスタイムアウト発生頻度が低減し，移動
環境では速度低下に伴いスプリアスタイムアウトの発生頻度が減少した．移動環境では




が少なく， RTO タイマが RTT と接近するため，わずかな電波伝播環境の変動による RTT 増
加で RTO がタイムアウトしたたと考えられる．RTO タイマを最適化した場合では，環境要因に
より Delay Spike が発生したためと考えられるが，頻度が小さく，サンプル数を増加させること
により，弱電界と同等以下となるものと考えられる． 
















































図 3.7 に F-RTO と Eifel Response の適用の有無によるスプリアスタイムアウト発生時の不要
再送数を示す．不要再送数の値は，スプリアスタイムアウトの発生によって受信側に重複して
受信されたパケット数の平均値を示している．F-RTO を適用しない場合の，不要再送数の測
定結果は，輻輳ウィンドウの平均値が最も大きくなるコンテンツサイズ 2Mbyte の時に平均 28
パケットと最も大きく，逆に輻輳ウィンドウを最大値まで利用しない 6kbyte の時に平均 1.6パケ
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ットと最も小さくなった．F-RTO を用いることで不要パケット数を 2Mbyte の時に平均 3 パケッ
ト，その他の領域でも平均 2 パケット未満に低減できることが明らかとなった． 
 
3.6.2.3 スループット改善効果 
図 3.8 に F-RTO と Eifel Response の有無による，スループットを示す．測定対象としては，
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の中で F-RTO により検出できなかった事象を解析することで検証する．  
解析の結果を表 3.4 で示す．今回の測定で発生した全スプリアスタイムアウトのうち 29%が
F-RTO により検出が不可能であった．検出不可能であったスプリアスタイムアウトの内訳と頻
度を表 3.4 で示す．内訳としては，以下の 3 通りであり，(1)スプリアスタイムアウトが発生した
が，送信すべきパケットが全て受信側に到達し，FIN が送信された．(2)スプリアスタイムアウト
が発生し F-RTO の処理が開始されたが，送信ウィンドウに空きがなく，新たなパケットの送信








表3.4 F-RTO により検出不能なスプリアスタイムアウト 
発生事象 発生頻度 合計 
STO 発生後 FIN で転送終了 28% 
STO 発生後送信ウィンドウの空きがなくパ
ケット送信が不可能 0.70% 








を組み合せた TCP 再送方式であり，RTO タイマが RLC 再送中の領域に低下することによる
スプリアスタイムアウトの発生を抑止し，Delay Spike に対しては F-RTO でスプリアスタイムアウ
トを検出し，Eifel Response によって不要な輻輳回避動作を抑止する方式である．RTO タイマ
のパラメータ最適化では，無線回線の RLC 再送の挙動に着目し，RTO タイマの初期値，最
小値を決定することで，スプリアスタイムアウトの発生頻度を低下させ，かつパケットロス発生
時の再送契機の遅延を抑止する手法を提案した．提案方式に基づき，IMT-2000 の実網で
RTO タイマの最適化を行った結果，今回の測定環境では，RTO タイマ初期値，最小値を 4
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秒とすることで，スプリアスタイムアウトの発生頻度が TCP コネクションあたり約 1%と収束し，そ
れ以上大きな値の RTO タイマでは大きく減少しないことを確認した． 




移動通信での利用に最も適した特徴を持つ F-RTO と Eifel Response を選択した．F-RTO と
Eifel Response については，IMT-2000 を前提とした回線モデルにおいて，数値解析とシミュ
レーション実験を実施し，両方式の性能改善効果を明らかにした．F-RTO と Eifel Response
は既に IETF において RFC として規格化が完了しており，Linux においては 2.4.21 から実装
されている．また F-RTO は HP-UX に実装され，オープンソース OS だけでなくプロプライエタ
リの OS にも搭載が行われ始めており，今後普及が進むことが期待される． 




果から，RTO タイマの最適化によりスプリアスタイムアウトの発生要因を Delay Spike に限定で
きたことを示していると考えられる．不要パケット再送数の抑止効果としては，コンテンツサイ
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第4章 高速無線通信向け TCP再送制御方式 
4.1 はじめに 
本章では，高速移動環境等における伝送遅延変動の大きな無線回線向けの TCP タイム
アウト再送タイマの更新アルゴリズムである TS-RTO(Tri-State Retransmission Time Out)と，指
数バックオフ動作の改善を行った TCP 再送方式の提案と性能評価について述べる．本章に
おける提案方式は，第 2 章において定義した W-TCP 拡張技術のうち，RFC 規格外拡張技
術に該当し，特定の前提条件において最大の効果が得られることを目的とした独自の提案
技術である． 








ケットを再送制御[89,118]によって回復させる．TCP の再送手順の一つである RTO 再送は，
パケット送信後，Ack 未受信のまま RTO タイマがタイムアウトした場合に実行される．RTO タイ
マの値は，伝送遅延に対して適性値となるよう RTO タイマ更新アルゴリズムによって更新され
る．RTO タイマ更新アルゴリズムとしては，RFC2988 で規格化された方式(RFC2988-RTO)が
Linux 等の OS に実装され広く普及している．RFC2988-RTO は，伝送遅延変動が大きい伝送
路において，RTT に対して RTO タイマが適切に算出されないという問題点が指摘されている
[109]．この要因として，RFC2988-RTO は RTO タイマの計算式に，過去の RTT の加重平均と
RTT 変動量を用いていることが挙げられる．RFC2988-RTO の計算式は，過去の RTT 計測値
を固定の係数によって現在の RTO タイマに反映しているため，伝送遅延の状態が突発的に
変化した場合でも過去の RTT 計測値の影響が残存し，RTO タイマを RTT 変動に対して高速
に追従させることが困難となる．また，計算式の RTT 変動量の要素は正負の判断を行ってい
ないため，RTT が急減した場合でも RTT 変動量が増加したものとみなし RTO タイマを増大さ
せてしまう．この特性により，RFC2988-RTO では，RTT の急激な増加によりスプリアスタイムア
ウトが発生しやすくなる点，RTT の急激な減少時に RTT と RTO タイマの乖離が大きくなり，パ
ケットロスが発生した場合に再送契機が遅延してしまうという点が問題点として挙げられる． 
関連研究においては，RFC2988-RTOに関する問題の解決のため，RTOタイマ更新アルゴ
リズムを独自の方式と入れ替え，RTT 変動が発生する伝送路において RTO タイマを適切に
算出し，RTO 再送を効率化する手法が提案されている［109,110,119］．一方，本研究では，
第 3 章におけるスプリアスタイムアウトを考慮した TCP 再送方式の提案において，高速移動
中など RLC 再送数が増加し，伝送遅延が RTO タイマの最小値より大きい領域では，RTO タ
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イマ更新アルゴリズムによって RTO タイマが決定されるため，RTO タイマ更新アルゴリズムを
改善することでスプリアスタイムアウトの発生頻度が低下する等の効率化が可能であると指摘
している．また，第 3 章の手法では，RTO タイマの下限値の拡大によって，指数バックオフに
より再送間隔が長大化するという課題が新たに発生する．提案方式によって RTO タイマの下
限を決定する場合，収容加入者の増大を狙ってエリア端における電界強度が低く設定され





RFC2988-RTO の問題点を改善する RTO 再送方式を提案する．提案方式は，RTO タイマ更
新式と指数バックオフの動作改善から構成され，第 3 章の提案方式では改善することができ
ない領域に対して，RFC の標準化対象外となる独自技術の活用による改善を目指す．RTO
タイマ更新式としては，RTO タイマと RTT の値の乖離状態に応じて異なる制御方式を選択す
ることで遅延変動に対する追従性を高めた TS-RTO(Tri-State RTO)を提案する．TS-RTO は
通常状態，高速追従状態，接近回避状態の 3 つの制御状態を持ち，それぞれ異なった算出
式により RTO タイマを算出する．通常状態では，RTT の差分蓄積による簡易な計算式を用
い，RTT 変動量が増加した場合は，過去の RTT 計測値の影響を減少させることで RTO タイ
マの RTT への追従性を高める．高速追従状態では，RTO タイマと RTT の値の乖離が大き過
ぎる場合，RTT の計測値によらず強制的に RTO タイマの切り下げを行う．接近回避状態は，
RTO タイマがタイムアウトした状態であり，1 度目のタイムアウト後，スプリアスタイムアウトが連
続的に発生することを回避するため，RTT の計測値に定数を加えた値を RTO タイマとして設
定する．指数バックオフの動作改善では，第 3 章で提案した手法によりスプリアスタイムアウト
抑止のため RTO タイマの下限を拡大した場合，指数バックオフにより二度目以降の RTO 再
送の契機が遅延する問題に対して，指数バックオフによる RTO タイマの増加を一時停止する
手法によって改善を行う． 
本章は以下のように構成される．4.2 節では関連研究で指摘されている RFC2988-RTO の
問題と，その問題に対する改善提案について述べる．4.3 節では移動通信網における RTO
再送の課題を述べる．4.4 節では提案方式である RTO 再送方式について述べる．4.5 節では
シミュレーション実験を行い，TS-RTO と RFC2988-RTO の遅延変動に対する追従性を比較






に，Paxon，Allman によって提案された RTO タイマの更新アルゴリズムが，IETF において
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RFC2988 として規格化された．RFC2988 の RTO タイマ更新アルゴリズムの計算式は以下で
ある． 
 
RTTVAR = 3/4 * RTTVAR + 1/3 * |SRTT - RTT|  (4.1) 
SRTT = 7/8 * SRTT + 1/8 * RTT  (4.2) 
RTO = SRTT + max (G, 4 * RTTVAR)  (4.3) 
 
RTTVAR は RTT 変動量，SRTT は平滑化された RTT，G はタイマ粒度を示す．本研究で
は，この RTO タイマ更新式を RFC2988-RTO と呼称する． 
RFC2988-RTO については，関連研究においていくつかの問題点が指摘されている．
Ekstrom と Ludwig は RFC2988-RTO について，以下の問題点を指摘している[109]． 
 
(1) RTO タイマの最小値が 1 秒固定であり伝送遅延の小さい回線では RTO タイマが RTT
変動幅より大きくなる． 
(2) RTT の係数が固定であり RTT の入力数によって RTO タイマの追従速度が変化する． 
(3) RTOタイマはAck受信時に再開するため，突発的な遅延増加(Delay Spike)に対し追
従が遅れる． 
(4) RTTVAR は正負の判断をしないため突発的な遅延減少(Delay Drop)に対して RTO
タイマを増加させる． 
 
これらの問題に対して，Ekstrom と Ludwig は RTO タイマを RTT の短期履歴と長期履歴の
包絡線に設定し Delay Spike には素早く Delay Drop には緩やかに追従する Peak-Hopper 
RTO (PH-RTO)[109]を提案している．Kesselman と Mansour は，RFC2988-RTO が RTT のみ
の関数であり，伝送路の状態が RTO タイマに正確に反映されないという問題点を指摘し，
RTO タイマの計算式に輻輳ウィンドウ(cwnd)の要素を加えた RTO タイマ更新式を提案してい
る [110]．Folke と Landstrom は，(1)の問題に対して，RTO タイマの下限値を縮小し，
HS-DSCH 上でスプリアスタイムアウトを最小化しスループットを最大化する RTO タイマの下限
値を検証している[119]． 
PH-RTO は RTT の増加に対しては RTT の短期履歴によって RTO タイマを素早く増加さ
せるが，RTT の減少に対しては RTT の長期履歴によって RTO タイマを設定するため RTO タ













4.3 移動通信網における RTO再送の課題 







(2)突発的な RTT 増加(Delay Spike) 
(3)突発的な RTT 減少(Delay Drop) 
 
本章では， (1)RTT のランダムな変動は，数十ミリ秒から数百ミリ秒オーダーの変動幅でラ
ンダムな上下動を繰り返す変動，Delay Spike, Delay Drop は，連続した 2 つの RTT 値の変
化量が数秒以上となる変動と定義する． 




突発的な RTT 増加(Delay Spike)は，無線チャネル制御やシャドウイングなどの伝播環境
要因により，瞬間的にパケット転送が中断した場合に発生する．Delay Spike 発生時は，Ack 
Burst によって RTT が増加したまま Ack がバースト状に到達することがある． 




て，バッファ破棄が発生した場合，RTT が急激に減少する．また，IMT-2000 Relase 99 から
HSDPA へのハンドオーバーによって無線帯域幅が急激に増加した場合，増加幅によって
は，RTT が Delay Drop に近い形で減少することが考えられる． 
 
4.3.2  RFC2988-RTOの課題 
RFC2988-RTOを無線回線で利用した場合，4.2節で述べた関連研究において指摘されて
いる RFC2988-RTO の課題に起因して，いくつかの問題が発生する．RFC2988-RTO は RTO
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タイマ更新アルゴリズムに，過去の RTT 計測値から算出される SRTT と RTTVAR を用いてい
る．SRTT は，現在の SRTT の 8/7 に RTT の計測値の 1/8 を加算することで算出しており，過
去に観測された RTT の要素が大きくなっている．この計算式は，ランダムな RTT の変動に対
して RTO タイマを過度に追従させず，長期的な RTT 変動に緩やかに追従する特性となる．
従って，無線回線の伝送特性がハンドオーバー等において非連続に変化した場合において
も，RTO タイマが過去の RTT 計測値の影響を受け続け，現在の RTT の変動に対して最適値
となるまで一定期間を要する．また,4.2 節の(3)で指摘したように，RFC2988-RTO は RTO タイ
マを，パケット送信時ではなく，最終 ack 受信後にリセットするため，パケット送信から RTO 再
送までの時間には，RTO タイマと前回のパケット送信から Ack 受信までの時間がオフセットと
して加えられる．このオフセットは Delay Spike が発生すると大きくなり，Delay Spike が発生し
た時の RTO タイマのリセット契機が遅延し，RTO タイマが RTT から大きく乖離した状態とな
る． 
RTO タイマ更新式のもう 1 つの要素である RTTVAR は，RTT の変動量の増加とともに大き
くなり，伝送遅延の変動が大きい伝送路では RTO タイマに RTTVAR が加算されることで，
RTT が一時的に増加した時のスプリアスタイムアウトを抑止する効果がある．しかし，4.2 節(4)
で指摘されているように，RTTVAR は RTT 変動の正負を判断しないため，RTT が急減した場








4.3.3  RLC再送と TCP再送の整合性の課題 
IMT-2000 では，無線区間のリンクプロトコルである RLC とトランスポートプロトコルの TCP
で再送制御が適用されている．従って，RLC 再送中にエンド・エンド回線の伝送遅延が一時
的に増加した時にTCPのRTOタイマがタイムアウトすると，スプリアスタイムアウトとなり伝送効
率が低下してしまう．RLC 再送と TCP 再送の整合性を取り，各レイヤでの再送契機を分離
し，スプリアスタイムアウトを抑止する対策の 1 つとしては，第 3 章において，RTO タイマの下
限を制限し，RLC 再送中の TCP 再送を停止する手法を提案した．第 3 章では，非
RFC2988-RTO の実装を用い，IMT-2000 の実網において，スプリアスタイムアウトの発生頻度
の計測により RLC 再送が収束する伝送遅延量を推定し，RTO タイマの下限を決定すること
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この手法を RFC2988-RTO に適用した場合，4.2 節 (3)の問題により，パケット送信から
RTO 再送までの時間に，RTO タイマに前回のパケット送信から Ack 受信の RTT の値がオフ
セットとして加算されるため，過去の RTT 変動量の要因により，RLC 再送と TCP 再送の再送
契機の分離が困難となってしまう．トランスポート層において，下位層の再送制御の挙動に着
目して RTO 再送の契機の決定を行う場合，パケット送信時に RTO タイマをリセットする方式
がより正確に下位層の再送の挙動を反映できると考えられる． 
また，第 3 章の手法で，RTO タイマを決定した場合，無線回線の RLC 再送回数が大きい
場合，比例して算出される RTO タイマの下限が大きくなるが，RTO タイマが大きくなると，指
数バックオフによる 2 回目以降の RTO タイマの再計算結果が長大な値となってしまい，1 回
目の再送に失敗すると 2 回目の再送まで長期間を要してしまう． 
 




イマ更新式と指数バックオフ改善の 2 つの技術から構成される．RTO タイマ更新式としては，
RTO タイマと RTT の乖離量に応じて 3 つの制御方式を選択することで，RTO タイマが RTT
変動に対して迅速に最適値に収束するように制御を行う Tri-State RTO(TS-RTO)[63,64]を提
案する．また，スプリアスタイムアウト対策として RLC 再送と TCP 再送の契機を分離するため
RTO タイマを拡大した場合，指数バックオフにより 2 回目以降の再送契機が遅延する問題に
対して，指数バックオフを一定期間停止することで改善を行うことを提案する． 
 
4.4.2 Tri-State RTO (TS-RTO) 
TS-RTO は，RFC2988-RTO 等の OS に標準で搭載される TCP の実装の RTO タイマ更新
式と入れ替えて利用する RTO タイマ更新式である．TS-RTO の特徴は以下の通りである． 
 
(1)RTO タイマと RTT の乖離状況によって選択される 3 つの制御状態 
(2)RTT 変動量からスプリアスタイムアウトを予測する追従補償処理 
(3)パケット送信時の RTO タイマのリセット 
 
(1)の 3 つの制御状態とは，RTO タイマと RTT の乖離状態に応じて選択される RTO タイマ
の計算式であり，RTT の変動量が増加した場合においても，RTO タイマと RTT の差分を短期
間のうちに最適値に保つように制御を行う．(2)の追従補償処理とは，各制御状態で算出され
た RTO タイマと過去の RTT 変動量を比較し，次の Ack 受信時にスプリアスタイムアウトの発
生が予測された場合に RTO タイマに定数を加算する処理である．(3)のパケット送信時の
RTO タイマのリセットは，4.3 節で述べたように，RFC2988-RTO と同様に，Ack の受信時に
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RTO タイマをリセットした場合，１RTT 分のオフセットが加算され，RLC 再送と TCP 再送の分
離の精度が低下するため，パケット送信時に RTO タイマをリセットすることでこの問題を回避
する． 
TS-RTO の処理の流れを図 4.１で示す．制御状態は，RTO タイマと RTT の比較によって，
通常追従状態，高速追従状態，接近回避状態の 3 つが選択される．通常追従状態は，RTO
タイマが最適値となっている状態であり，RTT 変動に対して乖離量を維持するように微調整を
行う．高速追従状態は，Delay Drop により RTT に対して RTO タイマが過大となった状態であ
る．RTO タイマが過大になると，パケットロスが発生した時に再送契機が遅延し，無通信時間
が増大する．高速追従状態は，この状態を早期に解消するため，RTO タイマを RTT に依存
せず一定の割合で減少させる．接近回避状態は，Delay Spike によりスプリアスタイムアウトが
発生した状態である．TS-RTO では，RTO タイマのリセットをパケット送信後に行うため，Delay 
Spike 発生時に Ack Burst により連続的にスプリアスタイムアウトが発生することがある．接近
回避状態では， RTO タイマを，スプリアスタイムアウト発生時の RTT 計測値と定数の和の値
に設定し連続的なスプリアスタイムアウトを回避する． 
各制御状態で RTO タイマが算出された後，追従補償処理が実行される．追従補償処理で
は，RTO タイマの算出値と，過去の RTT 変動から推測された次回 Ack 受信時の RTT の値を












図4.1 TS-RTO の処理概要 
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4.4.3 TS-RTOの計算式 
TS-RTO は Ack を受信し，RTT の値を計測した後，各制御状態を以下の判定式によって
選択する． 
 
通常追従状態： RTTn < RTOn < α×RTTn  (4.4) 
高速追従状態： RTOn > α×RTTn  (4.5) 
接近回避状態： RTOn < RTTn  (4.6) 
 
RTTn は送信側で計測した RTT の値，RTOn は現在保持している RTO タイマを示す．αは
RTO タイマと RTT の乖離量を判断する判定係数でありα>1 である． 
通常追従状態では，一定量以下の RTT 変動に対して RTO タイマの更新頻度を低下させ
る．計算式には，過去の RTT 計測値の影響を低減するため，RTT の差分に着目した簡易な
計算式を採用する．計算式を以下で示す． 
 








RTOn = max( RTOn-1 + V, RTTn + M )  (4.9) 
 
V は蓄積 RTT 変動量を示し，RTT の差分値を RTT の計測ごとに蓄積する値である．T は
RTT 追従感度を示し，蓄積 RTT 変動量を RTO タイマに反映させる閾値を示す．M は最小マ
ージンを示し，RTO タイマと RTT の最小の乖離値である．通常状態では，RTT の差分値を加
算し，閾値を超えた場合にその値を RTO タイマに反映するため，RTT の変動量に応じて
RTO タイマの更新頻度および更新量が変化する． 
高速追従状態は，RTO タイマが過大になった状態を解消するため，一定割合で RTO タイ
マを減少させる． 
 
RTOn = k × RTOn-1  (4.10) 
 
k は RTO タイマの減少量を決定する減衰係数を示す． 
接近回避状態では， RTT に最小マージン M を加え RTO タイマに反映させる． 
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RTOn = RTTn + M  (4.11) 
 
追従補償処理は，RTTn-1 から RTTn の RTT 増加量を⊿RTT とした場合，以下の式が成立す
ると仮定する． 
 
RTTn+1 = RTTn + ⊿RTT  (4.12) 
 
すなわち⊿RTT の増加が次の RTT 計測時においても発生すると仮定する．この時， 
 




RTOn ＝ RTTn ＋ min(⊿RTT，⊿max)＋M  (4.14) 
 
⊿max は上限補償量であり，補償処理によって補正される RTO タイマの上限値である． 
 
4.4.4  指数バックオフの一時停止 
TCP は RTO 再送後，Ack が未受信の間，再送間隔を指数関数的に増加させ再送を繰り
返す．n-1 番目から n 番目の RTO 再送の再送間隔を In とすると 
 
In = In-1×2 (n≧2)  (4.15) 
 
となる．I1 は RTO タイマに等しくなる． 






I2 = I1  (4.16) 
In = In-1×2 (n≧3)   (4.17) 
 
停止回数については 2 回以上の値に増加させた場合，RTO タイマの最小値によっては単
位時間の送信パケット数が増大するため，ネットワークの負荷の増加が懸念される．今回は
指数バックオフを最小の 1 回のみ停止とし実網において基本的な挙動を検証する． 
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4.5 シミュレーション実験 
本節では，提案方式である TS-RTO の RTT 変動に対する RTO タイマの追従性の評価を，
W-CDMA エミュレータを用いたシミュレーション実験において検証する．W-CDMA エミュレ
ータは，下り最大 3.6Mbps の HSDPA の回線モデルを適用し，広帯域高遅延の伝送路にお
ける伝送遅延の挙動を擬似する．比較対象としては，RFC2988-RTO を用い，RTT と RTO タ
イマの乖離量によって両方式の RTT 変動に対する追従性を評価する． 
 
4.5.1  シミュレーション実験環境 
シミュレーション実験における実験系の構成を図 4.2 で示す．クライアントには，移動端末と
DTE 端末を擬似する WindowsXP を用い，サーバーとしては，Linux を導入した PC サーバ
ーを用い，W-CDMA エミュレータ経由で接続した．クライアントとサーバーの W-TCP プロファ
イルは，W-TCP 基本プロファイルを適用した．ただし，ウィンドウサイズの値は，HSDPA による
広帯域高遅延伝送路の対応するため，Window Scale Optionを利用し最大96kbyteに拡大さ
せた．W-CDMA エミュレータは，回線モデルとして無線帯域幅上り 384kbps，下り 3.6Mbps，
伝 播 モ デ ル と し て は ， ITU で 規 定 さ れ た PA3(Pedestrian-A at 3km/h) お よ び
VA30(Vehicular-A at 30km/h)[121]を適用した．また，HSDPA の帯域幅を決定する要素の 1




















測定は，サーバーからクライアントへ 5Mbyte のダウンロードを実施し，各方式の RTO タイ
マの計算値とサーバー側で観測された RTT を計測した． 
TS-RTO は，複数の固定パラメータを持った方式であり，予め利用する伝送路の特性に合
わせチューニングを施す必要がある．今回は，日本国内の移動通信環境において最も回線
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条件が厳しく，伝送遅延の変動が大きいと想定される新幹線の移動中に取得された RTT 計
測値を用い，数値計算によってスプリアスタイムアウトの発生頻度が 0 となり，RTO タイマと
RTT の平均乖離量を最小化するパラメータセットを決定した．今回の測定で用いたパラメー
タセットを表 4.1 で示す． 
 
表4.1 TS-RTO のパラメータ 
パラメータ名 設定値 
判定係数 α 1.5 
追従感度 T 10ms 
減衰係数 ｋ 0.95 
最低マージン M 10ms 
上限補償量 ⊿max 1000ms 
 
4.5.2  シミュレーション実験結果 
図 4.3 から図 4.6 で，シミュレーション実験で得られた RTO タイマの計算値と RTT の計測
値を示す．図 4.3 および図 4.4 は，TS-RTO と RFC2988-RTO の PA3 モデルにおける実験結
果であり，図 4.5 および図 4.6 は，両方式の VA30 モデルでの実験結果である．各実験結果
における， RTO タイマと RTT の平均乖離量を図 4.7 で示す． 
PA3 モデルの実験結果では，転送期間中の RTT 変動量が大きく，平均乖離量は
RFC2988-RTO より TS-RTO の値が小さくなる結果が得られた．両方式ともスプリアスタイムア
ウトは発生しておらず，平均乖離量が小さい TS-RTO が RTT の変動に対する RTO タイマの
追従性が高く，パケットロスが発生した場合，迅速に再送処理が実行可能であると考えられ
る．VA30 モデルの実験結果では，転送初期において RTT が増加した際，RFC2988-RTO が
RTO タイマを大きく増加させることに比べ，TS-RTO の増加量は小さく，過剰な RTO タイマの
増大を抑止できている結果が得られた．しかし，転送中盤から後半にかけてRTT 変動量が小
さくなり，RFC2988-RTO が RTO タイマを徐々に減少させるのに対し，TS-RTO は RTO タイマ

























































図4.4 TS-RTO の実験結果 (PA3) 















































図4.6 TS-RTO の実験結果 (VA30) 
 












































IMT-2000 の実網における評価測定環境を図 4.8 で示す．クライアントとしては，移動端末
に PCMCIA のカード型端末を用い，DTE 端末である WindowsXP を搭載した PC に接続し
た．サーバーとしては，Linux を搭載した PC サーバーを用い，IMT-2000 網とインターネット
経由で接続されたテスト環境に設置した．クライアントおよびサーバーの W-TCP はシミュレー
ション実験と同じく，W-TCP基本プロファイルのウィンドウサイズを 96kbyteに拡張したプロファ
イルを適用した．また，サーバー側の RTO タイマは，第 3 章で決定した RTO タイマ初期値，
最小値 4 秒を適用した．今回測定を行った IMT-2000 の実網は，全域が Release 99 のサービ
ス提供エリアとなっており，この範囲においては，無線帯域幅は上り下り最大 384kbps となる．
また，HSDPA のサービス提供エリアは都市部を中心にスポット的に配置されており，移動端
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末の移動により HSDPA のエリアに入った場合，ハンドオーバーにより無線帯域幅は上り最大
384kbps，下り最大 3.6Mbps となる． 
測定は，一般の交通機関として，自動車，在来線，超特急電車を利用した移動環境にお









図4.8 IMT-2000 実網における性能測定環境 
 
4.6.2  RTO再送の評価指標の提案 
本節では，本研究において提案する RTO 再送の評価指標について述べる．一般的に，
再送制御の評価指標としては，一定のデータ量を転送した際の所要時間からスループットを













増加に RTT タイマが追従できないため，RTO タイマがタイムアウトした発生頻度を示す．(2)
初回再送時間は，最初に RTO タイマがタイムアウトした時間であり，この時間とスプリアスタイ
ムアウト発生頻度が最小となる方式がパケットロスを早期に検出できることを示す．(3)回復契
機再送時間は，RTO 再送の結果，転送が回復した時の RTO 発生時間を示す．(4)転送再開
時間は，パケットロス発生から転送が再開するまでの時間を示し，TCP の転送が停止してい
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た時間に相当する．すなわち UE の利用者が直接体感する転送の中断時間に相当する． 












A. First Retransmission Timeout
B. Retransmission Timeout for Recovery
C. Recovery Time from Packet Lost
 
図4.9 RTO 再送の評価指標 
 
4.6.3  実網における評価測定結果 
本節では，IMT-2000 の実網における TS-RTO と RFC2988-RTO の評価測定結果について
述べる．図 4.10 において，本測定における全 RTO のスプリアスタイムアウトと非スプリアスタイ
ムアウトの比率を示す．非スプリアスタイムアウトとは伝送路でパケットロスが発生した時に行
われた RTO 再送であり，喪失したパケットの回復にに必要な再送である．非スプリアスタイム
アウトについて，図 4.11 で初回再送，図 4.12 で回復契機再送，図 4.13 で転送再開時間を示
す．X 軸は，図 4.11 と図 4.12 で RTO 再送の発生時間，図 4.13 で転送回復時間を示す．Y
軸は全非スプリアスタイムアウトを母数として，当該時間に発生したタイムアウトの発生比率を
示す． 
図 4.10 のスプリアスタイムアウトの発生比率から，提案方式は RFC2988-RTO と比較し，ス
プリアスタイムアウトの発生頻度を減少させることが可能であることに加え，図 4.11 の初回再
送の結果より，初回再送の比率が 4 秒から 6 秒の領域で増加する結果が得られた．この結果
は，RTO タイマ更新アルゴリズムとして用いた TS-RTO の効果により， RFC2988-RTO と比較
し，RTT 変動に対して迅速に追従性することで，スプリアスタイムアウトを減少させると同時
に，パケットロス発生後，迅速に再送するという相反する要素を同時に達成できたことを示し
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ている．図 4.12 の回復契機再送では，4 秒から 7 秒の領域では提案方式の頻度が小さくなる
結果となった．しかし，RFC2988-RTO は 12 秒にピークがあるのに対し，提案方式ではピーク
が 8 秒に短縮された．これは指数バックオフを一時停止したことで，2 回目の RTO 再送時間
が縮小された結果であると考えられる．図 4.13 の再送回復時間では，4 秒から 7 秒の領域で
は両方式とも大きな差分はなかったが，提案方式では9秒から11秒の頻度が高く，回復時間
の短縮傾向が見られたことに加え，回復契機再送の結果と同様に，指数バックオフの一時停
止によりピークが 12 秒から 8 秒に短縮された． 
これらの結果より，提案方式は RFC2988-RTO と比較してスプリアスタイムアウトを減少させ
つつ，パケットロスを早期に検出し RTO 再送を実行可能であることが明らかになった．しか
し，回復契機再送の結果は，両方式ともに 1 回目の RTO 再送は伝送路で喪失し，回復契機
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決するため，独自の RTO タイマ更新アルゴリズムである TS-RTO を提案した．加えて，第 3 章
の提案方式に基づき，スプリアスタイムアウトの抑止のため RTO タイマの下限を拡大した場
合，指数バックオフによって再送間隔が長大化するの問題に対する改善手法を提案し，これ
ら 2 つの方式を組み合せた TCP 再送方式を提案した． 
TS-RTO の RTT 変動に対する追従性を評価するための HSDPA 回線エミュレータを用いた
シミュレーション実験においては，伝送路モデルとして ITU の PA3 モデルおよび VA30 モデ
ルにおいて，TS-RTO と RFC2988-RTO の比較評価を行った．シミュレーション実験の結果，
RTO タイマと RTT の平均乖離量が PA3 モデルにおいて TS-RTO が約 1.4s と RFC2988-RTO
より約 0.4s 小さい値が得られ，パケットロスが発生した時の再送契機を短縮できること示して







再送の結果から，提案方式は TS-RTO の効果により RFC2988-RTO と比べスプリアスタイムア
ウト発生頻度が小さくなることに加え，初回再送時間が短縮されたことで，パケットロスを早期
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に検出可能であることを示した．回復契機再送，再送回復時間の結果からは指数バックオフ
の一時停止の効果により 12 秒のピークが 8 秒に短縮される結果が得られた．ただし，1 度目
の RTO 再送において再送パケットのパケットロスが発生していることが推測され，無線回線の
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定義した W-TCP 拡張技術のうち，RFC 規格外拡張技術に該当し，特定の前提条件におい
て最大の効果が得られることを目的とした独自の提案技術である． 








する可能性がある．HSDPA の無線回線は，共有チャネルの特性と，MAC-hs および RLC の
再送制御によって無線帯域幅と伝送遅延の変動量が大きく，トランスポートプロトコルで考慮
すべきエンド・エンド回線の帯域幅遅延積の変動範囲は最小値から最大値まで数十倍に達

















し，エンド・エンド回線の RTT が増大する．RTT が増大すると，RTO タイマが長大な値に更新
され，パケットロスが発生した場合の再送契機が遅延し伝送効率が低下する問題や，データ








TCP は輻輳制御方式の違いにより複数の方式が提案されている．TCP Reno に準じた輻輳
制御方式はインターネット標準として用いられる最も一般的な方式であり，オープンソース OS
やプロプライエタリの OS 等に採用され広く普及している．従って，W-TCP のプロファイルセッ
トを適用した TCP についても，結果的に輻輳制御方式として TCP Reno が採用されているも
のが最も多い．TCP Reno を超高速回線や無線回線で利用したときに発生する様々な問題





本研究においては，第 3 世代および第 3.5 世代携帯電話システム特有の問題解決のた
め ， 高 速 移 動 通 信 環 境 に 特 化 し た 輻 輳 制 御 方 式 と し て ，Flight Size Auto Tuning 
(FS-AT)[66,67]の適用を提案する．FS-AT は TCP Reno 等の輻輳制御方式の枠組みを変え
ることなく，送信ウィンドウを決定する要素として，輻輳ウィンドウ，広告ウィンドウに加え，新た
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5.2 関連研究 
本節では，TCP の輻輳制御方式として幅広く利用されている TCP Reno と，関連研究で提
案されている輻輳制御の概要を述べ，本章での検討課題となる移動通信向けのTCP輻輳制
御方式の必要性について述べる． 
現在，IMT-2000 のトランスポートプロトコルとして利用されている TCP や，インターネットで
標準的に利用されている TCP では，において，輻輳制御方式として TCP Reno に準拠した方













律に輻輳ウィンドウの値を 1 に低減させてしまうことに対して，TCP Westwood は，Eligble Rate 
















Reno に輻輳ウィンドウの拡大と RTT の増加傾向を検出し，RTO タイマがタイムアウトした時と







AIMD 方式の他に，AIAD(Additive Increase Additive Decrease)方式[126]による輻輳制御
方式が提案されている．TCP Vegas は，送信側において RTT の変動を観測し，輻輳ウィンド
ウを増減される輻輳制御方式である．TCP Vegas は，RTT と輻輳ウィンドウの値から，理想ス
ループットと，実スループットを算出し，それらの比較により輻輳制御を行う．理想スループッ





においては，定数のパラメータでは適切な制御は行えない．また，TCP Vegas は TCP Reno と
共存した場合に，スループットが低下してしまう問題点が指摘されている． 
DRS(Dynamic Right Size)[128]は，受信側が伝送路の帯域幅遅延積を推定することで広
告ウィンドウを制御する輻輳制御方式である．DRS では，受信側において RTTmin を測定






5.3 高速移動通信における TCP輻輳制御の課題 

















きく超えることが想定される．この場合，TCP は Window Scale Option を適用し，最大ウィンド
ウサイズを 64kbyte 以上の値に設定する必要がある．一方，無線回線の帯域幅はリソースが
有限であり，常に最大の帯域幅が単一の移動端末で利用できるとは限らない．IMT-2000 
Release 99 では，無線リンク接続時，無線帯域幅 32kbps 程度の共有チャネルが割り当てら
れ，データ転送量が増加後に無線チャネル割り当て制御によって割り当てられる個別チャネ






















5.4 Flight Size Auto Tuning 
5.4.1 FS-AT概要 
本研究では，帯域幅遅延積の変動が広範囲かつ動的に変動する高速無線通信向けの
TCP 輻輳制御方式として FS-AT を適用することを提案する． FS-AT は DRS が受信側にお
いて帯域幅遅延積を推定する仕組みを送信側に実装した方式である．また，文献[127]で提

















5.4.2  FS-ATの送信ウィンドウ制御 
 FS-AT による送信ウィンドウの制御は，既存の輻輳制御方式に新たに space という変数を
適用することによって送信ウィンドウを加減する．TCP Reno に FS-AT を適用した場合，送信ウ
ィンドウを snd_wnd，広告ウィンドウを adv_wnd，輻輳ウィンドウを cwnd とすると TCP Reno と
FS-AT の送信ウィンドウは以下の式で表すことができる． 
 
(5.2)                                     ),_,min(_    :AT-FS










 以下において，space の算出方法について述べる．spcae の値は target という変数によっ
て制御される．space の更新は以下の条件によって行われる． 
 
・ space < target の場合・・・space の値は，Ack 受信ごとに 2MSS（delayed Ack）もしく
は 1MSS(every ACK)づつ増加させる． 
・ space > target の場合・・・spcace の値は，Ack 受信ごとに１MSS づつ減少させる． 
 
 space と target の挙動を図 5.1，図 5.2 で示す． 
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target
space
ACK 受信毎に 2MSS 増加させる
 





ACK 受信毎に 1MSS 減少させる
 
図5.2 space の減少(delay Ack 受信時) 
 
 次に target の算出方法について述べる．target の値は RTTmin の間に受信されたバイト量
の値を元に算出される．RTTmin は TCP コネクション開設時以降に計測された RTT の最小値
であり，RTTmin を受信バイト量の計測する単位とし，この間は target の値を最小限に留める監








図5.3 RTTminにおける rcv_byteｓの計測範囲 
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 target の値は，受信バイト量を元に図 5.4 の judge(1),judge(2)において更新される． 
Judge(1)における target の更新式は以下である． 
 
・judge(1)における target の更新 
 
(5.3)                                                                    )__( ,mnn bytesrcvsizeflightif ≤  
(5.4)                                                                             1 axsnd_cwnd_mtargetn =+  
else  
(5.5)                       )||_( 1,1 axsnd_cwnd_mtargetbytestwrcvtargetif nmnn ==< ++  




flight_size は FS-AT によって推測されるネットワークに滞留するパケット量であり，帯域幅遅
延積に相当する値である．judge(1)において，式(5.3)の条件を満たした場合，式(5.4)におい
て，target は輻輳ウィンドウの最大値 snd_cwnd_max に設定される．式(5.3)を満たさない場合
かつ式(5.5)を満たした場合，target の値は式(5.6)により twrcv_bytes に設定される．また，式
(5.5)を満たさない場合，target の値は式(5.7)によって決定される．twrcv_bytes は平滑化され
た rcv_bytes の値であり，RFC2988-RTO と同様な数式において算出される．算出式を式(5.8)
から式(5.10)に示す． 
 






__ bytesrcvbytesrcvsbytesrcvdevbytesrcvdev −×+×=  






__ bytesrcvbytesrcvsbytesrcvs ×+×=  
(5.10)         )2_,__4__min(_ ××+= bytesrcvbytesrcvdevbytesrcvsbytestwrcv  
 
 
Judge(2)における target の更新式は以下である． 
 
・judge(2)における target の更新 
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(5.12)                                                                             2_
















































照として，TCP Reno を選択し，両者の輻輳制御方式を比較することで FS-AT の実網の移動
環境での有効性を明らかにする． 
 
5.5.1  測定環境および測定方法 
本測定の測定環境を，図 5.5 で示す．本環境は第 4 章，第 5 章と同じく，クライアントとして
は，移動端末に PCMCIA のカード型端末を用い，DTE 端末である WindowsXP を搭載した
PC に接続した．サーバーとしては，Linux を搭載した PC サーバーを用い，IMT-2000 網とイ
ンターネット経由で接続されたテスト環境に設置した．クライアントおよびサーバーの W-TCP
は W-TCP 基本プロファイルのウィンドウサイズを 96kbyte に拡張したプロファイルに加え，
FS-AT を適用した TCP の実装を用いた． 
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測定は，移動端末を自動車の搭載し，郊外の一般道において片道約 20km のルートを往
復しながら，サーバーからクライアントへ 5Mbyte のデータ転送を行った．測定は，サーバー
側においてパケットキャプチャログを取得し，スループットと RTT を観測した．IMT-2000 
Release 99 と HSDPA のサービス提供エリアの推測図および走行ルートを図 5.6 で示す．この
環境において，IMT-2000 Release99 のエリア内では，無線帯域幅は上り下り最大 384kbps，









図5.5 IMT-2000 の実網における測定環境 
 
 
図5.6 3G および 3.5G のサービス提供エリアと走行ルート 
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5.5.2  測定結果 
本節では，IMT-2000 の実網における FS-AT と TCP Reno の送信ウィンドウ制御の性能測
定結果について述べる．測定で得られたサンプルは，スループットの値によって分類し，平均
スループットと平均 RTT を算出した．各平均スループットにおける RTT の測定値を，図 5.7 か
ら図 5.11 で示す．これらの図で示したサンプルは，各平均スループットから 1 サンプル抽出
し，FS-AT と TCP Reno の結果を重ねて表示することで RTT の挙動の比較を行った． 
図 5.7 の平均スループット 330kbps の測定結果では，TCP Reno は，RTT が約 2.2 秒の領
域で一定となったことに対し，FS-AT は RTT が約 1 秒から約 2 秒の領域で変動が大きくなっ
たが平均 RTT は FS-AT が約 1 秒短縮することができた．TCP Reno では，平均スループット
330kbps，RTT2.2 秒で帯域幅遅延積を求めると約 90kbyte となり，送信ウィンドウがおほぼ上






















図5.7 RTT の測定値(平均スループット 330kbps) 




















図5.8 RTT の測定値(平均スループット 530kbps) 
 
図 5.8 の平均スループット 530kbps の測定結果では，転送前半においては，TCP Reno と









FS-AT では，TCP Reno と比べ RTT の変動量は大きくなることがあるが，全域にわたり RTT の
増加を抑えられていることがわかる． 
 








































図5.10 RTT の測定値(平均スループット 1500kbps) 
 
























図5.11 RTT の測定値(平均スループット 2300kbps) 
 
図 5.12 で全測定結果の平均スループットと平均 RTT の結果を示す．全体的な傾向とし
て，平均スループットが高く大容量のウィンドウサイズが必要な領域では TCP Reno と FS-AT
の差分は発生しないが，平均スループットの減少に伴い，TCP Reno の RTT が大きく増加す























図5.12 平均スループットごとの平均 RTT 計測値 
 
5.5.3 ネットワーク滞留パケットの推定 
本節では，5.5.3 節で得られたスループットと RTT の平均値からネットワークに滞留するパ
ケット量を推定し，FS-AT が TCP Reno と比較した場合に，帯域幅遅延積の変動に追従して
適切に送信ウィンドウを制御できているか評価する．ネットワークに滞留するパケット量は以下
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の式において算出する．ここでは，推定されたパケット滞留量を Efs, 平均スループットを Tavg，
平均 RTT を Ravg とする． 
 
(5.13)                                                                                          E fs avgavg RT ×=  
 
式(6.13)において，ネットワーク上のパケット滞留量を算出した結果を，図5.13で示す．x軸
は平均スループット，y 軸はパケット滞留量(flight size)を示す．TCP Reno が全ての平均スル
















































ーが増加し，1 ユーザーあたり 300kbps 程度の無線帯域幅しか確保できなくなった状況で，
無線ネットワーク制御装置のバッファにおいて 1 ユーザーあたり約 37kbyte のメモリー容量の
削減が可能であることを示している． 













御に着目し，この機能が IMT-2000 Release 99 と HSDPA のサービス提供エリアが重複した環
境において，一般の交通機関により移動しながらハンドオーバーを行いつつ通信を行う環境
で有効に機能するか検証を行った．測定の結果，TCP Reno と比較した場合，無線帯域幅の
減少に伴うパケット滞留量増加による RTT の増加量を，平均スループット 330kbps のサンプ
ルにおいて約 900 ミリ秒減少することを確認した．ネットワーク上のパケット滞留量について
は，平均スループットと平均 RTT を元に算出し，TCP Reno が全スループットのサンプルで最
大ウィンドウサイズに近い約 90kbyte を維持したのに対して，FS-AT では，平均スループット
330kbps で，約 53kbyte まで削減可能であることを明らかにした．この結果より，IMT-2000 







れることになる．今後の課題として，FS-AT の基本機能の 1 つであるパケットロス発生時の帯
域幅遅延積およびパケットロス発生要因を推定した適応的な輻輳回避について，IMT-2000
の実網での特性を評価することが考えられる． 







サービスの発展を，第 2 世代から第 3.5 世代の携帯電話システムの技術的特徴とともに述べ
た．第 3 世代携帯電話システム以降，トランスポートプロトコルとしてインターネット標準技術で













W-TCP の課題について述べた．本研究では，W-TCP 関連技術を RFC3481 で規定された











タイマの下限を決定する手法を提案し，IMT-2000 Release 99 では，RTO タイマの下限値を 4
秒と設定することで，スプリアスタイムアウトを最小化できることを示した．さらに，高速移動環
境等 Delay Spike が多発する環境においては，F-RTO を用いてスプリアスタイムアウトを検出
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し，Eifel Response によって不要な輻輳回避によるスループットを抑止することを提案した．提
案方式は，IMT-2000 Release 99 の実網で，一般の交通機関を利用した移動環境において
性能評価測定を行い，実際のサービス利用環境に近い状態での有効性を評価した．測定の
結果，RTO タイマの最適化の効果により，RLC 再送と TCP 再送の再送契機を分離し，パケッ
トロス発生時の再送契機遅延の問題を回避した上で，スプリアスタイムアウトの発生を最小化
できることを示した．また，移動環境で多発する Delay Spike によるスプリアスタイムアウトに対
しては F-RTO と Eifel Response によって検出・応答処理を行うことで，不要パケット再送と輻
輳回避動作を抑止し，伝送効率低下の問題を最小化できることを明らかにした．本章で用い
た手法は，TCP の実装に依存する最適化(RTO タイマの決定)と既に RFC で規格化された技
術(F-RTO,Eifel Response)であり，RFC 規格内の W-TCP 拡張技術として多くの TCP の実装
に適用可能である． 
第 4 章では，伝送遅延変動が大きい高速移動通信環境において，RTO 再送の契機を最
適に制御する TCP 再送制御方式として，RTO タイマ更新アルゴリズムである TS-RTO と，指
数バックオフの改善方式の提案を行った．第 3 章では，RTO タイマの下限値を最適化するこ
とを提案したが，伝送遅延が RTO タイマの下限値より増加した場合，RTO タイマ更新アルゴリ
ズムによって RTO タイマが更新される．この場合，スプリアスタイムアウトの発生は，RTO タイ
マ更新アルゴリズムに依存する．RTO タイマ更新アルゴリズムとしては，OS 毎に独自な方式
が採用される場合や RFC2988 で規格化された方式が採用されることがある．本研究では，
RTO タイマ更新アルゴリズムとして独自の TS-RTO を提案した．TS-RTO は，RTO タイマと
RTT の乖離状態に着目して 3 つの制御状態を切り替え，RTO タイマと RTT の差分値を常に
最適に制御する方式である．提案方式は，シミュレーション実験および IMT-2000 Release 
99/HSDPA の実網において性能評価を行い，特に伝送遅延が大きい伝送路において，スプ




本章で提案した手法は，第 2 章で定義した RFC 規格外拡張技術に該当し，独自にオープン
ソースの OS に実装することは可能であるが，プロプライエタリの OS への適用は困難であると
想定される．また，実際の大規模な携帯電話システムへの適用については，ゲートウェイ装
置で終端し，移動通信網外へトラヒックが流出することを回避する必要がある． 





化した方式として Flight Size Auto Tuning(FS-AT)の適用を提案した．本章では，FS-AT の基
本機能であるパケット送信制御とネットワークの輻輳状態を考慮した輻輳制御量決定の 2 つ
のうち，パケット送信制御に着目し，実網の移動環境において FS-AT の有効性を明らかにし
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た．性能評価の結果，FS-AT によって，TCP Reno と比較した場合，無線帯域幅が減少した
時の RTT が減少し，パケット滞留量を低減することが可能であることを明らかにした．本章で
提案した手法は，第 4 章と同じく RFC 規格外拡張技術に該当し，独自にオープンソースの


































RTT   ：　3s
累計　：　99.00 %






















本研究では，W-TCP 拡張技術の提案方式として，第 3 章および第 4 章において TCP の
再送制御に関する拡張技術を，第 5 章において TCP の輻輳制御に関する拡張技術を提案
した．これらの拡張技術は，それぞれ異なる課題に対応し，各適応領域において独立して性
能改善効果を得ることができる．図 6.1 に，第 3 章，第 4 章の再送制御方式について，各技
術の関連および適応領域を示す．図 6.1 は，TCP のパケット送信から Ack 受信までの RTT




応領域は RTT の小さい静止状態，RTT が大きく Delay Spike が発生する移動状態に分ける
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ことができる．第 3 章の提案方式は，静止状態において，RTO 再送パラメータの最適化により
RLC 再送と TCP 再送を分離し，RTO タイマ過小によるスプリアスタイムアウトを回避すると同
時に，Delay Spike に対しては F-RTO/Eifel Response を適用することで RTO タイマ過大の問
題を解決している．それに対して，第 4 章の提案方式は，Delay Spike を含む伝送遅延変動











最適化技術とプロトコル拡張技術を提案し，第 3 世代および第 3.5 世代携帯電話システムの
実網の移動環境において提案技術の有効性を示した．今後，次世代携帯電話システムとし









第 4 章で検討した TCP 再送方式の適用領域内で対応が可能である． 
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