In this paper we propose the use of a network-based agent that represents mobile users in a Personal Communication Services (PCS) environment. The agent, called a user process, performs all the complex signaling functions on behalf of the mobile terminal, thus reducing the amount of signaling traffic that must travel over the valuable air interface. To achieve low call establishment delays, we propose migrating the user process as the mobile terminal moves. We examine three process migration techniques and determine the one mechanism that is most suited to our needs.
Introduction
It is expected that advanced Personal Communications Services (PCS) will provide users with multimedia communication of differing quality on a variety of mobile terminals. These terminals will have varying capabilities. As such, complex negotiation and compatibility checking mechanisms may be required. This may result in several messages being exchanged with the end devices before communication paths to carry user information are established.
In most large scale wireless systems which provide service guarantees, signaling is performed over shared channels. Therefore, congestion on signaling channels can seriously degrade the performance of many users on the system. For this reason, it is beneficial to avoid complex signaling procedures which will occupy valuable air resources. This is contrary to what is required to provide advanced services in a PCS environment as described above.
To solve this problem, we propose introducing a user process in the network which acts as an agent on behalf of the user. The user process mimics the mobile terminal. It knows all of the capabilities of the mobile terminal and its applications, and it knows the current state of the terminal.
Any complex signaling procedures are terminated on the user process which performs the negotiation tasks on behalf of the mobile terminal. The user process communicates with the mobile terminal using simple messages which resemble communication primitives.
In this paper we focus on one key aspect of the user process: process mobility. In Section 2, we look at some instances of user agents in the literature. In Section 3, we briefly describe our network architecture and the specific functions of the user process. In Section 4, we present three migration schemes for supporting user process mobility, and their performance. In Section 5, we compare the process migration mechanisms, and in Section 6 we present some conclusions.
User Agents
In [1] the authors motivate the need to introduce "indirect" interaction between clients and servers when the two entities are directly connected to drastically different communication media, for example the wired and wireless media. This indirection can be accomplished by the introduction of an intermediary server through which the wireless client communicates with the fixed network. The limited processing capability of the mobile computer is another factor which motivates the use of an intermediary server. The intermediary server, which resides in the fixed network, has access to high bandwidth links and large computational resources. These characteristics can be exploited by carefully separating functionality between the server and the mobile terminal. When this intermediary server is assigned to a particular mobile user, and performs actions on behalf of that mobile user, it is termed a "User Agent". The need for an agent inside the fixed network, acting on behalf of a mobile user, has been proposed in several research projects [2] 
The Berkeley Infopad project [2] has a pad server which manages and controls access to the mobile terminal. The pad server allocates and manages the bandwidth available to the applications running on the mobile terminal and keeps track of the location of the mobile terminal. When the mobile terminal moves to a different cell, the pad server ensures that the data sent to the mobile is routed accordingly.
In [3] , the authors propose two types of agents, the Personal agent (P-agent), which is a representative of the user in the network, and a Mobile Floating agent (MF-agent). The P-agent contains all the service logic and service data related to the user, and controls the communication sessions. The MF-agent is assigned by the P-agent at remote locations. The MF-agent becomes the acting P-agent and provides services to the user.
The Teleporting system [6] is another interesting application which adopts the notion of agents. It uses proxy servers, a special type of X server, for making application interfaces (X displays) mobile. These proxy servers are instantiated for each user.
In [5] , the agent is given the responsibility of storing and filtering messages. The ability to store messages is beneficial when the mobile computer is disconnected from the fixed network or operates in power-save mode. Filtering messages helps reduce the amount of data transferred over the wireless link. The agent also has the ability to start/stop applications on the mobile computer on demand. This operation is particularly useful since the mobile computer has very limited computational resources.
In [4] , data pages from the mobile terminal are remotely stored in the network to facilitate the use of the main memory on machines inside the fixed network. Thus, remote memory is used as an "extended disk" to enable faster memory accesses as well as to circumvent problems due to lack of disk space in mobile computers.
In ParcTab network [7] , the agent is responsible for delivering requests to its corresponding mobile user and tracking the location of the mobile as it moves from cell to cell. Thus, the agent can be seen as a Mobile Support Router of the Mobile IP scheme [8] which manages the routing for a specific mobile terminal. The framework developed in ParcTab is used in Wit [9] , where the network proxy process provides connections, and acts as an application programmer interface.
Applications always communicate with the mobile terminal through the proxy.
A distinction can be made among the agents depending on whether they affect the control information or the data sent/received by the mobile. For example, in [5] and [7] , the agent processes the data flowing to the mobile. The pad server in the Infopad project also performs multiplexing and demultiplexing operations on the data flowing to/from the mobile user 1 . In our case, the user process manages control information only, while the actual data path extends directly between the end systems.
The issue of agent mobility has been resolved according to the needs of the particular application. The Infopad architecture caters to campus users. Their design assumes a fixed agent. Similarly, the ParcTab network is an infrared network with room-sized cells designed for indoor operation and hence the agent is assigned to a well known location. In our case, the architecture is designed for supporting signaling over wide-area and a fixed agent would lead to unacceptably large setup delays. In [4] , pages are migrated as the users move so that the loading time of the pages is kept low. In [10] , a prediction algorithm is incorporated to track the mobile users. Mobile 
User Process
In the following sub-sections we present an overview of our proposed architecture and briefly highlight the creation, functions, mobility and benefits of the user process. Finally, we quantify the amount of overhead involved in migrating the user process under common traffic load assumptions.
Network Architecture
A simplified configuration of our proposed PCS network is shown in Figure 1 information (voice or data) is transmitted. We will not describe the Call and Connection Servers further as they are beyond the scope of this paper. The reader is referred to [11] for more details.
Each network contains multiple Location Servers which are responsible for tracking the location of a mobile terminal within a network. The Location Servers are not associated with a cluster, but track the movement of mobile terminals across cluster boundaries.
Registration
When a mobile terminal is powered on, as shown in Figure 2 , it registers with a Location
Server. This registration includes a profile provided by the mobile terminal. This profile contains compatibility information of the mobile terminal, which applications are running, and any other user specific information that is required to create the user process. One example of User Profile data is the MOB_TERM parameter of IS-95 [13] which indicates whether the cellular user is willing to accept incoming calls. The reader is referred to [14] for more details on the requirements and management of User Profiles for future mobile telecommunications systems.
The Location Server is responsible for recording the current cluster of the mobile terminal, and instructing a User Signaling Server to instantiate a user process on behalf of the mobile terminal. This user process is loaded with the user profile so that it can act on behalf of the user.
An analogous flow for power down registration results in the location server instructing the User Signaling Server to terminate the execution of the user process.
Call Control
To illustrate the functionality of the user process, we briefly describe scenarios for call setup. 
Radio Port
When a call is placed to a mobile terminal, as shown in Figure 3 , the network offers the call to the user process representing the called mobile terminal. If there is any negotiation or compatibility checking that must take place between the called mobile terminal and the calling party or the network, it occurs at this point of the call establishment through further interaction with the user process. If the user process decides to accept the call, it pages its mobile terminal to determine its exact location (example, a radio-port) within a cluster. Thus the mobile is tracked to the granularity of a cluster when it is idle and its exact location determined at call setup time, optimizing on the trade-off between the number of registrations and the amount of paging required [15] .
When the mobile terminal wishes to place a call, as shown in Figure 4 , it signals to its user process and requests a call of a certain type. The user process maps the call type into specific services and applications that are executing on the mobile terminal, and generates a call request. If there is any negotiation that must take place between the mobile terminal and the called party, it is done through interaction with the user process.
Mobility Management
When a mobile terminal crosses cluster boundaries, as shown in Figure 5 , it is assigned to a new User Signaling Server by the Location Server. In these cases, the user process must migrate from its current location to the new User Signaling Server. The process must migrate, and not sim- ply be re-instantiated, because it contains the current state of the user which must be preserved, for example the identifiers of any calls in which the mobile terminal is currently active. In addition, we do not wish to repeatedly download the user profile information over the air interface.
Besides creating unnecessary load on the air interface, this could pose security risks for the user.
The details of the process migration are presented in Section 4.
Benefits
We derive two major benefits by maintaining and migrating a user process in the network:
less air signaling traffic and lower call establishment times.
The benefit of reducing the amount of signaling traffic generated over the shared air signaling channel results from maintaining a user process in the network. As seen in Figures 3 and 4 , few messages are required between the mobile terminal and the user process to establish a call.
Instead, the bulk of the signaling message exchange occurs between the user process and other users or servers in the network. In addition, if the user process does not wish to accept a call, no paging of the user terminal is required. This reduces the amount of paging traffic required in the network, a known bottleneck.
The benefit of lowering call establishment times results from the fact that the user process is located near the mobile terminal. If we chose not to migrate the user process, we would have to anchor the user process in a well known location similar to the Home station of the mobile IP schemes [16] [8] . This may result in unacceptably large setup times, especially if messages traversed cross-country to be processed.
Control Overhead
When considering signaling load, we are most concerned about signaling messages that must travel outside of a localized area which may congest long distance, or cross-network, signaling Our proposal is to migrate the user process as a user changes clusters. The only overhead incurred by migrating the user process is the migration procedure itself. As can be seen in Figures   2-4 , there is no extra signaling overhead associated with registration procedures or call control resulting from the fact that the user process migrates.
The flow for changing clusters is shown in Figure 5 . The MIGRATE and MIGRATE_DONE commands may travel on long distance signaling links as the location servers are located independently from the cluster in which the mobile users are located. The TRANSFER command in Figure 5 requires a message exchange between two neighboring clusters. Therefore, the long distance signaling overhead associated with migrating the user process is limited to the MIGRATE/ MIGRATE_DONE message exchange between the user signaling servers and the location servers.
These messages total to approximately 150 bytes.
To estimate the overhead incurred in migration, we use common assumptions for characteristics of a PCS network [17] , summarized in Table 1 . Assuming that the direction of the movement of the terminals is uniformly distributed over [0, 2π], and using a fluid flow mobility model [18] , the rate of mobiles crossing a cluster boundary is
R=ρvL/π
Given the values of Table 1 , a single cluster experiences 5.85 boundary crossings per second.
Accounting for 128 clusters in the network, our proposal incurs 900 Kbps long distance signaling overhead network-wide. This translates to about 7 Kbps at each cluster. Thus, we believe that the overhead incurred in migrating the user process to enable faster connection setup is a worthwhile 
Process Migration
Because a handoff between clusters is a managed event, we do not require transparent process migration which has been the aim of many previous process migration efforts [19] [24] . In these systems, process migration is a means by which workstation utilization may be improved. In some systems [21] [22], support for checkpointing enabled processes to survive machine crashes. Because these systems are general purpose, they must ensure that the process will not be affected in any way due to migration. For example, node-dependent calls, such as access to locally stored files, must be transparently forwarded to the original node on which the process was executing. Provisions must be made for other facilities, such as file descriptors and signals, to be properly handled after migration. The overhead associated with these general purpose migration mechanisms, coupled with the fact that many processes are either short lived or have some dependencies like access to large databases, has resulted in very limited use for these mechanisms.
In our case, the process itself requires that it be executing at a new location for reasons described in the previous section. Therefore, the process is aware it is migrating, can plan for the migration, and assist in the migration. Because we are migrating a specific process and not an arbitrary process, we can make use of information specific to the process being migrated. For example, the user process which has to migrate does not have any open file descriptors and does not use any signals. Thus, our mechanisms need not have special purpose signal handling or file handling routines.
Migration, in our case, is complicated by the fact that communication logic is strongly coupled with the processing logic of the application and thus, means must be provided for re-establishing the communication channels of the process after it has migrated. In [25] , a new application architecture is proposed which de-couples the communication logic from the processing logic of the application. This feature is particularly appealing as the migration mechanism will have to deal only with migrating the processing logic-specific components, not the communication logic.
Most process migration schemes do not handle system calls relating to communication, for example the socket system call, since there is the problem of hidden state in the form of transit messages. In our case, we only require that all transit messages be delivered in sequence to the process after its migration, and are not concerned as to whether the message intended to the user process in machine A was actually delivered to user process after it had migrated to machine B.
The problem of redirection of messages is similar to the one faced by the mobile IP mechanisms, in which one needs to ensure that packets reach the mobile station at its new address as the mobile station moves [26] [16] [8] . In our case, we create a temporary stub which stores any arriving messages during the migration phase, and forwards them to the migrated process after it has stabilized.
The various steps involved in the migration process are illustrated in Figure 5 . The User Signaling Servers (old and target) reside on two different nodes in different clusters. When a mobile station changes clusters, it generates a REGISTRATION message to its Location Server. The
Location Server signals to the target User Signaling Server to migrate the process (MIGRATE).
The target User Signaling Server communicates with the old User Signaling Server which transfers all relevant information about the user process to the target User Signaling Server, for example, all data and stack pages, the state of the user, and all user profile information. The old User
Signaling Server also maintains a stub process in place of the user process to buffer any messages arriving for the user process while migration is underway. The new user process requests any buffered message from the stub process residing on the old User Signaling Server and resumes its normal processing. The stub process exits after an idle time-out period.
There are several considerations when choosing schemes for process migration. First, we require that the delay in migrating a process from one node to another be as small as possible. This is because the user process is not processing any messages while it is migrating, and thus the time taken to migrate will manifest in the call setup delay if messages happen to get queued at the old location during migration. On the other hand, delay in initiation of migration is not a major concern because the user process remains active while waiting for the migration to be initiated.
Flexibility in operating environment is another concern, and thus rules out some schemes like [19] [20] which require a special purpose operating system.
With these requirements in mind, we consider three approaches which offer the flexibility we require, and then compare their performance in terms of the speed of migration for different loads (which in this case is the data size of the migrant process). It is assumed that all nodes have the executable code for the user process resident, as this will reduce the amount of information that must be transferred between the source and destination nodes, and will in turn reduce the delay in -11 - migration.
In the following sub-sections, we briefly describe the three approaches considered in this paper. A detailed explanation can be obtained from the original references. The approaches considered in this paper, the Condor approach, the TERN approach, and the NAIVE approach, are flexible in terms of operating environment as they do not require access to the internals of the operating system. The Condor approach can be run entirely at the user level. The only requirement for the TERN approach is that it must be possible to access the kernel virtual memory of the system. The NAIVE approach requires the process to manage the migration itself by saving its variables and re-reading them upon migration.
The CONDOR approach
This scheme is based on the Condor migration system [21] [22] . The Condor system supports process migration entirely at the user level and has been implemented on UNIX platforms. At the core of the technique is the notion of checkpointing; the process is checkpointed at one machine and resumed at another machine. As far as the process is concerned, the migration appears to be the arrival of a signal and a setjmp call, which occurs at the original machine, and a return from a longjmp call which occurs at the new machine.
Briefly, these are the steps involved in the Condor approach to migrate the user process:
1. The User Signaling Server (USS) sends a SIGTSTP signal to the user process.
2. The user process forks off a child stub process that buffers the messages sent to the original user process.
3. The parent user process now executes a setjmp to save important registers (PC, SP, etc.) in a buffer and dumps a core, thus exiting.
4. The USS transfers information (data and stack pages) from the core to the target USS.
5. The target USS creates the new user process using the text segment from the executable present in its node, and the stack and data segments received from the old USS.
6. The user process establishes its communication channels.
7. The user process sends a READY message to the stub process and receives any outstanding messages that have been buffered. Note that all these steps can be achieved at the user level. The new user process created is a checkpoint file and can be reviewed later in the case of a machine or network crash. Since Condor is a general purpose mechanism, we can initiate migration asynchronously, that is, the process can be stopped at any point in the code and migrated, thus ensuring a quick response to a migration call.
The TERN approach
This scheme is based on TERN, a transparent process migration mechanism [23] [24] . As opposed to Condor, we do not create a checkpoint file in this scheme. The mechanism requires information, such as process data and stack sizes, of an executing process. This requires access to kernel virtual memory, which is usually restricted to the general user. This access requirement is not a concern since the User Signaling Servers are resident in a network node, and are thus in a curtailed service environment. The stack and data pages are directly copied from the virtual address space of the user process. Thus a core dump is not required, resulting in greater efficiency as we shall see in the next section. TERN, like Condor, is a general purpose mechanism, and thus we can initiate migration asynchronously resulting in a quick response to a migration call.
These are the steps involved in migrating a user process using TERN:
1. The User Signaling Server (USS) on the source node stops the user process and transfers the arguments and the environment of the process to the target USS.
2. The USS sets up a stub process to buffer any incoming messages.
3. The USS on the target node exec's a new user process with the arguments and environment obtained from the source USS.
4. The USS on the source node calculates the data and stack sizes of the migrant process and transfers this information to the target USS which ensures that the new user process expands its stack and data pages suitably.
5. The data pages are transferred and written onto the virtual address space of the user process executing on the target User Signaling Server.
6. The stack pages are transferred and written.
-13 -7. The user process establishes its communication channels.
8. The user process sends a READY message to the stub process and receives any outstanding messages that have been buffered.
9. The register contents are transferred and the new user process restarts from where it was interrupted.
The NAIVE approach
As mentioned earlier, one main difference between our requirement and other process migration mechanism requirements is that we know, a priori, which process we are going to migrate.
Thus, we need not have a general purpose migration mechanism and can resort to transferring only the necessary logical variables. We term this the NAIVE approach. The steps involved are as follows:
1. The User Signaling Server on the target node exec's a new user process.
2. The old user process establishes connection with the new user process.
3. The old user process transfers the data structure containing all the variables pertinent to the migration.
4. The new user process establishes its communication channels.
5. The old user process becomes a stub process and forwards any messages to the new user process.
6. The new user process resumes its processing.
The variables crucial to the migration are placed in a suitable data structure so that modifying the user process code will have minimum ramifications to the migration mechanism.
Note that there are two major differences between the NAIVE approach and the TERN and Condor approaches. In the NAIVE approach, the migration procedures are closely tied to the program logic, whereas in the TERN and Condor approaches, the migration procedures are independent of the program logic. Also, in the NAIVE approach, the migration may only be initiated at certain points in the code, i.e., when all of the crucial variables have been stabilized and saved, whereas in the TERN and Condor approaches the migration process may begin asynchronously. Table 2 presents a summary of the three process migration mechanisms with relation to characteristics that are generally considered to be attractive in process migration mechanisms. The NAIVE approach has two possible disadvantages. First, it is not independent of program logic.
We found, however, that this did not overly complicate our implementation. In addition, it is this dependence that allows us to optimize the amount of data that must be transferred during the migration. This benefit is quantified in the next section when we present the measurements from our implementation. The second possible disadvantage is that the process migration may not start asynchronously. As stated previously, this does not concern our application because the user process is active while waiting for migration to commence; we are more concerned with the time for migration to conclude once it has begun.
The TERN and Condor approaches have two possible disadvantages. First, the amount of data that must be transferred cannot be optimized. The magnitude of this drawback is quantified in the next section. Also, neither approach will work across heterogeneous systems. The Condor approach has one additional disadvantage. It requires a large amount of memory on the User Signaling Server to accommodate the core dump during process migration.
We will now look into the per-byte cost of these schemes and examine performance related issues of the migration itself.
Performance Measurements and Results
As discussed earlier, one of our requirements is to incur a low delay in migrating a process.
Thus, we measured the time taken to migrate for each of these three schemes. Clearly, this time depends on the amount of information being transferred between the User Signaling Servers.
The three schemes discussed in this paper were implemented on UNIX platforms. A typical data point was obtained by migrating a process between two machines located on different ether- 
net local area networks, and averaging the time taken to migrate the process.
We varied the data size from 1Kbyte to 1Mbyte, and measured the time to migrate for each of the three approaches. All three schemes varied linearly with data size as expected. However, the per-byte overhead differed in each of the approaches and was critical to the overall system performance.
From the graph plotted in Figure 6 , we can clearly see that the TERN and NAIVE approaches have low per-byte cost and scale well with increase in data size. The TERN approach performs better than Condor because it is much cheaper to write directly onto the virtual address space of a process rather than read/write onto the executable file.
A key to the performance of the actual system is the data size of the user process and how much of it is crucial to the migration. Our current implementation of the user process has a data size of about 72 Kbytes which must be migrated when using the TERN approach. This takes, on average, 750 milliseconds to migrate on our UNIX platform. In the case of the NAIVE approach, we were able to optimize the size of the data to be migrated to between 45 and 100 bytes depend- 
Condor
Tern Naive ing on the size of the profile and whether the user was active in a call or not. This takes, on average, 150 milliseconds to migrate. This illustrates the advantage of being able to optimize the amount of data to be transferred when using the NAIVE approach.
This difference is due to the fact that the user process consists of several protocol layers and libraries. When using the NAIVE approach, the user process migrates only when it is in a "stable" state; that is the state of the lower layer data elements are inconsequential as far as migration is concerned. While this may cause a delay in the initiation of migration, as previously stated, this does not concern our application.
The TERN approach is an attractive alternative if the user process evolves into a more processing intensive entity than in our system. For example, in systems in which a user agent processes data being exchanged with the end device, it may not be possible to cleanly separate a small set of variables to be migrated. The Condor approach is attractive only when checkpointing for reliability or other reasons is required.
Conclusions
We have proposed creating user processes that reside in network nodes to act as agents for the mobile terminals in PCS environments. The user process handles all negotiation and complex signaling functions for the user, thus reducing the amount of signaling traffic that must travel over the valuable air interface. To achieve low call establishment times we propose migrating the user process as users move.
We examined three possible mechanisms for migrating the user process. The NAIVE approach appears to be the most promising; the amount of data size to be transferred can be optimized, leading to low overhead. This approach also provides flexibility when migrating across heterogeneous environments. A second alternative, termed the TERN approach, is promising for cases when the program is compute intensive and asynchronous migration is essential. The last approach considered, Condor, provides high reliability in the form of checkpointing, but incurs a high migration delay and has high memory requirements for the network processors.
