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Sur quelques kquations inthgrales non linCaires 
Y. CHERRUAULT 
(Universite’ de Paris VI) 
S&&ted by Richard Bellman 
On se propose d’btudier, dans cet article, des intkgrales du type u + Pjg(x) * 
u* = f oi p est un nombre r&e1 diffbrent de 1 et gknkralement entier. Nous 
donnerons des thCor&mes d’existence et d’unicid ainsi que des mkthodes de 
&solution numdrique. 
I. G~NI~RALITBS 
Soit 21 resoudre l’tquation, 
u+ I 
t) u”(t) dt = f(x) (1) 
dans laquellef est une fonction donnee de W(sZ) (52 = [0, I]). On cherche u 
rtelle appartenant B W(Q). On supposera W muni de la norme: 11 u (Iypl = 
sup(lI 24 II* % II zi II%+ v1 est un espace complet pour cette norme. On sait, 
d’autre part, qu’un ensemble ferme et borne de ‘Xx est un compact de 2?, 
autrement dit l’injection de Ul(.Q) dans W{Q) est compacte. Nous aurons 
a utiliser tout au long de ce travail le theoreme suivant 
T&OR$ME A (cf. 131). Soit X un espace vectoriel topologique. Si A est 
une application continue de X dans hi-m&he et si A applique un convexe cor?.pmt 
K duns hi-m$me, alars A posskde un point f;xe dans K (i.e. il existe au mains 
un u E K tel que Au = u). 
2. TH~OR~IE D’EXISTENCE 
p designant un nombre reel positif on a le 
TH~O&ME 2.1. Si p et Ij f\lvPr v&ifient la relation 
Ilfll~I + P3 G P 
ah l’kquation (I) admet au moins une solution u E V. 
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Dkmonstration. L’Cquation (1) s’kcrit encore sous la formc 
u+x*lF=f (3) 
oti u”(x) dksigne la fonction Cgale B U(X) si x E Q et C(x) = 0 si x $ Q. On a 
done u = -x * u”s + f. Posons: 
G(u) =x*2--f, (4) 
nous allons montrer que G(U) transforme le born6 /I u ljep’ < p en lui-m&me 
(pou;ifie: II f jlvl “pas trop grands”). 
,,&,rcn, =su~1I:(x--t)uS(t)dt-fl ~llx*~3/I~+Ilfllv 
G I 1 I u3@)l dt + llfll < I/ u II% + Ilf llv 
Or G%‘(u) = 1 x zZ3 -f’(x), en constquence 
II G’(~)II~ < Ilf We + II 1 * c3 I/Q G Ilf’ llv + II u II% 
D’oti l’on tire: 
II G(41qlcQj < Ilf /lqi + II u $1 (5) 
car II u I/W < II 24 IIv 4 P et llf II91 sent tels que llf 1159 + /I 24 Ilk G Ilf 1159 + p3 G P- 
Alors 11 u jJQ1 < p implique 11 Gu llQl < p et alors I’Cquation u = -G(u) 
admet au moins un point fixe. En effet 11 u /IQ1 < p est un compact de V(Q); 
or G(u) transforme ce compact convexe en lui-m&me d’oh l’existence d’au 
moins un point fixe de G(u) dans 11 u llQ1 < p. Notons que l’on doit avoir 
[lfllvl < p - ~3 d’oh la relation p - p3 > 0 soit p < 1. 11 en rhlte que 
le 11 f IIV1 maximum est atteint pour p = I/ d/3 et il vaut l/2 d/3. 
3. UNICITB DE LA SOLUTION 
Nous aurons besoin du 
LEMME 3.1. Si Lu = si (x - t) u(t) dt aloes (Lu, u)=qQ) = 0; ( , ) 
d&&ant le produit scalaire duns L2(Q). 
Preuve. On a (Lu, u)~~(~) = (X * Zz, z’&(~). Dksignons parf^la transformbe 
de Fourier de la fonction ou de la distribution f, il vient 
D’oh Re(Lu, u&k = 0 ce qui implique (Lu, u) = 0 car u est rkelle. 
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Remarque 3. I. Le resultat cst valable si l’on prcnd 
Ia 1 
I 
:, (s - i)-’ u(t) dt 
avec p enticr > I car la transform& de Fourier de s2J”t fait apparaitre 
une partie imaginaire pure. 
On peut maintenant montrer le 
Tnkonkhni 3.1. I,‘Pquation (1) admet une solution unique. 
Preuae. Soient ur et u1 deux solutions on a 
(Ui , Z’)ja?(Q, .I (.v * ui3, Z.)p,(j) = (f, V)L?($?) quel quc soit I: E I,‘(Q) 
i .= I, 2 
Par difference, il vicnt 
(4 - u2 ) v) = -(.x * (Ul3 - u23), c) 
Prenons z’ :-: u13 - u23 ce qui est possible car ui E Z(Q) et done u,~ E La(Q) 
* (ul -- u2, u13 - u~3)t2~Rj 0 soit i (q -- u2)2 (u12 -:- u.,2 + u,u,) ds L 0 
0 
Comme ulz - up2 -- uluz cst toujours >O (nul si 11, : ui -.= 0) on a: 
ur -- u2 presque par-tout. Mais ur et u., sont continues d’oh ur uz partout. 
4. EXEMPLE D'~QUATION R&S~I.CHI.F PARTOUI 
Soit l’equation non lineaire 
U(%) -k j: (x - t) d:‘(t) dt -.. f@) (6) 
oti f(t) cst donntk dans V(0, I). 
On cherche u E W(0, 1). On a lc rcsultat suivant 
THBORBME 4.1. Pour toute f dot&e dans W(Q), if existe une solution et 
une seule de l’t!quation (6). Cette solution uppartient ri W(Q). 
Dhnonstration. On procede comme au Theoreme 2.1 ce qui donne 
‘I G(u)lI,, :G jl f IIyT, + II u :‘;a 
avec 
G(u) = -jl (x - t) zN3(t) dt If(t) 
0 
Par conskqucnt, II u !!%I .< p cntraine :j G(u)‘IVl .--I ,‘f Ql f p’~‘~. 
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fetant don&e dans W, il suffit de choisir p assez grand (p 3 llfllvl -+ prl”) 
pour que l’on ait 11 G(lo/(yl < p. 
G transforme done le compact convexe !I u /iv1 r< p en lui-meme, d’oh 
I’existence d’un point fixe de G(u) dans ce compact. L’unicite se demontre 
comme suit. On pose u1j3 = v, (6) devient 
v3 + I 1 (x - t) v(t) dt = f(x) (7) 
Si vi et va sont deux solutions de (7) alors 
(WI3 - Q3, w)L2(Q) = -(x - (Wl - 212)s WJLO(Q) 
Avec w = wi - wa , on a, compte tenu du Lemme 3.1. 
11 (w13 - v~~)(v~ - v2) dx = 0 -ca 1; (q - w$ (w12 + wz2 + wlw2) dx 
D’ou w, = w2 presque partout. Mais wr et w2 sont continues et par consequent 
wr = v2 partout. 
5. CONCLUSIONS 
11 est evident que l’on peut se placer plus generalement dans le cadre 
suivant. 
Soit l’equation 
24 f g(x) x 22” = f(x) avec LYE R+ (8) 
g(x) fonction de classe Cl, f(x) don&e dans W. L’existence de solutions 
de (8) se demontrera a l’aide de majorants de 11 G(u)llu et de II G’(u)llu 
(G(u) = -g(x) * ~2” +f(x)). C es majorants se trouvent facilement, en effet 
I! WOlv G =gI I A4 . II f.4 II:(n) + IIjllY < I’g ;kf * I’ 21 II% -t ilfllc 
il GWIIU < S;P~ i g’(4 . II u I.%w + II!’ II* < Ilg’ 1;~ * II u II% + IV IIY 
D’oh 
L’unicite se demontrera comme ci-dessus pour OL = 2p + 1, (p E N) ou pour 
(Y = 1/(2p + 1). Un probleme ouvert est de voir si l’on a unicite pour 
u E R+ quelconque. Done 
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THBORBME 5.1. L’bquation (8) admet des solutions pour tout f  E @l(n) si 
a = 1/(2p + 1) < 1. Dans le cus CY = 2p $ 1, (8) admet des solutions duns 
1’ u /lrgl < p pours que l’on ait: :!f/lrgl + 1 g !Iyl , p2P t1 < p ce qui implique, 
en particulier, p .< 1 /I] g jj1i2p. 
Remarque 5.1. Soit 
On sait que l’on a 
d’oti 
u = - 
I 
1 (x - t) us(t) dt -+ f  
Ii x * ii3 ‘Iv < I! u3 ‘lw .= !I u I]$ 
(9) 
Si [I u 1, .. p on a ‘1 x * P -f;\ > Il/\lV - p3 ce qui signifie 
LEMME 5.1. L’e’quation (9) n’admet pas de solution duns /I u !ly < p si 
i,fl,v - p3 > p i.e. si llf[iv > p + p3. En ejfet, Zes ensembles I! u ijy < p et 
{G(u) = -x * fi3 -f/II u 11 -< p} n’ont pus de point commun ce qui exclut pour 
G(u) la possibilite’ d’avoir un point $xe duns ‘I u Ilr :::< p. 
Remarque 5.2. Soit une Cquation de la forme 
u L(Lzq =f 
1 
avec N = 2q + 1 
- ou a = 2q + 1 qEh’ (IO) 
Lu :-= x(x) * 1 (L est linkaire). On peut se ramener B la forme (8). En effet, 
posons ,f - u = F, on obtient (Lu);l = (f - U) = z” e Lu = (f - u)*!~ 
d’oh z, vkrifie 
Lf -Lv= A v. (11) 
Remarque 5.3. Soit l’kquation 
11 + (Lu)3 = f (12) 
avec L linkaire (ce qui suit s’appliquera en particulier au cas Lu = g * 6). 
Supposons que L-l existe et vkrifie 
j/ L-‘14 11% < K II u l/w et ‘I(L-‘U)’ I,y .< N i’ U !jvp’ (13) 
et Re(Lu, u) = 0. On en dCduit: 
LEMME 5.2. L’@ation (12) admet une solution unique pour tout f  E 5%“. 
Dhonstration. 11 suffit de remarquer que (12) Cquivaut g 
w = -L-1(&3) - f enposant zL’=u-f (14) 
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En reprenant la demonstration d’existence du $2 on cn dtduit quc (14) 
admet une solution quelle que soit f E W(Q). De plus, cette solution w est 
unique ($4). D’oh il resulte que (12) admet une solution unique pour tout 
f EW. 
6. QUELQUES CAS PARTICULIERS 
I1 n’y a aucune difficulte a montrer l’existence des solutions d’equations 
du type 
u + g(x) * u2P = f, p entier >, 1 
Les resultats qui precedent s’appliquent, en effet, integralement. Mais on 
ne peut plus prouver l’unicid en utilisant la methode precedente, (cf. $5). 
En outre, une equation de la forme: 
u-(Lu)“=f (14) 
ne peut plus se ramener a une equation du type v + Lo2 = f car l’application 
v -+ v2 n’est pas une bijection de R dans R. 
On peut se proposer de chercher les solutions positives de (14). De fagon 
precise soit f E W;‘, f > 0, on peut se demander s’il existe des solutions u > 0 
(u E V) de (14). Pour cela, considerons l’exemple 
U-(x*zi)2=f fE%F(O,l), x*ii = 
i 
+u(f)dt (15) 
On a u = (X * 6)’ -t-f, posons C(u) = (X * zZ>” + f. On a Cvidemment 
G(u) 3 0 si f >, 0. 11 n’est pas difficile de montrer que, pour p convcnable, 
G transforme l’ensemble E = {u > O/ii u 1:&i < p} en lui-mtme. 11 suffit 
pour cela de majorer 1 Gu 1 o et 11 G’u 11% = II 2(x * zZ) . (1 * fi)llu: . Puisque G 
transformc un convexe compact E de l’ensemble des fonctions continues 30 
dans lui-m&me, il existe au moins un u avec G(u) = u, u E E. Mais, par 
contre, le probleme de l’unicite (ou de la non unicite) de la solution reste 
ouvert car on ne peut pas utiliser de methode analogue a celle utilisee au $3. 
7. UNE BQuATI~N Ixr~kmLE SINOULIBRE ET NON LIN~.AIRE 
Kous nous proposons d’etudier l’equation: 
U(X) -k w(x) * vp J’, -$r dt = f (x) (7.1) 
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avec 
zc(s) :: [(I T x)(1 - X)]‘/2’,1 si SE [--I. -!-I], (0 i x < .i) 
w(s) -- 0 si s$[-I, +I] 
vp designe la valeur principale de Cauchy [cf. 71. hTous choisironsfE Z1,t(Q), 
R ] - 1, I [ et nous allons voir qu’alors il existe une solution U(X) de (7. I) 
appartcnant a II,,‘. Pour ccla nous utiliserons les resultats suivants. 
I,l;Mul: 7.1. W(X) E H,‘. 
Preuw. On a zu (~~1) = 0 par definition. On a Cvidemment u: ELM. 
Or PC’(S) (CY. -k 4) 2x . (1 - x*)-l,‘*. Au voisinage de x = 1, on a 
zc’(s) -v qr .! A) 2” I;* . (I -.- x)’ l/2. 
hlais 
done w’ cst sommablc au voisinage de x = 1; il en est dc meme au voisinage 
de s -- - I. Done w’ E L*(R) et par suite w E H,,‘. De 19, on deduit le 
L~arrur: 7.2. si II E H,‘(Q) alors ui’w EL*(Q). 
Preu7Je. On sait (cf. [5]) que u verifie 
U(X) - u(l)1 z: k . , .s - 1 ,U, I2 = constante 
d’oii I U(X) :.- k I x - I 1 ii*. Au voisinage de x I, 
’ f _ 1 ‘l/2 k L.. L> -‘.y I’-‘ 
c &.-..l 1!‘2+1 c 
d’ob I u!‘zc j* ::< k*/c2 I x --- 1 : - *t avec 0 < 2~r <: I. 
Done j u/w i2 est sommable au voisinage de .v = I. On demontrerait la 
mEmc chose au voisinage de s = --- 1, par consequent ujw E f,*(Q). 
IXMME 7.3. St’ u et zc sont respectie.ement duns II’ et dans IlO1 alors 
u . w E H,‘(Q). 
DCmonstration. On a u.wIzL*(Q). E n effct 11,l(Q) C H’(R) C VP(Q) 
(cf. [4 et S]). On a: I u . w I* ,< (sup 1 w ‘)? . 1 u * d’ou le resultat. Supposons 
demontree la formule (U . w)’ = u’ . w + u . w’ (au sens des distributions), 
on peut en deduire (u * w)’ EF(R). En effet, 1 u’w )s < (sup 1 w I)* . i u’ /s 
et I u . w‘ 12 <Q (sup I u I)” . I w‘ 12 ce qui implique (u . w)’ f  L*. D’autre part, 
il est evident que l’on a (U . w)(& I) = 0 car w s’annule en -*l et u est 
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continue dans a (done en particulier bornke dans 0). I1 restc A montrcr 
la formule de derivation. Pour cela, 9(o) Ctant dense dans W(Q) (cf. [5]), 
il existe une suite I(, E 9(o), avec u,, + II dans W(Q). 
On a (21nw)’ = u, . w’ $ un’ * w (au sens des distributions [6]; on a la 
d&iv&e du produit de la distribution w par la fonction u, E 33(o)). Or 
En effet ((u, - u)w’, 4) = s (u, - u)w’$ dx. Puisque u, + u dans L2 on a 
le r&&at. 
De m&me u,‘w + u’w au sens des distributions (car u,’ + II’ dans L2). 
De plus ((u,w)‘, $) = (-u,,w,+‘) qui tend vers (-uw,+‘) = ((uw)‘, 4) 
car u, -+ u dans L2. 
Finalement (u~w)’ - u,,w‘ - u,‘w tend vers (uw)’ - uw’ - u’w au sens 
des distributions, on a done (uw)’ = uw’ + u’w. Ces lemmes &ant pos& 
nous allons pouvoir passer h l’&ude de 1’ 
On a le 
8. EXISTENCE ET UNICITI? DE LA SOLUTION 
THBONIME 8.1. Sip et IlfljHO1 okifient 
f E Ho’, &I + 6 I&W * II w  ll,,l - p3 + If IIHi 
alors l’@ation 
u(x) + w(x) * vp ST, s dt = f  (x) (8.2) 
P9 (8.1) 
admet me solution u (E H,‘(Q)) uni q ue. Cette solution vt%$ie: Ii u I’HO~ < p. 
Preuve. (a) Existence. 
Posons 
’ F(u) = -w - vp U3(t) & 
-1x-t 
On a encoreF(u) = -w(x) * (l/x * 9s). Montrons que si u E Ho’, F(u) E If,,‘. 
11 est evident de vkifier (Fu)(fl) = 0. De plus nous avons: l/x * w ELM 
(quel que soit w EL=(R)). Mais (l/x * w)’ = l/x * w’ E L2 si w E H,‘(Q). 
D’oti il r&ulte: F(u) E H,,‘. 
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s .x ) L’(R) 
Ce qui donne 
et en particulier 
73 II ii Ii** I. L IR) = 
:I 1 ;’ 
1, - * 223 
.I x 
< 7r ;; u3 IILqR) 
LZ(R) 
Essayons maintenant de majorer 11 F’(u)~!~*(~) 
F’(u) = -W’(X) * (5 * 3) - w . (- A$ * 22) 




’ w’ ’ - * 113 !! L2tR, G ii 1. * c3!!  x x . II w’ ilL2(Q) w(n) 
car on sait que l’on a L*(Q) 3 U(G) 3 W(Q) avec injection continue ce qui 
implique 
I u IILqR) < II fJ Ilqn, < 2 u I“,‘(*) P-4) 
De plus, I ix * C3 EL*(R) et (1 /.v V ~3)’ = (1 /x x (9)‘) ELM ce qui donne 
bien (8.3). 
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Majorons maintenant /I I/x * ii3 /jH~(n) . Pour cela rcmarquons les majora- 
tions 
De 19, rhltent les inCgalitCs: 
)I i * Ii3 Ii < 73 I u3 iI* L~(RJ -i- x2 l(u3)’ I22,,, . H’WI 
Or (u3)’ = 3u2 . u’, d’aprks la dkmonstration du Lemme 7.3, et si I’on tient 
compte de (8.4) il vient 
2 
iI’ 
(8.3) devient alors 
ConsidCrons maintenant lc terme 1’ w . (- I /x2 * U3)/lL2(n) , il se majore comme 
suit: 
II F)(U)kL2 < (3 -I- d/lo) 77 I/ W llHl _ /I 11 $,I(~, (8.7) 
En resume, on obtient (compte tenu de 8.7) 
Si 1’011 ;1 u “,,I(f2) p ct si !If,:H1 verifie (8. I) on a 
, F(u) 7.. f  f,‘(R) :.. p 
Mais ;I u ‘HI(n) :;. p est un compact de La(Q) (l’injection de W(Q) dans 
La(Q) &ant compacte) et l’application G(u) = F(u) +f transforme CC 
compact en lui-meme. L’application G(u) possede done un point fixe CC 
qui demontrc l’cxistencc. 
(1)) Ginicite’ de la solution. 
Sent U, ct II:! dcux solutions de (8.2). Par difference, on peut Ccrirc 
( 
I41 -- ug I 




-- (- * (I+3 - u*3), 2' 
s i 
ct ce t/c crLz(L?) (*) 
L'(R) 
On sait (cf. [2]) que (vp( I/s) * 24, u)~Q) -7 0. Si l’on fait z’ :: uIR 
dans (8.9), on obtient: 
(8.9) 
- Il.,3 
Or ~1~‘) .- z+a f  u1 . uz est toujours ;>O (nul si u, =- u2 - 0) de mtme 
74x) :.I 0 (-0 si x --- fl) d’oh z+ ua presquc partout. JIais ui cst 
continue (i = 1,2) d’ou ur = uq partout. 
Cela acheve la demonstration du Thcoreme. 
Hemaryue 8.1. Si l’on se place dans l’espace Hoz, un raisonnement 
calque sur ce qui precede permet de montrer que, pour tout f~ H,2(Q) 
l’bquation 
admct une solution et une scule u E H,*(Q) pourvu que ’ fliH2 ne soit pas 
“trop grand” (avec evidemment fE Ha’(Q)). 
Remarque 8.2. La resolution d’equations du type 
(8.12) 
(“) (8.9) a un sens g&e au Lemme 7.2. 
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n’a pas de sens dans H,,l car ~&~(t) $ HI mCme si u E W. Un problkme 
inthssant pourrait h-c de trouver des espaces oh l’kquation (8.12) admctte 
une solution unique. 
11 nous reste maintenant B aborder le problkme de l’approximation numC- 
rique de tels problkmes. 
9. A~PROXIMATIOK A L'AIDE DE PROBLBMLS D'OPTIMISATION 
Reprenons un exemple-type de probkme non 1inCaire et singulier (i.e. 
contenant une valeur principale) par exemple: 
U(X) + w(x) * j’, $ dt = f(x) (1) (9-l) 
Nous associons a (9.1) le probltme 
i,o,,Hi’$p m 
avec 
@J E f-w (9.2) 
(9.3) 
L’existence et l’unicitk de la solution de (9.1) implique le 
LEMME 9.1. Le problhze (9.2), (9.3) u&net une solution unique u(x), 
[JO4 = inf!lv:lHlcp -W v&%t (9.1). 
En effet, si u est la solution de (9.1) on a: J(f4) = 0 ce qui implique que 
u est solution de (9.2), (9.3). S i I(* ttait une autre solution de (9.2), (9.3) 
on aurait: J(u*) = 0 d’oh 
et done u* = I( grace & I’unicitk des solutions de (9.1). 
Le problkme se ramhe done a la rksolution d’un problkme d’optimisation 
avec contrainte. Numhiquement, on considkrera le probltme d’optimisation 
disc&i& suivant: 
,,v,jnlf,, Jhcw) = inf, (1 Phrhw -1.. Phrh s’, 9 dt - Phrhf IL2 
IlOl!fiO’ -;P 
(9e4) 
(I) Dans la suite nous ornettrons w(x) pour simplifier l’kriture. Voir remarque 9.2. 
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avec 
r,‘ opkateur lirkaire de restriction qui, ?I z’ E H,‘, fait 
correspondre la suite r,,z’ 7 {~(ph)}fdl-~, (-‘VA : 1) (93) 
p,, opkrateur de prolongement qui, g la suite de R2R. lz’,, -- {z,,( ph)}: -.V , 
fait correspondre la fonction continue, linkaire par morceaux, passant par 
les points (ph, w*(ph)). On montre facilement que l’on a: 
‘,‘y phrnc = v  dans ?{,I. (ZJ E II (9.6) 
LEMME 9.2. Leprobhne (9.4) admet toujours au moins une solution I+,* E H,,l 
[i.e. h*:/lh(uh 7 = infll.llH,lGp IhWl. 
F’reuwe. L’ensemble /j w ljHDl < p, 2: E H,‘(Q) est un ensemble compact 
de F(Q). De plus, la fonctionnelle 
est continue sur L2(Q) puisque, 
ph 9 yh 9 “p ;,sdt 
sont des fonctions continues. Done J,,(z)) admet un minimum sur tout 
compact de Lz(Q). 
LEMME 9.3. On a 11 p,r,,u,,* iiul -< C acec C indtfpendant de k. 
Preuoe. C’est g peu p&s evident car /: uh* /’ I< p (p indipendant de h), 
et I! phrh ;I ..;I M (cf. [l]) d’oh Ii phthuh* i$,l 1:: Mp = C. De la rksulte le 
TH~ORBME 9. I . u,,* converge vers u solution du problhne (9.1) dans L*(Q) 
fort. 
Dhonstration. D’aprb le Lemme prCcCdent, on sait que la suite P~Y,,u,,* 
reste dans un compact de L*(Q) et dans un borni de H1; on peut done en 
extraire uric sous suite, encore notCe phy,,uh*, qui converge vers u* dans 
L2(Q) fort et presque partout. hfontrons que l’on a I(* 1: u. Pour cela 
remarquons I’inkgalitC. 




II(u3>’ lip,*, = II 3~2~’ IIL2(Q) G 3 II u II&n, . II 24’ lip e 3 II u II;1 < 3p3 
d’oh 
II u3 IIH,‘(Q) < dlo p3 
Cela entraine 1’inCgalitC 
ll(Phm%*)3 llHl d 2/10 C3 et (PhrhUh*)3 
reste dans un born6 de H1 et done un compact de L2(!2). Par suite, il existe 
une sous suite, encore notke (phrhuh*)a, qui converge vers w dans L2 fort 
et presque partout. On a w = (u*)“. En effet, on sait que (~+&T~U~*)~ tend 
vers (u*)” presque partout d’oh w = (u*)” d’aprb [6]. Finalement (~~r~z+,*)~ 
tend vers (u*)” dans L2(52) fort. Comme vp s!l u(t)/(x - t) dt est une applica- 
tion linkaire continue de L2(Q) dans L2(Q) on obtient par passage g la limite 
dans 
car (phrh&*)3 reste dans un compact de L2(Q); la fonction continue 
vp jAl ($~*u~*)~/(x - t) dt transforme ce compact en un autre compact et 
l’on sait que l’application linkaire p,r, converge vers l’identitt uniformkment 
sur tout compact. D’oh 
h& phrh 1’ ‘p;r2t*‘3 & = 1’ hi??? dt 
-1 -1x-t 
11 reste simplement ?i montrer que 
$2 wfhbh*) = o 
En effet, si h --f 0 on aura p,r,u -+ u dans H1 et II phrhu llxl ,< p (u solution 
de 9.1). D’oh 0 < j&h*) < ~h(&‘r#). 
Comme prkkdemment on montrerait que 
d’oh 
2% .k@h*) = o 
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On a done 
et par consequent la suite phrhu,,* (et non plus seulement une sous suite) 
converge vers u; cc‘ qui achhe la demonstration. 
Rtmwque 9. I. 11 est facile de constater que la resolution du probleme (9.4) 
Cquivaut a cellc de 
&!,; o Jd~d PW 
(9.9) 
II suffit pour cela de remarquer que rh cst uno surjection de H,,’ sur l’ensemble 
des suites (de Rnfl !.I) nulles en f  I. 
Remarque 9.2. La suppression de w(x) n’cst pas genante pour Its dkmon- 
strations qui precedent. En effet (9.4) devicndrait 
et il suffit de remarquer que 
l$n p,r,ru - zc 
cc qui impliquc 
dans H,,’ fort 
‘,‘i ( P,~T,,M) . phrh 1’ +$ dt = ZL . z’ dans L2 fort. 
1 
10. UN DECXikME EXEMPLE D'APPROXIMATION 
Considerons maintenant un excmple d’equations du type 
u I J 
l (x - t) z?(t) dt := f  
0 
On sait (92, demonstration du Theoreme 2.1) que I’operateur 
u --+ . : (x - t) u(t) dt i 
(10.1) 
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est un operateur continu de V(0, 1) dans %‘l(O, I); c’est done, cn particulier, 
un operateur continu de V dans %. Cette remarque servira dans la suite. 
A (10.1) associons le probleme d’optimisation 
avec 
(10.2) 
Comme precedemment, (10.2) et (10.3) admet une solution unique u E W 
qui verifie l’equation (10. I). 
Le probltme disc&is? associe a (10.2), (10.3) s’ecrit 
(10.4) 
Oh 
hb.‘) = Ii PhThv + Phrh 11 (x - t)(p*d3 dt - Phrhfl~y (10.5) 
TV est le mCme que prectdemment mais p, doit Ctre tel que pnrhv -+ v darts 
w fort. 
Etant don&e une suite vuh := {v,(ph)}~~‘=, , (R% = l), on peut choisir 
comme ph la fonction qui associe a la suite une spline fonction passant par 
les points (pn , v,(ph)). Si le d g e re de la spline est suffisant, on a une 
convergence dans W(0, 1) fort. 
Les lemmes et theoreme du paragraphe precedant sont vrais en remplacant 
Ho1 par %‘l(O, 1) et La(Q) par V(0, I). En particulier, on a 
THBOR~ZLIE 10.1. Si uh* est me solution de (10.4), (10.5) alors 
(u solution de (lO.l)), duns W fort. 
Remarque 10.1. (10.4), (10.5) Cquivaut aussi a resoudre 
Remarque 10.2. Pour resoudre (lO.l), on peut se placer dans l’espace 
W(0, 1). L’operateur G(u) : f - s: (x - t) us(f) dt applique H1 dans W 
(si f E HI); on demontrerait facilement que pour p et f convenables, G(u) 
transforme le borne 11 u llHr < p en lui-mCme. D’oh I’existence d’un point 
fixe de G(u) dans le compact de L2(0, 1) defini par I/ u llHl < p (G &ant 
BQUATIONS INTBCR~ES NON LIN~AIRFS 483 
continue de L2 dans L*). L’unicite du point fixe se demontrcrait comme 
precedemment. 
11. PERSPECTIVES 
11 serait interessant de pouvoir conclure cette etude par des resultats 
d’essais numeriques. Ceux-ci sont actuellement en tours et permettront de 
verifier pratiquement l’existence et l’unicite de la solution ainsi que l’efficaciti: 
de la methode numerique proposee. 
En outre, ces resultats peuvent saris doute s’etendre h des equations 
integro differentielles non lincaires (et stationnaires) ainsi qu’au cas de 
plusieurs variables; ce que nous now proposons d’etudier maintenant. Un 
problcme interessant serait, aussi, d’etudier des equations d’evolution faisant 
intervenir les operateurs integraux de cet article. 
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