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Abstract 
In this paper we present some characterizations of relation schemes in second normal form 
(2NF), third normal form (3NF) and Boyce-Codd normal form (BCNF). It is known [6] that the 
set of minimal keys of a relation scheme is a Spemer system (an antichain) and for an arbitrary 
Spemer system there exists a relation scheme the set of minimal keys of which is exactly the 
given Spemer system. We investigate families of 2NF, 3NF and BCNF relation schemes where 
the sets of minimal keys are given Spemer systems. We give characterizations of these famihes. 
The minimal Armstrong relation has been investigated in the literature [3, 7, 11, 15, IS]. This 
paper gives new bounds on the size of mmlmal Armstrong relations for relation schemes. We 
show that given a relation scheme s such that the set of minimal keys is the Spemer system K, the 
number of antikeys (maximal nonkeys) of K is polynomial in the number of attributes iff so is the 
size of minimal Armstrong relation of s. We give a new characterization of relations and relation 
schemes that are uniquely determined by their minimal keys. From this characterization we give 
a polynomial-time algorithm deciding whether an arbitrary relation is uniquely determined by its 
set of all minimal keys. We present a new polynomial-time algorithm testing BCNF property of 
a given relation scheme. 
Ke.words: Relation; Relational datamodel; Functional dependency; Relation scheme; Second normal form: 
Third normal form; Boyce-Codd normal form; Closure; Closed set; Minimal generator; Key; Minimal key; 
Antikey 
1. Introduction 
For fimctional dependencies 2NF, 3NF and BCNF are most desirable normal forms 
which were introduced by Codd. Lucchesi and Osbom showed [13] that the problem 
of deciding whether an arbitrary attribute is prime is NP-complete for relation scheme. 
We proved [l 11 that the set of all nonprime attributes is the intersection of all antikeys 
and this prime attribute problem can be solved by a polynomial-time algorithm for 
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relations. From these results some problems are NP-complete for relation schemes, but 
for relations these problems are solved by polynomial-time algorithms. It is shown [4] 
that every set of attributes with an associated set of FDs has a decomposition into 3NF 
which has the lossless-join property and preserves FDs. However, for BCNF this does 
not always exist. Beeri and Bernstein have shown [2] that, given a set of attributes 
R and a set of functional dependencies (FDs) F, (1) deciding if a subset A of R 
constitutes a BCNF, (2) deciding if R has a BCNF-decomposition that preserves FDs 
are NP-complete. Osborn [ 171 gives a polynomial-time algorithm deciding whether a 
relation scheme is in BCNF. 
Let us give some necessary definitions and results that are used in next section. 
Definition 1.1. Let R = {al,. . . ,a,} be a nonempty finite set of attributes, r = {h,, . . . , 
h,} be a relation over R, and A, B CR. 
Then we say that B functionally depends on A in Y (denoted by A --+-f B) iff 
(k’hi, hj E r)((tla E A)(hi(a) = hi(a)) * (V’b E B)(hi(b) = h,(b)). 
Let F,. = {(A,B): A,B C R, A -f B}. F, is called the full family of functional depen- 
dencies of r. We write (A,B) or A + B for A -{ B when r, f are clear from the 
context. 
Definition 1.2. A functional dependency over R is a statement of the form A --) B, 
where A, B CR. The FD A -+ B holds in a relation r if A -_!’ B. We also say that r 
satisfies the FD A + B. 
Clearly, F, is a set of all FDs that hold in r. 
Definition 1.3. Let R be a nonempty finite set, and denote P(R) its power set. Let 
y C P(R) x P(R). We say that y is an f-family over R iff for all A, B, C, D G R 
(1) (A,A) E Y> 
(2) (A,B) E Y, (B, C) E Y ===+ (A, C) E Y, 
(3) (A,B) E Y, A C C, D GB ===+ (C,D) E Y, 
(4) (A,B) f y, (GD) E .Y ===+ (A u C,B u D) f Y. 
Clearly, F, is an f-family over R. 
It is known [I] that if y is an arbitrary f-family, then there is a relation r over R 
such that F, = y. 
Definition 1.4. A relation scheme s is a pair (R,F), where R is a set of attributes, and 
F is a set of FDs over R. Let F+ be a set of all FDs that can be derived from F by 
the rules in Definition 1.3. Denote A+ = {a: A -+ {u} E F+}. A+ is called the closure 
of A over s. 
It is clear that A + B E F+ iff B CA+. It is known [2] that there is a polynomial-time 
algorithm which finds A+ from A. 
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Clearly, if s = (R,F) is a relation scheme, then there is a relation Y over R such that 
Fv = F+ (see [l]). Such a relation is called an Armstrong relation of s. It is obvious 
that all FDs of s hold in Y. 
Definition 1.5. Let r be a relation, s = (R,F) be a relation scheme, y be an ,f‘-family 
over R and A C R. Then A is a key of r (a key of s, a key of y) if A -/ R 
(A + R E F-,(A, R) E y). A is a minimal key of r(s, y) if A is a key of r(.s, y). and 
any proper subset of A is not a key of r(s,y). We denote by K, (KS, K,.) the set of 
all minimal keys of r (s, y). 
Recall that a family S of subsets of R is a Sperner system, or antichain, if the 
members of S are pairwise incomparable with respect to inclusion. Clearly, K,.,K,,.K, 
are Spemer systems over R. 
Definition 1.6. Let K be a Spemer system over R. We define the set of antikeys of 
K, denoted by KM’, as follows: 
K-’ = {A c R : (B E K) + (B $C A) and (A c C) + (3B E K)(B 2 C)}. 
It is easy to see that K-’ is also a Spemer system over R. 
It is known [6] that if K is an arbitrary Spemer system over R then there is a relation 
scheme s such that KS = K. 
In this paper we always assume that if a Spemer system plays the role of the set of 
minimal keys (antikeys), then this Spemer system is not empty (does not contain R). 
We consider comparison of two attributes as an elementary step of algorithms. Thus, if 
we assume that subsets of R are represented as sorted lists of attributes, then a Boolean 
operation on two subsets of R requires at most [RI elementary steps. 
Definition 1.7. Let I C P(R), R E I, and A, B E I ===+ A n B E I. Let M 2 P(R). Denote 
M+ = {n M’: M’ C M}. We say that M is a generator of I iff Mf = I. 
Note that R E M+ but not in M, since it is the intersection of the empty collection 
of sets. 
D~~~~~N={AEI:A#~{A’EZ:ACA’}}. 
In [7] it is proved that N is the unique minimal generator of I. Thus, for any 
generator N’ of I we obtain N 2 N’. 
Definition 1.8. Let r be a relation over R, and E, the equality set of r, i.e. E, = {E,, : 
1 < i < j 6 Iri}, where E, = {u E R : hi(a) = h,(a)}. Let r, = {,4 E P(R) : 3E,, = A, 
j!lE,,: A c E,,}. Then T, is called the maximal equality system of r. 
Definition 1.9. Let r be a relation, and K a Spemer system over R. We say that I 
represents K iff K, = K. 
The following theorem is known [lo]. 
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a nonempty Sperner system and r a relation over R. Then 
Tr, where T,. is the maximal equality system of r. 
Let s = (R,F) be a relation scheme over R. K,. is a set of all minimal keys of s. 
Denote K,-’ the set of all antikeys of s. From Theorem 1.10 we obtain the following 
corollary. 
Corollary 1.11. Let s = (R,F) be a relation scheme and r a relation over R. We say 
that r represents s if Kr = K,. Then r represents s tff K,-’ = Tr, where T,. is the 
maximal equality system of r. 
In [9] we proved the following theorem. 
Theorem 1.12. Let r = {h, ,..., h,) be a relation, and F an f-family over R. Then 
F, = F ifffor every A E P(R). 
H&A) = 
( 
n ACE Eii if 3Eij E Er:A&Eij, - 1, 
R otherwise, 
where HF(A) = {a E R: (A, {a}) E F} and Er is the equality set of r. 
Definition 1.13. Let s = (R,F) be a relation scheme over R. We say that an attribute 
a is prime if it belongs to a minimal key of s, and nonprime otherwise. s = (R, F) is 
in 
(1) 2NF if K’ -+ {a} @ F+ for each K E K,, K’ c K, a 6 K’, and a is nonprime. 
(2) 3NF if A t {a} $ F+ for A+ # R,a $ A, a is nonprime. 
(3)BCNFifA-+{a}@FfforAf#R,a#A. 
If a relation scheme is changed to a relation we have the definition of 2NF, 3NF 
and BCNF for relation. 
Definition 1.14 (Burosch et al. [5]). Let P be a set of all f-families over R. An or- 
dering over P is defined as follows: 
For F, F’ E P let F d F’ iff for all A C R,HFT(A) C HF(A), where HF(A) = {a E 
R: (A, {a}) E F}. 
Theorem 1.15 (Demetrovics and Thi [9]). Let K be a Sperner system over R. Let 
L(A) = 
{ 
n ,_B ~~-~BEK-‘:A~B 
R - otherwise 
and F = {(CD): D G L(C)}. 
Then F is an f-family over R, HF = L, and KF = K. If F’ is an arbitrary f-family 
over R such that KF, = K then F < F’ holds. 
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2. Results 
In this section we give some results related to 2NF, 3NF and BCNF. 
From Definition 1.13 we can see that a BCNF relation scheme is in 3NF and a 3NF 
relation scheme is in 2NF. Now we give the following example. 
Example 2.1. Let s = (U,F), s’ = (R,F’) be two relation schemes, where U = 
{a,b,c,d} and 
F = ((~1 + {c},(b) + {4{c1 + {a,&% 
F’ = {{a,b} + {c), (4 --) {b}, (~1 --f {a,b>4}. 
It is easy to see that {a},{ c are minimal keys of s, and {6} is nonprime. Conse- } 
quently, s is in 2NF, but is not in 3NF. 
Clearly, { 4 b), { } c are minimal keys of s’. It is obvious that s is in 3NF. By {d) - 
{b} s is not in BCNF. 
2.1. Normal forms of relutions schemes 
We present some characterizations of 2NF, 3NF and BCNF relation schemes. 
Theorem 2.1.1. Let s = (R,F) he a relation scheme. Denote M, = {A-a: a E A, A t 
KS), and F,, the set of all nonprime attributes of s. Set I, = {B: B = Cf,C E M,}. 
Then the following are equivalent: 
(1) s is in ZNF, 
(2) jbr aI1 C E M,: C+ n F,, = 0; 
(3) ,for all B E I, and a E F, : (B - a)+ = B - a. 
Proof. Assume that s is in 2NF. If F, = 8 then (2) is clear. Suppose F,, # 0. By 
definitions of F,, and M,, (2) is obvious. 
Assume that we have (2) and F, # 0. If there is a B E Z, and a E F, : B - a c 
(B - a)+. From definition of Z, there is a C E M, : C+ = B. Clearly, a E (B - a)’ 
holds. According to definition of closure we obtain (B - a)+ = Ct = B. Hence, 
a E C’ holds. Thus, C+ n F,, # 0. This is a contradiction. Consequently, we obtain 
(3). 
Now, assume that we have (3) and F,, # 0. Suppose that there is a D c A, A E KS( * ) 
and a E F,, a $ D, but D ---) {a} E F+. By (*) and according to constructions of A4, 
and [q there is a C E M,: D 2 C. It is obvious that a 6 C. Clearly, D+ C C+ and a t 
Cf. Set B = C+. It can be seen that Ci C B -a. Consequently, B - a C C+ = (B - a) ’ 
This conflicts with the fact that (B - a)+ = B - a. Thus, we obtain (1). The proof is 
complete. 0 
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From Theorem 2.1.1 immediately implies the following. 
Corollary 2.1.2. Let s = (R,F) be a relation scheme. Denote F,, the set of all non- 
prime attributes of s, and G, = (B -F,,: B E KS-‘). Then iffor all C E G,: C+ = C 
then s is in 2NF 
Let s = (R, F) be a relation scheme over R. Denote Z(s) = {X’ : X CR}. Then we 
say that s is unary if F contains only functional dependencies of the form {a} -+ {b}. 
It is known [16] that s is unary if and only if for all A, B E Z(s): A U B E Z(s) holds. 
Clearly, from this we have (A U B)+ = A+ U B+. 
Proposition 2.1.3. Let s = (R,F) be an unary relation scheme. Denote F,, the set of 
all nonprime attributes of s, and G, = {B - F,, : B E KS-‘}. Then s is in 2NF ifSfor 
all C E G, : C+ = C. 
Proof. Assume that s is in 2NF. If F,, = 0 then by definition of antikey we obtain 
Cf = C. If F,, # 0 then suppose that there is a C E G,: C+ # C. By definition of G, 
there exists B E KS-’ : C U F, = B. It is known [ 1 l] that F, is the intersection of all 
antikeys we have C c B. Consequently, C+ C B, Ci fl F,, # 0. Denote the elements of 
C by cl,. . , CI. Because s is unary we obtain {cl}+ U. . . U {cl}+ = C+. Consequently, 
there is ci E C such that {ci}’ fl F, # 8. It is obvious that c, is prime. This conflicts 
with the fact that s is in 2NF. Hence, Cf = C holds. 
Conversely, by Corollary 2.1.2 if we have C+ = C for all C E G,, then s is in 2NF. 
The proof is complete. 0 
Let Y be a relation over R. Denote AT = {a: a E R, A -,f {a}}. Y is called unary 
if for all A,BcR:(AUB)f =AfUB,f. 
It is known [IO] that for a given relation r, the set of all antikeys of r is constructed 
in polynomial-time. In [l l] we showed that the intersection of all antikeys is exactly 
the set of all nonprime attributes. On the other hand, it is shown [16] that if a relation 
scheme s = (R,F) is unary then the time complexity of finding a relation r such that 
F+ = F,. is polynomial. From this and by Proposition 2.1.3 we have: 
Proposition 2.1.4. Let s be an unary relation scheme, r an unary relation over R. 
There exists a polynomial-time algorithm deciding whether s (r, respectively) is 
2NF. 
Let s = (R,F) be a relation scheme over R. From s we construct Z(s) = {X+ : 
X 2 R}, and compute the minimal generator N, of Z(s). We put 
T,={AEN,:$BEN,:AcB} 
It is known [l] that for a given relation scheme s there is a relation r such that r is 
an Armstrong relation of S. On the other hand, by Corollary 1.11 and Theorem 1.12 
the following proposition is clear. 
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Proposition 2.1.5. Let s = (R,F’) be a relation scheme over R. Then 
KS? = T s f 
Proposition 2.1.6. Let s = (R,F) b e a relation scheme. Denote F,, the set oj’ ull 
nonprime attributes of s. Then 
(1)s isin3NFifSIfBEK,-‘,aEF,,: (B-a)+=B-a. 
(~)s~~~~BCNF~~VBEK~-‘,~EB:(B-~)+=B-~. 
Proof. For (1) assume that F,, # 0. It can be seen that s is in 3NF then for each 
BEK,~~‘,~EF,:B-~=(B-~)+. 
Conversely, if s is not in 3NF then there exists a set A and a E F, : a +Z .4 
such that A + {a} E F+ and A+ # R. According to Proposition 2.15 there exists a 
B E K.,:’ such that A+ C B. From a E A+ we obtain a E B. By a @A A C B - a holds. 
Consequently, we have B - a c (B - a)+. 
For (2) it is easy to see that if s is in BCNF then (B - a)+ = B - a for B E KS:-’ 
and a E B. 
Conversely, assume that s is not in BCNF. Consequently, there is an A + {a} t F ‘. 
where A+ # R and a 6 A. By Proposition 2.1.5 there is a B E KS-’ such that Af 2 B. 
Clearly, a E B and A C B - a. Hence, (B - a)+ = B holds. The proof is complete. L’ 
The part (2) of Proposition 2.1.6 was independently discovered in [8]. 
2.2. Normal forms of systems of keys 
Now we investigate families of relation schemes the set of all minimal keys of which 
is a given Spemer system. 
Definition 2.2.1. Let K be a Sperner system over R. We say that K is in 2NF (3NF, 
BCNF, respectively) if for every relation scheme s = (R,F) such that K, = K s is in 
2NF (3NF, BCNF, respectively). 
Now we give a necessary and sufficient condition for an arbitrary Spemer system is 
in 2NF. 
Let K be a Spemer system over R. Denote K, = {a E R: IA E K: a E A}, and 
K, = R - K,. K, (K,) is called the set of prime (nonprime) attributes of K. 
Given a relation scheme s = (R, F), we say that a functional dependency A + B E F 
is redundant if either A = B or there is C --f D E F such that C CA. 
Theorem 2.2.2. Let K be a Sperner qlstem over R. Then K is in 2NF if and only if’ 
K, = 8. 
Proof. According to definitions of 2NF relation, 2NF Spemer system and K, we can 
see that if K,, = 0 then K is in 2NF. 
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Now, assume that K is in 2NF. Denote K-’ the set of all antikeys of K. From 
K,K-’ we construct the following relation scheme. 
For each A c R there is B E K-’ such that A C B. Denote C = n{B E K-’ : A C B}. 
We set A --+ C. Denote T the set of all such functional dependencies. Set F = {E + 
R : E E K} U (T - Q), where Q = {X + Y E T:X + Y is a redundant functional 
dependency}. From Theorem 1.15 and definition of Spemer system we obtain KS = K. 
Clearly, for each arbitrary relation scheme s’ = (R, F’) such that K,, = K and A CR 
we have A: C Af , where A$ = {a : A + {a} E F’+}. We showed [ 1 l] that K,, is the 
intersection of all antikeys of K. Based on the construction of s = (R, F) and according 
to definition of 2NF Sperner system we obtain K,, = 8. Our proof is complete. 0 
It is easy to see that a 3NF relation scheme is in 2NF and if the set of all nonprimes 
of arbitrary relation scheme is empty then this relation scheme is in 3NF. Consequently, 
Theorem 2.2.2 immediately implies the following corollary. 
Corollary 2.2.3. Let K be a Sperner system over R. Then K is in 3NF if and only 
if K,, = 0. 
Definition 2.2.4. Let K be a Sperner system over R. We say that K is unique if K 
uniquely determines the relation scheme s = (R,F), i.e. for every relation scheme 
s’ = (R, F’) such that KS! = K we have F+ = F’+. 
From definition of BCNF Sperner system and Definition 2.2.4 we obtain 
Proposition 2.2.5. K is in BCNF ifs K is unique. 
It is known [6] that for a given Sperner system K there exists a relation scheme s 
(a relation r, respectively) such that KS = K (Kr = K, respectively). We say that s (r, 
respectively) is unique if KS (K,, respectively) uniquely determines s (Y, respectively) 
i.e. KS (K,., respectively) is unique. 
Now we give a necessary and sufficient condition for uniqueness of relation schemes. 
Theorem 2.2.6. Let s = (R,F) be a relation scheme over R. Then s is unique #for 
all a E A, A E KS-’ : A - a = n{B E KS-‘: (A - a) c B} holds. 
Proof. It is known [S] that a Sperner system K is unique iff for all B 5 A,A E K-l, 
B is an intersection of antikeys. Denote P, = {A - a: A E Kx-‘,a E A}. 
It can be seen that if s = (R, F) is unique then B E P, implies B is an intersection 
of antikeys, i.e. B = n{A E KS-‘: B C A}. 
Conversely, assume that for every B E PS we have B = n{A E KS-’ : B C A}(*). By 
Proposition 2.1.6 and according to Proposition 2.1.5 we have N, C(P, U KS-‘). It can 
be seen that s is in BCNF. Based on definition of N, and Proposition 2.15, KS-’ C: N, 
holds. According to (*) we obtain K,-’ = N,. Because s is in BCNF we can see that 
for all B CA, A E K,-’ : B+ = B holds. Thus, B is an intersection of antikeys of s. The 
proof is complete. 0 
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According to definition of BCNF Sperner system and based on Theorem 2.2.6 and 
Proposition 2.2.5 we give a necessary and sufficient condition for an arbitrary Sperner 
system is in BCNF. 
Theorem 2.2.7. Let K be a Sperner system over R. Then K is in BCNF iflfor ull 
aEA,AEK--‘: A-a=n{BEK-‘:(A-a)CB} holds. 
By a polynomial-time algorithm finding a set of all antikeys of a given relation and 
according to Theorem 2.2.6 we obtain the following proposition. 
Proposition 2.2.8. There exists an alyorithm deciding whether u given relation Y is 
unique. The time complexity qf this algorithm is polynomial in the sizes oj- R and r. 
Theorem 2.2.7 and Proposition 2.2.8 immediately imply the following 
Proposition 2.2.9. There exists a polynomial-time algorithm deciding whether the set 
of all minimal keys of a given relation is in BCNF. 
Theorem 2.2.6 immediately implies the next corollary. 
Corollary 2.2.10. Let K be a Sperner system over R. Then there exists u polynomiui- 
time ulgorithm deciding whether a Sperner system H is unique, where H-l = K. 
2.3. Minimal Armstrong relations 
The size of minimal Armstrong relations was investigated in some papers (see 
[3, 7, 11, 15, IS]). Now we present some new bounds for the size of minimal Arm- 
strong relations for BCNF relation schemes. 
Definition 2.3.1 (Minimal Armstrong relation). Let F be an j”-family over R. Let M(F) 
Z min{m: 1~1 = m, Fr = F}. Denote HF(A) = {u E R: (A,(a)) E F}, and Z(F) = {A: 
HF(A) = A}. 
Proposition 2.3.2. [7] Let F be anfirLEmily over R. Then (21N(F)1)“2 <M(F)< IN( 
t I, where N(F) is the minimal generator of Z(F). 
According to definition of BCNF Sperner system and based on Theorem 2.2.6 we 
have the following. 
Proposition 2.3.3. Let s = lR,F) be a relation scheme. Then if K,, is in BCNF then 
(2/K,,~‘I)“‘~M(F+)~IK,-‘l + 1. 
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Theorem 2.3.4. Let K be a Sperner system, s = (R,F) a BCNF relation scheme over 
R. Let 
M(F+) = min {m: 1~1 = WI, F, = F+, s = (R,F) a relation scheme); 
K’ = K-’ U {B - a: B E K-‘, aEB,B-a#n{C: C E K-‘,B-aCC}). 
Then ifKs = K then (21K*/)1’2<M(F+)<IK*I + 1 (*). 
Proof. For an arbitrary Sperner system K we can construct a BCNF relation scheme 
s = (R, F = {A -+ R : A E K}) such that KS = K. According to the definition of BCNF 
relation scheme we can see that for any BCNF relation scheme s’ = (R, F’) such that 
K S’ = K F+ = F’+ holds. 
Denoting elements of K’ by A 1,. . . ,At we construct a relation Y = {ho, hl,. . . , h,} as 
follows: For all a E R, ho(a) = 0, Vi = 1,. . . , t 
hi(a) = 
0 if a E Ai, 
i otherwise. 
By Proposition 2.1.6 we obtain K,. = K and r is in BCNF. According to definition 
of BCNF we have F, = F+. Hence, N(F,) = N(F+) holds. According to Theorem 
1.12 we have N(F,) GE,.. Based on Proposition 2.1.6 and the construction of K*, and 
N(F,.) = {B E E,:B # n{B’ E E, : BcB’}}, we obtain N(F,.) = K*. According to 
Proposition 2.3.2 we have (21K*l)1’2 <<M(F+) < [K*l + 1. The proof is complete. 0 
Based on Proposition 2.3.3 and Theorem 2.3.4 we obtain the following. 
Proposition 2.3.5. Let K be a Sperner system over R = {al,, . ,a,,}. Let K-’ = 
{Al,. . . ,Ak} and K,, = {ail,. . . , ais} the set of nonprime attributes of K. Then for 
every BCNF relation scheme s = (R, F) such that K, = K we have 
k(s + 1) < IN( < kn (**). 
Proof. Clearly, if B E K-’ then IBI < n - 1. Hence, in Theorem 2.3.4, IK’I 6 kn. By 
the proof of Theorem 2.3.4, K* = N(F+) holds. Thus, N(F+) < kn holds. It is known 
[I I] that K, is the intersection of elements of K-‘. According to definition of minimal 
generator we can see that if B E K-’ then for every a E K”: B - a E N(F+). Clearly, 
if B E K-’ then B E N(F+). Consequently, we have k(s + 1) < IN( d kn. The 
proof is complete. 0 
According to Theorem 2.3.4 and Proposition 2.3.5 we can see that for any BCNF 
relation scheme s = (R,F) such that K, = K, IK-‘( is polynomial in the number of 
attributes if and only if the size of minimal Armstrong relation and the number of 
elements of the minimal generator N(F+) (sometimes it is denoted by GEN(s)) of s 
is also polynomial in IRI. 
It can be seen that the bounds (*) and (**) are especially interesting when the 
number of antikeys of K is polynomial in the number of attributes. 
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2.4. Algorithms 
Osborn [ 171 gives a polynomial-time algorithm deciding whether a relation scheme 
is in BCNF. It is known [12, 141 that a relation scheme s = (R,F) is in BCNF 
iff its minimum cover contains functional dependencies {K, 4 R, . , Kl + R}, where 
K, ( 1 d i < f ) are minimal keys of s. From this the BCNF property of a relation scheme 
is also recognized in polynomial-time. 
Let s = (R,F) be a relation scheme over R. From rules (3) and (4) of Definition 
1.3 we can see that the functional dependency A + {al,. , ut } is equivalent to the 
set of functional dependencies {A --) {al}, . , A + {a,}}. Thus, we can assume that 
F contains only the functional dependencies of the form A 4 {u}. 
Definition 2.4.1. Let s = (R,F) be a relation scheme. We say that s is an u-relation 
schemeoverRifF={A--t{b}:A#b,~B:(B~{b})(B~A)},whereh~R. 
Definition 2.4.2. Let s = (R,F) be a relation scheme, b E R. Denote & = {A CR: A -, 
{b},$B:(B + {bI)(B CA)}. K b is called the family of minimal sets of the 
attribute b. 
Clearly, R @ Kb, {b} E Kb and & is a Sperner system over R. 
Algorithm 2.4.3. (Finding a minimal set of the attribute b) 
Z~ZM: Let s = (R,F) be a relation scheme, A = {al,. . , ul} + {b}. 
Output: A’ E Kb 
Step 0: We set L(0) = A 
Step i + 1: Set 
L(i + 1) = 
Z(i) - ai+l if L(i) - ui+l + {b}. 
L(i) otherwise 
Then we set A’ = L(t). 
Lemma 2.4.4. L(t) E Kb 
Proof. By the induction it can be seen that L(t) ---f {b} , and L(t) C . . . C L(O) (1). If 
L(t) = b, then by the definition of the minimal set of attribute b we obtain L(t) E Kh. 
Now we suppose that there is a B such that B c L(t) and B # 0. Thus, there exists 
a,, such that Uj @ B, Uj E L(t). According to the construction of algorithm we have 
L(J’ - 1) -a, fi {b}. It is obvious that by (1) we obtain L(t) - aj 2 L(j - 1) -u,(2). 
It is clear that B C L(t) - aj. From (l),(2) we have B ft {b}. The lemma is proved. 
Clearly, by the linear-time membership algorithm in [2] the time complexity of 
Algorithm 2.4.3 is 0(IRj21FI) 
Algorithm 2.4.5. (Finding an u-relation scheme) 
Znput: Let s = (R,F) be a relation scheme. 
Output: an u-relation scheme s’ = (R, F’) such that F’+ = FC. 
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Step 1: By rules (3) and (4) of Definition 1.3 from s we construct s” = (RF” = 
{A -+ {b} : b E R}) such that F”+ = F+. 
Step 2: For each A --f {b} E F” we use Algorithm 2.4.3 to find a minimal set A’ 
of attribute b. Set F* = {A’ -+ b : Vb E R}. 
Step 3: Set s’ = (R, F’ = F* - Q)), where Q = {X + Y E F*:X -+ Y is a 
redundant functional dependency}. 
Based on Definition 2.4.2 and Lemma 2.4.4 we can see that s’ is an a-relation 
scheme and FJf = Fi. 
It can be seen that the time complexity of Algorithm 2.4.5 is polynomial in the size 
of R and F. 
Theorem 2.46. Let s = (R, F) be a relation scheme. Then s is in BCNF if and only 
if there exists an a-relation scheme s’ = (R, F’) such that F’+ = F’ and for every 
A + {b} E F’, A E K,, holds. 
Proof. Assume that s is in BCNF. By Algorithm 2.4.5 we can construct an a-relation 
scheme s’ = (R,F’) such that F’+ = F+. By Step 3 of this algorithm for each A -+ 
{b} E F’, b @ A holds. Since s’ is in BCNF we have A+ = R. Clearly, if there is a 
C c A such that C+ = R then C ---f {b} holds. This is a contradiction. Thus, A E K,J 
holds. 
Conversely, we assume that there is an a-relation scheme s’ = (R, F’) such that 
F+ = F’+ and for every A + {b} E F’, A E K,I holds. By Lemma 3 in [ 171 s’ is in 
BCNF. Thus, s is in BCNF. Our theorem is proved. 
In Theorem 2.4.6 we set K = {A: A + (6) E F’}. We have the following. 
Proposition 2.4.7. K = KS. 
Proof. By definition of BCNF relation scheme K,I = K, holds. From Theorem 2.4.6 
K C K,, holds. Suppose B E K,I, B c R and B @ K. Because K,I is a Spemer system 
over R we can see that K U B also is a Spemer system over R. It can be seen that 
according to definition of a-relation scheme B + = B over s’. This conflicts with the 
fact that B is a minimal key of s’. The proof is complete. 0 
Theorem 2.4.6 immediately implies the following. 
Proposition 2.48. Let s = (R,F) be a relation scheme. Then s is in BCNF if and 
only if there exists an a-relation scheme s’ = (R,F’) such that Flf = Ff and for 
every A -+ {b} E F’,A is a key of s’. 
It can be seen that based on definition of a-relation scheme, in Proposition 2.4.8 if 
A + {b} E F’ then A is a minimal key of s’. 
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Clearly, the time complexity of Algorithm 2.4.5 (finding an a-relation scheme) is 
polynomial and deciding whether a set of attributes is a key also takes polynomial-time, 
It is known [12, 141 that a relation scheme s = (R,F) is in BCNF iff its minimum 
cover contains functional dependencies {K, + R ,..., Kt -+ R}, where K, (1 d i< t) 
are minimal keys of s. We can give a polynomial-time algorithm recognizing the BCNF 
property of arbitrary relation scheme s, and if relation scheme s is in BCNF then this 
algorithm finds a minimum cover and a set of all minimal keys of s. 
Algorithm 2.4.9. 
Input: Let s = (R,F) be a relation scheme. 
Output: Deciding whether s is in BCNF, if s is in BCNF then finding K,, and an 
u-relation scheme s’ = (R,F’) such that s’ is a minimum cover of s. 
Step 1: Use Algorithm 2.4.5 we construct an u-relation scheme s” = (R, F” = {A + 
{h} : h E R}) such that F”+ = F+. 
Step 2: If there is an A --) (6) E F” such that A is not a key of s” then s is not in 
BCNF and stop. In the converse case go to the following step. 
Step 3: Set K, = {A:A + {b} E F”}. 
Step 4: Denote elements of k:, by Ai,...,A,. Set F’ = (A, 4 R: 1 <i<t}. 
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