We study an elliptic analogue of multiple zeta values, the elliptic multiple zeta values of Enriquez, which are the coefficients of the elliptic KZB associator. Originally defined by iterated integrals on a once-punctured complex elliptic curve, it turns out that they can also be expressed as certain linear combinations of indefinite iterated integrals of Eisenstein series and multiple zeta values. In this paper, we prove that the Q-span of these elliptic multiple zeta values forms a Q-algebra, which is naturally filtered by the length and is conjecturally graded by the weight. Our main result is a proof of a formula for the number of Q-linearly independent elliptic multiple zeta values of lengths one and two for arbitrary weight.
The weight is the quantity n 1 + · · · + n r and the depth is the number r. They were first studied by Euler in the 18th century, and are known to appear in many areas of mathematics and of mathematical physics.
Multiple zeta values satisfy very many Q-linear relations, and it is an important problem to classify those. A conjecture, due to Ihara, Kaneko and Zagier [15] , states that all such relations are obtained from the extended double-shuffle relations, which, roughly speaking, arise from rewriting the product of two multiple zeta values in two different ways as Q-linear combinations of other multiple zeta values. There are also conjectural formulas, due to Broadhurst and Kreimer [2] , for the dimensions of the Q-vector space gr 
Elliptic multiple zeta values.
In this paper, we study the elliptic multiple zeta values of Enriquez [13] . These are defined by iterated integrals on a once-punctured complex elliptic curve, and they come in two types, namely A-elliptic and B-elliptic multiple zeta values, each of which corresponds to one of the two natural homology cycles, α and β, on an elliptic curve.
Elliptic multiple zeta values were first constructed in the general framework of an elliptic extension of Drinfel'd's version of Grothendieck-Teichmüller theory [14] , where they arise as coefficients of the elliptic KZB associator, which describes the monodromy of the Knizhnik-Zamolodchikov-Bernard (KZB) connection [9, 17] . A second description of elliptic multiple zeta values is available as values of homotopy invariant iterated integrals on a once-punctured elliptic curve [8] . The equivalence of these two approaches essentially comes down to the fact, proved in [8] , that all such iterated integrals can be constructed from solutions of the KZB equation (cf. Section 3.2 for more details). This two-fold description of elliptic multiple zeta values is analogous to the fact that multiple zeta values can be defined as coefficients of the Drinfel 'd associator, which describes the monodromy of the Knizhnik-Zamolodchikov connection [12, 16] , or equivalently as values of homotopy invariant iterated integrals on the projective line minus 0, 1 and ∞.
Elliptic multiple zeta values are functions on the upper half-plane H. To a point τ ∈ H, one associates the framed, once-punctured elliptic curve E × τ = C/(Z+Zτ )\{0}. In [8] , Section 3, it is described how one can associate to E × τ an infinite family
of differential one-forms on E × τ , which are constructed from a real analytic variant of a classical Kronecker series [21] , which trivializes the elliptic KZB connection. Elliptic multiple zeta values are now defined as the values of iterated integrals of the forms ν, ω (k) along certain paths on the elliptic curve. There are two natural choices of such paths, namely the images α and β under the canonical projection C → E τ of the straight line paths from 0 to 1 and from 0 to τ in C.
1 The paths α, β on E τ each correspond to different families of elliptic multiple zeta values, A-elliptic and Belliptic multiple zeta values, and each of them gives rise to a Q-algebra EZ A and EZ B . However, the existence of a modular transformation formula between the two types of elliptic multiple zeta values (cf. [13] , Section 2.5) allows to transfer a lot of information from A-elliptic to B-elliptic multiple zeta values and vice versa. In particular, there is an explicit formula for B-elliptic multiple zeta values in terms of A-elliptic multiple zeta values (cf. [13] , eq. (26)). Another thing is that A-elliptic multiple zeta values are slightly simpler objects than B-elliptic multiple zeta values: the former have a Fourier expansion in q = e 2πiτ , whereas B-elliptic multiple zeta values only have an expansion in q and log(q). It is mainly for these two reasons that in this paper we only deal with A-elliptic multiple zeta values.
Elliptic multiple zeta values and iterated Eisenstein integrals.
It is convenient to consider the generating series of elliptic multiple zeta values, which is a formal series in two non-commuting variables x, y. As mentioned above, this is Enriquez's elliptic KZB associator. The elliptic KZB associator is essentially a tuple (A(τ ), B(τ )) of two formal power series in the variables x, y, which depend holomorphically on the natural coordinate τ on the upper half-plane. One of its most important properties is that both A and B satisfy the following differential equation (cf. [14] , Section 5.4), which was already implicit in [9, 17] 2πi
Here, G 2k denotes the usual Eisenstein series (with G 0 ≡ −1) and the ε 2k are special derivations of the free Lie algebra on the set {x, y} [9, 19] . 2 The second important property of the KZB associator is that in the limit τ → i∞, it degenerates to a product of Drinfel'd associators (cf. [13] , eq. (1.2.4)). Since the coefficients of the Drinfel'd associator are given by multiple zeta values, the upshot of this discussion is that elliptic multiple zeta values are linear combinations, with multiple zeta values as the coefficients, of iterated integrals of Eisenstein series, or iterated Eisenstein 1 A technical complication arises from the fact that the start-and endpoints of α and β are not contained in the punctured elliptic curve E × τ . But this can be dealt with using the concept of tangential base point (cf. [11] , § 15).
2 In [9] , these derivations are denoted by δ 2k .
integrals for short [18, 6] . It is a natural question to determine precisely which linear combinations of multiple zeta values and iterated Eisenstein integrals appear. This question is in fact the main motivation for the present paper. From (1.2), one sees that the linear combinations of iterated Eisenstein integrals which appear as elliptic multiple zeta values are constrained by relations between the derivations ε 2k [19] . More precisely, every linear relation between commutators of the ε 2k gives rise to a linear constraint on the combinations of iterated Eisenstein integrals appearing in elliptic multiple zeta values. We refer to [4] for more details on the relation between the Lie algebra of derivations u geom spanned by the ε 2k and elliptic multiple zeta values.
On the other hand, while u geom controls the "iterated Eisenstein integral portion" of elliptic multiple zeta values, it does not seem to yield information about the "multiple zeta value portion" of elliptic multiple zeta values. Moreover, passing to the Lie algebra u geom eliminates non-trivial products of elliptic multiple zeta values. Thus, the main difference between [4] and the present paper is that in this paper, information about which multiple zeta values and which products of elliptic multiple zeta values occur is retained. 
The computation of D N,1 is relatively easy. We have
More precisely, one can show (Corollary 3.8) that elliptic multiple zeta values of length one and weight N are contained in Q · (2πi) N and vanish for odd N , and (1.4) follows immediately from this. The computation of D N,2 , which is more elaborate, is the main result of this paper.
Main Theorem. We have
(1.5)
In the course of proving (1.5), we proceed as follows: Elliptic multiple zeta values satisfy two families of Q-linear relations, namely the shuffle relations and the Fay relations [3] . In order to count the number of linearly independent such relations, we introduce the Fay-shuffle space FSh 2 (N ) 3 in length two, which is an elliptic analogue of the (depth two) double-shuffle space defined in [15] in the context of multiple zeta values. By construction, the dimension of FSh 2 (N ) gives an upper bound for D N,2 , and using representation theory of the symmetric group S 3 , we obtain for dim Q FSh 2 (N ) precisely the numbers on the right hand side of (1.5) (Theorem 4.11). In particular, the main theorem for even N follows already from this. In order to prove (1.5) [4] .
In Section 4, we arrive at the main results of this paper. We introduce the algebra of A-elliptic multiple zeta values, and define the length filtration on it. The statement and proof of the main theorem (1.5) then occupies the rest of Section 4. The appendix contains the computation of the determinant of a matrix with binomial coefficients, needed for a step in the proof of the main theorem, which we were unable to find in the literature.
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Preliminaries
We begin by collecting some basic facts about iterated integrals, partly in order to fix our notation. Then we recall the construction of the doubly periodic differential forms ω (k) on a once-punctured elliptic curve, which will be the building blocks of elliptic multiple zeta values. See also [3] for an expository account.
2.1. Iterated integrals. Let ω 1 , . . . , ω r be a collection of smooth one-forms on a complex manifold M , and let γ : [0, 1] → M be a piecewise smooth path. Write f i (t)dt for the pull back of ω i along γ. We define
and call this integral an iterated integral. More generally, every C-linear combination of iterated integrals as above will also be called an iterated integral. If r = 0, we set γ = 1. Iterated integrals satisfy some important algebraic relations, among them the shuffle product formula 
and the reversal of paths formula
For a more detailed account of iterated integrals, we refer to [10] .
The Kronecker series. Fix τ in the upper half-plane
We consider a version of the odd Jacobi theta function θ τ , defined for ξ ∈ C by
] is the meromorphic function defined by the formula
The Kronecker series is quasi-periodic with respect to lattice translations in both variables
Viewed as a function of either variable, it has simple poles along the lattice Z + Zτ . For more on the Kronecker series, see for example [21] , Part II, and [22] .
2.3. Differential forms on an elliptic curve. Every complex elliptic curve admits a representation as a quotient of C by a lattice
with τ ∈ H. We write E × τ for E τ with the point 0 removed, and denote by ξ = s + rτ , with r, s ∈ R, the canonical coordinate on E × τ . Consider the formal differential one-form (cf. [8] , Section 3.5), where α is a formal variable
Proposition 2.2. The one-form Ω τ (ξ, α) satisfies the following properties:
(i) It is doubly periodic in ξ:
Thus it descends to a formal differential one-form on E × τ . (ii) It is symmetric in its arguments, i.e.
(2.12) (iii) It satisfies the Fay identity:
We have the modular transformation formula
Proof: Double periodicity and the Fay identity are deduced from analogous properties of the Kronecker function (cf. [8] , Proposition 5). The symmetry is clear from the definition and from the fact that θ τ (ξ) is an odd function. Finally, the modular transformation formula follows from the modular transformation formula for θ τ (ξ) (cf. [22] , Section 3, Theorem (vi)).
Following [8] , Definition 7, we will consider Ω τ (ξ, α) as a generating series of differential one-forms on E × τ . Recall that F τ (ξ, α) has a simple pole at α = 0, and that therefore Ω τ (ξ, α) has a formal expansion in α.
Note that we have
where the action of
dξ is doubly periodic and antisymmetric/symmetric depending on the weight
f (k) (−ξ) = (−1) k f (k) (ξ),(2.
18)
and we have the Fay identity
Indefinite Eisenstein integrals. Recall the definition of the Eisenstein series
is the m-th divisor sum:
We extend this definition to n = 0 by setting G 0 (τ ) ≡ −1.
Definition 2.5. ([6], Example 4.10) We define the indefinite Eisenstein integral by
The following result is a direct consequence of C-linear independence of the usual Eisenstein series. Denote by O(H) the C-algebra of holomorphic functions on H.
Proposition 2.6. Let Eis 2πi ⊂ O(H) be the Q-vector subspace spanned by all products
and define a grading on Eis 2πi by giving (2πi) j G 2k (τ ) weight j + 2k. Then Eis 2πi is a graded Q-vector space.
Review of elliptic multiple zeta values
In this section, we introduce Enriquez's elliptic multiple zeta values and recall some of their basic properties. The important differential equation, which elliptic multiple zeta values satisfy is also stated. This differential equation, due to Enriquez (cf. [14] , and also [9, 17] ), shows in particular that elliptic multiple zeta values of length one are constant, and that elliptic multiple zeta values of length two are linear combinations of indefinite integrals of Eisenstein series (2.21). We end this section by giving some results on Q-linear relations satisfied by elliptic multiple zeta values in the special case of length two. We refer to [3, 4] for a study of more general relations between elliptic multiple zeta values in higher lengths.
3.1. Definition and first properties. Let τ ∈ H, and consider the complex elliptic curve E τ . Its universal covering map is given by the projection C → C/Z + Zτ ∼ = E τ . We define paths α, β on E τ to be the images of the straight line paths from 0 to 1 and from 0 to τ respectively.
Elliptic multiple zeta values are defined as iterated integrals of the formal differential one-form ad(x)Ω τ (ξ, ad(x))(y) (3.1) defined on the once-punctured elliptic curve E × τ := E τ \ {0} with values in the free Lie algebra on two generators x, y, along the paths α and β (cf. [13] , Définition 2.6, eq. (18), and [3] , Section 2.2.1). By [8] , eq. (3.8), the above differential form has a simple pole at 0 ∈ E τ with residue 2πi ad(x)(y), in the sense that
This can be done choosing non-zero tangent vectors at 0, i.e. tangential base points in the sense of [11] , § 15, and leads to the following definition.
Definition 3.1. We define the A-elliptic multiple zeta value I A (n 1 , . . . , n r ; τ ) 4 to be the coefficient of ad n1 (x)(y) . . . ad nr (x)(y) in the regularized generating series
where α 1−t t denotes the restriction of the path α to the interval [t, 1 − t], and for a differential one-form ω, we write
The regularization of the integral is performed as in [11] (n 1 , . . . , n r ; τ ) is said to have length r and weight n 1 + · · · + n r . If n 1 , n r = 1, then we simply have
where the forms ω (k) have been defined in Section 2. Note that this is well-defined, since ω (k) does not have a pole at the puncture 0, if k = 1, by (3.2). The following result has essentially already been proved in [13] , Proposition 2.8. Since our conventions differ slightly from [13] , we repeat the proof for completeness.
r times the coefficient of the word ad nr (x)(y)... ad n1 (x)(y) in the series
6) where A(τ ) is Enriquez's A-associator (cf. [14], Section 5.2).
Proof: Recall that A(τ ) is defined as
where X(z) is the unique holomorphic function defined on {z ∈ C | z = u+vi, u or v ∈ (0, 1)} ⊂ C, which solves the equation 8) and satisfies X(z) ∼ (−2πiz) − ad(x)(y) , as z → 0, where we choose the principal branch of the logarithm so that log(±i) = ± πi 2 . Using Picard iteration, and standard properties of iterated integrals (cf. Section 2.1), we see that A(τ ) equals 9) where the superscript op denotes the opposite multiplication on the algebra C x, y , defined by (f · g) op = g · f . Now multiplying by e −πi ad(x)(y) , the result follows.
Proposition 3.2 can be seen as an analogue for A-elliptic multiple zeta values of the fact that multiple zeta values are the coefficients of the Drinfel'd associator [12, 16] . Remark 3.3. In [13] , one also finds a notion of B-elliptic multiple zeta value, which we denote here by I B (n 1 , . . . , n r ; τ ), defined as iterated integrals along the other homology cycle β of an elliptic curve. Similar to A-elliptic multiple zeta values, B-elliptic multiple zeta values can be obtained as coefficients of Enriquez's B-associator [14] . The modular transformation formula (cf. [13] , eq. (26)) 12) and 
where t = − ad(x)(y) andỹ = − ad(x) e 2πi ad(x) −1 (y). Now by Proposition 3.2, we see that c n1,...,nr is given by the coefficient of (−1) r ad nr (x)(y) . . . ad n1 (x)(y) on the left hand side of (3.14), and the result follows by comparing coefficients.
Homotopy invariance.
Although not strictly needed for the rest of this paper, we show in this section that the A-elliptic multiple zeta values, which were defined as iterated integrals on E × τ are in fact given by homotopy invariant iterated integrals. This is non-trivial, since the differential forms ω (k) are not closed for k ≥ 1, and thus already the value of the ordinary line integral
is not invariant under homotopies of the path γ. The fundamental result we will need is the following. Recall that ξ = s + rτ with r, s ∈ R is the canonical coordinate on 
where
with ν = 2πidr.
Since every coefficient of T is a homotopy invariant iterated integral, for any pair of points ξ, ρ ∈ E × τ , we can consider T as a function 19) where T (γ) denotes integration of T along the path γ. Using Deligne's tangential base points (cf. [11] , § 15), we can extend the domain of T (_) to also include paths which start or end at 0. In the case of the path α (cf. Section 3.1) and the tangent vectors (−2πi) −1 and (2πi) −1 at 0, this gives 
for integers c n ′ ∈ Z coming from the expansion of Lie monomials ad k (x)(y). Here and in the following, the multi-indices n ∈ N r being ordered lexicographically for the natural order on N. In particular, this proves that every A-elliptic multiple zeta value is the restriction of a homotopy invariant iterated integral.
Proof:
We use induction on the set of multi-indices of a fixed length r, ordered lexicographically. For n = (0, . . . , 0) ∈ N r , it is clear that
Now let n = (n 1 , . . . , n r ) be a multi-index of length r and assume the proposition for all multi-indices n ′ such that n ′ ≺ n in the lexicographical ordering. Now by (3.21), we have (Enriquez) . For all r ≥ 0, we have By comparing coefficients on both sides of (3.25), one can extract explicit formulas for the τ -derivatives of individual A-elliptic multiple zeta values I A (n 1 , . . . , n r ; τ ). Together with Proposition 3.4, this leads to expressions for A-elliptic multiple zeta values as iterated integrals of Eisenstein series (cf. [4] , Section 4.2). We only do the cases of length one and two here. 
In length two, we have
28)
and if m, n = 0
29)
where we recall that by definition G n (τ ) ≡ 0 whenever n is odd. In particular,
is even, and is given by
Proof: (3.26) and (3.27) follow directly from Theorem 3.7 and Proposition 3.4 respectively. Similarly, (3.28) and (3.29) follow from Theorem 3.7 by comparing coefficients, and (3.30) follows from Proposition 3.4 bearing in mind that I A (2j + 1) = 0 for all j ≥ 0 by (3.27).
Relations in length two.
In this section, we review several Q-linear relations between A-elliptic multiple zeta values, restricting ourselves to the length two case. More general formulas can be found in [3, 4] . (ii) (Shuffle relation)
Note that the right hand side of ii) is contained in L 1 EZ A (cf. Corollary 3.8(i)), and therefore vanishes in gr
A . Therefore, ii) can be seen as a Q-linear relation in gr
Proof: (i) This follows from the reversal of paths formula (2.4), using in addition the parity properties of the functions f (n) (Corollary 2.4).
(ii) This is just a special case of the usual shuffle product property of iterated integrals (2.2).
(iii) If m = n = 1, then we get (2) , which holds by Corollary 3.8. Otherwise, by i) we can assume that n = 1. Choose ε > 0 and consider the function 
Using the Fay identity for the f (k) (Corollary 2.4) we get
Now we evaluate both sides at t = 1 and pass to the limit ε → 0 to obtain the result.
It will be important for the sequel to write out the relations in Proposition 3.9 using generating series. This gives (cf. [4] , Section 2.2):
(ii) (Shuffle relation)
The dimension of the space of elliptic double zeta values
We define the main algebraic object of this paper, namely the Q-vector space EZ A of A-elliptic multiple zeta values. A proof parallel to the one for normal multiple zeta values, using the shuffle product, reveals that EZ A is in fact a Q-algebra, which is naturally filtered by the length of A-elliptic multiple zeta values. We then state our main result about the dimensions of the weight N component of EZ A in length two, namely Theorem 4.7. The rest of the section is then devoted to proving this theorem.
The algebra of A-elliptic multiple zeta values Definition Define the Q-vector space of A-elliptic multiple zeta values to be
Also, we define its weight N component to be
Proposition 4.2. The Q-vector space EZ A is a Q-subalgebra of O(H).

Proof: By definition, EZ
A is linearly spanned by the coefficients of the series
By (2.3), the series (4.3) is group-like for the unique coproduct on C x, y for which x and y are primitive, which is equivalent to its coefficients satisfying the shuffle product formula. But since the elements ad n (x)(y) are also primitive, the proposition follows.
The length filtration. Definition 4.3. We denote by
the Q-subspace of A-elliptic multiple zeta values of weight N and of length at most l.
We also denote by gr
the associated graded.
It is straightforward to extend the length filtration to all of EZ A . Also note that the length of I A (n 1 , . . . , n r ; τ ) is just its length as an iterated integral (cf. Definition 3.1).
Proposition 4.4. EZ
A is a filtered Q-algebra for the length filtration. More precisely, the multiplication law on EZ A satisfies
Proof: This follows directly from the shuffle product formula (2.2) and the definition of the weight for elliptic multiple zeta values.
In analogy with the weight grading conjecture for multiple zeta values, due to Zagier, a natural conjecture is the following.
Conjecture 4.5. EZ
A is graded for the weight, i.e. the natural morphism 
where a subscript N denotes the weight N component. The theorem now follows from the fact that the Q-vector
by Proposition 2.6, using the transcendence of π.
We state our second main result. The proof of Theorem 4.7 will occupy the rest of this paper, and is completed in the last section. The idea is to count relations between elliptic double zeta values, which gives an upper bound for the dimension of gr L 2 EZ A N . The second step is then to show that this upper bound is attained by the elliptic double zeta values, which is achieved by using the explicit expression of elliptic double zeta values as integrals of Eisenstein series.
4.4.
The Fay-shuffle space. In this section, we introduce and study the Fay-shuffle space. Independently, this space has already been defined by Brown in the context of constructing polar solutions to the linearized double shuffle equations [5] .
Denote by V ′ N ⊂ Q(X, Y ) N the subspace of rational functions, which are homogeneous of degree N − 2, and have at most simple poles along X = 0 and Y = 0, and no other poles: 
By substituting X → −Y and Y → −X, one sees that P ∈ FSh 2 (N ) necessarily satisfies the reflection relation P (X, Y ) = P (−Y, −X). This immediately implies the Proposition 4.9. If N is even, then FSh 2 (N ) = {0}.
Proof: Every P ∈ FSh 2 (N ) satisfies
The significance of the Fay-shuffle space is that its dimension gives an upper bound for the dimension of gr 
factors through the annihilator FSh 19) where 
is some specific polynomial, and a, b ∈ Q are not both equal to zero. Hence, we have Moreover, W N has the following representation-theoretic interpretation. A polynomial P ∈ W N can be viewed as a representation P of the symmetric group S 3 : the twodimensional
Note that (12) acts with trace 0 and that (123) acts with trace −1. Thus, it follows from the elementary representation theory of the symmetric group S 3 (cf. e.g. [20] , Chap. 2) that P is necessarily isomorphic to the unique irreducible, two-dimensional S 3 -representation W. Also, since P has degree N , and Q[X, Y ] is naturally isomorphic to N ≥0 Sym N W, the representation P can be viewed as a sub-representation of Sym N W. Conversely, given a sub-representation P of Sym N W isomorphic to W, one verifies directly that there exists a unique (up to a non-zero scalar) element P ∈ P such that P ∈ W N . Proposition 4.13. We have
Proof: Consider the decomposition
into irreducible sub-representations. By the preceding discussion, dim Q W N is precisely equal to the number of summands in the above decomposition of Sym N W, which are isomorphic to W. Therefore, using character theory (cf. [20] , Theorem 2.4), one sees that 
is linearly independent over Q.
(ii) We have with λ r ∈ Q for r = 0, . . . , k. Then 
Since N − 2j − 2 = 0 for every j, as N is odd, it is enough to prove that the scaled matrix M k−1 = (m i,j ) with
is invertible for every k ≥ 1, which is proved in the appendix (Proposition A.1).
4.7.
End of the proof of the main result. We can now give a proof of Theorem 4.7.
Proof: From Theorem 4.11, we know that, if N is even
which proves the theorem in that case. For odd N , we know by Theorem 4.11, using that
On the other hand, by Theorem 4.14, the elliptic double zeta values if N is odd. Finally, the map
is surjective by construction, hence an isomorphism, since both sides have the same dimension. Since there are no non-trivial Q-linear relations between elliptic double zeta values of different weights (cf. Theorem 4.6), it follows moreover that all Q-linear relations in gr 
Outlook
It is a natural problem to extend the computation of
A N carried out in this paper for l = 1, 2 to higher lengths. A partial result in this direction is that for odd N , we have
This follows from Theorem 4.7, together with the fact that every product π 2r G 2s (τ ), where G 2s (τ ) denotes the indefinite Eisenstein integral of weight 2s (cf. Section 2.4), arises as an A-elliptic multiple zeta value of length three and weight N = 2r + 2s − 1. The latter can be proved again using the differential equation (Theorem 3.7) .
At the moment, there is no analogous result for D N,3 if N is even or for higher length in general. The main obstacle in applying the methods of the length two case is simply that both the formula for the differential equation, as well as the combinatorics of the Fay-shuffle space become much more complicated in higher lengths. However, using the explicit q-expansions of A-elliptic multiple zeta values (cf. It would be desirable to find a (conjectural) closed formula for D N, 3 , and eventually, of course, for D N,l in general. Since elliptic multiple zeta values are related to the Lie algebra u geom of special derivations on the free Lie algebra on the set {a, b} [4] , it is possible that such a closed formula can be obtained from the dimensions of u geom , which are explicitly known in depths 1, 2 and 3, due to Brown [7] .
A A binomial determinant
The proof of Theorem 4.14, and thus of the main theorem 4.7 depended on the invertibility of a matrix with entries given by certain binomial coefficients. In this appendix, we complete the proof of Theorem 4.14 by computing the determinant of the aforementioned binomial matrix explicitly.
Let n be a positive integer and consider the matrix M n = (m i,j ) 0≤i,j≤n with In particular, M n is invertible for every n.
The idea of the proof of Proposition A.1 is to find a suitable LU-decomposition for M n . We first need a lemma about binomial coefficients. for all i, j such that 0 ≤ i, j ≤ n. For i ≥ 2j + 1, both sides of (A.9) are evidently equal to zero. If i = 0, then, since l 0,k = δ 0,k , both sides of (A.9) are equal to 1. and apply Lemma A.2 to conclude the proof.
