In this article we study the tail probability of the mass of critical Gaussian multiplicative chaos (GMC) associated to a general class of log-correlated Gaussian fields in any dimension, including the Gaussian free field (GFF) in dimension two. More precisely, we derive a fully explicit formula for the leading order asymptotics for the tail probability and demonstrate a new universality phenomenon. Our analysis here shares similar philosophy with the subcritical case but requires a different approach due to complications in the analogous localisation step, and we also employ techniques from recent studies of fusion estimates in GMC theory. 2 γ 2 , d = 1,
Introduction
Let X(·) be a log-correlated Gaussian field 1 on some bounded domain D ⊂ R d with covariance E[X(x)X(y)] = − log |x − y| + f (x, y), ∀x, y ∈ D.
(1.1)
The associated Gaussian multiplicative chaos (GMC) is a random measure formally written as the exponentiation of the underlying field, i.e.
where γ ∈ R is an intermittency parameter. First introduced by Kahane [21] in an attempt to provide a mathematical framework for Kolmogorov-Obukhov-Mandelbrot's model of turbulence, the theory of GMCs has attracted a lot of attention in the probability and mathematical physics community in the last decade due to its central role in random planar geometry [16, 19] and Liouville conformal field theory [14] , and new applications in e.g. random matrix theory [35, 26, 11, 27, 13] . Various equivalent constructions of Mγ have been studied, including the mollification approach which proceeds by considering the weak * limit of measures
where Xǫ(x) = X * θǫ(x) for some suitable mollifier θ (see Section 2.3). It is a standard fact that the random measure arising from such limit procedure does not depend on the choice of the mollification, and that it is non-trivial if and only if γ 2 < 2d, known as the subcritical regime of GMC. We refer the interested readers to [31] for a survey article on subcritical chaos. In the critical regime where γ = √ 2d, we now understand that a non-trivial measure µ f , known as the critical GMC 2 , may be constructed via different renormalisation schemes such as the Seneta-Heyde norming
at least when f in (1.1) is sufficiently regular (see Section 2.2). The theory of critical GMCs is far less developed, and there have been more research efforts in this direction in recent years motivated not only by the study of Liouville quatum gravity at criticality, but also its connection to extremal process of discrete log-correlated Gaussian fields [8, 9, 10 ].
Main result: universal tail profile of critical GMCs
The goal of the present article is to study the tail profile of µ f , as part of the programme of understanding finer distributional properties of GMCs. This was initially motivated by a question from discrete Gaussian free field (see Section 1.3), as well as the following power law result obtained by the author for the subcritical regime.
Theorem 1.1. Let γ ∈ (0, √ 2d) and Mγ be the subcritical GMC associated to the log-correlated field X(·) in (1.1). Suppose the function f appearing in the covariance kernel can be decomposed as f (x, y) = f+(x, y) − f−(x, y)
where f±(x, y) are covariance kernels of some continuous Gaussian fields on D. Then for any open set A ⊂ D and continuous function g ≥ 0 on A, we have
The constant C γ,d ∈ (0, ∞), depending on γ and d but not on A, f or g, has a probabilistic representation in all dimensions and explicit formulae when d ≤ 2:
Given the subcritical result, one may make various conjectures regarding the tail probability of A g(x)µ f (dx). For instance one may expect that a power law with exponent 1 will hold in the critical setting, which is consistent with the criterion of existence of moments of critical GMCs that has been known since the work of Duplantier-Rhodes-Sheffield-Vargas [17, 18] :
for any non-empty open set A ⊂ D. An even more interesting conjecture concerns the leading order coefficient: when γ = √ 2d one can verify that
which suggests the possibility of a new universality phenomenon that the first-order asymptotics
is completely independent of the function f that governs the covariance of our underlying field X(·).
Our main result confirms this behaviour. where f± are covariance kernels of some continuous Gaussian fields on D. Then for any Jordan measurable open 3 sets A ⊂ D and continuous functions g ≥ 0 on A,
Remark 1.3. We note that the result in the critical case may be obtained from a heuristic computation based on the subcritical result when we have a closed-form expression for C γ,d . Indeed, using the conjecture 4 that the derivative of subcritical GMCs at γ = √ 2d − is equivalent to the corresponding critical GMC defined via Seneta-Heyde norming up to a multiplicative factor:
4)
we would have expected that
and one could verify using the formulae in Theorem 1.1 that lim γ→ √ 2d − C γ,d = 1 when d ≤ 2. The calculation above is not entirely rigorous, as we have interchanged the (conjectured) limit (1.4) and the asymptotics as t → ∞, but it suggests that the approach to critical GMCs from the perspective of derivatives of subcritical GMCs could be a promising one.
On Jordan measurability. For technical reasons, the statement of Theorem 1.2 assumes that A ⊂ D is Jordan measurable, or equivalently that the boundary ∂A of the set A has zero Lebesgue measure. We discuss the issues in Appendix D and also explain a direct approach in low dimension that may have the possibility of allowing one to circumvent the issues.
On the relevance of kernel decomposition. The condition (1.2) , which was also present in the subcritical result, is a technical but very weak assumption that is satisfied by all the important examples like different variants of Gaussian free field in d = 2 and (regular) * -scale invariant fields in any dimension, and can be checked by a tractable criterion regarding the regularity of the function f , see Section 2.2.
Similar to the subcritical case, we conjecture that the result holds without this extra condition. Indeed if we assume that P( A g(x)µ f (dx) > t) satisfies an asymptotic power law profile as t → ∞, then our proof in Section 3.5 immediately implies that the power law exponent must equal 1 and the tail probability has to be of the form (1.3) . At the moment, however, even the construction of critical GMCs for general f remains to be an open problem.
Previous work and our approach
Despite being of fundamental importance, the tail probability of critical GMC has not been investigated in the literature except 5 in [5] where the authors there studied the L-exact fields E[YL(x)YL(y)] = − log |x − y| + L on [0, 1] d for d ≤ 2 and showed that the associated critical GMCs µL(d·) satisfy
Their derivation was based on the exact scale invariance of the underlying field and a stochastic fixed point equation, leading to a probabilistic representation for the non-explicit coefficient C(d). It was unclear how their techniques, based on the application of Goldie's implicit renewal theorem, could be directly adapted to deal with general fields (1.1), density functions g or domain D.
Our strategy here is inspired by our previous work on subcritical GMCs [37] , using the fact that µ f is localised (since it is not absolutely continuous with respect to the Lebesgue measure), and the heuristic that when µ f,g (A) := A g(x)µ f (dx) is large, then most of the mass comes from the neighbourhood of some √ 2d-thick point of the underlying field X. In order to derive the asymptotics for the tail probability, we make use of a Tauberian argument (different from the one in [37] ) to reformulate our problem in terms of estimates for the Laplace transform
and apply Gaussian comparison at some point in our proof, but the similarity of the analysis in the critical case to that in the subcritical case ends here. Indeed, if we pursued the approach in [37] , we would have to commence with the localisation trick
More precisely, we would need a very explicit expression for the ǫ-limit (1.5) before we could carry out further asymptotic analysis in λ like those in [37, Section 3.2]. The evaluation of the limit (1.5), however, is already very involved for our reference log-correlated field (Section 3.5) that has a very special decomposition, and it is not even clear how it can be done in the general case. The use of Goldie's implicit renewal theorem in [37, Section 3.1] is also completely irrelevant here because the critical GMC associated with a singular density is simply the wrong object to study. In short, the dominated convergence-based argumentation in the subcritical case is doomed to fail here.
To circumvent these issues we pursue a different approach based on a new splitting lemma, which says if A± are two disjoint sets, then
or in terms of Laplace transform,
This is consistent with the heuristics explained earlier as well as the formula for the leading order asymptotics (1.3). Our proof then proceeds as follows:
(i) We extend the result in [5] for exactly scale-invariant fields, showing that
for continuous functions g in general dimension d.
(ii) We split our set A into sufficiently small pieces Ai such that the functions f (in (1.1)) and g do not fluctuate a lot on each of them. Gaussian interpolation is then performed directly on each of
(iii) To evaluate the constant C d , we study the asymptotics of
as λ → 0 + for some convenient reference log-correlated field X(·). This will rely on techniques from recent studies of fusion asymptotics [6] .
Extremal process of discrete log-correlated fields
One of our motivations for the present work came from the discrete probability, where there have been a lot of interests in the last decades in understanding the geometry of discrete log-correlated fields.
The most studied example is the discrete Gaussian free field (DGFF), which is a centred Gaussian process {hV (x) : x ∈ V } indexed by the finite subset V of vertices of an infinite graph, with covariance E[hV (x)hV (y)] proportional to the discrete Green's function, i.e. the expected number of visits to y of a simple random walk on the graph starting from x before exiting V . Let D ⊂ R 2 be a bounded domain and V = VN := D ∩ 1 N Z 2 . By choosing the correct proportionality constant, the DGFF hN (·) := hV N (·) may be defined so that
Under this normalisation, it is well-known since the work of Bramson and Zeitouni [12] that mN = 2 log N − 3 4 log log N captures the rate of growth of maxx∈V N hN (x) as N → ∞. This led to a sequence of work [8, 9, 10] by Biskup and Louidor who studied the extremal process of the DGFF, i.e. the scaling limit of
as N → ∞. Under suitable condition on the domain D and N −1 ≪ rN ≪ 1, they showed that
where µ is a random measure characterised by a collection of five axioms ([8, Theorem 2.8]). It was long conjectured that µ should be the critical Liouville quantum gravity measure µLQG up to a deterministic factor, i.e. the critical GMC measure g(x)µ f (dx) associated to
• the Gaussian free field on D, i.e. E[X(x)X(y)] = GD(x, y) where GD(x, y) is the Green's function with Dirichlet boundary condition, and
• g(x) = R(x; D) 2 is the square of the conformal radius.
The main difficulty in resolving the conjecture lay in the verification of the fifth axiom, i.e. whether
was satisfied by the choice of µ = µLQG, and one should not be surprised that the above claim would have followed from the tail asymptotics of µLQG(A). At the time the project started, the verification of (1.7) for µ = µLQG had been left as an open problem for four years, but it was finally resolved when there was a revision of the preprint [8] where the authors there evaluated the limit (1.7) based on a localisation trick similar to the one we employ for the evaluation of our coefficient C d . In contrast to the analysis in [8, Section 8] , our analysis in Section 3.5 is based on a fully continuum approach inspired by recent analysis of fusion limits in Liouville conformal field theory [6] with the advantage of being able to determine the limit
for each λ > 0, at least for our choice of reference field X, which could be of independent interest. In some special cases (e.g. when X is the exact field in d ≤ 2) we can use the same technique to study the localisation trick
and the ability to evaluate the limit of the integrand on the RHS for each λ > 0 means that not only can we obtain the first order asymptotics of P (µ f,g (A) > t), there is also a possibility to obtain some bound on the lower order terms via Tauberian remainder theorem. 
could be readily deduced from the use of Tauberian theorems. We note that this claim is false as it would have relied on a proposition that
for non-negative random variables U . While the forward implication is always true, unfortunately the backward direction of (1.8) does not always hold, e.g. consider the counterexample P(U > t) = (1 + 0.0001 sin(log t))/t for t ≥ 1. Indeed the same counterexample shows that the asymptotics for E[U e −λU ] is so weak that it does not even imply P(U > t) ∼ L(t)/t for some slowly-varying function 6 L(·) at infinity. This highlights the fact that it is a more challenging task to establish the tail universality of µ f,g (A). On one hand, it is easy to show that
does not depend on f because the localisation trick allows us to rewrite E µ f,g (A)e −λµ f,g (A) in terms of E e −λµ f,g,ǫ (v,A) as in (1.6), and the latter expectation involves a convex evaluation of a GMC mass which means Gaussian comparisons can be performed without incurring huge error (in the sense that the difference between the upper and lower bounds are negligible when divided by − log λ in the limit). On the other hand, any Laplace transform estimate that is equivalent to the tail probability asymptotics by Tauberian argument is going to involve evaluation at a GMC mass of some function that is not convex or concave (see e.g. the integrand on the RHS of (1.5)), making it impossible to apply Kahane's convexity inequality (2.7) to reduce our problem to special log-correlated fields in the first step.
Outline of the paper
The remainder of the article is organised as follows.
In Section 2 we collect a few results that will be used in later parts of the paper. This includes basic facts about Gaussian processes, decomposition of log-correlated fields and construction of Gaussian multiplicative chaos, Tauberian theorems as well as properties of 3-dimensional Bessel processes. Section 3 is devoted to the proof of our main theorem and a more elaborate outline of our three-step approach may be found in that section. Various technical results, namely the cross moment estimates of GMCs (Lemma 3.2), the construction of reference GMCs (3.15) as well as the evaluation of localisation limit (Lemma 3.9), are proved in Appendices A to C. We also discuss the technical assumption of Jordan measurability in Appendix D.
Preliminaries

Gaussian processes
We begin with the following lemma, which is a less precise version of concentration of suprema of Gaussian processes (see e.g. [37, Section 2.1]). Lemma 2.1. Let G(·) be a continuous Gaussian field on some compact domain K ⊂ R d , then there exists some c > 0 such that
The following enhanced continuity criterion for Gaussian processes is due to [3] .
T ] be a centred Gaussian process. Then it is α-Hölder continuous for any α < H, i.e.
if and only if there exists cǫ > 0 such that
Decomposition of Gaussian fields
where (κf ) is the Fourier transform of κf . We now mention a convenient criterion 7 for checking whether our log-correlated Gaussian field (1.1) satisfies the decomposition condition (1.2). for any bounded open set D ′ such that D ′ ⊂ D.
An interesting implication of Lemma 2.3 (using a further decomposition result of [23] ) is that the logarithmic kernel, when restricted to sufficiently small Euclidean ball, is positive definite. This may be seen as a trivial special case of [23, Theorem B] and has been known since [29] by a different, spherical averaging argument. is positive semi-definite on B(0, r d (L)). In particular, there exists a Gaussian field YL on B(0, r d (L)) with covariance kernel given by KL.
Following [37] , we shall call the function KL in (2.4) the L-exact kernel, and when L = 0 we simply call K0 the exact kernel and write r d = r d (0). The associated Gaussian field YL will be called the L-exact field (or the exact field when L = 0), and without loss of generality r d (L) is chosen such that it is a nondecreasing function in L. As we shall see later, the L-exact fields will play a pivotal role in local approximations in Section 3.4, as well as in the construction of our reference log-correlated field in dimension d ≥ 2 on which we depend for the identification of the proportionality constant C d in Section 3.5 and Appendix C.
Critical Gaussian multiplicative chaos
There are two equivalent constructions of critical Gaussian multiplicative chaos, namely the derivative martingale approach and Seneta-Heyde renormalisation, which were first studied in [17] and [18] respectively for the special class of * -scale invariant kernels. Combined with the mollification method, they have been recently extended to treat more general log-correlated fields [22, 28, 23] .
Without loss of generality we shall focus on the Seneta-Heyde renormalisation, which defines the critical GMC via the limit
where Xǫ(x) = X * θǫ(x) for suitable mollifiers θǫ(x) := ǫ −d θ(x/ǫ). For simplicity and definiteness we shall consider θ ∈ C ∞ c (R d ) such that θ ≥ 0 and θ = 1, but more general condition is available (see e.g. [28] ). Lemma 2.5. Let X be the log-correlated Gaussian field in (1.1) satisfying the decomposition condition (1.2). Then the sequence of measures
converges in probability as ǫ → 0 + to some locally finite random Borel measure µ f (dx) on D in the weak * topology. Moreover, the limit µ f (dx), formally written as
Let us collect Kahane's interpolation formula, which is a very useful tool in the theory of multiplicative chaos. We first state the result for continuous Gaussian fields.
Lemma 2.6 ([21]
). Let ρ be a Radon measure on D, X(·) and Y (·) be two continuous centred Gaussian fields, and F : R+ → R be some smooth function with at most polynomial growth at infinity. For
Then the derivative of ϕ is given by
In particular, if
then for any convex F : R+ → R with at most polynomial growth at infinity,
The inequality is reversed if F is concave instead.
The comparison principle (2.7) may easily be used in the study of log-correlated fields if we apply it to mollified fields Xǫ and Yǫ, a standard argument in the GMC literature which we shall take for granted. For the interpolation principle (2.6), we only need the following exponential version of [37, Corollary 2.7] with F (x) = 1−e −λx 2 (see proof of Lemma 3.7), which may be extended to log-correlated fields by taking the limit ǫ → 0 + . Corollary 2.7. Under the same assumptions and notations in Lemma 2.6, if there exists some C > 0 such that
In particular, if F is also non-negative then
We now compile a list of results regarding the moments of critical GMCs which has been known since [17, 18] (or [2, 4] for analogous results for branching random walk and cascades respectively).
(ii) Let x ∈ D. Then there exists some C ∈ (0, ∞) possibly depending on L, q, A but not on r ∈ (0, 1)
such that
for all log-correlated Gaussian fields (1.1) satisfying ||f ||∞ ≤ L.
Let us also collect the following estimates regarding the regularised field Xǫ.
Tauberian theorem and related auxiliary results
We now state Karamata's classical Tauberian theorem. 
The equivalence still holds if we consider the above asymptotics with λ → ∞ and t → 0 + instead.
Remark 2.11. The case where C = 0 in Theorem 2.10 should be interpreted as
We also need the following elementary result, the proof of which is skipped.
Lemma 2.12. Let U, V be two independent non-negative random variables. Suppose there exists some C > 0 and q > 0 such that
Then the tail behaviour of U V is given by
Also, if condition (i) is replaced by
then the conclusion becomes
for any a > 1.)
Three-dimensional Bessel processes
Finally we collect several results regarding three-dimensional Bessel processes (abbreviated as BES(3)processes), which will be important for the evaluation of the proportionality constant in Section 3.5 and Appendix C. The first two results are due to Williams [36] , see also e.g. [33, Chapter VII.4 ]. The first result relates the time reversal of Brownian motion from the first hitting time to a BES(3)process evolving until a last hitting time.
Lemma 2.13. Let (Bt) t≥0 be a standard Brownian motion. For x ≥ 0, let Tx := inf{s > 0 : Bs = x} be the first hitting time of the Brownian motion. Then
where (β 0 t ) t≥0 is a BES(3)-process starting from 0 and Lx = sup{s > 0 : β 0 s = x} is the last hitting time of the Bessel process.
The second result provides a path decomposition of BES(3)-processes. Lemma 2.14. Let x > 0 and consider the following independent objects:
• (β 0 t ) t≥0 is a BES(3)-process starting from 0. Then the process (Rt) t≥0 defined by
The last result relates Brownian motions to BES(3)-processes via a change of measure. Lemma 2.15. Let (Bt) t≥0 be the standard Brownian motion with its natural filtration (Ft) t≥0 under the probability measure P. For any x > 0,
is compatible in the sense that Q x t |F s = Q x s for any s < t. In particular, there exists a probability measure Q x on F∞ such that Q x |F t = Q x t and under which the path t → x − Bt evolves as a BESx(3)-process.
Main proofs
We give an outline of this section, which is devoted to the proof of Theorem 1.2. In Section 3.1, we state a partial result regarding the tail probability of critical GMCs for L-exact kernels. The result is incomplete as it only applies to g(x) ≡ 1 on A = (0, a) d and our goal is to understand how the leading order coefficient behaves as we vary L and a.
In Section 3.2, we reformulate the desired tail asymptotics (1.3) as a Laplace transform estimate, and explain several reductions that may be achieved and shall be assumed in the rest of our proof.
In Section 3.3, we present our simple yet important splitting lemma and extend the partial tail result in Section 3.1 to continuous density functions g(x).
In Section 3.4, we explain how the splitting lemma allows for local approximations, and ultimately prove that
for some constant C d that does not depend on the function f appearing in the covariance structure (1.1), the test set A or the density function g. Finally, in Section 3.5, we evaluate the mysterious constant C d that appears in the leading order coefficient, by considering suitable reference critical GMCs that allow tractable calculations.
A partial tail result
We commence with a result concerning exact kernels in arbitrary dimension d. Lemma 3.1. Let YL be the L-exact field on B(0, r d (L)) and µL(dx) the associated critical GMC. Let a > 0 be a fixed number such that [0, a] d ⊂ B(0, r d (L)). Then there exists some constant C L,a,d > 0 such that
(3.1) Lemma 3.1 is essentially due to [5] , where the d ≤ 2 cases were established as Theorem 1 and Theorem 25 there. Quoting the discussion before the Appendices in [5] , the proof of Lemma 3.1 for d ≤ 2 may be extended to higher dimensions immediately as long as one has the existence of the corresponding critical chaos (which has now been addressed) and an estimate analogous of [5, Lemma 29] for d ≥ 3. For later applications we state and prove this analogous result for general GMCs. 
The proof of Lemma 3.2 is postponed to Appendix A, and we refer the readers to [5] for the arguments leading to a proof of Lemma 3.1.
Going back to the statement of Lemma 3.1, we note that the method in [5] provides a probabilistic representation for the constant C L,a,d in (3.1) (which we do not need here) but its value is not known a priori in any dimension. It is easy to show, however, that
i.e. the field ( YL(u)) u∈[0,1] d := (YL(au)) u∈[0,1] d has the same law as (YL(u) + Na) u∈[0,1] d where Na is an independent N (0, − log a) random variable, and hence
By Lemma 3.1 and Lemma 2.12,
Similarly one can show that the proportionality constant does not depend on L and we are done.
A reformulation and some reductions
Similar to the subcritical story, it is very useful to reformulate the tail asymptotics with the help of a Tauberian argument.
Lemma 3.4. Let U ≥ 0 be a non-negative random variable. Then
In particular, the tail asymptotics (1.3) is equivalent to
Proof. The forward implication follows from a straightforward computation which is skipped here. Now recall that
By Theorem 2.10, the Laplace transform estimate in (3.3) is equivalent to
For the purpose of evaluating tail asymptotics, we may assume without loss of generality that P(U > t) is continuous in t ≥ 1. In general P(U > t) has at most countably many discontinuities, but for any t0 > 1 we can always find ǫ ∈ (0, 1) such that the function is continuous at t0 ± ǫ and
by monotonicity. Under this reduction, the derivative of LHS of (3.5) with respect to t exists and is equal to P(U > t), and the proof can be concluded if we can justify the differentiation of the asymptotics on the RHS of (3.5)
For each ǫ > 0, we have
for any h ∈ (0, t), and by choosing e.g. h = √ ǫt 2/3 , we see that
The bound in the other direction may also be obtained by considering the integral in the interval [t−h, t], and we arrive at
Some reductions. We discuss several reductions of our problem which will be taken for granted in our proof.
Given the continuity of g ≥ 0 on A, we may assume that R1. the continuous density g is bounded away from zero. Suppose we assume that Theorem 1.2 holds for this restricted set of density functions, then for general continuous functions g0 ≥ 0 on A we have lim sup
for arbitrary ǫ > 0. On the other hand, the Lebesgue measure coincides with the Jordan inner content for any open sets, and we can find some elementary set (i.e. union of finitely many rectangles, which is
Note that we may also assume without loss of generality that R2. the function f appearing in (1.1) is lower bounded by any constant.
Indeed, we can always rewrite the covariance kernel
with any r > 1, and introduce a rescaled log-correlated field X r (·) on rD = {rx : x ∈ D} with covariance structure given by
The splitting lemma
We explain a further reduction which allows us to assume both R2 and
R3.
A is contained in a Euclidean ball of arbitrarily small radius.
This obviously does not follow from a rescaling argument since the rescaling required for R2 and for R3 are in opposite directions. We need the splitting lemma below.
Lemma 3.5. Let A = A+ ∪ A− be a partition of A by some hyperplane, i.e. there exists some a ∈ R d and c ∈ R such that
Then, as λ → 0 + , we have
Proof. We make use of the elementary inequality
This means that
However, Lemma 3.2 suggests the existence of some h > 1 2 such that The splitting lemma, while simple and based on Lemma 3.2, was not known in [5] and its power could not have been harnessed. For an illustration, we have Corollary 3.6. Let A = [0, a] d ⊂ B(0, r d (L)), and µL,g(dx) = g(x)µL(dx) be the critical GMC associated with the L-exact field and continuous density g ≥ 0 on A. Then there exists some constant C d > 0 independent of a such that 6) or equivalently
Proof. We now further assume R1, i.e. g(x) is a continuous function on A and bounded away from zero. Note that g is also uniformly continuous on A by compactness. We can therefore consider a partition A = ∪iBi into finitely many disjoint d-cubes Bi of same length such that g(·) does not fluctuate multiplicatively by more than ǫ > 0 on each of them, i.e.
Writing |Bi| for the Lebesgue measure of the cube Bi, we recall Lemma 3.1 and Corollary 3.3 which say that there exists some C d > 0 such that
(the equivalence comes from Lemma 3.4) for all i. By Lemma 3.5, lim sup
The inequality in the other direction
may be obtained similarly and this concludes the proof.
Universality of tail profile
The goal of this subsection is to establish Theorem 1.2, modulo the identification of a proportionality constant.
Lemma 3.7. Under the setting of Theorem 1.2, we have 8) or equivalently
where C d is the constant in Corollary 3.6.
Before we proceed to the proof, let us prepare ourselves by introducing some new notations and collecting some auxiliary lemmas below.
Let B ⊂ D be an open d-cube with centre v ∈ B and of length less than r d /d = r d (0)/d (in particular it is contained in the Euclidean ball B(v, r d )). We define for each s ∈ [0, 1] a new log-correlated Gaussian field
We abuse the notation and denote by µB,s(d·) the critical GMC associated to ZB,s(·). Proof. We only prove the upper bound here since the lower bound is similar. If µ0(d·) is the critical GMC associated to the exact field Y0, we have by Corollary 3.6 that P(µ0(B) > t) ∼ C d |B|/t, and so there exists some C > 0 such that
for some cube B of fixed size contained in a ball of radius r d = r d (0). Let G−(x) be an independent Gaussian field with covariance kernel f−(x, y) on D. By inspecting the covariance structure of ZB,s(·)
where Y0(·) is an exact log-correlated Gaussian field, G+(·) is an independent Gaussian field with covariance f+(x, y), and Ns,v is an independent Gaussian random variable with variance
is assumed to be non-negative by reduction R2). Now fix some a > 0 such that
≥ Ca for some Ca > 0 bounded away from zero uniformly in s ∈ [0, 1], which is possible by Lemma 2.1. Then for any c ∈ (0, 1) we have
and we may further rewrite µ0(cB)
where Nc is an independent N (0, − log c) variable, using the scaling property of the exact field Y0. From Lemma 2.1 we know that e.g. the second moment of the random variable
may be bounded uniformly in s ∈ [0, 1] and v ∈ D, and by (3.10) and Lemma 2.12 we conclude that
Proof of Lemma 3.7. Let us start by assuming that g ≡ 1. Recall that the Lebesgue measure of an open set A coincides with its inner Jordan measure. In other words, for each δ > 0 there exists some elementary set A δ = ∪iA δ,i formed by finite union of disjoint cubes A δ,i such that
where the last term is o(1) as λ → 0 + and may be safely ignored 9 . We first treat A δ = ∪iA δ,i , and may assume that the cubes A δ,i are small enough (by further subdivision) such that the function f appearing in the covariance (1.1) does not fluctuate by more than δ on each of them, i.e.
Let vi ∈ A δ,i be the centre of the cube. We introduce the interpolation field ZA δ,i ,s as in (3.9) and the critical GMC µA δ,i ,s(d·) accordingly. By Corollary 2.7
are both bounded continuous functions in x, and Ws = µA δ,i ,s(Aδ,i). Using the two-sided bounds from Lemma 3.8, it is a straightforward computation to show that there exists some C > 0 independent of s ∈ [0, 1] and A δ,i such that for λ sufficiently large 10
and we have by Lemma 3.5 that
and similarly
Since A and A δ are Jordan measurable, so is the set B δ = A \ A δ . This means one can find an elementary set B δ ⊂ B δ such that | B δ \ B δ | ≤ δ, and similar calculation shows that
Putting all the pieces together, we obtain
Since δ > 0 is arbitrary, we obtain (3.8) when g ≡ 1. In general, we may assume that g is bounded away from zero by reduction R1, and apply the same splitting argument in the proof of Corollary 3.6 to extend the tail asymptotics to any continuous densities g(x) ≥ 0 on A.
The constant C d
We recall the following convenient fact which was also used in [37] : if U is a non-negative random variable satisfying P(U > t) ∼ C/t as t → ∞, then
We shall take U = µL(A) where µL(d·) is the critical GMC associated with the L-exact field YL(·), and A = B(0, 2r) for some r ∈ (0, r d (L) ∧ 1 2 ), and we hope to identify C d via the identity
By the localisation trick, we have
Given that the constant C d does not depend on L, (3.12) suggests that the multiplicative factor e 2dL in the integrand of (3.14) in the definition of µL,ǫ(v, A) may be safely omitted without affecting the limit (as we may always absorb this factor into λ).
Gaussian comparison and the evaluation of localisation limit
Let us introduce our reference log-correlated Gaussian field X d for d ≥ 2 (see Remark 3.12 for d = 1) which is characterised by the covariance kernel
The existence of this log-correlated field and the associated critical GMC µ d are discussed in Appendix B.
Here we would like to note that this is just the exact field when d = 2 because S2(x, y) ≡ 0, whereas in general S d (x, y)
• is continuous and bounded uniformly in x and y everywhere except at (x, y) = (0, 0) where the function is not defined;
• is rotation invariant in each variable, and jointly scale invariant in the sense that S d (ax, ay) = S d (x, y) for any a > 0.
By the uniform boundedness of S d (·, ·), we can choose L0 < L1 and A = B(0, 2r) ⊂ B(0, r d (L0)) ⊂ B(0, r d (L1) such that
∀x, y ∈ A and this comparison immediately extends to the mollified fields YL 0 ,ǫ, X d,ǫ and YL 1 ,ǫ. Applying Kahane's convexity inequality (2.7) to the RHS of (3.13), we may study instead the limit
The sequence of random variables µ d,ǫ (v, A) actually blows up in the limit as ǫ → 0 + , which is expected given the extra factor of (log 1/ǫ) 1/2 in (3.16). The blow-up is, not surprisingly, due to the singularity near x = v, and it is therefore useful to split the integral into two parts depending on whether x ∈ A ∩ B(v, r) or x ∈ A ∩ B(v, r) c for further analysis. The latter contribution, i.e.
does not involve any singularity and actually converges to some finite mass
as ǫ → 0 + by the construction of critical GMCs. Fix λ > 0. It shall be self-evident from our analysis that the integrand in (3.16) is bounded uniformly in v ∈ A as ǫ tends to zero, and by dominated convergence we may interchange the order of the ǫ-limit and integration provided that:
• φc : s → s + c is the shift operator.
• B − log r = X(r) ∼ N (0, − log r).
• (βs) s≥0 , (β−s) s≥0 are two independent BES0(3)-process.
• Lx,− := sup{s ≥ 0 : β−s = x}.
The evaluation of the limit (3.18) borrows techniques from the study of fusion estimates in Gaussian multiplicative chaos [6] , and we postpone the sketch of proof of Lemma 3.9 to Appendix C.
Identifiying the proportionality constant
Our remaining task is the evaluation of the limit
dx.
We first show that µ x d (v, r) and R d (v, r) possess moments of all order smaller than 1: Lemma 3.10. For each q < 1, we have
where the bounds may be taken uniformly in v ∈ A and x ≥ 0. In particular,
Proof. We only need to treat µ x d (v, r) since the statement regarding R d (v, r) follows immediately by the existence of GMC moments from Lemma 2.8 (and a uniform bound may be obtained if we take v ∈ ∂A = {x : |x| = 2r} for negative moments, or v = 0 for positive moments).
Let us commence with the negative moments q < 0. From the construction in Appendix C we have
where τ := inf{s ≥ 0 : βs ≥ 4}. Viewing our Bessel process (βs) s≥0 as the evolution of the Euclidean norm of a 3-dimensional Brownian motion (
where τi := min(1, inf{s ≥ 0 : |B i s | ≥ 1}). But then
We now rewrite
(ds) in terms of Euclidean coordinates:
By the rotational invariance of Y d (u), we may assume without loss of generality that v lies on the negative e1-axis. It is then not hard to show that the ball centred at r
We apply the scaling property of GMC moments from Lemma 2.8) (ii) and obtain
for some constant C > 0 independent of v. We also have 
For each s ≥ 0, we have βs
where χ3 is a chi(3)-random variable, and so
Thus,
which is summable if we choose any q ∈ [0, 1) such that 3q/2 > 1, as E We are now ready to evaluate the constant C d .
Lemma 3.11. We have
In particular, the constant C d is equal to (πd) −1/2 .
Proof. Since µ x d (v, r) is strictly increasing in x (in the sense of stochastic order), we have
where x0 > 0 and ǫ = e − √ 2dx 0 . For generic non-negative random variable U , we have
The above analysis also easily gives
for some constant C > 0 independent of v ∈ A and λ ∈ (0, 1/2), thanks to the uniform bounds from Lemma 3.10. To finish our proof, recall that
by dominated convergence, from which we conclude that C d = (πd) −1/2 . The goal of this appendix is to give a proof of
We may assume without loss of generality that B1, B2 ∈ B(0, r d (0)) using a basic scaling argument, and prove the above claim for g ≡ 1 and f ≡ 0 as the general case follows from the following basic consideration: if G−(·) is an independent continuous Gaussian field on D with covariance f−(·, ·) on D × D, then
where Y0(·) is the exact field and G+(·) is an independent continuous Gaussian field with covariance f+(·, ·), and
where µ0 is the critical GMC associated to Y0, and the factor in front of the cross moment on the last line is finite by Lemma 2.1.
We start with the simple case where dist(B1, B2) > 0.
Lemma A.1. Let A1, A2 ⊂ B(0, r d ) be two Borel sets such that δ := dist(A1, A2) > 0. Then for any h ∈ [0, 1)
for some constant C h > 0 independent of A1 and A2.
Proof. Recall that the random variable µ0(A1)µ0(A2) is the limit of
as ǫ → 0 + where Y0,ǫ = Y0 * θǫ for some smooth mollifier θ in the construction of critical GMCs. If we write Yǫ(x, y) = Y0,ǫ(x) + Y0,ǫ(y) + NK where NK is an independent N (0, K) variable, then and the term e dE[Y 0,ǫ (x)Y 0,ǫ (y)] in the integral is bounded above uniformly in x, y, ǫ under the assumption that δ > 0. We then introduce a new field Yǫ(x, y) = Y0,ǫ(x) + Y0,ǫ(y) where Y0,ǫ is an independent copy of Y0,ǫ. For K > 0 sufficiently large, one can check that
Using Lemma 2.6, we see that (A.1) is bounded by
and the above line remains finite as we pass it to the limit ǫ → 0 + , i.e.
Proof of Lemma 3.2. It suffices to consider the cases where
for some fixed 4r ∈ (0, r d ) and each k ∈ {0, 1, . . . , d − 1}. We shall call pairs of d-cubes of the form (A k 1 (r), A k 2 (r)) k-configurations of size r, and prove that
for every such k by induction. When k = 0, observe that A 0 1 (r) ∩ A 0 2 (r) = {0}. we decompose A 0 i (r) as follows:
By the concavity of x → x h for h ∈ (0, 1), we see that
i.e. we end up with an expectation associated to a 0-configuration of size r/2 as well as residual terms R0 := R0(r) which is finite by Lemma A.1 since the cross moments only involve pairs of sets that are away from each other by at least r/2. We can iterate the above decomposition for (A 0
Note that the sets involved in R0(r2 −n ) are essentially those in R0 up to a scaling factor of 2 −n . We then appeal to the scaling property of the exact field: if S1, S2 ⊂ B(0, r d ) and c ∈ (0, 1), then
where Nc ∼ N (0, − log c) is independent of µ d . This suggests that
. Now consider k ≥ 1. We decompose our cubes A k i as follows:
Again we have R k := R k (r) < ∞ by Lemma A.1 because it only involves cross moments associated to pairs of sets separated by a distance of at least r/2. Now in order to use the scaling property of µ d , we have to further decompose A k i (r) into d-cubes of length r/2, i.e. we have to do further partitioning 11 with respect to each of the last k coordinates depending on whether it lies in [0, r/2] or [r/2, 0]. Pick two such sub-cubes, one from the partitioning of A k 1 (r) and the other from that of A k 2 (r). The pair gives a j-configuration of size r/2, where j ∈ {0, 1, . . . , k} depending on how many sides the cubes share with each other, and there are exactly 2 k k j j-configurations. Therefore,
(Recall that Cj(r2 −1 ) is the cross moment associated to a j-configuration of size r/2.) The decomposition can be repeated and we obtain the bound
from the same scaling consideration. By induction hypothesis, the multiplicative factor in front of the sum is finite, while the summand
This concludes the proof.
B Reference log-correlated Gaussian field
For the purpose of computing the constant C d in Section 3.5 we introduced the reference field X d (·) for d ≥ 2. This appendix is devoted to the construction of this Gaussian field and the existence of the corresponding critical GMC.
B.1 Construction of reference field X d
Let L > 0 be such that r d (L) > 1, and consider the L-exact field YL(·) on B(0, 1). Inspired by the d = 2 case we consider spherical averages of YL.
where σs(du) is the uniform measure on the (d − 1)-sphere S d−1 (s) of radius s. Then the centred Gaussian process Y L(·) satisfies
In particular, the process (Y L(e −t )) t≥0 is continuous almost surely.
Proof. By definition,
Suppose |x| ≥ |y|. By rotational invariance, it is not difficult to see that log |u − v|σ |x| (du)σ |y| (dv) = log ||x|u − |y|e1|σ1(du)
where e1 = (1, 0, . . . , 0) T . But then
is the area measure on the (d − 2)-sphere of radius 1 − u 2 1 and with coordinates (u2, u3, . . . , u d ). This shows that (B.2) is equal to −S d (x, y), and we have verified the covariance formula (B.1).
We now proceed to the claim of continuity, and consider only d ≥ 3 since it is well-known that S2(x, y) ≡ 0 in which case (Y L(e −t ) t≥0 is a Brownian motion (starting from an independent random position ∼ N (0, L)).
Let t ≥ s ≥ 0. We have
, and by Lemma 2.2 the Gaussian process (Y L(e −t )) t≥0 is Hölder continuous.
We now continue with the construction of our reference field. By a straightforward covariance computation (using rotational symmetry), we see that the Gaussian field
which is scale invariant. In particular Y d (·) does not depend on L and may be defined on Euclidean balls of arbitrary size. If (Bt) t≥0 is an independent standard Brownian motion, we can write X(x) := B − log |x| and define our reference field by X d (·) = X(x) + Y d (·) which is a centred Gaussian field on the unit ball with
B.2 Existence of associated critical GMC µ d
We would like to argue that the sequence of measures
where X d,ǫ (x) = X d * θǫ(x), converges in probability to some measure µ d in the space of Radon measures equipped with the weak * topology. To do so, we first show that the claim of convergence is true on any subset Dn = D \ B(0, κn) for some sequence of κn > 0 tending to 0 as n → ∞. Pick L > 0 sufficiently large such that r d (L) > 1. Using the construction of our reference field, we have
and so
As ǫ → 0 + , µL,ǫ converges in probability to the critical GMC µL associated to the L-exact field YL on D. If we restrict ourselves to Dn, we see that X(·) and Y L(·) are Hölder continuous functions, and so e √ 2d(Xǫ(x)−Y L,ǫ (x)) converges uniformly to e √ 2d(X(x)−Y L (x)) almost surely. Also, it is easy to check that 
converges uniformly to e dS d (x,x) . Combining all these considerations, we see that µ d,ǫ (dx) converges to a critical GMC µ n d (dx) on Dn in probability as ǫ → 0 + . Next, we extend the definition of each µ n d to the entire domain D by defining µ n d (B(0, κn)) = 0. This gives us a non-decreasing sequence of measures
for any m ≤ n. We argue that the sequence of measures {µ i d } i≥1 is tight: if we cover D by finitely many balls Ai of radius at most r d (−L), then for q ∈ (0, 1)
where we have used Gaussian comparison (2.7) in the second inequality (assuming that L > ||S d ||∞), i.e. the total mass of µ n d (D) is uniformly bounded in n almost surely. From this we obtain by Prokhorov's theorem that {µ i d }i is relatively compact and so there exists a subsequence {n k } k along which µ n k d converges weakly to some random measure µ d almost surely. However, by splitting any g ∈ C b (D) into positive and negative parts g = g+ − g−, we see that
by monotone convergence, i.e. µ n d converges weakly to µ d almost surely. Finally we show that µ d is indeed the weak * limit of µ d,ǫ on the whole domain D in probability, and by standard argument (see e.g. [24, Chapter 4] ) it suffices to check that for any fixed g ∈ C b (D),
in probability.
For this, consider for any δ > 0
The first term on the RHS converges to 0 as ǫ → 0 + as µ d,ǫ converges in probability to µ n d on Dn. For the second term, we have for q ∈ (0, 1)
where the last inequality again follows from Gaussian comparison. The third term may be bounded similarly and overall we have
Since n is arbitrary, we let n → ∞ or equivalently κn → 0 + to make the above bound arbitrarily small (by Lemma 2.8(ii)) and conclude that µ d,ǫ converges in probability to µ d on D in the weak * topology.
C Fusion estimates
This appendix is devoted to Lemma 3.9. We first explain the main ideas that are inspired by earlier works [15, 6] on fusion estimates of GMCs, and then sketch the technical estimates and arguments for the proof of Lemma 3.9.
C.1 Main idea: exponential functional of Brownian motion
By construction, X d has the decomposition
where (Bt) t≥0 = X(e −t ) t≥0 is a standard Brownian motion. This is also translated into
where Xǫ and Y d,ǫ are defined analogously. Now recall the definition of µ d,ǫ (v, A) from (3.17) . We shall split this random variable into three terms:
As ǫ → 0 + , we see that
• R d,ǫ (v, r) converges to some finite random variables R d (v, r) by the construction of the critical GMC µ d associated to our reference field X d ;
• Z A,v d,ǫ (ds) converges to some Z A,v d (ds) which is the critical GMC associated to Y d (which exists based on arguments similar to that in Appendix B.2), expressed in terms of spherical coordinates with all the angular coordinates marginalised out;
• µ c d,ǫ (v, r), which appears in the definition of µ c d,ǫ (v), is essentially the mass of {|x − v| ≤ 2ǫ} normalised to order 1 (by taking out all the extra factors after applying the substitution ǫu = x−v and the scale invariance of Y d (·)). Therefore, to get the idea of how E e −λµ d,ǫ (v,A) behaves as ǫ → 0 + , we may consider the toy model (v, r) . Similar to the observation in [15, 6] , it happens that the leading order contribution to (C.2) as t → ∞ comes from the event sup s≤t Bs = O(1) , the probability of which is of order 1/ √ t, explaining the renormalisation factor (log 1/ǫ) 1/2 appearing on the LHS of (3.18). On this event, it is not difficult to check that the terminal value Bt of the Brownian motion is extremely negative (it is less than −t 1 2 − with high probability) and so Vt vanishes in the limit.
For Ut we need finer description of the Brownian path. When sup s≤t Bs = x ∈ R+, it happens that the behaviour of (Bs) s≤t is very similar to the following:
• First, it evolves like a standard Brownian motion until s = Tx = inf{u > 0 : Bu = x} (which is o(t) with high probability) when it reaches its maximum value.
• It then evolves like Bs = x − βs−T x , where (βs) s≥0 is an independent BES0(3)-process (hence explaining why Bt is extremely negative).
If one further applies Lemma 2.13, one sees that 
C.2 Some estimates
Let us collect a few estimates that will be used in the proof of Lemma 3.9. Suppose X d,ǫ (·) := X d * θǫ(·) where θ is a radially-symmetric mollifier supported on B(0, 1) without loss of generality. We have the following estimate controlling the difference between our Brownian motion X(e −t ) and its approximation Xǫ(e −t ). = 0.
Proof. Since X(e −t ) t≥0 is a standard Brownian motion, which is e.g. 1 3 -Hölder continuous with stationary and independent increments, there exists a collection of i.i.d. random variables Ci such that
and E [exp(aCi)] < ∞ for any a > 0 by Lemma 2.2. In particular Ci has positive moments of all orders.
Now consider
Xǫ(e −t ) − X(e −t ) = B(0,1)
where e1 is the first standard basis vector. Note that
for ǫ > 0 sufficiently small. We see that the two numbers t and − log |e −t e1 + ǫu| must lie in some interval of the form [i, i + 2], and thus
We then verify, for any positive a = O(ǫ −1/8 ), that
as ǫ tends to 0. In particular,
which concludes our proof.
Next, we state a crucial estimate that will allow us to restrict ourselves to the leading order event sup s∈[− log r,− log ǫ] Bs = O(1) as in the analysis of the toy model. Then there exists C > 0 independent of k and v ∈ A such that sup ǫ∈(0, r 2 ]
In particular,
Sketch of proof. We may take v ∈ ∂A (since the intersection A∩(v +A) = B(0, 2r)∩B(v, 2r) is smallest if v ∈ ∂A) to obtain an upper bound that is uniform in v ∈ A. Fix some δ ∈ (0, 1). We have
where Cǫ is as in Lemma C.1. By Cauchy-Schwarz we only need to consider
which can be studied using the same method in the proof of [15, equation (6. 3)], leading to the bound
and hence our claim.
The final estimate we need quantifies the claim that the Brownian motion stays very negative after reaching the maximum. Proof. For simplicity let us only treat r = 1 (and hence B − log r = 0) everything below works for any r > 0. Using the fact that P(max s≤t Bs ≤ n) = 2 π n/ √ t 0 e −x 2 /2 dx, we first obtain P max 
Then P max .
To finish our proof, we only have to show that But then by Lemma 2.15, this is just equal to k multiplied by the probability that a BES k (3)-process at time t 1/2 is less than t 1/8 , which obviously tends to 0 as t → ∞. .
Let us write (Ws) s≥0 = (B s−log r − B − log r ) s≥0 , which is a Brownian motion independent of B − log r , and denote by (Fs) s≥0 its natural filtration. Using again the distribution for the running maximum of a Brownian motion, we have Interpreting the process (k − Ws) s≤t 1/2 +log r as a BES k (3)-process (β k s ) s≥0 under the change of measure 1 {max s≤t 1/2 +log r Ws ≤k} (k − W t 1/2 +log r )
Summarising all the analysis above, we have for any open set B δ such that |B δ | ≤ δ. When B δ is not Jordan measurable, the theory of Lebesgue integration suggests that B δ can be covered by a countable union B δ = ∪ ∞ i=1 B δ,i of open cubes B δ,i up to a small error δ > 0, i.e. | B δ \B δ | ≤ δ. By further partitioning, we may assume that the interior of these cubes are disjoint from each other, and the upper bound of the splitting lemma reads as
.
It is not difficult to check that there exists some C > 0 uniformly in everything such that P(µ f (B δ,i ) > t) ≤ C|B δ,i |/t, from which we obtain
The real issue is to treat the cross terms E 1 − e −2λµ f (B δ,j )µ f (B δ,k ) : while we know each of them is of order o(λ 1/2 ), the current estimate (for the hidden constant in the little-o notation) is too weak to allow an application of dominated convergence in order to interchange the summation and limit.
D.2 A potential direct approach to low dimensions
We restrict our discussion below to d = 2 even though the same argument applies to d = 1. Here we take µ f (dx) as the critical GMC associated to the exact field Y0 on D = B(0, 1) ⊂ R 2 ≡ C, and our goal is to show that
for any open A ⊂ B(0, 1). Following [37] , we shall consider a different Laplace estimate and aim to show that
which is equivalent to the desired tail asymptotics by Tauberian theorem 2.10 (by taking ν(ds) = P(µ f (A) −1 ∈ ds)). Using the same ideas in Appendix C, one expects to obtain the localisation limit where d = 2 and µ x d (v, r) and R d (v, r) are defined as in Lemma 3.9. The only difficulty in this direct approach is to justify the interchanging of limits and integration when A is not a very nice set. For (D.2), the key is to make sure that the constant C appearing in the bound of Lemma C.2 is indeed uniform in v ∈ A. As for (D.3), it requires better control over moments related to e 
