The Bayesian approach to quantile regression as proposed by Yu and Moyeed (2001) based on the asymmetric Laplace distribution (ALD) has been extensively used in many applications.
Introduction
Quantile Regression models a particular quantile of the independently distributed responses
as a function of a d− dimensional covariate vectors {X i } n i=1 . The classical approach to modeling the τ th quantile (0 < τ < 1) as proposed by Koenker and Bassett (1978) is to solve the following minimization problem:
where ρ τ (u) = u(τ − I (u≤0) ) with I (·) being the indicator function. This procedure is equivalent 
It is easy to check that µ τ i is the τ th quantile of the p.d.f f iβ (·).
The focus of this paper is a widely used Bayesian approach to the problem proposed by Yu and Moyeed (2001) , where the Bayesian posterior is obtained by assuming Y i ∼ f iβ and a prior Π on β. The approach is computationally attractive especially due to the location scale mixture normal representation of ALD (see Kozumi and Kobayashi (2011)) , and is known to give posterior consistent estimates even if it is a misspecification (Sriram et al. 2013) . Therefore, the approach has been useful in many applications (e.g. Yu et al. 2005; Yue and Rue 2011; Benoit and Van den Poel 2012; Alhamzawi and Yu 2013; Waldmann et al. 2013 ).
The aim of this paper is to highlight and remedy an inferential limitation of the approach. Since the ALD model is more often than not a misspecification of the true underlying likelihood, the resulting Bayesian credible intervals turn out to be asymptotically invalid. In other words, they do not possess the desired asymptotic "coverage property", where a 100(1 − α)% credible interval needs to contain the true parameter value approximately 100(1 − α)% of the time, for large sample sizes.
Section 2 describes a method to remedy this issue followed by a theoretical justification in Section 3. Section 4 presents supporting simulations. Detailed proofs are deferred to an appendix.
The Sandwich Likelihood Method
Suppose {Y i , i = 1, 2, . . . , n} are independent but non-identically distributed (i.n.i.d) with probabil-
where X i is a vector of non-random covariates. We model the τ th quantile as Q τ (X i ) = X T i β along with a proper prior Π (with p.d.f π) for β. We write the posterior distribution of β given the data
Our sandwich likelihood approach is motivated from Müller (2013) and is based on two key observations. First, Π n is asymptotically equivalent to a normal distribution centered at β M n , which is a solution to equation (1), and with covariance matrix 1 n V −1 , where
β M n is asymptotically normal with mean β 0 and ("sandwich") covariance matrix 1 n Σ, where
In this paper, we will assume that S and V are well defined. Since V −1 = Σ in general, the credible intervals from Π n will be asymptotically invalid, i.e. they do not asymptotically match the normal confidence intervals obtained from the classical approach. The sandwich likelihood approach remedies this issue by constructing a normal likelihood for β M n centered at β and with covariance matrix Σ/n. The method can be described in two steps.
Step 1. Obtain V −1 from the posterior distribution Π n based on
Step 2. Recompute a new posterior using the "Sandwich Likelihood" as follows:
where
Computationally, the matrix Σ needed in Step 2 can be easily obtained. This is because V −1 can be approximated by the covariance matrix computed based on the MCMC simulations from Step 1 and then S can be approximated by S n . It is worth noting that estimation of the Σ in the i.n.i.d.
case is in general a challenging problem (see section 3. 
Theoretical Results
While the sandwich likelihood approach is motivated from Müller (2013) , our results do not directly follow from there. For example, Müller (2013) requires the log-likelihood to be twice continuously differentiable with respect to the parameters, which is not the case with ALD. Also, verifying some of the other conditions would largely involve establishing the kind of results derived in this paper.
Hence the required results for ALD are directly derived in this section.
Recall that the true underlying p.d.f of Y i is p i . By way of notation, let P (n) denote the product probability p 1 × p 2 × · · · p n and P denote the infinite product probability
denote the probability and expectation with respect to the true product probability. We define
Our Assumptions 1 through 4 are essentially those needed for Theorem 2 part(b) of Sriram et al. (2013) and lead up to showing √ n−posterior consistency for Π n . The first assumption is on the prior and the second requires that the covariates be bounded.
Assumption 1.
Π is proper with a bounded and continuous p.d.f π that is positive around β 0 .
Assumption 2.
The first part of the next assumption essentially says that the non-intercept covariates (if need be after appropriate centering) take values in all quadrants of the Euclidean plane. In particular, this implies that they cannot be collinear. The second part of the assumption requires that the true underlying likelihood put positive mass around the true quantile, in particular ensuring that it is unique.
Assumption 3.
(a) Let the first coordinate of X i be identically 1 representing the intercept. After appropriate centering (if need be) of the other co-ordinates, ∃ ǫ 0 > 0 such that lim inf n→∞
(b) For some C > 0 and all sufficiently small ∆ > 0,
Assumption 4 is a technical condition required to apply Strong Law of Large Numbers for i.n.i.d
Assumption 4.
The lemma below is essentially Theorem 2 part(b) of Sriram et al. (2013) . A minor difference is that the convergence below is stated "in expectation" instead of "in probability". Suffices to note that the same arguments in their paper can be used to conclude the former.
Lemma 1 ( √ n− Posterior consistency). Suppose assumptions 1 to 4 hold. Then for any M n → ∞,
The asymptotic normality of the posterior is derived by applying the Bernstein-von-Mises theorem for misspecified models given by Kleijn and van der Vaart (2012) . A key requirement for their result is the "Local Asymptotic Normality"(LAN) property. For the ALD model specification for i.n.i.d data, we establish the LAN property by making the following assumption on the boundedness and continuity of the true underlying densities p i .
Assumption 5.
For some C, η > 0 and for all β in some small enough neighborhood of β 0 , the p.d.fs p i satisfy the following conditions:
Lemma 2 (LAN property). Under assumptions 2 and 5, the LAN property holds, i.e., for any
where , ∆ n,
In the interest of flow, the proof of the lemma is deferred to the appendix.
The next lemma, which establishes the connection between the posterior probability and the normal distribution is an immediate consequence of Lemma 2. Let Φ(B, µ, Σ) denote the probability of a set B under the multivariate normal distribution with mean µ and covariance matrix Σ. Then, we have the following result.
Lemma 3. Under Assumptions 1 to 5,
Proof. Under the given assumptions, conclusions of Lemmas 1 and 2 hold. The result follows since these are precisely the conditions required for Theorem 2.1 of Kleijn and van der Vaart (2012) .
It remains to show that such a normal distribution can indeed be centered at β Lemma 4. Let β M n be as in equation (1). Under assumptions 2 and 5
The first main theorem given below is immediate from Lemmas 3 and 4.
Theorem 1. Let Assumptions 1 to 5 hold and β M n be a solution to (1) . Then,
Theorem 2 formalizes Step 2.
Theorem 2. Let Assumptions 1 to 5 hold, β M n be as in (1) and Π prop n as in (6). Then,
Proof of Theorem 2 is presented in the appendix.
Simulation Study
In this section, we study the performance of the sandwich likelihood approach on simulated data from two different "true" underlying models and across sample sizes. The method is checked for the coverage property of the 95% confidence interval (COV), length of the confidence interval (LEN) and the mean absolute deviation (MAD) of the estimated parameter value from the true value.
We compare the sandwich likelihood approach (denoted by SLBA) with the frequentist quantile regression approach (denoted QR) and the Bayesian approach based purely on ALD (denoted ALD).
To construct the simulated data, we consider two covariates X 1 and X 2 simulated from N (3, 1)
(truncated between 1 and 1000) and Bernoulli(0.3) respectively. The first model is obtained as location shifted normal and the second model as a scaled gamma random variable. In both the models, the true 75 th -quantile (i.e. τ = 0.75) is given by q τ (X) = (1 + 2X 1 + 3X 2 ). The models are described below: Table 1 shows computed results for the case of a relatively flat prior and Table 2 for the case of an informative prior.
We know from our results that the credible intervals resulting from a Bayesian analysis using ALD are asymptotically incorrect. For simulated model 1 in table 1, the coverage ratio for ALD is consistently higher than the expected 95%, across all sample sizes. Correspondingly, the coverage ratio from the QR and SLBA methods are comparatively closer to 95%. Further, for model 1, the length of the credible intervals from ALD are larger. However, it is not necessary that the ALD method always leads to larger coverage and bigger intervals. For model 2 in the same table, the coverage is much lower than 95% for ALD, while the other methods again tend to be closer to 95%.
In this case, we see the lengths of credible intervals from ALD are smaller. Model 1 is simpler with i.i.d. errors. The coverage for the ALD method although higher than 95% is just higher by In contrast, for model 2, which is more complex with i.n.i.d errors, the inadequacy of coverage for the ALD method is more pronounced. For example, the coverage for the ALD method in model 2 is 70 to 85% across all sample sizes and for all parameters. We know that although the ALD method leads to asymptotically incorrect credible intervals, the parameter estimates are posterior consistent. In line with this, we see that the mean absolute deviation of the parameter estimates from the ALD method are comparable to the other methods. In summary, the simulation results in Table 1 are supportive of our results in section 3, i.e. in the case of relatively flat priors and large samples, the proposed sandwich likelihood and the classical approaches lead to similar inferences. Further, they highlight the fact that using Bayesian inference based on ALD could be highly misleading especially when the true data generating model is complex. Table 2 shows the simulation results when an informative prior is used. In this case, we observe that the SLBA method consistently has a lower mean absolute deviation than the QR method.
As the sample size gets larger, the difference between the mean absolute deviations from the QR and SLBA methods decreases. However, for the more complex model 2, the SLBA method still tends to outperform QR method in terms of mean absolute deviation, even for larger sample sizes.
This should not be surprising since the QR method is a classical approach, which does not utilize the prior information, whereas the SLBA method does. In summary, while dealing with possibly complex underlying models, small sample sizes and informative priors, the SLBA method can be expected to perform better the classical approach and the Bayesian approach based on ALD. 
To complete the proof, it is enough to show sup δ∈K |U 2n (δ) − E [U 2n (δ)]| → 0 in probability [P ] . To show this, let δ i = arg max δ∈K |U 2ni (δ) − E [U 2ni (δ)]|. δ i is possibly random since it can depend on Z i , but is well defined since U 2ni (δ) is a continuous (random) function on a compact set K. Then,
