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We study the single impurity Anderson model (SIAM) using the equations of motion method
(EOM), the non-crossing approximation (NCA), the one-crossing approximation (OCA), and Wil-
son’s numerical renormalization group (NRG). We calculate the density of states and the linear
conductance focusing on their dependence on the chemical potential and on the temperature paying
special attention to the Kondo and Coulomb blockade regimes for a large range of model parame-
ters. We report that some standard approximations based on the EOM technique display a rather
unexpected poor behavior in the Coulomb blockade regime even at high temperatures. Our study
offers a critical comparison between the different methods as well as a detailed compilation of the
shortcomings and limitations due the approximations involved in each technique, thus allowing for
a cost-benefit analysis of the different solvers that considers both numerical precision and compu-
tational performance.
I. INTRODUCTION
The single impurity Anderson model (SIAM) is one of
the most recurrent models in condensed matter physics
playing an important role on the study of strongly cor-
related systems.1–3 Originally put forward to describe
the physics of doped metals with magnetic impurities4–7,
the model has reached a remarkable protagonism being
used to study the mixed valence regime in rare earth
compounds2,8,9 as well as the Coulomb blockade and the
Kondo effect in quantum dots.10–18 In the context of
the dynamical mean field theory (DMFT)3 the model
has gained new traction, and contributed to describe the
properties of a huge variety of strongly correlated ma-
terials like transition metal oxides19, heavy-fermion sys-
tems, high temperature superconductors, etc..3,20 In the
field of molecular electronics21–23 the numerical solution
of the SIAM is an important step to study the trans-
port properties of strongly correlated molecular devices
through an approach that combines the density func-
tional theory (DFT), the dynamical mean field theory
(DMFT) and the non-equilibrium Green’s function for-
malism (NEGF).24–29
The large variety of scenarios in which the model
can be applied demands the calculation of spectral den-
sities, thermodynamical quantities like the free energy
and entropy as well as transport characteristics. In or-
der to compute this variety of physical quantities, sev-
eral impurity solvers have been developed for the SIAM
over the years such as the numerical renormalization
group (NRG)6,7, the equations of motion (EOM)30–32,
slave boson mean field approximation9, non-crossing
(NCA)33 and one-crossing approximations (OCA)34,
exact diagonalization method3, quantum Monte-Carlo
algorithms20,35, iterative perturbation theory36–38, to
name a few.
These impurity solvers differ mainly by the compu-
tational cost involved and by the range of the model
parameters where the used method is reliable. Indeed,
the search for different methods is mainly a consequence
of the fact that no method can provide reliable results
over the whole physically relevant parameter space3,20.
In many cases it is necessary to employ more than one
method to better understand a specific problem12.
In view of the variety of available methods and scenar-
ios in which the Anderson model can be applied the task
of benchmarking impurity solvers in each context is very
important and far from being exhausted. The choice of a
specific solver involves the knowledge of the aspects that
make it more competitive in some range of parameters
than others.
In this work we carry out a systematic compari-
son of the accuracy of the standard impurity solvers
in the literature, namely, the equations of motion
method39, the non crossing approximation33, the one-
crossing approximation34,40, and the numerical renormal-
ization group (NRG)41. We compute the Green’s func-
tion of a quantum dot using the different methods and
obtain the density of states and the linear conductance
of the dot as well as its dependence on the chemical po-
tential and the temperature. We discuss the strengths
and weaknesses, as well as the computational efficiency
of the above mentioned impurity solvers for a broad range
of parameters of physical interest.
This paper is organized as follows. In Sec. II we briefly
present the model system and the impurity solvers as-
sessed in this study. In Sec. III we compare their ac-
curacy and numerical efficiency by computing the den-
sity of states and the linear conductance as a function of
charging energy, chemical potential, temperature, etc.,
covering all the standard regimes of the model. Finally,
in Sec. IV we present a summary of our findings and our
conclusions.
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2II. MODEL AND METHODS
The model Hamiltonian we use to benchmark the im-
purity solvers is the single-impurity Anderson model4.
We write the SIAM as
H = Himp +HC +HB. (1)
Here, Himp reads
Himp =
∑
σ
εσf
†
σfσ + Un↑n↓, (2)
where f†σ (fσ) creates (annihilates) an electron with spin
projection σ at the impurity site, nσ = f
†
σfσ is the occu-
pation number operator, and U is the Coulomb charging
energy, the energy cost for double occupancy of the im-
purity site.
We address a two-probe setup, where the system of
interest is connected to electronic reservoirs in thermal
and chemical equilibrium by considering two semi-infinite
electrodes. The corresponding Hamiltonian reads
HB =
∑
α,k,σ
εαkσc
†
αkσcαkσ, (3)
where α = {L,R} labels the leads, c†αkσ (cαkσ) creates
(annihilates) an electron of wave number k and spin pro-
jection σ at the α lead, and εαkσ is the corresponding
single-particle energy.
Finally,
HC =
∑
α,k,σ
(
Vαkσc
†
αkσfσ + H.c.
)
, (4)
represents the coupling between the impurity and the
electrodes, where Vαkσ is the so-called hybridization ma-
trix element.
The nonequilibrium Green’s function theory allows one
to write the linear conductance G of the system as42,43
G = −e
2
h
∑
σ
∫ ∞
−∞
dω
(
−∂nF
∂ω
)
Γσ(ω) Im[G
r
σ(ω)], (5)
where the retarded Green’s function Grσ(ω) is the Fourier
transform of
Grσ(t) = −iθ(t)〈{fσ(t)f†σ(0)}〉, (6)
nF(ω) = 1/(1 + e
βω) is the Fermi distribution, with β =
(kBT )
−1. Throughout this work the chemical potential
is set to µ = 0 and kB = 1. Finally, Γσ stands for
Γσ(ω) =
ΓLσ (ω)Γ
R
σ (ω)
ΓLσ (ω) + Γ
R
σ (ω)
. (7)
The decay widths Γασ(ω)
44 are given by
Γασ(ω) = 2pi
∑
k
|Vαkσ|2δ(ω − εαkσ) (8)
and are proportional to the imaginary part of the embed-
ding self-energy Σασ(ω) due to the scattering processes
between the impurity and the leads45
Σασ(ω) =
∑
k
Vαkσ
1
ω − εαkσ
V ∗αkσ. (9)
As usual, by making the substitution ω → ω ± iη with
η → 0+, one obtains the retarded and advanced counter-
parts of the Green’s functions and self-energies presented
in this paper.
The standard derivation of Eq. (5) relies on assum-
ing proportional coupling, namely, ΓR(ω) = λΓL(ω)42.
It has been recently shown46 that, within the linear re-
sponse regime, Eq. (5) is valid as long as Γσ(ω) varies
slowly on the scale of kT .
It is sometimes useful to take the wide-band limit and
consider Vαkσ to be independent of k as well as taking
the (non-interacting) density of states of the electrons to
be constant within the band-width:
ρασ(ω) =
∑
k
δ(ω − εαkσ) ≡ ρασ(0) for −D ≤ ω ≤ D ,
(10)
where D is the half-bandwidth and ω = 0 is taken to
be the Fermi energy in the leads. In this case, Γασ ≡
2pi|Vασ|2ρασ(0) becomes independent of the energy ω.
Next we briefly review the methods we use to calculate
the Green’s functions Grσ, namely, equations of motion
(EOM)45, slave-boson approximations (SBA)33,34, and
numerical renormalization group (NRG)41. Since most of
this material is well known, we present only the elements
necessary for the discussion of the results that follow,
referring the interested reader to the original literature.
A. Equations of motion (EOM) method
The most straightforward technique to calculate equi-
librium and nonequilibrium Green’s functions is the
equations of motion method45. This technique consists in
taking time-derivatives of the Green’s functions to gen-
erate a set of coupled equations of motion. For bilin-
ear Hamiltonians the system of equations can be solved
exactly45,47. For many-body Hamiltonians the hierarchy
of equations is infinite and it is necessary to truncate
the equations by means of physical arguments, yielding
different approximate solutions to the problem.
The EOM simplest approximation for the SIAM is to
obtain the exact Green’s function of the uncoupled impu-
rity Hamiltonian and to include an embedding self-energy
by hand45, namely
Gσ(ω) =
1− 〈nσ¯〉
ω − εσ − Σ0(ω) +
〈nσ¯〉
ω − εσ − U − Σ0(ω) , (11)
where
Σ0(ω) = Σ
L
σ (ω) + Σ
R
σ (ω) =
∑
αk
|Vαk|2
ω − αk , (12)
3and the occupation is
〈nσ¯〉 =
∫ ∞
−∞
dωnF (ω)ρσ(ω), (13)
with the impurity density of states given by
ρσ(ω) = − 1
pi
Im[Grσ(ω)] . (14)
Equations (11) and (13) are solved self-consistently. This
approach, hereafter called EOM0, is frequently regarded
as a good approximation to the SIAM in the weak cou-
pling regime45.
A more consistent approach is to write the EOM for the
impurity Green’s function, Eq. (6), using the full Hamil-
tonian. The simplest truncation of the resulting hierar-
chy of coupled equations is to consider the two-particle
Green’s functions at the Hartree-Fock level45. This ap-
proximation, that we call EOM1, is formally equivalent to
the Hubbard I approximation48,49. The resulting Green’s
function is
Gσ(ω) =
ω − εσ − U(1− 〈nσ¯〉)
(ω − εσ)(ω − εσ − U)− Σ0(ω) [ω − εσ − U(1− 〈nσ¯〉)] . (15)
It is often stated that Eq. (11) is a good approximation to (15)45. As we discuss in the next section, the agreement
is at most qualitative.
The next level of complexity is to neglect spin correlations in the two-particle Green’s functions10 to write
Gσ(ω) =
ε− εσ − U(1− 〈nσ¯〉)− Σ0(ε)− Σ3(ω)
[ω − εσ − Σ0(ω)][ω − εσ − U(1− 〈nσ¯〉)− Σ0(ω)− Σ3(ω)] + UΣ1(ω) , (16)
where the self-energies Σ1,3 are given by
10:
Σi(ω) =
∑
qβ
A
(i)
qβσ|Vqβσ|2
(
1
ω + εqβσ − εσ − εσ − U +
1
ω − εqβσ + εσ − εσ
)
(17)
with A
(1)
qβσ = nF(εqβσ) and A
(3)
qβσ = 1. We call this trun-
cation scheme EOM2. We note that it is formally equiv-
alent to the Hubbard III approximation50.
A more sophisticated truncation scheme that includes
spin correlations has been introduced in Ref. 39. In the
absence of a magnetic field, the impurity Green’s function
reads
Gσ(ω) =
u(ω)− 〈nσ¯〉 − Pσ¯(ω)− Pσ¯(ω2)
u(ω)[ω − σ¯ − Σ0(ω)] + [Pσ¯(ω) + Pσ¯(ω2)]Σ0(ω)−Qσ¯(ω) +Qσ¯(ω2) , (18)
where u(ω) ≡ U−1[U − ω + σ + 2Σ0(ω) − Σ0(ω2)] and
ω2 = −ω+ σ + εσ¯ +U . The functions Pσ(ω) and Qσ(ω)
are given by:
Pσ(ω) ≡ i
2pi
∮
C
nF(z)Gσ(z)
Σ0(z)− Σ0(ω)
ω − z dz
Qσ(ω) ≡ i
2pi
∮
C
nF(z)[1 + Σ0(z)Gσ(z)]
Σ0(z)− Σ0(ω)
ω − z dz .
(19)
In this approximation, called hereafter EOM3, Gσ(ω) is
obtained by solving equations (18), (19), and (13) self-
consistently.
Let us briefly address the particular case of particle-
hole symmetry in which ε0 = −U/2 and 〈nσ¯〉 = 1/2 for
the approximation schemes presented above. In this case,
the EOM0 Green’s function, Eq (11), reduces to
[Gsymσ (ω)]
−1 = ω − Σ0(ω)− U
2
4[ω − Σ0(ω)] , (20)
Interestingly, the EOM1 approximation, Eq. (15), sim-
plifies to
[Gsymσ (ω)]
−1 = ω − Σ0(ω)− U
2
4ω
, (21)
Finally, the EOM2 and EOM3 Green’s functions,
Eqs. (16) and (18), respectively, coincide and can be writ-
ten as
[Gsymσ (ω)]
−1 = ω − Σ0(ω)− U
2
4[ω − 3Σ0(ω)] . (22)
4It is surprising and somewhat unexpected that the
EOM0 result is closer to the Green’s function of the more
involved EOM2 and EOM3 schemes than the EOM1 one
since Eq. (11) is frequently regarded as an approximation
to the exact form in Eq. (15).
Clearly these Green’s functions are temperature inde-
pendent and hence the EOM solutions can not describe
Kondo physics in the particle-hole symmetric point30,39.
B. Slave boson approximation (SBA)
Let us now discuss the slave-boson method for
solving the SIAM Hamiltonian9 in both the non-
crossing (NCA)34,51,52 and the one-crossing approxima-
tions (OCA)53,54.
In some contexts, the interaction part of the SIAM is
one of the largest energy scales of the system. Hence,
a perturbation expansion in U may be problematic.
Alternatively, noting that the hybridization terms are
small compared to U and to the kinetic part of the
Hamiltonian33, one can treat them as the perturbation
term of the problem. However, we can not use the stan-
dard machinery of perturbation theory, since the SIAM
Hamiltonian entails an unperturbed term that is not bi-
linear and, in this case, Wick’s theorem does not apply55.
It is possible to circumvent this problem by employing
another representation for the impurity operators, the
so-called slave boson approximation (SBA). In the SBA
one writes the impurity operator as54–56
f†σ = s
†
σb+ d
†
σ¯σsσ¯ , (23)
where b†, s†σ and d
†
σ¯σ are auxiliary or pseudoparticle (PP)
operators which create, over the vacuum |vac〉, the states
|0〉, |σ〉 and |σ¯σ〉, respectively. b† and d†σ¯σ are bosonic
operators, while s†σ is a fermionic operator.
In this representation the SIAM Hamiltonian reads
H =
∑
kσ
εkσc
†
kσckσ +
∑
σ
ε0s
†
σsσ + (2ε0 + U)d
†
σ¯σdσ¯σ+
+
∑
kσ
(
Vkσs
†
σb ckσ + H.c.
)
+
∑
kσ
(
Vkd
†
σ¯σsσ¯ckσ + H.c.
)
. (24)
Here, for simplicity, we consider the case where ε0 =
ε↑ = ε↓. The subspace of impurity states is formed by
four states, namely, |0〉, |↑〉, |↓〉, and |↑↓〉 representing an
empty, singly-occupied with spin up/down, and doubly-
occupied impurity states, respectively. This implies that,
at any given time29,40,52,53
Q ≡ b†b+
∑
σ
s†σsσ + d
†
σ¯σ = 1 , (25)
where Q is called pseudo-particle charge. The constraint
Q = 1 has to be enforced in the calculation of the ex-
pectation value of any given observable 〈O〉. In practice,
one first calculates an unrestricted expectation value, for
instance, using diagrammatic techniques in the grand
canonical ensemble to obtain 〈O〉G. In this ensemble
a chemical potential −λ is associated to the pseudo-
particle charge Q. Next, one projects the result into the
Q = 1 canonical subspace to find 〈O〉C using the so-called
Abrikosov’s trick, namely2,9,43,57,58
〈O〉C = lim
λ→∞
〈O〉G
〈Q〉G . (26)
The impurity Green’s function is written in terms of
the pseudo-particle Green’s functions57
Gb(ω) = [ω − λ− Σb(ω)]−1
Gsσ (ω) = [ω − λ− ε0 − Σsσ (ω)]−1
Gd(ω) = [ω − λ− 2ε0 − U − Σd(ω)]−1, (27)
whose self-energies are obtained by analytic continuation
and projection into the Q = 1 subspace, namely54
Σb(ω) =
∫ ∞
−∞
d
pi
nF()
∑
σ
∆σ()Gsσ (+ ω)Λ
(0)
σ (ω, ),
Σsσ (ω) =
∫ ∞
−∞
d
pi
nF()
[
∆σ(−)Gb(+ ω)×
× Λ(0)σ (+ ω,−) + ∆σ¯()Gdσσ¯ (+ ω)×
× Λ(2)σσ¯ (+ ω, )
]
,
Σdσσ¯ (ω) =
∫ ∞
−∞
d
pi
nF()
[
∆σ(−)Gsσ¯ (+ ω)Λ(2)σσ¯ (ω,−)+
+ ∆σ¯(−)Gsσ (+ ω)Λ(2)σ¯σ (ω,−)
]
,
(28)
where ∆σ(ε) ≡
∑
α Γ
α
σ(ε)/2. Equations (27) and (28) are
solved self-consistently.
In the simplest diagrammatic perturbation the-
ory approximation, which neglects vertex corrections,
Λ
(2)
σ¯σ (ω, ω
′) = Λ(0)σ (ω, ω′) = 1. This simplification cor-
responds to the so-called non-crossing approximation
(NCA)33. By including higher order diagrams, one ob-
tains
Λ(0)σ (ω, ω
′) = 1 +
∫ ∞
−∞
d
pi
nF()∆σ¯()Gsσ¯ (ω + )
×Gdσ¯σ(ω + ω′ + )
Λ
(2)
σσ¯ (ω, ω
′) = 1 +
∫ ∞
−∞
d
pi
nF(−)∆σ()×
×Gsσ¯ (ω − )Gb(ω − ω′ − ).
(29)
which contain vertex corrections at the order of one-
crossing approximation (OCA)53,54.
The impurity density of states, Eq. (14), is given
in terms of the pseudo-particle spectral functions,
namely34,53,54
ρσ(ω) =
ZC(0)
ZC(1)
∫ ∞
−∞
d e−β
[
Ab()Asσ (+ ω) +
Asσ ()Ad(+ ω)
]
(30)
5where ZC(1) is the canonical partition function for a sys-
tem with one impurity and ZC(0) is the canonical parti-
tion function of the conduction electrons (no impurity).
The ratio ZC(1)/ZC(0), which appears from the projec-
tion to the Q = 1 subspace, can be written as
ZC(1)
ZC(0)
=
∫ ∞
−∞
d e−β
[
Ab()+
∑
σ
Asσ ()+Ad()
]
. (31)
These elements allow us to compute the conductance G
given by Eq. (5).
The energy integrals in Eqs. (30) and (31) have to
be evaluated carefully because of the exponential diver-
gences of the statistical factors appearing in both ex-
pressions. Refs. 59 and 60 discussed how to deal with
large negative values of βε in the integrand. The ex-
ponential factor is compensated by the threshold behav-
ior of the auxiliary spectral functions, vastly reported
in the literature.57,59,60 The singular threshold struc-
ture poses serious difficulties to converge the NCA and
OCA equations.59. The trick to achieve convergence ex-
ploits the fact that theses equations are invariant un-
der a frequency argument shift of the PP spectral func-
tions, namely, ω → ω+λ0.57,59,60 In the implementation
used here40 λ0 can be calculated in two ways: (i) λ0 is
fixed and Q is calculated61and (ii) λ0 is calculated and
Q is fixed62. In both methods, the parameter λ0 shifts
the peak of the main63 PP to ω = 0. The λ0 calcula-
tion combined with a non-uniform frequency mesh with
a high-density of points around ω = 0 greatly improves
the convergence of the equations. However, it is worth to
emphasize that the sharp peaks in the PP spectral func-
tions can still lead to instabilities in the calculation, in
particular for very low temperatures and away from the
particle-hole symmetry point.
Despite its success in capturing important low tem-
perature features of the SIAM, the SBA has several
known problems.64–68 The NCA, for instance, fails to
give the correct Kondo scale TK at finite U
53. The
inclusion of vertex corrections solve this pathology to
some extent.65,68 However for sufficiently low tempera-
tures (T . 0.1TK) the height of the Kondo resonance
of the OCA spectral functions slightly overestimates the
limit imposed by Friedel’s sum rule.40,64,67,68 As pointed
out in Ref. 69 the OCA also violates the sum rules for the
coefficients of the high-frequency expansion of the elec-
tronic self-energy, especially in the case of multi-orbital
Anderson models.
C. Numerical renormalization group (NRG)
Last, we employ Wilson’s numerical renormalization
group (NRG) method41 to the SIAM in order to calcu-
late the impurity spectral function ρσ(ω) as well as the
conductance G, given by Eq. (5).
We can summarize the main ingredients of the NRG
scheme as follows. The first step (i) is to perform a loga-
rithmic discretization (in energy) of the non-interacting
conduction electron Hamiltonian [Eq. (3)] by considering
discrete energy intervals DΛ−(m+1) ≤ ω ≤ DΛ−m where
Λ > 1 is a discretization parameter. Step (ii) involves
mapping the impurity+discretized band to an effective
1D tight-binding chain (usually dubbed the “Wilson
chain”), whose first site is coupled to the interacting im-
purity. Due to the logarithmic discretization in the orig-
inal band, the mapping produces couplings tn between
sites n and n+1 which decay as tn ∼ Λ−n/2. This feature
also defines a characteristic energy scale for a given Wil-
son chain length N as DN =
1
2
(
1 + Λ−1
)
Λ−(N−1)/2D
where D is the half-bandwidth of the metallic band ap-
pearing in Eq. (10).
Finally, step (iii) amounts to an iterative numerical di-
agonalization of the resulting Hamiltonian H(N) of the
impurity plus a Wilson chain of length N , and the subse-
quent mapping to a system with one extra site H(N+1),
given by the renormalization condition:
H(N+1) =
√
ΛH(N)+ξN
∑
σ
(f†N+1,σfN,σ+f
†
N,σfN+1,σ),
(32)
where f†N,σ creates an electron with spin σ on site N of
the Wilson chain (sometimes referred to as “shell N”)
and ξN ∝ tNΛN/2 ∼ 1 is the renormalized coupling. The
final approximation is to use the 1000–2000 lowest-energy
states of H(N) (the “kept” states) to generate a basis for
H(N + 1). The process is then repeated for N + 2, N +
3, · · · , Nmax until the desired lowest energy scale DNmax
is achieved.
The key result out of the NRG algorithm is the cal-
culation of the (many-body) energy spectrum {|r〉N} for
each H(N) in the form H(N)|r〉N =ENr |r〉N along with
matrix elements 〈r|Oˆ|r′〉N for local operators Oˆ within
the approximations involved (logarithmic discretization
of the conduction band and truncation of the spectrum
at each N).
1. Impurity spectral density
With the many-body spectrum at hand, one can for-
mally write the leading contribution of the NRG spec-
trum to the impurity spectral function at a frequency
ω ∼ DN in the Lehmann representation as
ρNσ (ω)=
∑
r,r′
|ANrr′ |2
e−βE
N
r + e−βE
N
r′
ZN
δ(ω − ENr′ + ENr ) ,
(33)
where ZN =
∑
r e
−βENr and ANrr′ = 〈r|fσ|r′〉N is the
matrix element of the impurity operator fσ.
As it stands, Eq. (33) yields a sum of delta functions
centered at the excitation energies ∆ENr,r′ ≡ ENr′ − ENr
in the spectrum for N -sites in the Wilson chain. In or-
der to obtain the continuous spectral function ρσ(ω) at
energy ω, some additional approximations are needed.
First, the delta functions in Eq. (33) need to be broad-
ened, a procedure which might introduce overbroadening
6errors70. In order to minimize such errors, Gaussian or
log-Gaussian kernels with small broadening widths are
typically used41,71,72.
The second approximation is to collect the spectral
contributions for different shells to the spectral func-
tion at a given energy ω. Early NRG calculations14 em-
ployed the so-called “single-shell approximation”, which
amounts to take a single contribution at each shell N in
the form: ρσ(ω ≈ DN ) ≈ ρNσ (ω = a(Λ)DN ) where and
a(Λ) ∼ 2− 3 is a Λ-dependent numeric pre-factor. Mod-
ern NRG implementations71,72 use contributions from
several shells, weighted by the reduced density-matrix
at iteration N and separating contributions from states
“kept” and “discarded” during the truncation process at
each N (the “complete Fock space” (CFS) approach) in
order to avoid double counting between contributions of
different shells.
In this work, we employ the “full-density-matrix
NRG” (FDM-NRG) approach72 to calculate the spec-
tral functions at zero and finite temperatures. For zero-
temperature calculations, both FDM-NRG and CFS ap-
proaches are equivalent71,72. For finite temperatures,
FDM-NRG is usually the method of choice, with a caveat:
as it is true in all NRG implementations, the spectral
function resolution in energy is limited for ω  T due
to the appearance of spurious peaks related to errors in-
troduced by the logarithmic discretization procedure70.
As such, even the FDM-NRG procedure with “z-trick
averaging”73 produces spurious peaks for ω  T . Thus,
good quality data is typically limited to energies ω & T .
2. Conductance
In order to obtain the conductance from NRG data, we
can combine Eqs. (5) and (33) and use the delta functions
to perform the integrals in energy for each shell. As a
result, we obtain the contribution to the conductance
from shell N as:74
gN (T ) =
piβ
ZN
∑
r,r′
|ANrr′ |2
eβE
N
r + eβE
N
r′
, (34)
and
G(T ) = 2e
2
h
Γ
∑
N
gN (T ) . (35)
Within the NRG approximations, Eq. (35) gives G(T )
down to arbitrarily low-temperatures of order T ∼
DNmax , fully describing the regime T  TK , where TK
is the Kondo temperature. Notice that no broadening in
the delta functions is necessary in using Eqs. (34) and
(35). For both spectral function and conductance calcu-
lations, it is advisable to perform z-averaging in order
to get rid of the spurious oscillations arising from the
NRG discretization errors. In the calculations, we have
averaged over Nz=5− 10 values of z.
III. RESULTS
In this section we critically compare calculations of the
density of states and the conductance for the SIAM ob-
tained by the methods discussed above. For the OCA we
used the implementation of Haule and collaborators40,
while for the others we used in-house codes. All cal-
culations were performed in the wide-band approxima-
tion and in the absence of a magnetic field, namely,
ε↑ = ε↓ = ε0.
When studying the SIAM it is usual to separate two
limits based on the characteristic Kondo temperature of
the system: the high and the low temperature regime
when, T  TK and T . TK , respectively. We proceed
accordingly using the Haldane estimate75 for TK , namely,
TK ∼
√
UΓ exp
(
−pi |ε0(ε0 + U)|
UΓ
)
, (36)
as a guideline.
A. Density of states
1. High-temperature limit
Let us begin with the high temperature limit, T 
TK . Figure 1 shows ρσ(ω) for the particle-hole symmetric
case, ε0 = −U/2. We find that all methods, except NRG,
give similar qualitative results. The main feature is the
double peak structure with resonances at ω = ε0 and
ω = ε0 + U , both with a width Γ characteristic of the
Coulomb blockade regime in quantum dots.
Despite the qualitative similarities, even at the high
temperature limit, there are significant differences be-
tween the approximation schemes. We find that the
EOM0 and EOM1 give very poor results as we discuss
below. Fig. 1b shows that both peaks have the same
height, implying that 〈nσ〉 = 0.5. Using this input, one
can obtain an analytical estimate for the EOM DOS at
ω = ±U/2 , namely,
ρEOM0 (ω = ±U/2) = 1
piΓ
ρEOM1 (ω = ±U/2) = 2
piΓ
ρEOM2(ω = ±U/2) = ρEOM3(ω = ±U/2) = 1
2piΓ
. (37)
This indicates that, at odds with the claims found in
the literature45, the different EOM truncation schemes
render very discrepant density of states, see Fig. 1b.
Figure 1 shows that EOM2, EOM3, NCA, and OCA
give very similar results for ρ(ω), while NRG overbroad-
ens the Hubbard peaks, a well-known limitation of the
method3,65. We point out that, as discussed in Sec. II C 1,
the FDM-NRG procedure for obtaining spectral func-
tions suffers from spurious oscillations in the ω  T
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FIG. 1. (a) Density of states of the SIAM for different meth-
ods for ε0 = −U/2, Γ = 0.1U , and T = 0.1U . (b) Same
parameters as above, comparison between different EOM
schemes.
range72. Thus, only NRG data for |ω| & T is shown
in Figs. 1a and 2.
As ε0 is moved away from the particle-hole symme-
try point, the DOS peaks become asymmetric. For
ε0 = −U/4 and keeping the same values for Γ and T ,
the different solvers still give very similar results, in line
with the analysis we presented for the symmetric case.
The results are shown in Fig. 2. The differences between
the approximation schemes become more pronounced for
ε0 = 0, see Fig. 3a). In particular, the EOM2 density of
states exhibits a smaller peak height at the Fermi level as
compared with the one obtained by the other methods.
Note that for T . Γ the most relevant resonance con-
figurations for the conductance calculations are the asym-
metric ones, where the DOS peak matches µ = 0. The
failure of the EOM2 approximation in reproducing the
DOS obtained by more accurate approaches for the asym-
metric case indicates that, even at the high temperature
regime, spin correlations cannot be entirely neglected.
Figure 3b sheds further light on the EOM results. It
clearly shows that since the EOM0 self-energy is just the
embedding Σ0(ω), this approximation underestimates
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FIG. 2. Density of states of the SIAM for Γ = 0.1U and
T = 0.1U for ε0 = −U/4.
Σσ(ω) and, hence, overestimates the DOS peak heights.
An analysis of ρσ(ω) at ω = 0 and ω = U reveals that
Eq. (15) has another rather unphysical feature: at the
peaks, ρEOM1σ becomes independent of 〈nσ〉, that is, both
DOS peaks have the same height. Curiously, the simplest
heuristic approximation EOM0 gives superior results in
this respect.
2. Low-temperature limit
Now we turn to the low-temperature regime, Fig. 4.
Besides the usual resonances at the energies ω ≈ ε0 and
ω ≈ ε0 +U the ρσ(ω) calculated using the SBA and NRG
exhibit a pronounced and sharp peak at the Fermi en-
ergy, a clear signature of the Kondo effect. Interestingly,
while the slave-boson methods suffer from instabilities for
T  TK (see, for instance, the discussion at the end of
Sec. II B), this is the regime where NRG works best.
Figure 4 shows the results we obtain for Γ = 0.2U
and T = 0.001U . For the particle-hole symmetric case,
ε0 = −U/2, the Haldane estimate gives TK ≈ 0.009U 
T . This TK value is consistent with the NRG estimate
of TK ≈ 0.00208U obtained from the impurity mag-
netic susceptibility χ(T ) (not shown) using the criteria6
TKχ(TK) = 0.0701 The TTK regime is precisely where
the NRG is expected to work best, giving an accurate de-
scription of the ω=0 peak all the way to T/TK → 01,2,65.
As such, we will use the T = 0 NRG results as a bench-
mark for our T . TK analysis.
As shown in Fig. 4a, the OCA significantly improves
the width and the height of the Kondo resonance in com-
parison with the NCA. In addition, it gives an improve-
ment in the estimate of TK of at a least an order of magni-
tude, as previously reported20,27,53. The peak at ω = 0 is
absent in the EOM solutions. It is well known39 that, in
the truncation schemes (and the corresponding neglected
correlation processes) discussed in this paper, due to the
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FIG. 3. Impurity density of states for ε0 = 0, T = 0.1U .
In (a) we use Γ = 0.1U . In (b) we set Γ = 0.02U and com-
pute the DOS near the Fermi level ω = 0 for different EOM
schemes and also for the NCA. Here the estimated Kondo
temperature is TK ∼ 10−18U for ε0 = −U/2. In the inset
we show the density of states in a more extended range of
energies.
particle-hole symmetry the EOM Green’s function can-
not exhibit a resonance at ω = 039. More recently, it has
been shown76,77 that one can overcome this shortcoming
of the EOM method by considering processes beyond the
EOM3 truncation scheme.
We also compare the different methods in the particle-
hole asymmetric case. In Fig. 4b we plot the spectral
functions for ε0 = −0.26U ≈ −U/4. In accordance with
NRG results, both NCA and OCA show a Kondo peak
at ω≈0 in addition to the usual single-particle peaks at
ω = ε0 + U = 0.74U and ω = ε0 = −0.26U . The latter
resembles more of a “shoulder” due to the broadening
and the overlap with the Kondo peak at the Fermi energy.
The EOM spectral functions also exhibit a resonance at
the Fermi level. In addition, there is an unphysical peak
at ω = 2ε0 +U = 0.48U which is enhanced in the EOM3
solution. This spurious singularity can be identified with
the singularities of Σ1(ω) in EOM2, Eq. (17) and with the
ones of the functions P (z) and Q(z), Eq. (19), in EOM3.
Spurious peaks in EOM have been already reported in a
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FIG. 4. Density of states of the SIAM for Γ = 0.2U , T =
0.001U , and (a) ε0 = −U/2, (b) ε0 = −0.26U , and (c) ε0 = 0.
The insets show a zoom near the region ω = 0.
different context78.
Figure 4c shows the computed density of states for ε0 =
0. In this “mixed-valence” regime, no clear Kondo effect
is expected as the net magnetic moment in the impurity
is suppressed. As such, the NRG T = 0 spectral density
shows only a broad, single-particle-like peak centered at
ω=ε0 =0. It is also in this regime where the differences
between the methods at the energies ω very close to the
Fermi level are quite remarkable.
9Both the NCA and OCA density of states show a sharp
peak near ω=0, while there is no such peak in the EOM3
and NRG results (see inset of Fig. 4c). The presence
of these peaks in the NCA and OCA results strongly
influence the conductance calculations, as discussed in
the next section. The EOM2 density of states exhibits
a somewhat unexpected result with an anti-peak (deep)
at the Fermi level. This rather artificial feature severely
compromises the performance of the EOM2 scheme in the
conductance calculations, as it will be made more clear
in the following section.
The results of this section can be summarized as fol-
lows. While NRG is the best method to describe the
low-energy excitations of the spectrum at low temper-
atures, the SBA approaches (OCA and NCA) give a
quite reasonable qualitative picture of the physics, with
OCA remarkably improving over NCA results. The EOM
schemes, by contrast, display very poor performance
in capturing the low-energy properties. On the other
hand, the most appropriate methods to describe the high-
energy features of the spectrum are the SBA, followed
by the EOM schemes, while NRG shows a characteristic
poor performance in describing the spectral features in
this limit.
Let us conclude this section with a discussion of the
computational times involved in the spectral function cal-
culations. The EOM solvers take few seconds to converge
and run very well on just one core (processor Intel R©Xeon
R©X5650 2.67GHz). The simple implementation and the
low computational cost explain why the EOM methods,
despite their limitations, are still widely used. The NCA
solver also quickly converges and its performance is sim-
ilar to the EOM one. Using the same processor and
N = 1060 points in the pseudo-particle frequency mesh
NCA converges in 9s within 20 iterations. In contrast,
OCA converges in 76 minutes within 15 iterations, that
is, it consumes typically 400 times more CPU than NCA.
The main reason for this are the double convolutions in
the OCA equations, which involve overlapping integra-
tions over functions with sharp peak structures65. The
NRG calculations were performed in a cluster with a simi-
lar processor unit, namely, Intel(R) Xeon(R) CPU E5620
@ 2.40GHz with 8Gb RAM. The zero-temperature spec-
tral functions with DM-NRG, which is a bit less precise
but numerically much less expensive requires ∼ 30min
per z value × 5 values to average ∼ 2h30 per spectral
curve. In turn, the zero-temperature spectral functions
with CFS consumed ∼ 2h40 per z value × 5 values to
average ∼ 13h-14h per spectral curve. Finally, the finite-
temperature FDM-NRG cost ∼ 5h per z value × 5 values
to average ∼ 25h per spectral curve. All CPU times re-
fer to single-core calculations. Table I summarizes our
findings.
TABLE I. Typical times taken by each method to deliver a
converged spectral function. All CPU times refer to single-
core calculations.
Method CPU time
EOM < 1 min
NCA < 1 min
OCA ∼ 1 h
CFS-NRG ∼ 13− 14 h
FDM-NRG ∼ 25 h
B. Conductance
Let us now consider the calculation of two-point elec-
trical conductance in the linear response regime. Here-
after, we assume that the single-particle energy ε0 can be
tuned by an external applied gate voltage, ε0 = ε0(Vg)
and set µ = 0.
The linear conductance G, given by Eq. (5), is a convo-
lution of the DOS and the derivative of the Fermi distri-
bution. Hence, the features discussed in the previous sec-
tion give insight on the behavior of G. It is important to
stress that the NRG computes the conductance directly
from Eq. (35), avoiding the difficulties of the method in
calculating high-energy properties of the spectral func-
tion. Thus, the NRG results will serve as a benchmark
to the conductance calculations in all regimes studied
here.
In quantum dots, the high-temperature limit corre-
sponds to the Coulomb blockade regime. Here, the con-
ductance peaks are close to the resonances at ε0 and
ε0 + U . The Coulomb blockade conductance peak at
ε0 ≈ 0 corresponds to a dot with either empty or single
electron occupation, while the resonance at ε0 + U = 0
is associated with a single or double occupied config-
uration. The low conductance in the mid-valley re-
gion arises mainly due to cotunneling processes79,80, that
are also nicely described by a real-time diagrammatic
technique81. As the temperature is lowered, Kondo
physics sets in. Its main manifestation is to increase the
mid-valley conductance with decreasing T/TK , reaching
the unitary regime as T/TK → 0.
Let us begin analyzing the high-temperature limit. All
panels of Fig. 5 exhibit the main features of the Coulomb
blockade regime: Two peaks separated by an energy ∼ U
with low mid valley conductance. Figure 5a shows the
conductance obtained by the methods presented in Sec. II
for T = 0.1U . All approximations show a good qual-
itative agreement, except for the EOM2 result, which
presents pronounced discrepancies, particularly near the
charge fluctuation regime. This rather unexpected be-
havior of the EOM2 result is a consequence of the devia-
tion in the density of states compared to other methods,
as discussed in the previous section.
As we decrease the temperature towards the Kondo
regime, the discrepancies between the results delivered
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FIG. 5. Conductance G in units of 2e2/h as a function of the
single particle energy ε0 in units of U for µ = 0, Γ = 0.1U , and
different temperature values (a) T = 0.1U , (b) T = 0.01U ,
and (c) T = 0.001U .
by the different methods become more pronounced. The
conductance peak heights given by the EOM are consis-
tently smaller than those obtained by NRG, while SBA
tends to overestimate them.
As expected, EOM fails to describe the rise of the mid-
valley conductance with decreasing T/TK , while within
the SBA methods, only OCA gives good results com-
pared with NRG. We stress that the EOM3 gives better
results than the SBA for the empty (ε0 > 0) and double
occupation (ε0 < −U) quantum dot configurations.
In order to address the Kondo regime, T . TK , we
increase the coupling strength to Γ = 0.2U such that TK
increases above ∼ 0.002U for all ε0 values in the range
of interest. This speeds the convergence of the NCA and
OCA algorithms, while avoiding the low-T instabilities
of these methods, see discussion at the end of Sec. II B.
The results are presented in Fig. 6 . In this temperature
regime, the limitations of the EOM method in treating
correlations become even more manifest, particularly at
ε0 = −U/2, which corresponds to the particle-hole sym-
metry point. We emphasize that, as in the previous case,
EOM3 is very accurate in describing the ε0 > 0 and
ε0 < −U regions.
Taking the NRG conductance as benchmark, we find
that the OCA represents a significant improvement over
the NCA results. This is a direct consequence of the bet-
ter description of the Kondo peak by the OCA, as dis-
cussed in Sec. III A: The Kondo peak in the OCA spectral
function is higher and wider than in the NCA one. How-
ever, a closer comparison with the NRG result shows that
the OCA conductance fails to develop a Kondo plateau,
as can be seen in Fig. 6c.
When the temperature is further decreased, the OCA
conductance exhibits a plateau, but it exceeds the maxi-
mum conductance, Gmax = 2e2/h (see also Ref. 82). This
undesired unphysical feature is related to the violation
of the Friedel sum rule by the NCA/OCA procedure dis-
cussed in Sec. II B, which results in the overestimation of
the height of the Kondo peak64.
The NCA and OCA results are also at odds with NRG
for ε0 < −U and ε0 > 0, showing an increase of G as the
temperature is decreased. This behavior can be under-
stood by looking at the spectral functions in these pa-
rameter regions. In the discussion of the results of Fig.
4c, we noted that the density of states obtained by the
NCA approach exhibits a sharp peak at the Fermi level
and this peak increases when the temperature decreases.
As shown in Fig. 4c, the T = 0 there is no such peak in
the NRG data. We conclude that the observed increase
in the conductance shown in the NCA and OCA data are
related to this spurious resonance. Intriguingly, we have
not been able to determine the numerical origin of this
behavior in the NCA/OCA density of states’ close to the
charge fluctuation points.
Let us now investigate the temperature dependence of
the conductance with more detail. For this purpose we
select three different configurations, namely, ε0 + U/2 =
0, ε0 +U/4 = 0, and ε0 = 0. The latter cases correspond
to the mid-valley, a crossover, and the resonance peak
configurations, respectively.
Figure 7 shows that in the high temperature limit all
methods agree very well, as it has been already suggested
by Fig. 5a. In the present analysis, we are not includ-
ing the NRG results, which we will discuss later when
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FIG. 6. Conductance G in units of 2e2/h as a function of
the impurity energy level ε0/U for µ = 0, Γ = 0.2U , and (a)
T = 0.04U , (b) T = 0.003U , and (c) T = 0.0004U .
addressing the scaling behavior of the conductance.
As the temperature decreases, the differences are en-
hanced. As expected, in the particle-hole symmetric
point (Fig. 7a), both EOM schemes dramatically fail to
capture the increase of the conductance due to the miss-
ing Kondo peak in the spectral function. We notice that
these methods render nearly temperature-independent
spectral functions. The OCA method gives significantly
better results than NCA, capturing the onset of conduc-
tance increase with good accuracy. When the tempera-
ture is decreased below about TK/10, the OCA conduc-
tance saturates, although at an nonphysical value greater
than the quantum of conductance Gplateau > 2e
2/h. This
feature is related to the violation of the Friedel sum rule
in the OCA procedure mentioned above.64,82.
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FIG. 7. Conductance G in units of 2e2/h as a function of the
temperature T for (a) ε0 = −U/2, (b) ε0 = −U/4, (c) ε0 = 0
corresponding respectively to the mid valley, a crossover, and
the resonance peak configuration. The dashed lines indicate
the unitary limit. Here Γ = 0.2U .
For ε0 = −U/4 (Fig. 7b), the EOM2 conductance
starts to decrease below a certain temperature. The
EOM3 method seems to correct this unexpected behavior
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to a certain extent, but its already mentioned nonphysical
features prevent the method to yield conductance values
close to the OCA/NCA ones. The difference between the
NCA and OCA results becomes smaller, the NCA curve
being always below the OCA one which is consistent with
the idea that NCA yields a smaller Kondo temperature.
For ε0 = 0, Fig. 7c, EOM2 performs well only in the high
temperature limit 10−1 . T/U < 1, while EOM3 gives
good results for T/U & 10−2. Remarkably, the NCA con-
ductance shows results very similar to those of the OCA
curve.
The analogy between quantum dots and impurity sys-
tems extends to the scaling behavior of their properties.
Indeed, in Ref. 83 it has been experimentally verified
that the conductance of a quantum dot, in the low tem-
perature limit, depends only on the ratio T/TK .
According to a semi-empirical result obtained by NRG
calculations for a spin-1/2 system, the conductance of a
quantum dot is given by14,16,64,84
G(T ) = 2e
2
h
1
[1 + (21/s − 1)(T/TK)2]s , (38)
with s = 0.22 chosen to fit the experimental data16.
Let us discuss the scaling behavior of G obtained by the
OCA and NCA methods in comparison with the NRG
formula above. For that purpose, it is important to note
that the Kondo temperature given by the OCA method
is larger than the one given by NCA (see discussion in
Sec. III A).
In order to calculate the Kondo temperature we adopt
the procedure put forward in Ref. 64 which defines TK as
the temperature for which G/(2e2/h) = 1/2. In this way,
for Γ = 0.2U and ε0 = −U/2, we obtain TOCAK ≈ 0.0028U
and TNCAK ≈ 0.000097U . (It is interesting to recall that
we obtain TNRGK ≈ 0.0021U from the NRG susceptibil-
ity analysis.) We scale the conductance curves for each
method by the corresponding Kondo temperature.
In Fig. 8 we show the conductance as function of T/TK
obtained in NRG, OCA, and NCA methods. Since the
OCA method gives unphysical conductance values when
T . 0.1TK , our analysis of the scaling starts from this
temperature64. Clearly, the scaling obtained using OCA
is better than the one yielded by the NCA solver in the
sense that the former is closer to the NRG result than the
latter. However, as previously reported in Ref. 64, the
inclusion of vertex corrections is not enough to recover
the NRG prediction.
Let us finish discussing CPU times. For the EOM and
SBA methods the CPU times involved in the conductance
calculations for a given value of ε0/U are essentially the
same as the spectral function ones, discussed in the previ-
ous section. Since G is calculated by NRG using Eq. (35),
its computation is much faster than the one for DOS. The
approximate clock times are about 20 minutes per calcu-
lation using Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
(one core per job) with 8Gb RAM.
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FIG. 8. Conductance G in units of 2e2/h as a function of the
scaled temperature T/TK for ε0 = −U/2. Here Γ = 0.2U
and TOCAK ≈ 0.0028U and TNCAK ≈ 0.000097U . The Haldane
estimate gives TK = 0.009U .
IV. SUMMARY AND CONCLUSIONS
In this work we study the EOM, SBA, and NRG im-
purity solvers, comparing their results for the spectral
function and linear conductance for the SIAM covering
all physical relevant regimes.
In summary, as stated in Ref. 3, there is no “universal”
impurity solver that can be considered the most appro-
priate choice to describe both the spectral function and
transport properties over the all situations of interest.
We provide a thorough analysis that serves as a guide to
choose the most adequate approximation depending on
the accuracy and computational time for a given regime
and/or observable.
We find that for the high temperature regime most
approximations give comparable results for ρσ(ω) and G.
Surprisingly the widely used EOM0, EOM1, and EOM2
approaches give poor results for the spectral functions at
the mixed valence regime, a drawback that is fixed to a
large extent by EOM3. As already known, NRG fails to
give reliable high-energy spectral functions, which is a
problem for calculation schemes that combine NRG with
DMFT.
At intermediate temperatures, corresponding to the
onset of Kondo physics, only SBA and NRG lead to
quantitative accurate results. Even so, NCA dramati-
cally underestimates TK and, hence, gives poor results
for the mid-valley conductance. It is worth to mention
that EOM3 gives surprisingly good results at the charge
fluctuation regime.
For low temperatures, T  TK , the SBA violates the
Friedel sum rule and gives G values larger than the max-
imum predicted by the unitary limit. Hence, as one ap-
proaches T/TK → 0 the SBA results can only capture
the qualitative behavior of the physical observables of
interest.
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In practice, the choice of a impurity solver certainly
must take into account the computational cost. Table I
compares the processing times of the methods we analyze
here.
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