Abstract In this paper, we analyse the delay of a random customer in a two-class batch-service queueing model with variable server capacity, where all customers are accommodated in a common single-server first-come-first-served queue. The server can only process customers that belong to the same class, so that the size of a batch is determined by the length of a sequence of same-class customers. This type of batch server can be found in telecommunications systems and production environments. We first determine the steady state partial probability generating function of the queue occupancy at customer arrival epochs. Using a spectral decomposition technique, we obtain the steady state probability generating function of the delay of a random customer. We also show that the distribution of the delay of a random customer corresponds to a phase-type distribution. Finally, some numerical examples are given that provide further insight in the impact of asymmetry and variance in the arrival process on the number of customers in the system and the delay of a random customer.
Introduction
In many applications, a single server can process several customers simultaneously in a group or batch. Such a batch-server queueing system differs from multi-server queueing systems in that a new customer cannot join a batch whose service has started, even if it is not a full batch, while in multi-server queueing systems a new customer is served as soon as there is at least one server available. Batch-service systems are common in practice, for example in production environments where a machine can heat or paint multiple components at the same time (Weng and Leachman (1993) ) or transportation systems where a number of customers with the same destination are transported simultaneously (Lee and Kim (1994) ). Due to the wide area of applications, batchservice queueing models have been studied thoroughly, for instance by Arumuganathan and Jeyakumar (2005) , Banerjee and Gupta (2012) , Banerjee et al (2015 Banerjee et al ( , 2014 , Chang and Takine (2005) , Chaudhry and Templeton (1983) , Claeys et al (2012 Claeys et al ( , 2013a Claeys et al ( ,b, 2011 , Goswami et al (2006) , and Janssen and van Leeuwaarden (2005) .
A common assumption in the above mentioned papers is that the service capacity is constant. However, in practice, capacity can be variable and stochastic, a feature that has been incorporated in only a few papers. The system content at various observation epochs in the Geo/G Y /1/N + B model, where Y denotes the stochastic capacity of the server, which is upper-bounded by B, and N is the maximum queue capacity, has been analysed by Chaudhry and Chang (2004) . Server vacations have been included in this model by Chang and Choi (2005) . In the context of vehicle dispatching strategies, Powell and Humblet studied various batch-service queues with stochastic capacity and several service (dispatching) policies (Powell and Humblet, 1986) . They obtained the distribution of the queue length at departure epochs. Yi et al. further extended the work of Chang and Choi by including the general bulk service rule (Yi et al, 2007) . More specifically, the distribution of the system content at various epochs has been established for the Geo/G a,Y /1/K queue. Germs and Van Foreest investigated the loss probabilities for the continuous-time M X /G Y /1/K + B queue (Germs and Foreest, 2010) . Furthermore, Pradhan et al (2015) obtained closed-form expressions for the queue-length distribution at departure epochs for the discrete-time M/G Y r /1 queue where the service process depends on the batch size. A similar feature in the models of Chaudhry and Chang, Chang and Choi, Germs and Van Foreest, Powell and Humblet, Pradhan et al., and Yi et al. is that the capacity of a batch is independent of the queue length and of the capacities of the previous batches. Germs and Foreest (2013) have recently developed an algorithmic method for the performance evaluation of the continuous-time M (n) X(n) /G(n) Y (n) /1/K + B queue. In that model, both the arrival rate and service process (the service times as well as the capacities) depend on the queue size.
Another feature of the above models is that customers are indistinguishable, i.e., they all are of the same type. Although in many types of queueing systems several customer classes are included to account for customer differentiation, only a few papers on batch service consider multiple customer classes. Reddy et al (1993) study a multi-class batch-service queueing system with Poisson arrivals and a priority scheduling discipline, in the context of an industrial repair shop where the most critical machines are repaired first. Boxma et al (2008) study a polling system with Poisson arrivals and batch service. In this case, each customer class has a dedicated queue and the server visits the different queues in a cyclic manner. Boxma et al. focus on the influence of a number of different gating policies on the performance. Dorsman et al (2012) study a polling system with a renewal arrival process and batch service, where the batches are created by accumulation stations before they are added to a queue. Such a system can be used when a single server processes multiple product types with batching constraints. Dorsman et al. focus on optimizing the batch sizes of each class. A single-server station processing jobs in fixed-size batches belonging to multiple product classes is considered by Bitran and Tirupati (1989) . The interarrival times within each product class and the batch service times are assumed to have general, independent and identical distributions. A batch is constructed by aggregating the first N jobs in the queue. An approximation for the mean number of jobs, as well as some results on the output process, are derived. A refinement for some of these approximations, albeit for Poisson arrivals, can be found in Wu et al (2011) . Fowler et al (2002) study a multiproduct G/G/c model with batch-processing. For product class k, the interarrival times are generally distributed. Batches of size B k are formed first, which are then added to a FCFS multiserver queue. As a result, steady-state approximations for the cycle time and work-in-progress are derived. In Huang et al (2001) , class-dependent Poisson arrivals and exponential batch processing times are considered, and batches of different classes with a common maximum batch size are formed up front as well, and are then offered to a multiserver system. This results in an approximation for the average queue length. The previously mentioned papers on polling systems and priority queueing use a unique queue for each type of customer, while in this paper customers of both classes are accommodated in a common queue. We chose to use a single queue because it is not always feasible to implement multiple queues due to, for instance, lack of space in manufacturing environments or remaining memory.
In this paper, we analyse the delay of a random customer in a two-class discrete-time batchservice queueing model, with a batch size that is determined by the length of the sequence of same-class customers at the head of the queue. When the single server becomes available, it will simultaneously process the customer at the head of the queue, and all successive customers that are of the same class as the head customer. This, for instance, means that if the first customer is of class A, all of the following class A customers are also grouped in the batch that will be taken into service, until the next customer is of class B or no more customers are present, whichever occurs first. The system occupancy at random slot boundaries has been studied previously in our conference paper Baetens et al (2016) . To the best of our knowledge, no other papers in the literature have studied the delay in a system that combines variable capacity batch service and multiple customer classes. Many papers on batch-service queueing models either do not study the delay, or only give the mean delay by using Little's law. Of the previously mentioned papers, only the papers of Claeys et al (2012 Claeys et al ( , 2011 and Dorsman et al (2012) cover an extensive analysis of the delay of a random customer.
We would also like to highlight that the above-mentioned papers on batch service with multiple classes are continuous-time models, that assume a single customer arrival per arrival instant, while we consider the more general case of a generally distributed batch arrival process in a discrete-time setting, which adds an extra layer of complexity to the analysis. Also, in these contributions a distinct arrival process is defined for each class, whereas we define a single batch arrival process for the aggregated number of arrivals. The aggregated numbers of arrivals during consecutive slots are modelled as a sequence of independent and identically distributed random variables.
The queueing system studied in this paper can model, for example, a postal sorting center (Willems (2014) ). Letters (the customers) heading for different destination areas (the classes) arrive in random order at the center and are put on a conveyor. At the end of the conveyor, a sorter (the single server) sorts the letters according to destination area. The sorter can simultaneously pick consecutive letters with the same destination area and put them in the corresponding box. The picking time of letters is only slightly sensitive to the number of letters picked: the basic motions involved, called therbligs (Freivalds and Niebel (2014) ), are reaching for the letters, grasping them, searching for the corresponding box, and moving the letters to that box and releasing them. Only grasping is slightly dependent on the number of letters picked, which is only a small part of the total picking time.
The paper is structured as follows. In Section 2 we describe the discrete-time two-class queueing model with batch service in detail. This system consists of a single First-Come-First-Served (FCFS) queue of infinite size, and a single batch server with a variable capacity. In Section 3 we first derive a closed-form expression for the steady-state partial probability generating function (pgf) of the delay of a random customer when there are n customers in the queue at the arrival time of the random customer. Using the pgf of the system occupancy at customer arrival time instants, the pgf of the delay of a random customer can be calculated. Some numerical experiments are studied in Section 4 to illustrate the influence of the asymmetry and variance in the arrival process on the mean queue occupancy at customer arrival and mean delay of a random customer. Our conclusions are presented in Section 5.
Model description

Arrival and service process
Let us consider a discrete-time two-class batch-arrival queueing system with infinite queue size and a batch server whose capacity is stochastic. The classes of the customers are denominated as A and B. Arriving customers are inserted at the tail of the queue.
The aggregated numbers of customer arrivals in consecutive slots are modelled as a sequence of independent and identically distributed (i.i.d.) random variables, with common probability mass function (pmf) e(n) and steady-state pgf E(z). The mean aggregated number of customer arrivals per slot is denoted as λ = ∞ n=0 ne(n) = E (1). A random customer is of class A with probability σ and of class B with probability 1 − σ.
When the server is or becomes available and finds a non-empty queue, a new service is initiated. The size of the batch is then determined by the number of consecutive customers at the front of the system that are of the same class. More specifically, the server starts serving a batch of n customers if and only if one of the following two cases occur:
-Exactly n customers are present and they are all of the same class.
-More than n customers are present, the n customers at the front of the queue are of the same class and the (n + 1)-th customer is of the other class.
We define the class of a batch as the class of the customers within it. The service time of a batch is always a single slot.
Stability condition
The stability condition can easily be found by analysing the system under the condition that there are always many customers present in the queue. This means that the server will alternate between processing class A and B batches, which means that we can limit ourselves to studying 2 consecutive slots. We will only have a stable system when the average amount of work entering the system during two consecutive slots is less than the maximum expected amount of work processed during the same period. The expected amount of work processed is the sum of the expected length of a sequence of consecutive class A and B customers, which respectively follow a geometric distribution with parameter σ and 1 − σ. The stability condition is then given by
If σ is either 0 or 1, then the stability condition is reduced to λ < ∞, i.e., the system is always stable. This is as expected, since in this case all customers are of the same class, which means that no matter how many customers arrive, the server will always take all waiting customers in a single batch. Also, if σ is equal to 0.5, than the maximum tolerable arrival rate reaches a minimum value.
Delay Analysis
In this section, we will calculate the steady-state pgf of the delay of a random customer. We define the delay of a random customer as the number of slots between the end of the arrival slot of the customer and the end of the slot in which the service of the batch, that the random customer belongs to, ends. The delay of a random customer is determined by the number of customers in the queue at arrival of the random customer which is the sum of the number of customers in the queue at the start of its arrival slot and the number of customers that arrive before the random customer during the same slot. First, we calculate the partial pgf of the delay of a random customer if there are n customers in the queue before arrival of the customer by using a spectral decomposition or by modelling the delay as a phase-type distribution. In the second part, we first calculate the partial pgf's of the queue occupancy at customer arrival epochs if the first customer after arrival will be of class A or B. Finally, we use the previous results to obtain the steady-state probability generating function of the delay of a random customer.
Delay of a random customer with n customers in queue
We first define D A,n (z) and D B,n (z) as the partial steady-state pgf of the delay if there are n customers in the queue before the random customer and the first customer, that is the customer at the head of the queue, is respectively of class A and B. Let us consider the case where the first customer is of class A. If the second customer is also of class A (with probability σ), then that customer will be served in the same slot as the first. Hence the delay of the tagged customer is in this case in distribution equal to the delay of a customer who finds upon arrival n − 1 customers in the queue with the first customer being of class A. If the second customer is of class B (with probability 1 − σ), then after one slot the first customer has been served and the tagged customer experiences a remaining delay which is in distribution equal to the delay of a customer who finds n − 1 customers upon arrival with the first customer being of class B. Hence, we obtain the following expression
Equivalently, we obtain for the case that the first customer is of class A
If the random customer is the customer at the head of the queue, then it will be served first which means its delay will be a single slot. Summarising, we have
We now decompose the matrix M (z), defined as
The eigenvalues λ 1 (z) and λ 2 (z) of M (z) are given by
and matrices of the right and left eigenvectors, denoted respectively by R(z) and L(z), corresponding with the matrix M (z) are
We also define L 1 (z) and L 2 (z) as the sums of the components of the first and second row of L(z) respectively which leads to the following equations
Diagonalization of matrix M (z) in Eq. 2 leads to
In Appendix A, we show that the branching points, which are the points where λ 1 (z) = λ 2 (z), can be removed so that there are no roots in the solution. With this we can also prove that D A,n and D B,n are polynomials of degree n + 1.
A second approach to obtain the partial pgf's D A,n (z) and D B,n (z) is to analyse the delay of a random customer with n customers in the queue at arrival and the first customer is of class A or B using a discrete-time phase type distribution. More information on discrete-time phase type distributions can be found in the book of Latouche and Ramaswami (1999) . The delay of a random customer corresponds to the absorption time of a discrete Markov Chain where the time spent in each state is equal to the service time of a batch. The transition probability from state i to state j is given by the probability that a batch of the corresponding class has a size of i − j customers. The distribution of the delay of a random customer if the queue occupancy is equal to n at arrival of the random customer is the phase-type distribution P H(τ A,n , T n ) or P H(τ B,n , T n ) if the customer at the head of the queue is of class A or B, with 2(n + 1) states. The first n + 1 states correspond to the cases that there are i = 0 · · · n customers in the queue before the random customer and the customer at the head of the queue is of class A and the next n + 1 states with the cases that the customer at the head of the queue is of class B. The initial distributions of the phase-type distributions, denoted by τ A,n and τ B,n , are given by
and the transition matrix is characterized entirely by T n , a (2n + 2) × (2n + 2) matrix equal to
where 0 n is a (n + 1) × (n + 1) zero matrix. The matrix T AB,n is a strictly lower triangular matrix where the element in row i and column j is equal to the probability that the system processes a class A batch of size i − j, which leads to the matrix
, and the analogous matrix T BA,n is given by
The partial pgf's D A,n (z) and D B,n (z) are given by
We obtain the column vector t n by solving the equation
where 1 is a column vector of ones.
Queue Occupancy
In order to find the pgf of the delay of a random customer, we must first find the partial pgfs of the number of customers in the queue at customer arrival and the first customer in the queue is of class A or B after arrival. For this, we will use the results from Baetens et al (2016) for the idle probability and the partial pgf's of the system occupancy at random slot boundaries if the server is processing a class A or B batch. The probability u I that the server is idle in a random slot is given by
and the partial pgf U A (z) of the system occupancy at the slot boundary of a random slot in which a class A batch is being processed, as
and the analogous partial pgf U B (z) if the server is processing a class B batch by
The combined pgf U (z) of the system occupancy at random slot boundaries is defined as
The number of customers in the system at a random slot boundary is equal to the sum of the number of customers in the queue at the previous slot boundary and the number of customer arrivals during the previous slot. These numbers are respectively denoted by u k+1 , q k and e k . The resulting equation is
or in terms of the steady-state generating functions
where Q(z) is the steady-state pgf of the queue occupancy at random slot boundaries, which has not been analysed in Baetens et al (2016) . In order to analyse the delay of a random customer, we need the probability that the queue is empty and the partial pgf's of the queue occupancy and the customer at the head of the queue is a class A or B customer, which we will denote by q 0 , Q A (z) and Q B (z). With these definitions, the steady-state pgf Q(z) is given by
The queue is empty at a random slot boundary if the server is idle during the slot or if the server is processing a class A or B batch and all customers are of the same class. In case that there are i customers in the system at a random slot boundary, the probability that the length of a class A or B batch is equal to i is respectively given by σ i−1 and (1 − σ) i−1 . The probabilities that the server is processing a class A or B batch and all customers are of the same class, are given by
where u A (n) and u B (n) represent the pmf's of the system occupancy at random slot boundary if a class A or B batch is being processed. The probability q 0 that the queue is empty at random slot boundaries is then given by
On the other hand, if the queue is not empty at a random slot boundary then the first customer in the queue can only be of class A when the server is processing a class B batch in the same slot and the size of the batch is less than the number of customers in the system. The partial pgf Q A (z) of the queue occupancy at random slot boundaries and the first customer is of class A is given by
where c k is the size of the batch being processed during slot k. The size of a class B batch follows a geometric distribution with parameter 1 − σ that is truncated by the number of customers in the system. This leads to
By invoking the definition of U B (z) :
An analogous analysis for a class B customer at the head of the queue leads to
The expected value of the system occupancy and queue occupancy at random slot boundaries, denoted by E[U ] and E[Q], are given by
In order to convert the steady-state pgf of the queue occupancy at random slot boundaries to the queue occupancy at customer arrival epochs, we need the steady-state pgf of the number of arrivals in the same slot before arrival of the random customer, denoted by B(z). The steady-state pgf of this random variable can be shown to be equal to, see e.g. Bruneel and Kim (1993) ,
Since we observe the system at arrival of a random customer, we know that a new service will start in the next slot. This means we can define the pgf's of the queue occupancy at customer arrival epochs if the next service or the first customer in the queue is of class A or B as N A (z) and N B (z) and their respective pmf's by n A (i) and n B (i). The customer at the head of the queue will be of class A if the queue was empty at the start of the slot and the first arrival is of class A with probability σ or if the queue was not empty at the start of the slot and the customer at the head of the queue is of class A. The partial steady-state pgf N A (z) is then given by
and the analogous expression in case of a class B customer at the head of the queue is
We define the combined steady-state pgf of the queue occupancy at customer arrival epochs as N (z). This function is found by taking the sum of the partial steady-state pgfs N A (z) and N B (z), given by Eqs. 18 and 19, leading to
We also derive the mean queue occupancy at customer arrival epochs, denoted by E[N ], as
Delay of a random customer
The partial steady-state pgf of the delay of a random customer when the customer at the head of the queue is of class A, say D A (z), can be derived from Eq. 6 as
By invoking Eqs. 4, 5 and 18, we obtain
A similar analysis for the partial pgf D B (z) of the delay of a random customer when the customer at the head of the queue is of class B leads to
By combining Eqs. 22 and 23, we obtain the steady-state pgf D(z) of the delay of a random customer:
The mean delay of a random customer, denoted by E [D] , is given by
Using the definitions in Eqs. 3 and 4, we obtain
Numerical results
In this section, we will illustrate the results obtained in the previous section by using some numerical examples. To determine the influence of different parameters on the performance of the system, let us define the load of the system as ρ := 2λ
In the first examples, we consider a geometric arrival process with mean arrival rate λ. The probability generating function or E(z) is then equal to
. , respectively the mean system and queue occupancy at random slot boundaries, are depicted as well as E[N ], the mean queue occupancy at customer arrival epochs, see Eqs. 15, 16 and 21. We first note that E[U ] and E[N ] are identical, which is due to the memoryless property of the geometric arrival process. The difference between E[U ] and E[Q] is equal to the average arrival rate λ which follows from Eq. 16. In Fig. 1a , we clearly see that, for fixed arrival rates, σ = 0.5 results in a maximum for the mean occupancies, and that values of σ closer to 0 or 1 significantly reduces the mean occupancies by allowing, on average, larger batches to be processed. Looking at the system under different loads results in the opposite behaviour, as can be seen in Fig. 1b . This is the result of the conflict between an increasing arrival rate in order to have the same load, and an increased mean number of customers being processed. It is clear that the effect of the increasing arrival rate is larger than the increase in average batch size. We also observe that the influence of σ, or the effect of the increased arrival rate, increases when the system is operating under higher loads.
In Fig. 2 , we study the influence of σ on u I , the probability that the server is idle, and q 0 , the probability that the queue is empty at random slot boundaries. Since q 0 is the sum of u I and the probability that the server can process all waiting customers, see Eq. 12, it is always larger than u I . We see in Fig. 2a that both q 0 and u I reach a minimum for σ = 0.5, and values of σ closer to 0 or 1 leads to an increase of both q 0 and u I , because the average number of customers being processed each service increases. We note that u I converges to the probability that there are no arrivals during a single slot when σ goes to 0 or 1. In Fig. 2b , we look at the same system operating under different loads. We note that both u I and q 0 reach a maximum for σ = 0.5 and that the probabilities decrease for σ closer to 0 or 1. For values of σ closer to 0 or 1, the effect of the decrease of u I on q 0 is partially offset by an increase in the probability that the server can process all waiting customers simultaneously.
The expected delay of a random customer E[D], calculated from Eq. 24 is shown in Fig. 3a for a number of arrival rates. We first note that only λ < 2 lead to a system that is stable for all values of σ. In the case that the system is stable for all values of σ, we see that there is a maximum if the arrival processes is symmetric or σ = 0.5. For λ ≥ 2, there will be a σ value at which the system will become unstable and the delay will approach infinity if σ approaches this point of instability. We also observe that for very asymmetric systems or σ close to 0 or 1, the delay will go to a single slot or the service time of a single batch, even if the mean arrival rate is large. This is because almost all customers are of the same class which means that the mean service capacity is large so there is a high probability a newly arrived customer can be processed in the next slot.
In Fig. 3b , we show the mean delay for systems operating under different loads. We note that for small loads, the delay of a random customer is close to a single slot or to the service time of a single batch. This is because there is a high chance that the random customer will be the first customer in the queue and will be processed first. We also observe that there is a minimal expected delay for σ = 0.5 for all loads. An important remark is that, in contrast to the mean system and queue occupancies observed in Fig. 1 , the mean delay stays limited, even for σ close to 0 or 1. This is because values of σ closer to 0 or 1 have two opposite consequences. The first consequence is an increased arrival rate which leads to a higher queue occupancy at customer arrival and indicates a longer expected delay. The opposite effect is that there will be larger sequences of same class customers which means that the server will process larger batches and the delay will decrease.
In the following examples we study the influence of the variance of the arrival process. To study the variance, we use an arrival process where the number of arrivals is determined by a weighted sum of a geometric distribution with mean (1−α) with probability 1 − α. The probability generating function of this arrival process is given by
The mean arrival rate of this arrival process is still equal to λ, while the variance is given by
This equation indicates that the variance is minimal for α = 0.5, and approaches infinity for α equal to 0 or 1.
In Fig. 4 , we show E[U ], E[Q] and E[N ] as functions of α with a load ρ = 0.9 and σ = 0.2 or 0.4. We note that when α is 0.5 or when the variance is minimal, the three observed quantities are also minimal. For increasing variance in the arrival process or values of α closer to 0 or 1, we see that although the three quantities increase, the difference between E[Q] and E[U ] remains constant and E[N ] increases faster than E[Q]. This is because E[N ] is the sum of E[Q] and the average number of arrivals before a random customer. An increasing variance causes the number of arrivals before a random customer to increase, explaining the larger increase of E[N ] than that of E [Q] .
The influence of the arrival variance on u I and q 0 is shown in Fig. 5 . We clearly see that an increasing variance leads to an increasing idle probability. This is because the server cannot be idle if there was at least one arrival during the previous slot, and an increasing variance means that there is a higher probability that there are no arrivals, so the probability that the server will be idle increases. We also note that the influence of the variance in the arrival process is independent of the value of σ. In contrast to the effect on the idle probability, an increasing variance leads to a decreasing q 0 . This is caused by a decreasing probability that the server can process all waiting customers simultaneously, which is clearly more significant than the increasing u I . We note that the influence of the variance on q 0 decreases for σ closer to 0 or 1.
In Fig. 6 we show the influence of the arrival variance on E[D] for the system operating under different loads and with σ = 0.2. We first observe that in contrast with the influence of σ on the , the delay of a random customer, for σ = 0.2 and the system operating under different loads mean delay, see Fig. 3b , the mean delay goes to infinity for α close to 0 or 1 or a high amount of variance in the arrival process. This is because a large variance means that there are many slots with no or few arrivals and few slots with many arrivals, which means that there is a higher probability that there will be many customers before the random customer, which in turn means that the delay will be longer. For smaller loads, we also note that the delay of a random customer will be close to the service time of a single batch, except for α close to 0 or 1.
Conclusions and future work
In this paper we have analysed a discrete-time two-class single-server queueing system with batch service. The sizes of the processed batches are determined by the number of customers in the queue and their respective classes. From the queue occupancy at customer arrival epochs, we were able to determine the steady-state probability generating function of the delay of a random customer which was not done for batch service systems with variable capacity. Using these results, we have shown that the degree of asymmetry between the number of arrivals of the customer classes and an increased variance of the number of arrivals in each slot have a significant impact on the performance of the system. There are a number of possible extensions that could be considered for this system. In a first extension we could introduce class-dependent general service-time distributions for class A and B batches. An analysis approach for this may be to analyse the system at service initiation opportunities, which are the boundaries of slots in which a new service is initiated or the server is idle. A second extension is that we could introduce clustering behaviour of same class customers by introducing correlation between the classes of two consecutive customers. This can for instance be done by using two different probabilities that the customer will remain of the same class if the previous customer was of class A or B. This allows us to tweak the lengths of class A or B customer sequences that arrive while maintaining a certain ratio of class A and B customers. A further possible extension is to do the delay analysis in case of more than 2 different customer classes. We also note that the model in this paper does not use a maximum service capacity. While this is not realistic, it is a good approximation in systems where the load is not too high or where the proportion of each customer type within the arrival stream is non negligible (that is σ not near to 0 and not near to 1). Under these assumptions, the length of a sequence of customers of the same class is limited which means that the service capacity will also be limited. In future work, we will incorporate a class-dependent maximum service capacity.
