Encouraging students to reflect on their exam answers in response to
F
eedback to students is an integral part of the educational experience (Cohen 1985 , Bangert-Drowns et al. 1991 , Shute 2008 ) that can take a number of forms, including corrective information regarding a misconception, an alternative strategy to solve a problem, or encouragement regarding one's studies, and that can come from a variety of sources, including instructors, peers, and oneself (Hattie and Timperley 2007) . But the specific mechanism by which feedback is administered and the specific components of the feedback itself can have varying and inconsistent impacts on student learning (Bangert-Drowns et al. 1991 , Kulhavy and Wager 1993 , Kluger and DeNisi 1998 , Hattie and Timperley 2007 . Formative student feedback-that is, information provided to the student that seeks to change their thinking or behaviors in hopes of enhancing learning-is an important tool for instructors (Hattie and Timperley 2007, Shute 2008) . A major goal of incorporating formative feedback in the classroom is to bring a student from an existing level of learning or course performance to an acceptable standard established for the course (Hattie and Timperley 2007, Shute 2008) .
In science, technology, engineering, and mathematics (STEM) curricula, instructors incorporate formative feedback into their classrooms via different avenues. For example, personal response systems, such as the iClicker, allow students to answer questions following a "thinkpair-share" process (Crouch and Mazur 2001, Knight and Wood 2005) and then receive immediate formative feedback. Another means to provide feedback is through online homework and tutorial systems, commonly provided by textbook publishers. Examples include Mastering (Pearson Education), WileyPLUS (John Wiley and Sons), Connect (McGraw-Hill Education) , and Launchpad (Macmillan Publishers Ltd.). These systems contain questions that when answered incorrectly present students with feedback that may address a particular misconception. Peer evaluation is also commonly used, especially in the context of student writing (Gerdeman et al. 2007 , Reynolds and Moskovitz 2008 , Trautmann 2009 ). The proposed benefit of peer evaluation is that students, particularly those in large-enrollment courses, are able to receive feedback and evaluation in a manner that may closely replicate those of an instructor in a setting that can be difficult to manage for small numbers of instructional faculty and graduate students (Falchikov and Goldfinch 2000 , Paré and Joordens 2008 , Cho K and MacArthur 2010 , Strijbos and Sluijsmans 2010 , Patchan et al. 2011 . 
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Formative feedback can also be tied to high-stakes assessments, although the impact of feedback may be limited by common issues with exam construction. One criticism of exam questions is that they often focus on superficial learning and are constructed without considering the course learning objectives (Crooks 1988 , Pijl 1992 , Bol and Strage 1996 , Black and Wiliam 1998 , Gibbs 2006 , Momsen et al. 2010 ). In addition, assessments are traditionally used solely as a means to evaluate students, and because of their typical placement at the end of a unit or course, they are viewed as an endpoint to the learning process (Gibbs 2006 , Price et al. 2011 , Blair et al. 2014 . Students also lament that there appears to be a disconnect between exams and learning and that exams do not accurately measure their knowledge or understanding of a particular topic (McDowell and Sambell 1999, Blair et al. 2014) . But assuming that assessments are designed in a learner-centered manner, in which their role is to further foster student learning as opposed to evaluating factual knowledge, then exam feedback has the potential to be a beneficial component of the learning process (Goubeaud 2010 , Webber 2012 .
There are a handful of examples of prior work in higher education exploring the use of exam feedback on student outcomes. Students in a clinical science course who received detailed exam keys earned higher course grades compared with students who only received the answers to multiplechoice questions (Wojcikowski and Kirk 2013) . Williams and colleagues (2011) assessed a process in which, following an exam, groups of students in an introductory biology course were assigned a small number of commonly missed exam questions and asked to write a short paragraph evaluating the answer choices. In their analysis, they found that students who participated in this exercise earned higher scores on similar final-exam questions compared with students who did not evaluate that particular set of midterm questions. This is similar to exam wrapper activities, which prompt students to build their metacognitive skills with a series of questions that promote exam reflection (Lovett 2013) . Similarly, Sabel and colleagues provided students in an introductory biology course with "enhanced" answer keys and asked the students to complete a reflective writing exercise focused on the exam (Sabel et al. 2017) . Use of both the answer keys and the reflective questions correlated with higher exam performance. A "feedforward" system was analyzed by Scoles and colleagues (2013) , in which students had access to exemplars, a variety of student responses of differing quality, for previously used exams. The researchers found that the students who accessed the exemplars earned higher exam scores across a variety of life-sciences courses. And although not the same model as instructor-generated exam feedback, two-stage exams, in which students first take an exam independently and then again immediately after with their peers, offer opportunities to receive peer feedback on one's exam answers. Multiple studies have highlighted that the group exam component results in significantly higher performance than when the exam is completed individually (Giuliodori et al. 2008 , Bloom D 2009 , Eaton 2009 , Leight et al. 2012 , Knierim et al. 2015 .
In this study, the mechanism by which we provided formative exam feedback was driven by recommendations for best practices concerning feedback delivery. Common issues that impede the impact of feedback on student learning include the typical one-way nature of feedback (students receive feedback but cannot respond to it); the crowding of assessments toward the end of a course, when students are most in need of feedback (and therefore are unlikely to receive feedback in time to successfully apply it); and a focus of feedback only on the exam-question answer as opposed to the reasoning needed to arrive at the answer (Black and Wiliam 1998, Gibbs 2006 ). An additional concern is whether students attend to feedback they receive, because a common practice for many is to look only at the exam score (Crooks 1988) . And finally, the lack of dialogue between student and instructor in regard to feedback means that students may not realize the value of feedback whereas instructors do not know how the feedback is used (Blair et al. 2014) .
For this manuscript, we use the term exam feedback to describe the below system. Students in a 10-week molecular biology course received personalized, instructor-generated, elaborative feedback on three midterm exams. We aligned our definition of elaborative feedback with that of Shute (2008) : that feedback addresses the topic or response, discusses errors, or provides guidance. The students then had the opportunity to reflect on their answer and email the instructor in response to the particular feedback they received, after which a back-and-forth email exchange occurred until the instructor determined that the student could articulate the answer and support it with appropriate reasoning. This requirement for students to explain their thinking in their own words aligns with prior work illustrating the value of self-explanation in the learning process (Chi et al. 1994) . To examine the impact of the exam feedback on the learning of the tested concepts, we took a qualitative approach to evaluating the content of the exam responses before and after participation in the feedback process rather than focusing on the change in course points in response to the feedback intervention, a metric used in previous studies (Williams et al. 2011 , Sabel et al. 2017 . In this analysis, we examined two levels of the student response: the answer, the portion of the response that directly addresses the question asked, and the understanding, the use of appropriate information to explain or support that answer.
Our research questions are as follows: (a) Does receiving and responding to midterm-exam feedback result in a higher-quality final-exam answer? (b) Does receiving and responding to midterm-exam feedback result in a higherquality final-exam understanding? (c) What are student perceptions of this particular exam feedback process?
Exam feedback process
The study was conducted in a public, PhD-granting university in the western United States, specifically within Special Section on Education a second-year, large-enrollment (228 students) molecular biology course. The students in the course were primarily biological-sciences majors, along with smaller numbers of public-health and pharmaceutical-sciences majors, among others.
The course had a high structure format (Freeman et al. 2011 , Eddy and Hogan 2014 , Shaffer 2016 , with students assigned textbook readings and graded online quizzes prior to each lecture, along with active lecture periods and weekly graded online homework assignments. The course had three midterm exams and a cumulative final exam. The course exams contained a mixture of question formats, including multiple choice and constructed response.
Each midterm consisted of 10-12 questions. Because of the time constraints associated with exam grading in large-enrollment courses, the instructor chose to grade two questions on each exam (six questions total). These questions were selected prior to the exam by randomly selecting among the questions that were of Bloom's level three or higher (Bloom BS et al. 1956 ). Graduate-student teaching assistants (TAs) graded the remaining exam questions. Four of the six instructor-graded questions were presented on the final exam in a similar form (the matched midterm-and final-exam questions can be found in the supplemental materials). The students were not aware that a similar version of the four questions would be found on the final exam.
We will refer to these four questions by their topics: chromatin, hybridization, ligase, and splicing. These particular questions were presented in a multiple-choice format on the midterm, along with the following instructions: "Explain. For those who incorrectly answer the multiple-choice portion, partial credit will be awarded based on the quality of the explanation. " To limit instructor workload, the students who circled the correct multiple-choice response were awarded full credit and were not provided with exam feedback. For the students who incorrectly answered the multiple-choice portion, the instructor read their constructed response, awarded points if applicable, and left exam feedback. If the student incorrectly answered the multiple-choice portion but did not provide a constructed response, they were ineligible for exam feedback, because there was no information for the instructor to respond to. Examples of exam feedback are presented in the supplemental materials.
Because of instructor time constraints, the students could only receive exam feedback on one of the two exam questions graded by the instructor on each midterm. For the students who missed both of these questions on a single midterm, the question they received feedback on was randomly decided. Their exams were collected into a pile, and the instructor provided exam feedback for question one for the first exam in the pile, followed by question two for the next, with feedback implemented for the remaining exams following this pattern. Both chromatin and hybridization were on midterm one, so it was only possible to receive exam feedback on one or the other. Ligase and splicing were on midterms two and three, respectively, so it was possible for a student to receive feedback for both of these questions, in addition to feedback on chromatin or hybridization.
Once the exams were graded, the students received their tests and the answer key. For the feedback-specific questions, the key listed only the correct multiple-choice answer without any explanation. After midterm one was graded and returned, the students were informed of the feedback process. Those who received exam feedback had the option to contact the instructor by email and respond to the comments. If the instructor felt that the student adequately addressed the concerns, they were informed that this was the case, and the dialogue would stop. If not, the instructor would respond with additional comments or questions, and this back-and-forth email exchange would continue until the instructor was satisfied that the student understood the tested concept. Examples of these email exchanges are provided in the supplemental materials. The student was awarded one point of extra credit for taking this email conversation to completion. The typical email exchange required two to six emails from the student before the instructor ended the conversation.
Thus, there were four exam feedback groups for each of the six instructor-graded midterm questions: (1) students who incorrectly answered the question and received feedback and responded to the instructor, (2) students who incorrectly answered the question and received feedback but did not respond to the instructor, (3) students who incorrectly answered the question and did not receive feedback because they did not include a constructed response or had received feedback on the other midterm-exam question, and (4) students who correctly answered the question and did not receive feedback. A small number of the students initiated the email exchange but discontinued the process prior to the instructor ending the dialogue. This occurred for two students for the chromatin question, five for hybridization, one for ligase, and one for splicing. For analysis purposes, these students are included with the group of students who received exam feedback but did not respond to it. Our analysis focuses on the quality of the answer and understanding of final-exam responses for students in groups 1, 2, and 3. The percentage of students that fell into feedback groups 1, 2, and 3 (i.e., answered the question incorrectly and had the potential to receive exam feedback) for each question was as follows: chromatin (55%), hybridization (77%), ligase (32%), and splicing (48%). The difference between questions is primarily a factor of question difficulty, as a more difficult question corresponds to an increased number of students who could potentially receive feedback. This difference in difficulty may have been influenced by the particular content of the question, the time spent in class on that particular topic (as well as exposure to related practice questions), or the specific task asked of the student in the question.
Although we treat the questions as independent events in this article, the opportunities to receive feedback varied, and some of the students received more than one opportunity.
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Roughly 28% of the eligible students responded after the first midterm (chromatin: 14 respondents of 46 eligible; hybridization: 19 respondents of 71 eligible). Of the students who were only eligible for exam feedback on the ligase question, 50% emailed the instructor (4 students out of 8), and of the students who were only eligible for exam feedback on the splicing questions, 35% emailed the instructor (splicing: 8 out of 23). Only three students received feedback on all three midterms, and none of them asked for support three times. Forty-five students received feedback on two midterms, and nine of these students (20%) contacted the instructor twice. Supplemental figure S1 shows the number of students who responded to feedback for each question combination.
Data collection
The following types of data were collected for analysis purposes.
Student answer and understanding data. The midterm and final exams were scanned and maintained for analysis. For each of the six exam questions, the student responses were categorized by whether they answered the question correctly, received exam feedback, and responded to exam feedback. In addition, student demographic data, including overall grade point average (GPA), ethnicity, and gender were collected from the registrar.
Survey data. The students were asked a variety of questions regarding the feedback process through an end-of-thequarter online survey (supplemental materials). Survey completion was optional, although those who did so earned one point of course extra credit. Seventy-seven percent of the students in the course (175 out of 228) completed the survey. Of these respondents, 57.1% received and responded to exam feedback one or more times, 25.2% received feedback one or more times but never responded, and 17.7% did not receive any exam feedback.
Interview data. The final survey question asked whether the student was willing to be interviewed regarding the feedback process after completion of the course. Twenty-seven percent of the survey respondents responded positively to this opportunity. Because of logistical limitations with conducting the interviews, transcribing them, and analyzing the data, 20 of the 48 were randomly selected for the follow-up interview. Of these, 16 students responded, and 14 interviews were eventually conducted. The two students not interviewed were not available at the times provided. The interviews were conducted in a semistructured manner, with a set of standard questions for all interviewees and with potential unique follow-up questions based on the responses provided. The interviews ranged in length from 12 to 22 minutes. The standard interview questions are included in the supplemental materials.
All the data were collected in accordance with the University of California Irvine Institutional Review Board (HS no. 2015 -2424 and HS no. 2015 -2455 .
Data analysis
Each type of data was analyzed as outlined below.
Student answer and understanding data. The midterm-and final-exam responses were coded on two levels. The first was to identify common exam statements made by the students for each particular question. The second was to then categorize the quality of the answer and understanding in each response on the basis of the combination of codes present in the response.
The first step of coding was an iterative process by two members of the research team (DDD and ECH). The second step of exam response coding was determining the quality of each exam response. A distinct coding scheme was developed for each of the four exam-question responses and focused on two aspects: the quality of the answer and the quality of the reasoning the student provided to support the answer (understanding). Three researchers (BKS, DDD, and ECH) independently looked at the codes established in step one of this process to determine what combination of codes constituted each level of quality for the answer and understanding for each question. Depending on the particular question and the information needed to successfully address it, the answer and understanding coding had either two (complete or incomplete) or three (complete, minimal, or incomplete) levels of quality. Once established, teams of two researchers analyzed each question in an iterative manner, as we described above 
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The coding rubric for this step is included in the supplemental information.
Once this two-stage coding process was complete, we wanted to determine whether the quality of the response for a particular question on the final exam differed on the basis of the extent to which the student participated in the exam feedback process. For this analysis, we only included data from the students who incorrectly answered the multiple-choice portion of the question on the midterm exam (because these were the only students eligible to receive feedback). This refers to feedback groups 1, 2, and 3 described above. Differences in the quality of answer or understanding between these three groups were determined by performing pairwise Fisher's exact tests because of the small number of student responses that fell into each of these groups, which varied from question to question. We used a post hoc Bonferroni adjustment to control for multiple pairwise tests. As we made three total comparisons for each analysis (feedback group 1 versus 2, 2 versus 3, and 1 versus 3), we highlighted significantly different results with a p ≤ .167 (.05/3).
Survey data. Likert scale survey questions were tabulated and presented as quantitative data. The two most relevant questions to this analysis-"Why did you or did you not participate in the email feedback process?" and "What did you like and/or not like about the email feedback process?"-were coded in an iterative, inductive process. Two researchers (DDD and ECH) initially read through 20% of the responses independently and met to discuss the codes each created. A common set of codes was then used to code the remaining responses. Each researcher left open the possibility that additional codes could be incorporated into the scheme as the other responses were analyzed. When complete, they had agreed on the characterization of 88.1% of the comments (k = 0.785) for the first question and 93.7% (k = 0.868) for the second. The team discussed any comments not originally agreed on until a consensus was reached.
Interview data. Responses to two questions-"If you participated in the feedback process, did it impact how you looked at the other (nonfeedback provided) exam questions?" and "Would you be more/less likely to participate [in the feedback process] if the feedback was provided by a peer? By a TA? Why/why not?"-were analyzed for this study. The representative responses are provided in the manuscript. These responses were identified independently by two researchers (DDD and ECH) and only presented if both researchers extracted the quote as a response to the questions of interest.
The impact of instructor feedback on final-exam responses As we described in the methods, the students received exam feedback on the midterms with the opportunity to respond to the feedback through an email conversation with the instructor. Unknown to the students, nearly identical versions of four of these questions were presented on the final exam, allowing us to determine the impact of the exam feedback and the corresponding email discussion on the students' abilities to correctly answer the question and support their answer. The students who incorrectly answered the multiple-choice portion of the midterm question were more likely to provide a complete answer on the final exam (table 1) . Of particular interest, though, was whether or not providing the students with exam feedback and their response to that feedback affected the quality of the final-exam response's answer and understanding. Pairwise comparisons using Fischer's exact test illustrated that the students who received and responded to the exam feedback produced significantly higher-quality answers on the final exam for two of the four tested questions (hybridization, p < .001; splicing, p = .012) and a third with a similar but not statistically significant result (ligase, p = .032; table 1). In addition, the students who responded to the exam feedback produced significantly higher-quality answers relative to the students who received feedback but did not respond to it for the hybridization question (p < .001).
We next coded exam responses for student understanding (defined above as the information needed to support or explain the answer choice). When looking at the portion of the students who incorrectly answered each of the four questions on the midterm, the quality of understanding on the final was, not surprisingly, lower than the quality of their answer, showing that the students could often successfully identify the answer to the question without being able to support this answer with relevant information. There were again significant differences in quality of understanding based on whether the student received and responded to the exam feedback (table 2). Pairwise comparisons found that the students who responded to the feedback exhibited higher-quality understanding on the final exam versus the students who did not receive feedback for three of the four of the study questions (chromatin, p = .002; hybridization, p = .003; splicing, p < .001).
Differences in student demographics in regard to participation in the feedback process Our mechanism to provide exam feedback was not random, because a requirement of receiving feedback was incorrectly answering the question. Responding to the feedback was also not a controlled endeavor, and although all the students who received feedback had the opportunity to earn extra credit by emailing the instructor, doing so was a choice made by each student. To determine whether the students who received exam feedback and responded to it were distinct from their peers who did not, we examined the demographic composition of the students in these groups on a per-question basis (table 3). As was determined by Chi-squared tests, the students in the three feedback groups did not differ for nearly all demographic categories on the four exam questions. The only differences observed were in overall GPA for the chromatin question and gender distribution for ligase. The students in the three exam feedback groups were statistically identical for the remaining study questions, highlighting that differences in the quality of final-exam responses among the students in the three feedback groups were unlikely to be due to differences in demographics.

Student attitudes regarding the feedback process
Prior to the final exam, the students in the course were presented with an online survey to comment on the feedback process. Likert responses to the statement "after participating in the email feedback process in this course, I believe that it helped me to learn the course material" were skewed toward agreement (figure 1a), whereas they were in nearly equal disagreement to the statement that "receiving personalized instructor/TA feedback on my assignments or exams is a common occurrence in my science courses" (figure 1b). Fifty-seven percent of the respondents chose to participate in the feedback process by emailing the instructor, with a large fraction of those doing so (48%) stating that Special Section on Education Notes: The student final-exam responses were coded for the quality of the understanding to each particular question. Depending on the particular question, the coding scheme either had two levels (incomplete or complete) or three levels (incomplete, minimal, or complete) of quality. The final-exam responses were coded only for students who incorrectly answered the midterm version of the question. The responses were segregated on the basis of whether the students incorrectly answered the midterm question but did not receive feedback (No feedback), received feedback but did not respond to it (Yes feedback, no email), or received feedback and responded to it (Yes feedback, yes email). Pairwise Fischer exact tests were performed for each of the four exam questions. P-values greater than .05 are not presented. The quality of understanding was significantly different between the "No feedback" and "Yes feedback, yes email" groups (p < .01) by Fischer exact test for this question. the one point of extra credit was an impetus. The students presented additional reasons for participating, including a desire to "understand why my answer was incorrect" (29%)
or to "understand the tested concept better" (35%). Of the 43% of students who did not participate in the feedback process, many (25%) did not incorrectly answer the specific exam questions graded by the instructor and therefore were ineligible to receive feedback. But a majority of those who did not participate in the feedback process either "forgot to participate" or "didn't have time to participate" (50%). A small number also cited that they were "intimidated to have a conversation with the professor" (11%) despite the fact that this conversation took place through email. Survey responses were overwhelmingly positive when asked "what did you like and/or not like about the email feedback process?" The students noted that after the process, they "understood concepts better" (17%), "the feedback was personalized" (16%), "the conversation was with the professor" (7%), "the professor responded quickly" (18%), and they "gained extra credit points" for participating (10%). The Special Section on Education Note: For each of the four study exam questions, the student responses were segregated on the basis of whether the students incorrectly answered the midterm question but did not receive feedback (No feedback), received feedback but did not respond to it (Yes feedback, no email), or received feedback and responded to it (Yes feedback, yes email). Average GPA refers to cumulative GPA at the time of course enrollment. URM refers to students of Hispanic, African-American, or Native-American descent, although the vast majority of these students are Hispanic. Chi-squared tests were performed to identify whether the distribution of students in the three feedback groups were statistically different in regard to cumulative GPA, gender, or ethnicity for each exam question. P-values greater than .05 are not presented. GPA significantly differed between students in the different feedback groups (p = .03) by Chi-squared test for this question.
most common negative response was that "the opportunity for feedback was limited" (10%), both in the sense that the students could only get exam feedback for one question on each exam and that only the students who incorrectly answered a particular question could participate. A handful of students did comment that the email discussion actually decreased their perceived understanding of the tested concept, potentially because of the mechanism by which the feedback was provided: "The email process took longer to get an explanation than if I directly ask the instructor or TA for help. I think it's always better to go over things in person. " In addition, we interviewed the students to gain their perspectives on various aspects of the feedback process. One question was whether receiving feedback for a single exam question affected how the students viewed the remainder of the exam. Unfortunately, it did not for most of the students, with the majority of responses similar to that of Ashley's: "I think, even though I shouldn't have done this, I focused Special Section on Education more on the question [with the feedback]. " On the other hand, Bradley noted, "Once I start sitting down and looking at one question, and really trying to figure it out, it has a domino effect, and I'll just start looking at the whole exam. " But his response was unique among those interviewed.
We were also curious as to the value of the exam feedback being instructor generated. When asked whether feedback from a graduate-student TA would affect their participation, Charlene said, "Just knowing that it's coming from someone who knows the material well, I think it would be beneficial no matter what. " Nearly half of those interviewed echoed that opinion. The others agreed that they would participate, although not as enthusiastically. As Daniel said, "I feel like as long as you do offer the extra credit, students will be willing to do it. " But he then followed with, "I'm not sure if it' d be as helpful…because I've had some TAs in the past that don't know the material. "
The interviewees were much less positive about the prospect of a peer feedback system. Elaine summarized the thoughts of most when she said, "I feel like it probably wouldn't be as effective given that everyone's still trying to learn the subject. If they don't have a good handle on the subject, they may confuse someone with their responses and it might make things harder. "
Conclusions
In this study, we examined the impact of an instructordriven formative feedback system. Our results show that the students who received exam feedback and engaged in an email exchange with the instructor about this feedback were more likely to provide a correct final-exam answer and support this answer with appropriate information compared with their peers who did not. The students similarly believed that participation in the feedback process had a positive impact on their learning and felt that it was a unique experience.
One limitation of our study is that it was not performed in a randomized, controlled manner, a feature that would have been difficult to implement given the requirements to receive feedback (only students who incorrectly answered one of the midterm questions were eligible) and the nature of the follow-up intervention (students initiated email contact with the instructor). Therefore, student selection into the exam feedback groups potentially affected the results. On the basis of the demographics we examined, though, students who received and responded to feedback were statistically identical to those who did not receive feedback for most of the exam questions (with the two exceptions described above). We did not observe an impact of receiving exam feedback for the students who did not contact the instructor by email. This is supported by the feedback literature, which attributes the value of feedback to student reflection and engagement with the feedback. Gibbs and Simpson (2005) laid out conditions to maximize the impact of assessment on student learning, two of which are that students receive feedback but also attend to it and act on it. One concern is that students who receive feedback do not read it, instead focusing only on the exam grade (Hounsell 1987 , Crooks 1988 ). So at a minimum, responding to feedback is confirmation that the feedback has been viewed. In addition, Brookhart (2001) found that high-performing students use feedback to self-assess their performance and modify future studying, meaning that we were able to guide our students through a typically selfregulated process, potentially benefiting those who would not normally have undertaken this task.
We hoped that exam feedback and the subsequent reflective process would encourage the students to reflect on their understanding of the entire exam, a valuable component of the learning process (Chi et al. 1994 ). It appears, however, that the student-instructor exchange did not alter how the students interacted with other incorrectly answered exam questions, at least for the sample of students that we interviewed. If we expect students to go beyond simple memorization of course material and make sense of phenomena taught in a class, we would encourage instructors to take more steps toward encouraging student reflection.
A challenge to the exam feedback process was the time taken by the instructor to both grade portions of the midterm and final exams as well as to individually respond to student emails during the back-and-forth exchange of 
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ideas. The personalized nature of the process, while time consuming, was noted by the students as unique and appreciated, although a handful did note that they felt in-person interactions would have been ideal. It unfortunately is not feasible to accommodate all students one on one in largeenrollment courses. In future iterations, we will examine whether having graduate-student TAs take this role provides similar benefits. The students were somewhat positive about a hypothetical model using TAs, and we feel that if provided with sufficient guidance, TAs can successfully mimic the instructor's role. Although the students were less enthusiastic about peer feedback, there have been numerous examples of peer evaluation successfully mimicking expert evaluation, along with improvements in learning for individuals who are conducting the peer review (Falchikov and Goldfinch 2000 , Magin 2001 , Paré and Joordens 2008 , Cho K and MacArthur 2010 , Strijbos and Sluijsmans 2010 , Cho YH and Cho K 2011 , Patchan et al. 2011 .
By incorporating course exams into the learning experience rather than using them solely as a means of assessment, we provided our students with another mechanism to learn challenging course material. This process led to increased instructor-student interaction and afforded the students with additional opportunities to reflect on their thinking and demonstrate their understanding. From the instructor perspective, the email exchanges also shed further light on the students' thought processes that could only be obtained in a one-on-one conversation. This information can affect how future iterations of the course are taught and can be incorporated into TA training sessions to illustrate best practices for student-teacher interactions.
