Abstract: An autofocusing technique is proposed, based on the modelling of the instantaneous phase, induced by the relative radaritarget motion, as a generic order polynomial and on the estimation of the polynomial coefficients by the so-called product high-order ambiguity function. The proposed estimation method is able to deal with multicomponent signals and is robust against model order mismatching, provided that the selected order is greater than the true order. The proposed method is compared with the phase gradient autofocusing method, and applications are presented of focusing of extended scenes and detection and imaging of moving targets.
Introduction
The coherent integration necessary for the formation of high cross-range resolution images in synthetic aperture radars (SAR) requires accurate knowledge of the relative motion between the radar and the target. However, in some applications, this information is either not available with sufficient accuracy, as in airborne radars for example, or not available at all as when the target is moving. In both cases, it is necessary to estimate the motion-induced instantaneous phase shift directly from the received data.
Conventional autofocusing techniques assume a quadratic phase law [l] , arising from the second-order Taylor series expansion of the instantaneous phase. However, the demand for higher cross-range resolution calls for longer observation intervals, and so the quadratic assumption is no longer valid and higher order terms must be incorporated into the model. The phase gradient autofocusing (PGA) algorithm has been introduced to deal with generic instantaneous phase laws [2] .
PGA is a robust method because it is not modeldependent, and it can also operate on a broad class of images. However, a fully automatic procedure can be troublesome in particular cases because it may yield image artifacts, as shown in Section 2.
In this paper, we propose an autofocusing technique based on polynomial modelling, with arbitrary order, 0 IEE, 1998 IEE Proceedings online no. 19982222 Paper first received 8th Decmber 1997 and in revised form 8th June 1998 The authors are with the Infocom Department, University of Rome 'La Sapienza', Via Eudossiana 18, 00184 Rome, Italy of the instantaneous phase shift induced by the motion. The tracking of the instantaneous phase is then cast into a parameter estimation problem and the polynomial coefficients are estimated by using the so-called product high-order ambiguity function (PHAF) [3] . In contrast to PGA, the proposed method is parametric and thus, in principle, less robust. Nevertheless, the model is sufficiently flexible to fit a wide variety of situations, and it is robust against model order mismatching. On the other hand, parametric modelling provides the basis to overcome some of the intrinsic limitations of PGA. In particular, in contrast to PGA, it may be applied to the detection and imaging of moving targets.
Phase gradient autofocusing algorithm
The PGA algorithm is based on the following basic steps [2] : circular shifting to centre the dominant scatterers on the same cross-range bin; windowing; phase gradient estimation and integration of the phase gradient and phase compensation. The phase gradient is averaged along the range bins to improve the estimation accuracy. The method is then iterated to provide satisfactory focusing. The aim of PGA is to approximate the true instantaneous phase within an error which is a linear function of time, whose effect is only a shift of the image. PGA is robust because it is not model-dependent. However, some aspects of the algorithm need careful analysis: (i) The width W of the window used in the second step affects the result considerably; in particular, an underestimate of W may yield ghost images, as shown later.
(ii) The method strongly relies on the average along the range bins, which implicitly requires that the phase error is the same for all the range bins.
(iii) The convergence of the iterative process cannot be guaranteed, especially for low contrast images and if the algorithm is not initialised properly.
(iv) A full automatisation of the method is difficult to achieve. Some application examples are useful to assess the goodness of PGA and, at the same time, its possible ill convergences. The complex radar signal, after range compression, is modelled as [2] F ( u , n ) :
where n and U are the range and cross-range indices, respectively, and, for each n, \F(u, n)l exp(j@(u, n)) is simply the 1-D discrete Fourier transform (DFT) of the imageAk, n), To test PGA, we started from the original image shown in Fig. I and introduced a phase error modelled as an Mth order polynomial, i.e. @.,(U) = 2~~2,=~a,u". ear function. However, the presence of the two opposite slopes on the phase error yields the sum of two shifted and half resolution images, where the shift depends on the slopes of the two straight lines observed in Fig. 3 . This error cannot be mitigated by increasing the number of iterations, but it could be avoided by selecting a wider initial window. However, in a real application where the true image is not known, it would have been difficult to detect the ghost image.
Polynomial modelling and estimation method
Starting from the same model assumed by PGA (e.g. eqn. I), we propose an autofocusing procedure based on the modelling of the common phase term DE(u) in eqn. 1 as a polynomial of generic degree M . This model is motivated by the fact that the motion-induced instantaneous phase shift is certainly a continuous function of time, observed within a finite duration interval. The effect of model mismatching, due to the approximation of a continuous phase function by means of a finite degree polynomial, has been previously analysed [4] . Modelling the phase error as @,(U)
a,u", we can express F(u, n) as a multi-component polynomial-phase signal (mc-PPS):
2) It is useful to observe that the components of F(u, n) are all PPSs sharing the same phase coefficients, from m = 2 to A4. Peleg and Porat [5] introduced the polynomial-phase transform (later called the high-order ambiguity function (HAF)), for estimating the parameters of PPSs.
The HAF-based estimator, however, yields ambiguous estimates if the signal is composed of the superposition of multiple PPSs with the same high-order coefficients [3] . Since this is exactly the situation arising in SAR applications, as shown in eqn. 2, the straightforward application of the HAF to our case could provide ambiguous estimates. To remove the ambiguity problem and improve the performance of the HAF in the presence of noise, we use the so-called product highorder ambiguity function (PHAF), which was introduced previously [3] as a generalisation of the HAF. Denoting by s(u) the generic nth column of F(u, n) (we omit the dependence on n for simplicity), its Mth order multilag instantaneous high order moment (ml-HIM) SM(u; T~-~) is computed using the following recursive rule:
where T~-~ := (q, z , , ..., zM-J is the vector containing all the lags used in eqn. 3. The niultilag high-order ambiguity function (ml-HAF) is then defined as the discrete Fourier transform of the ml-HIM: The high-order ambiguity function (HAF) . If the estimation is correct (i.e. BM = a, ), the resulting signal is an ( M -1)th order PPS, whose highest order coefficient can be estimated using the ( M -1)th order HAF and so on, up to the first-order phase coefficient. This recursive algorithm forms the basis of the HAF-based estimation method. However, the HAF presents spurious peaks [3] when the input signal is given by the sum of PPSs with the same highest order coefficients. The ambiguities can be strongly attenuated using the PHAF, computed multiplying the ml-HAFs obtained using L different sets of lags, after proper rescaling [3]. ..., ~hk\. The main property of the PHAF is that, after rescaling, the useful peaks remain in the same positions, whereas the spurious peaks move along the frequency axis, so that after the multiplication, the useful peaks are strongly enhanced with respect to the spurious peaks [3].
PHAF-based focusing of stationary scenes
The proposed autofocusing technique, polynomialphase algorithm (PPA), is composed of the following steps.
Set m = A4 and F,(u, n) = F(u, n).

Compute the mth order PHAF of all the columns of Fm(u, n) and put the result in PmK n; T&-._,).
3. Estimate the coefficient 6, as
where the summation over n is extended to all the columns, such that the maximum absolute value of the PHAF exceeds a threshold evaluated as a certain percentage of the absolute maximum of all the PHAFs. The estimates of the phase coefficients are: a"2 = 3.87
x (we do not estimate the first-order coefficient because its effect is only an image shift). The corresponding image is shown in Fig. 6 . It is important to emphasise that this result has been obtained using only one iteration of the proposed procedure. For a more quantitative comparison with PGA, It is important to note that the proposed estimation procedure is robust against model order mismatching, provided that we use an overestimate of the polynomial order. In fact, if we use an overestimate of the polynomial degree, we simply obtain an estimate of the highest order coefficients equal to zero, and therefore the corresponding phase compensation does not modify the data.
I lmaging of targets moving on the ground
As opposed to PGA, the averaging along the range bins in PPA can be helpful to improve the accuracy, but it is not strictly necessary. This is important to extend the proposed approach to the imaging of moving targets which occupy one or a few range bins. Indeed, if a range bin contains a moving target, its presence can be detected by looking at the PHAF. In fact, the phase modulation induced by the radaritarget motion certainly differs from the phase modulation characterising the echo from the stationary background. Therefore, looking at the PHAF, we have a tool for discriminating moving target echoes from the background. If the PHAF of an order greater than one exhibits more than one sharp peak, we can argue that there is a moving target in the relative range bin.
In general, the analysis of moving targets requires two basic steps: detection and imaging. The first step is necessary to avoid any unnecessary processing of all the range cells where there are no moving targets. The 212 procedure for imaging a moving target is initialised only when a detection occurs. The adaptive detection of polynomial-phase signals embedded in noise, using the PHAF, has been analysed previously [6] . In the present application, the situation is more complicated because we may have several dominant scatterers present in the same range cell. However, we propose a detection scheme based on the PHAF. The rationale underlying the method is that the distinguishing features between echoes from the background and echoes from moving targets are the motion parameters, and hence the polynomial coefficients. Furthermore, a moving target, if present, occupies only one or a few range cells. Therefore, combining these two observations, in the presence of a moving target on a certain range cell, we expect to observe, on that range cell, two separate peaks in the corresponding PHAF of at least one order (greater than one). Moreover, if we average the PHAFs along the range, the peak relative to the target is attenuated from the averaging process because it occupies only one range cell.
In summary, our proposed detection and parameter estimation algorithm is based on the following steps.
1. Set m = A4 and Fm(u, n) = F(u, n).
2. Compute the mth order PHAF of all the columns of F, (u, n) and put the result in P,cf, n; T,(-l). 
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Owing to the practical difficulty of using real data in such a case, in order to test the proposed algorithm on images containing moving targets, we have superimposed a signal simulating the presence of a moving target to the real data producing the SAR image shown in Fig. 1 . We have neglected shadowing effects due to the moving target. We also assume that the target motion does not produce an appreciable range migration, so that the echo is confined within one range cell. We have introduced a moving target with an uncompensated instantaneous phase equal to a third degree polynomial with coefficients a1 = 50lN, u2 = 0.2/N and a3 = 0.1/N2, whereas the image has been defocused by a third-order polynomial with coefficients a, = 0, u2 = O.llN and a3 = 0.2/N2. The moving target is assumed to be pointlike. The amplitude of the moving target has been taken as equal to one half of the maximum pixels present on the scene. To emphasise the properties of the algorithm, we have superimposed the moving target on a range cell containing three dominant fixed scatterers.
The column of the image containing the moving target is shown in Fig. 9 , where the presence of an unfocused term is evident, due to the moving target. Conversely, Fig. 10 shows the same column as in Fig.  9 , but with the moving target perfectly focused and the background inevitably out of focus. We have proposed an autofocusing procedure, based on the polynomial modelling of the uncompensated phase shift induced by the relative motion between the radar and the observed scene. The proposed procedure has been explicitly devised for spotlight SAR and inverse SAR, assuming perfect range migration compensation. However, the algorithm can be extended to cases where the range migration cannot be neglected, by working in a double resolution mode: first we should estimate the instantaneous phase @ ( t ) of the dominant scatterer working with reduced range resolution data (to make the range migration negligible) and then compute the distance as r(t) = A@(t)/4z. This information is then used on the full range resolution data to compensate for the range migration of the dominant scatterer which, after this operation, becomes the scene centre. The residual range migration can then be compensated using polar format processing, for example. The estimation method, even though parametric, is sufficiently robust for practical applications because it works properly even if the model order is not chosen correctly, but is overestimated. The only constraint to be satisfied for a successfull autofocusing based on the PPA is that the image should contain some dominant scatterers. Finally, the method can be used not only for focusing stationary scenes, but also for detecting and imaging possible targets moving on the ground. 
