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Abstract—In this paper we study the distributions of the
number of real solutions to the power flow equations over
varying electrical parameters. We introduce a new monodromy
and parameter homotopy continuation method for quickly
finding all solutions to the power flow equations. We apply this
method to find distributions of the number of real solutions
to the power flow equations and compare these distributions
to those of random polynomials. It is observed that while the
power flow equations tend to admit many fewer real-valued
solutions than a bound on the total number of complex solutions,
for low levels of load they tend to admit many more than
a corresponding random polynomial. We show that for cycle
graphs the number of real solutions can achieve the maximum
bound for specific parameter values and for complete graphs
with four or more vertices there are susceptance values that
give infinitely many real solutions.
I. INTRODUCTION
The power flow equations, a system of quadratic equations
relating node voltages to active and reactive power injections
at each node, are ubiquitous in all studies of electric power
networks. Solutions to the power flow equations provide
operating points for power networks, which are important for
informing decisions from future planning concerns involving
capital investments, to day-to-day resource scheduling and
market operations, and to real-time stability analyses. While
the study of these equations is rich, much is still unknown
about the solutions to these equations.
The theoretical study of the power flow solutions can be
broadly classified as work bounding the number of complex
solutions [1]–[4], methods for finding all of the solutions [3],
[5]–[10] and more recently studying the distributions of the
number of real solutions [11]–[13]. Practical studies have
focused on finding a small number of particular types of
solutions [14]–[16].
This paper primarily aims to compute distributions of the
number of real solutions to the power flow equations by
varying network parameters. Explicitly calculating all real
solutions tends to be computationally challenging – methods
to do so do not scale well with network size. For instance, the
traditional approach uses a homotopy method that traces from
known solutions for an easy polynomial system to those of
the more complex power system model. This method first
finds all of the complex solutions then selects those that
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are real. These methods generally are not even efficient in
finding all complex solutions in the sense that they use an
easy polynomial system with many more solutions than the
desired power flow model.
In this paper we introduce a new monodromy and pa-
rameter homotopy continuation method to find all complex
solutions to the power flow equations. This technique allows
us to exploit the symmetry present in the equations to
improve computational speed. We then use this algorithm
to find distributions of the number of real solutions to the
power flow equations for cyclic graphs up to ten vertices
and complete graphs up to eight vertices.
This paper is organized as follows: In Section II we
describe the power flow equations and the modeling assump-
tions we make. In Section III we outline standard homotopy
methods used to solve polynomial systems as well as intro-
duce our monodromy and parameter continuation algorithm.
We then compare the running time of each method. In Section
IV we discuss the distribution of the number of real solutions
to the power flow equations for varying susceptance values.
Motivated by a result in applied algebraic geometry [17],
we compare these distributions to that of the real roots
of a corresponding random polynomial and find that the
power flow equations admit many more real solutions than a
random polynomial. We also show that for cyclic networks
the maximum number of real valued solutions, namely the
complex bound given in [4], can always be attained. We
conclude in Section V with families of networks that give
special solution sets.
II. MODEL AND APPROACH
A. The Power Flow Equations
We model an n-node electric power network as a con-
nected, undirected graph, G = (V,E), where each vertex
vm ∈ V , 0 ≤ m ≤ n − 1, represents a node (bus) in the
power network. There is an edge, ekm between vertices vk
and vm if the corresponding nodes in the power network
are connected. Each edge has a known complex admittance
bkm + jgkm where bkm, gkm ∈ R and j denotes
√−1.
Each vertex vk has an associated complex power injection
Pk + jQk, Pk, Qk ∈ R where Pk models the active power
and Qk models the reactive power.
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At each node, k, the relationship between the active and
reactive power flows is captured by the nonlinear relations
Pk =
n−1∑
m=0
VkVm(gkm cos(θk − θm) + bkm sin(θk − θm))
(1)
Qk =
n−1∑
m=0
VkVm(gkm sin(θk − θm) + bkm cos(θk − θm))
(2)
where Vk is the voltage magnitude and θk represents the
voltage angle at node k. We fix v0 to be the slack bus,
designating θ0 = 0. We take the admittance bkm+jgkm to be
zero if the vertices k and m are not connected. Equations (1)-
(2) are the power flow equations, and for fixed admittances,
there are four quantities associated with each node: voltage
magnitude,Vk, voltage angle, θk, active power injection Pk,
and reactive power injection Qk.
As typical of traditional power flow studies, the equations
for each node are solved for two of the nodal quantities
when the other two are specified. In this paper we consider a
power network where all nodes have unknown reactive power
injections but maintain constant voltage magnitude and active
power is given: Qk and θk are unknown while Pk and |Vk|,
are known constants. The single exception is the slack bus
for which V0 and θ0 = 0 are specified.
We can make this system purely algebraic by introduc-
ing the change of variables xk = Vk cos(θk) and yk =
Vk sin(θk). Under this transformation (1) becomes the system
of 2(n− 1) equations in 2(n− 1) variables
Pk =
n−1∑
m=0
gkm(xkxm + ykym) + bkm(xkym − xmyk) (3)
V 2k = x
2
k + y
2
k (4)
Equations (3) and (4) are the power flow equations for the
special case where all nodes are PV nodes. The power flow
problem is to compute all of the real-valued solutions to the
system of equations given by varying k. At the slack node
(x0, y0) = (V0, 0).
B. Assumption: Lossless and Zero Power Injections
In practice gkm  bkm so, for the rest of this paper, we
assume that the power network is lossless , meaning gkm = 0
for all branches. In addition, we will assume zero power
injections, i.e. Pk = 0 for all nodes vk. The assumption
of zero power injections is made because this condition
typically admits the most real-valued solutions 1. As we
examine distributions with respect to electrical parameters,
this low (zero) power injection model offers the greatest
number of solutions to represent in this manner. Without
loss of generality we assume Vk = 1 for each k. With this
1Certain rare examples have been found where this fails to be true [11]
normalization, the system of equations under consideration
is
x2k + y
2
k = 1 (5)
n−1∑
m=0
bkm(xkym − xmyk) = 0 (6)
for k = 1, . . . , n − 1 where x0 = 1 and y0 = 0. Therefore,
the only parameters of the system are the susceptances, bkm.
Under the above assumptions, any n-node system has 2n−1
“trivial” solutions corresponding to setting yk = 0 and having
xk = ±1. So, for any set of susceptances these power flow
equations always admit 2n−1 real-valued, trivial solutions.
We would like to determine the distribution of the number
of nontrivial real solutions to (5)-(6) for susceptance values
chosen at random.
C. Distribution of the Number of Real Solutions
We now define what it means to pick susceptance values at
random. Since the susceptances are real valued, the space of
susceptances is not compact. It may then seem that there
is no natural choice for a distribution (or, equivalently, a
finite measure) on this space. However, because (5)-(6) are
homogeneous, the number of real solutions is unaffected
by simultaneously scaling all susceptance values. Therefore,
without loss of generality we can normalize the susceptance
values to lie on a unit sphere, which is compact. It is then
natural to pick susceptances uniformly at random from the
unit sphere.
Let N denote the number of real solutions for a random
choice of susceptances. For any non-negative integer value of
N , the set of tuples of susceptances that yield that many real
solutions is a closed subset of the sphere and its measure
is thereby well-defined. In other words, N is a random
variable in its own right, and we are interested in studying
its distribution.
III. A NEW METHOD FOR COUNTING REAL SOLUTIONS
We would like to repeatedly solve (5)-(6) for randomly
chosen susceptance values to obtain an empirical distribu-
tion on the number of nontrivial real solutions. Numerical
methods for solving polynomial systems have been around
for decades. We briefly outline the main idea below but give
[18], [19] as more detailed references.
Consider a system of polynomial equations
F (x) = {p1(x1, . . . , xm), p2(x1, . . . , xm), . . . , pm(x1, . . . , xm)} = 0.
for which we assume that the number of solutions to F (x) =
0 is finite. The main idea is to construct a homotopy
H(x; t) = γ(1− t)G(x) + tF (x) (7)
such that:
1) The solutions to G(x) = 0 are trivial to find,
2) There are no singularities along the path t ∈ [0, 1), and
3) All isolated solutions of F (x) = 0 can be reached [20].
By using a random γ ∈ C each path for t ∈ [0, 1) avoids
singularities almost surely, so condition 2 is easily met. This
is referred to as the gamma trick [3]. Continuation methods
are then used to track the solutions from G(x) = 0 to F (x) =
0 as t varies from 0 to 1. predictor-corrector methods are
commonly used to compute the paths [21].
The system G(x) = 0 is called the start system and there
are many choices for it. A total degree start system is
G(x) = {xd11 − 1, . . . , xdnn − 1} = 0 (8)
where di is the degree of pi. The number of solutions to
G(x) = 0 is d1 · · · dn, which is the Bezout bound. This
means that you have to track d1 · · · dn paths in order to get
all solutions to F (x) = 0. If F (x) = 0 has close to d1 · · · dn
solutions this is a reasonable start system.
If F (x) is sparse, the number of solutions to F (x) = 0
can be much less than d1 · · · dn so tracking d1 · · · dn paths
is wasteful computation. In this case it is often more compu-
tationally efficient to use a polyhedral start system. These
homotopy algorithms rely on the Bernstein-Kushnirenko-
Khovanskii (BKK) bound [22]–[24], which gives an upper
bound on the number of isolated C∗ = C\{0} solutions
for polynomial systems. This upper bound is called the
mixed volume of the system. For sparse polynomial systems
the mixed volume can be much smaller than the Bezout
bound. Huber and Sturmfels proposed the first polyhedral
homotopy algorithm that achieves this bound by deforming
the start system to a system with number of solutions equal
to the mixed volume of the original system [25]. The main
disadvantage to polyhedral homotopy methods is that the start
systems may not be as easy to solve as in the total degree
case. There is still the potential for wasted computation here
as the mixed volume of a system might not be a tight upper
bound on the number of solutions.
In the case of the power flow equations the number of
C∗ solutions typically grows exponentially as the size of
the network increases, so no matter the start system used,
the number of paths that need to be tracked will also
grow exponentially. Standard homotopy methods, including
those described above, don’t consider the symmetry in the
equations or the fact that we can ignore the trivial solutions.
We highlight a new method below that seeks to reduce this
computational burden.
A. Monodromy and Parameter Homotopy Continuation
Aiming to reduce the number of paths tracked, we in-
troduce a monodromy and parameter homotopy algorithm
that exploits the symmetry in the power flow equations. It is
outlined in Algorithm 1 but explained in more detail below.
Monodromy methods work by taking one solution to a
system of polynomial equations and finding all solutions. We
omit the details here and give [26]–[28] as a general reference
and [29] as a reference specific to the power flow equations.
In order for monodromy methods to find all solutions
for a given set of susceptances, the variety defined by the
power flow equations for that set of susceptances must be
irreducible, meaning it cannot decompose into a union of
algebraic sub-varieties.
Algorithm 1
• Input: An undirected graph G = (V,E), one choice of
susceptances b
• Output: All C∗ solutions to the power flow equations
with susceptances b
• Preprocessing Step:
1) Find one solution to the power flow equations for
one choice of susceptance values bˆ ∈ C|E|
– For k = 1, . . . , n− 1 pick random xk ∈ C and
set yk =
√
1− x2k so (xk, yk) satisfy (5) ∀ k.
– Plugging these choices of xk, yk for k =
1 . . . , n−1 into the system of equations defined
by (6) gives an underdetermined linear system
of equations in the susceptances. Find one so-
lution bˆ to this system.
– Output one solution (x, y) to the power flow
equations for susceptances bˆ
2) Use Monodromy to find remaining
nontrivial solutions to the power flow
equations for susceptances bˆ up to the
equivalence (x1, . . . , xn−1, y1, . . . , yn−1) ∼
(x1, . . . , xn−1,−y1, . . . ,−yn−1). Call this
solution set Sbˆ.
Procedure:
1) Use Parameter Homotopy to track Sbˆ from sus-
ceptances bˆ ∈ C|E| to desired solution set Sb for
b ∈ R|E|
Lemma 1. The nontrivial solutions to (5) − (6) form an
irreducible variety.
Proof. See Lemma 3.1 in [29].
Corollary 1. If (5)-(6) has nonzero active power injections,
then the variety corresponding to these equations is irre-
ducible.
Proof. As in Lemma 3.1 of [29] we consider the change of
coordinates xi = 2ti1+t2i and yi =
1−t2i
1+t2i
. This transforms (5)-
(6) into for k = 1, . . . , n− 1
Pk =
n−1∑
m=0
bkm
(2tk(1− t2m)− 2tm(1− t2k)
(1 + t2k)(1 + t
2
m)
)
(9)
for Pk 6= 0. As explained in the proof of Lemma 3.1 in [29],
it suffices to show that for almost all t = (t1, . . . , tn−1) ∈
Cn−1 there exists a P1, . . . , Pn−1 ∈ R and b ∈ R|E| that is
a solution to (9). This system of equations is linear in the
susceptances bkm and active power injections Pk for m, k =
1, . . . , n − 1 so we can write it as Ab = P where P =
(P1, . . . , Pn−1) and A ∈ Cn−1×|E| is a weighted incidence
matrix of G. This matrix generically has rank n−1, meaning
for almost all choices of t ∈ Cn−1, Ab = P has a solution.
This means that using monodromy methods it is theoreti-
cally possible to find all solutions to the power flow equations
given just one solution. One downside of monodromy is that
unless the number of C∗ solutions is known, there is no
stopping criterion for this algorithm to terminate. We denote
the number of C∗ solutions as K. For a fixed network, K
is generically independent of the susceptance values. For
complete graphs Kn and cyclic graphs Cn on n vertices with
real-valued power injections, [1], [4] prove that the number
of C∗ solutions is
(
2n−2
n−1
)
and n
( n−1
bn−12 c
)
respectively2. This
provides an upper bound for K and can be used as a stopping
criterion for the monodromy method. For other graphs where
the number of C∗ solutions is not known, a common practice
is to terminate the calculation after there have been 10 loops
without finding any new solutions. At this point you can run
a trace test to verify that there are no other solutions [30].
For a fixed network, we think of this monodromy step as a
preprocessing step in the case of the power flow equations.
Once we find all solutions, Sbˆ, to the power flow equations
for one choice of susceptances bˆ, we use parameter contin-
uation methods to track these solutions to solutions Sb for
our desired choice of susceptances, b. Parameter continuation
works as follows. Consider a system of parametric polyno-
mial equations
F (x, bˆ) = {f1(x, bˆ), . . . , fN (x, bˆ)} = 0
where bˆ ∈ Cm are the parameters and x ∈ CN are the
variables. In the case of the power flow equations on a graph
G = (V,E) with |V | = n and |E| = m, we have bˆ ∈ Cm
and x ∈ C2n−2. We then construct a homotopy to our target
parameters b ∈ Rm
H(x; t) = F (x,
γ1(1− t)bˆ+ γ2tb
tγ2 + (1− t)γ1 )
where t runs from 0 to 1. Again, we choose random γ1, γ2 ∈
C to avoid singularities. This is an efficient homotopy method
in the sense that for every solution in Sb we track exactly
one path from Sbˆ.
So far we have explained a basic monodromy prepro-
cessing step paired with a parameter continuation algorithm
that will do at least as well, in terms of number of paths
tracked, as polyhedral homotopy methods. For the case of
counting the number of real solutions to the power flow
equations, we have additional information that we would
like to exploit. We first would like to avoid any computation
needed to find the trivial solutions. Since these solutions lie in
their own subvariety, the monodromy method outlined above
will not find these solutions and the parameter continuation
algorithm will not track these paths. In addition we observe
the following symmetry in solutions.
Lemma 2. If (x1, . . . , xn−1, y1, . . . , yn−1) is a solution to
(5)-(6), so is (x1, . . . , xn−1,−y1, . . . ,−yn−1).
Proof. See Lemma 3.2 in [29].
2We note that while these bounds were proven for networks with nonzero
active power injections, they are still valid under our assumption of zero
active power injections. This is because zeroing out the constant terms does
not change the Jacobian of the system and therefore won’t force the system
onto the discriminant locus.
This symmetry allows us to speed up computation even
more. Instead of tracking all paths in Sbˆ, we only need to
track half of them. This leads to a major reduction in the
number of paths we need to track. For bipartite networks,
we observe even more symmetry.
Lemma 3. Let G = (V,E) be a bipartite graph with disjoint
vertex sets S, T ⊂ V that partition V where for all e =
vmvk ∈ E, vm ∈ S and vk ∈ T or vice versa. Without loss
of generality, say v0, . . . , vs ∈ S and vs+1, . . . , vn−1 ∈ T .
Then if (x1, . . . , xn−1, y1, . . . , yn−1) is a solution to (5)-(6)
so is
1) (x1, . . . , xn−1,−y1, . . . ,−yn−1)
2) (−x1, . . . ,−xs, xs+1, . . . , xn−1,
y1, . . . , ys,−ys+1, . . . ,−yn−1)
3) (−x1, . . . ,−xs, xs+1, . . . , xn−1,
− y1, . . . ,−ys, ys+1, . . . , yn−1)
Proof. See Lemma 3.3 in [29].
In the case of nonzero active power injections, bipartite
graphs still have some symmetry.
Corollary 2. Let G = (V,E) be a bipartite graph with
disjoint vertex sets S, T ⊂ V that partition V where for
all e = vmvk ∈ E, vm ∈ S and vk ∈ T or vice
versa. Without loss of generality, say v0, . . . , vs ∈ S and
vs+1, . . . , vn−1 ∈ T . Consider (5)-(6) with nonzero active
power injections:
Pk =
n−1∑
m=0
bkm(xkym − xmyk) (10)
Pk 6= 0, for k = 1, . . . , n. Then if
(x1, . . . , xn−1, y1, . . . , yn−1) is a solution to 6 so is
(−x1, . . . ,−xs, xs+1, . . . , xn−1, y1, . . . , ys,−ys+1, . . . ,−yn−1).
Proof. Substituting in (−x1, . . . ,−xs, xs+1, . . . , xn−1,
y1, . . . , ys,−ys+1, . . . ,−yn−1) to (10), the result is clear.
The comparison between the number of paths needed to
track using our new modified parameter, polyhedral and total
degree homotopy methods is shown in Figure 1. We compare
running times in Section III-B.
Fig. 1. Number of Paths Needed to track for Step 3 of Algorithm 1
B. Comparison Against Other Homotopy Continuation Meth-
ods
We would like to compare how long it takes to find
all solutions of the power flow equations using the new
method outlined in Section III-A versus more standard total
degree homotopy and polyhedral homotopy methods. The
table below gives the average amount of time it takes to find
all solutions to the power flow equations in a trial of 100. We
use HomotopyContinuation.jl for all methods [31]
and do all computations on a 2018 Macbook Pro with a 2.3
GHz Quad-Core Intel Core i5 processor.
TABLE I
AVERAGE TIME (SECONDS) TO FIND ALL SOLUTIONS TO Kn
n 4 5 6 7 8 9
Total Degree 0.03 0.23 0.97 9.71 46.86 279.38
Polyhedral 0.04 0.29 1.03 18.57 115.25 644.52
Parameter 0.003 0.03 0.14 0.62 4.85 29.79
TABLE II
AVERAGE TIME (SECONDS) TO FIND ALL SOLUTIONS TO Cn
n 3 4 5 6 7 8
Total Degree 0.01 0.03 0.14 0.70 4.75 23.10
Polyhedral 0.01 0.02 0.10 0.36 2.16 9.60
Parameter 0.001 0.001 0.01 0.01 0.08 0.13
In all cases, we see that parameter homotopy is much faster
than polyhedral and total degree homotopy. For the cyclic
cases we also see that polyhedral homotopy outperforms total
degree homotopy. This agrees with the plot seen in Figure
1 in that polyhedral homotopy is able to exploit the sparsity
present in the cyclic cases and track a fraction of the paths
compared with total degree. In contrast, polyhedral homotopy
is never better than total degree in the complete cases. This is
because the number of paths tracked in polyhedral homotopy
is only slightly smaller than in the total degree case. In
addition, the start system in the polyhedral case is more time
consuming to compute.
A downside of homotopy methods is that it is possible
that not all paths tracked from a start system will make it to
a target system. Some reasons for this is that an algorithm
could incorrectly conclude a path is diverging to infinity when
it is not or that two paths converge to the same solution
when they should be distinct. These cases would happen if
a solution is large or if two solutions are close together.
We experienced these phenomena running our simulations
below. If the parameter homotopy step lost solutions, we
ran monodromy on the solution set to recover the remaining
solutions. This was largely successful and in each topology
studied, we found all solutions at least 98.6% of the time,
ensuring accuracy of the computed distributions.
IV. DISTRIBUTIONS OF THE NUMBER OF REAL
SOLUTIONS
By using the methods developed above, we are able to
empirically find distributions of the number of real solutions
to the power flow equations much faster, allowing for a more
accurate description of the distributions. Using statistical
methods, we can be precise about what more accurate means.
Given a random variable X , we define its cumulative
distribution function as
F (x) = P(X ≤ x)
for x ∈ R. Given n independent and identically distributed
random variables X1, . . . , Xn with cumulative distribution
function F , we define the empirical distribution function as
Fn(x) =
1
n
n∑
i=1
1{Xi≤x}
where 1 is the indicator function. F (x) gives the probability
that one random variable is less than x where Fn(x) gives
the probability that a fraction of random variables is less than
x. The Dvoretzky–Kiefer–Wolfowitz inequality allows us to
give confidence statements about the accuracy of empirical
distributions based on the number of samples collected.
Lemma 4 (Dvoretzky–Kiefer–Wolfowitz Inequality). [32]
With probability 1− α
Fn(x)−  ≤ F (x) ≤ Fn(x) +  (11)
where  =
√
ln 2α
2n .
This provides a way to assess the accuracy of our empirical
results with high probability. For all distributions we evaluate
the number of real solutions of the power flow equations on
at least 1.4 million samples, implying by Lemma 4 that with
99% probability, the true cumulative distribution function is
within  = 0.0005 of what is listed.
In addition to computing empirical distributions, we would
like to visualize these distributions via the space of suscep-
tances.
We consider a solution region to be a region in the space of
susceptances where the number of real solutions is fixed. This
notion is analogous to cylindrical algebraic decomposition
used in computer vision and real algebraic geometry [33].
Algorithms for computing these decompositions exist, but
become computationally unattainable for networks on more
than a few nodes. Instead we sample susceptances on a unit
hyperphere and count the number of real solutions to the
power flow equations for these values. We then assign a color
to each number of real solutions and we color susceptances
on the sphere according to this scheme.
A. Cyclic Networks
The distribution of the number of nontrivial real solutions
for C3 was completely solved and for C4 was closely
analyzed in [11] by using Mathematica to symbolically solve
the entire system. The authors proved that the distribution for
C3 is given by
P(number of nontrivial real solutions = 0) = 3− 4√
3
≈ 0.6906
(12)
P(number of nontrivial real solutions = 2) =
4√
3
− 2 ≈ 0.3904,
(13)
and the distribution for C4 is
P(number of nontrivial real solutions = 0) ≈ 0.6945 (14)
P(number of nontrivial real solutions = 4) ≈ 0.3055. (15)
Figure 2 shows the distribution for C3 in the space of
susceptances where blue regions are where there are no
nontrivial real solutions and red regions are where there are
2 nontrivial real solutions.
Fig. 2. Solution regions of C3
For any graph with more than three edges we need to fix
all but three of them in order to visualize the solution regions.
Figure 3 shows two examples for C4 where b01 is fixed.
We can also visualize solution regions for C5 after fixing
two of the susceptances. Examples of this are given in Figure
4. In these images we observe a lot of symmetry; this can be
explained as the number of real solutions to cyclic networks
is unchanged under any permutation of the edges, so also of
the susceptances. The color scheme for solution regions of
all pictures is given in Table III.
TABLE III
COLORS OF SOLUTION REGIONS
# of Nontrivial Real Solutions 0 2 4 6
Color Blue Red Green Purple
# of Nontrivial Real Solutions 8 10 12 14
Color Yellow Black Orange Pink
Numerical results for C6, C7, C8, C9 and C10 are given in
Appendix VIII in Tables VII-XI and are shown graphically
in Figure 5. We graph the distributions for Cn, Cn+1 next to
each other for n ∈ {3, 5, 7, 9} since the support for Cn+1 is
Fig. 3. Solution Regions for C4 with b01 = 0.1 (left) and b01 = 0.3 (right)
Fig. 4. Solution regions for C5 with b01 = 0.5, b04 = 0.3 (right) and
b01 = 0.6, b04 = 0.2 (left)
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Fig. 5. Distribution of number of nontrivial real solutions for cyclic networks
that of Cn scaled by two. For all cyclic cases we notice a
major left skew in the distribution. In addition, we notice that
C5, . . . , C10 are multimodal and Cn and Cn+1 seem to have
similar numbers of modes, although they occur in different
places.
In addition, for C3, . . . , C6 we find susceptance values
where each system attains the maximal number of real
solutions, n
( n−1
bn−12 c
)
. We can generalize this for all cycles.
Theorem 1. Cn for all n ≥ 3 has susceptance values
that achieve the generic maximum bound of n
( n−1
bn−12 c
)
real
solutions.
Proof. First consider the case of Cn where 4 - n. Set all
susceptances equal to 1. The system of equations defined in
(1) with |Vk| = 1, gkm = 0 becomes
sin(θk − θk−1) = sin(θk+1 − θk) (16)
for k = 1, . . . , n. Consider the change of variables uk =
θk−θk−1
pi for k = 1, . . . , n. This transforms (16) into
sin(piuk) = sin(piuk+1) (17)
n∑
k=1
uk ≡ 0 mod 2 (18)
for k = 1, . . . , n. This means that for all k,m, uk = um
or uk = 1 − um. This allows us to partition the set S =
{u1, . . . , un} into two sets: S1 = {uk ∈ S : uk = 1 − u}
and S2 = {uk ∈ S : uk = u} for some u ∈ R. Let |S1| = m
and |S2| = n−m.
By (18) we have (n − 2m)u + m ≡ 0 mod 2. Suppose
n−m is odd. This gives (n− 2m)u ≡ 1 mod 2. There are
n − 2m different u that satisfy this, namely u = sn−2m for
s ∈ {1, 3, 5, . . . , 2(n − 2m) − 1}. Now suppose n − m is
even. By (18) we have (n − 2m)u ≡ 0 mod 2. There are
n− 2m solutions to this equation, namely u = sn−2m where
s ∈ {0, 2, 4, . . . , 2(n−2m−1)}. In either case, there are (nm)
ways to construct S1, giving
(
n
m
)
(n− 2m) such solutions u
for each m ≤ k. This gives ∑km=0 (nm)(n − 2m) = (k +
1)
(
n
k+1
)
= n
(
n−1
k
)
real solutions where the first equality is
(5.18) of [34] and the second equality is (1.2) of [35].
Now consider Cn for n = 4k for k ∈ N. As per the proof
of 6, the previous choice of susceptances produces infinitely
many solutions. So instead, consider susceptances b01 = −1
and bij = 1 for all other edges ij. Using the same notation
as above, we have that u1 = −u or u1 = 1 + u and uk = u
or uk = 1 − u for all 2 ≤ k ≤ n. For all k ≥ 2, let
S1 = {uk ∈ S\u1 : uk = 1 − u} and S2 = {uk ∈ S\u1 :
uk = u}. Note that for u1 = −u, |S1| = m, and |S2| =
n−m−1 (18) gives (2+2m−n)u ≡ m mod 2. Similarly,
for u1 = 1 + u, |S1| = n −m − 1 and |S2| = m (18) also
gives (2+2m−n)u ≡ m mod 2 so the solutions to the two
cases are redundant. Therefore, without loss of generality we
suppose u1 = −u, |S1| = m and |S2| = n−m−1. When m
is odd (18) gives (2 + 2m− n)u ≡ 1 mod 2. This equation
has |2+2m−n| solutions mod 2, namely u = s2+2m−n for
s ∈ {1, 3, 5, . . . , 2(2+2m−n)−1}. When m is even we want
to find all solutions to (2 + 2m − n)u ≡ 0 mod 2. Again,
this equation has |2 + 2m − n| solutions mod 2, namely
u = s2+2m−n for s ∈ {0, 2, 4, . . . , 2(2m− n+ 1)}. For each
m ≤ n− 1 there are (n−1m ) ways to construct S1. This gives
a total of
∑n−1
m=0
(
n−1
m
)|2 + 2m−n| = n(n−1k−1) real solutions
where the equality is proven below in Lemma 5.
Lemma 5.
∑2k−1
m=0
(
2k−1
m
)|2 + 2m− 2k| = 2k(2k−1k−1 ).
Proof. Without the absolute value, we see
∑2k−1
m=0
(
2k−1
m
)|2+
2m− 2k| is equal to
k−1∑
m=0
(
2k − 1
m
)
(2k − 2m− 2) (19)
+
2k−1∑
m=k−1
(
2k − 1
m
)
(2 + 2m− 2k) (20)
Applying (5.18) of [34] to (19) we see that (19) is equal to
k
(
2k − 1
k
)
−
k−1∑
m=0
(
2k − 1
m
)
= k
(
2k − 1
k − 1
)
−
k−1∑
m=0
(
2k − 1
m
)
(21)
Again, using (5.18) of [34] we get the identity
2k−1∑
m=0
(
2k − 1
m
)
(2k − 1− 2m) = 2k
(
2k − 1
2k
)
= 0 (22)
This gives the identity for (20) as
2k−1∑
m=0
(
2k − 1
m
)
−
k−1∑
m=0
(
2k − 1
m
)
(2 + 2m− 2k) (23)
Adding (21) and (23) we see
2k−1∑
m=0
(
2k − 1
m
)
|2 + 2m− n| = k
(
2k − 1
k − 1
)
−
k−1∑
m=0
(
2k − 1
m
)
(24)
+
2k−1∑
m=0
(
2k − 1
m
)
−
k−1∑
m=0
(
2k − 1
m
)
(2 + 2m− 2k)
(25)
Applying (21) to the last term in (25) gives
2k−1∑
m=0
(
2k − 1
m
)
|2 + 2m− n| = 2k
(
2k − 1
k − 1
)
− 2
k−1∑
m=0
(
2k − 1
m
)
+
2k−1∑
m=0
(
2k − 1
m
)
= 2k
(
2k − 1
k − 1
)
−
k−1∑
m=0
(
2k − 1
m
)
+
2k−1∑
m=k
(
2k − 1
m
)
= 2k
(
2k − 1
k − 1
)
Since in our trial of 1.4 million samples we did not sample
any susceptances for C7 − C10 that gave the maximum
number of real solutions, we suspect that such susceptance
values occur with very small probability (but they do occur
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Fig. 6. Distribution of the number of nontrivial real solutions for
K4,K5,K6,K7,K8
as our proof is constructive). In the final case of Theorem 1
we switch from the susceptances being equal. The following
lemma explains why.
Lemma 6. There exist susceptance values for Cn, 4 | n,
where there are infinitely many real solutions.
Proof. Set all susceptances equal to 1. The system of equa-
tions as defined in (1) with |Vk| = 1, gkm = 0 becomes for
k = 1, . . . , n
sin(θk − θk−1) = sin(θk+1 − θk) (26)
where the indices wrap around mod n. Set uk =
θk−θk−1
pi for k = 1 . . . , n. Under these coordinates we know
that
∑n
k=1 uk ≡ 0 mod 2 and uk = ul or uk = 1 − ul for
all k, l. Now partition the set {u1, . . . , un} into two equal
size sets S1 and S2. For all uk ∈ S1 set uk = u for some
u ∈ R. For all uk ∈ S2 set uk = 1 − u. This implies that∑n
k=1 uk =
n
2u+
n
2 (1− u) = n2 ≡ 0 mod 2 satisfying the
first condition. Since we can choose any u ∈ R, this implies
that there are infinitely many real solutions.
By [36] we know that with probability one there are finitely
many solutions to the power flow equations. This implies
that such susceptances where Cn admits infinitely many real
solutions lie on a set of measure zero and are not generic.
B. Complete Networks
We perform a similar analysis to section IV-A but this
time on complete networks on 4, 5, 6, 7 and 8 vertices. The
results of these simulations are given in Appendix VIII in
Tables XII-XV and shown graphically in Figure 6.
In contrast to the cyclic networks we see the distributions
for the complete networks tending to more of a normal shape.
While they are still left skewed compared to the range given
by the complex bound, there isn’t as large of a number of
instances with zero nontrivial real solutions. We also see
that as n increases the variance becomes much larger and
the curve flattens. A major open question for this family of
graphs is the following:
Fig. 7. Solution Regions for K4 with b01 = 0.03, b02 = 0.15, b03 = 0.2
(right) and b01 = 0.1, b02 = 0.2, b03 = 0.3 (left)
Question 1. What is the maximum number of real solutions
for a complete n−node network?
We can use the Ballieul and Byrnes bound [1] to get an
upper bound of
(
2n−2
n−1
)
. For n = 3 this bound is achievable
as we see instances of 6 real solutions. For n = 4, this bound
says we have at most 20 real solutions but so far we have
only found examples of at most 18 real solutions. It is open
as to whether or not this bound is tight for any case n ≥ 4.
We also study the solution regions for K4 in Figure 7.
We observe similarities in the shape of some of the solution
regions in all cases. In each case there appear to be almost
convex, quasi polygonal areas. In contrast to the cyclic cases
we don’t observe any symmetry. This is explained as the only
automorphism of K4 that fix edges e01, e02 and e03 is the
identity mapping.
C. Number of Real Solutions to Random Polynomials
Much of this work was motivated by the observation
that the power flow equations generically admit few real
solutions compared to the complex bounds. This has been
well documented in existing power systems literature [3],
[7]. While we agree that the number of real solutions tends
to be low when compared with the total number of complex
solutions, we observe that when compared with a random
polynomial system, the power flow equations actually admit
more real solutions than should be expected! In [17] it is
shown that finding the distribution of the number of real
solutions to a system of polynomial equations is the same
as finding the distribution to that of a univariate polynomial
whose coefficients are polynomials in the coefficients of
the original polynomial system. Since we can reduce the
distribution of the number of real solutions to the power
flow equations to a single univariate polynomial, a natural
question then arises.
Question 2. How does the distribution of the number of
nontrivial real solutions to the power flow equations with N
complex solutions compare to that of a random univariate
polynomial of degree N?
We compare the distribution of the power flow equations
with N nontrivial complex solutions to that of q(x) =∑N
i=0 cix
i where ci ∼ N (0, 1).
TABLE IV
EXPECTED NUMBER OF NONTRIVIAL REAL SOLUTIONS TO CYCLIC
NETWORKS
C3 0.62 C4 1.22 C5 2.85 C6 5.93
q(x) 1.30 q(x) 1.64 q(x) 2.35 q(x) 2.77
C7 11.57 C8 25.57 C9 52.38 C10 105.40
q(x) 2.96 q(x) 3.83 q(x) 4.40 q(x) 4.84
Kac’s formula [37] gives a closed form for the expected
number of real roots of q(x) as
1
pi
∫ ∞
−∞
√
1
(t2 − 1)2 −
(N + 1)2t2N
(t2N+2 − 1)2 dt. (27)
We can numerically approximate this integral to get the
expected number of real solutions for q. In the results below,
we use (27) to get an approximation for the expected number
of real roots of q in each case.
1) Cyclic Networks: We compare the distribution of the
number of real solutions to cyclic 3 − 10 node networks to
that of random polynomials of corresponding degrees.
We run numerical simulations using the CountRoots
function in Mathematica to compute 10, 000 trials for q. We
use (27) to calculate the expected number of real roots for q
in Table IV.
Figure 4 plots the distributions of the number of nontrivial
real solutions for cyclic networks against that of real roots
corresponding to random polynomials of appropriate degree.
We see that while the cyclic networks seem to give many
more instances of zero nontrivial real solutions than random
polynomials give of zero real roots, there also seems to be
a much higher chance of getting instances of larger numbers
of nontrivial real solutions with cyclic networks than with
that of a random polynomial. This phenomenon is reflected
in Table IV as we see the expected number of nontrivial
real solutions is higher than that of random polynomials for
C5, . . . , C10. We suspect that this is true for all Cn, n ≥ 5,
and the gap between the two values will continue to increase.
2) Complete Networks: We do a similar analysis here as
in Section IV-C1. Here we compare the number of nontrivial
real solutions to power flow equations of complete 4−8 node
networks to that of polynomials of degree 12, 54, 220, 860
and 3304, the generic number of nontrivial complex solutions
for each network respectively. Again, we run numerical
simulations using the CountRoots function in Mathematica
to compute 10, 000 trials for q. We compare this against the
distributions calculated in Section IV-B. Distribution results
are given graphically in Figure 9 and in more detail in the
Appendix in Tables XII,XIII,XIV,XV,XVI. Expected values
are given in Table V. We see in Figure 9 that as the number
of vertices grows, the distribution of the number of nontrivial
real solutions to the power flow equations shifts much further
right than for random polynomials. This is reflected in the
expected values as the expected number of nontrivial real
solutions for K5,K6,K7,K8 is much higher than that for a
random polynomial. For K8 we see that the expected number
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Fig. 8. Distributions of the number of nontrivial real solutions to cyclic
networks compared with the distribution of the number of real roots of a
random polynomial of corresponding degree
TABLE V
EXPECTED NUMBER OF NONTRIVIAL REAL SOLUTIONS TO COMPLETE
NETWORKS
K3 0.62 K4 2.45 K5 7.41
q(x) 1.30 q(x) 2.26 q(x) 3.18
K6 20.11 K7 51.54 K8 150.65
q(x) 4.06 q(x) 4.93 q(x) 5.30
of nontrivial real solutions is over 28 times as high as that
for a random polynomial of degree 3304.
While the expected number of nontrivial real solutions
to the power flow equations is much higher than that of
a random polynomial, it is easy to construct a univariate
polynomial of degree N which has N real solutions by taking
q(x) = ΠNi=1(x− αi) where αi ∈ R and αi 6= αj for i 6= j.
In contrast, recall that the maximal number of nontrivial real
solutions to the power flow equations is an open question.
V. OTHER FAMILIES OF SOLUTIONS
A. Infinitely Many Solutions
While it has been proven that for a generic choice of
susceptance values, (5)-(6) admit finitely many solutions [36],
it is still interesting to note that there are simple examples
where this fails. We extend the results of Lemma 6.
Lemma 7. There are susceptance values for Kn with n ≥ 4
even that admit infinitely many real solutions.
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Fig. 9. Distributions of the number of nontrivial real solutions to complete
networks compared with the distribution of the number of real roots of a
random polynomial of corresponding degree
Proof. Set all susceptances bkm = 1. For n even it can be
verified that there exists a family of solutions of the form
{y1 = 0, yk+1 = −yk, x1 = −1, xk+1 = −xk}
for all even k ≥ 2. Choosing xm, ym ∈ (0, 1) such that
x2m + y
2
m = 1 for all odd m ≥ 1 gives infinitely many real
solutions.
For n odd it can be verified that there exists a family of
solutions of the form
{y1 = 0, y2 =
√
3
2
x3 − 1
2
y3, y4 = −
√
3
2
x3 − 1
2
y3,
yk = −yk−1, x1 = −1, x2 = 1
2
x3 +
√
3
2
y3,
x4 =
1
2
x3 −
√
3
2
y3, xk = −xk−1}
for k even and k ≥ 6. Choosing xm, ym ∈ (0, 1) such that
x2m + y
2
m = 1 for all odd m ≥ 3 gives infinitely many real
solutions.
B. Only Trivial Solutions
Lemma 8. Tree networks admit only trivial solutions.
Proof. Let T = (V,E) be a tree and suppose T has s vertices
with degree equal to 1 and t vertices with degree greater than
or equal to one. Since T is a tree, s ≥ 1. This gives equations∑
m adjacent to k
bkm sin(θk − θm) = 0 for all vk, deg(vk) ≥ 1
(28)
bkm sin(θk − θm) = 0 for all vk, deg(vk) = 1.
(29)
Equation (29) gives that at all vertices with degree 1, sin(θk−
θm) = 0. If |V | > 2 for each vertex of degree 1, we know
it must be adjacent to at least one vertex of degree greater
than 1. This means we can rewrite (28)− (29) as∑
m adjacent to k
deg(vk)≥2
bkm sin(θk − θm) = 0 for all vk, deg(vk) ≥ 1
(30)
bkm sin(θk − θm) = 0 for all vk, deg(vk) = 1.
(31)
The equations (30)−(31) are now sparser than (28)−(29).
The equations defined in (30) are the same as those on tree
T = (V ′, E′) where V ′ = {v ∈ V : deg(v) > 1} and
E′ = {e ∈ E : e is adjacent to vk, vm ∈ V ′}. Since T was a
tree and T ′ is a subgraph of T , this means T ′ is also a tree.
We can repeat this argument again on T ′ and so on until
we are left with a system of equations where each equation
only involves one term, bkm sin(θk − θm). The equation at
v1 simplifies to b01 sin(θ1) = 0 so θ1 = npi for some n ∈ Z.
This forces y1 = sin(θ1) = 0 and x1 = cos(θ1) = ±1. We
also have that for all vl adjacent to v1 that b1l sin(θl−θ1) = 0
so θ1 − θl = npi for some n ∈ Z. This implies θl = n′pi for
n′ ∈ Z giving that yl = 0 and xl = ±1. This argument
repeats for all vertices adjacent to vl and so on. Since T is
connected, this covers all vertices v ∈ V .
Corollary 3. Solution sets for tree networks are always zero
dimensional.
Remark 1. We note that Lemma 8 would follow from a result
proven in [4] with the assumption that the variety is zero
dimensional. In contrast, the proof provided here does not
rely on this assumption.
VI. CONCLUSION
In this paper we presented a new method to calculate the
distribution of number of real solutions of lossless power
networks with all PV buses. We showed that this method
is dramatically faster than standard homotopy methods. We
compared the distribution of real solutions of the power flow
equations to that of random polynomials and found that the
power flow equations admitted many more real solutions. We
also showed that for cyclic graphs the power flow equations
can achieve the maximal bound of n
( n−1
bn−12 c
)
real solutions
and tree networks only achieve trivial real solutions. Finally,
we gave explicit susceptance values for complete networks
with more than three vertices and cyclic networks with n ≡ 0
mod 4 vertices that give infinitely many real solutions.
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VIII. APPENDIX: DISTRIBUTION DATA
TABLE VI
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO C5
# Real Solutions 0 2 4 6
Percentage Occurrence 46.14 13.62 10.07 14.84
# Real Solutions 8 10 12 14
Percentage Occurrence 12.79 2.45 0.06 0.03
TABLE VII
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO C6
# of Real Solutions 0 4 8 12
% of Occurrence 44.03 15.84 9.19 10.98
# of Real Solutions 16 20 24 28
% of Occurrence 14.13 4.67 0.03 0.13
TABLE VIII
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO C7
# Real Solutions 0 2 4 6 8
% Occurrence 42.61 4.48 2.01 2.26 2.66
# Real Solutions 10 12 14 16 18
% Occurrence 2.73 2.61 2.51 2.92 2.96
# Real Solutions 20 22 24 26 28
% Occurrence 2.93 3.18 3.79 4.11 4.10
# Real Solutions 30 32 34 36 38
% Occurrence 4.33 4.44 2.45 1.22 0.66
# Real Solutions 40 42 44 46 48
% Occurrence 0.28 0.26 0.23 0.13 0.09
# Real Solutions 50 52 ≥ 54
% Occurrence 0.02 0.03 2e-4
TABLE IX
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO C8
# Real Solutions 0 4 8 12 16
% Occurrence 37.08 5.62 1.86 1.78 2.93
# Real Solutions 20 24 28 32 36
% Occurrence 2.95 3.50 3.91 2.76 2.64
# Real Solutions 40 44 48 52 56
% Occurrence 3.28 4.12 3.41 3.61 3.60
# Real Solutions 60 64 68 72 76
% Occurrence 4.25 5.60 2.47 1.29 1.25
# Real Solutions 80 84 88 92 96
% Occurrence 0.85 0.54 0.44 0.06 0.09
# Real Solutions 100 104 108 112 ≥ 116
% Occurrence 0.02 0.06 0.01 0.03 0.01
TABLE X
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO C9
# Real Solutions 0 2 4 6 8
% Occurrence 33.24 2.64 0.93 0.96 1.00
# Real Solutions 10 12 14 16 18
% Occurrence 1.00 0.91 0.81 0.77 0.73
# Real Solutions 20 22 24 26 28
% Occurrence 0.68 0.68 0.71 0.71 0.68
# Real Solutions 30 32 34 36 38
% Occurrence 0.65 0.72 0.71 0.67 0.67
# Real Solutions 40 42 44 46 48
% Occurrence 0.67 0.68 0.69 0.68 0.69
# Real Solutions 50 52 54 56 58
% Occurrence 0.69 0.70 0.72 0.72 0.72
# Real Solutions 60 62 64 66 68
% Occurrence 0.72 0.74 0.91 0.81 0.77
# Real Solutions 70 72 74 76 78
% Occurrence 0.75 0.80 0.82 0.81 0.82
# Real Solutions 80 82 84 86 88
% Occurrence 0.82 0.83 0.85 0.87 0.92
# Real Solutions 90 92 94 96 98
% Occurrence 0.91 0.90 0.93 1.00 1.01
# Real Solutions 100 102 104 106 108
% Occurrence 0.99 1.01 1.06 1.08 1.10
# Real Solutions 110 112 114 116 118
% Occurrence 1.14 1.17 1.22 1.24 1.27
# Real Solutions 120 122 124 126 128
% Occurrence 1.30 1.27 1.27 1.37 1.59
# Real Solutions 130 132 134 136 138
% Occurrence 0.94 0.82 0.75 0.67 0.60
# Real Solutions 140 142 144 146 148
% Occurrence 0.50 0.40 0.34 0.33 0.31
# Real Solutions 150 152 154 156 158
% Occurrence 0.30 0.25 0.22 0.18 0.16
# Real Solutions 160 162 164 166 168
% Occurrence 0.13 0.11 0.10 0.10 0.09
# Real Solutions 170 172 174 176 178
% Occurrence 0.08 0.07 0.07 0.07 0.06
# Real Solutions 180 182 184 186 188
% Occurrence 0.05 0.05 0.04 0.04 0.03
# Real Solutions 190 192 194 196 198
% Occurrence 0.03 0.03 0.02 0.02 0.03
# Real Solutions 200 202 204 206 ≥ 208
% Occurrence 0.02 0.01 0.01 0.01 0.06
TABLE XI
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO C10
# Real Solutions 0 4 8 12 16
% Occurrence 33.60 2.91 0.76 0.67 0.93
# Real Solutions 20 24 28 32 36
% Occurrence 0.89 1.05 1.12 0.90 0.70
# Real Solutions 40 44 48 52 56
% Occurrence 0.64 0.74 0.58 0.58 0.53
# Real Solutions 60 64 68 72 76
% Occurrence 0.58 0.80 0.65 0.64 0.64
# Real Solutions 80 84 88 92 96
% Occurrence 0.62 0.66 0.75 0.64 0.66
# Real Solutions 100 104 108 112 116
% Occurrence 0.66 0.71 0.74 0.80 0.87
# Real Solutions 120 124 128 132 136
% Occurrence 0.73 0.78 0.78 0.73 0.76
# Real Solutions 140 144 148 152 156
% Occurrence 0.73 0.79 0.87 0.81 0.79
# Real Solutions 160 164 168 172 176
% Occurrence 0.81 0.83 0.86 1.0 0.94
# Real Solutions 180 184 188 192 196
% Occurrence 0.88 0.88 0.92 0.96 1.0
# Real Solutions 200 204 208 212 216
% Occurrence 0.99 0.96 0.99 1.0 1.03
# Real Solutions 220 224 228 232 236
% Occurrence 1.02 1.04 1.14 1.19 1.19
# Real Solutions 240 244 248 252 256
% Occurrence 1.20 1.20 1.22 1.37 1.75
# Real Solutions 260 264 268 272 276
% Occurrence 1.01 0.77 0.71 0.67 0.59
# Real Solutions 280 284 288 292 296
% Occurrence 0.54 0.47 0.36 0.31 0.29
# Real Solutions 300 304 308 312 316
% Occurrence 0.26 0.25 0.25 0.23 0.22
# Real Solutions 320 324 328 332 336
% Occurrence 0.21 0.19 0.18 0.15 0.14
# Real Solutions 340 344 348 352 356
% Occurrence 0.12 0.11 0.09 0.10 0.09
# Real Solutions 360 364 368 372 376
% Occurrence 0.07 0.07 0.06 0.05 0.04
# Real Solutions 380 384 388 392 396
% Occurrence 0.04 0.03 0.03 0.02 0.02
# Real Solutions 400 404 408 412 ≥ 416
% Occurrence 0.02 0.02 0.02 0.01 0.01
TABLE XII
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO K4
# Real Solutions 0 2 4 6 8 10 12
% Occurrence 22.91 38.38 32.64 5.32 0.74 4e-6 0.00
TABLE XIII
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO K5
# Real Solutions 0 2 4 6 8
% Occurrence 1.82 5.94 15.18 22.97 25.17
# Real Solution 10 12 14 16 18
% Occurrence 16.03 8.04 3.05 1.29 0.35
# Real Solution 20 22 ≥ 24
% Occurrence 0.14 0.02 3e-3
TABLE XIV
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO K6
# Real Solutions 0 2 4 6 8
% Occurrence 0.02 0.06 0.22 0.59 1.48
# Real Solutions 10 12 14 16 18
% Occurrence 3.05 5.50 8.50 11.53 13.35
# Real Solutions 20 22 24 26 28
% Occurrence 13.67 12.22 10.00 7.37 5.12
# Real Solutions 30 32 34 36 38
% Occurrence 3.24 1.95 1.07 0.57 0.28
# Real Solutions 40 42 44 46 ≥ 48
% Occurrence 0.14 0.06 0.03 0.01 8e-5
TABLE XV
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO K7
# Real Solutions 0 2 4 6 8
% Occurrence 0.00 0.00 2e-6 1e-6 9e-6
# Real Solutions 10 12 14 16 18
% Occurrence 1e-5 4e-5 7e-5 0.02 0.03
# Real Solutions 20 22 24 26 28
% Occurrence 0.06 0.13 0.22 0.37 0.60
# Real Solutions 30 32 34 36 38
% Occurrence 0.93 1.39 1.97 2.70 3.53
# Real Solutions 40 42 44 46 48
% Occurrence 4.43 5.29 6.14 6.81 7.25
# Real Solutions 50 52 54 56 58
% Occurrence 7.46 7.37 7.05 6.49 5.89
# Real Solutions 60 62 64 66 68
% Occurrence 5.13 4.30 3.54 2.84 2.20
# Real Solutions 70 72 74 76 78
% Occurrence 1.68 1.25 0.91 0.66 0.46
# Real Solutions 80 82 84 86 88
% Occurrence 0.31 0.21 0.14 0.10 0.06
# Real Solutions 90 92 94 ≥ 96
% Occurrence 0.004 0.03 0.02 3e-2
TABLE XVI
DISTRIBUTION OF NUMBER OF NONTRIVIAL REAL SOLUTIONS TO K8
# Real Solutions ≤ 88 90 92 94 96
% Occurrence 0.04 0.02 0.02 0.03 0.04
# Real Solutions 98 100 102 104 106
% Occurrence 0.05 0.08 0.10 0.14 0.19
# Real Solutions 108 110 112 114 116
% Occurrence 0.25 0.32 0.42 0.54 0.67
# Real Solutions 118 120 122 124 126
% Occurrence 0.84 1.03 1.26 1.50 1.78
# Real Solutions 128 130 132 134 136
% Occurrence 2.06 2.39 2.69 2.99 3.29
# Real Solutions 138 140 142 144 146
% Occurrence 3.61 3.85 4.13 4.26 4.41
# Real Solutions 148 150 152 154 156
% Occurrence 4.50 4.46 4.43 4.33 4.15
# Real Solutions 158 160 162 164 166
% Occurrence 3.95 3.74 3.44 3.17 2.90
# Real Solutions 168 170 172 174 176
% Occurrence 2.59 2.30 2.014 1.77 1.53
# Real Solutions 178 180 182 184 186
% Occurrence 1.32 1.12 0.95 0.79 0.66
# Real Solutions 188 190 192 194 196
% Occurrence 0.55 0.46 0.37 0.31 0.24
# Real Solutions 198 200 202 204 206
% Occurrence 0.21 0.16 0.13 0.11 0.08
# Real Solutions 208 210 212 214 216
% Occurrence 0.07 0.05 0.04 0.03 0.03
# Real Solutions 218 220 222 224 ≥ 226
% Occurrence 0.02 0.02 0.01 0.01 0.03
