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Abstract: The Gaussian process (GASP) model has found widespread use as a 
surrogate model for results from deterministic computer model output. In this 
paper, we compare the fits of GASP models to specific space-filling designs 
based on their accuracy in predicting responses at previously unsampled 
locations. This is done empirically using several test functions. We demonstrate 
that no one space-filling design outperforms another with respect to prediction 
accuracy. We also found that while the GASP model is substantially easier to 
fit using the cubic correlation function than with the Gaussian correlation 
function, its prediction accuracy is not quite as good as the Gaussian correlation 
function for the chosen test functions especially for larger sample sizes. The 
best way to improve prediction accuracy is to increase the number of 
simulation runs, which suggests that the efficient augmentation of space filling 
designs is an important area for further research. 
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1 Introduction 
Computer experiments are experimental designs used to study a deterministic computer 
simulation model. Sacks et al. (1989b) introduced the Gaussian process (GASP) model 
for fitting the response variable in a computer experiment. Subsequently the GASP model 
has found widespread use in the computer experiments literature. Examples of theoretical 
and empirical studies of the GASP model can be found with applications in calibration 
(Kennedy and O’Hagan 2001), validation (Bayarri et al., 2007), screening (Welch et al., 
1992; Linkletter et al., 2006), and response fitting/prediction (Currin et al., 1991). The 
GASP model is an attractive modelling choice for because it: 
1 is an exact interpolator 
2 typically provide fairly accurate predictions of the response at unobserved factor 
settings. 
Because of its flexibility in approximating complex response surfaces, Kleijnen and 
Beers (2005), and Ankenman et al. (2008) also used the GASP model to fit stochastic 
simulation models. 
Space-filling designs appear almost exclusively in the computer experiments 
literature. The goal of space-filling designs is to explore the entire region of interest. This 
is in contrast to screening designs for physical experiments that tend to place set factors 
at the extremes of their ranges of interest. Johnson et al. (2010) presented a theoretical 
comparison of space-filling designs based on the integrated prediction variance with 
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respect to the GASP model. The results indicated that the GASP integrated mean square 
error (GP IMSE) design had the lowest theoretical integrated prediction variance across a 
range of potential responses. The range of responses was generated by comparing designs 
with respect to a variety of parameter vectors, θ, and a range of sample sizes for 
experiments with two, three, and four factors. In this work, we are interested in two main 
topics: experimental design choice and sample size. Specifically, we investigate the 
following questions: 
• Does it matter in practice what design you choose? That is, is there a dominating 
experimental design that performs better in terms of model fitting and prediction? 
• Does the choice of the form of the correlation function (CF) matter? That is, does the 
choice of one CF over another provide a fitted model with better predictive power? 
• What is the role of sample size in experimental designs used to fit the GASP model? 
At what point do prediction error variance and other measures of prediction 
performance become reasonably small with respect to N, the sample size chosen? 
Work by Hussain et al. (2002) and Allen et al. (2003) address some questions about the 
prediction performance of surrogate models used for computer simulation output in their 
respective papers. Both of these papers focus on the fit of the surrogate model. The focus 
of this paper is on the design, CF, and sample size and is entirely empirical. In the first 
part of the paper, we focus on experimental design choice. Specifically we investigate the 
class of space-filling designs. Our comparisons are made by investigating the prediction 
quality of fitted GASP models to the selection of design points prescribed by the space-
filling design. This is followed by a section that investigates two different CF choices for 
the GASP model in order to determine if one correlation structure provides any 
advantages in terms of prediction accuracy. In the final section, we consider sample size. 
Work by Loeppky et al. (2008) indicate that N = 10 p, where N is the sample size and p is 
the number of factors in the experiment, holds as an adequate rule of thumb for 
determining the sample size for a computer experiment. We show that the complexity of 
the response has an effect on recommended sample size values when precision of 
prediction of the response surface is of interest to the modeller. 
Section 2 provides a brief introduction to the GASP model. Section 3 compares 
design types empirically. Section 4 compares two different CF s used in the GASP 
model. Section 5 presents a comparison of sample size. Section 6 presents our 
conclusions and future work. 
2 GASP model 
The GASP model operates on the notion that a realisation of a random function can 
mimic a deterministic response, y(x). Typically, the random function is a multivariate 
normal distribution. So the system is being modelled as a stochastic process where the 
simulation model output is viewed as a deterministic realisation of that process. The 
output response is an n × 1 data vector y(x), where y(x) is N(μ1n, σ2 R(X, 0)). R(X, θ) is 
an n × n correlation matrix that can take a variety of forms (see Sacks et al., 1989a;  
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Santner et al., 2003). In this paper, we consider two different forms of the CF. The first is 
a special case of the power exponential CF and is sometimes referred to as the Gaussian 
correlation function (GCF) with the form 
( )21( , ) exp pij k ik jkkR x xθ=⎛ ⎞= − −⎜ ⎟⎝ ⎠∑θX  (1) 
where θk ≥ 0. Another choice of CF is a one-dimensional cubic correlation function 
(CCF). The specific form of the CCF that we have used is 
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⎧ − − + − ≤ −⎪⎪⎪ ⎛ ⎞= − − − < ≤ −⎨ ⎜ ⎟⎝ ⎠⎪⎪ − <⎪⎩
∏θX  (2) 
Note that if θk = 0, then the correlation is 1.0 across the range of the kth factor and the 
fitted surface will be flat in that direction. Large θk corresponds to low correlation in the 
kth factor and the fitted surface will exhibit strong curvature in the direction of the kth 
variable. 
Using either CF, the fitted GASP prediction equation is 
( ) ( )( )1ˆ ˆˆ ˆ ˆ( ) , , 1y μ μ−′= + − nx r x R x yθ θ  (3) 
where the fitted mean, variance, and θj’s are represented by ˆ ˆ,  μ σ  and .)θ  These 
parameters are estimated via maximum likelihood. In the fitted equation, ( ), )θr x  is an  
n × 1 vector of estimated correlations of the unobserved y(x) at a new value of the 
explanatory variables with the observations in the original data. The choice of CF is 
determined by the user and the elements of ( ), )θr x  depends on the choice of the CF. 
Using either of the CFs, ˆ( )y x  interpolates the data. 
The relative prediction variance can be calculated from 













′= − + ′
R X r Xx
r x x r x
R X
θ θ
θ θ θ θ  (4) 
The variance of the predicted response at a new point depends on the design, X, and the 
unknown parameter vector, θ It also depends implicitly on the sample size (number of 
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3 An empirical comparison of experimental designs 
In this section, we compare the prediction quality of several space-filling designs fit by 
the GASP model using the GCF presented in equation (2). The generic procedure to 
compare the designs follows: 
Step 1 Choose a test function. 
Step 2 Choose a sample size and space-filling design. 
Step 3 Create the design with the number of factors equal to the number in the test 
function chosen in step 1 and the specifications set in step 2. 
Step 4 Using the test function in 1 find the values that correspond to each row in the 
design. 
Step 5 Fit the GASP model. 
Step 6 Generate a set of 40,000 uniformly random selected points in the design space 
and compare the predicted value (generated by the fitted GASP model) to the 
actual value (generated by the test function) at these points. Using equation (5) 










= −= =∑  (5) 
In Step 6 of the generic procedure, we make empirical comparisons – using RMSE – 
based on the difference between the fitted GASP model and the actual response, which 
are known because we are using test functions which act as surrogates for deterministic 
computer simulation code. Test functions are ideal for making comparisons because they 
allow the researcher the ability to know every ‘true’ value within the design region, 
simply by solving the mathematical equation for a given set of input values. The main 
purpose in this section is to evaluate prediction performance of space-filling designs with 
respect to the GASP model fits in order to answer the question: is there a difference in 
prediction performance of the fitted GASP model with respect to experimental design 
chosen? If the answer is, yes, this would imply that it would be better to choose one 
design over another. 
The design types that we compare in this paper are the maximin Latin hypercube 
design (LHD), the uniform design (U), the sphere packing design (SP), and the GP IMSE 
design. The LHD was developed by McKay et al. (1979) and the maximin LHD was 
explored in Morris and Mitchell (1995). The U design was developed by Fang (1980). 
The SP design was proposed in Johnson et al. (1990). The GP IMSE design was 
presented in Sacks et al. (1989b). For examples of two dimensional plots of all the 
designs investigated see Johnson and Jones (2009). In Section 3.1, we present the four 
test functions we use to make the comparisons and in Section 3.2, we provide results of 
experimental design comparisons. In Section 3.3, we present an ANOVA using the 
results. 
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3.1 Test functions 
We use four different test functions to compare design types. Test functions 1 and 2 both 
have two factors. Test function 3 has three factors and test function 4 has eight factors, 
but only four are significant and for the purpose of this paper we only vary four in the 
experiment. 
3.1.1 Test function 1 
The first test function was introduced by Welch et al. (1992). Allen et al. (2003) also 
employed this function to compare the performance of several design types with respect 
to the Gaussian process and linear regression models. The function is 
( ) ( ) { }( )1 2 1 1 2, 30 sin 4 expy x x x x x⎡ ⎤= + + −⎣ ⎦  (6) 
where 0 ≤ x1, x2 ≤ 5. A surface plot of test function 1 is shown in Figure 1. 
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Figure 2 Surface plot of test function 2 (see online version for colours) 
 
3.1.2 Test function 2 
The next test function used as a surrogate simulation model is the following: 
( ) ( ) ( ))31 2 1 2 2 2, 5 sin 15 exp 2y x x x x x x⎡ ⎤= + × +⎢ ⎥⎣ ⎦           (7) 
where –1 ≤ x1, x2 ≤ 1. Figure 2 illustrates that this test function is quite complex. That is, 
the surface is wavy and irregular. This function allows investigation of the relationship 
between sample size requirements and response surface complexity. 
3.1.3 Test function 3 
The third test function is also found in Allen et al. (2003) and is designed to act as a 
surrogate model for a plastic seal design. The approximate analytical function is given as 
( ) ( )( ) ( )
3
3 1








y x x x x x
x
⎛ ⎞⎡ ⎤⎜ ⎟⎢ ⎥−⎜ ⎟⎣ ⎦⎡ ⎤= + − + ×⎣ ⎦ ⎜ ⎟−⎜ ⎟⎜ ⎟⎝ ⎠
 (8) 
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where x1, x2, and x3 represent input parameter dimensions on the plastic seal. The bounds 
for the parameters are (in millimetres): 4 ≤ x1 ≤ 7, 0.7 ≤ x2 ≤ 1.7, and 0.055 ≤ x3 ≤ 0.500. 
A surface plot of test function 3 is shown in Figure 3 for variables x1 and x2 at a fixed 
value of x3 = 0.2225. 
Figure 3 Surface plot of test function 3 with x3 = 0.2225 (see online version for colours) 
 
3.1.4 Test function 4 
Our final test function was first published in Morris et al. (1993) and subsequently used 
for comparing meta-models in Allen et al. (2003). The function is 










y x x x x x x x x
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where y predicts water flow – in cubic meters per year – as a function of eight design 
dimensions. As in Allen et al. (2003), we only vary x1, x4, x6, and x7 and set the other four 
variables at their midpoint of the specified ranges from the experiment demonstrated in 
Morris et al. (1993). The ranges and fixed values for each of the variables are presented 
in Table 1. 
Table 1 The ranges and fixed values for the experimental and fixed variables in test function 4 
Experimental variables  Fixed variables 
Variable Low High  Variable Fixed value 
x1 0.05 0.15  x2 25,050 
x4 990 1,110  x3 89,335 
x6 700 820  x5 89.6 
x7 1,120 1,680  x8 9,855 
3.2 Empirical comparison 
The results are presented in the form of box plots. Figure 4 to Figure 7 displays the 
RMSE values for each of the four space-filling designs [maximin LHD, uniform (U), SP, 
and GP IMSE] fit to the responses using the GP model with the GCF for sample sizes 10, 
20, and 40, for each of the four test functions, respectively. 
Figure 4 RMSE for test function 1 in Section 3.1 (see online version for colours) 
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Figure 5 RMSE for test function 2 in Section 3.1 (see online version for colours) 
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Figure 7 RMSE for test function 4 in Section 3.1 (see online version for colours) 
 
For a given design type, sample size and number of factors the design is not unique. For 
example, there are many different maximin LHDs for two factors and 20 runs. For each 
design type, test function and sample size, we generated ten different designs. The box 
plots show the variability in the RMSE measures over the ten designs. 
From the results illustrated in Figure 4 to Figure 7, we observe that: 
• no design type outperforms the others in terms of RMSE (Note: low RMSE is 
preferable) 
• increasing the sample size lowers the RMSE 
• for a given design type the variability in results for the 10 designs decreases with 
increasing sample size, except in the case of test function #2 
• for test function#2 with small sample sizes all the design types perform poorly – 
variability across the ten design increases with the largest sample size because a few 
realisations of each design type are starting to do a better job of picking up the 
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3.3 ANOVA 
In the previous section, we presented the results from the design comparison. We used 
four different test functions, a range of sample size values, and four different space-filling 
design types. Combining these data, we performed an ANOVA to see if any of these 
(main) effects or two factor interactions has an impact on the RMSE. The analysis in 
Table 2 shows that all of the main effects and two-factor interactions have an impact on 
the RMSE. The two-factor interaction involving test function and design type leads to the 
conclusion no design type outperforms the others across all test functions. 
Table 2 Effects test from the ANOVA analysis 
Source DF Sum of squares F ratio Prob > F 
TF 3 259.53939 360.2849 < .0001* 
Design 3 18.21060 25.2794 < .0001* 
Sample size 1 317.51322 1322.287 < .0001* 
TF*Design 9 17.12007 7.9219 < .0001* 
TF*Sample size 3 75.50168 104.8092 < .0001* 
Design*Sample size 3 16.28325 22.6039 < .0001* 
A profiler plot from the ANOVA for the RMSE is shown in Figure 8. We modelled the 
log of the RMSE, since the fit was better than for the untransformed RMSE response. For 
the particular setting in Figure 8, one notices that the SP design has the lowest RMSE for 
test function 1 and a sample size of 20. However, Figure 9 and Figure 10 show that for 
other sample sizes and test functions other designs are better. Thus, it is apparent that no 
one design dominates the others. In Figure 9, the uniform design has the lowest average 
RMSE – this is for the case of test function 2 and a sample size of 30. In Figure 10, the 
LHD has the lowest RMSE – for the case of test function 3 and a sample size of 25. 
Figure 8 Profiler from the ANOVA on RMSE with sphere packing design best (see online 
version for colours) 
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Figure 9 Profiler from the ANOVA on RMSE with uniform design best (see online version  
for colours) 
 
Figure 10 Profiler from the ANOVA on RMSE with Latin hypercube design best (see online 
version for colours) 
 
4 An empirical comparison of GASP CFs 
This section compares the prediction quality of an experimental design fit by the GASP 
model using two different CFs. Determining which CF to use is a choice that must be 
made by the researcher. The use of the GCF allows all of the points in the design space to 
effect one another, while the use of the CCF will allow for zero correlation between two 
design points that are far away from each other in terms of distance. We compare the two 
CFs to see if either CF produced GASP model fits with better accuracy and precision as 
measured by RMSE. Here, we only present the results using test function 3 using the 
LHD. Figure 11 displays box plots generated from ten LHDs that were used to generate 
the GASP model fits with either the GCF or the CCF. 
 
   
 
   
   
 
   
   
 
   
   14 R.T. Johnson et al.    
 
    
 
 
   
   
 
   
   
 
   
       
 
Figure 11 Box plot of RMSE for ten LHDs fit using the GASP model with two different 
correlation functions (see online version for colours) 
 
The box plot illustrated in Figure 11 indicates that the GCF has a slightly lower RMSE 
average than the CCF. An ANOVA was performed to test for significant main effect 
(sample size and CF) and also the two factor interaction between sample size and CF 
type. The results from the ANOVA are presented in Table 3. Sample size and the sample 
size by CF interaction are significant at an alpha 0.05 level. The CF however is not 
significant as a main effect. While the GCF is better (in terms of RMSE) for larger 
sample sizes one might still consider the CCF as an option in order to exploit its faster 
model fitting ability. 
Table 3 ANOVA Results from the first order model with interactions 
Source DF Sum of squares F ratio Prob > F 
CF 1 0.12 2.03 0.1594 
Sample size 1 25.32 416.47 < .0001* 
CF*Sample size 1 1.00 16.51 0.0002* 
5 Sample size study 
The previous section demonstrated that empirical comparisons do not favour one design 
type over another. However, it does appear from Figure 4 to Figure 7 that sample size has 
an impact on the prediction performance of a design. 
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We described earlier the N = 10 p rule of thumb for sample size. For test functions 1 
and 4 it would appear that this rule is adequate. However, for test function 2 and 3, the 
rule of thumb is not adequate. The largest sample size used in the previous two sections 
was 40, but now we demonstrate the impact of increasing the sample size to 50 for the 
case of test function 2. Figure 12 illustrates box plots of RMSE for the test function in 
equation (5) generated by 10 LHDs for each of four different sample sizes (10, 20, 40, 
and 50) which correspond to (N = 5 p, N = 10 p, N = 20 p and N = 40 p), respectively. We 
use only the LHD case here to illustrate our point. 
Figure 12 RMSE box plots for ten LHDs over a range of sample sizes for test function 2  
(see online version for colours) 
 
With an increase in sample size from 40 to 50, there is a remarkable drop in the RMSE of 
the fitted GASP model to the LHD. This is due to the complexity of the response surface. 
A sample size of 40 was still not adequate to capture the entire surface. 
Our research indicates that when the surface is complex, the sample size requirements 
are much greater than when the response surface is relatively flat and smooth. The 
problem with sample size recommendations it that is not often known what type of 
surface will result from the simulation model until after the design has been run. We find 
that a useful indicator of accuracy and precision in the fitted GASP model is the jackknife 
prediction plot. 
Usually, jackknife predictions are created by the leave-one-out method. That is, a 
single data point is left out, the mathematical model of interest (in this case the GASP 
model) is fit and then the left out point is predicted using that model. This is done for 
each data point. The jackknife plot is created by plotting the actual observed response vs. 
the predicted response using the mathematical model fit without that data point. The 
jackknife plots in Figure 13 and Figure 14 are generated in a slightly different way. 
Because GASP model fits are often time consuming, we modify the leave-one-out 
method is created by removing the row and column from the correlation matrix 
corresponding to the data point without re-estimating the parameters. Then we use the 
formula in equation (3) to calculate the predicted response for the removed point. 
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Figure 13 Jackknife plot of a LHD with 20 runs fit with the GASP model 
0 
Figure 14 Jackknife plot of a LHD with a sample size of 50 fit to test function 2 using the  
GASP model 
 
A jackknife plot with points on the x = y line indicates a good fit. If the jackknife 
prediction plot does not follow a 45 degree line, there is a strong indication that more 
runs are needed. As an example, Figure 13 shows the jackknife plot for a LHD with a 
sample size of 20 fit with the GASP model (using test function 2). This plot indicates a 
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poor fit. Figure 13 can be compared with Figure 14 which illustrates the jackknife plot for 
a LHD with a sample size of 50 fit with the GASP model (using test function 2). This 
plot indicates an excellent fit. This method suggests that the idea of sequential designs is 
very powerful. However, more work is needed to decide how and where in the design 
space to add additional runs. 
6 Conclusions 
We have demonstrated that no one space-filling design approach outperforms the others 
in terms their accuracy in predicting responses at previously unsampled locations. We 
also found that while the GASP model is substantially easier to fit using CCF than with 
the GCF, its accuracy is not quite as good as the GCF for the test functions illustrated in 
this paper especially for larger sample sizes. The best way to improve prediction accuracy 
is to increase the number of simulation runs. Unfortunately, the number of runs necessary 
to adequately model any function is heavily dependent upon the complexity of its 
response surface. This suggests that the efficient augmentation of space filling designs is 
an important area for further research. We have shown that the jackknife plot is a good 
qualitative indicator of how well the GASP model is working but further work is 
necessary to fully quantify this useful diagnostic. 
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