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A WEAK LAW OF LARGE NUMBERS FOR A LIMIT ORDER BOOK MODEL
WITH FULLY STATE DEPENDENT ORDER DYNAMICS
ULRICH HORST AND DO¨RTE KREHER
Abstract. This paper studies a limit order book (LOB) model, in which the order dynamics depend
on both, the current best available prices and the current volume density functions. For the joint
dynamics of the best bid price, the best ask price, and the standing volume densities on both sides
of the LOB we derive a weak law of large numbers, which states that the LOB model converges to a
continuous-time limit when the size of an individual order as well as the tick size tend to zero and the
order arrival rate tends to infinity. In the scaling limit the two volume densities follow each a non-linear
PDE coupled with two non-linear ODEs that describe the best bid and ask price.
1. Introduction
While limit order books have extensively been discussed in the economic and econometric literature
for some years (cf. for example [3, 8, 12, 21]), they have only recently gained increased attention by
researchers in mathematical finance. One research objective is to specify a realistic discrete dynamics
of a LOB which can be approximated by an analytically tractable continuous time model. This is
achieved by introducing scaling parameters and passing to the high frequency limit, when the number
of submitted orders gets large while the individual order size and the tick size tend to zero. Depending
on the scaling assumptions the high frequency limit will either be deterministic as in a law of large
numbers or be of (jump) diffusion type as in a functional central limit theorem.
Deterministic high frequency limits for LOB models were derived by [15] and [11]. In [15] a weak
law of large numbers is established for a limit order book model with Markovian dynamics depending
on prices only. In [11] the authors study a limit order book model, similar to ours but without any
feedback effect, and derive a deterministic ODE limit using weak convergence in the space of positive
measures on a compact interval. A diffusion limit for order book dynamics can be found in [6], where
the top of the book is analyzed. The result was later generalized in [7]. In [19] a high frequency limit
for a one-sided limit order book model is derived under the assumption that on average investors place
their limit orders above the current best ask price. The opposite case when orders are placed in the
spread with higher probability is analyzed in [18], where the authors use a coupling between a simple
one-sided limit order book model and a branching random walk to characterize the diffusion limit,
cf. also [22]. In the recent preprint [13] the limiting behaviour of an individual order position together
with the best bid and best ask queue is studied and fluctuations around their fluid limits are derived.
There is considerable empirical evidence (see, e.g. [3, 5, 14] and references therein) that the state of
the order book, especially order imbalance at the top of the book, has a noticeable impact on order
dynamics. However, in the literature the order flow in most limit order book models either follows
independent Poisson dynamics or depends on the price process only as in [15]. Exceptions to this are
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[1], where Hawkes-type dynamics are used, as well as [16] and the very recent preprint [17], in which
the ergodicity of a general Markovian order book model is studied and the diffusivity of the rescaled
price process in this general framework is derived.
In this paper we adapt the model from [15] but use a different approach which allows us to deal with
much more general, in fact fully state dependent Markovian order flow dynamics: the type of order
(market order, limit order placement, cancellation), its size, and the price level at which the order
is submitted can all depend on the current state of the limit order book, i.e. on prices as well as
on standing volumes. This is different from [2], where the standing volume only influences the price
dynamics, but there is no direct feedback to the order flow. As a result, unlike in [15], the price process
cannot be analyzed separately. Instead, we have to establish joint convergence of prices and volumes.
The resulting scaling limit for a fully state dependent Markovian order book dynamics is the main
result of this paper.
Our main theorem states that when the number of submitted orders goes to infinity over a fixed time
horizon, while the proportion of active orders, the tick size, and the individual order size tend to zero,
the dynamics of the prices and the volume density functions converge to the unique solution of a non-
linear coupled ODE/PDE system. To prove our main result we first construct a deterministic discrete
non-linear approximation S˜(n) to the random discrete order book dynamics S(n). This is done using
a weak law of large numbers for triangular martingale difference arrays as in [15], even though our
method of approximation is different and more elegant, which allows us to handle this more general
setting. In the next step we then construct an iteration towards the deterministic approximation for
fixed n, denoted S˜(n),m, and we prove that it approximates S˜(n) almost uniformly. Afterwards it is
shown that each iteration step in the prelimit converges as n goes to infinity to a continuous model Sˆm
solving a certain differential equation. Indeed, these models can be seen to be a fixed point iteration
generated by a contraction mapping. The fixed point then gives a solution to our limiting coupled
ODE/PDE system.
For the ease of notation we have chosen to analyze only the buy side of the order book together
with the bid price in most parts of this paper. However, if one defines the sell side and ask price in
an analogous way, the result can easily be extended to a two-sided order book with order dynamics
depending on the whole limit order book, i.e. on bid and ask prices as well as the order volumes of
both sides of the book. The corresponding result for the two-sided LOB model can be found in the
final section of the paper. Especially, making the distribution of order types depending on the bid-ask
spread will ensure that the bid and ask price do not cross, cf. also [15]. Moreover, we assume that
order arrival times are deterministic. However, one can easily generalize our main result allowing for
randomly spaced arrival times by making use of the time change theorem as has been done in [2, 15].
The remainder of this paper is organized as follows: In Section 2 we define the dynamics of a sequence
of one-sided discrete limit order book models, state our assumptions and the main result. We also give
an example which satisfies all our assumptions. Section 3 is devoted to the analysis of the limiting
coupled PDE/ODE system, while Section 4 contains the convergence proof of the discrete order book
models to the high frequency limit. Finally, in Section 5 we state our main theorem for the two-
sided limit order book model and conduct a simulation study, which shows how the state dependency
can be used to equilibrate the buy and sell side volumes from an initially highly imbalanced volume
distribution.
2
2. Setup and main result
In this section we define for every n ∈ N a model for the dynamics of a one-sided limit order book
with tick size ∆x(n). Later we consider the scaling limit of these models when the tick size and the
impact of a single order tend to zero, while the number of order placements and order cancelations
over a given time horizon [0, T ] tends to infinity. Our modeling framework closely follows [15] but we
allow for a much more general dependence of order arrivals on the state of the book. Throughout, all
random variables are defined on a common complete probability space (Ω,F ,P).
2.1. The model. The dynamics of the order book in the n-th model is described by a ca`dla`g stochastic
process S(n) =
(
S(n)(t)
)
0≤t≤T taking values in the Hilbert space
E := R× L2(R), ‖α‖E := |α1|+ ‖α2‖L2 .
The state of the book changes due to arriving market and limit orders. In the n-th model there are⌊
T/∆t(n)
⌋
such events taking place at times
t
(n)
k := k∆t
(n), k = 1, . . . ,
⌊
T
∆t(n)
⌋
,
where ∆t(n) denotes a scaling parameter converging to zero as n→∞ and t(n)0 = 0.
The state of the book after k events is denoted S
(n)
k . We put
S(n)(t) := S
(n)
k :=
(
B
(n)
k , v
(n)
k
)
for t ∈
[
t
(n)
k , t
(n)
k+1
)
,
where B
(n)
k and v
(n)
k denote the best bid price and the buy side volume density function relative to the
best bid price (relative volume density function), respectively. To be precise, defining x
(n)
j := j∆x
(n)
for j ∈ Z, n ∈ N, ∫ x(n)−j
x
(n)
−j−1
v
(n)
k (x)dx
represents the liquidity available for buying at a price which is j ∈ N0 ticks below the best bid price
at time t
(n)
k . In order to model placements of limit orders inside the spread, the function v
(n)
k , k ∈ N,
will be defined on the whole real line. We refer to the buy volumes standing at positive distance from
the best bid price as the shadow book, cf. Figure 1.
 
Quantity
Shadow book
Distance from the
best bid price in ticks
+4 +6-6 -4 -2 0 +2
Figure 1. The shadow book extends the relative volume density function to the right
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The idea of the shadow book is taken from [15]. The shadow book has to be understood as a tool
to model the (conditional) distribution of the size of limit order placements inside the spread in such
a way, that those placements extend the current volume density function of the visible book in a
sufficiently “smooth” way to the right. The shadow book follows the same dynamics as the volumes
of the visible book and becomes part of the visible book through price changes. The working of the
shadow book and its interaction with the visible book will be further explained below; cf. Example
2.4.
At time t = 0 the state of the limit order book is deterministic for all n ∈ N and denoted by
s
(n)
0 =
(
B
(n)
0 , v
(n)
0
)
∈ R× L2(R).
To state the convergence condition on the sequence of initial states we introduce for each n ∈ N the
translation operators T
(n)
+ and T
(n)
− , which act on functions f : R→ R in the following way:
T
(n)
+ (f)(·) := f
(
·+ ∆x(n)
)
, T
(n)
− (f)(·) := f
(
· −∆x(n)
)
.
Note that the translation operator is isometric, i.e. for all f ∈ L2,∥∥∥T (n)+ (f)∥∥∥
L2
= ‖f‖L2 .
Furthermore, let us fix some constant M > 0 throughout.
Assumption 2.1. The initial volume function v
(n)
0 is a non-negative step-function on the grid {x(n)j , j ∈ Z},
which is uniformly bounded by M and has compact support in [−M,M ] for all n ∈ N. Moreover, there
exists a non-negative continuously differentiable function v0 ∈ L2 such that∥∥∥v(n)0 − v0∥∥∥
L2
= O
(
∆x(n)
)
.
Also there exists B0 ∈ R+ such that B(n)0 → B0. We denote s0 := (B0, v0) ∈ E.
Remark 2.2. Note that Assumption 2.1 implies that v0 also has compact support in [−M,M ] and
therefore, because v0 ∈ C1(R), its derivative must be bounded by some C > 0. Thus,∥∥∥(T (n)+ − I)(v(n)0 )∥∥∥
L2
≤
∥∥∥(T (n)+ )(v(n)0 − v0)∥∥∥
L2
+
∥∥∥(T (n)+ − I) (v0)∥∥∥
L2
+
∥∥∥v0 − v(n)0 ∥∥∥
L2
≤ O
(
∆x(n)
)
+ sup
x∈R
∣∣v′0(x)∣∣ ∥∥∥1[−M,M ]∆x(n)∥∥∥
L2
= O
(
∆x(n)
)
.
In our model there are three events that change the state of our limit order book. The (buy side)
limit order book changes if:
• (A): a market sell order of size equal to the current best bid queue arrives. In this case the
best bid price decreases by one tick. Hence, the relative volume density function shifts one
tick to the right.
• (B): a buy limit order is placed inside the spread one tick above the current best bid price.
In this case the best bid price increases by one tick and the relative volume density function
shifts one tick to the left.
• (C): a buy limit order placement of size ∆v(n)
∆x(n)
ω
(n)
k at price level ρ
(n)
k occurs. If ω
(n)
k < 0, this
corresponds to a cancelation of volume.
Here ∆v(n) is a scaling parameter that determines the size of an individual placement / cancelation.
We refer to market orders and limit buy order placements in the spread (Types A,B) as active orders.
They lead to price changes. Cancelations and limit order placements (Type C) do not lead to price
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changes. They are referred to as passive orders. The assumption that market orders match precisely
against the volume standing at the top of the book and hence shift prices by exactly one tick is made
for convenience and shows that our framework is flexible enough to allow for larger market orders.
However, it is not unrealisitc: in an empirical study the authors of [10] found that in their data sample
around 85% of the sell market orders which lead to price changes match exactly the size of the volume
standing at the best bid price. The effect of a market order that does not lead to a price change is
equivalent to a cancelation of standing volume.
Event types are determined by a field of random variables
(
φ
(n)
k
)
k,n∈N
taking values in the set
{A,B,C}. The size and the price level at which an order placement resp. cancelation takes place
are determined by a field of random variables
(
ω
(n)
k , ρ
(n)
k
)
k,n∈N0
according to the following assump-
tion.
Assumption 2.3. There exists a field of random variables
(
pi
(n)
k
)
k,n∈N0
taking values in the compact
interval [−M,M ] almost surely and
ρ
(n)
k := B
(n)
k + j∆x
(n) for pi
(n)
k ∈
[
x
(n)
j−1, x
(n)
j
)
.
Furthermore, there exists a field of random variables
(
ω
(n)
k
)
k,n∈N0
such that ω
(n)
k ∈ [−M,M ] for all
k, n ∈ N0.
The random variables pi
(n)
k , k, n ∈ N0, determine the placement/cancelation price levels relative to
the best bid price. If ρ
(n)
k = B
(n)
k , then the placement/cancelation takes place at the best bid price;
if ρ
(n)
k < B
(n)
k , then it takes place deeper in the book; else it takes place in the shadow book. The
shadow book interacts with the visible book through price changes which shift the relative volume
density functions v(n). The following example illustrates the working of the shadow book.
Example 2.4. Suppose that the kth event is a limit order placement one tick above the best bid price
into the shadow book, i.e.
φ
(n)
k = C, ρ
(n)
k = B
(n)
k + ∆x
(n) and ω
(n)
k > 0.
Further suppose that the (k + 1)st event is a buy limit order placement in the spread, i.e. φ
(n)
k+1 = B.
Then,
B
(n)
k+2 = B
(n)
k+1 + ∆x
(n) = B
(n)
k + ∆x
(n)
and for all x ∈ [−∆x(n), 0) corresponding to standing volumes at the current best bid price,
v
(n)
k+2(x) = v
(n)
k+1
(
x+ ∆x(n)
)
= v
(n)
k
(
x+ ∆x(n)
)
+
∆v(n)
∆x(n)
ω
(n)
k ,
while for all x /∈ [−∆x(n), 0),
v
(n)
k+2(x) = v
(n)
k+1
(
x+ ∆x(n)
)
= v
(n)
k
(
x+ ∆x(n)
)
.
Note that in general ω
(n)
k is (even conditionally) dependent on pi
(n)
k , if one wants to avoid negatives
volumes due to cancelations. The main contribution of this paper is that the conditional distribution
of the random variables
(
φ
(n)
k , ω
(n)
k , pi
(n)
k
)
k,n∈N0
may depend on both, current prices and volumes. This
extends [15] where prices are independent of volumes as well as [2] where only the distributions of
price increments depend on volumes.
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For every n ∈ N0 and k = 0, 1, . . . , bT/∆t(n)c we define the σ-field F (n)k := σ
(
S
(n)
j , j ≤ k
)
. We
will assume that for each n ∈ N the state process S(n) is a Markov process in its own filtration,
cf. Assumption 2.5 below.
To formulate the next assumption we need to introduce the space E′ := {s = (B, v) ∈ E : v ∈ C1}.
Assumption 2.5.
(1) There are two Lipschitz continuous functions pA, pB : E → [0, 1] with Lipschitz constant L and
a scaling parameter ∆p(n) such that for all n ∈ N0 and k ≤ bT/∆t(n)c,
P
(
φ
(n)
k = I
∣∣∣F (n)k ) = ∆p(n)pI [S(n)k ] a.s. for I = A,B.
(2) There are Lipschitz continuous functions f (n) : E → L2, n ∈ N0, with common Lipschitz
constant L > 0 such that for all k ≤ bT/∆t(n)c,
f (n)
[
S
(n)
k
]
(·) = 1
∆x(n)
E
ω(n)k ∑
j∈Z
1{
pi
(n)
k ∈
[
x
(n)
j ,x
(n)
j+1
)}(·)1C (φ(n)k )
∣∣∣∣∣∣F (n)k
 a.s.
and
sup
s∈E
∥∥∥f (n)[s](·)∥∥∥
∞
≤M.
Moreover, there exists a function f : E → L2 such that
sup
s∈E
∥∥∥f (n)[s]− f [s]∥∥∥
L2
= O
(
∆x(n)
)
,
where f [s](·) : R → [−M,M ] is continuously differentiable in x for all s ∈ E′ with derivate
being uniformly bounded in absolute value by M .
Remark 2.6. Note that Assumption 2.5 implies that
sup
s∈E
∥∥∥(T (n)+ − I)(f (n)[s])∥∥∥
L2
= O
(
∆x(n)
)
.
The following example illustrates how our modeling framework allows for a dependence on the price
dynamics and standing volumes.
Example 2.7. Given any h ∈ L2 define
H
(n)
k :=
∫
R+
v
(n)
k (x)h(x)dx.
We may interpret H
(n)
k as an indicator for the volume standing at the top of or deeper into the book,
depending on the choice of h. Set
pI
[
S
(n)
k
]
:= gI
(
B
(n)
k , H
(n)
k
)
, I = A,B,
for Lipschitz continuous functions gI : R2 → [0, 1]. Then by the Cauchy-Schwarz inequality there
exists L <∞ such that ∣∣∣pI [S(n)k ]− pI [S˜(n)k ]∣∣∣ ≤ L∥∥∥S(n)k − S˜(n)k ∥∥∥
E
.
Let us further assume that for all n ∈ N0, k ≤ bT/∆t(n)c, I = A,B,
P
(
φ
(n)
k = I
∣∣∣S(n)j , j ≤ k) = ∆p(n)pI [S(n)k ] a.s.
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and that there exists a function m : R2 → L2 such that for all k, n as above
P
(
pi
(n)
k ∈ dx
∣∣∣S(n)j , j ≤ k) = m [B(n)k , H(n)k ] (x)dx,
where for each (b, h) ∈ R2 the function m[b, h](·) is uniformly bounded with bounded support in [−M,M ]
and the mapping (b, h, x) 7→ m[b, h](x) is continuously differentiable with bounded derivatives. More-
over, suppose that there is a field
(
ω˜
(n)
k
)
of i.i.d. random variables with bounded density which has
compact support in [−M,M ] and set
ω
(n)
k = ω˜
(n)
k ∧
(
−v(n)
(
pi
(n)
k
)
+ ε
)
for some ε > 0.
If the random variables φ
(n)
k , pi
(n)
k , and ω˜
(n)
k are conditionally on {S(n)j , j ≤ k} independent and if ω˜(n)k
is also independent of {S(n)j , j ≤ k}, then Assumption 2.5 is satisfied.
2.2. Main result. We are now ready to define the full dynamics of the order book. For notational
convenience we define for I ∈ {A,B,C} and k, n ∈ N, the event indicator variable
1
(n),I
k := 1I
(
φ
(n)
k
)
and introduce the short-hand notation (I = A,B):
p(n),I [·] := ∆p(n)pI [·], p(n),B−A := p(n),B − p(n),A, pB−A := pB − pA, 1(n),B−Ak := 1(n),Bk − 1(n),Ak .
Definition 2.8. For each n ∈ N the dynamics of the state process S(n) = (B(n), v(n)) is given by
S
(n)
0 := s
(n)
0 and for k = 1, . . . ,
⌊
T
∆t(n)
⌋
,
B
(n)
k = B
(n)
k−1 + ∆x
(n)
1
(n),B−A
k−1
v
(n)
k = v
(n)
k−1 +
(
T
(n)
− − I
)(
v
(n)
k−1
)
1
(n),A
k−1 +
(
T
(n)
+ − I
)(
v
(n)
k−1
)
1
(n),B
k−1 + ∆v
(n)M
(n)
k−1,
(1)
where
M
(n)
k (·) := 1(n),Ck
ω
(n)
k
∆x(n)
∑
j∈Z
1{
pi
(n)
k ∈
[
x
(n)
j ,x
(n)
j+1
)}(·).
To derive a law of large numbers we need to make the right assumptions on the scaling parameters.
Our choice of scaling introduces two time scales, a fast one for limit order arrivals and cancelations
and a comparably slow one for market order arrivals and limit order placements in the spread.
Assumption 2.9. There exist constants c0, c1, c2 > 0 and β ∈ (0, 1) such that
lim
n→∞
∆x(n)∆p(n)
∆t(n)
= c0, lim
n→∞
∆v(n)
∆t(n)
= c1, lim
n→∞
∆x(n)(
∆t(n)
)β = c2.
W.l.o.g. we assume that c0 = c1 = c2 = 1 in the following.
Remark 2.10. While it is very natural to assume that ∆v(n) ∼ ∆t(n) for n→∞ in order to keep the
total volume of orders in the limit order book of constant size, the assumption ∆x(n)∆p(n) ∼ ∆t(n)
is not so standard. However, note that this constitutes the critical (and interesting) case. Indeed, as
can be easily seen from the proof of our main theorem, assuming that ∆x(n)∆p(n) = o(∆t(n)) would
lead to a constant price in the high frequency limit. Such a result can be found in [11].
The following weak law of large numbers is the main result of this paper. It states that the state
process converges in probability to a deterministic limit that can be described as the solution of a
system of non-linear differential equations subject to an initial boundary condition.
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Theorem 2.11. Under Assumptions 2.1, 2.3, 2.5, and 2.9 there exists a deterministic process S :
[0, T ]→ E such that for all ε > 0,
lim
n→∞P
(
sup
0≤t≤T
∥∥∥S(n)(t)− S(t)∥∥∥
E
> ε
)
= 0.
The function S = (B, v) is the unique classical solution to the following coupled ODE/PDE initial
boundary value problem:
(2)
S(0) = s0,
dB(t) = pB−A[S(t)]dt, t ∈ [0, T ],
vt(t, x) = p
B−A[S(t)]vx(t, x) + f [S(t)](x), (t, x) ∈ [0, T ]× R.
The rest of the paper is devoted to the proof of Theorem 2.11. In the next section, we first show with
the help of a fixed point argument that the ODE/PDE system (2) does indeed have a unique solution.
Section 4 contains the proof of convergence of the discrete models to the scaling limit. The difficulty in
proving Theorem 2.11 comes from the non-local dependence of the coefficients on the whole function
in (2).
Example 2.12. Let us choose φ
(n)
k , pi
(n)
k , and ω˜
(n)
k as in Example 2.7 and set for some M˜ > 0,
ω
(n)
k :=
(
ω˜
(n)
k
)+ − 1
M˜ + 1
(
ω˜
(n)
k
)− [
v
(n)
k
(
pi
(n)
k
)
∧ M˜
]
.
Then, choosing M˜ large enough, the ODE/PDE system (2) takes the special form
S(0) = s0,
dB(t) = pB−A[B(t), H(t)]dt, t ∈ [0, T ],
vt(t, x) = p
B−A[B(t), H(t)]vx(t, x) + f1[B(t), H(t)](x)− f2[B(t), H(t)](x)v(t, x), (t, x) ∈ [0, T ]× R.
Throughout the paper we will denote by C > 0 a generic constant that may vary from line to line and
is independent of any index involved.
3. The limit model
In this section we prove existence and uniqueness of a solution to (2). First, we explicitly construct
a solution via a fixed point iteration on a suitable Banach space to prove existence. Under the
assumptions of Theorem 2.11 there exists a constant K <∞ such that∥∥∥ES(n)k ∥∥∥
E
≤ B(n)0 + T ·
∆x(n)∆p(n)
∆t(n)
+
∥∥∥v(n)0 ∥∥∥
L2
+ T · ∆v
(n)
∆t(n)
· sup
s∈E
∥∥∥f (n)[s]∥∥∥
L2
≤ K
for all k, n ∈ N. We thus choose as our Banach space the space E˜ of functions g : [0, T ] → E which
satisfy
sup
t∈[0,T ]
‖g(t)‖E ≤ K
equipped with the norm supt∈[0,T ] ‖g(t)‖E . Uniqueness will be shown using a standard Gronwall
argument.
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3.1. Fixed point iteration in the scaling limit. To construct a solution to (2) we perform a fixed
point iteration for the function F : E˜ → E˜ defined through F : g 7→ G, where G = (G1, G2) and
G1 : [0, T ]→ R and G2 : [0, T ]→ L2 are given by
G1(t) = B0 +
∫ t
0
pB−A [g(s)] ds,
G2(t, x) = v0
(
x+
∫ t
0
pB−A [g(s)] ds
)
+
∫ t
0
f [g(s)]
(
x+
∫ t
s
pB−A [g(u)] du
)
ds.
Note that by definition and Assumptions 2.1, 2.3, and 2.5, G2(t, ·) has support in the compact interval
[−M − T,M + T ] for all t ∈ [0, T ].
We define E˜′ := {g ∈ E˜ | g : [0, T ]→ E′}.
Lemma 3.1. For fixed g ∈ E˜′ the function G = (G1, G2) satisfies
G(0) = s0,
dG1(t) = pB−A [g(t)] dt,
G2t (t, x) = p
B−A[g(t)]G2x(t, x) + f [g(t)](x) ∀ (t, x) ∈ [0, T ]× R.
Moreover, in this case G ∈ E˜′ and there exist two constants J, L < ∞, which do not depend on g,
such that ∣∣G2x(t, x)∣∣ ≤ J, ∣∣G2t (t, x)∣∣ ≤ L ∀ (t, x) ∈ [0, T ]× R.
Proof. It follows from the general theory of first-order PDEs that G solves the claimed PDE. Moreover,
by Assumptions 2.1 and 2.5,∣∣G2x(t, x)∣∣ ≤ sup
x∈R
∣∣v′0(x)∣∣+ T · sup
x∈R
s∈E′
∣∣(f [s])′ (x)∣∣ =: J <∞,
∣∣G2t (t, x)∣∣ ≤ ∣∣G2x(t, x)∣∣+ |f [g(t)](x)| ≤ J +M =: L <∞
as well as
sup
t∈[0,T ]
‖G(t)‖E ≤ B0 + T + ‖v0‖L2 + T · sup
s∈E
‖f [s]‖L2 ≤ K.

If we find a fixed point of F which lies in E˜′, then Lemma 3.1 tells us that it must indeed solve (2).
To do this, we will show that the function F is Lipschitz continuous to conclude with Banach’s fixed
point theorem. In the following we write FB,t(g) := G
1(t) and Fv,t(g) := G
2(t) for G defined as above.
Then:
|FB,t(g)− FB,t(g˜)| ≤
∫ t
0
∣∣pB−A[g(s)]− pB−A [g˜(s)]∣∣ ds ≤ 2L∫ t
0
‖g(s)− g˜(s)‖E ds.
Moreover,
‖Fv,t(g)− Fv,t(g˜)‖L2 ≤
∥∥∥∥v0(·+ ∫ t
0
pB−A [g(s)] ds
)
− v0
(
·+
∫ t
0
pB−A [g˜(s)] ds
)∥∥∥∥
L2
+
∫ t
0
∥∥∥∥f [g(s)](·+ ∫ t
s
pB−A [g(u)] du
)
− f [g˜(s)]
(
·+
∫ t
s
pB−A [g˜(u)] du
)∥∥∥∥
L2
ds.
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Since v′0 is uniformly bounded with bounded support the mean value theorem along with Assumption
2.5 yields,∥∥∥∥v0(·+ ∫ t
0
pB−A [g(s)] ds
)
− v0
(
·+
∫ t
0
pB−A [g˜(s)] ds
)∥∥∥∥
L2
≤ C
∫ t
0
‖g(s)− g˜(s)‖E ds.
Similarly, as
∣∣(f [s])′ (·)∣∣ is uniformly bounded and has bounded support in [−M,M ] for all s ∈ E′ and
as f is Lipschitz continuous,∥∥∥∥f [g(s)](·+ ∫ t
s
pB−A [g(u)] du
)
− f [g˜(s)]
(
·+
∫ t
s
pB−A [g˜(u)] du
)∥∥∥∥
L2
≤ C
∫ t
s
∣∣pB−A[g(u)]− pB−A [g˜(u)]∣∣ du+ ‖f [g(s)]− f [g˜(s)]‖L2
≤ 2CL
∫ t
s
‖g(u)− g˜(u)‖E du+ L ‖g(s)− g˜(s)‖E .
Hence, there exists some Kˆ > 0 such that for all t ∈ [0, T ],
‖Ft(g)− Ft(g˜)‖E ≤ Kˆ
∫ t
0
‖g(s)− g˜(s)‖E ds.
Now, the space E˜ is also a Banach space with respect to the equivalent weighted norm
‖g‖∗ := sup
0≤t≤T
e−αt ‖g (t)‖E
for any α > 0. Choosing α := 2Kˆ we get
‖Ft(g)− Ft(g˜)‖E ≤ Kˆ
∫ t
0
e2Kˆs ‖g − g˜‖∗ ds ≤
1
2
e2Kˆt ‖g − g˜‖∗
and
‖F (g)− F (g˜)‖∗ ≤
1
2
‖g − g˜‖∗ .
Therefore, by Banach’s fixed point theorem there exists a unique fixed point Sˆ of F . As noted
above Sˆ solves (2). Moreover, the sequence of continuous time models defined via Sˆ0 ≡ s0 and
Sˆm+1 := F
(
Sˆm
)
, m ∈ N0, converges to Sˆ. We have the following result.
Theorem 3.2. The fixed point Sˆ solves the ODE/PDE system (2) and
lim
m→∞ supt∈[0,T ]
∥∥∥Sˆm(t)− Sˆ(t)∥∥∥
E
= 0.
The following lemma shows that Sˆm =
(
Bˆm, vˆm
)
is Lipschitz continuous with respect to time.
Lemma 3.3. There exists a constant Lˆ > 0 such that for all m ∈ N and all s, t ∈ [0, T ],∥∥∥Sˆm(t)− Sˆm(s)∥∥∥
E
≤ Lˆ|t− s|.
Proof. W.l.o.g. s < t. By the mean value theorem there exists some u ∈ (s, t) and for every x ∈ R a
point ux ∈ (s, t) such that∣∣∣Bˆm(t)− Bˆm(s)∣∣∣ = ∣∣∣∣(Bˆm)′ (u)∣∣∣∣ (t− s) = ∣∣∣pB−A [Sˆm−1(u)]∣∣∣ (t− s) ≤ t− s,
|vˆm(t, x)− vˆm(s, x)| = |vˆmt (ux, x)| (t− s) ≤ L(t− s),
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where the last inequality follows from Lemma 3.1. Since the function vˆm(t, ·) and its partial derivatives
have compact support in [−M − T,M + T ],
‖vˆm(t)− vˆm(s)‖L2 =
∥∥1[−M−T,M+T ](·) ∣∣vˆm+1t (ux, x)∣∣ (t− s)∥∥L2 ≤√2(M + T ) · L(t− s).
Setting Lˆ := 1 + L
√
2(M + T ) it follows that∥∥∥Sˆm(t)− Sˆm(s)∥∥∥
E
≤ Lˆ|t− s| ∀ m ∈ N.

3.2. Uniqueness. In order to show uniqueness of the solution to (2) we assume to the contrary that
there exists another solution S and define the shifted volume density processes
v(t, x) := vˆ
(
t, x−
∫ t
0
pB−A
[
Sˆ(s)
]
ds
)
, v(t, x) := v
(
t, x−
∫ t
0
pB−A [S(s)] ds
)
.
Then
vt(t, x) = vˆt
(
t, x−
∫ t
0
pB−A
[
Sˆ(s)
]
ds
)
− pB−A
[
Sˆ(t)
]
· vˆx
(
t, x−
∫ t
0
pB−A
[
Sˆ(s)
]
ds
)
= f
[
Sˆ(t)
](
x−
∫ t
0
pB−A
[
Sˆ(s)
]
ds
)
and similarly for v. Integrating with respect to t and using that v(0) = vˆ(0) = v0 = v(0) = v(0) we
obtain from Assumption 2.5 and the mean value theorem,
‖v(t)− v(t)‖L2 ≤
∫ t
0
∥∥∥∥f [Sˆ(s)](· − ∫ s
0
pB−A
[
Sˆ(u)
]
du
)
− f [S(s)]
(
· −
∫ s
0
pB−A [S(u)] du
)∥∥∥∥
L2
ds
≤
∫ t
0
(∥∥∥f [Sˆ(s)]− f [S(s)]∥∥∥
L2
+ C
∫ s
0
∣∣∣pB−A [Sˆ(u)]− pB−A [S(u)]∣∣∣ du) ds
≤ C
∫ t
0
∥∥∥Sˆ(s)− S(s)∥∥∥
E
ds.
Moreover, as |vˆx(t, ·)| is uniformly bounded by J with bounded support according to Lemma 3.1, again
by the mean value theorem
‖vˆ(t, ·)− v(t, ·)‖L2 =
∥∥∥∥vˆ(t, · − ∫ t
0
pB−A [S(s)] ds
)
− v
(
t, · −
∫ t
0
pB−A [S(s)] ds
)∥∥∥∥
L2
≤ ‖v(t, ·)− v(t, ·)‖L2 +
∥∥∥∥vˆ(t, · − ∫ t
0
pB−A
[
Sˆ(s)
]
ds
)
− vˆ
(
t, · −
∫ t
0
pB−A [S(s)] ds
)∥∥∥∥
L2
≤ C
∫ t
0
∥∥∥Sˆ (s)− S (s)∥∥∥
E
ds+ C
∣∣∣∣∫ t
0
pB−A
[
Sˆ(s)
]
ds−
∫ t
0
pB−A [S(s)] ds
∣∣∣∣
≤ C
∫ t
0
∥∥∥Sˆ (s)− S (s)∥∥∥
E
ds.
Furthermore,∣∣∣Bˆ(t)−B(t)∣∣∣ ≤ ∫ t
0
∣∣∣pB−A [Sˆ(s)]− pB−A [S(s)]∣∣∣ ds ≤ 2L∫ t
0
∥∥∥Sˆ(s)− S(s)∥∥∥
E
ds.
Therefore, ∥∥∥Sˆ(t)− S(t)∥∥∥
E
≤ C
∫ t
0
∥∥∥Sˆ(s)− S(s)∥∥∥
E
ds
and the continuous version of Gronwall’s lemma, cf. Lemma A.3, implies that Sˆ ≡ S.
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4. Convergence of the discrete order book models
The goal of this section is to prove Theorem 2.11. Note that as opposed to [15] we cannot treat the
price process independently of the volume densities because the conditional event probabilities and
order placements resp. cancelations do depend on both, prices and volumes.
In the following we set for all n ∈ N and k ∈ R,(
T
(n)
+
)k
(f)(·) := f
(
·+ k∆x(n)
)
.
Especially, this means that
(
T
(n)
+
)−1 ≡ T (n)− . The following important Lemma deals with multiple
applications of the translation operator. It will be used repeatedly in what follows.
Lemma 4.1. If f ∈ L2 is a step function in the ∆x(n)-grid, i.e. f satisfies f(x) = f (l∆x(n)) for all
x ∈ [l∆x(n), (l + 1)∆x(n)) and all l ∈ N, then for all k, h ∈ R,∥∥∥∥((T (n)+ )k − (T (n)+ )h) (f)∥∥∥∥
L2
≤ (|k − h|+ 1)
∥∥∥(T (n)+ − I) (f)∥∥∥
L2
.
Proof. Because
(
T
(n)
+
)h
is an isometry, it is sufficient to prove the claim for h = 0. To do this we first
consider the case k ∈ N and claim that in this case even∥∥∥∥((T (n)+ )k − I) (f)∥∥∥∥
L2
≤ k
∥∥∥(T (n)+ − I) (f)∥∥∥
L2
.
Obviously, this is true for k = 1. Assuming that it is true for k − 1 we get∥∥∥∥((T (n)+ )k − I) (f)∥∥∥∥
L2
≤
∥∥∥∥T (n)+ ◦ ((T (n)+ )k−1 − I) (f)∥∥∥∥
L2
+
∥∥∥(T (n)+ − I) (f)∥∥∥
L2
=
∥∥∥∥((T (n)+ )k−1 − I) (f)∥∥∥∥
L2
+
∥∥∥(T (n)+ − I) (f)∥∥∥
L2
≤ k
∥∥∥(T (n)+ − I) (f)∥∥∥
L2
and hence the inequality follows by induction for all k ∈ N. Next for k ∈ (0, 1) either((
T
(n)
+
)k − I) (f)(x) = (T (n)+ − I) (f)(x) or ((T (n)+ )k − I) (f)(x) = 0, x ∈ R+.
Therefore, in this case ∥∥∥∥((T (n)+ )k − I) (f)∥∥∥∥
L2
≤
∥∥∥(T (n)+ − I) (f)∥∥∥
L2
.
Now take any k ∈ R+. Then,∥∥∥∥((T (n)+ )k − I) (f)∥∥∥∥
L2
≤
∥∥∥∥((T (n)+ )bkc − I) (f)∥∥∥∥
L2
+
∥∥∥∥((T (n)+ )k − (T (n)+ )bkc) (f)∥∥∥∥
L2
≤ bkc
∥∥∥(T (n)+ − I) (f)∥∥∥
L2
+
∥∥∥∥((T (n)+ )k−bkc − I) (f)∥∥∥∥
L2
≤ (k + 1)
∥∥∥(T (n)+ − I) (f)∥∥∥
L2
.
Finally, the general case follows from the isometry property of the translation operator:∥∥∥∥((T (n)+ )k − I) (f)∥∥∥∥
L2
=
∥∥∥∥(T (n)+ )−k ◦ ((T (n)+ )k − I) (f)∥∥∥∥
L2
=
∥∥∥∥(I − (T (n)+ )−k) (f)∥∥∥∥
L2
.

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4.1. A deterministic approximation of the discrete model for fixed n ∈ N. Recall that by
definition
v
(n)
k =
(
T
(n)
+
)∑k−1
j=0 1
(n),B−A
j
(
v
(n)
0
)
+ ∆v(n)
k−1∑
j=0
(
T
(n)
+
)∑k−1
i=j 1
(n),B−A
i
(
M
(n)
j
)
.
For each n ∈ N we are now going to define two approximations to the discrete model dynamics S(n),
a deterministic non-linear approximation S˜(n) in which the event indicator variables are replaced by
their averages conditioned on the state of the approximating sequence and a random approximation
S
(n)
in which the event indicator variables are replaced by their averages conditioned on the random
state of the original state sequence.
More precisely, we define for each n ∈ N the process S˜(n) through
B˜
(n)
k := B
(n)
0 + ∆x
(n)
k−1∑
j=0
p(n),B−A
[
S˜
(n)
j
]
and
v˜
(n)
k :=
(
T
(n)
+
)∑k−1
j=0 p
(n),B−A
[
S˜
(n)
j
] (
v
(n)
0
)
+ ∆v(n)
k−1∑
j=0
(
T
(n)
+
)∑k−1
i=j p
(n),B−A
[
S˜
(n)
i
] (
f (n)
[
S˜
(n)
j
])
for k = 0, 1, . . . ,
⌊
T
∆t(n)
⌋
.
Moreover, we define a second process S
(n)
through
B
(n)
k := B
(n)
0 + ∆x
(n)
k−1∑
j=0
p(n),B−A
[
S
(n)
j
]
and
v
(n)
k :=
(
T
(n)
+
)∑k−1
j=0 p
(n),B−A
[
S
(n)
j
] (
v
(n)
0
)
+ ∆v(n)
k−1∑
j=0
(
T
(n)
+
)∑k−1
i=j p
(n),B−A
[
S
(n)
i
] (
f (n)
[
S
(n)
j
])
for k = 0, 1, . . . ,
⌊
T
∆t(n)
⌋
.
In a first step we are now going to show that the sequence S
(n)
approximates S(n). The proof uses
a weak law of large numbers for triangular martingale difference arrays, which can be found in the
appendix. Subsequently we show the desired convergence of S˜(n) to the discrete model dynamics S(n).
In what follows C > 0 denotes a generic constant that may vary from line to line and is independent
of any index h, i, j, k, l, n.
Theorem 4.2. Under the assumptions of Theorem 2.11 for all ε > 0,
lim
n→∞P
(
sup
0≤t≤T
∥∥∥S(n)(t)− S(n)(t)∥∥∥
E
> ε
)
= 0.
Proof. For the bid price component we have∣∣∣B(n)k −B(n)k ∣∣∣ = ∆x(n)
∣∣∣∣∣∣
k−1∑
j=0
1
(n),B
j − 1(n),Aj − p(n),B
[
S
(n)
j
]
+ p(n),A
[
S
(n)
j
]∣∣∣∣∣∣ .
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By definition the random variables
Y
(n)
j := ∆x
(n)
(
1
(n),B
j − 1(n),Aj − p(n),B
[
S
(n)
j
]
+ p(n),A
[
S
(n)
j
])
, j ≤
⌊
T
∆t(n)
⌋
, n ∈ N,
form a triangular martingale difference array with respect to
(
F (n)j
)
. If we can show that there exists
α > 12 such that
sup
j≤T/∆t(n)
n∈N
 E
∣∣∣Y (n)j ∣∣∣2(
∆t(n)
)2α
 <∞,
then Theorem A.1 will imply that
sup
k≤ T
∆t(n)
∣∣∣∣∣∣
k−1∑
j=0
Y
(n)
j
∣∣∣∣∣∣ = o(1) in probability.
Indeed, this follows immediately from Assumption 2.9 with α := 1+β2 , because
E
∣∣∣Y (n)j ∣∣∣2 ≤ 4(∆x(n))2 · E(p(n),A [S(n)j ]+ p(n),B [S(n)j ]) ≤ 4(∆x(n))2 ∆p(n) ≤ 4C (∆t(n))1+β .
Next we consider the volume component:∥∥∥v(n)k − v(n)k ∥∥∥
L2
≤
∥∥∥∥∥
((
T
(n)
+
)∑k−1
j=0 1
(n),B−A
j −
(
T
(n)
+
)∑k−1
j=0 p
(n),B−A
[
S
(n)
j
])(
v
(n)
0
)∥∥∥∥∥
L2
+
∥∥∥∥∥∥∆v(n)
k−1∑
j=0
(
T
(n)
+
)∑k−1
i=j 1
(n),B−A
i
(
M
(n)
j − f (n)
[
S
(n)
j
])∥∥∥∥∥∥
L2
+ ∆v(n)
k−1∑
j=0
∥∥∥∥∥
((
T
(n)
+
)∑k−1
i=j 1
(n),B−A
i −
(
T
(n)
+
)∑k−1
i=j p
(n),B−A
[
S
(n)
i
])(
f (n)
[
S
(n)
j
])∥∥∥∥∥
L2
.
Let us first deal with the second term. Due to the norm invariance of the translation operator this
term equals ∥∥∥∥∥∥∆v(n)
k−1∑
j=0
(
T
(n)
−
)∑j−1
i=0 1
(n),B−A
i
(
M
(n)
j − f (n)
[
S
(n)
j
])∥∥∥∥∥∥
L2
.
The variables
X
(n)
j := ∆v
(n)
(
T
(n)
−
)∑j−1
i=0 1
(n),B−A
i
(
M
(n)
j − f (n)
[
S
(n)
j
])
form a triangular martingale difference array with respect to
(
F (n)j
)
. As
∣∣∣M (n)j ∣∣∣ is bounded by
M/∆x(n) according to Assumption 2.3,
E
∥∥∥X(n)j ∥∥∥2
L2
≤ 4
(
∆v(n)
)2
E
∥∥∥∥∥(T (n)− )
∑j−1
i=0 1
(n),B−A
i
(
M
(n)
j
)∥∥∥∥∥
2
L2
= 4
(
∆v(n)
)2
E
∥∥∥∥(M (n)j )2∥∥∥∥
L1
≤ 4M
(
∆v(n)
)2
∆x(n)
· E
∥∥∥M (n)j ∥∥∥
L1
≤ 4M2
(
∆v(n)
)2
∆x(n)
.
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Therefore, for α˜ := 2−β2 >
1
2 we have
sup
j≤T/∆t(n)
n∈N
E
∥∥∥X(n)j ∥∥∥2
L2(
∆t(n)
)2α˜
 <∞
and hence by Theorem A.1,
sup
k≤
⌊
T
∆t(n)
⌋
∥∥∥∥∥∥
k−1∑
j=0
X
(n)
j
∥∥∥∥∥∥
L2
= o(1) in probability.
Regarding the third term note that by Lemma 4.1, Remark 2.6, and Assumption 2.9,
∆v(n)
k−1∑
j=0
∥∥∥∥∥
((
T
(n)
+
)∑k−1
i=j 1
(n),B−A
i −
(
T
(n)
+
)∑k−1
i=j p
(n),B−A
[
S
(n)
i
])(
f (n)
[
S
(n)
j
])∥∥∥∥∥
L2
= ∆v(n)
k−1∑
j=0
∥∥∥∥∥
((
T
(n)
+
)∑k−1
i=j 1
(n),B−A
i −p(n),B−A
[
S
(n)
i
]
− I
)(
f (n)
[
S
(n)
j
])∥∥∥∥∥
L2
≤ ∆v(n)
k−1∑
j=0
∣∣∣∣∣∣
k−1∑
i=j
1
(n),B−A
i − p(n),B−A
[
S
(n)
i
]∣∣∣∣∣∣+ 1
∥∥∥(T (n)+ − I)(f (n) [S(n)j ])∥∥∥
L2
≤ C sup
j≤k−1
∣∣∣∣∣∣
k−1∑
i=j
1
(n),B−A
i − p(n),B−A
[
S
(n)
i
]∣∣∣∣∣∣+ 1
∆x(n).
Thus, we may conclude as above for the price component that the term converges to zero in probability
uniformly in k ≤ T/∆t(n). The convergence of the first term in the above decomposition follows
analogously. 
Theorem 4.3. Under the assumptions of Theorem 2.11 for all ε > 0,
lim
n→∞P
(
sup
0≤t≤T
∥∥∥S(n)(t)− S˜(n)(t)∥∥∥
E
> ε
)
= 0.
Proof. We have∥∥∥S(n) (t(n)k )− S˜(n) (t(n)k )∥∥∥
E
≤
∥∥∥S(n) (t(n)k )− S(n) (t(n)k )∥∥∥
E
+
∥∥∥S(n) (t(n)k )− S˜(n) (t(n)k )∥∥∥
E
.
According to Theorem 4.2 the first term converges uniformly to zero in probability. In the following we
use the Lipschitz continuity of the pIs and f (n)s formulated in Assumption 2.5 to derive an appropriate
upper bound for the second term, which allows us to apply the discrete Gronwall lemma in order to
prove the assertion. We start again with the bid price component:
∣∣∣B(n)k − B˜(n)k ∣∣∣ = ∆x(n)
∣∣∣∣∣∣
k−1∑
j=0
p(n),B−A
[
S
(n)
j
]
− p(n),B−A
[
S˜
(n)
j
]∣∣∣∣∣∣ ≤ ∆x(n)∆p(n)2L
k−1∑
j=0
∥∥∥S(n)j − S˜(n)j ∥∥∥
E
.
Moreover, using Lemma 4.1 and Assumption 2.5,
∆v(n)
k−1∑
j=0
∥∥∥∥∥(T (n)+ )
∑k−1
i=j p
(n),B−A
[
S˜
(n)
j
] (
f (n)
[
S˜
(n)
j
]
− f (n)
[
S
(n)
j
])∥∥∥∥∥
L2
≤ ∆v(n)L
k−1∑
j=0
∥∥∥S˜(n)j − S(n)j ∥∥∥
E
.
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Similarly to the proof of Theorem 4.2, using Lemma 4.1 and Remark 2.6 we can derive the inequality∥∥∥∥∥
((
T
(n)
+
)∑k−1
i=j p
(n),B−A
[
S˜
(n)
i
]
−
(
T
(n)
+
)∑k−1
i=j p
(n),B−A
[
S
(n)
i
])(
f (n)
[
S
(n)
j
])∥∥∥∥∥
L2
≤ C
∣∣∣∣∣∣
k−1∑
i=j
p(n),B−A
[
S˜
(n)
i
]
− p(n),B−A
[
S
(n)
i
]∣∣∣∣∣∣+ 1
∆x(n)
≤ C∆x(n)∆p(n)2L
k−1∑
i=0
∥∥∥S(n)i − S˜(n)i ∥∥∥
E
+ C∆x(n).
Relying on Assumption 2.1 instead of Assumption 2.5 we may replace f (n)
[
S
(n)
j
]
by v
(n)
0 in the above
computations to get a similar estimate for the initial volume term.
Finally, putting everything together we have by Assumption 2.9,∥∥∥v˜(n)k − v(n)k ∥∥∥
L2
≤
∥∥∥∥∥
((
T
(n)
+
)∑k−1
j=0 p
(n),B−A
[
S˜
(n)
j
]
−
(
T
(n)
+
)∑k−1
j=0 p
(n),B−A
[
S
(n)
j
])(
v
(n)
0
)∥∥∥∥∥
L2
+ ∆v(n)
k−1∑
j=0
∥∥∥∥∥(T (n)+ )
∑k−1
i=j p
(n),B−A
[
S˜
(n)
i
] (
f (n)
[
S˜
(n)
j
]
− f (n)
[
S
(n)
j
])∥∥∥∥∥
L2
+ ∆v(n)
k−1∑
j=0
∥∥∥∥∥
((
T
(n)
+
)∑k−1
i=j p
(n),B−A
[
S˜
(n)
i
]
−
(
T
(n)
+
)∑k−1
i=j p
(n),B−A
[
S
(n)
i
])(
f (n)
[
S
(n)
j
])∥∥∥∥∥
L2
≤ C
∆t(n) k−1∑
l=0
∥∥∥S˜(n)l − S(n)l ∥∥∥
E
+ ∆x(n) + ∆t(n)
k−1∑
j=0
[
∆t(n)
k−1∑
l=0
∥∥∥S˜(n)l − S(n)l ∥∥∥
E
+ ∆x(n)
]
≤ C∆t(n)
k−1∑
l=0
∥∥∥S˜(n)l − S(n)l ∥∥∥
E
+ C∆x(n).
Therefore, for some sequence (an) converging to zero in probability and for all k ≤ T∆t(n) we get the
following uniform estimate by means of the discrete Gronwall Lemma A.2:∥∥∥S(n)k − S˜(n)k ∥∥∥
E
≤
∥∥∥S(n)k − S(n)k ∥∥∥
E
+
∥∥∥S(n)k − S˜(n)k ∥∥∥
E
≤ an + C∆t(n)
k−1∑
l=0
∥∥∥S˜(n)l − S(n)l ∥∥∥
E
≤ an + anC∆t(n)
k−1∑
l=0
e
∑k−1
m=l+1 C∆t
(n) ≤ Can.

4.2. Almost uniform iteration to the discrete approximation. In this section we approximate
for each n ∈ N the model S˜(n) iteratively by an E˜-valued sequence
(
S˜(n),m
)
m
of limit order book
models. To this end, we define for each n ∈ N a function F (n) : E˜ → E˜ via
F (n) : g 7→ G(n) =
(
G
(n)
B , G
(n)
v
)
with G(n)(t) := G
(n)
j , if t ∈
[
t
(n)
j , t
(n)
j+1
)
,
where G
(n)
0 := s
(n)
0 and for k ∈ N,
G
(n)
B,k := G
(n)
B,k−1 + ∆x
(n)p(n),B−A
[
g
(n)
k−1
]
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as well as
G
(n)
v,k :=
(
T
(n)
+
)∑k−1
j=0 p
(n),B−A
[
g
(n)
j
] (
v
(n)
0
)
+ ∆v(n)
k−1∑
j=0
(
T
(n)
+
)∑k−1
i=j p
(n),B−A
[
g
(n)
i
] (
f (n)
[
g
(n)
j
])
with
g
(n)
j := g
(
t
(n)
j
)
.
We will write F
(n)
k (g) := G
(n)
k for G
(n)
k defined as above in what follows.
Using analogous arguments as in the proof of Theorem 4.3 one can find a constant K > 0 such that
∥∥∥F (n)k+1(g)− F (n)k+1(g˜)∥∥∥
E
≤ K∆v(n)
k∑
j=0
‖gj − g˜j‖E +K∆x(n) for all k ≤
T
∆t(n)
, n ∈ N.
Now as in Section 3.1 we define a weighted norm on E˜ via
‖g‖∗∗ := sup
0≤t≤T
e−3Kt ‖g(t)‖E ,
which allows us to get an estimate for the weighted norm with Lipschitz constant less than 1 up to an
error of order ∆x(n). As for all n ∈ N,
∥∥∥F (n)k+1(g)− F (n)k+1(g˜)∥∥∥
E
≤ K∆v(n)
k∑
j=0
e3Kt
(n)
j ‖g − g˜‖∗∗ +K∆x(n)
= K∆v(n) · e
3K(k+1)∆t(n) − 1
e3K∆t
(n) − 1 · ‖g − g˜‖∗∗ +K∆x
(n),
there exists by Assumption 2.9 an N0 ∈ N such that for all n ≥ N0,
e−3Kt
(n)
k+1
∥∥∥F (n)k+1(g)− F (n)k+1(g˜)∥∥∥
E
≤ K∆v
(n)
e3K∆t
(n) − 1 ‖g − g˜‖∗∗ +K∆x
(n) ≤ 1
2
‖g − g˜‖∗∗ +K∆x(n)
and therefore indeed∥∥∥F (n)(g)− F (n)(g˜)∥∥∥
∗∗
≤ 1
2
‖g − g˜‖∗∗ +K∆x(n) ∀ n ≥ N0.
W.l.o.g. we take N0 = 1 in the following. For each n,m ∈ N0 we define a new discrete time model
S˜(n),m via S˜(n),0(t) ≡ s(n)0 as well as
S˜(n),m+1 := F (n)
(
S˜(n),m
)
.
Theorem 4.4.
lim
m→∞
n→∞
sup
0≤t≤T
∥∥∥S˜(n),m(t)− S˜(n)(t)∥∥∥
E
= 0.
Proof. First, note that by definition S˜(n) is a fixed point of F (n), i.e.
F (n),m
(
S˜(n)
)
:= F (n) ◦ · · · ◦ F (n)︸ ︷︷ ︸
m times
(
S˜(n)
)
= S˜(n) ∀ m ∈ N.
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Hence, making use of the above computations we deduce that for every m,n ∈ N,∥∥∥S˜(n),m − S˜(n)∥∥∥
∗∗
=
∥∥∥F (n),m (S˜(n),0)− F (n),m (S˜(n))∥∥∥
∗∗
≤
(
1
2
)m ∥∥∥S˜(n),0 − S˜(n)∥∥∥
∗∗
+
m−1∑
k=0
(
1
2
)k
K∆x(n)
≤
(
1
2
)m
sup
0≤t≤T
∥∥∥s(n)0 − S˜(n)(t)∥∥∥
E
+ 2K∆x(n)
≤
(
1
2
)m−1
K + 2K∆x(n).
Now the result follows from the equivalence of the weighted norm and the norm sup0≤t≤T ‖·‖E . 
Especially, Theorem 4.4 implies that
lim
m→∞ limn→∞ sup0≤t≤T
∥∥∥S˜(n),m(t)− S˜(n)(t)∥∥∥
E
= lim
n→∞ limm→∞ sup0≤t≤T
∥∥∥S˜(n),m(t)− S˜(n)(t)∥∥∥
E
= 0.
4.3. Convergence of the discrete iteration to the continuous iteration. The goal of this
section is to prove the following result.
Theorem 4.5. For all m ∈ N,
lim
n→∞ sup0≤t≤T
∥∥∥S˜(n),m(t)− Sˆm(t)∥∥∥
E
= 0.
Proof. To prove Theorem 4.5 we proceed by induction. Obviously, for m = 0 the claim holds by
Assumption 2.1. Now assume that the claim holds for m and consider the (m+ 1)-th iteration: First,
we show the convergence of the bid price process. Writing the integral as a limit of Riemann sums we
have by Assumptions 2.1 and 2.9,
Bˆm+1(t) = lim
n→∞B
(n)
0 + limn→∞
bt/∆t(n)c∑
j=0
∆x(n)∆p(n)pB−A
[
Sˆm
(
t
(n)
j
)]
.
As pB−A and Sˆm are both Lipschitz continuous by Assumption 2.5 and Lemma 3.3, this convergence
is uniform in t ∈ [0, T ]. Moreover by Assumption 2.5,
sup
0≤t≤T
∣∣∣∣∣∣∣
bt/∆t(n)c∑
j=0
∆x(n)∆p(n)
(
pB−A
[
Sˆm
(
t
(n)
j
)]
− pB−A
[
S˜
(n),m
j
])∣∣∣∣∣∣∣
≤ T · ∆x
(n)∆p(n)
∆t(n)
· sup
j≤ T
∆t(n)
∣∣∣pB−A [Sˆm (t(n)j )]− pB−A [S˜(n),mj ]∣∣∣
≤ 2LT · ∆x
(n)∆p(n)
∆t(n)
· sup
0≤t≤T
∥∥∥Sˆm(t)− S˜(n),m(t)∥∥∥
E
,
which converges towards zero as n→∞ by Assumption 2.9 and the induction hypothesis.
We now show the convergence of the buy side volume density function step by step. W.l.o.g. we only
prove the convergence of the order placement / cancelation term. The convergence of the term involv-
ing the initial volume density function follows by analogous arguments. First note that a pointwise
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Riemann sum approximation gives∫ t
0
f
[
Sˆm(s)
](
x+
∫ t
s
pB−A
[
Sˆm(u)
]
du
)
ds
= lim
n→∞∆t
(n)
bt/∆t(n)c∑
j=0
f
[
Sˆm
(
t
(n)
j
)](
x+
∫ t
t
(n)
j
pB−A
[
Sˆm(u)
]
du
)
.
To show that the convergence also holds in L2 observe that for all t ≤ t ∈ [0, T ] with |t− t| ≤ ∆t(n),
making use of Assumption 2.5, Lemma 3.3, and the mean value theorem,∥∥∥∥f [Sˆm (t)](·+ ∫ t
t
pB−A
[
Sˆm(u)
]
du
)
− f
[
Sˆm (t)
](
·+
∫ t
t
pB−A
[
Sˆm(u)
]
du
)∥∥∥∥
L2
≤
∥∥∥f [Sˆm (t)]− f [Sˆm (t)]∥∥∥
L2
+ C
∫ t
t
∣∣∣pB−A [Sˆm(u)]∣∣∣ du ≤ LLˆ|t− t|+ C|t− t| ≤ C∆t(n).
Therefore, the above convergence does indeed hold in L2, uniformly in t ∈ [0, T ] .
Second, by similar arguments
∆t(n)
bt/∆t(n)c∑
j=0
∥∥∥∥∥∥
(
T
(n)
+
)∑bt/∆t(n)c
i=j p
(n),B−A
[
S˜
(n),m
i
] (
f
[
Sˆm
(
t
(n)
j
)])
− f
[
Sˆm
(
t
(n)
j
)](
·+
∫ t
t
(n)
j
pB−A
[
Sˆm(u)
]
du
)∥∥∥∥∥∥
L2
≤ sup
j≤t/∆t(n)
∥∥∥∥∥∥∥supz∈R
∣∣∣∣(f [Sˆm (t(n)j )])′ (z)∣∣∣∣1[−M,M ](·)
∆x(n) bt/∆t
(n)c∑
i=j
p(n),B−A
[
S˜
(n),m
i
]
−
∫ t
t
(n)
j
pB−A
[
Sˆm(u)
]
du

∥∥∥∥∥∥∥
L2
≤ C sup
j≤t/∆t(n)
∣∣∣∣∣∣∣∆x(n)∆p(n)
bt/∆t(n)c∑
i=j
pB−A
[
S˜
(n),m
i
]
−
∫ t
t
(n)
j
pB−A
[
Sˆm(u)
]
du
∣∣∣∣∣∣∣
and as for the price component this term converges to zero uniformly in t ∈ [0, T ].
Third, note that by Lemma 4.1 and Assumption 2.5 we have
∆t(n)
bt/∆t(n)c∑
j=0
∥∥∥∥∥∥
(
T
(n)
+
)∑bt/∆t(n)c
i=j p
(n),B−A
[
S˜
(n),m
i
] (
f
[
Sˆm
(
t
(n)
j
)]
− f (n)
[
S˜
(n),m
j
])∥∥∥∥∥∥
L2
≤ T sup
j≤t/∆t(n)
{∥∥∥f [Sˆm (t(n)j )]− f (n) [Sˆm (t(n)j )]∥∥∥
L2
+
∥∥∥f (n) [Sˆm (t(n)j )]− f (n) [S˜(n),mj ]∥∥∥
L2
}
≤ o(1) + L sup
j≤T/∆t(n)
∥∥∥Sˆm (t(n)j )− S˜(n),m (t(n)j )∥∥∥
E
,
which converges to zero by the induction hypothesis.
Therefore, we proved that uniformly in t ∈ [0, T ] the term
∆t(n)
bt/∆t(n)c∑
j=0
(
T
(n)
+
)∑bt/∆t(n)c
i=j p
(n),B−A
[
S˜
(n),m
i
] (
f (n)
[
S˜
(n),m
j
])
converges in L2 towards ∫ t
0
f
[
Sˆm(s)
](
·+
∫ t
s
pB−A
[
Sˆm(u)
]
du
)
ds.

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4.4. Proof of Theorem 2.11. Finally, let us put the partial convergence results proven in the
previous subsections together to prove the convergence of the discrete limit order book models S(n)
to Sˆ. For this fix ε > 0. Then there exists by Theorem 3.2 an M1 = M1(ε) such that for all m ≥M1,∥∥∥Sˆm − Sˆ∥∥∥
E
<
ε
6
.
Also, by Theorem 4.4 there exist M2 = M2(ε) and N1 = N1(ε) such that for all m ≥M2 and n ≥ N1,∥∥∥S˜(n) − S˜(n),m∥∥∥
E
<
ε
6
.
We set M0 = M0(ε) := M1(ε) ∨M2(ε). Then for all n ≥ N1,∥∥∥SˆM0 − Sˆ∥∥∥
E
+
∥∥∥Sˆ(n) − Sˆ(n),M0∥∥∥
E
<
ε
3
.
Furthermore, Theorem 4.5 yields the existence of an N2 = N2(M0, ε) = N2(M0(ε), ε) = N2(ε) such
that for all n ≥ N2, ∥∥∥S˜(n),M0 − SˆM0∥∥∥
E
<
ε
6
.
Hence, for all n ≥ N0 = N0(ε) := N1(ε) ∨N2(ε),∥∥∥S˜(n) − Sˆ∥∥∥
E
≤
∥∥∥S˜(n) − S˜(n),M0∥∥∥
E
+
∥∥∥S˜(n),M0 − SˆM0∥∥∥
E
+
∥∥∥SˆM0 − Sˆ∥∥∥
E
<
ε
2
.
Finally, by Theorem 4.3 there exists for every δ ∈ (0, 1) an N3 = N3(ε, δ) such that for all n ≥ N3,
P
(∥∥∥S(n) − S˜(n)∥∥∥
E
≤ ε
2
)
> 1− δ.
Setting N = N(ε, δ) := N0(ε) ∨N3(ε, δ) we conclude that for all n ≥ N ,
P
(∥∥∥S(n) − Sˆ∥∥∥
E
≤ ε
)
> 1− δ ⇔ P
(∥∥∥S(n) − Sˆ∥∥∥
E
> ε
)
< δ.
As ε, δ > 0 were arbitrary, this completes the convergence proof.

5. The two-sided limit order book model
For the ease of notation we have concentrated on the one-sided LOB model in the previous sections.
It is however straight forward to generalize the proof of Theorem 2.11 from a one-sided to a two-
sided LOB model, in which both sides are modeled in a similar manner. In what follows, we briefly
formulate the assumptions and dynamics underlying the two-sided model and state the corresponding
convergence result. The proof will be omitted as it is works in exactly the same way as the proof of the
one-sided model discussed in detail in the previous sections. To illustrate the usefulness of the general
state dependency, Subsection 5.2 contains some simulation results of the two-sided LOB model.
5.1. Setup and convergence result. In this section the state of the order book in the n-th model
is represented by
S(n)(t) :=
(
A(n)(t), v(n)a (t), B
(n)(t), v
(n)
b (t)
)
, t ∈ [0, T ],
where A(n)(t) describes the best ask price, B(n)(t) describes the best bid price, v
(n)
a (t, ·) represents the
sell side volume density function and v
(n)
b (t, ·) the buy side volume density function (both in relative
coordinates) at time t. Here, the volumes of the real order book correspond to v
(n)
b (t, x), x ≤ 0, and
v
(n)
a (t, x), x ≥ 0, while the extension of v(n)b (t) to the positive halfline and the extension of v(n)a (t) to
the negative halfline will be understood as the respective shadow book of each side and are used to
model the distribution of order placements inside the spread.
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The event variables φ
(n)
k will now take their values in the set {A,B,C,D,E, F} with
• A = market sell order
• B = buy limit order inside the spread
• C = placement or cancelation of a buy limit order
• D = market buy order
• E = sell limit order inside the spread
• F = placement or cancelation of a sell limit order.
Here the buy side events A,B,C are defined in the same way as before, while the sell side events
D,E, F are symmetric copies of the respective buy side events. Hence, the dynamics of the two sided
order book can formally be written down as
S(n)(t) = S
(n)
k :=
(
A
(n)
k , v
(n)
a,k , B
(n)
k , v
(n)
b,k
)
, t ∈
[
t
(n)
k , t
(n)
k+1
)
,
where for k = 1, . . . , bT/∆t(n)c,
A
(n)
k = A
(n)
k−1 + 1
(n),D−E
k−1 ∆x
(n),
B
(n)
k = B
(n)
k−1 + 1
(n),B−A
k−1 ∆x
(n),
v
(n)
a,k = v
(n)
a,k−1 + 1
(n),D
k−1
(
T
(n)
+ − I
)(
v
(n)
a,k−1
)
+ 1
(n),E
k−1
(
T
(n)
− − I
)(
v
(n)
a,k−1
)
+1
(n),F
k−1
∆v(n)
∆x(n)
ω
(n)
k−1
∑
j
1{
pi
(n)
k−1∈
[
x
(n)
j ,x
(n)
j+1
)}(·),
v
(n)
b,k = v
(n)
b,k−1 + 1
(n),B
k−1
(
T
(n)
+ − I
)(
v
(n)
b,k−1
)
+ 1
(n),A
k−1
(
T
(n)
− − I
)(
v
(n)
b,k−1
)
+1
(n),C
k−1
∆v(n)
∆x(n)
ω
(n)
k−1
∑
j
1{
pi
(n)
k−1∈
[
x
(n)
j ,x
(n)
j+1
)}(·).
Besides the scaling assumption 2.9 we make the following assumption on the two-sided limit order
book model in analogy to Assumptions 2.1, 2.3, and 2.5 before.
Assumption 5.1.
(1) There exist A0, B0 ∈ R+ such that A(n)0 → A0 and B(n)0 → B0. Moreover, the initial volume
density functions v
(n)
a,0 and v
(n)
b,0 are non-negative step-functions on the grid {x(n)j , j ∈ Z}, which
are uniformly bounded by M and have compact support in [−M,M ] for all n ∈ N. There exist
non-negative continuously differentiable functions va,0, vb,0 ∈ L2 such that∥∥∥v(n)i,0 − vi,0∥∥∥
L2
= O
(
∆x(n)
)
, i = a, b.
(2) The random variables
(
ω
(n)
k
)
k,n∈N0
and
(
pi
(n)
k
)
k,n∈N0
take their values in the compact interval
[−M,M ] almost surely.
(3) There are Lipschitz continuous functions pA, pB, pD, pE : E×E → [0, 1] with Lipschitz constant
L and a scaling parameter ∆p(n) such that for all n ∈ N0 and k ≤ bT/∆t(n)c,
P
(
φ
(n)
k = I
∣∣∣S(n)j , j ≤ k) = ∆p(n)pI [S(n)k ] a.s. for I = A,B,D,E.
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(4) There are Lipschitz continuous functions f
(n)
C , f
(n)
F : E × E → L2, n ∈ N0, with common
Lipschitz constant L > 0 such that for all k ≤ bT/∆t(n)c and I = C,F ,
f
(n)
I
[
S
(n)
k
]
(·) = 1
∆x(n)
E
ω(n)k ∑
j∈Z
1{
pi
(n)
k ∈
[
x
(n)
j ,x
(n)
j+1
)}(·)1I (φ(n)k )
∣∣∣∣∣∣S(n)j , j ≤ k
 a.s.
and
sup
s∈E
∥∥∥f (n)I [s](·)∥∥∥∞ ≤M.
Moreover, there exist two functions fC , fF : E × E → L2 such that for I = C,F ,
sup
s∈E
∥∥∥f (n)I [s]− fI [s]∥∥∥
L2
= O
(
∆x(n)
)
,
where each fI [s](·) : R→ [−M,M ] is continuously differentiable in x for all s ∈ E′ × E′ with
derivate being uniformly bounded in absolute value by M .
In the following the norm on E × E is defined as ‖(s1, s2)‖E×E := ‖s1‖E + ‖s2‖E for all s1, s2 ∈ E.
Moreover, we set s0 := (A0, va,0, B0, vb,0) ∈ E × E.
Theorem 5.2. Under Assumptions 5.1 and 2.9 there exists a deterministic process S : [0, T ]→ E×E
such that for all ε > 0,
lim
n→∞P
(
sup
0≤t≤T
∥∥∥S(n)(t)− S(t)∥∥∥
E×E
> ε
)
= 0.
Moreover, S = (A, va, B, vb) is the unique classical solution to the following coupled ODE/PDE initial
boundary value problem:
S(0) = s0,
dA(t) = pD−E [S(t)]dt, t ∈ [0, T ],
dB(t) = pB−A[S(t)]dt, t ∈ [0, T ],
∂tva(t, x) = p
D−E [S(t)]∂xva(t, x) + fF [S(t)](x), (t, x) ∈ [0, T ]× R,
∂tvb(t, x) = p
B−A[S(t)]∂xvb(t, x) + fC [S(t)](x), (t, x) ∈ [0, T ]× R.
In order to guarantee that the bid and ask price, the spread, and the volume density functions are
non-negative, the following assumption has to be satisfied.
Assumption 5.3.
pB(s) = 0, pD(s) = 0 ∀ s ∈ {(A, va, B, vb) ∈ E × E : A = B} ,
pA(s) = 0 ∀ s ∈ {(A, va, B, vb) ∈ E × E : B = 0} ,
P
(
ω
(n)
k < v
(n)
b,k
(
pi
(n)
k
)
, φ
(n)
k = C
)
= 0 ∀ n ∈ N0, k = 0, 1, . . . , bT/∆t(n)c − 1,
P
(
ω
(n)
k < v
(n)
a,k
(
pi
(n)
k
)
, φ
(n)
k = F
)
= 0 ∀ n ∈ N0, k = 0, 1, . . . , bT/∆t(n)c − 1.
Lemma 5.4. If in addition Assumption 5.3 is satisfied in the statement of Theorem 5.2, then both
volume density functions, both prices, and the spread between the best ask price and the best bid price
are non-negative.
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5.2. Simulations. This subsection contains a simulation study of the two-sided limit order book
model introduced in the previous subsection. It provides an example of the usefulness of the general
dependence structure that is allowed in our model, but was not covered in the previous work [15].
For this let us fix h > 0. We define the imbalance factor in the n-th model at time t
(n)
k via
Im
(n)
k :=
V olBid
(n)
k
V olAsk
(n)
k + V olBid
(n)
k
with
V olAsk
(n)
k :=
∫ h
0
v
(n)
a,k (x)dx, V olBid
(n)
k :=
∫ 0
−h
v
(n)
b,k (x)dx.
Moreover, in the n-th model the spread at time t
(n)
k is defined as
Sp
(n)
k := A
(n)
k −B(n)k .
There is strong empirical evidence, cf. e.g. [4] and [23], that the probability whether the next price
change is upwards or downwards depends on the imbalance of the bid and ask queues at the top of the
book: if the imbalance is high, i.e. the standing volume at the top of the buy side is significantly higher
than the standing volumes at the top of the sell side, then prices are more likely to move upwards.
And conversely, an imbalance factor which is close to zero will increase the probability of the price
moving downwards. Thus, we choose
P
(
φ
(n)
k = A
∣∣∣S(n)j , j ≤ k) = ∆p(n) (1− Im(n)k ) · exp(−Sp(n)k ) ,
P
(
φ
(n)
k = D
∣∣∣S(n)j , j ≤ k) = ∆p(n)Im(n)k · exp(−Sp(n)k ) ,
P
(
φ
(n)
k = B
∣∣∣S(n)j , j ≤ k) = ∆p(n)Im(n)k · (1− exp(Sp(n)k )) ,
P
(
φ
(n)
k = E
∣∣∣S(n)j , j ≤ k) = ∆p(n) (1− Im(n)k ) · (1− exp(−Sp(n)k )) .
Moreover, for simplicity we suppose that placements outside the spread are always of size 50 (this
assumption can easily be relaxed) and are located relatively to the best ask resp. bid price according
to a Gaussian distribution, i.e.
P
(
φ
(n)
k = C, ω
(n)
k = 50, pi
(n)
k ∈ dy
∣∣∣S(n)j , j ≤ k) = 14√
32pi2
(
1−∆p(n)
)(
1− Im(n)k
)
exp
(−y2) dy,
P
(
φ
(n)
k = F, ω
(n)
k = 50, pi
(n)
k ∈ dy
∣∣∣S(n)j , j ≤ k) = 14√
32pi2
(
1−∆p(n)
)
Im
(n)
k · exp
(−y2) dy.
We note that if integrated over the whole real axis the above two terms sum up to
(
1−∆p(n)) /2.
Furthermore, cancelations are supposed to be proportional to the current volume. Hence, we choose
for all x ≤ 0,
P
(
φ
(n)
k = C, ω
(n)
k ∈ dx, pi(n)k ∈ dy
∣∣∣S(n)j , j ≤ k) =
1
v
(n)
b,k (y)
1[−v(n)b,k (y),0](x)
1
4
√
32pi2
(
1−∆p(n)
)
Im
(n)
k · exp
(−y2) dxdy
P
(
φ
(n)
k = F, ω
(n)
k ∈ dx, pi(n)k ∈ dy
∣∣∣S(n)j , j ≤ k) =
1
v
(n)
a,k (y)
1[−v(n)a,k(y),0](x)
1
4
√
32pi2
(
1−∆p(n)
)(
1− Im(n)k
)
exp
(−y2) dxdy.
If we integrate the above two terms in both variables and sum them, we get again
(
1−∆p(n)) /2.
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For the simulation we choose the following parameter values:
n = 250, α = 0.8, h = 0.55, T = 8.
We start with a limit order book that has a severe imbalance at time t = 0: standing volumes at the
ask side are many times higher than standing volumes at the bid side. However, our specifications
about the conditional distributions of incoming orders made above guarantee that the imbalance at
the top of the book will disappear after some time. While Figure 2 shows the evolution of the whole
visible limit order book plotted at different points in time, Figure 3 only shows the evolution of the
bid and ask price together with the cumulated volumes at the top of the book.
Figure 2. The evolution of the limit order book volumes
The evolution of prices is influenced by the spread as well as the imbalance factor. As can be seen from
the first graph in Figure 3, first the spread is the dominating factor (due to the exponential) and forces
the ask price to decrease faster than the bid price. However, after time t ≈ 3 both prices decrease
simultaneously keeping the spread almost constant. This downward shift of the mid price is caused
by the imbalance of standing volumes at the top of the book and therefore mimicks the findings in
the literature very well, cf. e.g. [4]. Also the second graph in Figure 3 shows that cumulated volumes
at the top of both sides of the limit order book converge. In this particular simulation study the buy
side volume approaches the sell side volume because we have chosen the size of order placements much
greater than the size of average cancelations for the initial volume density functions. If placements
were supposed to be of a much smaller size, for example 10 instead of 50, the opposite effect could be
observed, i.e. the sell side volumes at the top of the book would decrease to approach the buy side
volumes at the top of the book. Of course, much more general random and even state dependent
choices of the order sizes are possible and would lead to even more interesting dynamics.
Last but not least, Figure 2 shows that the discrete order book dynamics can indeed be well approxi-
mated by a smooth function and is hence supportive of Theorem 5.2.
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Figure 3. Evolution of prices and of volumes at the top of the book
Appendix A.
A.1. A weak law of large numbers for triangular martingale difference arrays. The following
weak law of large numbers for triangular martingale difference arrays relies on moment estimates from
[20] and is shown in [15].
Theorem A.1. Let (ynk , k = 1, . . . , n;n ∈ N) be a triangular martingale difference array taking values
in a real separable Hilbert space such that
sup
k≤n
n∈N
(
n2αE|ynk |2
)
<∞
for some α > 12 . Then for all ε > 0,
lim
n→∞P
(
sup
m≤n
∣∣∣∣∣
m∑
k=1
ynk
∣∣∣∣∣ > ε
)
= 0.
A.2. Gronwall lemmas. For reference we cite the discrete and continuous version of Gronwall’s
lemma which can for example be found in [9]:
Lemma A.2. Let (ym)m≥0, (fm)m≥0, and (gm)m≥0 be nonnegative sequences. If
ym ≤ fm +
m−1∑
k=0
gkyk ∀ m,
then
ym ≤ fm +
m−1∑
k=0
fkgke
∑m−1
j=k+1 gj .
Lemma A.3. Let α, β, u be real-valued functions defined on some interval I = [a, b], a < b, a, b,∈ R.
Assume that β and u are continuous and that the negative part of α is integrable on every compact
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subinterval of I. If β is non-negative and if u satisfies the integral inequality
u(t) ≤ α(t) +
∫ t
a
β(s)u(s)ds ∀ t ∈ I,
then
u(t) ≤ α(t) +
∫ t
a
α(s)β(s) exp
(∫ t
s
β(r)dr
)
ds, t ∈ I.
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