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Abstract
We relate the L p-variation, 2 ≤ p < ∞, of a solution of a backward stochastic differential equation
with a path-dependent terminal condition to a generalized notion of fractional smoothness. This concept of
fractional smoothness takes into account the quantitative propagation of singularities in time.
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0. Introduction
During the past years the concept of fractional smoothness in the sense of function spaces
has been used in the theory of stochastic processes to analyze approximation and variational
properties. It turned out that phenomena known for special examples can be explained in terms of
fractional smoothness. For example, approximation properties of certain stochastic integrals can
be explained by the fractional smoothness of the integral itself; see [10,12]. Similarly, variational
properties of backward stochastic differential equations (BSDEs) can be upper bounded in case
that the fractional smoothness of the terminal condition is known. To explain the latter aspect
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consider the BSDE
Yt = ξ +
 T
t
f (s, Xs, Ys, Zs)ds −
 T
t
ZsdWs
with a Lipschitz generator f , where X = (X t )t∈[0,T ] is a forward diffusion, and define the
L p-variation
varp(ξ, f, τ ) := sup
1≤i≤n
sup
ti−1<s≤ti
∥Ys − Yti−1∥p +

n
i=1
 ti
ti−1
∥Z t − Z ti−1∥2pdt
 1
2
,
where τ = (ti )ni=0 is a deterministic time-net 0 = t0 < · · · < tn = T ,
Z ti−1 :=
1
ti − ti−1E
 ti
ti−1
Zsds|Fti−1

,
and where 2 ≤ p <∞, which we will assume throughout this paper. Note that by interchanging
the L p- and L2-norms (where we use p ≥ 2) and using the Burkholder–Davis–Gundy
inequality, the L p-distance between the stochastic integral
 T
0 ZsdWs and its discrete counterpartn
i=1 Z ti−1(Wti − Wti−1) is upper bounded by a multiple of
n
i=1
 ti
ti−1 ∥Z t − Z ti−1∥2pdt
 1
2
.
Hence the quantity varp(ξ, f, τ ) is stronger compared to what is needed to quantify the
discretization of the stochastic integral term of our BSDE. Besides the fact that this variation
gives a strong insight into the quantitative behavior of the BSDE, in particular var2(ξ, f, τ ) was
used to describe the error in adapted backward Euler schemes for ξ = g(XT ) with g being
a Lipschitz function; see [4,25] for implicit schemes and [15,21] for explicit schemes possibly
with jump processes. In [16, Theorems 3.1 and 3.2], upper bounds for
n
i=1
 ti
ti−1 ∥Z t−Z ti−1∥22dt
were obtained for ξ = g(XT ) satisfying
E|g(XT )− E(g(XT )|Ft )|2 ≤ c2(T − t)θ
for some 0 < θ ≤ 1, where g is not assumed to be a Lipschitz function. On the other hand,
path-dependent settings without taking into account fractional smoothness were considered, for
example, in [20,22,27]. In this paper, results are generalized and extended into the following
directions.
• We consider a path-dependent setting by terminal conditions of the form
ξ = g(Xr1 , . . . , XrL )
with 0 = r0 < · · · < rL = T , where g is not necessarily a Lipschitz function and introduce a
corresponding path-dependent fractional smoothness in the Malliavin sense. This concept of
smoothness extends the classical concepts, based on real interpolation, to a time-dependent
one taking care about the propagation of smoothness in time. In the classical case one would
assign to a random variable ξ some 0 < θ ≤ 1 which describes the fractional smoothness
of ξ while here we assign to the parameters (ξ, f ) of our BSDE a vector Θ = (θ1, . . . , θL),
where θl stands for the local smoothness of the BSDE at time rl . It turns out that this vector
is completely characterized by the L p-variation of Y and Z . In case our terminal condition
depends on XT only our generalized smoothness coincides with earlier approaches from, for
example, [10,16].
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• Instead of the L2-variation we consider the stronger L p-variation with 2 ≤ p < ∞. In
addition, the integrated Z -variation
n
i=1
 ti
ti−1 ∥Z t − Z ti−1∥22dt is replaced by the variation∥Zs − Z t∥p with s and t being fixed, and the L p-variation of the process Y is included as
well. To our knowledge the weaker criterion for 0 < p < 2 in the context of this paper has
not been considered yet and might require different arguments as some of our proofs rely on
the condition that p ≥ 2.
• We provide equivalences showing that the results are sharp.
• In Corollary 1 we show, given the terminal condition ξ = g(Xr1 , . . . , XrL ) has a certain
fractional smoothness, how to obtain time-nets τ n of cardinality Ln + 1 such that
sup
n
√
nvarp(ξ, f, τ n) <∞.
These time-nets compensate the possible singularities of the Z -process when approaching a
time-point rl from the left.
Organization of the paper. After introducing the setting in Section 1, we formulate in Section 1.2
our concept of functional fractional smoothness of a BSDE and characterize this smoothness
in various ways. Here we partly transfer the results from [10,16] from the case ξ = g(XT ) to
the path-dependent one. In Section 2.2, we present two sufficient conditions for our fractional
smoothness. The point of these two conditions (Corollary 2 and Theorem 4) is that they only
involve the terminal condition ξ and do not use the solution Y nor the generator f of our BSDE.
The proofs of the main results are contained in Section 3.
Some notation. Given a vector x ∈ Rd we denote by |x | its Euclidean norm; for a linear
operator D ∈ L(Rn,Rm) the symbol |D| stands for the Hilbert–Schmidt norm, where Rn
and Rm are equipped with the standard Euclidean structure. Given D(t, x) ∈ L(Rn,Rm) with
(t, x) ∈ [0, T ] × Rd and 0 < T < ∞, we use ∥D∥∞ := supx∈Rd ,t∈[0,T ] |D(t, x)|. Finally,
B(η1, η2) :=
 1
0 x
η1−1(1− x)η2−1dx where η1, η2 > 0, will denote the Beta-function.
1. Setting and basic concepts
1.1. Forward–backward stochastic differential equations
We fix a complete probability space (Ω ,F ,P), T > 0, d ≥ 1 and a d-dimensional standard
Brownian motion W = (Wt )t∈[0,T ] with W0 ≡ 0. Furthermore, we assume that (Ft )t∈[0,T ] is the
augmentation of the natural filtration of W .
The forward equation
Let
X t = x0 +
 t
0
b(s, Xs)ds +
 t
0
σ(s, Xs)dWs
with x0 ∈ Rd , where b : [0, T ] × Rd → Rd and σ : [0, T ] × Rd → L(Rd ,Rd) satisfy the
following conditions.
(Ab,σ ) We have b, σ ∈ C0,2b ([0, T ] × Rd), where the derivatives up to order two are taken with
respect to the space-variables and, for some γ ∈ (0, 1], are assumed to be γ -Ho¨lder
continuous (w.r.t. the parabolic metric) on all compact subsets of [0, T ] ×Rd . Moreover,
letting A = σσ ∗, there is a δ > 0 such that ⟨Ax, x⟩ ≥ δ|x |2 for x ∈ Rd and b and σ are
1
2 -Ho¨lder continuous in time, uniformly in space.
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We work with the usual stochastic flow (X t,xs )s,t∈[0,T ],x∈Rd that solves for (t, x) ∈ [0, T ] × Rd
the SDE Xs = x on [0, t] and d X t,xs = σ(s, X t,xs )dW ts + b(s, X t,xs )ds on [t, T ], where
W ts := Ws − Wt and the augmented natural filtration (F ts )s∈[t,T ] of (W ts )s∈[t,T ] is used (i.p.
X = X0,x0 ). With our assumptions we can assume that (X t,xs )s,t∈[0,T ],x∈Rd is a continuous
process in (s, t, x).
If g : Rd → R is a polynomially bounded Borel function, 0 < R ≤ T , and
F(t, x) := Eg(X t,xR ) for 0 ≤ t ≤ R, (1)
then F ∈ C1,2([0, R)× Rd) and
∂
∂t
F(t, x)+ 1
2

A(t, x), D2 F(t, x)

+ ⟨b(t, x),∇x F(t, x)⟩ = 0
by Proposition 3 below where D2 :=

∂2
∂xi ∂x j
d
i, j=1 . The standard tail estimates for the transition
density Γ are re-called in Proposition 3. They ensure that ∂
∂t
∇x F , ∇x ∂∂t F and Dmx F with |m| ≤ 3
exist and are continuous on [0, R)× Rd . For 0 ≤ t ≤ r < R ≤ T one has that, a.s.,
∇x F(r, X t,xr ) = E

g(X t,xR )N
r,1,(t,x)
R |F tr

,
D2 F(r, X t,xr ) = E

g(X t,xR )N
r,2,(t,x)
R |F tr

for the Malliavin weights N r,i,(t,x)R that satisfy, for any given 0 < q <∞, that
E
N r,i,(t,x)R q |F tr 1q ≤ κq
(R − r) i2
a.s. and E

N r,i,(t,x)R |F tr

= 0 a.s.
for i = 1, 2 and all 0 ≤ t ≤ r < R ≤ T with a constant κq > 0 independent from
(t, r, R, x) (see [17], [16, Proof of Lemma 1.1] and Remark 3 below). A typical application
of these estimates are the crucial inequalities
∥∇x F(r, X t,xr )∥p ≤ κp′
∥g(X t,xR )− E(g(X t,xR )|F tr )∥p√
R − r , (2)
∥D2 F(r, X t,xr )∥p ≤ κp′
∥g(X t,xR )− E(g(X t,xR )|F tr )∥p
R − r , (3)
for 1 < p, p′ <∞ with 1 = (1/p)+ (1/p′).
The backward equation
We are interested in the backward equation
Yt = ξ +
 T
t
f (s, Xs, Ys, Zs)ds −
 T
t
ZsdWs for t ∈ [0, T ] a.s.
and assume the following conditions.
(A f ) The function f : [0, T ]×Rd ×R×Rd → R is continuous in (t, x, y, z) and continuously
differentiable in x , y and z with uniformly bounded derivatives. In particular, there are
K f > 0 and L f > 0 such that
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| f (s, x1, y1, z1)− f (s, x2, y2, z2)| ≤ L f [|x1 − x2| + |y1 − y2| + |z1 − z2|],
| f (s, x, y, z)| ≤ K f + L f (|x | + |y| + |z|).
(Ag) There are R = {r0, . . . , rL} with 0 = r0 < r1 < · · · < rL = T and a measurable function
of at most polynomial growth g : (Rd)L → R such that
ξ := g(Xr1 , . . . , XrL ).
In this setting, the solution (Y, Z) to the above BSDE is uniquely defined in any L p-space for
1 < p <∞; see [5, Theorem 4.2]. Additionally, we assume in the paper that the solution (Y, Z)
is realized such that, on [rl−1, rl),
Yt = ul(X l−1; t, X t ) and Z t = vl(X l−1; t, X t )σ (t, X t ),
where we set X l−1 := (Xr1 , . . . , Xrl−1). The above functions ul and vl are well defined due to
the next proposition, which is an extension of [26, Theorem 3.2] and follows from Lemma 3; see
also [20].
Proposition 1. Assume that (Ab,σ ), (A f ) and (Ag) are satisfied. Then, for l = 1, . . . , L there
exist measurable ul : (Rd)l−1×[rl−1, rl)×Rd → R and vl : (Rd)l−1×[rl−1, rl)×Rd → R1×d
and Borel sets Dl ⊆ Rd(l−1), l = 2, . . . , L, such that Dcl is of Lebesgue measure zero, and such
that
(i) ul(x l−1; ·, ·) : [rl−1, rl) × Rd → R is continuous and continuously differentiable w.r.t. the
space variable with ∇x ul(x l−1; t, x) = vl(x l−1; t, x), where x l−1 = (x1, . . . , xl−1);
(ii) there are αl , ql,1, . . . , ql,l ∈ [1,∞) such that
sup
t∈[rl−1,rl )
|ul(x l−1; t, x)| + sup
t∈[rl−1,rl )
√
rl − t |vl(x l−1; t, x)|
≤ αl(1+ |x1|ql,1 + · · · + |xl−1|ql,l−1 + |x |ql,l );
(iii) for all l = 1, . . . , L, x1, . . . , xl−1, x ∈ Rd and rl−1 ≤ s < rl the triplet
X s,xt , ul(x l−1; t, X s,xt ), vl(x l−1; t, X s,xt )σ (t, X s,xt )

t∈[s,rl )
solves the BSDE with generator f and terminal condition ul(x l−1; rl , X s,xrl ) where
ul(x l−1; rl , x) :=

ul+1(x l−1, x; rl , x)χDl (x l−1) : 2 ≤ l < L ,
g(x l−1, x)χDl (x l−1) : l = L ,
and u1(r1, x) := u2(x; r1, x).
In the above proposition, we used the convention that h(x0; ·) := h(·). It should be noted that by
Proposition 1 we modify at each level l = 2, . . . , L the functional for the Y -process on a nullset.
However, because of
P(Xr1 ∈ D2, . . . , (Xr1 , . . . , XrL−1) ∈ DL) = 1, (4)
this does not affect the L p-solution of our BSDE so that Proposition 1 is sufficient for our
purpose.
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Piece-wise linearization of the backward equation
We let Fl(x l−1; ·, ·) : [rl−1, rl ] × Rd → R be given by
Fl(x1, . . . , xl−1; t, x) = Fl(x l−1; t, x) := Eul(x1, . . . , xrl−1; rl , X t,xrl ).
The function Fl solves the backward PDE
∂Fl
∂t
(x l−1; t, x)+ 12

A(t, x), D2 Fl(x l−1; t, x)

+ ⟨b,∇x Fl(x l−1; t, x)⟩ = 0
on the interval [rl−1, rl) for fixed x1, . . . , xl−1 ∈ Rd .
Two facts that are frequently used in the paper
First, for a filtered probability space (M,Σ ,Q, (Gt )t∈[r,R]), 1 ≤ q ≤ ∞, r ≤ t ≤ R and
ξ ∈ Lq , one has that
∥ξ − E(ξ |Gt )∥q ≤ sup
t≤s≤R
∥ξ − E(ξ |Gs)∥q ≤ 2∥ξ − E(ξ |Gt )∥q (5)
as a consequence that E(·|Fs) is a contraction on Lq . Second, given the assumptions on our
forward diffusion, a polynomially bounded Borel function g : Rd → R, r ≤ t ≤ R ≤ T and
1 ≤ q <∞, we have thatg(Xr,xR )− E(g(Xr,xR )|Frt )q
≤

Rd

Rd

Rd
|g(ξ)− g(η)|qΓ (r, x; t, y)Γ (t, y; R, ξ)Γ (t, y; R, η)dydξdη
 1
q
≤ 2 g(Xr,xR )− E(g(Xr,xR )|Frt )q . (6)
Remark 1. The uniform ellipticity assumption in (Ab,σ ) plays an important role in deriving the
estimates (2), (3), those of Proposition 1 and our subsequent results. Nevertheless, during the
submission of this article we became aware of a recent work [7] which assumes the weaker UFG
condition (in place of ellipticity) for getting some pointwise gradient estimates to semi-linear
PDEs, in the case of time-independent coefficients and of path-independent terminal conditions.
It would certainly be interesting to extend our results to their framework; it is left to further
research.
1.2. Functional fractional smoothness
The usage of fractional smoothness in the investigation of variational properties of BSDEs is
the central idea of this paper. Fractional smoothness can be defined in various ways. One way
is the so-called K -method, a method where functions are decomposed into differentiable parts
and parts that are not differentiable. A quantitative analysis of these decompositions leads to
fractional smoothness.
To be more precise, assume two Banach spaces X0 and X1, where (say) X1 is continuously
embedded into X0, 0 < t <∞ and x ∈ X0, and recall that the K -functional is given by
K (x, t; X0, X1) := inf{∥x0∥X0 + t∥x1∥X1 : x = x0 + x1}.
For 0 < θ < 1 and 1 ≤ q ≤ ∞ this leads to the real interpolation spaces
∥x∥(X0,X1)θ,q :=
t−θ K (x, t; X0, X1)Lq(0,∞), dtt 
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with
X1 ⊆ (X0, X1)θ1,q ′1 ⊆ (X0, X1)θ1,q1 ⊆ (X0, X1)θ0,q0 ⊆ X0,
where 0 < θ0 < θ1 < 1 and 1 ≤ q0, q1, q ′1 ≤ ∞ with q ′1 ≤ q1 (see [2,3]). Applying this concept
to the Malliavin Sobolev space D1,p, we obtain the Malliavin Besov (or fractional Sobolev)
spaces
Bθp,q := (L p, D1,p)θ,q , (7)
where 0 < θ < 1 is the main parameter of the smoothness and 1 < q ≤ ∞ the fine-tuning
parameter. In a context close to this paper these spaces and related ones have been exploited for
example in [10,12,16,23]. The classical setting of the Wiener space is changed in [10,16] into
a setting where the standard Gaussian measure is replaced by the distribution of the forward
diffusion. Here we go one step ahead and replace 0 < θ < 1 by a vector Θ = (θ1, . . . ., θL),
where θl describes the smoothness at time rl .
Definition 1. Let Θ = (θ1, . . . , θL) ∈ (0, 1]L , 2 ≤ p < ∞ and ξ ∈ L p. If Y is the solution of
the BSDE with generator f and terminal condition ξ , then we let (ξ, f ) ∈ BΘp,∞(X) provided
that there is some c > 0 such that
∥Yrl − E(Yrl |Fs)∥p ≤ c(rl − s)
θl
2
for all l = 1, . . . , L and rl−1 ≤ s < rl . The infimum over all possible c > 0 is denoted by
cBΘp,∞ = cBΘp,∞(ξ, f ).
In the case that f = 0 we will simply write ξ ∈ BΘp,∞(X).
Specializing to p = 2 and to the linear one-step Gaussian case (X = W, T = L = 1 and
f = 0) it holds (see [12, Corollary 2.3]) that
g(W1) ∈ B(θ)2,∞(W ) if and only if g ∈ Bθ2,∞(Rd , γd),
where the Wiener space over the standard Gaussian measure γd onRd is considered. In particular,
for d = 1 and for the orthonormal basis consisting of Hermite polynomials (hk)∞k=0 ⊆ L2(R, γ1)
we obtain that g = ∞k=0 αkhk ∈ Bθ2,∞(R, γ1) if and only if there is some c > 0 such that for
all 0 ≤ t < 1 one has that∞k=1 ktk−1α2k ≤ c2(1−t)1−θ ; see [12, Theorem 2.2]. These connections
explain the notation (p,∞) in Definition 1. For a more general connection between the speed
of convergence of the conditional expectations used in Definition 1 and the real interpolation
method, the reader is referred to [12]. Our definition of fractional smoothness by an upper bound
of ∥Yrl − E(Yrl |Fs)∥p has the advantage that (2) and (3) give the upper bounds∇x Fl(X l−1; s, Xs)p ≤ κp′ ∥Yrl − E(Yrl |Fs)∥p√rl − s ≤ κp′cBΘp,∞(rl − s) θl−12 ,D2 Fl(X l−1; s, Xs)
p
≤ κp′ ∥Yrl − E(Yrl |Fs)∥prl − s ≤ κp′cBΘp,∞(rl − s)
θl−2
2
for rl−1 ≤ s < rl and 1 = (1/p) + (1/p′), so that we can control the gradient and the Hessian
of Fl . For our paper the fine-tuning parameter q = ∞ in (the generalization of) (7) turns out to
be the right one.
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Finally, we want to mention the coincidence, that most of the relevant examples are naturally
linked to this fine-tuning parameter q = ∞ in (7).
1.3. Time-nets, splines and entropy numbers
In our BSDE system, the Z -process gets possibly singular at any of the particular time points rl
when rl is approached from the left. The degree of this singularity is determined by the parameter
θl describing the fractional smoothness in rl . To keep the variation varp(g(Xr1 , . . . , XrL ), f, τ )
small, we have to choose time-nets which refine on the left of rl with an order given by the
fractional smoothness θl while each of the intervals [rl−1, rl ] is divided into n sub-intervals.
Definition 2. For Θ ∈ (0, 1]L we let τ n,Θ = (tn,Θk )nLk=0 be given by tn,Θ0 := 0 and
tn,Θk := rl−1 + (rl − rl−1)

1−

1− k − (l − 1)n
n
 1
θl

for (l − 1)n < k ≤ ln.
Estimates on the L p-variation ∥Yt−Ys∥p are close to estimates how good the process Y can be
approximated in L p by linear adapted splines, i.e. we simply compute adapted approximations of
Y at the time-points t0, . . . , tn and interpolate them linearly. So the notion adapted spline refers
to the fact that the knots are adapted, however the spline itself is not an adapted process. The
adapted splines are typically used in complexity theory for stochastic processes to find efficient
approximation schemes for stochastic processes where the whole path needs to be approximated
but the adaptedness of the approximation is not fully needed; see [6]. Here we use the following
notation.
Definition 3. Given a time-net τ = (tk)nk=0 with r = t0 < · · · < tn = R ≤ T we say that the
process S = (St )t∈[r,R] is an adapted spline based on τ provided that Stk is Ftk -measurable for
all k = 0, . . . , n and
St := tk − ttk − tk−1 Stk−1 +
t − ttk−1
tk − tk−1 Stk for tk−1 ≤ t ≤ tk .
Finally, we recall the notion of entropy numbers to measure and compare compactness properties
of Y = (Ys)s∈[t,rl ] as t ↑ rl where the process gets singular.
Definition 4. Given a normed space E and A ⊆ E we define en(A | E) := inf ε, where the
infimum is taken over ε > 0 such that there are x1, . . . , xn ∈ E with
A ⊆
n
i=1
{xi + εBE } with BE := {x ∈ E : ∥x∥ ≤ 1}.
2. Functional fractional smoothness and BSDEs
2.1. A general equivalence
The basic result of this paper is the following theorem.
Theorem 1. Assume that (Ab,σ ), (A f ) and (Ag) are satisfied. For 2 ≤ p < ∞ and fixed l ∈
{1, . . . , L} and θl ∈ (0, 1] consider the following conditions.
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(C1l) There is some c1 > 0 such that, for rl−1 ≤ s < t < rl ,
∥Z t − Zs∥p ≤ c1
 t
s
(rl − r)θl−2dr
 1
2
.
(C2l) There is some c2 > 0 with ∥Z t∥p ≤ c2(rl − t)
θl−1
2 for rl−1 ≤ t < rl .
(C3l) There is some c3 > 0 such that, for rl−1 ≤ s < t ≤ rl ,
∥Yt − Ys∥p ≤ c3
 t
s
(rl − r)θl−1dr
 1
2
.
(C4l) There is some c4 > 0 such that, for rl−1 ≤ s < rl ,
∥Yrl − E(Yrl |Fs)∥p ≤ c4(rl − s)
θl
2 .
(C5l) There is some c5 > 0 such that, for rl−1 ≤ t < rl ,
 t
rl−1
|(D2 Fl)(X l−1; s, Xs)|2ds
 1
2

p
≤ c5(rl − t)
θl−1
2 .
(C6l) There is some c6 > 0 such that for all n = 1, 2, . . . there is an adapted spline
Sn = (Snt )t∈[rl−1,rl ] based on
rl−1 + (rl − rl−1)

1−

1− k
n
 1
θl
n
k=0
such that
√
n sup
t∈[rl−1,rl ]
∥Yt − Snt ∥p ≤ c6.
The spline can be arranged such that Snrl−1 = Yrl−1 and Snrl = Yrl .
(C7l) There is some c7 > 0 such that for rl−1 ≤ t < rl one has that
sup
n≥1
√
nen

(Ys)s∈[t,rl ]|L p
 ≤ c7(rl − t) θl2 .
Then one has that
(C1l)
θl∈(0,1)H⇒ (C2l)⇐⇒ (C3l)⇐⇒ (C4l)⇐⇒ (C5l)⇐⇒ (C6l)⇐⇒ (C7l) H⇒ (C1l).
Remark 2. The implication (C1l) H⇒ (C2l) does not hold in general. We give two examples.
The first one fits our boundedness assumption on the function g, the second one is constructed via
Hermite polynomials, where we did not investigate the boundedness properties of g. The second
example is of interest, as it is easier to check and as polynomial bounds on g can be avoided in
some settings like in [12].
For our examples, we let d = T = L = l = 1, f = 0, θ1 = 1 and p = 2, and let X be the
one-dimensional Brownian motion W .
(i) The first example is similar to one case in [18]. We assume α ∈ (0, 1); let g(x) := (x ∨ 0)α
and define
F1(t, x) := Eg(x + W1−t ) for (t, x) ∈ [0, 1] × R.
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For t ∈ [0, 1) and s = 1− t ∈ (0, 1] this gives
∂2 F1
∂x2
(t, x) =

R
g(y)
∂2
∂x2
e−
(x−y)2
2s
dy√
2πs
= α√
s
 ∞
− x√
s
√
sλ+ xα−1 λe− λ22 dλ√
2π
.
Consequently, letting η ∈ (0, 1) and hη(x) := x−η for x > 0 and zero otherwise, we get that
∂2 F1
∂x2

t,
√
sy
 = αs α2−1 
R
h1−α(λ+ y)λe− λ
2
2
dλ√
2π
and
E
∂2 F1∂x2 t,√sW ts 
2 = α2sα− 32 R
R h1−α(λ+ y)λe− λ22 dλ√2π
2 e− y22 1−tt dy√2π t .
Consequently,
lim
t→1(1− t)
3
2−αE
∂2 F1∂x2 (t,Wt )
2
= α2

R
R h1−α(λ+ y)λe− λ22 dλ√2π
2 dy√2π ∈ (0,∞),
where the finiteness of the right-hand side follows by a lengthy, but elementary, computation.
The above limit is non-zero since for y < 0 one has λe− λ
2
2 > 0 for λ > −y > 0. For α = 12
this gives
lim
t→1(1− t)E
∂2 F1∂x2 (t,Wt )
2 = 14

R
R h 12 (λ+ y)λe− λ22 dλ√2π
2 dy√2π ∈ (0,∞).
This implies that 1
0
E
∂2 F1∂x2 (t,Wt )
2 dt = ∞
and, owing to the Burkholder–Davis–Gundy inequalities, that
sup
t∈[0,1)
∥Z t∥L2 = sup
t∈[0,1)
∂F1∂x (t,Wt )

L2
= ∞
but
∥Z t − Zs∥22 =
∂F1∂x (t,Wt )− ∂F1∂x (s,Ws)
2
L2
≤ c2
 t
s
1
1− r dr
for 0 ≤ s < t < 1.
(ii) In our second example, we let
g =
∞
n=0
αnhn with
∞
n=0
α2n <∞,
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where (hn)∞n=0 ⊆ L2(R, γ1) is the orthonormal basis of Hermite polynomials. Then, as
in [12, Lemma 3.9], we get that∂2 F1∂x2 (t,Wt )
2
2
=
∞
n=0
α2n+2(n + 2)(n + 1)tn
and
∥Z t − Zs∥22 =
 t
s
∞
n=0
α2n+2(n + 2)(n + 1)rndr.
Choosing αn := (n(n − 1))−1/2 for n ≥ 2 and α0 = α1 = 0 gives (C1l) but
sup0≤t<1 ∥Z t∥2 = ∞.
From Theorem 1, the multi-step case directly follows. For its formulation we introduce for
Θ = (θ1, . . . , θL) ∈ (0, 1]L and 0 ≤ t < T the function
ϕ(t) :=
L
l=1
χ[rl−1,rl )(t)(rl − t)
θl−1
2 .
Theorem 2. Assume that (Ab,σ ), (A f ) and (Ag) are satisfied. For 2 ≤ p <∞ and Θ ∈ (0, 1]L
consider the following conditions.
(C1) There is some c1 > 0 such that, for rl−1 ≤ s < t < rl ,
∥Z t − Zs∥p ≤ c1
 t
s
ϕ(r)2
rl − r dr
 1
2
.
(C2) There is some c2 > 0 with ∥Z t∥p ≤ c2ϕ(t) for 0 ≤ t < T .
(C3) There is some c3 > 0 such that, for rl−1 ≤ s < t ≤ rl ,
∥Yt − Ys∥p ≤ c3
 t
s
ϕ(r)2dr
 1
2
.
(C4) (ξ, f ) ∈ BΘp,∞(X).
(C6) There is some c6 > 0 such that for all n = 1, 2, . . . there is an adapted spline Sn =
(Snt )t∈[0,T ] based on τ n,Θ such that√
n sup
t∈[0,T ]
∥Yt − Snt ∥p ≤ c6.
Then one has that
(C1)
Θ∈(0,1)LH⇒ (C2)⇐⇒ (C3)⇐⇒ (C4)⇐⇒ (C6) H⇒ (C1).
The remaining properties (C5l) and (C7l) could be included as well. By using the properties
(C3) and (C1) we deduce by a simple computation the following corollary.
Corollary 1. For 0 < θ ′l < θl < 1, l = 1, . . . , L and (ξ, f ) ∈ BΘp,∞(X) one has that
sup
n
√
nvarp(ξ, f, τ n,Θ
′
) <∞.
Examples will be considered in Example 1 and Theorem 4. The proof of Theorem 1 is
postponed to Section 3.1.
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2.2. Sufficient conditions for fractional smoothness
In this section, we describe sufficient conditions on ξ for the condition (ξ, f ) ∈ BΘp,∞(X)
which are independent from the generator f . Note that in the case L = 1 it follows by definition
that (ξ, 0) ∈ BΘp,∞(X) implies that (ξ, f ) ∈ BΘp,∞(X). To our knowledge it is open whether it
still holds for L > 1.
2.2.1. The first sufficient condition
The first sufficient condition is based on the concept to measure the fractional smoothness
of a random variable on the Wiener space by mixing the underlying Gaussian structure with
an independent copy and to look how sensitive the given random variable is with respect to
this operation (see, for example, [19]). In our setting this would correspond to comparing, for
example, g(X1) with g(X
η
1) where X
η
1 is defined via a Brownian motion W
η
t :=

1− η2Wt +
ηBt with B being a Brownian motion independent from W and 0 ≤ η ≤ 1. Because we have
a time-dependent structure we extend this concept by allowing more general operations with W
and its independent copy B.
Let us consider two independent d-dimensional Brownian motions W and B on the same
complete probability space (Ω ,F ,P) starting in zero, and let us denote by (FWt )t∈[0,T ] (resp.
(F Bt )t∈[0,T ] and (FW,Bt )t∈[0,T ]) the P-augmentation of the natural filtrations of W (resp. B and
(W, B)). For a measurable function η : [0, T ] → [−1, 1], we define the standard d-dimensional
FW,B-Brownian motion
W ηt :=
 t
0

1− η(s)2dWs +
 t
0
η(s)d Bs
and denote by (Fηt )t∈[0,T ] the augmentation of its natural filtration. We also define Xη to be the
strong (Fηt )t∈[0,T ]-measurable solution of
Xηt = x0 +
 t
0
b(s, Xηs )ds +
 t
0
σ(s, Xηs )dW
η
s .
For a given FηT -measurable terminal condition ξη ∈ L p with 2 ≤ p <∞ we let (Y η, Zη) be the
L p-solution in the filtration (Fηt )t∈[0,T ] of
Y ηt = ξη +
 T
t
f (s, Xηs , Y
η
s , Z
η
s )ds −
 T
t
Zηs dW
η
s .
For η ≡ 0 we simply write W = W 0, ξ = ξ0, (X, Y, Z) = (X0, Y 0, Z0), and Ft = F0t . Our aim
is to bound the distance between (Xη, Y η, Zη) and (X, Y, Z) by the following stability result.
Theorem 3. Assume that (Ab,σ ) and (A f ) are satisfied. Then for 2 ≤ p < ∞ and ξ, ξη ∈ L p
we have that sup0≤t≤T |Xηt − X t |

p
+
 sup0≤t≤T |Y ηt − Yt |

p
+

 T
0
|Zηt − Z t |2dt
1/2
p
≤ c
∥ξη − ξ∥p + [1+ ∥ξ∥p]
 T
0
η(t)2dt
 ,
where c > 0 depends at most on (p, T, b, σ, K f , L f ) and is non-decreasing with respect to K f
and L f .
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The proof can be found in Section 3.2. The motivation for the result is Corollary 2 below. To
formulate it, given 0 ≤ t < r ≤ T we let
ηt,r (s) := χ(t,r ](s),
i.e. we replace the Brownian paths on (t, r ] by an independent copy.
Corollary 2. Assume 2 ≤ p <∞, (Ab,σ ), (A f ) and ξ = g(Xr1 , . . . , XrL ) ∈ L p for some Borel
measurable function g : RL → R. Let
ξ t,r := g(Xηt,rr1 , . . . , Xηt,rrL )
for 0 ≤ t < r ≤ T and let Θ = (θ1, . . . , θL) ∈ (0, 1]L . If there is a constant c > 0 such that
one has that
∥ξ − ξ t,rl∥p ≤ c(rl − t)
θl
2 (8)
for all l = 1, . . . , L and rl−1 ≤ t < rl , then (ξ, f ) ∈ BΘp,∞(X).
Proof. For rl−1 ≤ t < rl we get by (6) that
∥Yrl − E(Yrl |Ft )∥p ≤ ∥Yrl − Y
ηt,rl
rl ∥p
≤ c(3)
∥ξ − ξ t,rl∥p + [1+ ∥ξ∥p]
 T
0
ηt,rl (r)
2dr

≤ c(3)

c(rl − t)
θl
2 + [1+ ∥ξ∥p]√rl − t

. 
Using a truncation argument, we obtain a modified version of Theorem 2, without assuming
that g is polynomially bounded nor that f is continuously differentiable in (x, y, z).
Corollary 3. Assume (Ab,σ ) and that the generator f : [0, T ]×Rd×R×Rd → R is continuous
in (t, x, y, z) and that there is some L f > 0 such that
| f (s, x1, y1, z1)− f (s, x2, y2, z2)| ≤ L f [|x1 − x2| + |y1 − y2| + |z1 − z2|].
Let 2 ≤ p <∞, ξ = g(Xr1 , . . . , XrL ) ∈ L p for some Borel measurable function g : RL → R,
Θ ∈ (0, 1]L and let (Y, Z) be the L p-solution of our BSDE. Assume that condition (8) is satisfied.
Then there are setsNl ⊆ [rl−1, rl) of Lebesgue measure zero such that the following is satisfied.
(C1′) There is some c1 > 0 such that for s, t ∈ [rl−1, rl) \Nl with rl−1 ≤ s < t < rl one has
∥Z t − Zs∥p ≤ c1
 t
s
ϕ(t)2
rl − r dr
 1
2
.
(C2′) There is some c2 > 0 with ∥Z t∥p ≤ c2ϕ(t) for t ∈Ll=1([rl−1, rl) \Nl).
(C3′) There is some c3 > 0 such that, for rl−1 ≤ s < t ≤ rl , one has
∥Yt − Ys∥p ≤ c3
 t
s
ϕ(r)2dr
 1
2
.
Proof. (a) Let ( f N )N≥1 be a sequence of generators satisfying assumption (A f ) such that
(i) limN
 T0 | f N (s, Xs, Ys, Zs)− f (s, Xs, Ys, Zs)|dsp = 0;
(ii) K f N ≤ 2K f and L f N ≤ L f .
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(b) Letting yN = −N ∨ y ∧ N for y ∈ R and N ≥ 1, ξ N satisfies (Ag) and ∥ξ N − ξ∥p → 0
as N →∞. In addition, for all l = 1, . . . , L and rl−1 ≤ t < rl we have
∥ξ N − (ξ N )t,rl∥p = ∥ξ N − (ξ t,rl )N∥p ≤ ∥ξ − ξ t,rl∥p ≤ c(8)(rl − t)
θl
2 .
(c) To (ξ N , f N ) we associate (Y N , Z N ) as BSDE solution in L p. In view of the inequality
above and according to Corollary 2, (ξ N , f N ) ∈ BΘp,∞(X). Because K f N , L f N and ∥ξ N∥p are
bounded independently of N , we have
sup
N≥1
cBΘp,∞(ξ
N , f N ) <∞,
which follows by the proof of Corollary 2. Theorem 2 applies to (Y N , Z N ) for each N and there
are cN > 0 such that
∥Z N ,t − Z N ,s∥p ≤ cN
 t
s
ϕ(t)2
rl − r dr
 1
2
for rl−1 ≤ s < t < rl . Looking at the constants in the proof of (C4l) ⇒ (C1l) we realize
that we can take supN c
N =: c < ∞. By Lemma 2 applied to ξ (0) = ξ , f0(ω, s, y, z) :=
f (s, Xs(ω), y, z), (Y (0), Z (0)) = (Y, Z), ξ (1) = ξ N , f1(ω, s, y, z) := f N (s, Xs(ω), y, z), and
(Y (1), Z (1)) = (Y N , Z N ), there is a sub-sequence (Nk)∞k=1 such that Z Nk ,t converges to Z t a.s.
for t ∈ [rl−1, rl) \Nl for some Nl of Lebesgue measure zero. Fatou’s lemma gives
∥Z t − Zs∥p ≤ c
 t
s
ϕ(t)2
rl − r dr
 1
2
for rl−1 ≤ s < t < rl with s, t ∈ [rl−1, rl) \Nl . As in the proof of (C1l) H⇒ (C2l) H⇒ (C3l)
below we can deduce (C2′) and (C3′) where in the case rl−1 ∈ Nl in (C1l) H⇒ (C2l) we have
to replace ∥Zrl−1∥p by lim infn ∥Zρn∥p with ρn ∈ [rl−1, rl) \Nl and ρn ↓ rl−1. 
Definition 5. A measurable function g : R → R is of bounded variation, in short g ∈ BV,
provided that
∥g∥BV := sup
N
sup
−∞<x0<···<xN<∞
N
k=1
|g(xk)− g(xk−1)| <∞.
The following Example 1 is more general than needed in this paper; however this generality
does not require any extra effort and constitutes the natural setting.
Example 1. Assume 0 < θ < 1p ≤ α ≤ 1, g j ∈ BV with
∞
j=1 ∥g j∥αBV < ∞, and linear and
continuous functionals µ1, µ2, . . . ∈ (C[0, T ])∗ with ∥µ j∥ ≤ 1 such that the laws of ⟨X, µ1⟩,
⟨X, µ2⟩, ⟨X, µ3⟩,. . . ,have densities bounded uniformly by a constant β > 0. Define
ξ := Φ(g1(⟨X, µ1⟩), g2(⟨X, µ2⟩), . . .),
where Φ is a measurable function such that
|Φ(x1, x2, . . .)− Φ(y1, y2, . . .)| ≤ κ
∞
j=1
|x j − y j |α
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for some κ > 0. Then there is a constant c > 0 such that for all measurable η : [0, T ] → [−1, 1]
we have thatξ − ξηp ≤ c T
0
η(r)2dr
 θ
2
.
Consequently, given Θ ∈ (0, 1/p)L there is a constant c′ > 0 such that
∥ξ − ξ t,rl∥p ≤ c′(rl − t)
θl
2
for rl−1 ≤ t < rl .
Proof. Using [1, Theorem 2.4] for 1 ≤ q <∞ we get thatξ − ξηp ≤ κ
 ∞
j=1
|g j (⟨X, µ j ⟩)− g j (⟨Xη, µ j ⟩)|α

p
≤ κ
∞
j=1
g j (⟨X, µ j ⟩)− g j (⟨Xη, µ j ⟩)ααp
≤ κ3α+ 1p β qq+1 1p
∞
j=1
∥g j∥αBV
⟨X, µ j ⟩ − ⟨Xη, µ j ⟩ qq+1 1pq
≤ κ3α+ 1p β qq+1 1p
∞
j=1
∥g j∥αBV sup
j
⟨X, µ j ⟩ − ⟨Xη, µ j ⟩ qq+1 1pq
≤ κ3α+ 1p β qq+1 1p
 ∞
j=1
∥g j∥αBV
 sup0≤t≤T |X t − Xηt |

q
q+1
1
p
q
≤ κ3α+ 1p β qq+1 1p
 ∞
j=1
∥g j∥αBV
c(21)  T
0
η(r)2dr
 1
2

q
q+1
1
p
,
where inequality (21) below is used. Taking 1 ≤ q <∞ large enough the assertion follows. 
2.2.2. The second sufficient condition
The second sufficient condition relies on a simple iteration procedure.
Theorem 4. Assume that (Ab,σ ) and (A f ) are satisfied and that ξ := g(Xr1 , . . . , XrL ), whereg(x1, . . . , xL)− g(x ′1, . . . , x ′L)
≤
L
l=1
gl(xl)− gl(x ′l )+ ψl(x1, . . . , xl; x ′1, . . . , x ′l )|xl − x ′l |
with polynomially bounded Borel functions g, gl and ψl such that
∥gl(Xrl )− E(gl(Xrl )|Ft )∥p ≤ c(rl − t)
θl
2 (9)
for l = 1, . . . , L, 0 < θl ≤ 1, and rl−1 ≤ t < rl . Then, (ξ, f ) ∈ BΘp,∞(X).
The proof of Theorem 4 is given in Section 3.3.
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Example 2. Let Φ : RL → R be Lipschitz and g1, . . . , gL be as in Theorem 4, and define
g(x1, . . . , xL) := Φ(g1(x1), . . . , gL(xL)).
To verify (9) for concrete functions gl , it is sufficient to check the inequality for the Brownian
motion and for an appropriately rescaled function.
Proposition 2. Let c(3) > 0 be the constant from Proposition 3 so that
Γ (t, x; s, ξ) ≤ c(3)γ ds−t

x − ξ
c(3)

and let hl(x) := gl

x0 + c(3)x

and assume that
∥hl(Wrl )− E(hl(Wrl )|Ft )∥p ≤ cl(rl − t)
θl
2 for 0 ≤ t < rl; (10)
then (9) holds true for some c > 0.
The proof of this proposition can be found in Appendix B. One can rescale the argument of
the function hl in (10) as well to assume that rl = 1. Examples for (10) with d = 1 and rl = 1
are the following.
(a) If hl(x) = χ[K ,∞)(x) for some K ∈ R, then θ = 1/p according to [13, Example 4.7,
Proposition 4.5].
(b) If hl(x) = xα for x ≥ 0 and hl(x) = 0 otherwise, and 0 < α < 1−(1/p), then θ = α+(1/p)
according to [24, Example 5.2, Lemma 4.7] and [13, Proposition 4.5].
A precise investigation about the relation of (10) to Bθp,q(Rd , γd) can be found in [14].
3. Proofs of the main results
3.1. Proof of Theorem 1
(C1l) H⇒ (C2l) for 0 < θl < 1 is obvious as
∥Z t∥p ≤ ∥Zrl−1∥p + c1
 t
rl−1
(rl − r)θl−2dr
 1
2
= ∥Zrl−1∥p + c1

1
1− θl [(rl − t)
θl−1 − (rl − rl−1)θl−1]
 1
2
≤ ∥Zrl−1∥p + c1(1− θl)−
1
2 (rl − t)
θl−1
2 .
(C2l) H⇒ (C3l) We observe that
∥Yt − Ys∥p =
 t
s
f (r, Xr , Yr , Zr )dr −
 t
s
Zr dWr

p
≤
 t
s
∥ f (r, Xr , Yr , Zr )∥pdr + ap
 t
s
∥Zr∥2pdr
 1
2
≤ K f (t − s)+ L f
 t
s
∥|Xr | + |Yr | + |Zr |∥pdr + ap
 t
s
∥Zr∥2pdr
 1
2
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≤ (t − s)

K f + L f sup
r∈[0,T ]
∥Xr∥p + L f sup
r∈[0,T ]
∥Yr∥p

+ c2

L f
√
T + ap
 t
s
(rl − r)θl−1dr
 1
2
,
where we used that 2 ≤ p < ∞ and where ap > 0 is the constant from the
Burkholder–Davis–Gundy inequality.
(C3l) H⇒ (C4l) Here we get that
∥Yrl − E(Yrl |Fs)∥p ≤ ∥Yrl − Ys∥p + ∥Ys − E(Yrl |Fs)∥p
≤ 2∥Yrl − Ys∥p
≤ 2c3
 rl
s
(rl − r)θl−1dr
 1
2 = 2c3

1
θl
(rl − s)
θl
2 .
(C4l) H⇒ (C5l) We consider
 t
rl−1
|(D2 Fl)(X l−1; s, Xs)|2ds
 1
2

p
=


d
k=1
 t
rl−1
|(∇x (∂xk Fl))(X l−1; s, Xs)|2ds
 1
2

p
≤ 1
η


d
k=1
 t
rl−1
|(∇x (∂xk Fl)σ )(X l−1; s, Xs)|2ds
 1
2

p
≤
d
k=1
1
η

 t
rl−1
|(∇x (∂xk Fl)σ )(X l−1; s, Xs)|2ds
 1
2

p
≤
d
k=1
bp
η
 t
rl−1
(∇x (∂xk Fl)σ )(X l−1; s, Xs)dWs

p
,
where bp > 0 is the constant from the Burkholder–Davis–Gundy inequality and the ellipticity
condition on σ implies that there exists an η > 0 such that η|y|Rd ≤ |y∗σ(t, x)|Rd for all
x, y ∈ Rd . To upper-bound the terms of the last sum we use Itoˆ’s formula and our PDE (which
reduces the number of terms) to obtain
∂xk Fl(X l−1; t, X t )− ∂xk Fl(X l−1; rl−1, Xrl−1)
= −
 t
rl−1

⟨∂xk b,∇x Fl⟩ +
1
2
⟨∂xk A, D2 Fl⟩

(X l−1; s, Xs)ds
+
 t
rl−1
∇x (∂xk Fl)σ  (X l−1; s, Xs)dWs (11)
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which implies that t
rl−1
(∇x (∂xk Fl)σ )(X l−1; s, Xs)dWs

p
≤ ∥∇x Fl(X l−1; t, X t )∥p + ∥∇x Fl(X l−1; rl−1, Xrl−1)∥p
+
 t
rl−1

⟨∂xk b,∇x Fl⟩ +
1
2
⟨∂xk A, D2 Fl⟩

(X l−1; s, Xs)ds

p
≤ κp′ Rt√rl − t + κp′
Rrl−1√
rl − rl−1 + κp′∥∂xk b∥∞
 rl
rl−1
Rs√
rl − s ds
+ κp′ ∥∂xk A∥∞2
 rl
rl−1
Rs
rl − s ds
with Rs := ∥Yrl −E(Yrl |Fs)∥p and rl−1 ≤ s < rl where we used (Ab,σ ) and inequalities (2) and
(3). Consequently,
 t
rl−1
|(D2 Fl)(X l−1; s, Xs)|2ds
 1
2

p
≤ c4 dbp
η
κp′

(rl − t)
θl−1
2 + (rl − rl−1)
θl−1
2
+ sup
1≤k≤d
∥∂xk b∥∞
 rl
rl−1
(rl − s)
θl−1
2 ds + sup
1≤k≤d
∥∂xk A∥∞
2
 rl
rl−1
(rl − s)
θl
2 −1ds

.
(C5l) H⇒ (C2l) Here we start with
Lemma 1. Assume that (Ab,σ ), (A f ) and (Ag) are satisfied. There exists a constant c > 0,
depending at most on σ, b, T, d and 2 ≤ p <∞, such that, for all rl−1 ≤ s < t < rl ,
∥∇x Fl(X l−1; t, X t )−∇x Fl(X l−1; s, Xs)∥p ≤ c(t − s)∥∇x Fl(X l−1; rl−1, Xrl−1)∥p
+ c(t − s)

 s
rl−1
|D2 Fl(X l−1; v, Xv)|2dv
 1
2

p
+ c

 t
s
|D2 Fl(X l−1; v, Xv)|2dv
 1
2

p
.
Proof. For simplicity we will omit X l−1 in the computation. Using (11) with rl−1 replaced by s
we get that
∥∇x Fl(t, X t )−∇x Fl(s, Xs)∥p ≤
d
k=1
∥∂xk Fl(t, X t )− ∂xk Fl(s, Xs)∥p
≤

d
k=1
∥∂xk b∥∞
 t
s
|∇x Fl(v, Xv)|dv

p
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+

d
k=1
∥∂xk A∥∞
2
 t
s
|D2 Fl(v, Xv)|dv

p
+ ap
d
k=1

 t
s
(∇x (∂xk Fl)σ )(v, Xv)2 dv 12

p
≤

d
k=1
∥∂xk b∥∞
 t
s
|∇x Fl(v, Xv)|dv

p
+

d
k=1
∥∂xk A∥∞(t − s)
1
2
2
+ dap∥σ∥∞

 t
s
|D2 Fl(v, Xv)|2dv
 1
2

p
,
where ap > 0 is the constant from the Burkholder–Davis–Gundy inequality, so that
∥∇x Fl(t, X t )−∇x Fl(s, Xs)∥p
≤ c1
 t
s
|∇x Fl(v, Xv)|dv

p
+ c2

 t
s
|D2 Fl(v, Xv)|2dv
 1
2

p
(12)
with c1 := dk=1 ∥∂xk b∥∞ and c2 := √T2 dk=1 ∥∂xk A∥∞ + dap∥σ∥∞. Using this relation for
s = rl−1 and applying Gronwall’s lemma implies
∥∇x Fl(t, X t )∥p ≤ ec1T
∥∇x Fl(rl−1, Xrl−1)∥p + c2

 t
rl−1
|D2 Fl(r, Xr )|2dr
 1
2

p
 .
Now we return to (12) and get that
∥∇x Fl(t, X t )−∇x Fl(s, Xs)∥p
≤ c1
 t
s
∥∇x Fl(r, Xr )∥pdr + c2

 t
s
|D2 Fl(r, Xr )|2dr
 1
2

p
≤ c1ec1T
 t
s
∥∇x Fl(rl−1, Xrl−1)∥p + c2

 r
rl−1
|D2 Fl(v, Xv)|2dv
 1
2

p
 dr
+ c2

 t
s
|D2 Fl(r, Xr )|2dr
 1
2

p
≤ c1ec1T (t − s)∥∇x Fl(rl−1, Xrl−1)∥p
+c1c2ec1T
 t
s

 s
rl−1
|D2 Fl(v, Xv)|2dv
 1
2

p
dr
+ c1c2ec1T
 t
s

 r
s
|D2 Fl(v, Xv)|2dv
 1
2

p
dr + c2

 t
s
|D2 Fl(r, Xr )|2dr
 1
2

p
≤ c1ec1T (t − s)∥∇x Fl(rl−1, Xrl−1)∥p
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+ (t − s)c1c2ec1T

 s
rl−1
|D2 Fl(v, Xv)|2dv
 1
2

p
+ [c1c2ec1T (t − s)+ c2]

 t
s
|D2 Fl(v, Xv)|2dv
 1
2

p
. 
For r ∈ [rl−1, rl) we consider
δvl(x l−1; r, x) := vl(x l−1; r, x)−∇x Fl(x l−1; r, x) (13)
and get that, a.s.,
ul(x l−1; rl−1, xl−1)− Fl(x l−1; rl−1, xl−1) =
 rl
rl−1
f (x l−1; r, Xrl−1,xl−1r )dr
−
 rl
rl−1
δvl(x l−1; r, Xrl−1,xl−1r )σ (r, Xrl−1,xl−1r )dW rl−1r
with f (x l−1; r, x) := f (r, x, ul(x l−1; r, x), vl(x l−1; r, x)σ (r, x)). Letting
λr (x l−1; s, x) :=

Rd
f (x l−1; r, ξ)∇xΓ (s, x; r, ξ)dξ
and applying a stochastic Fubini argument, it follows that
δvl(x l−1; s, Xrl−1,xl−1s )σ (s, Xrl−1,xl−1s )
=
 rl
s
λr (x l−1; s, Xrl−1,xl−1s )drσ(s, Xrl−1,xl−1s ) a.s.
for s ∈ [rl−1, rl) \ Nl(x l−1), where Nl(x l−1) is a Borel set of measure zero. Hence for
s ∈ [rl−1, rl) \Nl(x l−1) we get by (2) and Proposition 1 that
∥δvl(x l−1; s, Xrl−1,xl−1s )σ (s, Xrl−1,xl−1s )∥p
≤
 rl
s
∥λr (x l−1; s, Xrl−1,xl−1s )σ (s, Xrl−1,xl−1s )∥pdr
≤ ∥σ∥∞ κp′
 rl
s
∥ f (x l−1; r, Xrl−1,xl−1r )∥p√
r − s dr
≤ ∥σ∥∞κp′
 rl
s

K f + L f
∥Xrl−1,xl−1r ∥p + ∥ul(x l−1; r, Xrl−1,xl−1r )∥p√
r − s
+ L f ∥vl(x l−1; r, X
rl−1,xl−1
r )σ (r, X
rl−1,xl−1
r )∥p√
r − s

dr
≤ ∥σ∥∞κp′
 rl
s
1√
r − s

K f + L f

∥Xrl−1,xl−1r ∥p
+αl

1+ ∥σ∥∞√
rl − r
1+ |x1|ql,1 + · · · + |xl−1|ql,l−1 + |Xrl−1,xl−1r |ql,lpdr.
By continuity of both sides in s one can estimate the first term by the last term in the above
display for all s ∈ [rl−1, rl). Using the stochastic flow we obtain the inequality
∥Zs −∇x Fl(X l−1; s, Xs)σ (s, Xs)∥p
2098 C. Geiss et al. / Stochastic Processes and their Applications 122 (2012) 2078–2116
≤ ∥σ∥∞κp′
 rl
s
1√
r − s

K f + L f

∥Xr∥p
+αl

1+ ∥σ∥∞√
rl − r
1+ |Xr1 |ql,1 + · · · + |Xrl−1 |ql,l−1 + |Xr |ql,lpdr
≤ c0 <∞,
where c0 > 0 does not depend on s. The assertion (C2l) follows from this and Lemma 1 applied
to s = rl−1 because
∥Zr∥p ≤ ∥Zr −∇x Fl(X l−1; r, Xr )σ (r, Xr )∥p + ∥σ∥∞∥∇x Fl(X l−1; r, Xr )∥p
≤ c0 + ∥σ∥∞(1+ c(1)T )∥∇x Fl(X l−1; rl−1, Xrl−1)∥p
+∥σ∥∞c(1)

 t
rl−1
|D2 Fl(X l−1; v, Xv)|2dv
 1
2

p
.
(C4l) H⇒ (C1l) To make our assumption (C4l) more transparent, the constant c4 > 0 of this
condition is denoted by cBΘp,∞ in the following. Using (13) and letting rl−1 ≤ r < rl , by condition
(Ab,σ ) we get that
∥Zrl−1,x l−1t − Zrl−1,x l−1s ∥p
≤ ∥Zrl−1,x l−1t σ(t, Xrl−1,xl−1t )−1 − Zrl−1,x l−1s σ(s, Xrl−1,xl−1s )−1∥p∥σ∥∞
+∥Zrl−1,x l−1s σ(s, Xrl−1,xl−1s )−1(σ (t, Xrl−1,xl−1t )− σ(s, Xrl−1,xl−1s ))∥p
≤ ∥∇x Fl(x l−1; t, Xrl−1,xl−1t )−∇x Fl(x l−1; s, Xrl−1,xl−1s )∥p∥σ∥∞
+∥δvl(x l−1; t, Xrl−1,xl−1t )− δvl(x l−1; s, Xrl−1,xl−1s )∥p∥σ∥∞
+ Lσ∥σ−1∥∞∥Zrl−1,x l−1s ∥p
×
E Xrl−1,xl−1t − Xrl−1,xl−1s p |Frl−1s  1p∞ + |t − s| 12

≤ cσ,b,p,T

D1(x l−1)+ D2(x l−1)+ D3(x l−1)

with
D1(x l−1) := ∥∇x Fl(x l−1; t, Xrl−1,xl−1t )−∇x Fl(x l−1; s, Xrl−1,xl−1s )∥p,
D2(x l−1) := ∥δvl(x l−1; t, Xrl−1,xl−1t )− δvl(x l−1; s, Xrl−1,xl−1s )∥p,
D3(x l−1) := (t − s) 12 ∥Zrl−1,x l−1s ∥p.
Now we show that each ∥Di (X l−1)∥p, i = 1, 2, 3, is bounded by a constant times (
 t
s (rl −
r)θl−2dr) 12 which implies (C1l).
The term D1(X l−1). Here we use Lemma 1 to get
∥D1(X l−1)∥p = ∥∇x Fl(X l−1; t, X t )−∇x Fl(X l−1; s, Xs)∥p
≤ c(1)(t − s)∥∇x Fl(X l−1; rl−1, Xrl−1)∥p
+ c(1)(t − s)

 s
rl−1
|D2 Fl(X l−1; v, Xv)|2dv
 1
2

p
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+ c(1)

 t
s
|D2 Fl(X l−1; v, Xv)|2dv
 1
2

p
≤ c(1)(t − s)∥∇x Fl(X l−1; rl−1, Xrl−1)∥p
+ c(1)(t − s)
 s
rl−1
∥D2 Fl(X l−1; v, Xv)∥2pdv
 1
2
+ c(1)
 t
s
∥D2 Fl(X l−1; v, Xv)∥2pdv
 1
2
≤ c(1)(t − s)κp′cBΘp,∞(rl − rl−1)
θl−1
2
+ c(1)(t − s)
 s
rl−1
κ2p′c
2
BΘp,∞
(rl − v)θl−2dv
 1
2
+ c(1)
 t
s
κ2p′c
2
BΘp,∞
(rl − v)θl−2dv
 1
2
,
where we have used (3). Finally we apply
(t − s)
 s
rl−1
(rl − v)θl−2dv
 1
2 ≤ (t − s)s − rl−1(rl − s) θl−22
≤ √t − ss − rl−1  t
s
(rl − v)θl−2dv
 1
2
.
The term D2(x l−1) and a linearization: First we follow the approach of [16, Section 2] done for
the one-step scheme, that shows that the difference process ((vl − ∇x Fl)(X l−1; r, Xr ))r∈[rl−1,rl )
solves the linear BSDE with the generator f lin defined below. We fix x1, . . . , xl−1 ∈ Rd and
define f lin : [rl−1, rl)× Rd × R1×d × Rd×d → R1×d by
f lin(x l−1; r, x,U, V ) := A0l (x l−1; r, x)+U B0l (x l−1; r, x)+
d
j=1
V j C
j,0
l (x l−1; r, x),
where V j is the j-th row of V , with
A0l (x l−1; r, x) := ∇x f

r, x, ul(x l−1; r, x), vl(x l−1; r, x)σ (r, x)

+ ∂ f
∂y

r, x, ul(x l−1; r, x), vl(x l−1; r, x)σ (r, x)

∇x Fl(x l−1; r, x)
+
d
j=1
∂ f
∂z j

r, x, ul(x l−1; r, x), vl(x l−1; r, x)σ (r, x)

× ∇x

d
k=1
∂Fl
∂xk
(x l−1; r, x)σk j (r, x)

,
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B0l (x l−1; r, x) :=
∂ f
∂y

r, x, ul(x l−1; r, x), vl(x l−1; r, x)σ (r, x)

IRd +∇x b(r, x)
+
d
j=1
∂ f
∂z j

r, x, ul(x l−1; r, x), vl(x l−1; r, x)σ (r, x)

∇xσ j (r, x),
C j,0l (x l−1; r, x) :=
∂ f
∂z j

r, x, ul(x l−1; r, x), vl(x l−1; r, x)σ (r, x)

IRd +∇xσ j (r, x),
with σ j = (σk j )dk=1 ∈ Rd , δvl defined as in (13), and
δul(x l−1; r, x) := ul(x l−1; r, x)− Fl(x l−1; r, x).
This implies
| f lin(x l−1; r, x,U, V )| ≤ |A0l (x l−1; r, x)| + c(14)[|U | + |V |]. (14)
To associate a BSDE to the driver f lin, we first check that rl
rl−1
∥A0l (x l−1; r, Xrl−1,xl−1r )∥p dr <∞. (15)
For this purpose we let
ψl(x l−1; r) := 1+ ∥∇x Fl(x l−1; r, Xrl−1,xl−1r )∥p + ∥D2 Fl(x l−1; r, Xrl−1,xl−1r )∥p,
which implies that
∥A0l (x l−1; r, Xrl−1,xl−1r )∥p ≤ c(16)ψl(x l−1; r). (16)
In view of (2) and (3), we have that
ψl(x l−1; r) ≤ 1+

1+√rl − r
 κp′
rl − r
× Fl(x l−1; rl , Xrl−1,xl−1rl )− Fl(x l−1; r, Xrl−1,xl−1r )p . (17)
To obtain the integrability of the upper bound on ψl(x l−1; r) (and thus that of ∥A0l (x l−1; r,
Xrl−1,xl−1r )∥p), we show that the assumption on global fractional smoothness implies a local
fractional smoothness. Indeed, our global assumption reads asFl(X l−1; rl , Xrl )− Fl(X l−1; s, Xs)p ≤ cBΘp,∞(rl − s) θl2 (18)
for rl−1 ≤ s < rl . For any 0 < δ < 1 this implies that rl
rl−1
(rl − s)−
pθl
2 −δ
Fl(X l−1; rl , Xrl )− Fl(X l−1; s, Xs)pp ds <∞.
Using the transition density of X and Fubini’s theorem implies the existence of a Borel set
El ⊆ (Rd)l−1 such that Ecl has Lebesgue measure zero and rl
rl−1
(rl − s)−
pθl
2 −δ
Fl(x l−1; rl , Xrl−1,xl−1rl )− Fl(x l−1; s, Xrl−1,xl−1s )pp ds
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is finite for all (x1, . . . , xl−1) ∈ El . For those (x1, . . . , xl−1) ∈ El we may deduce (using (5)) for
s ∈ ((rl−1 + rl)/2, rl) and al := s − (rl − s) thatFl(x l−1; rl , Xrl−1,xl−1rl )− Fl(x l−1; s, Xrl−1,xl−1s )pp
≤ 2p(s − al)−1(rl − al)δ+
pθl
2
×
 s
al
(rl − r)−
pθl
2 −δ
Fl(x l−1; rl , Xrl−1,xl−1rl )− Fl(x l−1; r, Xrl−1,xl−1r )pp dr
≤ 2p+δ+ pθl2 (rl − s)δ+
pθl
2 −1
×
 rl
rl−1
(rl − r)−
pθl
2 −δ
Fl(x l−1; rl , Xrl−1,xl−1rl )− Fl(x l−1; r, Xrl−1,xl−1r )pp dr.
Taking 0 < δ < 1 such that δ + pθl2 − 1 > 0 we obtain a local fractional smoothness
for all (x1, . . . , xl−1) ∈ El . Then for x l−1 ∈ El , inequality (15) is satisfied. Thus, because
of [16, Theorem 2.1] the process (δvl(x l−1; s, Xrl−1,xl−1s ))s∈[rl−1,rl ) solves the U -component of
the BSDE
U rl−1,x l−1s =
 rl
s
f lin(x l−1; r, Xrl−1,xl−1r ,U rl−1,x l−1r , V rl−1,x l−1r )dr
−
 rl
s
(V rl−1,x l−1r )
∗dW rl−1r
∗
for all x l−1 ∈ El (according to (14), (15) and [5, Theorem 4.2], this BSDE has a unique
L p-solution).
Upper bound for ∥D2(X l−1)∥p. Applying Lemma 4 to h = f lin (the function κ from
Lemma 4(iii) is obtained by Proposition 3 and (15) is used) it follows that
∥U rl−1,x l−1s ∥p ≤ c(4)
 rl
s
|A0l (x l−1; r, Xrl−1,xl−1r )|dr

p
≤ c(4)c(16)
 rl
s
ψl(x l−1; r)dr
≤ c(4)c(16)

[rl − s] + κp′
 rl
s

1+√rl − r

×
Fl(x l−1; rl , Xrl−1,xl−1rl )− Fl(x l−1; r, Xrl−1,xl−1r )p
rl − r dr

=: ϕl(x l−1; s),
that means
∥U rl−1,x l−1s ∥p ≤ ϕl(x l−1; s) (19)
with
ϕl(X l−1; s)p ≤ c(4)c(16) [rl − s] + κp′ 1+√T cBΘp,∞  rls (rl − r) θl2 −1dr or
ϕl(X l−1; s)p ≤ c(20)[rl − s] + cBΘp,∞  rl
s
(rl − r)
θl
2 −1dr

. (20)
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Exploiting again Lemma 4 also gives that
∥V rl−1,xr−1s ∥p ≤ c(4)
 rl
s
∥A0l (x l−1; r, Xrl−1,xl−1r )∥p√
r − s dr ≤ c(4)c(16)
 rl
s
ψl(x l−1; r)√
r − s dr
for s ∈ [rl−1, rl) \Nl(x l−1), where Nl(x l−1) has Lebesgue measure zero. Hence
∥U rl−1,x l−1s −U rl−1,x l−1t ∥p
=
 t
s
f lin(x l−1; r, Xrl−1,xl−1r ,U rl−1,x l−1r , V rl−1,x l−1r )dr −
 t
s
V rl−1,x l−1r dW
rl−1
r

p
≤
 t
s
|A0l (x l−1; r, Xrl−1,xl−1r )|dr

p
+ c(14)
 t
s
[|U rl−1,x l−1r | + |V rl−1,x l−1r |]dr

p
+ ap

 t
s
|V rl−1,x l−1r |2dr
 1
2

p
≤
 t
s
|A0l (x l−1; r, Xrl−1,xl−1r )|dr

p
+ c(14)
 t
s
∥U rl−1,x l−1r ∥pdr
+ [c(14)
√
t − s + ap]
 t
s
∥V rl−1,x l−1r ∥2pdr
 1
2
≤
 t
s
|A0l (x l−1; r, Xrl−1,xl−1r )|dr

p
+ c(14)
 t
s
ϕl(x l−1; r)dr
+ c(14)√t − s + ap c(4)c(16)  t
s
 rl
r
ψl(x l−1;w)√
w − r dw
2 dr
 1
2
.
Because P((Xr1 , . . . , Xrl−1) ∈ El) = 1 we can use the stochastic flow property and can
bound ∥D2(X l−1)∥p from above by the L p-norms of the following three expressions. Taking the
L p-norm of the last term gives

 t
s

 rl
r
ψl(X l−1;w)√
w − r dw

2
dr
 12

p
≤
 t
s

 rl
r
1+ ∥∇x Fl(X l−1;w, Xw)∥p + ∥D2 Fl(X l−1;w, Xw)∥p√
w − r dw

2
dr
 12
≤
 t
s
 rl
r
dw√
w − r
2 dr
 1
2
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+ κp′cBΘp,∞
 t
s

 rl
r
(rl − w)
θl−1
2 + (rl − w)
θl−2
2√
w − r dw

2
dr

1
2
≤
 t
s
 rl
r
dw√
w − r
2 dr
 1
2
+ κp′cBΘp,∞

1+√T
 t
s

 rl
r
(rl − w)
θl−2
2√
w − r dw

2
dr

1
2
≤ 2√T√t − s + κp′cBΘp,∞

1+√T

γl
 t
s
(rl − r)θl−1dr
 1
2
with γl :=
 1
0
(1−t)
θl
2 −1√
t
dt . For the next to the last term we obtain t
s
ϕl(X l−1; r)dr

p
≤ c(20)
 t
s

(rl − r)+ cBΘp,∞
 rl
r
(rl − w)
θl
2 −1dw

dr
≤ c(20)

T + cBΘp,∞
2
θl
T
θl
2

(t − s).
Finally, we get by (17) and (18) that t
s
|A0l (X l−1; r, Xr )|dr

p
≤ c(16)
 t
s
∥ψl(X l−1; r)∥pdr
≤ c(16)

(t − s)+√T

1+√T

κp′cBΘp,∞
 t
s
(rl − r)θl−2dr
 1
2

.
The term D3(X l−1). Let rl−1 ≤ s < t < rl and recall
Zrl−1,x l−1t = vl(x l−1; t, Xrl−1,xl−1t )σ (t, Xrl−1,xl−1t ).
From inequality (19) we obtain
(t − s) 12 ∥Zrl−1,X l−1s ∥p
≤ (t − s) 12 ∥σ∥∞∥vl(X l−1; s, Xrl−1,Xrl−1s )∥p
≤ (t − s) 12 ∥σ∥∞

∥∇x Fl(X l−1; s, Xrl−1,Xrl−1s )∥p + ∥U rl−1,X l−1s ∥p

≤ (t − s) 12 ∥σ∥∞(κp′cBΘp,∞(rl − s)
θl−1
2 + ∥ϕl(X l−1, s)∥p)
≤ (t − s) 12 ∥σ∥∞

κp′cBΘp,∞(rl − s)
θl−1
2 + c(20)

[rl − s] + cBΘp,∞
 rl
s
(rl − r)
θl
2 −1dr

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≤ c(t − s) 12 [1+ (rl − s)
θl−1
2 ]
≤ c

(t − s) 12 +
 t
s
(rl − r)θl−1dr
 1
2

.
(C3l) H⇒ (C6l) Let tn,θlk := rl−1 + (rl − rl−1)

1− 1− kn  1θl  for k = 0, . . . , n and
Sn
t
n,θl
k
:= Y
t
n,θl
k
. One obtains for t ∈ (tn,θlk−1, tn,θlk ) ⊆ [rl−1, rl ] and an appropriate η ∈ (0, 1),
that
∥Snt − Yt∥p = ∥(1− η)Ytn,θlk−1 + ηYtn,θlk − Yt∥p
≤ (1− η)∥Y
t
n,θl
k−1
− Yt∥p + η∥Ytn,θlk − Yt∥p
≤ (1− η)c3
 t
t
n,θl
k−1
(rl − r)θl−1dr
 1
2
+ ηc3
 tn,θlk
t
(rl − r)θl−1dr
 12
≤ c3

1
θl
[(rl − tn,θlk−1)θl − (rl − tn,θlk )θl ]
 1
2 = c3 (rl − rl−1)
θl
2√
θl
1√
n
.
(C6l) H⇒ (C4l) We considerY rl+tn,θln−1
2
− Sn
rl+t
n,θl
n−1
2

p
=
Y rl+tn,θln−1
2
− 1
2

Snrl + Sntn,θln−1

p
≥
Y rl+tn,θln−1
2
− 1
2

Yrl + Sntn,θln−1

p
− 1
2
∥Yrl − Snrl∥p
so that
Yrl − 2Y rl+tn,θln−1
2
+ Sn
t
n,θl
n−1

p
≤ 3c6√
n
. But this means that
Yrl − E

Yrl |F rl+tn,θln−1
2

p
≤ 6c6√
n
.
Because rl − rl+t
n,θl
n−1
2 = 12 (rl − rl−1)n
− 1
θl we get that
Yrl − E Yrl |Ftp ≤ 6c6 rl − rl−12
− θl2
(rl − t)
θl
2 for t = rl + t
n,θl
n−1
2
.
Using (5) proves our assertion for rl−1 + rl−rl−12 ≤ t < rl . For the remaining rl−1 ≤ t <
rl−1 + rl−rl−12 we can simply use ∥Yrl − Yrl−1∥p <∞.
(C7l) H⇒ (C4l) Let t ∈ [rl−1, rl). We use (C7l) for n = 1 so that Yt and Yrl can be covered
by one ball with any radius bigger than c7(rl − t)
θl
2 . Taking the infimum of these radii we get
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that ∥Yrl − Yt∥p ≤ 2c7(rl − t)
θl
2 which implies that
∥Yrl − E(Yrl |Ft )∥p ≤ 4c7(rl − t)
θl
2 .
(C3l) H⇒ (C7l) Fix t ∈ [rl−1, rl) and n ≥ 1. Let N ≥ 1 and choose k ∈ {1, . . . , N } such that
t ∈ [t N ,θlk−1 , t N ,θlk ) ⊆ [rl−1, rl). For those time-nets we computed in (C3) H⇒ (C6) that
∥Yu − Yv∥p ≤ c3 (rl − rl−1)
θl
2√
θl
1√
N
for u, v ∈ [t N ,θlk−1 , t N ,θlk ] ⊆ [rl−1, rl ]. Now we choose N ≥ 1 such that the cardinality of
t N ,θlk : k = 0, . . . , N

∩ [t N ,θlk , rl ] is equal to n, i.e. n = 1 + N

rl−t N ,θlk
rl−rl−1
θl
. For n ≥ 2 this
implies that
n
2
≤ n − 1 = N
(rl − rl−1)θl (rl − t
N ,θl
k )
θl ≤ N
(rl − rl−1)θl (rl − t)
θl
and en((Ys)s∈[t,rl ]|L p) ≤ c3 (rl−rl−1)
θl
2√
θl
1√
N
≤ c3√
θl
√
2(rl−t)θl√
n
.
The case n = 1 implies that t N ,θlk−1 ≤ t < t N ,θlk = rl . As in (C3l) H⇒ (C4l) we have
∥Yrl − Ys∥p ≤ c3

1
θl
(rl − s)
θl
2 ≤ c3

1
θl
(rl − t)
θl
2
for all s ∈ [t, rl ] so that e1((Ys)s∈[t,rl ]|L p) ≤ c3

1
θl
(rl − t)
θl
2 . 
3.2. Proof of Theorem 3
(a) We get, a.s., that
Xηs − Xs =
 s
0
[b(r, Xηr )− b(r, Xr )]dr +
 s
0
[σ(r, Xηr )− σ(r, Xr )]

1− η(r)2dWr
+
 s
0
σ(r, Xηr )η(r)d Br −
 s
0
σ(r, Xr )

1−

1− η(r)2

dWr .
Using the Burkholder–Davies–Gundy inequalities, e(s) := E sup0≤r≤s |Xηr − Xr |p is estimated
by
e(s) ≤ 4p−1

T p−1L pb
 s
0
e(r)dr + a pp T p/2−1L pσ
 s
0
e(r)dr
+ a pp∥σ∥p∞
 s
0
η(r)2dr
 p
2 + a pp∥σ∥p∞
 s
0

1−

1− η(r)2
2
dr
 p
2

,
where Lb and Lσ are the Lipschitz constants (with respect to x) of b and σ , and ap the constant
from the Burkholder–Davis–Gundy inequality. Note that 1−1− η(r)2 = η(r)2
1+
√
1−η(r)2 ≤ |η(r)|
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using |η(r)| ≤ 1. Thus, applying Gronwall’s lemma implies sup0≤r≤s |Xηr − Xr |

p
≤ c(21)
 s
0
η(r)2dr
 1
2
(21)
where c(21) > 0 depends at most on (p, T, b, σ ).
(b) We consider Y η−Y and Zη−Z and relate (Y, Z) and (Y η, Zη) to two BSDEs driven by the
same Brownian motion (W, B). This is the purpose of the construction below. Let ϕ = χ[−1/2,1/2]
so that
sup
η∈[−1,1]

ϕ(η)
1− η2 +
1− ϕ(η)
|η|

= 2 (22)
using the convention 00 = 0. Thus, we can define the parameterized driver
f η(t, ω, y, z) := f

t, Xηt (ω), y, z
W ϕ(η(t))
1− η(t)2 + z
B 1− ϕ(η(t))
η(t)

,
where z = (zW , zB) is 2d-dimensional. In view of (22), the driver f η is Lipschitz with respect to
y and z. Thus, for any FW,BT -measurable terminal conditionξ ∈ L p, there is an unique solution
in L p in the filtration FW,B to the BSDE
Yt =ξ +  T
t
f η(s,Ys,Zs)ds −  T
t
Z Ws dWs −  T
t
Z Bs d Bs
because of [5, Theorem 4.2].
(c) For the driver f 0 (i.e. η ≡ 0) and terminal condition ξ we have that (Y, [Z , 0]) solves our
BSDE.
(d) For the driver f η and the terminal condition ξη we have that (Y η, [Zη,W , Zη,B]) with
Zη,Ws = Zηs

1− η(s)2 and Zη,Bs = Zηs η(s) solves our BSDE because
Y ηt = ξη +
 T
t
f (s, Xηs , Y
η
s , Z
η
s ϕ(η(s))+ Zηs (1− ϕ(η(s))))ds
−
 T
t
Zηs

1− η(s)2dWs −
 T
t
Zηs η(s)d Bs
= ξη +
 T
t
f η(s, Y ηs , [Zη,Ws , Zη,Bs ])ds −
 T
t
Zη,Ws dWs −
 T
t
Zη,Bs d Bs .
(e) To sum up, (Y, [Z , 0]) and

Y η,

Zη.

1− η(·)2, Zη. η(·)

solve the BSDEs with data
(ξ, f 0) and (ξη, f η) in the filtration (FW,Bt )t∈[0,T ]. Then, we are in a position to apply Lemma 2
(with d replaced by 2d) and get sup0≤t≤T |Y ηt − Yt |

p
+

 T
0
Zηt 1− η(t)2 − Z t , Zηt η(t)2 dt
1/2
p
≤ c(2)

∥ξη − ξ∥p +
 T
0
| f η(t, Yt , [Z t , 0])− f 0(t, Yt , [Z t , 0])|dt

p

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≤ c(2)

∥ξη − ξ∥p + L f
 T
0
|Xηt − X t |dt

p
+ L f

 T
0
|Z t |
 ϕ(η(t))1− η(t)2 − 1
 dt

p

,
where c(2) (here and thereafter) is not identical with the constant c in Lemma 2 but only refers
to the fact that the inequality of Lemma 2 is used. Now, since
 ϕ(η)√1−η2 − 1
 ≤ cϕ |η| for some
constant cϕ > 0, we have T
0
|Z t |
 ϕ(η(t))1− η(t)2 − 1
 dt ≤ cϕ
 T
0
|Z t |2dt
1/2  T
0
η(t)2dt
1/2
.
With the previous estimate on Xη − X from (21) this leads to sup0≤t≤T |Y ηt − Yt |

p
+

 T
0
Zηt 1− η(t)2 − Z t , Zηt η(t)2 dt
 1
2

p
≤ c(2)
∥ξη − ξ∥p + L f
T c(21) + cϕ

 T
0
|Z t |2dt
 1
2

p
 T
0
η(t)2dt
 1
2
 .
Applying Lemma 2 to ξ (0) = 0, f0 = 0, Y (0)s ≡ 0, Z (0)s ≡ 0, ξ (1) = ξ , f1(ω; s, y, z) :=
f (s, Xs(ω), y, z) and our solution (Y, Z) we obtain
αs(ω) = | f (s, Xs(ω), 0, 0)| ≤ K f + L f sup
0≤t≤T
|X t (ω)|
and
 T0 |Z t |2dt 12 
p
≤ c(2)[K f + L f + ∥ξ∥p]. To complete the proof, it remains to use the
inequalityZηt 1− η(t)2 − Z t , Zηt η(t)2 = |Zηt |2 + |Z t |2 − 21− η(t)2⟨Zηt , Z t ⟩
≥ 1
2
|Zηt − Z t |2. 
3.3. Proof of Theorem 4
(a) In this step, we assume that all (x1, . . . , xL) (and similarly (x ′1, . . . , x ′L)) that appear satisfy
x1 ∈ D2, (x1, x2) ∈ D3, . . . , (x1, . . . , xL−1) ∈ DL where the sets D2, . . . , DL are taken from
Proposition 1. By backward induction we prove the following estimate regarding the terminal
condition Φl(x1, . . . , xl) := ul (x1, . . . , xl−1; rl , xl) of the BSDE at time rl :
Φl (x l)− Φl x ′l ≤ cl l
i=1
gi (xi )− gi (x ′i )+ ψi (x i ; x ′i )|xi − x ′i | . (23)
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This is true for l = L by our assumption. Assume now that (23) holds for some 2 ≤ l ≤ L and
let us prove the inequality for l − 1. We haveΦl−1(x1, . . . , xl−1)− Φl−1(x ′1, . . . , x ′l−1)
≤ ul (x1, . . . , xl−1; rl−1, xl−1)− ul x ′1, . . . , x ′l−1; rl−1, xl−1
+ ul x ′1, . . . , x ′l−1; rl−1, xl−1− ul x ′1, . . . , x ′l−1; rl−1, x ′l−1
≤ ul (x1, . . . , xl−1; rl−1, xl−1)− ul x ′1, . . . , x ′l−1; rl−1, xl−1
+ αl√
rl − rl−1 (1+ |x
′
1|ql,1 + · · · + |x ′l−1|ql,l−1 + |xl−1|ql,l + |x ′l−1|ql,l )|xl−1 − x ′l−1|,
where we used Proposition 1. To estimate the remaining first term we use Lemma 2 and get thatul (x1, . . . , xl−1; rl−1, xl−1)− ul x ′1, . . . , x ′l−1; rl−1, xl−1
≤ c(2)
ul x1, . . . , xl−1; rl , Xrl−1,xl−1rl − ul x ′1, . . . , x ′l−1; rl , Xrl−1,xl−1rl 2
= c(2)
Φl x1, . . . , xl−1, Xrl−1,xl−1rl − Φl x ′1, . . . , x ′l−1, Xrl−1,xl−1rl 2
≤ c(2)c(23)

l−1
i=1
gi (xi )− gi (x ′i )+ ψi (x1, . . . , xi ; x ′1, . . . , x ′i )|xi − x ′i |

.
(b) In the second step, we verify the fractional smoothness, where we use (4) and therefore
the inequalities from step (a). For rl−1 ≤ s < rl , we have
∥Yrl − E(Yrl |Fs)∥p = ∥Φl(Xr1 , . . . , Xrl )− E(Φl(Xr1 , . . . , Xrl )|Fs)∥p.
In particular, this expression depends on x0, b, σ, r1, . . . , rl , s and Φl but not on the specific
realization of the diffusion X . Hence we can assume the extended setting from Section 2.2.1.
Using inequalities (6) and estimate (23) implies that
∥Φl(Xr1 , . . . , Xrl )− E(Φl(Xr1 , . . . , Xrl )|Fs)∥p
≤ ∥Φl(Xr1 , . . . , Xrl )− Φl(Xr1 , . . . , Xrl−1 , X
ηs,rl
rl )∥p
≤ cl
gl(XrL )− gl(Xηs,rlrl )+ ψl(Xr1 , . . . , Xrl ; Xr1 , . . . , Xrl−1 , Xηs,rlrl )|Xrl − Xηs,rlrl |p
≤ cl∥gl(Xrl )− gl(X
ηs,rl
rl )∥p
+ cl∥ψl(Xr1 , . . . , Xrl ; Xr1 , . . . , Xrl−1 , X
ηs,rl
rl )∥2p∥Xrl − X
ηs,rl
rl ∥2p
≤ 2cl∥gl(Xrl )− E(gl(Xrl )|Fs)∥p
+ cl sup
rl−1≤u≤rl
∥ψl(Xr1 , . . . , Xrl ; Xr1 , . . . , Xrl−1 , X
ηu,rl
rl )∥2pc(21)
√
rl − s. 
4. Perspectives
As natural steps, which could follow this paper, we see the investigation of more sufficient
conditions for the fractional smoothness of a BSDE and the investigation of the limiting case as
the number of points r1, . . . , rL tends to infinity. In this connection, the question, to what extend
the generator might be path-dependent, is of interest as well. Moreover, the investigation of the
above results in the context of other types of BSDEs (for example including reflection) and the
development of numerical algorithms based on the discretizations proposed in this paper would
be important.
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Appendix A. Some lemmas about BSDEs
We fix a complete probability space (M,Σ ,Q), 0 ≤ r < R ≤ T (the upper bound T is
used to bound some constants independently from R), d ≥ 1 and a d-dimensional standard
Brownian motion B = (Bt )t∈[r,R] with Br ≡ 0. Furthermore, we assume that (Gt )t∈[r,R] is the
augmentation of the natural filtration of B. The diffusion (Xs)s∈[r,R] is considered with respect to
the same σ and b as used before, restricted to the corresponding time interval. Regarding the flow
(X t,xs )s,t∈[r,R],x∈Rd and the filtrations (Gts)s∈[t,R] we use the same convention as in Section 1.1.
Lemma 2 (L p-stability of Solutions of BSDEs). Let 2 ≤ p <∞, fi : M×[r, R]×Rk×Rk×d →
Rk be measurable with respect to Prog(M×[r, R])×B(Rk)×B(Rk×d) with Prog(M×[r, R])
being the σ -algebra of progressively measurable subsets, and assume that, a.s.,
Y (i)t = ξ (i) +
 R
t
fi (s, Y
(i)
s , Z
(i)
s )ds −
 R
t
Z (i)s d Bs
for i = 0, 1 and r ≤ t ≤ R with R
r
| fi (s, Y (i)s , Z (i)s )|ds + sup
r≤t≤R
|Y (i)t | +
 R
r
|Z (i)s |2ds
 1
2
∈ L p.
Let
αs(ω) := | f1(ω; s, Y (0)s (ω), Z (0)s (ω))− f0(ω; s, Y (0)s (ω), Z (0)s (ω))|
and suppose that there is a L f1 > 0 such that
| f1(ω; s, u1, v1)− f1(ω; s, u2, v2)| ≤ L f1 [|u1 − u2| + |v1 − v2|].
Then there exists a cp > 0, depending on p only, such that for a ≥ L f1 + L2f1 one has
E
 sup
t∈[r,R]
eap(t−r)|1Yt |p +
 R
r
e2a(s−r)|1Zs |2ds
 p
2

≤ cppE

eap(R−r)|1ξ |p +
 R
r
ea(s−r)αsds
p
.
Proof. The result is a direct consequence of [5, Proposition 3.2]. For 1Yt := Y 1t − Y 0t ,
1Z t := Z1t − Z0t and 1ξ := ξ (1) − ξ (0) we get that
1Yt = 1ξ +
 R
t
f (s,1Ys,1Zs)ds −  R
t
1Zsd Bs
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with f (s,1y,1z) := f1(s,1y + Y (0)s ,1z + Z (0)s )− f0(s, Y (0)s , Z (0)s ) and
|f (ω; s,1y,1z)|
= | f1(ω; s,1y + Y (0)s (ω),1z + Z (0)s (ω))− f0(ω; s, Y (0)s (ω), Z (0)s (ω))|
≤ | f1(ω; s, Y (0)s (ω), Z (0)s (ω))− f0(ω; s, Y (0)s (ω), Z (0)s (ω))|
+ | f1(ω; s,1y + Y (0)s (ω),1z + Z (0)s (ω))− f1(ω; s, Y (0)s (ω), Z (0)s (ω))|
≤ αs(ω)+ L f1 [|1y| + |1z|].
Applying [5, Proposition 3.2] implies the assertion. 
The following lemma shows that [26, Theorem 3.2] transfers to our path dependent setting as
expected (see also [20, Section 5]). For the convenience of the reader, the proof is outlined in the
preprint version [11].
Lemma 3 (Representation of a BSDE Parameterized by a Parameter y ∈ RK ). Assume that
(Ab,σ ) and (A f ) are satisfied, that K , d ≥ 1 and that H : RK × Rd → R is Borel-measurable
with
|H(y; x)| ≤ α(1+ |y|γ + |x |β) =: ψ(y, x)
for some α, β, γ ∈ [1,∞). Then there exists a Borel set F ⊆ RK such that Fc is of Lebesgue
measure zero and such that for
G(y; x) := χF (y)H(y; x)
and
U (y; t, x) :=

Y y;t,xt a.s. : r ≤ t < R
G(y; x) : t = R ,
where (Y y;t,xs )s∈[t,R] is the Y -component of the BSDE with respect to the forward diffusion
(X t,xs )s∈[t,R], the terminal condition G(y; X t,xR ) with terminal time R ∈ (0, T ], and the generator
f , the following assertions are satisfied.
(i) For fixed y ∈ RK we have that U (y; ·, ·) ∈ C0,1([r, R)× Rd).
(ii) The functions U : RK × [r, R] × Rd → R and ∇xU : RK × [r, R) × Rd → R1×d are
measurable.
(iii) There exists a c > 0 depending at most on (b, σ, T, α, γ, β, K f , L f ) such that
(a) |U (y; t, x)| ≤ cψ(y; x) for (y, t, x) ∈ RK × [r, R] × Rd ,
(b) |∇xU (y; t, x)| ≤ cψ(y;x)√R−t for (y, t, x) ∈ RK × [r, R)× Rd .
(iv) For any y ∈ RK , the solution of the BSDE with the terminal condition G(y; Xr,xR ), generator
f , and forward diffusion (Xr,xs )s∈[r,R] can be represented as
(a) Y y;r,xt = U (y; t, Xr,xt ) on [r, R],
(b) Z y;r,xt = ∇xU (y; t, Xr,xt )σ (t, Xr,xt ) on [r, R).
Lemma 4 (L p-bound for the Z-process for a Singular Generator). Assume condition (Ab,σ ),
0 ≤ r < R ≤ T , 2 ≤ p <∞ and assume that X = (Xs)s∈[r,R] is the diffusion with parameters
(b, σ ) started in some xr ∈ Rd .1 Consider the BSDE
Ut =
 R
t
h(s, Xs,Us, Vs)ds −
 R
t
Vsd Bs (A.1)
1 We would need to write Xr,xrs but use simply Xs to shorten the notation.
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with a generator h : [r, R) × Rd × Rd × Rd×d → Rd which is measurable with respect to
B([r, R))× B(Rd)× B(Rd)× B(Rd×d) and assume the following.
(i) h(s, ·, u, v) is continuous in x for fixed s, u, v.
(ii) |h(s, x, u1, v1)− h(s, x, u2, v2)| ≤ L(|u1 − u2| + |v1 − v2|) for some L > 0.
(iii) |h(s, x, u, v)| ≤ α(s, x) + λ|u| + µ|v| where α : [r, R) × Rd → R is non-negative and
B([r, R)) × B(Rd)-measurable, α(s, ·) is continuous for fixed s and satisfies α(s, x) ≤
κ(s)[1 + |x |q ] for some q ≥ 0, where the function κ(·) ≥ 0 is bounded on compact
subintervals of [r, R) and R
r
∥α(s, Xs)∥pds <∞.
Then there exists an unique solution (U, V ) such that supr≤t≤R |Ut | +
 R
r |Vt |2dt
 1
2 ∈ L p and
a constant c = c(p, σ, b, T, L , λ, µ) > 0 such that
(1) ∥Ut∥p ≤ c∥
 R
t |α(s, Xs)|ds∥p for t ∈ [r, R),
(2) and there exists a Borel set N ⊆ [r, R) of Lebesgue measure zero such that
∥Vt∥p ≤ c
 R
t
∥α(s, Xs)∥p√
s − t ds
for all t ∈ [r, R) \N .
Proof. The local boundedness of κ ensures
 R
t
∥α(s,Xs )∥p√
s−t ds < ∞ for t ∈ [r, R). The existence
of the unique L p-solution (U, V ) follows from [5, Theorems 4.1 and 4.2] and the statement (1)
follows from [5, Proposition 3.2] where we consider the BSDE with generator h(t)(s, x, u, v) :=
h(s, x, u, v) if s ∈ [t, R) and h(t) := 0 otherwise, and the accordingly modified α. So we turn to
the statement (2).
(a) Fix a bump-function v : Rd → [0,∞) ∈ C∞0 with v(x) = 0 for |x | ≥ 1 and
Rd v(x)dx = 1. For N ≥ 1, ε > 0, x ∈ Rd and ξ ∈ R define
vε(x) := 1
εd
v
 x
ε

, hε,N (s, x, u, v) := (vxε ∗ hN )(s, x, u, v),
where hN :=

hN/
√
d
1 , . . . , h
N/
√
d
d

with ξ N = (ξ ∧ N ) ∨ (−N ) for ξ ∈ R (so that |hN | ≤ N )
and the notation vxε indicates that the convolution is taken with respect to x . Assumption (ii)
implies that
|hε,N (s, x, u, v)| ≤ (vxε ∗ αN )(s, x)+ λ|u| + µ|v|.
The function hε,N is uniformly Lipschitz in (x, u, v) as
|hε,N (s, x1, u1, v1)− hε,N (s, x2, u2, v2)|
≤ L(|u1 − u2| + |v1 − v2|)+ sup
s′,x ′,u′,v′
∇x ′hε,N (s′, x ′, u′, v′) |x1 − x2|,
where we note that ∇x ′hε,N is a matrix, and∇x ′hε,N (s′, x ′, u′, v′) = ε−d−1 |ξ−x ′|≤ε(∇v)

x ′ − ξ
ε

hN (s, ξ, u′, v′)dξ

≤ ε−1vol(B1(Rd))N∥∇v∥∞.
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(b) Fix N ≥ 1 and ε > 0, let h0(s, x, u, v) := hε,N (s, x, u, v)χ[r,R)(s) and α0(s, x) :=
(vxε ∗ αN )(s, x)χ[r,R)(s). Let (U 0, V 0) be the solution of our BSDE (A.1) with h replaced by h0
according to [8, Theorem 2.6], where U 0s := A0(s, Xs) for a continuous and bounded function
A0 : [r, R] × Rd → Rd . It is also shown that λ×Q({(t, ω) ∈ [r, R] × M : |V 0s | > c}) = 0 for
some c > 0. By considering a Picard iteration
U 0,kt =
 R
t
h0(s, Xs, A
0(s, Xs), V
0,k−1
s )ds −
 R
t
V 0,ks d Bs
with U 0,0s ≡ 0 one can show by induction that V 0,ks can be realized as a measurable functional
of s and Xs and obtains finally that there is a measurable function B0 : [r, R] × Rd → Rd×d
with ∥B0∥∞ ≤ c, such that one can realize (using uniqueness from [8, Theorem 2.6]) V 0 as
V 0s = B0(s, Xs). Now
h0(s, Xs,U
0
s , V
0
s ) = Eh0(s, Xs,U 0s , V 0s )+
 s
r
λst d Bt a.s.,
where the matrix λst is obtained via the PDE approach, so that we get, a.s.,
U 0r +
 R
r
V 0t d Bt =
 R
r
h0(s, Xs,U
0
s , V
0
s )ds
=
 R
r
Eh0(s, Xs,U 0s , V
0
s )ds +
 R
r
 R
t
λst dsd Bt
by a stochastic Fubini argument and V 0t =
 R
t λ
s
t ds a.s. for a.e. t ∈ [r, R]. If the set of those t is
denoted by M, then for t ∈M,
∥V 0t ∥p ≤
 R
t
∥λst ∥pds
≤ κp′
 R
t
∥h0(s, Xs,U 0s , V 0s )∥p√
s − t ds
≤ κp′
 R
t
∥a0(s, Xs)∥p + λ∥U 0s ∥p + µ∥V 0s ∥p√
s − t ds
= κp′
 R
t
ψ(s)+ µ∥V 0s ∥p√
s − t ds
withψ(s) := ∥α0(s, Xs)∥p+λ∥U 0s ∥p.Applying the same inequality to s ∈M gives by iteration
for t ∈M that
∥V 0t ∥p ≤ κp′
 R
t
ψ(s)+ µκp′
 R
s
ψ(w)+µ∥V 0w∥p√
w−s dw√
s − t ds
= κp′
 R
t
ψ(s)√
s − t ds + µκ
2
p′ B

1
2
,
1
2
 R
t
ψ(s)ds
+ (µκp′)2 B

1
2
,
1
2
 R
t
∥V 0s ∥pds
≤

κp′ +
√
Tµκ2p′ B

1
2
,
1
2
 R
t
ψ(s)√
s − t ds
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+ (µκp′)2 B

1
2
,
1
2
 R
t
∥V 0s ∥pds.
It follows from the boundedness properties of V 0s that
 R
r ∥V 0s ∥pds <∞. For this reason we can
apply Gronwall’s lemma to derive
∥V 0t ∥p ≤

κp′ +
√
Tµκ2p′ B(1/2, 1/2)

e(µκp′ )
2 B(1/2,1/2)(R−t)
 R
t
ψ(s)√
s − t ds
for t ∈M. Next we estimate ψ(s) by
ψ(s) ≤ ∥α0(s, Xs)∥p + λc(4)(1)
 R
s
∥α0(w, Xw)∥pdw,
where we use Lemma 4(1) (with the same (L , λ, µ)), and get
∥V 0t ∥p ≤ d1
 R
t
∥α0(s, Xs)∥p +
 R
s ∥α0(w, Xw)∥pdw√
s − t ds
≤ d1(1+ 2T )
 R
t
∥α0(s, Xs)∥p√
s − t ds
with d1 :=

κp′ +
√
Tµκ2p′ B

1
2 ,
1
2

e
(µκp′ )2 B

1
2 ,
1
2

T
(1 + λc(4)(1)). Hence, rewriting the
dependence with respect to N and ϵ in our estimates, we have proved
∥V N ,εt ∥p ≤ d2
 R
t
∥(vxε ∗ αN )(s, Xs)∥p√
s − t ds (A.2)
for t ∈M = [r, R] \NN ,ε with d2 := d1(1+ 2T ).
(c) Let N := N ,n NN ,1/n and let ((U Nt , V Nt ))t∈[r,R] be the solution of (A.1) with the
generator hN . Because
lim
ε↓0
 R
r
∥hN ,ε(s, Xs,U Ns , V Ns )− hN (s, Xs,U Ns , V Ns )∥2ds = 0
by dominated convergence (here we use the continuity of h in x) and
|hN ,ε(r, x, u1, v1)− hN ,ε(r, x, u2, v2)| ≤ L[|u1 − u2| + |v1 − v2|],
Lemma 2 implies that limn→∞
 R
r ∥V N ,1/ns − V Ns ∥22ds = 0 for all N = 1, 2, . . . Hence there are
sub-sequences (nNl )
∞
l=1 such that
lim
l→∞ |V
N ,1/nNl
s − V Ns | = 0 Q× λ a.e.
and a Borel set NN ⊆ [0, T ] of Lebesgue measure zero such that
V
N ,1/nNl
s →l V Ns a.s. for s ∉ NN .
Applying Fatou’s lemma on the left-hand side of (A.2) and dominated convergence on the right-
hand side (note that |vxε ∗ αN | ≤ N and that α is supposed to be continuous in x), we derive
∥V Nt ∥p ≤ d2
 R
t
∥αN (s, Xs)∥p√
s − t ds ≤ d2
 R
t
∥α(s, Xs)∥p√
s − t ds
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for all t ∈ [r, R] \ (∞N ′=1NN ′ ∪N ). In the same way, Lemma 2, R
r
∥hN (s, Xs,Us, Vs)− h(s, Xs,Us, Vs)∥2ds →N 0
and |hN (s, x, u1, v1)−hN (s, x, u2, v2)| ≤ L[|u1−u2|+ |v1−v2|] give
 R
r ∥V Ns −Vs∥22ds → 0
and the existence of a subsequence (Nk)∞k=1 such that
lim
k→∞ |V
Nk
s − Vs | = 0 Q× λ a.e.
Hence there is some N0 ⊆ [r, R] of Lebesgue measure zero such that
V Nks →k Vs a.s. for s ∉ N0.
Again applying Fatou’s lemma gives that ∥Vt∥p ≤ d2
 R
t
∥α(s,Xs )∥p√
s−t ds for all N = 1, 2, . . . and
t ∈ [r, R] \ (∞N ′=0NN ′ ∪N ). 
Appendix B
Proposition 3 ([9, pp. 260,72,74,44]). For b, σ satisfying (Ab,σ ), there exists a continuous
transition density
Γ : {(t, x, s, ξ) : 0 ≤ t < s ≤ T and x, ξ ∈ Rd} → (0,∞)
such that P(X t,xs ∈ B) =

B Γ (t, x; s, ξ)dξ for 0 ≤ t < s ≤ T and B ∈ B(Rd), where
X t,xs = x +
 s
t
b(r, X t,xr )dr +
 s
t
σ(r, X t,xr )dWr ,
such that the following is satisfied.
(i) For all multi-indices m and k with |m| + 2k ≤ 3 the derivatives Dkt Dmx Γ (t, x; s, ξ) exist
and are continuous on [0, s)× Rd , and the differentiation can be done in any order.
(ii) For 0 ≤ t < s ≤ T and (x, ξ) ∈ Rd × Rd one has ∂
∂t Γ + 12 ⟨A, D2Γ ⟩ + ⟨b,∇xΓ ⟩ = 0.
(iii) For all multi-indices m with |m| ≤ 3 there exists a constant c = cm > 0 such that for
0 ≤ t < s ≤ T and (x, ξ) ∈ Rd × Rd one has thatDmx Γ (t, x; s, ξ) ≤ c(s − t)− |m|2 γ ds−t  x − ξc

,
where γ dt (η) := 1(2π t)d/2 e−
|η|2
2t .
Remark 3. The weights N r,i,(t,x)R are essential so that we briefly recall their construction.
For notational simplicity we let t = 0 and omit the superscripts (t, x). For i = 1 one
has N r,1R := 1R−r
 R
r (σ (s, Xs)
−1∇Xs∇X−1r )∗dWs
∗
where ∇X t = ∇x b(t, X t )∇X t dt +
∇xσ(t, X t )∇X t dWt with ∇X0 = IRd , the identity matrix (see, for example, [22,17]). To con-
sider i = 2 we follow [17] and let 0 ≤ r < R ≤ T , ρ := (r + R)/2, g : Rd → R be a
Borel measurable polynomially bounded function and F like in (1). For k = 1, . . . , d we have
that (∂F/∂xk)(r, Xr ) = E(F(ρ, Xρ)N r,1ρ (k)|Fr ) a.s. Applying the ∇-operator, which can be
justified by standard methods, we derive that, a.s.
∇x (∂F/∂xk)(r, Xr )∇Xr = E(∇x F(ρ, Xρ)∇XρN r,1ρ (k)+ F(ρ, Xρ)∇N r,1ρ (k)|Fr )
= E(E(g(X R)Nρ,1R |Fρ)∇XρN r,1ρ (k)+ E(g(X R)|Fρ)∇N r,1ρ (k)|Fr ).
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Therefore we can take N r,2R (k) := [Nρ,1R ∇XρN r,1ρ (k)+∇N r,1ρ (k)](∇Xr )−1 to obtain the formula
∇x (∂F/∂xk)(r, Xr ) = E(g(X R)N r,2R (k)|Fr ) a.s.
Proof of Proposition 2. Assume that we have diffusions X1 = (X1t )t∈[0,T1] and X2 =
(X2t )t∈[0,T2] starting in x1 ∈ Rd and x2 ∈ Rd respectively, satisfying our assumptions with
the corresponding transition densities Γ1 and Γ2, and assume that they satisfy Γ1(t, x; s, ξ) ≤
MΓ2(µt, νx;µs, νξ) for some M, µ, ν > 0 and all x, ξ ∈ Rd and 0 ≤ t ≤ s ≤ T1 and with
T2 = µT1. Let g : Rd → R be a polynomially bounded Borel function. Then, for x2 = νx1,
E|g(X1T1)− E(g(X1T1)|Ft )|p ≤ 2p
M3
ν3
E|g(X2µT1)− E(g(X2µT1)|Fµt )|p
withg(x) := g  x
ν

. In fact, we have that
E|g(X1T1)− E(g(X1T1)|Ft )|p
≤

Rd

Rd

Rd
|g(ξ)− g(η)|pΓ1(0, x1; t, x)Γ1(t, x; T1, ξ)Γ1(t, x; T1, η)dxdξdη
≤ M3

Rd

Rd

Rd
|g(ξ)− g(η)|p
×Γ2(0, νx1;µt, νx)Γ2(µt, νx;µT1, νξ)Γ2(µt, νx;µT1, νη)dxdξdη
= M
3
ν3

Rd

Rd

Rd
|g(ξ)−g(η)|pΓ2(0, x2;µt, x)
×Γ2(µt, x; T2, ξ)Γ2(µt, x; T2, η)dxdξdη
≤ 2p M
3
ν3
E|g(X2T2)− E(g(X2T2)|Fµt )|p,
where we used (6). This implies our assertion by taking (Γ1, x1, T1) = (Γ , x0, rl) and T2 = T1,
ν = 1/c(3) and X2t = νx0 + Wt . 
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