Variable selection is recognized as one of the most critical steps in statistical modeling. The problems encountered in engineering and social sciences are commonly characterized by over-abundance of explanatory variables, non-linearities and unknown interdependencies between the regressors. An added difficulty is that the analysts may have little or no prior knowledge on the relative importance of the variables. To provide a robust method for model selection, this paper introduces a technique called the Multi-objective Genetic Algorithm for Variable Selection (MOGA-VS) which provides the user with an efficient set of regression models for a given data-set. The algorithm considers the regression problem as a two objective task, where the purpose is to choose those models over the other which have less number of regression coefficients and better goodness of fit. In MOGA-VS, the model selection procedure is implemented in two steps. First, we generate the frontier of all efficient or non-dominated regression models by eliminating the inefficient or dominated models without any user intervention. Second, a decision making process is executed which allows the user to choose the most preferred model using visualizations and simple metrics.
Introduction
Model selection task is ubiquitous in many branches of science. Investigators are often interested in finding the best predictors for the dependent variable which lead to a good quality of fit and parsimony. A compromise is to be made between fitness and parsimony, as inclusion of too many predictors lead to loss in precision of the regression coefficients and omitting important factors lead to a mis-estimation of the regression coefficients and biased prediction (Murtaugh (1998) ). This trade-off makes a model selection task a two objective problem. However, most of the existing approaches have handled the model selection task as a single objective problem by using various penalized model selection criteria (such as AIC and BIC); see e.g. Jeffreys (1961); Miller (2002) ; Burnham and Anderson (2004) ; MacKay (2003) ; Gregory (2005) ; Zhu and Chipman (2006) and references therein. Despite a lot of work in the direction of model selection techniques, there is no single method which can be utilized for all the problems. This is explained by the fact that model selection task is inherently not a single objective problem with a uniquely defined solution. Instead, each selection criterion or single objective method is bound to produce different results, because they work by giving higher or lower importance to either fitness or parsimony.
In this paper, we propose a multi-objective genetic algorithm for variable selection (MOGA-VS), which draws insights from the advances in the field of evolutionary computation (Deb (2001) ; Coello et al. (2002) ). In MOGA-VS, the model selection task is considered as a multi-objective optimization problem, where the first objective is to reduce the complexity of the model (or reduce the number of coefficients) and the second objective is to maximize the goodness-of-fit (or minimize mean squared error). By doing so, the suggested approach differs from the existing methods in two important ways. First, instead of attempting to arrive at a single model candidate, the method produces a collection of efficient 1 regression models from which the most preferred model can be chosen. Hence, an essential benefit in MOGA-VS is its inbuilt ability to handle model uncertainty. The second difference follows from the separation of optimization process from choosing a particular trade-off between goodness-of-fit and model parsimony. The problem of finding all optimal trade-offs is performed without any user-intervention, whereas the task of selecting an optimal balance between the two objectives is best left as a user's preference-based decision. In MOGA-VS, the decision making process is guided by using a combination of visual tools and metrics.
In practice, model selection often involves considerable trial and error by the user, where various model specifications are examined before arriving at a satisfactory candidate. Most of the times, the user ends up with more than one model of his liking and then resorts to a model selection criteria to choose the better one. Different model selection criteria producing different results is one of the problems which is difficult to avoid, but another significant problem is that the user might end up comparing models which are actually dominated 2 , or in other words, worse in terms of complexity as well as fit. The MOGA-VS algorithm solves the problem of ending up with a dominated model entirely by ensuring that the models being compared are efficient. This means there is no other model which is less complex and can provide a better fit. To evaluate the performance of our approach, the method is tested on both simulated and real datasets. It is shown that it is not wise to resort to a particular model selection criteria while selecting a model as various penalized model selection schemes act as different value functions in a multi-objective domain and represent any one of the models from the efficient set. MOGA-VS, on the other hand, provides the entire efficient set of models to the user, so that an assessment can be done and the most preferred model can be selected. Another advantage of this procedure is that the set of efficient models is obtained by the algorithm without any prior information about the data-set and minimal user intervention.
The rest of this paper is organized as follows. Section 2 provides a summary of the central definitions and an overview of the model selection problem within multi-objective framework. Section 3 gives a literature review on commonly applied model selection methods and discusses their differences to multi-objective optimization framework. The proposed MOGA-VS algorithm is presented in Section 4. A brief description of the underpinnings of genetic algorithms is also provided. Section 5 presents the results from experiments with two different dataset. One of the datasets is a recently published real dataset on Communities and Crime within United States. Comparisons with respect to well known variable selection techniques are included in the study.
Model Selection as a Multi-objective Problem
We begin with a quick review on the model selection task in order to introduce the main concepts and the notation used in multi-objective problems. We also present a summary of the stages included in choosing an optimal model under the multi-objective paradigm.
Trade-off between approximation and estimation error
The regression modeling task can be viewed as a special example of supervised learning. Let Y be the output space and let X = p i=1 X i denote the input space, where X i is domain of the i-th explanatory variable and p is the total number of variables. Given a collection of data (X i , Y i ) ∈ X ×Y, i = 1, . . . , n, with an unknown probability distribution D, the purpose is to find a predictor f : X → Y with minimal error on the training set with respect to D. To restrict the search space, the predictor is assumed to belong to a pre-defined hypothesis space H. For linear regression, the hypothesis space can be written as the set of all linear functions that can be formed using some subset of the variables contained in the input space,
The model selection problem follows from the fact that the hypothesis space consists of models with varying complexity. In the case of regression modeling, the hypothesis space H forms a nested structure H 1 ⊂ H 2 ⊂ · · · H d ⊂ · · · ⊂ H, where H d represents the subset of models with d many variables. This means that in order to find a preferred predictor, we need to choose the size of the hypothesis space that provides a good balance between the approximation error (the error caused by restricting H) and the estimation error (the error caused by learning the predictor from a finite training sample). As discussed by Ando et al. (2005) , among others, it is well known that a fixed sample size having a smaller hypothesis space helps to reduce the estimation error while the accuracy of the predictor suffers. Hence solving the model selection task is equivalent to considering a multi-objective optimization problem with two conflicting objectives.
Multi-objective formulation and optimality
A multi-objective optimization problem has two or more objectives which are conflicting. The objectives are supposed to be simultaneously optimized subject to a given set of constraints. These problems are commonly found in the fields of science, engineering, economics or any other field where optimal decisions are to be taken in the presence of trade-offs between two or more conflicting objectives.
By interpreting the model selection problem as finding a trade-off between approximation error and estimation error, we can formulate the following two objective problem where the two types of error are jointly minimized.
Definition 2.2.1 (Multi-objective problem) Let ϕ : H → N × R, ϕ = (ϕ 1 , ϕ 2 ) denotes an objective vector, where (i) the first objective ϕ 1 : H → N, ϕ 1 (f ) = min{d ∈ N : f ∈ H d } represents the complexity of a model in terms of the number of variables in the predictor; and
(ii) the second objective ϕ 2 : H → R is the empirical risk
2 . This is same as the mean squared error. Some other suitable objective function may also be considered instead of the mean squared error.
Then the optimization problem is given by
(2)
where C ⊂ H is a constraint set.
Usually, multi-objective problems do not have a single optimal solution which simultaneously maximizes or minimizes all of the objectives together; instead there is a set of solutions which are optimal in the sense that they are not dominated by any other solution. Once the models with best-fit corresponding to different complexities are available, the user could make the choice for the most preferred model.
, if both conditions 1 and 2 are true:
The predictor f
(1) is strictly better than f (2) in at least one objective, or ϕ j (f (1) ) < ϕ j (f (2) ) for at least one j ∈ {1, 2}.
The idea is illustrated in Figure 1 is the region dominated by the reference point A. The remaining unshaded area represents the non-dominated region. The concept of dominance gives a natural interpretation for optimality in multi-objective problems, because the quality of any two solutions can be compared on the basis of whether one point (predictor) dominates the other point (predictor) or not.
Definition 2.2.3 (Non-dominated set and Pareto-optimality) Among a set of solutions P ⊂ H, the non-dominated set of solutions P ⋆ are those that are not dominated by any member of the set P, i.e.
When the set P is the entire search space, i.e. P = H, the resulting non-dominated collection of predictors P ⋆ is called the Pareto-optimal set H ⋆ .
To visualize the idea of Pareto-optimality, Figure 2 shows an example of a minimization problem with two objective functions. The shaded region in the figure represents the image of the feasible region in the search space, i.e. ϕ(H) = {ϕ(f ) : f ∈ H}. The bold curve marks the Pareto-optimal set, ϕ(H ⋆ ), which represents all the optimal points in the two objective minimization problem. To understand the difference between Pareto-optimality and non-dominance, the figure shows also a set of points corresponding to the objective function values of a finite collection of other solutions. Let us denote this group by ϕ(P). Among these points, the ones connected by broken line are the values of solutions in P ⋆ which are not dominated by any point in the given finite set displayed on the figure. Hence, although none of these points are Pareto-optimal (because P ⋆ ∩H ⋆ = ∅), they still constitute a non-dominated set with respect to the finite set P. The other points which do not belong to the non-dominated set are dominated by at least one of the points in the non-dominated set. Therefore, the difference between an arbitrary non-dominated set, such as P ⋆ , and the Pareto-optimal set H ⋆ is that, in order for a solution to be considered Pareto-optimal it must be globally non-dominated in the entire search space.
Choosing an optimal model in multi-objective framework
Having discussed the meaning of optimality in the context of multi-objective optimization, it is clear that solving a multi-objective problem is fundamentally different from classical single-objective optimization. The commonly applied model selection techniques attempt to arrive at a single optimal model, whereas solving the multi-objective problem 2.2.1 leads to a collection of predictors which are globally non-dominated. That is, each of them represents an optimal trade-off between model parsimony and goodness-of-fit. What remains is a decisionmaking problem. Out of the multiple optimal solutions, the user should select the most preferred model according to his own view on desirable trade-off. Consequently, a multiobjective approach to optimal model selection can be naturally represented in the following stages:
Stage 1: Finding the Pareto-optimal models H ⋆ . Solving the problem 2.2.1 is a computationally demanding task. However, the recently developed techniques for evolutionary computation can handle the optimization problem in an efficient manner. A detailed description of the approach suggested in this paper is provided in Section 4.
Stage 2: Choosing an optimal model with preferred trade-off. Once the collection of Paretooptimal models is known, it can be graphically analysed to get a better understanding of the trade-off between ϕ 1 and ϕ 2 . The proposed techniques for analysing both the objective space ϕ(H ⋆ ) and the predictor set H ⋆ are discussed in Section 4.2. Based on the understanding, the user can choose one or more Pareto-optimal model for further evaluation. The selection rules are discussed in Section 4.3
The multi-objective framework is focused on finding the Pareto-optimal solutions and leaves the final model choice as a preference-based decision-making problem. On the other hand, the classical methods, instead of revealing the Pareto-optimal frontier, impose an a priori assumption on the way in which the conflicting objectives should be balanced (e.g. by using a penalizing scheme). By doing so, the classical approaches effectively reduce the multi-objective optimization problem into a single objective optimization problem that yields only one model candidate as a solution. To discuss its differences with the multi-objective framework, an overview of commonly applied model selection techniques is given below in Section 3.
Review on Model Selection Methods
A number of model selection criteria and methods have been suggested in the recent literature on statistical modeling and machine learning. However, given the lack of any clear standard, none of the methods has become dominant, and this leaves the user puzzled as to which approach to use. Most of the times, each of these selection criteria or methods lead to a different solution which makes it difficult for the user to pick up a model. Below we will discuss the various approaches and their relationship to the multi-objective framework. The models have been roughly categorized into four groups: (1) we begin the overview with a discussion on the various penalized model selection criteria available in the literature which help a user to compare a set of regression models; (2) next, a review on the various stepwise model selection schemes is provided; (3) in the third subsection, we discuss some of the heuristic approaches which are currently used for regression model selection; (4) the last group covers a few recently introduced Bayesian variable selection techniques. The section concludes with a summary of the central differences between the classical methods and the multi-objective framework suggested in this paper.
Selection by Complexity Regularization
Talking about the penalized model selection criteria, it can be found that there exist a number of model selection criteria in the literature. However, there are two criteria which are very commonly used. One is an information-theoretic method pioneered by Akaike (1974) , known as the Akaike Information Criteria (AIC) and the other one uses the Bayesian evidence, known as the Bayesian Information Criteria (BIC) (Schwarz (1978) ). A model which gives the least value for the criterion is the most preferred one. There are many other information criteria which are not commonly used and have been derived using similar principles as AIC and BIC. They are Deviance Information Criteria (DIC) (Spiegelhalter et al. (2002) ), Expected Akaike Information Criteria (EAIC), Fisher Information Criteria (FIC) (Wei (1992) ), Generalized Information Criteria (GIC) (Nishii (1984) ), Network Information Criteria (NIC) (Murata et al. (1991) ) and Takeuchi Information Criteria (TIC) (Takeuchi (1976) ).
The classical information criteria can be essentially viewed as various forms of complexity regularization scheme, where the purpose is to penalize complex models based on their information content or using prior knowledge. In general, the choice of model by complexity regularization can be understood as solving a single objective minimization problem,
whereR n : H → R denotes the empirical risk (e.g the function ϕ 1 in Problem 2.2.1), and C : H → R represents the cost of model which is commonly expressed in terms of the model size and sample size. For example, the use of Akaike's Information Criterion corresponds to minimizing a single objective function, whereR n (f ) = −2 log(ϕ 2 (f )) and C(f ) = 2ϕ 1 (f )/n with λ = 1. Hence the choice of penalty scheme (or information criterion) is equivalent to solving a multi-objective optimization problem where the preferred trade-off between the objectives ϕ 1 and ϕ 2 is given a priori. The obtained solution to (3) corresponds to a single point from the Pareto-optimal frontier H ⋆ . In practice, however, the users of information criteria rarely attempt to solve the problem (3) in a rigorous manner. Instead, they end up comparing some subset of models P ⊂ H which are not necessarily optimal. More disciplined approaches that aim at finding an ap-proximate solution to the complexity regularization have utilized stepwise selection methods or genetic algorithms discussed below.
Stepwise Selection Methods
Stepwise methods are commonly used to select the predictor variables in a regression model. The methods commonly used are forward selection, backward elimination and stepwise regression. Forward selection method adds variables to the model until no remaining variable (outside the model) can add anything significant to the dependent variable. Forward selection starts with no variable in the model. Backward elimination is opposite to forward selection where variables are deleted one by one from the model until all remaining variables contribute something significant to the dependent variable. Backward elimination begins with a model which includes all the variables. Stepwise regression is a modification of the forward selection method in a way such that variables once included in the model are not guaranteed to stay. A detailed discussion on these approaches and their weaknesses can be found in a recent study by Ratner (2010) .
Genetic algorithms and other heuristics
A number of studies use genetic algorithms (GA) and other heuristic algorithms to choose regressors in a regression problem. Some of the studies to the knowledge of the authors are Paterlini and Minerva (2010) ; Broadhursta et al. (1997) ; Gilli and Winker (2009) . However, they differ from the method proposed in this paper as they assume a single objective function (usually an information criteria) and then use the heuristic algorithm to find an optimal regression model which optimizes the chosen objective. For example, one such algorithm is the Parallel Genetic Algorithm (PGA) framework suggested by Zhu and Chipman (2006) . A recent heuristic by Wolters et al. (2011) proposes a non-convergent approach for generating a large number of models for a fixed model size. Thereafter, a feature extraction problem is solved to choose the most appropriate model. This study differs from ours, as we target the entire set of Pareto-optimal models in a single run of the algorithm. In the process of converging towards the best-fit models, we also get a high number of dominated models close to the Pareto frontier as a by-product of our optimization scheme.
Best Subsets Method
In the best subsets method, usually an exhaustive or a branch and bound algorithm (Furnival and Wilson (1974) ) is used to find the best models corresponding to fixed number of variables. The best subset selection finds the model with the greatest goodness-of-fit, for a fixed number of variables. When repeated for different number of variables, this procedure yields a set of efficient solutions similar to what we are aiming for. The algorithm to find the best subsets becomes computationally very expensive with increasing number of variables and is not a viable technique when the number of variables are very high.
Bayesian Model Averaging
An alternative to frequentist approaches for model selection is the use of techniques developed for Bayesian model averaging (BMA) (Leamer (1978) ; Madigan and Raftery (1994) ; Chatfield (1995) ; Hoeting et al. (1999) ; Montgomery and Nyhan (2010) ; Clyde et al. (2010) ) technique for model selection. In our experiments, we consider one such method where BMA is used to rank models and uses the all subsets method. The BMA technique computes the full joint posterior distribution over models which allows incorporation of model uncertainty in posterior inferences. The posterior distribution over models is given by
where p(Y|f ) = p(Y|θ f , f )p(θ f |f )dθ f is proportional to the marginal likelihood of f and θ f is the parameter vector for model f . Commonly the posterior is constructed under the assumption of normality in the regression model. The quality of the models can then be compared in terms of their posterior probabilities. For instance, when searching for an optimal model, a common strategy in BMA is to select the highest posterior probability model. As discussed by Clyde et al. (2010) , there are several other strategies to perform optimal model selection e.g. based on maximization of posterior expected utility. However, the difficulty in BMA is that when a large number of variables is involved, enumeration of the models in the hypothesis space H becomes a heavy task. Therefore, the use of Markov Chain Monte Carlo techniques or adaptive sampling is necessary even for problems of moderate size. Bayesian model averaging technique could also be used with our algorithm for selecting the best model from the non-dominated set of models.
3.6 Central differences and motivation for MOGA Both classical and multi-objective approaches have their pros and cons. The classical scheme is optimal if the chosen penalty scheme is a good representation of the user's preferences for trade-off between empirical risk and model complexity. However, many a times, the model selection can turn out to be quite sensitive to the choice of complexity penalty. Furthermore, as discussed by Montgomery and Nyhan (2010) , uncertainty about the correct model specification can be very high in practical applications. For instance, in social sciences such as political research, where large sets of control variables are involved, an attempt to find a single best model is often poorly justified. The multi-objective framework proposed in the present paper differs from the classical model selection techniques in the following respects: (i) Multiple optimal solutions: By treating the model selection task as a multi-objective optimization problem, we are always looking for a collection of Pareto-optimal solutions instead of attempting to choose one single optimal point directly. The Pareto set contains the best solution in terms of goodness-of-fit for each complexity. Therefore, these set of optimal solutions guarantee that for a given number of variables, there cannot exist a model which can provide a better fit for the training data.
(ii) Separation of concerns: The purpose in multi-objective approach is to avoid making an a priori choice of a complexity penalty. To accomplish this, a distinction is made between stages which can be objectively decided and those which are more dependent on the user's preferences and the particular application at hand. Finding the Paretooptimal frontier is an optimization problem that can be solved without any a priori assumptions, whereas the choice of the preferred point(s) from the Pareto-optimal set is both preference as well as application dependent question. Therefore, in the proposed approach, the optimization stage, and decision-making stage are treated separately. By doing so, the multi-objective technique enhances understanding of the trade-off and what separates the alternative predictors.
The remaining question is how to find the Pareto-optimal solution. Of course, for a finite search space H, it is always possible to use a brute force to find the Pareto-optimal set. However, such a naive approach would be intractable in practice. To solve the optimization problem in an efficient manner, our approach introduces a specialized multi-objective optimization framework that is based on evolutionary computation.
The MOGA-VS Framework
In this section, we discuss a step-by-step procedure for the Multi-objective Genetic Algorithm for Variable Selection (MOGA-VS). The framework of this algorithm has been inspired by some of the existing evolutionary multi-objective (EMO) procedures (Deb et al. (2002); Zitzler et al. (2001) ). The presented algorithm has been specialized to handle the problem 2.2.1 of variable selection efficiently. This section first provides a step-by-step procedure for the proposed algorithm (MOGA-VS). Then, the techniques used for visualizing the Pareto-optimal frontier and selection criteria are discussed.
4.1
Step-by-Step Procedure for MOGA-VS Using the basic genetic algorithm framework, we suggest a specialized algorithm for producing the efficient set of regression models when one objective is minimization of number of variables and the other objective is minimizing the mean squared error (other empirical risk measure may also be used). It should be noted that whenever we refer to a population member it means we are referring to a regression model. Each member/regression model is represented by a binary string of the size of number of maximum variables. If a particular variable is present, the bit value is 1; otherwise the bit value is 0. For example, if there are K number of maximum variables (x 1 , x 2 , . . . , x K ) then the string (1, 0, 0, 1, . . . , 1) K represents a regression model where the first variable is present, second is absent, third is absent, fourth is present and so on. Sum of the bits (number of variables present in the model) in the string represents the first objective and the mean squared error of the regression model represents the second objective. A step-by-step procedure for the Multi-objective Genetic Algorithm for Variable Selection (MOGA-VS) is described as follows:
1. Initialize a parent population, P, of size N by randomly picking the regression variables for each of the members.
2. Find the non-dominated set of solutions in the population, i.e. P ⋆ .
3 3. Pick up any member from the non-dominated set P ⋆ and another member randomly from P to perform a single point crossover (Goldberg (1989) ) of the binary strings leading to two offsprings. Repeat the process with different parents until λ offspring members are produced. Add the offspring members to the set O.
4. Perform a binary mutation (Goldberg (1989) ) on each of the offspring members in set O by flipping the bits with a particular probability.
6. Add all the offspring members from the set O to P. The size of P exceeds N, therefore delete dominated members with highest number of variables until the size of P becomes equal to N. In case all the members are non-dominated, then delete the members with highest number of variables.
7. If specified number of iterations, i, are done then terminate the process and report the non-dominated set from P else go to step 3.
Choosing non-dominated parents for crossover, helps the algorithm in exploring members which are closer to the Pareto-optimal front. The output of the above algorithm is a nondominated set of regression models P ⋆ , which provides an approximation for the Paretooptimal frontier H ⋆ of the entire hypothesis space. Once these models are available, the Pareto-optimal frontier needs to be explored to find the most preferred points. This can be done using a combination of graphics (Section 4.2) and simple selection metrics (Section 4.3).
Visualizing the Pareto-optimal frontier
In order to get a quick overview of the obtained solutions, a commonly applied strategy is to construct an illustration of the Pareto-optimal set in the objective space. In MOGA-VS framework two types of graphs are considered: (i) Objective Space (OS)-plot: The Pareto-optimal frontier obtained as a solution to Problem 2.2.1 is a plot where the empirical risk ϕ 1 of the efficient models is presented as a decreasing function of model complexity, i.e. {(ϕ 1 (f ), ϕ 2 (f )) ∈ N × R : f ∈ H ⋆ }. The plot can be used for analysing the trade-off between empirical risk and complexity before choosing one of the models. (see Section 4.3).
(ii) Hypothesis Space (HS)-plot: To get an idea on the structure of the Pareto-optimal models, i.e. what variables and how many are contained in them, a quick remedy is to consider a HS-plot which is reminiscent of a Gantt-chart in the hypothesis space. In HS-plot, the y-axis shows the variables contained in the Pareto-optimal models, and x-axis shows the optimal models as ordered according to their complexity, i.e. if the input-space X has p-variables, HS-plot corresponds to the set {(ϕ 1 (f ), x k,f ) : k ∈ {1, . . . , p}, f ∈ H ⋆ } where x k,f ∈ {0, 1} is an indicator for whether f has the k-th variable or not. Green-colour in the chart indicates presence of a variable.
Illustrations of the graph-based tools and their use are discussed in the light of experiment studies in Section 5.
Selecting efficient models
The graphical representations of the Pareto-optimal frontier can be used in conjunction with other criteria to decide which of the optimal models to choose for further examination. Some of these strategies are discussed below.
(i) Knee-point strategy: Observing a knee-point (Bechikh et al. (2010) ; Das (1999) ; Branke et al. (2004); Deb (2001) ) in the OS-plot can be considered as an indicator for an optimal degree of model complexity. A "knee" is interpreted as a saturation point in terms of goodness-of-fit vs complexity, where further increase in model complexity yields only minor improvement in fit. As demonstrated in Section 5, this strategy appears to work quite well in many problems despite its simplicity.
(ii) Bayesian statistics: Another strategy is to consider the use of Bayesian Model Averaging approach along the Pareto-optimal frontier only. This would allow the user to select more than one optimal model to perform statistical inference. For example, if B ⋆ ⊂ H ⋆ is a neighborhood of models surrounding the knee-point of the optimal frontier, the user might want to combine several models to perform posterior inferences on a given quantity of interest ∆, i.e. p(∆|Y ) = f ∈B ⋆ p(∆|f, Y )p(f |Y ). This is an appropriate strategy in particular when the user has prior information.
(iii) Information criteria: The efficient frontier can be also explored using various information criteria discussed in Section 3. Applying different information criteria, to these optimal models, lets the user know as to which of the criteria agree with each other and which do not.
(iv) F-tests: In case the user finds that several of the Pareto-optimal models are worthy candidates for further evaluation, then non-nested F-tests or encompassing F-tests between the competing specifications can be considered. More details on non-nested testing can be found e.g. in Davidson and MacKinnon (2004) .
Results
We provide the results on two different datasets in this section. The evaluation of MOGA-VS is first performed on a simulated dataset for which the true model is known. Thereafter, the procedure is evaluated on a recently published communities and crimes dataset 4 within the United States. The purpose is to find the attributes that best explain the total amount of violent crimes per 100K population. The section provides a comparison of the MOGA-VS framework with other state of the art techniques. 
Simulated Example
We provide the results obtained from a simulated example with 100 variables and 500 observations. To increase the difficulty of the problem we have made all the 100 variables highly correlated by using the following mechanism:
This introduces a pairwise correlation among all the variables as 0.80. The response variable is then constructed as follows:
Once the response and predictor variables are generated, they are fed into the MOGA-VS algorithm. The algorithm is executed for 500 generations and produces a Pareto-frontier of efficient models with complexities varying from 1 to 100. A part of the frontier produced by the algorithm is shown in Figure 3 for a dataset. We have performed a comparative study, where we examine the performance of our method against the Lasso (Tibshirani (1996) ) scheme. The Lasso frontier is generated by solving a number of single objective optimization problems with different parameter values 5 . Figure 3 also shows the frontier obtained from the Lasso scheme using the same dataset. It can be observed that the models generated using Lasso are far away from the MOGA-VS frontier. We have performed a simulation study where we execute each of the methods on 10 different datasets to observe the precision and accuracy. Figure 4 shows the results obtained from 10 sample runs of both the methods.
It is easy to observe the better performance of MOGA-VS, both in terms of accuracy and precision as compared to the Lasso scheme. Most of the models produced by Lasso are far away from the frontier, and on the other hand, MOGA-VS frontier always passes close to the true model. We also execute the stepwise regression model on the simulated data, and the average number of predictor variables chosen by the method from 10 different datasets is 14.70, when the true model has 10 variables.
The results produced by MOGA-VS on this simulated example demonstrates its superiority over other state of the art schemes, in helping the decision maker choose an appropriate model. It is not a wise idea even in simple simulated problems to rely entirely on variable selection schemes like stepwise regression methods or some information criteria. Methods like Lasso are capable of generating a frontier of solutions, however, as we observe from the results, the models are not necessarily even close to efficient. Best subset methods might be an alternative for producing efficient models, however, with large number of variables it is not feasible to evaluate all the possible models before deciding on the efficient ones. We provide a more detailed discussion and comparison results on the communities and crime example in the next sub-section.
Communities and crime
The communities and crimes dataset (Redmond (2009) ) is formed as a combination of the socio-economic and law enforcement data from the 1990 US Census. The data also includes crime statistics from the 1995 FBI Uniform Crime Report. As discussed by Redmond and Baveja (2002) , the data set was originally collected to create a data-driven software tool called Crime Similarity System (CSS) for enabling cooperative information sharing among police departments. The idea in CSS is to utilize a variety of context variables ranging from socioeconomic, crime and enforcement profiles of cities to generate a list of communities that should be good candidates to co-operate due to their similar crime profiles.
To demonstrate the performance of MOGA-VS framework, we consider the data-mining task of finding variables that best predict how many violent crimes are committed per 100K people. The number of candidate variables is 122, which corresponds to a hypothesis space H of size 2 122 . All of the variables have been normalized into [0, 1] interval to put all data into the same relative scale. The number of observations (or cases) is 1994, and each observation represents a single city or community. According to Redmond and Baveja (2002) , the variables have been chosen in close co-operation with police departments to find a collection of factors that provide a good coverage of the different aspects related to the community environment, law enforcement and crime. However, some of the variables included in the data set could not be used directly "as is" due to the large number of missing values. To alleviate this, imputation technique 6 was used to replace missing values on 20 attributes. The MOGA-VS algorithm used the following parameter values: Population size: N = 122, Maximum number of iterations: i = 500, Crossover probability: p c = 0.9, Mutation probability: p m = 1/122, No. of offsprings: λ = N. A description of the Pareto-optimal frontier is provided in Figure 5 . The plot shows the progress of the MOGA-VS algorithm when all the 1994 observations are considered. In addition to the final frontier, snapshots of intermediate generations are shown to illustrate the convergence towards the optimal front. The algorithm is able to provide a good approximation of the Pareto-frontier already by the 100th generation. However, more generations are needed to ensure convergence to the true frontier. The final result is the set of nondominated solutions obtained by the algorithm after executing it for 500 generations. The plot for generation 1 denotes the initial random models. It can be seen from the graph that the initial random models are initialized in the region close to 61 variables. The reason for this is that the initial bits are chosen to be either 0 or 1 with a 50% probability. Therefore, the 122 bit chromosome has 61 number of expected variables. The algorithm is implemented on MATLAB, and required a total execution time of 37.27 minutes on a Linux machine with 2.5 GHz intel dual core processor and 2 GB or RAM. A total of 61,000 regression models were solved to arrive at the final frontier.
Most of the times we are interested in parsimonious models, so initializing the population with fewer 1s would boost the convergence. The convergence can be further enhanced by specifying constraints in the algorithm to perform a restricted search and producing only those models between i to j number of variables. Given a variable collection with 122 candidates, we would hardly want the final models to contain more than 20 variables. Therefore, a faster approximation of the interesting region of the Pareto-optimal frontier can be obtained by restricting the search for models with size between 1 to 20. Instead of starting the MOGA-VS algorithm with a random population, it is also possible to start the algorithm with close Pareto-solutions as initial population. One of the stepwise selection techniques could be first executed on the dataset to get the trajectory of the stepwise approach. Thereafter, the trajectory models could be used to generate the starting population for the MOGA-VS approach. Trajectory models could be a much better starting guess as compared with a random population. However, in this paper we do not use any starting guesses to justify that the MOGA-VS alone could lead to a diverse set of Pareto-optimal solutions.
Based on visualization of the frontiers, we find that the knee of the curve lies in the region of 5 to 15 variables. The models which explain most of the variation in the response variable are the ones in the knee region. The incremental contributions of the remaining combinations of 112 variables are relatively small. This means that incorporating more explanatory variables would lead to only minor additional explanation of the variation. Choosing one of the models from the knee region offers a good compromise between goodness of fit and complexity. In the Table 1 we provide the HS-plot which shows all non-dominated models with 5 to 15 number of variables produced by the MOGA-VS algorithm. The variables which are present in the model are marked as 1 and the others are marked as 0. This chart provides a useful information as to when the size of the model is increased by 1 which variable(s) enter the model and which variable(s) are eliminated from the model. Consider a scenario, when a model size is increased from k to k + 1 causing one variable to leave the model and two variables to enter the model. It suggests that the explanatory power of the two variables entering the model is more than the explanatory power of the variable leaving the model when the remaining k −1 variables are kept intact. The chart helps a user to build an insight about the problem and enhances his understanding in order to choose a regression model wisely. After having the background information provided by the MOGA-VS algorithm, one can proceed to use a strategy for model selection. In the next sub-section we discuss the results obtained by other variable selection strategies.
Results obtained from other techniques
In this section, we present the results from other state-of-the-art techniques used for variable selection. Figure 6 shows the frontier obtained using MOGA-VS against the frontier produced by the Lasso scheme of Tibshirani (1996) . The Lasso frontier is obtained by solving single objective optimization problems with different parameter values 7 . Along with the two frontiers, the figure also shows the trajectory for a stepwise regression scheme, which is found to be close to the frontiers. The model shown with a cross is the final model chosen by the stepwise regression method. The initial points for Lasso and Stepwise method are not visible in the figure as they have a high MSE value. Figure 7 shows the models obtained using the BMA approach for two different parameter values for the leaps algorithm 8 , i.e. nbest = 1 and nbest = 10. The parameter nbest represents the number of models for each variable size to be generated by the leaps algorithm. The results produced in the first two figures are obtained by utilizing the entire data-set for training. In both figures, we observe that the models produced by Lasso, Stepwise and BMA are dominated by the MOGA-VS frontier.
7 The Lasso parameter was incremented from 0 in steps of 0.01, and a singe objective optimization problem was solved for each parameter until a model is obtained which includes all the variables.
8 http://cran.r-project.org/web/packages/BMA/BMA.pdf Table 1 : Models in the knee region of the Pareto-optimal frontier. To examine the sensitivity of the model selection techniques for the choice of training and evaluation data, we proceed with another experiment, where the original data-set is divided into training and evaluation set. To obtain the average results, we create multiple test-sets of training and evaluation data by randomly choosing 50% of the rows from the original data-set as training set and the remaining rows as evaluation set. Aggregated results of the randomization experiment are furnished in Tables 2 and 3 , which provide a performance metric for all the methods across 20 different test sets of training and evaluation data. For the i th test-set we generate the frontiers using one of the methods, and calculate the average MSE (say κ method i ) for a part of the frontier models 9 . The comparison metric is computed by taking an average of κ method i across 20 test sets (say κ method ) for each of the methods. Lower value for κ method denotes a better performance. We conclude from the results that the best-fit models for the training set perform better even on evaluation set, but this may not always be true. The performance metric denotes a slightly better performance for the MOGA-VS algorithm on the training sets as well as the evaluation sets. Figures 8 and 9 provide the results on the evaluation data-set for MOGA-VS, Stepwise Regression, Lasso and BMA for a particular test-set out of 20 randomly generates test-sets. The cross-mark on Figure 8 is the model suggested by the stepwise regression method. We can observe from the graphs that the frontier for MOGA-VS is slightly ahead of the other frontiers particularly towards models with smaller number of variables.
In Table 4 we provide the results for BMA, PGA and stepwise regression methods. A Stepwise trajectory on the evaluation set when 50% of the communities and crime data is used as training set and the remaining 50% as evaluation set. Figure 9: The figure shows a part of the MOGA-VS frontier, and BMA results for two different parameters on the evaluation set when 50% of the communities and crime data is used as training set and the remaining 50% as evaluation set.
direct comparison with the MOGA-VS results can be obtained by comparing To summarize, most of the existing methods have their own merits and demerits. Lasso solves a single objective optimization technique and produces a point close to the frontier. However, as we see from the results, the models obtained using the Lasso scheme for small number of variables might be far away from the Pareto-frontier. Stepwise regression provides a trajectory which passes close to the frontier, but the final model proposed by the method may not be the most appropriate one. In the communities and crime example, we observe that the final model proposed by the stepwise regression method contains a large number of variables. The solutions produced by using the best subsets method could be an alternative, but it becomes excessively computationally expensive for high number of variables. Under such an uncertainty, we feel that the MOGA-VS approach would be a helpful tool as it provides the entire set of best-fit models, based on which the choice for the most appropriate model could be made.
Conclusions
In this paper, we have proposed a Multi-objective Genetic Algorithm for Variable Selection (MOGA-VS) which can be used for producing the entire set of efficient regression models. Once the efficient set of models is known, the most preferred model can be chosen by assessing these models. The proposed algorithm has been tested on a real data-set, and results have been presented. Comparison studies have been performed with state of the art techniques like Lasso, BMA, Stepwise regression methods and PGA. The results produced by MOGA-VS algorithm ensured a better goodness-of-fit on the test cases considered in the paper. Results obtained using various approaches support the knee region hypothesis. To conclude, MOGA-VS algorithm can prove to be a useful tool when there are many predictor variables, and a choice for a model with acceptable quality of fit and complexity is to be made. The frontier of solutions produced by the MOGA-VS scheme gives a visual impression to the entire model selection scheme and helps the user to make decisions efficiently. 
