DEA model selection is problematic. The estimated efficiency for any DMU depends on the inputs and outputs included in the model. It also depends on the number of outputs plus inputs. It is clearly important to select parsimonious specifications and to avoid as far as possible models that assign full high efficiency ratings to DMUs that operate in unusual ways (mavericks). A new method for model selection is proposed in this paper. Efficiencies are calculated for all possible DEA model specifications. The results are analysed using Principal Components Analysis. It is shown that model equivalence or dissimilarity can be easily assessed using this approach. The reasons why particular DMUs achieve a certain level of efficiency with a given model specification become clear. The methodology has the additional advantage of producing DMU rankings.
INTRODUCTION
Various model selection methods have been suggested in DEA. Most researchers decide "a priori" what the specification of the model should be, without considering any alternatives. But it is possible that a variable included in the model in this way may contribute little or nothing to the calculation of efficiency values. The converse is also true, it is possible that a variable for which data is available, and has not been included in the model on a priori considerations, may be important in the determination of efficiencies. A methodology aimed at guiding model selection in DEA is clearly desirable. Two interesting model selection approaches are due to Norman and Stocker (1991) and to Ruiz et al (2001) . Norman and Stocker (1991) assess the need to include a variable by correlating the values of the variable under consideration with efficiency values obtained from the model that excludes it. Ruiz et al (2001) prove that the contribution of a variable to efficiency can be assessed by estimating efficiencies twice, once with the reduced model -which does not include the variable-, and once with the total model -which includes the variable.
However, as any empirical study demonstrates, models that appear to be similar are not exactly equivalent. As variables enter or leave the specification, some DMUs become 100% efficient or loose this characteristic. Both methodologies rely, to a certain extent, on judgement for final model selection. This judgement is made with little reference to the original data set, which becomes obscured in a mass of mathematical details. DEA provides, for each DMU, just a score. It is not very informative as to the way in which inputs and outputs contribute to the efficiency calculation.
There are many ways of achieving similar levels of efficiency when various inputs and outputs are involved. It is necessary to look beyond DEA, study the reasons why DMUs achieve a certain degree of efficiency, and the reasons why the various models are, or are not, equivalent. Here we propose a methodology based on multivariate statistical analysis.
DEA and multivariate statistical techniques have been used in combination in various studies. Since the number of efficient DMUs depends on the number of inputs and outputs in the model, it is important to control for the number of inputs plus outputs; Pedraja et al (1999) . Adler and Golany (2001) use principal components as inputs and outputs, and thus reduce the data that is fed into the DEA model. A very similar approach is followed by Vargas and Bricker (2000) .
Multivariate statistical methods and DEA are also used in sequence, to obtain a more complete understanding of the data; examples are Mancebon and Mar Molinero (2000) , Bradley et al (2001), and Nath (2001) . Zhu (1998) uses PCA as an alternative to the DEA model, although he is aware of the limitations of the procedure. Premachandra (2001) demonstrates the soundness of Zhu's approach and extends it. Zhu's (1998) approach is based on the realisation that a ratio of a single output to a single input can be a feasible solution in the efficiency frontier and that, by studying such ratios, and their linear combinations, it is possible to rank efficient units. This is certainly a new perspective on the ranking of efficient DMUs which has recently been based on the concept of superefficiency introduced by Andersen and Petersen (1993) , although other ranking methods have also been proposed; for example, Doyle and Green (1994) proposed a method based on the cross-efficiency matrix; Sinuany-Stern and Friedman (1998) proposed the use of discriminant analysis; and the same authors also put forward a methodology based on canonical correlation analysis; Friedman and Sinuany-Stern (1997) . Raveh (2000a) uses the co-plot, a simplified version of Multidimensional Scaling (MDS) methods to rank Greek banks. A description of the co-plot methodology can be found in Raveh (2000b) .
Multivariate statistical techniques and DEA can also be used simultaneously as was done by Serrano Cinca et al. (2001) . These authors combined MDS and DEA in the context of efficiency in dot.com companies. Data on a set of ratios that combined web metrics -output-and financial information -input-was represented in the form of MDS configurations, on which efficiency ratings were superimposed and used to explore the various strategic objectives of the dot.com companies.
Various strategic groups of companies were identified. It was shown that the various strategic groups had different objectives, and that different DEA models were appropriate for each group. This paper proposes a new approach to guide model selection in DEA and to the ranking of units. The method has the advantage that the ranking extends to inefficient units, something that the method based on superefficiency does not permit. The DEA modelling procedure is embedded in a multivariate statistical framework. The methodology shares with Zhu (1998) the idea that much can be learned from exploring simplifications of the full DEA model within a multivariate statistical framework, although the similarities end here. The procedure proposed attempts to visualise differences and similarities between the efficiencies generated by the various models, by treating efficiencies as variables in a statistical framework.
The model is developed within the context of the data set on Chinese cities published by Zhu (1998) and Premachandra (2000) .
The paper is organised as follows. Section 2 describes the data, introduces the notation, and gives the efficiency matrix that will be the object of the modelling procedure. Modelling is described in section 3, which is divided into several subsections to account for the various steps to be followed. The last section contains the conclusions. Table 1 shows the data set on 18 Chinese cities analysed and published by Zhu (1998) and Premachandra (2000) . There are two inputs and three outputs defined as follows: Table 1 about here The first step in the procedure requires the listing of all possible DEA models that can be derived from possible inputs and outputs. In the Chinese cities example there are two inputs and three outputs, resulting in 21 possible DEA models, each model containing a combination of one or more inputs with one or more outputs. These are shown in Table 2 . To make it easy for identification purposes, notation is written in such a way that the inputs and outputs that enter it can be easily identified. For this purposes, the first input, X1, is associated with the letter A in the name; the second input, X2, is associated with the letter B; outputs are associated with numbers in an obvious way. Thus, model A1 in Table 2 contains one input, X1, and one output, Y1. Model A12 contains input X1 and outputs Y1 and Y2. The complete model, the only one selected by Premachandra (2000) is AB123. In fact, both Zhu (1998) and Premachandra (2000) only estimate a DEA model, which is our AB123. Efficiencies from each model were obtained using the constant returns to scale, input oriented version of the algorithm. Table 3 shows the efficiencies obtained. The influence of the model on efficiency can be clearly observed in Table 3 . For example, DMU 2 is 100% efficient in twelve models that include output Y3 in their specification (A123, A13, A23, A3, B123, B13, B23, B3, AB123, AB13, AB23 and AB3). But if Y3 is removed from the specification, the efficiency of DMU 2 drops to very low values ranging from 0.11 to 0.33. This was observed by Zhu (1998) , who commented: "DMU2 only had a good performance with respect to the ratios that measure the input utilization by the third output".
CASE STUDY: CHINESE CITIES AND DEA.
Something similar could be said about DMU 6 and DMU 10. Sometimes they are 100% efficient and other times they appear to be inefficient. In this case, as in every other, it is possible to scan through Table 3 in search of clues that may explain which inputs or outputs are responsible for the changes. It is, however, desirable to analyse Table 3 in a multivariate analysis context. Models can be treated as variables and efficiencies as observations. The aim is to explore the structure of the data and to visualise its most important features.
It is clear that DMUs 2, 6, 10 are very different even if they all appear to be 100% efficient under the complete model, AB123. Another interesting example is provided by DMUs 1 and 16. A cursory examination of Table 3 suggests that they are not very different, and under the complete model AB123 they both achieve 47% efficiency. Are they similar? If they are not, where are the differences? The method suggested here makes it possible to answer these questions.
It is clear that Table 3 contains much information, but that it also contains redundancy, since some DEA models may be equivalent, and some may contain independent information.
Multivariate techniques aimed at data reduction and representation such as PCA and Hierarchical
Cluster Analysis (HCA) may be used in this context. This is done in the next section.
DEA AND PCA. EFFICIENCIES AS VARIABLES IN A MULTIVARIATE STATISTICAL ANALYSIS.
This section will be concerned with the analysis of Table 3 within a multivariate statistical context. First, PCA will be used as a data reduction technique. Component scores are represented in a graphical form, highlighting the similarities and differences between the DMUs. The second subsection highlights the relationship between DMUs and models, and between models, by means of Property Fitting, a regression-based technique. The third subsection completes the graphical representation by superimposing the results of a hierarchical cluster analysis. Table 3 have been treated as variables and efficiency ratings as observations, and a PCA exercise has been performed. The minimum value for eigenvalue extraction has been set to 0.8, in line with Joliffe's (1972) recommendation. Three eigenvalues exceeded the 0.8 limit,
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indicating that three components are sufficient to describe the structure of the data. The first component was by far the most important, accounting for 71.9% of the variability in the data. The addition of the second component increases this percentage to 91.9%, and the addition of the third one takes it to 96.5%. This dominance of the first component is typical of highly correlated variables; Dunteman (1989) . For the purposes of this study, the first two components provide an adequate representation of the data. The results are given in Table 4 . The relevance of the third component was also studied, but found to add little to the present argument, and is not presented here. Turning to the second component, it is to be noticed that the only models that load highly on it are B3, AB3 and A3. All these models contain a single output in their specification, Y3. It is interesting to notice that all the models that contain output Y3 have positive loadings in the second component, while those models that exclude Y3 have negative loadings. The second component is clearly associated with the ability that DMUs have of generating output Y3.
Using similar reasoning, it can be argued that the third principal component is related to the efficient use of inputs. Models A2, A23, AB23, AB2, A123, AB123, A12, AB12, A3, and AB3 have positive loadings in the third components. All these models contain input X1 or both inputs. Models B1, B13, AB1, B12, B123, A1, AB13, B23, B2, B3, and A13 have negative loadings in the third component. All but two models contain input X2 or both inputs.
In summary, the first principal component gives an overall measure of efficiency; the second principal component is related to output Y3; and the third principal component is a contrast between input X1 and input X2. For the purposes of this paper, it is sufficient to concentrate on the first two components, and this is what will be done.
For each DMU, component scores for the first and second principal component have been calculated and plotted in a graph. This graph can be seen in Figure 1 . The DMUs that achieve efficiency scores of 100% are to be found at the extreme right hand side of the first principal component, as expected. DMU 2 shows its reliance on output Y2 by finding its way to the top of the second principal component. The fact that DMU 2 achieves efficiency by concentrating on output Y3 is now clear. The isolated position of DMU 2 in the figure suggests that we are dealing with a "maverick". In general, once meaning has been attached to the various components, extreme points can be analysed, particularly efficient extreme points, as this may indicate that the relevant DMUs use an unusual mix of inputs and outputs to achieve efficiency, and this may reveal maverick behaviour. At the other extreme of the first principal component we find DMUs 14, 15, and 18. These DMUs achieve low efficiencies under most models. 
2 Property Fitting
The relationship between components and models can be displayed graphically by using the regression-based technique of Property Fitting, or Pro-Fit for short; Schiffman et al (1981) . In this technique, vectors are drawn in such a way that, for a particular DEA model, the value of the efficiency derived from the model increases in the direction of the vector. The direction of the vector is calculated as a result of a regression analysis in which the efficiencies derived from the particular model are the dependent variables and the component scores are the independent variables. This technique has the advantage of highlighting up to what point two models are similar, since the angle between any two vectors is related to the correlation between the efficiencies generated by the two models concerned. All the vectors are represented through the centre of coordinates in Figure 1 . This is the compass that we use as a guide to interpret the configuration. Table 6 shows the results of all Pro-Fit regressions, and gives directional cosines, γ 1 γ 2 γ 3 , with their level of significance. The vectors can be seen in Figure 2 . The vectors in Figure 2 confirm the conclusions obtained when component loadings were discussed. Vectors group neatly into three groups. One group is formed by models AB3, B3, and A3. All these models achieve their highest value in DMU 2 and contain only output 3, indicating that DMU 2 achieves 100% efficiency by attaching high weights to output 3. The remaining vectors split into two groups, both of them pointing in the positive direction of component 1. One group points towards the positive side of component 2 and the other group points towards the negative side of component 2. The difference between the two groups concerns the presence or absence or output 3 in the specification. The models that do not contain output 3 point downwards,
and those that contain output 3 point upwards. Thus, output 3 is crucial in the modelling procedure.
The average vector -labelled Mean-has also been calculated and represented, and almost coincides with the axis associated with the first component. In other practical situations one would also look at the projection on other principal components, and this may reveal the different reasons why DMUs achieve a given level of efficiency.
The procedure to select a model is now clear. If the directional vectors form a closed fan, model selection is very simple, as this is an indication that all models are equivalent. In this case one would select the most parsimonious model. If the fan is wide open, we need to explore any groups that may exist and base our model selection on economic considerations as well as on statistical principles. Thus, the fan is the wind rose that guides the DEA sailor through the sea of models. In the present case it is to be first decided whether output 3 should or should not be included in the specification. This is a crucial decision. Models AB3, B3, and A3 do not appear to be reasonable since they favour a maverick DMU, DMU 2, and show the remaining DMUs in bad light, a fact that can be confirmed by inspecting Table 3 . If it is decided to leave output 3, in the specification, then any model amongst B23, A13, B13, AB23, B123, A23, B123, A123, AB123
could be chosen. Parsimony would probably favour A23, as it plots in the middle of the fan and, contains only one input and two outputs.
We can now see in which way DMU 1 is different from DMU 16. They both achieve the same efficiency score under the complete model AB123, and have almost identical projections on the first principal component. But DMU 1 plots on the positive side of the second component, indicating that it values output Y3, while DMU 16 plots towards the negative side of the second principal component, indicating that models that ignore output Y3 will favour this DMU. If output Y3 was to be considered important by decision makers, DMU 1 would be preferred to DMU 16.
As far as DMU ranking is concerned, it could be argued that no single model should contribute to the position of a DMU in the list, and that the ranking should take into account all possible specifications. Thus, the ranking along the first principal component would be appropriate.
We think that only the first principal component should be involved in the ranking, and not all of them weighted according to the variance they explain, as done by Zhu (1998) . The ranking based on the first principal component would produce the following ordering of DMUs: 10, 6, 2, 5, 9, 13, 12, 4, 8, 1, 16, 7, 11, 17, 3, 15, 18, 14 . It is to be noticed that this procedure allows for the ranking of all DMUs and not only the efficient ones.
3 Clustering DMUs
A complementary way of analysing the data in Table 3 is to use Cluster Analysis. It is good practice to supplement the results obtained from graphical representations of multivariate data with the superimposition of cluster countours; Arabie et al. (1987) . Clusters were obtained using Ward's method, that maximises within group homogeneity and between group heterogeneity. The dendogram is shown in Figure 3 . Cluster Analysis shows the presence of five main clusters, one of them containing only DMU 2, which appears yet again as a case on its own. At a higher level of clustering the DMUs divide neatly into two groups, one of them containing DMUs that reach 100% efficiency and the other one containing the DMUs that never do. The clusters are shown in Figure   1 . The extreme position of DMUs 14, 15, and 18 is to be noted. Zhu (1998) comments on these three cities as follows: "these three DMUs were declared by Chinese government as model for economic reforms and developments". Considering the low efficiency levels achieved by these three cities, any directed economic effort has great opportunities for success. 
CONCLUSIONS
