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A search for the Standard Model Higgs boson produced in association with a pair of
top quarks, where the Higgs boson decays to a pair of bottom quarks, is presented. The
search uses 36.1 fb−1 of p-p collision data at a centre-of-mass energy of
√
s = 13 TeV col-
lected using the ATLAS detector at the Large Hadron Collider in 2015 and 2016. Focus is
placed on the search for the final state where decays of both top quarks produce charged
leptons, referred to as the dileptonic final state. The development and study of the sta-
tistical fit used to measure the presence of collision events containing Higgs bosons is
presented. Results from the combination of the search for the dileptonic final state with
the search for the related single-lepton final state are presented. This combined search
measured a signal cross-section of µ = 0.84+0.64−0.61 times the Standard Model expectation.
This result was later combined with searches for final states containing other Higgs boson
decays to produce an observation of the production of the Standard Model Higgs boson
in association with a pair of top quarks. Developments to the portion of the ATLAS trig-
ger system responsible for track reconstruction are also presented.
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The running of the Large Hadron Collider (LHC) [1] and its associated particle detecting
experiments since 2009 has pushed the boundaries of measurements and searches made
in experimental high energy physics. The key result of these experimental analyses so far
came in 2012 with the observation of the long theorised Higgs boson by the ATLAS [2]
and CMS [3] experiments. The discovery of this particle completed the picture predicted
by the Standard Model (SM) of particle physics [4–7]. However, further work was needed
to measure the properties of the newly observed boson and examine whether it fully
agreed with the Standard Model prediction. The mass of the Higgs boson [8–10], its
spin and parity [11–15], and some of its production and decay rates and coupling to
particles [16] have been measured and found to be consistent with the SM predictions (see
also references within the cited publications). The mass was measured to be close to 125
GeV/c2 and the particle was measured to have zero spin and positive parity. However,
the production of the Higgs boson in association with top quarks, labelled as the tt¯H
process, had not been observed after the first run of the LHC (Run 1, 2009 – 2013). This
Higgs production mechanism has therefore been one focus of recent LHC data taking
and analysis.
This thesis describes the search performed using the ATLAS detector during Run 2
(2015 – 2018) of the LHC for the production of the Higgs boson in association with top
quarks in the case that the Higgs boson decays to a pair of bottom quarks, labelled
tt¯H(bb¯). Focus is placed on the final state where both top quarks decay leptonically
because this is the channel of the analysis that the author contributed to. As well, de-
velopments by the author to the portion of the ATLAS trigger system which reconstructs
tracks of charged particles, referred to as the inner detector trigger, for triggers targeting
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hadronically decaying tau leptons, is described.
This thesis is organised as follows:
• Chapter 2 describes the theory of the Standard Model of particle physics in terms of
the fundamental particles and forces. The generation of mass through electroweak
symmetry breaking and the associated Higgs boson is then described. This is fol-
lowed by a discussion of the importance of the coupling of the Higgs boson to top
quarks. Finally the mechanisms for producing Higgs bosons at the LHC are de-
scribed with focus on the tt¯H mechanism of relevance to this thesis;
• Chapter 3 gives an overview of the LHC and the ATLAS detector. The different
sub-systems of ATLAS are described individually based upon the role they play in
selecting and reconstructing collision events;
• Chapter 4 explains the generic (i.e. non-analysis-specific) methods used to pro-
duce simulated LHC collisions and their interactions with the ATLAS detector.
This chapter also describes the generic methods used to reconstruct physics objects
based on measurements made by the ATLAS detector. The portion of the chap-
ter dedicated to simulation is split between the simulation of collision events and
the simulation of interactions with the ATLAS detector. The portion of the chapter
dedicated to reconstruction from measurements made by ATLAS is split into the
different physics signatures that are reconstructed;
• Chapter 5 details the inner detector trigger portion of the ATLAS trigger system and
the developments made to this sub-system for tau lepton triggers by the author. The
tau lepton triggers in question are described along with a novel ‘two-stage tracking’
method which is used in these triggers. The author’s work is then described in
three areas of development. Firstly, in improving selection efficiency associated
with the novel two-stage tracking method. Secondly, in understanding reductions
in the efficiency of track-finding in a low-pT region and if changes were required to
eliminate such reductions. Thirdly, in parametrising the novel two-stage tracking
method based on track seeds used in the track finding and estimating associated
reductions in computation time;
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• Chapter 6 presents the ATLAS tt¯H(bb¯) analysis in Run 2 of the LHC and describes
the author’s work as part of this analysis. The challenges faced by the analysis are
described, which are followed by an overview of the analysis and methods used
to mitigate these challenges. Detailed descriptions of the definitions, datasets, and
systematic uncertainties used in the analysis are then given. Contributions by the
author are presented as sub-chapters in these descriptions: firstly in the choice of
triggers used by the analysis in 2016 ATLAS data, secondly in the estimation of
the category of events containing fake or non-prompt leptons, and thirdly in the
estimation of systematic uncertainties which affect distribution shapes and event
acceptance associated with the choice of parton distribution functions in simulated
datasets. A detailed description of the statistical fit used in the analysis is then given
along with presentation of a significant part of the author’s work in the develop-
ment of this fit. Different sub-chapters of this section show different stages of the
fit and studies performed by the author as part of its development. Finally, results
are presented from the published ATLAS tt¯H(bb¯) analysis as well as mention of the
use of these results in published evidence for the tt¯H process from a combination
of a number of ATLAS tt¯H searches.
Chapters 2, 3, 4 do not contain any work by the author and instead summarise the
background theoretical and experimental results and methods required to describe the
specific work covered by this thesis. Information is sourced from the relevant theoretical
and experimental literature and citations are provided as appropriate.
Chapter 5 is built on methods developed previously by the ATLAS Collaboration,
however the work presented here is entirely the author’s own.
The ATLAS tt¯H(bb¯) analysis described in Chapter 6 was worked on by a team of
analysers of which the author was one member; as such the overall analysis methods
and analysis definitions, datasets, and systematic uncertainties can be taken to have been
produced by the analysis team as a whole and not the author’s direct contribution. The
work presented in Sections 6.4.1, 6.5.1, 6.6.3 is entirely the author’s own, except for the
implementation of the PDF systematic uncertainties in the statistical fit at the end of Sec-
tion 6.6.3 which was performed by others in the analysis group but is included to show
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the final outcome of the author’s work. The work on developing the statistical fit pre-
sented in Section 6.7 is the author’s own, however these developments were performed
concurrently with others in the analysis group and sometimes involved implementation
of recommendations from the work of others in the group (for example, implementing
systematic uncertainties which were derived by others). As such, this section includes
both the author’s own work and the author’s own implementations in the statistical fit
of developments by others. On the other hand all results presented in this section (i.e.
outputs of statistical fits) are entirely the author’s own.
In general if no citation is provided for a figure or table then it can be assumed to have
been produced by the author.
The natural unit convention of c = h¯ = 1 is used hereafter in this thesis, which results




2.1 The Standard Model of Particle Physics
The Standard Model of particle physics (SM) is the theory that describes the so-far ob-
served elementary particles of the Universe as well as their non-gravitational interac-
tions [4–7]. The theory can be used to predict the rates and kinematics of particle interac-
tions as well as the rates of particle decays. Bound states of multiple elementary particles
can also be predicted and described according to the interactions described in the Stan-
dard Model. The theory also includes antiparticles as copies of the elementary particles
with the sign of all physical charges and the chirality of the particles inverted.
The Standard Model is constructed from Lorentz invariant Lagrangian equations de-
scribing relativistic quantum fields and their interactions. These Lagrangian equations
are renormalisable, where divergences from higher order interaction terms are contained
in effective couplings at a specified renormalisation scale, therefore allowing finite cal-
culations in terms of the renormalised parameters [17]. The fundamental particles of the
Standard Model are described as quantised excitations of these fields. The fundamen-
tal constituents of matter are described by spinor fields associated with an intrinsic spin
quantum number of 12 . The associated half-integer spin particles are labelled as ‘fermions’
and obey Fermi-Dirac statistics. Fermions are arranged into three ‘generations’ where
fermions of a similar type have identical quantum numbers across generations but dif-
ferent masses. The non-gravitational fundamental forces are described by vector fields
which are included in the Standard Model by requiring that the theory is invariant under
global and local changes in phases of the fields, referred to as ‘global gauge invariance’
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and ‘local gauge invariance’ respectively. These vector fields are associated with an in-
trinsic spin quantum number of 1. Forces identified with the vector fields are described
as being mediated by integer spin particles labelled as ‘gauge bosons’ which obey Bose-
Einstein statistics. Finally a scalar field with a non-zero vacuum state is included which
generates masses for fermions and for massive gauge bosons as described in Section 2.2.
This scalar field is associated with an intrinsic spin quantum number of 0. The associated
spin-zero boson is labelled as the ‘Higgs boson’.
A fundamental requirement on the formulation of the Standard Model is that the laws
of physics remain the same at all times and over all points in space. To impose this re-
quirement variations in the ‘gauge’ of the theory, that is the choice of definitions of the
fundamental fields, must leave the Lagrangian equations unchanged. The Lagrangian
equations can then be said to be invariant under gauge transformations. General gauge
variations can be described as phase transformations of the fields according to funda-
mental symmetries, given by the generic form:
ψ→ ψ′ = eiqTαψ (2.1)
where ψ is the field, α is the change in phase, T is the generator of the fundamental
symmetry1, and q is the coupling strength of the field to the symmetry transformation.
For the simplest case of a U(1) group symmetry the change in phase can be given by eiqα.
To examine the effect of such a transformation the minimal Lagrangian which describes





where µ ∈ {0, 1, 2, 3} which labels the spacetime coordinates, and ∂µ = ∂/∂xµ. Tech-
nically this is an equation for Lagrangian density, L, which can be integrated over the
spatial coordinates x1,2,3 to produce the Lagrangian. For the sake of brevity Lagrangian
densities will simply be referred to as Lagrangians in this thesis.
Inserting φ→ φ′ = eiqαφ into this Lagrangian will reproduce the same form in terms
of φ′ if α does not depend on the spacetime coordinates xµ. Gauge transformations of
1In this context a generator is the operator representing an infinitesimal transformation according to the
symmetry considered
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this form are described as global transformations. This is because they represent a uni-
versal change in the gauge of fields in the Lagrangian. It can therefore be said that this
Lagrangian is invariant under global gauge transformations. However if α is dependent
on xµ as α(x) then terms of the form ∂µ α(x) are obtained and the form of the Lagrangian
is altered by the gauge transformation. Gauge transformations of this form are described
as local transformations due to the dependence on the time and spatial position they are
evaluated at.
To enforce local gauge invariance gauge fields are introduced which transform un-
der local gauge transformations in such a way that ∂µ α(x) terms in the Lagrangian are
removed and the overall form of the Lagrangian is invariant. These gauge fields are
defined as vector fields, Aµ, which transform under associated gauge transformations as:
Aµ → A′µ = Aµ − ∂µ α(x) (2.3)
To achieve local gauge invariance for the Lagrangian equations partial derivatives,
∂µ, are replaced with the ‘covariant derivative’, Dµ, which contains the gauge fields:
Dµ ≡ ∂µ + iqAµ (2.4)
Through use of the full definition of Dµ in Lagrangians for fermion fields terms are
obtained which represent the coupling of fermions to the gauge fields. By also adding
Lagrangian terms for free gauge fields the gauge fields can be associated with gauge
bosons and finally identified as describing fundamental forces in the Standard Model.
The Standard Model therefore describes fundamental particles and their interactions in a
gauge invariant way.
Specifically the Standard Model is invariant under transformations of the symmetry
group:
SU(3)C × SU(2)L ×U(1)Y (2.5)
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The strong nuclear force
The SU(3)C component corresponds to quantum chromodynamics (QCD) which de-
scribes the strong nuclear force. This force acts on fermions which have ‘colour’ charge
and is mediated by eight massless gauge bosons labelled as ‘gluons’ which themselves
carry colour charge. Colour-carrying fermions are labelled as ‘quarks’. The gluons are
identical except for the combination of colour charges carried by each gluon. Colour is de-
scribed by three charges C ∈ {r, g, b} as well as the colour conjugate charges C¯ ∈ {r¯, g¯, b¯}
referred to as anti-colour. Colour-charge-neutral states are formed from the combinations
of charges rgb, r¯g¯b¯, or combinations of colour and associated anti-colour for example rr¯.
Quarks carry a single colour charge and gluons are formed out of combinations of colour
anti-colour states.
A fundamental property of the SU(3)C group is that it is non-Abelian which results in
coupling interactions between gluon fields. A consequence of this self-interaction is that
the renormalised strong force coupling strength, αs, increases at low energy and large
distances and decreases at high energy and short distances. The result of this behaviour
is that at long distances the energy contained in the strong field increases, and therefore
colour-carrying particles must obey ‘colour confinement’ to avoid large quantities of en-
ergy being generated between distant particles. Colour confinement is defined as the
requirement that colour-carrying particles are contained in bound states which are over-
all colourless. At short scales, such as within bound states, strong force interactions are
significantly weaker and colour-carrying particles are said to be ‘asymptotically free’.
A consequence of colour confinement is that when colour-carrying particles are pro-
duced from particle collisions such as those in the LHC, energy will build up in the strong
field between particles which are said to be colour connected. This field energy will even-
tually produce additional particles and gluons which will move generally along the di-
rections of the original particles and will eventually form colourless bound states. This
process is referred to as ‘hadronisation’ and the resulting ensembles of particles are re-
ferred to as ‘hadronic jets’.
A further consequence of the running of αs with energy scale is on the calculabil-
ity of particle interactions and decays involving the strong force. When the coupling
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is small at high energy scales perturbative calculations are possible. However as en-
ergy scales decrease and the coupling increases perturbation theory is no longer valid
and other more limited calculation methods, such as lattice QCD [18] (chapter 17 and
references therein), or calculations based around approximations must be used. Lattice
QCD discretises spacetime into a grid with finite spacing, which regularizes the theory
and allows numerical evaluation of non-perturbative calculations. These calculations are
limited by their very computationally intensive nature, and by the associated difficulty
in approaching the continuum calculation limit by for example reducing the size of the
grid spacing. There are also different methods of discretising the theory; all approaches
must reproduce the same results in the limit that the grid spacing becomes zero, but can
give different results for finite grid spacing.
Electroweak symmetry, the weak nuclear force, and the electromagnetic force
The SU(2)L ×U(1)Y component of Equation 2.5 corresponds to electroweak interactions.
The U(1)Y group corresponds to couplings to ‘hypercharge’, Y, mediated by a massless
boson B. The SU(2)L group corresponds to couplings to ‘weak isospin’ of which there are
three components associated with the three fundamental transformations of this group.
There are three massless bosons, W1,2,3, which mediate SU(2)L interactions. An important
feature of the SU(2)L group of the Standard Model is that its interactions are chirality
dependent. The fields of SU(2)L only couple to fermions (anti-fermions) with left-handed
(right-handed) chirality.
However, measurements from experiment show that particle interactions are actu-
ally governed by the weak nuclear force and the electromagnetic force. Furthermore,
the gauge bosons of the weak force are measured to be massive. To introduce mas-
sive gauge bosons and produce the observed weak fields and electromagnetic field the
SU(2)L ×U(1)Y symmetry is broken into a U(1)EM symmetry according to electroweak
symmetry breaking and the Higgs mechanism described in Section 2.2. To arrive at the





(W1 ∓ iW2) (2.6)
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Z0 = cos θW W3 − sin θW B (2.7)
A = sin θW W3 + cos θW B (2.8)
where W± and Z0 are the massive gauge bosons of the weak force, A is the mass-
less gauge boson, labelled as the photon, of the electromagnetic force, and θW is the weak
mixing angle. The W± bosons carry electric charge and therefore define ‘charged current’
weak interactions, whereas the Z0 does not carry electric charge and therefore defines
‘neutral current’ weak interactions. Charged current weak interactions act as “flavour-
changing” currents which can change fermionic fields from one ‘flavour’ to another,
where flavour refers to the species of fermion field in the collection of Standard Model
fermions. For quarks this includes changing flavour across fermion generations. The
probabilities of these flavour-changing interactions are given by the Cabibbo-Kobayashi-









0.97446± 0.00010 0.22452± 0.00044 0.00365± 0.00012
0.22438± 0.00044 0.97359+0.00010−0.00011 0.04214± 0.00076
0.00896+0.00024−0.00023 0.04133± 0.00074 0.999105± 0.000032

(2.9)
where values are quoted from the Particle Data Group’s 2018 review of particle
physics [18]. The indices of Vij label the two quarks involved in the charged-current
coupling interaction in question; the definitions of the different quarks are given below.
Flavour-changing neutral currents are also possible in the Standard Model via pro-
cesses which include virtual W± bosons in quantum loops. However, these processes are
suppressed by the GIM mechanism [7]. The GIM mechanism allows for such interactions
due to interference effects between similar processes which contain virtual quarks of dif-
ferent flavours and different masses; however, the interaction rates are highly reduced
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either because of the difference in scale between the mass of the quarks and the mass of
the W± boson, or due to the inclusion of off-diagonal CKM matrix elements.
Fermions
The fermionic content of the standard model is arranged into three generations of parti-
cles. Fermions are further categorised in two groups: quarks and leptons. Quarks carry
fractional electric charges (in units of electron charge), carry colour charge, and experi-
ence flavour-changing charged current weak interactions across different generations of
quarks. All quarks also carry a baryon number of 13 which is a strictly conserved quantity
in particle interactions. Leptons carry integer electric charge (again in units of electron
charge) or no electric charge, do not carry colour charge, and also carry a lepton number
of 1. Lepton number is considered individually for each generation of leptons, resulting
in the lepton number of each generation being a conserved quantity in particle inter-
actions; however, this generational lepton number conservation is violated in neutrino
mixing and neutrino oscillations, as is discussed below. All fermions carry weak isospin
and therefore experience the weak force.
Quarks are further categorised into two types: up-type quarks and down-type
quarks. Flavour changing charged-current weak interactions occur through the coupling
of up-type to down-type quarks. Up-type quarks carry electric charge of + 23 while down-
type quarks carry electric charge of− 13 . Organised by generation the up-type quarks are:
the up quark, u, the charm quark, c, and the top quark, t. Similarly down-type quarks
are: the down quark, d, the strange quark, s, and the bottom quark, b. Each flavour of
quark is actually three different fields which are identical except for the colour charge
carried. The quarks are also distinguished by the scale of their masses: up, down, and
strange quarks are considered light-flavour quarks while charm, bottom, and top quarks
are considered heavy-flavour quarks. The scale of the top quark mass is in fact large
enough for top quarks to decay before hadronisation occurs, a feature that distinguishes
the top quark from other quarks.
Bound states can be formed from quarks as either2 mesons, qq¯, or baryons, qqq. Bound
states formed of quarks are collectively referred to as hadrons. Due to the constituent
2Additional states such as pentaquarks, qqqqq¯, are also possible however they are not relevant to the work
in this thesis.
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nature of quarks in these bound states quarks are also referred to as partons; gluons are
also referred to as partons due to the presence of gluons from the binding energy of the
strong force in bound states.
Leptons are also categorised into two types: charged leptons and neutrinos. Flavour
changing charged-current weak interactions occur through the coupling of charged lep-
tons to neutrinos. Charged leptons carry electric charge of −1 while neutrinos do not
carry electric charge. Organised by generation the charged leptons are: the electron, e,
the muon, µ, and the tau, τ. Similarly the neutrinos are: the electron neutrino, νe, the
muon neutrino, νµ, and the tau neutrino, ντ. Due to the fact that neutrinos only interact
via the weak force neutrinos have very low interaction rates and therefore typically pass
through matter without interacting.
In the Standard Model neutrinos are massless and only have left-handed chirality
(right-handed for anti-neutrinos). However, it was experimentally observed in 1998 [21]
that neutrinos can oscillate between neutrino flavours, for example νe → νµ. To oscil-
late between flavours in this manner, neutrinos must have a non-zero mass, allowing
neutrino mass states to be formed of mixtures of neutrino flavour states. Because of this
mixing neutrinos which are produced as one flavour can be found at a later time as a dif-
ferent flavour. As a result, lepton number for a specific lepton flavour is not conserved.
Massive neutrinos may be added to the Standard Model in a number of ways, such as
the inclusion of massive right-handed neutrinos which only interact gravitationally (la-
belled as ‘sterile’ neutrinos), which could generate neutrino masses through the ‘seesaw
mechanism’ [22].
Summarised content of the Standard Model
The summary of all particles in the Standard Model, as well as the list of forces mediated
by the gauge bosons, is shown in Table 2.1.
2.2 Electroweak Symmetry Breaking and the Higgs Mechanism
To introduce mass to the gauge bosons of the Standard Model which have been mea-
sured to be massive (W±, Z0) it is not possible to simply include terms in the Lagrangian
representing the rest masses of the bosons. These terms would be of the form m2AµAµ
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TABLE 2.1: Fundamental particles of the Standard Model. Names and symbols are given for each
particle as well as the particle mass, m, taken from Reference [18]. Charges are quoted in units
of electron charge. Shown in a) are fermions (with spin = 12 ) of the Standard Model, ordered by
generation. Shown in b) are gauge bosons (with spin = 1) of the Standard Model, ordered by the




Charge I II III
Quarks
+ 23
Up (u), Charm (c), Top (t),
m = 2.2 MeV m = 1.28 GeV m = 173 GeV
− 13
Down (d), Strange (s), Bottom (b),
m = 4.7 MeV m = 95 MeV m = 4.18 GeV
Leptons
−1 Electron (e), Muon (µ), Tau (τ),m = 0.51 MeV m = 106 MeV m = 1.78 GeV
0
Electron neutrino (νe), Muon neutrino (νµ), Tau neutrino (ντ),
m < 2 eV m < 0.19 MeV m < 18.2 MeV
b)
Electric Force




Z boson (Z0), Gluon (g),
m = 0 m = 91.2 GeV m = 0
±1 - W boson (W
±),





m = 125.18 GeV
which is not invariant under the gauge transformation Aµ → Aµ − ∂µ α(x). It is instead
necessary to define a new field, the ‘Higgs field’, in such a way that mass terms for vec-
tor bosons can be generated after local gauge invariance has been imposed [23–26]. This
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FIGURE 2.1: The shape of the Higgs potential, V(φ), in terms of its real and imaginary compo-
nents. A quarter of the potential beyond the minimum is not drawn to allow the shape of the
potential to be more clearly seen.










An important feature of the potential in Equation 2.10, defined as
V(Φ) = − 12µ2Φ2 + 14λΦ4 and labelled as the ‘Higgs potential’, is that the mini-
mum is not at Φ = 0. Instead there are minima for
√
Φ2 = ±√µ2/λ which is equivalent









2µ2/λ. The shape of this potential is shown in terms of the real
and imaginary components of Φ in Figure 2.1. A local maximum can be seen at Φ = 0
and the continuous minimum can be seen as a circle around this local maximum. An
important consequence of this potential is that the vacuum state for Φ corresponds to a
non-zero value of the field. A general vacuum expectation value for Φ can be written
with the choice that at the minimum φ3 =
√
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The field components of Φ can be redefined in terms of field fluctuations about this
vacuum ground state according to φ3 = v + h and φ1,2,4 = ξ1,2,4 where h and ξ1,2,4 are
scalar fields representing the fluctuations about 〈Φ〉. Due to the definition of these fields
about a single chosen vacuum expectation value, the SU(2)L ×U(1)Y symmetry is bro-
ken3. Variations in the field h represent fluctuations in the potential well around the
chosen minimum, however variations in ξ1,2,4 would result in the choice of a different
minimum (with the same magnitude) and therefore these variations do not respect the
symmetries of associated gauge transformations.
By inserting the new definitions of φ1,2,3,4 into the Lagrangian in Equation 2.10 a mass





However no mass terms are obtained for the ξ1,2,4 fields. These fields are therefore
associated with massless bosons which are referred to as ‘Goldstone bosons’ following
the theorem that there will exist a massless spin-zero boson for each symmetry that is
broken at the vacuum state [27]. The massive field h, resulting from the one unbroken
symmetry, is associated with a massive spin-zero boson labelled as the ‘Higgs boson’, H.
By imposing that the Lagrangian in Equation 2.10 is invariant under local
SU(2)L ×U(1)Y gauge variations the partial derivatives are replaced with covariant
derivatives containing the electroweak gauge fields:





where a ∈ {1, 2, 3}, Bµ is the U(1)Y gauge field, Waµ are the SU(2)L gauge fields, σa are
the Pauli matrices which are generators for the SU(2)L group, g′ is the U(1)Y coupling
strength, gW is the SU(2)L coupling strength, and Y is the hypercharge of the scalar field.
By inserting the definitions of φ1,2,3,4 in terms of h and ξ1,2,4 into this locally invariant
Lagrangian, terms are obtained describing the massive boson h and the massless Gold-
stone bosons ξ1,2,4. However due to the presence of the gauge fields in the Lagrangian,
3Technically the symmetry has not been broken and has instead been “hidden” by the new field defini-
tions.
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terms are obtained which describe the coupling of the gauge fields to h and ξ1,3,4, and sig-
nificantly terms are obtained which include only the vacuum expectation value and the
gauge fields. By choosing an appropriate gauge using transformations associated with







In this gauge the definition of h remains the same, however ξ1,2,4 = 0. The structure
of the Lagrangian remains the same, but all terms containing ξ1,2,4 are removed. By defin-
ing new gauge boson fields formed of mixtures of Bµ and Waµ as W± and Z0 fields (the
same mixtures4 described in Section 2.1), Lagrangian terms are obtained describing the
coupling of the new W± and Z0 gauge fields to h, as well as terms which only contain
the vacuum expectation value and the W± and Z0 fields. In this gauge the latter terms
have the form ( 12 gWv)
2|W±|2 and ( 12 v
√
g2W + g′2)
2(Z0)2. These terms can be identified
as mass terms of the physical massive gauge bosons W± and Z0. These gauge fields are
associated with the three broken symmetries about the vacuum state and the degrees of
freedom previously associated with the Goldstone bosons are instead included as lon-
gitudinal polarisations of the W± and Z0 bosons. The remaining unbroken symmetry
is associated with the massless photon field A. In this way the electroweak symmetry
SU(2)L ×U(1)Y has been broken into a single symmetry U(1)EM of the electromagnetic
force. In doing so the measured masses of the W± and Z0 bosons have been generated
from the vacuum expectation value, a process labelled as the ‘Higgs mechanism’. A num-
ber of self-interaction and gauge field interaction terms have also been generated for the
Higgs boson. These terms define interactions of the form: HHH; HHHH; HVV; and
HHVV, where V = W± or Z0.






and the mass of the Z0 boson is:
4Definitions of cos θW = g/
√
g2 + g′2 and sin θW = g′/
√
g2 + g′2 are used here, however this does not
change the definitions of the new gauge fields.






g2W + g′2 (2.17)
Mass terms for fermions in the Standard Model can also be generated by the symme-
try breaking of the Higgs field vacuum state. This is necessary because it is not possi-
ble to simply insert mass terms for fermions in the Standard Model. These mass terms
would have the form mψψ = m(ψLψR + ψRψL) where L and R label the left-handed and
right-handed chiral components of the fermion fields and ψ is the Dirac adjoint spinor
given by ψ = ψ†γ0, where γ0 is the time-like Dirac matrix. Terms of this form would be
invariant under local gauge transformations which treat left-handed and right-handed
components the same, but due to the chiral nature of SU(2)L the mass terms will not be
invariant under SU(2)L gauge transformations.
Interaction terms between fermions and the Higgs field are inserted into the Standard
Model Largrangian with the form y fψ f ,LΦψ f ,R (and similar hermitian conjugate terms),
where y f is the coupling strength and f labels the fermion under consideration. Interac-
tions of this form are referred to as ‘Yukawa couplings’. These terms are invariant under
local SU(2)L gauge transformations. When Φ is again defined in terms of h and ξ1,2,4 in
a gauge where ξ1,2,4 = 0 and the Yukawa coupling terms are expanded out, Lagrangian
terms are obtained of the form 1√
2
y f vψ f ,Lψ f ,R (and similar hermitian conjugate terms).





y f v (2.18)
Interaction terms for couplings between fermions and the Higgs boson are also ob-
tained representing interactions of the form f f H with coupling strength 1√
2
y f . By rear-
ranging Equation 2.18 to be a definition of y f it is seen that the coupling strengths are
linearly dependent on fermion mass. As such the Higgs boson will couple more strongly
to heavier fermions.
Chapter 2. Theory and Motivation 30
2.3 The Coupling of the Higgs Boson to Top Quarks
The strength of the coupling of the Higgs boson to top quarks, labelled as the ‘Yukawa
top coupling’ yt, has important cosmological implications as well as potential implica-
tions on the scale of new physics [28]. This is due to a dependence on Yukawa couplings
in the running of the renormalised Higgs self-interaction coupling, λ(µ), as a function
of the renormalisation scale, µ (note that here µ refers to a chosen energy scale and not
the “mass” coupling from Equation 2.10). If λ(µ) becomes negative an additional mini-
mum can be generated in the Higgs field, corresponding to another vacuum state. For a
negative λ(µ) term of sufficient magnitude the additional potential minimum can occur
with a lower ground state than the original minimum. The original vacuum can then be
considered metastable, with a possibility of the Higgs field quantum tunnelling into the
true ground state of the second minima [29, 30].
The Yukawa top coupling has a significant role in determining whether λ(µ) can ac-




Therefore if Yukawa couplings are of sufficient size to contribute more dominantly
than positive terms in the running of λ(µ), negative values of λ(µ) can be produced.
Due to the dependence of Yukawa couplings on particle mass and the fact that the top
quark mass is far greater than the mass of other fermions, the dominant contribution to
Equation 2.19 will be from the Yukawa top coupling. The dependence of λ(µ) on the
renormalisation scale for different values of yt can be seen in Figure 2.2.
A possible avoidance of vacuum metastability is the inclusion of new physics which
adds additional positive terms to the running of λ(µ), thereby cancelling the effect of
the negative fermion terms. This becomes particularly significant if yt is measured to be
large. In this scenario the additional minima in the Higgs potential can occur at relatively
low energies, resulting in vacuum lifetimes that are smaller than the age of the Universe.
In this scenario it is clear that new physics must be included at energy scales which cancel
the effect of the Yukawa top term. In this way the energy scale expected for new physics
could be estimated.
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FIGURE 2.2: Dependence of the renormalised Higgs self-coupling parameter, λ, on the renormal-
isation scale, µ. Distributions are presented for a Higgs boson mass of 125.7 GeV and for different
choices of the coupling strength between the Higgs boson and top quarks, yt. [28]
2.4 Higgs Production at the LHC and the tt¯H Production Mech-
anism
In p-p collisions, such as at the LHC, the Higgs boson is dominantly produced through
four production mechanisms: gluon–gluon fusion (ggF), vector boson fusion (VBF), pro-
duction in association with a vector boson (WH and ZH), and production in association
with a top quark pair (tt¯H). Example tree level Feynman diagrams are shown for these
processes in Figure 2.3. Production of the Higgs boson in association with a single top
quark (tH) is also possible, although sub-dominant compared to other production mech-
anisms. Production in association with pairs of bottom quarks is also possible however
this process is difficult to separate from background processes and is not relevant to the
work presented in this thesis. The cross-section of each mechanism is shown as a function
of centre-of-mass energy for p-p collisions in Figure 2.4.
The tt¯H production mechanism has the useful feature that the production cross-
section is directly proportional to the Yukawa top coupling that is included via the vertex
between top quarks and the Higgs boson. Therefore measurement of the tt¯H production
cross-section allows for direct measurement of yt. This is in contrast to the ggF produc-
tion mechanism which includes a loop of fermions. Top quarks dominantly contribute to
























FIGURE 2.3: Example tree level Feynman diagrams for the dominant Higgs boson production
mechanisms in p-p collisions. The gluon-gluon fusion mechanism is shown in a), the vector
boson fusion mechanism is shown in b), the associated vector boson mechanism is shown in c),
and the associated top quark pair mechanism is shown in d).
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FIGURE 2.4: Higgs boson production cross-sections as a function of centre-of-mass energy [31].
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this loop, meaning that the ggF cross-section is dependent on yt. However, because other
fermions also contribute to the loop, undiscovered Beyond the Standard Model (BSM)
particles could also contribute to the ggF cross-section. Therefore measurements of yt
from measurements of ggF must be made under assumptions about contributions to the
fermion loop.
During Run 1 of the LHC, searches for tt¯H production were performed by the AT-
LAS [32–35] and CMS collaborations [36, 37] targeting a number of different decays
of the Higgs boson. The tt¯H production mechanism was not observed, however the
combination of results from each collaboration (including other results such as measure-
ments of ggF production) measured the significance of tt¯H signal to be 4.4σ, for an ex-
pected significance of 2.0σ assuming Standard Model tt¯H production [16]. This corre-
sponded to a measured signal strength relative to the Standard Model prediction, µtt¯H,
of µtt¯H = 2.3
+0.7
−0.6 (where µtt¯H = 1 corresponds to the Standard Model prediction). The in-
dividual result from ATLAS measurements was µtt¯H = 1.9
+0.8
−0.7, and the individual result
from CMS measurements was µtt¯H = 2.9
+1.0
−0.9. The corresponding measurement for the
Yukawa top coupling from the combined ATLAS and CMS results was 0.87± 0.15 rela-
tive to the Standard Model prediction, assuming no BSM particles contribute to loops,
such as in ggF production. If no assumptions are made about the contribution of BSM
particles to loops then the Yukawa coupling is measured to be 1.4± 0.2 relative to the
Standard Model prediction.
Of particular relevance to the work in this thesis are results from the ATLAS and CMS
Run 1 searches for tt¯H production in the channel that the Higgs boson decays as H → bb¯.
The ATLAS search measured a signal significance of 1.4σ for an expected significance of
1.1σ [32], while the CMS search did not find evidence of a signal [36]. This corresponded
to measurements of µtt¯H = 1.5± 1.1 and µtt¯H = 1.2+1.6−1.5 respectively. 95% confidence lim-
its were measured, with the ATLAS search determining µtt¯H < 3.4 and the CMS search
determining µtt¯H < 4.2.
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Chapter 3
The Large Hadron Collider and the
ATLAS Detector
3.1 The Large Hadron Collider
The LHC is a circular high energy particle collider formed of a 27 km circumference ring
located at the CERN facility near Geneva [1]. The LHC predominantly performs proton-
proton collisions, labelled as p-p collisions, and operates at the frontiers of both centre-
of-mass energy and collision luminosity, with a design collision centre-of-mass energy of
14 TeV and design instantaneous luminosity of 1034 cm−2 s−1. These parameters allow
the LHC to probe processes occurring at energies which were unreachable with previ-
ous generations of high energy particle colliders whilst collecting enough data to search
for very rare processes and perform precision measurements. The LHC also performs
collisions involving heavy ions; however, the studies and results presented in this thesis
use data recorded only from p-p collisions. The use of protons allows for much higher
beam energies than if electrons or positrons were used due to the decreased impact of
synchrotron radiation, but also brings associated complications. The collision energy of
the colliding partons is not fixed and is typically much lower than the collision energy
of the beams; this is due to the sub-structure of the proton resulting in the momentum
of each proton being spread across its constituent partons which are directly involved in
the collision interactions. Related to this is the fact that proton-proton interactions will
involve non-perturbative soft QCD interactions which are highly challenging to model
theoretically.
To achieve cutting edge beam energies in the LHC the beams of protons are injected
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from a chain of lower energy particle colliders referred to as the injection chain. This
chain is built from older colliders at the CERN complex and is shown in drawing form in
Figure 3.1. The collection of protons that will form proton beams is first formed by ionis-
ing hydrogen gas from a bottle of hydrogen using a hot cathode and accelerating the pro-
tons towards an anode, which provides an initial beam energy of 90 keV. The initial beam
is then focused and accelerated further through a radio frequency quadrupole (RFQ) elec-
trode chamber up to a beam energy of 750 keV and then injected into the first accelerating
machine. This accelerator is the LINAC 2, which is a linear accelerator formed of 30 m of
radio frequency accelerating cavities; LINAC 2 accelerates the proton beams to 50 MeV.
The proton beams are then injected into the proton synchrotron booster (PSB) which splits
the beams into four 157 m circumference rings and accelerates them to a beam energy to
1.4 GeV before merging them again. The beams then enter the proton synchrotron (PS),
which is the first machine that was used for collisions in the past. This machine accel-
erates the beams around a 628 m circumferences ring to a beam energy of 25 GeV and
defines the timing between proton bunches in the beams. The beams are then injected
into the larger super proton synchrotron (SPS) accelerator which uses a 6.9 km ring to
increase the beam energy to 450 GeV. The beams are then finally injected clockwise and
counter-clockwise into the LHC where they are accelerated to the final collision energy.
To accelerate, bend, and focus the beams the LHC uses eight superconducting radio
frequency accelerating cavities per beam with each delivering 2 MV of acceleration, 1,232
dipole magnets, each at a field strength of 7.7 T when beams are at collision energy, and
392 main quadrupole magnets. The beams are divided into bunches of protons spaced by
25 ns intervals, with a full bunch structure corresponding to 2,808 bunches with approx-
imately 1011 protons per bunch. The high number of protons per bunch combined with
the short interval between bunches, as well as focusing of the beams at the interactions
points, creates the high instantaneous luminosity. For the work discussed in this thesis
the beam energy was set to 6.5 TeV per beam, and hence a collision energy of 13 TeV.
The beams are focused and overlapped at four interaction points around the ring of
the accelerator, which defines the positions of the four main particle detection experi-
ments: the two general purpose detectors of ATLAS and CMS, and the two lower rate
specialised detectors LHCb and ALICE. When the two colliding beams overlap a num-
ber of proton-proton interactions will occur due to the large quantity of protons in each
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FIGURE 3.1: Drawing of the chain of particle accelerators which inject particle beams into the
LHC. The paths shown for electrons and positrons refer to the Large Electron Positron (LEP)
collider which predated the LHC, and are therefore not relevant. [38]
bunch, which results in multiple interaction vertices within the detectors. Due to the sub-
structure of the proton, in most cases these interactions will be at relatively soft scales and
will not produce physics of interest, however in some cases the collision will produce
an interaction of interest. The other interactions are labelled as ‘pile-up’, and present a
challenge in accurately reconstructing the interaction of interest due to the need to sepa-
rate detector measurements of this interaction from those of pile-up interactions from the
same collision. The point of collision for the interaction of interest is referred to as the pri-
mary vertex, while the vertices of pile-up interactions are referred to as pile-up vertices.
Pile-up is quantified with the parameter µ. µ is defined as the number of p-p interactions
in a given bunch crossing. Pile-up can also originate from bunch crossings before or af-
ter the bunch crossing that produces the interaction of interest due to electronic readout
or detecting material relaxation that can take longer than the time between bunch cross-
ings. Pile-up interactions originating from the same bunch crossing as the interaction of
interest are referred to as ‘in-time’ pile-up while pile-up interactions from other bunch
crossings are referred to as ‘out-of-time’ pile-up.
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FIGURE 3.2: Distributions of peak instantaneous luminosity per LHC fill and peak number of
collision vertices per LHC bunch crossing as a function of day in a specified year of data taking.
Values for 2015 LHC collisions are shown in a) and values for 2016 LHC collisions are shown in
b). [39]
The peak instantaneous luminosity per LHC fill and peak number of p-p interaction
vertices per bunch crossing are shown for 2015 and 2016
√
s = 13 TeV LHC p-p colli-
sions delivered to the ATLAS detector in Figure 3.2. The values for the peak number of
p-p interaction vertices per bunch crossing are calculated by averaging over all colliding
bunches in an LHC fill and selecting the highest value. The distributions of integrated lu-
minosity as a function of the mean number of p-p interaction vertices per bunch crossing
are shown in Figure 3.3 for the full set of 2015 and 2016
√
s = 13 TeV p-p collisions deliv-
ered to ATLAS. The integrated luminosity of the 2015 set is 4.2 fb−1 delivered to ATLAS
(3.9 fb−1 recorded by ATLAS) and the integrated luminosity of the 2016 set is 38.5 fb−1
delivered to ATLAS (35.6 fb−1 recorded by ATLAS).
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FIGURE 3.3: Distribution of integrated luminosity as a function of the mean number of collision
vertices per LHC bunch crossing. Results are shown individually for the full set of 2015 (green
area with red line) and 2016 (blue area with blue line) LHC collisions as well as the sum of both
datasets (purple area with black line). [39]
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3.2 The ATLAS Detector
The ATLAS detector is the largest general purpose particle detector in the world [40].
An overview of the ATLAS detector including a cut-away of the different sub-detector
layers as well as the magnet system is shown in Figure 3.4. The detector is formed of a
cylindrical barrel plus two thin barrel end-cap layers which are situated approximately
7 m along the longitudinal direction from the end-caps of the main barrel at each end; the
interaction point of the LHC beams is approximately the centre of the main barrel. The
overall dimensions of the detector are 44 m in length and 25 m in height and the detector
weighs approximately 7000 tonnes. ATLAS is comprised of a number of sub-detector
systems arranged in sequential layers. These sub-detectors are formed of either barrel
or end-cap modules. To allow measurement of the momentum of charged particles the
innermost layers are immersed in a 2 T magnetic field generated by a central solenoid
aligned with the longitudinal axis of the barrel. Another set of toroidal magnets are used
for exclusively measuring the momentum of muons; these toroids are arranged into 0.5 T
barrel toroids or 1 T toroids in two end-cap modules. As well large computational re-
sources are required to process the data collected by ATLAS and determine which events
to store to ensure that data readout is within physical bandwidth and storage capacities.
These computational resources are formed of multiple computer farms located near the
detector and form the ATLAS trigger and data acquisition system.
The ATLAS detector uses a cartesian coordinate system where the origin lies at the in-
teraction point between the LHC beams. The positive x-axis direction points to the centre
of the LHC and the positive y-axis points upwards. The z-axis points along the beamline,
which defines the x-y plane as the area used for transverse measurements (for example
the transverse momentum, pT, of a particle, or the transverse energy, ET, of a particle).
Polar coordinates are also used, with the azimuthal angle, φ, measured in the transverse
plane around the beam axis and the polar angle, θ, measured from the beam axis. The ra-
dial distance, r, from a central axis such as the beam axis, is also commonly used. ATLAS
is designed to be hermetic in the r-φ plane which ensures that the transverse components
of collision events are completely reconstructed. In physics measurements the pseudora-
pidity, η = − ln(tan( θ2 )), is usually used instead of θ. This quantity is an approximation
for the rapidity of an object, defined as y = 12 ln
E+pz
E−pz , where pz as the z-component of an
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FIGURE 3.4: Overview of the layout of the ATLAS detector [40].
object’s momentum. Differences in rapidity are invariant under Lorentz boosts, which al-
lows spatial measurements that are consistent relative to each other in both the lab frame
and centre-of-mass frame in question. Pseudorapidity is identical to rapidity for mass-
less particles, or equivalently when a massive particle is highly relativistic and therefore
|~p| >> m, where ~p is the momentum of an object and m is the mass of an object. η values
close to zero are referred to as ‘central’ pseudorapidities while larger values are referred




Common experimental vocabulary used throughout this thesis is the description of
‘objects’ reconstructed by the ATLAS detector. ‘Object’ refers to combinations of mea-
surements made in ATLAS modules into higher level identifications such as electrons or
hadronic jets. An object may refer to lower level reconstructed information such as parti-
cle tracks or clusters of calorimeter deposits but typically the term object is used to refer
to ‘physics objects’ such as electrons and jets.
The energy resolution and momentum resolution performance goals that motivated
the design of the ATLAS detector are shown in Table 3.1.
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TABLE 3.1: Energy resolution and momentum resolution goals for the ATLAS detector, cate-
gorised by the measurement type. Energy and momentum are in units of GeV. Values are taken
from [40].
Measurement Required resolution
Tracking σpT /pT = 0.05%pT ⊕ 1%
Electromagnetic calorimetry σE/E = 10%/
√
E⊕ 0.7%
Hadronic calorimetry σE/E = 50%/
√
E⊕ 3%
Muon spectrometry σpT /pT = 10% at pT = 1 TeV
3.2.1 Vertexing and Tracking
The sub-detectors closest to the beamline are responsible for the measurement of the
paths of charged particles as tracks as well as the reconstruction of the primary vertex
and resulting decay vertices, referred to as secondary vertices, using the measured tracks.
The sub-detectors which perform these measurements are collectively referred to as the
inner detector (sometimes abbreviated to ID). The inner detector is composed of three
sub-detector layers ordered according to proximity to the beamline: the pixel detector,
the semi-conducting tracker (SCT), and the transition radiation tracker (TRT). The pixel
detector and SCT provide the most spatially precise measurements of track interactions,
which allows for precise spatial reconstruction of tracks and vertices. The TRT provides
a large number of track interactions over a large radial extent, which provides better mo-
mentum reconstruction. The TRT additionally performs electron identification through
the detection of transition radiation produced by the electrons within the detector. A cut-
away of the barrel layers of the inner detector is shown in Figure 3.5 and a schematic of
the full inner detector is shown in Figure 3.6. The entirety of the inner detector is encased
in the central solenoidal magnet of ATLAS which provides a nearly uniform magnetic
field of 2 T to bend the paths of the charged particles and allow measurements of the
particles’ momentum to be made. The precision track measurements made by the pixel
and SCT detectors cover the pseudorapidity range |η| < 2.5 and the measurements made
by the TRT cover the range |η| < 2.
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FIGURE 3.5: Cutaway of the ATLAS inner detector barrel components with the LHC beampipe
shown at R = 0 mm. ‘IBL’ labels the inner-most pixel layer which was added between LHC Run
1 and Run 2. [41]
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FIGURE 3.6: Schematic of the ATLAS inner detector showing barrel and endcap modules and
indicating the coverage of different values of |η| [42].
Pixel detector
The pixel detector is formed of a number of silicon pixel detector modules which provide
2D measurements along the plane of the module through the use of a grid of many indi-
vidual pixels. Each pixel has an area of between 50 µm× 250 µm and 50 µm× 600 µm
in the φ and z directions and operates by the collection of electrons which are liberated
from the silicon atoms that form each pixel by the interactions of passing charged parti-
cles. These pixel modules are arranged into a number of layers arranged outwards from
the interaction point. When measurements from multiple layers are combined a full 3D
reconstruction of tracks is possible. The modules are arranged into four barrel layers and
three endcap layers. The barrel modules are tilted in the φ plane and partially overlapped
to ensure hermetic coverage of tracks in φ. The innermost barrel pixel layer is actually
a newer detector layer named the insertable B layer (IBL) which was installed in 2014
prior to the start of Run 2 [43]. The IBL comprises newer pixel sensor techologies and
has a mean radius of 33 mm from the centre of the LHC beampipe. The inclusion of this
additional small-radius layer compared to the use of three barrel layers in Run 1 allows
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for improved resolution in impact parameter1, d0, which improves the reconstruction of
secondary vertices. This therefore improves the identification of particles containing b
quarks due to their measurable decay length. The addition of detection ‘hits’ in another
layer also improves the efficiency of finding tracks and reduces the combination of hits
into fake tracks.
SCT
Detection with the SCT works using similar methods to those of the pixel detector, how-
ever the silicon based modules are instead arranged as strip sensors with relatively large
extent in z. Each strip is 50 µm in the φ direction and 6.4 cm along z. Two strips are con-
nected to form a single 12.8 cm long sensor. To allow more precise determination of the
z of hits from charged particles, the SCT modules are formed of two modules containing
a number of SCT strips where one module is stacked on top of the other with a small
rotation of 40 mrad about the central axis through the plane of the modules. This rotation
defines a stereo crossing angle between the strips of each module, which allows a more
precise determination of the z extent a charged particle has passed through based on the
distance between crossing points of different strips in the two modules. These SCT mod-
ules are arranged into four barrel layers and nine endcap layers. The barrel modules are
mounted tilted in the φ plane similarly to what is done in the pixel detector barrel layers.
The individual SCT modules have an intrinsic resolution of 17 µm in the r-φ plane and
580 µm in z (r) in the barrel (endcap) modules.
TRT
In contrast to the silicon based pixel and SCT detectors the TRT is formed of many gas-
filled straw tube detectors. Each straw tube is a 4 mm diameter hollow cylinder with
length 144 cm (37 cm) in the barrel (endcap) modules. They contain a central tungsten
wire and is filled with a gas mixture dominantly formed from Xe gas. Some straws are
instead filled with an Ar-based gas mixture due to significant gas leaks that developed
during operation of ATLAS and the lower cost of the Ar gas. This mixture cannot absorb
transition radiation efficiently and therefore cannot be used for particle identification,
1The impact parameter is defined as the smallest transverse distance between a reconstructed object and
the beamline.
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but has similar performance for track reconstruction [44]. Charged particles ionise the
gas as they pass through and the resulting electrons are collected by the central wire. The
TRT is additionally composed of 19 µm diameter polypropylene fibres and 15 µm thick
polypropylene foils interleaved between the straw tubes in the barrel and endcap mod-
ules respectively. Charged particles passing through the polypropylene undergo transi-
tion radiation which can then be detected by the straw tubes due to ionisation of the gas
from the transition radiation photons. The energy of the transition radiation is depen-
dent upon the mass of the charged particle, allowing separation of tracks from electrons
from tracks from other charged particles based upon the number of straw measurements
which pass a high-threshold value. The straws are arranged into up to 73 layers in the
barrel region and 160 planes of straws in the endcaps. This results in charged particles
traversing an average of 36 straws except for the region 0.8 < |η| < 1.0 where the aver-
age falls to 22 due to the transition between barrel and endcap modules. The TRT straws
have an intrinsic accuracy of 130 µm in the r-φ plane.
Tracking Performance
Results showcasing the expected performance of track reconstruction using the ATLAS
inner detector are shown in Figure 3.7 for simulated muon tracks at various momenta.
Results are shown for detector configurations with and without the IBL included. The
improvement on the impact parameter resolution of tracks when the IBL is used can be
clearly seen. On the other hand, the relative uncertainty on the measurement of track
curvature is almost identical in each configuration.
3.2.2 Electromagnetic Calorimetry
Outside of the inner detector and solenoidal magnet is the calorimeter dedicated to mea-
suring the energy of charged particles, referred to as the electromagnetic (EM) calorimeter
(sometimes abbreviated to ECal). The EM calorimeter is intended to fully measure the
energies of electrons (and positrons), and photons, although measurements can be made
of charged hadronic particles and muons as they pass through the EM calorimeter be-
fore they reach the associated dedicated sub-detector. The EM calorimeter makes these




































FIGURE 3.7: Expected performance of the ATLAS inner detector for track reconstruction. Results
are shown for tracks from simulated 1 GeV, 5 GeV, and 100 GeV muons. Results are produced
from two configurations of the ATLAS detector: without the inclusion of the IBL, labelled ‘AT-
LAS’, and with the inclusion of the IBL, labelled ‘IBL’. The relative uncertainty on the curvature
of a track as a function of absolute pseudorapidity is shown in the left figure, and the resolution
of the transverse impact parameter of a track is shown as a function of absolute pseudorapidity
in the right figure. The results were derived for simulated events containing no pile-up. [43]
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energy measurements destructively by causing charged particles to lose energy in elec-
tromagnetic showers initiated by interactions with a dense material. An electromagnetic
shower refers to the cascade of electrons, positrons, and photons produced by sequential
electromagnetic interactions in material, which are initiated by a hard interaction. In the
case of electrons this shower is primarily initiated by bremsstrahlung, while for photons
it is primarily initiated by pair production. The resulting shower of particles can then be
detected through interaction with detecting layers interleaved with the layers of dense
material. The extent of the sub-detector can then be chosen based on the radiation length,
X0, of the detector material. Radiation length is defined as the mean distance taken for
the energy of an electron to decrease to 1e of its original value. Choosing a sub-detector
size that is an appropriate multiple of the radiation length will ensure that electrons and
photons completely lose their energy within the EM calorimeter and the resulting elec-
tromagnetic showers are fully contained within the EM calorimeter. The ATLAS EM
calorimeter uses lead for the dense material which initiates electromagnetic showers and
liquid argon (LAr) for the interleaved detecting layers. The electrons and positrons in the
electromagnetic showers ionise the LAr and the resulting free electrons are cumulatively
collected to determine the energy deposited by the original particle causing the electro-
magnetic shower. Barrel EM calorimeter modules are at least 22 X0 thick, increasing to
33 X0 as |η| increases. Endcap EM calorimeter modules are at least 24 X0 thick, increasing
to 38 X0 at forward |η| values. A cutaway of the EM calorimeter can be seen in Figure 3.8.
The EM calorimeter covers the pseudorapidity range |η| < 3.2. Additional electromag-
netic reconstruction at 3.1 < |η| < 4.9 is performed by the forward calorimeter (FCal),
which is an additional set of LAr-copper and LAr-tungsten endcap modules.
The EM calorimeter modules are formed of interleaved lead and LAr layers arranged
in an accordion shape i.e. a zig-zag pattern which is arranged with the pattern in the r-φ
plane in the barrel modules and in the z plane in the endcap modules. This geometry
ensures hermetic coverage in φ. As well the modules are split into multiple layers in r
(z) in the barrel (endcap) modules and are segmented in η and φ. In the region used
for precision physics defined by |η| < 2.5 the modules use three layers, except in the
transition region between the barrel and endcap modules where two layers are used for
1.35 < |η| < 1.475 in the barrel and 1.375 < |η| < 1.5 in the endcaps. The first layer is
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FIGURE 3.8: Cutaway of the ATLAS calorimeters showing barrel and endcap modules [40].
finely segmented in η, except for the barrel to endcap transition region, which allows pre-
cise measurement of the direction of charged particle energy deposits. η measurements
for photons are made using both the first and second layers. A sketch of a barrel module
is shown in Figure 3.9 where the fine segmentation of the first layer in η can be seen.
The energy determinations made by the EM calorimeter modules are complemented by
the use of a pre-sampling layer in the region |η| < 1.8. This is an additional thin LAr
layer placed before the EM calorimeter modules which allows determination of energy
lost from a particle due to interactions with material prior to the EM calorimeter.
EM Calorimetry Performance
Results showing the energy resolution of the ATLAS electromagnetic calorimeter are
shown in Figure 3.10 and Figure 3.11 for the measurement of electrons. Results are shown
for simulated electrons in Figure 3.10 and for electrons measured in real
√
s = 8 TeV data
in Figure 3.11.
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FIGURE 3.9: Sketch of a barrel module of the ATLAS EM calorimeter showing the segmentation
in η and φ, layering in r, and accordion geometry of the interleaved lead and LAr layers [40].
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FIGURE 3.10: Relative energy resolution of the ATLAS electromagnetic calorimeter as a function
of absolute pseudorapidity for simulated electrons. Results are shown for a range of electron
energies. Results for 25 GeV electrons are only shown for |η| < 1.37, where they have ET >
10 GeV. [45]
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FIGURE 3.11: Relative energy resolution of the ATLAS electromagnetic calorimeter as a function
of transverse energy for electrons measured in real
√
s = 8 TeV data, where the electrons have
|η| = 0.2. The blue band indicates the uncertainty on the energy resolution. [45]
3.2.3 Hadronic Calorimetry
Beyond the EM calorimeter is a second calorimeter sub-detector which is instead dedi-
cated to the measurement of the energy of hadronic particles, referred to as the hadronic
calorimeter (sometimes abbreviated to HCal). Similarly to the EM calorimeter, measure-
ments are made by destructively interacting hadronic particles with a dense material to
initiate hadronic showers. A hadronic shower is produced from inelastic nuclear inter-
actions which produce secondary hadrons and excited nuclei; these interaction products
can then decay into further particles and undergo further inelastic interactions, resulting
in a shower of hadronic particles. An EM component can also be produced due to the
decays of neutral pions to photons. The products of the hadronic showers can then be
detected through interactions with detecting layers interleaved with the layers of dense
material. The extent of the sub-detector is chosen based on the interaction length, λ, of
the detector material. Interaction length is defined as the mean distance travelled by a
hadronic particle before experiencing an inelastic nuclear reaction. Choosing detector
sizes that are a appropriate multiples of the interaction lengths of detector material will
ensure that hadrons lose all of their energy and the resulting hadronic showers are fully
contained in the hadronic calorimeter. Unlike the EM calorimeter the hadronic calorime-
ter uses two different combinations of dense and detecting materials and methods. The
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barrel modules plus two extended barrel modules use steel as the dense material and
scintillating tiles as the detecting material. These scintillating tiles absorb energy from
particles passing through the material. This energy is then released as photons that
are collected by optic fibres and cumulatively read out by photomultiplier tubes. The
scintillating-tile-based barrel and extended barrel modules are collectively referred to as
the tile calorimeter. On the other hand the endcap hadronic calorimeter modules use
copper as the dense material and LAr as the detecting material. The principle of detec-
tion is therefore similar to the EM calorimeter. LAr-based detection is not used in the
barrel hadronic calorimeter modules due to the cheaper cost of the steel plus scintillating
tile technology. This cheaper cost allows for the largest radial coverage with the lowest
cost. The combination of EM calorimeter and hadronic calorimeter material in the barrel
region is approximately 9.7 λ thick (composed of approximately 7.4 λ of tile calorime-
ter), and approximately 10 λ thick in the end caps. The barrel tile calorimeter modules
cover the region |η| < 1.0, the extended barrel tile calorimeter modules cover the region
0.8 < |η| < 1.7, and the endcap LAr modules cover the region 1.5 < |η| < 3.2. The
FCal is also used for hadronic calorimetry and extends the coverage up to |η| < 4.9. A
cutaway of the hadronic calorimeter can be seen in Figure 3.8.
The tile calorimeter modules are formed of staggered layers of scintillating tiles in-
serted into steel segments. The fibres from individual tiles are grouped and groups are
read out by the same photomultiplier tube. The groups are defined such that the tile
calorimeter readout is divided into three radial sections and a number of sections ap-
proximately segmented in η. The structure of a tile calorimeter module is shown in Fig-
ure 3.12.
Hadronic Calorimetry Performance
Results showing the transverse momentum resolution of ATLAS hadronic calorimetry
are shown in Figure 3.13. Results are shown for real
√
s = 7 TeV data and for simu-
lation, and are derived using two independent methods for measuring jet momentum
resolution. Descriptions of the methods used can be found in Reference [46].






FIGURE 3.12: Schematic of a tile calorimeter module of the ATLAS hadronic calorimeter [40].
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FIGURE 3.13: Relative resolution of the transverse momentum of jets measured in simulation and
in real
√
s = 7 TeV data, where the jets are required to be central in rapidity. Results are shown
for two independent methods of measuring transverse momentum resolution. Results are shown
as a function of the average momentum of the two jets used in the measurement methods. [46]
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3.2.4 Muon Spectrometry
The final sub-detector is dedicated to the reconstruction of the paths of muons and re-
construction of their momentum, and is referred to as the muon spectrometer (some-
times abbreviated to MS). The positioning of the muon spectrometer as the outer layers
of ATLAS reflects the minimum ionising particle (MIP) nature of muons. Muons will
pass through calorimeter layers with little energy loss while other particles will mostly
be fully contained before the outer radius of the hadronic calorimeter (except for weakly
interacting particles such as neutrinos). The muon spectrometer is composed of mod-
ules which use a number of different detection methods. These modules are organised
into a number of different barrel and endcap arrangements. Four different types of mod-
ules are used: monitored drift tubes (MDT), cathode strip chambers (CSC), resistive plate
chambers (RPC), and thin gap chambers (TGC). MDT and CSC modules are responsi-
ble for precision spatial measurements of the path of muons passing through the muon
spectrometer, while RPC and TGC modules are responsible for the triggering of collision
events of interest through rapid detection of the presence of high energy muons. TGCs
also provide a secondary measurement of φ to complement the measurements from the
precision modules. The muon spectrometer makes use of toroidal magnets to bend the
paths of muons to allow for measurements of their momentum. 0.5 T toroid magnets
with magnetic fields aligned in the azimuthal direction are arranged in a barrel forma-
tion which covers the region |η| < 1.4. Two smaller endcap modules contain a number
of 1 T toroid magnets which are arranged within the endcaps in similar fashion to the
barrel magnets and cover the region 1.6 < |η| < 2.7. The region 1.4 < |η| < 1.6 is cov-
ered by a combination of the barrel and endcap magnetic fields. A cutaway of the muon
spectrometer and toroid magnets is shown in Figure 3.14.
The MDTs function similarly to the straw tubes of the TRT in the ATLAS inner detec-
tor: drift tubes are formed of 30 mm tubes with a central tungsten wire, which are filled
dominantly with Ar gas. The gas is ionised by the passage of muons and the resulting
electrons are collected and read out by the central wire. The time taken for the electrons
to be collected by the wire is used to determine the position of the detected muon. MDT
modules are formed of one or two groupings of three or four stacked layers of a number
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FIGURE 3.14: Cutaway of the ATLAS muon system and toroidal magnets [40].
of drift tubes. These modules are arranged into three barrel layers and three endcap lay-
ers. The innermost endcap layer covers the region |η| < 2.0 while the outer two endcap
layers cover |η| < 2.7.
The CSCs are formed of many tungsten wires arranged between two planes of copper
strips; this arrangement creates a uniform electric field near to the copper strips. The
space between the two planes is filled with a gas mixture dominantly formed from Ar gas.
Muons ionise this gas and the positive ions can be collected and read out by the copper
strips (the electrons are collected by the wires and are not used for measurements). The
strips in one plane are arranged perpendicularly to the strips in the other plane, which
allows spatial measurements along two axes. CSC modules are formed of four stacked
CSC planes. These modules are used in a single endcap layer in the region 2.0 < |η| <
2.7. CSC modules are used in this region instead of MDT modules due to higher rate
conditions which exceed the safe operation levels of MDT modules.
The RPCs are formed of two parallel plates made of a highly resistive plastic lami-
nate with a primarily C2H2F4 gas mixture in between the plates and metallic strips on
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the outer faces of the plates. A strong electric field is placed between the resistive plates
which results in an avalanche of electrons being emitted in the gas when a muon passes
through. The charge avalanche rapidly creates a capacitive electric field felt by the metal-
lic strips on the outer faces of the resistive plates which results in a measurable signal.
The metallic strips on one plate are oriented perpendicularly to those on the other plate,
which allows spatial measurements along two axes. RPC modules are formed of two
partially overlapping stacked RPC planes which have an overlap of 65 mm. Three barrel
layers of RPC modules are used, which are arranged around the MDT barrel layers: two
RPC layers are on the inside and outside faces of the second MDT barrel layer and the
third RPC layer is either on the inside or outside face of the third MDT barrel layer de-
pending on the radial position of the MDT layer. These layers cover the region |η| < 1.05.
The TGCs are formed of similar modules as the CSCs i.e. a number of wires between
two charged planes. In the case of TGC modules the distance between the wires and the
strips is smaller than the distance between the wires. The result of this is that the uniform
region of the electric field is smaller, which results in electrons from gas ionisation drifting
to the wires more quickly. The wires of the TGCs are read out as well as metallic strips
outside of the charged planes. TGC modules are formed of either a doublet or triplet of
stacked TGC planes. The TGC modules are arranged into four endcap layers: one layer
on the inside face of the first MDT endcap layer, one layer on the inside face of the middle
MDT endcap layer, and two layers on the outside face of the middle MDT endcap layer.
These layers cover the region 1.05 < |η| < 2.4. TGCs are used in this region due to higher
radiation levels.
Muon Spectrometry Performance
Results showing the invariant mass resolution of pairs of muons measured with the AT-
LAS muon spectrometer are shown in Figure 3.15. Results are shown for real
√
s =
13 TeV data and for simulation, and are measured for muon pairs identified as origi-
nating from Z bosons and J/ψ mesons. The observed invariant mass resolution was
measured to correspond to a relative muon transverse momentum of 1.7% and 2.3% at
central pseudorapidity, and 2.3% and 2.9% for measurements made with endcaps, for
J/ψ→ µµ and Z → µµ decays respectively [47].





































FIGURE 3.15: Relative resolution for the invariant mass of pairs of muons measured in simulation
and in real
√
s = 13 TeV data. Results are shown for muon pairs identified as originating from Z
bosons and J/ψ mesons. Results are shown as a function of the average momentum of the two
muons used in the measurements, where <pT > is the average momentum defined for J/ψ→ µµ
events and p∗T is the average momentum defined for Z → µµ events. [47]
3.2.5 Triggering and Data Acquisition
To manage the high rate of LHC collisions and reduce the amount of data which is pro-
cessed and which is saved to disk, ATLAS employs a trigger system, referred to as the
ATLAS trigger, to partially reconstruct events during data taking and make decisions
about which events should be recorded. The ATLAS trigger therefore forms a part of the
hardware and software architecture which is used for data acquisition (DAQ). Processing
which is done during data taking is referred to as being performed ‘online’, while pro-
cessing done after an event has been recorded is referred to as being performed ‘offline’.
Objects which are reconstructed in a given stage are often referred to as an ‘online object’
or ‘offline object’ as appropriate. For example an ‘online track’ is a track reconstructed
by track finding algorithms within the ATLAS trigger while an ‘offline track’ is a track
reconstructed by offline track finding algorithms.
For an LHC beam operating with the design bunch spacing of 25 ns ATLAS will be
subject to a collision event rate of 40 MHz. Many of these collisions will not produce
events of interest and can therefore be discarded; this therefore reduces the rate of events
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to be processed and recorded. The ATLAS trigger must be able to rapidly make these de-
terminations under the stringent requirement of the 25 ns time between bunch crossings.
To do this ATLAS employs a level 1 (L1) trigger system formed of a mixture of dedicated
detector components and processing hardware to rapidly measure basic event properties.
However due to the high instantaneous luminosity of approximately 1034 cm−2 s−1 the
selection criteria for the trigger decisions must be further tuned to ensure that the final
output event rate is below the tolerable thresholds of the data readout rate and offline
storage space and offline processing requirements. The maximum L1 trigger output rate
is approximately 100 kHz, which is defined by the limitations of the detector readout ca-
pability. This rate must be reduced to a final output rate of approximately 1.5 kHz. To
achieve this further reduction in rates, more detailed event reconstruction must be per-
formed than what can be achieved in the L1 trigger. To do this ATLAS employs a high
level trigger (HLT) system formed of a dedicated computer farm that performs offline-
like software-based reconstruction of events which pass the L1 trigger. More detailed
criteria based on this more complete event reconstruction can then be used to make fi-
nal trigger decisions and reduce the event rate to tolerable levels. A functional diagram
showing the path of information through the DAQ and trigger systems from the inputs
from detector modules to the readout to storage is shown in Figure 3.16. The rate of
events and rate of data at each stage is also shown. FE refers to the front end electronics
responsible for the read out from each detector system. ROD refers to the read out driver
electronics responsible for sending detector measurements to the read out service. FTK
refers to a fast tracker hardware module that was in the process of being commissioned
during 2015 and 2016 data taking but was not used in triggers for data taking.
The L1 trigger performs coarse event reconstruction using the dedicated trigger mod-
ules in the muon spectrometer (RPCs and TGCs) and reduced-granularity information
from the EM calorimeter and hadronic calorimeter. In this way the L1 trigger can make
rapid reconstructions of muons, electrons and photons2, hadronic jets, and hadronically
decaying tau leptons. Missing transverse energy can also be measured based on the sum
of the transverse energies of reconstructed objects. Requirements can also be made based
on the ‘isolation’ of how spatially close a given measurement is from other measurements
2No distinction can be made between the EM calorimeter deposits of electrons and photons in the L1
trigger due to the lack of charged particle track measurements.
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FIGURE 3.16: Functional diagram which shows an overview of the ATLAS trigger and data acqui-
sition systems as well as the reduction in event and data rates over the course of trigger and data
acquisition processing. The top of the diagram represents detector measurements made for each
LHC bunch crossing and the bottom of the diagram represents the final readout of information to
permanent storage. [48]
made in the L1 trigger. The time taken for an L1 trigger decision is less than 2.5 µs, with
a target time of 2.0 µs [49].
The HLT trigger performs full granularity reconstruction from the muon spectrom-
eter and calorimeters and also performs track reconstruction of measurements made by
the inner detector. The portion of the HLT which is dedicated to track reconstruction is re-
ferred to as the inner detector trigger. Reconstructed tracks can then be matched to mea-
surements in other sub-detectors to provide full reconstruction of physics objects. The
HLT can therefore separate electrons from photons and tag jets which contain b quarks.
It is worth noting that the inner detector trigger does not make any decisions to keep or
reject an event; these decisions are made based on the fully reconstructed physics objects
which make use of the tracks. The HLT can also make decisions based on the quality
of reconstructed objects, as well as spatial quantities such as ∆η between two objects.
More detailed object isolation requirements can also be consdered in the HLT decision.
For the full granularity reconstruction performed by the HLT to be possible within the
time constraints of online running the reconstruction is performed within reduced spatial
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volumes referred to as regions of interest (RoI). The η and φ directions of these RoIs are
given by the measurements made in the L1 trigger and the spatial extent is defined ap-
propriately to the object being reconstructed. The time taken for an HLT trigger decision
is approximately 300 ms [49].
The running of the ATLAS trigger is based on menus of many individual ‘trigger
chains’, often referred to simply as triggers. Each trigger defines a selection on one or
more objects reconstructed by the L1 trigger followed by further selections on these or
additional objects in the HLT trigger. For example a single electron trigger would re-
quire an EM calorimeter deposit reconstructed in the L1 trigger to pass a specified energy
threshold. Events passing this L1 trigger decision would then undergo HLT event recon-
struction such that the electron is fully reconstructed. A tighter pT threshold, as well as
identification criteria, could then be placed on the reconstructed electron to finally accept
the event in question. An event which passes both the L1 and HLT trigger decisions is
described as having passed the trigger in question. Depending on the trigger selections
an event can pass multiple individual triggers in a trigger menu.
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Chapter 4
Event Simulation and Object
Reconstruction
4.1 Event Simulation
To analyse the particle collision events recorded by ATLAS and to test the theoretical un-
derstanding of high energy physics processes, it is usually necessary to utilise simulated
collision events which can be analysed in the same manner as real data. Producing sim-
ulated events requires theoretical modelling of a number of aspects of p-p collisions and
their products. Measurements of the simulated events using ATLAS must also be con-
sidered to produce reconstructed data that can be compared to reconstructed data arising
from real collision events. The interaction of the produced simulated particles with detec-
tor components must therefore also be considered in a dedicated simulation of the ATLAS
detector. Both collision event generation and detector simulation use Monte Carlo (MC)
simulation methods. These methods use random generation of variables which are dis-
tributed according to functions of interest, for example the matrix element of a collision
process or the modelling of the interaction of particles with detector material, to provide
many samples which are distributed with appropriate probability density.
To improve agreement between predictions from simulated data and results from real
data, event weights are applied to simulated events. These weights cover a number of
sources of corrections, that are broadly split into two types:
• The first type is associated with the number of simulated events generated with
various amounts of pile-up. The proportion of events with different values of µ may
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be found to be incorrect when compared against µ measured in real data. Event
weights can therefore be applied to reproduce the correct proportions of pile-up;
• The second type is associated with mismodelling of the reconstruction and iden-
tification of objects. For example, simulation may predict an inaccurate rate for
electrons to pass an isolation requirement compared to what is measured in real
data. Event weights can therefore be applied to to reproduce the correct selection
efficiency for such a require
Weights are also calculated as part of Monte Carlo event generation and are applied
to the resulting simulated datasets.
4.1.1 Event Generation
The generation of simulated collision events is split into two different types of calculation:
the simulation of the matrix element process and the simulation of the resulting parton
shower and hadronisation processes. The matrix element process is the hard scatter in-
teraction of partons from a proton in each colliding beam. Performing these calculations
requires knowledge of the distributions of partons in each proton to correctly predict
process cross-sections and kinematics. The description of these parton distributions are
encoded in parton distribution functions (PDFs) which give the probability for a parton
of a given type to be found with some fraction of the proton’s total momentum1. With
the PDFs known, the matrix element calculations of the parton-parton interactions are
performed at fixed-order in perturbation theory. As a result the production of additional
quarks or gluons from beyond the order of the calculation must be handled separately.
This is achieved by using the parton shower simulation.
Parton shower processes are the higher order emissions of additional gluons or the
splittings of gluons into quarks from initial or final state particles from the matrix element
process. The production of these additional partons is performed by scaling the probabili-
ties for a given type of parton to split into additional partons as a function of energy2. The
parton shower simulation calculates splittings until the energy scale of the partons has
dropped below approximately 1 GeV. At this point hadronisation of free coloured partons
1A more detailed description of PDFs is given in the PDF uncertainty studies in Section 6.6.3.
2This scaling is done using the DGLAP equations that describe the same parton splitting processes hap-
pening within the proton, as mentioned in Section 6.6.3.
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into colourless hadrons due to the self-interacting nature of QCD begins to occur. Because
the energy scales are low, QCD calculations become non-perturbative and approxima-
tions must be used for how additional particles and final colourless states are produced.
The two models used are the Lund string model [50] and the cluster model [51]. These
calculations are also performed within parton shower simulation software packages. For
brevity “parton shower and hadronisation” is often shortened to “parton shower” in this
thesis when describing the simulation packages used. The final step of the event genera-
tion is to decay any particles which do not live long enough to interact with the ATLAS
detector. After this the list of stable final-state particles can be defined to be put through
the detector simulation. The record of the particles and interactions produced by the
matrix element and parton shower simulations is referred to as the ‘truth’ record.
Individual datasets of simulated events are produced using combinations of matrix
element simulators and parton shower simulators provided by a number of different
simulation groups. The matching of a matrix element simulation package to a parton
shower simulation package is itself a technical challenge, and which may be handled dif-
ferently between different combinations of packages. As well the simulation settings and
parametrisations provided by the groups (for example the maximum energy scale for the
emission of additional radiation) may be found to give poor agreement when compared
to real data events in physics analyses. Therefore an additional step in the simulation
of events may be employing sets of ‘tunes’ of simulation parameters which give better
real-world agreement. These tunes are produced centrally in the ATLAS Collaboration,
with input from the authors of the simulation packages.
Additional simulation is used to model the interaction of the proton remnants after
the hard scatter has taken place, as well as the soft scatter interactions of other protons
in the colliding bunches i.e. pile-up interactions. These non-hard-scatter processes are
collectively referred to as the underlying event (UE) and are overlaid on the produced
hard scatter simulated event to produce the full description of the colliding beams.
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4.1.2 Detector Simulation
The simulation of the interaction with the ATLAS detector of particles produced by colli-
sion events is performed using the GEANT4 simulation package [52]. This package geo-
metrically models the material of the ATLAS detector to the level of detail of wiring in the
apparatus and models the interaction of particles passing through this matter (including
bending by the magnetic fields of the ATLAS magnets), the response of the detector to the
particle interactions, and the decays of particles within the detector volume. The mod-
elling of the detector is regularly tuned according to alignment measurements to ensure
the detector description matches the real-world condition of ATLAS. The output of the
detector simulation is equivalent to measurements made by ATLAS of real data events,
which allows the measurements of both real events and simulated events to be digitised
and reconstructed in exactly the same manner.
The full simulation of interactions with the detector is computationally costly which
can be a limiting factor when a large number of simulated events are required for physics
analyses. To reduce the computational cost while retaining a good description of inter-
actions with the detector, a fast simulation labelled as ATLFAST II (AFII) is used in-
stead [53]. This simulation performs the same modelling in the inner detector and muon
spectrometers as the full simulation, however the response of the calorimeters is mod-
elled using parametrised showers. This parametrisation is done with the FASTCALOSIM
simulation [54] which reproduces longitudinal shower properties but gives only average
lateral shower properties. The AFII fast simulation is mainly used for additional simu-
lated datasets which are used to study systematic effects.
4.2 Object Reconstruction
Measurements made in the ATLAS detector are combined and calibrated into identified
physics objects using a number of different methods (and utilising measurements in dif-
ferent parts of the ATLAS detector) appropriate to each object type. In general only the
reconstruction methods and types of reconstructed objects that are relevant to work de-
scribed in this thesis are included in this section.
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4.2.1 Track and Vertex Reconstruction
Tracks are used in the reconstruction of all objects relevant to the work presented in this
thesis. Vertex reconstruction is essential for the removal of objects originating from pile-
up interactions and for measurement of the properties of longer lived particles (such as
hadrons containing b quarks) through the reconstruction of secondary vertices. For most
objects tracks are only reconstructed in the inner detector, however for muons separate
tracks are reconstructed in the inner detector and in the muon spectrometer. The muon
spectrometer tracks are discussed in Section 4.2.3.
Tracks are reconstructed by forming track seeds from a limited number of measure-
ments in the pixel and SCT layers and extrapolating them into track candidates using
additional measurements in the pixel and SCT layers; candidates which pass ambiguity
solving and quality criteria are extrapolated into measurements made in the TRT before
performing track fitting to produce final tracks [55, 56]. The first step in this process is
clustering together measurements made by multiple elements of pixel or SCT detector
modules to form 3D space-points. Combinations of three space-points are then chosen as
track seeds. The direction of the seeds then defines spatial windows in which to attempt
combinations with space-points in additional detector layers. A track candidate is then
built by applying a Kalman filter [57] to the candidate measurements which works by cal-
culating predicted track parameters along the direction of the combined measurements
and updating these parameters by iterating through the detector layers. This algorithm
also takes into account scattering of tracks by layers of material in the detector. The re-
sulting track candidates are then scored based on criteria such as χ2 of the track candidate
and the number of missing hits in active detector layers, referred to as ‘holes’. Ambigu-
ities of space-points which are used in multiple track candidates are then resolved with
a bias toward keeping space-points in higher scoring tracks. Tracks are re-scored and
quality criteria such as a minimum number of measurement clusters are applied to reject
poor quality tracks. The resulting track candidates are then extrapolated into the TRT to
provide many additional hits. The tracks are then refitted with a higher resolution fit to
provide final reconstructed tracks.
Chapter 4. Event Simulation and Object Reconstruction 65
Tracks are used to reconstruct collision vertices by iteratively refitting candidate ver-
tices until tracks are rejected from a given vertex and are instead used to repeat the pro-
cedure with other vertices [58, 59]. This procedure works by first defining a seed position
for a first vertex based on the beam spot3 position in the transverse plane and the mode
of the z values of the reconstructed tracks at closest approach to the beam spot. The it-
erative fit is then performed by assigning weights to each track based on χ2 agreement
with the estimated vertex position and then recomputing the vertex position with these
track weights included. This process is repeated for a number of iterations and tracks
which are incompatible with a vertex position at a level of seven standard deviations are
not assigned to the vertex. The fitting process is then repeated for these leftover tracks
until all tracks are associated with a vertex or no additional vertices can be defined. Re-
constructed vertices with at least two associated tracks are considered for the primary
vertex.
4.2.2 Electrons
The measurement signature of electrons is a single track pointing to a large energy de-
posit in the EM calorimeter. Reconstruction therefore entails clustering energy measure-
ments in the EM calorimeter into identified electron deposits which are then matched to
inner detector tracks to form the reconstructed electron [60, 61]. An important considera-
tion in this reconstruction is energy losses of electrons passing through the inner detector
due to bremsstrahlung. These energy losses affect the paths of the electrons through the
tracker, meaning that they must be taken into account when reconstructing the particle
tracks. Criteria on the identification of how electron-like a reconstructed electron is are
defined to reduce reconstruction of other particles as electrons. Separate criteria are also
defined on how isolated a reconstructed electron is from other objects to reduce the selec-
tion of electrons which are produced from the decays of other particles which originated
from the hard collision interaction.
The EM calorimeter clusters are reconstructed by scanning a sliding window across
groups of calorimeter modules to determine if any groups are of sufficient energy to
have arisen from an electron. The window size is 0.075 × 0.125 in η × φ space, which
corresponds to 3× 5 of the granularity of the second EM calorimeter layer (0.025× 0.025).
3The central point of the overlapping LHC beams.
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Calorimeter ‘towers’ within this window, consisting of groupings of calorimeter layers in
∆ηtower × ∆φtower = 0.025× 0.025 regions (where the η × φ space of the calorimeter is
formed from a grid of such regions), are then selected to seed a full electron calorimeter
cluster if they have ET > 2.5 GeV. The full clusters are then formed around the seeds
with a clustering algorithm which allows for removal of duplicates from nearby seeds. A
larger window is finally used to determine the kinematic properties of a cluster, with the
size of the window being determined by the position of the cluster in the calorimeter.
Tracks are reconstructed using either the standard track reconstruction described in
Section 4.2.1 or a modified electron-specific track reconstruction designed to accommo-
date energy losses due to bremsstrahlung. The standard track reconstruction accounts for
energy losses due to interactions with the detector under the assumption that tracks are
from charged pions, referred to as the pion hypothesis. If a track seed with pT > 1 GeV
cannot be extrapolated into a full track with at least seven hits and the seed is within
∆R < 0.3 of the barycentre of an EM cluster (defined as the mean η and φ of the energy
in the cluster, calculated from the energy-weighted sum of the positions of cluster con-
stituents), the electron-specific track finding is tried. In this method the standard track
finding is modified to instead use an electron hypothesis which allows up to 30% en-
ergy loss at intersections of the track with detector elements. The tracks found from both
methods are then fitted using a χ2 track fit which uses the same hypothesis that was used
in the initial track finding. The electron hypothesis is employed in the fit by including an
extra term that compensates for increases in χ2 due to bremsstrahlung. If a track which
was found under the pion hypothesis does not survive the pion fit the electron fit is tried
instead. The tracks are then spatially matched to the EM calorimeter clusters by com-
paring the extrapolated position of a track within the second EM calorimeter layer to the
position of the cluster. Consideration is given to the best spatially matching track if a
number of tracks match to one cluster. Tracks are then refitted using a Gaussian sum
filter [62] algorithm, which is a non-linear generalisation of the Kalman filter method, to
provide precise measurements of the track properties.
Identification criteria on the reconstructed electrons are defined by combining a num-
ber of variables which have some discriminantion of whether a reconstructed electron
is signal-like (i.e. originated from an electron) or background-like (i.e. originated from
another particle) using a multivariate analysis (MVA) method. The method used is the
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likelihood-based (LH) method which calculates the probability for an object to be signal-
like or background-like based on the combination of probability density functions from
the discriminating variables used. A final discriminant variable dL is defined as the rela-
tive probability for the object to be signal-like:
dL =
LS





where ~x is the vector of the values of the discriminating variables, Ps,i(xi) is the eval-
uation of the signal probability density function for the ith discriminating variable at the
value xi, and Pb,i(xi) is the equivalent quantity for the background probability density
function. The variables used are broadly categorised as the shapes and relative energy
depositions in different layers of the EM calorimeter, parameters of the associated track,
distance between extrapolated track positions and cluster position, relative energy leak-
age into the hadronic calorimeter, and probability of the presence of transition radiation
in the TRT. The particle identification properties of the TRT are utilised in the final vari-
able as a likelihood discriminant variable which defines the probability of a TRT hit to
give a high threshold measurement, which is indicative of transition radiation. Simple
cuts on the multiplicity of hits in the particle track are also used.
The identification criteria are finally defined by applying a cut at three working
points: loose, medium, and tight. The working points are not exclusive of each other,
which means that reconstructed electrons identified as tight are also identified as medium
and reconstructed electrons identified as medium are also identified as loose. The work-
ing points are optimised using simulated datasets as a function of |η| and ET. Efficiencies
of correctly identifying electrons and mis-identifying hadrons as reconstructed electrons
for the three working points are shown in Figure 4.1. The reconstruction efficiencies for
both truth electrons and hadrons are seen to increase at 50 GeV because the last bin used
for the optimisation of electron ID is the 45-50 GeV bin.
Isolation criteria are used to remove electrons which are not ‘promptly’ produced
from the hard collision interaction and are instead ‘non-promptly’ produced from the
decays of hadronic particles which were produced in the hard interaction. The isola-
tion criteria also further remove hadrons which are mis-identified as reconstructed elec-
trons. The criteria are placed on variables which measure the energy in spatial regions
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FIGURE 4.1: Efficiency of the electron reconstruction identification working points to reconstruct
an object as an electron in simulated data as a function of ET of the reconstructed electron. The
efficiency to reconstruct truth electrons in Z → ee events is shown in the left figure and the
efficiency to reconstruct hadrons (i.e. mis-identification) in dijet events is shown in the right
figure. [60]
around the reconstructed electrons, which allow for determination of whether a recon-
structed electron is non-isolated. Two types of isolation variables are used: calorimeter
based and track based. The calorimeter based variable measures the total transverse en-
ergy in a cone around the barycentre of the electron cluster with an energy deposit of
size ∆η × ∆φ = 0.125 × 0.175 centred around the cluster barycentre subtracted. The
track based variable measures the total transverse momentum of all tracks passing basic
quality requirements within a cone around the track associated with the reconstructed
electron, excluding tracks associated with the electron (this can include additional tracks
from converted bremsstrahlung photons). The size of the cone decreases as a function of
electron ET for ET > 50 GeV, which is referred to as ‘variable’ isolation. Isolation operat-
ing points are defined using selections on these variables. Of relevance to the work in this
thesis is the loose and ‘Gradient’ operating point. The loose operating point varies the
selection on the two isolation variables as a function of ET to define a fixed efficiency for
the reconstruction of truth electrons. The Gradient operating point again varies the se-
lections on the two isolation variables as a function of ET but instead allows the selection
efficiency to vary, resulting in lower efficiency for truth electrons at low ET and higher
efficiency as ET increases. In this way the background rejection is improved at low ET
while retaining high signal acceptance at high ET.
Scale factors are applied to electrons in simulated events to ensure that reconstructed
electrons which originate from simulated data are found and selected with the same ef-
ficiency as reconstructed electrons from real data. The total scale factor per electron is
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a combination of a number of weights that correct for mismodelling of tracking proper-
ties and shower shapes, and scale reconstruction and selection efficiencies to match those
found in data. The scale factor is defined as:
welectron = wreconstruction × widentification × wisolation × wtrigger (4.2)
where w is the weight applied and the subscript refers to the portion of electron recon-
struction that the corrections are derived for. ‘Trigger’ refers to the efficiency of finding
reconstructed electrons using the online reconstruction algorithms of electron triggers as
compared to the reconstructed electrons found by the offline reconstruction algorithms.
The size of welectron is in general slightly below 1.0, with most simulated events given
a weight between 0.8 and 1.0. A small number of events are given weights up to 1.3, and
a falling distribution of events are given weights down to 0.0.
4.2.3 Muons
The measurement signature of muons is a track in the inner detector associated with
a track or track segments in the muon spectrometer. Reconstruction therefore entails
reconstruction of tracks in the muon spectrometer and the matching of these tracks to
inner detector tracks [47]. Criteria on identification quality and isolation are employed
similarly to what is used in electron reconstruction.
Tracks are reconstructed in the muon spectrometer by first forming track segments
out of measurements made in individual modules. For measurements in MDT layers,
hits are combined with hits from nearby RPC or TGC trigger modules using a Hough
transform [63]. A straight-line fit is performed on the hits found in each layer to produce
a track segment for one muon spectrometer MDT layer. Track segments in CSC layers
are built using a combinatorial search which is separate for the η and φ layers. Full muon
spectrometer tracks are then built out of hits from track segments in different layers.
This is done by performing a combinatorial search starting from a single segment chosen
as a seed. Seeds are first chosen from segments in the middle layers, before later also
being chosen from segments in inner and outer layers. Segments can initially be used in
multiple track candidates; an overlap removal algorithm then the best assignment for a
segment to a single track, or allows a segment to be shared between two tracks. The hits
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from a track candidate are then fitted with a global χ2 fit. The χ2 value is used to accept
or reject track candidates. Individual hits may be rejected from a track candidate if they
have a large contribution to χ2. Additional hits may also be added to the track candidate
if they are found to be consistent with the track candidate trajectory.
Inner detector track reconstruction is performed according to the standard methods
described in Section 4.2.1. Four methods are then used to reconstruct the final recon-
structed muons, of which the combined muon method is relevant to the work presented
in this thesis. Combined muons are defined using a combination of a track in the muon
spectrometer and a track in the inner detector. A combined track is reconstructed by re-
fitting the combination of hits from both the inner detector track and muon spectrometer
track. During this refit hits in the muon spectrometer may be added or removed to im-
prove the fit quality. Most combined tracks are reconstructed in an outside-in fashion by
extrapolating the muon spectrometer track inward and matching it to an inner detector
track. An inside-out method is also used as a complementary approach where an inner
detector track is extrapolated to the muon spectrometer and a muon spectrometer track
is matched to it. The inside-out method corresponds to approximately 0.5 % of recon-
structed muons selected with the medium identification criteria described below.
Identification criteria on the reconstructed muons are defined using selections on the
number of hits in different layers in the inner detector and muon spectrometer as well
as selections on the relative differences between inner detector and muon spectrome-
ter tracks. Of relevance to the work described in this thesis are the loose and medium
working points. Similar to electron identification working points, reconstructed muons
passing the medium working point are a subset of those passing the loose working point.
Efficiencies to reconstruct muons are shown in Figure 4.2, where the muons have been
identified using a tag-and-probe method. In this method muons are selected with a high
purity by choosing events which contain a muon pair with an invariant mass close to the
Z or J/ψ mass. A ‘tag’ muon is required to have triggered a single-muon trigger and is
required to pass selections that ensure it is a good quality muon. Measurements can then
be made of the corresponding ‘probe’ muon, which has looser selections applied. In Fig-
ure 4.2 loose muons are only plotted with |η| < 0.1 because the selections for loose and
medium muons are similar outside of this region. The difference at central η is the pres-
ence of loose muons which originate from methods that allow inner detector tracks to be
Chapter 4. Event Simulation and Object Reconstruction 71
associated with measurements in the calorimeters or partial measurements in the muon
spectrometer. The efficiency is lower for medium muons where reconstructed muons of
this type are excluded, due to reduced instrumentation in the muon spectrometer in this
region to make space for cabling and services for the calorimeters and inner detector.
The isolation requirements used for reconstructed muons are the same as those used
for reconstructed electrons, with the same track-based and calorimeter-based isolation
methods employed. In the track-based isolation method the inner detector track associ-
ated with the muon is excluded. In the calorimeter-based isolation method, energy clus-
ters within ∆R < 0.1 of the reconstructed muon are considered as deposits originating
from the muon and are excluded.
Scale factors are applied to reconstructed muons following a method similar to what
is done for reconstructed electrons. An additional scale factor is included to correct mis-
modelling of the association of muon tracks to the primary vertex.
4.2.4 Hadronic Jets
The measurement signature of a hadronic jet is a number of tracks pointing to a num-
ber of collimated energy deposits in the hadronic calorimeter with some energy deposits
also in the electromagnetic calorimeter4. Reconstruction can therefore entail the clus-
tering of either nearby tracks, or nearby calorimeter deposits, or reconstruction based
on the combination of tracks and calorimeter deposits. However for the reconstructed
jets relevant for the work in this thesis, reconstruction entails only clustering of nearby
calorimeter deposits from all calorimeters, although matching to tracks is used for cali-
bration of reconstructed jets and for definition of jet quality criteria. A number of cali-
brations and corrections are applied to the calorimeter deposits and reconstructed jets to
ensure they are well reconstructed. Quality criteria are used to identify reconstructed jets
which were mis-reconstructed from non-collision sources or detector noise. A matching
of reconstructed jets to reconstructed tracks is also used to identify jets that come from
the primary vertex and consequently identify jets which originate from pile-up vertices.
The first step in jet reconstruction is clustering measurements in the calorimeters into
3D topological clusters referred to as ‘topo-clusters’ [64]. Topo-clusters are intended to
separate calorimeter measurements arising from jets from measurements arising from
4Electromagnetic energy deposits dominantly arise from the decay pi0 → γγ
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FIGURE 4.2: Efficiency of the muon reconstruction to reconstruct muons in real data and simu-
lated data. The efficiency as a function of pT of the reconstructed muon is shown in the top figure
for medium muons with |η| > 0.1 in Z → µµ and J/ψ → µµ events. The efficiency as a function
of η of the reconstructed muon is shown in the bottom figure for loose muons with pT > 10 GeV
and |η| < 0.1 and medium muons with pT > 10 GeV in Z → µµ events. The y-axis scale is bro-
ken in the bottom figure to allow differences between data and simulated data to be more clearly
seen. [47]
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electronic noise or products of pile-up interactions (both are collectively referred to as
noise). Individual topo-clusters do not necessarily represent the energy deposit of a
full shower arising from a single particle but may instead represent a partial shower
or merged response from a number of particles. Topo-clusters are produced using a
growing-volume algorithm which uses a signal-to-expected-noise ratio for energy mea-
sured in a calorimeter cell to iteratively combine nearby calorimeter measurements. This
algorithm works by initially selecting a calorimeter cell with a high signal-to-expected-
noise significance and combining it with two nearby cells of appropriate significance
to form a seed cluster. Neighbouring calorimeter cells which pass appropriate signif-
icance thresholds are then iteratively merged into the topo-cluster until the last set of
neighbouring cells included does not pass the significance threshold. Overlapping seeds
are merged into the same topo-cluster. Final topo-clusters may be too large to provide
detailed measurement of the energy flow within the calorimeter and so a cluster split-
ting approach splits any topo-clusters which contain two or more local signal maxima
calorimeter cells into multiple topo-clusters. The calorimeter energy measurements used
to form the topo-clusters are measured on the EM energy scale. This refers to the fact that
the ATLAS calorimeters respond differently to electromagnetic and hadronic particles of
the same energy (referred to as non-compensating calorimetry). Measurements at the EM
energy scale accurately reconstruct energy deposits for electrons and photons but do not
include any corrections for the response of hadronic particles.
After topo-clusters have been defined jets are built from them using the anti-kt jet
clustering algorithm [65]. In this algorithm a distance variable dij is defined between two
objects i and j as well as a distance diB between an object i and the beam. A generic












where ∆2ij = (yi − yj)2 + (φi − φj)2, kt is transverse momentum (i.e. pT), y is rapid-
ity, and φ is azimuthal angle. R is a radius parameter that is chosen to define the size
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of resulting jets, and p defines the algorithm used for jet clustering. In the anti-kt algo-
rithm a value of p = −1 is chosen and a value of R = 0.4 is typically used. Other jet
algorithms are defined by other choices for p: the kt algorithm uses p = 1 [66] and the
Cambridge/Aachen algorithm uses p = 0 [67, 68]. These jet clustering algorithms itera-
tively form jets using these distance variables by choosing the smallest distance at a given
step and combining objects i and j if the smallest distance is a dij. If the smallest distance
in a given step is instead a diB then object i is considered a jet and the algorithm proceeds
on the remaining non-jet objects. In the anti-kt algorithm the choice of p = −1 ensures
that the smallest distances are associated with the hardest objects. This has the effect that
jets will be formed by primarily clustering soft objects to hard ones and only clustering
soft objects to other soft objects once no nearby hard objects remain. The benefit of this
approach is that jet definitions (including the number of jets) will be stable against the
addition of soft or collinear radiation. As well the reconstructed jets are either conical in
shape or cones with volumes cut out by the presence of nearby harder jets. Due to this
robustness against soft and collinear radiation the anti-kt algorithm is infrared safe and
collinear safe when used to define jets in theoretical calculations and as such can be used
in the full phase space of partons without divergences or cutoff scales needed to remove
divergences. Jets are reconstructed with an implementation of the anti-kT algorithm in
the FASTJET software package [69].
The set of reconstructed jets resulting from the anti-kt algorithm are then calibrated to
have the same jet energy scale (JES) as jets formed of stable truth particles in simulated
data; they are also calibrated so that the jet four-momentum are defined with the primary
vertex as the origin rather than the centre of the detector (jet energy is kept constant in
this calibration) [70]. The origin correction results in improved η resolution for jets. A
chart showing the sequence of calibration steps and summarising what is done in each
step is shown in Figure 4.3.
The first calibration step is the correction of jet directions to originate from the pri-
mary vertex. Anti-kt jets are reconstructed to originate from the origin of the spatial axes
(i.e. the centre of the ATLAS detector) and so the origin correction recalculates the four-
momentum of each jet using the reconstructed primary vertex of an event as the origin.
This improves the pseudorapidity resolution of the jets.
The next calibration step is correcting for effects of pile-up [71]. This is split into a jet
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FIGURE 4.3: Sequence of calibrations applied to reconstructed jets. ‘EM-scale jets’ refers to the
input set of reconstructed jets. [70]
area pT density calibration and a residual correction. The jet-area-based correction uses
knowledge of the average pT density of jets to subtract the pT contribution to a jet which
arises from pile-up. The average pT density is calculated per-event by firstly reconstruct-
ing jets from topo-clusters using the kt algorithm with R = 0.4. The kt algorithm is used
because of its sensitivity to soft radiation and as such is more sensitive to calorimeter
deposits from pile-up. The area A of each kt jet in the η-φ plane is defined by uniformly
distributing ‘ghost’ particles of infinitesimal momentum across the η-φ plane prior to
jet formation. Once jets have been reconstructed the relative number of ghost particles
within a jet can be counted to define A. The pT density of each jet is then calculated as
pT
A and the average pT density ρ is defined as the median of all pT densities in an event.
The pT contribution of pile-up to reconstructed jets can then be subtracted using ρ and
the area of the jet in question. This jet-area-based correction is only derived in the region
|η| < 2 due to the higher occupancy of jets in the forward regions.
As a result of the central pseudorapidity range used to derive the area-based cor-
rections there is residual dependence of reconstructed jet pT on pile-up contributions in
higher occupancy regions or higher occupancy jets. The dependence is observed by com-
paring the pT of reconstructed jets to the pT of jets reconstructed from truth particles in
simulated data, which are referred to as truth jets. Truth jets have no dependence on
pile-up due to being formed of only particles originating from the hard interaction. A
reconstructed jet and truth jet are compared if they are within ∆R = 0.3 and the recon-
structed jet has pT > 10 GeV. The residual pT dependence is split into a dependence on
the number of reconstructed primary vertices, NPV, which is sensitive to in-time pile-up,
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FIGURE 4.4: Dependence of reconstructed jet pT on pile-up as a function of absolute pseudorapid-
ity before and after pile-up corrections are applied. The dependence on NPV (with NPV averaged
over µ) is shown in a) which represents the dependence on in-time pile-up. The dependence on
µ (with µ averaged over NPV) is shown in b) which represents the dependence on out-of-time
pile-up. [70]
and a dependence on the mean number of p-p interactions per bunch crossing, µ, which
is sensitive to out-of-time pile-up. A coefficient α is associated with the NPV dependence
and a coefficient β is associated with the µ dependence. α and β are fitted as a function
of the pT of the truth jet and |η| of the reconstructed jet, and the resulting coefficients are
used to subtract the residual dependence of the pT of reconstructed jets on pile-up.
The combined pile-up correction to the pT of reconstructed jets is defined as:
pcorrT = p
reco
T − ρA− α(NPV − 1)− βµ (4.5)
where precoT is the initial pT of the reconstructed jet, p
corr
T is the pT of the reconstructed
jet after correction and A is the area of the reconstructed jet. The dependence of the
reconstructed jet pT on NPV and µ after each correction is shown in Figure 4.4.
The next calibration step is the absolute calibration of jet energy scale and jet η to
truth information in simulated data. This step is performed by reconstructing truth jets
and selecting only reconstructed jets which are matched to truth jets within ∆R = 0.3.
The reconstructed jets are required to have no other reconstructed jet of pT > 7 GeV
within ∆R = 0.6 and only one truth jet of ptruthT > 7 GeV within ∆R = 1.0. The additional
matching requirements enforce that the reconstructed jets are isolated, which avoids any
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ambiguities when matching reconstructed jets to truth jets. To calibrate the reconstructed
jets the mean of the energy response E
reco
Etruth is measured in bins of ηdet, which is the η of
the jet from the centre of the ATLAS detector. This definition of η is used to avoid any
ambiguity in which region of the detector is measuring a jet. The reconstructed jet energy
scale is then calibrated by applying as a calibration factor the inverse of the mean of the
energy response, parametrised by Ereco. The calibration of jet η then removes biases in
the distribution of ηrecodet − ηtruthdet , parametrised as a function of Etruth and ηdet.
The next calibration step is the correction of dependences of jet energy scale on the
longitudinal and transverse features of a jet by using global sequential corrections. Each
correction in the chain of sequential corrections applies a correction factor of the inverse
of the jet response using the same reconstructed jet to truth jet matching as in the abso-
lute calibration step described above. However the corrections are scaled to keep aver-
age energy constant which means that they only remove the dependence considered in
each step and do not change the overall energy scale. Three of the corrections associate
reconstructed inner detector or muon tracks with reconstructed jets. This matching is
performed by treating each track as a ghost particle similar to what was used in the jet
area calculations in the pile-up corrections: tracks are treated as particles of negligible
momentum which are clustered with other measurements as part of standard jet recon-
struction. The full list in order of dependences that are corrected for are:
1. The fraction of jet energy in the first layer of the hadronic tile calorimeter;
2. The fraction of jet energy in the third layer of the electromagnetic calorimeter;
3. The number of tracks with pT > 1 GeV associated with a jet;
4. The average pT weighted ∆R between between the jet axis and tracks associated
with a jet;
5. The number of muon track segments associated with a jet.
The last calibration step is in situ calibrations that correct for differences in jet re-
sponse between real data and simulated data. These in situ calibrations are only applied
to jets reconstructed from real data. The corrections are derived by comparing the pT of
a reconstructed jet to the pT of another object in the same event that is chosen to be well
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modelled. The response Rin situ is then defined as the average ratio of jet pT to reference
object pT, binned by reference object pT. The ratio of jet response in data and simulated




where the ‘data’ and ‘MC’ superscripts refer to real data and simulated data respec-
tively. This ratio can then be inverted to produce correction factors for jets in data. The
calibrations are derived from three sources with the calibrations from each being applied
sequentially: η-intercalibration, Z+jet and γ+jet balance, and multi-jet balance. The η-
intercalibration balances the pT of a jet reconstructed with 0.8 < |ηdet| < 4.5 against a jet
with |ηdet| < 0.8. The jets are expected to be balanced in leading order QCD calculations,
and therefore any imbalance is attributed to different calorimeter responses. This inter-
calibration is defined as a function of both pT and ηdet; for the remaining intercalibrations
the correction is defined only as a function of pT. The Z+jet and γ+jet balance compares
the pT of a jet with |η| < 0.8 to the pT of a reconstructed Z boson (which decays to elec-
trons or muons) or of a photon. This calibration covers jets up to a pT of 950 GeV. The
multi-jet balance compares the pT of a high pT jet to several low pT jets. This calibration
allows the calibration of jets up to a pT of 2 TeV. The value of the ratio from Equation 4.6
is shown for each calibration source in Figure 4.5.
Jet quality criteria are defined by directly applying selections on variables that dis-
criminate against calorimeter noise in LAr calorimeters; applying selections on mea-
surements of the fraction of energy deposits in the different calorimeters; and applying
selections on measurements of tracks associated with jets [72]. The noise discrimina-
tion variables compare the shape of electronic pulses from LAr measurements to the ex-
pected pulse shape from detector simulation. As well, the total energy of negative energy
calorimeter measurements within a jet are considered (negative energy measurements are
a result of calorimeter noise). The energy fraction variables measure the relative amount
of a jet’s energy that are measured by the electromagnetic and hadronic calorimeters.
The maximum energy fraction in a single layer within a calorimeter is also considered.
The track variables measure the relative fraction of the pT of tracks associated with a jet






























FIGURE 4.5: The value of the ratio of jet response in real data and simulated data as a function
of jet pT. The measurements from the three sources of in situ calibrations are shown. The symbol
given on the y-axis, RData/RMC, is defined in the same way as the symbol in Equation 4.6. [70]
compared to the pT of a jet. A number of criteria are defined using these variables, for ex-
ample whether more than a quarter of a jet’s energy is measured by hadronic calorimeter
deposits of poor quality, and a jet passing any of the criteria is considered a poor quality
jet.
To separate reconstructed jets which originate from the primary vertex from recon-
structed jets which originate from pile-up vertices a multivariate method called the jet
vertex tagger (JVT) is used [71]. The jet vertex tagger is a likelihood function built from
two variables which each associate tracks with a reconstructed jet. The first variable com-
pares the total pT of tracks which originate from the primary vertex and are associated
with a jet to the total pT of tracks which originate from other vertices and are associated
with the same jet. The second variable compares the total pT of tracks which originate
from the primary vertex and are associated with a jet to the pT of the jet. Selections can
be made on the output score of the likelihood function to define a jet as originating from
the primary vertex or not.
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4.2.5 b-jets and Jet Flavour Tagging
It is desirable to identify jets that originate from b quarks, labelled as ‘b-jets’, in physics
analyses such as in the reconstruction of top quarks which decay t→ bX. Due to the rel-
atively long lifetime of hadrons containing b quarks, generally referred to as ‘b-hadrons’,
as well as other features, such as the high mass of the b quark, b-jets have an experi-
mental signature that can be distinguished from jets which originate from other partons.
In particular the relatively long lifetime of b-hadrons of the order of 1.5 ps results in a
secondary decay vertex for the decay of b-hadrons which is measurably displaced from
the primary interaction vertex by on average approximately 3 mm (the b-hadrons have a
proper decay length of cτ ≈ 450 µm).
Jets which originate from c quarks are referred to as ‘c-jets’ and jets which originate
from gluons or u, d, or s quarks are referred to as ‘light-jets’. Consideration is also given
to the separation of b-jets from jets from hadronically decaying tau leptons. The identifi-
cation of b-jets and separation of jets from other sources is referred to as ‘b-tagging’. Jets
identified by b-tagging algorithms as containing a b-hadron are referred to as ‘b-tags’.
Three basic b-tagging algorithms are defined and then combined using an MVA-based
algorithm to provide best separation of b-jets and jets from other sources [73, 74]. Each ba-
sic algorithm aims to measure or reconstruct a different aspect of the decay of a b-hadron.
The three basic algorithms are the impact parameter based algorithm, the secondary ver-
tex finding algorithm, and the decay chain multi-vertex algorithm. The b-tagging algo-
rithms use reconstructed tracks which are associated with reconstructed jets to measure
or reconstruct properties of the decays of hadrons in the jet.
Impact parameter based algorithm
Impact parameter based algorithms aim to measure the presence of tracks from a sec-
ondary decay vertex by measuring impact parameters of tracks relative to the primary
vertex. A general definition of the impact parameter of a secondary vertex track relative
to the primary vertex can be seen in Figure 4.6. Tracks which originate from secondary
vertices are expected to have large impact parameter values due to the displacement of
secondary vertices from the primary vertex. Two impact parameter variables are defined:








FIGURE 4.6: Drawing of a secondary vertex occurring within a jet [75].
the transverse impact parameter, d0, which is the distance of closest approach to the pri-
mary vertex in the r-φ plane; and the longitudinal impact parameter, z0 sin θ, which is the
distance from the primary vertex in the r-η plane at the point of closest approach in the
r-φ plane.
Two impact parameter based algorithms are defined: the first, referred to as the IP2D
tagger, uses transverse impact parameter significance, d0σd0
, as a discriminating variable
while the second, referred to as the IP3D tagger, uses a two-dimensional template to
both the transverse impact parameter significance and the longitudinal impact parameter
significance, z0 sin θσz0 sin θ
. A number of probability density functions are defined per-track for
the two impact parameter significance variables; the probability density functions are
distinguished by different categorisations of the tracks based on hit multiplicities and
based on the jet-flavour-hypothesis (b, c, or light) being considered.
A log-likelihood ratio (LLR) is then computed based on the sum of tracks to test the
probability of one jet-flavour-hypothesis against another:
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FIGURE 4.7: The log likeihood ratio comparing the probabilities for b-jets and light-jets using










where p is the value of a probability density function, N is the total number of tracks, i
labels the track being considered, and the other subscripts label the jet-flavour-hypothesis
used for a given p (u refers to light-jets). In this equation the probability density functions
for b- and light-jets are used however the comparisons of b-jets and c-jets, and c-jets and
light-jets are also made. The distributions of the LLR in Equation 4.7 for the IP2D and
IP3D taggers are shown for different flavours of jets in simulated data in Figure 4.7. The
flavour of the jet is known by matching reconstructed jets to truth jets and determining if
the truth jet contains a b-hadron, or a c-hadron if no b-hadron is present. This method is
used in similar plots in the remainder of this section.
Secondary vertex finding algorithm
The secondary vertex finding algorithm attempts to reconstruct a single inclusive sec-
ondary vertex within a jet by testing all pairings of reconstructed tracks associated with
a jet for the presence of a vertex displaced from the primary vertex. Vertices formed from
track pairs, referred to as two-track vertices, are required to be significantly displaced
from the primary vertex (based upon the significance of the distance between each track
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FIGURE 4.8: The invariant mass of the collection of tracks from secondary vertices reconstructed
using the secondary vertex finding algorithm. Distributions are shown for different flavours of
jet from simulation. [73]
and the primary vertex as well as values from impact parameter based algorithms) and
the tracks must be of sufficient quality. Any track pairs which have an invariant mass
compatible with other long-lived particles such as Ks mesons and Λ baryons are rejected;
the invariant mass is also used to reject track pairs originating from photons. The posi-
tions of two-track vertices are also compared against the radius of the innermost inner
detector layer to reject any that have originated from interactions with detector material.
Surviving two-track vertices are combined into a single vertex with outlier two-track
vertices iteratively removed. Properties of the reconstructed secondary vertex such as
the invariant mass of the collection of tracks from the secondary vertex can then be used
to discriminate between jets of different flavours. An example distribution showing the
mass of the reconstructed secondary vertex for different flavours of jets is shown in Fig-
ure 4.8.
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Decay chain multi-vertex algorithm
The decay chain multi-vertex algorithm attempts to reconstruct the full b-hadron decay
chain within a jet, which can involve the production of c-hadrons. This is done by using
a Kalman filter method to reconstruct a common line from the primary vertex which also
contains b-hadron and c-hadron decay vertices. In this way the flight path of a b-hadron
is approximated. This approach produces reconstructed b-hadron and c-hadron vertices
if it is possible to do so according to spatial resolution; this can be done even if only a
single track is associated to any of these vertices. Properties of the reconstructed decay
topology can then be used to discriminate jets of different flavours.
Multivariate combination algorithm
The multivariate combination algorithm, referred to as ‘MV2’, combines the outputs of
the three basic algorithms into a single discriminant variable with better separation of
b-jets from jets of other flavours than any of the individual basic algorithms. The MV2
algorithm is a boosted decision tree5 (BDT) that treats b-jets as the signal to be correctly
identified and c-jets and light-jets as the background to reject from signal. The input
variables are correlated with the reconstructed jet pT and |η|; however, the pT and η of
the different flavours of jets are reweighted to have the same distribution during the
training of the BDT (this reweighting is not used when evaluating the final output of
the BDT). This is done to avoid using differences in the kinematics of the jet flavours as
discriminating information while still allowing the input variables to be correlated with
jet kinematics.
A few different versions of the MV2 b-tagger are trained, where each variant includes
a different fraction of c-jets in the collection of background category jets during training
and is otherwise identical to other variants. This allows the rejection of light-jets and the
rejection of c-jets to be optimised based on how important each is to a physics analysis.
Three variants are defined: MV2c00, MV2c10, and MV2c20. MC2c00 contains no c-jets
in the background category, MC2c10 contains a c-jet fraction of 7% in the background
category, and MV2c20 contains a c-jet fraction of 15% in the background category. Note
that the ‘cXX’ numeric is indicative of the c-jet fraction relative to other MV2 variants and
5A description of the functionality of boosted decision trees is given in Section 6.3 when describing the
boosted decision trees used in the ATLAS Higgs search that is the focus of this thesis.
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MV2c10 BDT Output
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FIGURE 4.9: The output of the MV2c10 b-tagging algorithm. Distributions are shown for different
flavours of jets from simulation. [73]
does not denote the actual c-jet fraction (the values reflect an older version of the tagger
where the c-jet fractions were indeed 0%, 10%, and 20%). The MV2c10 tagger is typically
used due to similar power to reject c-jets to the MV2c20 tagger but without the degraded
light-jet rejection associated with the MV2c20 tagger. The distribution of the output of
the MV2c10 b-tagger for different flavours of jets is shown in Figure 4.9.
b-tagging working points are defined based on selections on the MV2 output distri-
bution. Four working points are defined: loose, medium, tight, and very tight. The
working point definitions for the MV2c10 tagger and their performance are shown in Ta-
ble 4.1. The values are derived from simulation for jets with pT > 20 GeV. For a given
working point any reconstructed jet which passes the selection value on the MV2c10 out-
put is considered a b-tag while any jet that fails the selection is considered untagged; in
this way jets can be considered to be tagged (or untagged) at a given working point.
A significant challenge in the use of b-taggers is ensuring that the efficiency to select
jets of a given flavour is the same in real data and simulated data. Dedicated calibrations
Chapter 4. Event Simulation and Object Reconstruction 86
TABLE 4.1: Definitions and performance of the different b-tagging working points for the MV2c10
b-tagger. The rejection values are defined as the inverse of the efficiency to select a jet of the
appropriate type. Values are taken from Reference [73].
Working point BDT cut b-jet c-jet light-jet τ rejection
value efficiency [%] rejection rejection
very tight 0.9349 60 34 1538 184
tight 0.8244 70 12 381 55
medium 0.6459 77 6 134 22
loose 0.1758 85 3.1 33 8.2
from data are performed using a number of methods [74, 76]6 which result in a scale
factor to apply to simulated events to correct the b-tagging efficiencies in simulated data.
Typically this is performed at a single working point at a time, which defines that all b-
tags in an analysis are tagged at the same working point. However the work described in
Chapter 6 makes use of an extended calibration which calibrates the ensemble of working
points simultaneously, which allows jets to be b-tagged at different working points within
the same event. This is referred to as ‘pseudo-continuous calibration’, where continuous
calibration would calibrate the continuous MV2c10 score as opposed to working points
at fixed cut values.
4.2.6 Taus
Tau leptons decay either leptonically into an electron or muon plus neutrinos, or hadron-
ically into one or three charged hadrons plus additional neutral hadrons. Decay modes
containing five charged hadrons are also possible however they are a very low fraction
of tau decays and are neglected. The electrons and muons from leptonically decaying
taus can be reconstructed in the same way as electrons and muons from other sources
however the hadronic decay modes provide a hadronic jet signature that can be sepa-
rated from hadronic jets originating from partons [77, 78]. The measurement signature
for hadronically decaying tau leptons is therefore one or three tracks pointing to a narrow
shower in the calorimeters.
6Most documentations of calibrations with 13 TeV data have not yet been published and instead an older
paper which contains information on calibration methods and the only 13 TeV b-tagging calibration paper
published so far are cited.
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Reconstruction of hadronically decaying taus is seeded by jets reconstructed using the
methods described in Section 4.2.4. Tau candidate objects are formed from topo-clusters
and tracks within ∆R < 0.2 of the barycentre of the seeding jet. Tracks are also considered
within 0.2 < ∆R < 0.4 to provide a measure of the isolation of the tau candidate. Energy
calibrations similar to those for the reconstruction of hadronic jets are applied to the tau
candidates, to correct energy measurements made by the detector to the average energy
of truth decay products in simulated data.
No explicit rejection of tau candidates originating from non-tau sources is done dur-
ing the reconstruction of tau candidates and instead identification criteria are used to re-
ject these tau candidates. The identification criteria are defined using a boosted decision
tree which uses a number of variables defined using the tracks and energy measurements
associated with a tau candidate. Two separate BDTs are trained, one for one-prong taus
and the other for three-prong taus. Loose, medium, and tight identification criteria are
defined by placing selections on the BDT outputs.
Tau reconstruction in tau triggers (i.e. online tau reconstruction) is performed dif-
ferently due to the measurement limitations of the L1 ATLAS trigger system. In L1 tau
triggers a tau candidate is formed by looking at calorimeter energy deposits in a 0.2× 0.2
region in η× φ space formed of four 0.1× 0.1 granularity calorimeter ‘towers’. L1 trigger
requirements are placed on the total transverse energy of the two most energetic adjacent
towers. The η and φ of any deposits that pass the L1 thresholds are given to the HLT
which reconstructs a tau candidate using topo-clusters within ∆R < 0.2 of the L1 tau
candidate direction. The energy is calibrated similarly to what is described above. Multi-
stage tracking methods which are described in detail in Chapter 5 are used to reconstruct
tracks associated with the tau candidates. Identification BDTs for online tau reconstruc-
tion are then used to define identification working points in the same way as described
above.
4.2.7 Missing Transverse Momentum
Missing transverse momentum originates from weakly interacting particles that pass
through ATLAS detector material without interacting and consequently cannot be re-
constructed (such as neutrinos produced from the decays of W bosons to a lepton and
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neutrino). Due to the hermetic coverage of ATLAS in the φ plane the full transverse
momentum system of the detectable collision products can be measured. As such, by
considering the momentum balance of the reconstructed objects the missing transverse
momentum vector, ~EmissT , can be defined to balance the full transverse system [79]. Com-
ponents of ~EmissT are defined by the negative sum of the appropriate x and y components
of the momenta of all objects reconstructed in the detector as well as a ‘soft term’ that
includes momentum from all tracks matched to the primary vertex that are not included














where the superscript refers to the type of object considered (γ refers to reconstructed
photons) and the order of the sum reflects the order of object reconstruction. The order
of reconstruction is chosen to minimise double counting of energy measurements.
The objects used to define ~EmissT are reconstructed and calibrated according to the ap-
proaches previously described in this chapter. Additionally, selections that are applied to
objects as part of a physics analysis must also be applied to objects entering the defintion
of ~EmissT to ensure a consistent interpretation of a given event. An overlap removal proce-
dure is also implemented to ensure that detector measurements are not shared between
reconstructed objects and multiply counted in the definition of ~EmissT as a result. This pro-
cedure removes any objects that are considered to overlap with a higher priorty object
(defined according to the order of the sum in Equation 4.8.
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Chapter 5
Development of Algorithms in the
Inner Detector Trigger for Tau Lepton
Triggers
5.1 Introduction
Constant development and optimisation of the methods used in the ATLAS trigger sys-
tem is vital to ensuring that ATLAS can continue to efficiently collect data as LHC col-
lision conditions become increasingly strenuous. Refinement of the track finding per-
formed as part of the HLT trigger is particularly important due to the computational cost
of track reconstruction. The author has worked on the improvement of these track find-
ing methods as part of Run 2 of the LHC with efforts towards ensuring that the methods
used are efficient with respect to the selection and reconstruction of tracks of interest
as well as efforts towards reducing the computation time. The developments discussed
in this chapter were worked on as part of tau lepton triggers which are not used else-
where in this thesis, however the studies performed and approaches developed could be
extended to other triggers which use the two-stage tracking methods described below.
More triggers, such as muon triggers, may utilise these methods in future as collision
conditions continue to develop.
Other results from the inner detector trigger ATLAS technical group have been pre-
sented by the author at the 17th International Workshop on Advanced Computing and
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Analysis Techniques in Physics Research [80]1 and the 26th International Symposium on
Nuclear Electronics and Computing [81].
5.2 The Inner Detector Trigger
As mentioned in Section 3.2.5 the inner detector trigger is the portion of the ATLAS high
level trigger which is responsible for the reconstruction of tracks from charged particles as
well as the reconstruction of vertices2 [82]. Tracks are essential in the accurate reconstruc-
tion of most physics objects reconstructed in the HLT and are therefore very important
for making accurate trigger decisions of whether to permanently store a collision event
based upon the reconstructed objects. However track reconstruction is also computa-
tionally expensive and can therefore lead to bottlenecks in the running of the HLT due to
object reconstruction not being able to proceed until track finding has finished. Due to the
online nature of the HLT this could therefore result in collision events being missed due
to trigger software taking too long to process preceding events. Track reconstruction also
becomes more important but also more challenging as pile-up increases and the num-
ber of tracks and vertices to be reconstructed increases as a result. Track finding within
the inner detector trigger is peformed using similar methods to the offline approaches
described in Section 4.2.1. Track finding is split into two stages: a pattern recognition
stage labelled as the Fast Track Finder (FTF) which is followed by (and provides inputs
for) a hit ambiguity solving and track scoring stage labelled as precision tracking (PT).
The performance of the online tracking algorithms is comparable to those used offline.
Track reconstruction in the inner detector trigger only considers hits in the pixel and SCT
detector layers.
To minimise computation time and allow track finding to be performed online the in-
ner detector trigger runs track finding in regions of interest (RoI) that enclose a reduced
volume within the detector. RoI volumes are defined by an extent along the beamline,
∆z, and an extent in pseudorapidity and azimuthal angle, ∆η and ∆φ respectively. These
widths define a roughly wedge shaped region within the detector extending from the
1The author prepared a poster to be presented at the conference however he was unfortunately unable to
attend to present it himself.
2The work described in this section does not include work on vertex reconstruction and so focus is placed
on track reconstruction in the inner detector trigger.
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beamline. RoIs are also defined by an η value and φ value that determine which direc-
tion the centre of the RoI points in as well as a z value which defines the position of an
RoI along the beamline. The quantities z+ and z− are defined as z + ∆z and z − ∆z re-
spectively3; equivalent quantities are also defined for η and φ. The initial directions of
an RoI are seeded by information from the preceding L1 trigger; for example the η and φ
of a calorimeter cluster measured by a tau lepton trigger. The widths of RoIs are defined
appropriately to the type of physics object being reconstructed. In general the widths are
chosen to approximately cover the expected spatial resolution of measurements used in
track finding, for example the z resolution of track reconstruction, as well as reflecting
the physics needs of the object in consideration, for example choosing ∆η and ∆φ widths
that are wide enough to include all tracks from a jet.
Track finding studies and monitoring within the inner detector trigger are normally
performed by comparing tracks found by the online tracking algorithms to a specified
collection of ‘reference’ tracks. For example all tracks found by the offline tracking algo-
rithms may be used as reference tracks. By attempting to spatially match reference tracks
to online tracks it is possible to compare the properties of any tracks which are matched.
Track finding efficiency can also be defined for the reference tracks by counting the num-
ber of reference tracks which are successfully matched to an online track and comparing
this number to the total number of reference tracks (i.e. including reference tracks which





Where the Ntracks is the number of tracks, the superscript “online, ref-matched” refers
to tracks reconstructed by online tracing algorithms that are matched to a reference track,
and the superscript “ref” refers to tracks from the reference track collection. To ensure
that tracking studies are only performed relative to reference tracks which could be ex-
pected to be found within the inner detector trigger, the reference track collections are
filtered to include only tracks which are within trigger RoIs in consideration.
3Width quantities such as ∆z are usually quoted as ∆z = ±w, where w is the width, which implies the
definition of w as the half-width from the RoI centre; however the definition quoted here for z+ and z− and
equivalent quantities assume the choice of the positive width i.e. ∆z = +w.
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5.2.1 Two-Stage Tracking Method
To ensure that track finding for triggers which measure objects with a number of expected
tracks can be run within the necessary time budget at the high pile-up conditions of Run
2 of the LHC a two-stage tracking method is employed. This method uses two RoIs of
differing sizes to reduce the total volume that tracking must be run in. The two-stage
tracking method is employed in tau lepton triggers (it is also employed in b-jet triggers,
however the method used by the tau triggers is focused on here). The two-stage method
works by first defining an RoI which is narrow in angular widths, ∆η = ∆φ = ±0.1, but
is extended along the beamline, ∆z = ±225 mm. The ∆η and ∆φ widths are chosen to
reflect the granularity of calorimetry in the L1 trigger. The ∆z width is the full length of
the colliding region of the beamline. The η and φ of this first-stage RoI are taken from the
calorimeter deposit measured by the L1 tau trigger. The fast track finder is then run in the
first-stage RoI to produce an initial collection of tracks. From this collection a track which
is determined to have most likely come from the decay of the tau lepton is used to seed
the z position of a second-stage RoI. The initial selection criteria for this ‘seed track’ was
picking the highest pT track in the first-stage RoI track collection, however this method
was refined as discussed in Section 5.3. The second-stage RoI is much wider in angular
widths, ∆η = ∆φ = ±0.4, however it is much narrower along the beamline about the
z position seeded from the tau track, ∆z = ±7 mm. The ∆η and ∆φ widths originate
from the spatial volume used to determine isolation in tau reconstruction, ∆R = 0.4.
The ∆z width is chosen to approximately cover the z resolutions of tracks and measure-
ments that seed tracks for tracks that are central in the RoI. The fast track finder is re-run
in the second-stage RoI followed by running the precision tracking to produce the fi-
nal track collection that can then be used for the reconstruction of the tau. Compared
to a single-stage tracking method, which uses a single RoI with ∆η = ∆φ = ±0.4 and
∆z = ±225 mm, the total volume that tracking is run in is much reduced. A schematic
comparison of the RoIs used in the single-stage and two-stage methods is shown in Fig-
ure 5.1.
In this way the two-stage tracking method is able to rapidly make an accurate deter-
mination of the z position of a measured tau and then perform full track reconstruction in
a much shorter (in ∆z) RoI than the single-stage tracking method RoI. Measurements of
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Understanding the tau timing
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• Main saving in time in one-stage tracking comes from narrower φ range in first stage, and narrower z range in second 
stage
• Narrower η extent in first stage has a smaller impact because of large z extent ! (Beware Δη in the trigger is almost never 
results in pyramid shaped RoIs - they are nearly always the wedge shapes illustrated here) 
• Two stage tracking RoIs not entirely different in volume - FTF timing may not be dissimilar
FIGURE 5.1: A schematic of the regions of interest used by tau lepton triggers in the single-stage
track finding method and in t e two-stage track finding method. The regions of interest are not
drawn to scale. [82]
algorithm timing collected from 2015 data found that the single-stage method resulted in
a mean FTF timing of 66 ms and a mean precision tracking timing of 12 ms while the two-
stage method timings were a mean of 23 ms (21 ms) for the FTF in the first-(second-)stage
RoI and a mean of 5 ms for precision tracking, resulting in an improvement to the total
times of more than 30% (the exact timings and difference in timings are dependent on the
computer used to run the algorithms and on the collision conditions) [82].
Good running of the two-stage method (i.e. without track losses and resulting losses
of reconstructed taus compared to the single-stage method) is dependent on a number of
assumptions and requirements:
• Firstly the track selected to seed the position of the second-stage RoI is indeed from
the measured tau or near to it. If it is not then the second-stage RoI will be misposi-
tioned and will not contain tracks from the tau. As such the full tau reconstruction
cannot take place which will result in a rejection of the event by the tau trigger;
• Secondly the angular widths of the first-stage RoI must not be too narrow to fully
enclose tracks from the measured tau. If they are then the tracks will not be re-
constructed and the second-stage RoI could be seeded by a non-tau track and be
mispositioned;
• Thirdly the ∆z of the second-stage RoI must be wide enough to include tau tracks
which are displaced from the z position of the tau which produced the tracks. If it
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is not wide enough then tau tracks may be lost and the full tau reconstruction will
be inaccurate.
5.2.2 Tau Lepton Triggers Within the Inner Detector Trigger
As discussed above track reconstruction within tau triggers is performed using the two-
stage tracking method where the first-stage RoI is seeded from the L1 tau calorimeter
cluster. Final tracks found using this method are then associated with the tau calorime-
ter cluster formed from topo-clusters in the HLT to form a tau candidate [83]. Tracks
within ∆R < 0.2 of the calorimeter cluster direction are considered as ‘core’ tracks and
tracks within 0.2 < ∆R < 0.4 are considered ‘isolation’ tracks. Tau candidates with
1 ≤ Ncoretrack ≤ 3 and Nisol.track ≤ 1 are accepted and tau identification criteria are computed to
allow selection of final reconstructed taus. HLT trigger decisions can then be made based
on the reconstructed taus.
Throughout the developments presented in this chapter studies were performed us-
ing events passing a modified tau trigger with a 25 GeV threshold, which is designed
for the estimation of performance in the inner detector trigger. The modification is that
any selections on the reconstructed tracks as part of the trigger decision are neglected.
This change results in an inclusive collection of saved events which do not depend on
the performance of the inner detector trigger. This allows full offline analysis of the inner
detector trigger algorithms including events which would otherwise be rejected in the
trigger due to poor tracking performance. This trigger is referred to as the tau25_idperf
trigger.
5.3 Improving Efficiency to Correctly Position Second-Stage Re-
gions of Interest Using a Track Quality Selection
As mentioned in Section 5.2.1, the positioning of the second-stage RoI was initially de-
fined by the z position of the highest pT track found by the fast track finder in the first-
stage RoI. This choice reflected the assumption that the highest pT track from a tau decay
will have higher momentum than other tracks found in the first-stage volume, which
are likely to be tracks from soft processes such as pile-up vertices or are incorrect track
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assignments from fake coincidences of hits in the tracking detectors (referred to as fake
tracks). However it was observed that in occasional cases the highest pT track in a first-
stage RoI would not originate from a tau. These tracks would likely be at a z position
away from the position of the tau. As a result any second-stage RoIs which were seeded
by the position of these non-tau high-pT tracks would not reconstruct the tau tracks and
therefore full tau reconstruction would not be possible.
It was also observed that in some cases where the highest pT track did not originate
from a tau the pT of the track was very high (on the order of hundreds of GeV) and track
properties associated with the track such as number of hits were indicative of a poor
quality track. As such it was suspected that in some cases fake tracks were produced
from coincidences of hits in the fast track finder that were reconstructed with a relatively
straight trajectory. Therefore these fake tracks are reconstructed with very high pT and
are chosen to seed the position of the second-stage RoI instead of a tau track. To ensure
that the chosen track was indeed a real track studies were performed to extend the se-
lection of the track to include track quality requirements which would reject fake tracks
while ideally keeping all leading pT tracks from taus. Some events were also observed
where the highest pT track did not originate from a tau but had reasonable pT and track
quality. In these cases it appeared that by chance genuine tracks from other sources were
produced with higher pT than tau tracks. This effect could for example be the result of
a tau decay which includes neutral hadrons that carry a significant amount of the tau
momentum, leaving a charged component with lower momentum than non-tau tracks
in the same RoI. It was expected that it would not be possible to separate these genuine
non-tau tracks from genuine tau tracks using a quality selection in the same way it was
hoped that fake tracks could be removed; as such, focus was placed on characterising
and removing the fake tracks.
Studies were performed using a simulated dataset of Z → τ+τ− events produced
using the PYTHIA 8 simulation package [84] and the full ATLAS detector simulation. 5000
events from this dataset were used as an input for these studies; in these events 1294 tau
trigger first-stage RoIs passed a selection that they contain at least one offline track that
is spatially matched to a tau truth track, and were subsequently studied. Tracks which
were reconstructed by online tracking algorithms (within the inner detector trigger) were
determined to have originated from taus by performing spatial matching to tracks which
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were reconstructed by offline tracking algorithms, and which themselves were spatially
matched to ‘truth tracks’ that show the trajectory of truth particles produced from the
decay of taus. This matching was done by requiring that an online track and any offline
















where the subscripts “online” and “offline” refer to parameters of the online track and
offline track under consideration. A similar but stricter criteria is placed on the matching
















where the subscripts “offline” and “truth” refer to parameters of the online track and
truth track under consideration.
Matching to offline tracks ensures that only cases where tau tracks are expected to be
reconstructed were considered (according to the track matching definitions used). The
parameterisation of the online track to offline track matching was chosen such that a
matched offline track should always be contained in a second-stage RoI that was seeded
by the online track under consideration. The parametrisation of the offline track to truth
track matching was chosen to be as tight as measurement resolution allows, to ensure
that a matched truth track results in the offline track under consideration.
By checking if the track in first-stage RoIs that was chosen to seed the position of the
second-stage RoI was matched in this way for the tau25_idperf trigger it was possible
to determine if the chosen track was a tau track or not. In this way an efficiency of correct
second-stage RoI placement could be defined as the number of first-stage RoIs where the
chosen track was a tau track compared to the number of first-stage RoIs which contained
a tau track in the track collection. Leading tau tracks were also considered in RoIs where
the highest pT track is a non-tau track. This allows inclusion of tracks which should be
chosen after the removal of non-tau tracks.
Once second-stage-seeding track choices were categorised as originating from a tau
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FIGURE 5.2: Number of tracks as a function of total number of track holes, nTotHoles, and total
number of track hits, nSi, for tau tracks which are used to position second-stage RoIs.
or non-tau, track properties for each case were compared to identify any with good sep-
arating power between tracks from taus and tracks from non-taus. In particular, because
the focus was on spurious high pT tracks, comparisons were also made between tracks
from taus and non-tau tracks above a high pT threshold of 100 GeV. This would ideally
allow spurious high pT tracks and genuine non-tau tracks to be considered separately.
Example results for such comparisons of multiplicities of the total number of track hits
and total number of track holes, where a hole is a missing expected hit in an active de-
tector layer, are shown for tau tracks which seed second-stage RoIs in Figure 5.2 and for
non-tau tracks which seed second-stage RoIs in Figure 5.3.
It was seen that multiplicities of track hits and track holes had good separation be-
tween tau tracks and non-tau tracks. The high pT non-tau tracks had a low number of
track hits and relatively high number of track holes which reflected the expected spurious
nature of their reconstruction. Other variables such as the χ2 of track fits were checked
however track hit and track hole multiplicities showed the best separation. As well it was





FIGURE 5.3: Number of tracks as a function of total number of track holes, nTotHoles, and total
number of track hits, nSi, for non-tau tracks which are used to position second-stage RoIs. Results
are shown for all such tracks in a) and for only tracks with pT > 100 GeV in b).
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seen that track hit and track hole multiplicities in only the pixel sub-detector or multiplic-
ities for the combination of pixel and SCT sub-detectors, referred to as total multiplicities,
showed good discrimination while multiplicities in only the SCT sub-detector were less
discriminating. As such, track quality selections were trialled based upon selections on
track hit and track hole multiplicities in the pixel sub-detector, Npixhits and N
pix
holes respec-
tively, and in the combination of pixel and SCT sub-detectors, Ntotalhits and N
total
holes.
Selections were implemented by applying the relevant multiplicity requirements on
the tracks chosen to position the second-stage RoI which were previously identified as tau
tracks or non-tau tracks. The changes in the efficiency of correct second-stage RoI place-
ment could then be calculated under the assumptions that removing a chosen tau track
will result in an incorrectly placed second-stage RoI, while removing a non-tau track will
result in a correctly placed second-stage RoI. The effects of three trialled selections on
efficiency are shown in Table 5.1. Although the results are produced for a relatively small
sample of RoIs (1294 first-stage RoIs), they are taken to be representative of the ability of
quality criteria to remove non-tau tracks without a significant rejection of tau tracks that
were previously chosen to seed second-stage RoIs – rejection of non-tau tracks is seen,
and it is assumed that the statistical size of the dataset is large enough that rejection of
tau tracks remains small within statistical uncertainties. In addition, because the same set
of events is studied for each choice of quality criteria, any changes observed are purely
systematic effects. Similar selections with tighter requirements or pT dependent thresh-
olds were also trialled however they were seen to give worse performance than those
shown in Table 5.1.
It is seen that the selection of Npixhits ≥ 2 AND Ntotholes ≤ 2 has the largest gain in effi-
ciency due to the rejection of non-tau tracks while having only a small reduction in effi-
ciency due to loss of tau tracks. As such this selection was chosen and was implemented
in the online running of tau triggers within the inner detector trigger.
It is expected that the residual incorrect placement of second-stage RoIs due to non-
tau tracks would dominantly be due to genuine non-tau tracks. A potential method to
reject genuine non-tau tracks would be the spatial matching of the chosen track to the tau
calorimeter cluster, however this was not attempted because the focus of this study was
on what could be achieved from applying a track quality selection.
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TABLE 5.1: Effects of track quality criteria on the efficiency of choosing a tau track when selecting
a track to seed the second-stage RoI from the first-stage RoI track collection. e is the percentage
of first-stage RoIs where a tau track is present and is chosen, relative to the number of first-stage
RoIs where a tau track is present. ∆e is the actual change in e when the track quality criteria are
applied. The ‘lost’ (‘recovered’) subscript refers to the changes seen when the quality critera are
applied to tau tracks (non-tau tracks) which were previously chosen to seed the second-stage RoI.
(∆e)combined is defined as (∆e)lost + (∆e)recovered. The efficiency after the track quality criteria are
applied is shown in the final column.
Selection (∆e)lost (∆e)recovered (∆e)combined e
No selection - - - 96.99%
Ntothits ≥ 8 AND Ntotholes ≤ 2 −0.39% 1.47% 1.08% 98.07%
Npixhits ≥ 2 0.00% 1.78% 1.78% 98.76%
Npixhits ≥ 2 AND Ntotholes ≤ 2 −0.08% 2.24% 2.16% 99.15%
5.4 Understanding Reduced Track Finding Efficiency at Low
Track pT in First-Stage Regions of Interest
It was noticed in histograms which monitored the track finding efficiency relative to
tracks found by the offline tracking algorithms that efficiency decreased at low track
pT for first-stage RoIs. The same behaviour was not observed for tracking efficiencies
in either the fast track finder or precision tracking stages of second-stage RoIs. The
behaviour can be seen in Figure 5.4 for efficiency defined with respect to all offline
tracks within first-stage RoIs of the tau25_idperf trigger in 2015 LHC collision data [82].
This efficiency was defined using an online track to offline track matching criteria of√
(ηonline − ηoffline)2 + (φonline − φoffline)2 < 0.05. It is seen that first-stage tracking effi-
ciency starts to drop between 10 GeV and 20 GeV and decreases increasingly rapidly as
pT decreases. The same effect was also observed when calculating efficiency with respect
to tracks matched to truth tau tracks in simulated data. The loss of tau tracks suggested
that the trigger efficiency to accept events containing taus could be affected if the second-
stage RoI was positioned incorrectly due to the lack of one or more tau tracks at low
pT.
Due to the narrow ∆φ width of first-stage RoIs it could be possible for low momentum
tracks (which are significantly bent in the r-φ plane by the solenoidal magnetic field)
which start within the RoI volume to curve out of the RoI instead of the full trajectory
of the track being fully contained. As a result the track may not be reconstructed. To
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FIGURE 5.4: Track finding efficiency relative to tracks reconstructed by offline tracking algorithms
in 2015 data as a function of offline track pT. Bayesian statistical uncertainties are calculated but
are too small to be seen. [82]
check for an indication that this hypothesis was correct the track finding efficiency as a
function of ∆φt,R = φtrack − φRoI was observed separately for positively charged tracks
and negatively charged tracks. This was done under the assumption that if tracks are
bent out of the RoIs then tracks which start near the edge of an RoI ∆φ width will either
be bent into the RoI volume and will be more likely to be contained and reconstructed
or will be bent out of the RoI almost immediately and not be reconstructed. This effect
will be dependent upon the direction in which tracks are bent and as such will depend
on the sign of track charge. The efficiencies were derived using a simulated dataset of
262,000 Z → τ+τ− events produced using the POWHEG matrix element generator [85–
88] interfaced with the PYTHIA 8 parton shower generator [84], and simulated with the
full ATLAS detector simulation. This dataset is used throughout the rest of this section.
Tracks were studied if they were matched to an offline track using a matching criteria√
(ηonline − ηoffline)2 + (φonline − φoffline)2 < 0.05. The resulting efficiency histograms are
shown in Figure 5.5. It is seen that significant decreases in tracking efficiency only occur
on one side of the ∆φt,R distribution and that the distribution is approximately mirrored
with the sign of track charge. This is consistent with the hypothesis that track loss at low
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FIGURE 5.5: Track finding efficiency in first-stage RoIs relative to tracks reconstructed by offline
tracking algorithms as a function of ∆φ from the centre of first-stage RoIs. The efficiency for
negatively charged tracks is shown in a) and the efficiency for positively charged tracks is shown
in b). Bayesian statistical uncertainties are calculated but are too small to be seen in most bins.
pT is occurring due to tracks being bent out of the RoI.
A solution to the loss of tracks due to significant track curvature would be to increase
∆φ to ensure that tracks are fully contained within RoI volumes. This was tested by
running the tau25_idperf trigger on the simulated Z → τ+τ− dataset with a number
of different ∆φ values and observing the resulting track finding efficiency. To ensure the
efficiencies could be compared between different choices of ∆φ the offline tracks used in
the denominator of the efficiency calculations were selected from within a fixed width
of ∆φ = ±0.4 from the centre of first-stage RoIs rather than using the ∆φ chosen for a
given test. This width corresponds to the ∆φ width of second-stage RoIs and therefore
the upper limit of ∆φ that would make sense to use for first-stage RoIs. An effect of this
choice is that reference tracks outside of the ∆φ width which is chosen for a given test
will not be matched to an online track and this will contribute to an apparent reduction
of tracking efficiency. The widening of ∆φ therefore actually includes two effects: the
recovery of tracks which are being bent out of the RoI and the inclusion of tracks which
start outside of narrower ∆φ values.
The track finding efficiency, relative to offline tracks which were matched to tau truth
tracks using equivalent matching criteria to what was done for online to offline matching,
as a function of the ∆φ width used in first-stage RoIs is shown in Figure 5.6. Offline
























FIGURE 5.6: Track finding efficiency in first-stage RoIs relative to tracks reconstructed by offline
tracking algorithms which are matched to truth tau tracks as a function of the ∆φ half-width of the
first-stage RoIs. Offline tracks used for the denominator of the efficiency calculation are selected
in a width ∆φ = ±0.4 from the RoI centre to ensure that each efficiency is calculated with the
same denominator. Bayesian statistical uncertainties are shown by the red hashed areas.
tracks were matched to truth tracks to ensure that only changes in efficiency with respect
to tracks of interest were considered. It is seen that tracking efficiency increases as ∆φ is
increased beyond the initial value of ∆φ = ±0.1 and decreases relatively significantly for
a narrower choice of ∆φ = ±0.05. Widths greater than ∆φ = ±0.2 were tested however
no additional gain in tracking efficiency was seen. The tracking efficiency as a function
of pT is also shown for different ∆φ choices in Figure 5.7. It is seen that the drop in
efficiency below approximately 15 GeV improves as ∆φ is increased. For ∆φ = ±0.2 the
performance is equivalent to that of the fast track finder in the second-stage RoIs. This is
consistent with the hypothesis that tracks are lost due to being bent out of RoI volumes.
It is also observed in Figure 5.6 that tracking efficiencies are very high (greater than 99%)
for ∆φ ≥ ±0.1. As such the reduction in efficiency seen at low pT only affects a very small
fraction of the totality of tracks reconstructed by a 25 GeV tau trigger.
To understand the effect of the reduction in tracking efficiency at low pT on the trig-
ger efficiency to accept events containing taus, as well as how this effect changed as ∆φ
was varied, the efficiency of correctly positioning a second-stage RoI was calculated in a
similar manner to what was done in Section 5.3. However the definition of the efficiency
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FIGURE 5.7: Track finding efficiency in first-stage RoIs relative to tracks reconstructed by offline
tracking algorithms which are matched to truth tau tracks as a function pT of the offline tracks,
for different choices of RoI ∆φ width. The efficiency for RoIs with ∆φ = ±0.1 is shown in a), the
efficiency for RoIs with ∆φ = ±0.15 is shown in b), and the efficiency for RoIs with ∆φ = ±0.2 is
shown in c). Offline tracks used for the denominator of the efficiency calculation are selected in
a width ∆φ = ±0.4 from the RoI centre to ensure that each efficiency is calculated with the same
denominator. Uncertainties shown are Bayesian statistical uncertainties.
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was modified to consider only cases where a second-stage RoI would be mispositioned
due to the lack of an online track which is associated with a truth tau track e.g. due to
tracks being bent out of an RoI and not being reconstructed. In this way cases where a
second-stage RoI would be mispositioned due to a non-tau track being chosen to seed
the position of the RoI would be neglected. This was implemented by only considering
first-stage RoIs where a tau truth track had the highest pT (regardless of whether it was
matched to an online track) or was matched to an online track which has the highest pT.
Online track to offline track matching was performed with the same requirement that
is defined in Equation 5.2. Offline track to truth track matching was performed with a
similar requirement to what is defined in Equation 5.3, except with the value used in the
denominator of the η and φ terms changed to 0.1. In principle the track quality selection
defined in Section 5.3 should have also been used when selecting the highest pT track,
and so the efficiencies may be slightly under or overestimated.
To understand the sources and magnitudes of inefficiencies better, RoIs were also
categorised firstly by whether the truth tau decayed into one track or decayed into three
tracks and secondly by whether the highest pT tau track was above or below a low pT
threshold. The former categorisation reflects the difference in behaviour when lacking
reconstructed tracks associated with truth tau tracks for one-track and three-track tau
decays. If the single tau track in a one-track tau decay is not reconstructed then the
second-stage RoI will clearly be positioned by a non-tau track and the event will likely not
pass the tau trigger. However if the highest pT tau track of a three-track tau decay is not
reconstructed the second-stage RoI could still be correctly positioned as long as one of the
other two reconstructed tau tracks is chosen. The latter categorisation defines whether
any inefficiency observed originates only from tracks which are not reconstructed at low
pT. This categorisation also allows the observation of how significant any inefficiency in
correctly positioning second-stage RoIs is in the low pT range. The low pT threshold was
chosen as 5 GeV to allow observation of these effects in the region of significant track
loss.
The efficiency to correctly position second-stage RoIs as a function of the ∆φ width
used in first-stage RoIs is shown in Figure 5.8 for all relevant RoIs, and also for the cat-
egorisation of RoIs based on the low pT threshold. It is seen that the behaviour for all
relevant RoIs is similar to the behaviour of tracking efficiency in Figure 5.6. However it is
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also seen that the efficiency is very high at ∆φ = ±0.1 (approximately 99.8%) suggesting
that a lack of reconstructed tracks associated with truth tau tracks does not occur often
enough to significantly affect the correct placement of second-stage RoIs. It is seen from
the efficiencies for RoIs categorised by the low pT threshold that inefficiency is only signif-
icantly seen for RoIs in the category of tau tracks below the pT threshold. The behaviour
as a function of ∆φ is also similar to what is seen for tracking efficiency in Figure 5.6.
This suggests that second-stage RoIs are only incorrectly positioned due to low pT tau
tracks that are bent out of first-stage RoIs. Efficiencies for RoIs categorised by one-track
and three-track tau decays were also observed and it was seen that the efficiencies for
three-track decays were 100% for all ∆φ widths. This showed that a reconstructed track
associated with a truth tau track was always chosen to position the second-stage RoIs for
three-track tau decays even if the highest pT tau track was not reconstructed; equivalently
this showed that efficiency reduction only occurred for one-track tau decays.
Computational times for the fast track finder in first-stage RoIs were also measured as
a function of ∆φ. It was observed that mean execution time depended approximately lin-
early on ∆φ. Mean execution time for ∆φ = ±0.1 (∆φ = ±0.2) was approximately 17 ms
(28 ms). Given the high efficiency shown in Figure 5.6 for the default value of ∆φ = ±0.1
and the associated increase in execution time as ∆φ is increased it was decided not to
change the width of first-stage RoIs. However an update to the selection used to select
tracks when measuring track properties and track finding efficiencies in the inner detec-
tor trigger as part of continuous performance monitoring was implemented: all tracks
are required to have their full trajectory contained inside the volume of the associated
trigger RoI. In this way the reduction in tracking efficiency from tracks bending out of
first-stage RoIs would not mask other sources of track loss that may occur. This ensured
that any changes or not-understood effects would be visible in continuous performance
monitoring.
5.5 Parametrising Track Finding Methods Based On Track Seed
Resolutions
As previously mentioned the first step of track reconstruction prior to running the pattern
recognition is the formation of track seeds. These seeds are formed of three space-points
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FIGURE 5.8: Efficiency to choose a tau track when selecting a track from the first-stage RoI track
collection to seed the second-stage RoI, referred to as “placement correctness”. The efficiency is
defined relative to the number of first-stage RoIs where a tau truth track has the highest pT or is
matched to an online track which has the highest pT. The efficiency for all relevant first-stage RoIs
is shown in a), the efficiency for relevant RoIs with a leading tau truth track with pT < 5 GeV is
shown in b), and the efficiency for relevant RoIs with a leading tau truth track with pT ≥ 5 GeV
is shown in c). Bayesian statistical uncertainties are shown by the red hashed areas.
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and are referred to as ‘triplets’. Triplets define the initial track guess which is then ex-
trapolated into other detector layers to include additional hits and finally form an initial
track candidate. As such it is important to ensure that track seeds which result in tracks
of interest are successfully reconstructed. If they are not then track reconstruction cannot
take place. To form the track seed-triplets an approach is used which forms combinations
of a chosen detector hit with hits in other detector layers as ‘doublets’. These doublets are
categorised as either ‘inner’ or ‘outer’ type doublets depending on whether the second
hit in the doublet is in a closer-in or further-out detector layer, respectively, than the first
hit. For a chosen hit an inner-type and outer-type doublet are combined into a triplet
with the chosen hit as the middle of the three hits.
An important consideration for the inner detector trigger is that the resolution of track
seed-triplets and seed-doublets can be significantly worse than track resolutions. As such
choice of the RoI sizes must be large enough to cover the spatial resolutions of seeds from
tracks of interest as well as the spatial resolutions of the tracks themselves. The ∆z width
for the second-stage RoIs of ∆z = ±7 mm was originally chosen to ensure that the z
resolutions of tracks and track seeds for tracks near the centre of the RoI were covered.
However this value was a rough estimate and also did not include consideration of how
the spatial resolutions can vary, instead using a single inclusive width. If the z resolutions
of track seeds are known then it is expected that the ∆z width could be reduced while still
including all previously covered track seeds for tracks of interest. As well, because it was
expected that z resolution degrades as a function of pseudorapidity, the ∆z widths could
be parametrised as a function of |η| such that narrower widths could be used for central
pseudorapidities. In this way it was expected that computation time could be reduced
compared to using a fixed width of ±7 mm.
The ∆z width is used within track seed creation to filter the collection of doublets
formed from detector hits within an RoI. The direction of each doublet is extrapolated
back to the beamline to determine a z for each doublet. If the z of a doublet is outside of
the range zRoI ± ∆z then it is expected that the doublet will not result in a track that lies
in the RoI and the doublet is rejected. Because this check is performed for each doublet
it turn it is therefore possible to extend the parameterisation of the ∆z widths to be done
per-doublet as opposed to per-RoI. If z resolutions are known for hits in different layers
of the detector then the ∆z width can be defined based on the detector layers associated




Measuring z resolutions of track seed-doublets
To measure the z resolutions of track seed-doublets, tracks were studied from the same
262,000 event POWHEG+PYTHIA 8 Z → τ+τ− dataset that was used in Section 5.4. The
tracks which seeded the position of the second-stage RoI and therefore would be central
in the second-stage RoI were selected. Doublets which had both hits also present in this
track could then be selected during track seed creation. By measuring ∆zd,R = zdoublet −
zRoI for all such doublets it was possible to measure the z resolution of the track seed-
doublets. Before the calculation of the z resolutions the collection of selected doublets was
filtered further to ensure that doublets would not be considered if they were formed of
pairings of track hits which would not be used to form the triplet that seeds the resulting
track. This was done by looking at the ensemble of doublets formed for a chosen hit
(i.e. the first hit in each doublet) and selecting only the inner and outer-type doublets
which had the smallest ∆zd,R. The remaining collection of doublets was then categorised
based on inner- and outer-type doublets as well as which detector layer the first hit of the
doublet was in. Each categorisation of doublets was then binned as a function of |η| of the
doublets and root mean square errors were calculated for the distribution of ∆zd,R in each
bin such that the error values covered 95% of the data. These error values were taken to be
the z resolution of the doublets. The resolutions could then be plotted as a function of |η|
and the resulting distributions could be fitted to produce a continuous parametrisation
of doublet resolutions. Two fits were performed: a fit using a second-order polynomial
function of a|η|2 + c, and a fit using a fourth-order polynomial of a|η|2 + b|η|4 + c, where
a, b, and c are parameters to be fit. These fit functions were chosen as simple guesses
with parabolic dependence on |η|; if poor fit agreement was seen, more sophisticated fit
functions could be employed.
Example resulting distributions and fits are shown in Figure 5.9 for doublets with the
first hit in pixel sub-detector layers. Doublets with the first hit in SCT sub-detector layers
are neglected for the remainder of this section because track seed-triplet creation only
uses doublets with the first hit in pixel layers. It is seen that z resolutions are generally
less than 1 mm with a small dependence on η. However the outer-type doublets for the
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first endcap layer of the pixel sub-detector have resolutions of between 1 mm and 2 mm
and show a larger increase as |η| increases. Similar behaviour is seen for inner and outer-
type doublets in other barrel and endcap layers, although the resolutions for outer-type
doublets in the outer-most barrel layers rise to between 0.5 mm and 1 mm at |η| ≈ 2. For
some detector layers little difference was seen between the second-order and fourth-order
polynomial fits. However in other layers, such as the second barrel layer of the pixel sub-
detector for inner-type doublets seen in Figure 5.9, increases at high |η| are described
better for fourth-order polynomial fits. Because of this fourth-order polynomial fits were
chosen when calculating resolutions for the parametrised track finding methods.
It can also be seen that the fits for outer type doublet-seeds in the second pixel bar-
rel layer have poor agreement at very forward |η| values. It was decided not to change
the fit function because large multiples of the measured resolutions were used when im-
plementing the parametrised methods, as described below. As a result, the calculated
resolutions should fall in the tails of measured z residual distributions even if the fit-
ted resolution is underestimated compared to the measured resolution. If the poor fit
agreement was seen to have an impact on the performance of the parametrised methods,
then polynomial fits could be produced in sub-ranges of |η|; for example fitting a second-
order polynomial fit in the range |η| < 2 and a fourth-order polynomial fit in the range
2 < |η| < 2.5.
Definitions and tests of parametrised track finding methods
Based upon these measured track seed-doublet resolutions two parametrised track find-
ing methods were defined. The first, labelled as the ‘parametrised doublet-seed filter’
method, calculates per-doublet ∆z widths to use when filtering doublets from the ini-
tial doublet collection. The ∆z widths are calculated from the |η| of the doublet and the
detector layer that the first hit of the doublet is in. The second method, labelled as the
‘parametrised second-stage RoI’ method, parametrises the ∆z of the second-stage RoIs
based upon the widest expected doublet resolutions. The ∆z widths are instead calcu-
lated as a function of |η| of the second-stage RoI. This method also differed because the
detector hits used to form doublets are selected based on their containment in RoIs, and
therefore a smaller collection of hits will be used to form doublets compared to other
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FIGURE 5.9: Fits to residuals in z between tracks and track doublet-seeds as a function of absolute
pseudorapidity. Blue (green) lines are second-(fourth-)order polynomial fits. In the top row fits
for the second barrel layer of the pixel sub-detector are shown. In the bottom row fits for the first
endcap layer of the pixel sub-detector are shown. In the left (right) column fits for inner (outer)
type doublet-seeds are shown. The |η| ranges of data points follows from the |η| coverage of
combinations of hits in different layers.
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methods. In both methods the parametrised ∆z widths were limited as ∆z ≤ 7 mm such
that any calculated widths which were larger than 7 mm were simply set to be 7 mm
instead.
Tests were first performed using the parametrised doublet-seed filter method to check
if the measured doublet resolutions were large enough to include doublets from all
tracks from taus. These tests, as well as tests described below, unless stated other-
wise, used the same POWHEG+PYTHIA 8 Z → τ+τ− dataset that was used to mea-
sure the doublet resolutions. The parametrised doublet-seed filter method was im-
plemented using a range of multiples of the measured resolutions. The track finding
efficiency relative to offline tracks which were matched to tau truth tracks was then
compared for the use of the default fixed 7 mm width track finding and the use of
the parametrised doublet-seed filter method with different multiples of the measured
resolutions. Online tracks were matched to an offline track using a matching crite-
ria
√
(ηonline − ηoffline)2 + (φonline − φoffline)2 < 0.05, and offline tracks were matched to
a truth track using the same criteria. This criteria is used for track matching in the re-
mainder of this section. It was initially observed that for even large multiples of the res-
olutions, such as nine times the resolutions, track finding was noticeably lower by 1% to
2% in a number of bins for track parameter distributions. This effect was also more severe
when calculating track finding efficiencies relative to all offline tracks. It was thought that
due to the multiples of the resolutions ideally being large enough to cover all doublets
from tracks which were central in the RoIs then this track loss instead came from tracks
with a significant shift in z away from zRoI. Because the doublet resolutions had been cal-
culated assuming that tracks of interest were central in the RoIs then tracks which were
away from zRoI would naturally fall outside of the calculated ∆z widths and would not
be reconstructed.
Because of this, the evaluation of track reconstruction performance was also per-
formed with the requirement that the offline tracks which were used as reference tracks
were within |∆zt,R| ≤ 2 mm. This width represented the largest resolutions seen between
online track z and associated offline track z, as well as containing most of the ∆zt,R distri-
bution except for long tails. Following this the track finding efficiency relative to offline
tracks which were matched to tau truth tracks was again compared for the use of the
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default fixed 7 mm width track finding and the use of the parametrised doublet-seed fil-
ter method with different multiples of the measured resolutions, however in this case it
was done for only offline tracks within |∆zt,R| ≤ 2 mm. It was seen that for lower mul-
tiples of the resolutions, such as three times the resolutions, there was still a noticeable
decrease in efficiency. However this effect reduced as increasingly larger multiples were
used and performance was approximately the same between the non-parametrised and
parametrised track finding methods when ∆z widths of seven times the measured reso-
lutions were used. No significant change was seen for larger multiples of the resolutions
beyond this. As such the parametrised seed-doublet filter method was defined with ∆z
widths of seven times the measured resolutions.
It should be noted that although a large multiple of measured resolutions is used, the
resulting ∆z widths are in general still significantly smaller than the fixed ∆z = ±7 mm
width used the non-parametrised tracking. For inner-type doublets the measured res-
olutions are significantly less than 1 mm. For outer-type doublets, a multiple of seven
times the measured resolutions can result in ∆z widths that are similar in size or identical
to the fixed ∆z = ±7 mm width (bearing in mind that any calculated widths > 7 mm
will simply be set to 7 mm); however, due to the |η| dependence of the parametrised
methods, widths smaller than 7 mm will still be calculated for central |η|, resulting in an
improvement over the fixed ∆z width approach.
The need to use seven times the measured resolutions could arise from assumptions
in the way seed-doublets were selected when measuring resolutions:
• Firstly, it was assumed that tau tracks were central in second-stage RoIs, and there-
fore ∆zd,R would originate from the resolution of seed-doublets. Seed-doublets
were therefore selected from the central track in second-stage RoIs. However, tau
tracks are found with a non-negligible shift away from the centre of the RoIs, as
can be seen from the need to require |∆zt,R| ≤ 2 mm when estimating tracking effi-
ciency. The measured seed-doublet resolutions must therefore be inflated to cover
the ∆zt,R of tau tracks. This could originate from the second and third track in
three-track tau decays being reconstructed away from the leading track according
to detector spatial resolution; this could also originate from poor quality track re-
constructions that result in large shifts away from the centre of the RoIs;
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• Secondly, it was assumed that the seed-doublets with the smallest ∆zd,R would be
used to construct the seed-triplets which actually seed tracks. Seed-doublets were
therefore selected if they had the smallest ∆zd,R for hits in a given pair of detector
layers. If track seed-triplets were instead formed from doublets with worse ∆zd,R,
then the measured resolutions would underestimate the actual resolutions.
Once the ∆z widths were chosen for the parametrised seed-doublet filter method the
widest expected widths could be observed as a function of |η| and used to define the
∆z widths used for the parametrised second-stage RoI method. By comparing the fits
for inner- and outer-type doublets in different detector layers the combination with the
largest resolutions could be chosen. It was seen that the largest resolutions occurred for
outer-type doublets. Due to the limited |η| ranges of the measured resolutions for outer-
type doublets, the calculated largest expected resolutions were split between barrel and
endcap regions and different layer resolutions were used to calculate the ∆z widths for
each region. The resolutions of outer-type doublets for the fourth barrel layer of the
pixel sub-detector were chosen for |η| < 2 and the resolutions of outer-type doublets
for the second endcap layer of the pixel sub-detector were chosen for |η| ≥ 2; these
resolutions were seen to be the largest in each |η| region respectively. The fits associated
with these choices are shown in Figure 5.10. The resolutions of outer-type doublets for the
third endcap layer of the pixel sub-detector were not used due to a decrease in measured
resolution for the final bin, resulting in an over-fitted fourth-order polynomial fit. The
size of the resolutions were otherwise similar between the second and third endcap layer
and so fits for the second layer were used instead.
The track finding efficiencies as a function of η, relative to offline tracks which were
matched to tau truth tracks, are compared for the different track finding methods in Fig-
ure 5.11. These results were produced for a 4000 event subset of the POWHEG+PYTHIA 8
Z → τ+τ− dataset; this was done to allow for comparison and validation with standard
internal ATLAS performance monitoring that used an identical collection of events. Re-
sults are shown for all offline tracks matched to tau tracks as well as only those which
have |∆zt,R| ≤ 2 mm. It is seen that for both methods increases in efficiency are seen in
some bins while decreases are seen in others and the magnitude of the changes are sim-
ilar between the two methods. For the efficiencies calculated with respect to all offline
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FIGURE 5.10: Fits to residuals in z between tracks and track doublet-seeds as a function of abso-
lute pseudorapidity for the detector layers chosen for the parametrised second-stage RoI method.
Blue (green) lines are second-(fourth-)order polynomial fits. The fits to outer-type doublets are
shown for a) the fourth barrel layer of the pixel sub-detector and b) the second endcap layer of
the pixel sub-detector. The |η| ranges of data points follows from the |η| coverage of combinations
of hits in different layers.
tracks which are matched to tau truth tracks, the parametrised seed-doublet filter method
is seen to reduce tracking efficiency at high |η| values. The performance of the methods
are much closer for efficiencies calculated with respect to tracks within |∆zt,R| ≤ 2 mm.
Changes to computation time when using parametrised track finding methods
To study the effects of using the parametrised track finding methods on computational
time, the tau25_idperf trigger was run for a dataset of 3000 simulated tt¯ events produced
using POWHEG+PYTHIA 6 simulation packages and the full ATLAS detector simulation.
Due to the hadronic nature of the targeted tau decays and the high rate of hadronic activ-
ity in p-p collisions, the dominant component of events processed by the tau triggers will
be hadronic measurements from non-taus. As such the use of tt¯ events which contain a
number of high pT hadronic jets as well as the presence of additional radiation allows
the testing of the computational cost of track finding under strenuous conditions that are
more similar to typical LHC collision events. As well, due to the increase in information
to be processed as collision pile-up increases tests were performed using datasets with
a range of pile-up values. Tests were performed by running computing jobs on similar
computers within the Royal Holloway physics department’s server farm. The computers
in the server farm are constructed in a few different configurations:
• AMD Opteron 4284 CPU (8 cores, 3 GHz), 16 GB memory
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FIGURE 5.11: Track finding efficiency in second-stage RoIs relative to tracks reconstructed by
offline tracking algorithms which are matched to truth tau tracks as a function of pseudora-
pidity of the offline tracks. In the left (right) column all relevant offline tracks (offline tracks
within |∆z| < 2 mm of the RoI centre) are used when defining tracking efficiency. In the top
row: points show results from the parametrised doublet-seed filter method, and dashed his-
tograms show results from using no parametrisation. In the middle row: points show results
from the parametrised second-stage RoI method, and dashed histograms show results from us-
ing no parametrisation. In the bottom row: points show results from the parametrised doublet-
seed filter method, and dashed histograms show results from the parametrised second-stage RoI
method. Uncertainties shown are Bayesian statistical uncertainties.
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• AMD Phenom II X4 955 CPU (4 cores, 3.2 GHz), 8 GB memory
• AMD Phenom II X6 1090T CPU (6 cores, 3.2 GHz), 8 GB memory
• Intel Xenon E5345 CPU (8 cores, 2.33 GHz), 16 GB memory
Attempts were made to run jobs under similar computational loads where possible.
To try to ensure that resulting measured execution times were comparable, the mean total
execution times of the fast track finder in first-stage RoIs were scaled to the same value
(chosen as the execution time for using no parametrisation). Due to the parametrised
track finding methods only changing track finding in second-stage RoIs, the execution
times for the fast track finder in first-stage RoIs should not vary.
The resulting mean total execution times per-RoI for the fast track finder and for pre-
cision tracking in second-stage RoIs are shown in Figure 5.12 as a function of mean pile-
up in the tt¯ datasets. Execution times were also tested for the combination of using the
parametrised seed-doublet filter method as well as the parametrised second-stage RoI
method. The track finding efficiency was seen to be similar to the use of the individual
parametrised methods. It is seen that significant reductions in the mean fast track finder
execution time are present for parametrised methods compared to using no parametri-
sation. For an average pile-up of 60 the mean execution time is reduced by approxi-
mately 35% to 50%, depending on the parametrisation method used. The parametrised
seed-doublet filter method is seen to give a significantly faster mean execution time at an
average pile-up of 80. Because the combination of the parametrised seed-doublet filter
method with the parametrised second-stage RoI method represents a reduction in the
amount of information to process compared to just the parametrised seed-doublet fil-
ter method alone this is not expected. The reason for this could be a difference in the
computational load from unrelated processes, or due to jobs running on different CPUs
compared to other timing results. To avoid these possibilities, it would have been desir-
able to re-run jobs on servers that were selected to have the same architecture, and ensure
that no other processes were run on these computers at the same time. With this unex-
pected feature noted, it is seen that differences between fast track finder mean execution
times are smaller or negligible when comparing different parametrisation methods. For
an average pile-up of 60, differences between methods are approximately 3 ms to 6 ms.
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Due to an error in running the computing jobs the execution times for the precision
tracking were considered for both the older single-stage tracking method and for second-
stage RoIs in the two-stage tracking method. As a result the mean execution times were
calculated for the combination of the distributions from each method. This arose due
to how the precision tracking algorithm is technically treated when defining triggers
in the computing jobs. For the fast track finder algorithm individual instances are cre-
ated for each type of RoI to be run in (e.g. separately for first-stage and second-stage
RoIs); however a single precision tracking algorithm instance is created and then used
for all triggers requiring the running of precision tracking. Because the computing jobs
also included a tau25_idperf trigger which used the older single-stage tracking method,
the final recorded execution times included times from both the single-stage RoIs and
the second-stage of two-stage RoIs. Because both versions of the tau25_idperf trigger
should be seeded from the same L1 information, the number of RoIs, and therefore con-
tribution to the timing distribution, should be equal.
With this caveat noted the differences between different methods in Figure 5.12 are
still indicative of changes in precision tracking execution time from the choice of method
due to the fact that the single-stage tracking method will be unaffected by changes to the
two-stage tracking method. It can be seen that the relative changes between using no
parametrisation and using parametrised methods are significantly smaller than for the
fast track finder mean execution times.
Final tests of parametrised track finding methods
Following from these tests in track finding efficiency and computation time, the
parametrised methods were implemented in common ATLAS software and results were
checked for standard internal ATLAS ID trigger performance monitoring tests. The
parametrised seed-doublet filter method was chosen as the new baseline method in-
tended for use in ATLAS data taking. The combination of the parametrised seed-doublet
filter method with the parametrised second-stage RoI method was not tested further due
to the lack of significant reduction in computational timing as well as ensuring that track-
ing efficiency would not be lost prior to the filtering of reconstructed doublets. The stan-
dard ATLAS tests performed similar tests of track finding efficiency and computation

























3. Parametrised doublet filter
4. Param. stage2 + doublet filter
a)
>µ<





















3. Parametrised doublet filter
4. Param. stage2 + doublet filter
b)
FIGURE 5.12: Mean execution time per-RoI of track finding algorithms as a function of pile-up in
simulated tt¯ datasets. Execution times are shown for different track seed parametrisation meth-
ods. “Parametrised stage2” labels the parametrised second-stage RoI method. “Param. stage2
+ doublet filter” labels the combined use of the parametrised second-stage RoI method and
parametrised doublet-seed filter method. Computation times are shown for a) the fast track finder
and b) precision tracking. Due to an error in processing the mean precision tracking times were
calculated for the combined distribution of execution times for the single-stage tracking method
and for second-stage RoIs in the two-stage tracking method.
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time using the same tau25_idperf trigger for similar simulated datasets. Similar track
finding efficiency performance was seen as in Figure 5.11.
The parametrised track finding methods were ultimately judged against an original
goal of developing methods based on measurements of track seeds: that ∆z widths could
be reduced while still including all previously covered track seeds for tracks of interest,
and therefore reconstructing all previously reconstructed tau tracks. Because decreases in
tracking efficiency for tau tracks were seen when employing the developed parametrised
methods, particularly for tracks with significant ∆z shifts away from the centre of second-
stage RoIs, it was judged that this goal had not been met. Furthermore, at the time these
methods were developed there was not a specific need to reduce computational timing
that could have merited the reduction in tracking efficiency. As a result the parametrised
methods were not included in ATLAS data taking. However the methods were fully im-
plemented in common ATLAS software and can be used in future if collision conditions




Search for the Standard Model Higgs
Boson Produced in Association With
Dileptonically Decaying Top Quarks
and Decaying Into a bb¯ Pair
6.1 Introduction
The ATLAS Collaboration performs a number of searches for the tt¯H production mech-
anism, where each search is distinguished by the final state particles of the decaying
Higgs boson. Of these final states, the decay of a Higgs boson into a bb¯ pair has a sig-
nificantly higher branching ratio than other Higgs decays. Assuming a Higgs mass of
mH = 125 GeV the branching ratio for H → bb¯ is approximately 58%, while the sec-
ond highest branching ratio is approximately 21% for the H →W+W− decay mode [31].
Higgs branching ratios are shown in Figure 6.1. When considered along with the low
cross-section of tt¯H production, this makes the tt¯H (H → bb¯) process, labelled as tt¯H(bb¯),
an attractive target for searches. The ATLAS analysis searching for this process is distin-
guished further by the decay products of the tt¯ pair. Top quarks dominantly decay as
t → W+ b; the W boson can then decay either hadronically, W+ → qq¯, with a branching
fraction of approximately 67%; or leptonically, W+ → l+νl , with a branching fraction of
approximately 33% [18]. This therefore defines three possible final states for the tt¯ pair:
all-hadronic, tt¯ → qq¯ qq¯; semi-leptonic, tt¯ → l+νl qq¯ (and the charge conjugate of this
process); and dileptonic, tt¯ → l+νl l−ν¯l . The all-hadronic final state provides the highest
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FIGURE 6.1: Higgs boson decay branching ratios as a function of Higgs boson mass [31].
branching ratio; however when combined with the bb¯ pair of the Higgs decay, it is very
difficult to distinguish the all-hadronic tt¯H(bb¯) process from QCD background processes,
which are difficult to model and many orders of magnitude larger than the tt¯H signal.
As such, the ATLAS analysis featured in this thesis focuses on the more distinct leptonic
final states, defining the single-lepton and dilepton analysis channels; here ‘lepton’ refers
only to electrons and muons (this definition includes electrons and muons that originate
from the decay of a tau which was produced from the decay of a W boson). For con-
venience the analysis is referred to simply as the ATLAS tt¯H(bb¯) analysis even though
the all-hadronic channel is not included. The authors work documented in this thesis
largely contributes to the dilepton analysis channel, and so focus is placed here except
for comparisons or combinations with the single-lepton channel. The dilepton channel
has a lower branching ratio than the single-lepton channel, but has negligibly sensitivity
to QCD backgrounds. An example Feynman diagram for the dileptonic tt¯H(bb¯) process
is shown in Figure 6.2.
The ATLAS tt¯H(bb¯) analysis was performed using events from
√
s = 13 TeV LHC
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FIGURE 6.2: Example Feynman diagram for the dileptonically decaying tt¯H(bb¯) process. l indi-
cates either an electron or a muon.
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p-p collisions during 2015 and 2016 data taking. The work presented in this thesis con-
tributed to analyses using 13.2 fb−1 [89] and 36.1 fb−1 [90] integrated luminosity of 13
TeV data, where both datasets use data from both 2015 and 2016. However final results
are presented only from the 36.1 fb−1 analysis. After preliminary public release of the
13.2 fb−1 analysis an error was found by the tt¯H(bb¯) analysis group which affected the
final measured tt¯H signal strength in the dilepton channel. This error occurred in the
evaluation of the machine-learning-based classification BDT algorithm described below
in Section 6.3. This algorithm is intended to be trained to separate signal and background
processes by learning features of these processes in half of the total number of simu-
lated collision events before being used to identify the remainder of simulated events
as signal-like or background-like. Optimisation of the classification BDT using this split
into a ‘train’ and ‘test’ dataset ensures that the algorithm is not overfitted to the exact
details of the training dataset. However when the output of the classification BDT was
evaluated as part of software developed by the ATLAS tt¯H(bb¯) analysis group, an error
in computer file naming meant that instead a version of the algorithm which was trained
on the entire collection of simulated events was used. The result was event classification
scores that were overfitted to the simulated data being tested, resulting in a biased score
that appeared to improve signal and background separation.
When the classification BDT with the correct file-name was used the sensitivity to tt¯H
signal strength was reduced by approximately 20%. Due to the presence of this error
the publicly released 13.2 fb−1 results were retracted. The 36.1 fb−1 tt¯H(bb¯) analysis
supersedes the 13.2 fb−1 analysis, with many similarities in the definitions and methods
used in each analysis. As well, most of the work presented in this thesis contributed to
the 36.1 fb−1 analysis. Focus in this chapter is therefore placed on the 36.1 fb−1 analysis.
Descriptions of the tt¯H(bb¯) analysis and the author’s contributions can be assumed to be
for the 36.1 fb−1 analysis unless otherwise stated.
It should be noted that the error in the classification BDT is also present in results
presented in this chapter which make use of classification BDTs. The same use of an
incorrect file-name was also present in the 36.1 fb−1 analysis until this error was noticed
during editorial review of the analysis prior to publication. The issue was corrected for in
the final published results however this occurred after the work presented in this chapter
had been completed. While it would be possible to re-run the studies described here with
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the corrected BDT, a main aim of Section 6.7 is to present the developmental process of
refining, improving, and understanding the statistical fit model. Therefore, results are
presented according to this chronological sequence (i.e. prior to the correction of the
classification BDT), so as to for example motivate the reasoning behind changes to the fit
model. It is expected that using the corrected BDT would dominantly affect sensitivity to
signal, while overall agreement between predicted yields from simulation and measured
data yields may also show some smaller changes.
6.2 Analysis Challenges
The search for the tt¯H(bb¯) process involves a number of highly challenging aspects that
require detailed consideration and advanced analysis methods to overcome. The ability
of the ATLAS tt¯H(bb¯) analysis to do so is a testament to the effectiveness of the analysis
methods employed, the continual improvement of predictions from theory and simula-
tion, and the dedication of the physicists who drive the development and improvement
of the analysis as part of the tt¯H(bb¯) analysis group. A summary of the challenges faces
is given here to motivate the need for, and highlight the effectiveness of, the strategies
described in Section 6.3.
Many of these challenges involve the dominant background process of tt¯+jets. An
example Feynman diagram for this process is shown in Figure 6.3. This process is in
many ways similar to tt¯H(bb¯); in essence tt¯H(bb¯) is tt¯ pair production with the addi-
tion of a radiated Higgs decaying into a bb¯ pair, while tt¯+jets is tt¯ pair production with
the addition of QCD or electroweak radiation producing additional final state quarks.
In particular the tt¯+bb¯ process is an irreducible background due to producing the same
final state as tt¯H(bb¯). This therefore makes separating tt¯H(bb¯) events from tt¯+jets events
within the analysis very challenging, and indeed no single variable has strong separat-
ing power with respect to tt¯+bb¯. On top of this the cross-section for producing tt¯+jets
is much larger than for producing tt¯H(bb¯), with the cross-section for tt¯+bb¯ of the order
of 10 times larger than tt¯H(bb¯). Along with this the theoretical modelling of tt¯ with
additional jets is challenging, particularly when considering additional c- or b-jets. For
convenience tt¯+jets processes containing additional heavy-flavour jets are labelled tt¯+HF,
while tt¯+light refers to processes with no heavy-flavour jets. This difficulty in modelling
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FIGURE 6.3: Example Feynman diagram for the tt¯+jets process. In this example the additional
jets are produced by a bb¯ pair, an example of the tt¯+bb¯ process.
can result in large differences between predictions from event simulation packages which
can be considered as large tt¯+jets modelling uncertainties. As well the limited nature of
modelling tt¯+HF results in a limited ability to calculate the correct total cross-section and
therefore the overall yield of these processes.
To add to these challenges stemming from theory, challenges also arise in the accurate
and precise reconstruction of b-jets. Accurately calibrating simulated data to match real
data for b-tagging efficiencies as well as rates of mis-identification of light- and c-jets as b-
tags is a highly challenging process (performed by a dedicated ATLAS working group as
opposed to performed within this analysis), particularly if utilising pseudo-continuous
b-tagging. This brings associated b-tagging uncertainties which can play a large role due
to the presence of a number of b quarks in the signal final state. The result of the much
larger background contribution, difficulty separating signal from background, large un-
certainties on the dominant background, and b-tagging uncertainties for the presence of
a number of jets is that a priori the signal yield in an individual distribution is entirely
covered by uncertainties on the background yield. As a result the analysis is considered
to be systematically rather than statistically limited. Difficulties also arise simply from
the number of final-state objects; the efficiency to reconstruct all final-state objects can be
low, and it is hard to correctly choose the combinatorial groupings of reconstructed ob-
jects to match their parent particle. To further add to these theoretical and experimental
challenges the analysis also has large computational needs. Due to the phase space re-
quirements of producing additional high pT heavy-flavour jets as well as requiring tt¯+jets
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events to decay leptonically, generating large enough simulated event samples given lim-
ited computing budgets is difficult. In particular the ATLAS tt¯H(bb¯) analysis makes use
of a number of alternative simulated datasets for theoretical uncertainty estimates and
validation of the analysis, further adding to the computational resources needed. The re-
sult of these computational challenges is that simulated datasets are in some cases limited
by the number of events that have been generated, which results in additional uncertain-
ties due to statistical uncertainty arising from the limited simulated sample size.
6.3 Analysis Strategy
The single-lepton and dilepton channels are independently analysed using orthogonal
event selections. Similar strategies are used in the analyses targeted at each of these
channels, although they are developed and optimised individually. In both cases, the
analysis first applies appropriate event selection criteria before categorising events into
analysis regions based on the number of jets in each event as well as the number of b-
tags and their quality. For the 13.2 fb−1 analysis these regions were defined in terms of
the jet multiplicity and the multiplicity of b-tags at a fixed b-tagging working point; for
example defining one analysis region with the requirement Njets ≥ 4 AND Ntightb-tags = 3.
This method is effective at categorising events into high or low signal purity regions, re-
ferred to as signal and control regions respectively, while at the same time categorising
background tt¯+jets events based on the flavour of the additional jets. The 36.1 fb−1 anal-
ysis goes a step further by using b-tag multiplicities for b-tags which are not all at the
same working point (pseudo-continuous b-tagging). This allows more detailed control
of region definitions with respect to background composition, specifically with respect to
the flavour of additional jets in tt¯+jets events. The definitions for the regions used in the
dilepton analysis are shown in Figure 6.4. The numeric labels in this figure represent the
different b-tagging working points of the MV2c10 b-tagger defined in Table 4.1 from Sec-
tion 4.2.5: the range “5” to “2” labels the range of “very tight” to “loose” working points
respectively, and “1” labels jets that do not pass any b-tagging working point. It can be
seen that the control regions are labelled with a subscript which represents the dominant
composition of additional jets in tt¯+jets events in these regions. The relative proportions
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of background processes in these regions are shown in Figure 6.5 and the signal purity
and signal significance in these regions are shown in Figure 6.6.
Boosted Decision Trees (BDTs) are employed in signal regions to further separate sig-
nal events from background events [91] (and references therein). BDTs are a class of mul-
tivariate analysis (MVA) algorithms which define decision trees consisting of sequential
cuts on relevant variables, where the output of the decision tree is a classification score
which defines how similar an input is to a category of interest; for example whether the
input is similar to a signal process. Boosting is a learning process where many decision
trees are iteratively defined, where each iteration checks the classification accuracy of
the previous iteration, and then updates tree structures to minimise incorrect classifica-
tion and tree complexity. The ensemble of trees from all iterations are then summed to
provide a more accurate classification score.
In the tt¯H(bb¯) analysis BDTs are used in two ways: classification BDTs aim to separate
events as being signal- or background-like, and reconstruction BDTs aim to identify the
correct combination of jets and leptons into Higgs boson and top quark candidates. The
Higgs boson candidate is formed from a pair of jets, and in the dilepton channel the top
quark candidates are formed from the pairing of a lepton with a jet. The jet and lepton
combinations identified by the reconstruction BDTs are used to define input variables for
the classification BDT which themselves have good signal to background separation. The
invariant mass of the jet pair that makes up the Higgs boson candidate is an example of
a variable with good separation that depends on which specific jet combination has been
chosen. In general the classification BDT is formed of input variables that consider the
kinematic properties of pairs of objects (including the candidate object systems defined
by the reconstruction BDT), as well as some event-level variables such as the number
of jets with pT > 40 GeV. An example of an object pair variable that is highly ranked
in the list of inputs is the minimum invariant mass of a pair b-tags. The output of the
classification BDT is then used as the final discriminant of how signal-like an event is in
the signal regions. The full list of input variables used in each analysis region can be seen
in Appendix B of the 36.1 fb−1 tt¯H(bb¯) paper [90].
A statistical analysis is then performed: a binned profile likelihood fit is constructed
considering yields in all analysis regions, and encoding systematic uncertainties as nui-
sance parameters. The classification BDT outputs are used as the distributions which are
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FIGURE 6.4: Analysis region definitions in the dilepton channel for a) exactly 3 jets and b) greater
than or equal to 4 jets. The y-axis labels the b-tag working points for the first two jets, while
the x-axis labels the b-tag working points for a) the third jet or b) the third and fourth jet. The
numeric labels represent the different b-tagging working points of the MV2c10 b-tagger defined
in Table 4.1 from Section 4.2.5: the range “5” to “2” labels the range of “very tight” to “loose”
working points respectively, and “1” labels jets that do not pass any b-tagging working point. The
jets are ordered by b-tagging discriminant score in descending order. Regions shaded in red are
signal enriched regions, regions shaded in blue are tt¯+HF enriched regions, and regions shaded
in white are tt¯+light enriched regions. tt¯ + 1b refers to events containing a single additional b-jet,
and tt¯+ ≥ 1c refers to events containing at least one c-jet and no additional b-jets. [90]
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FIGURE 6.5: The relative contribution of different processes to the background in each dilepton
analysis region. tt¯+ ≥ 1b refers to events containing at least one additional b-jet, tt¯+ ≥ 1c refers to
events containing at least one c-jet and no additional b-jets, and tt¯ + V refers to events containing
an additional W or Z. [90]
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FIGURE 6.6: The signal to background ratio, S / B, and signal strength, S /
√
B, in each dilepton
analysis region. The solid black line shows S / B values and relates to the vertical axis on the left,
while the dashed red line shows S /
√
B and relates to the vertical axis on the right. [90]
fitted in signal regions. The fit is performed simultaneously in all analysis regions by
considering bins from each region during the fit. The fit allows for a measured value
of the tt¯H signal strength relative to the Standard Model prediction to be extracted, as
well as limits on the value of the signal strength, whilst simultaneously constraining and
correcting background processes.
6.4 Object Definitions and Event Selection
Physics objects are defined using the methods described in Section 4.2. The primary ver-
tex of the event is defined as the vertex with the largest sum of (pT)2 of associated tracks.
Electrons are defined using the loose likelihood identification criteria and are required
to have pT > 10 GeV and |η| < 2.47, and must pass the loose lepton isolation working
point. Electrons which fall into the region between the barrel and endcap electromag-
netic calorimeter modules, defined as 1.37 < |η| < 1.52, are excluded. Similarly muons
are defined using the loose identification criteria and the loose lepton isolation working
point, and are required to have pT > 10 GeV and |η| < 2.5. Tracks for both electrons
and muons are required to match the primary vertex of the event by requiring |IPz| < 0.5
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mm, and requiring |IPrφ|/σIPrφ < 5(3) for electrons (muons). Here, |IPz| is the longitudi-
nal impact parameter, defining the distance of closest approach between the lepton track
and the primary vertex in z, and |IPrφ|/σIPrφ is the significance for the transverse impact
parameter, defining the analogous quantity in rφ space. Jets are defined using the anti-kt
jet algorithm with a radius of 0.4 and are required to have pT > 25 GeV and |η| < 2.5.
Quality criteria, as discussed in Section 4.2.4, are imposed on jets to identify jets from
noncollision sources or detector noise [72], and any event containing jets failing these
criteria is removed. To reduce jets from pile-up interactions, jets with pT < 60 GeV and
|η| < 2.4 are required to pass an appropriate threshold on the value of the jet vertex tag-
ger, as discussed in Section 4.2.4. b-tagged jets are identified using the MV2c10 algorithm.
Hadronic taus are required to pass the medium tau-identification working point, and are
required to have pT > 25 GeV and |η| < 2.5. As mentioned in Section 6.1, electrons and
muons which originate from the decay of a tau which itself originates from a decaying W
boson are considered in the same way as other electrons and muons used in the analysis.
An overlap removal procedure is employed to ensure that detector measurements are
not used in the definition of more than one reconstructed object, which would result in
double counting measurements. This procedure removes objects from an event if they
are considered to overlap with other objects, according to a defined order of preference
for which object should be kept. Overlaps are considered between: electrons and jets,
muons and jets, and hadronically decaying taus and electrons or muons. For electrons
and jets the closest jet within ∆Ry =
√
∆y2 + ∆φ2 = 0.2 of a chosen electron is removed,
where y is the rapidity of an object. If there is a jet within ∆Ry < 0.4 of the electron after
the first selection the electron is itself removed. For muons and jets overlap is considered
if a muon and jet are within ∆Ry < 0.4 of each other. If the jet has three or more tracks the
muon is removed; this scenario is taken to be indicative of muons produced from heavy-
flavour decays within jets, and therefore this overlap removal reduces the presence of
such muons. If the jet has less than three tracks the jet is removed instead, which avoids
muons undergoing significant energy loss being identified as a jet. A hadronic tau is
removed if it is within ∆Ry < 0.2 of an electron or muon.
After reconstructed objects have been defined and overlap removal has been per-
formed, an event selection is applied to remove events which are not relevant to the
analysis or which are poorly modelled. For the dilepton analysis channel this selection
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is split into 3 sub-channels based on the flavour of the two leptons: ee, µµ, and eµ. The
eµ channel comprises two sub-channels: the eµ channel, where the leading pT lepton is
an electron, and the µe channel, where the leading pT lepton is a muon; however these
sub-channels are not considered in most analysis definitions or studies. Events are first
selected under the requirement that all relevant detector subsytems are operational and
performing well; this is detailed by a Good Runs List (GRL) which labels blocks of data
that fulfil this condition. Events are also required to have at least one vertex with at least
two tracks that have pT > 0.4 GeV. Events are then selected based on whether they fire
relevant triggers. In both the dilepton and single-lepton channels triggers require a single
lepton, labelled as single-lepton triggers, and in some cases additional requirements on
lepton identification and isolation are applied. A range of triggers are combined through
a simple logical OR of different triggers: some triggers have lower pT requirements but
have tighter identification and isolation requirements, while other triggers have higher
pT requirements but are looser with respect to identification and isolation. In this way
selection efficiency is maximised by recovering higher pT leptons which do not pass the
stringent identification and isolation requirements of lower pT triggers. There are also
different triggers employed for 2015 data and 2016 data, where the 2015 triggers feature
lower pT requirements and in some cases looser identification and isolation requirements,
but are otherwise similar triggers to those used in 2016 data. Due to the lower instanta-
neous luminosity and pile-up of 2015 data-taking, lower trigger thresholds were able to
be used while keeping trigger rates acceptable. The triggers used in 2015 and 2016 and
their requirements are shown in Table 6.1.
For the ee channel 3 single-electron triggers are used: low, medium, and high pT.
Identification requirements loosen as the pT threshold increases, and the low pT trigger
employs loose variable isolation in 2016 data taking. No medium pT trigger is used in
2015 data taking because the identification and isolation requirements for the low pT
trigger are already relatively loose. For the µµ channel 2 single-muon triggers are used:
low and medium pT. Loose isolation is required for the low pT 2015 trigger, whereas
medium variable isolation is used for the low pT 2016 trigger. The medium pT trigger has
no identification or isolation requirements. Finally for the eµ channel the logical OR of all
the triggers employed in the ee channel with the triggers employed in the µµ channel is
used. These triggers are used for the 32.1 fb−1 analysis. The 13.2 fb−1 analysis uses a set
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TABLE 6.1: Triggers employed in the analysis event selection split by data taking year, and their
associated requirements on lepton pT, lepton identification, and lepton isolation. The name col-
umn specifies a name to conveniently refer to these triggers. Dashes are used to indicate table








e_lowPt 24 medium none 26 tight variable loose
e_medPt - - - 60 medium none
e_highPt 120 loose none 140 loose none
Single-muon triggers
µ_lowPt 20 - loose 26 - variable medium
µ_medPt 50 - none 50 - none
of triggers with 24 GeV pT thresholds on the e_lowPt and µ_lowPt triggers in 2016. The
set of triggers are otherwise identical between the two analyses. When applying these
trigger selections to simulated data, events are randomly assigned to either the 2015 or
2016 selection, where the proportion of events in each matches the proportion of events
in real data samples.
Further selection criteria are then placed on the events which pass these triggers. All
dilepton sub-channels are required to contain exactly two oppositely charged leptons.
These leptons are also required to pass tighter identification than the initial lepton ob-
ject definitions; this improves the purity of the event selection. Electrons are required
to pass the tight likelihood identification working point and Gradient isolation criteria.
Muons are required to pass the medium identification working point and are also re-
quired to pass Gradient isolation criteria. pT requirements are then placed on these se-
lected leptons. The leading lepton is required to have pT > 27 GeV in all channels for
both 2015 and 2016 events. For the 13.2 fb−1 analysis this leading lepton requirement is
instead pT > 25 GeV. This requirement is imposed by the single-lepton triggers which
are used: to ensure that trigger rates in simulated data match what is seen in real data,
lepton thresholds are required to be 1 GeV greater than what is required by the lowest pT
threshold trigger. For 2016 the lowest trigger threshold in both single-electron and single-
muon triggers is 26 GeV, which therefore defines a 27 GeV analysis selection threshold,
which is also consistently applied to 2015 events. This leading lepton is also required to
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be matched to a lepton reconstructed in the trigger which has the same flavour and is
within ∆R < 0.15. The subleading lepton is required to have pT > 10 GeV in the µµ and
eµ channels, and pT > 15 GeV in the ee channel. For the ee and µµ channels, selections are
then applied to the dilepton pair. The dilepton invariant mass is required to be greater
than 15 GeV to reject low mass resonances and must be outside of the range between
83 – 99 GeV to reject events from Z boson decays; this is the so-called Z-window cut.
Events are also rejected if they contain any hadronic tau candidates, to ensure orthogo-
nality with other ATLAS tt¯H analyses searching for channels which include leptons and
hadronic taus. Selections are then placed on jets. Events are required to contain at least
three jets with pT > 25 GeV. Finally at least two jets are required to be b-tagged at the
medium b-tagging working point.
6.4.1 Studies of the Choice of Triggers in 2016 Data
As described previously, the single-lepton and dilepton channels use the same single-
lepton triggers to select events. However, there are additional triggers available which
could allow inclusion of more events. Specifically, triggers which require two leptons, la-
belled dilepton triggers, and triggers which require a single lepton with a number of jets,
labelled lepton+jets triggers. The lepton momentum and isolation thresholds of dilepton
and lepton+jets triggers are looser than those of the single-lepton triggers due to the re-
duction in trigger rates brought by requiring additional physics objects; using dilepton
and lepton+jets in the analysis could therefore allow inclusion of events containing lep-
tons which fall below the thresholds of single-lepton triggers. In particular, the simulated
datasets used in the analysis include events with a leading lepton which has pT ≥ 20 GeV.
Because the single-lepton triggers impose a leading lepton requirement of pT > 27 GeV,
this leaves the range 20 GeV ≤ pT < 27 GeV for leading leptons which can be included
by employing dilepton and lepton+jets triggers.
The effects of including dilepton and lepton+jets triggers while lowering the leading
lepton pT requirement were studied using simulated tt¯H and tt¯ datasets, to provide an
estimate of the change in yields for signal and for the dominant background process, and
therefore a rough estimate of the change in signal purity and signal significance. The
tt¯ simulated dataset used in this study was the POWHEG+PYTHIA 6 dataset (the newer
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POWHEG+PYTHIA 8 dataset was not available at the time this study was performed). In
addition the tt¯ yield was split according to the presence, or not, of a non-prompt or fake
lepton in the event according to the method described in Section 6.5.1. It is expected
that decreasing the leading lepton pT requirement when using additional triggers would
also increase the proportion of events containing non-prompt or fake leptons because the
proportion of non-prompt or fake leptons is expected to increase as lepton pT decreases.
The dominant source of non-prompt or fake leptons is from tt¯ background events and
so measuring the proportion of these leptons in tt¯ processes allowed a rough estimate of
the effect on the proportion of non-prompt or fake leptons in the analysis. The study was
performed for events passing 2016 event selections; due to the lower pT thresholds for
single-lepton triggers in 2015 event selections as well as the lower integrated luminosity
of 2015 data, the focus was on how yields in 2016 would be affected.
The dilepton and lepton+jets triggers which were available in analysis-level datasets
at the time of this study are split into ee dilepton triggers, µµ dilepton triggers, eµ dilep-
ton triggers, and µ+jets lepton+jets triggers. e+jets triggers were used during data taking,
however these triggers were not available in the analysis-level datasets at the time of this
study. The dilepton triggers are either symmetric triggers, which place the same require-
ments on both leptons, or asymmetric triggers, which place tighter requirements on one
of the leptons. The µ+jets trigger used requires one muon plus three jets with equal pT
requirements on each jet. The additional triggers used and their requirements are shown
in Table 6.2. As mentioned in Section 6.4, trigger requirements also imply analysis selec-
tions to ensure the good modelling of trigger rates in simulated data compared to real
data. For requirements on leptons this is again taken to be an analysis selection which is
1 GeV higher than the pT requirement on the trigger lepton. For the 20 GeV requirement
on jets the recommended analysis selection is requiring a jet pT of at least 80 GeV; this
is due to the much longer ‘trigger turn-on curve’ compared to purely leptonic triggers,
where the efficiency of the trigger has not reached a plateau value and which is difficult to
model in simulated data. As such the µ+3jets trigger only contributes additional events
where there are three jets with pT of at least 80 GeV each.
The effect of utilising additional triggers was studied by comparing yields when us-
ing only the single-lepton triggers and a leading lepton pT selection of 27 GeV to yields
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obtained when using a logical OR of single-lepton triggers and additional triggers dur-
ing the event selection described previously, while also reducing the leading lepton pT
threshold in this event selection to either 20 GeV, or 1 GeV above the leading lepton
trigger threshold, depending on which was higher. The changes in yields were studied
for using single-lepton triggers and dilepton triggers, single-lepton triggers and the lep-
ton+jets trigger, and finally for using single-lepton triggers and the dilepton triggers and
the lepton+jets trigger. The change in signal purity and signal significance is then esti-
mated by calculating S/B and S/
√
B for each case and comparing the values to those
obtained for just using single-lepton triggers with the 27 GeV leading lepton selection,
where S is the tt¯H yield and B is the total tt¯ yield for events containing a prompt lepton
and events containing a non-prompt or fake lepton. Signal purity and signal significance
are both studied to allow for an estimate of the change in statistical power while observ-
ing any underlying change in signal purity. Results are studied in a few analysis regions
based on the 13.2 fb−1 definitions, by placing a selection on number of jets and number
of b-tags at the tight b-tagging working point. 3j, 2b is used as an example of a three
jet region and an example of a control region, while ≥ 4j,≥ 4b is used to study results
in a main signal region. The results of these studies are shown in Table 6.3. Uncertain-
ties are not quoted but the statistical uncertainty from the number of simulated events is
expected to be less than the one significant figure rounding quoted in the table.
It is seen that yield increases are generally modest for tt¯H, and for tt¯ containing
prompt leptons, with increases at most of 5%. On the other hand the yield of tt¯ events
containing fake or non-prompt leptons increases more significantly as expected, with in-
creases of up to 10% when using dilepton triggers and lepton+jets triggers. However the
changes to S/B are almost negligible, and S/
√
B increases by at most 3%. It must be
noted that the change in yields for SL OR DIL OR L+J is not simply the addition of the
change in yields for SL OR DIL and SL OR L+J due to overlap of events gained in each
configuration. As well it must be noted that although the yield for tt¯ events containing
fake or non-prompt events has a relatively larger increase than other yields, the associ-
ated change to S/B and S/
√
B is still small due to this category of events making up
approximately 1% of total background events.
Due to the small change in yields and S/
√
B it was decided not to use dilepton or
lepton+jets triggers in the analysis and not to attempt to lower the leading lepton pT
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TABLE 6.2: Additional triggers considered for use in the analysis and their associated require-
ments on lepton or jet pT, lepton identification, and lepton isolation. The name column specifies a
name to conveniently refer to these triggers. If a single value is shown for a column entry then this
value is applied to all objects within the row. The pT values for the µµ_asym trigger are comma
separated to indicate that each lepton has a different pT requirement. Dashes are used to indicate
table entries that are not applicable..
Name pT [GeV] ID Isolation
ee dilepton triggers
ee_sym 17 very loose none
µµ dilepton triggers
µµ_sym 14 - none
µµ_asym 22, 8 - none
eµ dilepton triggers
eµ_asym e: 17 e: loose e: none
µ: 14 µ: - µ: none
µe_asym e: 7 e: none e: none
µ: 24 µ: - µ: none
µ+jets lepton+jets triggers
µ+3jets µ: 14 µ: - µ: variable loose
3 jets: 20 3 jets: - 3 jets: -
selection.
6.5 Data and Simulated Event Datasets
As described in Section 6.1 the ATLAS tt¯H(bb¯) analysis uses p-p collision events recorded
in 2015 and 2016 at
√
s = 13 TeV. The 13.2 fb−1 analysis uses 3.2 ± 0.1 fb−1 of 2015
data and 10.0± 0.4 fb−1 of 2016 data [92] (values quoted come from the removed pub-
licly released 13.2 fb−1 analysis, and so internal ATLAS documentation is cited instead).
The 36.1 fb−1 analysis uses the same 2015 dataset with a larger 32.9 ± 0.7 fb−1 2016
dataset [90].
The analysis uses a large number of Monte Carlo simulated datasets, covering the
range of background processes considered and the use of additional simulation configu-
rations for systematic uncertainty estimations and analysis validation. As well, the Z+jets
process and processes containing fake or non-prompt leptons require dedicated correc-
tions derived from data which are applied prior to the statistical analysis to ensure they
are well modelled. Simulated datasets include a number of features which are common
across all samples and configurations, which will now be listed. The top quark mass is
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TABLE 6.3: The relative change in yields and signal purity and significance when using expanded
trigger combinations and a lowered leading lepton pT selection, compared to the values obtained
when using only single-lepton triggers and a 27 GeV leading lepton pT selection. Values are
obtained for analysis regions defined using simple cuts on numbers of jets and b-tags, where
b-tags are defined using the tight working point. Fake refers to the presence of non-prompt or
fake leptons. SL refers to single-lepton triggers, DIL refers to dilepton triggers, and L+J refers to
lepton+jets triggers. Values are rounded to one significant figure.











SL OR DIL 4% 4% 7% −0.1 % 2 %
SL OR L+J 2% 1% 3% 1 % 2 %
SL OR DIL OR L+J 5% 5% 10% 0.2 % 3 %
3j, 2b
SL OR DIL 4% 4% 7% −0.6 % 1 %
SL OR L+J 1% 1% 1% −0.02% 0.5%
SL OR DIL OR L+J 4% 5% 9% −0.6 % 2 %
≥ 4j,≥ 4b
SL OR DIL 3% 4% 8% −0.3 % 1 %
SL OR L+J 2% 2% 8% 0.1 % 1 %
SL OR DIL OR L+J 4% 5% 8% −0.2 % 2 %
taken to be mt = 172.5 GeV. The effects of pile-up interactions are modelled by generat-
ing interactions using PYTHIA 8.186 [84] and then overlaying these interactions on the
hard-scatter processes of the simulated dataset; the events are then reweighted to match
the pile-up profile observed in data. Decays of b- and c-hadrons are simulated using
the EVTGEN v1.2.0 package [93], except in datasets simulated using the SHERPA event
generator which performs these decays itself. In most cases interaction with the ATLAS
detector is simulated using the full GEANT4 simulation [52], however some additional
samples used for uncertainty estimation employ the faster AFII simulation which uses
a parametrisation for calorimeter response [53]. Simulated events are also reweighted to
ensure object reconstruction efficiencies, energy scales, and energy resolutions are cali-
brated to those observed in data. Finally, all simulated events are reconstructed using the
same reconstruction algorithms as for data events.
The main background processes for the analysis after the event selection is applied are
the dominant tt¯+jets process, Z+jets, tt¯V, diboson processes, and production of single top
quarks through Wt processes. As well, the production of Higgs bosons with a single top
quark in tWH and tHqb processes are considered and are treated as background events.
Additional small backgrounds of tt¯tt¯, tt¯WW, tZ, and tZW are also considered. A few
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processes are considered which only contribute events containing fake or non-prompt
leptons: W+jets, and s-channel and t-channel single-top production. The background
processes, except for tt¯+jets and tt¯V, are collectively grouped as ‘non-tt¯’ in figures and
tables; this grouping also includes all background events containing fake or non-prompt
leptons, including tt¯+jets processes including these leptons. All processes are simulated
by generating events at matrix element (ME) level using a dedicated MC generator, and
then interfacing the results with a dedicated parton shower (PS) generator to simulate the
decays of hadronic jets and other QCD effects. The configurations used for each process
are listed in Table 6.4. The datasets for the 13.2 fb−1 analysis are in some cases different
but are usually a roughly equivalent older configuration, for example the Z+jets dataset
used SHERPA 2.1.1 instead of SHERPA 2.2.1. This is not specified in the table except for
the POWHEG+PYTHIA 6 tt¯+jets sample which is used in some studies in this thesis. The
additional datasets used for uncertainty estimation are detailed in Section 6.6.
The signal tt¯H process is simulated using a Higgs mass of mH = 125 GeV. All Higgs
decays are included in the simulation, allowing tt¯H processes which are not tt¯H(bb¯) to
be counted as signal if they pass the analysis event selection. The factorisation and renor-
malisation scales were set to µF = µR = HT/2 where HT is the sum of transverse masses√
p2T + m2 of all final-state particles at the level of the matrix element calculation. Top
quarks are decayed using MADSPIN [94] with all spin correlations preserved. The tt¯H
cross-section is calculated to be 507+35−50 fb at NLO with NLO electroweak corrections [31,
95–99]. The Higgs decay branching fractions are calculated using HDECAY [31, 100].
The tt¯+jets processes for the 36.1 fb−1 search were simulated with the hdamp param-
eter in the POWHEG+PYTHIA 8 dataset to be 1.5 times the mass of the top quark. This
parameter controls the pT of the first gluon emission beyond the Born configuration, and
has the effect of regulating high-pT radiation. This value was seen to best describe data,
and particularly relevant to this analysis is that this relatively high value improves nor-
malisation agreement between data and simulated data for events containing one or two
additional b-jets [101]. The tt¯+jets processes for the 13.2 fb−1 search used a lower hdamp
value of 1.0 times the top mass. The renormalisation and factorisation scales were set to




T,t where pT,t is the transverse momentum
of the top quark in the tt¯ centre-of-mass reference frame. The cross-section was predicted

































TABLE 6.4: Processes considered in the ATLAS tt¯H(bb¯) analysis and the configurations used to create baseline simulated event datasets. Order and normali-
sation refer to the order of QCD processes considered, unless otherwise specified.
Process Matrix Element
Generator
Order Normalisation PDF Parton Shower
Generator
PS Tune
tt¯H MG5_aMC [103] NLO NLO+NLO EW NNPDF3.0NLO [104] PYTHIA 8.2 A14 [105]
[31, 95–99]
tt¯+jets
POWHEG v2 [85–88] NLO
NNLO+NNLL
NNPDF3.0NLO PYTHIA 8.2 A14
(36.1 fb−1 search) [106–109]
tt¯+jets
POWHEG v2 NLO NNLO+NNLL CT10 [110, 111] PYTHIA 6.4 [112] Perugia 2012 [113]
(13.2 fb−1 search)
Z+jets SHERPA 2.2.1 [114] 4 partons at LO NNLO [115] NNPDF3.0NNLO SHERPA [116] Sherpa author’s
2 partons at NLO tune
W+jets SHERPA 2.2.1 4 partons at LO NNLO NNPDF3.0NNLO SHERPA Sherpa author’s
2 partons at NLO tune
tt¯V MG5_aMC NLO NLO NNPDF3.0NLO PYTHIA 8.2 A14
Single-top
POWHEG v1 NLO NNLO [117–119] CT10 PYTHIA 6.4 Perugia 2012
(s-channel, Wt)
Single-top
POWHEG v1 NLO NNLO CT10 4F [110, 111] PYTHIA 6.4 Perugia 2012
(t-channel)
Diboson SHERPA 2.1.1 See Ref. [120] NLO CT10 SHERPA Sherpa author’s
tune
tWH MG5_aMC NLO NLO CTEQ6L1 [121] HERWIG++ [122] UE-EE5
tHqb MG5_aMC LO LO CT10 4F PYTHIA 8 A14
tt¯tt¯ MG5_aMC LO LO NNPDF3.0NLO PYTHIA 8 A14
tt¯WW MG5_aMC LO LO NNPDF3.0NLO PYTHIA 8 A14
tZ MG5_aMC LO LO NNPDF3.0NLO PYTHIA 6 Perugia 2012
tZW MG5_aMC NLO NLO NNPDF3.0NLO PYTHIA 8 A14
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As seen in the analysis region definition described in Section 6.3, tt¯+jets events are
categorised based on the flavour composition of the additional jets in the events. This
categorisation is performed by defining generator-level jets of particles. These jets are
distinct from reconstructed jets and b-tags due to the definitions using ‘truth’ informa-
tion of the particles in the simulated events and hadronic decays, as opposed to recon-
structed information from measurements made with the ATLAS event reconstruction.
These generator jets are defined by considering all stable particles (mean lifetime greater
than 3× 10−11 seconds) and reconstructing them as jets using the anti-kt algorithm with
a radius of R = 0.4. These jets are required to have pT > 15 GeV and |η| < 2.5. They
are then categorised by jet flavour by counting the number of b- or c-hadrons within
∆R < 0.4 of the jet axis. Jets containing one b-hadron with pT > 5 GeV are labelled
single-b-jets, while jets containing 2 or more b-hadrons where one has pT > 5 GeV and
the others have no pT restriction are labelled B-jets. Single-c- and C-jets are defined anal-
ogously for jets which are not already categorised as single-b- or B-jets. These jets can
then be used to categorise the events according to what is shown in Section 6.3, for ex-
ample with the presence of additional single-c- or C-jets and no additional single-b- or
B-jets defining tt¯+ ≥ 1c events. As well more detailed categorisation is applied when
assigning correction factors and estimating uncertainties for tt¯+ ≥ 1b events, as follows:
• tt¯ + bb¯: exactly two additional single-b-jets;
• tt¯ + b: exactly one additional single-b-jet;
• tt¯ + B: exactly one additional B-jet;
• tt¯+ ≥ 3b: events not falling into the above categories;
• tt¯ + b(MPI/FSR): events containing additional b-jets originating entirely from mul-
tiparton interactions (MPI) or final-state radiation (FSR).
b-jets in the tt¯ + b(MPI/FSR) category are calculated by the parton shower generator,
which has been tuned to such processes from data. A description of this tuning process
is given in the reference for the A14 tune used in PYTHIA 8 [105] (and references therein).
Given the limitations in modelling tt¯+jets events containing additional heavy-
flavour jets, the POWHEG+PYTHIA 8 dataset is corrected using a dedicated tt¯bb¯
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dataset. Specifically, the relative contributions of the tt¯+ ≥ 1b categories shown
in the above list, except for tt¯ + b(MPI/FSR), are corrected to have the same frac-
tions as in the dedicated tt¯bb¯ dataset. The tt¯bb¯ dataset is generated at NLO pre-
cision [123] using SHERPA+OPENLOOPS [124] with SHERPA 2.1.1 and the CT10 four
flavour scheme (4F) PDF set [110, 111]. The renormalisation scale was set to the
CMMPS value µCMMPS = ∏i=t,t¯,b,b¯ E
1/4
T,i [123], and the factorisation scale was set to
HT/2 = 12 ∑i=t,t¯,b,b¯ ET,i. The resummation scale, which sets an upper limit on the hard-
ness of parton shower emissions, was also set to HT/2. This sample is referred to as
‘SHERPA4F’. ‘4F’ in this name, and in association with the CT10 4F PDF set, refers to
the fact that b quarks are treated as massive as opposed to being treated as massless
(along with u, d, s, c quarks) in the five flavour (5F) scheme which is used in most other
samples. In the CT10 4F PDF set this is done by employing the fixed flavour number
scheme (specifically for four active flavours), where b quarks are not considered as par-
tons within the proton and are instead treated exclusively as massive final-state particles.
With this consideration ‘SHERPA4F’ calculates the kinematics of the two additional b-jets
with NLO precision in QCD. As a result this dataset is chosen as the most precise predic-
tion for tt¯+ ≥ 1b events. The comparison between relative predicted fractions for each
considered tt¯+ ≥ 1b category is shown in Figure 6.7. b-jets from tt¯ + b(MPI/FSR) are
separate from the additional two b quarks in SHERPA4F and are in fact not present in this
sample, and so as mentioned this category is not scaled. tt¯ + b(MPI/FSR) events make
up 10% of POWHEG+PYTHIA 8 tt¯+ ≥ 1b events.
For the Wt single-top dataset, interference effects from overlap between tt¯ and Wt
processes was handled by employing the ‘diagram removal’ scheme [125]. For the t-
channel single-top dataset the top quarks were decayed with MADSPIN.
The Z+jets and W+jets datasets were generated at ME level using COMIX [126] and
OPENLOOPS. The matrix elements are then merged with the SHERPA PS calculation us-
ing the ME+PS@NLO prescription [127]. As mentioned previously the Z+jets dataset has
a correction applied which is derived from comparisons with data. This correction fac-
tor is derived by comparing data yields for events containing opposite-sign same-flavour
lepton pairs (e+e− or µ+µ−) for an event selection where the Z-window cut is inverted
to select events with dilepton invariant mass within the range 83 – 99 GeV. The result of
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FIGURE 6.7: Relative fractions of each tt¯+ ≥ 1b sub-category predicted by the SHERPA4F tt¯bb¯
dataset and compared with the POWHEG+PYTHIA 8 tt¯ dataset. The fractions are shown before
any event selection. The shaded region on SHERPA4F shows its associated uncertainties discussed
in Section 6.6. Events from the tt¯ + b(MPI/FSR) category are not included in the normalisation of
this figure. [90]
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this is that Z+jets events containing heavy-flavour jets are scaled by 1.3 in event normal-
isation, while Z+jets events without heavy-flavour jets are not scaled.
6.5.1 Estimation of Yields and Distribution Shapes for Events Containing
Fake or Non-Prompt Leptons
As mentioned previously there is a background category containing events from all back-
ground processes which contain fake or non-prompt leptons. Specifically, these events
contain leptons passing the object definitions and analysis selection described in Sec-
tion 6.4 where one or both of the leptons are either:
• measurements in the ATLAS detector which do not originate from a lepton but are
mis-reconstructed as a lepton, labelled ‘fake’ leptons;
• or leptons produced from the decay of particles which were not directly produced
by the hard scatter process, labelled ‘non-prompt’ leptons (for example leptons
coming from the decays of b quarks which could themselves originate from the
decaying tt¯ pair).
For convenience both fake and non-prompt contributions are referred to as ‘fake’ lep-
tons within this section, and events containing fake leptons are simply referred to as fake
events (although of course these are still genuine simulated events which are otherwise
equivalent to other events).
The origin and yields of fake leptons can be studied by utilising truth information in
simulated event datasets, which can detail the origin and types of reconstructed leptons.
In many analyses this information would be an input or reference for methods which
estimate fake yields using relatively complicated data-driven techniques; however one
significant benefit of targeting the tt¯H(bb¯) dilepton final state is that this information
from simulation can be considered more accurate than in other channels and can there-
fore make use of simpler corrections from data. This is so because of the selection of
two leptons passing the identification, isolation, and pT requirements described in Sec-
tion 6.4. Fake leptons can be produced by the highly numerous QCD background pro-
cesses present in p-p collisions, however the chance to produce two fake leptons which
pass these event selection requirements is effectively negligible. These QCD processes
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are the main focus of the fake estimate methods used in other analyses. The processes
are difficult to accurately or precisely model theoretically, leading to the need for esti-
mates which are taken directly from data. Without the need to consider QCD processes
in the tt¯H(bb¯) dilepton channel the predictions from simulation are expected to be much
more reliable. In principle the more advanced data-driven methods could be used in the
dilepton channel, for example the tt¯H(bb¯) single-lepton analysis uses a method called the
matrix method [128]. However the work involved in using this method in the dilepton
channel becomes even more technically demanding than the single-lepton case due to the
need to consider matrices for combinations of two leptons as opposed to a single lepton,
and any improvement to fake lepton estimates are expected to be small.
Fake electrons and fake muons originate from different sets of sources, reflecting the
difference in how these physics objects are reconstructed within ATLAS. Fake electrons
can originate from: photons which interact within detector material to produce real elec-
trons or e+e− pairs; decays of mesons produced in hadronic jets into real electrons, as well
as other non-prompt particles which decay into a real electron; overlap of a track and an
EM calorimeter deposit from a photon; and mis-reconstruction of hadronic jets with few
tracks and significant EM showering as an electron. Fake muons can originate from: de-
cays of mesons produced in hadronic jets into real muons, as well as other non-prompt
particles which decay into a real muon; hadrons which pass into the muon detection sys-
tems either without showering within the hadronic calorimeter, or ‘punching-through’
the hadronic calorimeter during showering to reach the muon detection modules; and
light mesons which decay early within the tracking volume.
The method used to estimate fake events in the dilepton channel, referred to as the
MC estimate method, is performed by first categorising selected leptons as either being
prompt leptons or fake leptons originating from the sources described above by looking
at the truth information associated with the leptons. All fake events from background
process datasets can then be gathered into a fake background category, forming the fake
background estimate from simulation. Fake events from signal tt¯H processes are not
included in this category due to the event still counting as a signal Higgs process. Data
is then introduced as a way of deriving correction factors to ensure the fake estimate
models data well, as well as estimating systematic uncertainties based on the discrepancy
between simulation and data. This is done by inverting the opposite-charge-sign (OS)
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requirement on the two leptons in the event selection to define same-sign (SS) control
regions which can be used for data against simulation comparisons. This is done based
on the idea that there will be relatively more processes that can produce a fake lepton
with the same sign as the other selected lepton than there are processes which can do
the same but with two prompt leptons, meaning that the same-sign region is relatively
fake-enriched. More precisely, this is based on the idea that there are fewer Standard
Model processes that produce same-sign lepton pairs. The other assumption is that the
accuracy of modelling of fake leptons will be similar for OS and SS events, meaning
that correction factors can be relatively accurately extrapolated from SS events to the OS
events used in the analysis. Modelling of fakes in SS regions is then studied by comparing
fake-category event yields to the quantity (Ndata, SS−NMC, prompt, SS), where N is the yield
in a particular histogram bin, the superscript ‘MC, prompt’ refers to prompt-category
simulated events, and the superscript SS refers to the same-sign requirement. In this
way fake-category simulated events can be compared to ‘fake data’ events, under the
assumption that prompt-category simulated events are well modelled in SS regions.
The categorisation of selected leptons using truth information is done by spatially
matching the reconstructed leptons to truth particles within the simulated event. This
spatial matching is done by retrieving a truth track which is associated to the recon-
structed tracks of the leptons. The truth particle itself is retrieved from the truth track,
and a reconstructed lepton is considered to be matched to this truth information if it is
within ∆R < 0.2 of the truth particle. The origin of the truth particle can then be traced
backwards through the chain of truth interactions to determine the origin of the truth
particle. In this way prompt leptons are defined as:
• Prompt isolated electrons: truth electrons which are themselves promptly pro-
duced;
• Photon-conversion-recovered electrons: truth electrons which originate from a
photon which itself originated1 from a prompt electron produced by: a top quark,
a W boson, a Z boson, or a Higgs boson;
• Prompt isolated muons: truth muons which are themselves promptly produced.
1This origin includes photons which are produced by a chain of electron and photon production via
bremmstrahlung and photon conversions, as long as this chain originated from a prompt electron.
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Leptons failing these truth selections are categorised as fake leptons, including recon-
structed leptons which are not spatially matched to a truth particle.
After fake-category events are selected based on the presence of fake leptons, they
are split into two channels when considering modelling of fakes and any corrections to
be applied. These channels are defined based on the flavour of the subleading lepton in
each event: the ‘subleading-electron’ channel comprises events from the ee and µe anal-
ysis channels, while the ‘subleading-muon’ channel comprises events from the µµ and
eµ analysis channels. This channel definition is made under the assumption that fake
leptons are more likely to be produced at lower pT compared to prompt leptons. As
such, fake events in the subleading-electron and subleading-muon channels should be
dominantly comprised of fake leptons of the same flavour as the channel definition. Pre-
vious studies performed by the ATLAS tt¯H(bb¯) analysis group for the 13.2 fb−1 analysis
showed that 98% of fake muons were in the subleading-muon channel, and 80% of fake
electrons were in the subleading-electron channel [92] (these values were not released
publicly, and so the internal ATLAS documentation is cited). Events in these channels
are then studied using the same-sign selection in an inclusive analysis region by requir-
ing Njets ≥ 3 AND Ntightb-tags ≥ 2. More exclusive region definitions are not used due to
the low number of events passing the same-sign selection. Studies of same-sign events in
this region were performed using 36.5 fb−1 of 2015+2016 data (which is roughly the same
dataset as the 36.1 fb−1 dataset used in the final analysis aside from using an older lumi-
nosity calculation and having some additional data runs included or removed based on
differing Good Runs Lists) and most simulated event datasets, except for tH processes.
Older SHERPA 2.1 datasets were used for Z+jets and W+jets due to the unavailability of
the newer SHERPA 2.2.1 samples at the time this study was performed. As well, Z+jets
events had no Z+HF correction factor applied. Under the assumption that the contri-
bution from events containing two fake leptons is effectively negligible, no all-hadronic
final state datasets are used.
Histograms of distributions within this same-sign inclusive region comparing data to
simulated data are shown for the subleading-electron channel in Figure 6.8 and for the
subleading-muon channel in Figure 6.9. Comparisons are made between all simulated
events and real data, and also between fake-category simulated events and real data with
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prompt-category simulated events subtracted. Uncertainties are statistical only. Yield ta-
bles for fake-category simulated events and ‘fake data’ are shown in Table 6.5. It is seen
that modelling is reasonably good, although the low yield of data events in the same-sign
region restricts the statistical precision, as do lower numbers of simulated events. Signif-
icant shape mismodelling is not seen from any of the figures, however overall normali-
sation disagreements are seen in both channels in the yield table. As such no shape cor-
rections are applied, but normalisation correction factors are applied using Equation 6.1:
Nfake, OS = cfake NMC, fake, OS ≡ (N
data, SS − NMC, prompt, SS)
NMC, fake, SS
NMC, fake, OS (6.1)
N denotes the total yield in a region, and the superscripts refer to the source of events:
MC refers to events from simulation, prompt (fake) refers to prompt-category (fake-
category) events, OS (SS) refers to events from opposite-sign (same-sign) regions. cfake
is the correction factor to be applied. Applying this equation to Table 6.5 the correction
factor for the subleading-electron channel is csub-efake = 1.18 and the correction factor for
the subleading-muon channel is csub-µfake = 1.31. These factors are applied to correspond-
ing opposite-sign events as event weights during event normalisation. After applying
these correction factors, it is seen that fake-category background events make up approx-
imately 1% of the total background in opposite-sign analysis regions, including individ-
ual exclusive analysis regions defined in Section 6.3. A normalisation uncertainty based
on these correction factors is placed on the fake background category, and is discussed in
Section 6.6.
6.6 Systematic Uncertainties
As mentioned in Section 6.2, the precision of results in the tt¯H(bb¯) analysis is limited due
to the size of systematic uncertainties, which means that detailed estimation and appro-
priate handling of systematic uncertainties is important. As mentioned in Section 6.1,
systematic uncertainties are in general encoded in the statistical analysis as additional
nuisance parameters, the usage of which is discussed in Section 6.7. Two sources of un-
certainty representing the normalisation of tt¯+HF components are instead encoded as
Chapter 6. Search for the Standard Model Higgs Boson Produced in Association With
Dileptonically Decaying Top Quarks and Decaying Into a bb¯ Pair
150
 [GeV]allTH

























250 ATLAS  Internal
-1








































300 ATLAS  Internal
-1







































140 ATLAS  Internal
-1





Data 2015 + 2016 237
Htt 0.0
tFake: t 188.4



































250 ATLAS  Internal
-1





Data 2015 + 2016 237
Htt 0.0
tFake: t 188.4







FIGURE 6.8: Comparison of data and simulated data for the subleading-electron channel in the
same-sign region, using 36.5 fb−1 of 2015+2016 data. The distributions shown are the scalar sum
of jet and lepton pT, labelled HallT , and the pT of the subleading electron. The direct comparison of
data against simulation is shown in the top row of figures, while the comparison of fake-category
simulated events against real data with prompt-category simulation subtracted (corresponding
to the quantity (Ndata, SS − NMC, prompt, SS)) is shown in the bottom row of figures. Uncertainties
shown are statistical only, where the hashed area is the total statistical uncertainty for simulated
data and the uncertainty bars are the statistical uncertainty on data.
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FIGURE 6.9: Comparison of data and simulated data for the subleading-muon channel in the
same-sign region, using 36.5 fb−1 of 2015+2016 data. The distributions shown are the scalar sum
of jet and lepton pT, labelled HallT , and the pT of the subleading muon. The direct comparison
of data against simulation is shown in top row of figures, while the comparison of fake-category
simulated events against real data with prompt-category simulation subtracted (corresponding
to the quantity (Ndata, SS − NMC, prompt, SS)) is shown in the bottom row of figures. Uncertainties
shown are statistical only, where the hashed area is the total statistical uncertainty for simulated
data and the uncertainty bars are the statistical uncertainty on data.
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TABLE 6.5: Fake-category event yields for the same-sign region, split into subleading-electron and
subleading-muon channels and using 36.5 fb−1 of 2015+2016 data. ‘Data’ refers to the quantity
(Ndata, SS − NMC, prompt, SS), where N is the yield and the superscripts refer to the source of events.
Processes other than data are from the appropriate simulated event datasets. ‘Total’ is the sum of
all simulated events for the corresponding channel. Uncertainties are statistical only.
Process Yield, Yield,
subleading-e channel subleading-µ channel
tt¯+jets 188.4 ± 10.5 214.5 ± 13.2
Single-top 6.0 ± 1.1 9.0 ± 1.8
Z+jets 2.3 ± 1.0 0.5 ± 0.5
W+jets 0.8 ± 0.3 4.5 ± 2.1
tt¯ +V 1.7 ± 0.2 1.8 ± 0.2
Diboson 1.1 ± 0.9 0.4 ± 0.2
t+V 0.13± 0.04 0.15± 0.03
Total 200.4 ± 10.7 230.9 ± 13.5
Data 237.3 ± 25.8 302.6 ± 24.4
normalisation factors applied as a direct modifier to the relevant yields. These normal-
isation factors are discussed below for the relevant uncertainties and in Section 6.7. As
well, systematic uncertainties are defined to either affect both the normalisation of rel-
evant processes and the shape of distributions analysed by the likelihood fit, or to only
affect the normalisation of relevant processes. Systematic uncertainties are split into two
categories: ‘experimental uncertainties’ consider uncertainties from reconstruction and
measurement made by the ATLAS detector and reconstruction software, and are applied
to all simulated processes. All experimental uncertainties except for the uncertainty on
the measured luminosity affect both the normalisation of processes and the shape of their
distributions. ‘Modelling uncertainties’ consider uncertainties from the theoretical mod-
elling of different processes. Most modelling uncertainties affect both the normalisation
and shape of distributions for the relevant processes, although cross-section and normal-
isation uncertainties affect only the normalisation. However, cross-section and normal-
isation uncertainties can affect the shape of the total prediction from simulation due to
the fact that each simulated process will follow a different distribution shape. Changing
the normalisation of a process will therefore change the contribution to the shape of the
total prediction.
A number of uncertainties are defined by comparing results obtained with nominal
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datasets to results obtained from relevant alternative datasets simulating the same pro-
cess. In most of these cases, unless noted otherwise, the alternative sample used the faster
AFII detector simulation as opposed to the full GEANT4 simulation. This is due to the
tight computational budget of the shared ATLAS simulation resources. In these cases
systematic uncertainties are defined by comparing a version of the nominal simulated
dataset which instead used the AFII detector simulation to the relevant AFII alterna-
tive dataset. The difference in the shapes of distributions and normalisation between the
datasets can then be taken as the uncertainty estimate and propagated to the distribution
shape or yield of the nominal dataset which uses full detector simulation. In this way any
differences resulting from using AFII instead of the full simulation should be avoided.
6.6.1 Experimental Uncertainties
Luminosity and Pile-up
The first source of experimental uncertainty is from the measurement of the total in-
tegrated luminosity of the recorded 2015+2016 data. This uncertainty is a single total
normalisation uncertainty applied to all simulated processes. The size of this uncertainty
is 2.1%. This value is derived using the method of ‘van der Meer’ scans, following a
methodology similar to what is described in Reference [129]. In this method measure-
ments of interaction rate are performed during dedicated LHC runs where the x-y sepa-
ration of the two LHC beams is varied. By observing the variation in interaction rate the
scale of luminosity measurements can be calibrated. The value for this uncertainty was
derived from LHC runs in August 2015 and May 2016.
An uncertainty is also included associated with the pile-up reweighting correction
factors applied to simulated events. When these weights are derived from a comparison
of simulation to a measurement of data, there is an associated uncertainty in the ratio of
simulation to data. This uncertainty is included by recalculating pile-up event weights
with an upward and a downward variation of this ratio, according to its uncertainty.
The ‘up’ and ‘down’ pile-up event weights can then be applied to simulation in place
of the nominal pile-up weight, resulting in shape and normalisation uncertainties on all
simulated processes. This variation is defined to cover the uncertainty in the ratio of
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prediction to measurement for inelastic cross-sections in the fiducial volume defined by
MX > 13 GeV, where MX is the mass of the hadronic system [130].
Jet Reconstruction
A number of uncertainties are associated with the calibration of jet energy scale and jet
energy resolution, as well as the selection of jets based on the jet vertex tagger. The jet
energy scale (JES) uncertainties are derived from test-beam data, LHC collision data, and
simulation [70], and are divided into uncertainties associated with JES calibration meth-
ods and uncertainties from other sources. The uncertainties from calibration are origi-
nally defined as 75 uncertainties associated with event topology, MC simulation, dataset
statistics, and propagated uncertainties of the electron, muon, and photon energy scales,
and are split between the methods used to derive JES calibrations. However a simplified
set of 8 uncertainties is instead used by the tt¯H(bb¯) analysis2. These uncertainties are
defined by globally decomposing the covariance matrix for the combination of all uncer-
tainties into eigenvector components. The 7 eigenvectors with the largest magnitude are
then defined as the first 7 uncertainties, while the remaining eigenvectors are combined
in quadrature to produce the 8th uncertainty. The reduction in correlation information
when using this simplified uncertainty set is small.
The JES uncertainties from other sources are associated with: modelling of pile-up
corrections, jet calibration in high eta regions, high-pT jets, and punch-through of jets.
As well, there are uncertainties associated with modelling of jet response for different
flavours of jet, split into uncertainties for b-jets and for other jets. Finally, there is an
uncertainty on the jet flavour composition of light-jets with regards to whether they are
initiated by light-quarks or by gluons. JES uncertainties are not large for an individual
jet, roughly 1% to 6% depending on jet pT, however the uncertainties can be large overall
due to the number of jets considered in the tt¯H(bb¯) analysis.
A combination of uncertainties on measured jet energy resolution are included as a
single overall uncertainty. This uncertainty is then split into uncertainties for different
analysis regions, resulting in two jet energy resolution uncertainties. The details of this
definition are described in Section 6.7.4.
2The cited paper, [70], refers to 6 uncertainties, however the 36.1 fb−1 tt¯H(bb¯) analysis uses a recommen-
dation which uses the same methodology but instead defines 8 uncertainties. This change in the number of
uncertainties simply corresponds to a later derivation of JES uncertainties.
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Finally an uncertainty is placed on the jet vertex tagger associated with the efficiency
of a jet to pass the JVT requirement.
Jet Flavour Tagging
Uncertainties associated with b-tagging and related mis-tagging of c- and light-jets as
b-tags are derived from the analyses used to calibrate the b-tag efficiencies and mis-tag
rates [74, 76]. Similar to what is done for JES calibration uncertainties, the various sources
of systematic uncertainty from these analyses are decomposed into eigenvariations com-
ponents by building the covariance matrix with all uncertainties and then performing
eigenvariation decomposition on this matrix. These uncertainties are defined separately
for b-jet b-tags, c-jet mis-tags, and light-jet mis-tags. This results in 30 b-tag uncertainties,
20 c-jet mis-tag uncertainties, and 60 light-jet mis-tag uncertainties. The uncertainties
are ordered by the magnitude of their corresponding eigenvariation. The size of uncer-
tainties for b-tagging b-jets varies between 2% and 10% per jet; for uncertainties on mis-
tagging c-jets the uncertainties vary between 5% and 20% per-jet; and for mis-tagging
light-jets the uncertainties vary between 10% to 50% per-jet.
As well there is an additional uncertainty associated with the inclusion of hadronic
tau jets in c-jet mis-tag rates. Hadronic tau jets are treated as c-jets when deriving and
measuring c-jet mis-tag rate corrections and uncertainties. This uncertainty covers the
extrapolation between c-jets and these τ-jets.
Lepton Reconstruction
Uncertainties associated with electrons and muons are taken from the appropriate com-
parisons between data and simulation [47, 60]. There are uncertainties associated with
efficiencies of the lepton reconstruction, trigger, identification, and isolation. As well,
there are uncertainties associated with lepton momentum scale and resolution. Muon
uncertainties are split into more detailed components reflecting the combination of sep-
arate inner detector and muon spectrometer measurements, for example with separate
energy resolution uncertainties for the ID measurement and MS measurement. The ef-
fects of lepton uncertainties are small, approximately 1% or less.
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Missing Transverse Momentum
Uncertainties on lepton and jet energy scales and resolutions described above are prop-
agated into the reconstruction of missing transverse momentum. Specific uncertainties
on the soft term of the missing transverse momentum are also included. An uncertainty
on the momentum scale of the soft term is included, and two uncertainties correspond-
ing to the parallel and perpendicular components of the soft term momentum resolution
relative to the direction of the missing transverse momentum vector calculated from all
contributions except the soft term [79]. Missing transverse momentum uncertainties have
only small effects on the analysis, reflecting the fact that missing transverse momentum
is not used for event selection.
6.6.2 Modelling Uncertainties
tt¯H
Two uncertainties are placed on the cross-section of the tt¯H process, originating from un-
certainty on the QCD scales and from the uncertainty on PDF+αS, labelled as XS(scale)
and XS(PDF) respectively [31, 95–99]. The XS(scale) uncertainty is +5.8%−9.2% and the XS(PDF)
uncertainty is ±3.6%. The effect of PDF variations on the shape of distributions as well
as changes in analysis selection acceptance is studied in Section 6.6.3. Similar effects from
QCD scale variations were checked by other members of the ATLAS analysis group using
similar methodology and were found to be negligible, and therefore were not included in
the analysis. Uncertainties on the branching ratio of the Higgs decay modes are also con-
sidered [31]. An uncertainty is also defined for the theoretical modelling of parton show-
ering and hadronisation by comparing results from the nominal MG5_aMC+PYTHIA 8
dataset to an alternative tt¯H dataset which uses the same MG5_aMC matrix element gen-
erator, but is instead interfaced with the HERWIG++ parton shower package [122]. The
MG5_aMC+HERWIG++ dataset is simulated using the full detector simulation and so the
uncertainty is directly defined as the difference in distribution shapes and normalisation
between the two datasets.
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tt¯+jets
As described in Section 6.2, theoretical modelling of tt¯+HF processes is challenging, and
associated uncertainties can completely obscure signal yield. As a result handling of tt¯
modelling uncertainties, particularly with respect to tt¯+HF, is crucial to allow for con-
straint of these uncertainties in the statistical analysis as well as correction of mismod-
elling. Before the systematic uncertainty model is described, a brief description is given
of the challenges involved in simulating tt¯+ ≥ 1b processes, so as to motivate the origins
and magnitudes of uncertainties and mismodelling.
tt¯+ ≥ 1b production is difficult to model due to the necessary modelling of higher or-
der QCD proceses, the modelling of gluons splitting into b quarks and additional gluon
production, and the involvement of the mass of modelled b quarks. Each of these fea-
tures originates its own set of problems and challenges, either at the level of theoretical
calculations or at the level of producing simulation packages using these calculations.
An additional challenge is the small number of experimental measurements of tt¯+HF
processes.
Firstly, the fact that leading order diagrams for tt¯bb¯ processes involve α4S QCD de-
pendence and a number of final-state particles means that theoretical calculations are
prone to large uncertainties from QCD scale variations (up to 80%), as well as being chal-
lenging calculations in their own right. To reduce these large scale uncertainties NLO
calculations must be done, which reduce the scale uncertainties to a maximum of 20% if
used. In dedicated tt¯bb¯ simulations, such as the SHERPA4F dataset, these processes are
indeed simulated at NLO in the matrix element. However for inclusive tt¯ datasets, such
as the POWHEG+PYTHIA 8 dataset, the NLO matrix element calculations only cover up
to leading order for tt¯b and tt¯g final states.
Next is the issue of modelling gluon splitting and additional3 gluon production. tt¯bb¯
simulations include calculation of an additional gluon which splits into a bb¯ pair, and so
this is consistently handled within the matrix element calculation. However inclusive tt¯
samples include matrix element calculations up to one additional gluon but not the de-
cay of the gluon into b quarks. As a result the actual production of additional b quarks
must instead be handled by the parton shower calculation. As well, events containing
3Here ‘additional’ refers to any gluons beyond leading order tt¯ production. This includes the g → bb¯
gluon in leading order tt¯bb¯ matrix elements.
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two additional gluons which produce collimated bb¯ pairs that are reconstructed as two
B-jets can produce a yield comparable to that of the tt¯H(bb¯) signal. The tt¯bb¯ simulations
can calculate up to the second additional gluon within the matrix element, however the
decay of the second gluon must be handled by the parton shower in a similar way to
the first additional gluon in inclusive tt¯ samples. On the other hand inclusive tt¯ sam-
ples must calculate the emission and splitting of the second gluon completely within
parton shower calculation. Indeed any additional gluons beyond the first (second) addi-
tional gluon must be handled entirely within the parton shower calculation for inclusive
tt¯ (tt¯bb¯) simulations. As a result both categories of simulation are sensitive to parton
shower tuning and modelling, even for the first (second) additional gluon in inclusive tt¯
(tt¯bb¯) simulations due to the parton shower modelling of the splitting of the gluon, and
similarly are sensitive to the matching used to combine the matrix element and parton
shower simulations within a dataset.
Lastly is the issue of the mass of modelled b quarks. This issue affects results from tt¯bb¯
simulations related to the choice of either 5FS or 4FS flavour schemes; because the tt¯H(bb¯)
analysis only employs a 4FS tt¯bb¯ simulation this issue is not directly relevant; however,
the importance of the 4FS choice is. When b quarks are treated as massless, as in 5FS
simulations, regions of phase space with collinear b quark emissions must be cut away to
avoid collinear singularities in the calculations, and instead the b quark emissions must
be performed by the parton shower simulation. Including the b quark mass in the matrix
element calculations, as in 4FS simulations, allows the full phase space to be modelled,
including the production of a single B-jet from a collinear g → bb¯ splitting. However as
described previously, splittings of additional gluons to b quarks must still be handled by
the parton shower.
Cutting-edge discussions on the topic of simulating tt¯+ ≥ 1b can be found in Refer-
ence [131], as well as a similar older paper describing the SHERPA4F dataset used in this
analysis [123], and chapter I.6.8 of Reference [31].
The systematic uncertainties for tt¯+jets are broadly split into three categories: over-
all normalisation uncertainties; modelling uncertainties which do not affect tt¯ category
and tt¯+ ≥ 1b sub-category relative fractions; and modelling uncertainties which affect
only the relative fractions of tt¯+ ≥ 1b sub-categories. As well, some uncertainties in the
second category are split into three uncertainties affecting only tt¯+light, tt¯+ ≥ 1c, and
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tt¯+ ≥ 1b events, respectively. This is done to reflect the specific modelling challenges of
simulating tt¯+HF processes, and therefore to allow these processes to be constrained and
corrected individually.
The first overall normalisation uncertainty is a single inclusive tt¯ cross-section un-
certainty of ±6% [102]. This uncertainty is associated with the cross-section uncertainty
of the NNLO+NNLL normalisation of the inclusive tt¯ calculations, and covers effects
from variation of the QCD scales, PDF choice, αs value, and top-quark mass. There are
then two additional normalisation uncertainties associated specifically with tt¯+ ≥ 1c and
tt¯+ ≥ 1b events. Each category has its own overall normalisation uncertainty. However,
the handling of these uncertainties is different to other cross-section or normalisation un-
certainties in the tt¯H(bb¯) analysis. Due to large discrepancies between the normalisation
of data and simulated data in analysis regions which are pure in tt¯+HF, no prior uncer-
tainty estimate is assigned to the tt¯+ ≥ 1c and tt¯+ ≥ 1b normalisation uncertainties, and
they are instead allowed to be ‘free-floating’ in the likelihood fit. This means that the fit
can scale the prior normalisation of tt¯+ ≥ 1c and tt¯+ ≥ 1b simulated events without any
direct penalty, a technicality that is described in further detail in Section 6.7. This is done
to ensure that the normalisation of simulated tt¯+HF events can be corrected without us-
ing the uncertainties affecting tt¯+HF which are described below, which could result in
associated changes to distribution shapes.
For modelling uncertainties which do not affect the tt¯ category and tt¯+ ≥ 1b sub-
category relative fractions, all uncertainties are defined by comparisons of datasets simu-
lated using different parameter choices or simulation packages. To ensure that tt¯ category
and tt¯+ ≥ 1b sub-category relative fractions do not change in these uncertainty estimates,
all datasets are weighted to have the same tt¯+light, tt¯+ ≥ 1c, and tt¯+ ≥ 1b relative frac-
tions as the nominal POWHEG+PYTHIA 8 tt¯ dataset, as well as being weighted to have the
same tt¯+ ≥ 1b sub-category relative fractions as in the SHERPA4F dataset. The exception
to the SHERPA4F tt¯+ ≥ 1b sub-category weighting is again the tt¯ + b(MPI/FSR) category,
meaning that the contribution of this category can vary due to these uncertainties. The
additional tt¯ datasets are described below:
• SHERPA5F: inclusive tt¯ dataset simulated using SHERPA 2.2.1, where the matrix el-
ement calculation is merged with the SHERPA parton shower calculation using the
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ME+PS@NLO setup, which is interfaced with OPENLOOPS. This gives NLO accu-
racy for one additional parton and LO accuracy for four additional partons. The
NNPDF3.0NNLO PDF set was used, and renormalisation and factorisation scales
were both set to
√




T,t and pT,t is the trans-
verse momentum of the top quark in the tt¯ centre-of-mass reference frame, and mT,t¯
is similarly defined for the anti-top quark. Note that this dataset is not a dedicated
tt¯bb¯ simulation unlike the similarly named SHERPA4F dataset;
• POWHEG+HERWIG 7: inclusive tt¯ dataset simulated using POWHEG interfaced
with the HERWIG 7 parton shower and hadronisation generator [132]. The settings
for POWHEG are identical to the POWHEG+PYTHIA 8 dataset, while HERWIG 7 uses
the H7-UE-MMHT set of tuned parameters;
• RadHi: inclusive tt¯ dataset which is identical to the POWHEG+PYTHIA 8 dataset
except for the renormalisation and factorisation scales being halved, the hdamp pa-
rameter doubled, and the Var3c upward variation of the A14 tuned parameter set
being used [133]. This dataset, along with the RadLo dataset, allows estimation of
uncertainty associated with variations in the amount of predicted initial state and
final state radiation;
• RadLo: inclusive tt¯ dataset which is identical to the POWHEG+PYTHIA 8 dataset
except for the renormalisation and factorisation scales being doubled, and the Var3c
downward variation of the A14 tuned parameter set being used;
• MG5_aMC+HERWIG++ 3F: tt¯cc¯ dataset used in the tt¯+ ≥ 1c uncertainty estima-
tion, see Reference [134];
• MG5_aMC+HERWIG++ 5F: inclusive tt¯ dataset used in the tt¯+ ≥ 1c uncertainty
estimation, see Reference [134].
The first uncertainty of this type is defined by comparing results from using the nom-
inal tt¯ dataset to results from using the SHERPA5F dataset. In this way uncertainties
in the matrix element prediction and parton shower prediction are simultaneously esti-
mated. The second uncertainty of this type is defined by comparing results from using
the nominal tt¯ dataset to results from using the POWHEG+HERWIG 7 dataset. In this
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way an uncertainty on only the parton shower prediction is estimated. The third un-
certainty of this type is an asymmetric uncertainty defined by comparing results from
the nominal tt¯ dataset to results from the RadHi and RadLo datasets, which respectively
correspond to the ‘upward’ and ‘downward’ directions of this uncertainty estimation.
These three uncertainties are decorrelated between tt¯+light, tt¯+ ≥ 1c, and tt¯+ ≥ 1b,
resulting in 9 separate uncertainties. There is then another uncertainty which is applied
only to tt¯+ ≥ 1c events. This uncertainty is defined by comparing results from using the
MG5_aMC+HERWIG++ 3F dataset to results from using the MG5_aMC+HERWIG++ 5F
dataset. The difference between these datasets is the tt¯cc¯ matrix element calculation per-
formed in the former dataset, which includes a non-zero c quark mass and excludes c
quarks and b quarks from consideration as partons in the PDFs, hence using the three
flavour scheme in a similar manner to the four flavour scheme of the SHERPA4F dataset.
The difference between these two datasets therefore shows the difference in modelling
additional c-jets in the matrix element calculation as opposed to in the parton shower cal-
culation. The difference between the two datasets is taken and then applied to tt¯+ ≥ 1c
events in the nominal tt¯ dataset. Finally there is another uncertainty which is applied
only to tt¯+ ≥ 1b events. This uncertainty is defined by comparing results from the nom-
inal tt¯ dataset to results from the SHERPA4F dataset. In this way the difference between
modelling additional b-jets in the matrix element calculation as opposed to in the par-
ton shower calculation is estimated. This uncertainty is not applied to tt¯ + b(MPI/FSR)
events.
For modelling uncertainties which only affect the tt¯+ ≥ 1b sub-category relative frac-
tions, all uncertainties are defined by variations of the SHERPA4F dataset. Three scale
uncertainties are defined where the first varies the renormalisation scale up and down
by a factor of two, the second changes the functional form of the resummation scale to
µCMMPS, and the third sets a global scale choice of µQ = µR = µF = µCMMPS. The effects of
PDF set choice are considered by comparing results using the nominal CT10 4F set againt
results using the MSTW2008NLO set [135], and also against the NNPDF2.3NLO set [136].
Uncertainties are also defined by comparing against an alternative shower recoil scheme
(the procedure used to handle conservation of momentum when the emission of a par-
ticle occurs in a parton shower calculation) and an alternative set of tuned parameters
for the underlying event. These uncertainties are used to define the uncertainty band in
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Figure 6.7 from Section 6.5. As well, as seen in Figure 6.7 there is a large discrepancy
between the relative predictions of the POWHEG+PYTHIA 8 dataset and the SHERPA4F
dataset for the tt¯+ ≥ 3b category. This difference is not covered by the uncertainties
described above, and so a normalisation uncertainty of 50% is placed on tt¯+ ≥ 3b events.
Finally, a normalisation uncertainty of 50% is placed on events with contributions
specifically from multiparton interactions, based on previous comparisons of underly-
ing event sets of tuned parameters. As previously mentioned, the tt¯ + b(MPI/FSR)
sub-category fraction as a whole can be varied by the matrix element simulation, par-
ton shower simulation, and radiation variation uncertainties estimated from alternative
datasets.
V+jets
A 35% normalisation uncertainty is placed on the Z+jets process. This uncertainty is
decorrelated between 3 jet and ≥ 4 jet dilepton analysis regions, resulting in two un-
correlated normalisation uncertainties. This uncertainty covers the combination of two
effects: firstly the size of the Z+HF correction factor applied to Z+jets events, and sec-
ondly QCD scale variations estimated within the nominal Z+jets dataset. These scale
variations are estimated by separately scaling the renormalisation and factorisation scale
values by 2 and 12 , where the effect is applied through recalculated event weights within
the nominal sample. Scale variations are of the order < 10%.
Similar normalisation uncertainties are used for the W+jets process in the single-
lepton channel; however, in the dilepton channel because the W+jets process only con-
tributes events which contain fake or non-prompt leptons, an overall normalisation un-
certainty for such events from all processes is applied (described below), and no specific
W+jets uncertainties are used in the dilepton analysis.
Single-top
The Wt single-top process has a cross-section uncertainty of +5%−4% [117]. As well un-
certainties associated with the theoretical modelling of parton shower and hadronisa-
tion and the modelling of initial- and final-state radiation are included using a method
similar to what is done for the tt¯+jets process, where results from the nominal dataset
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are compared to results from appropriate alternative datasets. For the parton shower
uncertainty the nominal POWHEG+PYTHIA 6 dataset is compared with an equivalent
POWHEG+HERWIG++ dataset. For the radiation uncertainty the nominal dataset is com-
pared with POWHEG+PYTHIA 6 datasets where the relevant factorisation and renormal-
isation scale variations are made to either increase or decrease additional radiation. Fi-
nally an uncertainty on the amount of interference between Wt and tt¯ production is de-
fined by comparing the nominal dataset, which uses the ‘diagram removal’ method, to a
dataset which instead uses the ‘diagram subtraction’ method [125]. This dataset is pro-
duced using the full detector simulation, and so the uncertainty can be directly defined
by comparing the nominal dataset to this alternative dataset.
s-channel and t-channel single-top processes also have a cross-section uncertainty of
+5%
−4% [118, 119], and the t-channel process also has similar uncertainties on parton shower
modelling and initial- and final-state radiation. However these uncertainties are not ap-
plied to the s-channel and t-channel events which contain fake or non-prompt leptons,
and so are not included in the dilepton analysis.
tt¯ + V
The tt¯Z process has cross-section uncertainties split into QCD scale and PDF+αS uncer-
tainties: the XS(scale) uncertainty is +9.6%−11.3% and the XS(PDF) uncertainty is ±4% [31, 137].
The tt¯W process has similarly split cross-section uncertainties: the XS(scale) uncertainty
is +12.9%−11.5% and the XS(PDF) uncertainty is ±3.4% [31, 137]. Both processes also have an un-
certainty associated with matrix element and parton shower modelling. This is defined
by comparing results from the nominal MG5_aMC+PYTHIA 8 datasets to results from
datasets generated using SHERPA [114]. Due to SHERPA employing its own parton show-
ering estimation, this simultaneously compares variations in matrix element and parton
shower predictions.
Events containing fake or non-prompt leptons
A single normalisation uncertainty of 25% is placed on dilepton channel events contain-
ing fake or non-prompt leptons. This value is chosen to cover the size of the correction
factors described in Section 6.5.1, such that the original estimate from simulation is within
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the size of this uncertainty4. No shape uncertainty is included due to the generally good
shape agreement between data and simulated data. Modelling uncertainties described
elsewhere in this section are not applied to the relevant processes within the fake or non-
prompt lepton estimate. In principle they should be; however changes from doing so
would be small due to the small size of the fake or non-prompt lepton background in all
distribution bins.
The single-lepton channel fake or non-prompt lepton estimate uses a 50% normali-
sation uncertainty split between events containing an electron and events containing a
muon, and also split between 5 jet and ≥ 6 jet regions.
Other processes
Diboson processes have a single 50% normalisation uncertainty, which covers uncertain-
ties on the cross-section and additional jet production [120]. A single 50% normalisation
uncertainty is also used for the tt¯tt¯ process. This is used due to the presence of tt¯tt¯ events
in signal-rich analysis regions and distribution bins; 50% is taken as a conservative es-
timate to ensure that the uncertainty on tt¯tt¯ is not underestimated when measuring tt¯H
signal. The tZ [103], tt¯WW [103], tHjb, and WtH processes have cross-section uncer-
tainties split between QCD scale and PDF. The size of these uncertainties ranges from
approximately 15% down to approximately 1%. The tZW processes has a single normal-
isation uncertainty of 50% (this is a preliminary estimate defined without reference to
theoretical calculations).
6.6.3 Estimation of Acceptance and Shape Uncertainties Arising from PDF
Choice
As described above a number of uncertainties on the cross-section of processes, as well
as on the relative fractions of tt¯+ ≥ 1b sub-categories, are defined based on the mod-
elling of PDFs used in the simulated datasets. However, changes in modelling of PDFs
can also result in differences in overall normalisation due to greater or fewer numbers
of events falling into acceptance. Shapes of distributions can also be affected. These
4The uncertainty is defined relative to the new yield after the correction factors are applied, and so the
uncertainty appears smaller than the roughly 30% increase on the original yield from application of the
largest fake scale factor, despite actually being of an equivalent size.
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acceptance and shape uncertainties can therefore also be estimated and included as sep-
arate uncertainties from the PDF uncertainties on cross-sections and relative fractions of
tt¯+ ≥ 1b sub-categories. This estimation was performed for the 13.2 fb−1 analysis, and
therefore all work described in this section can be assumed to refer to the 13.2 fb−1 anal-
ysis unless stated otherwise. A few important differences exist between the 13.2 fb−1
analysis definitions and the 36.1 fb−1 analysis definitions used elsewhere in this thesis;
these differences are highlighted when relevant. The use of shape and acceptance uncer-
tainties arising from PDF choice in the 36.1 fb−1 analysis is discussed at the end of this
section. Uncertainties are estimated for the tt¯H and tt¯ processes. Results were obtained
for both the dilepton and single-lepton analysis channels, however results in figures will
be shown for the dilepton channel only.
As previously mentioned, parton distribution functions represent the probability den-
sity of finding a specified flavour of parton at values of the momentum fraction of to-
tal proton momentum, x, given an interaction scale, Q2. This covers the valence uud
quarks of the proton and the sea of quarks, anti-quarks, and gluons produced from the
binding energy of the proton. Through the use of PDFs, cross-section calculations for
proton–proton cross-sections can be performed by factorising the calculation in terms
of the cross-sections of partonic interactions multiplied by the relevant PDFs, and then
integrating over the x values of the partons and summing over parton flavours. This
cross-section equation is shown in Equation 6.2. The labels 1 and 2 refer to the two collid-
ing protons, i and j refer to the flavours of partons, fi and f j are the PDFs for the relevant




dx1dx2 fi(x1, Q2) f j(x2, Q2) σi,j (6.2)
The dependence of the PDFs on Q2 is included in the theory of QCD using equations
known as the DGLAP equations5 [138–140], for a Q2 which is hard enough to allow per-
turbative QCD calculations. However, the dependence of the PDFs on x is not known
a priori, and instead must be determined from experimental measurements. PDFs are
universal (for a given hadron, in this case for protons), which allows PDF measurements
5Named after the initials of the contributing authors
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from many different experiments to be combined to produce fitted PDF sets. These mea-
surements yield data points at particular x values for particular parton flavours, at a
given Q2 value; these measurements can then be extrapolated to other Q2 values using
the DGLAP equations. The PDF sets mentioned when previously discussing configura-
tions of simulated datasets and systematic uncertainties, for example the NNPDF3.0NLO
set, are sets of PDFs produced by different research teams and differ by the set of input
data measurements (though many of same measurements are common across different
PDF sets), input theoretical calculations, methods of parametrising the PDFs, and the de-
tails of the parametrisations. The PDF sets each have their own associated uncertainties,
for example arising from systematic uncertainties of the input data measurements and
from the choices of parametrisation used. However, the comparison of results from the
different PDF sets is also of interest. Given the use of similar input data it can be expected
that different PDF sets should result in similar nominal predictions and similar sizes of
uncertainty; however it is seen that even with the latest available PDF sets there are still
differences in these results. As such, PDF uncertainties from one set alone may be an
underestimation of the true size of PDF uncertainties, and uncertainties should instead
be estimated by considering multiple PDF sets.
To this end the PDF4LHC group compares multiple PDF sets and produces recom-
mendations based on statistical combinations of these sets, with the most recent known
as the ‘PDF4LHC15’ recommendations [141]. To produce these recommendations, the
ensemble of the latest available PDF sets was examined and comparisons were made
between the inputs and configurations used for each set. When forming the statistical
combination of sets, only those that pass a set of compatibility requirements were con-
sidered:
• firstly, that the sets used a large number of datasets from a variety of experimental
types;
• secondly, that cross-sections and evolution of αs and PDFs were calculated at suffi-
cient accuracy;
• thirdly, that all sets used the same central and variation values of αS(m2Z);
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• finally, that all known experimental and procedural sources of uncertainty were
properly accounted for.
Three PDF sets passed these requirements, namely CT14 [142], MMHT2014 [143],
and NNPDF3.0. These three PDF sets predict similar central values and sizes of un-
certainties, however there are still some differences between them. The PDF4LHC15
group performed three statistical methods of combining these PDFs, where the first step
of each combination was producing an equal number of Monte Carlo replicas of each
PDF set. Of relevance to the studies in this section is the combination performed using
the ‘META–PDF’ method [144], labelled ‘PDF4LHC15_nlo_30’. In this method a ‘meta-
parametrisation’ functional form was used which can describe the parametrisations of
each of the Monte Carlo replicas. This meta-parametrisation was then fitted individu-
ally to all Monte Carlo replicas, allowing the fit parameters to be averaged to produce
a central ‘meta-fit’ PDF set and a covariance matrix to be constructed. This covariance
matrix was then decomposed into an eigenvector representation and, similarly to what
was previously discussed in JES and flavour-tagging uncertainties, the eigenvariations
with largest variations could be selected as dominant PDF uncertainties. In this case
the smaller eigenvariations are simply discarded, leaving 30 variations representing the
‘minimal’ set of uncertainties to accurately describe the combination of PDF sets. The two
other combination methods provide more detailed uncertainty estimates, however the
additional precision is not needed for estimation of acceptance uncertainties and speed
is preferred in the statistical fit, meaning that the PDF4LHC15_nlo_30 recommendation is
the best choice. This recommendation provides one nominal PDF set plus 30 variation
sets, where each is defined with a one sigma variation on one of the 30 eigenvariations.
To estimate the effect of PDF uncertainties on datasets in the tt¯H(bb¯) analysis, re-
sults must be obtained where the PDF sets used in the nominal datasets are replaced by
the PDF sets from the PDF4LHC15_nlo_30 recommendation. To avoid the computation-
ally costly process of re-simulating datasets with the PDF changed, event weights are
instead calculated using the LHAPDF software package [145]. These weights can then
be applied to simulated events to mimic the effect of using a different PDF set, and com-
parisons can be made between nominal results and results with these weights applied.
For the nominal MG5_aMC tt¯H dataset these weights can be calculated; however for the
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POWHEG+PYTHIA 6 tt¯ dataset used in the 13.2 fb−1 analysis the weights could not be cal-
culated. POWHEG does not store the required parton information needed by the LHAPDF
package to calculate the values of the different PDFs for the given partons. As such the
PDF uncertainties must be estimated relative to a tt¯ dataset which uses a different matrix
element generator, and then the uncertainties can be placed around the nominal POWHEG
predictions. This was chosen to be an MG5_aMC+HERWIG++ tt¯ dataset. Both the nom-
inal POWHEG dataset and the MG5_aMC dataset use the CT10 PDF set. The nominal
MG5_aMC+PYTHIA 8 tt¯H dataset uses NNPDF3.0NLO.
Two types of PDF uncertainties can be defined: inter-PDF uncertainties, reflecting
the choice of nominal PDF set, and intra-PDF uncertainties, reflecting the uncertainties
within a chosen PDF set. To estimate the effect of inter-PDF uncertainties, nominal dis-
tributions can be compared to results reweighted to the PDF4LHC15_nlo_30 central pre-
diction, or central predictions for other specific PDF sets. In these studies the nominal
results are compared to the PDF4LHC15_nlo_30 central prediction as well as to the cen-
tral predictions of the CT14, MMHT2014, and NNPDF3.0 sets. In this way the spread
of inter-PDF predictions can also be observed. To estimate the effect of intra-PDF uncer-
tainties the central PDF4LHC15_nlo_30 prediction is compared to results obtained using
the 30 variation PDF sets, and then the resulting uncertainties can be placed around the
nominal dataset prediction. In these studies results from the individual variation sets
are shown, as well as maximum and minimum envelopes representing the extrema of
variations for the whole set of 30. In this way the magnitude of individual intra-PDF un-
certainties could be estimated in an overall manner. When both types of uncertainties are
estimated the original cross-section of the dataset in question is preserved. In this way
any direct effects on the cross-section of processes are removed and are instead included
in the previously mentioned cross-section systematic uncertainties. The effect of PDF
uncertainties are estimated in the analysis regions used in the 13.2 fb−1 analysis which
are defined using requirements on the number of jets and number of b-tags at the tight
working point. One point of difference to studies described elsewhere which use similar
region definitions is that the 13.2 fb−1 event selection requires ≥ 2 jets rather than ≥ 3
jets, which means that results obtained in the inclusive analysis region use this selection
instead.
Chapter 6. Search for the Standard Model Higgs Boson Produced in Association With
Dileptonically Decaying Top Quarks and Decaying Into a bb¯ Pair
169
 (GeV)allHT






















2≥2, b ≥j 
tt_aMcAtNlo_Hpp
 (GeV)allHT










FIGURE 6.10: Comparison of the nominal distribution and distributions reweighted to inter-PDF
variations for tt¯. The distribution shown is the scalar sum of jet and lepton pT, labelled HTall.
The solid black line shows the nominal distribution and is labelled with the PDF set used in the
nominal dataset, CT10. The other lines are predictions from the central values of other PDF sets.
The ratio is defined with the nominal tt¯ prediction in the denominator.
A histogram of a distribution reweighted to estimate the effect of inter-PDF uncer-
tainties is shown in Figure 6.10 for the tt¯ dataset, and in Figure 6.11 for the tt¯H dataset.
Reweighting to the NNPDF3.0 PDF set is not performed in the tt¯H results due to the use
of this PDF set in the nominal dataset. Histograms of distributions reweighted to esti-
mate the effect of intra-PDF uncertainties are shown in Figure 6.12 for the tt¯ dataset, and
in Figure 6.13 for the tt¯H dataset. Results for intra-PDF uncertainties are shown for the
max-min envelope of the 30 variations, and for the first five variations to demonstrate
the shapes and magnitudes of individual variations. All distributions are shown in the
inclusive Njets ≥ 2 AND Ntightb-tags ≥ 2 analysis region. Distributions are not normalised to a
specific luminosity because the results of interest are the ratio of reweighted distributions
from the same dataset, meaning that any scaling simply cancels out6.
It is seen that inter-PDF variations for tt¯ show a normalisation increase of approx-
imately 1%, with small to negligible differences in distribution shapes. The three PDF
sets which make up the PDF4LHC15 set are all within 1% of each other, which is the
expected result. Other distributions related to event shape, such as pseudorapidity of
6As a result yields cannot be compared between figures for tt¯ and tt¯H, because the dataset cross-sections
are not considered in the event weights.
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FIGURE 6.11: Comparison of the nominal distribution and distributions reweighted to inter-PDF
variations for tt¯H. The distribution shown is the scalar sum of jet and lepton pT, labelled HTall.
The solid black line shows the nominal distribution and is labelled with the PDF set used in the
nominal dataset, CT10. The other lines are predictions from the central values of other PDF sets.
The ratio is defined with the nominal tt¯H prediction in the denominator.
objects, show larger shape variations which reach 2% and rarely up to 4% in some his-
togram bins; distributions related to momentum and mass again show little shape dif-
ference. The inter-PDF variations for tt¯H are smaller than for tt¯, which is expected due
to the use of one of the PDF4LHC15 input PDF sets in the nominal tt¯H dataset. There is
a small shape difference and a small normalisation increase but the effects are generally
less than 1%. As well, it is not clear that a comparison of nominal tt¯H results with the re-
sults from using PDF4LHC15_nlo_30 makes sense given that NNPDF3.0 PDF set is used in
the process of defining results for both. The intra-PDF variations for both tt¯ and tt¯H are
much less than 1% in most of the 30 variations, with a few variations showing changes
of up to 1% to 2% in the tails of distributions. The results for inter-PDF and intra-PDF
variations were similar across the dilepton and single-lepton analysis channels, meaning
that the same or similar approaches could be used for both when defining the systematic
uncertainties used in the statistical fit.
Based on the observed PDF variations choices were made on how to define uncertain-
ties in the statistical fit:
• firstly, it was decided that any equivalent uncertainties would be separated between
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FIGURE 6.12: Comparison of nominal distributions and distributions reweighted to intra-PDF
variations for tt¯. The distribution shown is the scalar sum of jet and lepton pT, labelled HTall. The
solid black line shows the nominal distribution for the dataset while the dashed black line shows
the prediction from the central value of the PDF4LHC15_nlo_30 set. Shown in a) are the maximum
and minimum values per-bin of the 30 intra-PDF variations. Shown in b) are the first five intra-
PDF variations. In both figures the ratio is defined with the nominal value for PDF4LHC15_nlo_30
in the denominator.
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FIGURE 6.13: Comparison of nominal distributions and distributions reweighted to intra-PDF
variations for tt¯H in the dilepton channel. The distribution shown is the scalar sum of jet and
lepton pT, labelled HTall. The solid black line shows the nominal distribution for the dataset
while the dashed black line shows the prediction from the central value of the PDF4LHC15_nlo_30
set. Shown in a) are the maximum and minimum values per-bin of the 30 intra-PDF variations.
Shown in b) are the first five intra-PDF variations. In both figures the ratio is defined with the
nominal value for PDF4LHC15_nlo_30 in the denominator.
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tt¯ and tt¯H because of the different simulation configurations used to model these
processes (e.g. matrix element generator used), allowing PDF uncertainties to be
separately correlated with other modelling uncertainties for the respective process;
• secondly, it was decided not to define an inter-PDF uncertainty for tt¯H, which was
due to the similarity of the inter-PDF variations and the related question of whether
a comparison between NNPDF3.0 and PDF4LHC15 is meaningful;
• thirdly, it was decided to define a single inter-PDF uncertainty for tt¯, which was de-
fined by the difference between the nominal (CT10) prediction and the PDF4LHC15
prediction;
• finally, it was decided to define all 30 intra-PDF uncertainties individually, which
allowed for the complete correlation of uncertainties; any negligible uncertainties
could then be removed by the fitting software using an appropriate minimum-
variation threshold. This pruning process is described in Section 6.7.
This defined 31 uncertainties for tt¯ and 30 uncertainties for tt¯H, which were all de-
fined by applying the same PDF reweighting process to the distributions being fitted.
This resulted in one-sided uncertainties that could then be symmetrised to form two-
sided uncertainties. The symmetrisation process is described further in Section 6.7. Fits
were then run by other analysers in the tt¯H(bb¯) analysis group with and without the PDF
uncertainties included in individual fits to the dilepton and single-lepton channels. From
these fits it was seen that only four of the 30 tt¯ intra-PDF uncertainties were used, while
15 of the 30 tt¯H intra-PDF uncertainties were used. These surviving intra-PDF uncertain-
ties and the inter-PDF uncertainty did not show any tightened constraints after the fit
has been performed, and in most cases the fit kept the nominal dataset prediction with-
out any correction. The few uncertainties which were used to pull the dataset predictions
away from the nominal prediction did not have large pulls except for the fifth intra-PDF
uncertainty for tt¯. For this uncertainty a pull was observed equal to the magnitude of the
upwards uncertainty. The effect of including PDF uncertainties on the measured value
and uncertainty on the tt¯H signal strength was seen to be negligible and the effects on
the free-floating tt¯+ ≥ 1b and tt¯+ ≥ 1c normalisation factors and other systematic un-
certainties were small or negligible.
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Due to the negligible effects of the PDF uncertainties on the parameter of interest and
the other systematic uncertainties, the small magnitude of the PDF uncertainties, and the
lack of constraints or significant corrections for most of the PDF uncertainties which were
used by the statistical fit it was decided not to include PDF uncertainties in the 13.2 fb−1
tt¯H(bb¯) analysis. In principle they could have been included; however, the technical chal-
lenge of harmonising 61 additional uncertainties across the dilepton and single-lepton
channel fits was large enough to warrant their exclusion given the small effects on the
results of the fit from their inclusion. PDF uncertainties were again not included in the
36.1 fb−1 analysis (the studies were not repeated and PDF uncertainties were assumed to
remain small, although in principle the studies should have been repeated too check).
6.7 Statistical Analysis Using a Binned Profile Likelihood Fit
To obtain a measurement of the presence of tt¯H signal in the observed data the ensemble
of analysis regions, simulated signal and background processes, systematic uncertain-
ties, and the chosen parameter of interest (representing tt¯H signal strength) are encoded
in a likelihood function whose parameters can then be fit to give the best prediction of
the observed data. This likelihood function is the combination of likelihoods for the ob-
served data given the predicted signal and background yields, where the signal strength
parameter is included as a scaling factor on the predicted signal yield, and likelihoods
representing additional nuisance parameters which can affect the predicted yields, each
of which have an uncertainty from an associated systematic uncertainty. Normalisation
factors for some background processes are also included in a similar way to the signal
strength parameter. While these normalisation factors are conceptually classified as nui-
sance parameters they are handled differently in the fit model, as discussed below. The
use of a likelihood function which encodes systematic uncertainties in this way is referred
to as a ‘profile likelihood fit’. Using the method of maximum likelihood [146] parame-
ter values can be obtained which give the highest probability to reproduce the observed
data.
The method of maximum likelihood works by maximising a likelihood function, L(~θ),
as a function of its parameters to obtain estimated parameter values, θˆi, which provide
Chapter 6. Search for the Standard Model Higgs Boson Produced in Association With
Dileptonically Decaying Top Quarks and Decaying Into a bb¯ Pair
175
the most probable prediction of data. This is done by determining values for θi at maxima
of L(~θ) i.e. solving the series of equations:
∂L
∂θi
= 0, θi ∈ ~θ (6.3)
Technically this maximisation is performed for ln L due to the convenience this brings
of transforming multiplicative terms in the likelihood function into a series where each
term can be differentiated individually. If the likelihood function is simple then ln L is
approximately parabolic with respect to ~θ and therefore has a single global maximum.
However in practice likelihood functions such as the one used in the tt¯H(bb¯) analy-
sis are high-dimensional problems with significant correlations between parameters and
can therefore feature many local maxima. The best fit parameter estimators correspond
to the true global maximum i.e. the largest value of ln L. Maximisation of ln L is per-
formed numerically using the MIGRAD routine of the MINUIT function fitting software
package [147, 148]. Estimators of the variances (and covariances) of parameters can also
be calculated from the likelihood at the position of best fit. This is done in two different
ways in the MINUIT package for the tt¯H(bb¯) analysis [149]. The first type of variances,
calculated using the HESSE routine, are defined using the knowledge that elements of the
inverse covariance matrix can be calculated as the expectation values of the negative of
the second derivatives of ln L with respect to a single parameter or pair of parameters7.
To estimate the expectation values the inverse covariance matrix elements are instead
calculated at the position of the best parameter estimates:






This matrix is numerically calculated by the HESSE routine by measuring finite differ-
ences at the position of ~ˆθ. The matrix is then inverted to arrive at the estimated covariance
matrix. Implicit in this definition for variances is the assumption that ln L is parabolic
about ~ˆθ with respect to parameters θi and θj. In this way all correlations are included in
the covariance matrix but any non-linearities of ln L are neglected. To calculate variances
with any non-linear shape of ln L included, the MINOS routine is used. In this method
7This definition is taken from the Rao-Cramér-Frechet information inequality under the assumption that
the estimator of a parameter is efficient (i.e. has minimal variance) and unbiased [146].
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a chosen parameter is varied away from its estimator value and ln L is re-maximised at
each variation with respect to all other parameters. The re-maximised likelihood is an
example of a profile likelihood, defined as:
Lp(θi) = L(θi,
ˆˆ~θ(θi)) (6.5)
where θi is the chosen parameter and
ˆˆ~θ are the best estimated values of the remaining
parameters at θi. Note that Lp only depends on the chosen parameter. Once the value
of ln Lp has decreased by a specified amount the difference between the varied value of
the chosen parameter and its best estimated value is defined as the size of the variance
of the parameter. In this way the shape of the maxima is directly followed to determine
the parameter variance. This process is performed separately for positive and negative
variations of the chosen parameter which can result in asymmetric final uncertainties on
the parameter. Covariances with the other parameters are calculated as part of this pro-
cess. MINOS uncertainties are calculated for the tt¯H signal strength parameter to ensure
accurate calculation of the uncertainty on the measured signal strength. MINOS uncer-
tainties are also used for the free-floating normalisation factors used for the tt¯ + ≥ 1b
and tt¯+ ≥ 1c processes.
Through the maximisation of the likelihood function nuisance parameters can be
‘pulled’ away from their prior estimate (according to the size of their associated system-
atic uncertainties) and agreement with data is improved. Uncertainties on the nuisance
parameters can also be reduced according to the sensitivity of the likelihood function
to variations of the nuisance parameters. These properties allow a best-fit value to be
extracted for the tt¯H signal strength with reduced uncertainties compared to the prior
estimates of systematic uncertainties. Within the tt¯H(bb¯) analysis the yields are arranged
into binned distributions which either represent overall modelling of events (used in con-
trol regions) or attempt to separate background-like and signal-like events into different
bins (used in signal regions). For control regions the HallT distribution is used. For sig-
nal regions the output of the classification BDTs trained for the relevant region is used.
The bins are combined to form a binned likelihood function. The form of the binned
likelihood function is:
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f (θ0 j|θj) (6.6)
where µ is the parameter of interest,~k are normalisation factors,~θ are nuisance param-
eters, nr,i are the measured data yields, νr,i are predicted yields, θ0 j are prior estimates of
nuisance parameters, P is a Poisson likelihood, and f are likelihoods used as constraint
terms for nuisance parameters. Technically the double product over regions and bins is a
single product over the ensemble of bins from all regions however the double product is
shown to make explicit how different regions are included in the final likelihood function
i.e. no distinction is made between control regions and signal regions.
νr,i are defined as:
νr,i(µ,~k,~θ) = µSr,i(~θ) + Br,i(~k,~θ) = µSr,i(~θ) + ∑
b∈bkg.
kbBr,i,b(~θ) (6.7)
where Sr,i and Br,i are predicted signal and background yields respectively and the
sum is over the ensemble of different background processes. Free-floating normalisa-
tion factors kb are included for the tt¯+ ≥ 1b and tt¯+ ≥ 1c processes as described in
Section 6.6.2. For other background processes the respective kb are fixed as kb = 1 and
yields are based wholly upon values of~θ. The kb variables for tt¯+ ≥ 1b and tt¯+ ≥ 1c are
labelled as k(tt¯+ ≥ 1b) and k(tt¯+ ≥ 1c) respectively.





where σ is the measured signal cross-section and σSM is the corresponding cross-
section from Standard Model calculations. Prior values for µ as well as for k(tt¯+ ≥ 1b)
and k(tt¯+ ≥ 1c) are set to 1.
The f functions in Equation 6.6 are included as a representation of auxiliary mea-
surements of the nuisance parameters and their uncertainties [150, 151]. For nuisance
parameters associated with the systematic uncertainties described in Section 6.6 these
terms are defined using a Gaussian likelihood with the choice of θ0 j = 0 as the Gaussian
mean and a Gaussian width of σθj = 1. The values θ0 j + σθj and θ0 j − σθj represent the
estimated ‘upward’ and ‘downward’ variations for systematic uncertainty j as described
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in Section 6.6.1. The relationship between a parameter xj and its nuisance parameter is
given by:
xj = x0 j + θjσxj (6.9)
where x0 j is the prior estimate of xj and σxj is the prior uncertainty on xj. There-
fore if a nuisance parameter θj is pulled by the statistical fit when deriving the best fit
model (with values of θj = ±1 meaning a change in predicted yields of the size of the
upward or downward systematic uncertainties) there will be an associated reduction to
the likelihood function from the nuisance parameter’s Gaussian likelihood. In this way
the nuisance parameter likelihoods act as constraint terms which penalise the shift of
nuisance parameters away from a priori knowledge, with the magnitude of the penalty
corresponding to the size of the shift relative to the size of the estimated systematic un-
certainty. Other f functions used are Poisson likelihoods which are used for nuisance
parameters associated with statistical uncertainties on the predicted yields in each bin,
referred to as ‘gamma’ parameters. These statistical nuisance parameters are defined so
that they do not affect the predicted tt¯H yield, to ensure that the parameter of interest is
not affected if these nuisance parameters are pulled.
The reduction in size of posterior nuisance parameter uncertainties compared to prior
uncertainties arises due to the correlation of a given nuisance parameter with terms in the
likelihood function other than the associated f likelihood. If a nuisance parameter has no
correlation with other terms then variations in the total likelihood resulting from varia-
tions of the nuisance parameter will only occur for the relevant f term. The posterior nui-
sance parameter uncertainty will arise only from the ±σθj variations of the parameter’s f
likelihood, and therefore the posterior uncertainty will be equal to the prior uncertainty
and no constraint will be seen. However if variations of the nuisance parameter result in
significant changes to the predicted yields, then the Poisson likelihoods for the predicted
and measured yield in each bin will also significantly vary. The posterior nuisance pa-
rameter uncertainty will therefore arise from the combined variations in the calculated
likelihood from the parameter’s f likelihood and from the Poisson likelihoods. The rate
of change for the total likelihood will be greater for this combination than for only vari-
ations of the f likelihood, and therefore the nuisance parameter’s posterior uncertainty
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will be reduced compared to the prior uncertainty. The comparison of predicted yields
and measured yields has therefore constrained the uncertainty of the nuisance param-
eter. Finally, if the nuisance parameter has significant correlations with other nuisance
parameters then variations of the nuisance parameter in question will result in variations
to multiple f likelihood terms. This combination of changes will show a greater rate of
change for the total likelihood than variations of a single f likelihood term, and therefore
the nuisance parameter’s posterior uncertainty will again be reduced compared to the
prior uncertainty. The correlation of nuisance parameters (which is not included in prior
uncertainties) has therefore constrained the uncertainty of the nuisance parameter.
To ensure that all systematic uncertainties are well defined and are not susceptible to
statistical fluctuations, smoothing and symmetrisation is applied to the prior uncertainty
estimates. Smoothing merges nearby bins with large relative inter-bin differences in the
systematic uncertainty estimates (the bins are still separate in the likelihood calculation
but the effect of the systematic uncertainty is defined based on merged bins); following
this any remaining slopes in the inter-bin differences are smoothed to have a consistent
shape across nearby bins. An example of smoothing for a systematic uncertainty can be
seen in Figure 6.14. It can be seen that the large inter-bin differences in the initial uncer-
tainty estimate have been transformed to a smooth slope, and the uncertainty estimates
for the final two bins have been merged.
Symmetrisation is firstly defined for systematic uncertainties which have a single-
sided prior estimate, for example comparisons of the nominal tt¯ dataset with alternative
datasets. The estimated uncertainty is taken as the upward uncertainty and the down-
ward uncertainty is defined with the same relative difference to the nominal prediction
but with the opposite sign. Symmetrisation is also defined for systematic uncertainties
with separate upward and downward estimates. For these systematics the magnitude of
the upward and downward variation is averaged and the average value is symmetrised
about the nominal prediction. This avoids cases where the effects of upward and down-
ward uncertainty estimates are in the same direction relative to the nominal prediction.
Nuisance parameters are also pruned prior to running the statistical fit to reduce the
complexity of the model and to improve stability of the fit. Pruning compares the relative
size of systematic uncertainties against specified thresholds and any nuisance parameters
with uncertainties smaller than the thresholds will be pruned. The effects of a systematic
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FIGURE 6.14: Example of smoothing applied to a systematic uncertainty. The uncertainty esti-
mate prior to smoothing is shown as dashed red lines, and the uncertainty estimate after smooth-
ing is shown as a solid red line. The black line shows the nominal distribution. The uncer-
tainty shown is the comparison of the nominal tt¯+ ≥ 1c prediction with the prediction from the
SHERPA5F dataset. The results are produced for the HallT distribution in the ≥ 4j SR3 region. The
effect of symmetrisation can also be seen from the presence of the solid blue line, which shows
the downward uncertainty estimate.
uncertainty on normalisation and distribution shapes are considered separately which
leads to three possibilities for the pruning of a nuisance parameter: the effect on normal-
isation is kept but the effect on distribution shapes is removed; the effect on distribution
shapes is kept but the effect on normalisation is removed; or both effects are removed
and the nuisance parameter is completely removed from the fit. The effects of pruning
are considered individually in each analysis region meaning that the effects of a nuisance
parameter can be completely pruned and removed from the fit in one region while still
keeping the nuisance parameter in the fit model if it has a sufficient effect in another re-
gion. Minimum thresholds on the size of normalisation or shape effects were set as 1%
for the tt¯H(bb¯) analysis.
Results from the author’s work on the development and study of the tt¯H(bb¯) dilepton
channel fit model are presented in this section. This work formed a continuous process
during the development of the tt¯H(bb¯) analysis as a whole which included numerous
updates, additions, and changes. A selection of significant developments and studies are
presented here. Due to the continuous development of the fit model, changes are present
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between sub-sections. Significant changes will be noted however smaller changes will
not be mentioned for the sake of avoiding lists of minor details. Nuisance parameters
may also be present which are not used in the final fit model and whose systematic un-
certainties are not discussed in Section 6.6.
6.7.1 Development of Initial Fit Model
A first definition of the tt¯H(bb¯) statistical fit model was done using a simplified approach
in which only processes and systematic uncertainties which were expected to be domi-
nant were included. This included most processes except for the tHjb and WtH processes
and small backgrounds involving top quarks such as tt¯tt¯. Most systematic uncertainties
were included except for electron and muon related uncertainties, and Wt related un-
certainties. Cross-section uncertainties were defined with a single uncertainty instead of
uncertainties split between the effects of QCD scale and PDF+αS variations. At this stage
of the development of the tt¯H(bb¯) analysis the systematic uncertainties defined through
the comparison of nominal tt¯ predictions to the SHERPA5F and SHERPA4F datasets were
not used and instead uncertainties referred to as ‘NLO generator’ uncertainties were de-
fined by comparing nominal tt¯ predictions to predictions from datasets simulated us-
ing MG5_aMC+PYTHIA 8. The tt¯+ ≥ 1b uncertainties defined using variations of the
SHERPA4F dataset were also not included at this stage. The classification BDTs used as
binned distributions in signal regions had not been trained at this stage in the devel-
opment of the 36.1 fb−1 tt¯H(bb¯) analysis and so classification BDTs from the 13.2 fb−1
analysis were used instead as appropriate but unoptimised discriminants. This model is
referred to as the ‘simple’ model.
Asimov fit for the simple fit model
To perform a first test of the fit model and observe the constraining power of the fit
model on the uncertainties of the tt¯H signal strength and of the nuisance parameters
an ‘Asimov fit’ was performed using the simple model [152]. In an Asimov fit the real
data is instead replaced with an ‘Asimov dataset’; this dataset is defined by the property
that the estimated parameters, ~ˆθ (where this refers to all parameters, including the sig-
nal strength parameter, µ), are equal to the true parameter values. To define this fit in
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FIGURE 6.15: Fitted tt¯H signal strength and normalisation factors for the simple fit model for a
fit to the Asimov dataset.
practice the predicted yields from simulated data are used instead of real data, in effect
fitting the predicted yields to themselves. In this way the expected constraining power
of the likelihood function can be determined including an estimate of the significance for
a measurement of the presence of tt¯H signal at the Standard Model prediction. As well,
the fit model is tested for biases by observing if any nuisance parameters are pulled away
from their prior values (which by definition are the true values in the Asimov dataset).
The results of the Asimov fit for the simple fit model are shown for the tt¯H signal strength
and k(tt¯+ ≥ 1b) and k(tt¯+ ≥ 1c) normalisation factors in Figure 6.15 and for the nui-
sance parameters in Figure 6.16. The list of all unpruned nuisance parameters are shown
on a scale defined by the values of θ0 j = 0 and θ0 j ± σθj = ±1 for nuisance parameter
θj. As such, the posterior uncertainties on the nuisance parameters are equivalent to the
prior systematic uncertainty estimates if the uncertainty bars equal the width of the green
region.
It is firstly observed that no pulls in the parameters away from the prior values are
seen, showing that the likelihood function is free of bias. Secondly, it is seen from the un-
certainties on k(tt¯+ ≥ 1b) and k(tt¯+ ≥ 1c) that the likelihood function is rather sensitive
to k(tt¯+ ≥ 1b) and therefore able to strongly constrain the normalisation for tt¯+ ≥ 1b
while it is less sensitive to k(tt¯+ ≥ 1c) and therefore less able to constrain the normali-
sation of tt¯+ ≥ 1c. Thirdly, it is seen that in this initial fit model the likelihood function
is not highly sensitive to µ which results in uncertainties on µ of close to the size of the
Standard Model tt¯H signal and would therefore result in a very low discovery signifi-
cance from the dilepton channel alone if this signal is present in real data. Finally, it is
seen that most experimental nuisance parameters are not significantly constrained except
for leading b-tagging uncertainties and some jet energy scale uncertainties. On the other
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FIGURE 6.16: Fitted nuisance parameters for the simple fit model for a fit to the Asimov dataset.
Points show the fitted values of the nuisance parameters and uncertainty bars show the posterior
uncertainty of the nuisance parameters. The x-axis represents the pull of a nuisance parameter in
units of the prior uncertainty. The green (yellow) region represents ±1σ (±2σ) uncertainties. In
the top left plot theoretical nuisance parameters are shown, in the bottom left plot non-b-tagging
instrumental nuisance parameters are shown, and in the right plot b-tagging nuisance parameters
are shown.
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Simple model ‘Full’ model
FIGURE 6.17: Fitted normalisation factors compared for the simple fit model and first full fit
model for fits to data. The fits are performed under the background-only hypothesis and use the
HallT distribution in all regions.
hand, tt¯ modelling uncertainties are significantly constrained. This reflects the limitations
in tt¯ modelling described in Section 6.6.2 that result in large prior uncertainty estimates
for tt¯ modelling. This also reflects the strong sensitivity of the likelihood function to tt¯
processes due to the high proportion of tt¯+jets in each analysis region relative to other
background processes.
Background-only fit to data for initial fit models
The next test of the fit model was a fit to real data using a background-only fit model. A
background-only fit model is defined by removing the µSr,i term in Equation 6.7; there-
fore only background processes are considered and µ is not fitted. HallT distributions were
used as binned distributions in signal regions instead of BDT outputs to test basic kine-
matic modelling in these regions. An expanded version of the fit model referred to as
the first full fit model was also tested which included the processes and systematic un-
certainties that were excluded from the simple model as described above. The results of
the two fits could be compared to test the sensitivity of the fit to the additional processes
and nuisance parameters. An additional systematic uncertainty which was not used in
the final fit model was also added as part of the first full fit model. This systematic is
labelled as ‘tt¯+ ≥ 1b Sherpa OL bb categories’ and is defined so that the upward uncer-
tainty removes the effects of correcting the relative fractions of tt¯+ ≥ 1b sub-categories
to be the same as in the SHERPA4F dataset. The results of the background-only fit to
data for both the simple fit model and the first full model are shown for the k(tt¯+ ≥ 1b)
and k(tt¯+ ≥ 1c) normalisation factors in Figure 6.17 and for the nuisance parameters in
Figure 6.18.
It is firstly observed that the normalisation factor tt¯+ ≥ 1b is fitted to a value of ap-
proximately 1.5. This reflects the previously mentioned disagreement in total yields for
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Simple model ‘Full’ model
FIGURE 6.18: Fitted nuisance parameters compared for the simple fit model and for the first full
fit model for fits to data. The fits are performed under the background-only hypothesis and use
the HallT distribution in all regions. Points show the fitted values of the nuisance parameters and
uncertainty bars show the posterior uncertainty of the nuisance parameters. The x-axis represents
the pull of a nuisance parameter in units of the prior uncertainty. The green (yellow) region rep-
resents ±1σ (±2σ) uncertainties. In the top left plot theoretical nuisance parameters are shown,
in the bottom left plot non-b-tagging instrumental nuisance parameters are shown, and in the
right plot b-tagging nuisance parameters are shown. In some cases nuisance parameters are only
included in the first full fit model and only a red hollow point is shown.
Chapter 6. Search for the Standard Model Higgs Boson Produced in Association With
Dileptonically Decaying Top Quarks and Decaying Into a bb¯ Pair
186
tt¯+ ≥ 1b between real data and simulated data in analysis regions which are pure in
tt¯+ ≥ 1b. On the other hand the normalisation factor for tt¯+ ≥ 1c is much closer to
unity; however the uncertainty on k(tt¯+ ≥ 1c) approximately covers both a value of one
and a value close to that of k(tt¯+ ≥ 1b). Secondly, a number of large nuisance parameter
pulls, including some that are larger than the prior systematic uncertainty estimates, are
present. Large instrumental pulls are seen for jet energy scale uncertainties and for lead-
ing light-jet and c-jet mis-tagging uncertainties. Pulls are seen for tt¯ modelling parame-
ters showing corrections to tt¯ modelling and in particular the tt¯+ ≥ 1b parton shower
modelling uncertainty is pulled with a similar magnitude to the size of the prior sys-
tematic uncertainty estimate. Thirdly, fit results do not show large differences between
the simple and first full fit model and most nuisance parameters added in the first full fit
model are not pulled and are not constrained. This shows the sub-dominant effects of the
additional processes and nuisance parameters as well as the resilience of the fit maximi-
sation to small changes. The exceptions to this are the Wt theoretical uncertainties and
the “Sherpa OL bb categories” nuisance parameter which corrects the relative fractions
of the tt¯+ ≥ 1b sub-categories to be approximately halfway between the SHERPA4F and
nominal tt¯ predications.
Examples of the effects of the first full model fit on the distributions used in each re-
gion are shown in Figure 6.19. The improvement in overall normalisation and reduction
of shape mismodelling can be seen from the ratios of data to total predicted yield in each
bin of the distributions. The reduction in the size of the uncertainty in each bin can also
be seen.
Tests of SHERPA5F-based tt¯ modelling uncertainties
Tests of replacing the NLO generator tt¯ uncertainties with the uncertainties which are
defined by comparing nominal predicted tt¯ yields to the SHERPA5F dataset were also
performed. These tests were performed with later versions of the simulated datasets.
The main difference between the datasets used previously in this section and those used
for the tests of including tt¯ uncertainties defined using SHERPA5F was a change in the
calibration from data of the c-jet mis-tagging efficiencies for the MV2c10 b-tagger. The
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FIGURE 6.19: Fitted distributions for the first full fit model in which the HallT distribution is used
in all analysis regions for a fit to data under the background-only hypothesis. In the left (right)
column pre-fit (post-fit) distributions are shown. In the top (bottom) row results for the ≥ 4 jet
CRtt¯+light (≥ 4 jet CRtt¯+≥1c) control region are shown. An error in plotting resulted in the drawing
of both the non-tt¯ and the tt¯ +light categories with a white area. The non-tt¯ category is plotted at
the top of the stack of background histograms.
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FIGURE 6.20: Fitted normalisation factors compared for MG5_aMC-based and SHERPA5F-based
tt¯ uncertainties for fits to data. The fits are performed under the background-only hypothesis and
use the HallT distribution in all regions.
dominant result of this difference is the increase in magnitude and change in sign of lead-
ing c-jet mis-tagging nuisance parameter pulls and the reduction of the fitted k(tt¯+ ≥ 1c)
value to be slightly less than one. As well in this fit model the “Sherpa OL bb categories”
nuisance parameter is almost unpulled and an upward pull is seen on jet energy resolu-
tion. A full comparison of results for this updated fit model with results from the first
full fit model shown previously in this section can be seen in Appendix A.1.
Asimov fits were performed with the MG5_aMC+PYTHIA 8-based NLO generator
uncertainties and with the SHERPA5F-based uncertainties. The uncertainty on µ was seen
to increase from σµ =+0.93−0.89 to σµ =
+1.07
−1.04. The tt¯+ ≥ 1b and tt¯+ ≥ 1c SHERPA5F nuisance
parameters were seen to be more constrained by the fit than the tt¯+ ≥ 1b and tt¯+ ≥ 1c
NLO generator uncertainties. The tt¯ +light radiation nuisance parameter was also seen to
be more constrained in the fit model with SHERPA5F tt¯ uncertainties included. All other
nuisance parameters showed little to no change in the size of their post-fit uncertainties.
Data fits were then performed under the background-only hypothesis with HallT used as
the distribution in all regions. The comparison of background-only fits to data for both
the MG5_aMC+PYTHIA 8-based NLO generator uncertainties and the SHERPA5F-based
uncertainties are shown for the k(tt¯+ ≥ 1b) and k(tt¯+ ≥ 1c) normalisation factors in
Figure 6.20 and for nuisance parameters which show significant changes between the two
fit models in Figure 6.21. Smaller differences were also seen in other nuisance parameters
such as other light-jet mis-tagging nuisance parameters.
It is seen that the value of k(tt¯+ ≥ 1c) decreases and most tt¯ parton shower modelling
and tt¯ radiation modelling nuisance parameter pulls increase. The MG5-based nuisance
parameters and SHERPA5F-based nuisance parameters show significantly different pulls.
Significant changes are also seen for instrumental nuisance parameters. A number of
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FIGURE 6.21: Fitted nuisance parameters compared for the use of MG5_aMC-based and
SHERPA5F-based tt¯ uncertainties for fits to data. The fits are performed under the background-
only hypothesis and use the HallT distribution in all regions. Points show the fitted values of the
nuisance parameters and uncertainty bars show the posterior uncertainty of the nuisance param-
eters. The x-axis represents the pull of a nuisance parameter in units of the prior uncertainty. The
green (yellow) region represents ±1σ (±2σ) uncertainties. In the top plot theoretical nuisance
parameters are shown, in the middle plot non-b-tagging instrumental nuisance parameters are
shown, and in the bottom plot b-tagging nuisance parameters are shown. Nuisance parameters
labelled “NLO gen.” or “NLO generator” that are plotted with red hollow points are actually the
SHERPA5F-based nuisance parameters which model the effects of both matrix element generator
and parton shower generator variations. Nuisance parameters with small changes or no changes
between the two fit models are not shown.
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jet energy scale nuisance parameter pulls are reduced while increases are seen for pile-
up modelling, a light-jet mis-tagging nuisance parameter, and the Z+jets normalisation
correction in the three jet analysis regions. These changes in pulls are an indication of
the sensitivity of the likelihood function to the modelling of tt¯ events and limitations in
the fit model to correct for mismodelling of the tt¯ process. Nuisance parameters that
are not specific to tt¯ may be pulled to correct residual mismodelling that is not fully
corrected by pulls in tt¯ modelling nuisance parameters. SHERPA5F tt¯ uncertainties were
chosen to be used in most of the remainder of the development of the tt¯H(bb¯) analysis.
This choice was made due to the presence of event weights with negative signs in the
MG5_aMC+PYTHIA 8 dataset. These negative weights had the effect of reducing the
effective yields of this dataset which resulted in increased statistical uncertainties.
6.7.2 Choice of Binning in Control Regions
The choice of the positions and widths of distribution bins used in the binned likelihood
function can result in significant differences to the resulting parameter pulls as well as af-
fecting statistical uncertainties. The choice of binning in control regions should provide
enough detail of the underlying distributions to correct mismodelling of background pro-
cesses that are also present in signal regions. At the same time care must be taken to avoid
being oversensitive to mismodelling in small regions of phase space. This could result
in extreme nuisance parameter pulls due to the need to correct mismodelling using nui-
sance parameters that in most cases determine modelling over the full phase space of
the tt¯H(bb¯) analysis. Changes in modelling outside of the region of phase space where
mismodelling is seen will be compensated for by additional pulls in correlated nuisance
parameters. Initial binning choices for the HallT distribution in the control regions used in
Section 6.7.1 were defined using bin widths of 100 GeV in most cases. The first (last) bin
in three jet regions covered the inclusive range≤ 200 GeV (≥ 500 GeV) and the first (last)
bin in inclusive four jet regions covered the inclusive range ≤ 210 GeV (≥ 800 GeV). The
only bins without a width of 100 GeV were the second bins in inclusive four jet regions,
which had a low edge at 210 GeV and a high edge at 300 GeV.
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Effects of merging the first two distribution bins
A first test of the effect of binning in control regions was performed by merging the two
bins covering the smallest HallT values in each control region. The first bins in each con-
trol region were seen to contain low yields and in some regions to show significant prior
disagreement with data or agreement dissimilar to the magnitude seen for other bins in
the same region. As such the first two bins in each were merged to test the effect of these
low HallT bins on nuisance parameter pulls. Comparisons of the initial control region bin-
ning and binning with the first two bins of each control region merged are shown in
Figure 6.22. These tests were performed prior to the tests of SHERPA5F-based tt¯ uncer-
tainties described at the end of Section 6.7.1 and so the fit model used is the non-updated
“first full fit model” (i.e. with MG5_aMC+PYTHIA 8 NLO generator tt¯ uncertainties).
Fits to data were performed with the first two bins merged in each control region in
turn and then with bins merged in all control regions. The comparison of background-
only fits to data for each binning configuration is shown for the k(tt¯+ ≥ 1b) and
k(tt¯+ ≥ 1c) normalisation factors in Figure 6.23 and for nuisance parameters which
show significant changes between the different configurations in Figure 6.24. Smaller
differences were also seen in other nuisance parameters such as non-leading b-tagging
nuisance parameters.
It is seen that the large pulls seen for the “JES BJES” and JES pile-up nuisance pa-
rameters are significantly reduced when merging bins in tt¯+light control regions and are
effectively removed when merging bins in all control regions. Merging bins in tt¯ +HF
control regions results in significantly smaller changes to pulls; however, small reduc-
tions of “JES BJES” and JES pile-up nuisance parameters are seen as well as a reduction
of the tt¯+ ≥ 1b radiation pull when merging bins in the 3 jet CRtt¯+≥1b region. However
a number of other pulls are significantly increased as bins are merged in tt¯+light con-
trol regions. In particular Z+jets normalisation in 3 jet regions is pulled up to twice the
size of its prior uncertainty estimate when merging bins in all control regions. Increased
magnitudes are also seen for the inclusive tt¯ cross-section, Wt parton shower modelling
and diagram subtraction, as well as leading mis-tag b-tagging nuisance parameters. tt¯
modelling pulls are in general seen to reduce slightly however tt¯+ ≥ 1c parton shower
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FIGURE 6.22: HallT distributions in control regions. In the top (bottom) row distributions without (with) the first two bins merged are shown. Control regions
are arranged left to right as: 3 jet CRtt¯+light, 3 jet CRtt¯+≥1b, ≥ 4 jet CRtt¯+light, ≥ 4 jet CRtt¯+≥1c. An error in plotting resulted in the drawing of both the non-tt¯
and the tt¯ +light categories with a white area. The non-tt¯ category is plotted at the top of the stack of background histograms. A ratio scale of 0 to 2 is used for
tt¯+HF regions to allow all data points to be seen.
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FIGURE 6.23: Fitted normalisation factors compared for the merging of the first two bins in dif-
ferent control regions. The fits are performed under the background-only hypothesis and use the
HallT distribution in all regions. Bins are merged in 3 jet regions in the top plot, in≥ 4 jet regions in
the middle plot, and in all regions in the bottom plot. In the top and middle plots the red circles
and blue points represent fits where bins are merged in a single analysis region which is labelled
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FIGURE 6.24: Fitted nuisance parameters compared for the merging of the first two bins in different control regions for fits to data. The fits are performed
under the background-only hypothesis and use the HallT distribution in all regions. Points show the fitted values of the nuisance parameters and uncertainty
bars show the posterior uncertainty of the nuisance parameters. The x-axis represents the pull of a nuisance parameter in units of the prior uncertainty.
The green (yellow) region represents ±1σ (±2σ) uncertainties. In the top row theoretical nuisance parameters are shown, in the middle row non-b-tagging
instrumental nuisance parameters are shown, and in the bottom row b-tagging nuisance parameters are shown. Bins are merged in 3 jet regions in the left
plot, in ≥ 4 jet regions in the middle plot, and in all regions in the right hand plot. In the left and middle plots the red circles and blue points represent fits
where bins are merged in a single analysis region which is labelled at the top of the plot. Nuisance parameters with small changes or no changes between the
two fit models are not shown.
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The effective removal of jet energy scale BJES and pile-up nuisance parameter pulls
shows that the source of these large corrections is the disagreement with data in the first
bins of the control regions. In particular the source of these pulls is dominantly from
tt¯+light enriched control regions. The lack of pulls for these nuisance parameters after
bins have been merged, as well as reductions in many tt¯ modelling pulls, is an indication
of corrections only being applied for these small sections of phase space and resulting
tensions in the fit model. On the other hand the introduction of pulls or increases in pulls
for other nuisance parameters after control region bins have been merged is an indication
that corrections at low HallT are still required but that the fit model is no longer flexible
enough to perform these corrections individually. Instead corrections are performed by
changing the modelling of processes in the newly merged bins. In particular the fact that
the overall normalisation for the Z+jets process is dramatically pulled after merging bins
when it was previously approximately unpulled shows how inflexibility in the fit model
can result in somewhat spurious corrections. As such, care must be taken when defining
updated control region bin definitions to allow the fit model to make appropriate correc-
tions without being overly sensitive to fine details of mismodelling in small regions of
phase space.
New definitions of distribution bins
To observe the underlying details of mismodelling in control regions prior to choosing
new bin definitions, plots were produced of HallT distributions in control regions with a
large number of narrow bins. The corresponding plots are shown in Figure 6.25. Features
are seen in the ratios of data to predicted yields such as relatively larger mismodelling at
low HallT in tt¯+light regions and slopes in the value of the ratio as a function of H
all
T . Bin
choices could then be made to separate different features in the ratios into different bins
while keeping the number of bins to a minimum. Prior to choosing new definitions of
control region bins, studies were also performed where two bins or even a single inclu-
sive bin were used for distribution binning. These studies tested the effect of removing
shape information from the likelihood function. Other studies were also performed with
regions completely removed from the fit model; this tested the removal of both shape
and normalisation information. By performing these tests the contribution of each region
Chapter 6. Search for the Standard Model Higgs Boson Produced in Association With
Dileptonically Decaying Top Quarks and Decaying Into a bb¯ Pair
196
to nuisance parameter pulls due to shape and normalisation information could be tested.
From tests where the 3 jet CRtt¯+≥1b was modified or removed it was seen that results
from fits to data were almost unchanged aside from an increase in the posterior uncer-
tainty on the tt¯+ ≥ 1c SHERPA5F nuisance parameter (fits at this stage were performed
after the inclusion of the SHERPA5F-based tt¯ uncertainties). This suggested that the 3 jet
CRtt¯+≥1b does not contribute additional information to the likelihood function that is not
measured in other analysis regions aside from some additional sensitivity to tt¯+ ≥ 1c
modelling. As a result very simplified bin choices could be used for this region without
loss of fit performance.
Based on by-eye judgement of the finely binned control region distributions seen in
Figure 6.25, and the test of reducing the number of bins in the 3 jet CRtt¯+≥1b region, new
bin choices were defined as shown in Table 6.6. Comparisons of the initial control region
bin choices and the new control region bin choices are shown in Figure 6.26. The ini-
tial control region choices used the merged first two bins configuration. New bin choices
were also defined for HallT distributions used in signal regions following similar principles
as the new binning for the control regions. The new bin choices for signal regions were
defined as shown in Table 6.7 The differences in initial bin choices and new bin choices
for signal regions are shown in Figure 6.27. These control region and signal region plots
and the resulting fits are defined using an updated fit model which now includes tt¯ un-
certainties defined from variations of the SHERPA4F dataset.
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FIGURE 6.25: HallT distributions with very fine binning in control regions. In the top row the 3 jet
CRtt¯+light and 3 jet CRtt¯+≥1b regions are shown. In the bottom row ≥ 4 jet CRtt¯+light and ≥ 4 jet
CRtt¯+≥1c regions are shown. An error in plotting resulted in the drawing of both the non-tt¯ and
the tt¯ +light categories with a white area. The non-tt¯ category is plotted at the top of the stack of
background histograms. A ratio scale of 0 to 2 is used for tt¯+HF regions to allow all data points
to be seen.
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TABLE 6.6: New binning definitions in control regions. Bin edges with a less-than-or-equal
(greater-than-or-equal) sign in the value represent bin edges that define inclusive bins below
(above) the bin edge value.
Region Bin edges [GeV]
3 jet CRtt¯+light ≤ 250, 350, 450, ≥ 550
3 jet CRtt¯+≥1b ≤ 450, ≥ 450
≥ 4 jet CRtt¯+light ≤ 250, 400, 600, ≥ 800
≥ 4 jet CRtt¯+≥1c ≤ 300, 450, 600, ≥ 850
TABLE 6.7: New binning definitions in signal regions. Bin edges with a less-than-or-equal
(greater-than-or-equal) sign in the value represent bin edges that define inclusive bins below
(above) the bin edge value.
Region Bin edges [GeV]
≥ 4 jet SR3 ≤ 350, 450, 550, ≥ 700
≥ 4 jet SR2 ≤ 350, 500, 650, ≥ 800























































































































































































 = 13 TeV, 36.1 fbs
Dilepton






















































 = 13 TeV, 36.1 fbs
Dilepton







































































































































































 = 13 TeV, 36.1 fbs
Dilepton
























































 = 13 TeV, 36.1 fbs
Dilepton




















FIGURE 6.26: HallT distributions in control regions. In the top (bottom) row distributions with initial (new) bin choices are shown. Control regions are arranged
left to right as: 3 jet CRtt¯+light, 3 jet CRtt¯+≥1b, ≥ 4 jet CRtt¯+light, ≥ 4 jet CRtt¯+≥1c. A ratio scale of 0 to 2 is used for tt¯+HF regions to allow all data points to be
seen.
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FIGURE 6.27: HallT distributions in signal regions. In the left (right) column distributions with
initial (new) bin choices are shown. In the top row results for the ≥ 4 jet SR3 signal region are
shown. In the middle row results for the ≥ 4 jet SR2 signal region are shown. In the bottom row
results for the ≥ 4 jet SR1 signal region are shown. Bins without data points are blinded due to
a signal purity of > 5% (points are still plotted in the ratio of data and prediction for these bins,
however these points are not meaningful).
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FIGURE 6.28: Fitted normalisation factors compared for initial and new bin choice configurations
for fits to data. The fits are performed under the background-only hypothesis and use the HallT
distribution in all regions.
Tests of new bin choice configurations
Fits to data under the background-only hypothesis were performed using the initial bin
choice configuration and using the new bin choice configuration. Fits were also per-
formed with the new bin choices but with a single inclusive bin in the tt¯ +light control
regions (i.e. fitting only normalisation in these regions). This was tested due to the large
pulls associated with shape modelling in these regions as well as tensions with fitted nui-
sance parameter values in other regions when fits which defined nuisance parameters
individually in each region were trialled in the single-lepton channel. The comparison of
each bin choice configuration is shown for the k(tt¯+ ≥ 1b) and k(tt¯+ ≥ 1c) normalisa-
tion factors in Figure 6.28 and for nuisance parameters which show significant changes
between the different configurations in Figure 6.29.
It is seen that the new bin choice configuration reduces the very large pulls seen for
the normalisation of Z+jets in 3 jet regions, the first light-jet mis-tagging nuisance param-
eter, and for Wt diagram subtraction. In other instrumental nuisance parameters, pulls
remain similar or in some cases change sign with similar magnitude. The nuisance pa-
rameter for luminosity which controls the normalisation of all processes simultaneously
is pulled downwards which suggests inflexibility in the fit model that is compensated for
by correcting total normalisation instead. A significant increase in pull for the tt¯ +light
SHERPA5F-based uncertainty is also seen as well as an increase in the large pull on the
tt¯+ ≥ 1b parton shower modelling nuisance parameter.
It is seen that when single inclusive bins are used in tt¯ +light control regions that
many instrumental nuisance parameter pulls are reduced in magnitude. The large pulls
for the tt¯ +light SHERPA5F-based uncertainty, Z+jets normalisation in 3 jet regions, and
inclusive tt¯ cross-section nuisance parameters are also greatly reduced. These changes in
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FIGURE 6.29: Fitted nuisance parameters compared for initial and new bin choice configurations
for fits to data. The fits are performed under the background-only hypothesis and use the HallT
distribution in all regions. Points show the fitted values of the nuisance parameters and uncer-
tainty bars show the posterior uncertainty of the nuisance parameters. The x-axis represents the
pull of a nuisance parameter in units of the prior uncertainty. The green (yellow) region rep-
resents ±1σ (±2σ) uncertainties. In the top row theoretical nuisance parameters are shown, in
the middle row non-b-tagging instrumental nuisance parameters are shown, and in the bottom
row b-tagging nuisance parameters are shown. Nuisance parameters labelled “NLO gen.” or
“NLO generator” are actually the SHERPA5F-based nuisance parameters which model the effects
of both matrix element generator and parton shower generator variations. Nuisance parameters
with small changes or no changes between the two fit models are not shown.
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nuisance parameter pulls show that the corrections associated with the initial pulls are
dominantly coming from correcting distribution shapes in tt¯ +light control regions and
are not needed to correct mismodelling in other regions. Agreement between data and
posterior predicted yields for the fitted distributions in each region was seen to be good
for the use of new bin choices with and without inclusive single bins in tt¯ +light control
regions and little difference was seen between the two configurations. This confirmed
that posterior agreement with data, particularly in signal regions, was not degraded by
the exclusion of distribution shapes in tt¯ +light control regions. As a result, the new
binning configuration with inclusive single bins in tt¯ +light control regions was adopted
as the final binning used in control regions. The bin choices in the≥ 4 jet SR1 region were
also changed in subsequent fits to data with HallT distributions in signal regions so that
four bins were used in this region. The final bin edges for the ≥ 4 jet SR1 region were:
≤ 400 GeV, 500 GeV,≥ 700 GeV. This was done to match the expected number of bins for
the use of BDT outputs in signal regions.
6.7.3 First Fits to Data Using Discriminant Distributions In Signal Regions
Once new classification BDTs had been trained and optimised for the pseudo-continuous
b-tagging analysis region definitions, they could be tested in fits to data (classification
BDTs from the 13.2 fb−1 analysis had been used instead when previously performing Asi-
mov fits, as discussed at the start of Section 6.7.1). The agreement with data and resulting
nuisance parameter pulls could then be compared to results from fits with HallT distribu-
tions in signal regions. The new BDTs were similar to the old BDTs in structure and in
the list of input variables used, however the training of the new BDTs in the pseudo-
continuous b-tagging analysis regions was expected to result in improved separation of
signal and background. Asimov fits were performed comparing the performance of us-
ing the older unoptimised BDT outputs to using the new BDT outputs. It was seen that
nuisance parameter constraints did not significantly change aside from a reduction in the
posterior uncertainty on the tt¯+ ≥ 1b SHERPA5F-based uncertainty. The uncertainty on
µ was seen to reduce from σµ =+1.08−1.02 to σµ =
+0.83
−0.77. This decrease in uncertainty comes
from the improved separation of signal events and background events when using the
new optimised BDT.
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FIGURE 6.30: Fitted normalisation factors compared for fits to data with and without BDT outputs
used in ≥ 4 jet SR2 and ≥ 4 jet SR3 regions. The fits are performed under the background-only
hypothesis and use the HallT distribution in all regions other than those using BDT outputs.
At this stage of the development of the tt¯H(bb¯) analysis results were still blinded to
the presence of tt¯H signal. In prior fit results this involved performing fits under the
background-only hypothesis and simply removing data yields from any bins with a sig-
nal purity in excess of 5% when plotting distributions. However due to the separating
power of the BDT outputs additional care had to be taken when performing fits to data
with BDT outputs used as distributions in signal regions. Due to the relatively high pu-
rity of signal in bins at high BDT output values, the presence of tt¯H signal could result
in noticeably different nuisance parameter pulls in background-only fits. This would be
particularly true if there was a tt¯H signal in data with a production cross-section larger
than that of the Standard Model prediction. To avoid this sensitivity to signal while still
observing corrections required for BDT output modelling the HallT distribution was used
in the ≥ 4 jet SR1 region while BDT outputs were used in the ≥ 4 jet SR2 and ≥ 4 jet
SR3 regions. Background-only fits to data could then be performed and compared to
background-only fits which used HallT distributions in all signal regions. The compar-
ison of background-only fits to data for the use of HallT in all regions and for the use
of classification BDTs in SR3 and SR2 are shown for the k(tt¯+ ≥ 1b) and k(tt¯+ ≥ 1c)
normalisation factors in Figure 6.30 and for nuisance parameters which show significant
changes between the different configurations in Figure 6.31. Smaller differences were
also seen in other nuisance parameters such as reductions in pulls of non-leading light-
jet mis-tagging nuisance parameters. Pre-fit and post-fit distributions for the fit using
BDT outputs in signal regions 2 and 3 are shown in Figure 6.32.
In most cases posterior values and uncertainties for instrumental nuisance parame-
ters were not seen to vary significantly between the use of HallT distributions and BDT
outputs in signal regions 2 and 3. However the significant pulls to leading light-jet mis-
tagging nuisance parameters were seen to reduce. The fit model with BDTs included is
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FIGURE 6.31: Fitted nuisance parameters compared for fits to data with and without BDT outputs
used in ≥ 4 jet SR2 and ≥ 4 jet SR3 regions. The fits are performed under the background-only
hypothesis and use the HallT distribution in all regions other than those using BDT outputs. Points
show the fitted values of the nuisance parameters and uncertainty bars show the posterior uncer-
tainty of the nuisance parameters. The x-axis represents the pull of a nuisance parameter in units
of the prior uncertainty. The green (yellow) region represents ±1σ (±2σ) uncertainties. In the top
row theoretical nuisance parameters are shown, in the middle row non-b-tagging instrumental
nuisance parameters are shown, and in the bottom row b-tagging nuisance parameters are shown.
Nuisance parameters labelled “NLO gen.” or “NLO generator” are actually the SHERPA5F-based
nuisance parameters which model the effects of both matrix element generator and parton shower
generator variations. Nuisance parameters with small changes or no changes between the two fit
models are not shown.
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FIGURE 6.32: BDT output distributions in signal regions for fits to data under the background-
only hypothesis in which HallT was used in the ≥ 4 jet SR1 signal region. In the left (right) column
pre-fit (post-fit) distributions are shown. In the top (bottom) row results for the≥ 4 jet SR3 (≥ 4 jet
SR2) signal region are shown. Shaded grey regions are bins that are blinded due to a signal purity
of > 5%
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seen to be significantly more sensitive to tt¯+ ≥ 1c parton shower and SHERPA5F uncer-
tainties and tt¯+ ≥ 1c and c-jet mis-tagging nuisance parameter pulls are generally seen
to increase in magnitude. The pull for the tt¯+ ≥ 1b SHERPA5F nuisance parameter is seen
to significantly increase and is seen to use a posterior value similar to the magnitude of
the upward prior uncertainty.
It is therefore seen that BDTs in signal regions have similar sensitivity to instrumen-
tal modelling and similar levels of agreement with data, aside from changes to flavour
tagging parameters. It is likely that the increase in c-jet mis-tagging nuisance parameter
pulls originates from the fact that the BDT output will have better separation between
tt¯light, tt¯+ ≥ 1c, and tt¯+ ≥ 1b compared to the HallT distribution, resulting in increased
sensitivity to the modelling of tt¯+ ≥ 1c events. Related to this fact, it is also seen that the
use of BDTs in signal regions results in increased sensitivity to tt¯+HF modelling parame-
ters.
6.7.4 Decorrelation Of Jet Energy Resolution Uncertainties
An important test of the sensitivity of the statistical fit to the presence of tt¯H signal is
the breakdown of the posterior uncertainty on µ into components from individual nui-
sance parameters. This breakdown, described as ‘ranking’, is performed by fixing each
nuisance parameter to its upward and downward prior and posterior values and per-
forming a new fit with the remaining parameters for each of these four value choices.
The measured value of µ from each fit can then be compared to the measured value from
the original fit to determine the effect of each nuisance parameter on µ.
Ranking plots listing the nuisance parameters with largest contributions to the uncer-
tainty on µ were produced using a fit model similar to the one used in Section 6.7.3 for
fits to the Asimov dataset. The fit model differed by the use of 12 bins in the ≥ 4 jet SR2
region instead of eight. The ranking plot from the Asimov fit is shown in Figure 6.33. It
can be seen that the nuisance parameter with the largest effect on the fitted value of µ is
the jet energy resolution. This sensitivity to jet energy resolution was not expected due
to the previously low ranking of this nuisance parameter in the 13.2 fb−1 analysis results.
Studies were therefore performed to understand the source of the large effect on µ.
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FIGURE 6.33: Ranking plot for a fit to the Asimov dataset. The top axis shows the change in the
measured value of µ when the nuisance parameters are varied by the size of their initial (final)
uncertainties, with the corresponding results shown as hollow (solid) blue bars. The bottom axis
shows the change in the posterior values of the nuisance parameters relative to the size of their
prior uncertainty. The black bars on each nuisance parameter show the size of their posterior
uncertainty.
Chapter 6. Search for the Standard Model Higgs Boson Produced in Association With
Dileptonically Decaying Top Quarks and Decaying Into a bb¯ Pair
209
TABLE 6.8: Covariance between tt¯H signal strength and jet energy resolution when excluding the
effect of jet energy resolution in signal regions. θJER is the nuisance parameter associated with jet
energy resolution. “Change in covariance” is the actual change relative to the “None” scenario.
Region excluded Covariance(µ, θJER) Change in covariance
from θJER
None −28.0% -
≥ 4 jet SR3 −24.4% 3.6%
≥ 4 jet SR2 −25.2% 2.8%
≥ 4 jet SR1 −10.3% 17.7%
To understand this effect the covariance between µ and the jet energy resolution res-
olution was studied. The covariance between µ and jet energy resolution was seen to be
−28%. This was significantly greater than the next largest covariance of 18.1% associated
with the tt¯H parton shower modelling nuisance parameter, which was ranked second.
To understand the source of this strong anti-correlation in more detail the effect of the jet
energy resolution nuisance parameter was removed from each signal region in turn and
the fit was rerun. By observing the decrease in covariance the contribution from each re-
gion could be determined. The resulting values for the covariance of µ with the jet energy
resolution nuisance parameter are shown in Table 6.8.
It is seen that the dominant contribution to the covariance comes from the ≥ 4 jet SR1
region while regions SR2 and SR3 provide small and roughly similar contributions. A
ranking plot produced from the fit with the effect of jet energy resolution excluded in the
SR1 region also showed that the jet energy resolution parameter was ranked 13th under
this configuration while it remained the leading effect in the other two configurations.
To understand the strong correlation in the SR1 region the effect of the jet energy reso-
lution uncertainty was plotted for both the tt¯H(bb¯) signal and tt¯+ ≥ 1b process which
is dominant in the SR1 region. The resulting systematic uncertainty plots are shown in
Figure 6.34.
It can be seen that the effect of the jet energy resolution systematic uncertainty on
binned yields is in the opposite direction for tt¯H(bb¯) and tt¯+ ≥ 1b with the relatively
largest effect in the bin with highest signal purity. This results in a change to signal purity
of approximately 3% in the bin covering the highest BDT output values. The fact that the
effect of jet energy resolution seen in the ranking plot (approximately 20%) is much larger
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FIGURE 6.34: Effect of the jet energy resolution systematic uncertainty in the ≥ 4 jet SR1 signal
region on the BDT output distribution. The effects are shown for a) the tt¯H(bb¯) process and b)
the tt¯+ ≥ 1b process. The black line indicates the nominal distribution, the red line indicates the
upward uncertainty variation, and the blue line indicates the downward uncertainty variation.
The dashed red lines indicate the original systematic uncertainty estimates before smoothing is
applied to allow the effect of smoothing to be seen. No dashed blue lines are shown because the
original uncertainty estimate is only defined in one direction; the presence of the solid blue line is
the result of symmetrisation after smoothing has been applied.
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FIGURE 6.35: Fitted jet energy resolution nuisance parameters for fits to data with a single nui-
sance parameter and with decorrelated nuisance parameters. The fits are performed under the
background-only hypothesis and use BDT outputs in signal regions with bins that have a signal
purity of > 5% removed from the fit model. Points show the fitted values of the nuisance param-
eters and uncertainty bars show the posterior uncertainty of the nuisance parameters. The x-axis
represents the pull of a nuisance parameter in units of the prior uncertainty. The green (yellow)
region represents ±1σ (±2σ) uncertainties. “CR1” refers to tt¯ +light control regions and “CR2”
refers to tt¯ +HF control regions.
than this change suggests that the fit model is not flexible enough to correct the changes
to tt¯ in all bins in the SR1 region appropriately and instead results in significantly more
or less tt¯ in the most signal-sensitive bins which implies a significant increase in tt¯H to
match the modified dataset.
Studies of jet energy resolution nuisance parameters in individual regions
Given the potential for pulls of the jet energy resolution nuisance parameter to affect the
final measured value of tt¯H signal strength, studies were later performed in fits to data to
understand the source and magnitude of any pull seen. These tests were performed with
a later fit model which was similar to the one used for the studies of nuisance parameter
ranking aside from minor updates. The studies were performed by defining the effects of
the jet energy resolution uncertainties as a number of decorrelated nuisance parameters
which control the variation only in a single analysis region. From the individual-region
nuisance parameters it could be observed which regions contributed pulls to the com-
bined jet energy resolution nuisance parameter. Fits to data were performed under the
background-only hypothesis with BDT outputs in the signal regions. To avoid sensitiv-
ity to the presence of signal in nuisance parameter pulls any bins with a signal purity of
> 5% are removed from the fit model prior to performing the fit. The resulting measured
jet energy resolution nuisance parameters are shown in Figure 6.35.
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It is seen that the single jet energy resolution nuisance parameter has a large upward
pull. From the decorrelated nuisance parameters it is seen that this pull is dominated by
the 3 jet CRtt¯+≥1b region and has smaller contributions of approximately similar magni-
tude from the ≥ 4 jet CRtt¯+≥1c, SR2, and SR1 regions. Given the discrepancy between
the nuisance parameter pulls and the sensitivity of the measured tt¯H signal strength to
jet energy resolution it was decided to use a separate nuisance parameter for jet energy
resolution in the 3 jet CRtt¯+≥1b region and a single combined nuisance parameter across
all other regions.
6.7.5 Understanding The Effects of Parton Shower Nuisance Parameter Pulls
Using Modified Asimov Fits
To further understand the effect of nuisance parameter pulls on the measured tt¯H signal
strength the effect of the large pull for the tt¯+ ≥ 1b parton shower and hadronisation
modelling nuisance parameter was studied. To check the effect of the posterior nuisance
parameter value seen in fits to data, tests were performed using Asimov datasets that
were modified to use the value from data fits. Two tests were performed: the first, la-
belled as an ’injected nuisance parameter pull’ test, created a modified Asimov dataset
with the tt¯+ ≥ 1b parton shower nuisance parameter set to the value seen from data fits.
This modified dataset could then be treated as data and the unmodified Asimov dataset
could be fit to it. In this way the ability of the fit model to correct for a true value of the
nuisance parameter that is different from the prior value could be tested and any result-
ing change in the measured value of µ could be observed. The second test, labelled as
a ‘fixed nuisance parameter pull’ test, uses the same method as the calculation of nui-
sance parameter ranking except that the value from fits to data is used instead of the
values associated with upward and downward nuisance parameter uncertainties. The
prior dataset was created with the tt¯+ ≥ 1b parton shower nuisance parameter fixed to
the value extracted from data fits. This modified prior dataset was then fit to the standard
Asimov dataset and any resulting change in the measured value of µ could be observed.
This measured the correlation between the parton shower nuisance parameter and µ. The
value of the tt¯+ ≥ 1b parton shower and hadronisation modelling nuisance parameter
taken from data was 1.45.
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FIGURE 6.36: Fitted tt¯H signal strength and normalisation factors for modified Asimov fits with
tt¯+ ≥ 1b parton shower nuisance parameter pulls. In the top plot the fitted parameters are shown
for a fit to an Asimov dataset modified with the parton shower nuisance parameter pull injected.
In the bottom plot the fitted parameters are shown for a fit to the Asimov dataset using a fit model
where the prior parton shower nuisance parameter has been fixed to the pulled value.
The results from each test are shown for the fitted tt¯H signal strength and k(tt¯+ ≥
1b) and k(tt¯+ ≥ 1c) normalisation factors in Figure 6.36 and for nuisance parameters
which show significant pulls in Figure 6.37. For the injected nuisance parameter pull
test pulls for nuisance parameters which aren’t plotted are very small. However for the
fixed nuisance parameter pull test a number of instrumental nuisance parameters such
as pile-up modelling and jet energy scale nuisance parameters show noticeable though
still small (approximately less than ±0.2) pulls.
It is seen for the injected nuisance parameter pull test that the tt¯+ ≥ 1b parton shower
nuisance parameter is not measured to be the same as the injected value. Instead a value
of 0.74 is measured and a number of smaller pulls are seen in other tt¯ modelling nui-
sance parameters. The inability of the fit model to correct for a single very large pull is
not surprising due to the penalty associated with large changes to individual nuisance
parameters due to the constraint term in Equation 6.6. Instead the value of ln L is max-
imised for smaller changes to a number of nuisance parameters. It is seen that the tt¯H
signal strength is pulled away from the true value of one by approximately −0.2. The
effect of an upward pull for the tt¯+ ≥ 1b parton shower nuisance parameter is to reduce
the tt¯+ ≥ 1b yield in signal-rich bins so it is likely that the reduction of µ is performing
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FIGURE 6.37: Fitted nuisance parameters for modified Asimov fits with tt¯+ ≥ 1b parton shower
nuisance parameter pulls. Points show the fitted values of the nuisance parameters and uncer-
tainty bars show the posterior uncertainty of the nuisance parameters. The x-axis represents the
pull of a nuisance parameter in units of the prior uncertainty. The green (yellow) region rep-
resents ±1σ (±2σ) uncertainties. In the top plot the fitted parameters are shown for a fit to an
Asimov dataset modified with the parton shower nuisance parameter pull injected. In the bottom
plot the fitted parameters are shown for a fit to the Asimov dataset using a fit model where the
prior parton shower nuisance parameter has been fixed to the pulled value. Nuisance parameters
labelled “NLO gen.” or “NLO generator” that are plotted with red hollow points are actually the
SHERPA5F-based nuisance parameters which model the effects of both matrix element generator
and parton shower generator variations. Nuisance parameters with small changes or no changes
away from their initial estimates are not shown.
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residual corrections of yields in these bins.
For the fixed nuisance parameter pull test it is seen that pulls are roughly mirrored
from the injected nuisance parameter pull test but have larger magnitudes. The defini-
tions of the two tests are effectively inversions of each other aside from the fixing of the
parton shower nuisance parameter in the second test and so this shows they are approx-
imately consistent with one another. Due to the need to correct for the prior effect of the
fixed parton shower nuisance parameter when fitting to the standard Asimov dataset the
pulls are inverted and the increase in magnitude follows from the larger parton shower
pull applied. It is seen that the tt¯H signal strength is pulled away from the true value
of one by approximately 0.4. As such it can be said that the value for the tt¯+ ≥ 1b par-
ton shower nuisance parameter which is measured in data results in an increase to the
measured tt¯H signal strength of approximately 0.4.
6.8 Results
To determine a final measured value for tt¯H signal strength the single-lepton and dilep-
ton analyses are combined into a single binned profile likelihood fit with most systematic
uncertanties included as single nuisance parameters applied to both analyses [90]. Some
systematic uncertanities were only defined in one analysis or were defined differently
in each analysis, such as different uncertainties for the different fake lepton estimation
methods, and as such were included as nuisance parameters which were individual to
each analysis. In this way information from one channel can be used to constrain mea-
surements in the second channel. The likelihood fit is performed with a single tt¯H signal
strength parameter of interest but is also checked with a fit where each channel deter-
mines a separate tt¯H signal strength. To test the agreement of the observed data with the
background-only hypothesis and to determine upper limits on the tt¯H signal strength a
test statistic, tµ, is defined as the profile likelihood ratio:




where the numerator is the same type of profile likelihood as used for MINOS uncer-
tainties in Equation 6.5 and the denominator is the maximised likelihood resulting from
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the binned profile likelihood fit. MINOS uncertainties on µ can be defined as the changes
in µ away from µˆ that increase tµ by one.
A number of changes were made to the dilepton analysis between the fit studies pre-
sented previously in this section and the final published results. The most significant of
these changes was reduction in the number of bins in the ≥ 4 jet SR1 region, the use of
single inclusive bins in all dilepton analysis control regions, and the correction of a bug in
the evaluation of the classification BDT outputs. For the first of these changes the number
of bins in the ≥ 4 jet SR1 region was reduced from six to four. This resulted in decreased
sensitivity to the jet energy resolution nuisance parameter for the measured tt¯H signal
strength. The second change of using single inclusive bins in all dilepton analysis control
regions was done after further tests were performed decorrelating nuisance parameters
between regions as well as decorrelating the shape and normalisation effects of nuisance
parameters and it was seen that mismodelling corrections from control regions were in
tension with nuisance parameter pulls from signal regions. This suggested that the kine-
matic modelling in control regions and signal regions was too different to extrapolate
between these regions and so single inclusive bins were used in control regions instead
to only constrain the normalisation of processes. The third change of the correction of
a bug in the evaluation of the classification BDT outputs is the same issue described for
the 13.2 fb−1 tt¯H(bb¯) analysis in Section 6.1: due to a file-naming error the BDT output
was calculated using a BDT that was trained with the same events that were used for the
evaluation of the BDT output, which resulted in strongly biased BDT output values. The
use of the correct BDT resulted in an increase on the uncertainty on µ in Asimov fits from
σµ =
+0.89
−0.82 to σµ =
+1.19
−1.19. The discovery of this bug resulted in the subsequent discovery of
the same bug in the 13.2 fb−1 analysis and the retraction of that result.
The single-lepton analysis also incorporates additional signal-sensitive variables and
a sub-channel which allows easier identification of jets from the top quarks and from the
Higgs boson. The additional signal-sensitive variables are a likelihood discriminant built
from the probability density functions for the signal and background predictions and
a matrix element method (MEM) discriminant which calculates signal and background
likelihoods for each event using matrix element level calculations from simulation. These
variables are used as inputs into classification BDTs in the single-lepton analysis to im-
prove the separation of signal and background in the output. The sub-channel used in
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the single-lepton analysis is labelled as the ‘boosted’ channel. This sub-channel selects
high pT events where the hadronic jets originating from the top quarks or Higgs boson
are collimated enough that they can be reconstructed as a single grouped ‘large-R jet’. By
selecting events containing large-R jets, a classification BDT can be built using the kine-
matic properties of the large-R jets without the need for a reconstruction BDT to identify
top quark and Higgs boson candidates. The boosted channel is treated as an additional
analysis region in the single-lepton channel.
Pre-fit and post-fit distributions in the dilepton channel for the final fit to data us-
ing both the dilepton and single-lepton channels and performed under the signal-plus-
background hypothesis are shown in Figure 6.38. The k(tt¯+ ≥ 1b) and k(tt¯+ ≥ 1c)
normalisation factors are measured to be 1.24 ± 0.10 and 1.63 ± 0.23 respectively. The
measured tt¯H signal strengths from the combined fit as well as from the fit using individ-
ual signal strengths for the dilepton and single-lepton channels are shown in Figure 6.39.
It is seen that the combined tt¯H signal strength is measured to be µ = 0.84+0.64−0.61 and the
dilepton channel signal strength from the individual channel signal strengths fit is seen
to be µdilep. = −0.24+1.02−1.05. It was also observed that the dilepton signal strength from a fit
exclusively to the dilepton channel was observed to be µ = 0.11+1.36−1.41.
To determine the significance of the measured tt¯H signal strength a second test statis-
tic, q0, based on the test statistic defined in Equation 6.10 is used [152]. The test statistic
calculates the profile likelihood ratio for the background-only hypothesis under the defi-
nition that µˆ ≥ 0. The test statistic is defined as:
q0 =
 −2 lnλ(0) µˆ ≥ 00 µˆ < 0 (6.11)
With sufficiently large data yields the measurement is said to be in the ‘asymptotic
regime’ and the probability distribution function for q0 under the background-only hy-
pothesis is a chi-square distribution. By appropriately integrating this distribution a p-
value can be calculated for the measured tt¯H signal strength. The p-value can then be
turned into a measure of discovery significance by defining the p-value as the integral of
the upper-tail of a normal gaussian distribution and defining the discovery significance
as the number of gaussian σ that the lower bound of the p-value integral is away from
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FIGURE 6.38: BDT output distributions in signal regions for the final fit to data under the signal-
plus-background hypothesis. In the left (right) column pre-fit (post-fit) distributions are shown.
In the top row results for the ≥ 4 jet SR3 signal region are shown. In the middle row results for
the≥ 4 jet SR2 signal region are shown. In the bottom row results for the≥ 4 jet SR1 signal region
are shown. The dashed red line shows the tt¯H distribution normalised to the total background
prediction, to allow for the shape of the tt¯H distribution to be clearly seen. [90]
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FIGURE 6.39: Measured tt¯H signal strengths from the final fit to data under the signal-plus-
background hypothesis. The combined signal strength is measured in the combined fit which
uses a single tt¯H signal strength parameter while the individual channel signal strengths are from
the same fit except with individual tt¯H signal strength parameters used in each channel. [90]
the gaussian mean. This can be calculated for the fit to the Asimov dataset to provide
an expected discovery significance assuming the presence of tt¯H at the Standard Model
expectation and for the fit to data to provide the measured discovery significance. By
performing this calculation using the combined measurement of the tt¯H signal strength
an observed (expected) significance of 1.4σ (1.6σ) is measured.
Upper limits on the tt¯H signal strength are calculated using the CLS method [152–
154]. Exclusion limits calculated using this method for the background-only hypothesis,
the presence of tt¯H at the Standard Model expectation, and for the measured tt¯H signal
strength are shown in Figure 6.40. A signal strength larger than 2.0 is excluded at the 95%
confidence limit from the combined fit. All discovery significance and limit calculations
are performed using the posterior background predictions.
The results from the ATLAS tt¯H(bb¯) analysis were then combined with results from
ATLAS tt¯H searches looking for other decays of the Higgs boson. This combination is
performed by forming a combined binned profile likelihood of analysis regions from all
analyses in the same way that the dilepton and single-lepton tt¯H(bb¯) analyses were com-
bined. The tt¯H(bb¯) analysis is combined with analyses searching for H → γγ [155],
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FIGURE 6.40: 95% confidence limit upper limits on the tt¯H signal strength under a number of
hypotheses. The black dashed lines show the upper limits for the background-only hypothesis.
The dotted red lines show the upper limits for the presence of tt¯H signal at the Standard Model
prediction. The solid black lines show the upper limits for the measured value of tt¯H signal
strength. The combined signal strength is measured in the combined fit which uses a single tt¯H
signal strength parameter while the individual channel signal strengths are from the same fit
except with individual tt¯H signal strength parameters used in each channel. [90]
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H → ZZ∗ → 4l [156], and H → multilepton [157], referring to a range of multilep-
ton final states arising from Higgs boson decays to WW∗, ττ, and ZZ∗. A combination
with these analyses performed with the same dataset as the tt¯H(bb¯) analysis resulted
in a measured tt¯H signal strength of µ = 1.17+0.33−0.30 [157]. This corresponds to a mea-
sured (expected) discovery significance of 4.2σ (3.8σ) and as such constitutes evidence
of the tt¯H production mechanism. A later combination of the tt¯H searches was per-
formed which used the 36.1 fb−1 tt¯H(bb¯) analysis presented in this thesis as well as the
H → multilepton analysis with the same dataset with H → γγ and H → ZZ∗ → 4l
analyses which used a larger 79.8 fb−1 dataset [158]. From this combination a measured
tt¯H signal strength of µ = 1.32+0.28−0.26 was observed. This corresponds to a measured (ex-
pected) discovery significance of 5.8σ (4.9σ) and constitutes observation of the tt¯H pro-
duction mechanism. The tt¯H production cross-section was measured to be 670+142−135 fb at
a centre-of-mass energy of 13 TeV. This is in agreement with the Standard Model predic-
tion of 507+35−50 fb. The measured tt¯H signal strengths in each combination are shown in
Figure 6.41.
Higgs coupling measurements have also been produced for the inclusion of the AT-
LAS tt¯H measurements with other ATLAS Higgs results [159]. From this combined result
the Yukawa top coupling is measured to be 1.03+0.12−0.11 relative to the Standard Model pre-
diction, assuming no Beyond the Standard Model (BSM) particles contribute to loops or
particle decays. If no assumptions on loop content are made and it is assumed that no
BSM particles contribute to decays, the Yukawa top coupling is measured as 1.09+0.15−0.14
relative to the Standard Model prediction. If no assumptions on loop content are made
and it is assumed that BSM particles can contribute to decays, the Yukawa top coupling
is measured as 1.05+0.14−0.13 relative to the Standard Model prediction.
The CMS Collaboration also performed searches for tt¯H production and the tt¯H(bb¯)
channel using
√
s = 13 TeV LHC p-p collision data. The search for tt¯H production in
the tt¯H(bb¯) channel was performed using 35.9 fb−1 of data and measured a tt¯H sig-
nal strength of µ = 0.72± 0.45, which corresponded to an observed (expected) signifi-
cance of 1.6σ (2.2σ) [160]. A 95% confidence limit was set: a signal strength larger than
1.5 was excluded. The search for tt¯H production using the combination of a number
of tt¯H analyses also used 35.9 fb−1 of
√
s = 13 TeV data and measured a tt¯H signal
strength of µ = 1.14+0.31−0.27 [161]. When the 13 TeV data was combined with 5.1 fb
−1 and
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FIGURE 6.41: Measured tt¯H signal strengths for the combination of a number of ATLAS tt¯H
searches. In the top plot the results for the combination of analyses using 36.1 fb−1 of data
are shown. In the bottom plot the results for the combination of tt¯H(bb¯) and tt¯H(multilepton)
searches using 36.1 fb−1 with tt¯H(γγ) and tt¯H(ZZ∗) searches using 79.8 fb−1 of data are shown.
The combined signal strength is measured in the combined fit which uses a single tt¯H signal
strength parameter while the individual search signal strengths are from the results of the indi-
vidual searches. [157, 158]
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19.7 fb−1 of 7 TeV and 8 TeV data respectively, the tt¯H signal strength was measured
to be µ = 1.26+0.31−0.26. This corresponds to a significance of 5.2σ and therefore constitutes
an observation of the tt¯H production mechanism that is independent of the results from
ATLAS. The ATLAS and CMS measurements agree within uncertainties, and both are in
agreement with the Standard Model prediction within approximately 1σ uncertainties.
The CMS collaboration also produced Higgs coupling measurements for the inclu-
sion of the CMS tt¯H results with other CMS Higgs results [162]. For the assumption of
no BSM particle contributions to loops or decays the Yukawa top coupling is measured
to be 1.11+0.12−0.10 relative to the Standard Model prediction. If no assumptions of loop con-
tent are made and it is assumed that no BSM particles contribute to decays, the Yukawa
top coupling is measured as 0.98+0.14−0.14 relative to the Standard Model prediction. If no as-
sumptions of loop content are made and it is assumed that BSM particles can contribute
to decays, the Yukawa top coupling is measured as 1.02+0.19−0.15 relative to the Standard
Model prediction. The coupling results from ATLAS and CMS are in agreement within





The search for the tt¯H production mechanism in the channel in which the Higgs boson
decays to bottom quarks has been presented, with focus on the dileptonic channel. The
author’s work in a number of aspects of this analysis were shown:
• a study of the effect of including dilepton triggers in the analysis and subsequently
lowering lepton pT thresholds was performed, and no significant gain in signal
purity or signal sensitivity was seen from doing this;
• the estimation of yields and distribution shapes for events containing fake or non-
prompt leptons was performed using a simulation-based method which was val-
idated in an analysis region with the opposite-sign lepton charge requirement in-
verted;
• shape and acceptance uncertainties arising from PDF choice were estimated and it
was seen that these uncertainties are approximately 1% or less for both the signal
tt¯H process and the tt¯ background process;
• detailed studies and development of the statistical fit model have been presented,
showing the process of refinement that results in stable and understood fit results.
Results were presented for 36.1 fb−1 of data collected by the ATLAS detector in 2015
and 2016. The tt¯H signal strength from the combined single-lepton channel and dilepton
channel fit has been measured as µ = 0.84+0.64−0.61. An upper limit of 2.0 has been set for the
tt¯H signal strength at the 95% confidence limit. The combination of the tt¯H(bb¯) analysis
with other searches for tt¯H which target Higgs boson decays to other particles measured
a tt¯H signal strength of µ = 1.32+0.28−0.28. This constitutes observation of the tt¯H production
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mechanism. Results have been compared with results from the CMS Collaboration and
good agreement was seen.
Developments by the author to inner detector trigger algorithms used in tau triggers
have also been presented. Improvements were made to the selection of the track used to
seed the position of second-stage RoIs, resulting in an improvement in the efficiency of
correct RoI placement of approximately 2%. Reductions in the track finding efficiency for
low track pT in first-stage RoIs were studied and were understood to originate from tracks
which were bent out of the RoIs by the solenoidal magnetic field. Loss of these tracks
did not significantly affect the efficiency of correct placement of second-stage RoIs and
therefore no changes were made to the inner detector algorithms. Parametrised track-
finding methods were developed around measurements made of z resolutions for track
seed-doublets. These methods reduced computation time for track finding by up to 50%
for reductions in track finding efficiency for tracks from taus of approximately 1% to 2%.
7.1 Outlook
The observation of the tt¯H production mechanism at a rate in agreement with the Stan-
dard Model prediction further cements the consistency of the observed scalar boson with
the Standard Model Higgs boson. Now that the mechanism has been observed, focus
can be placed on the precise measurement of the tt¯H cross-section, and therefore on the
Yukawa top coupling. As described in Section 2.3, the precise value of the Yukawa top
coupling can have profound implications for the fate of the Higgs vacuum state. Fur-
thermore, although the measured cross-section is in agreement with the Standard Model
expectation at the level of precision needed for observation, the size of the uncertain-
ties does not exclude small deviations from the Standard Model prediction. If the tt¯H
cross-section, and therefore the Yukawa coupling, is different from the Standard Model
prediction this could be an indication of new physics and may indicate the expected scale
of new physics.
To estimate the expected precision of future tt¯H results, particularly in regards to the
upgrade of the LHC to the High Luminosity LHC (HL-LHC) which will significantly in-
crease the collision luminosity and will increase the collision energy to
√
s = 14 TeV [163],
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an extrapolation was performed based on
√
s = 13 TeV ATLAS Higgs boson analy-
ses [164]. Results are produced for two scenarios, where each extrapolates current analy-
ses to an integrated luminosity of 3000 fb−1 that is expected from the HL-LHC: a scenario
where systematic uncertainties are reduced compared to present uncertainties, including
the halving of all theoretical uncertainties, labelled the S2 scenario; and a scenario where
systematic uncertainties are kept at their current values, labelled the S1 scenario. This is
done to highlight the importance of reducing systematic uncertainties in future results.
Uncertainties associated with the statistical size of simulated datasets are neglected in
both scenarios. For scenario S1 the expected uncertainty on the tt¯H signal strength for
the tt¯H(bb¯) single-lepton channel is +0.25−0.20, while for the dilepton channel the expected un-
certainty is +0.32−0.26. For scenario S2 the expected single-lepton channel uncertainty is
+0.18
−0.15,
and the expected dilepton channel uncertainty is +0.23−0.20.
When using these extrapolated tt¯H(bb¯) results in combination with other similarly
improved Higgs boson analyses, the expected uncertainties for a measurement of the tt¯H
production cross-section relative to the Standard Model cross-section are +0.054−0.052 (
+0.069
−0.066)
for the S2 (S1) scenario. Uncertainties are also estimated from this combination for the
measurement of the tt¯H(bb¯) cross-section times branching ratio relative to the Standard
Model: an uncertainty of +0.151−0.133 (
+0.218
−0.181) is estimated for the S2 (S1) scenario, placing an
observation of specifically the tt¯H(bb¯) process within grasp at the HL-LHC. Uncertain-
ties for the measurement of the Yukawa top coupling from this combination are also
estimated. Assuming no BSM contributions to loops or decays an uncertainty of +0.030−0.029
(+0.043−0.041) is estimated in scenario S2 (S1) for the measurement of the Yukawa top coupling
relative to the Standard Model expectation. If no assumptions are made about loop con-
tent and no BSM contributions to decays are assumed, an uncertainty of +0.043−0.041 (
+0.068
−0.058) is
estimated for the S2 (S1) scenario. If no assumptions are made about loop content and
BSM contributions to decays are allowed, an uncertainty of +0.039−0.040 (
+0.063
−0.058) is estimated for
the S2 (S1) scenario.
The outlook for future tt¯H measurements is therefore very bright. Even without sig-
nificant reductions in systematic uncertainties, results from the HL-LHC will be sensitive
to smaller deviations from the Standard Model. In the near future, the ATLAS tt¯H(bb¯)
analysis will be updated to produce results with the full Run 2 dataset, providing further
precision for the impressive suite of Run 2 tt¯H measurements.
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Appendix A
Additional Results From the
Statistical Analysis Using a Binned
Profile Likelihood Fit
A.1 Comparison Of First Full Fit Models
A comparison of the “first full fit model” initially used in Section 6.7.1 (referred to here as
the ‘initial’ model) with the updated version of the same fit model (referred to here as the
‘updated’ model) are shown for the k(tt¯+ ≥ 1b) and k(tt¯+ ≥ 1c) normalisation factors
in Figure A.1 and for the nuisance parameters in Figure A.2. Results are shown for fits to
data in a background-only fit model which uses HallT binned distributions in all regions.
The main difference between the two fit models is the use of updated calibrations of the
c-jet mis-tag efficiencies for the MV2c10 b-tagging algorithm in the latter fit model.












FIGURE A.1: Fitted normalisation factors compared for the initial and updated versions of the
first full fit model for fits to data. The fits are performed under the background-only hypothesis
and uses the HallT distribution used in all regions.
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FIGURE A.2: Fitted nuisance parameters compared for the the initial and updated versions of the
first full fit model for fits to data. The fits are performed under the background-only hypothesis
and use the HallT distribution in all regions. In the top left plot theoretical nuisance parameters are
shown, in the bottom left plot non-b-tagging intrumental nuisance parameters are shown, and in
the right plot b-tagging nuisance parameters are shown. Differences in the fit models result in
some nuisance parameters being pruned or included in only one of the fit models. "NLO gener-
ator" uncertainties are the same between both fit models, but are plotted as separate parameters
due to changes in internal parameter names within the fitting software.
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