In this article we study the nonlinear Robin boundary-value problem
Introduction
The purpose of this article is to study the existence of solutions for the following problem: Nonlinear boundary value problems with variable exponent has been received considerable attention in recent years. This is partly due to their frequent appearance in applications such as the modeling of electro-rheological fluids [16, 18, 22, 23] and image processing [7] , but these problems are very interesting from a purely mathematical point of view as well. Many results have been obtained on this kind of problems; see for example [6, 8, 9, 11, 12, 19, 20, 21] . In [8] , the authors have studied the case ( , ) = | | ( )−2 , they proved that the existence of infinitely many eigenvalue sequences. Unlike the -Laplacian case, for a variable exponent p(x) (≠ constant), there does not exist a principal eigenvalue and the set of all eigenvalues is not closed under some assumptions. Finally, they presented some sufficient conditions for the infimum of all eigenvalues is zero and positive, respectively.
We make the following assumptions on the function :
In [4] , the authors obtained the existence and multiplicity of solutions for Navier problems under the following conditions: There are many functions which do not satisfy the above conditions (I1), (I2). For instance the function below does not satisfy (I1), (I2).
where
But it is easy to see the above function (1.2) satisfies our conditions. Remark 1.1. Let = ℝ, ( ) = ≡ 2 and ( ) = ( − 1)
So we have
And
The main result of this paper is as follows. This article is organized as follows. First, we will introduce some basic preliminary results and lemmas in Section 2. In Section 3, we will give the proof of our main result.
Preliminary
For completeness, we first recall some facts on the variable exponent spaces ( ) (Ω) and 1, ( ) (Ω).
For more details, see [13, 14] . Suppose that Ω is a bounded open domain of ℝ with smooth boundary ∂Ω and ∈ + (Ω) where
Denote by − : = inf ∈Ω ( ) and + : = sup ∈Ω ( ). Define the variable exponent Lebesgue space
with the norm
Define the variable exponent Sobolev space
We refer the reader to [13, 14] for the basic properties of the variable exponent Lebesgue and Sobolev spaces. Now, we introduce a norm, which will be used later.
Let ∈ ∞ (∂Ω) with − : = inf ∈∂Ω ( ) > 0 and for ∈ 1, ( ) (Ω), define
Then, by Theorem 2.1 in [10] , ∥. ∥ is also a norm on 1, ( ) (Ω) which is equivalent to ∥. ∥.
An important role in manipulating the generalized Lebesgue-Sobolev spaces is played by the mapping defined by the following. 
Lemma 2.4 (cf. [10]). Let ( ) =
|
Lemma 2.5 (cf. [5,15,17]). Let be a separable and reflexive real Banach space, : → ℝ is a continuous Gâteaux differentiable and sequentially weakly lower semicontinuous functional whose Gâteaux derivative admits a continuous inverse on * ; : → ℝ is a continuous Gâteaux differentiable functional whose Gâteaux derivative is compact, assume that:
(ii) there exist ∈ ℝ and 0 , 1 ∈ such that ( 0 ) < < ( 1 ), (iii) 
where ( ) ∈ ( ) ( )−1 (Ω) and ≥ 0 is a constant, ( ) ∈ + (Ω) such that for all ∈ Ω,
moreover, the operator ′: → * is compact.
Proof. It is easily adapted from Theorem 2.9 in [3] . Let = 1, ( ) (Ω) and
where ( , ) = 0 ( , ) .
Obviously ∈ 1 ( , ℝ) and
Definition 2.7. We say that ∈ is a weak solution of (1.1) if
Proof of main result
[Proof of theorem 1.2]. For proving our result we use lemma 2.5. It is well known that is a continuous convex functional, then it is weakly lower semicontinuous and its inverse derivative is continuous, from theorem 2.6 the precondition of lemma 2.5 is satisfied. In following we need to verify that the conditions (i), (ii) and (iii) in lemma 2.5 are fulfilled.
For ∈ such that ∥ ∥ ≥ 1, we have
By the embedding theorem, we have ∈ ( ) (Ω); therefore,
On the other hand, lt remains to show (ii) and (iii) of this lemma (Ricceri) . By (F2), it is clear that F(x,t) is increasing for ∈ ( 0 , ∞) and decreasing for ∈ (0,1) uniformly for ∈ Ω, and ( , 0) = 0 is obvious, ( , ) → +∞ when → +∞ because ( ( , ) ≥ uniformly on ). Then, there exists a real number > 0 such that
Let , be two real numbers such that 0 < < {1, 1 } where 1 is a constant which satisfies
The above inequality is well defined due to compactly embedding from 1, ( ) (Ω) to (Ω). 
> 0.
Let ∈ be such that ( ) ≤ < 1. .
