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Abstract
Max-margin methods for binary classification
such as the support vector machine (SVM) have
been extended to the structured prediction setting
under the name of max-margin Markov networks
(M3N), or more generally structural SVMs. Un-
fortunately, these methods are statistically incon-
sistent when the relationship between inputs and
labels is far from deterministic. We overcome
such limitations by defining the learning prob-
lem in terms of a “max-min” margin formula-
tion, naming the resulting method max-min mar-
gin Markov networks (M4N). We prove con-
sistency and finite sample generalization bounds
for M4N and provide an explicit algorithm to
compute the estimator. The algorithm achieves
a generalization error of O(1/
√
n) for a total
cost of O(n) projection-oracle calls (which have
at most the same cost as the max-oracle from
M3N). Experiments on multi-class classifica-
tion, ordinal regression, sequence prediction and
matching demonstrate the effectiveness of the
proposed method.
1. Introduction
Many classification tasks in machine learning lie beyond
the classical binary and multi-class classification settings.
In those tasks, the output elements are structured objects
made of interdependent parts, such as sequences in nat-
ural language processing (Smith, 2011), images in com-
puter vision (Nowozin & Lampert, 2011), permutations in
matching problems (Caetano et al., 2009) to name just a
few (BakIr et al., 2007). The structured prediction setting
has two key properties that makes it radically different from
multi-class classification, namely, the exponential growth
of the size of the output space with the number of its parts,
and the cost-sensitive nature of the learning task, as pre-
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diction mistakes are not equally costly. In sequence pre-
diction, for instance, the number of possible outputs grows
exponentially with the length of the sequences, and predict-
ing a sequence with one incorrect character is better than
predicting the whole sequence wrong.
Classical approaches in binary classification such as the
non-smooth support vector machine (SVM), and the
smooth logistic and quadratic plug-in classifiers have been
extended to the structured setting under the name of max-
margin Markov networks (M3N) (Taskar et al., 2004) (or
more generally structural SVM (SSVM) (Joachims, 2006)),
conditional random fields (CRFs) (Lafferty et al., 2001)
and quadratic surrogate (QS) (Ciliberto et al., 2016; 2019),
respectively. Theoretical properties of CRF and QS are
well-understood. In particular, it is possible to obtain finite-
sample generalization bounds of the resulting estimator
on the cost-sensitive structured loss (Nowak-Vila et al.,
2019a). Unfortunately, these guarantees are not satisfied
by M3Ns even though the method is based on an upper
bound of the loss. More precisely, it is known that the up-
per bound can be not tight (and lead to inconsistent estima-
tion) when the relationship between input and output labels
is far from deterministic (Liu, 2007), which it is essentially
always the case in structured prediction due to the expo-
nentially large output space. This means that the estimator
does not converge to the minimizer of the problem leading
to inconsistency.
Recently, a line of work (Fathony et al., 2016; 2018a;b)
proposed a consistent method based on an adversarial game
formulation on the structured problem. However, their
analysis does not allow to get generalization bounds and
their proposed algorithm is specific for every setting with at
least a complexity of O(n2) to obtain optimal statistical er-
ror when learning from n samples. In this paper, we derive
this method in the generic structured output setting from
first principles coming from the binary SVM. We name this
method max-min margin Markov networks (M4N), as it is
based on a correction of the max-margin of M3N to a ‘max-
min’ margin. The proposed algorithm has essentially the
same complexity as state-of-the-art methods for M3N on
the regularized empirical risk minimization problem, but it
comes with consistency guarantees and finite sample gener-
alization bounds on the discrete structured prediction loss,
with constants that are polynomial in the number of parts
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of the structured object and do not scale as the size of the
output space. More precisely, the algorithm requires a con-
stant number of projection-oracles at every iteration, each
of them having at most the same cost as the max-oracle of
M3N. We also provide experiments on multiple tasks such
as multi-class classification, ordinal regression, sequence
prediction and matching, showing the effectiveness of the
algorithm. We make the following contributions:
- We introduce max-min margin Markov networks (M4N)
in Definition 3.1 and prove consistency, linear calibra-
tion and finite sample generalization bounds for the reg-
ularized ERM estimator in Thms. 3.2, 3.3 and 3.4, re-
spectively.
- We generalize the BCFW algorithm (Lacoste-Julien
et al., 2013) used for M3Ns to M4Ns and solve the max-
min oracle iteratively with projection oracle calls using
Saddle Point Mirror Prox (Nemirovski, 2004). We prove
bounds on the expected duality gap of the regularized
ERM problem in Theorem 5.1 and statistical bounds in
Theorem 5.2.
- In Section 6, we perform a thorough experimental analy-
sis of the proposed method on classical unstructured and
structured prediction settings.
2. Surrogate Methods for Classification
In this section, we review the first principles underlying
surrogate methods starting from binary classification and
moving into structured prediction. We put special attention
to the difference between plug-in (e.g., logistic) and direct
(e.g., SVM) classifiers to show that while there is a com-
plete picture in the binary setting, existing direct classifiers
in structured prediction lack the basic properties of binary
SVMs. The first goal of this paper is to complete this pic-
ture in the structured output setting.
2.1. A Motivation from Binary Classification
Let Y = {−1, 1} and (x1, y1), . . . , (xn, yn) be n input-
output pairs sampled from a distribution ρ. The goal in
binary classification is to estimate a binary-valued func-
tion f? : X −→ Y that minimizes the classification error
E(f) = E(x,y)∼ρ 1(f(x) 6= y).
We can avoid working with binary-valued functions by
considering instead real-valued functions g : X −→ R and
use the prediction model f(x) = d ◦ g(x) ..= sign(g(x))
(Bartlett et al., 2006) where d stands for decoding. The
resulting problem reads
g? ∈ arg min
g:X→R
E(d ◦ g). (1)
Unfortunately, directly estimating a g? from (1) is in-
tractable for many classes of functions (Arora et al., 1997).
Convex surrogate methods. The source of intractabil-
ity of minimizing the classification error (1) comes from
the discreteness and non-convexity of the loss. The idea
of surrogate methods (Bartlett et al., 2006) is to consider a
convex surrogate loss S : R × Y → R such that g? can be
written as
g? = arg min
g:X−→R R(g)
..= E(x,y)∼ρ S(g(x), y). (2)
In this case, g? can be tractably estimated from n samples
over a family of functions G using regularized ERM. The
resulting estimator gn has the form
gn = arg min
g∈G
1
n
n∑
i=1
S(g(xi), yi) +
λn
2
‖g‖2G, (3)
where λn > 0 is the regularization parameter and ‖ · ‖G
is the norm associated to the hypothesis space G. If not
stated explicitly, our analysis of the surrogate method holds
for any function space, such as reproducing kernel Hilbert
spaces (RKHS) (Aronszajn, 1950) or neural networks (Le-
Cun et al., 2015), where we lose global theoretical conver-
gence guarantees of problem (3).
The classical theoretical requirements of such a surrogate
strategy are Fisher consistency (i) and a comparison in-
equality (ii):
(i) E(f?) = E(d ◦ g?)
(ii) ζ(E(d ◦ g)− E(f?)) ≤ R(g)− R(g?),
for all measurable functions g, where ζ : R+ −→ R+
is such that ζ(ε) → 0 when ε → 0. Note that Condi-
tion (i) is equivalent to (1). Condition (ii) is needed to
prove consistency results, to show that R(g) → R(g?) im-
plies E(d◦g)→ E(f?). The existence of ζ satisfying (ii) is
derived from (i) and the continuity and lower boundedness
of S(v, y), see Thm. 3 by (Zhang, 2004). Even though the
explicit form of ζ is not needed for a consistency analysis,
it is necessary to prove finite sample generalization bounds,
as it is the mathematical object relating the suboptimality of
the surrogate problem to the suboptimality of the original
task. Note that the larger ζ(ε), the better.
Plug-in classifiers. It is known that (i) is satisfied for any
function g? that continuously depends on the conditional
probability ρ(1|x) as g?(x) ..= t(ρ(1|x)), where t : R → R
is a suitable continuous bijection of the real line1. In this
case, Eq. (2) can be satisfied using smooth losses. Some ex-
amples are the logistic loss log(1+e−yv), the squared hinge
1It must satisfy (u− 1/2)t(u− 1/2) ≥ 0 for all u ∈ R.
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loss max(0, 1−yv)2 and the exponential loss e−yv . In this
case, the convexity and smoothness of S(·, y) imply that (ii)
is satisfied with ζ(ε) ∼ ε2 (Bartlett et al., 2006). Combin-
ing this with standard convergence results of regularized
ERM estimators gn on RKHS, the resulting statistical rates
are of the form EE(d ◦ gn)− E(f?) ∼ ‖g?‖Gn−1/4. Even
if the binary learning problem is easy, g? can be highly
non-smooth away from the decision boundary, resulting in
large ‖g?‖G. It is known that the dependence on the num-
ber of samples can be improved under low noise conditions
(Audibert & Tsybakov, 2007).
Support vector machines (SVM). Plug-in classifiers in-
directly estimate the conditional probability as ρ(1|x) =
t−1(g?(x)), which is more than just falling in the right bi-
nary decision set. SVMs directly tackle the classification
task by estimating g? ..= f? = sign(ρ(1|x)− 1/2). In this
case, the non-smooth hinge loss S(v, y) = max(0, 1− yv)
satisfies (2). Moreover, (ii) is satisfied with ζ(ε) = ε and
statistical rates are of the form EE(d ◦ ĝn) − E(f?) ∼
‖f?‖Gn−1/2. Note that f? is piece-wise constant on the
support of ρ, but it can be shown f? ∈ G, (i.e., ‖f?‖G <
∞), for standard hypothesis spaces G such as Sobolev
spaces with input space Rd and smoothness s > d/2 under
low noise conditions (Pillaud-Vivien et al., 2018b).
2.2. Structured Prediction Setting
In binary classification, the output data are naturally em-
bedded in R as Y = {−1, 1} ⊂ R. However, as this
is not necessarily the case in structured prediction, it is
classical (Taskar et al., 2005) to represent the output with
an embedding ϕ : Y → Rk encoding the parts structure
with k  |Y|. Let g : X → Rk and define the following
linear prediction model
f(x) = d ◦ g(x) ..= arg maxy∈Y ϕ(y)>g(x). (4)
The above decoding (4) is classical in structured prediction
literature (BakIr et al., 2007) and it is assumed to be com-
putationally tractable. Non-linear prediction models have
been recently proposed by (Belanger & McCallum, 2016),
but this is out of the scope of this paper. Let L : Y×Y→ R
be a loss function between structured outputs encoding the
cost-sensitivity of predictions. For instance, it is common
to take L to be the Hamming loss over the parts of the
structured object. The goal in structured prediction is to
estimate f? : X −→ Y that minimizes the expected risk:
E(f) = E(x,y)∼ρ L(f(x), y). (5)
Loss-decoding compatibility. It is classical to assume
that the loss decomposes over the structured output parts
(Joachims, 2006). This can be generalized as the following
affine decomposition of the loss (Ramaswamy et al., 2013;
Nowak-Vila et al., 2019b)
L(y, y′) = ϕ(y)>Aϕ(y′) + a, (6)
for a matrix A ∈ Rk×k and scalar a ∈ R. Indeed, assump-
tion (6) together with the tractability of (4) is essentially
equivalent to the tractability of loss-augmented inference
in structural SVMs (Joachims, 2006). For the sake of nota-
tion, we drop the constant a and work with the ‘centered’
loss L(y, y′)− a. We provide some examples below.
Example 2.1 (Structured prediction with factor graphs).
Let Y = [R]M be the set of objects made of M parts,
each in a vocabulary of size R. In order to model interde-
pendence between different parts, we consider embeddings
that decompose over (overlapping) subsets of indices α ⊆
{1, . . . ,M} (Taskar et al., 2004) as ϕ(y) = (ϕα(yα))α.
More precisely, the prediction model corresponds to
arg maxy∈Y
∑
α ϕα(yα)
>vα, (7)
where ϕα(yα) = eyα ∈ RR
|α|
with ej being the j-th vec-
tor of the canonical basis and the dimension of the full-
embedding ϕ is k =
∑
αR
|α|  |Y| = RM . It is com-
mon (Tsochantaridis et al., 2005) to assume that the loss
decomposes additively over the coordinates as L(y, y′) =
1
M
∑
m=1 Lm(ym, y
′
m) and so the matrix A associated to
the loss decomposition of L is low-rank. Problem (7) can
be solved efficiently for low tree-width structures using
the junction-tree algorithm (Wainwright & Jordan, 2008).
More specifically, if the objects are sequences with embed-
dings modelling individual and adjacent pairwise charac-
ters, Problem (7) can be solved in time O(MR2) using the
Viterbi algorithm (Viterbi, 1967).
Example 2.2 (Ranking / matching). The output space is
the group of permutations SM acting on {1, . . . ,M}. We
represent a permutation σ ∈ SM using the corresponding
permutation matrix ϕ(σ) = Pσ ∈ RM×M . The predic-
tion model corresponds to the linear assignment problem
(Burkard et al., 2012)
arg maxσ∈SM 〈Pσ, v〉F , (8)
where v ∈ RM×M , 〈·, ·〉F is the Frobenius scalar product
and k = M2  |Y| = M !. The Hamming loss on permu-
tations satisfies Eq. (6) as L(σ, σ′) = 1M
∑M
m=1 1(σ(m) 6=
σ′(m)) = 1− 1M 〈Pσ, Pσ′〉F . The linear assignment prob-
lem (8) can be solved in time O(M3) using the Hungarian
algorithm (Kuhn, 1955).
Plug-in classifiers in structured prediction. Let µ(x) =
Ey∼ρ(·|x) ϕ(y) be the conditional expectation of the out-
put embedding. Using the fact that f? can be character-
ized pointwise in x as the minimizer in y of ϕ(y)>Aµ(x)
(Nowak-Vila et al., 2019b), it directly follows that (i) is
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satisfied for g?(x) = −Aµ(x) and, analogously to binary
classification, it can be estimated using smooth surrogates.
Some examples are the quadratic surrogate (QS) ‖v +
Aϕ(y)‖22 (Ciliberto et al., 2016) that estimates g? and con-
ditional random fields (CRF) (Lafferty et al., 2001) de-
fined by log
(∑
y′∈Y exp v
>ϕ(y′)
) − v>ϕ(y) that esti-
mate an invertible continuous transformation of µ(x). Al-
though CRFs have a powerful probabilistic interpretation,
they cannot incorporate the cost-sensitivity matrix A into
the surrogate loss, and it must be added a posteriori in the
decoding (4) to guarantee consistency. It was shown by
(Nowak-Vila et al., 2019a) that these methods satisfy con-
dition (ii) with ζ(ε) ∼ ε2 and achieve the analogous statis-
tical rates of binary plug-in classifiers ∼ ‖g?‖Gn−1/4.
SVMs for structured prediction. The extension of bi-
nary SVM to structured outputs is the structural SVM
(SSVM) (Joachims, 2006) (denoted M3Ns (Taskar et al.,
2004) in the factor graph setting described in Example 2.1).
It corresponds to the following surrogate loss
S(v, y) = max
y′∈Y
ϕ(y)>Aϕ(y′) + v>ϕ(y′)− v>ϕ(y). (9)
In the multi-class case with Y = {1, . . . , k} and L(y, y′) =
1(y 6= y′) it is also known as the Crammer-Singer SVM
(CS-SVM) (Crammer & Singer, 2001) and reads S(v, j) =
maxr 6=j 1+vr−vj . It shares some properties of the binary
SVM such as the upper bound property, i.e., L(d ◦ v, y) ≤
S(v, y) for all y ∈ Y. However, an important drawback of
this loss is that while the upper bound property holds, the
minimizer of the surrogate expected risk g? and the one of
the expected risk f? do not coincide when the problem is
far from deterministic, as shown by the following Proposi-
tion 2.3.
Proposition 2.3 (Inconsistency of CS-SVM (Liu, 2007)).
The CS-SVM is Fisher-consistent if and only if for all x ∈
X, there exists y ∈ {1, . . . , k} such that ρ(y|x) > 1/2.
Note that the consistency condition from Proposition 2.3
is much harder to be met in the structured prediction case
as the size of the output space is exponentially large, and
it is always satisfied in the binary case (the binary SVM
is always consistent). Although there exist consistent ex-
tensions of the SVM to the cost-sensitive multi-class set-
ting such as the ones from (Lee et al., 2004; Mroueh et al.,
2012), they cannot be naturally extended to the structured
setting. In the following section we address this problem
by introducing the max-min surrogate and studying its the-
oretical properties.
3. Max-Min Surrogate Loss
Assume that the loss is not degenerated, i.e., L(y, y) <
L(y, y′) for all y, y′ ∈ Y such that y 6= y′. In this
case, f?(x) is the minimizer in y of ϕ(y)>A>ϕ(f?(x)),
which means that (1) is satisfied by
g?(x) ..= −A>ϕ(f?(x)) ∈ Rk.
Note the analogy with SVMs, where we directly esti-
mate f? but now through the representation ϕ of the struc-
tured output, avoiding the full enumeration of Y. We need
to find a surrogate function S(v, y) that satisfies Eq. (2) for
this g?. Following the same notation as (Nowak-Vila et al.,
2019a), we define the marginal polytope (Wainwright &
Jordan, 2008) as the convex hull of the embedded output
space M = hull(ϕ(Y)) ⊂ Rk.
Definition 3.1 (Max-min surrogate loss). Define the max-
min loss as
S(v, y) ..= max
µ∈M
min
y′∈Y
ϕ(y′)>Aµ+ v>µ− v>ϕ(y). (10)
The max-min loss is non-smooth, convex and can be cast as
a Fenchel-Young loss (Blondel et al., 2020). More specif-
ically, Eq. (10) can be written as S(v, y) = Ω∗(v) +
Ω(ϕ(y))− v>ϕ(y) with
Ω(µ) = −min
y′∈Y
ϕ(y′)>Aµ+ 1M(µ), (11)
where Ω(ϕ(y)) = 0 for all y ∈ Y, Ω∗ denotes the Fenchel-
conjugate of Ω, and 1M(µ) = 0 if µ ∈ M and +∞ other-
wise.
Note that the dependence on y is only in the linear
term v>ϕ(y), while for SSVMs (9) it appears in the max-
imization. Thus, we can study the geometry of the loss
through the non-smooth convex function Ω∗(v) (see Fig-
ure 1 for visualizations of some representative unstructured
examples). Connections between surrogates (10) and (9)
are discussed in Section 4.
3.1. Fisher Consistency
Fisher consistency is provided by the following Theo-
rem 3.2.
Theorem 3.2 (Fisher Consistency (i)). The surrogate
loss (10) satisfies (i) for g?(x) = −A>ϕ(f?(x)).
This result has been proven by Fathony et al. (2018a) in the
cost-sensitive multi-class case. Our proof of Theorem 3.2
is constructive and based on Fenchel duality.
Sketch of the proof. We want to show that −A>ϕ(f?(x))
is the minimizer of Ey∼ρ(·|x) S(v, y) almost surely for ev-
ery x. The proof is constructive and based on Fenchel du-
ality, using the Fenchel-Young loss representation of the
max-min surrogate. First, note that the conditional surro-
gate risk can be written as Ey∼ρ(·|x) S(v, y) = Ω∗(v) −
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v>µ(x), where µ(x) = Ey∼ρ(·|x) ϕ(y) ∈M. Second, note
that by Fenchel-duality, ∂µΩ(µ(x)) is the set of minimiz-
ers of Ω∗(v) − v>µ(x). Finally, if we assume that the set
of x ∈ X such that µ(x) is in the boundary of M has mea-
sure zero, then
−A>f?(x) ∈ ∂µΩ(µ(x)),
where Ω is defined in (11) and we have used that f?(x) is
the minimizer in y of ϕ(y)>Aµ(x). A more detailed proof
can be found in Appendix C.1.
3.2. Comparison Inequality
Fisher consistency is not enough to prove finite-sample
generalization bounds on the excess risk E(d ◦ g)− E(f?).
For this, we provide in the following Theorem 3.3 an ex-
plicit form of the comparison inequality.
Theorem 3.3 (Comparison inequality (ii)). Assume L is
symmetric and that there exists C > 0 such that for any
probability α ∈ ∆Y, it holds that αy ≥ 1/C for y ∈
arg miny∈Y Ez∼αL(y, z). Then, the comparison inequal-
ity (ii) for the max-min loss (10) reads
E(d ◦ g)− E(f?) ≤ C(R(g)− R(g?)).
The second condition on the loss states that if y is optimal
for x, then its conditional probability is bounded away from
zero as ρ(y|x) ≥ 1/C. This condition is used to obtain a
simple quantitative lower bound on the function ζ of (ii)
and more tight (albeit less explicit in general) expressions
of the constant C can be found in Appendices C.3 and C.4.
Constant C for multi-class. When L(y, y′) = 1(y 6=
y′) with Y = {1, . . . , k}, we have that C = k, as the min-
imum conditional probability of an optimal output is 1/k.
The constant for this specific setting was derived indepen-
dently using a different analysis by Duchi et al. (2018).
Constant C for factor graphs (Example 2.1). For a
factor graph with separable embeddings and a decompos-
able loss L = 1M
∑M
m=1 Lm(ym, y
′
m), we have that C =
maxm∈[M ] Cm, where Cm is the constant associated to the
individual loss Lm. This is proven in Proposition C.11.
Constant C for matching (Example 2.2). In this set-
ting, Theorem 3.3 gives C = M !, and so the relation be-
tween both excess risks is not informative. The problem
of exponential constants in the comparison inequality was
pointed out by Osokin et al. (2017). We can weaken the
assumption and change condition αy ≥ 1/C to
max
β∈∆Y
βy s.t. Ez∼β ϕ(z) = Ez′∼α ϕ(z′) ≥ 1/C.
Under this assumption, we have thatC = M , thus avoiding
the exponentially large size of the output space.
3.3. Generalization of Regularized ERM
In the following Theorem 3.4, we use this result to prove a
finite-sample generalization bound on the regularized ERM
estimator (3) when the hypothesis space G is a vector-
valued RKHS.
Theorem 3.4 (Generalization of regularized ERM). Let
G be a vector-valued RKHS, assume g? ∈ G and let gn
and λn = κL log
1/2(1/δ)n−1/2 as in (3). Then, with prob-
ability 1− δ:
E(d ◦ gn)− E(f?) ≤M‖ϕ(f?)‖G
√
log(1/δ)
n
,
with M = κCL‖A‖. Here, L = 2 maxy∈Y ‖ϕ(y)‖2,
‖A‖ = sup‖v‖2≤1 ‖Av‖2, κ = supx∈XTrK(x, x)1/2 is
the size of the features and C is the one of Theorem 3.3.
Analogously to the binary case, the multivariate func-
tion ϕ(f?) is piecewise constant on the support of the dis-
tribution ρ. In Theorem D.2 in Appendix D we prove that
standard low noise conditions, analogous to the one dis-
cussed by Pillaud-Vivien et al. (2018b) for the binary case,
are enough to guarantee ‖ϕ(f?)‖G <∞.
4. Comparison with Structural SVM
Max-min as a correction of the Structural SVM. We
can re-write the maximization over the discrete output
space Y in the definition of the SSVM (9) as a maximiza-
tion over its convex hull M = hull(ϕ(Y))
S(v, y) = maxµ∈M ϕ(y)>Aµ+ v>µ− v>ϕ(y). (12)
Note the similarity between (10) and (12). In particular, the
max-min loss differs from the structural SVM in that the
maximization is done using miny′∈Y ϕ(y′)>Aµ and not the
loss at the observed output y as ϕ(y)>Aµ. Hence, we can
view the max-min surrogate as a correction of the SSVM so
that basic statistical properties (i) and (ii) hold. Moreover,
this connection might be used to properly understand the
statistical properties of SSVM. This is left for future work.
Notion of max-min margin. Given v ∈ Rk and yi ∈ Y,
the classical SSVM is motivated by a soft version of the
following notion of margin:
v>ϕ(yi)− v>ϕ(y) ≥ L(yi, y) = ϕ(yi)>Aϕ(y),
for all y ∈ Y, which is equivalent to v>ϕ(yi) − v>µ ≥
ϕ(yi)
>Aµ for all µ ∈M. However, we have seen in Propo-
sition 2.3 that this condition is too strong and only leads to
a consistent method if the problem is nearly deterministic,
i.e., we observe the optimal y with large probability, which,
as already mentioned, is generally far from true in struc-
tured prediction. The max-min surrogate (10) deals with
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Figure 1. Left: The binary max-min loss has two symmetric kinks instead of one as the SVM. Middle: Ω∗(v) in v>1 = 0 for multi-class
0-1 loss 1(y 6= y′) with k = 3. Right: Ω∗(v) in v>1 = 0 for ordinal regression with the absolute loss |y − y′| with k = 3.
the case where this strong condition is not met and works
with a notion of margin that compares groups of outputs
instead of just pairs. We define the max-min margin as
v>ϕ(yi)− v>µ ≥ miny′∈Y ϕ(y′)>Aµ, (13)
for all µ ∈M. After introducing slack variables in (13) we
obtain a soft version of the max-min margin that leads to
the max-min regularized ERM problem (3).
5. Algorithm
In this section we derive a dual-based algorithm to solve the
max-min regularized ERM problem (3) when the hypothe-
sis space is a RKHS. The algorithm can be easily adapted
to the case where g is parametrized using a neural network
as commented at the end of Section 5.3.
5.1. Problem Formulation
Let G ⊂ {g : X → Rk} be a vector-valued RKHS,
which we assume of the form G = Rk ⊗ G, where G is
a scalar RKHS with associated features Φ : X→ G. Every
function in G can be written as gw(x) = w>Φ(x) ∈ Rk
where wj ,Φ(x) ∈ G. For the sake of presentation, we as-
sume that G = Rd×k is finite dimensional, but our analysis
also holds for the infinite dimensional case. The dual (D)
of the regularized ERM problem (3) for the max-min sur-
rogate loss (10) reads
(D) max
µ∈Mn
1
n
n∑
i=1
min
y′
ϕ(y′)>Aµi − λ
2
‖Φn(µ− ϕn)‖22,
where Φn = 1λn (Φ(x1), . . . ,Φ(xn)) is the d × n scaled
input data matrix and ϕn = (ϕ(y1), . . . , ϕ(yn))> is
the n × k output data matrix. The dual variables map
to the primal variables through the mapping w(µ) =
1
λn
∑n
i=1 Φ(xi)(µi − ϕ(yi))>. By strong duality, it
holds w? = w(µ?). The dual formulation (D) is a con-
strained non-smooth optimization problem, where the non-
smoothness comes from the first term of the objective func-
tion. In order to derive a learning algorithm, we leverage
ideas from the block-coordinate Frank-Wolfe algorithm
used for SSVMs.
5.2. Derivation of the Algorithm
Background on BCFW for M3Ns. The dual of the
SSVM is the same as problem (D) but the first term is lin-
ear: 1n
∑n
i=1 ϕ(yi)
>Aµi, making the dual objective func-
tion smooth. The BCFW algorithm (Lacoste-Julien et al.,
2013) minimizes a linearization of the smooth dual objec-
tive function block-wise, using the separability of the com-
pact domain. At each iteration t, the algorithm picks i ∈ [n]
at random, and updates µ(t+1)i = (1 − γ)µ(t)i + γµ¯(t+1)i
with µ¯(t+1)i
..= arg maxµ′i∈M 〈µ′i,∇(i)h(µ(t))〉 where h is
the dual objective and γ is the step-size. Note that µ¯(t+1)i
is an extreme point of M and it can be written as a com-
binatorial maximization problem over Y that corresponds
precisely to inference (4). In the next subsection, we gen-
eralize BCFW to the case where the dual is a sum of a non-
smooth and a smooth function such as the dual (D) of our
problem.
Generalized BCFW (GBCFW) for M4N. Borrowing
ideas from Bach (2015) in the non block-separable case,
we only linearize the smooth-part of the function, i.e., the
quadratic term. We change the computation of the direc-
tion to
µ¯
(t+1)
i
..= arg max
µ′i∈M
〈µ′i,∇(i)
−λ
2
‖Φn(µ(t) − ϕn)‖22〉
+ min
y′
ϕ(y′)>Aµ′i = O(gw(µ(t))(xi)),
where the max-min oracle O : Rk −→M is defined as
O(v) = arg maxµ∈Mminν∈M ν
>Aµ+ v>µ. (14)
Note that the mapping w(µ) between primal and dual vari-
ables is affine. Hence, one can write the update of the pri-
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Algorithm 1 GBCFW (primal)
Let w(0) ..= w(0)i ..= 0
for t = 0 to T do
Pick i at random in {1, . . . , n}
(µ?i , ν
?
i ) ∈ OK(gw(t)(xi), µ?i , ν?i )
ws ..= Φ(xi)(µ
?
i − ϕ(yi))>/(λn)
w
(t+1)
i
..= (1− 2n
t+2n
)w
(t)
i +
2n
t+2n
ws
w(t+1) ..= w(t) + w
(t+1)
i − w(t)i
end for
Algorithm 2 SP-MP (µ¯(K), ν¯(K)) ∈ OK(v, µ(0)ν(0))
for k = 0 to K − 1 do
µ
(k+1)
1/2 ∈ arg minµ∈M − ηµ>(A>ν(k) + v) +D−H(µ, µ(k))
ν
(k+1)
1/2 ∈ arg minν∈M ην>Aµ(k) +D−H(ν, ν(k))
µ(k+1) ∈ arg minµ∈M − ηµ>(A>ν(k+1)1/2 + v) +D−H(µ, µ(k))
ν(k+1) ∈ arg minν∈M ην>Aµ(k+1)1/2 +D−H(ν, ν(k))
end for
µ¯(K) ..= 1
K
∑K
k=1 µ
(k), ν¯(K) ..= 1
K
∑K
k=1 ν
(k)
mal variables without saving the dual variables as detailed
in Algorithm 1. The following Theorem 5.1 specifies the
required number of iterations of Algorithm 1 to obtain an ε-
optimal solution with an approximate oracle (14).
Theorem 5.1 (Convergence of GBCFW with approximate
oracle). Let ε > 0. If the approximate oracle provides
an answer with error ε/2, then the final error of Algo-
rithm 1 achieves an expected duality gap of ε when T =
O˜
(
n+ 2R
2
λε diam(M)
2
)
, where R is the maximum norm of
the features.
5.3. Computation of the Max-Min Oracle
The max-min oracle (14) corresponds to a concave-convex
bilinear saddle-point problem. We use a standard alter-
nating procedure of ascent and descent steps on the vari-
ables µ and ν, respectively. Consider a strongly concave
differentiable entropy H : C ⊃ M → R defined in
a convex set C containing M such that ∇H(C) = Rk
and limµ∈∂C ‖∇H(µ)‖ = +∞, where ∂C is the boundary
of C. Then, perform Mirror ascent/descent updates using
−H as the Mirror map. For instance, if u = A>ν+v is the
gradient of (14) w.r.t µ, the update on µ takes the following
form:
arg minµ∈M−ηµ>u+D−H(µ, µ(t)), (15)
whereD−H(µ, µ′) = −H(µ)+H(µ′)+∇H(µ′)>(µ−µ′)
is the Bregman divergence associated to the convex func-
tion −H . The resulting ascent/descent algorithm has a
convergence rate of O(t−1/2), which can be considerably
improved to O(t−1) with essentially no extra cost by per-
forming four projections instead of two at each iteration.
This corresponds to the extra-gradient strategy, called Sad-
dle Point Mirror Prox (SP-MP) when using a Mirror map
and is detailed in Algorithm 2.
Projection for factor graphs (Example 2.1). The
entropy in M defined by the factor graph (Wainwright
& Jordan, 2008) can be written explicitly in terms
of the entropies of each part α ⊂ [M ] if the factor
graph has a junction tree structure (Koller & Fried-
man, 2009). For instance, in the case of a sequence of
length M with unary and adjacent pairwise factors, we
have H(µ) =
∑M−1
m=1 HS(µm,m+1)−
∑M
m=1HS(µm),
where HS is the Shannon entropy and µm, µm,m+1 are
the unary and pair-wise marginals, respectively. The
projection (15) corresponds to marginal inference in CRFs
and can be computed using the sum-product algorithm
in time O(MR2). In this case, the complexity of the
projection-oracle is the same the one of the max-oracle for
SSVMs.
Projection for matching (Example 2.2). In this setting,
the projection using the entropy in M is known to be #P-
complete (Valiant, 1979). Thus, CRFs are essentially in-
tractable in this setting (Petterson et al., 2009). If instead
we use the entropy H(P ) = −∑Mi,j=1 Pij logPij defined
over the marginals P ∈ M, the projection can be com-
puted up to precision δ in O(M2/δ) iterations using the
Sinkhorn-Knopp algorithm (Cuturi, 2013). This can be
potentially much cheaper than the max-oracle of SSVMs,
which has a cubic dependence in M . The projection with
respect to the Euclidean norm has similar complexity but
implementation is more involved (Blondel et al., 2017).
Warm-starting the oracles. On the one hand, Algo-
rithm 1 is guaranteed to converge as long as the error
incurred in the oracle O decreases sublinearly with the
number of global iterations as εt ∝ n/(t + n) (see Ap-
pendix F.1). On the other hand, Algorithm 2 can be nat-
urally warm-started because it is an any-time algorithm as
the step-size η does not depend on the current iteration or
a finite horizon. Hence, we are in a setting where a warm-
start strategy can be advantageous. More specifically, at
every iteration t, we save the pairs (µ?i , ν
?
i ) ∈ O(gw(t)(xi))
and the next time we revisit the i-th training example we
initialize Algorithm 2 with this pair. Even though the for-
mal demonstration of the effectiveness of the strategy is
technically hard, we provide a strong experimental argu-
ment showing that a constant number of Algorithm 2 itera-
tions are enough to match the allowed error εt.
Using the kernel trick. An extension to infinite-
dimensional RKHS is straightforward to derive as Algo-
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rithm 1 is dual-based. In this case, the algorithm keeps
track of the dual variables µi for i = 1, . . . , n.
Connection to stochastic subgradient algorithms. It is
known that (generalized) conditional gradient methods in
the dual are formally equivalent to subgradient methods
in the primal (Bach, 2015). Indeed, note that ws in Al-
gorithm 1 is a subgradient of the scaled surrogate loss
S(gw(xi), yi)/λn. However, the dual-based analysis we
provide in this paper allows us to derive guarantees on the
expected duality gap and a line-search strategy, which we
leave for future work. Viewing Algorithm 1 as a subgradi-
ent method is useful when learning the data representation
with a neural network. More specifically, both Algorithm 1
and Algorithm 2 remain essentially unchanged by applying
the chain rule in the update of w.
5.4. Statistical Analysis of the Algorithm
Finally, the following Theorem 5.2 shows that the full al-
gorithm without the warm-start strategy achieves the same
statistical error as the regularized ERM estimator (3) after
at most O(n
√
n) projections oracle calls.
Theorem 5.2 (Generalization bound of the algorithm). As-
sume the setting of Theorem 3.4. Let gn,T be the T -th it-
eration of Algorithm 1 applied to problem (3), where each
iteration is computed with K = O(
√
n) iterations of Algo-
rithm 2. Then, after T = O(n) iterations, gn,T satisfies the
bound of Theorem 3.4 with probability 1− δ.
As we will show in the next section, in practice a constant
number of iterations of Algorithm 2 are enough when us-
ing the warm-start strategy. Hence, the total number of re-
quired projection-oracles is O(n).
6. Experiments
We perform a comparative experimental analysis for differ-
ent tasks between M4Ns, M3Ns and CRFs optimized with
Generalized BCFW + SP-MP (Algorithm 1 + Algorithm 2),
BCFW (Lacoste-Julien et al., 2013) and SDCA (Shalev-
Shwartz & Zhang, 2013), respectively. All methods are
run with our own implementation. We use datasets of the
UCI machine learning repository (Asuncion & Newman,
2007) for multi-class classification and ordinal regression,
the OCR dataset from Taskar et al. (2004) for sequence pre-
diction and the ranking datasets used by Korba et al. (2018).
We use 14 random splits of the dataset into 60% for train-
ing, 20% for validation and 20% for testing. We choose
the regularization parameter λ in {2−j}10j=1 using the val-
idation set and show the average test loss on the test sets
in Table 1 of the model with the best λ. We use a Gaus-
sian kernel and perform 50 passes on the data and set the
number of iterations of Algorithm 2 to 20 and 10 times
the length of the sequence for sequence prediction. The
results are in Table 1. We perform better than M3Ns in
most of the datasets for multi-class classification, ordinal
regression and ranking, while we obtain similar results in
the sequence dataset with the three methods.
Effect of warm-start. We perform an experiment track-
ing the test loss and the average error in the max-min ora-
cle for different iterations of Algorithm 2 with and without
warm-starting. The experiments are done in two datasets
for ordinal regression and they are shown in Table 2. We
observe that both the test loss and average oracle error are
lower for the warm-start strategy. Moreover, when warm-
starting the final test error barely changes when increasing
the iterations past the 50 iteration threshold.
Task Dataset (d, n, k) M3N CRF M4N
MC
segment (19, 2310, 7) 6.64E-2 6.43E-2 6.09E-2
iris (4, 150, 3) 3.33E-2 3.08E-2 3.33E-2
wine (13, 178, 3) 2.56E-2 2.14E-2 2.35E-2
vehicle (18, 846, 4) 2.46E-1 2.51E-1 2.40E-1
satimage (36, 4435, 6) 1.22E-1 1.15E-1 1.19E-1
letter (16, 15000, 26) 1.46E-1 1.32E-1 1.35E-1
mfeat (216, 2000, 10) 3.94E-2 4.35E-2 3.96E-2
ORD
wisconsin (32, 193, 5) 1.24 1.26 1.26
stocks (9, 949, 5) 1.67E-1 1.68E-1 1.60E-1
machine (6, 208, 10) 6.34E-1 6.28E-1 6.28E-1
abalone (10, 4176, 10) 5.20E-1 5.26E-1 5.20E-1
auto (7, 391, 10) 5.89E-1 6.21E-1 5.85E-1
(d, n,M)
SEQ ocr (128, 6877, 26) 1.62E-1 1.63E-1 1.62E-1
RNK
glass (9, 214, 6) 1.77E-1 - 1.74E-1
bodyfat (7, 252, 7) 7.96E-1 - 7.96E-1
wine (13, 178, 3) 5.06E-2 - 4.34E-2
vowel (10, 528, 11) 3.37E-1 - 3.22E-1
vehicle (18, 846, 4) 1.48E-1 - 1.50E-1
Table 1. Average test losses on the 14 splits for ranking (top-left),
ordinal regression (bottom-left), sequence prediction (top-right)
and multi-class classification (bottom-right). We show in bold the
lowest test loss between the direct classifiers M3N and M4N.
Dataset W-S K = 10 K = 30 K = 50 K = 100
machine yes 0.42 / 0.57 0.41 / 0.43 0.41 / 0.22 0.41 / 0.13no 0.50 / 4.41 0.50 / 2.74 0.44 / 1.25 0.42 / 0.63
auto yes 0.56 / 1.55 0.55 / 1.29 0.51 / 0.81 0.50 / 0.44no 0.61 / 2.66 0.57 / 1.79 0.53 / 0.89 0.51 / 0.47
Table 2. We show the (final ordinal test loss / average oracle er-
ror at the last epoch) for M4Ns trained with 100 passes on data
with different iterations of Algorithm 2 with and without warm-
starting.
7. Conclusion
In this paper, we introduced max-min margin Markov net-
works (M4Ns), a method for general structured prediction,
that has the same algorithmic and theoretical properties as
Consistent Structured Prediction with Max-Min Margin Markov Networks
the regular binary SVM, that is, quantitative convergence
bounds through a linear comparison inequality, as well as
efficient optimization algorithms. Our experiments show
its performance on classical structured prediction problems
when using RKHS hypothesis spaces. It would be inter-
esting to extend the analysis of the proposed algorithm by
rigorously proving the linear dependence in the number of
samples when using the warm-start strategy and incorpo-
rating a line-search strategy.
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A. Notation
In this section we introduce some notation that will be useful in the rest of the appendix.
Notation on the structured prediction setting. Denote by P(A) the set of subsets of the set A. We define the following
quantities
- Marginal polytope: M = hull(ϕ(Y)) = {v ∈ Rk | v = ∑y∈Y αyϕ(y), α ∈ ∆Y}.
- Normal cone of M at µ: NM(µ) = {u ∈ Rk | 〈µ′ − µ, u〉 ≤ 0,∀µ′ ∈M}.
- Conditional moments: ν(q) = Ey′∼q ϕ(y′) ∈M where q ∈ Prob(Y).
- Conditional risk: `(y, µ) ..= Ey′∼q L(y, y′) = ϕ(y)>Aµ.
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- Bayes risk: `(µ) ..= miny∈Y `(y, µ)
- Minus Bayes risk: Ω(µ) ..= −`(µ) + 1M(µ).
- Excess conditional risk: δ`(y, µ) = `(y, µ)− `(µ)
- Optimal predictor set: y?(µ) = arg miny∈Y `(y, µ) ⊆ Y.
- Marginal polytope cell complex: C(M) = (y?)−1 ◦ y?(M) ⊂ P(M).
Notation on the max-min surrogate.
- Partition function: Ω∗(v) = maxµ∈M `(µ) + v>µ.
- Surrogate loss: S(v, y) = Ω∗(v)− v>ϕ(y).
- Conditional surrogate risk: s(v, µ) ..= Ey∼q S(v, y) = Ω∗(v)− v>µ.
- Bayes surrogate risk: s(µ) ..= minv∈Rk s(v, µ) (= `(µ)).
- Excess surrogate conditional risk: δs(v, µ) ..= s(v, µ)− s(µ).
- Optimal predictors: v?(µ) = arg minv∈Rk s(v, µ) ⊂ Rk.
- Surrogate space cell complex: C(Rk) = v?(M) ⊂ P(Rk).
B. Geometrical Properties
In this section, we study the rich geometrical properties of the max-min surrogate construction. The geometrical inter-
pretation provides a valuable intuition on different key mathematical objects appearing in the further analysis needed
for the proofs of the main theorems. More precisely, we show that the max-min surrogate loss S defines a parti-
tion C(Rk) ⊂ P(Rk) of the surrogate space Rk which is dual to the partition C(M) ⊂ P(M) of the marginal polytope M
defined by L. Moreover, we show that the mapping between those partitions is the subgradient mapping ∂Ω with in-
verse ∂Ω∗ (see Figure 2). Visualization for binary 0-1 loss, multi-class 0-1 loss, absolute loss for ordinal regression and
Hamming loss are provided in Appendix B.4.
Figure 2. The cell complex C(M) on the marginal polytope M maps to the cell complex C(Rk) on the surrogate space Rk through the
subgradient mapping of the partition function ∂Ω.
Following (Finocchiaro et al., 2019), we now introduce the definition of a cell complex.
Definition B.1 (Cell complex). A cell complex in Rk is a set C of faces (of dimension 0, . . . , k) such that:
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(i) union to Rk.
(ii) have pairwise disjoint relative interiors.
(iii) any nonempty intersection of faces F, F ′ in C is a face of F and F ′ and an element of C.
Any convex affine-by-parts function has an associated cell complex defined by considering the polytope corresponding to
the epigraph of the function and projecting the faces down to to the domain. Moreover, if f(v) is convex affine-by-parts,
the cell complex associated to f(v) and f(v) + v>a are the same for any a.
B.1. Geometry of the Loss L
The convex affine-by-parts function Ω(µ) = −`(µ) + 1M(µ) naturally defines a cell complex of its domain M (see for
instance (Ramaswamy & Agarwal, 2016; Nowak-Vila et al., 2019a)). This can be constructed by considering the polyhedra
corresponding to the epigraph of −`(µ) and then projecting the faces to M. Each face corresponds to a different group of
active hyperplanes in the definition of `(µ). The cell complex can be defined as C(M) = {(y?)−1 ◦ y?(µ) | µ ∈ M} ⊂
P(M), i.e., each face is defined as the set of moments that share the same set of optimal predictors. Note that C(M)
contains faces of 0-dimensions (points) up to faces of k-dimensions.
B.2. Geometry of the Loss S
Recall that S(v, y) = Ω∗(v)−v>µ and Ω(µ) = −`(µ)+1M(µ), where `(µ) is concave affine-by-parts. In particular, as Ω
is convex affine-by-parts with compact domain, then Ω∗ is convex affine-by-parts with full-dimensional domain Rk. The
projection of the faces of the convex polyhedron defined as the epigraph of Ω∗ defines a cell complex C(Rk) ⊂ P(Rk) in the
(unbounded) vector spaceRk. The cell complex defined by Ω∗(v) is the same as the one defined by s(v, µ) = Ω∗(v)−v>µ
for every µ ∈ M. The faces of C(Rk) can be written as v?(µ) = arg minv∈Rk s(v, µ) ∈ P(Rk) for a certain µ ∈ M, i.e.,
the faces are the minimizers of the conditional surrogate risk. Hence, we can write in a compact form v?(µ) ∈ C(Rk).
B.3. Relation between Cell Complexes
Recall that C(M) is generated by projecting the faces of the epigraph of Ω while C(Rk) is generated by projecting the faces
of the epigraph of Ω∗. The subgradients are well-defined in the cell complexes and define a bijection between them:
∂Ω : C(M)→ C(Rk), ∂Ω∗ : C(Rk)→ C(M), ∂Ω∗ = (∂Ω)−1.
Moreover, we have that
dim(∂Ω(F )) = dim(M)− dim(F ), ∀F ∈ C(M)
dim(∂Ω∗(F ′)) = dim(M)− dim(F ′), ∀F ′ ∈ C(Rk),
where F, F ′ are faces of C(M),C(Rk), respectively.
B.4. Examples
Let’s now provide some concrete examples of cell complexes and the associated mapping subgradient mapping for several
classical tasks.
Binary Classification. The output space is Y = {−1, 1}. The loss isL(y, y′) = 1(y 6= y′) with affine decomposition a =
1, ϕ(1) = (1, 0)>, ϕ(−1) = (0, 1)> and A = −I2×2. The marginal polytope is M = ∆2.
Ω(p) = −min(p, 1− p) + 1∆2(p), Ω∗(v) = max(|v|, 1/2), S(v, y) = Ω∗(v)− yv.
See Figure 3. The mapping between cells is
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Figure 3. Binary 0-1 loss. Left: The Bayes risk −Ω is a concave polyhedral function defined in ∆2 = [0, 1]. The faces of the induced
cell-complex are the 0-dimensional faces {0}, {1/2}, {1} and the 1-dimensional faces [0, 1/2], [1/2, 1]. Right: The partition function
is a convex polyhedral function defined in R. The faces of the induced cell-complex are the 0-dimensional faces {−1/2}, {1/2} and
the 1-dimensional faces (−∞,−1/2], [1/2, 1/2], [1/2,+∞).
∂Ω({0}) = (−∞,−1/2], ∂Ω∗((−∞,−1/2]) = {0}
∂Ω({1/2}) = [−1/2, 1/2], ∂Ω∗([−1/2, 1/2]) = {1/2}
∂Ω({1}) = [1/2,+∞), ∂Ω∗([1/2,+∞)) = {1}
∂Ω([0, 1/2]) = {−1/2}, ∂Ω∗({−1/2}) = [0, 1/2]
∂Ω([1/2, 1]) = {1/2}, ∂Ω∗({1/2}) = [1/2, 1]
0-1 Multi-class Classification. The output space is Y = [k] = {1, · · · , k}. The loss is L(y, y′) = 1(y 6= y′) with affine
decomposition a = 1, ϕ(y) = ey and A = −Ik×k, where ey ∈ Rk is the y-th vector of the canonical basis in Rk. The
marginal polytope is the k-dimensional simplex M = ∆k.
In this case, `(p) = 1− ‖p‖∞ and so
Ω(p) = ‖p‖∞ − 1 + 1∆k(p), Ω∗(v) = 1 + max
j∈[k]
{
1
j
j∑
r=1
v(r) − 1
j
}
,
where v(1) ≥ · · · ≥ v(k) (see Figure 4).
Note that the subgradient mapping ∂Ω sends the 2k 0-dimensional faces (points) and the full-dimensional faces of C(∆k)
to the full-dimensional faces and 0-dimensional faces of C(Rk−1), respectively.
Ordinal Regression. The output space is the same as for multiclass classification, but in this case there is an implicit
ordering between outputs: 1 ≺ 2 ≺ · · · ≺ k. This is encoded using the absolute difference loss L(y, y′) = |y − y′|. We
consider the affine decomposition ϕ(y) = ey ∈ Rk, A = (|i− j|)i,j∈[k]2 and a = 0. It is possible to obtain a closed form
expression for the partition function (see Thm. 6 by (Fathony et al., 2018a)):
Ω∗(v) =
1
2
max
i,j∈[k]
vi + vj + j − i.
In Figure 5 we plot the Bayes risk and the partition function for the ordinal loss. Note that that the topology of the
cell-complex is different from the previous example.
Multi-label Classification with Hamming Loss. This corresponds to Example 2.1 with unary potentials. Let Y =
ΠMm=1Ym with Ym = {1, . . . , R}. We consider the Hamming loss defined as an average of multi-class losses: L(y, y′) =
1
M
∑M
m=1 1(ym 6= y′m). The marginal polytope factorizes as M = ΠMm=1∆R. The Bayes risk decomposes additively
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Figure 4. Multi-class 0-1 loss (k = 3). Left: The Bayes risk −Ω has a pyramid shape centered at the simplex. The cell-complex C(∆k)
has 2k 0-dimensional faces (points) and k full-dimensional faces. In the figure, the set of points are the center point, the 3 vertices of
the triangle and the 3 middle points in the triangle face. The 3 full-dimensional faces are the 3 colored zones. Right: The partition
function Ω∗ is a convex polyhedral function. The cell-complex has k 0-dimensional faces (points) and 2k full-dimensional faces. In the
figure, the set of points are the 3 vertices of the triangle in the center and the full-dimensional faces are the colored zones.Ω(μ) Ω * (v)
Figure 5. Absolute difference loss (k = 3). Left: The Bayes risk −Ω has an asymmetrical pyramid shape with the tip in one face of the
simplex. Right: The partition function Ω∗ has a different topology than the one from multi-class.
as the sum of the Bayes risks of the individual multi-class losses and the partition function decomposes analogously. In
Figure 6 we plot the Bayes risk and the partition function for R = M = 2.
C. Theoretical Properties of the Surrogate
The goal of this section is to prove the two theoretical requirements for the surrogate method. These are Fisher consis-
tency (1) and a comparison inequality (2):
(1) E(f?) = E(d ◦ g?)
(2) ζ(E(d ◦ g)− E(f?)) ≤ R(g)− R(g?).
for all measurable g : X −→ H, where ζ : R −→ R is such that ζ(ε) → 0 if ε → 0. Fisher consistency ensures that the
optimum of the surrogate loss g? provides the Bayes optimum f? of the problem. However, in practice the optimum of
the surrogate is never attained and so one wants to control how close f = d ◦ g is to f? in terms of the estimation error
of g to g?. The comparison inequality gives this quantification by relating the excess expected risk E(d ◦ g) − E(f?) to
the excess expected surrogate risk R(g)−R(g?), which allows to translate rates from the surrogate problem to the original
problem.
Let’s start first by showing that s(µ) = `(µ) for all µ ∈ M, i.e., that the minimizers of the conditional surrogate risks
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Figure 6. Hamming loss for (R = M = 2). Left: The marginal polytope is the cube M = [0, 1]2 and the Bayes risk −Ω has a pyramid
shape centered in the cube. Right: The partition function Ω∗.
coincide.
Lemma C.1. The Bayes risk and the surrogate Bayes risk are the same:
s(µ) = min
v∈Rk
s(v, µ) = min
y′∈Y
`(y, µ) = `(µ), ∀µ ∈M.
Proof. Note that s(µ) = minv∈Rk s(v, µ) = minv∈Rk Ω∗(v)− v>µ = −Ω = `(µ)− 1M(µ).
Note that this is not the case for smooth surrogates. It was noted by (Finocchiaro et al., 2019) (see Prop. 1 and 2) that
consistent polyhedral surrogates necessarily satisfy the property of matching Bayes risks.
C.1. Fisher Consistency
The following Proposition C.2 characterizes the form of the exact minimizer of the conditional surrogate risk s(v, µ).
Proposition C.2. Let µ ∈M and y?(µ) = arg miny∈Y ϕ(y)>Aµ be the set of optimal predictors. Then, we have that
hull(−A>ϕ(y))y∈y?(µ) +NM(µ) = arg min
v∈Rk
s(v, µ). (16)
Proof. The proof consists in noticing that hull(−A>ϕ(y))y∈y?(µ) is a subgradient at µ of the non-smooth convex func-
tion Ω = −`(µ) + 1M(µ) with compact domain M. That is,
Ω(µ) = −min
y′∈Y
ϕ(y′)>Aµ+ 1M(µ)
= −ϕ(y)>Aµ+ 1M(µ), y ∈ y?(µ).
The subgradient reads ∂Ω(µ) = −hull(A>ϕ(y))y∈y?(µ) +NM(µ), where NM(µ) is the normal cone of M at the point µ.
Then, using Fenchel duality we have that
∂Ω(µ) = arg min
v∈Rk
Ω∗(v)− v>µ = arg min
v∈Rk
s(v, µ).
Let ρ(·|x) be the conditional distribution of outputs and µ(x) = Ey∼ρ(·|x) ϕ(y). If we assume that the set of points x ∈ X
for which NM(ν(x)) 6= {0} has measure zero, then we have that g?(x) ∈ −hull(A>ϕ(y))y∈y?(ρ(·|x)) almost-surely.
Thus, we can write g?(x) = −∑y∈y?(ρ(·|x)) αyA>ϕ(y) with∑y∈y?(ρ(·|x)) αy = 1. We have Fisher consistency as
f?(x) ∈ arg max
y′∈Y
ϕ(y′)>g?(x) = arg min
y′∈Y
∑
y∈y?(ρ(·|x))
αyL(y
′, y).
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C.2. Comparison Inequality and Calibration Function
The goal of this section is to explicitly compute a comparison inequality. We will show that the relation between both
excess risks is linear and that the constants appearing scale nicely with the natural dimension of the structured problem and
not with the total number of possible outputs |Y| which can potentially be exponential.
The main object of study will be the so-called calibration function, which is defined as the ‘worst’ comparison inequality
between both excess conditional risks.
Definition C.3 (Calibration function (Osokin et al., 2017)). The calibration function ζ : R+ −→ R+ is defined for ε ≥ 0
as the infimum of the excess conditional surrogate risk when the conditional risk is at least ε:
ζ(ε) = inf δs(v, µ) such that δ`(d ◦ v, µ) ≥ ε, µ ∈M, v ∈ Rk.
We set ζ(ε) =∞ when the feasible set is empty.
Note that ζ is non-decreasing in [0,+∞), not necessarily convex (see Example 5 by (Bartlett et al., 2006)) and also ζ(0) =
0. Note that a larger ζ is better because we want a large δs(v, µ) to incur small δ`(d ◦ v, µ). The following Theorem C.4
justifies Definition C.3.
Theorem C.4 (Comparison inequality in terms of calibration function (Osokin et al., 2017)). Let ζ¯ be a convex lower
bound of ζ. We have
ζ¯(E(d ◦ g)− E(f?)) ≤ R(g)− R(g?) (17)
for all g : X → Rk. The tightest convex lower bound ζ¯ of ζ is its lower convex envelope which is defined by the Fenchel
bi-conjugate ζ∗∗.
Proof. Note that by the definition of the calibration function, we have that
ζ(δ`(d ◦ g(x), µ(x))) ≤ δs(g(x), µ(x)), (18)
where µ(x) = Ey′∼ρ(·|x) ϕ(y′). The comparison between risks is then a consequence of Jensen’s inequality:
ζ¯(E(d ◦ g)− E(f?)) = ζ¯(Ex∼ρX δ`(d ◦ g(x), µ(x)))
≤ Ex∼ρX ζ¯(δ`(d ◦ g(x), µ(x))) (Jensen ineq.)
≤ E∼ρX ζ(δ`(d ◦ g(x), µ(x))) (ζ¯ ≤ ζ)
≤ Ex∼ρX δs(g(x), µ(x))
= R(g)− R(g?).
C.3. Characterizing the Calibration Function for Max-Min Margin Markov Networks
Following (Osokin et al., 2017), we write the calibration function in terms of pairwise interactions.
Lemma C.5 (Lemma 10). We can re-write the calibration function ζ(ε) as
ζ(ε) = min
y 6=y′
ζy,y′(ε),
where
ζy,y′(ε) =

minv,µ∈Rk δs(v, µ)
s.t δ`(y′, µ) ≥ ε (ε− suboptimality)
y = y?(µ) (optimal prediction)
y′ = d ◦ v (prediction)
µ ∈M
(19)
Proof. The idea of the proof is to decompose the feasibility set of the optimization problem into a union of sets enumerated
by the pairs (y, y′) corresponding to the optimal prediction y and the prediction y′. Let’s first define the sets V (y) ⊂ Rk
and My,y′,ε ⊂M.
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1. Define the prediction sets as V (y) ..= {v ∈ Rk | v>(ϕ(y)−ϕ(y′)) > 0,∀y′ ∈ Y} ⊂ Rk to denote the set of elements
in the surrogate space Rk for which the prediction is the output element y ∈ Y. Note that the sets V (y) do not contain
their boundary, but their closure can be expressed as
V (y′) ..= {v ∈ Rk | v>(ϕ(y′)− ϕ(y)) ≥ 0,∀y ∈ Y}.
Note that
⋃
y′∈Y V (y
′) = Rk.
2. If v ∈ V (y′), the feasible set of conditional moments µ for which output y is one of the best possible predictions (i.e.,
`(y′, µ)− `(y, µ) ≥ ε) is
My,y′,ε = {µ ∈M | `(y, µ) = `(µ) | `(y′, µ)− `(y, µ) ≥ ε}.
The union of the sets {V (y′)×My,y′,ε}y,y′∈Y exactly equals the feasibility set of the optimization problem Definition C.3.
We can then re-write the calibration function as
ζ(ε) = min
y 6=y′
 minv,µ δs(v, µ)s.t. v ∈ V (y′)
µ ∈My,y′,ε
. (20)
Finally, by Lemma 27 of (Zhang, 2004), the function δs(v, µ) is continuous w.r.t both µ and v, allowing to substitute the
sets V (y′) in Eq. (20) by their closures V (y′) without changing the minimum.
Until now, the results were general for any calibration function. We will now construct a lower bound on the calibration
function for M4Ns. Let’s first introduce some notation.
Notation.
- Let M0 be the finite set of 0-dimensional faces (points) of the cell complex C(M) ⊂ P(M), or equivalently (mapped
by ∂Ω), the full dimensional faces of the cell complex C(Rk) ⊂ P(Rk). Note that |M0| is finite.
- Let w(y) = −A>ϕ(y).
Recall that in Lemma C.5 we split the optimization problem into |Y|(|Y| − 1) optimization problems corresponding to
all possible (ordered) pairs of different optimal prediction and prediction. The following Theorem C.6 further splits the
inner optimization problems into some faces of the cell complex C(Rk) and simplifies the objective function into an affine
function.
Theorem C.6 (Calibration Function for the surrogate loss of M4N). We have that
ζy,y′(ε) = min
µ¯∈M0(y,y′)
ζy,y′,µ¯(ε),
where M0(y, y′) = {µ¯ ∈M0 | w(y), w(y′) ∈ ∂Ω(µ¯)} ⊆M0 ⊂M, and
ζy,y′,µ¯(ε) =

min
v,µ∈Rk
〈w(y)− v, µ− µ¯〉
s.t 〈w(y)− w(y′), µ〉 ≥ ε (ε− suboptimality)
〈w(y)− w(z), µ〉 ≥ 0, ∀z ∈ Y (optimal prediction)
y′ = d ◦ v (prediction)
v ∈ ∂Ω(µ¯) (face in C(Rk))
µ ∈M
(21)
Proof. We split the proof into three steps. First, we split the optimization problem w.r.t v ∈ Rk among the faces ∂Ω(M0) of
the complex cell C(Rk) ⊂ P(Rk). Second, we show that the minimizer is achieved in a face ∂Ω(µ¯) such thatw(y), w(y′) ∈
∂Ω(µ¯) and simplify the objective function. Finally, we update the notation of some constraints.
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1st step. Split the optimization problem according to the affine parts. Recall that s(v, µ) is defined as a supremum
of affine functions, where each affine function corresponds to a µ¯ ∈ M0: s(v, µ) = supµ¯∈M0 `(µ¯) + v>(µ¯ − µ). Using
that
⋃
µ¯∈M0 ∂Ω(µ¯) = R
k and the continuity of the loss, we split problem (19) into |M0|minimization problems and define
ζy,y′(ε) = min
µ¯∈M0
ζy,y′,µ¯(ε),
where ζy,y′,µ¯(ε) is given by problem (19) with the additional constraint v ∈ ∂Ω(µ¯).
New Line
Figure 7. The minimizer of the objective δs(v, µ) over Rk is w(y). In order to minimize the objective under the constraints, we only
need to consider the faces which include the minimizer w(y). In the figure above, we can safely remove the optimization over the
faces ∂Ω(µ¯4) and ∂Ω(µ¯3).
2nd step. Reduce the number of considered affine parts and simplify objective. We will show that
min
µ¯∈M0
ζy,y′,µ¯(ε) = min
µ¯∈M0(y,y′)
ζy,y′,µ¯(ε),
where M0(y, y′) = {µ¯ ∈ M0 | w(y), w(y′) ∈ ∂Ω(µ¯)} ⊂ M0. Moreover, when µ¯ ∈ M0(y, y′), the objective function in
the definition of ζy,y′,µ¯(ε) takes the affine form 〈w(y)−v, µ−µ¯〉. In order to see this, let’s make the following observations.
- We have that w(y′) must belong to the feasibility set as y′ = d ◦ w(y′). And so, we must have w(y′) ∈ ∂Ω(µ¯).
- Fix µ in the feasibility set of Eq. (19). As y is the optimal prediction, w(y) is a minimizer of the conditional surrogate
risk: minv′ s(v′, µ) = s(w(y), µ). The objective function s(v, µ) − s(w(y), µ) ≥ 0 is a convex affine-by-parts
function with minimizer w(y). We can lower bound this quantity by simply considering the affine parts µ¯ ∈ M0
that include the minimizer, i.e., w(y) ∈ ∂Ω(µ¯) (see Figure 7). Moreover, note that if w(y) ∈ ∂Ω(µ¯), then Ω∗(v) =
Ω∗(w(y)) + 〈µ¯, v − w(y)〉, as µ¯ is the slope of the affine part ∂Ω(µ¯). Using that minv′∈Rk s(v′, µ) = s(w(y), µ) =
Ω∗(w(y))− 〈w(y), µ〉, we have that
δs(v, µ) = s(v, µ)− s(w(y), µ)
= Ω∗(v)− Ω∗(w(y)) + 〈w(y)− v, µ〉
= 〈w(y)− v, µ− µ¯〉.
3rd step. Re-write constraints in terms of w(y). The constraint y = y?(µ) = arg miny∈Y ϕ(y)>Aµ is equivalent
to `(z, µ) − `(y, µ) ≥ 0 for all z ∈ Y, which can be written δ`(z, µ) = 〈w(y) − w(z), µ〉, for all z ∈ Y. Similarly, the
constraint δ`(y′, µ) ≥ ε reads 〈w(y)− w(y′), µ〉 ≥ ε.
In order to state Theorem C.7, let’s first define the function λµy′ : ∂Ω(µ) → R≥0. By Proposition C.2, we know
that ∂Ω(µ) = hull(w(y))y∈y?(µ) + NM(µ). In general, there exist multiple ways to describe a vector v ∈ ∂Ω(µ)
as v =
∑
y∈y?(µ) λyw(y) + n with λ ∈ ∆Y and n ∈ NM(µ). The function v 7→ λµy′(v) is defined as the maximal
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weight of the vector w(y′) over all possible decompositions:
λµy′(v) =

max
λ,n
λy′
s.t v =
∑
y∈y?(µ) λyw(y) + n
λ ∈ y?(µ)
n ∈ NM(µ)
. (22)
The following Theorem C.7 gives a constant positive lower bound of the ratio ζ(ε)/ε as a minimization of λµ¯y′(v) over the
prediction set of y′.
Theorem C.7. We have that
ζ(ε) = min
y′∈Y
min
µ¯∈M0(y′)
ζy′,µ¯(ε)
, where M0(y′) = {µ¯ ∈M0 | w(y′) ∈ ∂Ω(µ¯)} ⊆M0 ⊂M and
ζy′,µ¯(ε)/ε ≥
{
min
v∈∂Ω(µ¯)
λµ¯y′(v)
s.t y′ = d ◦ v
. (23)
Proof. We split the proof into four steps. First, we remove some constraints and write the optimization problem in terms
of µ − µ¯. Second, we construct the dual of the linear program associated to the minimization w.r.t. µ and extract the
variable ε as a multiplying factor in the objective, thus showing the linearity of the calibration function. Then, we add a
simplex constraint to simplify the problem and finally, we put everything together to obtain the desired result.
1st step. Write optimization w.r.t µ in terms of µ− µ¯ by removing some constraints. Let’s proceed with the following
editions of the constraints of (21) to obtain a lower bound:
1. The coneNM(µ¯) is polyhedral, as it is the normal cone of the convex polytopeM at the point µ¯. Hence, it is a finitely
generated cone (De Loera et al., 2012), which can be described as
NM(µ¯) = {a1n1 + · · ·+ arnr | ai ≥ 0, ni ∈ Rk}.
Let’s now replace the constraint µ ∈M (last constraint of (21)) by the constraints 〈−ni, µ− µ¯〉 ≥ 0 where 1 ≤ i ≤ r
and ni are the generators of the cone NM(µ¯).
2. Note that by construction, we have that
〈ϕ(z), Aµ¯〉 = 〈ϕ(z′), Aµ¯〉, ∀z, z′ ∈ y?(µ¯), (24)
as z, z′ are optimal for the conditional moments µ¯. Let’s remove from the second line of constraints of (21) the ones
corresponding to z ∈ Y \ y?(µ¯) and use (24) for the remaining constraints. We obtain
ζy,y′,µ¯(ε) ≥

min
v,µ∈Rk
〈w(y)− v, µ− µ¯〉
s.t 〈A>(ϕ(y′)− ϕ(y)), µ− µ¯〉 ≥ ε,
〈A>(ϕ(z)− ϕ(y)), µ− µ¯〉 ≥ 0, ∀z ∈ y?(µ¯)
〈−ni, µ− µ¯〉 ≥ 0, 1 ≤ i ≤ r
〈v, ϕ(y′)− ϕ(z)〉 ≥ 0, ∀z ∈ Y
3. Do the change of variables µ′ = µ− µ¯ and re-define µ ..= µ′ to ease notation.
ζy,y′,µ¯(ε) ≥

min
v,µ∈Rk
〈w(y)− v, µ〉
s.t 〈A>(ϕ(y′)− ϕ(y)), µ〉 ≥ ε,
〈A>(ϕ(z)− ϕ(y)), µ〉 ≥ 0, ∀z ∈ y?(µ¯)
〈−ni, µ〉 ≥ 0, 1 ≤ i ≤ r
〈v, ϕ(y′)− ϕ(z)〉 ≥ 0, ∀z ∈ Y
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2nd step. Linearity in ε via duality. Define Y = y?(µ¯). Let’s now study separately the linear program corresponding to
the variables µ, which reads as
(P)

min
µ
〈w(y)− v, µ〉
s.t 〈A>(ϕ(y′)− ϕ(y)), µ〉 ≥ ε,
〈A>(ϕ(z)− ϕ(y)), µ〉 ≥ 0, ∀z ∈ Y
〈−ni, µ〉 ≥ 0, 1 ≤ i ≤ r
Let’s consider the dual formulation (D) of (P):
(D)

max
λ∈RY+r
ελy′
s.t A>
∑
z∈Y λz(ϕ(y)− ϕ(z)) +
∑r
i=1 λ
n
i ni = A
>ϕ(y) + v
λy ≥ 0 y ∈ Y
λni ≥ 0 1 ≤ i ≤ r
,
where we have used that w(y) = −A>ϕ(y).
3rd step. Simplify by adding a simplex constraint (dependence of optimal prediction y disappears). As problem (D) is
written as a maximization, we can lower bound the objective by adding constraints. If we add the constraint
∑
z∈Y λz = 1,
the term A>ϕ(y) simplifies and we obtain the following lower bound
max
λ∈RY+r
ελy′
s.t A>
∑
z∈Y λzw(z) +
∑r
i=1 λ
n
i ni = v
λy ≥ 0 y ∈ Y∑
z∈Y λz = 1
λni ≥ 0 1 ≤ i ≤ r
, (25)
Note that the term
∑r
i=1 λ
n
i ni with λ
n
i ≥ 0 covers all possible normal cone vectors, and so the maximization can be written
over vectors in NM(µ¯). Hence, Eq. (25) can be written as
max
λ,n
ελy′
s.t v =
∑
y∈Y λyw(y) + n
λ ∈ ∆Y
n ∈ NM(µ¯)
. (26)
4th step. Putting everything together. Recall that problem (26) is a function of v. The desired lower bound is constructed
by minimizing the quantity (26) under the constraints v ∈ ∂Ω(µ¯) and y′ = d ◦ v.
C.4. Quantitative Lower Bound.
The compressed form of the calibration function (23) given by Theorem C.7 is still far from a quantitative understanding
on the value of the function. The following Theorem C.8 provides a quantitative lower bound under mild assumptions on
the loss L.
Assumption on L. L is symmetric and there exists C > 0 such that
y ∈ arg min
y′∈Y
Ez∼αL(y′, z) =⇒ αy ≥ 1/C > 0, (27)
for all α ∈ ∆Y.
Theorem C.8. Assume (27). Then, for any ε > 0, the calibration function is lower bounded by
ζ(ε) ≥ ε
D
,
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where D = maxy′∈YDy′ and
1/Dy′ = min
µ¯∈M0(y′)

min
α∈∆
Y
max
β∈∆
Y
βy
s.t A> Ez∼α ϕ(z) = A> Ez′∼β ϕ(z′)
y′ ∈ arg miny∈Y Ez∼α L(y, z)
, (28)
where Y = y?(µ¯).
Proof. We use the notation ν(α) = Ey∼α ϕ(y) for α ∈ ∆Y. Let’s first show that
ζy′,y,µ¯(ε)/ε ≥
{
min
α∈∆
Y
λµ¯y′(−A>ν(α))
s.t y′ ∈ arg miny∈Y Ez∼α L(y, z)
. (29)
In order to see this, note that as v ∈ ∂Ω(µ¯), we can write v = −A>ν(α) + nv where α ∈ ∆Y and nv ∈ NM(µ¯). We will
show that condition y′ = d ◦ v implies
〈ϕ(z)− ϕ(y′), A>ν(α)〉 ≥ 0, ∀z ∈ Y.
The condition y′ = d ◦ v is equivalent to 〈ϕ(z) − ϕ(y′), A>ν(α) − nv〉 ≥ 0 for all z ∈ Y. By definition of NM(µ¯),
we have that nv satisfies 〈s − µ¯, nv〉 ≤ 0 for any s ∈ M. Now let z ∈ Y \ {y′} and consider the representation µ¯ =
cy′,µ¯ϕ(y
′) + cz,µ¯ϕ(z) + (1 − cy′,µ¯ − cz,µ¯)r with r ∈ hull(Y \ {y′, z}) and 0 ≤ cy′,µ¯, cz,µ¯ ≤ 1. Since nv ∈ NM(µ¯)
satisfies 〈s− µ¯, nv〉 ≤ 0 also for s = (cy′,µ¯ + cz,µ¯)ϕ(y′) + (1− cy′,µ¯ − cz,µ¯)r ∈ M, when cz,µ¯ > 0 we have
0 ≥ c−1z,µ¯〈s− µ¯, nv〉 = 〈ϕ(y′)− ϕ(z), nv〉.
From (27), we know that cz,µ¯ ≥ 1/C > 0 for all z ∈ y?(µ¯). Then we have
〈ϕ(z)− ϕ(y′), nv〉 ≥ 0, ∀ z ∈ y?(µ¯).
Note moreover that y?(ν(α)) ⊆ y?(µ¯). Indeed, by the assumption (27), we have that αz = 0 implies z /∈ y?(ν(α)) and
since α ∈ ∆y?(µ¯) we have that αz = 0 for z /∈ y?(µ¯). Since y′ ∈ y?(µ¯) by construction of µ and A is symmetric due to
the symmetry of L
Et∈αL(t, z)− Et∈αL(t, y′) = 〈ϕ(z)− ϕ(y′), Aν(α)〉 = 〈ϕ(z)− ϕ(y′), A>ν(α)〉 ≥ 〈ϕ(z)− ϕ(y′), nv〉 ≥ 0,
for all z ∈ y?(µ¯). Hence, Eq. (29) is proven. Finally, setting n = 0 in the definition (22) of λµ¯y′(−A>ν(α)), we obtain the
desired lower bound.
Corollary C.9. Under the same assumptions of Theorem C.8, we have that C ≥ D, and so
ζ(ε) ≥ ε
C
.
Proof. This can be seen by setting α = β in Eq. (28).
Exponential constants in the calibration function. We argue that the constant D from Theorem C.8 does not grow
as the size of the output space Y when the problem is structured, i.e., k  |Y|. On the other hand, the constant C from
Assumption (27) and Corollary C.9 can take exponentially large values (of the order of |Y|) when the problem is structured.
We show this by studying the calibration function for Example 2.1 and Example 2.2 in the next section.
C.5. Computation of the Constant for Specific Losses
Calibration function for factor graphs (Example 2.1). Assume that we only have unary potentials and the individual
losses are the 0-1 loss, which means that A = −Id is the negative identity. Assume also that each part takes binary values,
i.e., R = 2. The constant C can be as large as |Y| = 2M , by considering the uniform distribution αy = 1/2M for all y,
which is optimal for every output. On the other hand, as the marginals for the uniform distribution are (1/2, 1/2) for every
m, one can take β = 1/2δy + 1/2δ−y , and so D is 2.
Consistent Structured Prediction with Max-Min Margin Markov Networks
Calibration function for matching (Example 2.2). In this case, the constant C can be as large as |Y| = M ! by consid-
ering the uniform distribution αy = 1/M ! for all y. This corresponds to Ez∼α ϕ(z) = 1/M11>. For this distribution, the
value of the constant D is M , because one can write 1/M11> as the the uniform distribution over M different permuta-
tions.
Proposition C.10 (Lipschitz Multi-class). Let Y = {1, . . . , k},k ≥ 2 and assume that L be symmetric. If there exists q ∈
[0, 1) such that for all y, z ∈ Y ∑
t∈Y\{y,z}
|L(t, y)− L(t, z)| ≤ q L(y, z),
then the calibration function for M4N is bounded by
ζ(ε) ≥ H, H ≥ 1− q
k − q > 0.
Proof. First we prove that L satisfies (27). Then we apply Theorem C.6. Let α ∈ ∆Y and assume that y ∈
arg miny∈Y Et∼αL(y, t). This is equivalent to the following∑
t∈Y
αtL(t, y) ≤
∑
t∈Y
αtL(t, z), ∀z ∈ Y.
In particular fix as z = arg maxt∈Y\{y} αt. By symmetry of the loss, the equation above is equivalent to
(αz − αy)L(y, z) ≤
∑
t∈Y\{y,z}
αt(L(t, z)− L(t, y)).
Let s = arg maxt∈Y\{y,z} αt, then∑
t∈Y\{y,z}
αt(L(t, z)− L(t, y)) ≤ ( max
t∈Y\{y,z}
αt)
∑
t∈Y\{y,z}
|L(t, z)− L(t, y)| ≤ αs q L(y, z).
Note that by construction αs ≤ αz , so
(αz − αy)L(y, z) ≤ αs q L(y, z) ≤ αz q L(y, z),
from which we have αz(1 − q) ≤ αy . Since αz is the maximum probability over Y \ {y}, then it can not be smaller
than (1− αy)/(k − 1), so αz ≥ (1− αy)/(k − 1). From which we derive
αy ≥ 1− q
k − q .
This holds for any α ∈ ∆Y, y ∈ Y and implies that (27) is valid for L, with c ≥ 1−qk−q . Then we can apply Theorem C.6
obtaining the desired result.
Proposition C.11 (Decomposable Multi-label Loss). Let Y = Y1×· · ·×YM , L(y, y′) =
∑M
m=1 Lm(ym, y
′
m) and ϕ(y) =
(eym)m∈M . Let ζm be the calibration function of Lm and assume ζm(ε) ≥ ε/Cm, with Cm > 0. The calibration function
ζ associated to L(y, y′) has the following form:
ζ(ε) ≥ ε/( max
m∈[M ]
Cm).
Proof. We have δ`(y, µ) =
∑M
m=1 δ`m(ym, µm) and the surrogate conditional loss decomposes additively as
s(v, µ) =
M∑
m=1
sm(vm, µm), sm(vm, µm) = max
q∈∆Ym
min
y′m∈Ym
Ly′mq + v
>q − v>µm.
Consistent Structured Prediction with Max-Min Margin Markov Networks
We recall that the calibration function satisfies ζ(ε) ≥ ε/C iff δ`(y, µ) ≤ Cδs(v, µ), for all v, µ and y among the
minimizers of the surrogate. Hence, for all v, µ and y among the minimizers of the surrogate:
( max
m∈[M ]
Cm)δs(v, µ) = ( max
m∈[M ]
Cm)
M∑
m=1
δsm(vm, µm)
) ≥ M∑
m=1
Cmδsm(vm, µm)
≥
M∑
m=1
δ`m(ym, µm) = δ`(y, µ).
Proposition C.12 (Calibration function for high-order factor graphs (Example 2.1)). Assume (27). The constant D from
Theorem C.8 for embeddings for unary and high-order interactions is the same as the constant D with only unary poten-
tials.
Proof. As the loss is decomposable as L(y, y′) = 1M
∑M
m=1 Lm(ym, y
′
m), it only depends on the unary embeddings. This
means that the constraint A> Ez∼α ϕ(z) = A> Ez′∼β ϕ(z′) from Eq. (28) only affects the unary embeddings, and so the
lower bound is the same.
D. Sharp Generalization Bounds for Regularized Objectives
For λ > 0 and g ∈ G where G is a vector valued reproducing kernel Hilbert space and with norm ‖ · ‖G and g(x) ∈ Rk
defined as g(x)i = 〈g,Ψi(x)〉G with Ψi : X → G for i = 1, . . . , k. Note that in particular we have the identity
K(x, x′) = 〈Ψ(x),Ψ(x′)〉G ∈ Rk×k,
where K is the associated vector-valued reproducing Kernel. A simple example is the following. Let K0 : X ×X → R
be a scalar reproducing kernel, then the kernel K(x, x′) = 1kK0(x, x
′)Ik×k is a vector-valued reproducing kernel whose
associated vector-valued reproducing kernel Hilbert space contains functions of the form g : X → Rk. Now define
R(g) = E(x,y)∼ρS(g(x), y), Rλ(g) = R(g) + λ‖g‖2G, gλ = arg min
g∈G
Rλ(g).
Define also the empirical versions given a dataset (xi, yi)ni=1
Rn(g) =
1
n
n∑
i=1
S(g(xi), yi), R
λ
n(g) = Rn(g) + λ‖g‖2G, gλn = arg min
g∈G
Rλn(g).
We will use the following theorem that is a slight variation of Thm.1 from (Sridharan et al., 2009).
Theorem D.1. Let δ ∈ (0, 1). Let L be the Lipschitz constant of S and let ‖Ψi(x)‖ ≤ B for all x ∈ X , i = 1, . . . , k.
Assume that there exists g? such that R(g?) = infg∈GR(g). For any g ∈ G the following holds
R(g)− R(g?) ≤ 2(Rλn(g)− Rλn(gλn)) +
16L2B2(32 + log(1/δ))
λn
+
λ
2
‖g‖2G. (30)
with probability 1− δ.
Proof. We apply the following error decomposition:
R(g)− R(g?) = (Rλ(g)− Rλ(gλ)) + (Rλ(gλ)− Rλ(g?)) + λ
2
(‖g?‖2G − ‖g‖2G).
By applying Theorem 1 of (Sridharan et al., 2009) on Rλ(g)− Rλ(gλ), we have
Rλ(g)− Rλ(gλ) ≤ 2(Rλn(g)− Rλn(gλn)) +
16L2B2(32 + log(1/δ))
λn
.
Considering that Rλ(gλ)− Rλ(g?) ≤ 0 by definition of gλ, we obtain the desired result.
Now we are ready to prove Theorem 3.4
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Proof of Theorem 3.4. Apply the theorem above with g = gλn. Note moreover that by Fisher consistency in Theo-
rem 3.2, g?(x) = −A>ϕ(f?(x)). Let G be the vector-valued reproducing kernel Hilbert space associated to the vector-
valued kernel K, then B = supx∈X ‖Ψ(x)‖G = ‖K(x, ·)‖G = supx∈X Tr(K(x, x))1/2, where Tr is the trace. Moreover
we haveL ≤ 2‖A‖maxy∈Y ‖ϕ(y)‖. The result is obtained by minimizing the resulting upper bound in λ and then applying
comparison inequality of Theorem 3.3.
To conclude we extend a result from (Pillaud-Vivien et al., 2018a) to our case. In the following assumeX = Rd and denote
by Gm the vector-valued reproducing kernel induced by Km(x, x′) = 1k K¯m(x, x
′)Ik×k where Ik×k is the identity matrix
and K¯m(x, x′) is the scalar kernel associated to the Sobolev space Wms (Rd) for m > d/2. Note that when m = (d+1)/2,
K¯m(x, x
′) = e−‖x−x
′‖.
Theorem D.2. Let X = Rd and ρ be such that Xy ∩ Xy′ = ∅, for every y 6= y′ where Xy = {x ∈ X | y ∈
arg minz∈Y Ey∼ρ(·|x)L(z, y)}. When G ⊆ Gm for m > d/2, we have that
‖ϕ(f?)‖G <∞.
Proof. Since Wm2 (Rd) contains the smooth and compactly supported functions C∞c (Rd) by construction for any m > 0
and Gm = Wm2 (Rd)⊗k, when G ⊇ Gm we have that G contains all the vector valued compactly supported smooth functions.
Now note for any two sets A,B there exists a compactly supported smooth function fA,B that has value 1 on A and 0 on B
(see (Pillaud-Vivien et al., 2018a) for more details). Now we build
g = −A>
∑
y∈Y
ϕ(y)fXy,∪z 6=yXz .
Note that d ◦ g ∈ arg minf :X→Y E(x,y)∼ρL(f(x), y), since for any x ∈ ∪y∈Xy = support(ρ) we have d ◦ g ∈
arg minz∈Y Ey∼ρ(·|x)L(z, y) by construction. I.e. d ◦ g = f? and so g = −A>ϕ(f?). To conclude the theorem, note
that ‖g‖G <∞ since g ∈ C∞c (Rd,Rk) ⊆ Gm ⊆ G.
E. Max-min margin and dual formulation
E.1. Derivation of the Dual Formulation
Let us first define
Hi(µ,w) = min
y∈Y
ϕ(y)>Aµ+ gw(xi)>µ− gw(xi)>ϕ(yi).
Let’s denote w(µ) = 1λnΦn(µ− ϕn) where Φn = 1λn (Φ(x1), . . . ,Φ(xn)) is the d× n scaled input data matrix and ϕn =
(ϕ(y1), . . . , ϕ(yn))
> is the n × k output data matrix. Note that w>w(µ) = 1λn
∑n
i=1 gw(xi)
>(µi − ϕ(yi)). The dual
formulation (D) of M4Ns can be derived as follows:
min
w∈G
1
n
n∑
i=1
max
µi∈M
Hi(µi, w) +
λ
2
‖w‖2G
= min
w∈G
1
n
( n∑
i=1
max
µi∈M
gw(xi)
>(µi − ϕ(yi)) + min
y′∈Y
ϕ(y′)>Aµi
)
+
λ
2
‖w‖2G
= max
µ∈M×···×M
1
n
n∑
i=1
(
min
w∈G
gw(xi)
>(µi − ϕ(yi)) + min
y′∈Y
ϕ(y′)>Aµi
)
+
λ
2
‖w‖2G
= max
µ∈M×···×M
1
n
n∑
i=1
min
y′∈Y
ϕ(y′)>Aµi + min
w∈G
− w> 1
n
w(µ) +
λ
2
‖w‖2G
= max
µ∈M×···×M
1
n
n∑
i=1
min
y′∈Y
ϕ(y′)>Aµi + λmin
w∈G
− w>w(µ) + 1
2
‖w‖2G
= max
µ∈M×···×M
1
n
n∑
i=1
min
y′
ϕ(y′)>Aµi − λ
2
‖w(µ)‖22,
where the maximization and minimization have been interchanged using strong duality. We have w? = w(µ?).
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E.2. Computation of the Dual Gap
The dual gap g at the pair (w(µ), µ) decomposes additively in individual dual gaps as g(w, µ) = 12
∑n
i=1 gi(w, µi):
g(w, µi) =
1
n
n∑
i=1
max
µ′i∈M
Hi(µ
′
i, w) +
λ
2
w>w −
( 1
n
n∑
i=1
min
y′
ϕ(y′)>Aµi − λ
2
w>w
)
=
1
n
n∑
i=1
(
max
µ′i
Hi(µ
′
i, w)−min
y′
ϕ(y′)>Aµi
)
+ λw>w
=
1
n
n∑
i=1
(
max
µ′i
Hi(µ
′
i, w)−min
y′
ϕ(y′)>Aµi
)
+
1
n
n∑
i=1
w>(λnwi(µi))
=
1
n
n∑
i=1
max
µ′i
Hi(µ
′
i, w) + w
>(λnwi(µi))−min
y′
ϕ(y′)>Aµi
=
1
n
n∑
i=1
max
µ′i
Hi(µ
′
i, w)−Hi(µi, w) =
1
n
n∑
i=1
gi(w, µi),
where wi(µi) = 1λnΦ(xi)(µi − ϕ(yi))>.
F. Generalized Block-Coordinate Frank-Wolfe
F.1. General Convergence Result
In order to prove a convergence bound, following (Lacoste-Julien et al., 2013), we will consider a more general optimization
problem, and combine their proof with the proof of generalized conditional gradient from (Bach, 2015), with an additional
support from approximate oracles.
We thus consider a product domain K = K1 × · · ·Kn, and a smooth function f defined on K, as well as n func-
tions h1, . . . , hn. We assume that f is Li-smooth with respect to the i-th block. The optimization problem reads
min
z∈K1×···×Kn
g(z) ..= f(z) +
n∑
i=1
hi(zi). (31)
The algorithm, described in Algorithm 3, proceeds as follows. Starting from z(0) ∈ K1 × · · · × Kn, for t ≥ 0, se-
lect i(t) uniformly at random and find z¯i(t) ∈ Ki(t) such that minimizes a convex lower bound of the objective function on
the Ki(t)’th block. This convex lower bound is constructed by linearizing only the smooth part of the objective function.
Hence, the minimization of the lower bound reads:
hi(t)(z¯i(t)) +∇i(t)f(z(t))>z¯i(t) 6 inf
zi(t)∈Ki(t)
hi(t)(zi(t)) +∇i(t)f(z(t))> zi(t) + εt. (32)
Note that we allow an error of at most εt on the computation of the generalized Frank-Wolfe oracle. This is key in our
analysis as in our setting we only have access to an approximate oracle. Finally, define z(t+1) by copying z(t) except
the i(t)-th coordinate, which is taken to be
z
(t+1)
i(t) = (1− γt)z(t)i(t) + γtz¯i(t).
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Algorithm 3 Generalized Block-Coordinate Frank-Wolfe
Let z(0) ∈ K1 × · · · ×Kn
for t = 0 to T do
Pick i(t) at random in {1, . . . , n}
z¯?i(t) ∈ arg minz′i(t)∈Ki ∇i(t)f(z
(t))>z′i(t) + hi(t)(z
′
i(t)) (solve generalized Frank-Wolfe oracle).
γ ..= 2nt+2n or optimize γ by line-search.
z
(t+1)
i(t)
..= (1− γ)z(t)i(t) + γz¯?i(t) (Only affecting the i-th coordinate. Copy the rest.)
end for
We have, using the convexity of hi(t) and the smoothness of f , and denoting z∗ a minimizer of h(z) = f(z)+
∑n
i=1 hi(zi):
f(z(t+1)) +
n∑
i=1
hi(z
(t+1)
i )
≤ f(z(t)) + (z(t+1)i(t) − z(t)i(t))>∇i(t)f(z(t)) +
Li(t)
2
‖z(t+1)i(t) − z(t)i(t)‖2
+
n∑
i=1
hi(z
(t)
i ) + hi(t)(z
(t+1)
i(t) )− hi(t)(z(t)i(t))
≤ f(z(t)) + γt(z¯i(t) − z(t)i(t))>∇i(t)f(z(t)) +
Li(t)
2
γ2t ‖z¯i(t) − z(t)i(t)‖2
+
n∑
i=1
hi(z
(t)
i ) + (1− γt)hi(t)(z(t)i(t)) + γthi(t)(z¯i(t))− hi(t)(z(t)i(t))
≤ f(z(t)) +
n∑
i=1
hi(z
(t)
i ) + γt
[
hi(t)(z¯i(t)) + z¯
>
i(t)∇i(t)f(z(t))
]
−γt
[
hi(t)(z
(t)
i(t)) + (z
(t)
i(t))
>∇i(t)f(z(t))
]
+
Li(t)
2
γ2t diam(Ki(t))
2
Now, we use Eq. (32), i.e., the fact that z¯i(t) is an approximate solution of infzi(t)∈Ki(t)
{
hi(t)(zi(t))+∇i(t)f(z(t))> zi(t)
}
.
In this case, we can continue upper bounding the above quantity as
≤ f(z(t)) +
n∑
i=1
hi(z
(t)
i ) + γt
[
inf
zi(t)∈Ki(t)
{
hi(t)(zi(t)) +∇i(t)f(z(t))> zi(t)
}]
−γt
[
hi(t)(z
(t)
i(t))− (z(t)i(t))>∇i(t)f(z(t))
]
+
Li(t)
2
γ2t diam(Ki(t))
2 + γtεt
≤ f(z(t)) +
n∑
i=1
hi(z
(t)
i ) + γt
[
hi(t)(z
∗
i(t)) +∇i(t)f(z(t))> z∗i(t)
−hi(t)(z(t)i(t))− (z(t)i(t))>∇i(t)f(z(t))
]
+
Li(t)
2
γ2t diam(Ki(t))
2 + γtεt.
Let’s now define C ≥ 0 as
C =
n∑
i=1
Lidiam(Ki)
2.
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Finally, if we denote by Ft the information up to time t, we have that
E
[
f(z(t+1)) +
n∑
i=1
hi(z
(t+1)
i ) | Ft
]
≤ f(z(t)) +
n∑
i=1
hi(z
(t)
i )
+ γt
[ 1
n
n∑
i=1
hi(z
∗
i ) +
1
n
∇f(z(t))> z∗ − 1
n
n∑
i=1
hi(z
(t)
i )−
1
n
(z(t))>∇f(z(t))]
+
γ2t
2
C
n
+ γtεt,
where we have used C/n = E[Li(t)diam(Ki(t))2], E
[
hi(t)(zi(t))
]
= 1n
∑n
i=1 hi(zi) and E[zi(t)] =
1
nz for any z ∈
K1 × · · · ×Kn. Thus, if g is the objective function as defined in (31), we get:
E
[
g(z(t+1))− g(z∗)] ≤ (1− γt
n
)
[
Eg(z(t))− g(z∗)]+ γ2t
2
C
n
+ γtεt.
Note that the above inequality is the same appearing in (Jaggi, 2013) but with the key difference of the factor 1/n, which
stems from the random block-coordinate procedure of the algorithm. If we defineGt = E
[
g(z(t))−g(z∗)], we can re-write
the recursion as
Gt+1 ≤ (1− γt
n
)Gt +
γ2tC
2n
+ γtεt.
Let’s first set εt = 0, i.e., Gt+1 ≤ (1− γtn )Gt + γ
2
tC
2 , and prove by induction if γt =
2n
t+2n ∈ [0, 1], we obtain
Gt ≤ 2n(C +G0)
t+ 2n
t ≥ 0.
Let’s proceed by induction. The base-case k = 0 is satisfied as C ≥ 0.
Gt+1 ≤ (1− γt
n
)Gt +
γ2tC
2n
= (1− 2
t+ 2n
)Gt + (
2n
t+ 2n
)2
C
2n
≤ (1− 2
t+ 2n
)
2n(C +G0)
t+ 2n
+ (
1
t+ 2n
)22nC
Rearranging the terms gives
Gt+1 ≤ 2nC
t+ 2n
(1− 2
t+ 2n
+
1
t+ 2n
)
=
2nC
t+ 2n
t+ 2n− 1
t+ 2n
≤ 2nC
t+ 2n
t+ 2n
t+ 2n+ 1
=
2nC
t+ 2n+ 1
,
which is the claimed bound for k + 1. If we now we use an error
εt =
1
2
δγtLi(t)diam(Ki(t))
2. (33)
Then, we have that
Gt+1 ≤ (1− γt
n
)Gt +
γ2tC(1 + δ)
2n
C,
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and so we get
E
[
g(z(t+1))− g(z∗)] ≤ 2n
t+ 2n
(
E
[
g(z(0))− g(z∗)]+ (1 + δ) n∑
i=1
Lidiam(Ki)
2
)
.
In order to obtain the final bound only in terms of
∑n
i=1 Lidiam(Ki)
2, we can reuse the techniques from (Lacoste-Julien
et al., 2013), such as a single batch generalized Frank-Wolfe step, or use line search instead of constant step-sizes. Using
these techniques, we can manage to set
E
[
g(z(0))− g(z∗)] ≤ nmax
i
diam(Ki)
2 maxi Li
2
,
so that we obtain
E
[
g(z(t+1))− g(z∗)] ≤ (2 + δ) 2n2
t+ 2n
max
i
Li max
i
diam(Ki)
2.
F.2. Application to Our Setting, Proof of Theorem 5.1.
Algorithm 4 Generalized Block-Coordinate Frank-Wolfe
Let w(0) ..= w(0)i
..= w¯(0) ..= 0
for t = 0 to T do
Pick i at random in {1, . . . , n}
(µ?i , ν
?
i ) = O
εt(gw(t)(xi)) (solve oracle with precision εt)
ws ..= Φn(µ
?
i − ϕn)/(λn)
γ ..= 2nt+2n (or line-search)
w
(t+1)
i
..= (1− γ)w(t)i + γws
w(t+1) ..= w(t) + w
(t+1)
i − w(t)i
(Optional averaging: w¯(t+1) ..= tt+2 w¯
(t) + 2t+2w
(t+1)).
end for
In our setting, we have that diam(Ki) = diam(M) and Li ≤ R2λn2 (R is the maximal norm of features). Hence, the bound
simplifies to
E
[
g(z(t+1))− g(z∗)] ≤ 2(2 + δ)
t+ 2n
R2diam(M)2
λ
.
Which means that in order to get E
[
g(z(t+1))− g(z∗)] ≤ ε one needs
t ≥ 2(2 + δ)R
2 diam(M)2
λε
+ 2n = O
(
n+
R2 diam(M)2
λε
)
iterations.
G. Solving the Oracle with Saddle Point Mirror Prox
Let X ⊂ Rk, Y ⊂ Rk be compact and convex sets. Let F : X×Y→ R be a continuous function such that F (·, y) is convex
and F (x, ·) is concave. We are interested in computing
min
x∈X
max
y∈Y
F (x, y).
By Sion’s minimax theorem there exists a pair (x?, y?) ∈ X× Y such that
F (x?, y?) = min
x∈X
max
y∈Y
F (x, y) = max
y∈Y
min
x∈X
F (x, y).
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We assume that
‖∇xF (x, y)−∇xF (x′, y)‖∗X ≤ β1,1‖x− x′‖X
‖∇xF (x, y)−∇xF (x, y′)‖∗X ≤ β1,2‖y − y′‖Y
‖∇yF (x, y)−∇yF (x′, y)‖∗Y ≤ β2,1‖x− x′‖X
‖∇yF (x, y)−∇yF (x, y′)‖∗Y ≤ β2,2‖y − y′‖Y,
where ‖ · ‖∗X, ‖ · ‖∗Y denote the dual norms of ‖ · ‖X, ‖ · ‖Y, respectively. We are interested in finding an algorithm that
produces (x̂, ŷ) that has small duality gap g(x̂, ŷ) defined as
g(x̂, ŷ) ..= max
y∈Y
F (x̂, y)−min
x∈X
F (x, ŷ).
G.1. Saddle Point Mirror Prox (SP-MP)
Define HX : DX → R and HY : DY → R, which are 1-strongly concave w.r.t a norm ‖ · ‖X on X ∩ DX and ‖ · ‖Y
on Y ∩DY, respectively. Denote RX = supx∈XHX(x) −minx∈XHX(x) and RY similarily for HY. Define Z ..= X × Y
and H : D ..= DX×DY → R defined as H(z) = 1R2
X
HX(x) +
1
R2
Y
HY(y), where z = (x, y). The saddle point mirror prox
(SP-MP) algorithm is defined as follows.
Start with z(1) = (x(1), y(1)) = arg maxz∈Z H(z). Then at every iteration k:
(u(k+1), v(k+1)) ..= arg min
z∈Z∩D
η(∇xF (x(k), y(k)),−∇yF (x(k), y(k)))>z +D−H(z, z(k+1))
(x(k+1), y(k+1)) ..= arg min
z∈Z∩D
η(∇xF (u(k+1), v(k+1)),−∇yF (u(k+1), v(k+1)))>z +D−H(z, z(k+1))
The following Theorem G.1 by (Nemirovski, 2004) studies the convergence of SP-MP.
Theorem G.1 ((Nemirovski, 2004)). Let L = max(β11R2X, β22R
2
Y, β12RXRY, β21RXRY). Then, the algorithm saddle
point mirror prox (presented at the beginning of the section) runned with η = 12L satisfies
g(u¯K , v¯K) ≤ 4L
K
,
where u¯K ..= 1K
∑K
k=1 u
(k) and v¯K ..= 1K
∑K
k=1 v
(k).
In our setting, we have that X = Y = M and
F (ν, µ) = ν>Aµ+ v>µ. (34)
The gradients have the following form:
∇νF (ν, µ) = Aµ, and ∇µF (ν, µ) = A>ν + v.
G.2. Max-Min Oracle for Sequences (special case of Example 2.1)
Consider unary potentials and binary potentials between adjacent variables. The embeddings can be written as
ϕ(y) = (ϕu(y), ϕp(y)) = ((ϕm(ym))
M
m=1, ϕm,m+1(ym,m+1)
M−1
m=1 ) ∈ RRM+R
2(M−1),
where ϕm(ym) = eym ∈ RR and ϕm,m+1(ym,m+1) = eym,m+1 ∈ RR
2
are vectors of the canonical basis. Here, ϕu and ϕp
stand for unary and pair-wise embeddings. If the loss decomposes coordinate-wise as L(y, y′) = 1M
∑M
i=1 Lm(ym, y
′
m) as
detailed in Example 2.1, the loss decomposition reads
A =

L1/M · · · 0R×R
...
. . .
...
0R×R · · · LM/M
0MR×(M−1)R2
0(M−1)R2×MR 0(M−1)R2×(M−1)R2
 , a = 0.
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The bilinear function (34) takes the following form:
F (ν, µ) =
M∑
m=1
ν>mLmµm +
M∑
m=1
v>mµm +
M−1∑
p=1
v>p µp.
Note that as A is low-rank, the dependence on ν is only on the unary embeddings, which means that the minimization
over ν is over a simpler domain that decomposes as Q = ΠMm=1∆R.
We consider the entropies HQ : Q→ R and HM : M→ R defined as:
HQ(ν) ..=
M∑
m=1
HS(νm), HM(µ) ..=

maxq∈∆|Y| HS(q)
s.t. Ey∼q ϕm(ym) = µm, 1 ≤ m ≤M
Ey∼q ϕp(yp) = µp, 1 ≤ p ≤M − 1
,
where for q ∈ ∆k, we define the Shannon entropy HS : ∆k → R as HS(q) = −
∑k
j=1 qj log qj .
In order to apply SP-MP we need to compute two projections in Q and M with respect to the corresponding entropies
described above. The update on ν ∈ Q takes the form
arg min
ν∈Q
η
M∑
m=1
ν>mLmµ
(t)
m +D−HQ(ν, ν
(t)). (35)
As the entropy HQ is separable, the projection (35) is separable and can be computed with the softmax operator. The
update on µ ∈M takes the form
arg min
µ∈M
− η
M∑
m=1
µ>m(L
>
mν
(t)
m + vm)− η
M−1∑
p=1
µ>p vp +D−HM(µ, µ
(t)). (36)
Projection (36) can be computed using marginal inference using the sum-product algorithm.
Norm ‖ · ‖Q and constants RQ, σQ. We choose the norm as the L1-norm ‖ν‖Q ..= ‖ν‖1 =
∑M
m=1 ‖νm‖1. From
Pinsker’s inequality, we know that H(νm) is 1-strongly convex with respect to ‖ · ‖1 in ∆R. Hence, we have that HQ(ν)
is 1-strongly respect with respect to ‖ · ‖1 in Q. Moreover, using that minq∈QHQ(ν) = 0, we have that
R2Q
..= max
ν∈Q
HQ(ν) = max
ν∈ΠMm=1∆R
M∑
m=1
H(νm) =
M∑
m=1
max
νm∈∆R
H(νm) =
M∑
m=1
logR = M logR.
Norm ‖ · ‖M and constantsRM, σM. If we choose the L2-norm ‖µ‖M ..= ‖µ‖2, the strong-convexity constant of HM :
M→ R defined in Appendix G.2 with respect to ‖ · ‖2 is
σM = diam(M)
−2.
In order to see this, note that the strong-convexity parameter σM of HM is equal to the inverse of the smooth-
ness parameter of the partition function A(v) = log
(∑
y∈Y exp(〈ϕ(y), v〉)
)
, which corresponds to the maximal
dual norm ‖ · ‖∗ of the covariance operator Σ(v) = Ey∼qv ϕ(y)ϕ(y)> − Ey∼qv ϕ(y)Ey∼qv ϕ(y)>, where qv(y) =
exp〈v, ϕ(y)〉/∑y′∈Y exp(〈ϕ(y′), v〉)) If we consider ‖ · ‖2, it follows directly that σ−1M = supv ‖Σ(v)‖2 ≤ diam(M)2.
Finally, using that minµ∈MHM(µ) = 0, we have that
R2M
..= max
µ∈M
HM(µ) =
M∑
m=1
max
µm∈∆R
H(µm) + (≤ 0) ≤
M∑
m=1
logR.
Computation of the smoothness constants (β11, β12, β21, β22).
- β11 = 0 as∇mFx(q, µ) is constant in q for all m ∈ [M ].
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- We have that ‖Lm(µm − µ′m)‖∞ ≤ ‖Lm‖∞‖µm − µ′m‖1. Hence, β12 = maxm∈[M ] ‖Lm‖∞.
- We have that∇mFy(q, µ) and∇cFy(q, µ) are constant in µ for all m ∈ [M ] and c ∈ C, so β12 = 0.
- We have that ‖L>m(qm − q′m)‖2 ≤ ‖L>m‖2‖qm − qm‖2. Hence, β22 = maxm∈[M ] ‖L>m‖2.
Finally, the constant L appearing in Theorem G.1 reads
L = max
m∈[M ]
‖Lm‖2 diam(M)2M logR.
G.3. Max-Min Oracle for Matching of Example 2.2
We represent the permutation σ ∈ SM using the corresponding permutation matrix ϕ(σ) = Pσ ∈ RM×M . The loss
decomposition is
L(σ, σ′) =
1
M
M∑
m=1
1(σ(j) 6= σ′(j)) = 1− 〈Pσ, Pσ′〉
M
= 1− 〈ϕ(σ), ϕ(σ
′)〉
M
,
i.e., A = −Id/M and a = 1. The marginal polytope M corresponds to the Birkhoff polytope or equivalently, the polytope
of doubly stochastic matrices
M = hull{Pσ | σ ∈ SM} = {P ∈ RM×M | P1 = 1, PT 1 = 1, 0 ≤ Pij ≤ 1, i, j ∈ [M ]}.
The max-min oracle corresponds to the following saddle-point problem:
arg max
P∈M
min
Q∈M
〈S, P 〉 − 〈Q,P 〉/m. (37)
We have three natural options for the entropy, namely, the constrained Shannon entropy (which is the one used in the factor
graph Example 2.1), the entropy of marginals and the quadratic entropy.
Constrained Shannon Entropy. In this case,
H(Q) ..= max
p∈∆SM
−
∑
σ∈SM
p(σ) log p(σ) s.t.
∑
σ∈SM
p(σ)Pσ = Q.
The projection corresponds to marginal inference, which is in general #P -complete as we have to compute the perma-
nent (Valiant, 1979). As noted by (Petterson et al., 2009), it can be ‘efficiently’ computed exactly up to M = 30 with
complexity O(M2M ) using an algorithm by (Ryser, 1963). Note that this is way faster than enumeration which is of the
order of M ! ∼MM .
Entropy of Marginals. We can define the entropy defined in the marginals as
H(Q) = −
M∑
i,j=1
Qij logQij . (38)
The projection can be computed up to precision δ using the Sinkhorn-Knopp algorithm with complexity O(m2/δ). More-
over, this can be easily implemented efficiently in C++ as the algorithm corresponds to an alternating normalization be-
tween rows and columns.
Quadratic Entropy. We can use the following quadratic entropy
H(Q) ..= −‖Q‖2F = −
M∑
i,j=1
Q2ij .
The projection has essentially the same complexity as the entropy on marginals described above (Blondel et al., 2017) and
it provides sparse solutions. The algorithm consists in minimizing an M -dimensional non-smooth function using L-BFGS
(Liu & Nocedal, 1989), where in order to compute the gradient one needs to perform M euclidean projections to the
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simplex ∆M . Every projection can be done exactly in worst-case O(M logM) using the algorithm by (Michelot, 1986)
and in expectedO(M) using the randomized pivot algorithm of (Duchi et al., 2008). The function to minimize is 1-strongly
convex and non-smooth, which means that (using standard convergence analysis) we need O(1/δ) iterations, resulting in
a total complexity of O(M2/δ). Note that even though the complexity is the same as for the entropic regularization, the
implementation is more complicated and difficult to speed up.
In our experiments we focus on the entropy on marginals (38). We now compute the constants.
Norm ‖ · ‖M and constantsRM, σM. If we consider ‖ · ‖M = ‖ · ‖1, we have that σM = 1 and R2M = M .
Computation of the smoothness constants (β11, β12, β21, β22). In this case we obtain β11 = β12 = 0 and β21 =
β22 = 1. Hence
L = M.
H. Generalization Bounds forM4N solved via GBCFW and Approximate Oracle
Proof of Theorem 5.2 Denote by ĝn,T the result of Algorithm 1 where the oracle is approximated via Algorithm 2. In
the same setting of Section E, by applying Theorem D.1, bounding L,B as in the proof of Theorem 3.4 and applying the
comparison inequality in Theorem 3.3, we have that the following holds with probability 1− δ
E(d ◦ gn)− E(f?) ≤ 2(Rλn(ĝn,T )− Rλn(gλn)) +M‖ϕ(f?)‖G
√
log(1/δ)
n
,
when λ is chosen as λ = κL log1/2(1/δ)n−1/2 and M defined as in Theorem 3.4. Denote by εopt = Rλn(ĝn,T )− Rλn(gλn).
The result is obtained by optimizing until εopt = O
(
‖ϕ(f?)‖G
√
log(1/δ)
n
)
, we have that
R(ĝn)− R(g?) ≤ O
(
‖ϕ(f?)‖G
√
log(1/δ)
n
)
.
According to Theorem 5.1 and G.1 this is obtained with a number of steps for Algorithm 1 of T = O(n) and Algorithm 2
in the order of O(
√
n), for a total computational complexity of O(n
√
n).
