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GLOBAL WELL-POSEDNESS OF THE 4-D ENERGY-CRITICAL
STOCHASTIC NONLINEAR SCHRO¨DINGER EQUATIONS WITH
NON-VANISHING BOUNDARY CONDITION
KELVIN CHEUNG AND GUOPENG LI
Abstract. We consider the energy-critical stochastic cubic nonlinear Schro¨dinger equa-
tion on R4 with additive noise, and with the non-vanishing boundary conditions at spatial
infinity. By viewing this equation as a perturbation to the energy-critical cubic nonlinear
Schro¨dinger equation on R4, we prove global well-posedness in the energy space. Moreover,
we establish unconditional uniqueness of solutions in the energy space.
1. Introduction
We study the Cauchy problem for the following (defocusing) energy-critical stochastic
nonlinear Schro¨dinger equation (SNLS) with an additive noise on R4:{
i∂tu+∆u = (|u|
2 − 1)u+ φξ
u|t=0 = u0,
(t, x) ∈ R+ × R
4, (1.1)
with the non-vanishing boundary condition:
lim
|x|→∞
|u(x)| = 1. (1.2)
Here, u is a complex-valued function, R+ denotes the non-negative interval [0,∞), ξ(t, x)
denotes a space-time white noise on R+×R
4, and φ is a bounded operator on L2(R4). Our
main goal in this paper is to establish global well-posedness of (1.1) subject to (1.2).
Let us first consider the following deterministic equation:{
i∂tu+∆u = (|u|
2 − 1)u
u|t=0 = u0,
(t, x) ∈ R+ × R
d, (1.3)
with the boundary condition (1.2). The equation (1.3) is also known as the Gross-Pitaevskii
equation in the literature. If u is a solution to (1.3), then u˜ = e−itu is a solution to the
following equation:
i∂tu˜+∆u˜ = |u˜|
2u˜, (1.4)
with boundary condition lim|x|→∞ |u˜(x)| = 1. Here, (1.4) is the usual (defocusing) NLS on
R
d with cubic nonlinearity. In dimension d = 4, (1.4) is energy-critical, in the sense that
the energy
E0(u˜)(t) =
1
2
ˆ
Rd
|∇u˜|2dx+
1
4
ˆ
Rd
|u˜|2dx
is invariant under the scaling
u˜(t, x) 7→ u˜λ(t, x) = λ−1u(λ−2t, λ−1x), for λ > 0,
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which is also a symmetry for the equation (1.4). For this reason, we also refer to SNLS
(1.1) as energy-critical.
Now, the Hamiltonian for the Gross-Pitaevskii equation (1.3) is given by the Ginzburg-
Landau energy:
E(u)(t) =
1
2
ˆ
Rd
|∇u|2dx+
1
4
ˆ
Rd
(
|u|2 − 1
)2
dx.
In spatial dimensions d = 1, 2, 3, Ge´rard [8, 9] proved global well-posedness of (1.3) with
condition (1.2) on the energy space, that is, the space of functions u such that E(u) <∞.
He also proved that the energy space in dimensions d = 3, 4 can be expressed as
E(Rd) :=
{
u = α+ v : α ∈ C, |α| = 1, v ∈ H˙1(Rd), |v|2 + 2Re(α¯v) ∈ L2(Rd)
}
. (1.5)
More recently, Killip, Oh, Pocovnicu, and Vis¸an [10] studied (1.3) for d = 4 (i.e. the energy-
critical case). They treat (1.3) as a perturbation of the energy-critical NLS (1.4), and then
utilised the perturbative techniques from Tao, Vis¸an, and Zhang [17] together with the
conservation of the energy E(u) to establish unconditional global well-posedness in E(R4).
Our paper is inspired by the work in [10], where we shall employ similar perturbative
techniques on the energy-critical SNLS (1.1).
Outside of the energy space E(Rd), global well-posedness of the Gross-Pitaevskii equation
was also established by Zhidkov [21] for d = 1, and by Gallo [6], Be´thuel, and Saut [2] for
d = 2, 3. In [6, 21], they considered initial data from what are now termed Zhidkov spaces,
while in [2], the authors instead considered data from 1 +H1(Rd).
Let us now turn our attention back to SNLS (1.1). We say that u is a solution to (1.1)
if it satisfies the non-vanishing boundary condition (1.2) and solves the following Duhamel
formulation:
u(t) = S(t)u0 − i
ˆ t
0
S(t− t′)
[
(|u|2 − 1)u
]
(t′)dt′ − i
ˆ t
0
S(t− t′)φξ(dt′), (1.6)
where S(t) := eit∆ denotes the linear Schro¨dinger propagator. The last term is known as
the stochastic convolution and we denote it by
Ψ(t) := −i
ˆ t
0
S(t− t′)φξ(dt′). (1.7)
The regularity of Ψ is dictated by the nature of φ. More specifically, if φ ∈ HS(L2;Hs),
namely, a Hilbert-Schmidt1 operator from L2(R4) to Hs(R4), then Ψ ∈ C(R+;H
s(R4))
almost surely; see Lemma 2.2 below. Since (1.1) is energy-critical, we impose that φ ∈
HS(L2;H1).
In the case of zero boundary condition, Oh and Okamoto [13] employed similar techniques
as in [10] to prove global well-posedness for stochastic nonlinear Schro¨dinger equations (with
general power-type nonlinearities)
i∂tu+∆u = |u|
p−1u+ φξ, (1.8)
in H1(Rd) in the energy-critical cases; i.e. when 3 ≤ d ≤ 6, p = 1+ 4
d−2 and φ ∈ HS(L
2;H1).
The authors also established global well-posedness in the mass-critical case, see [13] for
more details. We also mention the recent paper [3] where the first author and Pocovnicu
proved local well-posedness of the cubic SNLS (i.e. p = 3 in (1.8)) with critical data and
supercritical noise. For other works on SNLS with zero boundary condition, see for example
1we recall the definition of Hilbert-Schmidt operators in Section 2.2.
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[1]. To the best of our knowledge, there has been no previous work on SNLS with non-zero
boundary condition at the time of writing.
Our main result in this paper is as follows:
Theorem 1.1 (Global well-poseness of SNLS). Let φ ∈ HS(L2(R4);H1(R4)). Then, the
SNLS (1.1) with the condition (1.2) is globally well-posed in the energy space E(R4). In
particular, solutions are unique in the class Ψ+ C
(
R+; E(R
4)
)
.
Remark 1.2. Theorem 1.1 implies global well-posedness of SNLS (1.1) subject to zero
boundary condition in the energy space E(R4). Indeed, one can simply use the transforma-
tion u˜ := u− α to convert one solution to the other.
Let us elaborate on our method of the proof. In four dimensions, the energy space E(R4)
can be re-expressed in the following way. Suppose that u = α+v ∈ E(R4) with α = eiθ. By
the gauge invariance of the equation under u 7→ e−iθu. We can assume θ = 0, and hence
α = 1. Furthermore, since v ∈ H˙1(R4), by the Sobolev embedding H˙1(R4) ⊂ L4(R4) and
(1.5), we have Re(v) ∈ L2(R4). Hence, when d = 4, the energy space is given by
E(R4) := {u = 1 + v : v ∈ H1real(R
4) + iH˙1real(R
4)}, (1.9)
where H1real(R
4) := H1(R4;R) is the Sobolev space of real-valued functions, and H˙1real(R
4)
is similarly defined. We now rewrite the equation by applying the so-called Da Prato-
Debussche trick as follows: suppose that u = 1 + v∗ is a solution to (1.1), then v∗ satisfies{
i∂tv
∗ +∆v∗ = |v∗|2v∗ + 2Re(v∗)v∗ + |v∗|2 + 2Re(v∗) + φξ
v∗|t=0 := u0 − 1.
(1.10)
In terms of v∗, the energy can then be expressed as
E(u)(t) = E(v∗ + 1)(t) =
1
2
ˆ
R4
|∇v∗(t)|2dx+
1
4
ˆ
R4
(
|v∗(t)|2 + 2Re(v∗(t))
)2
dx, (1.11)
where we continue to denote E(v∗ + 1) by E(u) for simplicity. It is in this form where we
shall establish an a priori bound on the energy of solutions to (1.1), as seen in Proposition
4.1. To actually construct a global-in-time solution, we go one step further and subtract Ψ
from v∗. Write v := u− 1−Ψ, where v satisfies{
i∂tv +∆v = |v|
2v + g(v,Ψ)
v|t=0 = v0 := u0 − 1.
(1.12)
Here
g(v,Ψ) := (|v + 1 + Ψ|2 − 1)(v + 1 + Ψ)− |v|2v
= 2Re(v)v + 2Re(Ψ)v + 2Re(v¯Ψ)v
+Ψ2v + |v|2 + 2Re(v) + 2Re(Ψ) + 2Re(v¯Ψ) + Ψ2
+Ψ|v|2 + 2Re(v)Ψ + 2Re(Ψ)Ψ + 2Re(v¯Ψ)Ψ +Ψ3,
(1.13)
which can heuristically viewed as
O
( 3∑
j=1
(Ψ + v)j − v3
)
.
Due to the real parts and the conjugate signs play little to no role in our arguments. The
equation (1.12) can be viewed as the energy-critical NLS (1.4) with the perturbation g(v,Ψ).
As seen later on, the regularity properties of Ψ (Section 2.2 below) and the a priori bound
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on the energy will allow us to invoke the perturbation lemma from [17] (Lemma 2.3 below)
on g(v,Ψ) iteratively on short time intervals to construct a solution v to (1.12). Finally, the
unconditional uniqueness of v needs to be proved via a separate argument adapted from
[10].
The rest of the paper is organized as follows. In Section 2, we introduce some notations,
state regularity properties of the stochastic convolution, and present the key perturbation
lemma. Then, we give a proof of local well-posedness of the perturbed NLS (3.1) in Section
3. Next, we apply the perturbation lemma to show the global existence of solutions to
the perturbed NLS. Finally, Section 4 is devoted to proving Theorem 1.1. This splits into
three parts: the establishment of an a priori bound on the energy, the application of the
perturbation lemma, and the proof of unconditional uniqueness.
2. Preliminaries
In this section, we introduce some notations and go over preliminary results.
2.1. Strichartz estimates. We now recall the Strichartz estimates. Given 0 ≤ q, r ≤ ∞
and a time interval I ⊆ R, we consider the mixed Lebesgue spaces LqtL
r
x(I × R
4) of space-
time functions u(t, x), endowed with the norm
‖u‖LqtLrx(I×R4) =
(ˆ
I
(ˆ
R4
|u(x, t)|r dx
) q
r
dt
) 1
q
.
We use short-hand notations such as
L
q
tL
r
x(I × R
4) = Lq(I;Lr(R4)); Lrt,x(I × R
4) = Lr(I;Lr(R4)), when q = r.
We say that a pair of exponents (q, r) is admissible if 2
q
+ 4
r
= 2 with 2 ≤ q, r ≤ ∞. It is
convenient to introduce the following norms. Given a space-time slab I×R4, and j ∈ {0, 1},
we define the S˙j(I)-norm by
‖u‖S˙j(I) := sup
{
‖∇ju‖LqtLrx(I×R4) : (q, r) is admissible
}
.
We use N˙ j(I) to denote the dual space of S˙j(I). More precisely, we define
‖u‖N˙j(I) := inf
{
‖∇ju‖
L
q′
t L
r′
x (I×R
4)
: (q, r) is admissible
}
,
where (q′, r′) denotes the pair of Ho¨lder conjugates of (q, r). We state the Strichartz es-
timates in terms of these norms; see [15, 20, 7, 12]. Note, we write A . B to denote an
estimate of the form A ≤ CB, for some constant C > 0.
Lemma 2.1 (Strichartz estimates). Let j ∈ {0, 1}. We have the following homogeneous
estimate
‖S(t)u0‖S˙j(I) . ‖u0‖H˙j (Rd).
For an interval I = [t0, t] ⊆ R, we have the inhomogeneous Strichartz estimate∥∥∥∥ˆ t
t0
S(t− t′)F (t′)dt′
∥∥∥∥
S˙j(I)
. ‖F‖N˙j (I).
We note down some admissible pairs that will be used throughout this paper:
(2, 4),
(
6,
12
5
)
, (∞, 2);
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as well as their corresponding dual indices:(
2,
4
3
)
,
(
6
5
,
12
7
)
, (1, 2).
Lastly, given a time interval I, we shall define the space X˙1(I) endowed with the norm
‖u‖X˙1(I) := ‖∇u‖
L6tL
12
5
x (I×R4)
, (2.1)
which serves as an auxiliary space on which we establish local well-posedness.
2.2. On the stochastic convolution. In this section, we record some standard properties
of the stochastic convolution Ψ defined in (1.7). Given two separable Hilbert spaces H and
K, we denote by HS(H;K) the space of Hilbert-Schmidt operators φ from H toK, endowed
with the norm:
‖φ‖HS(H;K) =
(∑
n∈N
‖φen‖
2
K
) 1
2
,
where {en}n∈N is an orthonormal basis
2 of H.
Let (Ω,F ,P) be a probability space endowed with a filtration {Ft}t≥0. Fix an orthonor-
mal basis {en}n∈N of L
2(Rd). Let W be the L2(Rd)-cylindrical Wiener process given by
W (t, x, ω) :=
∑
n∈N
βn(t, ω)en(x),
where {βn}n∈N is a family of mutually independent complex-valued Brownian motions
associated to the filtration {Ft}t≥0. Let φ ∈ HS(L
2;H1), and we use the notation
φn := φen. (2.2)
Then the stochastic convolution Ψ can be expressed as
Ψ(t) = −i
ˆ t
0
S(t− t′)φdW (t′) := −i
∑
n∈N
ˆ t
0
S(t− t′)φndβn(t
′).
Note that the above definition is independent of the choice of the orthornormal basis. The
next lemma tells us that Ψ is a continuous in time and satisfies a so-called “Strichartz
estimate”. The result appeared first implicitly in de Bouard-Debussche [1], though we
borrowed the precise statement from [14] where the reader can find a detailed proof. We
remark that this lemma holds for any spatial dimension d ≥ 1.
Lemma 2.2. Suppose that φ ∈ HS(L2(Rd);Hs(Rd)) for some s ∈ R. The following prop-
erties hold:
(i) Ψ ∈ C
(
R+;H
s(Rd)
)
almost surely. In particular, for p ≥ 2, there exists C =
C(T, p) > 0 such that
E
[
sup
0≤t≤T
‖Ψ(t)‖p
Hs(Rd)
]
≤ C‖φ‖p
HS(L2;Hs)
.
(ii) Given any 1 ≤ q <∞ and 2 ≤ r ≤ 4, we have Ψ ∈ Lq([0, T ];W s,r(Rd)) almost surely
for any T > 0. In particular, for p ≥ max(q, r), there exists C = C(T, p, q, r) > 0
such that
E
[
‖Ψ‖p
Lq([0,T ];W s,r(Rd))
]
≤ C‖φ‖p
HS(L2;Hs)
.
2recall that the definition of the HS(H ;K)-norm is independent of the choice of {en}n∈N.
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2.3. Perturbation lemma. Consider the defocusing energy critical NLS equation
i∂tw +∆w = |w|
4
d−2w. (2.3)
Global well-posedness and scattering for (2.3) was proved by Colliander, Keel, Staffilani,
Takaoka, and Tao [4] for spatial dimension d = 3, and later by Ryckman and Vis¸an [16] and
Vi¸san [18] for d ≥ 4. An important consequence of these works is that their constructed
solutions satisfy the following global space-time bounds in Strichartz norms. Specifically,
if w is a solution to the energy-critical NLS (2.3) with initial data w0 ∈ H˙
1(Rd), then
‖w‖S˙1(R) ≤ C(‖w0‖H˙1(Rd)). (2.4)
In [10], Killip, Oh, Pocovnicu, and Vis¸an proved global well-posedness of the Gross-
Pitaevskii equation (1.3) by utilising the space-time bounds (2.4) in conjunction with a
perturbation lemma on (2.3). We shall follow the same basic principles in their work and
view (1.1) as a energy-critical NLS (2.3) with a perturbation on R4. The key perturbation
lemma used in [10] came from [11, Theorem 3.8], and we state this below:
Lemma 2.3 (Perturbation lemma). Let w0 ∈ H˙
1(R4), I be a compact time interval with
|I| ≤ 1. Let w˜ be a solution on I × R4 to the perturbed equation:
i∂tw˜ +∆w˜ = |w˜|
2w˜ + e (2.5)
for some function e. There exist functions ε0(E0, E
′, L) and C¯(E0, E
′, L) mapping from R3+
to R+, that are non-increasing in each argument, such that if
‖w˜‖L6t,x(I×R4) ≤ L, (2.6)
‖w˜‖L∞t H˙1x(I×R4)
≤ E0, (2.7)
‖w˜(t0)− w0‖H˙1(R4) ≤ E
′, (2.8)
for some t0 ∈ I and positive quantities L,E0, E
′, and that
‖S(t− t0)(w˜(t0)−w0)‖X˙1(I) ≤ ε, (2.9)
‖∇e‖N˙0(I) ≤ ε, (2.10)
for some 0 < ε < ε0, then there exists a solution w to (2.3) with initial data w0 satisfying
‖w − w˜‖L6t,x(I×R4) ≤ C¯(E0, E
′, L)ε, (2.11)
‖w − w˜‖S˙1(I) ≤ C¯(E0, E
′, L)ε, (2.12)
‖w‖S˙1(I) ≤ C¯(E0, E
′, L). (2.13)
Remark 2.4. By the Strichartz estimate, condition (2.9) is redundant if E′ = O(ε).
3. Energy-critical NLS with a perturbation
In this section, we consider the following defocusing energy-critical NLS with a pertur-
bation: {
∂tv +∆v = (|v + f + 1|
2 − 1)(v + f + 1)
v|t=0 = v0,
(3.1)
where f is a given deterministic function, satisfying certain regularity conditions. By ap-
plying the perturbation lemma (Lemma 2.3), we prove global existence for (3.1), assuming
an a priori energy bound of a solution v to (3.1). See Proposition 3.3. In Section 3.2, we
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then present the proof of Theorem 1.1 by writing (1.1) in the form (3.1) (with f = Ψ) and
verifying the hypotheses in Proposition 3.3.
3.1. Local well-posedness of the perturbed NLS. By a standard application of the
contraction mapping theorem, we have the following local well-posedness of the perturbed
NLS (3.1).
Proposition 3.1 (Local well-posedness of the perturbed NLS). Let I0 = [t0, t0+T ] ⊆ [0,∞)
be an interval. Suppose that
‖Re v0‖L2(R4) + ‖v0‖H˙1(R4) ≤ R and ‖Re f‖L∞t L2x(I0×R4) + ‖f‖L∞t H˙1x(I0×R4)
≤M,
for some R,M ≥ 1. Then, there exists some small η0 = η0(R,M) > 0 and a compact
interval I ⊆ I0 containing t0 such that if
‖S(t− t0)v0‖X˙1(I) + ‖f‖X˙1(I) ≤ η,
for some η ≤ η0. Then, there exists a solution v ∈ C
(
I;H1real(R
4) + iH˙1real(R
4)
)
∩ X˙1(I) to
(3.1) with v(t0) = v0. Moreover, v satisfies
‖v − S(t− t0)v0‖X˙1(I) ≤ η (3.2)
Remark 3.2. As a consequence of Proposition 3.1. We can prove local well-posedness for
the SNLS (1.12) in the space C(I; E(R4)) ∩ X˙1(I).
Proof. We show that the map Γ defined by
Γv(t) := S(t− t0)v0 − i
ˆ t
t0
S(t− t′)
(
(|v + f + 1|2 − 1)(v + f + 1)
)
(t′)dt′
is a contraction on
BR,M,η =
{
v ∈ X˙1(I) ∩ C
(
I;H1real(R
4) + iH˙1real(R
4)
)
:
‖Re v‖L∞t L2x(I×R4) + ‖v‖L∞t H˙1(I×R4)
≤ 2R˜, ‖v‖X˙1(I) ≤ 2η
}
where R˜ := max(R,M). Let v1, v2, v3 ∈ BR,M,η. Then by Strichartz, Ho¨lder and Sobolev
inequalities, we have∥∥∥∥ ˆ t
0
S(t− t′)
(
v1v2v3 + v1v2 + v1
)
(t′)dt′
∥∥∥∥
X˙1(I)
.
∑
{i,j,k}={1,2,3}
‖vivj∇vk‖
L2tL
4
3
x (I×R4)
+
∑
{i,j}={1,2}
‖vi∇vj‖
L
6
5
t L
12
7
x (I×R4)
+ ‖∇v1‖L1tL2x(I×R4)
. ‖v1‖X˙1(I)‖v2‖X˙1(I)‖v3‖X˙1(I) + |I|
1
2‖v1‖X˙1(I)‖v2‖X˙1(I)
+ |I|‖v1‖L∞t H˙1x(I×R4)
.
(3.3)
Now, by (1.13), we have
(|v + f + 1|2 − 1)(v + f + 1) = |v|2v + |f |2v + 2Re (vf)v + 2Re (f + v)v
+ |v|2f + |f |2f + 2Re (vf)f + 2Re (f + v)f
+ |v|2 + |f |2 + 2Re (vf) + 2Re (f + v) (3.4)
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We choose η0 ≪ R˜
−1 ≤ 1 and |I| ≤ min
{
1, η3R˜−1
}
. Fix η ≤ η0 in the following. Then
(3.3) and (3.4) infer that
‖Γv‖X˙1(I) ≤ ‖S(t− t0)v0‖X˙1(I) + ‖Γv − S(t− t0)v0‖X˙1(I)
≤ ‖S(t− t0)v0‖X˙1(I) + C
(
‖v‖3
X˙1(I)
+ |I|
1
2‖v‖2
X˙1(I)
+ |I| · ‖v‖L∞t H˙1x(I×R4)
+ ‖f‖3
X˙1(I)
+ |I|
1
2 ‖f‖2
X˙1(I)
+ |I| · ‖f‖L∞t H˙1x(I×R4)
)
≤ η + Cη3 ≤ 2η, (3.5)
provided η0 is sufficiently small. Similarly, we have
‖Γv‖L∞t H˙1x(I×R4)
≤ ‖S(t− t0)v0‖L∞t H˙1x(I×R4)
+ ‖Γv − S(t− t0)v0‖L∞t H˙1x(I×R4)
≤ R+ Cη3 ≤ 2R˜;
and
‖Re(Γ(v))‖L∞t L2x(I×R4) ≤ R+ Cη
3 ≤ 2R˜.
Hence Γ maps BR,M,η to BR,M,η. Finally, the difference estimate follows analogously. Let
v1, v2 ∈ BR,M,η, we have
‖Γv1 − Γv2‖C(I;H1
real
(R4)+iH˙1
real
(R4))∩X˙1(I) ≤
1
2
‖v1 − v2‖C(I;H1
real
(R4)+iH˙1
real
(R4))∩X˙1(I).
Therefore, Γ is a contraction on BR,M,η. The estimate (3.2) is a direct consequence of the
above estimates. 
3.2. Global existence of solutions to the perturbed NLS. In this subsection, we
prove the long time existence of solutions to the perturbed NLS (3.1). Given T > 0, we
assume that there exist C, θ > 0 such that
‖f‖L∞t H˙1x(I×R4)
+ ‖f‖X˙1(I) ≤ C|I|
θ; (3.6)
for any interval I ⊂ [0, T ]. Then, Lemma 3.1 guarantees existence of a solution to the
perturbed NLS (3.1), at least for a short time. The following proposition prove the long
time existence under some hypotheses.
Proposition 3.3. Let T > 0 be given, assume the following conditions hold:
(i) Let f ∈ C
(
I;H1real(R
4) + iH˙1real(R
4)
)
∩ X˙1(I) satisfy (3.6).
(ii) Given a solution v to (3.1), we have the following a priori bound
‖v‖L∞t H˙1x([0,T ]×R4)
≤ R. (3.7)
Then, there exists a time τ = τ(R, θ) > 0 such that given any t0 ∈ [0, T ), a solution v of
(3.1) exists on [t0, t0 + τ ] ∩ [0, T ] for this particular path. This implies that v in fact exists
in the entire interval [0, T ], as t0 is arbitrary.
Proof. Let v be the local solution to the NLS (3.1) (obtained from Proposition 3.1). The
main idea is to view (3.1) as a perturbation to the energy-critical cubic NLS (2.3)on R4,
that is, regard v as w˜ in Lemma 2.3 with
e = g(v, f),
where g(v, f) as in (1.13). The argument follows closely in [10].
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Let w be the global solution to the energy-critical cubic NLS (2.3) with initial data
w(t0) = v(t0) = v0. Then, by assumption ‖w(t0)‖H˙1 ≤ R, and so by (2.4)
‖w‖X˙1(R) . R.
This, together with assumption (i), infer that we can divide the interval [t0, T ] into J =
J(R,φ, θ, η) many subintervals Ij = [tj, tj+1] so that
‖w‖X˙1(Ij) + ‖f‖X˙1(Ij) ≤ η (3.8)
for some η ≪ η0, where η0 is dictated by Proposition 3.1. We also write [t0, t0 + τ ] =⋃J ′
j=0([0, t0 + τ ] ∩ Ij) for some J
′ ≤ J , where [t0, t0 + τ ] ∩ Ij 6= ∅ for 0 ≤ j ≤ J
′.
We would like to apply Proposition 2.3 on each interval Ij with e = g(v, f). Starting
with j = 0, we see that (2.7) is automatically satisfied with E0 = R by assumption (ii)
and (2.8) holds trivially with, say, E′ = 1 since v(t0) = w(t0); this also infers that the
condition (2.9) holds (for any ε) by the Strichartz estimate. We now turn to (2.6). Since
the nonlinear evolution w is small on Ij, the linear evolution S(t− tj)w(tj) is also small on
Ij . Indeed, by rearranging the Duhamel formula, we have
S(t− tj)w(tj) = w(t) + i
ˆ t
tj
S(t− t′)
(
|w|2w
)
(t′)dt′
for any t ∈ Ij; together with the Strichartz, Ho¨lder, Sobolev inequalities, and (3.8) we
obtain
‖S(t− tj)w(tj)‖X˙1(Ij) ≤ ‖w‖X˙1(Ij) + C‖w
2∇w‖
L2tL
4
3
x (Ij×R4)
≤ η + C‖∇w‖
L6tL
12
5
x (Ij×R4)
‖w‖2
L6t,x(Ij×R
4)
≤ η + Cη3
≤ 2η,
(3.9)
since η ≪ η0 ≤ 1. By Proposition 3.1 together with (3.8) and (3.9) for j = 0, v exists on
the interval I0, moreover,
‖v‖X˙1(I0) ≤ ‖S(t− t0)v0‖X˙1(I0) + ‖v − S(t− t0)v0‖X˙1(I0) ≤ 6η
Thus by the Sobolev embedding W˙ 1,
12
5 (R4) ⊂ L6(R4), we have ‖v‖L6t,x(I0×R4) ≤ C
′η for
some absolute constant C ′. Therefore, (2.6) in Lemma 2.3 is satisfied with L = C ′η. Let
us now verify (2.10), that is, we need to estimate ‖∇e‖N˙0(I0) = ‖∇g(v, f)‖N˙0(I0). In view
of (1.13), we distribute the derivative to each term and apply the Strichartz estimate to
each contribution, and put the cubic, square and linear terms in L2tL
4
3
x , L
6
5
t L
12
7
x and L1tL
2
x
respectively. We then use the Ho¨lder and Sobolev inequalities to put each term in X˙1(I)
(as seen in (3.3)). From (3.6) and (3.7) we obtain
‖∇e‖N˙0(I0) . ‖f‖
3
X˙1(I0)
+ |I0|
1
2
(
‖v‖2
X˙1(I0)
+ ‖f‖2
X˙1(I0)
)
+ |I0|
(
‖v‖L∞t H˙1x(I0×R4)
+ ‖f‖L∞t H˙1x(I0×R4)
)
.φ |I0|
3θ + |I0|
1
2 (η2 + |I0|
2θ) + |I0|(R+ |I0|
θ)
.R τ
θ′
(3.10)
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for some θ′ = θ′(θ) > 0. Let ε ∈ (0, ε0) to be chosen later, where ε0 = ε0(R,C
′, η) is
dictated by Lemma 2.3. We choose τ = τ(ε, θ,R) sufficiently small so that
‖∇e‖N˙0(I0) ≤ ε. (3.11)
This verifies (2.10). Therefore, all hypotheses of Lemma 2.3 are satisfied on the interval I0,
with L = C ′η, E0 = R and E
′ = 1. Hence we obtain
‖w − v‖S˙1(I0) ≤ C¯(R, 1, C
′η)ε =: C0(R, η)ε. (3.12)
Consider now the second interval I1. Again, (2.7) is satisfied automatically with E0 = R
by assumption. Since the pair (∞, 2) is admissible, (3.12) infers that
‖w(t1)− v(t1)‖H˙1 ≤ C0ε.
By choosing ε = ε(R, η) sufficiently small, (2.8) holds with E′ = C0ε. Turning to (2.6), by
the Strichartz inequality, (3.12) and (3.9), we have
‖S(t− t1)v(t1)‖X˙1(I1) ≤
∥∥S(t− t1)[v(t1)− w(t1)]∥∥X˙1(I1) + ‖S(t− t1)w(t1)‖X˙1(I1)
≤ ‖w(t1)− v(t1)‖H˙1 + 2η
≤ C0(R, η)ε+ 2η
≤ 3η
(3.13)
provided
C0ε < η. (3.14)
If this holds, then by (3.13), v exists on the interval I0, moreover,
‖v‖X˙1(I1) ≤ ‖S(t− t1)v(t1)‖X˙1(I1) + ‖v − S(t− t1)v(t1)‖X˙1(I1) ≤ 8η
By the Sobolev inequality, we see that (2.6) is satisfied with L = Cη as before. Now, for
(2.9), by the Strichartz estimate and (3.12), we have
‖S(t− t1)(v(t1)− w(t1))‖X˙1(I1) ≤ C˜C0ε
where C˜ is the absolute constant coming from the Strichartz estimate. Then, (2.9) is
satisfied as long as
C˜C0ε < ε0(R, 1, C
′η). (3.15)
Lastly, we argue as in (3.10) to obtain
‖∇e‖N˙0(I1) ≤ ε ≤ C˜C0ε,
without needing to change τ = T (ε, θ,R). Hence, (2.10) is satisfied provided (3.14) and
(3.15) hold, which can be done by shrinking ε = ε(R, η) if necessary. Hence Lemma 2.3
infers that
‖v − w‖S˙1(I1) ≤ C¯(R, 1, C
′η)C˜C0ε =: C1(R, η)ε.
We now recursively define Cj(R, η) := C¯(R, 1, C
′η)C˜Cj−1 for 1 ≤ j ≤ J
′. In other words,
Cj(R, η) = C¯(R, 1, C
′η)j+1C˜j. Arguing iteratively, we have
‖v − w‖S˙1(Ij) ≤ Cjε
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as long as
Cj−1ε < η,
Cjε < ε0(R, 1, C
′η).
(3.16)
Since Cj is increasing in j, we just need to ensure that (3.16) holds for j = J
′. Recalling
that J ′ ≤ J = J(R, η), we see that (3.16) holds for all j provided that ε is chosen sufficiently
small, depending only on R and η. In particular, we have constructed a solution v in the
entire interval [t0, t0 + τ ], where τ = τ(R, η, ε). This proves the proposition. 
4. Proof of the main theorem
We present the proof of Theorem 1.1 in this section. The first objective is to obtain an
a priori bound for the energy of the solution. Armed with this bound as well as tools from
the previous sections, we prove global existence by an iterative application of the pertur-
bation lemma (Lemma 2.3). Finally, we conclude the argument by proving unconditional
uniqueness.
4.1. Bound on the energy. Recall the definition of the energy E(u)(t) from (1.11). Our
goal in this subsection is to state and prove a priori bound on the energy. This a priori
bound follows from Ito’s lemma and the Burkholder-Davis-Gundy inequality. In order to
justify an application of Ito’s lemma, one needs to go through a certain approximation
argument. See Proposition 3.2 in [1] for details.
Proposition 4.1. Assume the hypotheses in Proposition 3.1. Then,
(i) for any t ∈ [0, T ], the energy E(u)(t) defined in (1.11) can be expressed as
E(u)(t) = E(u0) + t
(
‖φ‖2
HS(L2;H˙1)
+ ‖φ‖2HS(L2;L2)
)
(4.1)
+
∑
n∈N
¨
[0,t]×R4
(
|v∗|2 + Im(v∗)2 + 4Re(v∗)
)
|φn|
2 dt′ dx (4.2)
+ Im
¨
[0,t]×R4
(
|v∗|2v∗ −∆v∗ + |v∗|2 + 2Re(v∗)v∗ + 2Re(v∗)
)
φdW dx. (4.3)
(ii) Moreover, given T0 > 0, there exists a constant
CE = C
(
E(u0), T0, ‖φ‖HS(L2;H1)
)
> 0
such that for any stopping time T with 0 < T < min(T ∗, T0) almost surely, we have
E
[
sup
0≤t≤T
E(u)(t)
]
≤ CE. (4.4)
where u is the solution to the defocusing energy-critical SNLS (1.1) with u|t=0 = u0 and
T ∗ = T ∗ω(u0) is the forward maximal time of existence.
Proof. The expression on E(u)(t) follows from a standard application of Ito’s Lemma. We
turn to prove (4.4). The term (4.1) is easily bounded:
E
[
sup
t0≤t≤T
(4.1)
]
. T‖φ‖HS(L2;H˙1). (4.5)
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Turning our attention to (4.2), by the Ho¨lder, Sobolev and Young inequalities, we have
E
[
sup
0≤t≤T
(4.2)
]
≤ CE
[∑
n∈N
ˆ
[0,T ]
(
‖v∗‖2L4 + ‖|v
∗|2 + 2Re(v∗)‖L2
)
‖φn‖
2
L4 dt
′
]
≤ 2T‖φ‖2HS(L2;H1)E
[
sup
0≤t≤T
(
E(u)(t)
) 1
2
]
≤ CT 2‖φ‖4
HS(L2;H˙1)
+
1
8
E
[
sup
0≤t≤T
E(u)(t)
]
.
(4.6)
Finally, we bound (4.3). By the Burkholder-Gundy-Davis, Ho¨lder, Sobolev and Young
inequalities, we have
E
[
sup
0≤t≤T
Im
¨
[0,t]×R4
|v∗|2v∗φdWdx
]
≤ CE
[(∑
n∈N
ˆ T
0
∣∣∣∣ˆ
R4
|v∗|2v∗φndx
∣∣∣∣2dt′) 12]
≤ CE
[(∑
n∈N
ˆ T
0
∥∥|v∗|2v∗∥∥2
H˙−1
‖φn‖
2
H˙1
dt′
) 1
2
]
≤ CE
[(∑
n∈N
ˆ T
0
∥∥v∗∥∥3
L4
‖φn‖
2
H˙1
dt′
) 1
2
]
≤ C‖φ‖HS(L2;H1)E
[
sup
0≤t≤T
E(u)(t)
3
8
]
≤ C‖φ‖HS(L2;H1)E
[
1 + sup
0≤t≤T
E(u)(t)
1
2
]
≤ C‖φ‖HS(L2;H1) + C‖φ‖
2
HS(L2;H1) +
1
32
E
[
sup
0≤t≤T
E(u)(t)
]
.
where we used the elementary fact A
3
8 ≤ min(1, A
1
2 ) ≤ 1+A
1
2 in the penultimate inequality.
The rest of contributions from (4.3) are controlled in a similar manner and we omit the
details. Ultimately, we obtain
E
[
sup
0≤t≤T
(4.3)
]
≤ C(φ) +
1
8
E
[
sup
0≤t≤T
E(u)(t)
]
. (4.7)
Combining (4.5)–(4.7) concludes the proof. 
4.2. Global existence of SNLS. We are now ready to finish off the proof of the existence
part of Theorem 1.1. Recall that given a local-in-time solution u to (1.1), let v = u−1−Ψ.
Then, v satisfies (1.12). The global existence part of Theorem 1.1 follows from applying
Proposition 3.3 to (3.1) with f = Ψ, once we verify the hypotheses (i) and (ii).
Let T > 0. From Proposition 4.1 and Markov’s inequality, we have the following almost
sure a priori bound:
sup
0≤t≤T
E(u)(t) ≤ C(ω, T,E(u0), ‖φ‖HS(L2;H1)) <∞. (4.8)
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for a solution u = v+1+Ψ to (1.1). Then from (4.8) and Lemma 2.2, we have almost sure
bound
‖Ψ‖L∞t H˙1x([t0,t0+τ ]×R4)
+ ‖Ψ‖X˙1(I) ≤ C(φ)|I|
θ for any I ⊆ [0, T ]; (4.9)
recall that v = u− 1−Ψ = v∗ −Ψ and also the definition of E(u) from (1.11), we obtain
‖v‖L∞t H˙1x([0,T ]×R4)
≤ ‖v∗‖L∞t H˙1x([0,T ]×R4)
+ ‖Ψ‖L∞t H˙1x([0,T ]×R4)
≤ sup
0≤t≤T
[
E(u)(t)]
1
2 + ‖Ψ‖L∞t H˙1x([0,T ]×R4)
≤ C(ω, T,E(u0), ‖φ‖HS(L2;H1)) <∞
almost surely. This shows that hypothesis (ii) in Proposition 3.3 holds almost surely for
some almost sure finite R = R(ω) ≥ 1. Hence, we can invoke Proposition 3.3 to extend the
solution v to (1.12) on [0, T ]. From the discussion in the introduction, we reduce equation
(1.1) into (1.12) by Da Prato-Debussche trick. Hence, it is enough to complete the existence
part of the proof.
4.3. Unconditional uniqueness. We turn now to showing that the global solutions con-
structed above are unique among those that are continuous (in time) with values in the
energy space. We mimic the arguments in [4] and [10]. To this end, let v0 be such that
1 + v0 ∈ E(R
4) and let v be the global solution to (1.12) constructed in Subsection 4.2.
In particular, v ∈ S˙1(I) for any compact time interval I. Let v˜ : [0, t′] × R4 → C be
a second solution to (1.12) with the same initial data such that 1 + v˜ ∈ C([0, t′]; E(R4))
almost surely and write z := v − v˜. In what follows, we fix an ω ∈ Ω for which both v and
v˜ ∈ C([0, t′]; E(R4)). As z(0) = 0 and z is continuous in time, shrinking t′ if necessary, we
may assume
‖Re z‖L∞t H1x([0,t′]×R4) + ‖ Im z‖L∞t H˙1x([0,t′]×R4)
≤ η (4.10)
for a small η > 0 to be chosen shortly. By the Sobolev embedding H˙1(R4) ⊂ L4(R4), this
yields
‖z‖L∞t L4x([0,t′]×R4) . η, (4.11)
in particular, we have z ∈ L2tL
4
x([0, t
′] × R4). Recalling that v ∈ S˙1(I) almost surely for
any compact time interval I and further shrinking t′ if necessary, we may also assume (by
Sobolev embedding W 1,
12
5 (R4) ⊂ L6(R4)) that
‖v‖L6t,x([0,t′]×R4) ≤ η. (4.12)
On the other hand, as seen in the previous subsection, one can find an event of arbitrarily
large probability such that (4.9) holds. Hence we may assume that ω lies in this event.
By Sobolev embeddings H˙1(R4) ⊂ L4(Rd) and W˙ 1,
12
5 ⊂ L6(R4), as well as shrinking t′ if
necessary, we have
‖Ψ‖L∞t L4x([0,t′]×R4) ≤ η, (4.13)
‖Ψ‖L6t,x([0,t′]×R4) ≤ η. (4.14)
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Now, ∣∣∣∣[|v|2v + g(v,Ψ)] − [|v˜|2v˜ + g(v˜,Ψ)]∣∣∣∣
.
(
Re(Ψ)|z|+ |Re(z)|+ |Ψ||Re(z)|+ |Ψ|2|z|
+ |Re(Ψ)||Ψ||Re(z)|+ |Re(Ψ)||Re(z)|+ |z|2
+ |z||v| + |Ψ||z|2 + |Ψ||z||v| + |Re(Ψ)||z|2
+ |Re(Ψ)||z||v| + |z|3 + |z||v|2
)
. O
(
|z|3 + |zv|2 + |Ψz2|+ |z|2 + |Ψzv|+ |Ψz|+ |Ψ2z|+ |zv|+ |Re(z)|
)
.
By the Strichartz and Ho¨lder inequalities together with (4.10)-(4.14), we have
‖z‖L2tL4x + ‖Re(z)‖L
∞
t L
2
x
. ‖z3‖
L2tL
4
3
x
+ ‖zv2‖
L
6
5
t L
12
7
x
+ ‖z2‖L1tL2x + ‖zv‖L1tL2x + ‖Ψz
2‖
L2tL
4
3
x
+ ‖Ψzv‖
L
6
5
t L
12
7
x
+ ‖Ψz‖L1tL2x + ‖Ψ
2z‖
L2tL
4
3
x
+ ‖Re(z)‖L1tL2x
. ‖z‖L2tL4x
[
‖z‖2L∞t L4x
+ ‖v‖2
L6t,x
+ t′
1
2‖z‖L∞t L4x
+ t′
1
2 ‖v‖L∞t L4x + ‖Ψ‖L∞t L4x‖z‖L∞t L4x + ‖Ψ‖L6t,x‖v‖L6t,x
+ t′
1
2 ‖Ψ‖L∞t L4x + ‖Ψ‖
2
L6t,x
]
+ t′‖Re(z)‖L∞t L2x
. ‖z‖L2tL4x(η
2 + ηt′
1
2 + t′
1
2 ) + t′‖Re(z)‖L∞t L2x .
where we omitted the domain [0, t′] × R4 above for the sake of readability. Taking η
sufficiently small and shrinking t′ further if necessary, we obtain
‖z‖L2tL4x([0,t′]×R4) + ‖Re(z)‖L
∞
t L
2
x([0,t
′]×R4) = 0,
which proves v = v˜ almost surely on [0, t′]× R4.
By time translation invariance, this argument can be applied to any sufficiently short
time interval, which yields global unconditional uniqueness. This completes the proof of
Theorem 1.1.
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