Steady-State Solutions in an Algebra of Generalized Functions by Todorov, Todor D.
ar
X
iv
:1
50
9.
03
79
6v
1 
 [m
ath
.C
A]
  1
3 S
ep
 20
15
.
STEADY-STATE SOLUTIONS IN AN ALGEBRA OF GENERALIZED
FUNCTIONS:
LIGHTNING, LIGHTNING RODS AND SUPERCONDUCTIVITY
TODOR D. TODOROV
Dedicated to the memory of Christo Ya. Christov* on the 100-th anniversary of his birth and
to James Vickers on the occasion his 60-th birthday.
Abstract
Formulas for the solutions of initial value problems for ordinary differential equations with
singular δ(n)-like driving terms are derived in the framework of an algebra of generalized functions
(of Colombeau type) over a field of generalized scalars. Some of the solutions might have physical
meaning - such as of the electrical current after lightning or under superconductivity - but do not
have counterparts in the theory of Schwartz distributions. What is somewhat unusual (compared
with other similar works) is the involvement of infinitely large constants, such as δ(0), in some
of the formulas for the solutions.
1. Introduction and Notation
1. Our notations are similar to those in Bremermann [1] and Vladimirov [17]: N,N0,R, R+
and C denote the set of the natural, whole, real, positive real and complex numbers,
respectively. E(R) = C∞(R) stands for the class of C∞-functions from R to C and
D(R) denotes the set of test-functions on R. We denote by D′(R) the space of Schwartz
distributions on R and by D′+(R) the space of all distributions in D′(R) supported by
the interval [0,∞).
2. The main purpose of this article is to derive formulas for the solutions of the initial value
problem:
(1) P (d/dt)y = f(t), y(0) = y′(0) = · · · = y(k−1)(0) = 0,
in an algebra Ê(R) of generalized functions over a field of generalized scalars Ĉ (of
Colombeau type) constructed in Todorov & Vernaeve [13]. Here P ∈ C[x] (and more
generally, P ∈ Ĉ[x]) is a polynomial in one variable of degree k and P (d/dt) stands for
the corresponding differential operator with constant coefficients. The right hand side of
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the equation, f , is a distribution (and more generally, a generalized function in Ê(R)).
The solution of the intitial value problem (1) are often called steady-state solution of
the differential equation P (d/dt)y = f(t), which explains the title of the article. We
are mostly interested in initial value problems (1) which do not admit distributional
solutions even when P ∈ C[x] and f is a distribution with compact support.
3. Recall that if T ∈ D′(R) is a distribution and x0 is a real number, then the value
T (x0) ∈ C exists in the sense of Robinson ([10], §5.3) if and only if T is a continuous
function on a neighborhood of x0 (Vernaeve & Vindas [16]). Consequently, (1) admits a
(unique) distributional solution y if and only if the equation P (d/dt)y = f(t) admits a
(particular) solution yp(t) ∈ C(k−1)(−ε, ε) for some ε ∈ R+. Here is a typical example of
differential equation which does not admit a steady-state distributional solution.
Example 1. The IVP y′′+ω2y = δ′(t), y(0) = y′(0) = 0, where ω ∈ R+, does not admit
a distributional solution. Indeed, the general solution of the equation y′′ + ω2y = δ′(t)
is presented by the family y = c1 cosωt + c2 sinωt + G
′
0(t), c1, c2 ∈ C, where G0(t) =
1
ωH(t) sinωt is the Green function of the operator
d2
dt2
+ ω2. Here H ∈ D′(R) stands
for the Heaviside distribution with a kernel, h(t), the unit step function.We also have
G′0(t) = H(t) cos ωt and G
′′
0(t) = δ(t) − ω2G0(t). The initial condition y(0) = 0 implies
c1 = −G′0(0) and y′(0) = 0 implies c2 = − 1ω [δ(0) − ω2G0(0)] = − δ(0)ω since G0(0) = 0.
Thus the only candidate for a solution of our IVP is y = −G′0(0) cos ωt− 1ω δ(0) sin ωt+
H(t) cos ωt. However, neither δ(0), nor G′0(0) exists in the theory of distributions.
4. Strangely enough, it seems the above phenomenon - non-existence of a distributional
solution - is widely unknown (if known at all); way too often initial value problems for
steady state solutions without distributional solutions (as those presented above) appear
in the mathematical literature. We have selected three typical examples (among many):
(a) In (Edwards & Penney [6], 7.6 Problems) the problems # 1, 2, 4, 8 do not admit
distributional solutions and are supplied with wrong answers. In (Schiff [9], p. 104) the
function g(t) = sinh t is presented as the solution of g′′ − g = δ(t), g(0) = g′(0) = 0
(although g′(0) = 1) and in the recent article (Strang [12], p. 1245) the function g(t) =
eat is presented as the solution of g′ − ag = δ(t), g(0) = 0. The authors obviously
are unaware that these initial value problems do not admit distributional solutions (and
never bothered to verify the correctness of the final result).
5. It is very tempting to try to solve the initial value problem (1) by the Laplace trans-
form method and this is what the authors cited above have tried to do. We should
mention that: (a) The Laplace transform will always produce the correct solution to (1)
if (1) has a distributional solution. (b) If (1) does not admit a distributional solution,
the Laplace transform method (if applied correctly) will produce a particular solution
of the differential equation which does not satisfy all initial conditions. However, the
Laplace transform will not alarm us for non-existence of solutions (verifying the final
result is always advisable). (c) Strictly speaking the formulas in the usual tables of
Laplace transforms (which appear everywhere in the textbooks and also in Wikipedia)
are logically inconsistent (Todorov [14]). For example, these tables suggest wrongly that
L−1( 1s2+1) = sin t instead of the correct one L−1( 1s2+1) = H(t) sin t. For the readers
who prefer to use the Laplace transform (over the Fourier transform) for the purpose of
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finding a particular solution of a differential equation, we recommend the table ”Laplac-
eTable” (which incudes L−1 as well) which can be found in the webpage of the author
of this article. Alternatively, the reader might refer to to the inversion integral formula
for L−1 (Folland [4]), §8.2).
6. Notice that the above formula y = −G′0(0) cos ωt − δ(0)ω sinωt + H(t) cos ωt (although
meaningless within the Schwartz theory of distributions) make perfect sense in any of the
numerous algebras of generalized functions of Colombeau type (Colombeau [3]). This is
because the value T (0) is well defined - as a generalized number - for any distribution
T . The main goal of this article is to show that these formulas (and many similar to
them) not only make sense, but they are actually the solution (steady-state solution) of
the initial value problem from which these formulas originate.
7. Except the example at the end of our article, the solutions of (1) in this article are linear
combinations of Schwartz distributions with coefficients in R̂. The fact that the set of
scalars Ĉ of the algebra of generalized functions Ê(R) (Todorov & Vernaeve [13]) is a
field (an algebraically closed non-Archimedean field) - not a ring with zero divisors as in
Colombeau [3]) - is important for our approach; it allows us to transfer the familiar linear
algebra arguments from the classical theory of ordinary linear differential equations with
constant coefficients to the similar equations in Ê(R).
8. In the last section of the article we endow some of our initial value problems with phys-
ical interpretation inherited from the Kirchoff law : LI ′′ + RI ′ + 1C I = V
′(t), I(0) =
0, LI ′(0) = 0, for an electrical LRC-circuit with inductance L, resistance R, capac-
itance C, driving electromotive force V (t) and (steady-state) current I(t) (Bremer-
mann [1], Ch.10). We derive formulas for I(t) for some extreme and violent physical
phenomena such as lightning and superconductivity which do not have counterparts in
classical analysis and the Schwartz theory of distributions. We challenge the common
wisdom that only the real-valued functions have the right to present physical quantities:
our formulas for the electrical current I(t) are often generalized functions with infinitely
large values which sometimes keep their infinitely large values in time.
2. Linear Independence in Ê(R)
We ask the reader to refer to (Todorov & Vernaeve [13]) for the construction of the algebra
Ê(R) and the field of its scalars Ĉ. Here is a summary of this construction:
1. If S is a set, then every function of the form f : D(R)→ S will be called a ϕ-net in S
and will be denoted often by (fϕ), where ϕ ∈ D(R) is treated as a parameter (Todorov
& Vernaeve [13], §3). The elements of Ê(R) are equivalence classes q(fϕ) (denoted also
by f̂ϕ) of ϕ-nets in E(R). Similarly, the elements of Ĉ are equivalence classes q(Aϕ)
(denoted also by Âϕ) of ϕ-nets in C (Todorov & Vernaeve [13], §4). In particular, the
generalized number s = q(Rϕ) is called canonical infinitesimal, where
(2) Rϕ =
{
sup{||x|| : x ∈ R, ϕ(x) 6= 0}, ϕ 6= 0,
1, ϕ = 0.
stands for the the radius of support of ϕ ∈ D(R).
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2. The set of the (generalized) scalars Ĉ = {f ∈ Ê(R) : f ′ = 0} of Ê(R) is a field and we
also have Ĉ = R̂(i), where R̂ is the field of the real (generalized) scalars of Ê(R). Both
Ĉ and R̂ are non-Archimedean fields; Ĉ is an algebraically closed field and R̂ is a real
closed field (Todorov & Vernaeve [13]). If x ∈ Ĉ, then x is infinitesimal if |x| < 1/n for
all n ∈ N. In particular, s is a positive infinitesimal, i.e. 0 < s < 1/n for all n ∈ N.
If x, y ∈ Ĉ, then we write x ≈ y if x − y is infinitesimal. We denote by F the set (an
integral domain) of the finite elements x ∈ R̂ for which |x| ≤ n for some n ∈ N.
3. We denote by ι : D′(R) → Ê(R), where ι(T ) = q(T ⋆ ϕ), the canonical embedding (of
Colombeau type, Colombeau [3]) of the space of Schwartz distributions into Ê(R) (we
shall use here ι instead of ER used in Todorov & Vernaeve [13], p. 222). Here T ⋆ ϕ
stands for the convolution product between T and ϕ in the sense of theory of distributions
(Vladimirov [17], 79-80). In particular, ι(δ) = q(ϕ) (Todorov & Vernaeve [13], §5).
4. The elements f of Ê(R) are pointwise functions of the type f : F → Ĉ. The latter holds,
in particular, for f = ι(T ), where T ∈ D′(R). If f ∈ E(R), then ι(f) is an extension
of f in the sense that ι(f)(x) = f(x) for all x ∈ R. On this ground we shall often use
the notation f instead of the more precise ι(f) leaving the reader to figure out what
we actually mean from context. For each k ∈ N0 the value ι(δ(2k))(0) is infinitely large
number in R̂, i.e. n < |ι(δ(2k))(0)| for all n ∈ N. Also, ι(δ(2k+1))(0) = 0 (since ι(δ)(t) is
an even function).
5. The algebra Ê(R) and its scalars Ĉ admit also an axiomatic definition (Todorov [14] and
Todorov [15]). We should mention that under some assumption Ê(R) is isomorphic to the
algebra of ρ-asymptotic functions ρE(R), defined in (Oberguggenberger & Todorov [8])
and R̂ is isomorphic to Robinson’s field of ρ-asymptotic numbers ρR (Robinson [11],
Lightstone & Robinson [7]). We prefer to work with Ê(R) (rather than with ρE(R)),
only because the embedding ι : D′(R)→ Ê(R) is canonical (while the similar embedding
in ρE(R) depends on a fixed non-standard mollifier).
Definition 1 (Vector Spaces ŝpan(S)). (1) For every S ⊆ D′(R), we let ŝpan(S) ={∑m
n=1 αn ι(Tn) : m ∈ N, Tn ∈ S, αn ∈ Ĉ
}
, the span of ι(S) within the algebra Ê(R). We
supply ŝpan(S) with the operations of a differential vector space over the field Ĉ inherited
from the algebra Ê(R).
(2) We supply ŝpan(D′+(R)) with the convolution product ⋆ : D′+(R) × ŝpan(D′+(R)) →
ŝpan(D′+(R)) by T ⋆ f =
∑m
n=1 αn ι(T ⋆ Tn), where T ⋆ Tn ∈ D′+(R) is the convolution
product between T and Tn in the sense of the theory of distributions (Vladimirov [17], p.
77).
We observe that δ(n) ⋆ f = f (n) for n = 0, 1, 2, . . . . Notice that for the value (T ⋆ f)(0) ∈ Ĉ
we have (T ⋆ f)(0) =
∑m
n=1 αn ι(T ⋆ Tn)(0). Recall that ι(T ⋆ Tn)(0) = q
(
(T ⋆ Tn ⋆ ϕ)(0)
)
, where
q
(
(T ⋆ Tn ⋆ ϕ)(0)
)
is the equivalence class of the ϕ-net ((T ⋆ Tn ⋆ ϕ)(0)) in C (Todorov & Ver-
naeve [13], 213).
In what followsW (f1, . . . , fk) denotes the Wronskian of the functions f1, . . . , fk and we denote
by W (f1, . . . , fk)(x) the value of W (f1, . . . , fk) at x.
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Lemma 2 (Linear Independence in Ê(R)). Let y1, . . . , yk ∈ E(R) be solutions of the homogenous
equation P (d/dt)y = 0 for some polynomial P ∈ C[x] (in one variable with complex coefficients)
of degree deg(P ) = k. Then y1, . . . , yk are linearly independent in the C-vector space E(R) if
and only if their ι-images, ι(y1), . . . , ι(yk), are linearly independent in the Ĉ-vector space Ê(R).
Proof. ι(y1), . . . , ι(yk) are solutions of P (d/dt)y = 0 in Ê(R) since ι is a differential ring embed-
ding of E(R) into Ê(R) and ι(W (y1, . . . , yk)) =W (ι(y1), . . . , ι(yk)) (for the same reasons). Also,
W (y1, . . . , yk)(x) =W (ι(y1), . . . , ι(yk))(x) for all x ∈ R since each ι(y(i)n ) is a pointwise extension
of y
(i)
n . Now, y1, . . . , yk are linear independent in E(R) if and only if W (y1, . . . , yk)(0) 6= 0 if
and only if W (ι(y1), . . . , ι(yk))(0) 6= 0. The latter is equivalent to the linear independence of
ι(y1), . . . , ι(yk) in Ê(R) by the usual arguments since (c ι(yn))(i)(0) = c y(i)n (0) for all c ∈ Ĉ and
all n and i. 
3. Associated Generalized Constants
Definition 3 (Associated Generalized Constants). Let P ∈ C[x] be a polynomial in one variable
of degree k and let GP ∈ D′(R) be the Green function of the operator P (d/dt) : D′(R)→ D′(R),
i.e. the distributional solution of the initial value problem P (d/dt)GP (t) = δ(t), GP (t) =
0 on (−∞, 0). Let ι(G(n)P ) be the ι-image of G(n)P into Ê(R). We say that ι(G(n)P )(0) ∈ Ĉ,
n = 0, 1, 2, . . . , k − 1, are the generalized constants associated with the operator P (d/dt).
Here are three examples - presented as lemmas - of particular differential operators along with
their generalized constants.
Lemma 4 (Green Function of a ddt + b). Let a, b ∈ R, a 6= 0 and let g ∈ D′(R) be the Green
function of the operator a ddt + b, i.e. ag
′ + bg = δ(t), g(t) = 0 on (−∞, 0). Then:
(i): g(t) = 1aH(t)e
− b
a
t, , where H ∈ D′(R) is the Heaviside distribution with kernel h, the
unit step-function. Consequently, g′(t) = 1a
(
δ(t) − b g(t)
)
. More generally, g(n)(t) =
1
a
∑n−1
k=0(−1)k( ba)kδ(n−1−k)(t) + (−1)n( ba)n g(t), n = 1, 2, . . . .
(ii): The only associated generalized constant is ι(g)(0) ∈ R̂ and ι(g)(0) ≈ 1/2a.
Proof. (i) The general solution of ay′ + by = δ(t) in D′(R) is given by the family y(t, c) =
ce−bt/a + 1aH(t)e
−bt/a, where c ∈ C. The initial condition y(t) = 0 on (−∞, 0) implies c = 0.
Thus g(t) = 1aH(t)e
− b
a
t. The rest of the formulas follow by direct differentiation.
(ii) We have ι(g)(0) = q(g⋆ϕ)(0)) = 1aq
( ∫ 0
−∞ e
bx
a ϕ(x) dx
)
= 1aq
( ∫ 0
−Rϕ e
bx
a ϕ(x) dx
)
(Todorov&
Vernaeve [13]). On the other hand, by the mean value theorem for integration (Hobson [5]) for ev-
ery test function ϕ there exists xϕ in (−Rϕ, 0) such that
∫ 0
−Rϕ e
bx
a ϕ(x) dx = e−
bRϕ
a
∫ xϕ
−Rϕ ϕ(x) dx+∫ 0
xϕ
ϕ(x) dx. Thus ι(g)(0) = 1a
[
q
(
e−
bRϕ
a ) q
( ∫ xϕ
Rϕ
ϕ(x) dx
)
+q
( ∫ 0
xϕ
ϕ(x) dx
)] ≈ 1a q( ∫ xϕ−Rϕ ϕ(x) dx+
+
∫ 0
xϕ
ϕ(x) dx
)
= 1a q
( ∫ 0
−∞ ϕ(x) dx
)
= 12a since q(Rϕ) = s is a positive infinitesimal, thus
q
(
e−
bRϕ
a ) = e−
bq(Rϕ)
a = e−
bs
a ≈ 1, and q( ∫ xϕ−Rϕ ϕ(x) dx) is a finite number. 
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Lemma 5 (Green Function of a d
2
dt2 + b
d
dt + c). Let a, b, c ∈ R, a 6= 0 and b2 − 4ac < 0 and
let G ∈ D′+(R) be the Green function of the operator a d
2
dt2
+ b ddt + c, i.e. aG
′′ + bG′ + cG =
δ(t), G(t) = 0 on (−∞, 0). Then:
(i): G(t) = 1a ω H(t)e
−αt sin (ωt), where α = b/2a and ω = 12a
√
4ac − b2. Consequently,
G′(t) =
1
aω
H(t)
[− αe−αt sinωt+ ω e−αt cosωt] = −αG(t) + 1
a
H(t)e−αt cosωt,
G ′′(t) =
1
a
δ(t) − b
a
G′(t)− c
a
G(t) =
1
a
δ(t)− b
a2
H(t) e−αt cosωt+
α2 − ω2
aω
H(t) e−αt sinωt
]
.
(ii): Both generalized constants ι(G)(0) and ι(G′)(0) are generalized numbers in R̂ such that
ι(G)(0) ≈ 0 and ι(G′)(0) ≈ 1/2a. More precisely, |ι(G)(0)| < s/2a and |ι(G′)(0)− 12a | <
αs
2a , where s = q(Rϕ) is the canonical infinitesimal of R̂.
Proof. (i) We refer the reader to Bremermann [1], p. 127.
(ii) We have ι(G) = q(G ⋆ ϕ) = q
(
1
aω
∫ t
−Rϕ e
−α(t−x) sinω(t− x)ϕ(x) dx); thus we have
ι(G)(0) = q
( − 1a ω ∫ 0−Rϕ eαx sin (ωx)ϕ(x) dx). On the other hand, by the mean value theo-
rem, there exists xϕ ∈ (−Rϕ, 0) such that − 1aω
∫ 0
−Rϕ e
αx sin (ωx)ϕ(x) dx =
= 1aω e
−αRϕ sin(ωRϕ)
∫ xϕ
−Rϕ ϕ(x) dx. Thus |ι(G)(0)| ≤ q
(∣∣e−αRϕ sin(ωRϕ)
aω
∣∣ ∫ xϕ
−Rϕ |ϕ(x)| dx
) ≤
e−αs sin(ωs)
aω q
( ∫ 0
−∞ |ϕ(x)| dx
)
= e
−αs sin(ωs)
aω
∣∣ ∫ 0
−∞ |δ(x)| dx ≤ e
−αs sin(ω s)
a ω
1
2 =
e−αs sin(ωs)
2a ω <
s
2a . To
show that ι(G′)(0) ≈ 1/2a, it suffices to show that ι(H(t)e−αt cosωt)(0) ≈ 1/2. Indeed,
ι
(
H(t)e−αt cosωt
)
= q
(
(H(t)e−αt cosωt) ⋆ ϕ
)
= q
( ∫ t
−∞ e
−α(t−x) cosω(t− x)ϕ(x) dx). Thus
ι
(
H(t)e−αt cosωt
)
(0) = q
( ∫ 0
−∞ e
αx cosωxϕ(x) dx
)
= q
( ∫ 0
−Rϕ e
αx cosωxϕ(x) dx
)
. On the other
hand, by the mean value theorem for integration (Hobson [5]), there exists xϕ ∈ (−Rϕ, 0) such
that
∫ 0
−Rϕ e
αx cosωxϕ(x) dx = e−αRϕ cos (ωRϕ)
∫ xϕ
−Rϕ ϕ(x) dx +
∫ 0
xϕ
ϕ(x) dx. Thus
ι
(
H(t)e−αt cosωt
)
(0) = q
(
e−αRϕ cosωRϕ
)
q
( ∫ xϕ
−Rϕ ϕ(x) dx)+q
( ∫ 0
xϕ
ϕ(x) dx
) ≈ q( ∫ xϕ−Rϕ ϕ(x) dx)+
q
( ∫ 0
xϕ
ϕ(x) dx
)
= q
( ∫ 0
−Rϕ ϕ(x) dx
)
= 1/2 since q
(
e−αRϕ cos (ωRϕ)
)
= e−αs cos (ωs) ≈ 1. 
Lemma 6 (Green Function of d
2
dt2
+ω2). Let ω ∈ R+ and let G0 ∈ D′+(R) be the Green function
of the operator d
2
dt2
+ ω2, i.e. G′′0 + ω
2G0 = δ(t), G0(t) = 0 on (−∞, 0). Then:
(i): G0(t) =
1
ωH(t) sin (ωt), where (as before) H ∈ D′(R) is the Heaviside distribution
with kernel h, the unit step-function. Consequently, G′0(t) = H(t) cos (ωt), G
′′
0(t) =
δ(t) − ω2G0(t) and G′′′0 (t) = δ′(t)− ω2G′0(t). More generally,
G
(2n+2)
0 (t) =
n∑
k=0
(−1)kω2kδ(2n−2k)(t) + (−1)n+1ω2(n+1)G0(t),
G
(2n+3)
0 (t) =
n∑
k=0
(−1)kω2kδ(2n+1−2k)(t) + (−1)n+1ω2(n+1)G′0(t),
for n = 0, 1, 2, . . . .
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(ii): The generalized constants ι(G0)(0) and ι(G
′
0)(0) are generalized numbers in R̂ such
that ι(G0)(0) ≈ 0 and ι(G′0)(0) = 1/2. More precisely, ι(G0)(0) ≤ s/2, where s = q(Rϕ)
is the canonical infinitesimal of R̂. Consequently, we have
ι(G
(2n+2)
0 )(0) =
n∑
k=0
(−1)kω2kι(δ(2n−2k))(0) + (−1)n+1ω2(n+1) ι(G0)(0),
ι(G
(2n+3)
0 )(0) = −
(−1)nω2(n+1)
2
.
Proof. Except for the strict equality ι(G′0)(0) = 1/2, the results follow from the previous lemma
for a = 1, b = 0 and c = ω2. We have ι(G′0)(t) = q
( ∫ t
−∞ cosω(t− x)ϕ(x) dx
)
; thus we have
ι(G′0)(0) = q
( ∫ 0
−∞ cos (ωx)ϕ(x) dx
)
= q
(
1
2
∫∞
−∞ cos (ωx)ϕ(x) dx
)
= 12
∫∞
−∞ ι(δ)(x) cos(ωx) dx =
1
2 . In the last two formulas we have taken into account that δ
(n)(0) = 0 for odd n. 
4. Steady-State Solutions in Ê(R)
Theorem 7 (First Order ODE). Let a, b ∈ R, a 6= 0 and let g(t) = 1aH(t)e−
b
a
t be the Green
function of the operator a ddt + b (Lemma 4). Then for every f ∈ ŝpan(D′+(R)) (Definition 1) the
initial value problem ay′ + by = f(t), y(0) = 0, has a unique (steady-state) solution y in Ê(R)
(1), given by the formula
(3) y(t) = (g ⋆ f)(t)− (g ⋆ f)(0) e− ba t,
where g ⋆ f ∈ ŝpan(D′+(R)) and (g ⋆ f)(0) ∈ R̂.
Proof. We have f =
∑m
n=1 αn ι(Tn) for some m ∈ N, Tn ∈ D′+(R) and αn ∈ Ĉ by assumption.
Next, the general solution of the equation ay′+by = Tn in D′(R) is given by the family yn(t, c) =
(g ⋆ Tn)(t) + c e
− b
a
t, where c ∈ C. Consequently, the general solution of the equation ay′ + by =
ι(Tn) in Ê(R) is given by the family yn(t, c) = ι(g ⋆ Tn)(t) + c e− ba t, where c ∈ Ĉ. The initial
condition yn(0, c) = 0 (treated as a equation for c in Ĉ) produces cn = −ι(g ⋆ Tn)(0). Thus
the solution of the initial value problem ay′ + by = ι(Tn), y(0) = 0, in Ê(R) is yn(t, cn) =
ι(g ⋆ Tn)(t) − ι(g ⋆ Tn)(0) e− ba t. The latter implies that y =
∑m
n=1 αn yn(t, cn) is the solution of
ay′ + by = f(t), y(0) = 0 by linearity. Thus y =
∑m
n=1 αn
(
ι(g ⋆ Tn)(t) − ι(g ⋆ Tn)(0) e− ba t
)
=
(g ⋆ f)(t)− (g ⋆ f)(0) e− ba t as required. 
Theorem 8 (Higher Order ODE). Let P ∈ C[x] and deg(P ) = k. Let f ∈ ŝpan(D′+(R))
(Definition 1). Then the initial value problem (1) has a unique (steady-state) solution y in
the algebra Ê(R) given by the formula y = ∑kn=1 cn ι(yn) +G ⋆ f , where y1, . . . , yk are linearly
independent solutions of the homogenous equation P (d/dt)y = 0 in E(R), G ∈ D′+(R) is the
Green function of the operator P (d/dt), the convolution product G ⋆ f ∈ ŝpan(D′+(R)) is in the
sense of Definition 1 and the generalized constants ci ∈ Ĉ are determined by
(4) cn = −
W
(
y1, . . . , yn−1, G ⋆ f, yn+1, . . . , yk
)
(0)
W (y1, . . . , yn−1, yn, yn+1, . . . , yk)(0)
, n = 1, . . . , k.
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Proof. We observe that for each n the family Yn(t, C1, . . . , Ck) =
∑k
i=1Ci yi + G ⋆ Tn, where
Ci ∈ C, presents the general solution of the equation P (d/dt)y = Tn in D′(R). Consequently,
the family yn(t, c1, . . . , ck) =
∑k
i=1 ci ι(yi)+ι(G⋆Tn), where ci ∈ Ĉ, presents the general solution
of the equation P (d/dt)y = ι(Tn) in Ê(R) since ι(y1), . . . , ι(yk) are solutions of the homogenous
equation P (d/dt)y = 0 in Ê(R) which are linearly independent in Ê(R) by Lemma 2. Thus the
family y(t, c1, . . . , ck) =
∑k
n=1 cn ι(yn) + G ⋆ f , where ci ∈ Ĉ, presents the general solution of
the equation P (d/dt)y = G ⋆ f in Ê(R) by the linearity of the operator P (d/dt). The initial
conditions y(0) = · · · = y(k−1)(0) = 0 leads to the system of linear equations for the constants
c1, . . . , ck in Ĉ : 
∑k
n=1 cn yn(0) = −(G ⋆ f)(0),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .∑k
n=1 cn y
(k−1)
n (0) = −(G ⋆ f)(k−1)(0),
since ι(cn y
(i)
n )(0) = cn y
(i)
n (0) for each i and n. The Crammer rule produces the formulas (4) for
constants ci in the the formula y = G ⋆ f +
∑k
n=1 cn ι(yn). 
Remark 1 (Simplified Notation). We shall often drop the ι’s by letting yi = ι(yi) on the ground
that ι(yi) are pointwise extensions of yi. In this simplified notation the above formula will be
written simply as y =
∑k
n=1 cn yn +G ⋆ f .
5. LRC-Electrical Circuit: Lightning, Lightning Rods and Superconductivity
We present several examples of steady-state solutions to first and second order ordinary
differential equations with constant coefficients. We supply these initial value problems with
physical interpretation borrowed from Kirchoff law for an electrical LRC-circle. Some reader
might prefer to ignore physics and focus on mathematics.
Definition 9 (Lightning, Lightning Rods and Superconductivity). Let V (t) ∈ ŝpan(D′+(R))
(Definition 1). Let L,R,C ∈ R such that L ≥ 0, R ≥ 0, C > 0 and L2 + R2 6= 0. Let
I(t) ∈ Ê(R) be the solution of the IVP: LI ′′ + RI ′ + 1C I = V ′(t), I(0) = 0, LI ′(0) = 0. Let
A ∈ R̂+. Then:
1. We associate the above initial value problem with the Kirchoff law for an electrical
LRC-circle with inductance L, resistance R, capacitance C, driving electromotive force
(voltage) V (t) and (steady state) current I(t).
2. V (t) = Aι(H)(t) is called switch with amplitude A:
3. Let n ∈ N0. Then V (t) = Aι(δ(n))(t) is called lightning of order n with amplitude
A.
4. The operator L d
2
dt2
+R ddt +
1
C is called a lightning rod if L,R and C are infinitesimals
(C must be a non-zero infinitesimal).
5. If R is infinitesimal (R = 0 is not excluded), we talk about superconductivity.
Lemma 10 (Steady-State Current). Let L,R,C and V be as in Definition 9.
(i): If L = 0, then the Kirchoff law reduces to RI ′ + 1C I = V
′(t), I(0) = 0 and its
solution in Ê(R) is given by the formula I(t) = (g ⋆ V ′)(t) − (g ⋆ V ′)(0) e− tRC , where
g(t) = 1R H(t) e
− t
RC .
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(ii): Let R2 − 4LC < 0. Then the Kirchoff law reduces to LI ′′ + RI ′ + 1C I = V ′(t), I(0) =
I ′(0) = 0, and its solution in Ê(R) is
I(t) = −(G ⋆ V ′)(0) e− R2L t cosωt−R (G ⋆ V
′)(0) + 2L(G′ ⋆ V ′)(0)
2Lω
e−
R
2L
t sinωt+
+ (G ⋆ V ′)(t),
where ω = 12L
√
4L
C −R2, ι(G)(0) ≈ 0 and ι(G′)(0) ≈ 1/2L (Lemma 5) and G(t) =
1
Lω H(t) e
− R
2L
t sinωt (consequently, G′(t) = − R2LG(t) + 1L H(t) e−
R
2L
t cosωt, and G′′ =
1
Lδ(t)−RL G′(t)− 1LC G(t) = 1L δ(t)− RL2 H(t) e−
R
2L
t cosωt+ 1Lω (
R2
4L2
−ω2)H(t) e− R2L t sinωt).
(iii): Let R = 0 (superconductivity) and L,C ∈ R+. Then the Kirchoff law reduces to
LI ′′ + 1C I = V
′(t), I(0) = I ′(0) = 0, and its solution in Ê(R) is given by:
I(t) =− (G0 ⋆ V
′)(0)
L
cosωt− (G
′
0 ⋆ V
′)(0)
Lω
sinωt+
1
L
(G0 ⋆ V
′)(t),
where ω = 1√
LC
, ι(G0)(0) ≈ 0, ι(G′0)(0) = 1/2 (Lemma 6) and G0(t) = 1ω H(t) sinωt
(consequently, G′0(t) = H(t) cosωt, and G
′′
0 = δ(t)− ω2G0(t) = δ(t) − ωH(t) sinωt).
Proof. (i) is identical to Theorem 7 for f(t) = V ′(t).
(ii) W (e−
R
2L
t cosωt, e−
R
2L
t sinωt)(0) = ω, W ((G ⋆ V ′), e−
R
2L
t sinωt)(0) = ω (G ⋆ V ′)(0) and
W (e−
R
2L
t cosωt, (G ⋆ V ′))(0) = R2L (G ⋆ V
′)(0) + (G′ ⋆ V ′)(0). Thus c1 = −(G ⋆ V ′)(0) and
c2 = − 1ω
(
R
2L (G ⋆ V
′)(0) + (G′ ⋆ V ′)(0)
)
= −R(G⋆V ′)(0)+2L(G′⋆V ′)(0)2Lω and the result follows by
Theorem 8.
(iii) is a particular case of (ii) for R = 0. 
Example 2 (L = 0 and Switch). Let V (t) = Aι(H)(t) (switch), where A ∈ R̂+. The corre-
sponding initial value problem is RI ′+ 1C I = Aι(δ)(t), I(0) = 0. We have G⋆f = g ⋆(Aι(δ)) =
Aι(g) and Lemma 10 produces the steady-state solution I(t) = A
[
ι(g)(t) − ι(g)(0) e− tRC ] or,
equivalently, I(t) = A
[
1
R ι(H(t)e
− t
RC ) − ι(g)(0) e− tRC ], where ι(g)(0) is a generalized constant
in R̂ which is infinitely close to 1/2R.
Example 3 (L = 0 and Lightning of Zero Order). Let V (t) = Aι(δ)(t) (lightning of zero
order). The corresponding initial value problem is RI ′ + 1C I = Aι(δ
′)(t), I(0) = 0. We have
G ⋆ f = g ⋆ (Aι(δ′)) = Aι(g′) = AR [ι(δ)(t) − 1C ι(g)(t)] and Lemma 10 produces the steady-state
solution
I(t) = A
[
− ι(δ)(0)
R
e−
t
RC +
ι(g)(0)
RC
e−
t
RC − 1
R2C
ι
(
H(t)e−
t
RC
)
+
1
R
ι(δ)(t)
]
.
where ι(g)(0) and ι(δ)(0) are generalized constants in R̂ such that ι(g)(0) ≈ 1/2R and ι(δ)(0) is
an infinitely large constant.
Example 4 (L = 0 and Lightning of Zero Order, Superconductivity). Let a, b ∈ R+. We
are looking for the steady state current I(t) in an electrical LRC-circle with inductance L =
0, infinitesimal resistance R = a/ι(δ)(0) (superconductivity) , infinitely large capacitance
C = ι(δ)(0)/b and driving electromotive force V (t) = ι(δ)(t) (lightning of zero order), i.e.
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a
δ(0) I
′ + bδ(0) I = ι(δ
′)(t), I(0) = 0, or equivalently, a I ′ + b I = ι(δ)(0) ι(δ′)(t), I(0) = 0. We
apply the Lemma 10 for V ′ = ι(δ)(0) ι(δ′) and the result is g ⋆ V ′ = ι(δ)(0)a
(
ι(δ)(t) − b ι(g)(t)).
Thus the steady state solution is
I(t) =
ι(δ)(0)
a
[
− ι(δ)(0) e− ba t + b ι(g)(0) e− ba t − b
a
ι
(
H(t) e−
b
a
t
)
+ ι(δ)(t)
]
.
Example 5 (L = 0 and Lightning of n-th Order). Let A ∈ R̂+ and V (t) = Aι(δ(n))(t) (light-
ning of n-th order). The corresponding initial value problem is RI ′+ 1C I = Aι(δ
(n+1))(t), I(0) =
0. We have (G ⋆ f)(t) = Aι(g(n+1))(t) and with the help of Lemma 4 we obtain:
I(t) =
A
R
[ n∑
k=0
(−1)k+1 ι(δ(n−k))(0)
(RC)k
e−
t
RC +
(−1)n ι(g)(0)
RnCn+1
e−
t
RC+
+
(−1)n+1
(RC)n+1
ι
(
H(t)e−
t
RC
)
+
n∑
k=0
(−1)k
(RC)k
ι(δ(n−k))(t)
]
,
where (as before) ι(g)(0) ≈ 1/2R and ι(δ2n))(0) are infinitely large numbers and ι(δ2n+1))(0) = 0
for n = 1, 2, . . . .
Example 6. Let 4LC −R2 > 0 and let A ∈ R̂+.
1. Let V (t) = Aι(H)(t) (switch). The solution of LI ′′ + RI ′ + 1C I = Aι(δ)(t), I(0) =
I ′(0) = 0 is given by
I(t) = A
[
− ι(G)(0) e− R2L t cosωt−
( ι(G′)(0)
ω
+
R ι(G)(0)
2Lω
)
e−
R
2L
t sinωt+
+
1
Lω
ι(H(t) e−
R
2L
t sinωt)
]
.
2. Let V (t) = Aι(δ(t)) (lightning of zero order). The solution of LI ′′ + RI ′ + 1C I =
Aι(δ′)(t), I(0) = I ′(0) = 0, is given by
I(t) = A
[
− ι(G′)(0) e− R2L t cosωt+
+
(− ι(δ)(0)
Lω
+
Rι(G′)(0)
2Lω
+
ι(G)(0)
LCω
)
e−
R
2L
t sinωt+
+
1
L
ι
(
H(t) e−
R
2L
t cosωt− R
2L2ω
ι
(
H(t) e−
R
2L
t sinωt
))]
.
3. Let V (t) = Aι(δ′)(t) (lightning of first order). The solution of LI ′′ + RI ′ + 1C I =
Aι(δ′′)(t), I(0) = I ′(0) = 0, is given by
I(t) = A
[(
− ι(δ)(0)
L
+
R ι(G′)(0)
L
+
ι(G)(0)
LC
)
e−
R
2L
t cosωt+(R ι(δ)(0)
2L2ω
+
(2L−R2C) ι(G′)(0)
2L2Cω
− R ι(G)(0)
2L2Cω
)
e−
R
2L
t sinωt+
+
ι(δ)(t)
L
− R
L2
ι(H(t) e−
R
2L
t cosωt) +
R2C − 2L
2L3Cω
ι(H(t) e−
R
2L
t sinωt)
]
,
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where ω = 12L
√
4L
C −R2, ι(G)(0) ≈ 0 and ι(G′)(0) ≈ 1/2L (Lemma 5). Notice that
ι(δ′)(0) = 0 (Todorov & Vernaeve [13]).
Example 7 (Superconductivity). Let R = 0 (superconductivity), ω = 1/
√
LC, A ∈ R̂+ and
G0(t) =
1
ωH(t) sin (ωt). Recall that ι(G0)(0) ≈ 0 and ι(G′0)(0) = 1/2 (Lemma 6).
(1) If V (t) = Aι(H)(t) (switch), then the solution of LI ′′+ 1C I = Aι(δ)(t), I(0) = I
′(0) =
0, in Ê(R) is I(t) = AL
[
1
ω ι(H(t) sinωt)− 12ω sinωt− ι(G0)(0) cos ωt
]
.
(2) If V (t) = Aι(δ)(t) (lightning of zero order), then the solution of LI ′′ + 1C I =
Aι(δ′)(t), I(0) = I ′(0) = 0, in Ê(R) is I(t) = AL
[
− δ(0)ω sinωt + ι(H(t) cos ωt) −
1
2 cosωt+ ω ι(G0)(0) sin ωt
]
.
(3) If V (t) = Aι(δ′)(t) (lightning of first order), then the solution of LI ′′ + 1C I =
Aι(δ′′)(t), I(0) = I ′(0) = 0 in Ê(R) is I(t) = AL
[
−ι(δ)(0) cos ωt+ω2 sinωt−ω ι(H(t) sinωt)+
ω2 ι(G0)(0) cos ωt+ ι(δ)(t)
]
.
(4) If V (t) = Aι(δ(2n+1))(t) for some n ∈ N0 (lightning of odd order), then the solution
of LI ′′ + 1C I = Aι(δ
(2n+2))(t), I(0) = I ′(0) = 0, in Ê(R) is
I(t) =
A
L
[
−
n∑
k=0
(−1)kω2kι(δ(2n−2k))(0) cos ωt+
+ (−1)nω2n+1(1
2
sinωt− ι(H(t) sinωt))+
+ (−1)nω2(n+1)ι(G0)(0) cos ωt+
n∑
k=0
(−1)kω2kι(δ(2n−2k))(t)
]
.
(5) If V (t) = Aι(δ(2n+2))(t) for some n ∈ N0 (lightning of even order), then the solution
of LI ′′ + 1C I = Aι(δ
(2n+3))(t), I(0) = I ′(0) = 0, in Ê(R) is
I(t) =
A
L
[
−
n+1∑
k=0
(−1)kω2k−1ι(δ(2n+2−2k))(0) sinωt+
+ (−1)nω2(n+1)(1
2
cosωt− ι(H(t) cos ωt))−
− (−1)nω2n+3ι(G0)(0) sinωt+
n∑
k=0
(−1)kω2kι(δ(2n+1−2k))(t)
]
.
The derivation of the formula is similar to the one in the previous example and leave it
to the reader.
Our last example is outside the the scope of Theorem 7 and Theorem 8.
Example 8 (Lightning Rod under Lightning). Let λ = | ln s| = q(λϕ), where λϕ = − lnRϕ (2)
and A = q(Aϕ) ∈ R̂+. Notice that λ is a positive infinitely large number, i.e. n < λ for all n ∈ N.
We associate the initial value problem 1
λ2
I ′′ + 2λI
′ + λ2I = Aι(δ′)(t), I(0) = I ′(0) = 0, with the
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LRC-electrical circle (lightning rod) with L = C = 1/λ2 and R = 2/λ and electromotive force
V (t) = Aι(δ)(t) (under lightning of zero order with amplitude A). We prefer the form
I ′′ + 2λI ′ + λ4I = Aλ2 ι(δ′)(t), I(0) = I ′(0) = 0. For any test function ϕ ∈ D(R) the initial
value problem I ′′+2λϕ I ′+λ4ϕ I = Aϕ λ
2
ϕ ϕ
′(t), I(0) = I ′(0) = 0, has a unique classical solution
in E(R) given by the formula
Iϕ(t) = Aϕ λ
2
ϕ
[ ∫ t
0
e−λϕ(t−x) cosωϕ(t− x)ϕ(x) dx − λϕ
ωϕ
∫ t
0
e−λϕ(t−x) sinωϕ(t− x)ϕ(x) dx−
− ϕ(0)
ωϕ
e−λϕ t sinωϕt
]
,
where ωϕ = λ
2
ϕ
√
1− 1/λ2ϕ. This formula is obtained by Laplace transform method, but the
reader is invited to verify its validity by direct differentiations and evaluations in the framework
of E(R). Notice that e−λϕt is a moderate ϕ-net since e−λϕt = (Rϕ)t ≤ (Rϕ)m for m = min{n ∈
Z : n ≤ t < n + 1} (Todorov & Vernaeve [13], §4). Consequently (Iϕ(t)) is a moderate net.
We also observe the the above formula implies that (Iϕ(t)) does not depend on the choice of the
representative of the generalized number λ modulo the ideal N (E(R)D) (Todorov & Vernaeve [13],
§4). Thus the generalized function I(t) = q(Iϕ(t)) ∈ Ê(R) is the solution we are looking for. We
present the final result in a “distributional-like” form:
I(t) = Aλ2
[
− ι(δ)(0)
ω
e−λ t sinωt+H(t)e−λt cosωt− e−λt(C + λS
ω
)
cosωt−
− e−λt(S − λ C
ω
)
sinωt− λ
ω
H(t)e−λt sinωt
]
,
where the generalized constants: ω,S, C in R̂ \ R and the generalized functions: e−λt, sinωt,
cosωt , H(t)e−λt sinωt and H(t)e−λt cosωt in Ê(R) \ D′(R) are defined by
ω = q(ωϕ), S = q
( ∫ 0
−∞
eλϕx sin (ωϕx)ϕ(x) dx
)
, C = q( ∫ 0
−∞
eλϕx cos (ωϕx)ϕ(x) dx
)
,
e−λt = st = q
(
e−λϕt
)
, sinωt = q(sinωϕt), cosωt = q(cosωϕt),
H(t)e−λt sinωt = q
( ∫ t
−∞
e−λϕ(t−x) sinωϕ(t− x)ϕ(x) dx
)
and
H(t)e−λt cosωt = q
( ∫ t
−∞
e−λϕ(t−x) cosωϕ(t− x)ϕ(x) dx
)
,
respectively.
Acknowledgement: The author thanks the organizers of the International Conference on
Generalized Functions-G2014, September 2014, Southampton, U.K., where this work was first
presented. The author also thanks the anonymous referee whose remarks helped to improve the
quality of the text.
Bibliography
[1] H. Bremermann, Distributions, Complex Variables, and Fourier Transforms, Addison-Wesley Publ. Co., Inc.,
Palo Alto, 1965.
STEADY-STATE SOLUTIONS IN AN ALGEBRA OF GENERALIZED FUNCTIONS:LIGHTNING, LIGHTNING RODS AND SUPERCONDUCTIVITY13
[2] J. F. Colombeau, New Generalized Functions and Multiplication of Distributions, North-Holland Math. Studies
84, 1984.
[3] J. F. Colombeau, Multiplication of Distributions, Bull.A.M.S. 23, 2, 1990, pp. 251–268.
[4] Gerald B. Folland, Fourier Analysis and Its Applications, Wadsworth & Brooks/Cole Advaced Books &
Software, Pasific Grove, California, 1992.
[5] E.W. Hobson, On the Second Mean-Value Theorem of Integral Calculus, Proceedings of London Mathematical
Society, S2-7, no. 1, pp. 14-23, MR1575669 (http://plms.oxfordjournals.org/content/s2-7/1/14).
[6] C. Henry Edwards and David E. Penney, Differential Equations & Linear Algebra, Second Edition, Pearson,
Prentice Hall, 1998.
[7] A. H. Lightstone and A. Robinson, Nonarchimedean Fields and Asymptotic Expansions, North-Holland, Am-
sterdam, 1975.
[8] M. Oberguggenberger and T. Todorov, An embedding of Schwartz distributions in the algebra of asymptotic
functions, Int’l. J. Math. and Math. Sci. 21 (1998), pp. 417-428.
[9] Joel L. Schiff, The Laplace Transform: Theory and Applcations,Springer 1999.
[10] A. Robinson, Nonstandard Analysis, North Holland, Amsterdam, 1966.
[11] A. Robinson, Function theory on some nonarchimedean fields, Amer. Math. Monthly 80 (6), 1973 (also in:
Part II: Papers in the Foundations of Mathematics (1973), p. 87-109).
[12] Gilbert Strang, The Core Ideas in Our Teaching, Notices of the American Mathematical Society, November
2014.
[13] Todor Todorov and Hans Vernaeve, Full Algebra of Generalized Functions and Non-Standard Asymptotic
Analysis, Logic and Analysis, Vol. 1, Issue 3, 2008 (arXiv:0712.2603v1).
[14] Todor D. Todorov, An axiomatic approach to the non-linear theory of generalized functions and consistency
of Laplace transforms, Integral Transforms and Special Functions, Volume 22, Issue 9, September 2011, Pages
695-708 (available at ArxivMathematics: (http://arxiv.org/abs/1101.5740)).
[15] Todor D. Todorov, Algebraic Approach to Colombeau Theory, In: San Paulo Journal of Mathematical Sci-
ences, 7 (2013), no. 2, 127-142 (http://www.ime.usp.br/∼spjm//issue/item/?year=2013).
[16] H. Vernaeve and J. Vindas, Characterization of distributions having a value at a point in the sense of Robin-
son, Journal of Mathematical Analysis and Applications, 396 (2012), 371-374.
[17] V. Vladimirov, Generalized Functions in Mathematical Physics, Mir-Publisher, Moscow, 1979.
Mathematics Department, California Polytechnic State University, San Luis Obispo, California
93407, USA.
E-mail address: ttodorov@calpoly.edu
