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Universal quantum computers are potentially an ideal setting for simulating many-body quantum dynamics
that is out of reach for classical digital computers. We use state-of-the-art IBM quantum computers to study
paradigmatic examples of condensed matter physics – we simulate the effects of disorder and interactions on
quantum particle transport, as well as correlation and entanglement spreading. Our benchmark results show
that the quality of the current machines is below what is necessary for quantitatively accurate continuous time
dynamics of observables and reachable system sizes are small comparable to exact diagonalization. Despite
this, we are successfully able to demonstrate clear qualitative behaviour associated with localization physics
and many-body interaction effects.
INTRODUCTION
Quantum computers are general purpose devices that lever-
age quantum mechanical behaviour to outperform their clas-
sical counterparts by reducing the computational time and/or
the required physical resources [1]. Excitement about
quantum computation was initially fuelled by the prime-
factorization algorithm developed by Shor [2], which is most
popularly associated with the ability to attack currently used
cyber security protocols. More importantly, it provided
a paradigmatic example of dramatic exponential improve-
ment in computational speed when compared with classi-
cal algorithms. It has since been realised that the potential
power of quantum computers could have far reaching appli-
cations, from quantum chemistry and the associated benefits
for medicine and drug discovery [3], to quantum machine
learning and artificial intelligence [4]. Even before reaching
these lofty goals, there may also be practical uses for noisy
intermediate-scale quantum (NISQ) devices [5].
These quantum devices can be implemented in a large num-
ber of ways, for example, using ultracold trapped ions [6–
11], cavity quantum electrodynamics (QED) [12–15], pho-
tonic circuits [16–18], silicon quantum dots [19–21], and the-
oretically even by braiding, as yet unobserved, exotic collec-
tive excitations called non-abelian anyons [22–24]. One of
the most promising approaches is using superconducting cir-
cuits [25–27], where recent advances have resulted in devices
consisting of up to 72 qubits, pushing us ever closer to realis-
ing so-called quantum supremacy [28]. The apparent proxim-
ity of current devices to this milestone makes it timely to re-
view the current capabilities and limitations of quantum com-
puters.
Richard Feynman’s original idea was to simulate quan-
tum many-body dynamics – a notoriously hard problem for
a classical computer – by using another quantum system [29].
Over the last couple of decades this approach of using a pur-
pose built quantum simulator has been extremely success-
ful in accessing physics beyond the reach of numerics on a
classical computer. Most notable are cold atom experiments
∗ adam.smith@tum.de
with optical lattices [30–36] where the natural evolution of
the atoms corresponds to a high accuracy to that of a local
Hamiltonian of choice. This has, for example, allowed us
to study Hubbard model physics [31, 35] and many-body lo-
calized systems [32–34] in two dimensions. More recently,
there have also been advances in trapped ion quantum simu-
lators, which have the benefit of being able to implement long
range interactions [6, 7, 37], and have been used to study the
Schwinger-mechanism of pair production/annihilation in 1D
lattice QED [7] and Floquet time crystals [38].
Universal quantum computers are also increasingly look-
ing like a feasible setting for simulating quantum dynamics.
One of the biggest advantages of using a quantum computer
for this purpose is the flexibility it offers. A single quantum
device could in principle perform simulations that currently
require several different experiments, using disparate meth-
ods. Furthermore, it should be possible to access new physics
not currently accessible, most notably, the simulation of lattice
gauge theories with dynamical gauge fields. These are ubiq-
uitous in the theoretical study of strongly-correlated quantum
matter but require multi-body couplings, which have so far
proven difficult to achieve in experiment [39, 40].
A particularly exciting opportunity has been provided by
IBM in the form of an online quantum computing network
called IBM Q. This consists of a set of small quantum com-
puters of 5 and 16 qubits that are availably freely to the pub-
lic, two 20 qubit machines accessible by IBM Q partners [41],
and the qiskit python API [42] for programming the devices.
The publicly available resources have already resulted in a
spread of results, such as calculating the ground state of sim-
ple molecules [3, 43], creating and measuring highly entan-
gled many qubit states [44, 45], implementing quantum al-
gorithms [46–48], and simulating non-equilibrium dynamics
in the transverse-field Ising [49, 50], Heisenberg [51] and
Schwinger [52] models, as just a few examples. Given the
infancy of quantum computing efforts, all these results are un-
derstandably small scale and of limited accuracy.
IBM is not alone in their efforts to make quantum comput-
ing more mainstream, with Microsoft introducing the Q-sharp
programming language [53], Google developing the Circq
python library [54], and Rigetti providing their own Quantum
Cloud Service and Forest SDK built on Python [55]. Rigetti
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2and IonQ also provide selective public access to hardware –
based on superconducting qubits and trapped ions, respec-
tively. All of these resources are allowing a lot of hands on
experience with quantum computers from researchers and the
general public all around the world. Furthermore, it highlights
that there are currently several parallel efforts of research and
development from industry focussed on quantum computing,
quantum programming and cloud-based services that are flex-
ible and prepared for future hardware.
Given the current stage of development, and the immense
expectation from the public and physics communities, it is
timely to critically assess and benchmark the state-of-the-art.
In this article we consider the far-from-equilibrium dynamics
of global quantum quenches simulated on an IBM 20 qubit
quantum computer. The models that we consider are of central
importance to condensed matter physics and display a wide
range of phenomenologies. By measuring a range of physical
correlators, we can assess the capabilities and limitations of
current quantum computers for simulating quantum dynam-
ics.
RESULTS
Setup
In this article we study global quantum quenches [56, 57], that
is we calculate local observables and correlators of the form
〈ψ(t)|Oˆ j|ψ(t)〉, 〈ψ(t)|Oˆ jOˆk |ψ(t)〉, (1)
where Oˆ j are local operators and the time-dependent states are
|ψ(t)〉 = e−iHˆt |ψ(0)〉, (2)
and where |ψ(0)〉 is the initial state, which differs globally
from an eigenstate of Hˆ. In other words, we can consider
|ψ(0)〉 to be the ground state of a (time-independent) prepa-
ration Hamiltonian, Hˆ0 = Hˆ − hVˆ , where Vˆ is a global per-
turbation, and the perturbation strength h is instantaneously
quenched from zero at time t = 0.
We consider one dimensional spin-1/2 chains, consisting of
N spins, initially prepared in either a domain wall configura-
tion, | · · · ↓↓↓↑↑↑ · · ·〉, or Néel state, | · · · ↑↓↑↓↑ · · ·〉. Quenches
from these initial states are particularly easy to prepare due to
the local tensor-product structure of the initial state and have
been studied in cold atom experiments [32]. The time evolu-
tion after the quantum quench will be governed by a Hamilto-
nian of the form
Hˆ = −J
N−1∑
j=1
(
σˆxjσˆ
x
j+1 + σˆ
y
jσˆ
y
j+1
)
+ U
N−1∑
j=1
σˆzjσˆ
z
j+1 +
N∑
j=1
h jσˆzj,
(3)
with J > 0, and σˆαj are the Pauli matrices with eigenvalues±1. This model can also be written in terms of hard-core bo-
son, or spinless fermion Hamiltonian via the Jordan-Wigner
transformation.
We will consider four distinct cases for the Hamiltonian pa-
rameters:
(a)
(b) (c)
Figure 1. Schematic of the implementation of Trotterized evolu-
tion. (a) The procedure of adding more Trotter steps to reach longer
times. (b) and (c) are the basic and symmetric Trotter decomposi-
tion, respectively, for the Hamiltonian Eq. (3). In (b) the operators
are Aˆ j = e
−ih jσˆzj∆t, Bˆ j = e
−i(Uσˆzjσˆzj+1−J(σˆxj σˆxj+1+σˆ
y
jσˆ
y
j+1))∆t and in (c)
they are Aˆ j = e
−ih jσˆzj ∆t2 , Bˆ j = e
−i(Uσˆzjσˆzj+1−J(σˆxj σˆxj+1+σˆ
y
jσˆ
y
j+1))
∆t
2 , Cˆ j =
e−i(Uσˆ
z
jσˆ
z
j+1−J(σˆxj σˆxj+1−σˆ
y
jσˆ
y
j+1))∆t.
(i) The XX chain, defined by U = 0 and h j = 0. This is a
uniform, non-interacting model.
(ii) Disordered XX chain for U = 0 and h j uniformly ran-
domly sampled from the interval [−h, h]. This is the pro-
totypical lattice model for Anderson localization [58].
(iii) XXZ spin chain, defined by U , 0 and h j = 0. This
is a particular case of the Heisenberg model for quantum
magnetism.
(iv) XXZ chain with linear potential, defined by U > 0 and
h j = h j, i.e., a linearly increasing potential. This model
was recently studied in the context of many-body local-
ization without disorder [59, 60], where Wannier-Stark
localization [61] is induced by the linear potential.
This family of Hamiltonians covers a large range of physics
in condensed matter, from the integrable limit [56], to many-
body quantum magnetism [62], to that of many-body local-
ization [63, 64]. These Hamiltonians are perfect testbeds for
digital quantum simulation since they can be directly simu-
lated on a quantum computer – the spins-1/2 of the former
correspond directly to the qubits of the latter, and the local
connectivity of the qubits is suited for the local form of the
Hamiltonian.
In our simulations we achieve the time evolution using a
Trotter decomposition of the unitary time evolution opera-
tor Uˆ(t) = e−iHˆt. Our simulation proceeds by the following
steps. First, we create the initial state, which is done by apply-
ing Pauli-X operations to the default initial state of the IBM
machine, | · · · ↑↑↑ · · ·〉. Second, we discretize time and the
evolution becomes a product of discrete evolution operations
Uˆ(t) = Uˆ(∆t) · · · Uˆ(∆t). Note that in our plots we include ad-
ditional data points by varying δt in the final discrete evolution
step. Third, we trotterize the discrete operators U(∆t) into a
product of one- and two-qubit unitaries. Finally we decom-
pose these unitaries into the CNOT and single qubit rotation
3gates that can be directly applied on the IBM devices. Please
see Fig. 1 for a schematic of this procedure, and see Methods
for more details.
Once we have constructed the state |ψ(t)〉, we then perform
measurements, which allows us to construct the quantities of
interest in Eq. (1). We will only consider correlators of σˆzj op-
erators, where we only need to make measurements in a single
(z-basis) for the spins. In the following we will use 8192 mea-
surements per data point, which means that the statistical error
for these local correlators is ∼ 0.01, which is too small to be
included in our figures.
We consider three different types of dynamical quantities:
• The local magnetization
M j(t) = 〈ψ(t)|σˆzj|ψ(t)〉. (4)
In the case of a domain wall initial state, we will also com-
pute
Nhalf(t) =
N/2∑
j=1
〈ψ(t)| σˆ
z + 1
2
|ψ(t)〉, (5)
which is equal to zero at t = 0 and grows as the domain
wall spreads.
• The connected equal-time correlator
C jk(t) = 〈ψ(t)|σˆzjσˆzk |ψ(t)〉 − 〈ψ(t)|σˆzj|ψ(t)〉〈ψ(t)|σˆzk |ψ(t)〉. (6)
Note, the connected form of this correlator measures the
quantum correlators between distant spins but is not sensi-
tive to the classical correlations in our initial states.
• The quantum Fisher information (QFI). We will consider a
particular case of the QFI for a pure state, namely,
FQ(t) =
∑
jk
s jsk〈ψ(t)|σˆzjσˆzk |ψ(t)〉 −
∑
j
s j〈ψ(t)|σˆzj|ψ(t)〉
2 ,
(7)
where s j = +1 for left half of the sites j and s j = −1 for
the right half at t = 0. More generally, the QFI (for a pure
state) is defined as the variance, 4
(
〈Oˆ2〉 − 〈Oˆ〉2
)
, where Oˆ
is a sum of local operators, which each have a spectrum of
unit width. In our case we have Oˆ = 12
∑
j s jσˆ
z
j. The QFI is
an entanglement witness [65–67], and for our chosen defi-
nition in Eq. (7) is also closely related to the von Neumann
entanglement entropy [68–70].
The IBM Quantum Computers
The quantum computer that we use is the latest 20-qubit IBM
device, codenamed ibmq_poughkeepsie. It consists of
a two-dimensional array of qubits that have local connec-
tivity. We can perform arbitrary single qubit rotations and
controlled-NOT (CNOT) gates between connected qubits, see
Methods. For the data presented in this paper the average
readout errors, CNOT errors, and T2 (dephasing) times were
approximately 4%, 2% and 90µs, respectively. An important
point to note is that the IBM machines are recalibrated on
an approximately daily basis, which means the data can vary
across days. Crucially, we find that the our results are qual-
itatively reproducible, and we compare data obtained across
three consecutive days in the Methods.
To benchmark the accuracy of the simulation, we compare
the data with a numerical implementation of the Trotter evo-
lution, as well as continuous-time exact diagonalization (ED).
The errors in our results are strongly influenced by the num-
ber of CNOT gates in the corresponding quantum circuit. One
of the reasons for this is that the fidelities of these two qubit
gates are an order of magnitude worse than the single qubit
gates. The CNOTs also take a longer real-world time to im-
plement than the single qubit gates. The increased implemen-
tation time of the circuits increases the potential for errors due
to energy relaxation and dephasing, parametrized by the T1
and T2 times, as well as other environmental effects and cross-
talk. On the IBM device, we use N = 6, 8, 10 of the qubits as
our system with 4 or 5 symmetric Trotter steps. These qubits
are chosen as the connected subset with the lowest average
CNOT errors such that the single qubit measurement errors
and T2 decoherence times do not exceed a certain threshold.
Please see Methods for more details about the quantum device
and details of the algorithm used to select the qubits. All data
presented below is available in Ref. [71].
Local Magnetization
First, we consider results for the uniform XX spin chain
Hamiltonian with U = 0 and h j = 0 (case (i)), quenched from
a domain wall configuration, shown in Fig. 2. Figure 2(a-c)
show a comparison of the magnetization of the fourth (mid-
dle) and sixth (end) spins of the chain as computed by exact
diagonalization with continuous time evolution, a numerical
implementation of the Trotter decomposition and the corre-
sponding data from the IBM machine. The data from the ma-
chine is further split into the raw data (orange triangles) and
constrained data (red squares). The constrained data only con-
siders those measurement outcomes that have the same total
magnetization as the initial state – which is a conserved quan-
tity – that is, we restrict to the physical Hilbert space of the
Hamiltonian we are simulating. We discuss this rudimentary
error mitigation method further in the context of quantifying
the accuracy of the quantum computer (see Fig. 6(b)), and it
will be used in all subsequent figures. See Methods for more
details.
The data in Fig. 2(a-b) show that while all curves show rea-
sonable agreement at short times – for instance, we have a de-
layed decay of the magnetization in Fig. 2(b) – the accuracy of
the IBM data becomes bad very quickly. For times Jt > 1 the
magnetization as measured on the machine approaches zero,
which is the expected average value if the system thermalizes
or if we were to randomly sample states. The agreement be-
tween the numerical results obtained from exact diagonaliza-
tion (ED) and trotterization shows that the inaccuracy of the
results is due to the machine and not our approximation of the
evolution. This rapid decay in the accuracy with number of
Trotter steps was also observed in Ref. [49] for the transverse
field Ising model on the 5 and 16 qubit IBM machines [72].
In Fig. 2(c) we consider the evolution over a longer time
window, up to Jt = 10, rather than Jt = 2.5. We see that the
40 1 2
Jt
−1.0
−0.5
0.0
0.5
1.0
〈σ
z 4
〉
ED
Trotter
IBM
IBM constrained
(a)
0 1 2
Jt
−1.0
−0.5
0.0
0.5
1.0
〈σ
z 6
〉
ED
Trotter
IBM
IBM constrained
(b)
0.0 2.5 5.0 7.5 10.0
Jt
−1.0
−0.5
0.0
0.5
1.0
〈σ
z 6
〉
(c)
1 2 3 4 5 6
sites
0
1
2
J
t
(d)
1 2 3 4 5 6 7 8
sites
0
1
2
(e)
1 2 3 4 5 6 7 8 910
sites
0
1
2
(f)
1 2 3 4 5 6 7 8 910
sites
0
1
2
−1.0
−0.5
0.0
0.5
1.0
(g)
Figure 2. Results for a global quench from a domain wall initial state. (a-b) The local magnetization of the fourth and sixth spins of the chain
with N = 6, and (c) is for the sixth spin for longer times. Plotted are the result of exact diagonalization, numerical Trotter evolution, and the
experimental data, both in raw form (IBM) and when the conserved quantities are imposed (IBM constrained), see the main text. (d-f) The
time and site resolved IBM results for the local magnetisation for N = 6, 8, 10 sites, respectively. (g) The corresponding numerical symmetric
Trotter evolution for N = 10. Data was obtained on 12 March 2019 for all figures except (c), which was obtained on 3 April 2019.
data very quickly approaches 0 and remains there, indicating
that the system has equilibrated. From this figure we can see
that due to the quality of the machine we want to take ∆t in our
Trotter steps as large as possible so that we can reach longer
times without thermalizing. However, for the Trotter evolu-
tion to be accurate we want ∆t as small as possible. The ∆t that
we use are chosen (without much optimization) to maintain a
reasonable accuracy in both the IBM data and the numerical
trotterization.
Next, we consider the site dependence of the magnetization
shown in Figs. 2(d-f), for N = 6, 8, 10 sites and compared
with the numerically computed Trotter evolution shown in
Fig. 2(g). In these figures we see a clear qualitative agreement
between the experimental and numerical results at short times,
particularly by the presence of a linear light-cone causality
structure for the spreading of the domain wall. This qualita-
tive agreement, however, also worsens at longer times, and as
we increase the system size. In particular, in Fig. 2(d) we can
see a marked decrease in accuracy every three time steps. The
origin can be explained as follows. Each block of three time
steps is computed for the same number of time steps with ∆t
varying in the final Trotter steps (as explained earlier). It is
when we add an additional time step for the next block – and
thus increase the number of gates in the quantum circuit – that
we see a drop in the accuracy. This behaviour is also seen in
Fig. 6(b) where we show the number of measurements that are
in the physical Hilbert space. There is a clear decrease in the
percentage after the introduction of each new Trotter step.
Short-Time Many-Body Physics
While the results in Fig. 2 may at first seem discouraging for
quantitative large-scale dynamical simulations, we will show
in this section that we may still observe qualitative behaviour
associated with non-trivial quantum phenomena. Here, we
consider Nhalf(t), defined in Eq. (5), after quenching from the
domain wall initial state for three different cases.
First, we consider the disordered XX chain (case (ii)),
which is known to exhibit Anderson Localization in 1D for
all values of the disorder strength, h [73]. As a consequence
of increasing the disorder strength, the extent of the spreading
of the domain wall, and consequently the growth of Nhalf is
reduced (indicated by a black arrow). We are able to repro-
duce this behaviour qualitatively for short times on the IBM
machine as shown in Fig. 3(a). The corresponding numeri-
cal Trotter results are shown in the inset, which shows that
while the accuracy of the results is quite low, the qualitative
behaviour is still captured. Once again, we see that the data is
biased towards the scrambled value as the number of Trotter
steps is increased, which in the present case is 1.5.
Next, we consider the uniform XXZ chain (case (iii)) with
U > 0 and h j = 0. In contrast to the previous cases, this
Hamiltonian is interacting and thus describes true many-body
physics. At short times, the spreading of the domain wall
is also hindered by the energy cost of the additional interac-
5(a) (b) (c)
Figure 3. Results for short time behaviour of Nhalf after a quench from a domain wall initial state. In all subfigures the inset shows the
corresponding results of numerical Trotter evolution. (a) The disordered XX spin chain with disorder strength controlled by h using a symmetric
Trotter decomposition. (b) The XXZ spin chain with nearest neighbour interactions parametrized by U with basic trotterization. (c) The XXZ
spin chain with a linear potential with slope h = 1.5, interaction strength U, and a symmetric Trotter decomposition. (a-b) were obtained on
12 March 2019 and (c) on the 10 May 2019.
tions between neighbouring spins. Once again, we can see this
behaviour qualitatively in the experimental results, shown in
Fig. 3(b). Note that while the short time results are similar to
the previous case, it is due to a different physical mechanism
and is a many-body effect. The long-time behaviour would
be starkly different from that of the Anderson localized case,
which is, however, beyond the current capabilities of the IBM
quantum computers.
In the third case we combine features of the previous two
models and include both on-site potential energies and inter-
actions. We will consider the XXZ spin chain with a linear
potential (case (iv)), and both U > 0 and h > 0. If we com-
pare with U = 0, that is, a linear potential alone, then the
eigenstates will be localized [59–61], and thus the spreading
of the domain wall will be limited. If we have U > 0, then
the two energy costs can compensate. For instance, consider
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Figure 4. Results for the connected spin correlator defined in Eq. (6).
Data is computed using: (a) exact diagonalization, (b) numerical
trotterization, (c) the IBM quantum device. Data is shown for
N = 6, h j = 0 and U = 0, using a symmetric trotterization, and
obtained on 12 March 2019.
flipping the middle two spins, then there will be an increase
in energy due to the potential but a decrease in the interaction
energy. Therefore, the presence of interactions makes it easier
for the domain wall to spread resulting in an increase of Nhalf
as a function of U (see black arrow). This simple argument of
energetics is confirmed by the numerical results in the inset of
Fig. 3(c), and is qualitatively reproduced in the experimental
data shown in the main figure. Note, however, that this trend
is less pronounced than in the previous two cases. This is in
part due to the small scale of the changes in the exact results,
as well as the bias towards the thermal value of 1.5 at long
times.
In this data, the addition of disorder and interactions lead
to similar qualitative behaviour on the time scales that we
have considered. However, at longer times there is a clear
difference between the two cases. In the former we have lo-
calization behaviour leading to the long-time persistence of
the initial imbalance, whereas interactions generically lead to
ergodic and thermalizing behaviour, resulting in the loss of
this information in local observables. With the current devices
we are unfortunately unable to distinguish these two different
regimes.
Spreading of Correlations – Light Cone
In the previous section, all the data correspond to some com-
bination of local average magnetizations. Here, we look at the
correlations between pairs of spatially separated spins, and
how these correlations spread. Lieb and Robinson showed
that for a local Hamiltonian, correlations can spread at most
linearly and display a light-cone causality structure [74].
For instance, for tight-binding spinless fermions, correlations
spread with a speed proportional to their maximum group ve-
locity, v = 4J [56].
In Fig. 4 we compare ED, numerical trotterization and ex-
perimental results for the connected spin correlator defined in
Eq. (6), for h j = U = 0. We measure correlations between
the first and the jth spin after a quench from a charge density
wave initial state. The ED results show a clear ballistic spread-
ing of correlations, which is also qualitatively reproduced by
the numerical trotterization and the IBM data. As with all pre-
6vious results, the agreement between the numerical and IBM
results is best at short times, but the IBM data is able to cap-
ture the point where the correlations reach the system size.
Furthermore, for this free model, there are only significant
correlations along the light-cone and not within it, which is
also approximately captured by the experimental data. There
does, however, seem to be a slightly faster light-cone velocity,
which is most evident in the shift of the position of the peak
on site 6. This indicates that there is an effective renormaliza-
tion of the Hamiltonian parameters, particularly J, due to the
errors in the machine.
Quantum Fisher Information
Finally, we consider the quantum Fisher information defined
in Eq. (7) starting from both the Néel and domain wall ini-
tial states, shown in Figs. 5(a) and (b) respectively. In this
section we will consider the model of (case (i)), for which the
quantum Fisher information has two important relations to en-
tanglement, which we outline below. Note that the quantum
Fisher information has a more general definition for mixed
states, which reduces to our definition for pure states. We do
not consider the more general definition since we are simulat-
ing unitary evolution from a pure quantum state and we are
not able to differentiate between the unitary and non-unitary
errors occurring in our circuits.
For non-interacting models (as is the case for the Hamilto-
nian of (case (i))), there is a direct relationship between the
bipartite von Neumann entanglement entropy and the mag-
netization fluctuations [68–70]. The former is defined by
S vN = −Tr[ρA ln ρA], where ρA is the reduced density matrix
for half of the system. The variance of the half chain magneti-
zation is proportional to our definition of the QFI and we have
the approximate relation
S vN ≈ 532FQ, (8)
see Ref. [70] for details of this cumulant expansion. In MBL
systems the QFI – using instead the staggered magnetization
for the operator Oˆ in Eq. (7) – also appears to mimic the bi-
partite entanglement entropy and grows logarithmically after
a quantum quench [75].
The QFI is also a multi-partite entanglement witness [65,
66, 76], and in particular, if the state is separable then we
have that FQ ≤ N, which is known as the shot noise limit
in quantum metrology [77–79]. For a general entangled state,
however, the QFI is bounded by FQ ≤ N2, and a value of
FQ/N ≥ m, indicates at least m+1-partite entanglement. Note
that the QFI is sensitive to the choice of the operator Oˆ, and
for example, if we choose Oˆ ∝ ∑ j σˆzj, the total magnetization,
then FQ = 0, since our models conserve the total magnetiza-
tion.
Let us now consider the IBM results for the QFI, starting
with a quench from a Néel initial state shown in Fig. 5(a).
We first note that the numerical results for the QFI (black)
closely follow the bipartite von Neumann entanglement en-
tropy (blue). The results from the IBM machine are also able
to reproduce this behaviour quite accurately, characterized by
the linear growth with a maximum just after Jt = 1 due finite
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Figure 5. The quantum Fisher information as computed by ED, nu-
merical trotterization and using the IBM quantum device for h j = 0
and U = 0 and a symmetric trotterization. Data is compared with
the bipartite von Neumann entanglement entropy S vN with an equal
left/right partition, scaled by aN−1 with a = 32/5, see main text. (a)
Quench from the Néel initial state. (b) Quench from the domain wall
initial state. Data was obtained on 12 March 2019.
size effects. The fact that we measure FQ/N > 1 also implies
entanglement in the state on the IBM quantum computer.
In Fig. 5(b) we consider a quench from a domain wall.
In this case both the numerical and experimental simulations
have the same qualitative behaviour but are further off in ab-
solute value, as compared with Fig. 5(a). The QFI computed
on the IBM machine once again is able to reproduce the be-
haviour of the von Neummann entanglement entropy.
The entanglement entropy is generally a difficult quantity to
measure. It typically requires some form of state tomography,
which consists of a set of measurements in a number of differ-
ent bases that grows exponentially with system size, render-
ing it impractical for large systems. Furthermore, even with
low error rates, the resulting density matrix may be unphysi-
cal [45, 80]. The quantum Fisher information may provide an
alternative in certain circumstances because it can be signifi-
cantly easier to compute – for the definition that we consider
we only need to measure in a single basis.
Quantifying the Accuracy of the Quantum Computer
While in the previous sections we showed that the current
IBM device can qualitatively reproduce physical behaviour,
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Figure 6. (a) Values of MGHZ defined in Eq. (9) computed on the
IBM device for a GHZ state on three qubits. Values of MGHZ > 2
cannot be explained by a classical theory of local realism, see main
text. (b) The percentage of measured states that are in the physical
Hilbert space as a function of time after a quench from a domain
wall. (c) Data for the computation of the quantity
√
Uˆ−1(t)Uˆ(t), as
performed on the IBM device, after a quench from a Néel state. Data
was obtained for N = 6 across four consecutive days in 2019. Dashed
lines indicate the average value for a randomly selected state.
it is also important to develop practical quantitative measures
of their accuracy. These measures should allow us to track the
evolution of the quantum computers as they are developed and
improved, as well as potentially providing further insight into
the various sources of error that are present.
Going beyond the reported gate errors, one of the simplest
things to measure is the violation of the Mermin inequal-
ity [81],
MGHZ = |〈XˆYˆYˆ〉 + 〈Yˆ XˆYˆ〉 + 〈YˆYˆ Xˆ〉 − 〈XˆXˆXˆ〉| ≤ 2, (9)
where Xˆ, Yˆ are the x and y Pauli-operators, and we omit
the consecutive site labels on the operators. This inequal-
ity should hold for a classical theory with local realism. If
we consider the GHZ state |ψ〉 = 1√
2
(| ↑↑↑〉 − | ↓↓↓〉), then
MGHZ = 4 and this bound is maximally violated and can be
used to demonstrate the "quantumness" of the machine. In
Fig. 6(a) we show the values computed across 4 consecutive
days for the first three qubits used for the N = 6 simulations.
This data shows that we are consistently able to violate the
Mermin inequality.
As can be seen in the methods, the fidelities of individual
gates do not necessarily reflect the accuracy of a simulation
across many qubits. It may therefore make sense to consider
more practical measures of quality that more directly relate
to the simulations we are performing. We use the physical
conservation laws of the evolution to improve the accuracy of
our simulations by throwing away measurements of unphysi-
cal states. The number of measurements that are kept/thrown
away can also be taken as a quantitative measure of the ef-
fective accuracy of the machine since for a perfect quantum
computer we should find that all measured states are in the
physical Hilbert. In Fig. 6(b) we show the percentage of mea-
sured states that are physical for 4 consecutive days, showing
the variation in the effective quality of the device.
As an unbiased measure of the quality of our simulation we
suggest to compute the identity in the form Iˆ =
√
Uˆ−1(t)Uˆ(t).
By implementing a circuit to perform the forward and back-
ward time evolution, the probability of returning to the initial
state measures the accuracy of the implementation of the uni-
tary Uˆ(t). If the implementation is non-unitary then we should
expect decay with an increasing number of Trotter steps. We
should also expect decay of this quantity if there are only uni-
tary errors since this quantity takes the form of a Loschmidt
echo, which measures the sensitivity of the system to pertur-
bations. It does not rely on any special properties of Uˆ(t),
such as the presence and knowledge of conserved quantities.
It therefore provides an unbiased measure of the quality of the
implementation of Uˆ(t) and of the quantum device.
We show the computation of the identity performed on the
IBM machine across four consecutive days in Fig. 6(c). In an
ideal machine this quantity should be identically equal to 1 for
all times. However, with each additional Trotter step – corre-
sponding to the observed plateaux – the accuracy drops signif-
icantly. We also note that the behaviour observed in Figs. 6(b)
and (c) are very similar, and both reflect the accuracy of the
simulations in the previous sections.
DISCUSSION
Probably the most striking feature of our results from the
IBM machines is the low quantitative accuracy when com-
pared with exact numerics. Considering the limited system
sizes and time scales that we can reach; it highlights the cur-
rent limitations of these quantum devices. Most importantly,
this shows that whilst the number of qubits is now reaching
limits beyond the capabilities of classical computers, the error
rates and/or the isolation of these quantum computers is not
yet sufficient for useful computations, at least for accurately
simulating quantum dynamics. Due to the large array of pos-
sible error sources, pinning down the most damaging for our
simulations is a difficult task, and is an import practical area
for future research.
Despite this unfortunate conclusion, we are still able to ac-
cess a range of qualitative physical behaviours demonstrating
non-trivial simulations of quantum dynamics. We were able
to compute a range of expectation values and two-point cor-
relators, and observe behaviour associated with localization,
many-body interactions, and the ballistic spreading of quan-
tum correlations. We also observed the compensation of dif-
ferent energy costs due to on-site potentials and neighbouring
site interactions and witnessed the generation of entanglement
due to unitary evolution through the QFI.
The goal of using quantum computers for dynamical simu-
lations is to be able to access systems intractable using clas-
sical algorithms. The limitations of the current devices that
we have observed in our results demonstrate the need for im-
8proved quality of the machines and not simply adding more
qubits. In this type of simulation, the number of gates, and
thus the real execution time of the quantum circuits, grows
linearly with the system size and with the number of Trotter
steps. This means that we can estimate that we would need at
least an order of magnitude improvement in a combination of
the gate fidelities and/or T1/T2 times to get close to achieving
this goal.
One of the biggest challenges facing the field of quantum
computation is how to deal with errors. Although this is pri-
marily an engineering issue to increase the quality, isolation
and control of the devices, there is also the theoretical con-
tribution of error correction methods [1, 82, 83]. A partic-
ularly promising avenue for error correction is to use sur-
face codes [84, 85]. One big advantage of these methods is
the moderately low fidelities required for them to work ef-
fectively. As the size and quality of the quantum computers
increases, it is hoped that these error correction schemes will
allow us to rapidly increase their scale, and with it their utility.
In the meantime, there may also be more room for practical er-
ror mitigation schemes, such as the one that we have used, to
get the most out of NISQ devices.
While we have considered a range of correlation functions
and physical mechanisms, there is still much that can be learnt
about the current quantum computers and how well they can
simulate quantum dynamics for condensed matter systems. In
particular, there are physical mechanisms beyond those that
we have considered here. For instance, models with gauge
coupling to dynamical gauge fields [7, 39, 40, 52], and the
physics of confinement [86, 87]. In these settings there is also
hope that interesting physics can be extracted from the short-
time dynamics and thus may be suited to the current machines.
The combination of disorder and interactions, resulting in the
many-body localized phase, is also currently a particularly ac-
tive area of research [32, 33, 63, 64]. The investigation of the
transition between MBL and ergodic dynamics may also ben-
efit in the future from quantum computation. It is notoriously
difficult to study numerically due to the requirement of large
systems and/or long-time simulations [88–90].
In conclusion, digital quantum simulation is still in its in-
fancy and we have shown that it requires an order of mag-
nitude improvement in fidelity and coherence until it will re-
alistically outperform classical computers, at least applied to
dynamical problems of interest in condensed matter physics.
However, while it is hard to predict the pace of technological
progress, our results will serve as a useful benchmark for im-
provements in the foreseeable future; and in the long run they
will provide a snapshot of capabilities at the beginning of a
new quantum simulation era.
METHODS
Implementation: Trotterized Evolution
For our global quench protocol, we first need to prepare the
initial state of our system. Since the IBM quantum comput-
ers are initialized in the state | ↑↑ · · · 〉 by default, both of our
choices of initial states are tensor product states in the z-basis
and thus can be created by applications of the Pauli X gate.
Next, we need to implement the time evolution, which pro-
ceeds by three main steps that we will briefly outline here.
First, we discretize time, that is, we split the time evolution
operator, Uˆ(t) = e−iHˆt, into a sequence of discrete operators,
i.e., Uˆ(t) = Uˆ(∆t) · · · Uˆ(∆t) with fixed ∆t. Each application
of the discrete operator Uˆ(∆t) is called a Trotter step. This is
illustrated in Fig. 1(a) where we apply an increasing number
of Trotter steps to reach later times.
In our simulations we fix ∆t to fix the accuracy of our ap-
proximation. However, since we can only implement up to 5
Trotter steps, we add additional data points by varying ∆t in
the final Trotter step. More explictly, consider Trotter steps
M and M + 1, we can add additional data points by using the
evolution operator
e−iHˆt ≈ Uˆ(∆t)MUˆ(δt), (10)
where δt = ∆t/r, where r is the number of data points we want
between t = M∆t and t = (M+1)∆t. Since the accuracy of the
trotter decomposition U(δt) is better than that of U(∆t) (see
below), these extra data points will have errors intermediate
between that of the Mth and (M + 1)th steps.
Second, we perform a Trotter decomposition of (trotterize)
the unitary evolutions, that is, we approximately decompose
the operator Uˆ(∆t) into a sequence of unitaries that act on
at most two neighbouring qubits. In the following we use
either a basic or symmetric Trotter decomposition, shown
in Fig. 1(b) and (c), respectively. For m Trotter steps of
length ∆t, the error of the symmetric decomposition is of order
O(m(∆t)3), compared with O(m(∆t)2) for the basic decompo-
sition. Note, however, that due to the symmetric structure,
when we apply several Trotter steps we can combine several
layers of gates. This means that we only need an extra two lay-
ers of gates compared with the basic decomposition regardless
of the number of Trotter steps.
Third, we must efficiently decompose these two qubit op-
erators into the gates that can be directly implemented on the
quantum device, which are the CNOT gate and arbitrary sin-
gle qubit unitaries. An efficient decomposition is found in
Ref. [91], which we summarise below. The result is that if
U , 0 then Bˆ and Cˆ (defined in the figure caption) can be
implemented using three CNOTs and with U = 0 this can be
reduced to only two CNOTs.
Trotter Decomposition
In this paper we use a Trotter decomposition (commonly
known as a trotterization) of the unitary time evolution op-
erator Uˆ(t) = e−iHˆt. That is, we want to approximate these
operators by a sequence of more easily implemented opera-
tors, namely those that act on at most two qubits.
As a starting point, consider a Hamiltonian of the form Hˆ =
Aˆ + Bˆ, where [Aˆ, Bˆ] , 0. Then, since these operators do not
commute in general, we have that
e−iHˆt = e−iAˆte−iBˆt + O(t2), (11)
which can be naturally extended to Hamiltonians that are sums
of more than two terms. To use this fact for trotterized evo-
lution we can use the two steps outlined in the main text. We
9will now go through the details of these steps in more detail,
for the Hamiltonian Eq. (3):
Hˆ = −J
N−1∑
j=1
(
σˆxjσˆ
x
j+1 + σˆ
y
jσˆ
y
j+1
)
+ U
N−1∑
j=1
σˆzjσˆ
z
j+1 +
N∑
j=1
h jσˆzj,
(12)
which we rewrite here for convenience.
First, we discretize time and split the evolution operator
Uˆ(t) into a product of discrete evolution operators Uˆ(∆t), i.e.,
e−iHˆt =
(
e−iHˆ∆t
)M
, (13)
where ∆t = t/M and M is the number of "Trotter steps". Since
the Hamiltonian commutes with itself, Eq. (13) is exact. To
perform time evolution, we will typically fix ∆t and increase
the number of Trotter steps M to reach later times.
The second step is to approximate each of these discrete
time operators in a similar manner to Eq. (11). For notational
simplicity, let us first define the operators
Aˆ j = e
−ih jσˆzj∆t, Bˆ j = e−i(Uσˆ
z
jσˆ
z
j+1−J(σˆxj σˆxj+1+σˆyjσˆyj+1))∆t. (14)
Using these operators, we can make the approximation
e−iHˆ∆t =
∏
j
Aˆ j

 ∏
j even
Bˆ j

∏
j odd
Bˆ j
 + O((∆t)2), (15)
which corresponds to the schematic quantum circuit show in
Fig. 1(b) in the main text, and which we will refer to as the
basic trotterization. If we wish to evolve to time t = M∆t, then
we find that the error is O(∆t), which is controlled by the size
of the Trotter step ∆t. We can therefore improve the accuracy
of the approximation by decreasing ∆t, however, this must be
balanced against the cost of needing more Trotter steps, as
explained in the main text.
To improve the accuracy of our simulations we can use bet-
ter approximations to the discrete evolution operators by way
of higher-order Trotter decompositions [92]. The leading er-
ror term in Eq. (11) is due to the non-zero commutator [Aˆ, Bˆ].
By compensating for this error, we can increase the order of
the leading error term.
The only higher-order decomposition that we will consider
is the symmetrized Trotter step. Let us again start with the
simple case of Hˆ = Aˆ + Bˆ. The symmetric decomposition
would then be
e−iHˆt = e−i
t
2 Aˆe−itBˆe−i
t
2 Aˆ + O(t3). (16)
The error in this decomposition is of higher-order due to the
symmetry which ensures that U(−t) = U(t)† = U−1(t). This
means that the even-order error terms vanish and the leading
error is ∼ (∆t)3. See Ref. [92] for more details and for an iter-
ative method for constructing higher-order decompositions.
For the Hamiltonian Eq. (3) in question, let us again make
some definitions to simplify notation
Aˆ j = e
−ih jσˆzj ∆t2 , Bˆ j = e−i(Uσˆ
z
jσˆ
z
j+1−J(σˆxj σˆxj+1+σˆyjσˆyj+1)) ∆t2 ,
Cˆ j = e
−i(Uσˆzjσˆzj+1−J(σˆxj σˆxj+1+σˆyjσˆyj+1))∆t,
(17)
then the symmetric Trotter decomposition is
e−iHˆ∆t =
∏
j
Aˆ j

 ∏
j even
Bˆ j

∏
j odd
Cˆ j

 ∏
j even
Bˆ j

∏
j
Aˆ j

+O((∆t)3),
(18)
which is shown schematically in Fig. 1(c) of the main text.
Measurement
When making a measurement we will find the system in one
of the many-body states |λ〉 in this basis, e.g., | ↑↓↓ · · ·〉 or
| ↓↑↓ · · ·〉. By performing multiple runs and measurements,
we can approximate the probability of measuring each of the
many-body states, that is, we can extract |αλ|2, where αλ is
the probability amplitude for the state |λ〉. These probabilities
can then be used to construct the observables. To be more
concrete, consider the expectation value of the operator σˆzj on
site j. This is computed as follows,
〈ψ(t)|σˆzj|ψ(t)〉 =
∑
λ: j=↑
|αλ|2 −
∑
λ′: j=↓
|αλ′ |2, (19)
where the sums are over all states with the jth spin up or down
respectively, and |αλ|2 is the proportion of measurements for
which we found the state λ. In all the following experiments
we will use 8192 measurements per data point, which means
that the statistical error for these local correlators is ∼ 0.01,
which is too small to be included in our figures.
Error Mitigation: Physical Hilbert Space
As we noted in the previous section, due to the presence of
conserved quantities in the Hamiltonian evolution, the Hilbert
space of states splits into those that are physically allowed by
the evolution and those that are not. In particular, the models
we consider have conserved net magnetization S z =
∑
j σˆ
z
j.
This fact turns out to be advantageous, and allows us to per-
form rudimentary error mitigation – a term that we use to dis-
tinguish it from scalable error correction methods, since in this
case we deal only with the lowest order errors. The idea is to
simply disregard any measurements for states outside of the
physical Hilbert space. Let use present a simplified argument
for why this might be a good thing to do, where we will first
assume that only bit-flips can occur.
A single bit-flip in the course of the evolution will take us
outside of the Hilbert space, and let us denote the probability
of this happening as ∆. However, the lowest order of errors
within the physical Hilbert space is ∆2, i.e., we need at least
two bit-flip errors to get back to the same total magnetization.
Hence, by discarding counts outside of the physical Hilbert
space we reduce the leading order error to ∆2. If the probabil-
ity, ∆, is sufficiently small, then we can rely on these pertur-
bative arguments. However, if the error rate is large enough,
then multiple bit-flip errors can become significant and the er-
ror mitigation will be ineffective.
In Fig. 6(b) we show the percentage of measurements that
are within the physical Hilbert space, that is, the percentage
of measurements that are kept. For the first data points, we
are simply measuring the initial state, which has an average
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measurement fidelity per qubit of ∼ 95% leading to a value
of approximately (95%)6 ≈ 70%. At long times the number
of retained states stabilises and approaches a value that corre-
sponds to the percentage of states in the total Hilbert space that
are physical – in other words, the percentage probability that a
randomly selected state is in the physical subspace. Once this
number of discarded measurements is reached, the errors are
very large and the error mitigation is no longer effective.
Bit-flips are not the only type of errors that could occur. As
an example, there are also phase errors, which do not neces-
sarily change the net magnetization. However, we note that
the constrained data does typically have improved accuracy,
and so we use the restriction to the physical Hilbert space for
all our subsequent data.
Quantum Circuits
Here, we will go over some of the details necessary to imple-
ment the trotterized evolution operators on the IBM devices.
We will only cover those elements of direct relevance to this
paper and refer the reader to Ref. [1] for an introduction to
quantum circuits and quantum computation. We will first in-
troduce the quantum gates that can be implemented on the
IBM quantum computers, and then decompose the two qubit
unitary operations that appear in our trotterized evolution op-
erator in terms of the elementary one and two qubit gates.
A quantum circuit consists of an array of quantum chan-
nels – which represent the physical qubits – and a series of
quantum gates that are applied to them. These quantum gates
are unitary operators that can be applied to one or more of the
qubits. The IBM quantum devices can implement the CNOT
gate along with an arbitrary single qubit gate, parametrized by
three phases. The cobination of these gates forms a universal
set that is, any N qubit gate can be implemented using a com-
bination of these gates, and in principle an arbitrary quantum
computation can be performed.
There is a collection of single particle gates that are useful
for writing quantum circuits. We write down a list of the most
frequently used gates and how they are implemented on the
IBM machines. Consider the computational basis to be the
tensor product of single qubit states in the z-basis, i.e., {|↑〉, | ↓
〉}. All matrix forms of the gates are given in this basis and
all measurements are made in this z-basis. It is important to
note that gate multiplication reads left to right, whereas matrix
multiplication is right to left, i.e. B A = A · B .
Firstly, we have the Pauli matrices, which in the standard
quantum information notation are
X =
(
0 1
1 0
)
, Y =
(
0 −i
i 0
)
,
Z =
(
1 0
0 −1
)
.
(20)
Secondly, we have the Hadamard and the S and T phase gates,
H =
1√
2
(
1 1
1 −1
)
, S =
(
1 0
0 i
)
,
T =
(
1 0
0 eipi/4
)
.
(21)
And finally, we have the X,Y and Z rotation gates,
Rx(θ) = e−i
θ
2 X =
(
cos θ2 −i sin θ2−i sin θ2 cos θ2
)
,
Ry(θ) = e−i
θ
2 Y =
(
cos θ2 − sin θ2
sin θ2 cos
θ
2
)
,
Rz(θ) = e−i
θ
2 Z =
(
e−i
θ
2 0
0 ei
θ
2
)
,
(22)
which correspond to rotations of the qubit around the x, y and
z axes respectively. All single qubit gates can be written as a
product of these rotation gates, up to a phase. This phase is
global and is not measurable and can therefore be omitted. In
the IBM machine, all single qubit gates can be directly imple-
mented using
U3(θ, φ, λ) =
(
cos θ2 −eiλ sin θ2
eiφ sin θ2 e
i(λ+φ) cos θ2
)
. (23)
For slightly less general gates the IBM computer implements
either U2(φ, λ) = U3(0, φ, λ) or U1(λ) = U3(0, 0, λ), which
use fewer physical operations and shorter real time. Before
running the circuits, we can combine all strings of single qubit
gates into a single one of these three single qubit gates, using
the functions available in qiskit [42].
The most important two qubit gate for our purposes is the
CNOT gate
•
=

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (24)
This gate flips the second qubit depending on the state of the
first. This gate allows the two qubits to become entangled, and
combined with general single qubit gates forms a set capable
of universal quantum computation, see Ref. [1] for a proof.
The CNOT is the only multi-qubit gate currently that can be
directly implemented on the IBM quantum machines.
Also of interest to us is the reversed CNOT gate
=
H • H
• H H
=

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
 , (25)
where we differentiate the reversed CNOT from the CNOT
because of the directionality of the IBM machines, i.e., only
CNOTs in a given direction can be implemented along the
qubit connections. If a CNOT is applied (programmati-
cally) in the wrong directly, the above transformation using
Hadamard gates will be applied by qiskit implicitly. Since
the single qubit gate fidelities are an order of magnitude bet-
ter than that of the CNOTs this transformation is not costly,
and these additional gates will often be incorporated into other
strings of single qubit gates.
Change of Basis
When we make a measurement on the quantum machine it
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is with respect to a given basis, which we take to be the z-
basis. However, we may choose to change the basis for several
reasons such as: to measure different operators, to prepare
an initial state, or to apply a gate which is more efficiently
implemented in a different basis.
We will consider only local changes of basis, i.e. a change
of basis for the individual qubits. While a general local
change of basis can be implemented using the general single
qubit gates above, the most frequently used will be those that
change from the Z basis to the X or Y basis.
To change to the X basis, we use the Hadamard gate, H.
This implements the transformation
Z → X, X → Z, Y → −Y. (26)
Note that this mapping is its own inverse, which is a result of
the Hadamard gate being both unitary and Hermitian.
To change to the Y basis, we use a combination of the
Hadamard and S gates. We can implement the basis change
with the combination HSH, which maps
Z → Y, Y → Z, X → −X. (27)
Note that this combination of gates is not its own inverse but
instead is HS †H.
Two Qubit Gates
The Trotter decomposition allows us to write the general uni-
tary time evolution operator approximately as a product of
single and two qubit unitary operators. We therefore want to
find a way to write a general two qubit unitary in terms of the
CNOT gate and single qubit gates that can be applied directly
on the IBM devices. The optimal decomposition is found in
Ref. [91]. We briefly review the main results of this paper that
are of direct relevance to us.
The optimal decomposition uses the fact that a general ma-
trix in U(4) can be decomposed as U = (A1 ⊗ A2) · N(α, β, γ) ·
(A3 ⊗ A4) [93], where
N(α, β, γ) = exp
[
i (ασx ⊗ σx + βσy ⊗ σy + γσz ⊗ σz)] .
(28)
As a quantum circuit, this can be written as
U =
A3
N(α, β, γ)
A1
A4 A2
. (29)
This operator N(α, β, γ) is of direct interest to us for quan-
tum dynamics since it is already of the form required for our
Trotter decomposition. This gate can be constructed using a
minimum of three CNOTs. The optimal decomposition for
N(α, β, γ) is given by the quantum circuit
Rz(θ) • Rz( pi2 )
Rz(− pi2 ) • Ry(φ) Ry(λ) •
,
(30)
where θ = pi2 − 2γ, φ = 2α − pi2 , and λ = pi2 − 2β. Note that in
Ref. [91] they use a different sign convention for the rotation
gates. Despite the apparent asymmetry of the decomposition,
this sequence of gates is symmetric with respect to swapping
the two qubits.
For certain cases of our Hamiltonian, namely when U = 0,
the N(α, β, γ) gate is more general than we need. By restrict-
ing ourselves to N(α, 0, γ) (plus single qubit basis changes)
we can reduce the number of CNOTs required to two. This
gives us access to matrices of the form
N(α, 0, γ) = exp[i(ασx ⊗ σx + γσz ⊗ σz)]. (31)
We can proceed with the help of the so-called Magic Ma-
trix [91, 93]
M = 1√
2

1 i 0 0
0 0 i 1
0 0 i −1
1 −i 0 0
 =
S
S H •
. (32)
Using this matrix we find M†N(α, 0, γ)M = eiγσz ⊗ eiασz ,
which in turn implies that N(α, 0, γ) = M(eiγσz ⊗ eiασz )M†,
since M is unitary. As a quantum circuit this can be written
as
M† M
S † Rz(−2γ) S
• H S † Rz(−2α) S H •
. (33)
This gate can be further simplified by noting that a product of
single qubit gates is another single qubit gate. Furthermore,
[S ,Rz(θ)] = 0, and HRz(θ)H = Rx(θ) which gives
N(α, 0, γ) =
• Rx(−2α) •
Rz(−2γ)
, (34)
where we have arbitrarily flipped the circuit with respect to
the two qubits.
Choosing the Best Qubits
In all our numerics we used between 6 and 10 of the qubits
of the IBM machines, which is only a subset of the available
20 qubits. Hence, we wish to find the best such subset so that
we get the most accurate results from the machine. We do this
by using a simple iterative algorithm, which we will outline
here. We note that "best" is a matter of definition involving the
balance of many different parameters. We define best to mean
the set of qubits that has the lowest average CNOT errors. We
do, however, impose restrictions on the allowed measurement
error and T2 times.
The algorithm consists of the following steps:
1. Restrict the set of allowed qubits to N˜ by discarding
any for which the measurement error exceeds a mea-
surement threshold or has a T2 time lower than a given
threshold.
2. List all CNOTs that connect the allowed qubits.
3. Set value M = N − 1, where N is the number of qubits.
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4. Construct a restricted list of M CNOTs that have the
lowest errors.
5. From this restricted list of CNOTs, iteratively, construct
all chains that connect N qubits.
6. If no such chain is found and M < N˜, then set M =
M + 1 and repeat from step 4. If no chain is found
and M = N˜, then add an extra qubit to the allowed list,
increasing N˜ → N˜ + 1 by increasing the measurement
threshold and repeat from step 2.
7. Once a set of possible chains is found, pick the one with
the lowest average CNOT error.
We note that this algorithm is not necessarily efficient or
scalable, but it works for the current size of the quantum com-
puters. See Ref. [94] for an alternative approach. For NISQ
devices, we expect that we will similarly want to pick the best
subset of qubits, rather than all of them, to achieve greater ac-
curacy simulations and computations. Therefore, an efficient
algorithm for large systems is likely to be important.
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Figure 7. (a) Simulation of the magnetization on the end spin com-
pared across three consecutive days. (b) Comparison of two separate
runs for the local magnetization on the end site after a quench from
a domain wall with N = 6 and Hamiltonian (case (i)). The data sets
were obtained on 6 May 2019 with approximately 10 hours between
runs. The blue squares show the difference between runs. In both
figures we impose the conservation laws, see main text.
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Figure 8. Data computed across three consecutive days for the spin
correlator corresponding to Fig. 4 of the main text. The subfigures
are labelled by the dates on which the simulation was run.
One practical issue with using the current IBM machines, is
the fact that they are recalibrated on approximately a daily
basis. Due to the large errors inherent in the devices, this can
have a large effect on the results of a simulation and even mean
that a different set of qubits is the "best" on different days.
This has the unfortunate consequence that the data obtained
from the machine will depend on the day on which it was
computed. In this section we show a comparison of the results
across three days, demonstrating this variability. Thankfully,
we also show that the conclusions that we have made in the
previous section remain valid independent of the day on which
we performed the computations.
First, in Fig. 7(a) we show the constrained IBM data for the
local density of the end spin – corresponding to that shown in
Fig. 2(b) – obtained across the three days. This demonstrates
the large fluctuations in our simulations that are due to the
different calibrations of the device. For comparison, we show
the results from two runs from the same day separated by ap-
proximately 10 hours in Fig. 7(a). Unlike in Fig. 7(a) the IBM
device was not recalibrated between runs. The difference be-
tween the runs (blue squares) is of the order of 5%, which is
comparable to the measurement and statistical errors.
Fortunately, the day-to-day fluctuations do not affect the
qualitative behaviour that is simulated by the machine. For
example, in Fig. 8 we compare the data for the spin correlator,
corresponding to Fig. 4(c) of the main text. While some of the
behaviour is reproduced in all three subfigures – such as the
linear light-cone spreading at short-times – the quality of the
simulations in Fig. 8(a) is quite clearly better. For instance,
we see a much clearer linear spread of the correlations, and it
is the only subfigure 8(a) where the correlations convincingly
reach the boundary of the system.
We also consistently see the correct qualitative behaviour
for the spread of particles, Nhalf, in Fig. 9. Here we show
the data corresponding to Fig. 3(a). While the behaviour dif-
fers quantitatively across the days, the qualitative physical be-
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12 Mar 2019 13 Mar 2019 14 Mar 2019
qubits: 6 [3 2 1 0 5 6] [3 4 9 14 19 18] [3 4 9 14 19 18]
8 [5 0 1 2 3 4 9 8] [6 5 0 1 2 3 4 9] [6 5 0 1 2 3 4 9]
10 [6 5 0 1 2 3 4 9 14 19] [6 5 0 1 2 3 4 9 14 19] [6 5 0 1 2 3 4 9 14 13]
readout min 0.0370 0.0290 0.0220
error: avg 0.0442 0.0352 0.0357
max 0.0670 0.0420 0.0610
CNOT min 0.0127 0.0136 0.0141
error: avg 0.0215 0.0176 0.0192
max 0.0288 0.0225 0.0247
T2 times (µs): min 58.03 61.74 85.37
avg 89.62 94.77 98.38
max 125.01 113.54 117.71
Table I. Values for IBM machine for the three consecutive days of simulations. The first rows show the optimal qubits as selected by the
algorithm in Methods. The remaining rows correspond to the readout errors, CNOT errors, and T2 times for the 6-qubit chain. Data for the 8
or 10 qubit chains, or for all 20 qubits, are not shown.
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Figure 9. Data computed across three consecutive days, corresponding to Fig. 3(a). The date for each subfigure is shown at the top.
haviour is clear in all plots. This verifies the robustness of the
results that we presented above.
Finally, in table I we show the different qubits that were
chosen on three consecutive days. We also show the min-
imum, average and maximum values for the readout errors,
CNOT errors and T2 decoherence times for the 6-qubit chain.
These values were computed using the calibration data pro-
vided by IBM. This table shows that across the three day pe-
riod, the optimal set of qubits can change and the correspond-
ing values can fluctuate significantly.
While there is clear variation across the three subsequent
days that we studied, we point out that the parameters pro-
vided by IBM, shown in Table I, are not necessarily good
indicators of the quality of the simulation. For instance, the
numbers in the table might suggest that on 12 March 2019 the
accuracy of the quantum computer was the worst of the three,
yet we find the opposite when considering the data for our
simulations, see e.g., Fig. 8. While it is true that the results ob-
tained from the other IBM devices are generally worse, which
also reflects a significant difference in gate errors etc., it seems
that the small set of numbers in Table I is not able to fully
characterize the machine.
ACKNOWLEDGMENTS
We are grateful for discussions with Peter Haynes, Florian
Mintert, Éamonn Murray, Abolfazl Bayat, Johnnie Gray, Ste-
fanos Kourtis, Valentin Leeb, and Markus Heyl. We acknowl-
edge the Samsung Advanced Institute of Technology Global
Research Partnership. A.S. and F.P. were in part funded by
the European Research Council (ERC) under the European
Union’s Horizon 2020 research and innovation programme
(grant agreement No. 771537). All data presented is made
available in a public GitHub repository [71].
CONTRIBUTIONS
A.S. obtained the data and produced the figures. All authors
discussed the results and contributed to the final manuscript.
[1] Michael A. Nielsen and Isaac L. Chuang, Cambridge
Univ. Press. (Cambridge University Press, Cambridge, 2010)
arXiv:0802.0656.
14
[2] Peter W. Shor, “Polynomial-Time Algorithms for Prime Fac-
torization and Discrete Logarithms on a Quantum Computer,”
(1995), 10.1137/S0097539795293172, arXiv:9508027 [quant-
ph].
[3] Abhinav Kandala, Antonio Mezzacapo, Kristan Temme, Maika
Takita, Markus Brink, Jerry M. Chow, and Jay M. Gambetta,
“Hardware-efficient variational quantum eigensolver for small
molecules and quantum magnets,” Nature 549, 242–246 (2017),
arXiv:1704.05018.
[4] Jacob Biamonte, Peter Wittek, Nicola Pancotti, Patrick Reben-
trost, Nathan Wiebe, and Seth Lloyd, “Quantum machine learn-
ing,” Nature 549, 195–202 (2017), arXiv:1611.09347.
[5] John Preskill, “Quantum Computing in the NISQ era and be-
yond,” Quantum 2, 79 (2018), arXiv:1801.00862.
[6] J. I. Cirac and P. Zoller, “Quantum Computations with
Cold Trapped Ions,” Phys. Rev. Lett. 74, 4091–4094 (1995),
arXiv:0305129 [quant-ph].
[7] Esteban A Martinez, Christine A Muschik, Philipp Schindler,
Daniel Nigg, Alexander Erhard, Markus Heyl, Philipp Hauke,
Marcello Dalmonte, Thomas Monz, Peter Zoller, and Rainer
Blatt, “Real-time dynamics of lattice gauge theories with a few-
qubit quantum computer,” Nature 534, 516–519 (2016).
[8] Yunseong Nam, Jwo-Sy Chen, Neal C Pisenti, Kenneth Wright,
Conor Delaney, Dmitri Maslov, Kenneth R Brown, Stewart
Allen, Jason M Amini, Joel Apisdorf, Kristin M Beck, Alek-
sey Blinov, Vandiver Chaplin, Mika Chmielewski, Coleman
Collins, Shantanu Debnath, Andrew M Ducore, Kai M Hudek,
Matthew Keesan, Sarah M Kreikemeier, Jonathan Mizrahi,
Phil Solomon, Mike Williams, Jaime David Wong-Campos,
Christopher Monroe, and Jungsang Kim, “A Ground-state en-
ergy estimation of the water molecule on a trapped ion quantum
computer,” (2019), arXiv:1902.10171v2.
[9] K Wright, K M Beck, S Debnath, J M Amini, Y Nam, N Grze-
siak, J.-S Chen, N C Pisenti, M Chmielewski, C Collins,
K M Hudek, J Mizrahi, J D Wong-Campos, S Allen, J Apis-
dorf, P Solomon, M Williams, A M Ducore, A Blinov, S M
Kreikemeier, V Chaplin, M Keesan, C Monroe, and J Kim,
“Benchmarking an 11-qubit quantum computer,” (2019),
arXiv:1903.08181v1.
[10] Colin D. Bruzewicz, John Chiaverini, Robert McConnell, and
Jeremy M. Sage, “Trapped-Ion Quantum Computing: Progress
and Challenges,” (2019), arXiv:1904.04178.
[11] C. Figgatt, A. Ostrander, N. M. Linke, K. A. Landsman,
D. Zhu, D. Maslov, and C. Monroe, “Parallel Entangling Op-
erations on a Universal Ion Trap Quantum Computer,” (2018),
arXiv:1810.11948.
[12] Andrew A Houck, Hakan E Türeci, and Jens Koch, “On-chip
quantum simulation with superconducting circuits,” Nat. Phys.
8, 292–299 (2012).
[13] R. Barends, J. Kelly, A. Megrant, A. Veitia, D. Sank, E. Jeffrey,
T. C. White, J. Mutus, A. G. Fowler, B. Campbell, Y. Chen,
Z. Chen, B. Chiaro, A. Dunsworth, C. Neill, P. O’Malley,
P. Roushan, A. Vainsencher, J. Wenner, A. N. Korotkov, A. N.
Cleland, and John M. Martinis, “Superconducting quantum cir-
cuits at the surface code threshold for fault tolerance,” Nature
508, 500–503 (2014).
[14] Alexandre Blais, Jay Gambetta, A. Wallraff, D. I. Schuster,
S. M. Girvin, M. H. Devoret, and R. J. Schoelkopf, “Quantum-
information processing with circuit quantum electrodynamics,”
Phys. Rev. A - At. Mol. Opt. Phys. 75 (2007), 10.1103/Phys-
RevA.75.032329.
[15] Guanyu Zhu, Yigit Subasi, James D. Whitfield, and Mo-
hammad Hafezi, “Hardware-efficient fermionic simulation with
a cavity-QED system,” (2017), 10.1038/s41534-018-0065-3,
arXiv:1707.04760.
[16] Alán Aspuru-Guzik and Philip Walther, “Photonic quantum
simulators,” Nat. Phys. 8, 285–291 (2012).
[17] Ke Sun, Jun Gao, Ming-Ming Cao, Zhi-Qiang Jiao, Yu Liu,
Zhan-Ming Li, Eilon Poem, Andreas Eckstein, Ruo-Jing Ren,
Xiao-Ling Pang, Hao Tang, Ian A. Walmsley, and Xian-Min
Jin, “Mapping and Measuring Large-scale Photonic Correlation
with Single-photon Imaging,” (2018), arXiv:1806.09569.
[18] Jean-Luc Tambasco, Giacomo Corrielli, Robert J Chapman,
Andrea Crespi, Oded Zilberberg, Roberto Osellame, and Al-
berto Peruzzo, “Quantum interference of topological states of
light,” Sci. Adv. 4, eaat3187 (2018).
[19] B E Kane, Nature, Tech. Rep. (1998).
[20] Anderson West, Bas Hensen, Alexis Jouan, Tuomo Tanttu,
Chih-Hwan Yang, Alessandro Rossi, M. Fernando Gonzalez-
Zalba, Fay Hudson, Andrea Morello, David J. Reilly, and An-
drew S. Dzurak, “Gate-based single-shot readout of spins in sil-
icon,” Nat. Nanotechnol. 14, 437–441 (2019).
[21] C H Yang, K W Chan, R Harper, W Huang, T Evans, J C C
Hwang, B Hensen, A Laucht, T Tanttu, F E Hudson, S T Flam-
mia, K M Itoh, A Morello, S D Bartlett, and A S Dzurak,
“Silicon qubit fidelities approaching incoherent noise limits via
pulse engineering,” Nat. Electron. 2, 151–158 (2019).
[22] Chetan Nayak, Steven H Simon, Ady Stern, Michael Freedman,
and Sankar Das Sarma, “Non-Abelian anyons and topological
quantum computation,” Rev. Mod. Phys. 80, 1083–1159 (2008),
arXiv:arXiv:0707.1889v2.
[23] Sankar Das Sarma, Michael Freedman, and Chetan Nayak,
“Topological quantum computation Physics Today,” Phys. To-
day Phys. Today Quantum Comput. A Gentle Introd. Phys. To-
day 593 (2006), 10.1063/1.3149495-0031-9228-0607-020-7.
[24] Ville Lahtinen and Jiannis Pachos, “A Short Introduction to
Topological Quantum Computation,” SciPost Phys. 3, 021
(2017).
[25] Y Nakamura, Yu. A. Pashkin, and J S Tsai, “Coherent control
of macroscopic quantum states in a single-Cooper-pair box,”
Nature 398, 786–788 (1999).
[26] G. Wendin, “Quantum information processing with supercon-
ducting circuits: a review,” Reports Prog. Phys. 80, 106001
(2017), arXiv:1610.02208.
[27] Philip Krantz, Morten Kjaergaard, Fei Yan, Terry P. Or-
lando, Simon Gustavsson, and William D. Oliver, “A Quan-
tum Engineer’s Guide to Superconducting Qubits,” (2019),
arXiv:1904.06560.
[28] Sergio Boixo, Sergei V. Isakov, Vadim N. Smelyanskiy,
Ryan Babbush, Nan Ding, Zhang Jiang, Michael J. Bremner,
John M. Martinis, and Hartmut Neven, “Characterizing quan-
tum supremacy in near-term devices,” Nat. Phys. 14, 595–600
(2018).
[29] Richard P. Feynman, “Simulating physics with computers,” Int.
J. Theor. Phys. 21, 467–488 (1982).
[30] Immanuel Bloch, Jean Dalibard, and Wilhelm Zwerger,
“Many-body physics with ultracold gases,” Rev. Mod. Phys. 80,
885–964 (2008).
[31] Waseem S Bakr, Jonathon I Gillen, Amy Peng, Simon Fölling,
and Markus Greiner, “A quantum gas microscope for detecting
single atoms in a Hubbard-regime optical lattice,” Nature 462,
74–77 (2009).
[32] M. Schreiber, S. S. Hodgman, P. Bordia, H. P. Luschen, M. H.
Fischer, R. Vosk, E. Altman, U. Schneider, and I. Bloch, “Ob-
servation of many-body localization of interacting fermions in
a quasirandom optical lattice,” Science (80-. ). 349, 842–845
(2015).
15
[33] J.-y. Choi, S. Hild, J. Zeiher, P. Schauss, A. Rubio-Abadal,
T. Yefsah, V. Khemani, D. A. Huse, I. Bloch, and C. Gross,
“Exploring the many-body localization transition in two dimen-
sions,” Science (80-. ). 352, 1547–1552 (2016).
[34] Pranjal Bordia, Henrik Lüschen, Sebastian Scherg, Sarang
Gopalakrishnan, Michael Knap, Ulrich Schneider, and Im-
manuel Bloch, “Probing Slow Relaxation and Many-Body Lo-
calization in Two-Dimensional Quasiperiodic Systems,” Phys.
Rev. X 7, 041047 (2017).
[35] Debayan Mitra, Peter T Brown, Elmer Guardado-Sanchez, Sta-
nimir S Kondov, Trithep Devakul, David A Huse, Peter Schauß,
and Waseem S Bakr, “Quantum gas microscopy of an attractive
FermiâA˘S¸Hubbard system,” Nat. Phys. 14, 173–177 (2017),
arXiv:1705.02039v1.
[36] N. R. Cooper, J. Dalibard, and I. B. Spielman, “Topological
Bands for Ultracold Atoms,” (2018), arXiv:1803.00249.
[37] Martin Garttner, Justin G. Bohnet, Arghavan Safavi-Naini,
Michael L. Wall, John J. Bollinger, and Ana Maria Rey,
“Measuring out-of-time-order correlations and multiple quan-
tum spectra in a trapped-ion quantum magnet,” Nat. Phys. 13,
781–786 (2017).
[38] J Zhang, P W Hess, A Kyprianidis, P Becker, A Lee, J Smith,
G Pagano, I.-D Potirniche, A C Potter, A Vishwanath, N Y Yao,
and C Monroe, “Observation of a discrete time crystal,” Nature
543, 217–220 (2017), arXiv:1609.08684v1.
[39] Uwe-Jens Wiese, “Ultracold quantum gases and lattice systems:
quantum simulation of lattice gauge theories,” Ann. Phys. 525,
777–796 (2013).
[40] Erez Zohar, J Ignacio Cirac, and Benni Reznik, “Quantum sim-
ulations of lattice gauge theories using ultracold atoms in opti-
cal lattices,” Reports Prog. Phys. 79, 014401 (2016).
[41] “IBM Q,” .
[42] Gadi Aleksandrowicz, Thomas Alexander, Panagiotis Bark-
outsos, Luciano Bello, Yael Ben-Haim, David Bucher,
Francisco Jose Cabrera-Hernández, Jorge Carballo-Franquis,
Adrian Chen, Chun-Fu Chen, Jerry M. Chow, Antonio D.
Córcoles-Gonzales, Abigail J. Cross, Andrew Cross, Juan Cruz-
Benito, Chris Culver, Salvador De La Puente González, En-
rique De La Torre, Delton Ding, Eugene Dumitrescu, Ivan Du-
ran, Pieter Eendebak, Mark Everitt, Ismael Faro Sertage, Albert
Frisch, Andreas Fuhrer, Jay Gambetta, Borja Godoy Gago, Juan
Gomez-Mosquera, Donny Greenberg, Ikko Hamamura, Vojtech
Havlicek, Joe Hellmers, Łukasz Herok, Hiroshi Horii, Shao-
han Hu, Takashi Imamichi, Toshinari Itoko, Ali Javadi-Abhari,
Naoki Kanazawa, Anton Karazeev, Kevin Krsulich, Peng Liu,
Yang Luh, Yunho Maeng, Manoel Marques, Francisco Jose
Martín-Fernández, Douglas T. McClure, David McKay, Sru-
jan Meesala, Antonio Mezzacapo, Nikolaj Moll, Diego Moreda
Rodríguez, Giacomo Nannicini, Paul Nation, Pauline Ollitrault,
Lee James O’Riordan, Hanhee Paik, Jesús Pérez, Anna Phan,
Marco Pistoia, Viktor Prutyanov, Max Reuter, Julia Rice, Ab-
dón Rodríguez Davila, Raymond Harry Putra Rudy, Mingi
Ryu, Ninad Sathaye, Chris Schnabel, Eddie Schoute, Kanav
Setia, Yunong Shi, Adenilton Silva, Yukio Siraichi, Seyon
Sivarajah, John A. Smolin, Mathias Soeken, Hitomi Takahashi,
Ivano Tavernelli, Charles Taylor, Pete Taylour, Kenso Trabing,
Matthew Treinish, Wes Turner, Desiree Vogt-Lee, Christophe
Vuillot, Jonathan A. Wildstrom, Jessica Wilson, Erick Win-
ston, Christopher Wood, Stephen Wood, Stefan Wörner, Is-
mail Yunus Akhalwaya, and Christa Zoufal, “Qiskit: An
Open-source Framework for Quantum Computing,” (2019),
10.5281/ZENODO.2562111.
[43] P. J.J. O’Malley, R. Babbush, I. D. Kivlichan, J. Romero, J. R.
McClean, R. Barends, J. Kelly, P. Roushan, A. Tranter, N. Ding,
B. Campbell, Y. Chen, Z. Chen, B. Chiaro, A. Dunsworth, A. G.
Fowler, E. Jeffrey, E. Lucero, A. Megrant, J. Y. Mutus, M. Nee-
ley, C. Neill, C. Quintana, D. Sank, A. Vainsencher, J. Wenner,
T. C. White, P. V. Coveney, P. J. Love, H. Neven, A. Aspuru-
Guzik, and J. M. Martinis, “Scalable quantum simulation of
molecular energies,” Phys. Rev. X 6 (2016), 10.1103/Phys-
RevX.6.031007.
[44] Yuanhao Wang, Ying Li, Zhang-qi Yin, and Bei Zeng, “16-
qubit IBM universal quantum computer can be fully entangled,”
npj Quantum Inf. 4, 46 (2018), arXiv:1801.03782.
[45] Kenny Choo, Curt W. von Keyserlingk, Nicolas Regnault, and
Titus Neupert, “Measurement of the Entanglement Spectrum
of a Symmetry-Protected Topological State Using the IBM
Quantum Computer,” Phys. Rev. Lett. 121, 086808 (2018),
arXiv:1804.09725.
[46] Carlos Bravo-Prieto, Diego García-Martín, and José I.
Latorre, “Quantum Singular Value Decomposer,” (2019),
arXiv:1905.01353.
[47] S I Doronin, E B Fel’dman, and A I Zenchuk, “Solving sys-
tems of linear algebraic equations via unitary transformations
on quantum processor of IBM Quantum Experience,” (2019),
arXiv:1905.07138v1.
[48] Mirko Amico, Zain H Saleem, and Muir Kumph, “An Ex-
perimental Study of Shor’s Factoring Algorithm on IBM Q,”
(2019), arXiv:1903.00768v3.
[49] A. A. Zhukov, S. V. Remizov, W. V. Pogosov, and Yu. E. Lo-
zovik, “Algorithmic simulation of far-from-equilibrium dynam-
ics using quantum computer,” Quantum Inf. Process. 17, 223
(2018), arXiv:1807.10149.
[50] Alba Cervera-Lierta, “Exact Ising model simulation on a quan-
tum computer,” Quantum 2, 114 (2018), arXiv:1807.07112.
[51] Henry Lamm and Scott Lawrence, “Simulation of Nonequilib-
rium Dynamics on a Quantum Computer,” Phys. Rev. Lett. 121,
170501 (2018), arXiv:1806.06649v3.
[52] N Klco, E F Dumitrescu, A. J. McCaskey, T D Morris, R C
Pooser, M Sanz, E Solano, P Lougovski, and M J Savage,
“Quantum-classical computation of Schwinger model dynam-
ics using quantum computers,” Phys. Rev. A 98, 032331 (2018),
arXiv:1803.03326v3.
[53] “The Q# Programming Language,” .
[54] “Circq,” .
[55] “PyQuil,” .
[56] Fabian H L Essler and Maurizio Fagotti, “Quench dynamics and
relaxation in isolated integrable quantum spin chains,” J. Stat.
Mech. Theory Exp. 2016, 064002 (2016).
[57] Romain Vasseur and Joel E. Moore, “Nonequilibrium quantum
dynamics and transport: from integrability to many-body local-
ization,” J. Stat. Mech. Theory Exp. 2016, 064010 (2016).
[58] Philip W. Anderson, “Absence of Diffusion in Certain Random
Lattices,” Phys. Rev. 109, 1492–1505 (1958).
[59] M. Schulz, C. A. Hooley, R. Moessner, and F. Poll-
mann, “Stark many-body localization,” arXiv , 1–6 (2018),
arXiv:1808.01250.
[60] Evert P. L. van Nieuwenburg, Yuval Baum, and Gil Refael,
“From Bloch Oscillations to Many Body Localization in Clean
Interacting Systems,” , 1–9 (2018), arXiv:1808.00471.
[61] Gregory H. Wannier, “Dynamics of band electrons in
electric and magnetic fields,” Rev. Mod. Phys. (1962),
10.1103/RevModPhys.34.645.
[62] Alexander Vasiliev, Olga Volkova, Elena Zvereva, and Maria
Markina, “Milestones of low-D quantum magnetism,” (2018).
[63] Rahul Nandkishore and David A. Huse, “Many-Body Local-
ization and Thermalization in Quantum Statistical Mechanics,”
Annu. Rev. Condens. Matter Phys. 6, 15–38 (2015).
16
[64] Dmitry A. Abanin and Zlatko Papic´, “Recent progress in many-
body localization,” Ann. Phys. 529, 1700169 (2017).
[65] Philipp Hyllus, Wiesław Laskowski, Roland Krischek, Chris-
tian Schwemmer, Witlef Wieczorek, Harald Weinfurter, Luca
Pezzé, and Augusto Smerzi, “Fisher information and multipar-
ticle entanglement,” Phys. Rev. A - At. Mol. Opt. Phys. (2012),
10.1103/PhysRevA.85.022321.
[66] Géza Tóth, “Multipartite entanglement and high-precision
metrology,” Phys. Rev. A - At. Mol. Opt. Phys. (2012),
10.1103/PhysRevA.85.022322, arXiv:1006.4368.
[67] Philipp Hauke, Markus Heyl, Luca Tagliacozzo, and Pe-
ter Zoller, “Measuring multipartite entanglement through
dynamic susceptibilities,” Nat. Phys. 12, 778–782 (2016),
arXiv:1509.01739.
[68] Israel Klich and Leonid Levitov, “Quantum noise as an en-
tanglement meter,” Phys. Rev. Lett. 102 (2009), 10.1103/Phys-
RevLett.102.100502.
[69] H. Francis Song, Christian Flindt, Stephan Rachel, Israel
Klich, and Karyn Le Hur, “Entanglement entropy from charge
statistics: Exact relations for noninteracting many-body sys-
tems,” Phys. Rev. B - Condens. Matter Mater. Phys. 83 (2011),
10.1103/PhysRevB.83.161408.
[70] H. Francis Song, Stephan Rachel, Christian Flindt, Israel Klich,
Nicolas Laflorencie, and Karyn Le Hur, “Bipartite fluctu-
ations as a probe of many-body entanglement,” Phys. Rev.
B - Condens. Matter Mater. Phys. 85 (2012), 10.1103/Phys-
RevB.85.035409.
[71] Adam Smith, M. Kim, Frank Pollmann, and Johannes Knolle,
“IBM data,” (2019).
[72] Valentin Leeb, “Unpublished,” (2018).
[73] Bernhard Kramer and Angus MacKinnon, “Localization: the-
ory and experiment,” Reports Prog. Phys. 56, 1469–1564
(1993).
[74] Elliott H Lieb and Derek W Robinson, “The finite group veloc-
ity of quantum spin systems,” Commun. Math. Phys. 28, 251–
257 (1972).
[75] J. Smith, A. Lee, P. Richerme, B. Neyenhuis, P. W. Hess,
P. Hauke, M. Heyl, D. A. Huse, and C. Monroe, “Many-body
localization in a quantum simulator with programmable random
disorder,” Nat. Phys. 12, 907–911 (2016), arXiv:1508.07026.
[76] Luca Pezzé and Augusto Smerzi, “Entanglement, Non-
linear Dynamics, and the Heisenberg Limit,” (2009),
arXiv:0711.4840v3.
[77] C. W. Helstrom, Quantum Detection and Estimation Theory
(Academic Press Limited, New York, 1976).
[78] A. S. Holevo, Probabilistic and Statistical Aspects of Quantum
Theory (North-Holland, Amsterdam, 1982).
[79] Vittorio Giovannetti, Seth Lloyd, and Lorenzo Maccone,
“Quantum-Enhanced Measurements: Beating the Standard
Quantum Limit,” (2004).
[80] John A. Smolin, Jay M. Gambetta, and Graeme Smith, “Effi-
cient method for computing the maximum-likelihood quantum
state from measurements with additive gaussian noise,” Phys.
Rev. Lett. 108 (2012), 10.1103/PhysRevLett.108.070502.
[81] N. David Mermin, “What’s Wrong with these Elements of Re-
ality?” Phys. Today 43, 9–11 (1990).
[82] John Preskill, Chapter 7 Quantum Error Correction 7.1 A
Quantum Error-Correcting Code, Tech. Rep.
[83] Simon J. Devitt, William J. Munro, and Kae Nemoto, “Quan-
tum error correction for beginners,” Reports Prog. Phys. 76
(2013), 10.1088/0034-4885/76/7/076001.
[84] Austin G. Fowler, Matteo Mariantoni, John M. Martinis, and
Andrew N. Cleland, “Surface codes: Towards practical large-
scale quantum computation,” Phys. Rev. A - At. Mol. Opt. Phys.
86 (2012), 10.1103/PhysRevA.86.032324.
[85] Sergey Bravyi, Matthias Englbrecht, Robert Koenig, and Nolan
Peard, “Correcting coherent errors with surface codes,” (2017),
10.1038/s41534-018-0106-y, arXiv:1710.02270.
[86] Marton Kormos, Mario Collura, Gabor Takács, and Pasquale
Calabrese, “Real-time confinement following a quantum
quench to a non-integrable model,” Nat. Phys. 13, 246–249
(2016).
[87] Fangli Liu, Rex Lundgren, Paraj Titum, Guido Pagano, Jiehang
Zhang, Christopher Monroe, and Alexey V. Gorshkov, “Con-
fined Dynamics in Long-Range Interacting Quantum Spin
Chains,” (2018), arXiv:1810.02365.
[88] Arijeet Pal and David A Huse, “Many-body localization phase
transition,” Phys. Rev. B 82, 174411 (2010).
[89] David J Luitz, Nicolas Laflorencie, and Fabien Alet, “Many-
body localization edge in the random-field Heisenberg chain,”
(2014), arXiv:1411.0660v2.
[90] Loïc Herviou, Soumya Bera, and Jens H. Bardarson, “Multi-
scale entanglement clusters at the many-body localization phase
transition,” , 35–37 (2018), arXiv:1811.01925.
[91] Farrokh Vatan and Colin Williams, “Optimal quantum circuits
for general two-qubit gates,” Phys. Rev. A 69, 032315 (2004),
arXiv:0308006 [quant-ph].
[92] Naomichi Hatano and Masuo Suzuki, “Finding Exponential
Product Formulas of Higher Orders,” in Lect. Notes Phys., Vol.
679 (2005) pp. 37–68, arXiv:0506007 [math-ph].
[93] B. Kraus and J. I. Cirac, “Optimal creation of entanglement us-
ing a two-qubit gate,” Phys. Rev. A - At. Mol. Opt. Phys. 63, 8
(2001).
[94] Shin Nishio, Yulu Pan, Takahiko Satoh, Hideharu Amano,
and Rodney Van Meter, “Extracting Success from IBM’s 20-
Qubit Machines Using Error-Aware Compilation,” (2019),
arXiv:1903.10963v1.
