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Abstrakt
Tato bakalárˇská práce se zabývá ru˚znými analytickými metodami rˇešení homogenních li-
neárních soustav obycˇejných diferenciálních rovnic. V úvodních kapitolách se strucˇneˇ po-
pisují vybrané pojmy z lineární algebry, vlastnosti vektorových funkcí reálné promeˇnné
a soustav homogenních lineárních obycˇejných diferenciálních rovnic. Pak už se dostá-
váme k popisu cˇtyrˇ metod-metoda rozkladu na Jordanu˚v kanonický tvar, metoda roz-
kladu, Putzerova metoda, metoda rozvoje konecˇným polynomem. Metody jsou následneˇ
implementovány v programu Maple a je heuristicky porovnávána jejich efektivita, která
je popsána v záveˇru této práce.
Klícˇová slova: soustavy homogenních obycˇejných diferenciálních rovnic, vlastní cˇísla,
vlastní vektory, standardní fundamentální matice
Abstract
This bachelor thesis deals with various analytical methods for solving homogeneous lin-
ear systems of ordinary differential equations. The introductory chapters briefly describe
selected concepts of linear algebra and properties of vector functions of real variables
and homogeneous linear systems of ordinary differential equations. Then we get to the
description of four methods-the Jordan canonical form, the method of decomposition,
the Putzer’s method, the method of development to final polynomial. The methods are
implemented in Maple program and we also compare their efficiency, which is described
at the end of this thesis.
Keywords: system of homogenous ordinary differential equations, eigenvalues, eigen-
vectors, standard fundamental matrix
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21 Úvod
Diferenciální rovnice mají širokou škálu uplatneˇní jak v prˇírodních veˇdách, naprˇ. ve fy-
zice, biologii, chemii, tak i ve spolecˇenských veˇdách, naprˇ. v sociologii. Tématem této
bakalárˇské práce je popis rˇešení homogenních lineárních soustav obycˇejných diferenciál-
ních rovnic s konstantními koeficienty pomocí ru˚zných metod. K nalezení teˇchto rˇešení
se hodneˇ využívají poznatky z lineární algebry.
První kapitola pro prˇipomenutí popisuje vybrané definice a tvrzení z lineární algebry.
Prˇi jejich definici jsem vycházela zejména z literatury [4],[5] a [6]. Druhá kapitola prˇipo-
míná neˇkterá pravidla pro práci s vektorovými funkcemi jedné reálné promeˇnné, která
je nezbytnou soucˇástí každého systému obycˇejných diferenciálních rovnic (domluvme se
na zkratce odr). Ve trˇetí kapitole se popisují elementy teorie soustav lineárních homogen-
ních odr, mu˚žeme se zde setkat naprˇ. s veˇtou o existenci a jednoznacˇnosti. V další kapitole
se už dostáváme k popisu jednotlivých metod. Nejprve ilustrujeme jak lze prˇi rˇešení li-
neárních homogenních soustav odr využít prˇevodu matice na Jordanu˚v kanonický tvar.
Další je metoda rozkladu, která je rovneˇž vnitrˇneˇ spjata s Jordanovým kanonickým tva-
rem matice. Trˇetí je Putzerova metoda, pomocí které hledáme standardní fundamentální
matici. Využíváme zde hlavneˇ operace s maticemi a rˇešení konkrétních jednoduchých di-
ferenciálních rovnic. Trˇetí podkapitola popisuje metodu rozvoje konecˇným polynomem,
u které je hlavním principem najít rˇešení soustavy rovnic a následné vytvorˇení standardní
fundamentální matice stejneˇ, jako u prˇedchozích metod. Kromeˇ popsané teorie a du˚kazu˚
u každé metody najdeme i jednoduché rˇešené prˇíklady. Od cˇtenárˇe se ocˇekává základní
znalost lineární algebry a obycˇejných diferenciálních rovnic. Byly použity publikace [1]-
[5]. Poslední kapitola se zabývá implementací každé metody v programu Maple za po-
mocí balíku˚ lineární algebry. Najdeme zde popis jednotlivých kódu˚, které cˇtenárˇ mu˚že
najít i na prˇiloženém CD. Každý krok ve všech metodách je popsán pro lepší orientaci
v kódech.
V záveˇru se popisuje efektivnost metod prˇi rˇešení konkrétních soustav. Jsou porovná-
vány cˇasy, které vznikli pru˚meˇrem deseti meˇrˇených cˇasu˚ za sebou u každé metody. Pro
porovnání bylo meˇrˇení provedeno i pro maplovskou funkci exponential, která prˇímo po-
skytuje standardní fundamentální matici soustavy. Detailní výsledky experimentu˚ jsou
obsaženy v prˇíloze.
32 Vybrané pojmy z lineární algebry
V této kapitole si prˇipomeneme definice vybraných pojmu˚ z lineární algebry.
2.1 Vlastní cˇíslo a vlastní vektor
Definice 2.1 Necht’ A je cˇtvercová matice typu nxn. Necht’ existuje cˇíslo λ ∈ C a nenulový
vektor u ∈ Cn takový, že platí
Au = λu.
Potom cˇíslo λ nazveme vlastním cˇíslem matice A a u nazveme vlastním vektorem matice A, který
náleží vlastnímu cˇíslu λ.
Podobneˇ cˇíslo λ ∈ C a nenulový vektor u ∈ Cn nazveme vlastním cˇíslem a vlastním
vektorem lineárního zobrazení T : Rn → Rn (poprˇípadeˇ T : Cn → Cn), pokud Tu = λu.
2.2 Lineární nezávislost vektoru˚
Definice 2.2 Vektory v1, ..., vk jsou nezávislé, jestliže pro libovolnou k-tici cˇísel α1, ..., αk, pro
kterou platí
α1v1 + ...+ αkvk = 0,
platí také
α1 = ... = αk = 0.
2.3 Lineární kombinace vektoru˚
Definice 2.3 Vektor v z vektorového prostoru U nazveme lineární kombinací vektoru˚ v1, ..., vk ∈
V , máme-li k dispozici skaláry α1, ..., αk takové, že platí
v = α1v1 + ...+ αkvk.
2.4 Báze
Definice 2.4 Bází vektorového prostoru nazveme podmnožinu ε vektorového prostoru U za pod-
mínek:
1.ε je lineárneˇ nezávislá množina
2. Každý vektor u ∈ U mu˚žeme dostat jako vhodnou lineární kombinaci vektoru˚ z ε.
Je-li ε složena z s prvku˚, pak píšeme dimU = s a hovorˇíme o dimenzi U .
2.5 Hodnost a defekt matice
Definice 2.5 Hodností matice nazýváme cˇíslo urcˇující pocˇet lineárneˇ nezávislých rˇádku˚ matice.
Defektem matice pak dimenzi nulového prostoru této matice.
42.6 Regulární matice
Definice 2.6 Regulární maticí nazveme takovou cˇtvercovou matici, která má stejnou hodnost
jako je její rˇád.
2.7 Rˇeteˇzec zobecneˇných vlastních vektoru˚
Definice 2.7 Necht’ A je cˇtvercová matice a necht’ λ je vlastní cˇíslo matice A. Systém vektoru˚
(v1, ..., vm) nazveme rˇeteˇzcem zobecneˇných vlastních vektoru˚ matice A náležících vlastnímu cˇíslu
λ a m nazveme délkou tohoto rˇeteˇzce platí-li:
(A− λE)v1 = 0, v1 ̸= 0
(A− λE)v2 = v1
. . .
(A− λE)vm = vm−1
O vlastním vektoru v1 neˇkdy mluvíme jako o posledním prvku rˇeteˇzce.
Podobneˇ systém vektoru˚ (v1, ..., vm) nazveme rˇeteˇzcem zobecneˇných vlastních vek-
toru˚ maticeA náležících vlastnímu cˇíslu λ i pro lineární zobrazení T : Rn → Rn (poprˇípadeˇ
T : Cn → Cn), platí-li:
(T − λI)v1 = 0, v1 ̸= 0
(T − λI)v2 = v1
. . .
(T − λI)vm = vm−1,
kde I prˇedstavuje identické zobrazení.
2.8 Podobnost matic
Definice 2.8 Cˇtvercové matice A a J jsou si podobné, existuje-li regulární matice C taková,
že platí
(1) J = C−1AC.
Poznámka 2.1 Lze dokázat, že prˇi vhodné volbeˇ bází podobné matice reprezentují stejné
lineární zobrazení.
2.9 Jordanu˚v kanonický tvar
V této kapitole si popíšeme co je to vlastneˇ Jordanu˚v kanonický tvar. Zacˇneˇme definicí
Jordanova bloku. Vycházíme prˇitom z publikací [4] a [5].
52.9.1 Jordanu˚v blok
Definice 2.9 Necht’ je dáno komplexní cˇíslo λ. Komplexní matici rˇádu mxm nazveme Jordano-
vým blokem (nebo Jordanovou bunˇkou), jestliže je ve tvaru
J =

λ 1 ... 0
0 λ ... 0
...
...
...
...
0 ... 0 λ

Poznámka 2.2 Matice je tedy tvorˇena Jordanovým blokem pokud
a) Všechny prvky na diagonále jsou stejné.
b) Každý prvek bezprostrˇedneˇ nad diagonálním prvkem je 1.
c) Všechny ostatní prvky jsou 0.
2.9.2 Vlastnosti Jordanova bloku
Až do konce textu se dohodneˇme na vyhrazení symbolu˚
e1 =

1
0
0
...
0
 , e2 =

0
1
0
...
0
 , . . . , em =

0
0
...
0
1

pro oznacˇení prvku˚ standardní báze vRn.
Veˇta 2.1 Jestliže matice J je Jordanu˚v blok, prˇímým výpocˇtem se lze snadno prˇesveˇdcˇit, že platí:
(J − λE)e1 = 0
(J − λE)e2 = e1
(J − λE)e3 = e2
. . .
(J − λE)em = em−1.
Poznamenejme, že uvedené vztahy mu˚žeme zapsat také takto
Je1 = λe1
Je2 = λe2 + e1
Je3 = λe3 + e2
. . .
Jem = λem + em−1.
6Poznámka 2.3 Vektory z prˇedchozí veˇty tedy tvorˇí rˇeteˇzec zobecneˇných vlastních vek-
toru˚.
Prˇíklad 2.1
Pro další úvahy se bude hodit prˇedstava o tvaru mocnin speciálního Jordanova bloku.
Necht’ λ ∈ C . Uvažujme Jordanovu bunˇku ve tvaru
λ 1 0 0
0 λ 1 0
0 0 λ 1
0 0 0 λ
 .
Zrˇejmeˇ platí, že pro λ ̸= 0 jde o regulární matici. Pak singulární matice J − λE (sama
o sobeˇ prˇedstavující speciální prˇípad Jordanovy bunˇky) je tvaru
J − λE =

0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
 .
Prˇitom mocniny této matice vznikají posunem sloupcu˚ této matice doprava a doplneˇním
zleva o nulové sloupce. Skutecˇneˇ, snadno se prˇesveˇdcˇíme, že:
J2 =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 , J3 =

0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
 , J4 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
Z tvaru Jordanova bloku také bezprostrˇedneˇ plyne následující tvrzení
Veˇta 2.2 (J − λE)m = 0 a zárovenˇ (J − λE)i ̸= 0, pro každé prˇirozené i < m.
Poznámka 2.4 Tvorˇí-li vektory e1, e2, ..., em rˇeteˇzec vlastního cˇísla λ, pak neˇkdy píšeme:
J − λE : em → em−1 → . . .→ e2 → e1 → 0.
2.9.3 Jordanu˚v kanonický tvar
Definice 2.10 Rˇekneˇme, že matice J rˇádu mxm je v Jordanoveˇ kanonickém tvaru, jestliže je
blokoveˇ diagonální a jednotlivé její bloky jsou Jordanovými bunˇkami. Tedy
(2) J =

J1 0 ... 0
0 J2 ... 0
...
...
...
...
0 ... 0 Jn
 ,
kde J1, ..., Jn jsou Jordanovy bunˇky.
7Poznámka 2.5 Lze ukázat, že prohodíme-li porˇadí Jordanových bloku˚, dostaneme ma-
tici, která je podobná matici J . Dále mu˚žeme nahlédnout, že J má prˇesneˇ tolik bloku˚,
kolik má lineárneˇ nezávislých vlastních vektoru˚.
2.9.4 Jordanova báze
Definice 2.11 Necht’ matice A je typu nxn. Báze B = (b1, b2, ..., bn) v Cn se nazývá Jordanova
báze matice A pokud se skládá pouze z rˇeteˇzcu˚ zobecneˇných vlastních vektoru˚.
Poznámka 2.6 Má-li tedy matice A pouze jediný vlastní vektor b1 prˇíslušný λ, lze psát:
Ab1 = λb1
Ab2 = λb2 + b1
Ab3 = λb3 + b2
. . .
Abn = λbn + bn−1.
Níže ukážeme, že ke každé cˇtvercové matici A existuje Jordanova báze. To ovšem zna-
mená, žeAmusí být podobná neˇjaké matici J v Jordanoveˇ kanonickém tvaru. MaticeA, J
totiž odpovídají stejné lineární transformaci T . Matice A reprezentuje T prˇi volbeˇ stan-
dardní báze (e1, ..., en), zatímco odpovídající Jordanova matice reprezentuje T prˇi volbeˇ
Jordanovy báze matice A. Ve vztahu (1) je pak matice C tvorˇena sloupci Jordanovy báze
B (prˇi zachování porˇadí).
2.9.5 Existence Jordanovy báze pro cˇtvercové matice
Našim cílem nyní bude dokázat existenci Jordanovy báze pro všechny cˇtvercové matice.
Vychází se z du˚kazu v publikaci [5], str. 446.
Du˚kaz. Víme, že pokud λ je vlastní cˇíslo matice A, nula je vlastní cˇíslo matice A − λE.
Najdeme-li v tomto prˇípadeˇ regulární matici C podle (1) mu˚žeme tvrdit, že rovnost
C−1AC = J je ekvivalentní s rovností C−1(A − λE)C = J˜ − λE a to je také Jordanu˚v
kanonický tvar. Díky tomu se mu˚žeme omezit pouze na prˇípad, kdy matice A má vlastní
cˇíslo 0. Budiž dána lineární transformace T : Cn → Cn reprezentovaná maticí A. Jorda-
nova báze matice A je rovneˇž Jordanovou bází T . Nyní postupujme na základeˇ principu
matematické indukce.
Necht’ n = 1. Pak T : C → C a zrˇejmeˇ existuje λ ∈ C (totiž λ = 0) takové, že pro
každé v ∈ C platí T (v) = λv. Hledanou bází je tedy libovolný nenulový vektor v.
Nyní necht’ n ∈ N, n ≥ 2. Protože 0 je vlastní cˇíslo A, hodnost matice A je menší
než n, oznacˇme ji r. Oznacˇme T ′ zúžení T na sloupcový prostor A, to je T ′(v) = T (v),
pro každé v náležící sloupcovému prostoru matice A. Dále, necht’ je B′ = (u1, u2, ..., ur)
(podle indukcˇního prˇedpokladu) Jordanovou bází tohoto operátoru. Bud’ S pru˚nikem
sloupcového a nulového prostoru matice A. Nenulové vektory ležící v S ležící jsou tedy
8Obrázek 1:
vlastními vektory A v sloupcovém prostoru A odpovídající vlastnímu cˇíslu 0. Tyto vek-
tory zárovenˇ odpovídají vlastním vektoru˚m T ′ s vlastním cˇíslem 0. Z toho plyne, že S je
nulový prostor T ′. Necht’ J ′ prˇedstavuje matici lineární transformace T ′, která je prˇísluš-
ným Jordanovým kanonickým tvarem.
Lze tvrdit, že vždy je poslední rˇádek každého Jordanova bloku v J ′ nulový. Z toho
nám vyplývá, že defekt T ′ je roven prˇesnému pocˇtu nulových rˇádku˚ v J ′. Bud’ dim(S) =
s. Zrˇejmeˇ s je pocˇet nulových rˇádku˚ J ′. Mu˚žeme také rˇíci, že pocˇet nulových rˇádku˚ udává
pocˇet rˇeteˇzcu˚. s tedy urcˇuje pocˇet rˇeteˇzcu˚. Nyní pro ilustraci uvažujme situaci zobraze-
nou na obrázku 1, když s = 2.
Máme dva rˇeteˇzce v sloupcovém prostoru A.
u2 → u1 → 0 a u6 → u5 → u4 → u3 → 0
Nulový prostorAmá dimenzi n−r. Dostáváme tak n−r−s vlastních vektoru˚ v1, v2, ..., vn−r−s
A, které nepatrˇí do sloupcového prostoru A a s vlastních vektoru˚ z S.
Protože u2 patrˇí do sloupcového prostoru A, a soucˇasneˇ je prvním prvkem rˇeteˇzce
v tomto prostoru, nutneˇ musí existovat vektor w1 ležící mimo sloupcový prostor A a sou-
cˇasneˇ takový, že Aw1 = u2 (sloupcový prostor A totiž prˇedstavuje obor hodnot operátoru
T ). Podobneˇ platí Aw2 = u6. Obecneˇ tedy každý rˇeteˇzec, který koncˇí v S lze „protáh-
nout"o jeden vektor.
Uvažujme nyní takto získanou n-tici vektoru˚:
(u1, ..., ur, w1, ..., ws, v1, ..., vn−r−s).
9Zrˇejmeˇ zbývá dokázat, že uvedená n-tice tvorˇí lineární nezávislý systém. Prˇedpoklá-
dejme, že platí
r
i=1
aiui +
s
j=1
cjwj +
n−r−s
k=1
dkvk = 0.
Víme, že vektory vk leží v nulovém prostoru A. Proto, jestliže prˇenásobíme obeˇ strany
rovnosti maticí A, dostaneme
r
i=1
aiAui +
s
j=1
cjAwj = 0.
Aui mu˚žeme psát ve tvaru λui nebo λui+ui−1. Díky tomu lze tvrdit, že první suma je
lineární kombinací vektoru˚ ui . Navíc zdu˚razneˇme, že žádný ze zmíneˇných vektoru˚ Aui
není na zacˇátku rˇeteˇzce. Zárovenˇ každý z Awj ve druhém scˇítanci leží na zacˇátku rˇeteˇzce.
Odtud plyne, že
r
i=1
aiAui =
s
j=1
cjAwj = 0
a následneˇ také, že c1 = 0, ..., cr = 0. Odtud zpeˇtneˇ
r
i=1
aiui +
n−r−s
k=1
dkvk = 0.
Protože
r
i=1
aiui ∈ S,
nutneˇ
r
i=1
aiui =
n−r−s
k=1
dkvk = 0.
Nyní plyne z lineární nezávislosti vektoru˚ u1, ..., ur, že a1 = ... = ar = 0 a podobneˇ
z lineární nezávislosti vektoru˚ v1, ..., vn−r−s, že d1 = ... = dn−r−s = 0. Tímto je dokázána
lineární nezávislost.
Postup nalezení Jordanova kanonického tvaru si ukážeme na následujícím prˇíkladu.
Další ukázka je v podkapitole (5.1).
Prˇíklad 2.2
Najdeˇte Jordanu˚v kanonický tvar matice
A =

1 −1 3 1
2 1 −1 0
2 −1 2 1
0 −1 0 2

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Rˇešení: Nejdrˇíve najdeˇme vlastní cˇísla matice A. Teˇmi jsou λ1 = 1, λ2 = −1, λ3 = λ4 = 3.
Protože algebraická násobnost vlastních cˇísel λ1, λ2 je jedna, ihned dokážeme urcˇit dva
bloky: [1] a [−1]. Nyní vypocˇteme další blok. S volbou λ = 3 dostáváme
A− 3E =

−2 −1 3 1
2 −2 −1 0
2 −1 −1 1
0 −1 0 −1
 .
Cˇtenárˇ si jisteˇ oveˇrˇí, že hodnost uvedené matice je rovna 3 a defekt matice je proto 1.
To znamená, že pro vlastní cˇíslo 3 existuje jediný lineárneˇ nezávislý vlastní vektor a tedy
jeden Jordanu˚v blok. Protože v prˇedchozím postupu jsme již popsali trˇi lineárneˇ nezávislé
vektory, velikost tohoto bloku je nutneˇ 2.
J =

1 0 0 0
0 −1 0 0
0 0 3 1
0 0 0 3
 .
Na základeˇ rozkladu matice v Jordanu˚v kanonický tvar lze dokázat následující du˚le-
žité tvrzení.
Veˇta 2.3 (Cayleyova-Hamiltonova veˇta)
Matice A vyhovuje své charakteristické rovnici, tedy
An + c1A
n−1 + ...+ cn−1A+ cnE = 0,
kde
det(A− λE) = (−1)n(λn + c1λn−1 + ...+ cn−1λ+ cn = 0
je charakteristická rovnice matice A.
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3 Poznámky o derivování vektorových funkcí
Necht’ je dána vektorová funkce ϕ = (ϕ1, ..., ϕn) : R → Rn. Pak derivací této funkce
budeme rozumeˇt funkci
ϕ′ = (ϕ′1, ..., ϕ
′
n).
Poznámka 3.1 Vektorové funkce tedy derivujeme po složkách.
Podobneˇ budeme postupovat i u derivací komplexních vektorových funkcí reálné
promeˇnné. Necht’ u : R → Rn a v : R → Rn jsou vektorové funkce. Pak zobrazení
ψ : R→ Cn definované prˇedpisem
ψ(t) = u(t) + iv(t)
nazveme komplexní vektorovou funkcí. Funkci ψ′ : R→ Cn definovanou vztahem
ψ′(t) = u′(t) + iv′(t)
nazveme derivací funkce ψ.
Poznámka 3.2 Komplexní vektorové funkce tedy také derivujeme po složkách a to tak,
že zvlášt’ reálnou a zvlášt’ imaginární složku.
Analogicky se operace derivování definuje i pro maticové funkce.
Prˇíklad 3.1
Snadno vypocˇteme: 
33t2 + ie2t
sin t+ i cos t
′
=

66t+ i2e2t
cos t− i sin t

.
Poznámka 3.3 Dále ješteˇ využijeme vztahu:
λ ∈ C⇒ (eλt)′ = λeλt.
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4 Základní vlastnosti homogenních lineárních soustav oby-
cˇejných diferenciálních rovnic 1. rˇádu
Homogenní soustavu obycˇejných diferenciálních rovnic 1. rˇádu si mu˚žeme prˇedstavit
ve tvaru
x′1 = a11(t)x1 + a12(t)x2 + ...+ a1n(t)xn
x′2 = a21(t)x1 + a22(t)x2 + ...+ a2n(t)xn
. . .
x′n = an1(t)x1 + an2(t)x2 + ...+ ann(t)xn,
kde n ∈ N, aij : R→ R, pro všechna i = 1, 2, ..., n a j = 1, 2, ..., n.
Soustavu mu˚žeme vyjádrˇit v maticovém tvaru
(3)

x′1
x′2
...
x′n
 =

a11(t) ... a1n(t)
a21(t) ... a2n(t)
...
...
...
an1(t) ... ann(t)


x1
x2
...
xn

Soustavu (3) lze vyjádrˇit také strucˇneˇji
(4) x′ = A(t)x,
kde A je oznacˇení prˇíslušné maticové funkce.
Veˇta 4.1 (O existenci a jednoznacˇnosti)
Necht’ J je otevrˇený interval. Necht’ t0 ∈ J, x0 ∈ Rn. K soustaveˇ (4) prˇidejme podmínku
(5) x(t0) = x0,
cˇímž získáváme Cauchyovu úlohu. Necht’ reálné funkce aij definované na J , pro každé i =
1, 2, ..., n a j = 1, 2, ..., n, jsou spojité. Potom existuje práveˇ jedno rˇešení ϕ, Cauchyovy úlohy
(4) a (5) na J .
Uved’me pojem pro komplexní rˇešení soustavy lineárních homogenních odr.
Definice 4.1 Necht’ J je otevrˇený interval. Necht’ ψ : J → Cn. Necht’ existují reálné vektorové
funkce r a s, které jsou rˇešením x′ = Ax na J . Pak rˇekneme, že ψ = r+ is je komplexním rˇešením
(4 na J .
Poznámka 4.1 Derivací ψ = r + is, dostáváme
ψ′ = r′ + is′,
takže ψ je komplexním rˇešením soustavy (4 na J , práveˇ když na J platí
ψ′(t) = A(t)ψ(t).
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Oznacˇme H = {ϕ : ϕ je reálné rˇešení (4) na J}. Lze ukázat, že H je reálným vektoro-
vým prostorem dimenze n.
Oznacˇme dáleHc = {ψ : ψ je komplexní rˇešení (4) na J}. Lze ukázat, žeHc je reálným
vektorovým prostorem dimenze n nad teˇlesem komplexních cˇísel.
Definice 4.2 Bázi prostoru H rˇíkáme fundamentální systém rˇešení homogenní soustavy (4)
na J .
Poznámka 4.2 Podobneˇ mu˚žeme hovorˇit o komplexním fundamentálním systému, který
je tvorˇen bází Hc.
Definice 4.3 Standardní fundamentální maticí soustavy (4) na otevrˇeném intervalu J nazý-
váme takovou maticovou funkci U , že platí:
U(0) = E,
U ′(t) = A(t)U(t).
Poznámka 4.3 Sloupce matice U tedy tvorˇí vhodný fundamentální systém soustavy (4).
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5 Homogenní lineární soustavy odr s konstantními koefici-
enty
5.1 Využití rozkladu na Jordanu˚v kanonický tvar
Jordanový kanonický tvar matice jsme si popsali v kapitole o lineární algebrˇe, nyní se veˇ-
nujme jeho aplikaci na soustavy homogenních lineárních odr s konstantními koeficienty.
Uvažujme soustavu odr s konstantní reálnou maticí A:
(6) x′ = Ax.
Na základeˇ prˇedchozích úvah lze matici A vždy vyjádrˇit v Jordanoveˇ kanonickém
tvaru
A = C−1JC.
Dosadíme-li za A do (6) dostáváme
x′ = C−1JCx.
Prˇeved’me ekvivalentneˇ:
(Cx)′ = JCx.
Dále použijme substituci y = Cx. Po její aplikaci mu˚žeme poslední soustavu zapsat
ve tvaru
y′ = Jy.
Dostáváme soustavu rovnic, kterou už lze snadno vyrˇešit v rámci jednotlivých Jorda-
nových bloku˚. Po sestrojení rˇešení uvedené soustavy rovnic musíme ješteˇ zavést zpeˇtnou
substituci x = C−1y. Po nalezení komplexní fundamentální soustavy rˇešení pak hledáme
standardní fundamentální matici soustavy.
5.1.1 Implementace Jordanova kanonického tvaru na konkrétním prˇíkladu
> restart;
> with(Student[LinearAlgebra]):
> with(linalg):
> with(LinearAlgebra):
Zadání vstupní matice
> A:=Matrix([[-13,5,4,2],[0,-1,0,0],[-30,12,9,5],[-12,6,4,1]]);
A :=

−13 5 4 2
0 −1 0 0
−30 12 9 5
−12 6 4 1

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Výpocˇet vlastnho cˇísla, jeho algebraická násobnost a vlastní vektory
> m:=Eigenvectors(A,output=’list’);
m :=

−1, 4,


1
6
0
0
1
 ,

1
3
0
1
0




Pocˇet rˇádku˚ matice soustavy
> r:=RowDimension(A);
r := 4
Generování jednotkové matice
> E:=Matrix(r,shape=identity):
Vytvorˇení matice (A- λ1E)
> C:=(A-m[1][1].E);
C :=

−12 5 4 2
0 0 0 0
−30 12 10 5
−12 6 4 2

> v[1]:=m[1][3][1]:v[3]:=m[1][3][2]:
Vlastní vektory prˇirˇazeny do promeˇnné v1, v3. Byla provedena kontrola rˇešitelnosti:
rˇešení soustavy lineárních rovnic (A+E)v=0 lze zapsat v parametrickém tvaru
α v1 + β v3 = p . Parametry α, β musíme najít tak, aby vhodný vlastní vektor byl
koncovým bodem zobecneˇného rˇeteˇzce. Máme šteˇstí, zvolíme-li α=1 a β=0 dostáváme
vektor

1
6
0
0
1
 , který zmíneˇnou vlastnost má. Volbou α=0 a β=1 dostáváme podobneˇ
další vhodný vektor:

1
3
0
1
0
. Toto se projeví tak, že následující soustavy budou rˇešitelné.
Nalezení dalšího prvku rˇeteˇzce v2 podle vztahu (A- λ1E) v2= v1.
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> v[2]:=LinearSolve(C,v[1]);
v2 :=

_t1
5
6
_t3
6 _t1 − 2− 2 _t3

Snaha o nalezení dalšího prvku rˇeteˇzce vede k chybovému varování, což znamená, že
neexistuje rˇešení. Tím pádem jsme dostali rˇeteˇzec vektoru˚ délky 2:
> v:=LinearSolve(C,v[2]);
Error, (in LinearAlgebra:-LinearSolve) inconsistent system
Stejný postup použijeme i pro druhý vlastní vektor, byla provedena kontrola rˇešitelnosti:
> v[4]:=LinearSolve(C,v[3]);
v4 :=

_t1 1−1
3
_t1 3
6 _t1 1 + 1− 2 _t1 3

Opeˇt máme rˇeteˇzec délky 2.
> v[5]:=LinearSolve(C,v[4]);
Error, (in LinearAlgebra:-LinearSolve) inconsistent system
Nalezli jsme potrˇebné dva rˇeteˇzce zobecneˇných vlastních vektoru˚. Sestavení Jordanovy
báze:
> T:=v[1]:
> for ss from 2 to r do
> T:=<T|v[ss]>;
> end do:
> _t[1]:=1: _t[3]:=0: _t1[1]:=1: _t1[3]:=0: T;
1
6
1
1
3
1
0
5
6
0
−1
3
0 0 1 0
1 4 0 7

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Vytvorˇení inverzní matice k T.
> TT:=inverse(T);
TT :=

258 −108 −86 −42
−12 6 4 2
0 0 1 0
−30 12 10 5

Vytvorˇení Jordanova kanonického tvaru zadané matice
> g:=1:l:=1:
> for gg from 1 to 2 do
> j[g]:=m[1][1]*y[l]+y[l+1];g:=g+1;l:=l+1;
> j[g]:=m[1][1]*y[l];g:=g+1;l:=l+1;
> end do:
> L:= [seq(j[i],i=1..r)]:H:= [seq(y[i],i=1..r)]:
> J:=genmatrix(L,H);
J :=

−1 1 0 0
0 −1 0 0
0 0 −1 1
0 0 0 −1

Vytvorˇení matice podle vztahu z’=Jz odpovídající fundamentálnímu rˇešení soustavy.
> Z:=Matrix([[exp(-1*t),exp(-t)*t,0,0],[0,exp(-1*t),0,0],[0,0,
> exp(-1*t),exp(-t)*t],[0,0,0,exp(-1*t)]]);
Z :=

e(−t) e(−t) t 0 0
0 e(−t) 0 0
0 0 e(−t) e(−t) t
0 0 0 e(−t)

Výsledná fundamentální matice podle vzorce U=T*Z*TT.
> U:=evalm(T&*Z&*TT);
U :=

e(−t) − 12 e(−t) t 5 e(−t) t 4 e(−t) t 2 e(−t) t
0 e(−t) 0 0
−30 e(−t) t 12 e(−t) t e(−t) + 10 e(−t) t 5 e(−t) t
−12 e(−t) t 6 e(−t) t 4 e(−t) t e(−t) + 2 e(−t) t

5.2 Metoda rozkladu
Yopakujme, že homogenní soustavy odr s konstantními koeficienty lze vyjádrˇit ve tvaru
(7) x′ = Ax,
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kde A je konstantní reálná cˇtvercová matice n-tého rˇádu. K nalezení standardní fun-
damentální matice soustavy (7) budeme potrˇebovat následující znacˇení a úmluvy:
Necht’ λ1,λ2,...,λk jsou všechna navzájem ru˚zná vlastní cˇísla maticeA. Necht’m1,m2,...,mk
jsou jejich algebraické násobnosti, to znamená, že platí
det(A− λE) = (−1)n(λ− λ1)m1(λ− λ2)m2 ...(λ− λk)mk .
Necht’ s ∈ N a ξ ∈ Cn. Oznacˇme
(8) N [s]λ = {ξ ∈ Cn : (A− λE)sξ = 0}.
Poznamenejme, že N [s]λ je zrˇejmeˇ lineárním prostorem.
Necht’ j ∈ {1, 2, ..., k} a ξ ∈ Cn. Uvažujme funkci ψ : R → Cn. definovanou prˇedpi-
sem
(9) ψ(t) = eλjt
mj−1
l=0
(A− λjE)lξ
l!
tl.
Veˇta 5.1 Vzorcem (9) zadaná funkce ψ je rˇešením (7) naR práveˇ tehdy, když ξ ∈ Nmjλj .
Du˚kaz. I. Nejprve pro jednoduchost tvrzení dokážeme pro mj = 1. Z (9) dostáváme
ψ(t) = ξeλjt. Zrˇejmeˇ platí:
ψ′(t) = Aψ(t)⇐⇒ (ξeλjt)′ = A(ξeλjt)⇐⇒ λjξeλjt = Aξeλjt (a)⇐⇒ (A− λjE)ξeλjt = 0⇐⇒
⇐⇒ (A− λjE)1ξ = 0 (b)⇐⇒ ξ ∈ N [1]λj .
(a) Od levé i pravé strany odecˇteme λjξeλjta následneˇ vytkneme ξeλjt .
(b) Podle (8).
II. Nyní provedeme du˚kaz pro mj ∈ N/{1}. Pro všechna t ∈ R platí:
ψ′(t) = Aψ(t)⇐⇒
(eλjt mj−1
l=0
(A− λjE)lξ
l!
tl)′ = Aψ(t)
⇐⇒
⇐⇒
λjψ(t) + eλjt mj−1
l=1
(A− λjE)lξ
(l − 1)! t
l−1 = Aψ(t)
 (a)⇐⇒
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⇐⇒
(A− λjE)eλjt mj−1
l=1
(A− λjE)l−1ξ
(l − 1)! t
l−1 = (A− λjE)ψ(t)
 (b)⇐⇒
⇐⇒
(A− λjE)eλjt mj−2
l=0
(A− λjE)lξ
l!
tl = (A− λjE)ψ(t)
 (c)⇐⇒
⇐⇒ (A− λjE)eλjt
mj−2
l=0
(A− λjE)lξ
l!
tl + eλjt
(A− λjE)mj−1ξ
(mj − 1)! t
mj−1
−
−eλjt (A− λjE)
mj−1ξ
(mj − 1)! t
mj−1 = (A− λjE)ψ(t) (d)⇐⇒
⇐⇒

(A− λjE)(ψ(t)− eλjt (A− λjE)
mj−1ξ
(mj − 1)! t
mj−1) = (A− λjE)ψ(t)

⇐⇒
⇐⇒

−eλjt (A− λjE)
mjξ
(mj − 1)! t
mj−1 = 0

⇐⇒ (A− λjE)mjξ = 0 (e)⇐⇒ ξ ∈ N [mj ]λj .
(a) Odecˇteme od levé i pravé strany λjψ(t) a poté vytkneme (A− λjE) .
(b) Dochází k prˇeindexování v sumeˇ.
(c) Na levé straneˇ rovnosti prˇicˇteme a odecˇteme eλjt (A−λjE)
mj−1ξ
(mj−1)! t
mj−1.
(d) Využijeme (9).
(e) Podle (8).
Nyní postupneˇ ukážeme, že pomocí (9) lze získat všechna rˇešení (7).
Veˇta 5.2 Platí:
1)
dimNλj = mj .
2)
λj ̸= λi =⇒ N [mj ]λj ∩N
[mi]
λi
= {0}.
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Du˚kaz. V tomto du˚kazu budeme využívat vlastností Jordanova kanonického tvaru J
matice A soustavy.
I.Víme, že platí A = C−1JC. Odecˇtením λjE od obou stran rovnice dostáváme
(A− λjE) = C−1JC − λjC−1EC = C−1J˜C,
kde J˜ = J −λjE je matice v kanonickém tvaru. Tuto poslední rovnost umocneˇme na mj :
(A− λjE)mj = (C−1J˜C)mj = C−1J˜C · C−1J˜C · ... · C−1J˜C = C−1(J˜)mjC.
Umocníme-li J˜ na mj , bloky vlastního cˇísla 0 (odpovídající v J vlastnímu cˇíslu λj) se vy-
nulují. Zbývající bloky v J˜ mají na diagonále nenulové prvky. Z toho plyne, že defekt
J˜mj je roven mj . Po prˇenásobení regulární maticí se defekt nezmeˇní, cˇímž se dostáváme
k platnosti tvrzení 1).
II. Uvažujme Jordanovu bázi matice A:
B = (b1, ..., br, br+1, ..., bs, ...).
Nejprve si všimneˇme, že je-li bl ∈ B vektorem odpovídajícím vlastnímu cˇíslu λk, potom
nutneˇ
(A− λkE)mkbl = 0.
Platí totiž:
(A− λkE)mkbl = (A− λkE)mk−1bl−1 = ... = (A− λkE)1bj = 0,
protože bj je posledním prvkem prˇíslušného rˇeteˇzce zobecneˇných vlastních vektoru˚ a tedy
vlastním vektorem matice A. Je-li nyníλj ̸= λi, pak N [mi]λi je podle 1) lineárním obalem
prˇesneˇ teˇch mi prvku˚ Jordanovy báze B, které odpovídají λi. Soucˇasneˇ N
[mj ]
λj
vzniká jako
lineární obal teˇch odlišných prvku˚ z B, které odpovídají λj . Odtud
N
[mj ]
λj
∩N [mi]λi = {0},
což jsme chteˇli dokázat.
Poznámka 5.1 Soucˇet algebraických násobností všech vlastních cˇísel matice A n-tého
rˇádu je n. Jordanova bázeB maticeA obsahuje práveˇ n prvku˚. Odtud plyne, že dosadíme-
li tyto prvky do (9) postupneˇ za ξ (s prˇíslušnou volbou vlastních cˇísel), získáme n-tici
funkcí ψ[1], ..., ψ[n], které prˇedstavují rˇešení soustavy (7). Protože ve vztahu (9) platí
ψ(0) = ξ, n-tice ψ[1], ..., ψ[n] prˇedstavuje bázi prostoru všech rˇešení soustavy (7) naR.
Z provedených úvah je patrné, že místo báze B mu˚žeme postupneˇ volit libovolné
báze prostoru˚N [m1]λ1 , ..., N
[mk]
λk
.Utvorˇme nyní maticovou funkciM : R→ Cn, jejíž sloupce
jsou tvorˇeny (libovolneˇ získanou) bází rˇešení soustavy (7) na R. Uvažujme maticovou
funkci U definovanou vztahem
U(t) =M(t) ·M−1(0).
Protože sloupce U(t) reprezentují lineární kombinace uvažovaného fundamentálního
systému rˇešení, jsou také rˇešeními (7). Navíc, U(0) =M(0) ·M−1(0) = E. Tedy U repre-
zentuje standardní fundamentální matici soustavy (7).
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Prˇíklad 5.1
Urcˇeme fundamentální systém rˇešení soustavy
x′1 = −2x1 + 4x2
x′2 = 1x1 + 1x2.
Sestavme matici soustavy:
A =
 −2 4
1 1

.
Nejprve nalezneˇme vlastní cˇísla matice A.
det
 −2− λ 4
1 1− λ

= (−2− λ)(1− λ)− 4⇒ λ2 − λ− 6 = 0
Dostali jsme dveˇ ru˚zná vlastní cˇísla λ1 = −3 (m1 = 1) a λ2 = 2 (m2 = 1). Dále
zjisteˇme báze prostoru˚ N [1]−3, N
[1]
2 podle (8) a komplexní rˇešení ψ
[1] a ψ[2] podle (9).
I. N [1]−3:
(A+ 3E)ξ = 0⇐⇒

1 4
1 4

ξ1
ξ2

=

0
0

Zvolíme si naprˇ. vektor
ξ[1] =
 −4
1

a dosadíme podle (9)
ψ[1](t) =
 −4
1

e−3t.
II. N [1]2 :
(A− 2E)ξ = 0⇐⇒
 −4 4
1 −1

ξ1
ξ2

=

0
0

Zvolíme si naprˇ. vektor
ξ[2] =

1
1

a dosadíme podle (9)
ψ[2](t) =

1
1

e2t
Hledaným fundamentálním systémem rˇešení zadané soustavy jsou tedy sloupce mati-
cové funkce
M(t) =
 −4e−3t e2t
e−3t e2t

.
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5.3 Putzerova metoda
Tato metoda popsána E. J. Putzerem v roce 1966 v práci [2],viz také [1], slouží pro výpo-
cˇet standardní fundamentální matice U(t) soustavy bez hledání Jordanova kanonického
tvaru matice A.
x′ = Ax, x(0) = ξ.
Dalo by se rˇíci, že patrˇí mezi nejefektivneˇjší analytické metody pro výpocˇet homo-
genní lineární soustavy odr s konstantními koeficienty.
Veˇta 5.3 Necht’ λ1,λ2,...,λn jsou všechna vlastní cˇísla matice A, mohou být zapsána v jakém-
koliv porˇadí, ale v dalších krocích už je nutné toto porˇadí dodržet. Každé vlastní cˇíslo musí být
v posloupnosti zapsáno tolikrát, kolik cˇiní jeho algebraická násobnost. Utvorˇme posloupnost matic
P0 = E,
kde E je jednotková matice,
P1 = (A− λ1E)P0 = A− λ1E
. . .
(10) Pj = (A− λjE)Pj−1 = (A− λjE)(A− λj−1E)...(A− λ1E)
. . .
Pn−1 = (A− λn−1E)Pn−2 = (A− λn−1E)(A− λn−2E)...(A− λ1E).
Dále najdeˇme naR definované funkce q1(t),...,qn(t), které vyhovují vztahu˚m
q′1(t) = λ1q1(t), q1(0) = 1
q′2(t) = λ2q2(t) + q1(t), q2(0) = 0
. . .
(11) q′j(t) = λjqj(t) + qj−1(t), qj(0) = 0
. . .
q′n(t) = λnqn(t) + qn−1(t), qn(0) = 0.
Pak maticová funkce
(12) U(t) = q1(t)P0 + q2(t)P1 + ...+ qn(t)Pn−1, t ∈ R
je standardní fundamentální matice soustavy
x′ = Ax.
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Du˚kaz. Nejprve dokážeme, že platí rovnost U(0) = E. Po dosazení t = 0 do (12) dostá-
váme s prˇihlédnutím k pocˇátecˇním podmínkám v (11) U(0) = q1(0)P0. Víme, že P0 = E
podle (10) a q1(0) = 1 podle (11). Odtud bezprostrˇedneˇ dostáváme potrˇebnou rovnost
U(0) = E.
Nyní dokážeme, že platí rovnost U ′(t) = AU(t), pro všechna t ∈ R. Nejprve od levé
i pravé strany dokazované rovnosti odecˇteme λnU . Pro strucˇnost se dohodneˇme, že dále
nebudeme zapisovat promeˇnnou t. Máme tedy dokázat, že U ′ − λnU = AU − λnU . Po-
znamenejme, že matici (12) mu˚žeme zapsat ve tvaru
(13) U =
n
j=1
qjPj−1,
a její derivaci ve formeˇ
(14) U ′ =
n
j=1
q′jPj−1.
Z formálních du˚vodu˚ ješteˇ definujme q0 = 0. Postupnými úpravami pak dostáváme
dokazovanou rovnost:
U ′ − λnU (a)=
n
j=1
q′jPj−1 − λn
n
j=1
qjPj−1
(b)
=
n
j=1
(qjλj + qj−1)Pj−1 − λn
n
j=1
qjPj−1 =
=
n
j=1
(λjqj + qj−1 − λnqj)Pj−1 =
n
j=1
qj−1Pj−1 +
n−1
j=1
(λj − λn)qjPj−1 (c)=
(c)
=
n−1
i=0
qiPi +
n−1
j=1
(λj − λn)qjPj−1 (d)=
n−1
i=0
qiPi +
n−1
j=1
(λj − λn)qjPj−1 (e)=
(e)
=
n−1
j=1
qj(Pj + (λj − λn)Pj−1) (f)=
n−1
j=1
qj((A− λjE)Pj−1 + (λj − λn)Pj−1) (g)=
(g)
=
n−1
j=1
qj(A− λnE)Pj−1 = (A− λnE)(
n−1
j=1
qjPj−1) =
= (A− λnE)[(
n−1
j=1
qjPj−1 + qnPn−1)− qnPn−1] (h)= (A− λnE)(
n−1
j=1
qjPj−1 − qnPn−1) (i)=
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(i)
= (A− λnE)(U − qnPn−1) = (A− λnE)U − qn(A− λnE)Pn−1 (j)=
(j)
= (A− λnE)U = AU − λnU
(a) Dosadíme za U a U ′ podle (13) a (14).
(b) Dosadíme za q′j podle (11).
(c) Dochází k prˇeindexování i = j − 1.
(d) Víme, že q0 = 0.
(e) Zpátky prˇeindexujeme i na j.
(f) Dosadíme za Pj podle (10).
(g) Matice s koeficientem λj se vyruší.
(h) qnPn−1 prˇipojíme k soucˇtu.
(i) Opeˇt využijeme (13).
(j) Podle Cayleyovy-Hamiltonovy veˇty je (A−λnE)Pn−1 = (A−λnE)(A−λn−1E)...(A−
λ1E) = 0.
Prˇíklad 5.2
Najdeˇme rˇešení ve tvaru standardní fundamentální matice soustavy rovnic:
x′1 = 7x1 + 3x2
x′2 = 2x1 + 6x2.
Sestavme matici
A =

7 3
2 6

.
Nejdrˇíve najdeˇme vlastní cˇísla matice A.
det

7− λ 3
2 6− λ

= (7− λ)(6− λ)− 6⇒ λ2 − 13λ+ 36 = 0.
Dostali jsme dveˇ ru˚zná vlastní cˇísla λ1 = 9, λ2 = 4. Poneˇvadž matice A je rˇádu 2, stacˇí
nám vypocˇítat podle (10) matice P0 a P1.
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P0 = E
P1 = (A− λ1E) =
 −2 3
2 −3

.
Dále najdeˇme funkce q1 a q2 podle (11):
q′1(t) = 9q1(t), q1(0) = 1
q′2(t) = 4q2(t) + q1(t), q2(0) = 0.
Mu˚žeme použít naprˇ. metodu separace promeˇnných a vyjde nám
q1(t) = e
9t
q2(t) = (
1
5
e5t − 1
5
)e4t.
Nyní máme vše, co potrˇebujeme a mu˚žeme dosadit do vzorce (12):
U(t) = q1(t)P0 + q2(t)P1 = e
9t

1 0
0 1

+ (
1
5
e5t − 1
5
)e4t
 −2 3
2 −3

=
=

3
5e
9t + 25e
4t 3
5(e
5t − 1)e4t
2
5(e
5t − 1)e4t 25e9t + 35e4t

.
Tímto jsme dostali naši hledanou standardní fundamentální matici soustavy.
5.4 Metoda rozvoje konecˇným polynomem
Další metoda rˇešení homogenní soustavy odr s konstantními koeficienty (7) je založena
na vyjádrˇení standardní fundamentální matice U ve tvaru mocninné maticové rˇady:
(15) U(t) = eAt = E +At+
(At)2
2!
+ ...+
(At)k
k!
+ ... =
∞
k=0
(At)k
k!
, t ∈ R.
Poznámka 5.2 Dosazením t = 0 do (15) dostáváme U(0) = E. Derivací (15) (jde o lo-
kálneˇ stejnomeˇrnou konvergentní rˇadu) dostáváme:
U ′(t) = A+A2t+
A3t2
2!
+ ...+
Aktk−1
(k − 1)! + ... = A
∞
k=0
(At)k
k!
= AU(t), t ∈ R
Cˇímž je (15) dokázán.
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Prˇipomenˇme, že podle Cayleyovy-Hamiltonovy veˇty vyhovuje matice A své charak-
teristické rovnici, tedy
(16) An + c1An−1 + ...+ cn−1A+ cnE = 0,
kde
(17) det(A− λE) = (−1)n(λn + c1λn−1 + ...+ cn−1λ+ cn = 0
je charakteristická rovnice matice A.
Z (16) vyplývá, že mocninu An lze vyjádrˇit ve tvaru
An = −c1An−1 − c2An−2 − ...− cn−1A− cnE
a to znamená, že každá matice Ak s k ≥ n je lineární kombinací E,A,A2, ..., An−1. Tím
se dostáváme k existenci funkcí b0, b1, ..., bn−1 takových, že platí:
(18) eAt = U(t) = b0(t)E + b1(t)A+ ...+ bn−1(t)An−1, t ∈ R.
Jestliže cˇíslo λ0 je vlastním cˇíslem matice A, pak platí:
(19) λn0 + c1λ
n−1
0 + ...+ cn−1λ0 + cn = 0,
Z (19) vyplývá, že vlastní cˇíslo λ0 lze vyjádrˇit ve tvaru
λn0 = −c1λn−10 − c2λn−20 − ...− cn−1λ0 − cn
a to znamená, že λk0 mu˚žeme vyjádrˇit kombinací hodnot E, λ0, λ
2
0, ..., λ
n−1
0 . Tím se do-
stáváme opeˇt k existenci funkcí b0, b1, ..., bn−1 (stejných jako v (18)) takových, že platí:
(20) eλ0t = b0(t)E + b1(t)λ0 + ...+ bn−1(t)λn−10 , t ∈ R.
Pokud má maticeA navzájem ru˚zná vlastní cˇísla λ1, λ2, ..., λn, pak neznámé funkce b0, b1, ..., bn
mu˚žeme nalézt pomocí n lineárních algebraických rovnic
(21)
b0(t) + b1(t)λ1 + ...+ bn−1(t)λn−11 = e
λ1t
b0(t) + b1(t)λ2 + ...+ bn−1(t)λn−12 = e
λ2t
. . .
b0(t) + b1(t)λn + ...+ bn−1(t)λn−1n = e
λnt.
Má-li neˇkteré vlastní cˇíslo λ0 matice algebraickou násobnost veˇtší než 1, pak rˇešíme
soustavu rovnic pro neznámé funkce b0, b1, ..., bn, která vznikne postupným derivováním
vztahu (20)
b0(t) + b1(t)λ0 + ...+ bn−1(t)λn−10 = e
λ0t
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b1(t) + ...+ (n− 1)bn−1(t)λn−20 = teλ0t
. . .
(k − 1)!bk−1(t) + ...+ (n− k)..(n− 1)bn−1(t)λn−k−10 = tk−1eλ0t.
Aplikujeme-li tento postup pro každé vlastní cˇíslo maticeA, dostaneme systém n-lineárních
algebraických rovnic pro n neznámých funkcí b0, b1, ..., bn. Po nalezení rˇešení rovnic do-
stáváme hledanou standardní fundamentální matici U ve tvaru (15).
Prˇíklad 5.3
Najdeˇme standardní fundamentální matici soustavy s maticí
A =

3 2
1 4

.
Zacˇneˇme nalezením vlastních cˇísel.
det

3− λ 2
1 4− λ

= (3− λ)(4− λ)− 2⇒ λ2 − 7λ+ 10 = 0.
Máme dveˇ ru˚zná vlastní cˇísla λ1 = 5, λ2 = 2. Hledaná matice bude podle (20) ve tvaru
(22) eAt = b0(t)E + b1(t)A, t ∈ R.
Jelikož je násobnost u obou vlastních cˇísel rovna jedné, funkce b0, b1 budeme hledat
podle (21). Dostáváme soustavu:
b0(t) + 5b1(t) = e
5t
b0(t) + 2b1(t) = e
2t.
Rˇešením této soustavy je
b0(t) =
5
3
e2t − 2
3
e5t, b1(t) = −1
3
e2t +
1
3
e5t.
Stacˇí už jen dosadit do vztahu (22) a dostáváme výslednou fundamentální matici
eAt =

2
3e
2t + 13e
5t −23e2t + 23e5t
−13e2t + 13e5t 13e2t + 23e5t

.
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6 Prˇíklady implementace metod v programu Maple
6.1 Implementace metody rozkladu
> restart;
> with(Student[LinearAlgebra]):
> with(LinearAlgebra):
> with(linalg):
> st := time():
Vstupní matice
> A:=Matrix([[2,-2,7],[1,-1,2],[2,-2,4]]);
A :=
 2 −2 71 −1 2
2 −2 4

Výpis vlastních cˇísel, jejich algebraické násobnosti a vlastní vektory.
> m:=Eigenvectors(A,output=’list’);
m :=

0, 1,

 11
0

 ,
6, 1,


3
2
1
2
1


 ,
−1, 1,


−2
1
2
1




Pocˇet vlastních cˇísel.
> b:=nops(m):
> r:=RowDimension(A):
Generování jednotkové matice.
> E:=Matrix(r,shape=identity):
Cyklus pro nalezení rˇešení Psí.
> g:=1:
> for p from 1 to b do
> Z[p]:=(A-(m[p][1]).E)^m[p][2];
> xi(p) := NullSpace(Z[p]);
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> c:=nops(xi(p));
> for v from 1 to c do
> Psi[g](t):=sum(((A-m[p][1].E)^l.xi(p)[v]*t^l)/l!,
> l=0..(m[p][2]-1))*ex
> p(m[p][1]*t); g:=g+1;
> end do:
> end do:
Cyklus pro vytvorˇení funkcí z rˇešení Psí.
> for pp from 1 to r do
> z[pp]:=unapply(Psi[pp](t),t);
> end do:
Vytvorˇení matice M(t) z výsledných vektoru˚.
> H(t):=z[1](t):
> for ss from 2 to r do
> H(t):=<H(t)|z[ss](t)>;
> end do:
> M:=unapply(H(t),t):
> M(0):
> MM:=unapply(inverse(M(0)),t):
Výsledná matice
> U(t):=evalm(M(t)&*MM(t)):
> evalc~(U(t));
3
7
e(6 t) +
4
7
e(−t) 1− 3
7
e(6 t) − 4
7
e(−t) −1
2
+
15
14
e(6 t) − 4
7
e(−t)
1
7
e(6 t) − 1
7
e(−t) 1− 1
7
e(6 t) +
1
7
e(−t) −1
2
+
5
14
e(6 t) +
1
7
e(−t)
2
7
e(6 t) − 2
7
e(−t) −2
7
e(6 t) +
2
7
e(−t)
5
7
e(6 t) +
2
7
e(−t)

> time() - st;
0.124
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6.2 Implementace Putzerovy metody
> restart;
> with(Student[LinearAlgebra]):
> with(linalg):
> st := time():
Vstupní matice:
> A:=Matrix([[4,-2,7],[0,-1,2],[0,-2,4]]);
A :=
 4 −2 70 −1 2
0 −2 4

Nalezení vlastních cˇísel matice.
> lambda:=eigenvalues(A);
λ := 4, 0, 3
Celkový pocˇet rˇádku˚ matice.
> r:=RowDimension(A):
Generování jednotkové matice.
> E:=Matrix(r,shape=identity):
> P(0):=E:
Cyklus pro nalezení matic. P1 až Pn podle vzorce P(k) := (A− λk E)Pk−1.
> for k from 1 to r do
> P(k):=((A-lambda[k].E).P(k-1));
> od:
> z[0]:=t->0:
> q[1](0)=1:
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> q[1](t)=exp(lambda[1]*t):
> z[1]:=unapply(rhs(%),t):
Cyklus pro nalezení q2(t) až qn(t) podle vzorce
 t
0 e
(−λj (s−t)) zj−1(s) ds. Výsledek se
ukládá do promeˇnné z.
> for j from 2 to r do
> q[j](0):=0;
> q[j](t)=int(exp(-lambda[j]*(s-t))*z[j-1](s),s=0..t);
> z[j]:=unapply(rhs(%),t);
> od:
Výsledná matice:
> U(t):=sum(z[l](t)*P(l-1),l=1..r):
> simplify(%):
> evalc~(%);
e(4 t) −1
2
− 7
2
e(4 t) + 4 e(3 t)
1
4
+
31
4
e(4 t) − 8 e(3 t)
0
4
3
− 1
3
e(3 t) −2
3
+
2
3
e(3 t)
0
2
3
− 2
3
e(3 t)
4
3
e(3 t) − 1
3

> time() - st;
0.140
6.3 Implementace metody rozvoje konecˇným polynomem
> restart;
> with(Student[LinearAlgebra]):
> with(linalg):
> st := time():
Vstupní matice
> A:=Matrix([[2,-2,7],[1,-1,-2],[2,-2,4]]);
A :=
 2 −2 71 −1 −2
2 −2 4

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Pocˇet rˇádku˚ matice
> d:=RowDimension(A):
Výpis vlastních cˇísel, jejich algebraické násobnosti a vlastní vektory.
> m:=Eigenvectors(A,output=’list’);
m :=

7, 1,


10
7
−1
14
1


 ,
0, 1,

 11
0

 ,
−2, 1,


−1
2
5
2
1




Pocˇet vlastních cˇísel.
> s:=nops(m):
Generování jednotkové matice.
> E:=Matrix(d,shape=identity):
> g:=1:o:=1:
Cyklus pro nalezení rovnic s funkcemi b0 , b1,..., bn .
> for w from 1 to s do
> r[g]:=b[0](t)+b[1](t)*m[w][1]+sum(b[l-1](t)*m[w][1]^(l-1),
> l=3..d)=exp(m[w][1]*t):
> g:=g+1:
> if m[w][2]>1 then
> r[g]:=diff(b[0](t)+b[1](t)*lambda[o]+sum(b[l-1](t)*
> lambda[o]^(l-1),l=3..d+m[w][2])=exp(lambda[o]*t),lambda[o]);
> g:=g+1:
> for h from 3 to m[w][2] do
> r[g]:=diff(r[g-1],lambda[o]);
> g:=g+1:
> end do end if;
> lambda[o]:=m[w][1];
> o:=o+1:
> end do:
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Vynulování nadbytecˇných funkcí bn.
> rovnice1:= [seq(b[i],i=d+1..d*2)]:
> for pp from d to d*2 do
> b[pp]:=0;
> end do:
> rovnice:= [seq(r[i],i=1..d)]: funkce:=[seq(b[i],i=0..(d-1))]:
Nalezení rˇešení soustavy lineárních rovnic.
> v:=solve(rovnice,funkce(t)):
> for pp from 0 to (d-1) do
> z[pp]:=unapply(rhs(v[1][pp+1]),t);
> end do:
Výsledná standardní fundamentální matice.
> U(t):=z[0](t)*E+sum(z[j-1](t)*A^(j-1),j=2..d):
> B:=simplify(%):
> evalc~(B);
4
7
+
1
9
e(−2 t) +
20
63
e(7 t)
3
7
− 1
9
e(−2 t) − 20
63
e(7 t) −11
14
− 1
6
e(−2 t) +
20
21
e(7 t)
4
7
− 5
9
e(−2 t) − 1
63
e(7 t)
3
7
+
5
9
e(−2 t) +
1
63
e(7 t) −11
14
+
5
6
e(−2 t) − 1
21
e(7 t)
−2
9
e(−2 t) +
2
9
e(7 t)
2
9
e(−2 t) − 2
9
e(7 t)
1
3
e(−2 t) +
2
3
e(7 t)

> time() - st;
0.125
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7 Záveˇr
V této práci jsem se veˇnovala popisu metod k nalezení rˇešení homogenních soustav line-
árních odr. Konkrétneˇ metodeˇ rozkladu na Jordanu˚v kanonický tvar, metodeˇ rozkladu,
Putzeroveˇ metodeˇ a metodeˇ rozvoje konecˇným polynomem. Názorneˇ byly všechny me-
tody ukázány na jednoduchých prˇíkladech. Pak jsem metody naprogramovala v progra-
movacím prostrˇedí Maple.
Algoritmus každé metody byl názorneˇ popsán na vhodneˇ zvolené matici. Dále byly
zvoleny matice rˇádu 4, 5, 10 a 15, na kterých byla testována efektivita algoritmu meˇrˇe-
ním cˇasu Putzerovy metody, metody rozkladu a metody rozvoje konecˇným polynomem.
Pro srovnání byla meˇrˇena i zabudovaná maplovská funkce exponential. Zjišteˇné hodnoty
najdeme v prˇíloze A. Meˇrˇení se na maticích rˇádu 4, 5 a 10 opakovalo desetkrát a získané
hodnoty byly zpru˚meˇrovány. Pro ukázku jsme matici rˇádu 15 zvolili tak, že vlastní cˇísla
nejsou celá. U této matice nameˇrˇené hodnoty dosahovali i desítek minut, proto bylo meˇ-
rˇení udeˇláno pouze trˇikrát pro každou metodu (viz. tabulka 4). Neˇkterá meˇrˇení ovšem
musela být opakována z du˚vodu nedostatku pameˇti pocˇítacˇe. Ješteˇ poznamenejme, že
cˇasy mu˚žou být mírneˇ zkreslené z du˚vodu promeˇnlivého výkonu pocˇítacˇe. Nejvyšších
cˇasu˚ ve všech prˇípadech dosahuje Putzerova metoda, je to dáno tím, že hodneˇ cˇasu zabírá
nalezení funkcí q2, ..., qn, tato cˇást je zrˇejmeˇ hodneˇ nárocˇná na výpocˇet díky rekurzivním
výpocˇtu˚m urcˇitých integrálu˚. Hodnota této dílcˇí cˇásti zabírá polovinu až trˇi cˇtvrtiny vý-
sledného cˇasu. Pro názornost v tabulce 5 mu˚žeme videˇt cˇasy, kterých Putzerova metoda
dosahuje prˇi prˇedem nalezených q2, ..., qn. Tímto zjednodušením se dosahuje nejlepších
cˇasu˚ z daných trˇí metod. Metoda rozvoje konecˇným polynomem bývá nejefektivneˇjší
u malých matic, jak mu˚žeme videˇt v tabulce 3. U veˇtších matic už dosahuje podobných
výsledku˚ jako metoda rozkladu viz. tabulka 2.
Metoda rozkladu na Jordanu˚v kanonický tvar byla popsána pouze na vybraném prˇí-
kladu. Z du˚vodu velké nárocˇnosti, nebyla tato metoda implementována obecneˇ.
Vyjádrˇení cˇasu v procentech
matice Putzerova m. Metoda rozvoje Metoda rozkladu Funkce exponential
4x4 36 33 24 7
5x5 38 23 31 8
10x10 49 21 21 9
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A Meˇrˇení
Poznámka A.1 Nameˇrˇené hodnoty jsou udávány v sekundách.
Výsledky meˇrˇení matice 4x4.
A :=

97 −42 −32 −16
10 −6 −5
2
−5
3
0 0 −2 0
564 −240 −184 −93

Putzerova m. Metoda rozvoje Metoda rozkladu Funkce exponential
0.156 0.109 0.11 0.031
0.125 0.124 0.47 0.031
0.125 0.094 0.078 0.015
0.14 0.078 0.109 0.031
0.109 0.110 0.125 0.016
0.109 0.125 0.078 0.016
0.094 0.109 0.092 0.031
0.109 0.109 0.074 0.031
0.14 0.125 0.109 0.015
0.109 0.141 0.109 0.031
pru˚meˇr 0.122 0.112 0.083 0.025
Tabulka 1
Výsledky meˇrˇení matice 5x5.
A :=

5 −1 0 −1 0
−6 10 0 6 −6
−10 11 3 10 −11
7 −7 0 −3 6
−6 6 0 6 −2

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Putzerova m. Metoda rozvoje Metoda rozkladu Funkce exponential
0.14 0.093 0.109 0.016
0.14 0.031 0.11 0.032
0.125 0.078 0.094 0.031
0.14 0.094 0.109 0.031
0.11 0.093 0.109 0.015
0.14 0.072 0.109 0.016
0.109 0.093 0.125 0.032
0.14 0.109 0.094 0.031
0.156 0.062 0.078 0.031
0.109 0.078 0.125 0.031
pru˚meˇr 0.131 0.08 0.106 0.026
Tabulka 2
Výsledky meˇrˇení matice 10x10.
A :=

2 2 11 18 −11 3 28 21 −8 4
13 1 −34 −50 51 −3 −75 −75 27 3
−9 3 30 33 −42 5 52 62 −23 3
1 3 4 3 −7 5 3 14 −3 5
−9 2 21 19 −30 2 31 43 −15 1
−5 3 12 6 −19 4 10 27 −8 3
3 −3 −13 −13 18 −3 −18 −29 10 −5
−4 0 10 13 −14 0 20 21 −8 0
2 −3 −6 2 7 −1 2 −10 3 −4
2 −3 −11 −7 13 −2 −12 −20 8 −5

Putzerova m. Metoda rozvoje Metoda rozkladu Funkce exponential
0.844 0.375 0.422 0.156
0.875 0.36 0.359 0.14
0.938 0.406 0.344 0.156
0.828 0.391 0.39 0.14
0.828 0.407 0.375 0.14
0.86 0.36 0.359 0.187
0.891 0.375 0.375 0.156
0.844 0.359 0.391 0.172
0.813 0.375 0.375 0.141
0.875 0.36 0.406 0.156
pru˚meˇr 0.8596 0.3768 0.3796 0.154
Tabulka 3
Výsledky meˇrˇení matice 15x15.
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Putzerova m. Metoda rozvoje Metoda rozkladu
2350.687 864.578 873.863
2403.89 847.438 876.573
2396.72 851.371 856.374
pru˚meˇr 2383 854 868
Tabulka 4
Výsledky meˇrˇení Putzerovy metody s vloženými nalezenými funkcemi q2, ..., qn pro
matici rˇádu 5 a 10.
Typ matice 5x5 10x10
0.062 0.328
0.093 0.297
0.078 0.265
0.093 0.296
0.109 0.281
0.093 0.297
0.062 0.265
0.063 0.265
0.078 0.281
0.109 0.281
pru˚meˇr 0.084 0.286
Tabulka 5
