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Individual variation in neurodevelopmental disorders as well as brain maturity 
might be predicted by their brain functional connectivity. In this research, our 
objective is to identify schizophrenic or autistic patients from healthy controls 
and perform human age prediction. We attempt to tackle this problem using 
different machine learning techniques, including support vector machine 
(SVM), random forest (RF) and k-nearest neighbors (KNN) for the 
classification task and support vector regression for subject’s age estimation. 
Healthy controls and patients are first matched based on their age, gender and 
motion during their resting state functional magnetic resonance (rs-fMRI) 
scans. Dimensionality reduction is further employed using different brain 
parcellations ranging from 100 to 400 regions of interest. Each subject is 
therefore represented by a connectivity matrix corresponding to a brain 
parcellation which is used as input for various machine learning classifiers. 
Our study provides a systematic exploration of how different data 
preprocessing techniques combine with various brain parcellations and 
machine learning classifiers could support the classification of neurological 
disorders and human brain maturity assessment. We found that different 
preprocessing approaches, parcellations and machine learning algorithms give 
a range of classification accuracy rates from around 60 to 70 percent and mean 
age prediction error from 10 to 13 years. Although there is no particular brain 
parcellation that outperforms the others in our classification and regression 
problem, we found that SVM performs best followed by RF and KNN. This 
thesis contributes the first steps towards improving the predictability using 
resting-state fMRI in clinical diagnosis of neuro-disorders patients and human 
brain activity.    
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  1 
1 INTRODUCTION 
The human brain is one of the most complicated organs in the human body 
and is the central control of the nervous system [1]. Messages are transmitted 
through the spinal cord and nerves, allowing the person to perform simple 
tasks such as sensing, feeling and speaking to complex ones such as rational 
thinking and self-control. The study of the human brain, its neurological 
functions and its role in behavior is fascinating as science has recently made 
significant contribution in understanding brain organization and how the brain 
functions. It is known that some neurodevelopmental disorders, such as autism 
or schizophrenia, are diseases of the brain that affects some human behaviors, 
such as emotional expression, reduced social interaction, restricted interests 
and repetitive behaviors.  
 
Our understanding of brain function can be organized into two principles: 
functional specialization and functional interaction [2][3]. Functional 
specialization refers to the specialized information processing in local brain 
regions. For instance, the visual region may specialize in processing visual 
information and the motor region may specialize in processing motor 
information. To draw an analogy with the computer, we can think of the CPU 
as being specialized to perform basic computation, while the hard disk is 
specialized to store data. Nevertheless, simple behaviors, such as eating an 
apple, requires information to flow between specialized brain regions. 
Therefore, to understand the human brain, we must also study the interactions 
between brain regions. Again, to draw an analogy with the computer, the CPU 
 2 
and the hard drive should communicate to each other. They must functionally 
interact for the computer to operate.  
 
Thanks to the advances in technology, over the past two decades, brain 
imaging revolutions have made it possible to study both functional 
specialization and functional interaction in living humans in a non-invasive 
and safe fashion. One popular brain imaging technique is functional magnetic 
resonance imaging or fMRI [4], [5]. It is believed to help the diagnosis of 
neuropsychiatric disorders, especially when there is no evidence on the 
structural brain abnormalities. Although there is much progress recently in 
understanding human brain activity and organization with fMRI, it remains a 
critical challenge in determining whether information given by fMRI scans 
can aid in the classifications and predictions about individuals.  
 
In 1995, Biswal discovered that the human brain, even when the body is at 
rest, contains information about its functional organization [6]. Since then, 
there was an increase in using the method of scanning a subject when it is not 
performing any task, i.e. resting state fMRI data acquisition. In this research, 
we are interested in using an individual’s resting state fMRI signals to classify 
whether that individual is suffering from a brain disease, namely 
schizophrenia or autism. As we believe that fMRI may one day help the 
diagnosis of neurodevelopmental disorder, one crucial step is to study the 
development of a typical healthy brain. This may help us understand the 
different stages or levels of brain maturity and thus create biological models 
that represent a certain range of age. Therefore, in addition to this 
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classification task, we also study the brain maturity of normally healthy 
subjects by predicting their ages using their fMRI scans. The age prediction 
might not reflect the subject’s physical age but rather the subject’s biological 
age, where their brain development might appear younger or older than their 
true age. Different machine learning algorithms and brain parcellations are 
employed in the creation of an automatic procedure that use the subject’s 
functional connectivity (denoted as a set of correlation values among different 
regions in the brain) as input and output the desired results with different 
comparable accuracy rates. The ability to analyze a subject’s mental illness or 
its brain maturity in its resting state may offer useful information and aid in 
clinical applications such as screening, diagnosis and prognosis of the patients. 
 
The remainder of this thesis is organized as follows. Chapter 2 provides some 
background knowledge related to our work, including fMRI, different machine 
learning classifiers used and two neurodevelopmental disorders of interest, 
autism and schizophrenia as well as some recent studies on fMRI. Chapter 3 
presents different brain parcellations that are used in our machine learning 
methods. In Chapter 4, our approach to solve the classification and regression 
problem is introduced and the details of the experiment’s setup are explained 
for each dataset.  The detailed results as well as its analysis will be shown in 
Chapter 5. Finally, Chapter 6 will conclude the thesis and discuss future 





2.1 Functional Magnetic Resonance Imaging 
Magnetic resonance imaging (MRI) is a medical imaging technique that uses a 
strong magnetic field and radio waves to generate detailed images of the 
organs and tissues within the body [7][8]. The procedure is used in hospitals to 
scan patients and determine the abnormalities of certain organs of interest. 
Numerous variations of MRI are used widely in clinics for medical diagnosis 
including magnetic angiography and magnetic resonance venography. Prior to 
the development of MRI, ionizing radiations such as X-rays, computed 
tomography and positron emission tomography were mainly used in human 
imaging [9][10]. Beside the safety concerns about radiation, these techniques 
could not provide the flexibility to capture the varying range of tissue 
properties compared to those measured with MRI [11]. Therefore, the 
introduction of MRI in the 1980s as a new medical imaging tool has shed light 
on the ability to see the human body internally. 
 
Since its the development in the early 1990s, fMRI has become more and 
more popular in human brain research, especially brain mapping, because 
people are not required to undergo surgery or absorb substances, or be 
exposed to ionizing radiation while imaging their brain activity. From the 
quality point of view, compared to previous methods such as position 
emission tomography, fMRI also provides images with very good spatial 
resolution and relatively good temporal resolution [12], [13]. 
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The firing of neurons in the brain causes an increase in the amount of local 
blood flowing through that area [14][15]. This process is known as the 
hemodynamic response, where oxygen-rich (oxygenated) blood displaces 
oxygen-depleted (deoxygenated) blood after a short period of neuronal 
activity.  The fMRI technique measures the brain activities by detecting 
changes in oxygenation and the signal acquired is referred to as the blood 
oxygenation level dependent (BOLD) signal.  
 
 
Figure 1: BOLD signal at two different vertices 
 
 
Bharat Biswal discovered that the human brain contains information about its 
functional organization even during the resting-state [6]. He had used fMRI to 
study the communication of different brain regions while the brain is at rest 
and not performing any active task. This exploration has now been broadly 
regarded as a milestone in the human brain research, especially its usage in the 
mapping of functional brain networks.  
 
In this research, our interests are mainly focused in the resting state fMRI 
signals of the subjects because we believe that the resting state functional 
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connectivity may help in the classification of healthy subjects against subjects 
affected by neurological or psychiatric diseases.  
 
2.2 Machine Learning 
In the scope of this research, we consider two methods from supervised 
learning techniques, namely Support Vector Machine, Random Forest and k 
Nearest Neighbor as our objective involves the classification of whether a 
subject suffers from human brain disorders such as schizophrenia and autism. 
Moreover, Support Vector Regression is also applied in our regression 
problem, where our aim is to predict the human age based on their resting state 
brain signals. These three classifiers will be used in our experiments setup, 
which will be described in details in Chapter 4.  
 
2.2.1 Support Vector Machine 
In 1963, Vapnik and Chervonenkis invented the original Support Vector 
Machine algorithm through the well-known VC Theory, in an attempt to 
explain the learning process from a statistical point of view [16]. It has been 
developed until 1995 to extend all of its aspects for solving pattern 
recognitions problems and the current learning algorithm was proposed by 
Corinna Cortes and Vapnik in a paper published in the same year [17]. 
 
Nowadays, SVM has strong theoretical foundations and excellent empirical 
successes when it has been applied to solve different problems including 
handwritten digit recognitions [18], object recognition [19] [20], text and 
image classification [21][22]. In addition, it has also been shown to produce 
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good performance in medical and biological related area where the 
dimensionality of the data is often very high such as microarray gene 
expression data [23][24]. In this subsection, we are going to present the 
perspective of support vector machine that is used in our project, which is 
linear support vector machine.  
 
The objective of an SVM is to find an optimal hyper-plane that separates the 
labeled data as shown in Figure 2 below. The black dots and the white dots 
represent two classes of interest. In our study, it is denoted by the class of 
patient and the class of healthy subjects. The red dots that lie on the two dash 
lines constitute the so-called support vectors.  
 
 
Figure 2: A simple linear SVM 
 








 is the 
functional margin of that sample. The geometric margin of the data set is 
defined in the same manner 𝑟𝑔 =
𝑟𝑓
‖𝑤‖
 , where 𝑟𝑓 = 𝑚𝑎𝑥 𝑟𝑖
𝑓
 is the functional 
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margin of the data set. To figure out the optimal hyper-plane, we need to 
maximize this geometric margin. It turns out that we can fix 𝑟𝑓 and minimize 






‖𝒘‖𝟐 subject to 𝒅𝒊(𝒘
𝑻𝒙𝒊 + 𝒃) ≥ 𝟏 , where 𝒅𝒊 is the 
class label and 𝒙𝒊 is the feature vector of the data.  
 
To solve this optimization problem, we make use of the following Lagrangian 
function: 
𝐿(𝑤, 𝑏, 𝛼) =
1
2
𝑤𝑇𝑤 − ∑ 𝛼𝑖(𝑑𝑖(𝑤













𝑇𝑥𝑖 + 𝑏) ≥ 1 
𝛼𝑖(𝑑𝑖(𝑤
𝑇𝑥𝑖 + 𝑏) − 1) = 0 
𝛼𝑖 ≥ 0 
 
Simplifying the above equations, we can obtain: 






On the other hand, the primal problem above can be transformed to the dual 
problem stated below: 
Maximizing 


















𝜶𝒊 ≥ 𝟎 for 𝒊 = 𝟏, 𝟐, … , 𝑵 
 
After solving this dual problem, we can obtain the Lagrangian multipliers 𝛼𝑖. 
The support vectors will thus be determined by assessing the values of 𝛼𝑖. A 
non-zero 𝛼𝑖 will give us a support vector 𝑥𝑠 for instance. With the help of this 
support vector, we can find the bias 𝑏0 using the relationship: 
𝑑𝑠(𝑤0





Therefore, the optimal hyper-plane has been found (which is also called the 
discriminant function):  
𝑔(𝑥) = 𝑤0
𝑇𝑥 + 𝑏0 
Finally, for an input feature vector 𝑥 to be classified, the output of the SVM is 
𝑠𝑔𝑛[𝑔(𝑥)]. 
 
The above problem is solved in the case where the data are linearly separable. 
However, in general, for the very high dimensional problems, this is not the 
case. The standard approach is to allow the decision margin to make a few 
mistakes at some outliers or noisy examples, whether they are inside or on the 
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wrong side of the margin. This is called “soft margin” SVM as opposed to the 
linearly separable case called “hard margin” SVM [25]. 
 
 
Figure 3: Linear SVM with slack variables 
 
The optimization problem, or the primal problem, of the soft margin is stated 





‖𝒘‖𝟐 + 𝑪 ∑ 𝝃𝒊𝒊  subject to 𝒅𝒊(𝒘
𝑻𝒙𝒊 + 𝒃) ≥ 𝟏 − 𝝃𝒊  , 
where 𝒅𝒊 is the class label, 𝒙𝒊 is the feature vector of the data, 𝝃𝒊 is the 
nonnegative “slack” variable and 𝑪 is the regularization parameter. 
 
The value of 𝐶 > 0 reflects the cost of violating constraints, i.e. a large 𝐶 
generally leads to smaller margin but also fewer misclassification of the 
training data; a small C generally leads to larger margin but more 
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misclassification of the training data. This parameter is usually set by the user 
through grid search in order to have the best performance on the validation 
data.  
 
2.2.2 Random Forest 
Random forest is one of the machine learning methods that use a collection of 
decision trees for pattern classification [26]. Interest in “ensemble learning” 
has been growing recently and there have been many successful applications, 
especially in medical and biological related area such as gene selection and 
classification of microarray data [27].  In order to understand how random 
forest works, one may need to understand the construction of single 
classification trees. Decision trees learning uses a decision tree as a predictive 
model which has different criteria in order to classify a sample based on its 
observed values. Based on the featured values of the training set, each node in 
a decision tree represents a test for some attribute that will split the samples 
into different groups. Each branch corresponds to an attribute value. Each leaf 
node is assigned to a classification. Figure 3 shows an example of using one 




Figure 4: Single Decision Tree 
 
In this example, the features to be observed are: outlook, humidity and wind. 
Depending on the combination outcome of different feature values, one can 
answer the question such as: “Are we going to play badminton today?” 
 
Bootstrap Methods  
Suppose we have a training set denoted by 𝒁 = (𝒛𝟏, 𝒛𝟐, … , 𝒛𝑵) where 𝒛𝒊 =
(𝒙𝒊, 𝒚𝒊). The idea is to randomly draw the datasets with replacement from the 
training data, which has the same sample size as the original training set. This 
can be done 𝑩 times in order to produce 𝑩 bootstrap datasets. Then we will fit 
our model to these bootstrap datasets and evaluate its performance.  
 
For random forests, we construct a collection of trees from the bootstrap 
sample of the training data. Hence, we grow many classification trees. To 
classify a new subject from an input feature vector, we will put the input 
vector down each tree in the forest. Each tree will give a classification 
decision for that subject which is also called a “vote” for that class. The forest 
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will assign the label that has the most votes over all trees in the forest to the 
subject being considered. The algorithm for Random Forest is summarized as 
follows: [28] 
 
Random Forest for Classification 
1. For b = 1 to B: 
(a) Draw a bootstrap sample 𝑍∗ of size 𝑁 from the training data 
(b) Grow a random-forest tree 𝑇𝑏 to the bootstrapped data, by 
recursively repeating the following steps for each terminal node 
of the tree, until the minimum node size 𝑛𝑚𝑖𝑛 is reached. 
(i) Select 𝑚 variables at random from the 𝑝 variables 
(ii) Pick the best variable/split-point among the 𝑚 
(iii) Split the node into two daughter nodes. 
2. Output the ensemble of trees {𝑇𝑏}1
𝐵 
 
Classification: Let ?̂?𝑏(𝑥) be the class prediction of the 𝑏
𝑡ℎ random forest tree. 
Then ?̂?𝑟𝑓




2.2.3 k-Nearest Neighbors (k-NN) 
The k-NN algorithm [29][30] is one of the simplest of all machine learning 
algorithms. It can be used for both classification and regression in pattern 
recognition problems.  In k-NN classification, the majority vote of the object’s 
neighbors will decide the object’s class, which is the most common class 
among its k nearest neighbors. In k-NN regression, the value of the object is 
the average values of its k nearest neighbors. The neighbors of the object are 
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defined by their ranked “distance” to that object. There are multiple ways of 
defining a distance between two objects, namely Euclidean distance, 
Manhattan distance or Pearson correlation distance.  
 
 
2.2.4 Support Vector Regression 
In section 2.2.1, Support Vector Machine were introduced as a machine 
learning classifiers for the classification task. However, it can also be applied 
with the same idea to solve the regression problem, naming the classifier 
“Support Vector Regression Machine” [31][32]. Suppose we are given 
training data {(𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛)} ⊂ ℝ𝑑×ℝ , where 𝑛  is the number of 
samples and 𝑑 is the dimension of the data. In 𝜀-SV regression [17], our goal 
is to find a function 𝑓(𝑥) = 〈𝜔, 𝑥〉 + 𝑏 with 𝜔 ∈ ℝ𝑑 , 𝑏 ∈ ℝ that deviates from 
𝑦𝑖 by a value no greater than 𝜀 for each training point 𝑥𝑖, and at the same time 
is as flat as possible.  We can formulate this objective as the following convex 





‖𝝎‖𝟐 subject to {
𝒚𝒊 − 〈𝝎, 𝒙𝒊〉 − 𝒃 ≤ 𝜺
〈𝝎, 𝒙𝒊〉 + 𝒃 − 𝒚𝒊 ≤  𝜺
 
 
Similar to the “soft margin” loss function [25] that was used in [17], we can 
also introduce slack variables 𝜉𝑖 , 𝜉𝑖
∗ to solve the linearly inseparable case. The 





‖𝝎‖𝟐 + 𝑪 ∑ (𝝃𝒊 + 𝝃𝒊
∗)𝓵𝒊=𝟏  subject to {
𝒚𝒊 − 〈𝝎, 𝒙𝒊〉 − 𝒃 ≤ 𝜺 + 𝝃𝒊







This problem can be solved in a similar fashion as in the “Support Vector 
Machine” by forming its dual problem and calculating 𝜔 and 𝑏 of the function 
𝑓.  
 
Figure 5: The soft margin loss setting for a linear SVM [33] 
 
The trade-off between flatness of 𝑓 and the tolerated precision amount 𝜀 is 
determined by the constant 𝐶 > 0. These parameters are usually set by the 
user through grid search in order to have the best performance on the 
validation data [34]. Figure 5 shows that only points outside the shaded region 
contribute to the cost function, as the deviations are penalized in a linear 
fashion.  
 
2.3 Neurodevelopmental disorders 
2.3.1 Schizophrenia 
About 1% of the population in the world is affected with schizophrenia, 
making it one of the most dominant mental disorders [35]. It is usually 
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characterized by abnormal social behavior and the inability to perceive the 
reality [36]. Some of the most frequent symptoms are false beliefs, suffered in 
thinking, reduced social engagement and emotional expression as well as lack 
of motivation [37][38]. As there is no current standard clinical test for 
schizophrenia, researchers are interested in providing an automatic diagnosis 
of schizophrenia based on evolving neuroimaging techniques [39][40].  
 
2.3.2 Autism 
Autism spectrum disorder (ASD) is a neurodevelopmental disorder 
characterized by impaired social interaction, deficits in verbal and non-verbal 
communication, restricted and repetitive behavior [38]. Although the complete 
causation of autism is still under investigation, some factors have been pointed 
out that could link individually or collectively toward the development of 
autism, including genetic, developmental or environmental causes [41].  
 
2.4 Recent Studies 
There has been an increase in the number of studies recently related to the 
single subject prediction of neurological disorders, including Alzheimer’s 
disease (AD), autism spectrum disease (ASD), attention-deficit hyperactivity 
disorder (ADHD) or schizophrenia using MRI-related techniques such as 
functional MRI (fMRI) [42]. For Schizophrenia, there are various papers that 
made use of the resting state fMRI and applied Support Vector Machine with 
different number of features, namely AAL parcellation with 116 brain regions 
[43][44]. Random Forest classifier were also used with functional connectivity 
among 90 brain regions [45]. In Autism Spectrum Disorder, probabilistic 
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neural network and functional connectivity among 90 ROIs [46], Random 
Forest and functional connectivity among 220 ROIs [47], Logistic Regression 
with Independent Component Analysis components of rs-fMRI [48] were used 
for the classification and prediction of autism in single subjects. Moreover, 
there also a number of studies focused on the prediction of individual brain 
maturity based on fMRI signals [49][50]. Different models as well as 
classifiers have been proposed, however, most studies usually used only one 
classifier and one brain parcellation with a predefined preprocessing 
procedure. Therefore, in this thesis, we are motivated to provide a systematic 
exploration of how the combination of different machine learning classifiers, 
brain parcellations with a wide range of number of ROIs and different 
approaches in the preprocessing techniques could affect the classification 
accuracy rate.  
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3 BRAIN PARCELLATIONS 
In this chapter, we will present different brain parcellations that are going to 
be used for further analysis in our project. First of all, human brain function 
can be followed by two principles, namely functional specialization and 
functional interaction [2], [3]. Functional specialization refers to activities 
processed in local specialized brain region. Different brain regions might be 
responsible for different information processing. For example, the frontal lobe 
is dedicated for controlling attention, abstract thinking, behavior or problem 
solving tasks, etc. [51] while the functions of the occipital lobe include visual 
reception, movement and color recognition, etc. [52]. However, most human 
behaviors involve simultaneous actions which require the activation through 
more than one specialized brain regions. One simple example related to sport 
such as table tennis in which we have to move in space, focus and hit the ball 
which establish information flows being processed across different brain 
areas. Currently, with the evolution in brain imaging techniques, people have 
been able to study both functional specialization and functional interaction in 
an easier and safer fashion. Secondly, the human cerebral system is 
characterized as having a complex network architecture. There are quite a 
number of on going research on modeling the human brain. People try to 
understand the organization of the human brain systems, which hopefully 
could provide insights to how and why these systems become dysfunctional 
due to neurological diseases. Hence different structures of cerebral system 
networks have been studied and proposed. By utilizing resting-state fMRI, 









Figure 7: Craddock 200 Parcels [54] 
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4.1 Data Collection and Processing 
4.1.1 Datasets description 
 
In this thesis, three online datasets related to our problem has been used. The 
first two datasets represent samples of schizophrenia patients (COBRE) and 
autism patients (ABIDE) with healthy controls. The third dataset (NKI) 
represents individuals with a wide range of age, which allows us to study the 
relationship between a subject’s brain connectivity with his or her brain age.  
 
COBRE 
Raw anatomical and functional magnetic resonance data from 71 patients with 
Schizophrenia and 72 healthy controls are provided by The Center for 
Biomedical Research Excellence (COBRE) [57][58]. These subjects (ages 
ranging from 18 to 65 in each group) were screened and rejected if they had 
any of these symptoms within the last 12 months: history of neurological 
disorder, history of mental retardation, history of severe head trauma with 
more than 5-minute loss of consciousness and history of substance abuse or 
dependence. Data for each participant are released as following: Resting 
fMRI, Anatomical MRI and phenotypic data for every participant including: 
gender, age, handedness and diagnostic information.  
  
ABIDE 
Researchers has always been trying to identify methods of determining the 
diagnosis of Autism Spectrum Disorder (ASD) occurring in people at earlier 
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ages, selecting optimal treatments and predicting outcomes. However, these 
challenges remained mostly due to the complexity and heterogeneity of ASD. 
To tackle these problems, we need samples at large-scale but individual 
laboratories cannot obtain sufficiently large datasets to reveal the brain 
mechanisms underlying ASD. Hence, the Autism Brain Imaging Data 
Exchange (ABIDE) has collectively gathered resting state functional magnetic 
resonance imaging (rs-fMRI), anatomical and phenotypic data from 
laboratories around the world, including 17 international sites, in an effort to 
share the data to a broader scientific community [59]. In this dataset, 1112 
subjects with resting state fMRI including 539 individuals with ASD and 573 
from typical controls (ages 7-64 years, median 14.7 years across groups) were 
aggregated across sites.  
 
NKI 
The Nathan Kline Institute (NKI)/Rockland Sample consists of data obtained 
from more than 300 individuals between ages of 4 and 85 years old [60]. All 
individuals need to go through different diagnostic psychiatric interviews and 
cognitive, behavioral assessments in order to provide comprehensive 
phenotypic information for the study of relationships between brain and 
behaviors. In this present research, our analysis uses data from 316 subjects 
with resting state fMRI scans and ages ranging from 8 to 84 years old.  
 




The fMRI data were preprocessed with the following steps: 1) discarding the 
first four volumes of each run for T1-equilibration effects, 2) correcting for 
slice acquisition-dependent time shifts in each volume with SPM (Wellcome 
Department of Cognitive Neurology, London, UK) and 3) correcting for head 
motion using rigid body translation and rotation parameters with FSL 
[61][62]. 
 
FreeSurfer version 5.3.0 software package was used to preprocess the 
structural data and to reconstruct it into surface representations. Functional 
data were then registered to structural images using FreeSurfer’s FsFast 
package [63]. The cerebral cortex is a thin sheet, with common organizational 
features along its radial axis and a range of cortical areas with different 
functions and cytoarchitecture, connectivity and topography. Therefore, a 
spherical representation will be more accurate to describe the folding pattern 
of the sheet. BOLD data of individual subjects can be projected onto the 
spherical coordinate system, i.e. the surface space. It was smoothed with a 6-
mm full-width half-maximum smoothing kernel and downsampled to 
fsaverage5 surface (4-mm mesh). More details on the structural preprocessing 
and structural-functional data alignment can be found in [53]. Quality control 
of image registration and cortical surface extraction was visually done for each 
subject.  
 
Followed by the fMRI processing is the functional connectivity preprocessing. 
Linear trends over each run and frequencies above 0.08 Hz were removed with 
a low-pass temporal filter. Linear regression was applied with nuisance 
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variables such as head motion, whole brain signal, ventricle signal, white 
matter signal and their derivatives in order to remove spurious variance 
[3][64][65]. Functional data were projected onto the FreeSurfer surface space 
(fsaverage6 – 2 mm mesh), smoothed on the surface using a 6 mm full-width 




Head motion plays an important role in the measures of functional 
connectivity and affects the time course of the resting state functional 
connectivity [66], [67]. It was observed as a confounding factor when 
analyzing groups with different head motion.  
 
Different people might have different motions during their scanning sessions: 
patients tend to move more than healthy subjects; children move more than 
adults. Therefore, motion scrubbing [66] was applied to the preprocessed 
fMRI data in order to reduce its effect on the functional connectivity. The idea 
of this technique is to remove the time points (volumes) in the time series 
generated during one run by using two measures: framewise displacement 
(FD) and variance of temporal derivative of time courses over voxels 
(DVARS).  
 
Framewise displacement represents the instantaneous head motion expressed 
in millimeters. DVARS indicates the rate of change of the BOLD signal across 
the entire brain at each frame of data. Technically, it measured the change in 
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the intensity of a brain image compared with the previous time point. In this 
thesis, volumes with FD < 0.5 mm and DVARS < 5% were included. For each 
volume that failed the criteria, one volume before and two volumes after that 
volume were also discarded. Finally, if a functional run has more than half of 
the volumes being discarded, that functional run is also excluded.  
 
According to these criteria, thirteen subjects were excluded from the original 
143 subjects; hence there is a total of 130 subjects left after performing motion 
scrubbing. The following figures show two examples of discarding the time 
points for two subjects. The first subject <40060> has more than 80% of 
discarded time points and hence was eliminated. The second subject <40061> 
has less than 10% of the discarded time points and hence was kept for further 
analysis. The red horizontal line indicated the threshold values as discussed 
above. 
 




Figure 14: motion scrubbing for subject <40061> - successful case 
 
 
ABIDE – NKI 
These datasets were preprocessed by the Connectome Computation System 
(CCS) pipeline [68]. The CCS can be accessed freely via GitHub 
(https://github.com/zuoxinian/CCS).  
 
The resting state fMRI data were preprocessed with these steps: 1) discarding 
the first several volumes with an equivalent of 10s scanning duration, 2) 
temporal spikes are removed and interpolated due to hardware instability or 
head motion [69][70][71], 3) slice time and head motion correction, 4) 
normalizing the 4D global mean of image intensity to 10,000, 5) register 
functional data to anatomical data by using white surface boundary-based 
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registration (BBR) algorithm [63], 6) apply regression with terms for the 
estimated Friston’s 24-parameter [72] motion curves, white matter and spatial 
noise [73] in order to remove the effect of head motion and physiological 
signals during rs-fMRI scans, 7) linear and quadratic trends over each run are 
removed using multiple linear regression and 8) projecting the fMRI data onto 
the fsaverage surface space (2 mm mesh) and down-sampling to the 
fsaverage5 space (4 mm mesh) [53].  
 
These preprocessing steps are common to many rs-fMRI data analyses. 
However, there may be different requirements depending on the types of rs-
fMRI analysis. In this thesis, we use band-pass filtered data preprocessed with 
and without global signal regression for the classification accuracy 
comparison. Global signal regression is a controversial preprocessing of rs-
fMRI data [74][75][72]. This technique is used as a processing step in order to 
remove the associated variance of several potential sources of physiological 
noises. And it assumed that fMRI experiments are concerned with changes in 
neuronal activity at a local level and that global signals represent uninteresting 
sources of noises, such as: cardiac pulsations, respiration-related artifacts etc. 
In the scope of this thesis, we will investigate both data preprocessed with and 
without global signal regression for our classifier’s accuracy comparison.  
 
Quality control are done with visual inspection of the data, including: 1) brain 
extraction or skull stripping, 2) brain tissue segmentation, 3) pial and white 
surface reconstruction, 4) BBR-based functional image registration and 5) 
head motion during rs-fMRI scans. After performing the preprocessing steps 
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and quality control, we have a total of 825 subjects for ABIDE dataset and 300 
subjects for NKI dataset.   
 
4.1.3 Data matching 
 
As we are going to perform the classification task for schizophrenia dataset 
(COBRE) and autism dataset (ABIDE), biases through the imbalance of 
gender, age and motion must be carefully taken into consideration. It is known 
that female’s brain size is smaller than male and the effect of aging or head 
motion would create differences in the rs-fMRI signals. In this thesis, we 
introduce a method to match the data based on the information about their age, 
gender and motion during scans. Our problem statement and data selection 
algorithm is described as follow. 
Problem Statement: Given a list of subjects with information related to the 
disease (healthy or patients), age, gender and motion, we would like to find a 
best match of healthy set versus patients set in terms of age, gender and 
motion with a maximum number of subjects retained. Therefore, our objective 
is to match the age of two groups, number of male and female subjects in the 
patient and control groups and eventually the motion of each group. 
Data selection algorithm:  
1) Split the subjects into 2 groups: control subjects and patients 
2) Sort control subjects’ motion in ascending order 
3) Sort patient subjects’ motion in descending order 
4) Split male and female subjects for each sorted group from (2) and (3) 
5) Let I, J, K, M represents the number of male controls, female controls, 
male patients and female patients respectively. 
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6) The best match is given by a quadruple (𝑖, 𝑗, 𝑘, 𝑚) that maximize the 
following objective functions: 
𝑓(𝑖, 𝑗, 𝑘, 𝑚) = 𝛿(𝑖+𝑗)(𝑘+𝑚) ∗ (𝑖 + 𝑗) ∗ (𝑝𝑎𝑔𝑒 + 𝑝𝑔𝑒𝑛𝑑𝑒𝑟 + 𝑝𝑚𝑜𝑡𝑖𝑜𝑛) 
 
with 𝛿(𝑖+𝑗)(𝑘+𝑚) is the Kronecker delta function and the p values for 
age and motion represent the two sample t-test for the null hypothesis 
that data in control and patient subjects come from independent 
random samples from normal distributions with equal means and equal 
but unknown variances. The p values for gender is obtained from the 
fisher-test as they are binary values.  
 
Note that in the above data selection algorithm, the patient and control 
subjects’ motion are sorted differently. The reason is that we are trying to 
match the mean motion of the two groups and the optimal quadruple 
(𝑖, 𝑗, 𝑘, 𝑚) will not only give us the number of male and female in each group 
but also the first 𝑖  male controls, 𝑗  female controls, 𝑘  male patients and 𝑚 
female patients with the sorted motion parameters. 
 
The following tables show the statistics of the COBRE dataset with and 




















143 57 14 38.14 0.22 51 21 35.88 0.14 
COBRE 
MS 
130 50 11 38.08 0.17 48 21 35.80 0.13 
 


















112 48 8 37.27 0.1534 48 8 37.32 0.1536 
COBRE 
MS 
104 44 8 36.37 0.1440 44 8 37.50 0.1440 
 
Table 2: COBRE dataset statistics - after data matching 
 
In the first table, before data matching, we observe that the mean motion and 
ages of the patients are significantly higher than those of healthy subjects. 
Although the number of patients and healthy controls are similar (72 controls 
and 71 patients), there is a big difference in the ratio of males to females in 
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each group (4.1 for the group of patients versus 2.4 for the group of healthy 
subjects). Hence, we want to select a subset of these subjects for each group 
that has a better match for the following parameters: gender ratio, mean 
motion and mean age. 
 
In the second table, after performing the data matching algorithm, we observe 
that the ratio of males to females for the patients and controls group are now 
equal. The two sample t-test for mean motion between patient and control 
groups of each matched dataset gives ℎ = 0, 𝑝 = 0.99 which indicates that t-
test does not reject the null hypothesis at 5% significant level. Moreover, the 
two sample t-test for mean ages between patient and control groups of 
COBRE NO MS subset gives ℎ = 0, 𝑝 = 0.98 and that of COBRE MS subset 
gives ℎ = 0, 𝑝 = 0.65  also indicate that t-test does not reject the null 
hypothesis at 5% significance level. These subsets are our final data selection 
for further analysis.  
 
As the ABIDE dataset were aggregated across 17 sites with different 
laboratories, we also want to select and match the data based on their site and 
the number of frames acquired during the scans. In order to solve this 
problem, we will need to introduce two extra statistical tests for the sites and 
the number of frames across the patient and control group. Our objective 
function becomes: 
𝑓(𝑖, 𝑗, 𝑘, 𝑚) = 𝛿(𝑖+𝑗)(𝑘+𝑚) ∗ (𝑖 + 𝑗) ∗ (𝑝𝑎𝑔𝑒 + 𝑝𝑔𝑒𝑛𝑑𝑒𝑟 + 𝑝𝑚𝑜𝑡𝑖𝑜𝑛 
+𝑝𝑓𝑟𝑎𝑚𝑒𝑠 + 𝑝𝑠𝑖𝑡𝑒𝑠 ) 
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In the above formula, the p values for frames represent the two sample t-test 
for the null hypothesis that the number of frames in control and patient data 
come from independent random samples from normal distributions with equal 
means and equal but unknown variances. As we have multiple sites and each 
site contains patient and healthy subjects, the p value for sites is obtained from 
the chi-square test that the “table”, created by cross-tabulation of two vectors: 
one having the site number of each subject (1 to 17) and another having the 
subject type (0 = control, 1 = patient), is independent in these two dimensions. 
The null hypothesis is that the proportion in any entry of “table” is the product 
of the proportions in each dimension.  
 















ABIDE 825 335 52 16.33 0.0950 353 85 15.90 0.0742 
 



















ABIDE 742 320 51 16.39 0.0826 321 50 16.10 0.0828 
 
Table 4: ABIDE dataset statistics - after data matching 
 
In Table 3, before performing the data matching algorithm, we have 825 
subjects with an unbalanced ratio of healthy subjects to patient subjects: 437 
healthy controls versus 387 patients. Moreover, there is also a big difference 
in the ratio of males to females in each group (6.4 for the group of patients 
versus 4.2 for the group of healthy subjects).  
 
In Table 4, after performing the data matching algorithm, we observe that the 
ratio of males to females for the patients and controls group are now similar. 
The two sample t-test for mean motion between patient and control groups of 
the matched dataset gives ℎ = 0, 𝑝 = 0.95 which indicates that the t-test does 
not reject the null hypothesis at 5% significance level that data from the 
patients and healthy subjects come from independent random sample with 
equal means and equal but unknown variances. In addition, the two sample t-
test of mean ages between patient and control groups of the matched subset 
gives ℎ = 0, 𝑝 = 0.58 and that of mean number of frames gives ℎ = 0, 𝑝 =
0.68 also indicate that the t-test does not reject the null hypothesis at 5% 
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significance level. This subset is our final data selection of the ABIDE dataset 
for further analysis.  
 
The following figures show the statistics about the number of subjects being 
used as well as the distribution of subjects in each site before and after 
performing the data matching algorithm.  
 
Figure 15: ABIDE dataset - site statistics before matching 
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In the previous section, three datasets were introduced and we described 
different ways to preprocess them. We also introduced our data matching 
algorithm in order to find the optimal subsets for further analysis. The datasets 
found will be used for different exploration schemes described in this section.  
 
Functional Connectivity  
Functional connectivity is evaluated using the resting-state fMRI (rs-fMRI) 
data in different scenarios. In COBRE dataset, there are preprocessed rs-fMRI 
data and motion scrubbed rs-fMRI data. In ABIDE and NKI dataset, there are 
preprocessed fMRI data with global signal regression and without global 
signal regression. Each subject’s functional run in fsaverage5 surface space is 
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used together with different brain parcellations mentioned in Chapter 3 in 
order to calculate the functional connectivity matrices. For example, Yeo’s 17-
network cortical parcellation is decomposed into 114 regions of interest 
(ROIs). Each ROI is represented by a time course, which is the average of all 
time courses at each vertex within that particular ROI. This time course is 
correlated to the time courses of all other ROIs, resulting in a 114 x 114 
correlation matrix. This matrix is unwrapped into a feature vector containing 
6441 (= 114 x 113 / 2) unique Pearson’s correlation values. To encourage 
normality, we also perform Fisher r-to-z transform to these correlation values 
[64]. If a subject has multiple functional runs, the transformed correlation 
matrices for all runs are averaged. The following table shows all the brain 
parcellations that were used in the calculation of the connectivity matrices as 
well as the size of the feature vector corresponding to the number of ROIs in 
each parcellation.  
 
Parcellation Name Number of ROIs 




Yeo’s 17 network 114 114 x 114 6441 x 1 
Craddock 197 197 x 197 19306 x 1 
Shen 235 235 x 235 27495 x 1 
Gordon 333 333 x 333 55278 x 1 
Schaefer 333 333 x 333 55278 x 1 
Craddock 361 361 x 361 64980 x 1 
Schaefer 400 400 x 400 79800 x 1 
Table 5: List of parcellations and its size 
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In order to reduce motion, age and gender related effects, we have regressed 
out these factors from each entry of the correlation matrices. For COBRE data, 
the set of regressors consisted of age, gender and mean of subject’s relative 
motion. For ABIDE data, the set of regressors consisted of age, gender, 
subject’s relative motion, number of frames in each functional run and twenty 
binary vectors indicated subject’s membership to each of the twenty sites used 
in this dataset. For NKI data, the set of regressors consisted of gender and 
subject’s relative motion only. Therefore, for each dataset, we have calculated 
the connectivity matrices corresponding to different scenarios summarized in 











COBRE X X O  
COBRE X O O  
COBRE X X X  
COBRE X O X  
ABIDE X X N/A  
ABIDE X O N/A  
ABIDE O X N/A  
ABIDE O O N/A  
NKI X  N/A X 
NKI X  N/A O 
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NKI O  N/A X 
NKI O  N/A O 
Table 6: Different pre-processed scenarios for data (X: with, O: without) 
 
There are a total of 12 schemes for the three datasets under investigation. For 
example, the first row of the table shows one setting for COBRE dataset: the 
connectivity matrices were calculated using the fMRI data that were 
preprocessed with global signal regression and without motion scrubbing and 
with motion, age, gender being jointly regressed. Another scheme for ABIDE 
dataset (Row 8) is that the connectivity matrices were calculated using the 
fMRI data that were preprocessed without global signal regression and 
without age, motion, gender regression. These scenarios combining with 
different brain parcellations mentioned above will help us to explore and 
compare the accuracy results when employing various machine learning 
classifiers.  
 
Diseases Classification and Age Prediction 
For each of the subsets found in the COBRE and ABIDE dataset in section 
4.1.3, we randomly split it into three sets: training set (80% of the original 
data), validation set (10% of the original data) and test set (10% of the original 
data), resulting in the following table: 
Dataset Training Set Validation Set Test Set 
COBRE NO MS 88 x 1 12 x 1 12 x 1 
COBRE MS 84 x 1 10 x 1 10 x 1 
ABIDE 594 x 1 74 x 1 74 x 1 
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NKI 240 x 1 30 x 1 30 x 1 
Table 7: Size of training, validation and test set 
 
This is a very common model validation technique for evaluating how the 
results of a statistical analysis will generalize to an independent data set in 
order to limit problems like over-fitting. In this partition setup, we build a 
model with a dataset of known data on which training is run (training dataset), 
a dataset of unknown data (or first seen data) against which the model is 
tested (testing dataset). We also try to reduce variability by randomly 
generating 100 different partitions for each dataset and results are averaged 
across 100 test sets. The training sets consist half of the patient subjects and 
half of the healthy subjects. These subjects are also matched in terms of age, 
motion, gender and the number of frames in the fMRI data in order to present 
a balanced training set. 
 
The classification problem in this thesis involves the prediction of whether a 
subject is having a neurological disorder, autism or schizophrenia, according 
to the dataset that the subject belongs to. Each subject’s feature vector is 
characterized by the unique ROI to ROI correlation values based on a 
particular brain parcellation. The subject’s type is represented by a binary 
label, with 1 means that the subject is affected by the disorder and 0 means 
that the subject is healthy. Three machine learning classifiers, Linear Support 
Vector Machine (cf. part 2.2.1), Random Forest (cf. part 2.2.2) and k-Nearest 
Neighbors (cf. part 2.2.3), were employed to each dataset, COBRE 
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(schizophrenia dataset) and ABIDE (autism dataset), for the classification 
tasks.  
 
The optimal parameters for each algorithm are determined using grid search in 
the training and validation phase. For example, the soft margin parameter 𝐶 of 
the linear SVM classifier is searched using a geometric sequence with 9 values 
ranging from 10−3 to 105 by a factor of 10. For Random Forest classifier, 
determining the number of trees and the number of used features has always 
been a challenging problem. Although this method of ensemble learning is 
widely used in the literature, there are few or no universal guidelines about 
how many trees should be employed to construct a Random Forest. Inspired 
by Oshiro’s paper “How many trees in a random forest?” in the series Lecture 
Notes in Artificial Intelligence [76], we have tried 64, 128 and 256 trees with 
1, 2 and 3 times the square root of the number of correlation values in the 
feature vector, creating a grid of 9 values for exploration. We also applied the 
same method to k-Nearest Neighbors algorithm by performing a grid search 
through different number of nearest neighbors ranging from 1 nearest to 25 
nearest neighbors. The distance between two subjects is one minus the 
Pearson correlation of two subjects’ feature vectors.  
 
Given the range of the parameters mentioned above for each classifier, we first 
train the model with the training data and validate our model with the 
validation set. After the model is trained with a parameter, it will be validated 
with an accuracy using the validation set. The parameter in the range that 
gives the best accuracy during the validation phase is therefore selected for the 
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testing phase to test the performance of our model. As we have 100 randomly 
partitioned training set, validation set and test set, the final accuracy result is 
averaged across these 100 trials.  
 
Our second problem in this thesis is the regression problem. We aim to predict 
the maturity of human brain, or age prediction, purely using its functional 
connectivity. Each subject’s feature vector is again represented by the unique 
ROI to ROI correlation values based on a given brain parcellation. The label 
of each subject is now its age instead of the binary value in the classification 
task. Linear Support Vector Regression (cf. section 2.2.4) was performed to 
the NKI dataset for this regression task.  
 
There are two parameters to select in the support vector regression algorithm: 
soft margin parameter 𝐶  and the precision parameter 𝜀 . In this thesis, two 
approaches to select the optimal parameters were used, namely grid search and 
noise estimation for SVM regression [77]. In the first approach, the soft 
margin parameter 𝐶  is searched using a geometric sequence with 7 values 
ranging from 10−2  to 104  by a factor of 10. The precision parameter 𝜀  is 
searched with values ranging from 0 to 1, specifically in the set 
{0, 0.01, 0.1, 0.2, 0.5, 1} . In the second approach, the value of 𝐶  and 𝜀  is 
selected in a systematic way, which is described as follow.  
 
Selection of parameter 𝑪 
𝐶 = max (|?̅? + 3𝜎𝑦|, |?̅? − 3𝜎𝑦|) 
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where ?̅? and 𝜎𝑦  are the mean and the standard deviation of the 𝑦 values of 
training data (in our case it is the subject’s age).  
 
Selection of 𝜺 
It is known that the value of 𝜀 should be proportional to the input noise level, 
that is 𝜀 ∝ 𝜎  [78]. The noise level is estimated using 𝑘  nearest neighbor 
















where 𝑦𝑖 is the value of the 𝑖
𝑡ℎ training data and 𝑦?̂? is the average value of the 
𝑘 nearest neighbors of 𝑦𝑖, 𝑛 is the number of training samples.  







The choice of 𝑘 in the noise estimation varies depending on the user defined 
value. In our case, a grid search with odd values ranging from 1 to 7 were 
performed to find the best 𝑘. In particular, we train our model with each value 
in the grid and get the model accuracy based on the validation set. The 𝑘 value 
that gives the best accuracy will be used in our model to perform on the test 
set. Therefore, in the first approach, our objective is to directly find the 
optimal values for 𝐶 and 𝜀 while in the second approach, we indirectly find 




For each dataset COBRE, ABIDE and NKI and its preprocessing schemes 
(e.g. with or without motion scrubbing, with or without global signal 
regression and with or without motion, gender, age… regression), we perform 
the following randomization process to obtain the random accuracy as a 
reference result for further analysis versus the actual performance of the 
classifiers.  First, for COBRE and ABIDE dataset, as we have 100 randomly 
splits of training set (80% of the subjects), validation set (10% of the subjects) 
and test set (10% of the subjects) with their true labels, we randomly permute, 
for each split, the labels of the training set, validation set and test set so that 
the proportion of controls and patients in each set remained unchanged (i.e. 
50% of the subjects are controls and 50% of the subjects are patients). Then, 
we apply the same procedure (searching for the optimal parameters for each 
algorithm using the training and validation set) to classify the subjects in the 
test set. Second, for NKI dataset, as the label of the subjects is its age, we 
randomly permute all subjects’ age and randomly splits them into the training 
sets, validation sets and test sets. Then, we apply the same procedure for 
Support Vector Regression algorithm to predict the subject brain’s age. 
 
Permutation Test 
We also performed several permutation tests in order to assess whether a 
result is statistically significant. For example, suppose we have two groups A 
and B whose sample means are ?̅?𝐴  and ?̅?𝐵 , and we want to test, at 5% 
significance level, whether they come from the same distribution. The test is 
described as follows. First, the test statistic is obtained by taking the difference 
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in means between the two samples, called 𝑇0 . Then the observations (or 
labels) of both groups are permuted, i.e. for the 𝑖𝑡ℎ observation of group A and 
group B, there is a 50% chance that the value in group A is swapped with the 
value in group B, and we continue to do this for all pairs of value in A and B. 
After one such permutation, the difference in sample means is calculated and 
recorded. This process is repeated 𝑁 times (usually 𝑁 = 1000). The set of 
these differences is the exact distribution of possible differences under the null 
hypothesis that group labels does not matter. The p-value of the test is the 
proportion of sampled permutations where the difference is greater than or 
equal to 𝑇0.  
5 RESULTS AND DISCUSSIONS 
In this chapter, we report different machine learning classifications and 
regression accuracies across three different datasets: COBRE, ABIDE and 
NKI using 7 parcellations presented in Chapter 3 and various settings 
mentioned in Chapter 4. At the same time, we also discuss some findings 
related to these results.  
 
5.1 COBRE dataset 
The schizophrenia dataset (COBRE) has been pre-processed following two 
settings: one with motion scrubbing and the other without motion scrubbing. 
These two settings create two subsets from the original dataset with the 
number of subjects being 112 and 104 respectively. The feature vector for 
each subject (unwrapped from the connectivity matrix obtained by a 
parcellation) is either kept unchanged or regressed with age, gender and 
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motion. Therefore, in our plots below, for each machine learning classifier, 
there will be results with and without Motion Scrubbing as well as before and 
after performing regression for 7 parcellations with the number of parcels 
ranging from 114 ROIs to 400 ROIs. The accuracy rate for each parcellation is 
obtained by taking the average results of 100 random test sets described in 
Chapter 4. The error bars in the plots indicate the deviation in the results of 
100 random test sets.  
 
SVM Classifier 
Figure 17 and Figure 18 show the plots with error bars of the SVM 
classification accuracy rate in percentage for the COBRE dataset across 7 
parcellations. Without motion scrubbing, before regression, the mean accuracy 
over 7 parcellations is 73.48 ± 0.45 % . Without motion scrubbing, after 
regression, the accuracy is increased to 76.08 ± 0.44 % . With motion 
scrubbing, before regression, the mean accuracy over 7 parcellations is 
70.13 ± 0.50 %. With motion scrubbing, after regression, the mean accuracy 
over 7 parcellations is decreased to 63.66 ± 0.55 %.  
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Figure 17a: SVM Accuracy Rate - COBRE without motion scrubbing – gordon @333 
 
 






Figure 19: SVM Accuracy Rate - COBRE with motion scrubbing 
 
 
Random Forest Classifier 
Figure 19 and Figure 20 show the plots with error bars of the RF classification 
accuracy rate in percentage for the COBRE dataset across 7 parcellations. 
Without motion scrubbing, before regression, the mean accuracy over 7 
parcellations is 65.69 ± 0.50 %. Without motion scrubbing, after regression, 
the accuracy is increased to 67.05 ± 0.49 %. With motion scrubbing, before 
regression, the mean accuracy over 7 parcellations is 65.04 ± 0.55 %. With 
motion scrubbing, after regression, the mean accuracy over 7 parcellations is 




Figure 20: RF Accuracy Rate - COBRE without motion scrubbing 
 
 




K-nearest Neighbour Classifier 
Figure 21 and Figure 22 show the plots with error bars of the KNN 
classification accuracy rate in percentage for the COBRE dataset across 7 
parcellations. Without motion scrubbing, before regression, the mean accuracy 
over 7 parcellations is 63.73 ± 0.51 % . Without motion scrubbing, after 
regression, the accuracy is to 63.23 ± 0.50 %. With motion scrubbing, before 
regression, the mean accuracy over 7 parcellations is 62.86 ± 0.57 %. With 
motion scrubbing, after regression, the mean accuracy over 7 parcellations is 
increased to 66.40 ± 0.59 %.  
 




Figure 23: KNN Accuracy Rate - COBRE with motion scrubbing 
 
5.2 ABIDE Dataset 
The autism dataset (ABIDE) has been pre-processed following two settings: 
one with global signal regression and the other without global signal 
regression. Similar to the COBRE dataset, the feature vector for each subject 
(unwrapped from the connectivity matrix obtained by a parcellation) is either 
kept unchanged or regressed with age, gender, motion and sites. Therefore, in 
our plots below, for each machine learning classifier, there will be results with 
and without global signal removal as well as before and after performing 
regression for 7 parcellations with the number of parcels ranging from 114 
ROIs to 400 ROIs. The accuracy rate for each parcellation is obtained by 




Figure 23 and Figure 24 show the plots with error bars of the SVM 
classification accuracy rate in percentage for the ABIDE dataset across 7 
parcellations. Without global signal removal, before regression, the mean 
accuracy over 7 parcellations is 64.01 ± 0.19 % . Without global signal 
removal, after regression, the accuracy is decreased to 61.40 ± 0.19 %. With 
global signal removal, before regression, the mean accuracy over 7 
parcellations is 66.08 ± 0.20 %. With global signal removal, after regression, 
the mean accuracy over 7 parcellations is decreased to 62.10 ± 0.19 %.  
 






Figure 25: SVM Accuracy Rate - ABIDE with GS-Removal 
 
Random Forest Classifier 
Figure 25 and Figure 26 show the plots with error bars of the RF classification 
accuracy rate in percentage for the ABIDE dataset across 7 parcellations. 
Without global signal removal, before regression, the mean accuracy over 7 
parcellations is 57.70 ± 0.21 % . Without global signal removal, after 
regression, the accuracy is slightly increased to 58.59 ± 0.21 %. With global 
signal removal, before regression, the mean accuracy over 7 parcellations is 
60.68 ± 0.20 % . With global signal removal, after regression, the mean 




Figure 26: RF Accuracy Rate - ABIDE without GS-Removal 
 
 




K-nearest Neighbour Classifier 
Figure 27 and Figure 28 show the plots with error bars of the KNN 
classification accuracy rate in percentage for the ABIDE dataset across 7 
parcellations. Without global signal removal, before regression, the mean 
accuracy over 7 parcellations is 56.22 ± 0.20 % . Without global signal 
removal, after regression, the accuracy is decreased to 54.78 ± 0.20 %. With 
global signal removal, before regression, the mean accuracy over 7 
parcellations is 55.54 ± 0.18 %. With global signal removal, after regression, 
the mean accuracy over 7 parcellations is decreased to 53.85 ± 0.16 %.  
 
 




Figure 29: KNN Accuracy Rate - ABIDE with GS-Removal 
 
5.3 NKI Dataset 
Similar to the ABIDE dataset, the NKI dataset has been pre-processed 
following two settings: one with global signal removal and the other without 
global signal removal. The feature vector for each subject (unwrapped from 
the connectivity matrix obtained by a parcellation) is either kept unchanged or 
regressed with gender and motion. Therefore, in our plots below, for each 
machine learning classifier, there will be results with and without global signal 
removal as well as before and after performing regression for 7 parcellations 
with the number of parcels ranging from 114 ROIs to 400 ROIs. The accuracy 
rate for each parcellation is obtained by taking the average results of 100 




Figure 29 and Figure 30 show the plots with error bars of the SVR predicted 
age error in years for the NKI dataset across 7 parcellations. Without global 
signal removal, before regression, the mean error over 7 parcellations is 
11.15 ± 0.06 %. Without global signal removal, after regression, the mean 
error is increased to 13.95 ± 0.07 % . With global signal removal, before 
regression, the mean error over 7 parcellations is 11.03 ± 0.06 %. With global 
signal removal, after regression, the mean error over 7 parcellations is 
increased to 14.43 ± 0.07 %.  
 
 





Figure 31: SVR Age Prediction Error - NKI with GS-Removal 
 
 
SVR “dynamic” Classifier 
Figure 31 and Figure 32 show the plots with error bars of the SVR “dynamic” 
predicted age error in years for the NKI dataset across 7 parcellations. Without 
global signal removal, before regression, the mean error over 7 parcellations is 
11.76 ± 0.05 %. Without global signal removal, after regression, the mean 
error is increased to 13.72 ± 0.06 % . With global signal removal, before 
regression, the mean error over 7 parcellations is 12.12 ± 0.05 %. With global 
signal removal, after regression, the mean error over 7 parcellations is 













The following table summarizes the results of COBRE dataset using three 
different classifiers with 4 configurations: with motion scrubbing and without 
motion scrubbing, with regression and without regression. The classification 










SVM O O 73.48 ± 0.45 51.19 ± 0.56 
SVM O X 76.08 ± 0.44 49.60 ± 0.51 
SVM X O 70.13 ± 0.50 49.74 ± 0.58 
SVM X X 63.66 ± 0.55 50.63 ± 0.53 
RF O O 65.69 ± 0.50 51.13 ± 0.52 
RF O X 67.05 ± 0.49 50.39 ± 0.53 
RF X O 65.04 ± 0.55 49.26 ± 0.60 
RF X X 66.19 ± 0.55 49.33 ± 0.58 
KNN O O 63.73 ± 0.51 50.48 ± 0.50 
KNN O X 63.23 ± 0.50 50.26 ± 0.49 
KNN X O 62.86 ± 0.57 50.37 ± 0.58 
KNN X X 66.40 ± 0.59 49.73 ± 0.57 
Table 8: COBRE dataset combined results 
 
For SVM Classifier, without motion scrubbing, the classification accuracy rate 
before regression (73.48%) is worse than after regression (76.08%) (p = 
0.001). However, with motion scrubbing, we have the reverse effect, where 
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the result before regression (70.13%) is now better than after regression 
(63.66%) (p = 0.001). For RF Classifier, without motion scrubbing, the 
classification accuracy rate before regression (65.69%) is worse than after 
regression (67.05%) (p = 0.012). With motion scrubbing, the result before 
regression (65.04%) is also worse than after regression (66.19%) (p = 0.03). 
For KNN Classifier, without motion scrubbing, the classification accuracy rate 
before regression (63.73%) and after regression (63.23%) are close together. 
However, with motion scrubbing, the result before regression (62.86%) is 
worse than after regression (66.40%).  
 
We observe that there is no unique pattern of whether we perform age, gender 
and motion regression in the COBRE dataset. The trend of results (i.e. 
increase or decrease) are different across three classifiers with or without 
regression and when motion scrubbing is under consideration, the results also 
do not follow any specific  pattern. This observation throws into question 
whether performing regression could help improve the results.  
 
Another interesting observation we found is that in general, the classification 
results without motion scrubbing is higher than with motion scrubbing, which 
agree with the previous studies relating to subject motion [66][67]. It was 
demonstrated in [66] that subject motion generates significant changes in the 
time courses of rs-fMRI data despite spatial registration and regression of 
motion estimates from data was taken into account. This effect can be found in 
healthy control subjects and is likely to be larger in patients. Hence, we need 
to be careful with the higher accuracy obtained when not doing motion 
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scrubbing because we could have predicted two groups using their motion 
rather than using their intrinsic connectivity features. Therefore, the motion 
scrubbing procedure is recommended as it helps us to eliminate the 
undesirable effect of head motion in fMRI studies. Otherwise, we might get a 
very good classification accuracy that is the result of motion differences 
between controls and patients, which is neuroscientifically not interesting.  
 
For the prediction power of the classifiers, we observe that in three out of our 
four configurations, SVM performs best followed by RF and KNN. When 
combining all configurations and performing the permutation test, we confirm 
that SVM (70.84%) has indeed performed better than RF (65.99%) and KNN 
(64.05%) with p = 0.001.  
 
The following table summarizes the results of ABIDE dataset using three 
different classifiers with 4 configurations: with global signal removal and 
without global signal removal, with regression and without regression. The 
classification accuracy rate is averaged across 7 parcellations.  
 





SVM O O 64.01 ± 0.19 49.67 ± 0.21 
SVM O X 61.40 ± 0.19 49.41 ± 0.24 
SVM X O 66.08 ± 0.20 49.72 ± 0.20 
SVM X X 62.10 ± 0.19 49.85 ± 0.22 
RF O O 57.70 ± 0.21 49.83 ± 0.21 
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RF O X 58.59 ± 0.21 49.87 ± 0.22 
RF X O 60.68 ± 0.20 50.11 ± 0.21 
RF X X 61.41 ± 0.21 50.00 ± 0.21 
KNN O O 56.22 ± 0.20 50.22 ± 0.21 
KNN O X 54.78 ± 0.20 50.17 ± 0.20 
KNN X O 55.54 ± 0.18 49.98 ± 0.21 
KNN X X 53.85 ± 0.16 49.44 ± 0.21 
Table 9: ABIDE dataset combined results 
 
For SVM Classifier, without global signal removal, the classification accuracy 
rate before regression (64.01%) is better than after regression (61.40%) (p = 
0.001). With global signal removal, the accuracy rate before regression 
(66.08%) is also better than after regression (62.10%) (p = 0.001). For RF 
Classifier, without global signal removal, the classification accuracy rate 
before regression (57.70%) is slightly worse than after regression (58.59%) (p 
= 0.001). With global signal removal, the accuracy rate before regression 
(60.68%) is also worse than after regression (61.41%) (p = 0.001). For KNN 
Classifier, without global signal removal, the classification accuracy rate 
before regression (56.22%) is better than after regression (54.78%) (p = 
0.001). With global signal removal, the accuracy rate before regression 
(55.54%) is also better than after regression (53.85%) (p = 0.001).  
 
We observe that although there are no similar pattern of performing age, 
gender, motion and sites regression in the ABIDE dataset across three 
classifiers, the trend of results within a classifier is consistent (i.e. both 
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increase or both decrease regardless of global signal regression). SVM and 
KNN show that the result before regression is better than that of after 
regression (p = 0.001). However, RF shows the reverse where the results 
before regression is worse than that of after regression (p = 0.001). Again, as 
there is no unique pattern across three classifiers, this observation throws into 
question whether performing regression could help improve the results.  
 
Another observation we found is that, for SVM and RF, the classification 
results with global signal removal is higher than without global signal removal 
(p = 0.001). For KNN, we have the reverse observation where the results with 
global signal removal is worse than without global signal removal (p = 0.001).  
 
For the prediction power of the classifiers, we observe that in all of our four 
configurations, SVM performs best followed by RF and KNN. These results 
align with what we observed in the COBRE dataset. Moreover, we also record 
the performance of a random classifier and observe that although RF and 
KNN classification accuracies are not high, it is significantly better than 
chance (p = 0.001) for all configurations.  
 
The following table summarizes the results of NKI dataset using SVR with 
two different approaches and 4 configurations: with global signal removal and 
without global signal removal, with regression and without regression. Both 
SVR approaches are described in Chapter 4. Here “SVR dynamic” denotes the 
approach where we choose the parameters in a systematic way, comparing to 
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the first approach where we select the parameters over a predefined range of 
values. The predicted age error is averaged across 7 parcellations.  
 
Classifier GS Removal Regression Mean Error 
Random 
Error 
SVR O O 11.15 ± 0.06 19.87 ± 0.05 
SVR O X 13.95 ± 0.07 19.97 ± 0.05 
SVR X O 11.03 ± 0.06 19.88 ± 0.05 
SVR X X 14.43 ± 0.07 19.90 ± 0.05 
SVR 
dynamic 
O O 11.76 ± 0.05 19.76 ± 0.04 
SVR 
dynamic 
O X 13.72 ± 0.06 19.75 ± 0.04 
SVR 
dynamic 
X O 12.12 ± 0.05 19.71 ± 0.03 
SVR 
dynamic 
X X 14.03 ± 0.06 19.71 ± 0.03 
Table 10: NKI dataset combined results 
 
For SVR Classifier, without global signal removal, the regression error before 
regression (11.15 years) is smaller than after regression (13.95 years) (p = 
0.001). With global signal removal, the accuracy rate before regression (11.03 
years) is also smaller than after regression (14.43 years) (p = 0.001). For 
“SVR dynamic” Classifier, without global signal removal, the regression error 
before regression (11.76 years) is smaller than after regression (13.72 years) (p 
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= 0.001). With global signal removal, the accuracy rate before regression 
(12.12 years) is also smaller than after regression (14.03 years) (p = 0.001). 
Moreover, we also record the performance of a random classifier and observe 
that although our regression accuracies are not high, they are already 
significantly better than chance (p = 0.001) for all configurations. 
 
We observe that under two different approaches in parameter selection with 
the same classifiers, it shows that the mean prediction age error before 
regression is smaller than after regression. On the other hand, in three out of 
our four configurations, we observe that the error without global signal 






In this thesis, using the resting state fMRI signals, we attempt to predict 
whether a person is having a certain type of neurological disorders, which is 
autism or schizophrenia. We also try to use the regression techniques in 
predicting a healthy person’s age. Four supervised machine learning methods, 
seven brain parcellations and different configurations in the preprocessing 
steps in three datasets were combined together in order to seek for and 
compare the classification and regression results.  
 
What we found show that there are various possibilities in obtaining the 
results. For example, in a particular setting, performing age, gender and 
motion regression may help us to get a better result or vice versa. We may get 
better accuracy with global signal regression in the ABIDE dataset but not in 
the NKI dataset. While there is no unique pattern in whether we should 
perform regression and no evidence that a certain parcellation performs better 
among the proposed parcellations, one important finding that we obtain across 
two datasets for the classification task is that SVM performance is ranked first 
followed by RF and KNN.  
 
Although the current accuracy rate does not meet any clinical application 
criteria, we hope this systematic exploration could provide additional 
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