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Préface
Dans le cadre de la Convention-cadre des Nations Unies sur les Changements Clima-
tiques, les bénéfices potentiels pour les parties non visées à l’annexe I ayant diminué leurs
émissions de gaz à effet de serre seront basés sur des résultats mesurés, reportés et vérifiés. La
précision de ces résultats aura une influence majeure sur les compensations financières po-
tentielles. Les mesures des stocks de carbone forestier prennent ainsi une importance accrue
pour les pays qui projettent de contribuer à l’atténuation des changements climatiques via
leurs activités forestières. Ces mesures font appel aujourd’hui à des techniques fonctionnant
à différentes échelles, depuis les inventaires de terrain réalisés à une échelle locale jusqu’aux
mesures de télédétection par satellite opérant à une échelle nationale ou sous-régionale, en
passant par le laser ou le radar aéroporté. Les mesures indirectes des stocks de carbone
forestier, telles que celles dérivées des indices satellitaires, Lidar ou radar, reposent sur des
relations calibrées à partir de mesures de terrain. Il en va de même pour les inventaires. Il
reste certain en fin de compte que toute mesure du carbone forestier nécessite que des arbres
aient été pesés sur le terrain; cette étape constitue la pierre angulaire sur laquelle repose
tout l’édifice de l’estimation des stocks de carbone forestier, quelles que soient les échelles
considérées.
Aussi, les équations allométriques, qui permettent de prédire la biomasse d’un arbre à
partir de caractéristiques dendrométriques plus faciles à mesurer (telles que son diamètre
ou sa hauteur) sont des éléments clefs pour l’estimation de la contribution des écosystèmes
forestiers au cycle du carbone. Ce manuel se propose de couvrir toutes les étapes de leur
construction, depuis la mesure de la biomasse des arbres sur le terrain. Il devrait en parti-
culier s’avérer très utile aux pays qui ne disposent pas encore des mesures et des modèles
d’équations adaptés à leurs formations forestières.
Ce Manuel de construction d’équations allométriques pour l’estimation du volume et la
biomasse des arbres est donc un guide pratique à l’attention des étudiants, techniciens et
chercheurs qui travaillent sur l’évaluation des ressources forestières telles que le volume,
la biomasse et les stocks de carbone, pour des objectifs commerciaux, bioénergétiques ou
d’atténuation des changements climatiques. Les méthodes proposées dans ce manuel s’ap-
pliquent à la plupart des forêts et zones écologiques, avec un accent particulier sur les forêts
tropicales qui, peut-être plus que les autres, nécessitent aujourd’hui un effort de la commu-
nauté internationale pour la mesure des stocks de carbone. Un fil rouge est proposé pour
guider le lecteur: il s’agit d’un cas concret qui illustre les différentes questions liées à la réa-
lisation des équations allométriques, l’échantillonnage, les mesures de terrain, la saisie des
données, l’exploration graphique des données, l’ajustement des équations et leur utilisation
pour la prédiction. Les données utilisées proviennent de trois sites très différents en termes
de structure forestière et de moyens mis à disposition. Des conseils pratiques en découlent
qui devraient permettre aux lecteurs d’affronter la majeure partie des problèmes rencontrés
couramment. Il intéressera aussi les biométriciens forestiers dans la mesure où il contient,
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non seulement des rappels exhaustifs sur la théorie mathématique de la régression et ses
récents développements, mais aussi de nombreux conseils sur le choix et la manipulation des
modèles de régression linéaire.
220 pages. Nombreuses illustrations. Bibliographie de 255 titres.
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Préambule
Ce manuel est destiné aux étudiants, chercheurs ou ingénieurs qui souhaitent acquérir la
méthodologie nécessaire à l’établissement des tarifs de cubages, biomasses ou minéralomasse.
Ces modèles font l’objet d’un ouvrage unique car ils font tous appel au même principe: il
s’agit d’estimer une donnée difficile à mesurer sur tous les arbres d’un peuplement (par
exemple le volume) à partir de caractéristiques plus simples comme le diamètre de l’arbre à
1,30 m, sa hauteur ou son âge.
Basé sur un ensemble de publications de référence, ce manuel ne présente pas tous les
cas possibles mais propose des techniques qui permettent de construire ces équations. Les
références dans le texte sont précises (dans la mesure du possible: auteur, année, page) pour
que le lecteur puisse facilement retrouver les informations. Un exemple concret (baptisé « fil
rouge ») guide le lecteur pour acquérir ces connaissances par la pratique.
Les pré-requis pour ce manuel sont limités. Les logiciels utilisés dans le fil rouge sont
Microsoft Excel pour la préparation des fichiers et R (R Development Core Team, 2005)
pour l’ajustement des modèles. Les lignes de commande de R utilisées sont reproduites dans
le fil rouge.
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Les bases de l’estimation de la biomasse
À l’échelle d’une population, il existe une relation statistique entre les différentes mensu-
rations d’un individu (Gould, 1966). Cette relation découle du développement ontogénique
des individus, qui est, à la variabilité liée à l’histoire de vie près, le même pour tous. Ainsi,
les proportions entre hauteur et diamètre, entre taille du houppier et diamètre, entre bio-
masse et diamètre, obéissent à une règle qui est la même pour tous les arbres vivants dans
les mêmes conditions, du plus petit au plus gros (King, 1996; Archibald et Bond, 2003;
Bohlman et O’Brien, 2006; Dietze et al., 2008). Il s’agit du principe de base de l’allométrie,
qui permet de prédire une mensuration d’un arbre (typiquement sa biomasse) en fonction
d’une autre mensuration (par exemple son diamètre). Une équation allométrique est une
formule qui formalise de manière quantitative cette relation. Dans le cas de la prédiction du
volume, de la biomasse ou de la masse minérale nous parlerons dans ce manuel de tarifs de
cubage, biomasse et minéralomasse respectivement. Il existe une définition plus restrictive
de l’allométrie, qui consiste en une relation de la proportionalité entre les accroissements
relatifs des mensurations (Huxley, 1924; Gayon, 2000). Si on note B la biomasse et D le
diamètre, cette seconde définition signifie qu’il existe un coefficient a tel que:
dB
B
= adD
D
ce qui s’intègre en une relation puissance: B = b × Da. Avec cette définition restreinte,
une équation allométrique est donc synonyme d’équation puissance (White et Gould, 1965).
Le paramètre a donne le coefficient d’allométrie (proportionnalité entre les accroissements
relatifs), tandis que le paramètre b indique une proportionnalité entre les grandeurs cumu-
lées. Il est quelquefois nécessaire de rajouter une ordonnée à l’origine à cette relation qui
devient B = c + bDa, où c représente la biomasse de l’individu avant qu’il n’atteigne la
hauteur à laquelle est mesurée le diamètre (par exemple 1,30 m si D a été pris à 1,30 m).
La relation puissance renvoie à l’idée d’auto-similarité lors du développement des individus
(Gould, 1971). Partant de ce principe, et en s’appuyant sur la « pipe theory » (Shinozaki
et al., 1964a,b), une théorie fractale de l’allométrie a été développée (West et al., 1997,
1999; Enquist et al., 1998, 1999). Sous certaines hypothèses de contraintes biomécaniques
de stabilité des arbres et de résistance hydraulique dans les réseaux de cellules conductrices,
cette théorie prédit une relation puissance avec un exposant égal à a = 8/3 ≈ 2,67 entre
la biomasse et le diamètre des arbres. Cette relation est intéressante car elle est fondée sur
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des principes physiques et une représentation mathématique des réseaux de cellules dans
les arbres. Elle est toutefois largement discutée, son caractère trop général étant quelquefois
mis en défaut (Zianis et Mencuccini, 2004; Zianis et al., 2005; Muller-Landau et al., 2006),
bien qu’il existe des possibilités d’avoir d’autres coefficients d’allométrie selon les hypothèses
biomécaniques et hydrauliques retenues (Enquist, 2002).
Dans le cadre de ce manuel, nous adopterons la définition la plus large de l’allométrie,
qui renvoie à une corrélation (linéaire ou non) entre les accroissements des mensurations
des arbres. La relation puissance ne sera donc qu’une relation allométrique parmi d’autres.
Quelle que soit la définition adoptée, l’allométrie renvoie au développement ontogénique des
individus, c’est-à-dire à la croissance des arbres.
1.1 La « biologie »: loi de Eichhorn, site index. . .
La croissance des arbres est un phénomène biologique complexe (Pretzsch, 2009) qui
résulte de l’activité des bourgeons (croissance primaire, ou accroissements en longueur des
axes) et du cambium (croissance secondaire, ou accroissement en épaisseur des axes). Cette
croissance des arbres est éminemment variable puisqu’elle dépend du patrimoine génétique
de l’individu, de son environnement (sol, atmosphère), du stade de développement (vieillis-
sement des tissus) et de l’action des hommes (modification de l’environnement ou de l’arbre
lui-même comme les élagages ou les tailles).
Classiquement, pour les études de biomasse, les arbres sont divisés en compartiments
homogènes: le bois de tronc, l’écorce, les branches vivantes, les branches mortes, les feuilles,
les grosses et moyennes racines, et enfin les racines fines. La biomasse est un volume mul-
tiplié par une densité tandis que la minéralomasse est une biomasse multipliée par une
concentration en éléments minéraux. Volume, densité et concentration évoluent non seule-
ment en fonction des facteurs pré-cités (voir par exemple la revue de Chave et al., 2009
sur la densité du bois) mais aussi au sein des arbres: entre compartiments, mais également
en fonction de la position radiale (près de la moelle ou près de l’écorce), et de la position
longitudinale (près du sol ou près du houppier), voir par exemple pour les concentrations en
éléments minéraux: Andrews et Siccama (1995); Colin-Belgrand et al. (1996); Saint-André
et al. (2002b); Augusto et al. (2008); ou pour la densité du bois: Guilley et al. (2004); Bergès
et al. (2008); Henry et al. (2010); Knapic et al. (2011). Tout ceci a des implications sur les
équations de biomasse et minéralomasse et ce chapitre a pour objet de rappeler quelques
notions importantes en foresterie qui permettront ensuite de penser les modèles de ce ma-
nuel en termes « biologiques » (quels sont les facteurs de variation potentiels ?) et non pas
en termes purement statistiques (quelle est la meilleure équation possible indépendamment
de son degré de vraisemblance vis-à-vis des processus biologiques ?). La combinaison des
deux objectifs est, in fine, le sens même de cet ouvrage.
1.1.1 Cas des peuplements équiennes et monospécifiques
Ce type de peuplement est caractérisé par une relative homogénéité de la population
d’arbres: ils ont le même âge et sont majoritairement de la même espèce. La croissance de
ces peuplements a été très largement étudiée (de Perthuis, 1788 in Batho et García, 2006) et
les principes décrits ci-après ont une valeur relativement générique (Assmann, 1970; Dhôte,
1991; Skovsgaard et Vanclay, 2008; Pretzsch, 2009; García, 2011). Il est usuel de distinguer
le peuplement dans son ensemble, puis l’arbre au sein du peuplement. Cette distinction
permet de dissocier les différents facteurs qui interviennent dans la croissance des arbres:
fertilité du site, pression globale au sein du peuplement, et statut social. La fertilité du site
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au sens large comprend la capacité du sol à nourrir les arbres (en nutriments et en eau)
ainsi que le climat général de la zone (éclairement, température et pluviométrie moyennes,
récurrence habituelle des périodes de gel ou de sécheresse, etc.). La pression entre les arbres
au sein du peuplement est appréciée par différents indices de densité du peuplement. Enfin,
le statut social de chaque individu définit sa capacité à mobiliser les ressources dans son
environnement proche.
Photo 1.1 – Plantation d’eucalyptus au Congo. En haut, zone de Kissoko, illustration des
mosaïques savane-plantation. En bas, zone de Kondi en cours d’exploitation illustrant les
principaux débouchés pour le bois d’eucalyptus (rondins pour la pâte à papier et production
de charbon de bois pour la ville de Pointe-Noire (photos: L. Saint-André).
Croissance du peuplement
La notion de production en foresterie comprend le volume (ou la biomasse) sur pied
ainsi que tout ce qui a été soustrait du peuplement au cours de sa vie (par mortalité ou
par éclaircie). En général, cette notion de production, telle qu’elle figure dans les tables
de production ou dans la plupart des modèles de croissance à base dendrométrique, ne
comprend pas les chutes de litières (feuilles, branches, écorce) ni le turn-over des racines.
Par contre, dans les modèles à base écophysiologique ou les études ayant pour objet les
bilans de carbone et d’éléments minéraux au sein des peuplements, la production comprend
également ce renouvellement des organes. Pour la suite de ce chapitre, nous considérons la
production dans son acception réduite.
La production d’un peuplement monospécifique et équienne, pour une essence donnée,
dans une région donnée, et dans une large gamme de sylviculture (dès lors que le couvert est
fermé), est complètement déterminée par sa hauteur moyenne. Cette affirmation est connue
sous le nom de loi de Eichhorn (1904), ou loi de Eichhorn élargie quand elle considère
la hauteur dominante au lieu de la hauteur moyenne (Decourt, 1973). Elle signifie que la
fertilité des différents sites d’une même région ne modifie que la vitesse de parcours de
cette relation. Même si elle a remise en question (voir Assmann, 1970), il en résulte que la
croissance en hauteur des arbres dominants (H0) constitue le moteur principal de la plupart
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des modèles de croissance à base dendrométrique (par exemple Dhôte, 1996; García, 2003;
Saint-André et al., 2008; Skovsgaard et Vanclay, 2008; Weiskittel et al., 2009; García, 2011).
Le principe est résumé par Alder (1980 in Pardé et Bouchon, 1988) au sein de la phrase
suivante: « La relation hauteur / âge / indice de fertilité constitue l’élément fondamental
de la prévision de l’accroissement des peuplements homogènes. On l’exprime ordinairement
sous la forme d’un faisceau de courbes de fertilité ». Le fait que la croissance en hauteur
dominante ne dépende que de la fertilité du site (au sens large, équivalent en anglais de « site
index ») et de l’âge des peuplements est valable, en première approximation, dans la plupart
des écosystèmes monospécifiques et équiennes tempérés ou tropicaux. Cela résulte de deux
facteurs principaux: les arbres dominants, du fait de leur statut, sont moins sensibles à la
compétition que les arbres dominés et, par ailleurs, la croissance en hauteur est également
moins sensible à la sylviculture (sauf régime d’éclaircies particulier) que la croissance en
diamètre des arbres. Il en résulte donc que la croissance en hauteur des arbres dominants
traduit bien mieux la fertilité d’un site que la croissance moyenne en hauteur ou en diamètre.
Pour arriver à la loi de Eichhorn, il est ensuite nécessaire de coupler l’accroissement en
surface terrière (ou en volume) et l’accroissement en hauteur dominante. Cette relation
est également stable pour une essence et une région données dans une large gamme de
sylviculture (en première approximation dès lors que le couvert est suffisamment dense). Un
exemple, pour le hêtre en France, est donné par Dhôte (1996).
Il existe cependant quelques exemples où la relation stricte H0 = f(âge et fertilité)
est mise en défaut: le pin Laricio dans le centre de la France (Meredieu et al., 2003) et
l’eucalyptus au Congo (Saint-André et al., 2002a). Dans les deux cas, la croissance en
hauteur dominante est également fonction de la densité du peuplement. L’hypothèse sous-
jacente est liée à la faible fertilité des sols qui impliquerait une forte compétition pour l’accès
aux ressources hydriques et minérales, même sur les arbres dominants. Depuis quelques
années, il est également clairement mis en évidence, sur cette relation et celle qui relie
l’accroissement en surface terrière à l’accroissement en hauteur dominante, un effet « date »
du fait des changements globaux (voir par exemple Bontemps et al., 2009, 2011; Charru
et al., 2010).
En résumé, même si elle est discutée et pas nécessairement aussi invariable qu’espéré,
cette première « loi » est importante car elle permet ensuite, dans les tarifs de biomasse
dits paramétrés, d’introduire la notion de fertilité via l’âge et la hauteur dominante des
peuplements inventoriés (et accessoirement la densité) pour augmenter le caractère générique
des équations construites.
Croissance des arbres au sein du peuplement
Lorsque la croissance du volume ou de la biomasse dans l’ensemble du peuplement est
obtenue, il s’agit ensuite de la répartir entre les différents arbres. Les relations utilisées pour
la croissance en diamètre individuelle sont souvent du type potentiel × réducteur, où le
potentiel est donné par la croissance en surface terrière et / ou en hauteur dominante et les
réducteurs sont fonction (i) d’un indice de densité et (ii) du statut social de l’arbre. Les
indices de densité peuvent être tout simplement la densité du peuplement, mais les cher-
cheurs ont élaboré d’autres indices comme le facteur d’espacement de Hart-Becking, basé sur
la croissance des arbres hors peuplement (croissance libre), ou le RDI (« Reinecke density
index »), basé sur la loi d’auto-éclaircie (croissance des arbres en peuplement hyper-dense)
qui présentent tous deux l’avantage d’être moins dépendants de l’âge du peuplement que la
densité elle-même (voir Shaw, 2006 ou plus généralement la revue bibliographique de Van-
clay, 2009). Le statut social des arbres est en général exprimé par des ratios du type H/H0
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ou D/D0 (où D est le diamètre de l’arbre, H sa hauteur, et D0 le diamètre dominant du
peuplement), mais d’autres relations peuvent également être utilisées. Par exemple, Dhôte
(1990), Saint-André et al. (2002a) et plus récemment Cavaignac et al. (2012) utilisent un
modèle linéaire segmenté pour traduire la croissance en épaisseur des arbres: en dessous
d’un certain seuil de circonférence, les arbres sont surcimés et ne poussent plus; au delà,
l’accroissement en surface terrière est une fonction linéaire de la circonférence des arbres.
Cette relation traduit bien le fait que les arbres dominants poussent plus que les arbres
dominés. Le seuil et la pente de la relation évoluent en fonction de l’âge des peuplements et
de la sylviculture (éclaircies). La croissance en hauteur peut être estimée également via des
relations du type potentiel × réducteur mais, en général, les modélisateurs utilisent des rela-
tions hauteur–circonférence (Soares et Tomé, 2002). Ces relations sont saturées (l’asymptote
est égale à la hauteur dominante du peuplement) et curvilinéaires. Les paramètres de cette
relation évoluent également en fonction de l’âge et de la sylviculture (Deleuze et al., 1996).
En résumé pour ces deux autres relations qui donnent la dimension de chaque arbre au
sein des peuplement, il faut retenir le point suivant: les indices de densité et de compétition
(statut social) qui déterminent pour une large part la croissance individuelle des arbres au
sein des peuplements sont des facteurs qu’il est également possible d’intégrer aux tarifs de
biomasse. Les variables intéressantes à ce point de vue peuvent être: la densité du peu-
plement, le facteur d’espacement de Hart-Becking, le RDI, puis à une échelle individuelle:
le coefficient d’élancement (H/D), la robustesse de l’arbre (D1/2/H — Vallet et al., 2006;
Gomat et al., 2011), ou son statut social (H/H0 ou D/D0).
Répartition de la biomasse dans l’arbre
Enfin, à présent que la biomasse du peuplement a été répartie entre les arbres, il faut,
pour chaque arbre, l’attribuer à chaque compartiment et la répartir le long des axes. Pour le
tronc, une relation communément utilisée est la loi de Pressler (ou pour les écophysiologistes,
son équivalent donné par le « pipe-model » de Shinozaki et al., 1964a,b): (i) la surface du
cerne augmente linéairement du haut de l’arbre jusqu’à la base fonctionnelle du houppier; (ii)
elle reste ensuite constante de la base du houppier jusqu’au bas de l’arbre. Par conséquent,
au fur et à mesure que l’arbre grandit, le tronc va devenir de plus en plus cylindrique
puisque les largeurs des cernes sont plus fortes près du houppier qu’en bas. Cette loi de
Pressler n’exprime toutefois qu’une répartition moyenne du bois le long de l’arbre (Saint-
André et al., 1999). En effet, pour les arbres dominants, la surface du cerne peut continuer
d’augmenter sous la base du houppier et pour les dominés / surcimés, elle peut diminuer
fortement. Dans les cas extrêmes, il est même possible que le cerne ne soit pas complet en
bas des arbres, voire même qu’il soit manquant, comme par exemple chez le hêtre (Nicolini
et al., 2001). Par ailleurs, toute action sur le houppier (fortes ou faibles densités, éclaircies,
élagages) va avoir des conséquences sur l’empilement des cernes et donc sur la forme du
tronc (voir la revue de Larson, 1963, ou des exemples donnés par Valinger, 1992; Ikonen
et al., 2006). La densité du bois est également différente en haut et en bas de l’arbre (bois
juvénile près du houppier, forte proportion de bois adulte en bas — Burdon et al., 2004)
mais va aussi varier selon les conditions de croissance des arbres (via des changements de
proportion entre le bois d’été et de bois de printemps, ou des changements de structure et
propriétés cellulaires, voir Guilley et al., 2004; Bouriaud et al., 2005; Bergès et al., 2008
pour quelques publications récentes). Il en résulte, pour le tronc, qu’à dimensions égales
(hauteur, diamètre, âge) des tiges, la biomasse sera ou non différente selon les conditions de
croissance des arbres. Il est parfaitement possible qu’une augmentation du volume soit, par
exemple, accompagnée par une baisse de densité (c’est un schéma classique sur les résineux)
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et ne conduise pas à des différences majeures sur la biomasse des troncs. Pour les branches
et les feuilles, la biomasse portée sera fortement fonction de l’architecture des arbres et par
voie de conséquence de la densité du peuplement: à dimensions égales (hauteur, diamètre
et âge) les arbres ayant poussé dans des peuplements ouverts auront plus de branches et de
feuilles que les arbres ayant poussés dans des peuplements denses. Tout l’enjeu des recherches
actuelles sur la biomasse consiste à identifier la part liée au développement intrinsèque de
l’arbre (ontogénie) de la part liée aux facteurs environnementaux (Thornley, 1972; Bloom
et al., 1985; West et al., 1999; McCarthy et Enquist, 2007; Savage et al., 2008; Genet et al.,
2011; Gourlet-Fleury et al., 2011). Pour les racines, leur biomasse dépend du biome, de
la biomasse aérienne, du stade de développement et des conditions de croissance (cf. par
exemple Jackson et al., 1996; Cairns et al., 1997; Tateno et al., 2004; Mokany et al., 2006).
De ces dernières notions, il faut retenir que les conditions de croissance vont non seule-
ment influencer la quantité globale de biomasse produite mais aussi leur répartition au sein
des arbres (proportion aérien / souterrain; empilement des cernes, etc.). Il sera donc abso-
lument nécessaire de prendre en compte ces variations potentielles dans l’échantillonnage
(en particulier pour le billonnage des troncs et le prélèvement des différentes aliquotes) mais
aussi dans la construction des tarifs de façon à ce qu’ils restituent correctement les différents
ratios de biomasse (aérien / souterrain; tronc / branches; feuilles / racines fines) en fonction
des conditions de croissance.
1.1.2 Cas des peuplements inéquiennes et/ou plurispécifiques
Les notions décrites précédemment restent valables aussi pour les peuplements pluris-
pécifiques et inéquiennes mais leur mise en équation devient difficile et la plupart du temps
impossible sous la forme précédente (Peng, 2000). Par exemple, la notion de hauteur domi-
nante est difficile à quantifier pour les peuplements irréguliers et / ou plurispécifiques (faut-il
faire une hauteur dominante toutes essences confondues ? Essence par essence ?). De même,
que signifie la surface terrière pour un peuplement fortement irrégulier comme il est possible
d’en trouver en forêt tropicale humide ? Enfin, comment gérer le fait que l’âge des arbres
est souvent inaccessible (Tomé et al., 2006) ? Les modèles de croissance élaborés pour ces
peuplements décomposent donc moins finement les différentes échelles (production de bio-
masse à l’échelle du peuplement, répartition entre arbres et allocation au sein des arbres)
que ceux pour les peuplements réguliers. On peut distinguer trois types de modèles: (1) les
modèles peuplement matriciels; (2) les modèles individus centrés qui, en général, dépendent
des distances entre arbres; (3) les modèles de trouées (voir les différentes revues réalisées par
Vanclay, 1994; Franc et al., 2000; Porté et Bartelink, 2002). Les modèles de type matriciel
regroupent les arbres par groupes fonctionnels (groupes ayant une stratégie de croissance
commune) et par classes de dimension homogènes (en général le diamètre) et appliquent un
système de matrices qui incluent le recrutement, la mortalité et le passage des individus d’un
groupe à l’autre (voir par exemple Eyre et Zillgitt, 1950; Favrichon, 1998; Namaalwa et al.,
2005; Picard et al., 2008). Pour les modèles individus centrés, la population des arbres est
en général cartographiée et la croissance d’un arbre dépend de ses voisins (voir par exemple
Gourlet-Fleury et Houllier, 2000 pour un modèle en forêt tropicale, ou Courbaud et al., 2001
pour un modèle en forêt tempérée). Mais à l’instar des modèles développés pour les peu-
plements réguliers, il existe aussi des modèles individus centrés indépendants des distances
(par exemple Calama et al., 2008; Pukkala et al., 2009; Vallet et Pérot, 2011; Dreyfus, 2012)
et même des modèles intermédiaires (voir Picard et Franc, 2001; Verzelen et al., 2006; Perot
et al., 2010). Enfin, dans les modèles de trouées, la forêt est représentée par un ensemble de
cellules à différents stades du cycle sylvigénétique. La mortalité et le recrutement des arbres
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y sont simulés stochastiquement tandis que la croissance des arbres suit des lois identiques
à celles des modèles individus centrés et indépendants des distances (voir une revue dans
Porté et Bartelink, 2002).
Le fait que ces peuplements soient plus compliqués à mettre en équation ne retire rien
aux principes évoqués plus haut pour la construction des tarifs de volume, de biomasse ou
de minéralomasse: (i) introduire la fertilité pour élargir la zone de validité des tarifs de
biomasse; (ii) utiliser des indices de densité pour prendre en compte le degré de concurrence
entre arbres; et (iii) tenir compte du statut social en plus des caractéristiques basiques des
arbres (hauteur, diamètre).
En plus des contraintes liées à l’élaboration des tarifs développés pour les forêts mono-
spécifiques, l’estimation de la biomasse en forêt plurispécifiques fait face à des contraintes
additionnelles: la mise en place d’un échantillonnage adapté (quelles essences ? comment les
regrouper en groupes dits fonctionnels ?) et l’accès au terrain (surtout en zone tropicale où
ces peuplements sont souvent situés en zone de protection où l’abattage des arbres est très
réglementé, voire interdit pour certaines essences).
Photo 1.2 – Peuplements hétérogènes. À gauche, cas de peuplements plurispécifiques sur
le Mont Saint-Anne au Québec; à droite, peuplements plurispécifiques et inéquiennes au
Costa-Rica (photo: B. Locatelli).
1.2 Choix de la méthode
1.2.1 Estimation de la biomasse d’un biome
Il n’existe pas « une » méthode pour estimer un stock de biomasse, mais plusieurs se-
lon l’échelle considérée (Gibbs et al., 2007). À l’échelle nationale et au-delà, des valeurs
moyennes par biome sont le plus souvent utilisées (FAO, 2006): la quantité de biomasse est
estimée en multipliant la superficie de chaque biome par la quantité de biomasse moyenne
par unité de surface pour ce biome. Les quantités moyennes par biome sont elles-mêmes
estimées à partir de mesures faites à une échelle plus restreinte. De l’échelle nationale à
l’échelle du paysage, la télédétection peut permettre d’estimer la biomasse. Qu’il s’agisse de
capteurs optiques satellitaires (Landsat, MODIS), d’images à haute résolution satellitaires
(Ikonos, QuickBird) ou non (photographies aériennes), de capteurs radar ou micro-ondes
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satellitaires (ERS, JERS, Envisat, PALSAR), ou de capteurs laser (Lidar), toutes ces mé-
thodes supposent que des mesures de terrain sont disponibles pour caler des relations qui
prédisent la biomasse en fonction des observations faites par les capteurs. Dans le cas des
capteurs optiques satellitaires, des données de terrain sont nécessaires pour calibrer la re-
lation entre la biomasse et les indices de végétation satellitaires (NDVI, NDFI, AVI, GVI,
etc.) (Dong et al., 2003; Saatchi et al., 2007). Les images à haute résolution et les pho-
tographies aériennes fournissent des informations sur la taille des couronnes et la hauteur
des arbres. Des données de terrain sont ensuite nécessaires pour relier ces informations à la
biomasse (par exemple Bradley, 1988; Holmgren et al., 1994; St.-Onge et al., 2008; Gonzalez
et al., 2010). Il en va de même pour les informations sur la structure verticale de la forêt
fournies par le Lidar, ou pour les informations sur la distribution verticale de l’eau contenue
dans la végétation fournies par le radar ou les micro-ondes (par exemple Lefsky et al., 2002;
Patenaude et al., 2004). Les méthodes de télédétection restent cependant limitées quant
à la précision des mesures de biomasse (particulièrement les surfaces) et la différentiation
des types de forêts en fonction des moyens techniques, financiers, des ressources humaines
disponibles, de la couverture nuageuse et du risque de saturation des signaux utilisés pour
certains types de végétation.
Ainsi, les méthodes d’estimation de la biomasse à l’échelle du paysage et au-delà reposent
sur des mesures de terrain, à une échelle comprise entre le paysage et la parcelle. Dans
cette gamme d’échelle, les estimations de la biomasse reposent sur des données d’inventaire
forestier: inventaire d’un échantillon d’arbres si la surface est grande, ou inventaire en plein
dans le cas contraire (en particulier dans les parcelles permanentes de quelques hectares).
En deçà de cette échelle, ce sont des mesures individuelles de biomasse (pesée des arbres,
pesée de la végétation du sous-bois) qui entrent en ligne de compte.
1.2.2 Estimation de la biomasse d’une forêt ou d’un ensemble de forêts
Les estimations de biomasse ou minéralomasse forestières basées sur les inventaires en
forêt nécessitent de disposer
1. d’un inventaire exhaustif ou statistique des tiges présentes;
2. de modèles pour évaluer les stocks à partir des dimensions des individus mesurés;
3. d’une évaluation de la biomasse contenue dans la nécromasse (bois morts sur pied) et
dans la végétation du sous-étage.
Nous avons concentré ce manuel sur le second aspect tout en sachant que la partie inven-
taire ou l’évaluation quantitative du sous-étage ne sont pas forcément faciles à réaliser en
particulier dans les forêts très mélangées.
À partir des inventaires, deux grandes options peuvent être utilisées pour estimer les
stocks de carbone ou d’éléments minéraux dans les arbres (MacDicken, 1997; Hairiah et al.,
2001; AGO, 2002; Ponce-Hernandez et al., 2004; Monreal et al., 2005; Pearson et Brown,
2005; Dietz et Kuyah, 2011): (1) l’utilisation de tarifs de biomasse /minéralomasse: cette
solution est souvent adoptée car elle permet d’établir rapidement des bilans de carbone
ou d’éléments minéraux au sein d’une parcelle à un instant donné. En général, tous les
compartiments de l’écosystème sont considérés (aériens, souterrains, litières au sol, etc.).
Les arbres sont spécifiquement abattus pour ces opérations. La définition des compartiments
(découpes) peuvent varier selon l’application et le domaine d’intérêt (voir chapitre 3). (2)
L’utilisation de modèles pour estimer successivement le volume des arbres, la densité du
bois, et les teneurs en éléments minéraux. L’avantage de cette méthode est qu’elle dissocie les
différentes composantes. Il est alors possible d’analyser l’influence de l’âge et des conditions
de croissance indépendamment sur l’une ou l’autre des composantes. En général, seul le
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tronc peut faire l’objet d’une modélisation détaillée (cerne, voir intra-cernes), la biomasse
des autres compartiments étant estimée à partir de coefficients d’expansion volumique, de
valeurs de densité moyenne du bois et de teneurs en éléments minéraux. Dans tous les cas,
ces méthodes font largement appel à un grand type de modèle qui regroupe indifféremment
les « tarifs de cubage, tarifs de biomasse, tarifs de minéralomasse, etc. » et qui fait l’objet
de ce manuel.
Les tarifs de biomasse ou de minéralomasse s’apparentent beaucoup aux tarifs de cu-
bages, modèles qui sont largement étudiés depuis près de deux siècles. Le premier tarif a été
publié par Cotta, 1804 (in Bouchon, 1974) sur du hêtre (Fagus sylvatica). Le principe est de
relier une grandeur difficile à mesurer (comme le volume de l’arbre, sa masse, ou sa teneur en
éléments minéraux) à des grandeurs plus faciles à appréhender comme le diamètre à 1,30 m
ou la hauteur de l’arbre. Si ces deux caractéristiques sont utilisées, on parle de tarif à deux
entrées; si seulement le diamètre est utilisé, on parle alors de tarif à une entrée. En géné-
ral, les corrélations sont bonnes et les fonctions les plus utilisées sont du type polynômial,
logarithmique, ou puissance. Pour plus de détails, on peut se reporter aux revues proposées
par Bouchon (1974); Hitchcock et McDonnell (1979); Pardé (1980); Cailliez (1980); Pardé
et Bouchon (1988), et plus récemment par Parresol (1999, 2001).
Ces fonctions sont relativement simples mais présentent trois écueils majeurs. Première-
ment, elles sont assez peu génériques: si on change d’espèce ou si on s’éloigne du domaine de
calibration, les équations sont à utiliser avec précaution. Le chapitre sur l’échantillonnage
donne quelques éclairages pour pallier ce problème. Le principe essentiel est de couvrir au
maximum la variabilité des quantités étudiées.
Un deuxième écueil de ces fonctions réside dans la nature même des données qui sont
traitées (volumes, masses, minéralomasses). En particulier, des problèmes d’hétéroscédas-
ticité peuvent intervenir (c’est-à-dire variance non homogène des biomasses en fonction du
régresseur). Cela influe peu sur la valeur des paramètres estimés: plus le nombre d’arbres
échantillonnés est grand, plus la convergence vers les vrais paramètres est rapide (Kelly et
Beltz, 1987). Cependant, tout ce qui concerne l’intervalle de confiance des estimations est
affecté:
1. la variance des paramètres estimés n’est pas minimale;
2. cette variance est biaisée; et
3. la variance résiduelle est mal estimée (Cunia, 1964; Parresol, 1993; Gregoire et Dyer,
1989).
Ne pas corriger ces problèmes d’hétéroscédasticité a donc peu de conséquences sur l’estima-
tion de la valeur moyenne de la biomasse ou du volume. En revanche, cela est absolument
nécessaire pour obtenir des intervalles de confiance corrects autour des prédictions. Pour
corriger ces problèmes d’hétéroscédasticité, deux méthodes sont souvent présentées: la pre-
mière consiste à effectuer une pondération (par exemple par l’inverse du diamètre ou du
diamètre au carré) mais tout réside dans la fonction de pondération et en particulier dans
la puissance à appliquer; la seconde consiste à prendre le logarithme des termes de l’équa-
tion, mais dans ce cas, il est nécessaire de corriger les valeurs simulées pour retrouver une
distribution normale des valeurs estimées (Duan, 1983; Taylor, 1986). De plus, il n’est pas
rare que la transformation logarithmique ne conduise pas à un modèle linéaire (Návar et al.,
2002; Saint-André et al., 2005).
Le troisième écueil est lié à l’additivité des équations. Les mesures de biomasse et ensuite
les ajustements des fonctions sont souvent réalisés compartiment par compartiment. L’ad-
ditivité des relations n’est pas immédiate et une propriété souhaitée du système d’équations
est que la somme des prédictions des biomasses compartiment par compartiment soit égale
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à la prédiction de la biomasse totale de l’arbre (voir Kozak, 1970; Reed et Green, 1985;
Návar et al., 2002). Trois solutions sont en général proposées (Parresol, 1999):
1. la biomasse totale est calculée en faisant la somme des biomasses compartiment par
compartiment, et la variance de cette estimation utilise les variances calculées sur
chaque compartiment et les covariances calculées deux à deux;
2. l’additivité est assurée en utilisant les mêmes régresseurs et les même poids pour
toutes les fonctions, les paramètres de la fonction de biomasse totale étant la somme
des paramètres obtenus pour chaque compartiment;
3. les modèles sont différents compartiment par compartiment mais sont ajustés conjoin-
tement et l’additivité est obtenue par des contraintes sur les paramètres.
Chaque méthode a ses inconvénients et ses avantages. Dans le cadre de ce manuel, nous
ajusterons un modèle pour chaque compartiment et un modèle pour la biomasse totale en
vérifiant que l’additivité est bien respectée. Pour illustrer ce manuel, un exemple concret
(baptisé « fil rouge ») est utilisé tout au long du manuel. Il concerne un jeu de données
obtenu dans le cadre d’une expérimentation menée au Ghana en forêt naturelle tropicale
humide (Henry et al., 2010).
1.2.3 Mesure de la biomasse d’un arbre
Le tarif de biomasse est l’outil qui assure le lien entre la mesure individuelle de la
biomasse et l’estimation de la biomasse sur le terrain à partir de données d’inventaire. Peser
des arbres pour en mesurer la biomasse fait donc partie intégrante de la démarche pour
construire des équations allométriques et une bonne partie de ce manuel y sera consacré.
Même si les principes généraux présentés dans le chapitre 3 (segmentation de l’arbre en
compartiments ayant une densité de matière sèche homogène, mesure des ratios matière
sèche sur volume frais pour des aliquotes et application d’une règle de trois. . . ) devraient
permettre de mesurer la biomasse de n’importe quel type de végétal arboré, il n’en reste pas
moins que ce manuel n’abordera pas tous les cas particuliers. Les végétaux qui ne sont pas
des arbres mais qui ont potentiellement la stature d’un arbre (bambous, rotins, palmiers,
fougères arborescentes, Musaceae, Pandanus sp., etc.) font partie de ces exceptions.
Les végétaux qui utilisent les arbres comme support pour leur croissance (épiphytes,
plantes parasites, lianes, etc.) sont un autre cas particulier (Putz, 1983; Gerwing et Farias,
2000; Gerwing et al., 2006; Gehring et al., 2004; Schnitzer et al., 2006, 2008). Leur biomasse
devra être dissociée de celle de leur hôte.
Enfin les arbres creux, les arbres dont le tronc a une forme fortement différente d’un
cylindre (comme Swartzia polyphylla DC.), les figuiers étrangleurs, etc., constituent autant
d’exceptions pour lesquelles les tarifs de biomasse ne pourront pas être appliqués sans ajus-
tement spécifique (Nogueira et al., 2006).
2
Échantillonnage et stratification
L’échantillonnage consiste à prédire les caractéristiques d’un ensemble à partir d’une
partie (l’échantillon) de cet ensemble. Typiquement, on veut estimer le volume de bois dans
une forêt, mais il n’est pas possible de cuber tous les arbres un à un: on va donc cuber un
échantillon d’arbres de la forêt, puis extrapoler l’estimation obtenue pour ces arbres à la
forêt entière (CTFT, 1989, p.252). Comme le volume n’est mesuré que sur un échantillon
d’arbres et non sur l’ensemble des arbres du peuplement, l’estimation du volume total que
l’on obtient est entachée d’une erreur d’échantillonnage 1. L’échantillonnage stricto sensu
consiste:
1. à choisir au mieux les arbres qui feront partie de l’échantillon de mesure (on parle
plutôt de plan d’échantillonnage),
2. à choisir la méthode de calcul (on parle plutôt d’estimateur) du volume total à partir
des mesures,
de manière à minimiser l’erreur d’échantillonnage.
Dans la théorie d’échantillonnage classique, les volumes des N arbres du peuplement sont
des données fixées: la seule source de variation des estimations est l’échantillonnage, de sorte
qu’un échantillonnage exhaustif donnerait toujours la même estimation. Nous adopterons ici
l’approche dite de super-population, qui a vu le jour dans les années 1970 (Cochran, 1977).
Elle consiste à considérer que les volumes des N arbres qui composent le peuplement sont
des variables aléatoires, de sorte que le peuplement observé n’est qu’une réalisation parmi
d’autres tirée d’une super-population. Cette approche permet de s’affranchir de certaines
approximations et de définir un plan d’échantillonnage optimal (ce qui n’est souvent pas
possible dans l’approche classique), mais elle a l’inconvénient de conduire à de mauvaises
solutions si le modèle de super-population adopté n’est pas conforme à la réalité.
Le choix d’une méthode d’échantillonnage découle de l’objectif fixé. Il faut donc en prin-
cipe commencer par se demander à quoi vont servir les tarifs de cubage ou de biomasse que
l’on se propose de construire. S’agit-il de prédire les caractéristiques d’un arbre particulier
dont les variables d’entrée sont connues ? S’agit-il de prédire les caractéristiques de l’arbre
moyen pour des valeurs données des variables d’entrée ? S’agit-il de prédire le volume total
1. Nous mettons en italique les termes du jargon de la théorie de l’échantillonnage; une définition en
français de ces termes se trouve, par exemple, à l’annexe 2 de Bellefontaine et al. (2001).
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du peuplement dont sont issus les arbres ayant servi à construire le tarif, ou le volume total
d’un autre peuplement ? Dans ces deux derniers cas de figure, les variables d’entrée du ta-
rif sont-elles mesurées sur tous les arbres du peuplement, ou à nouveau sur un échantillon
d’arbres ? Etc. On peut ainsi construire une chaîne allant du peuplement étudié jusqu’à la
grandeur que l’on cherche à prédire (figure 2.1).
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Figure 2.1 – Chaîne allant du peuplement étudié jusqu’aux grandeurs que l’on cherche à
prédire.
En déroulant cette chaîne à l’envers, la précision sur la grandeur prédite dépend de
la précision sur les paramètres du tarif, qui dépend elle-même du plan d’échantillonnage
(nombre et choix des arbres mesurés) et de la variabilité au sein du peuplement étudié (Cu-
nia, 1987b). On peut se fixer un objectif de précision à atteindre sur les prédictions, ce qui,
par effet rétroactif, pour un type de tarif donné et un type d’échantillonnage donné, implique
le nombre minimal d’arbres à mesurer. On peut aussi suivre une procédure d’optimisation
afin de déterminer, pour une précision à atteindre donnée et un type de tarif donné, la mé-
thode d’échantillonnage qui minimise le temps (ou le coût) des mesures (Cunia, 1987c,d).
Dans certains cas, le coût des mesures est le facteur limitant. C’est en particulier le cas pour
mesurer la biomasse de systèmes racinaires. Dans ce cas on ne cherche pas tant à atteindre
une précision donnée pour les prédictions qu’à rester dans des limites raisonnables de coût.
On peut alors rechercher, à coût de mesure donné et pour un type de tarif donné, la méthode
d’échantillonnage qui maximise la précision des estimations.
Ce raisonnement, souvent trop complexe pour être suivi de manière rigoureuse, doit être
fait au cas par cas puisqu’il dépend (i) de ce que l’on cherche à prédire, (ii) du type de
tarif utilisé et (iii) du type d’échantillonnage adopté. Le fait d’utiliser un tarif est déjà en
soi un choix sur la méthode d’échantillonnage: le volume total d’un peuplement pourrait
être estimé à partir du cubage d’un échantillon d’arbres, sans passer par un tarif de cubage.
En utilisant un tarif de cubage pour estimer le volume total d’un peuplement, on s’est déjà
restreint à un type d’estimateur du volume total.
Qui plus est, le raisonnement qui permet de déterminer le plan d’échantillonnage en
fonction de la précision à atteindre sur les prédictions suppose que l’on connaisse la relation
entre la précision des prédictions et la précision des paramètres du tarif, la relation entre la
précision des paramètres du tarif et la taille d’échantillon, etc. Dans certains cas simples,
ces relations sont connues explicitement. Mais le plus souvent, dès que le tarif prend une
forme un peu compliquée, ces relations ne sont pas explicites. On ne peut alors plus dérouler
simplement le raisonnement.
Le coup de grâce est porté en pratique à ce raisonnement quand on se rend compte que:
(i) la finalité du tarif est en général multiple, voire non précisée et (ii) la forme du tarif
n’est en général pas connue à l’avance. On souhaite en effet le plus souvent pouvoir utiliser
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un tarif à différentes fins: pour évaluer le volume d’un arbre particulier, d’un arbre moyen,
d’un peuplement entier, etc. La construction d’un tarif est au bout du compte une fin en
soi, sans référence à une quantité à prédire. De plus, le choix de la forme du tarif résulte
le plus souvent d’une analyse exploratoire des données et n’est donc pas connue à l’avance.
Certes, certaines relations, comme la fonction puissance ou les polynômes de degré deux,
reviennent souvent mais on ne peut pas se fixer de règle a priori. Il est dès lors illusoire de
chercher à optimiser un plan d’échantillonnage.
Au bout du compte, l’échantillonnage dans le cas de la construction de tarifs se ramène
le plus souvent à des considérations empiriques sur le plan d’échantillonnage, le choix de
l’estimateur, qui se ramène en fait au choix du tarif, étant raisonné a posteriori, en fonction
des données collectées et indépendamment du plan d’échantillonnage.
2.1 Échantillonnage pour une régression linéaire simple
Nous commençons par un exemple simple qui permettra d’illustrer les idées développées
précédemment. On suppose que les arbres du peuplement sont décrits par leur diamètre D,
leur hauteur H et leur volume V . On utilise un tarif de cubage qui prédit le volume V en
fonction de la variable D2H. Le modèle de super-population que l’on adopte pour décrire
le peuplement suppose que la relation entre V et D2H est linéaire avec un bruit blanc ε de
variance σ2:
V = α+ β D2H + ε (2.1)
où ε suit une loi normale d’espérance nulle et d’écart-type σ. On suppose de plus que la
quantité D2H est distribuée selon une loi normale de moyenne µ et d’écart-type τ . Le bruit
blanc ε incorpore tous les facteurs qui font que deux arbres de même diamètre et de même
hauteur n’ont pas forcément le même volume. Les paramètres α et β sont inconnus. Pour les
estimer, on va mesurer n arbres; on obtient ainsi un échantillon de n doublets (D21H1, V1),
. . . , (D2nHn, Vn), puis on fait la régression linéaire suivante:
Vi = a+ bD2iHi + εi (2.2)
Dans le jargon de la théorie de l’échantillonnage, les variables d’entrées du tarif (diamètre,
hauteur. . . ) sont appelées des variables auxiliaires. Il faut bien distinguer ces variables,
qui sont relatives à l’arbre, de variables telles que l’âge qui sont relatives au peuplement.
Ces dernières sont considérées comme des paramètres (Pardé et Bouchon, 1988, p.106).
Par ailleurs l’unité d’échantillonnage est l’arbre. Voyons à présent comment définir le plan
d’échantillonnage en fonction de l’objectif fixé.
2.1.1 Prédiction du volume d’un arbre particulier
Supposons que l’objectif soit de prédire le volume d’un arbre du peuplement de diamètre
D∗ et de hauteur H∗. Le volume prédit est bien entendu:
V ∗ = a+ bD∗2H∗
Le modèle de super-population stipule que, du fait du bruit blanc ε, deux arbres pris au
hasard et ayant le même diamètre D et la même hauteur H n’ont pas forcément le même
volume. Il en résulte une variabilité intrinsèque quand on mesure un arbre particulier, qui
est égale à σ2. À cette variabilité intrinsèque s’ajoute, pour l’erreur de prédiction du volume,
la variabilité due à l’imprécision des estimations des paramètres α et β du tarif de cubage.
Nous reviendrons plus tard sur ces notions (dans le chapitre 7). Ainsi, pour une régression
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linéaire, la demi-amplitude de l’intervalle de confiance au seuil α (typiquement 5%) de V ∗
est égale à (Saporta, 1990, p.374):
tn−2 σˆ
√√√√1 + 1
n
+ (D
∗2H∗ −D2He)2∑n
i=1(D2iHi −D2He)2
où tn−2 est le quantile 1− α/2 d’une loi de Student à n− 2 degrés de liberté, D2He est la
moyenne empirique des valeurs de D2H mesurées dans l’échantillon:
D2He =
1
n
n∑
i=1
D2iHi
et σˆ est l’estimation de l’écart-type des résidus:
σˆ2 = 1
n− 2
n∑
i=1
[Vi − (a+ bD2iHi)]2
La valeur minimale de cette demi-amplitude (lorsque n → ∞) est 1,96σ. On se donne
comme objectif de précision de l’estimation un écart de E% par rapport à ce minimum
incompressible, c’est-à-dire que, de façon approximative, on recherche la taille d’échantillon
n telle que:
1 + E ≈
√√√√1 + 1
n
+ (D
∗2H∗ −D2He)2∑n
i=1(D2iHi −D2He)2
(2.3)
Échantillonnage aléatoire
Voyons tout d’abord le cas où l’on ne cherche pas à optimiser le plan d’échantillonnage,
par exemple en sélectionnant les arbres de l’échantillon au hasard. La moyenne empirique
de D2H sur l’échantillon est alors une estimation de µ, tandis que la variance empirique de
D2H sur l’échantillon est une estimation de τ2. Ainsi:
(1 + E)2 − 1 ≈ 1
n
[
1 + (D
∗2H∗ − µ)2
τ2
]
À titre d’exemple numérique, prenons µ = 5 m3 pour la valeur moyenne de D2H dans le
peuplement en entier et τ = 1 m3 pour son écart-type. Si on veut prédire le volume d’un
arbre dont la taille D2H est égale à 2 m3 avec un écart de précision de E = 5 %, alors il
faut mesurer approximativement n = 98 arbres. On remarquera que l’expression de n en
fonction de D∗2H∗ est symétrique autour de µ et passe par un minimum pour D∗2H∗ = µ.
Comme µ − 2 = 3 m3 et µ + 3 = 8 m3, il faut donc également n = 98 arbres pour prédire
le volume d’un arbre dont la taille D2H est égale à 8 m3 avec un écart de précision de 5%.
On peut ainsi interpréter la taille d’échantillon n = 98 comme celle qui assure un écart de
précision d’au plus 5% (au seuil α = 5 %) pour toute prédiction dans l’intervalle 2–8 m3.
Échantillonnage optimisé
Voyons à présent le cas où l’on cherche à optimiser le plan d’échantillonnage en fonction
de la valeur de D∗2H∗. L’équation (2.3) montre que l’écart de précision E est minimum
lorsque D2He = D∗2H∗. On a donc intérêt à choisir les arbres de l’échantillon de telle
sorte que la moyenne empirique de leur taille D2H soit égale à D∗2H∗. En pratique, la
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moyenne empirique des D2H de l’échantillon ne sera jamais exactement égale à D∗2H∗,
donc on a intérêt également à maximiser le dénominateur ∑i(D2iHi −D2He)2, c’est-à-dire
à maximiser la variance empirique des valeurs de D2H de l’échantillon. En fin de compte,
le plan d’échantillonnage qui maximise la précision de la prédiction du volume d’un arbre
de D2H égal à D∗2H∗ consiste à choisir n/2 arbres de D2H égal à D∗2H∗ − ∆ et n/2
arbres de D2H égal à D∗2H∗ + ∆, avec ∆ aussi grand que possible (figure 2.2). Ce plan
- Taille (D2H)
D2H
n/2 arbres
n/2 arbres
Volume ?
︸ ︷︷ ︸
∆
︸ ︷︷ ︸
∆
Figure 2.2 – Plan d’échantillonnage optimisant la précision de la prédiction du volume
pour un arbre particulier. L’écart de taille ∆ doit être aussi grand que possible.
d’échantillonnage permet de négliger le terme qui dépend de D∗2H∗ dans (2.3), de sorte que
cette relation se simplifie en:
(1 + E)2 − 1 ≈ 1
n
Pour E = 5 %, on obtient alors n = 10 arbres. L’optimisation du plan d’échantillonnage
a permis l’« économie » de la mesure de 88 arbres, par rapport au plan d’échantillonnage
consistant à prendre les arbres au hasard. Cependant le plan d’échantillonnage optimisé est
inféodé à l’estimation du volume d’un arbre de taille D∗2H∗. Il n’est pas optimisé pour l’es-
timation du volume d’arbre de toute autre taille. On voit donc la limite de ce raisonnement,
un tarif de cubage n’étant généralement pas (si ce n’est jamais) construit pour prédire le
volume d’une seule taille d’arbres.
Plus grave, le plan d’échantillonnage optimisé est également inféodé au modèle de super-
population et peut conduire à des estimations erronées si ce modèle de super-population est
mal vérifié dans la réalité. La figure 2.3 illustre cela. Le plan d’échantillonnage optimisé
pour une taille D∗2H∗ donnée conduit à choisir pour l’échantillon des points extrêmes (en
noir dans la figure 2.3). Cette situation est critique pour une régression linéaire car le fait
d’avoir deux groupes de points éloignés va donner un R2 élevé sans que l’on sache ce qui
se passe réellement entre les deux. Si la relation linéaire supposée par le modèle de super-
population est exacte (figure 2.3 gauche), alors il n’y a pas de problème: le volume prédit par
le tarif (représentée par une étoile) sera effectivement proche du volume réel (point grisé).
En revanche si on s’est trompé pour le modèle de super-population, alors le volume prédit
sera erroné: c’est ce que l’on observe sur la figure 2.3 de droite (dont les points échantillons,
en noir, sont exactement les mêmes que ceux de la figure 2.3 de gauche), où la relation
taille-volume est en réalité parabolique et non pas linéaire. En pratique, la forme de la
relation taille-volume (et donc du tarif) n’est pas connue à l’avance, et on a donc fortement
intérêt à échantillonner les arbres dans tout l’intervalle de variation de la taille de manière
à visualiser la nature de la relation taille-volume.
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Figure 2.3 – Prédiction du volume à l’aide d’une régression linéaire calée sur les points
extrêmes (en noir) lorsque la relation taille-volume est effectivement linéaire (à gauche) et
quand elle ne l’est pas (à droite). Les points noirs sont les mêmes dans les deux cas. L’étoile
indique le volume prédit par la régression linéaire calée sur les points noirs, tandis que le
point grisé indique le volume réel correspondant à D∗2H∗.
2.1.2 Prédiction du volume du peuplement
Supposons à présent que l’objectif soit de prédire le volume de l’ensemble du peuplement.
Pour ce faire, on suppose tout d’abord que l’on mesure le diamètre D et la hauteur H de tous
les arbres du peuplement. Soit N le nombre total d’arbres dans le peuplement (y compris
les n arbres de l’échantillon). Modulo une renumérotation des arbres, on dispose donc d’une
mesure du volume V pour i = 1, . . . , n et d’une mesure de la taille D2H pour i = 1, . . . ,
N . L’estimateur du volume total du peuplement déduit du tarif de cubage est alors:
Vtot =
N∑
i=1
(a+ bD2iHi)
ce que l’on peut encore écrire: Vtot = NV¯ , où: V¯ = a + bD2H représente le volume moyen
des arbres du peuplement, et D2H = (∑Ni=1D2iHi)/N est le diamètre moyen des arbres du
peuplement. Dans la mesure où le tarif de cubage est obtenu par régression linéaire de (V1,
. . . , Vn) par rapport à (D21H1, . . . , D2nHn), les valeurs numériques des coefficients a et b
vérifient (Saporta, 1990, p.363): V¯e = a+ bD2He, où V¯e = (
∑n
i=1 Vi)/n est le volume moyen
des arbres de l’échantillon et D2He = (
∑n
i=1D
2
iHi)/n est la taille moyenne des arbres de
l’échantillon. Par soustraction, on débouche sur le résultat suivant:
V¯ = V¯e + b(D2H −D2He) (2.4)
Dans cette équation, on prendra bien garde que V¯ et D2H sont des moyennes sur l’ensemble
du peuplement, tandis que V¯e et D2He sont des moyennes sur l’échantillon. De plus D2H,
D2He et V¯e sont issus des mesures, alors que V¯ est la quantité que l’on cherche à estimer.
Sous la forme (2.4), on reconnaît un type d’estimateurs bien connu en théorie de l’échan-
tillonnage: les estimateurs par régression. La théorie des estimateurs par régression est ex-
posée en détail dans Cochran (1977, chapitre 7) ou dans Thompson (1992, chapitre 8).
Dans le cadre de la foresterie, un exposé sur les estimateurs par régression se trouve dans
de Vries (1986) et dans Shiver et Borders (1996, chapitre 6) (le premier est plutôt théorique,
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le deuxième plutôt appliqué). La théorie des estimateurs par régression s’applique dans le
cas d’une relation linéaire entre la quantité à prédire (V¯ dans l’exemple ci-dessus) et une
variable auxiliaire (D2H dans l’exemple ci-dessus). En revanche cette théorie est moins bien
développée dans le cas de relations non-linéaires ou de régressions multiples; pourtant ces
cas de figure sont fréquents pour les tarifs de cubage.
La demi-amplitude de l’intervalle de confiance au seuil α (typiquement 5%) de V¯ est
égale à (Cochran, 1977, p.199; Thompson, 1992, p.83):
tn−2 σˆ
√√√√ 1
n
− 1
N
+ (D
2H −D2He)2∑n
i=1(D2iHi −D2He)2
(2.5)
On remarquera que le minimum de cette amplitude est zéro, qui est atteint lorsque tout le
peuplement est inclus dans l’échantillon (n = N , ce qui entraîne D2H = D2He). Comme
précédemment, le plan d’échantillonnage optimal est tel que D2He soit le plus proche pos-
sible de D2H, avec une variance empirique de D2H dans l’échantillon maximale.
Dans la dérivation de l’estimateur par régression, nous avons supposé que la taille D2H
est mesurée sur tous les arbres du peuplement pour aboutir à l’estimation du volume total
Vtot. En pratique, un protocole de mesure plus réaliste est le suivant: on mesure la taille
des arbres sur un échantillon de taille n′ < N ; on mesure à la fois la taille et le volume sur
un sous-échantillon de taille n < n′ de cet échantillon. La régression du volume par rapport
au diamètre (c’est-à-dire le tarif de cubage) est réalisée à partir du sous-échantillon; on en
déduit une estimation du volume de l’échantillon puis, par extrapolation, de l’ensemble du
peuplement. Cette stratégie d’échantillonnage est appelée double échantillonnage. Sa théorie
est exposée dans Cochran (1977, section 12.6) ou, de manière plus pragmatique, dans Shiver
et Borders (1996, chapitre 7). Son application à l’estimation de la biomasse des peuplements
a été développée par Cunia (1987b,c,d).
Enfin, les propriétés de l’estimateur par régression (2.4) sont connues dans la théorie
classique de l’échantillonnage, qui ne requiert pas l’hypothèse du modèle linéaire (2.1) mais
considère que la seule source de variabilité est l’échantillonnage. Dans le cas d’un plan
d’échantillonnage aléatoire simple et pour une taille d’échantillon n suffisamment grande,
la variance de V¯ est dans la théorie classique approximativement égale à (Cochran, 1977,
p.195; Shiver et Borders, 1996, p.181):
V̂ar(V¯ ) = 1− n/N
n(n− 2)

n∑
i=1
(Vi − V¯e)2 −
[∑n
i=1(Vi − V¯e)(D2iHi −D2He)
]2
∑n
i=1(D2iHi −D2He)2
 (2.6)
et la demi-amplitude de l’intervalle de confiance au seuil α (typiquement 5%) de V¯ est
approximativement égale à (Thompson, 1992, p.80; Shiver et Borders, 1996, p.185):
tn−2
√
V̂ar(V¯ )
Cette dernière expression est du reste considérée comme plus robuste que l’expression (2.5)
lorsque la réalité s’écarte du modèle de super-population (2.1) (Thompson, 1992, p.84).
En conclusion, cet exemple simple montre à la fois l’apport et les limites de l’échantillon-
nage pour planifier des tarifs de cubage: apport, parce que la théorie de l’échantillonnage
permet de planifier le nombre d’arbres minimal à mesurer pour atteindre une précision don-
née dans les prédictions et permet d’optimiser le plan d’échantillonnage; limites, parce que
le raisonnement suppose que la forme du tarif de cubage (et du modèle de super-population
sous-jacent) est connue à l’avance et que le tarif sera utilisé pour une application donnée.
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Aucun de ces deux pré-requis n’est vérifié en pratique. De plus, les calculs qui sont relati-
vement simples dans le cas du modèle linéaire que nous venons d’exposer deviennent vite
inextricables pour des modèles plus réalistes.
2.2 Échantillonnage pour la construction d’un tarif
Dans un premier temps, considérons le problème de la prédiction du volume ou de
la biomasse d’un arbre particulier à l’aide d’un tarif. Combien d’arbres faut-il mesurer
pour construire ce tarif (§ 2.2.1) ? Comment choisir ces arbres dans le peuplement ? Cette
deuxième question sous-entend: comment ventiler les arbres de l’échantillon en fonction des
variables d’entrée du tarif, à commencer par leur taille (§ 2.2.2) ? Comment, le cas échéant,
stratifier l’échantillon (§ 2.2.3) ? Vaut-il mieux sélectionner des individus de l’échantillon
de façon éparpillée dans la forêt, ou au contraire inventorier tous les arbres d’une parcelle
donnée (§ 2.2.4) ?
2.2.1 Nombre d’arbres
À cause des limites de la théorie de l’échantillonnage, le nombre d’arbres cubés ou pesés
(en d’autres termes, la taille d’échantillon) est généralement choisi de manière empirique,
à partir de règles issues de l’expérience. Un principe général est que, à précision égale, la
taille d’échantillon doit être d’autant plus élevée que le matériel est variable: des effectifs
moins élevés seront nécessaires pour une plantation de clones que pour une forêt tropicale
naturelle, pour une espèce donnée que pour un groupe d’espèces, ou pour une parcelle de
10 ha que pour une région naturelle. Dans certains cas, comme pour la biomasse racinaire,
c’est le coût de la mesure qui guide le choix de la taille d’échantillon plutôt que la précision
escomptée des prédictions: on choisira un nombre d’arbres qui génère une quantité de travail
acceptable pour la mesure. À titre indicatif, pour la construction d’un tarif de cubage, le
mémento du forestier (CTFT, 1989, p.256) recommande la mesure d’environ 100 arbres
« dans le cas d’un ou plusieurs peuplements de plantation récente sur une surface restreinte
(du type parcelles de recherche sylvicole) ». Pardé et Bouchon (1988, p.108), quant à eux,
recommandent les effectifs donnés dans le tableau 2.1, en fonction de surface de la zone sur
laquelle on veut utiliser le tarif. Des compilations de tarifs de cubage et de biomasse ont
été faites par Zianis et al. (2005) pour l’Europe et par Henry et al. (2011) pour l’Afrique
sub-saharienne. Les tailles d’échantillon reportées pour les tarifs listés dans ces revues de
la littérature permettent de se faire une idée de l’effort d’échantillonnage consenti. Chave
et al. (2004) ont montré qu’en utilisant 300 arbres pour construire un tarif de biomasse,
l’estimation de la biomasse d’un peuplement tropical humide (Barro Colorado Island au
Panama) qui en résultait avait un coefficient de variation d’à peine 3,1%. Ce coefficient de
variation passait au-dessus de 10% dès lors que le nombre d’arbres utilisés pour construire le
tarif de biomasse passait en-dessous de 50, avec une décroissance du coefficient de variation
approximativement proportionnelle à 1/
√
n (Chave et al., 2004, figure 3). Van Breugel et al.
(2011) ont trouvé le même type de décroissance de la précision d’estimation avec la taille
d’échantillon utilisé pour construire le tarif de biomasse, pour n compris entre 49 et 195
arbres.
Plus l’acquisition d’une observation est coûteuse en termes de temps et d’effort de me-
sure, plus le plan d’échantillonnage tend à être piloté par l’effort d’échantillonnage que l’on
est prêt à consentir plutôt que par la précision d’estimation escomptée. La biomasse épigée
d’un arbre étant plus difficile à mesurer que le volume de sa tige, les tarifs de biomasse
tendent ainsi à être construits à partir de moins d’observations que les tarifs de cubage.
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Table 2.1 – Nombre d’arbres à mesurer pour l’établissement d’un tarif de cubage en fonction
de la superficie sur laquelle on veut utiliser le tarif: recommandations de Pardé et Bouchon
(1988).
Zone n
Peuplement unique et homogène 30
Parcelle de 15 ha 100
Forêt de 1000 ha 400
Région naturelle 800
Aire de l’espèce 2000 à 3000
Certains tarifs de biomasse sont construits à partir d’une dizaine de mesures d’arbres seule-
ment (8 arbres pour Brown et al., 1995 au Brésil, 12 arbres pour Ebuy Alipade et al., 2011
en République Démocratique du Congo, 14 arbres pour Deans et al., 1996, 15 arbres pour
Russell, 1983 au Brésil). Les tarifs racinaires, qui nécessitent un effort de mesure encore
plus élevé, reposent bien souvent sur des tailles d’échantillon encore plus faibles. Les tarifs
construits sur des échantillons aussi petits sont le plus souvent peu fiable, et n’ont de toute
façon qu’une validité très locale. Cependant, ces petits jeux de données peuvent ensuite être
regroupés en jeux de données plus imposants, qui eux ont un intérêt pour l’ajustement de
tarifs (sous réserve que l’on sache contrôler par des covariables explicatives – âge, densité
du bois. . . – ou par des facteurs de stratification – espèce, type de formation végétale. . . – la
variabilité induite par la réunion des données).
2.2.2 Ventilation des arbres
La ventilation des arbres de l’échantillon en fonction de leur taille (et plus généralement,
en fonction des variables utilisées en entrée du tarif) peut en principe être optimisée. Dans
le cas d’une régression linéaire, par exemple, la demi-amplitude de l’intervalle de confiance
au seuil α de la pente de régression est (Saporta, 1990, p.367):
tn−2
σˆ
SX
√
n
où tn−2 est le quantile 1− α/2 d’une loi de Student à n− 2 degrés de liberté, σˆ est l’écart-
type empirique des résidus du modèle, n est la taille d’échantillon et SX est l’écart-type
empirique de la variable d’entrée X au sein de l’échantillon:
S2X =
1
n
n∑
i=1
(Xi − X¯)2 avec X¯ = 1
n
n∑
i=1
Xi
La précision de l’estimation de la pente est donc d’autant meilleure que SX est élevé ce qui, à
taille d’échantillon fixée, nous ramène à une ventilation des arbres semblable à celle montrée
dans la figure 2.2. On a déjà vu les limites de ce raisonnement: le plan d’échantillonnage
consistant à prendre des arbres aux deux extrémités du gradient de taille, s’il est optimal
lorsque l’hypothèse d’une relation linéaire est bien vérifiée, conduit à des estimations erronées
lorsque cette hypothèse n’est pas vérifiée (figure 2.3). On a donc en pratique intérêt à
échantillonner les arbres tout le long du gradient de taille de manière à s’assurer de la forme
de la relation entre leur volume (ou leur masse) et leur taille.
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La théorie des surfaces de réponse (Box et Draper, 1987; Goupy, 1999; Myers et Mont-
gomery, 2002) permet d’optimiser la ventilation des arbres en fonction de leur diamètre (et
plus généralement, en fonction des variables utilisées en entrée du tarif). Nous n’entrerons
pas ici dans les détails de cette théorie et nous contenterons de quelques principes généraux.
Le premier principe est d’étaler au maximum le gradient de taille des arbres de l’échantillon.
Si la variance du volume (ou de la masse) est constante quelle que soit la taille de l’arbre,
la règle est de mesurer autant d’arbres dans chaque classe de taille (Pardé et Bouchon, 1988,
p.108; CTFT, 1989, p.256). Prendre pour l’échantillon un nombre d’arbres par classe de
taille proportionnel aux effectifs dans le peuplement par classe de taille (en d’autres termes,
tirer les arbres au hasard) serait une erreur. Cependant la variance du volume est rarement
constante; généralement elle augmente avec la taille (hétéroscédasticité des résidus). Dans
ce cas, la règle est d’augmenter l’intensité d’échantillonnage des classes les plus variables, de
manière à assurer la meilleure précision. En théorie, l’idéal est de mesurer dans une classe
de taille donnée un effectif d’arbres proportionnel à l’écart-type du volume des arbres de
cette classe (CTFT, 1989, p.256). En pratique, lorsque la variable d’entrée est le diamètre,
une règle empirique consiste à prendre des effectifs d’arbres constants par classe de surface
terrière, ce qui assure une meilleure représentation des arbres de fort diamètre (CTFT, 1989,
p.256–257).
Le raisonnement s’étend à d’autres variables explicatives. Si la variable d’entrée du tarif
est D2H, on ventilera les arbres selon des classes de D2H. Pour les tarifs de biomasse pluri-
spécifiques, la densité du bois ρ est souvent utilisée comme une variable d’entrée du tarif
(avec la spécificité qu’elle intervient au niveau de l’espèce et non pas au niveau de l’arbre).
Pour un tarif pluri-spécifique utilisant le diamètre D et la densité du bois spécifique ρ
comme variable d’entrée, une ventilation adéquate des arbres de l’échantillon consisterait à
les répartir de manière uniforme par classe de diamètre et par classe de densité du bois.
2.2.3 Stratification
On a déjà vu, pour la ventilation des arbres dans les classes de taille, que tirer les arbres
au hasard, en donnant une probabilité d’inclusion égale à tous les arbres, constitue un plan
d’échantillonnage sous-optimal. La stratification vise de même à tenir compte d’informa-
tions exogènes pour définir des strates d’échantillonnage homogènes, de façon à améliorer
la précision des estimations. Le principe est, comme précédemment, d’augmenter l’intensité
d’échantillonnage des strates les plus variables (relativement aux autres strates). Pour re-
prendre l’exemple du paragraphe 2.1, la variance de l’estimateur par régression V¯ devient,
dans le cas d’un échantillonnage stratifié (Cochran, 1977, p.202):
V̂ar(V¯ ) =
∑
h
(
Nh
N
)2 1− nh/Nh
nh(nh − 2)
{
nh∑
i=1
(Vhi − V¯eh)2
−
[∑nh
i=1(Vhi − V¯eh)(D2hiHhi −D2Heh)
]2
∑nh
i=1(D2hiHhi −D2Heh)2
 (2.7)
où h désigne la strate, Nh est le nombre d’individus du peuplement appartenant à la strate
h, nh est le nombre d’individus de l’échantillon appartenant à la strate h, Vih est le volume
du ie individu de la strate h au sein de l’échantillon, V¯eh est la moyenne empirique du vo-
lume dans la strate h de l’échantillon, etc. Cette formule vient en remplacement de (2.6).
Illustrons le gain de précision apporté par la stratification à l’aide d’un petit exemple numé-
rique. Supposons pour simplifier qu’il y a deux strates, que chacune correspond à 50% du
peuplement (de sorte que N1/N = N2/N = 0,5), et que l’échantillonnage au sein de chaque
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strate est choisi de sorte que le second terme entre accolades de (2.7) soit négligeable. On
suppose de plus que n1  N1 et n2  N2. La variance de l’estimateur par régression est
alors approximativement proportionnelle à:
V̂ar(V¯ ) ∝ 1
n1 − 2
{
1
n1
n1∑
i=1
(V1i − V¯e1)2
}
+ 1
n2 − 2
{
1
n2
n2∑
i=1
(V2i − V¯e2)2
}
Les termes entre accolades représentent les variances du volume intra-strates. Supposons
que l’écart-type du volume soit de 4 m3 dans la première strate et de 2 m3 dans la seconde.
La taille totale de l’échantillon est fixée à n1 + n2 = 60 individus. Si on ne tient pas
compte de la stratification, c’est-à-dire si on tire le nombre d’arbres dans chaque strate
proportionnellement à la fréquence Nh/N de la strate dans le peuplement, alors on a dans
le cas de figure présent autant d’arbres dans chaque strate de l’échantillon: n1 = n2 = 30
individus. La variance de l’estimateur par régression est alors approximativement:
42
30− 2 +
22
30− 2 = 0,71 m
6
En revanche si on fixe le nombre d’arbres dans chaque strate proportionnellement à l’écart-
type du volume dans la strate, alors: n1 = 2n2, d’où n1 = 40 individus et n2 = 20 individus.
La variance de l’estimateur par régression est alors approximativement:
42
40− 2 +
22
20− 2 = 0,64 m
6
On voit ainsi que du point de vue de la variance de l’estimateur, 30 + 30 n’est pas égal
à 40 + 20. On pourra d’ailleurs vérifier que le minimum de la fonction qui à n1 associe
16/(n1 − 2) + 4/(58− n1) est obtenu pour n1 = 39,333.
Du point de vue de la théorie de l’échantillonnage, la stratification a pour but d’aug-
menter la précision de l’estimation en ajustant le plan d’échantillonnage à la variabilité au
sein de chaque strate. Mais du point de vue de la construction d’un tarif de cubage, la stra-
tification a un second objectif tout aussi important que le premier: vérifier que la relation
entre le volume (ou la biomasse) et la taille des arbres est la même au sein de chaque strate
et, le cas échéant, décliner le tarif en autant de relations que nécessaire. Ce second point
est implicite dans la formule (2.7) qui repose sur un ajustement d’une pente b différente (cf.
équation 2.2) au sein de chaque strate.
En résumé, la stratification vise à explorer la variabilité au sein de la zone d’étude afin
(i) de faire varier, le cas échéant, la forme du tarif en fonction des strates et (ii) d’adapter
le plan d’échantillonnage à la variabilité au sein des strates. Souvent, pour la construction
d’un tarif de cubage, le point (i) prédomine sur le point (ii), alors que c’est le contraire en
théorie de l’échantillonnage. La figure 2.4 illustre ces deux objectifs.
Facteurs de stratification
Tout facteur susceptible d’expliquer la variabilité au sein de la zone d’étude peut être
envisagé: âge du peuplement (surtout dans le cas de plantations), fertilité, station, traite-
ment sylvicole, variété ou espèce, altitude, profondeur de la nappe phréatique, etc. (Pardé
et Bouchon, 1988, p.106; CTFT, 1989, p.255). Les facteurs de stratification peuvent être
emboîtés: stratification selon la région morpho-pédologique, puis selon la fertilité au sein
de chaque région, puis selon l’âge au sein de chaque classe de fertilité, puis selon la densité
au sein de chaque classe d’âge. La « finesse » des facteurs de stratification doit également
être adapté au contexte. Les facteurs de stratification ne seront pas les mêmes selon que
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Figure 2.4 – Prédiction du volume en fonction de la taille pour deux strates (correspondant
aux points noirs et blancs): en haut à gauche, les deux strates correspondent à deux variances
des résidus (variance plus élevée pour les points blancs que pour les points noirs) mais la
relation est la même; en haut à droite, à la fois la variance et la relation varient entre les
strates; en bas, la situation est la même qu’en haut à droite mais la seconde strate a été
sous-échantillonnée, de sorte que l’on peut croire qu’on a affaire à la même relation dans les
deux strates.
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l’on raisonne à l’échelle globale comme Brown (1997), à l’échelle d’un paysage comme van
Breugel et al. (2011), ou à l’échelle d’une plantation de clones comme Saint-André et al.
(2005). Brown (1997) propose des tarifs toutes essences pour des zones climatiques (forêts
sèches, forêts humides). À l’autre extrême, sur une parcelle « eddy-correlation », avec pour
objectif de comparer les estimations de NEP, la stratification pourra se faire en fonction de
l’âge de la parcelle, de la saison et du « foot-print » de la tour à flux.
L’espèce comme facteur de stratification
Pour les formations naturelles renfermant plusieurs essences, l’essence peut également
être considérée comme un facteur de stratification. Il est habituel pour les formations pluri-
spécifiques de construire un tarif de cubage séparément pour chaque essence (ou du moins
les plus abondantes), puis de tenter des regroupements soit au niveau du genre, soit en
rassemblant toutes les essences (tarif « toutes essences »). En fusionnant les données, on
augmente la taille de l’échantillon, ce qui a un intérêt si cela compense l’augmentation de la
variabilité liée au mélange des différentes essences. Comparé à un modèle mono-spécifique,
l’utilisation d’un modèle pluri-spécifique revient à introduire un biais de prédiction, que l’on
peut voir comme de la variabilité inter-espèce. Van Breugel et al. (2011) ont ainsi quantifié
le biais de prédiction résultant de l’agrégation de plusieurs essences. Ainsi, fusionner les
données relatives à plusieurs espèces a un intérêt si le gain de variabilité intra-espèce apporté
par cette fusion compense la variabilité inter-espèce introduite. Il faut toutefois s’assurer que
(i) ce mélange a un sens et que (ii) les tailles d’échantillon relatives aux différentes essences
sont comparables (figure 2.4). Lorsque d’emblée on cherche à construire un tarif « toutes
essences » (ce qui est souvent le cas pour les tarifs de peuplement naturel), il faut prendre
garde à ce que le choix des individus qui feront partie de l’échantillon soit indépendant de
leur essence, de manière à ne pas biaiser le tarif en faveur d’une essence particulière.
Allocation entre strates
Une fois les strates identifiées, le plan d’échantillonnage y sera adapté selon des règles
empiriques. Si on a une estimation a priori de la variabilité du volume (pour un tarif
de cubage) ou de la biomasse (pour un tarif de biomasse) au sein de chaque strate, une
règle empirique est de prendre une intensité d’échantillonnage proportionnelle à l’écart-
type au sein de chaque strate; si on n’a pas d’estimation a priori de la variabilité, on
tâchera de prendre une intensité d’échantillonnage constante au sein de chaque strate (ce
qui ne correspond pas à un échantillonnage au hasard dès que les strates n’ont pas la même
fréquence dans le peuplement).
Tarif paramétré
L’information relative aux strates sera ensuite incorporée dans le tarif de cubage en
établissant un tarif différent pour chaque strate. On pourra tester si les tarifs calés pour
deux strates sont significativement différents et, le cas échéant, fusionner les deux jeux
de données pour construire un seul tarif. On pourra aussi élaborer un tarif paramétré à
partir de plusieurs tarifs relatifs à différentes strates suivant le principe du modèle mixte:
les paramètres du tarif deviennent eux-mêmes des fonctions des variables définissant les
strates. Ces différents points seront développés dans les paragraphes suivants consacrés à
la construction proprement dite des tarifs. À titre d’exemple, Ketterings et al. (2001) ont
développé des tarifs de biomasse individuels à une entrée de la forme puissance:
B = aDb
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où D est le diamètre des arbres et B leur biomasse, pour différents arbres de différentes
essences en différents sites de la province de Jambi à Sumatra, en Indonésie. Le facteur
site a ensuite été pris en compte dans le paramètre b qui a été écrit comme b = 2 + c, où
c est le paramètre de l’équation allométrique liant la hauteur au diamètre en chaque site:
H = kDc. Le facteur essence a quant à lui été pris en compte dans le paramètre a qui a été
écrit comme a = rρ, où ρ est la densité du bois de l’essence et r un paramètre constant.
Le tarif finalement obtenu, et valable pour toutes les essences en tous les sites, est un tarif
paramétré:
B = rρD2+c
2.2.4 Sélection des arbres
Une fois la composition de l’échantillon définie, il faut identifier les arbres à mesurer sur
le terrain. Dans la mesure où il s’agit de mesures lourdes et, en ce qui concerne la biomasse,
destructrices, le choix des arbres doit être fait soigneusement. Une stratégie qui a été adoptée
par certains pour la construction de tarifs de biomasse consiste à abattre tous les arbres
dans un périmètre donné (par exemple dans un demi-hectare). Cette stratégie a l’avantage
de faire d’une pierre deux coups, puisqu’elle fournit en même temps une estimation de la
biomasse du peuplement, et des observations individuelles pour la construction du tarif.
De façon pratique, l’espace qui est dégagé par l’abattage des premiers arbres facilite ensuite
l’abattage des suivants. Mais cette stratégie présente un inconvénient majeur: la distribution
des tailles des arbres dans le peuplement n’ayant que très peu de chance de coïncider avec
la ventilation souhaitée des arbres de l’échantillon par classe de taille, elle aboutira à une
distribution des tailles des arbres de l’échantillon qui n’est pas optimale. Il en sera de même
pour tout facteur structurant l’échantillon (classes de densité du bois, strates, etc.). De plus,
la perturbation du peuplement à cette échelle a parfois des conséquences inattendues. Djomo
et al. (2010) font ainsi état d’une parcelle ayant été envahie par des fourmis après l’abattage
des arbres, à tel point que les mesures de biomasse des arbres ont dû être abandonnées. Cette
stratégie de choix des arbres sera donc à éviter dans les zones infestées parWasmannia, genre
myrmicole dont les attaques sont redoutables.
Plutôt que de choisir tous les arbres au sein d’un périmètre donné, on préférera donc
sélectionner les tiges à mesurer pied par pied, en fonction des besoins identifiés pour consti-
tuer l’échantillon. Cette stratégie est peut-être plus longue à mettre en œuvre puisqu’elle
nécessite un repérage individuel des arbres. Compte-tenu des contraintes engendrées par la
mesure de la biomasse des arbres (cf. chapitre 3), on favorisera, parmi tous les arbres qui
satisfont les critères du plan d’échantillonnage, ceux qui sont le plus facilement accessibles.
2.3 Échantillonnage pour l’estimation d’un peuplement
Considérons à présent le problème de la prédiction du volume ou de la biomasse d’un
peuplement. De manière statistiquement rigoureuse, il faudrait considérer toute la chaîne de
propagation des erreurs telle que définie dans la figure 2.1 (Parresol, 1999). Cela débouche
sur des questions de double échantillonnage et d’estimateur par régression, telles que définies
dans le paragraphe 2.1.2. Cunia (1987b,c,d), Chave et al. (2004) et van Breugel et al. (2011)
sont de rares exemples où l’ensemble de la chaîne de propagation des erreurs a effectivement
été prise en compte, et où l’erreur d’estimation de la biomasse d’un peuplement a été reliée
à la taille de l’échantillon d’arbres utilisé pour construire le tarif de biomasse nécessaire à
cette estimation. Dans la pratique, on simplifie généralement le problème en considérant
le tarif comme exact et ne souffrant d’aucune erreur de prédiction. Cette approximation,
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qui revient à déconnecter l’échantillonnage du peuplement pour prédire son volume ou sa
biomasse de l’échantillonnage des arbres pour construire le tarif, ramène le premier a un
problème d’inventaire forestier classique.
Nous ne nous attarderons pas sur cette question de l’inventaire forestier, d’une part
parce qu’elle reste marginale par rapport à l’objectif central de ce manuel, et d’autre part
parce que des ouvrages entiers y ont déjà été consacrés (Loetsch et Haller, 1973; Lanly,
1981; de Vries, 1986; Schreuder et al., 1993; Shiver et Borders, 1996; West, 2009). Nous
présenterons cependant quelques développements relatifs à l’estimation de la biomasse d’un
peuplement.
2.3.1 Unité d’échantillonnage
Autant, pour la construction d’un tarif de biomasse, il convient de sélectionner les arbres
à inclure dans l’échantillon de manière individuelle, autant cette stratégie d’échantillonnage
est irréaliste quand il s’agit d’estimer la biomasse d’un peuplement. Dans ce cas, on va
plutôt opter pour la stratégie consistant à mesurer tous les arbres au sein d’un périmètre
donné, quitte à répéter ce périmètre pour étendre la taille de l’échantillon. Ce périmètre, ou
placette, devient alors l’unité d’échantillonnage. Soit n le nombre de placette inventoriée,
Ni le nombre d’arbres trouvés dans la ie placette (i = 1, . . . , n), et Bij la biomasse du
je arbre de la ie parcelle (j = 1, . . . , Ni), calculée à l’aide du tarif de biomasse et des
caractéristiques mesurées de l’arbre. Le nombre Ni est aléatoire mais, pour un arbre donné,
la prédiction de Bij est considérée comme déterministe. La biomasse de la ie placette est
alors: Bi =
∑Ni
j=1Bij .
Soit A la surface d’une placette d’échantillonnage et A la surface du peuplement. Dans
un modèle de super-population, la biomasse du peuplement est alors estimée par: (A/A) B¯,
où B¯ = (∑ni=1Bi)/n est la biomasse moyenne d’une placette. On considère généralement que
A et A sont connues de manière exacte. L’erreur d’estimation de la biomasse du peuplement
découle alors de celle de la biomasse moyenne B¯.
2.3.2 Relation entre le coefficient de variation et la taille des placettes
D’après le théorème central limite, l’intervalle de confiance au seuil α de l’espérance de
la biomasse d’une parcelle est approximativement (cette expression étant exacte lorsque la
biomasse suit une loi normale, ou dans la limite où le nombre de parcelles tend vers l’infini)
(Saporta, 1990, p.304):
B¯ ± tn−1 SB√
n− 1
où tn−1 est le quantile 1 − α/2 d’une loi de Student à n − 1 degrés de liberté, et SB est
l’écart-type empirique de la biomasse d’une parcelle:
S2B =
1
n− 1
n∑
i=1
(Bi − B¯)2
Par définition, la précision d’estimation E au seuil α est le ratio de la demi-amplitude de
l’intervalle de confiance au seuil α sur la biomasse moyenne:
E = tn−1
SB
B¯
√
n− 1 = tn−1
CVB√
n− 1 (2.8)
où CVB = SB/B¯ est le coefficient de variation de la biomasse. En arrondissant tn−1 à 2,
la taille d’échantillon n requise pour atteindre une précision d’estimation donnée de E est
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donc:
n '
(2CVB
E
)2
+ 1
Le coefficient de variation de la biomasse d’une parcelle de surface A est donc l’élément
essentiel pour construire le plan d’échantillonnage. De plus, la surface A des placettes n’étant
a priori pas connue, il faut en fait connaître la relation entre le coefficient de variation de
la biomasse et la surface A des placettes.
La dérivation exacte de la relation entre A et CVB nécessite de spécifier un modèle pour
la répartition spatiale des arbres. La théorie des processus ponctuels répond à ce besoin
(Cressie, 1993; Stoyan et Stoyan, 1994). Le calcul exact de la relation entre A et CVB dans
le cadre d’un processus ponctuel est faisable mais compliqué (Picard et al., 2004; Picard et
Bar-Hen, 2007). Le calcul exact permet de se rendre compte de deux choses:
1. la forme des placettes, bien qu’ayant un effet sur le coefficient de variation (ce qui
est connu empiriquement, cf. Johnson et Hixon, 1952; Bormann, 1953), a un effet
négligeable par rapport à la taille des parcelles;
2. la relation entre A et CVB peut être approchée par une relation puissance (Fair-
field Smith, 1938; Picard et Favier, 2011):
CVB = kA−c
En pratique, c’est cette relation puissance qui est le plus souvent spécifiée. Intuitivement,
la valeur c = 0,5 correspond à une répartition spatiale aléatoire de la biomasse au sein
du peuplement; une valeur 0 < c < 0,5 correspond à une répartition spatiale agrégée de la
biomasse; et une valeur c > 0,5 correspond à une répartition spatiale régulière de la biomasse
(CTFT, 1989, p.284). En utilisant les données de biomasse d’une parcelle de grande taille à
Paracou en Guyane française, Wagner et al. (2010) ont ainsi trouvé:
CVB = 557×A−0,430 (A en m2, CVB en %)
Selon l’interprétation précédente, cela correspond à une répartition spatiale légèrement
agrégée de la biomasse. En Amazonie brésilienne, Keller et al. (2001) ont trouvé la re-
lation suivante (ajustée aux données de leur figure 4 avec R2 = 0,993 sur les données
log-transformées):
CVB = 706×A−0,350 (A en m2, CVB en %)
La valeur plus faible (en valeur absolue) de l’exposant traduit une répartition spatiale de la
biomasse plus fortement agrégée qu’en Guyane. Une étude semblable a été menée par Chave
et al. (2003) en utilisant les données de la parcelle de 50 ha de Barro Colorado Island au
Panama. Chave et al. (2003) ont reporté dans leur tableau 5 les valeurs de l’amplitude de
l’intervalle de confiance à 95% non pas de l’espérance de la biomasse d’une parcelle, mais
de l’espérance de la biomasse par unité de surface. L’amplitude de l’intervalle de confiance
à 95% de l’espérance de la biomasse d’une parcelle correspond donc à l’amplitude reportée
par Chave et al. (2003) fois la surface de la placette, soit:
2tn−1
SB√
n− 1 = ∆×A
où ∆ est l’amplitude de l’intervalle de confiance à 95% reportée par Chave et al. (2003)
dans leur tableau 5. On en déduit:
CVB =
SB
B¯
= ∆A
√
n− 1
2tn−1B¯
= ∆
√
n− 1
2tn−1µ
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Table 2.2 – Coefficient de variation de la biomasse d’une parcelle en fonction de sa taille:
données complétées du tableau 5 de Chave et al. (2003) pour Barro Colorado Island au
Panama.
A n ∆ CVB
(m2) (Mgha−1) (%)
100 5000 17,4 114,5
200 2500 18,7 87,0
400 1250 20,0 65,7
1000 500 21,4 44,4
2500 200 20,1 26,2
5000 100 22,4 20,5
10000 50 23,5 14,9
où µ est la biomasse moyenne par unité de surface, égale à 274 Mgha−1 dans l’étude de
Chave et al. (2003). Le tableau 2.2 complète le tableau 5 de Chave et al. (2003) avec la
valeur de CVB ainsi calculée. Les valeurs de CVB données dans le tableau 2.2 s’ajustent
très bien (R2 = 0,998 sur les données log-transformées) à la relation puissance suivante en
fonction de la taille des placettes:
CVB = 942×A−0,450 (A en m2, CVB en %)
La variabilité de la biomasse (traduite par la valeur du coefficient multiplicateur k = 942)
est plus forte qu’à Paracou, mais la structuration spatiale de la biomasse (traduite par
l’exposant c = 0,45) est assez semblable à celle observée à Paracou par Wagner et al. (2010).
De plus, le fait que c s’approche de la valeur 0,5 traduit une faible agrégation spatiale de la
biomasse. Chave et al. (2003) soulignent d’ailleurs qu’il n’y a pas d’autocorrélation spatiale
significative de la biomasse (ce qui correspondrait à c = 0,5, ou à une valeur constante de
∆).
2.3.3 Choix de la taille des placettes
Le choix de la taille des placettes d’échantillonnage peut être fait de manière à optimiser
la précision d’estimation à effort d’échantillonnage donné (Bormann, 1953; Schreuder et al.,
1987; Hebert et al., 1988), ou de manière à minimiser l’effort d’échantillonnage à précision
d’estimation donnée (Zeide, 1980; Gambill et al., 1985; Cunia, 1987c,d). Ces deux points de
vue sont duaux l’un de l’autre et conduisent au même optimum. L’effort d’échantillonnage
peut être quantifié de manière simple par le taux d’échantillonnage n×A/A ou, de manière
plus réaliste, par un coût dont l’expression est plus complexe. Examinons ces deux options.
Taux d’échantillonnage fixe
À taux d’échantillonnage constant, la taille A et le nombre n de placettes d’échantillon-
nage sont liés par une relation inversement proportionnelle: n ∝ 1/A. Le choix de la taille
des placettes se ramène alors à la question suivante « vaut-il mieux installer peu de grandes
placettes ou beaucoup de petites placettes ? », ce que l’on appelle aussi le compromis SLOSS
(de l’anglais « single large or several small »; Lahti et Ranta, 1985). Si on reporte la relation
n ∝ 1/A dans (2.8) (et en considérant que tn−1/
√
n− 1 est peu différent de 2/√n):
E ∝ 2 CVB
√
A
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Si la répartition spatiale de la biomasse est aléatoire, CVB ∝ A−0,5 et donc la précision
d’estimation E est indépendante de la taille A des placettes. Si la répartition spatiale de
la biomasse est agrégée, CVB ∝ A−c avec c < 0,5 et donc E ∝ A0,5−c avec 0,5 − c > 0:
la précision d’estimation est d’autant meilleure (E petit) que la taille A des placettes est
petite. Dans ce cas, à taux d’échantillonnage fixe, il vaut mieux installer beaucoup de petites
parcelles que peu de grandes parcelles. C’est ce que l’on observe dans le tableau 2.2, où l’on
voit que la valeur de ∆ diminue lorsque A diminue (cette diminution reste légère car c est
proche de 0,5). Si la répartition spatiale de la biomasse est régulière, CVB ∝ A−c avec
c > 0,5 et donc E ∝ A0,5−c avec 0,5− c < 0: la précision d’estimation est d’autant meilleure
(E petit) que la taille A des placettes est grande. Dans ce cas, à taux d’échantillonnage fixe,
il vaut mieux installer peu de grandes parcelles que beaucoup de petites parcelles.
Les grandeurs mesurées en biologie ont le plus souvent une répartition spatiale agrégée
(c < 0,5), parfois aléatoire (c = 0,5), rarement régulière (c > 0,5) (Fairfield Smith, 1938). En
d’autres termes, le compromis SLOSS sera le plus souvent résolu au profit d’une multitude
de petites parcelles. Si on pousse le raisonnement jusqu’au bout, on voit que la précision
d’estimation sera optimale (E minimal) pour A = 0, c’est-à-dire en mettant en place une
infinité de parcelles de taille nulle ! On voit là les limites de ce raisonnement. Quand on quan-
tifie l’effort d’échantillonnage par le taux d’échantillonnage nA/A, on suppose implicitement
que le coût d’échantillonnage, c’est-à-dire le temps ou l’argent nécessaire à l’échantillonnage,
est proportionnel à nA. Cela revient à ne considérer qu’un coût surfacique, c’est-à-dire un
coût d’échantillonnage qui est proportionnel à la surface inventoriée.
Coût d’échantillonnage
En réalité, le coût surfacique n’est qu’une composante du coût d’échantillonnage. L’in-
ventaire proprement dit des placettes d’échantillonnage, dont la durée est effectivement
proportionnelle à la surface inventoriée, n’est pas la seule tâche qui prend du temps. Dé-
limiter les placettes d’échantillonnage prend aussi du temps. Or la durée de délimitation
des placettes est proportionnelle à leur périmètre cumulé: il s’agit donc d’un coût linéaire.
Circuler d’une placette à l’autre prend aussi du temps. Il est plus réaliste de mesurer l’effort
d’échantillonnage par un coût qui prend en compte toutes ces tâches, plutôt que simplement
par le taux d’échantillonnage. Si on mesure ce coût en terme de temps et si les placettes
d’échantillonnage ont une forme carré, le coût d’échantillonnage sera par exemple (Zeide,
1980; Gambill et al., 1985):
C = α nA+ β × 4n
√
A+ γ d(n,A)
où α est le temps d’inventaire par unité de surface, β est le temps de délimitation par unité de
longueur (4
√
A représente le périmètre d’une parcelle carré de surface A), γ est la vitesse de
déplacement, et d(n,A) est la longueur du chemin reliant les n placettes d’échantillonnage.
On peut compléter l’expression du coût d’échantillonnage pour tenir compte d’autres tâches.
Le raisonnement suivi dans le paragraphe précédent revenait à poser β = γ = 0. Avec β > 0
et γ > 0, la solution du compromis SLOSS ne sera plus A = 0 dans le cas d’une répartition
spatiale agrégée de la biomasse (c < 0,5).
Autres contraintes
Limiter la question de l’échantillonnage de la biomasse d’un peuplement à une question
de précision d’estimation reste cependant trop restrictif. Souvent, la question ne se limite
pas à l’estimation de la biomasse du peuplement, mais des objectifs multiples sont poursuivis
simultanément. Par exemple, il s’agira d’estimer non seulement la biomasse du peuplement,
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mais aussi ses variations dans le temps. Compte des processus de mortalité à prendre en
compte dans ce cas, les surfaces à inventorier peuvent alors être bien supérieures (Chave
et al., 2003, 2004; Rutishauser et al., 2010; Wagner et al., 2010). Ou alors, il s’agira d’estimer
la biomasse sur des placettes de manière à caler une relation avec des indices issus d’images
satellite, de manière à extrapoler l’estimation de la biomasse à l’échelle d’un paysage. Dans
ce cas, la surface des placettes d’échantillonnage est aussi contrainte par la résolution des
images satellite et par la surface minimale nécessaire pour calculer les indices satellitaires.
De plus, le type de plan d’échantillonnage implicitement considéré ici, à savoir un plan
aléatoire simple à l’aide de placettes de taille fixe, est rarement le plus efficient (i.e. avec
la meilleure précision d’estimation à coût d’échantillon donné). À l’échelle d’un paysage
comportant différents types forestiers, d’autres stratégies d’échantillonnage peuvent s’avérer
plus efficientes (Whraton et Cunia, 1987; van Breugel et al., 2011). Comparé à un plan
aléatoire simple de même taille d’échantillon, un plan d’échantillonnage stratifié induirait
un coût d’échantillonnage supplémentaire (car la stratification a un coût) mais fournirait
une meilleure précision d’estimation; un plan par grappes induirait un coût moindre (car
moins de déplacements à effectuer) mais fournirait une moins bonne précision d’estimation.
Les techniques d’inventaire spécifiques à la foresterie telles que l’inventaire par distances
(Magnussen et al., 2008a,b; Picard et Bar-Hen, 2007; Picard et al., 2005) ou l’inventaire au
relascope de Bitterlich (Schreuder et al., 1993; West, 2009), qui ont en commun de reposer
sur des placettes de taille variable, peuvent aussi être des alternatives plus efficientes aux
approches par placettes de taille fixe.
3
Terrain
L’étape de terrain est la plus cruciale car elle peut générer des erreurs de mesure qui
ne peuvent pas être corrigées. Cette phase doit être régie par trois principes clés: (i) il est
préférable de tout peser sur le terrain, plutôt que de calculer un volume et de le multiplier
ensuite par une mesure de densité (cf. chapitre 1, et les variations de forme des tiges et de
densité du bois dans les arbres); (ii) dès lors qu’il y a prélèvement d’une aliquote, il faut
peser le total puis l’aliquote de façon à garantir le suivi de la perte d’humidité; enfin (iii) une
campagne de biomasse étant très lourde à réaliser et très chère, d’autres mesures peuvent
être réalisées en même temps pour éviter de revenir ensuite sur le terrain (profil des tiges,
échantillonnage pour la minéralomasse par exemple).
La sélection des arbres à mesurer sur le terrain (voir chapitre 2), qu’elle soit par indi-
vidu ou exhaustive sur une surface donnée, nécessite un marquage des arbres à la peinture,
une mesure de circonférence si possible à 1,30 m (en effectuant un cercle de peinture à
cette hauteur) et une mesure de hauteur. Celles-ci permettent d’une part de vérifier que
l’arbre sélectionné correspond bien au plan d’échantillonnage choisi (cas d’une sélection par
individu) et d’autre part de donner des mesures de contrôle une fois l’arbre abattu. Il est
pratique également de prendre une photo de l’individu sélectionné et d’en faire un schéma
synthétique sur la fiche terrain. Cela facilite l’interprétation des données et la vérification
des résultats obtenus. En général, les arbres trop particuliers (cime cassée, tige noueuse
ou sinueuse) ne sont pas sélectionnés sauf si ces tiges représentent une proportion signifi-
cative du peuplement ou si l’objectif est de quantifier un accident (exemple: bris de cime
suite à un gel). De même, les arbres situés dans un environnement non représentatif sont à
exclure (lisière de forêt, clairière, forêt dégradée, etc.). En effet, leur architecture est sou-
vent différente des autres arbres du peuplement. Enfin, il n’est pas rare que les contraintes
de terrain (pente, accès, peuplement non conforme à la strate, etc.) remettent en cause
l’échantillonnage initial.
La base générale des mesures de biomasse, et a fortiori de minéralomasse, réside dans une
règle de trois entre la biomasse fraîche mesurée sur le terrain, la biomasse fraîche de l’aliquote
et la biomasse sèche de l’aliquote. Comme les différents organes d’un arbre n’ont pas le même
taux d’humidité ou la même densité, il est préférable de procéder par compartimentation
des arbres pour prendre en compte les variations de densité et d’humidité dans l’arbre (et
de concentration en éléments minéraux pour la minéralomasse). L’estimation de la biomasse
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sera d’autant plus précise que la stratification sera fine mais cela demande plus de travail.
Un compromis est à trouver entre la précision de la mesure et la rapidité du travail sur le
terrain. Traditionnellement, les compartiments sont ainsi définis: le tronc en distinguant le
bois de l’écorce et qu’il convient de billonner pour bien prendre en compte les variations
de densité et d’humidité en fonction du diamètre des sections; les branches généralement
échantillonnées par classes de diamètre en distinguant ou non le bois de l’écorce; les plus
petits rameaux incluent généralement les bourgeons; les feuilles; les fruits; les fleurs; et enfin
les racines par classes de diamètre. Un exemple d’une telle compartimentation est donné
dans la figure 3.1 pour le hêtre.

Feuilles: pesée totale et prélèvement d’un
échantillon pour le taux d’humidité
Branches (découpes ∅ ≥ 20 cm; 20 cm > ∅ ≥ 7 cm; 7 cm
> ∅ ≥ 4 cm; 4 cm > ∅): pesées et prélèvement d’un
échantillon par découpe pour le taux d’humidité
Tronc (bois et écorce): pesée des billons et prélèvement d’une
rondelle tous les 2 m pour le taux d’humidité et la proportion
entre le bois et l’écorce
Racines (découpes ∅ ≥ 10 mm; 10 mm > ∅ ≥ 2 mm;
2 mm > ∅): pesées et prélèvement d’un échantillon par
découpe pour le taux d’humidité
Figure 3.1 – Exemple de compartimentation des arbres pour une campagne de biomasse
et de minéralomasse sur le hêtre en France.
Il est possible de profiter de chantiers d’abattage existants pour prélever les arbres né-
cessaires à l’établissement du tarif. En effet, l’accès et les prélèvements d’arbres sont souvent
réglementés en forêt et l’exploitation sylvicole fournit un des seuls moyens d’avoir accès aux
arbres recherchés. Cependant, cette méthode risque d’induire un biais dans la sélection des
arbres puisque les essences abattues seront principalement commerciales. Les autres essences
ne sont abattues que si elles gênent le prélèvement d’un arbre sélectionné par la compagnie
forestière ou si elles sont présentes sur les chemins de débardage ou les zones de stockage.
De plus, les arbres abattus pour motif commercial ne peuvent pas nécessairement être tron-
çonnés en billons de taille raisonnable pour pouvoir être pesés sur le terrain. Cela dépend
de la capacité des pesons qui sont disponibles et de la longueur des billons. Ces contraintes
impliquent alors une sélection attentive des individus et de combiner deux méthodes: (1)
pesées intégrales des sections non-commerciales des arbres, notamment les branches; (2)
mesures de volume et de densité du bois pour le tronc.
Il n’existe donc pas de méthode de terrain standardisée car chacun devra s’adapter en
fonction des situations. Par contre, il est possible de donner dans le cadre de ce manuel
trois cas typiques qui donnent les bases pour mener ensuite n’importe quelle campagne de
terrain. Le premier concerne des forêts régulières (issues de régénération ou plantées), le
second une forêt sèche et le troisième une forêt tropicale humide. Dans le premier cas, tous
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les compartiments sont pesés directement sur le terrain. Dans le second cas, les arbres ne
peuvent pas être abattus et les mesures sont semi-destructives. Le troisième cas concerne
des arbres de dimensions trop grandes pour une pesée intégrale sur le terrain. L’obtention
d’une mesure résulte de trois phases qui sont décrites ci-après: le terrain, le laboratoire et le
calcul sur ordinateur. Le terrain et les calculs étant spécifiques à chaque méthode, ils sont
présentés pour chacun des cas. Les procédures de laboratoire sont généralement les mêmes.
3.1 Pesées directes sur le terrain de tous les compartiments
Le premier cas que nous envisageons est le plus fréquent. Il s’agit de peser directement
sur le terrain tous les compartiments. Le mode opératoire proposé est le résultat de plu-
sieurs campagnes de terrain effectuées aussi bien dans des peuplements en climat tempéré
que tropical. Nous l’illustrons par des exemples pris dans différents peuplements réguliers:
plantations d’eucalyptus au Congo (Saint-André et al., 2005), d’hévéa en Thaïlande, fu-
taies de hêtre et chêne en France (Genet et al., 2011). Un exemple de réalisation de cette
méthodologie, avec un complément de mesures sur le défilement des grosses branches et le
prélèvement d’échantillons pour la minéralomasse est donné par Rivoire et al. (2009).
3.1.1 Sur le terrain
Le chantier est une étape complexe dont l’organisation doit être fluide pour que toutes
les équipes puissent travailler sans temps mort (voir le détail de ces équipes en 3.6). Il est
préparé en amont par le responsable du chantier qui a présélectionné les arbres et les a
localisés sur le terrain. Il s’ensuit un travail au laboratoire pour (i) préparer le matériel
nécessaire (voir le détail en 3.5), (ii) préparer les feuilles de saisie (pesée des différents
compartiments, mesures connexes), (iii) préparer les sacs qui vont accueillir les différentes
aliquotes prélevées sur les arbres (voir figure 3.1), (iv) expliquer aux différents intervenants
comment le chantier est organisé pour que tous trouvent leur poste sur le terrain. La figure
3.2 propose une organisation efficace dans différentes campagnes de biomasse, avec sept
postes qui fonctionnent en même temps.
Compte tenu du fait que le temps d’ébranchage est le plus long, il est utile de commencer
le chantier par un arbre de grande taille (photo 3.3). Le responsable de chantier accompagne
les bûcherons et dépose au pied de l’arbre les sacs destinés à recueillir les échantillons
(poste 1). La dimension des sacs doit être adaptée en fonction de la taille des échantillons
à prélever. Ils doivent systématiquement porter la référence du compartiment, de l’arbre
et de la parcelle. Après abattage, la première équipe à intervenir est celle qui mesure les
profils de tiges (poste 2). Lorsque celle-ci a terminé, elle va sur le second arbre, abattu
entre-temps par les bûcherons, tandis que les équipes d’ébrancheurs commencent le travail
sur le premier arbre (poste 3). Il faut compter environ une demi-journée pour un arbre de
12 tonnes (environ 90–100 cm de diamètre). Lorsque les ébrancheurs terminent le premier
arbre, les bûcherons ont eu le temps d’abattre suffisamment d’arbres en avance pour que
l’équipe des profils ait suffisamment d’arbre à mesurer toute la journée. Les bûcherons
peuvent ensuite revenir sur le premier arbre pour le billonner et prélever les rondelles (poste
4). Une fois le billonnage et le prélèvement des rondelles réalisés sur ce premier arbre, les
bûcherons partent sur le second arbre qui a été ébranché entre-temps. Sur le premier arbre,
les pesées des feuilles, des billons et des fagots de branches sont effectués (poste 5) tandis
que le responsable de chantier prélève les échantillons de feuilles et de branches (poste
6). L’ensemble des échantillons, dont les rondelles, est apporté dans la zone de pesée des
échantillons (poste 7). Lorsque l’équipe des profils de tiges a terminé tous les arbres du jour,
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Poste 5
Poste 6
Poste 7
Poste 1
Poste2
Poste 3
Poste 4




Figure 3.2 – Organisation d’un chantier de biomasse avec 7 postes. Poste 1, préparation du
terrain et abattage des arbres (photo: L. Saint-André); poste 2, mesure sur arbres abattus:
profils de tige, position des billons (photo: M. Rivoire); poste 3, effeuillage et ébranchage
(photo: R. D’Annunzio et M. Rivoire); poste 4, billonnage et étiquetage des rondelles (photo:
C. Nys); poste 5, pesée des billons et des fagots (photo: J.-F. Picard); poste 6, échantillon-
nage des branches (photo: M. Rivoire); poste 7, zone de pesées des échantillons (photo: M.
Rivoire).
3.1 Pesées directes sur le terrain 57
elle intervient sur cette zone pour clore les pesées.
Photo 3.3 – Campagne de mesure dans un taillis sous futaie en France. À gauche, arrivée
sur le chantier et déploiement du matériel (photo: M. Rivoire); à droite, abattage du premier
arbre (photo: L. Saint-André).
Ce schéma chronologique est valable lorsque les conditions climatiques sont tempérées.
Sous climat tropical, il n’est pas possible d’attendre la fin de la journée pour effectuer la
pesée des échantillons. Aussi, la mesure des échantillons doit se faire en même temps que les
billons et les fagots. Si cette pesée n’est pas possible in situ, il faut la faire au laboratoire
mais après transport des échantillons dans une boîte hermétique pour limiter au maximum
l’évaporation de l’eau contenue dans les échantillons. Ceci doit être fait en dernier recours
et il est plus fiable de faire toutes les pesées sur le terrain.
L’abattage (poste 1)
Le bûcheron prépare l’arbre sélectionné pendant que les techniciens abattent les petites
tiges qui peuvent gêner la chute de l’arbre et dégagent les lieux avant abattage. On peut
envisager d’étendre une bâche au sol pour ne pas perdre les feuilles lors de l’abattage (photo
3.4). La chute de l’arbre pouvant entraîner d’autres houppiers, les techniciens séparent les
branches appartenant à l’arbre sélectionné des branches des autres arbres.
Les mesures sur l’arbre (poste 2)
Les profils de tige sont ensuite mesurés (photo 3.5). Le tronçonnage n’étant jamais
effectué au niveau du sol, il est indispensable de marquer la hauteur à 1,30 m avec de
la peinture sur le tronc avant abattage et de positionner le mètre ruban en mettant la
graduation de 1,30 m du ruban sur la marque de peinture une fois l’arbre abattu. Cela
permet d’éviter l’introduction d’un biais dans la localisation des sections (le décalage qui
est induit par la hauteur d’abattage). Les circonférences sont en général mesurées tous les
mètres ou, plus utile pour construire des modèles de profils de tiges, par pourcentage de la
hauteur totale. Cette méthode est toutefois beaucoup plus difficile à réaliser sur le terrain.
Lorsque la mesure de circonférence n’est pas possible car le tronc repose complètement
sur le sol, il faut effectuer cette mesure au compas forestier avec la prise de deux diamètres
perpendiculairement l’un à l’autre. Lors de ce passage le long du tronc, les découpes fixées en
accord avec l’organisme en charge des forêts (ou celui qui a acheté les bois) sont matérialisées
sur le tronc avec de la peinture ou une griffe forestière.
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Photo 3.4 – Campagne de biomasse au Congo dans une plantation d’eucalyptus. À gauche,
effeuillage d’un arbre sur une bâche (photo: R. D’Annunzio). À droite, fin du chantier pour
un arbre avec sur la zone de pesée les sacs contenant les feuilles, les billons, les fagots de
branches (photo: L. Saint-André).
Dans le cas d’arbres rectilignes avec une tige principale clairement identifiée, il n’est
pas nécessaire de choisir l’axe principal. Par contre, dans le cas de tiges très sinueuses ou
branchues (houppier des arbres feuillus), il est nécessaire de bien identifier l’axe principal.
Celui-ci peut être différencié par un trait de peinture par exemple. L’axe principal se dif-
férencie des autres de par son diamètre plus important à chaque division du tronc. Tous
les axes branchés sur la tige principale sont considérés comme des branches. Dans le cas
des arbres multicaules, il est possible d’inclure chaque brin dans la tige principale (photo
3.6), ou alors de considérer chaque brin comme un individu et il faudra alors tracer l’axe
principal sur chacun d’entre eux.
Photo 3.5 – À gauche, campagne de biomasse au Ghana dans une futaie de teck: mesure
de branchaison (photo: S. Adu-Bredu). À droite, campagne de biomasse en France dans un
taillis sous futaie: mesure de profils de tiges (photo: M. Rivoire).
La longueur du tronc ainsi que la position de la première branche vivante et des grosses
fourches sont ensuite déterminées. Une mesure de la hauteur peut être faite pour différentes
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Photo 3.6 – Campagne de biomasse dans des plantations d’hévéa en Thaïlande. À gauche,
cas d’un arbre abattu multicaule (3 tiges sur la même souche): ébranchage et effeuillage. À
droite, mélange des feuilles avant de prendre une aliquote (photos: L. Saint-André).
découpes, par exemple: hauteur du fin bout < 1 cm, hauteur au diamètre de découpe
4 cm, et hauteur au diamètre de découpe 7 cm. Les mesures effectuées sur l’arbre abattu
peuvent être ensuite confrontées aux mesures effectuées pendant l’inventaire forestier sur
les arbres sur pied. Ceci permet de vérifier la cohérence des jeux de données et de corriger
éventuellement des données aberrantes tout en sachant que des différences peuvent exister du
fait de l’imprécision de la mesure de hauteur avant abattage (en général 1 m), ou inversement
de la sinuosité de la tige ou des casses lors des mesures de longueur après abattage.
La découpe (postes 3 et 4)
L’idéal est de pouvoir tronçonner l’arbre en billons de 2 m de long pour pouvoir tenir
compte des variations de densité du bois et d’humidité dans la tige. Une fois l’arbre pré-
paré, les branches sont séparées du tronc (ainsi que les feuilles si nécessaire). Les branches
sont ensuite redécoupées pour faire des fagots par classes de diamètre fin bout. Dans le
cas d’un peuplement feuillu tempéré les découpes pratiquées sont en général par classe de
diamètre > 20 cm, 20–7 cm, 7–4 cm, < 4 cm. Dans le cas de l’eucalyptus au Congo, les
branches ont été divisées en deux groupes: < 2 cm et > 2 cm. Les fagots sont réalisés avec
des cadres en fer et deux ficelles solides (voir partie 3.5 et photo 3.14). Lorsque les branches
sont feuillues, il convient de séparer les feuilles des brindilles. Pour cela, il est nécessaire
d’utiliser des bâches pour ne pas perdre de feuilles. Si les feuilles ne se détachent pas bien
des axes ligneux (exemple: chêne vert ou résineux), il convient alors d’adopter une stratégie
de sous-échantillonnage (voir l’exemple suivant au Cameroun). Les feuilles sont mises dans
des grands sacs en plastique pour leur pesée. L’ébranchage et l’effeuillage sont des activités
longues et les capacités humaines adéquates (nombre d’équipes suffisant) doivent être al-
louées pour ne pas ralentir le travail des bûcherons. Pour les branches maîtresses d’un arbre
qui sont souvent de très gros diamètre (> 20 cm), il convient de procéder comme pour le
tronc par billonnage et prélèvement de rondelles.
Le billonnage est réalisé lorsque les branches ont été séparées de la tige principale. Une
rondelle d’environ 3–5 cm d’épaisseur est prélevée au niveau de la souche, puis tous les x
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mètres (photo 3.7). La longueur x des billons est dépendante de la dimension de l’arbre
et des dispositions prises avec l’organisme en charge des forêts ou l’exploitant forestier. Ce
travail de terrain étant fastidieux et long, il faut absolument en profiter pour réaliser des
prélèvements multiples (par exemple prélever une rondelle supplémentaire pour des mesures
plus détaillées de densité du bois ou de minéralomasse — voir par exemple Saint-André
et al., 2002b, pour les concentrations en éléments minéraux dans les tiges d’eucalyptus). Il
est important d’indiquer la position de chaque rondelle prélevée. Les rondelles doivent être
pesées in situ le jour même du traitement de l’arbre afin de minimiser les pertes d’humidité
(cela nécessite une équipe de deux personnes — en général c’est l’équipe du profil de tige
qui réalise cette tâche en interrompant son travail un peu plus tôt pour réaliser les pesées
des rondelles, voir figure 3.2).
Pesée des billons et des fagots (poste 5)
Les pesées des billons et des fagots sont réalisées sur le terrain (photo 3.7) et dans le
même intervalle de temps afin de s’assurer que les mesures pour un arbre donné ont été
réalisées au même taux d’humidité. Il est très pratique d’effectuer ces pesées à l’aide d’un
montage pesons-pelleteuse. Les fagots sont accrochés aux pesons et la masse fraîche est
mesurée. Les ficelles et la bâche des fagots sont récupérées pour leur réutilisation.
Photo 3.7 – Campagne de biomasse dans une chênaie. À gauche les rondelles prélevées
pour un arbre et positionnées dans leur big-bag avant transport vers la zone de pesée des
échantillons; au milieu zone de pesée des échantillons; à droite mise en œuvre de la pelleteuse
pour la pesée des billons (photos: C. Nys).
Prélèvement des aliquotes (postes 6 et 7)
Lorsque les fagots sont mesurés, des aliquotes pour chaque fagot sont prélevées pour
estimer le taux d’humidité des branches. Il est préférable de prélever des échantillons de
différents diamètres dans différentes branches de façon à être représentatifs de l’architecture
d’une branche type. En effet, le prélèvement dans une seule branche peut conduire à des biais
si elle était plus humide ou plus sèche que les autres. Les branches sont différentiées en quatre
groupes en fonction de leur diamètre (classe 1: 0 < ∅ ≤ 4 cm, classe 2: 4 < ∅ ≤ 7 cm, classe
3: 7 < ∅ ≤ 20 cm , et classe 4: ∅ > 20 cm). Pour les branches de classe 1, des échantillons
d’environ 10 cm de long sont prélevés. Pour les autres classes, le principe est similaire mais
leur diamètre étant plus élevé, des rondelles sont prélevées au lieu des morceaux de 10 cm
de long. Environ 9, 6 et 3 rondelles sont prélevées pour les classes 2, 3 et 4. Ces chiffres sont
indicatifs mais résultent d’une synthèse des différentes campagnes effectuées dans différents
écosystèmes. Les aliquotes sont mises dans des sacs en papiers préparés à cet effet (et qui
avaient été déposés au préalable au pied de l’arbre, voir la première étape). Puis, les sacs
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en papiers sont disposés dans un sac en plastique pour un arbre donné afin d’assurer que
les échantillons ne sont pas mélangés entre arbres.
Afin d’éviter le biais d’échantillonnage, il est important que ce soit toujours la même
personne qui échantillonne et qu’elle le fasse de façon systématique et représentative de la
variabilité dans chaque classe de taille de branches. Afin de minimiser le biais lié à la mesure
du taux d’humidité, les échantillons seront apportés sur l’aire de pesage (même endroit que
les rondelles) et pesés dans leur sac en papier avant leur traitement au laboratoire. Si la
pesée des échantillons n’est pas possible sur le terrain (ce qui n’est pas recommandé), il
s’agira de limiter au maximum les pertes d’humidité et donc l’usage d’une glacière est très
fortement recommandé. Pour le prélèvement des feuilles, il conviendra de bien mélanger les
échantillons, puis de piocher aléatoirement au milieu du tas ainsi constitué. Il est recom-
mandé de réaliser cette opération mélange-prélèvement cinq ou six fois pour chaque arbre
(photo 3.6). Les échantillons pour chaque arbre sont mis dans le même sac (la quantité est
à adapter selon la taille des feuilles et de leur hétérogénéité, notamment la proportion de
feuilles vertes et de feuilles sénescentes — en général, un sac plastique classique convient
très bien).
3.1.2 Au laboratoire
Si les rondelles de tronc ne peuvent pas être mesurées immédiatement, elles devront être
stockées à l’air libre et placées sur des tasseaux afin de laisser circuler l’air entre elles (risque
de moisissure). Elles peuvent sécher librement dès lors que la pesée de la biomasse fraîche a
été réalisée sur le terrain. Par contre, si la pesée n’a pas pu se faire sur le terrain, il convient
de les peser tout de suite en arrivant.
Pour les aliquotes pesées dans un sac sur le terrain, il sera nécessaire de réaliser une tare
avec un sac vide (si possible mesure de chaque sac, ou s’il est trop détérioré, prendre un
lot de 10 à 20 sacs et appliquer un poids moyen correctif). Cette mesure est à soustraire
des valeurs mesurées sur le terrain. En cas de remplacement du sac pour faire sécher les
aliquotes, il est indispensable de reporter toutes les informations nécessaires.
Le passage à l’étuve se fera à 70◦C pour les feuilles, les fleurs, les fruits ou 65◦C si des
analyses chimiques doivent suivre sur les aliquotes. Pour des opérations de biomasse et pour
le bois seulement, la température sera de 105◦C. Pour toutes les catégories d’échantillons,
un minimum de trois témoins seront pesés tous les jours jusqu’à stabilisation du poids. Cela
évite de sortir tous les échantillons à chaque contrôle journalier. La stabilisation prend en
général deux jours pour les feuilles et environ une semaine pour les éléments ligneux en
fonction des la taille des échantillons.
La figure 3.3 représente le mode opératoire à adopter pour la mesure des échantillons.
Les mesures en laboratoire débutent par la mesure de la masse des échantillons humides avec
leur sac (mesure de contrôle par rapport à la pesée de terrain). Dans le cas des rondelles de
bois, si elles sont trop grosses, il est possible de sous-échantillonner. Il est alors impératif
de repeser la rondelle complète, puis le morceau échantillonné. La perte d’humidité entre le
terrain et la mesure de la rondelle en laboratoire sera ajoutée à celle mesurée au laboratoire
après le passage à l’étuve du morceau échantillonné. Si l’intervalle de temps entre la phase
de terrain et la phase au laboratoire est important, le fait d’oublier cette étape du protocole
peut générer des erreurs très fortes — jusqu’à 60–70% — sur la biomasse sèche. L’écorçage
est en général réalisé à l’aide d’un couteau à écorcer ou d’un ciseau à bois (photo 3.8) —
le fait de passer les rondelles au congélateur lorsqu’elles sont encore humides peut parfois
faciliter cette opération (par exemple sur le chêne). Les échantillons d’écorce et de bois sont
ensuite mesurés et les échantillons sont séchés dans l’étuve (éviter la multiplication des sacs
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Cas 2: rondelles de bois
Pesée séparée de la masse sèche du bois et écorce
Prélevement d’un échantillon
Pesée d’un sous-échantillon
Séparation bois et écorce
Pesée séparée de la masse humide du bois et écorce
Séchage à l’étuve
2
3
4
5
6
7
1 Pesée de la rondelle entièreEchantillons positionnés dans un sac en papier
Cas 1: petits échantillons
Pesée de l’ensemble
Séchage à l’étuve
Pesée de l’échantillon humide et du sac en 
papier, ensemble
1
2
3
4
5 Pesée des échantillons et du sac
Cas 1: petits échantillons
1 2 3 4 5
Cas 2: rondelles de bois
1 2 3 4 5 6 7
Figure 3.3 – Mode opératoire pour les pesées des échantillons lorsqu’ils arrivent au labo-
ratoire.
dans l’étuve).
3.1.3 Les calculs
Calcul de la biomasse du tronc
Pour chaque billon i, la mesure de la circonférence aux deux extrémités a été faite: la
circonférence C1i au fin bout est la circonférence de la rondelle qui a été prélevée au fin bout
et la circonférence C2i au gros bout est la circonférence de la rondelle qui a été prélevée au
gros bout. Ceci permet de calculer le volume du billon frais selon la formule du tronçon de
cône (ou formule de Newton):
Vfrais,i = Li × pi3 × (R
2
1i +R1iR2i +R22i) (3.1)
où Li est la longueur du billon i, et R1i = C1i/(2pi) et R2i = C2i/(2pi) sont les rayons du
billon i à ses deux extrémités. Ce volume peut être calculé sur écorce (avec les circonférences
mesurées sur le terrain) ou sous écorce (avec les circonférences mesurées sur les rondelles
après écorçage au laboratoire). Le volume frais sur écorce est très employé pour les ventes
de bois, tandis que la seconde mesure permet de contrôler la cohérence des données en
permettant le calcul de la densité du bois dans l’arbre.
À noter qu’il existe d’autres formules pour calculer le volume d’un billon. Les plus
utilisées sont la formule de Huber (basée sur la circonférence mesurée au milieu du billon) et
3.1 Pesées directes sur le terrain 63
A B C
D E
Photo 3.8 – Mesures en laboratoire: (A) écorçage des rondelles, (B) pesée du bois, (C)
pesée de l’écorce (photos: L. Saint-André), (D) mise à l’étuve des échantillons, (E) pesées
régulières jusqu’à stabilisation du poids (photos: M. Henry).
celle de Smalian (basée sur la moyenne quadratique des circonférences mesurées en haut et
en bas du billon). Mais dans le cas où la longueur des billons est faible (1 ou 2 m), la forme
du tronc s’écarte peu du tronc de cône avec un défilement très peu marqué et la différence
entre ces formules est faible.
De plus, pour chaque échantillon prélevé dans le billon i on calcule:
– la proportion en biomasse fraîche du bois (hors écorce):
ωbois frais,i =
Baliquotebois frais,i
Baliquotebois frais,i +B
aliquote
écorce fraîche,i
où Baliquotebois frais,i est la biomasse fraîche du bois (sans écorce) de l’échantillon du billon i,
et Baliquoteécorce fraîche,i est la biomasse fraîche de l’écorce de l’échantillon du billon i;
– le taux d’humidité du bois (hors écorce):
χbois,i =
Baliquotebois sec,i
Baliquotebois frais,i
(3.2)
où Baliquotebois sec,i est la biomasse sèche du bois (sans écorce) de l’échantillon du billon i;
– la proportion en biomasse fraîche de l’écorce:
ωécorce fraîche,i = 1− ωbois frais,i
– le taux d’humidité de l’écorce:
χécorce,i =
Baliquoteécorce sèche,i
Baliquoteécorce fraîche,i
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où Baliquoteécorce sèche,i est la biomasse sèche de l’écorce de l’échantillon du billon i.
Puis on extrapole les mesures faites sur l’échantillon du billon i au billon i tout entier par
des règles de trois:
– la biomasse sèche du bois (hors écorce) du billon i est:
Bbois sec,i = Bfrais,i × ωbois frais,i × χbois,i
où Bfrais,i est la biomasse fraîche (écorce comprise) du billon i;
– la biomasse sèche de l’écorce du billon i est:
Bécorce sèche,i = Bfrais,i × ωécorce fraîche,i × χécorce,i
– la densité du bois du billon i est:
ρi =
Bbois sec,i
Vfrais,i
où Vfrais,i est le volume frais sous écorce donné par l’équation (3.1).
On fait ensuite la somme des poids secs de tous les billons afin d’obtenir le poids sec du
tronc:
– la biomasse sèche du bois (hors écorce) du tronc est:
Bbois sec tronc =
∑
i
Bbois sec,i
où la somme porte sur tous les billons i qui composent le tronc;
– la biomasse sèche de l’écorce du tronc est:
Bécorce sèche tronc =
∑
i
Bécorce sèche,i
La densité du bois ρi qui intervient dans le calcul de la biomasse sèche doit être la densité
anhydre (en anglais: « ovendry wood density »), c’est-à-dire le rapport de la biomasse sèche
(séchage en étuve jusqu’à stabilisation du poids sec) sur le volume frais du bois. On prendra
garde à ne pas confondre cette densité du bois avec la masse volumique du bois, qui est le
rapport masse sur volume, à même teneur en humidité pour la masse et le volume (c’est-
à-dire masse sèche sur volume sec, ou masse fraîche sur volume frais). Toutefois, la norme
AFNOR (1985) définit autrement la densité du bois, comme le rapport de la biomasse séchée
à l’air libre sur le volume du bois à 12% d’humidité (Fournier-Djimbi, 1998). La densité
anhydre du bois peut être calculée à partir de la densité du bois à 12% d’humidité par la
relation (Gourlet-Fleury et al., 2011):
ρχ =
ρ (1 + χ)
1− η (χ0 − χ)
où ρχ est le ratio de la biomasse séchée à l’air libre sur le volume du bois à χ% d’humidité
(en g cm−3), ρ est le ratio de la biomasse séchée à l’étuve sur le volume frais du bois (en
g cm−3), η est le coefficient de retrait volumique (nombre sans dimension) et χ0 est le point
de saturation des fibres. Les coefficients η et χ0 varient d’une espèce à l’autre et requièrent
une connaissance des propriétés technologiques du bois des espèces. En utilisant les données
de ρ et ρ12% de 379 arbres, Reyes et al. (1992) ont par ailleurs établi une relation empirique
entre la densité anhydre ρ et la densité à 12% d’humidité ρ12%: ρ = 0,0134+0,800ρ12% avec
un coefficient de détermination R2 = 0,988.
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Calcul de la biomasse des feuilles
Pour chaque échantillon i de feuillage prélevé, on calcule le taux d’humidité du feuillage:
χfeuille,i =
Baliquotefeuille sèche,i
Baliquotefeuille fraîche,i
où Baliquotefeuille sèche,i est la biomasse sèche du feuillage de l’échantillon i, et B
aliquote
feuille fraîche,i est
la biomasse fraîche du feuillage de l’échantillon i. Puis on extrapole par une règle de trois
l’échantillon i au compartiment i dont cet échantillon est extrait:
Bfeuille sèche,i = Bfeuille fraîche,i × χfeuille,i
où Bfeuille sèche,i est la biomasse sèche (calculée) du feuillage du compartiment i, et
Bfeuille fraîche,i est la biomasse fraîche (mesurée) du feuillage du compartiment i. Souvent
il n’y a qu’un seul compartiment correspondant au houppier tout entier. Mais lorsque le
houppier a été compartimenté (par exemple par tiers successifs), le poids sec total des
feuilles s’obtient en sommant sur les compartiments i:
Bfeuille sèche =
∑
i
Bfeuille sèche,i
Calcul de la biomasse des branches
Dans le cas des très grosses branches (par exemple > 20 cm de diamètre), il faut procéder
comme pour le tronc, tandis que pour les fagots, il faut procéder comme pour les feuilles.
Calcul de la biomasse des fruits, fleurs
Le calcul est identique à celui des feuilles.
3.2 Pesées directes pour certaines compartiments et mesures de
volume et de densité pour d’autres compartiments
Le second cas que nous envisageons est celui avec contraintes d’abattage, amenant à
faire des mesures semi-destructives qui combinent des pesées directes pour certaines parties
de l’arbre, et des mesures de volume et de densité pour d’autres parties. Nous illustrons ce
cas par le développement d’une équation allométrique pour des forêts sèches dans le nord du
Cameroun. L’évaluation de la biomasse des forêts sèches est particulièrement difficile du fait
de la complexité de l’architecture des arbres. Dans les zones sèches, l’intervention humaine
est particulièrement significative de par la rareté de la ressource forestière et l’importance
de la demande bioénergétique. Celle-ci se reflète par des pratiques d’émondage, de taille et
d’entretien des arbres souvent situés dans des forêts claires, des parcs agro-forestiers ou des
haies (photo 3.9).
Dans la plupart des zones sèches les arbres sont protégés car la régénération de la res-
source ligneuse est particulièrement lente et mise en péril par les activités humaines. Les
mesures de biomasse sont préférablement non-destructives et profitent de la pratique de
l’émondage pour mesurer la biomasse des compartiments émondés. Les activités de pâtu-
rage limitent la régénération et les petits arbres sont souvent peu représentés. Aussi, cette
partie du manuel tend à considérer seulement les arbres matures.
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Photo 3.9 – Émondage des karités (Vitellaria paradoxa) dans le nord du Cameroun (photo:
R. Peltier).
3.2.1 Sur le terrain: cas de mesures semi-destructives
Généralement, le tronc et les grosses branches ne sont pas émondés. Ce sont les petites
branches qui sont concernées. La mesure de la biomasse fraîche (en kg) peut être divisée en
deux parties: mesure de la biomasse fraîche émondée et mesure de la biomasse fraîche non
émondée (figure 3.4A).
Biomasse fraîche émondée
Les branches peuvent être émondées en suivant les pratiques locales (souvent à la ma-
chette). Le diamètre à la base de chaque branche émondée est mesuré à l’aide d’un mètre
ruban. Puis les feuilles et le bois des branches émondées sont séparés. La biomasse fraîche
des feuilles des branches émondées (Bfeuille fraîche émondée) et la biomasse fraîche du bois
des branches émondées (Bbois frais émondé) sont pesées séparément. La mesure du poids est
effectuée à l’aide de pesons adaptés. Lorsque la masse des feuilles est inférieure à deux
kilogrammes, il est possible de mesurer leur poids à l’aide d’une balance électronique de
terrain.
Une aliquote de feuilles est prélevée au hasard parmi les feuilles des branches émondées.
Un minimum de trois échantillons de feuilles provenant de trois branches différentes est en
général requis pour former l’aliquote. Sa masse fraîche (Baliquotefeuille fraîche en g) est mesurée. Une
aliquote de bois est également prélevée au hasard dans le bois des branches émondées, sans
enlever l’écorce. Sa masse fraîche (Baliquotebois frais en g) est mesurée sur le terrain aussitôt après
la coupe. Les aliquotes sont mis dans des sacs plastique numérotés et amenés laboratoire.
Le volume frais de l’aliquote de bois sera ultérieurement mesuré en laboratoire (cf. § 3.2.2),
ce qui permettra de déterminer la densité moyenne du bois ρ¯.
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(A) (B)
Biomasse fraîche des petites branches
non émondées, calculée à partir de leur
circonférence à la base et en utilisant
un tarif de biomasse
Biomasse fraîche des grosses branches
non émondées et du tronc, mesurée à
partir du volume et de la masse
volumique.
Hypothèses: les tronçons sont
considérés comme des cylindres et la
masse volumique est identique dans les
compartiments de l’arbre
Biomasse fraîche des branches
émondées, mesurée par pesée
Figure 3.4 – Détermination de la biomasse fraîche totale. (A) Séparation et mesure de la
biomasse émondée et non-émondée, (B) numérotations des tronçons et des branches mesu-
rées sur l’arbre émondé.
Biomasse fraîche non émondée
La mesure de la biomasse non émondée est indirecte puisque non destructive. Les dif-
férentes ramifications de l’arbre émondé sont identifiées et les branches numérotées (figure
3.4B). Les petites branches non émondées sont traitées différemment des grosses branches
et du tronc (figure 3.4A). Pour les petites branches non émondées, seul le diamètre à la
base est mesuré. La biomasse des petites branches non émondées sera estimée à partir d’une
relation entre leur diamètre à la base et leur masse, comme expliqué dans la section 3.2.3.
La biomasse du tronc et des grosses branches est estimée à partir de mesures de volumes
(Vi en cm3) et de la densité moyenne du bois (ρ¯ en g cm−3). Les grosses branches et le tronc
de l’arbre émondé sont virtuellement divisés en tronçons matérialisés par des marques sur
l’arbre. Le volume Vi de chaque tronçon i est obtenu à partir de la mesure de son diamètre
(ou de sa circonférence) et de sa longueur. Une longueur de tronçon d’environ un mètre est
souhaitable afin de pouvoir mieux considérer les variations de diamètre le long du tronc et
des branches.
3.2.2 Au laboratoire
On mesure en premier lieu le volume (V aliquotebois frais) de l’aliquote de bois extrait des com-
partiments émondés. Le volume de bois peut être mesuré de différentes façons (Maniatis
et al., 2011). La méthode la plus couramment utilisée consiste à mesurer le déplacement du
volume d’eau provoqué par l’immersion de l’échantillon dans l’eau. La mesure du volume
d’eau peut être faite à l’aide d’une éprouvette adaptée à la taille de l’échantillon (figure 3.5).
Une autre méthode consiste à découper les échantillons pour leur donner une forme dont le
volume peut être mesuré le plus précisément possible. Cette méthode nécessite des outils de
précision et du personnel formé pour la découpe du bois.
Les aliquotes de bois et de feuille sont ensuite soumises aux mêmes mesures en laboratoire
(séchage à l’étuve, pesée du poids sec, etc.) que celles décrites dans le paragraphe 3.1.2.
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Figure 3.5 – Mesure du volume des échantillons par déplacement du volume d’eau.
3.2.3 Les calculs
La biomasse sèche de l’arbre s’obtient comme la somme de la biomasse sèche émondée
et de la biomasse sèche non émondée:
Bsec = Bsec émondé +Bsec non-émondé
Calcul de la biomasse émondée
À partir de la biomasse fraîche Baliquotebois frais de l’aliquote de bois et de sa biomasse sèche
Baliquotebois sec , on calcule comme précédemment (cf. équation 3.2) le taux d’humidité du bois
(écorce comprise):
χbois =
Baliquotebois sec
Baliquotebois frais
De même, on calcule le taux d’humidité du feuillage à partir de la biomasse fraîcheBaliquotefeuille fraîche
de l’aliquote de feuille et de sa biomasse sèche Baliquotefeuille sèche:
χfeuille =
Baliquotefeuille sèche
Baliquotefeuille fraîche
On peut alors calculer la biomasse sèche émondée:
Bsec émondé = Bbois frais émondé × χbois +Bfeuille fraîche émondée × χfeuille
où Bfeuille fraîche émondée est la biomasse fraîche des feuilles des branches émondées et
Bbois frais émondé est la biomasse fraîche du bois des branches émondées.
Calcul de la biomasse non émondée
Pour la biomasse sèche de la partie non émondée (celle qui reste sur pied), deux calculs
sont faits: un calcul pour les petites branches, et un autre pour les grosses branches et le
tronc. La biomasse non émondée est la résultante des deux:
Bsec non-émondé = Bbranche sèche non-émondée +Bsec tronçon
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Chaque tronçon i du tronc et des grosses branches peut être considéré comme un cylindre
dont le volume est (formule de Smalian):
Vi =
pi
8 Li (D
2
1i +D22i) (3.3)
où Vi est le volume du ie tronçon, Li sa longueur, et D1i et D2i les diamètres des deux
extrémités du tronçon i. La formule du tronçon de cône (voir équation 3.1) peut également
être utilisée à la place de la formule (3.3) du cylindre, mais les différences seront faibles
entre les deux calculs car le défilement sur un mètre de long n’est pas très prononcé pour
les arbres.
La biomasse sèche des grosses branches et du tronc s’obtient comme le produit de la
densité moyenne du bois et du volume total des grosses branches et du tronc:
Bsec tronçon = ρ¯×
∑
i
Vi (3.4)
où la somme porte sur l’ensemble des tronçons qui composent les grosses branches et le
tronc (figure 3.4B), et où la densité moyenne du bois se calcule par:
ρ¯ = B
aliquote
bois sec
V aliquotebois frais
On prendra garde à ce que les unités de mesure soient cohérentes entre elles. Par exemple,
si la densité moyenne du bois ρ¯ dans (3.4) s’exprime en g cm−3, alors le volume Vi doit
s’exprimer en cm3, ce qui amène à exprimer à la fois la longueur Li et les diamètres D1i et
D2i en cm. La biomasse est alors exprimée en g.
La biomasse sèche des petites branches non émondées est calculée à l’aide d’un modèle
entre la biomasse sèche et le diamètre à la base. Pour cela, le modèle est établi en suivant
la même procédure que pour le développement d’un modèle allométrique (voir chapitres 4
à 7 du manuel). Les équations utilisées sont souvent de type puissance:
Bbranche sèche = a+ bDc
où a, b et c sont les paramètres du modèle et D le diamètre à la base de la branche, mais
d’autres régressions peuvent être testées et plus adaptées (cf. tableau 5.1). Avec un modèle
de ce type, la biomasse sèche des petites branches non émondées serait:
Bbranche sèche non-émondée =
∑
j
(a+ bDcj)
où la somme porte sur l’ensemble des petites branches non émondées et Dj est le diamètre
à la base de la je branche.
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Le troisième cas que nous envisageons est celui d’arbres de dimensions trop grandes
pour une pesée intégrale à la main. Nous l’illustrons par l’établissement d’une équation
allométrique pour estimer la biomasse aérienne des arbres d’une forêt tropicale humide par
mesure destructive. Il est important que la méthode proposée soit adaptée aux circonstances
locales et aux moyens mis à disposition. La valeur commerciale et la demande en bois sont
deux facteurs à prendre en compte dans le cas des mesures dans les concessions forestières.
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Les arbres sélectionnés sont abattus en suivant des pratiques d’abattage adaptées. Une
fois l’arbre abattu, les variables telles que la hauteur totale et la hauteur des contreforts
(lorsque l’arbre en possède) peuvent être mesurées à l’aide d’un mètre ruban. Ensuite,
l’architecture de l’arbre est analysée (figure 3.6). L’approche proposée différentie les arbres
qui peuvent être mesurés par pesée manuelle sur le terrain (par exemple les arbres de
diamètre ≤ 20 cm ) et ceux nécessitant des moyens techniques plus conséquents (les arbres
de diamètre > 20 cm).
3.3.1 Arbres ayant un diamètre inférieur à 20 cm
Pour les arbres de diamètre ≤ 20 cm, la démarche est similaire à celle décrite dans le
premier exemple (§ 3.1). Les branches et le tronc sont séparés. Les biomasses fraîches du
tronc (Btronc frais) et des branches (Bbranche fraîche, bois et feuilles ensemble) sont mesurées à
l’aide de pesons adaptés. Pour mesurer la biomasse des feuilles, un nombre limité de branches
sont sélectionnées au hasard pour chaque individu. Les feuilles et le bois de cet échantillon de
branches sont séparés. La biomasse fraîche des feuilles (Béchantillonfeuille fraîche) et la biomasse fraîche
du bois (Béchantillonbois frais ) de cet échantillon de branches sont mesurées séparément à l’aide de
pesons. La proportion foliaire des branches est alors calculée:
ωfeuille =
Béchantillonfeuille fraîche
Béchantillonfeuille fraîche +Béchantillonbois frais
Les biomasses fraîches foliaire (Bfeuille fraîche) et ligneuse (Bbois frais) des branches sont ensuite
calculées à partir de cette proportion moyenne de feuille:
Bfeuille fraîche = ωfeuille ×Bbranche fraîche
Bbois frais = (1− ωfeuille)×Bbranche fraîche
Des aliquotes de feuille et de bois sont ensuite prélevées à différent niveaux dans les
branches et le long du tronc. La biomasse fraîche (Baliquotefeuille fraîche et B
aliquote
bois frais) des aliquotes
est mesurée à l’aide d’une balance électronique sur le terrain. Les aliquotes sont amenées
au laboratoire, séchées et pesées, selon le même protocole que celui décrit dans le premier
exemple (§ 3.1.2). La biomasse sèche (Baliquotefeuille sèche et B
aliquote
bois sec ) des aliquotes permet de cal-
culer le taux d’humidité des feuilles et du bois:
χfeuille =
Baliquotefeuille sèche
Baliquotefeuille fraîche
, χbois =
Baliquotebois sec
Baliquotebois frais
Les biomasses sèches folaire et ligneuse sont finalement obtenues à partir de leur biomasse
fraîche et des taux d’humidité calculés à partir des aliquotes. Pour la biomasse ligneuse, on
ajoutera la biomasse fraîche du bois des branches et celle du tronc:
Bfeuille sèche = χfeuille ×Bfeuille fraîche
Bligneux sec = χbois × (Bbois frais +Btronc frais)
La masse sèche totale est finalement obtenue comme la somme de la biomasse sèche foliaire
et de la biomasse sèche ligneuse:
Bsec = Bfeuille sèche +Bligneux sec
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3.3.2 Arbres ayant un diamètre supérieur à 20 cm
Il n’est pas pratique de séparer les branches du tronc lorsque les arbres deviennent
trop grands, à cause de la quantité de branchage et de feuillage. La méthode alternative
proposée ici consiste à traiter différemment le tronc et les grosses branches (de diamètre
basal supérieur à, mettons, 10 cm) d’une part, et les petites branches (de diamètre basal
inférieur à 10 cm) d’autre part. Tandis que les grosses branches de diamètre basal > 10 cm
ne sont constituées que de bois, les petites branches de diamètre basal ≤ 10 cm peuvent
comporter également du feuillage. Les grosses branches de diamètre basal > 10 cm sont
traitées de la même façon que le tronc. La première étape consiste à les diviser en sections
de bois. Alors que la biomasse des sections de diamètre supérieur à 10 cm est déduite de
leur volume mesuré (Vbillon,i) et de la densité moyenne du bois (ρ¯), la biomasse des branches
de diamètre basal ≤ 10 cm est estimée à partir d’une régression entre leur diamètre à la
base et la biomasse qu’elles portent.
Mesure du volume des sections de diamètre supérieur à 10 cm (tronc ou branche)
Une fois le tronc et les branches de diamètre basal > 10 cm divisés en sections, le volume
des sections est calculé à partir de leur longueur et de leurs diamètres (ou de leurs circon-
férences) aux deux extrémités (D1i et D2i). Il est possible de fixer un intervalle fixe (par
exemple tous les deux mètres) pour mesurer le diamètre de chacune des sections (photo
3.10A). Par endroits, une longueur de section plus courte que la longueur fixée doit être
utilisée car une ramification empêche de donner une forme cylindrique au billon. Le tech-
nicien note alors la longueur et les diamètres de chacune des sections. Il établit un schéma
représentant l’architecture de l’arbre (figure 3.6). Ce schéma est particulièrement utile pour
l’analyse des résultats et leur interprétation.
Les arbres de diamètre > 20 cm présentent souvent des contreforts. Le volume des
contreforts peut être estimé en faisant l’hypothèse que la forme des contreforts correspond
à une pyramide dont l’arête supérieure est un quart d’ellipse (encart de la figure 3.6; Henry
et al., 2010). Pour chaque contrefort j, on mesure sa hauteur Hj , sa largeur lj et sa longueur
Lj (encart de la figure 3.6).
Des aliquotes de bois sont ensuite prélevées dans les différentes sections de diamètre
supérieur à 10 cm (tronc, branches, et contreforts le cas échéant; photo 3.10B). Les aliquotes
de bois frais sont disposés dans des sacs hermétiques et transportés jusqu’au laboratoire.
En laboratoire, leur volume (V aliquotebois frais) est mesuré selon le protocole décrit au paragraphe
3.2.2. Les aliquotes de bois sont ensuite séchées et pesées comme décrit au paragraphe 3.1.2,
ce qui permet d’obtenir leur biomasse sèche (Baliquotebois sec ).
Calcul de la biomasse des sections de diamètre supérieur à 10 cm (tronc ou branche)
Comme précédemment (cf. équation 3.3), le volume Vbillon,i de la ie section (tronc ou
branche de diamètre basal > 10 cm) est calculé par la formule de Smalian:
Vbillon,i =
pi × Li
8 (D
2
1i +D22i)
où Li est la longueur de ie section, D1i est le diamètre d’une de ses extrémités et D2i
est le diamètre de son autre extrémité. Compte-tenu de sa forme pyramidale, une formule
différente est utilisée pour calculé le volume Vcontrefort,j du je contrefort:
Vcontrefort,j =
(
1− pi4
)
LjHjlj
3
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Figure 3.6 – Schéma représentant les différentes sections d’un arbre pour le calcul de son
volume.
où lj est la largeur du je contrefort, Lj sa longueur et Hj sa hauteur.
Par ailleurs, à partir de la biomasse et sèche et du volume frais des aliquotes de bois, on
peut calculer la densité moyenne du bois:
ρ¯ = B
aliquote
bois sec
V aliquotebois frais
La biomasse sèche cumulée des sections (tronc et branches de diamètre basal > 10 cm) est
alors:
Bsèche sections = ρ¯×
∑
i
Vbillon,i
où la somme porte sur l’ensemble des sections, tandis que la biomasse sèche des contreforts
est:
Bsèche contreforts = ρ¯×
∑
j
Vcontrefort,j
où la somme porte sur l’ensemble des contreforts. Alternativement à la densité moyenne du
bois, une densité de bois spécifique à chaque compartiment (tronc, branches, contreforts)
pourra être utilisée. Dans ce cas, la densité moyenne du bois ρ¯ sera remplacée dans les
formules ci-dessus par la densité spécifique au compartiment idoine.
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A B
Photo 3.10 – Mesures sur le terrain d’un grand arbre: (A) mesure du volume d’un arbre
de diamètre > 20 cm, (B) prélèvement d’aliquotes de bois au niveau du tronc (photos: M.
Henry).
Mesure des branches de diamètre inférieur à 10 cm
Pour toutes les branches de diamètre basal ≤ 10 cm, le diamètre à la base est mesuré.
Leur biomasse sèche sera estimée à partir d’une régression entre le diamètre à la base de la
branche et la masse sèche qu’elle porte. Cette régression est établie à partir d’un échantillon
de branches sélectionnées dans l’arbre afin de représenter les différentes classes de diamètres
à leur base. Pour chaque branche de cet échantillon, les feuilles et le bois sont séparés. La
biomasse fraîche des feuilles (Béchantillonfeuille fraîche,i pour la ie branche) et la biomasse fraîche du bois
(Béchantillonbois frais,i pour la ie branche) de chaque branche de l’échantillon sont pesées séparément
sur le terrain.
Il est possible que certaines branches aient des malformations et qu’elles n’aboutissent
pas à une architecture ramifiée. Dans ce cas, le volume peut être mesuré et l’anomalie est
enregistrée sur les feuilles de terrain.
Des aliquotes de bois et de feuilles sont ensuite prélevées et leur biomasse fraîche
(Baliquotebois frais et B
aliquote
feuille fraîche) est aussitôt pesées sur le terrain. Les aliquotes sont placées dans
des sacs plastiques hermétiques, amenées au laboratoire où elles sont séchées et pesées selon
le protocole indiqué dans le paragraphe 3.1.2. On obtient ainsi leur biomasse sèche (Baliquotebois sec
et Baliquotefeuille sèche)
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Calcul de la biomasse des branches de diamètre inférieur à 10 cm
La biomasse fraîche et sèche des aliquotes sert à déterminer la teneur en humidité des
feuilles et du bois:
χfeuille =
Baliquotefeuille sèche
Baliquotefeuille fraîche
, χbois =
Baliquotebois sec
Baliquotebois frais
On en déduit, pour chaque branche i de l’échantillon de branches, la biomasse sèche des
feuilles, la biomasse sèche du bois, puis la biomasse sèche totale de la branche i:
Béchantillonfeuille sèche,i = χfeuille ×Béchantillonfeuille fraîche,i
Béchantillonbois sec,i = χbois ×Béchantillonbois frais,i
Béchantillonbranche sèche,i = Béchantillonfeuille sèche,i +Béchantillonbois sec,i
Comme dans le paragraphe 3.2.3, un tarif de biomasse pour les branches est ensuite ajusté
aux données (Béchantillonbranche sèche,i, Déchantilloni ), où Déchantilloni est le diamètre à la base de la ie
branche de l’échantillon. Le tarif de biomasse pour les branches est établi en suivant la
même procédure que pour le développement d’une équation allométrique (voir chapitre 4 à
7 du manuel). Afin d’augmenter la taille d’échantillon, le tarif pourra être établi à partir
de toutes les branches mesurées pour tous les arbres de la même espèce ou par groupes
fonctionnels d’espèces (Hawthorne, 1995).
En utilisant le tarif de biomasse pour branche ainsi établi, on peut calculer la biomasse
sèche des branches de diamètre basal ≤ 10 cm:
Bbranche sèche =
∑
i
f(Di)
où la somme porte sur l’ensemble des branches de diamètre basal ≤ 10 cm,Di est le diamètre
basal de la ie branche, et f est le tarif de biomasse qui prédit la biomasse sèche d’une branche
en fonction de son diamètre basal.
Calcul de la biomasse de l’arbre
La biomasse sèche de l’arbre s’obtient en sommant la biomasse sèche des sections (tronc
et branches de diamètre basal > 10 cm), la biomasse sèche des contreforts et la biomasse
sèche des branches de diamètre ≤ 10 cm:
Bsec = Bsèche sections +Bsèche contreforts +Bbranche sèche
3.4 Cas des mesures racinaires
Les mesures de biomasse racinaires sont beaucoup plus difficiles à effectuer que les bio-
masses aériennes. Les méthodes que nous proposons ici sont le résultat de campagnes réa-
lisées dans différents écosystèmes et ont fait l’objet d’une étude comparative au Congo
(Levillain et al., 2011).
La première étape, quel que soit l’écosystème, consiste à tracer le diagramme de Voronoï 1
autour de l’arbre sélectionné. La figure 3.7 indique la démarche à suivre: (i) tracer les
segments qui relient l’arbre sélectionné à chacun de ses voisins; (ii) tracer les médiatrices
1. Un diagramme de Voronoï (aussi appelé décomposition de Voronoï, partition de Voronoï, polygones de
Voronoï) représente une décomposition particulière d’un espace métrique déterminée par les distances à un
ensemble discret d’objets de l’espace, en général un ensemble discret de points.
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de chaque segment, (iii) relier les médiatrices entre elles pour délimiter un espace autour
de l’arbre; (iv) cet espace peut ensuite être divisé en triangles jointifs, la surface de chaque
zone étant facile à calculer en utilisant la formule du triangle et en connaissant les longueurs
des trois cotés (a, b et c):
A =
√
p(p− 2a)(p− 2b)(p− 2c)
où p = a + b + c est le périmètre du triangle et A sa surface. La figure 3.8 illustre cette
démarche pour des plantations de cocotier au Vanuatu (Navarro et al., 2008).
Étape 1 Étape 2
Étape 3Étape 4
Situation Initiale
Figure 3.7 – Méthode pour tracer un espace de Voronoï et ses subdivisions autour d’un
arbre et dans une situation de voisinage quelconque.
L’espace ainsi délimité ne constitue pas une matérialisation de l’espace « vital » de
l’arbre. Il s’agit juste d’une façon de découper l’espace en zones jointives pour ensuite faci-
liter l’échantillonnage de la biomasse souterraine. L’hypothèse majeure est que les racines
d’un autre arbre qui viennent coloniser cet espace compensent celles qui en sortent et qui
appartiennent à l’arbre sélectionné.
Dans le cas de peuplements plurispécifiques ou agro-forestiers, il est parfois difficile, voire
impossible, de séparer les racines des différentes espèces. Dans ce cas, il sera très hasardeux
de faire des modèles individuels (biomasse racinaire reliée à l’arbre échantillonné) mais les
estimations de biomasse racinaire à l’hectare, sans distinction des essences, restent tout à
fait valables.
Les méthodes d’échantillonnage varient ensuite selon la grosseur des racines. Levillain
et al. (2011) ont réalisé une étude qui compare différentes méthodes sur un même arbre
(photo 3.11). Ils montrent qu’il est plus rentable en termes de coût–précision d’échantillonner
les racines fines par carottage, tandis que les racines moyennes nécessitent une excavation
partielle et les grosses racines une excavation totale de l’espace de Voronoï.
Le nombre de carottes et la dimension de la fosse à excaver varient d’un écosystème à un
autre. Au Congo, dans les plantations d’eucalyptus, le nombre optimum de carottes pour
obtenir une précision de 10% est de l’ordre de 300 en surface (0–10 cm) et d’une centaine
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Fosse Voronoï
Fosse Voronoï simplifiée
Figure 3.8 – Exemple de tracé de l’espace de Voronoï pour l’échantillonnage des racines
dans une cocoteraie au Vanuatu (photo: C. Jourdan). (A) Tracé de l’espace de Voronoï et
choix de travailler sur 1/12e de cet espace; (B) coupe schématique des fosses réalisées; (C)
simplification du protocole compte tenu de la variabilité observée sur un premier échan-
tillonnage; (D) matérialisation des tracés sur un cas réel.
pour les horizons en profondeur (10–50 et 50–100 cm). Pour obtenir cette précision sur
1 m de profondeur, cela nécessite 36 hommes·jours de travail. En revanche, si la précision
souhaitée est de 30% seulement, le temps nécessaire à l’échantillonnage est diminué de 75%.
Cet exemple illustre parfaitement l’utilité de faire un pré-échantillonnage (cf. chapitre 2)
afin d’évaluer la variabilité dans l’écosystème étudié et ensuite d’adapter le protocole en
fonction des objectifs et de la précision souhaitée.
Une fois le sol prélevé avec les racines, le tri peut se faire au laboratoire pour les carottes
qui contiennent les racines fines. En revanche, pour les racines moyennes et grosses, il est
nécessaire de faire ce tri sur le terrain compte tenu du volume et du poids de terre excavée. Au
laboratoire, le sol est lavé en faisant attention à mettre un filtre, les racines pouvant ensuite
être récupérées par flottaison et/ou par tri sur tamis. In situ, le sol est trié manuellement sur
des bâches. Pour les grosses racines et les racines moyennes, il est possible de se servir d’un
couteau à air qui permet d’excaver complètement le système racinaire tout en conservant
son architecture. Cette méthode, intéressante sur sols sableux, permet de répondre à deux
objectifs (biomasse et architecture), mais nécessite cependant d’avoir sur le chantier un
compresseur mobile (photo 3.12).
Une fois les racines triées et récoltées, elles sont mises à sécher à l’étuve en suivant les
mêmes principes que pour la biomasse aérienne. Les racines fines vont nécessiter globalement
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Photo 3.11 – À gauche, superposition des méthodes d’échantillonnage (carottes, exca-
vations par cubes, excavation partielle du Voronoï, excavation totale du Voronoï), d’après
Levillain et al. (2011) (photo: C. Jourdan). À droite, excavation manuelle des grosses racines
dans une plantation d’hévéa en Thaïlande (photo: L. Saint-André).
Photo 3.12 – Déploiement d’un couteau à air au Congo pour l’extraction des systèmes
racinaires (grosses et moyennes racines) des eucalyptus. À gauche, l’opérateur avec les équi-
pements de sécurité (poussière, bruit); au milieu, le compresseur et un zoom sur le cadran
indiquant la pression d’air (environ 8 bar); à droite, le résultat (photos: C. Jourdan).
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le même temps de séchage que les feuilles, tandis que les racines moyennes et grosses vont
plutôt nécessiter des temps équivalents à ceux des branches.
Pour la souche, il faudra prélever un sous-échantillon, de préférence vertical pour mieux
tenir compte des variations de densité du bois dans cette partie de l’arbre, et suivre les
mêmes procédures que pour les rondelles de tronc.
Les calculs à effectuer sont ensuite les mêmes que pour la biomasse aérienne.
3.5 Recommandation pour le matériel à utiliser
3.5.1 Matériel lourd et véhicules
– Voitures, camions, remorque: transport des personnes, du matériel et des échantillons
depuis/jusqu’au laboratoire.
– Quad (si possible): transport du matériel encombrant et des échantillons sur le terrain.
– Pelleteuse pour la pesée des fagots.
3.5.2 Matériel général
– Boîte à outils avec outillage de base.
– Caisses en plastique (stockage et transport du matériel – environ 10).
– Sacs en plastique (compter un ou deux grand sac par arbre) pour regrouper les échan-
tillons d’un arbre et éviter les pertes d’humidité. Sacs en papier (compter un sac en
papier par compartiment et par arbre) pour mettre les échantillons juste après le
prélèvement. Idéalement, les sacs sont déjà marqués avec les numéros d’arbre et de
compartiment (ce qui permet de gagner du temps sur le terrain). Mais prévoir des lots
non marqués et un feutre noir à encre indélébile pour pallier d’éventuelles erreurs ou
permettre de prélever des échantillons supplémentaires.
– Grandes bâches pour le houppier (soit découpées pour le fagotage des branches, soit
étalées au sol pour récupérer les feuilles arrachées des arbres).
– Étiquettes (à agrafer sur les rondelles), agrafes et agrafeuse; ou crayon fuschine (si
les échantillons doivent ensuite être conservés pour mesurer la minéralomasse, il faut
éviter la fuschine) (photo 3.13).
– Cutters, machettes, haches, cisailles, scies (photo 3.13).
– Cadres pour le façonnage des fagots (photo 3.14) ou alors des poubelles de différentes
tailles.
– Tronçonneuses (idéalement une tronçonneuse adaptée à l’abattage des arbres et une
autre, plus petite et maniable pour découper les branches – photo 3.13).
– Ficelles résistantes pour faire les fagots de branches (réutilisées au fur et à mesure de
la campagne, il est donc nécessaire de faire des nœuds réversibles).
– Grands sacs très résistants (type big-bag à grain ou sable – photo 3.15) pour le trans-
port des rondelles et des échantillons du terrain aux véhicules (si ceux-ci sont éloignés
du chantier).
3.5.3 Saisie des données de terrain
– Pocket PC (avec chargeur de batterie et câbles) ou fiches terrain sur papier pluie ou
papier cartonné, si possible reliées en cahiers avec couverture plastifiée dessus-dessous.
– Flore ou clé de détermination des essences pour les chantiers en forêt tropicale humide.
– Crayons à papier 2B, gommes, taille crayons.
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Photo 3.13 – Matériel de terrain. À gauche, matériel pour découper les aliquotes et étique-
tage; au milieu, exemples de gabarits pour les découpes de branches; à droite tronçonneuse
et équipement de sécurité (photo: A. Genet).
Photo 3.14 – Façonnage des fagots. À gauche, cadre en fer, bâche plastique et ficelle pour
la mise en fagot des branches (photo: A. Genet); au milieu opération de mise en fagot sur
le terrain (photo: M. Rivoire); à droite, le fagot terminé prêt à peser (photo: M. Rivoire).
Photo 3.15 – Transports des rondelles et des aliquotes dans un « big-bag » à sable ou à
grain (photo: J.-F. Picard).
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– Balances de terrain ou pesons (avec 2 batteries et chargeur) pour la pesée des échan-
tillons (précision de 1 g), l’idéal étant d’avoir une gamme complète adaptée aux poids
des échantillons (un billon de 1 ou 2 m pouvant faire plusieurs centaines de kg, tandis
que les rondelles de bois vont de quelques dizaines de g à plusieurs dizaines de kg).
L’utilisation d’une pelleteuse permet de faciliter la pesée sur le terrain des gros billons.
Il faut alors prévoir des sangles pour attacher deux pesons sur le godet et des griffes
autobloquantes pour accrocher le billon.
– Décamètre pour la mesure des hauteurs le long du tronc (profils de tiges).
– Compas forestier et ruban forestier pour les mesures de circonférence.
– Bombe de marquage forestier (marquage des arbres sur pied et marquage de la tige
principale dans les houppiers très développés).
– Griffe forestière pour indiquer les endroits où les rondelles seront prélevées (ou mar-
quage avec la bombe de peinture).
3.5.4 Matériel au laboratoire
– Étuves.
– Éprouvette d’un demi litre minimum.
– Couteau à écorcer.
– Sécateur.
– Balance de capacité 2 à 2000 g (précision de 0,1 g à 1 g).
– Scie à ruban.
3.6 Recommandation pour la composition des équipes de terrain
Équipe abattage: un bûcheron, deux aides bûcherons, deux personnes (déblayage de la
zone avant abattage). Compter deux jours pour l’abattage de 40 arbres pour des circonfé-
rences allant de 31 à 290 cm (moyenne 140 cm). Il est possible d’abattre tous les arbres
au début de la campagne pour ensuite libérer cette équipe qui s’occupera du billonnage
des arbres. Pour qu’ils puissent être opérationnels sans temps morts, il faut qu’une dizaine
d’arbres (d’une vingtaine de mètre de haut — soit environ 10 à 20 rondelles par arbre)
soient prêts à être débités en permanence sur le chantier.
Équipe profils de tige: deux personnes (un pointeur et un mesureur). Elle intervient dès
que l’arbre est abattu et suit l’équipe de bûcherons. En général ces deux équipes sont assez
synchrones. L’équipe de profils de tige n’est jamais en situation d’attente par rapport à celle
des bûcherons, sauf en cas très rares de soucis à l’abattage (par exemple pour les grosses
tiges, ou alors pour des tiges encrouées dans d’autres arbres et qu’il faut dégager).
Équipe ébranchage: trois personnes par unité de traitement. Chaque unité comprend un
tronçonneur (avec la tronçonneuse maniable) et deux fagoteurs. Ces équipes peuvent être
doublées ou triplées selon la dimension du houppier à traiter. Un ordre de grandeur est
le suivant: au-dessus de 200 cm de circonférence à 1,30 m, il faut trois unités; entre 80 et
200 cm de circonférence, il faut deux unités; et en dessous de 80 cm de circonférence, une
unité suffit. Ces ordres de grandeur tiennent compte du fait que les unité ne doivent pas se
perturber l’une l’autre dans leur travail. À trois unités sur le même arbre, il en faut une en
bas de l’arbre qui remonte le long de la tige, tandis que les deux autres sont positionnées de
part et d’autre de l’axe principal et partent du milieu du houppier environ pour remonter
vers le haut de l’arbre.
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Équipe billonnage: elle comprend un bûcheron (découpe des tiges) et une personne (éti-
quetage des rondelles). En général, c’est l’équipe d’abattage qui prend le relais. Une fois tous
les arbres abattus, le bûcheron vient dans cette équipe de billonnage et les aides bûcherons
viennent renforcer les unités d’ébranchage.
Équipe pesage: trois personnes (conducteur pour la pelleteuse et deux autres personnes
pour la manutention des billons et des fagots.).
Équipe échantillonnage des branches: une à deux personnes.
4
Saisie et mise en forme des données
Après la phase de mesures sur le terrain et avant la phase d’analyse des données se
situe la phase de structuration des données, qui inclut la saisie des données, l’apurement
des données et la mise en forme des données.
4.1 Saisie des données
La saisie consiste à transférer dans un fichier informatique les données présentes sur
les fiches de terrain. Il faut au préalable avoir choisi un logiciel. Pour un petit jeu de don-
nées, un tableur comme Microsoft Excel ou OpenOffice Calc pourra faire l’affaire. Pour des
campagnes de mesure plus conséquentes, il faudra utiliser un logiciel de gestion de base de
données, comme par exemple Microsoft Access ou MySQL (www.mysql.com).
4.1.1 Les erreurs de saisie
La saisie doit être faite aussi soigneusement que possible pour limiter les erreurs de
saisie. Une façon de minimiser les erreurs de saisie est de faire une double saisie: un premier
opérateur fait la saisie; un deuxième opérateur (si possible différent du premier) refait la
saisie de manière totalement indépendante du premier. Il suffit alors de comparer les deux
fichiers de saisie pour déceler les erreurs de saisie. Comme il est peu probable que deux
opérateurs fassent la même erreur de saisie, cette méthode assure une bonne qualité de la
saisie. En revanche elle est coûteuse en temps et fastidieuse.
Lors de la saisie des données, il faut également s’attacher à un certain nombre de dé-
tails qui ont leur importance. Il faut d’abord bien différencier les nombres des chaînes de
caractères. Pour le logiciel de statistiques qui traitera ensuite les données, un nombre n’a
pas le même rôle qu’une chaîne de caractères, donc il est important de faire cette distinction
dès la saisie. Un nombre sera interprété comme la valeur d’une variable numérique, tandis
qu’une chaîne de caractère sera interprétée comme la modalité d’une variable qualitative.
La différence entre les deux est en général bien claire, mais pas toujours. Prenons le cas des
latitudes et des longitudes. Si l’on souhaite calculer la corrélation entre la latitude ou la
longitude et une autre variable (pour identifier un gradient nord-sud ou est-ouest), il faut
faire en sorte que le logiciel perçoive les coordonnées géographiques comme des nombres. Il
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ne faut donc pas saisir les coordonnées géographiques comme par exemple « 7◦28’55,1" » ou
« 13◦41’25,9" ». Ces coordonnées seraient interprétées comme des variables qualitatives, et
aucun calcul ne serait alors possible. Une solution possible consiste à convertir les coordon-
nées géographiques en valeurs décimales. Une autre solution consiste à saisir les coordonnées
géographiques sur trois colonnes (une colonne pour les degrés, une autre pour les minutes,
une troisième pour les secondes).
Lorsque l’on saisit des variables qualitatives, il faut éviter de saisir des chaînes de ca-
ractères de grande longueur car cela multiplie des risques d’erreur de saisie. Il faut mieux
saisir un code abrégé et préciser dans la méta-information (cf. ci-dessous) la signification de
ce code.
Un autre détail qui a son importance est le symbole décimal utilisé. Pratiquement tous
les logiciels de statistique permettent de basculer de la virgule (symbole utilisé en français)
au point (symbole utilisé en anglais), donc l’usage de l’un ou de l’autre est indifférent. En
revanche, une fois que l’on a choisi la virgule ou le point comme symbole décimal, il faut
s’y tenir dans l’ensemble de la saisie. Si on utilise tantôt l’un, tantôt l’autre, une partie des
données normalement numériques seront interprétés par le logiciel de statistiques comme
des chaînes de caractères.
4.1.2 La méta-information
Au cours de la saisie des données, il faut songer à la méta-information. La méta-
information est l’information qui accompagne les données, sans être elle-même une donnée
mesurée. La méta-information donnera par exemple la date à laquelle les mesures ont été
effectuées, et par qui. Si des codes sont utilisés dans la saisie, la méta-information précisera
la signification de ces codes. Il n’est pas rare par exemple que les noms des espèces soient
saisis en abrégé. Un code espèce comme ANO dans une savane sèche d’Afrique de l’ouest, par
exemple, est ambiguë: il peut s’agir d’Annona senegalensis ou d’Anogeissus leiocarpus. La
méta-information est là pour lever cette ambiguïté. La méta-information doit aussi préciser
la nature des variables mesurées. Par exemple si on mesure les circonférences d’arbres, noter
« circonférence » dans le tableau de données est en soi insuffisant. La méta-information doit
préciser à quelle hauteur la circonférence a été mesurée (à la base, à 20 cm, à 1,30 m. . . ) et,
point extrêmement important, dans quelle unité la circonférence est exprimée (en cm, en
dm. . . ). Insistons sur le fait que l’unité de mesure de chacune des variables doit être précisée
dans la méta-information. Trop souvent on a des tableaux de données qui ne précisent pas
les unités dans lesquelles ces données sont exprimées, ce qui donne alors lieu à un jeu de
devinettes risqué.
Pour la personne qui a conçu le dispositif de mesure et encadré les mesures, les infor-
mations contenues dans la méta-information sont souvent si évidentes qu’elle ne voit pas
la nécessité de passer du temps à les renseigner. Il faut cependant s’imaginer une personne
étrangère à la mesure retrouvant le jeu de données dix ans plus tard. Si la méta-information
a été bien faite, cette personne doit pouvoir travailler sur le jeu de données comme si elle
l’avait constitué elle-même.
4.1.3 Niveaux emboîtés
Les données sont saisies dans des tableaux, avec une ligne par individu. Si les données
comportent plusieurs niveaux emboîtés, il doit y avoir autant de tableaux qu’il y a de ni-
veaux. Imaginons que l’on cherche à construire un tarif pour des formations de taillis sous
futaie à l’échelle d’une région. Pour les individus multicaules de l’échantillon, chaque tige
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Table « massif »
massif superficie
1 400
2 650
...
...
Table « parcelle »
massif parcelle longitude latitude
1 1.1 7.345 12.146
1 1.2 7.832 12.253
...
...
...
...
1
∞
Table « arbre »
parcelle arbre espèce x y
1.1 1.1.1 ANO 3.2 4.5
1.1 1.1.2 GUI 7.2 2.1
...
...
...
...
...
Table « tige »
arbre tige D H V
1.1.1 1.1.1.1 20 18 2.3
1.1.1 1.1.1.2 12 15 1.9
...
...
...
...
...
∞
1
1
∞
Figure 4.1 – Exemple de quatre tableaux de données pour quatre niveaux emboîtés.
Table 4.1 – Saisie des données avec quatre niveaux emboîtés dans un seul tableau.
massif superficie parcelle longitude latitude arbre espèce x y tige D H V
1 400 1.1 7.345 12.146 1.1.1 ANO 3.2 4.5 1.1.1.1 20 18 2.3
1 401 1.1 7.345 12.146 1.1.1 ANO 3.2 4.5 1.1.1.2 12 15 1.9
1 400 1.1 7.345 12.146 1.1.2 GUI 7.2 2.1
...
...
...
...
1 400 1.2 7.832 12.253
...
...
...
...
...
...
...
...
2 650
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
est cubée séparément. Les individus sont sélectionnés au sein de parcelles, elles-mêmes sé-
lectionnées au sein de massifs forestiers répartis dans la zone d’étude. Il y a dans ce cas
quatre niveaux emboîtés: le massif, qui comporte plusieurs parcelles; la parcelle, qui com-
porte plusieurs arbres; l’arbre, qui comporte plusieurs tiges; et enfin la tige. Il devra donc
y avoir dans ce cas quatre tableaux de données (figure 4.1). Chaque tableau renseignera les
variables décrivant les individus du niveau correspondant, avec une ligne de tableau par indi-
vidu. Par exemple, le premier tableau donnera la superficie de chacun des massifs forestiers.
Le deuxième tableau donnera les coordonnées géographiques de chacune des parcelles. Le
troisième tableau donnera l’espèce et les coordonnées au sein de la parcelle de chaque arbre.
Enfin le quatrième tableau donnera le volume et la taille de chaque tige. À chaque ligne
d’un tableau correspond plusieurs lignes dans le tableau du niveau inférieur. Un identifiant
doit permettre de faire la correspondance entre les lignes des différents tableaux. Ainsi le
numéro du massif sera répété dans les tableaux « massif » et « parcelle », le numéro de la
parcelle sera répété dans les tableaux « parcelle » et « arbre », et le numéro de l’arbre sera
répété dans les tableaux « arbre » et « tige » (figure 4.1).
Cette structuration des données minimise la répétition de l’information, donc les erreurs
de saisie. Une alternative consisterait à saisir toutes les données dans le même tableau,
comme indiqué pour l’exemple précédent dans le tableau 4.1. Cette alternative n’est pas re-
commandable car elle répète inutilement de l’information, donc multiplie les risques d’erreur
de saisie. Par exemple dans le tableau 4.1 nous avons volontairement introduit une erreur
de saisie dans la deuxième ligne du tableau, où la superficie du massif 1, normalement égale
à 400 ha, est ici de 401 ha. En répétant inutilement de l’information, on se retrouve avec
86 Chapitre 4. Saisie et mise en forme des données
une multiplication de ce genre d’incohérences qu’il faut ensuite corriger.
Une bonne façon de résoudre ces problèmes de niveaux emboîtés est de construire une
base de données relationnelle. Les bases de données relationnelles sont précisément faites
pour gérer différents tableaux avec des liens entre eux. Elles permettent d’éliminer toute
incohérence comme celle illustrée dans le tableau 4.1 en vérifiant systématiquement l’in-
tégrité des relations entre les tableaux. Cependant la construction d’une base de données
relationnelles est une étape technique qui nécessite éventuellement le recours à une personne
compétente dans ce domaine.
Pour récapituler, au cours de la saisie des données, il est préférable de:
– éviter la répétition de l’information,
– favoriser les bases de données relationnelles,
– donner des informations supplémentaires (méta-information),
– faire attention aux unités,
– faire la différence entre l’information qualitative et l’information quantitative,
– vérifier les données,
– réduire ou corriger les données absentes.
4.2 Apurement des données
L’apurement nécessite un aller-retour entre les fiches de mesure et le logiciel de sta-
tistiques (ou éventuellement un logiciel d’apurement des données spécialement conçu pour
cela). Cette étape vise à éliminer toute incohérence dans les données. Éventuellement, si
le dispositif de mesure est encore en place, elle nécessitera de refaire certaines mesures.
L’apurement permettra d’éliminer:
– les données aberrantes. Par exemple un arbre de 50 mètres de diamètre.
– les données incohérentes. Par exemple un arbre ayant une biomasse du tronc de 755
kg et une biomasse totale de 440 kg, ou alors un arbre de 5 cm de diamètre et de 40
m de haut.
– les fausses modalités des variables qualitatives. Par exemple un logiciel faisant une
différence entre majuscules et minuscules interprétera « oui » et « Oui » comme deux
modalités différentes, alors qu’il s’agit de la même modalité.
La difficulté pour repérer les données aberrantes vient du choix du seuil entre ce qui est une
mesure normale et ce qui est une mesure aberrante. Il arrive que les données aberrantes soit
le résultat d’un changement d’unité au cours de la saisie. Si la fiche de terrain mentionne 1,2
kg puis 900 g pour des mesures de biomasse foliaire, il faudra prendre garde à saisir 1,2 et
0,9 (en kg), ou alors 1200 et 900 (en g), mais en aucun cas il ne faudra saisir 1,2 et 900. Les
données incohérentes sont plus difficiles à repérer car elles nécessitent de confronter plusieurs
variables entre elles. Dans l’exemple précédent, un arbre avec une biomasse du tronc de 755
kg n’a rien d’anormal et un arbre avec une biomasse totale de 440 kg n’a rien d’anormal
non plus, mais bien entendu les deux mesures ne peuvent pas être correctes simultanément
pour le même arbre. De même un arbre avec un diamètre de 5 cm n’a rien d’anormal, pas
plus qu’un arbre de 40 m de haut, mais un arbre avec un diamètre de 5 cm et une hauteur
de 40 m est anormal.
Le dépistage des données aberrantes et incohérentes pourra être fait à l’aide de statis-
tiques descriptives et de graphiques deux à deux: l’examen des moyennes, quantiles, valeurs
maximales et minimales permet le plus souvent de détecter les données aberrantes; les
graphiques des variables deux à deux permet de détecter les données incohérentes. Dans
l’exemple précédent, on pourra faire le graphique de la biomasse totale en fonction de la
biomasse du tronc, et vérifier que tous les points se situent au-dessus de la droite y = x.
4.3 Mise en forme des données 87
Les graphiques hauteur en fonction du diamètre, volume en fonction du diamètre, etc., per-
mettent également de repérer des données anormales. Les modalités des variables qualita-
tives pourront être inspectées en faisant le décompte du nombre d’observations par modalité.
Deux variables qualitatives pourront être croisées en construisant le tableau de contingence
correspondant. On s’assurera lors de cette inspection des données que le logiciel de sta-
tistiques a bien interprété les données numériques comme des données numériques, et les
données qualitatives comme des données qualitatives.
Les fausses modalités résultent souvent d’un manque de rigueur dans la saisie. Les fautes
d’orthographe involontaires, fréquentes par exemple lorsque les noms des essences sont saisies
en plein, génèrent de fausses modalités. Ces fausses modalités peuvent être très ambiguës et
difficiles à corriger. Prenons l’exemple d’un jeu de données sur des arbres de forêt tropicale
humide d’Afrique centrale, où figurent, entre autres, les deux essences alombi (Julbernar-
dia seretii) et ilomba (Picnanthus angolensis). Mettons que, par erreur, la fausse modalité
« alomba » ait été saisie. Cette fausse modalité ne diffère des vraies modalités alombi et
ilomba que d’une lettre. Comment savoir alors quelle est la vraie modalité ? Les accents
sont souvent sources aussi de fausses modalités, selon que le texte ait été saisi avec ou sans
accents. Prenons l’exemple de la saisie d’une couleur: pour la personne qui saisit les don-
nées, il est peut-être clair que « vert foncé » et « vert fonce » désignent la même modalité,
mais le logiciel considérera cela comme deux modalités différentes. Les accords en genre
peuvent aussi poser problème. Les modalités « feuille vert clair » et « feuille verte clair »
seront comprises par le logiciel comme deux modalités différentes. Une fausse modalité cou-
ramment trouvée est celle liée à l’espace. La modalité « vert » (sans espace) et la modalité
« vert␣ » (avec espace, ici matérialisé par le symbole « ␣ ») sera comprise par le logiciel
comme deux modalités différentes. Cette fausse modalité est particulièrement déroutante
car l’espace n’est pas visible à l’écran, de sorte que l’utilisateur a vraiment l’impression qu’il
s’agit de la même modalité. Tous les caractères invisibles (retour chariot, tabulation, etc.),
ou les caractères qui apparaissent de la même façon à l’écran bien qu’ayant des codes ASCII
différents, peuvent générer le même genre d’erreur déroutante.
Les fausses modalités peuvent être évitées en utilisant des masques de saisie, qui ne
laissent le choix pour la saisie des variables qualitatives que parmi une liste de modalités
admissibles. L’utilisation de scripts automatiques d’apurement des données, qui vont sup-
primer les espaces intempestifs, vérifier les accents ou la casse des lettres, vérifier que les
variables qualitatives prennent leur valeur parmi une liste de modalités admissibles, est une
nécessité pour les gros jeux de données.
4.3 Mise en forme des données
La mise en forme consiste à organiser les données dans un format permettant l’exécution
des calculs nécessaires à la construction du tarif. Typiquement il s’agit d’un tableau com-
portant une ligne par individu statistique (un arbre pour un tarif individuel, une parcelle
pour un tarif peuplement) et autant de colonnes que de variables descriptives (aussi bien
variables à prédire: biomasse, volume. . . , que variables explicatives: diamètre, hauteur. . . ).
Cette phase de mise en forme peut requérir des manipulations assez avancées des données.
Dans certains cas il faudra agréger les données d’un niveau de description à un autre. Par
exemple, si on veut construire un tarif individuel pour un taillis et que les mesures portent
sur les tiges, il faudra agréger les données relatives aux tiges d’une même souche: additionner
les volumes et les masses, calculer le diamètre équivalent (c’est-à-dire la moyenne quadra-
tique) de la souche à partir des diamètres de ses tiges. Un autre exemple est la construction
d’un tarif de peuplement à partir de mesures sur des arbres. Il faudra alors agréger les
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données relatives aux arbres en données caractérisant le peuplement (volume à l’hectare,
hauteur dominante, etc.). Dans d’autres cas au contraire, il faut diviser le jeu de données.
Par exemple on a cubé des arbres au hasard dans un peuplement pluri-spécifique, et on veut
construire un tarif séparé pour les cinq essences dominantes: il faut alors diviser le jeu de
données en fonction de l’essence des arbres.
La mise en forme des données sera d’autant plus aisée que la saisie des données aura été
effectuée dans un format adéquat. Les bases de données relationnelles ont l’avantage d’offrir
un langage de requêtes qui permet de construire facilement de tels tableaux synthétiques.
Dans le tableur Microsoft Excel, la notion de « tableau croisé dynamique » sera utilement
mise à profit pour mettre en forme les données.
1i ¢
Jeu de données du fil rouge
Pour illustrer ce manuel, nous utiliserons le jeu de données collectées au Ghana par
Henry et al. (2010). Ce jeu de données donne la biomasse sèche de 42 arbres appartenant
à 16 espèces d’une forêt tropicale humide. Pour chaque arbre, on a mesuré son diamètre
à hauteur de poitrine, sa hauteur, le diamètre de sa couronne, la densité moyenne de son
bois, son volume, et sa biomasse sèche dans cinq compartiments: biomasse des branches,
biomasse des feuilles, biomasse du tronc, biomasse des contreforts, et biomasse totale.
Le tableau 4.2 présente les données de Henry et al. (2010) telles qu’elles devraient être
mises en forme dans un tableur. Le tableau des données se présente dans le tableur sous
la forme d’un rectangle de données; il ne doit y avoir ni ligne blanche, ni colonne blanche,
ni aucune mise en page qui dévie de cette présentation matricielle des données. Les effets
décoratifs, les indentations, les cellules laissées vides pour « aérer » la présentation doivent
être proscrites, car le logiciel de statistiques ne sera pas à même de lire un jeu de données
qui dévie du format matriciel. Les libellés des colonnes sont réduits à des mots courts, voire
des abréviations. L’information sur la signification de ces variables et leur unité est saisie à
part, dans la méta-information.
Si des informations devaient être saisies sur les espèces, celles-ci seraient saisies dans un
second tableau, puisqu’il y a deux niveaux emboîtés: le niveau espèce, avec plusieurs arbres
par espèce; et le niveau arbre, emboîté dans le niveau espèce. Ainsi, si on voulait saisir la
guilde écologique et le nom vernaculaire des espèces, on obtiendrait un second tableau 4.3
propre à l’espèce, le nom scientifique de l’espèce étant ici l’identifiant permettant de faire le
lien entre le tableau 4.2 et le tableau 4.3.
Lecture des données. Supposons que les données, mises en forme au format matriciel, sont
enregistrées dans un fichier Excel Henry_et_al2010.xls, dont la première feuille intitulée
biomasse contient le tableau 4.2. Dans le logiciel R, la lecture des données s’effectue à l’aide
des commandes:
library(RODBC)
ch <- odbcConnectExcel("Henry_et_al2010.xls")
dat <- sqlFetch(ch,"biomasse")
odbcClose(ch)
Les données sont alors stockées dans l’objet dat.
Apurement des données. Quelques vérifications peuvent être faites pour vérifier la qualité
des données. Dans R, la commande summary donne les statistiques descriptives de base des
variables d’un tableau de données:
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summary(dat)
En particulier pour le diamètre le résultat est:
dbh
Min. : 2.60
1st Qu.: 15.03
Median : 59.25
Mean : 58.59
3rd Qu.: 89.75
Max. :180.00
Ainsi le diamètre des arbres mesurés va de 2,6 cm à 180 cm, avec une moyenne de 58,59 cm
et un diamètre médian de 59,25 cm. Les statistiques descriptives de base pour la biomasse
sèche totale sont:
Btot
Min. : 0.0000
1st Qu.: 0.1375
Median : 3.1500
Mean : 6.8155
3rd Qu.: 9.6075
Max. :70.2400
La biomasse sèche totale du plus gros arbre est de 70,24 tonnes. La biomasse sèche du plus
petit arbre prend une valeur nulle dans le jeu de données. Les biomasses étant exprimées en
tonnes avec deux chiffres significatifs, cette valeur nulle n’est pas une donnée aberrante mais
signifie simplement que la biomasse sèche de cet arbre est inférieure à 0,01 tonnes = 10 kg.
Cette valeur nulle posera cependant problème par la suite quand on voudra transformer les
données par le logarithme.
On peut enfin s’assurer que la biomasse sèche totale est bien la somme des biomasses
des quatre autres compartiments:
max(abs(dat$Btot-rowSums(dat[,c("Bbran","Bfol","Btronc","Bctf")])))
La plus grande différence en valeur absolue est égale à 0,01 tonnes, ce qui correspond bien
à la précision des données (deux chiffres significatifs). Il n’y a donc pas d’incohérence à ce
niveau dans le jeu de données.
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Table 4.2 – Données de biomasse d’arbres de Henry et al. (2010) au Ghana. dbh est le
diamètre en cm, haut est la hauteur en m, houp est le diamètre de la couronne en m, dens
est la densité moyenne du bois en g cm−3, volume est le volume en m3, Bbran est la biomasse
sèche des branches en tonnes, Bfol est la biomasse foliaire sèche en tonnes, Btronc est la
biomasse sèche du tronc en tonnes, Bctf est la biomasse sèches des contreforts en tonnes,
et Btot est la biomasse sèche totale en tonnes.
espèce dbh haut houp dens volume Bbran Bfol Btronc Bctf Btot
Heritiera utilis 7,3 5,1 3,7 0,58 0,03 0,02 0 0 0 0,02
Heritiera utilis 12,4 12 5 0,62 0,11 0,02 0 0,05 0 0,07
Heritiera utilis 31 22 9 0,61 1,34 0,1 0,01 0,71 0,02 0,83
Heritiera utilis 32,5 27,5 7,1 0,61 1,12 0,07 0,01 0,61 0,01 0,7
Heritiera utilis 48,1 35,6 7,9 0,61 3,83 0,24 0,01 2,07 0,01 2,33
Heritiera utilis 56,5 35,1 8 0,6 5,43 0,85 0,03 2,28 0,14 3,31
Heritiera utilis 62 40,4 11,1 0,6 6,84 0,68 0,04 3,28 0,15 4,15
Heritiera utilis 71,9 42,3 20 0,6 9,84 1,34 0,05 4,43 0,11 5,93
Heritiera utilis 83 39,4 15,9 0,6 11,89 2,2 0,09 4,83 0,04 7,16
Heritiera utilis 100 50,5 19,1 0,58 31,71 8,71 0,11 8,39 1,4 18,61
Heritiera utilis 105 50,5 19,2 0,58 35,36 8,81 0,13 11,18 0,65 20,76
Heritiera utilis 6,5 8,1 1,5 0,78 0,01 0,01 0 0 0 0,01
Tieghemella heckelii 12 17 4,7 0,78 0,15 0,12 0,01 0 0 0,13
Tieghemella heckelii 73,5 45 11,1 0,66 11,08 1,27 0,04 5,91 0,14 7,36
Tieghemella heckelii 80,5 50,7 13 0,66 12,25 1,54 0,05 6,45 0,09 8,13
Tieghemella heckelii 93 45 17 0,66 17,79 3,66 0,06 7,8 0,21 11,73
Tieghemella heckelii 180 61 41 0,62 112,81 27,28 0,74 35,07 7,16 70,24
Piptadeniastrum africanum 70 39,7 10,5 0,58 10,98 2,97 0,06 3,29 0,07 6,39
Piptadeniastrum africanum 89 50 18,8 0,57 15,72 3,69 0,05 5,16 0,16 9,06
Piptadeniastrum africanum 90 50,2 16 0,57 22,34 5,73 0,38 6,23 0,74 13,08
Aubrevillea kerstingii 65 32,5 9 0,62 4,79 1,52 0,02 1,45 0 2,99
Afzelia bella 83,6 40 13,5 0,67 14,57 3,17 0,03 6 0,58 9,79
Cecropia peltata 7,8 2,3 2,5 0,17 0,07 0 0 0,01 0 0,01
Cecropia peltata 20,5 21,2 6,2 0,23 0,44 0,03 0 0,07 0 0,11
Cecropia peltata 29,3 22,5 8,9 0,27 1,11 0,13 0,01 0,16 0 0,31
Cecropia peltata 35,5 12 7,3 0,26 1,39 0,12 0,02 0,25 0 0,38
Ceiba pentandra 132 45 16 0,54 28,55 1,53 0,04 13,37 0,44 15,39
Ceiba pentandra 170 51 27,1 0,26 64,84 3,2 0,1 11,87 1,88 17,05
Nauclea diderrichii 2,6 4,9 8,4 0,76 0 0 0 0 0 0
Nauclea diderrichii 94,6 50,5 12 0,5 17,19 1,06 0,02 7,49 0,06 8,64
Nauclea diderrichii 110 58,8 14,1 0,4 28,71 3,47 0,06 7,9 0,07 11,49
Nauclea diderrichii 112 40 13,2 0,47 22,74 3,41 0,1 7,19 0,13 10,82
Daniellia thurifera 9 9,3 8 0,42 0,11 0,05 0,01 0 0 0,05
Guarea cedrata 12,8 13 3,1 0,62 0,12 0,08 0,01 0 0 0,08
Guarea cedrata 71,5 45,5 14 0,5 10,12 0,65 0,02 4,3 0,13 5,1
Strombosia glaucescens 7,6 11,3 3,9 0,66 0,07 0,05 0,01 0 0 0,05
Strombosia glaucescens 26,5 26 12,2 0,73 1,09 0,2 0,01 0,58 0 0,8
Garcinia epunctata 7,1 5,7 3,8 0,65 0,08 0,05 0,01 0 0 0,06
Drypetes chevalieri 13,2 15,7 5 0,65 0,22 0,15 0,02 0 0 0,16
Cola nitida 23,6 23,4 6,3 0,56 0,68 0,09 0,01 0,28 0 0,39
Nesogordonia papaverifera 24,3 30,2 6,5 0,69 0,73 0,12 0,01 0,36 0,02 0,51
Dialium aubrevilliei 98 43,7 98 0,65 18,49 2,55 0,05 9,07 0,4 12,07
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Table 4.3 – Données sur les espèces échantillonnées par Henry et al. (2010) au Ghana.
guilde espèce vernaculaire
héliophile non pionnière Heritiera utilis Nyankom
héliophile non pionnière Tieghemella heckelii Makore
héliophile non pionnière Piptadeniastrum africanum Dahoma
héliophile non pionnière Aubrevillea kerstingii Dahomanua
héliophile non pionnière Afzelia bella Papao-nua
pionnière Cecropia peltata Odwuma
pionnière Ceiba pentandra Onyina
pionnière Nauclea diderrichii Kusia
pionnière Daniellia thurifera Sopi
tolérante à l’ombre Guarea cedrata Kwabohoro
tolérante à l’ombre Strombosia glaucescens Afena
tolérante à l’ombre Garcinia epunctata Nsokonua
tolérante à l’ombre Drypetes chevalieri Katreka
tolérante à l’ombre Cola nitida Bese
tolérante à l’ombre Nesogordonia papaverifera Danta
tolérante à l’ombre Dialium aubrevilliei Dua bankye
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Exploration graphique des données
L’exploration graphique des données est la première étape de l’analyse des données. Elle
consiste à étudier visuellement les relations entre variables afin de se faire une idée du type
de modèle à ajuster. Concrètement, on projette sur un graphique un nuage de points dont les
coordonnées correspondent à deux variables: variable explicative sur l’axe des x et variable
à expliquer sur l’axe des y. Un graphique ne peut être construit que pour deux variables
simultanément, au plus (les graphiques en trois dimensions sont en pratique inexploitables
visuellement). Pour explorer graphiquement les relations entre p variables (avec p > 1), on
fera donc p(p − 1)/2 graphiques de variables deux à deux et/ou on cherchera à construire
des variables explicatives synthétiques à partir de plusieurs variables explicatives (nous
reviendrons sur ce point dans le § 5.1.1).
Nous supposons désormais que nous avons une variable à expliquer notée Y (le volume, la
biomasse. . . ) et p variables explicatives notées X1, X2, . . . , Xp (le diamètre, la hauteur. . . ).
Le but de l’exploration graphique n’est pas de sélectionner parmi les p variables explicatives
celles qui seront effectivement retenues pour le modèle: la sélection de variables suppose que
l’on sache tester le caractère significatif d’une variable, ce qui renvoie à la phase suivante de
l’ajustement du modèle. Les p variables explicatives sont donc considérées comme fixées, et
on cherche la forme du modèle qui relie au mieux la variable Y aux variables X1 à Xp. Un
modèle se compose de deux termes: la moyenne et l’erreur (ou résidu). L’exploration gra-
phique vise à préciser à la fois la forme de la relation moyenne et celle de l’erreur, mais sans
se soucier de la valeur des paramètres du modèle (ce sera l’étape suivante d’ajustement du
modèle). La relation moyenne peut être linéaire ou non linéaire, linéarisable ou non; l’erreur
résiduelle peut être additive ou multiplicative, de variance constante (homoscédasticité) ou
non (hétéroscédasticité). À titre d’exemple, la figure 5.1 présente quatre cas de figure selon
que la relation est linéaire ou non et la variance des résidus constante ou non.
La phase d’exploration graphique des données est également nécessaire pour éviter de
tomber dans les pièges de l’ajustement « à l’aveugle »: on peut en effet avoir l’impression
que l’ajustement d’un modèle à des données est de bonne qualité alors qu’en fait il s’agit
d’un artefact. Cela est illustré par la figure 5.2 dans le cas de la relation linéaire. Dans
les quatre cas montrés dans cette figure, le R2 de la régression linéaire de Y par rapport
à X est élevé, alors qu’en réalité la relation linéaire Y = a + bX + ε n’est pas adaptée
aux données. Dans la figure 5.2A, le nuage de points se structure en trois sous-ensembles
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Figure 5.1 – Exemple de relations entre deux variables X et Y : (A) relation linéaire et
variance des résidus constante, (B) relation non linéaire et variance des résidus constante,
(C) relation linéaire et variance des résidus non constante, (D) relation non linéaire et
variance des résidus non constante.
au sein desquels la relation entre Y et X est linéaire avec un coefficient de corrélation
négatif. Mais ces trois sous-ensembles s’organisent le long d’une droite de pente positive,
qui est la droite renvoyée par la régression linéaire. En 5.2B, le nuage de points, à l’exception
d’une seule donnée excentrée (vraisemblablement une donnée aberrante), ne présente aucune
relation entre Y et X. Mais la donnée excentrée suffit à laisser croire qu’il existe une relation
positive entre Y et X. En 5.2C, la relation entre Y et X est parabolique. Enfin en 5.2D,
le nuage de points, à l’exception d’une seule donnée excentrée, se structure le long d’une
droite de pente positive. Dans ce cas une relation linéaire entre Y et X serait adaptée pour
décrire les données amputées de la donnée excentrée. Cette donnée excentrée fait décroître
artificiellement la valeur du R2 (par opposition au graphique 5.2B où la donnée excentrée
gonfle artificiellement le R2).
Comme son nom l’indique, la phase d’exploration graphique procède plus de l’exploration
que d’une méthode systématique. Même si un certain nombre de conseils peuvent être donnés
pour arriver à déceler le bon modèle, elle requiert de l’expérience et de l’intuition.
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Figure 5.2 – Coefficients de détermination (R2) de régressions linéaires réalisées sur des
nuages de points ne présentant pas de relations linéaires.
5.1 Exploration de la relation moyenne
On s’intéresse dans cette section à la façon graphique de déterminer la nature de la
relation moyenne entre deux variables X et Y , c’est-à-dire à trouver la forme de la fonction
f (si elle existe !) telle que E(Y ) = f(X). Lorsqu’il n’y a qu’une seule variable explicative
X, l’exploration graphique consiste à tracer le nuage des points de Y en fonction de X.
2i ¢
Exploration de la relation biomasse–diamètre
Pour voir la forme de la relation entre la biomasse sèche totale et le diamètre des arbres,
on trace le nuage de points de la biomasse en fonction du diamètre. Le jeu de données étant
lu (cf. fil rouge no 1), la commande pour tracer le nuage de points est:
plot(dat$dbh,dat$Btot,xlab="Diamètre (cm)",ylab="Biomasse (t)")
Le nuage de points résultant est montré dans la figure 5.3. Ce nuage de points est du même
type que le graphe de la figure 5.1D: la relation entre la biomasse et le diamètre n’est pas
linéaire et la variance de la biomasse augmente lorsque le diamètre augmente.
¢
La méthode graphique du nuage de points ne pouvant être utilisée que pour une seule
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variable explicative, on tâchera de se ramener à ce cas quand il y a plusieurs variables
explicatives. Explicitons tout d’abord ce dernier point.
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Figure 5.3 – Nuage de points de la biomasse sèche totale (tonnes) en fonction du diamètre
à hauteur de poitrine (cm) pour les 42 arbres mesurés au Ghana par Henry et al. (2010).
5.1.1 Quand il y a plus d’une variable explicative
La première chose est de voir s’il n’est pas possible de former à partir de plusieurs
variables explicatives une seule variable explicative synthétique. Par exemple si on cherche
à prédire le volume du tronc à partir de son diamètre D et de sa hauteur H, on peut parier
que la nouvelle variable D2H sera un prédicteur efficace. Dans ce cas on a formé à partir
des deux variables explicatives D et H une nouvelle (et unique !) variable explicative D2H.
Par exemple Louppe et al. (1994) ont créé le tarif de cubage individuel suivant pour Afzelia
africana dans la forêt classée de Badénou en Côte d’Ivoire:
V = −0,0019 + 0,04846C2H
où V est le volume total en m3, C la circonférence à 1,30 m en m etH la hauteur en m. Même
s’il s’agit d’un tarif à deux entrées (la circonférence et la hauteur), il n’y a en fait qu’une
seule variable explicative: C2H. Un autre exemple est le tarif de cubage de peuplement
établi par Fonweban et Houllier (1997) au Cameroun pour Eucalyptus saligna:
V = β1Gβ2
(
H0
N
)β3
où V est le volume du peuplement en m3 ha−1, G est la surface terrière en m2 ha−1, H0 est
la hauteur dominante du peuplement, N est la densité du peuplement (nombre de tiges par
hectare) et les β sont des paramètres constants. Même s’il s’agit d’un tarif à trois entrées
(la surface terrière, la hauteur dominante et la densité), il n’y a en fait que deux variables
explicatives: G et le rapport H0/N .
3i ¢
Exploration de la relation biomasse–D2H
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Pour un tarif de biomasse à deux entrées par rapport au diamètre D et la hauteur H,
la quantité D2H constitue une approximation du volume du tronc (au coefficient de forme
près) et peut donc être utilisée comme variable explicative synthétique. Le nuage de points
de la biomasse en fonction de D2H s’obtient par la commande:
with(dat,plot(dbhˆ2*haut,Btot,xlab="D2H (cm2.m)",ylab="Biomasse (t)"))
et le résultat est représenté dans la figure 5.4. Ce nuage de points est du même type que le
graphe de la figure 5.1C: la relation entre la biomasse et D2H est linéaire mais la variance
de la biomasse augmente lorsque D2H augmente.
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Figure 5.4 – Nuage de points de la biomasse sèche totale (tonnes) en fonction de D2H,
où D est le diamètre à hauteur de poitrine (cm) et H la hauteur (m) pour les 42 arbres
mesurés au Ghana par Henry et al. (2010).
À supposer que, après cette phase d’agrégation des variables explicatives, il reste encore p
variables explicatives X1, . . . , Xp (avec p > 1), on peut d’abord explorer les p relations entre
Y et chacune des p variables explicatives. Il s’agit bien de relations entre deux variables et
les méthodes graphiques que l’on présentera après s’appliquent donc bien. Cependant cette
approche s’avère en fait souvent peu informative, car la relation entre Y et p variables ne
se ramène pas aux p relations entre Y et chacune des p variables séparément. Un exemple
didactique simple peut illustrer ce propos: supposons que la variable Y soit (aux erreurs
près) la somme de deux variables explicatives:
Y = X1 +X2 + ε (5.1)
où ε est une erreur d’espérance nulle, et que les variables X1 et X2 soient liées de sorte que
X1 varie entre 0 et −Xmax et que, à X1 donné, X2 varie entre max(0,−X1) et min(Xmax, 1−
X1). La figure 5.5 montre les deux graphiques de Y en fonction de chacune des variables
explicatives X1 et X2 pour des données simulées selon ce modèle (avec Xmax = 5). Aucune
structure n’est apparente dans les nuages de points et on ne peut donc pas déceler le modèle
générateur E(Y ) = X1 +X2.
Une façon de s’en sortir quand on a deux variables explicatives passe par le conditionne-
ment. Il consiste à regarder la relation entre la variable à expliquer Y et l’une des variables
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Figure 5.5 – Graphes d’une variable Y en fonction de chacune de deux variables explicatives
X1 et X2 telles que E(Y ) = X1 +X2.
explicatives (mettons X2) conditionnellement aux valeurs de l’autre variable explicative
(dans ce cas X1). Concrètement, on découpe le jeu de données selon des classes de valeurs
de X1, puis on explore la relation entre Y et X2 au sein de chaque sous-jeu de données.
Pour poursuivre l’exemple précédent, on a découpé les valeurs de X1 en 12 intervalles larges
de 0,5 unités: le premier va de −5 à −4,5, le second de −4,5 à −4, etc., jusqu’au dernier
intervalle qui va de 0,5 à 1. Le jeu de données représenté dans la figure 5.5 a été découpé
en 12 sous-jeux de données en fonction des 12 classes de valeurs de X1, puis on a tracé les
12 graphiques de Y en fonction de X2 pour ces 12 sous-jeux de données. Le résultat est
représenté dans la figure 5.6. La superposition des graphiques de la figure 5.6 redonnerait
le graphique de droite de la figure 5.5. Ces graphiques révèlent que, pour une valeur donnée
de X1, la relation entre Y et X2 est bien linéaire. De plus on peut s’apercevoir que la pente
de la droite reliant Y à X2 pour X1 donné est constante quelle que soit la valeur de X1.
Cette exploration graphique révèle donc que le modèle est du type:
E(Y ) = f(X1) + aX2
où a est une coefficient constant (en l’occurrence égal à 1, mais l’exploration graphique ne
se préoccupe pas de la valeur des paramètres), et f(X1) représente l’ordonnée à l’origine de
la droite reliant Y à X2 pour X1 donné. Cette ordonnée à l’origine varie potentiellement en
fonction de X1, selon une fonction f qui reste à déterminer.
Pour explorer la forme de la fonction f , on peut ajuster par régression linéaire une droite
à chacun des 12 sous-jeux de données de Y et X2 correspondant aux 12 classes de valeurs
de X1. On retient la valeur de l’ordonnée à l’origine, notée y0, de ces 12 droites, et on trace
le graphique de y0 en fonction du milieu de chaque classe de valeurs de X1. Ce graphique
est représenté sur la figure 5.7 pour les mêmes données simulées que précédemment. Cette
exploration graphique révèle que la relation entre y0 et X1 est linéaire, c’est-à-dire: f(X1) =
bX1 + c. Au final, l’exploration graphique fondée sur le conditionnement par rapport à X1
a révélé qu’un modèle adéquat était bien:
E(Y ) = aX2 + bX1 + c
Dans la mesure où les variables X1 et X2 jouent un rôle symétrique dans le modèle (5.1),
le conditionnement est également symétrique vis-à-vis de ces deux variables. Nous avons ici
étudié la relation entre Y et X2 conditionnellement à X1, mais nous aurions abouti de la
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Figure 5.6 – Graphes d’une variable Y en fonction d’une variable explicative X2 pour
chacun des sous-jeux de données définis par des classes de valeurs d’une autre variable
explicative X1, avec E(Y ) = X1 +X2.
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Figure 5.7 – Graphe de l’ordonnée à l’origine de la régression linéaire de Y par rapport à
X2 pour un sous-jeu de données correspondant à une classe de valeurs de X1 en fonction du
milieu de ces classes, pour des données simulées selon le modèle Y = X1 +X2 + ε.
même manière au même modèle en explorant la relation entre Y et X1 conditionnellement
à X2.
Dans cet exemple, la relation entre Y et X2 pour X1 donné est une droite dont la pente
est indépendante de X2: on dit qu’il n’y a pas d’interaction entre X1 et X2. Un modèle
avec interaction serait par exemple: E(Y ) = X1 + X2 + X1X2. Dans ce cas, la relation
entre Y et X2 à X1 donné est une droite dont la pente, égale à 1 + X1, dépend bien de
X1. Le conditionnement permet sans plus de difficulté d’explorer la forme de modèles avec
interactions entre les variables explicatives.
Le conditionnement s’étend en principe à un nombre quelconque de variables expli-
catives. Pour trois variables explicatives X1, X2, X3 par exemple, on pourra explorer la
relation entre Y et X3 pour X1 et X2 fixés; notons f la fonction définissant cette relation
et θ(X1, X2) les paramètres de f (qui dépendent potentiellement de X1 et X2):
E(Y ) = f [X3; θ(X1, X2)]
Il s’agit ensuite d’explorer la relation entre θ et les deux variables X1 et X2. À nouveau
on conditionne en explorant la relation entre θ et X2 pour X1 fixé; notons g la fonction
définissant cette relation et φ(X1) les paramètres de g (qui dépendent potentiellement de
X1):
θ(X1, X2) = g[X2; φ(X1)]
Enfin, on explore la relation entre φ et X1; soit h la fonction définissant cette relation. Au
bout du compte, le modèle décrivant les données sera:
E(Y ) = f{X3; g[X2; h(X1)]}
Ce raisonnement s’étend en principe à un nombre quelconque de variables explicatives, mais
on voit bien en pratique qu’il devient difficile à mettre en œuvre pour p > 3. Le condition-
nement requiert par ailleurs des données abondantes puisque chaque sous-jeu de données,
défini par les classes de valeurs des variables conditionnelles, doit comporter suffisamment
de données pour pouvoir explorer graphiquement les relations entre variables. Dans le cas
de trois variables explicatives, les sous-jeux de données sont définis par le croisement des
classes de valeurs de X1 et X2 (par exemple). Si le jeu de données complet comporte n ob-
servations, si X1 et X2 sont divisés en 10 classes de valeurs, et si les données se répartissent
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également selon ces classes, alors chaque sous-jeu de données ne comporte plus que n/100
observations ! En pratique, à moins d’avoir un jeu de données particulièrement grand, il est
difficile d’utiliser le principe du conditionnement pour plus de deux variables explicatives.
Pour l’ajustement de tarifs de biomasse ou de cubage, le nombre d’entrées du tarif est
le plus souvent limité (deux ou trois entrées au plus), de sorte qu’on n’est généralement
pas confronté au problème de l’exploration graphique avec un grand nombre de variables
explicatives. Si cela venait à se produire, des analyses multivariées telles que l’analyse en
composantes principales peuvent être utilement mises à profit (Philippeau, 1986; Härdle et
Simar, 2003). Ces analyses visent à projeter les observations sur un sous-espace de dimension
réduite (le plus souvent deux ou trois), construit à partir de combinaisons linéaires des
variables explicatives et de sorte à maximiser la variabilité des observations dans ce sous-
espace. En d’autres termes, ces analyses multivariées permettent de visualiser dans le plan
les relations entre variables en perdant le moins possible d’information, ce qui est bien
l’objectif recherché de l’exploration graphique.
4i ¢
Conditionnement sur la densité du bois
Explorons à présent la relation entre la biomasse, D2H et la densité du bois ρ. On
définit n classes de densité du bois de sorte que chaque classe contienne approximativement
le même nombre d’observations:
d <- quantile(dat$dens,(0:n)/n)
i <- findInterval(dat$dens,d,rightmost.closed=TRUE)
L’objet d définit les bornes des classes de densité, tandis que l’objet i contient le numéro de
la classe de densité à laquelle appartient chaque observation. Le graphique de la biomasse en
fonction de D2H en coordonnées logarithmiques, avec différents symboles et couleurs selon
la classe de densité s’obtient par la commande:
with(dat,plot(dbhˆ2*haut,Btot,xlab="D2H (cm2m)",ylab="Biomasse (t)",log="xy",pch=i,
col=i))
et est représenté sur la figure 5.8 pour n = 4 classes de densité du bois. En anticipant
sur le chapitre 6, on ajuste une régression linéaire entre ln(B) et ln(D2H) pour chaque
sous-ensemble d’observations correspondant à chaque classe de densité du bois:
m <- as.data.frame(lapply(split(dat,i), function(x)
coef(lm(log(Btot)∼I(log(dbhˆ2*haut)),data=x[x$Btot>0,]))))
Quand on trace les graphiques de l’ordonnée à l’origine de la régression et de sa pente en
fonction de la densité médiane de la classe:
dmid <- (d[-1]+d[-n])/2
plot(dmid,m[1,],xlab="Densité du bois (g/cm3)",ylab="Ordonnée à l’origine")
plot(dmid,m[2,],xlab="Densité du bois (g/cm3)",ylab="Pente")
on n’observe à première vue aucune relation particulière (figure 5.9).
¢
5.1.2 Comment détecter qu’une relation est adéquate ?
Désormais, on suppose qu’on a une seule variable explicative X et que l’on cherche à
explorer la relation entre X et la variable à expliquer Y . La première étape est de projeter
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Figure 5.8 – Nuage de points (données log-transformées) de la biomasse sèche totale
(tonnes) en fonction de D2H, où D est le diamètre à hauteur de poitrine (cm) et H la
hauteur (m) pour les 42 arbres mesurés au Ghana par Henry et al. (2010), avec différents
symboles selon les classes de densité du bois: rond noir, 0,170 ≤ ρ < 0,545 g cm−3; triangle
rouge, 0,545 ≤ ρ < 0,600 g cm−3; signe plus vert, 0,600 ≤ ρ < 0,650 g cm−3; croix bleue,
0,650 ≤ ρ < 0,780 g cm−3.
sur un graphique avec X en abscisse et Y en ordonnée le nuage de points correspondant
aux données. Il s’agit ensuite de deviner visuellement la fonction qui passe au milieu de ce
nuage de points en épousant ses formes. Il se trouve que l’œil humain est assez peu doué
pour discriminer des formes proches. À titre d’exemple, la figure 5.10 présente trois nuages
de points correspondants dans le désordre aux trois modèles suivants (on a mis ici le terme
d’erreur à zéro):
modèle puissance: Y = aXb
modèle exponentiel: Y = a exp(bX)
modèle polynômial: Y = a+ bX + cX2 + dX3
Les trois nuages de points ont des allures semblables et bien malin qui pourrait dire à quel
modèle correspond chacun de ces trois nuages de points.
En revanche l’œil humain est doué pour déceler si une relation est linéaire ou pas. Pour
détecter visuellement si la forme d’un nuage de point s’ajuste ou non à une fonction, on a
donc fortement intérêt, lorsque cela est possible, à utiliser une transformation de variables
qui rend la relation linéaire. Dans le cas du modèle puissance par exemple, Y = aXb implique
lnY = ln a+ b lnX, donc la transformation de variables:{
X ′ = lnX
Y ′ = lnY (5.2)
rend la relation linéaire. Dans le cas du modèle exponentiel, Y = a exp(bX) implique lnY =
ln a+ bX, donc la transformation de variables:{
X ′ = X
Y ′ = lnY (5.3)
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Figure 5.9 – Ordonnée à l’origine a (A) et pente b (B) de la régression linéaire ln(B) =
a+ b ln(D2H) conditionnelle à la classe de densité du bois, en fonction de la densité du bois
médiane des classes. Les régressions sont ajustées aux données des 42 arbres mesurés par
Henry et al. (2010) au Ghana.
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Figure 5.10 – Trois nuages de points correspondants dans le désordre à trois modèles:
modèle puissance, modèle exponentiel et modèle polynômial.
rend la relation linéaire. En revanche aucune de ces deux transformations ne linéarise le
modèle polynômial. En appliquant ces transformations de variable aux données représentées
sur la figure 5.10, on va donc être en mesure de déceler lequel des nuages de points correspond
à chacun des modèles. La figure 5.11 représente les trois nuages de points après application
de la transformation de variables (5.3). Le premier nuage de point adopte la forme d’une
droite tandis que les deux autres gardent une forme courbe. Le nuage de points le plus à
gauche de la figure 5.10 correspond ainsi au modèle exponentiel.
La figure 5.12 représente les trois nuages de points après application de la transformation
de variables (5.2). Le second nuage de point adopte la forme d’une droite tandis que les deux
autres gardent une forme courbe. Le nuage de points au centre de la figure 5.10 correspond
ainsi au modèle puissance. Par déduction, le nuage de points le plus à droite de la figure
5.10 correspond au modèle polynômial.
Il n’est pas toujours possible de trouver une transformation de variable qui linéarise la
relation. C’est par exemple le cas du modèle polynômial Y = a + bX + cX2 + dX3: on ne
peut pas trouver de transformation de X en X ′ et de Y en Y ′ telle que la relation entre Y ′
et X ′ soit une droite, quels que soient les coefficients a, b, c et d. Il doit être clair également
que la linéarité dont il est question ici est celle de la relation entre la variable à expliquer
Y et la variable explicative X. Ce n’est pas la linéarité au sens du modèle linéaire, qui est
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Figure 5.11 – Application de la transformation de variables X → X, Y → lnY aux nuages
de points représentés dans la figure 5.10.
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Figure 5.12 – Application de la transformation de variables X → lnX, Y → lnY aux
nuages de points représentés dans la figure 5.10.
une linéarité vis-à-vis des coefficients du modèle (ainsi le modèle Y = a + bX2 est linéaire
au sens du modèle linéaire alors que ce modèle définit une relation non linéaire entre X et
Y ).
Lorsqu’aucune transformation de variable ne permet de linéariser la relation entre X et
Y , le mieux est d’ajuster le modèle et de regarder si la courbe ajustée passe au milieu du
nuage de points en s’adaptant à ses formes. On aura d’ailleurs intérêt dans ce cas à regarder
le graphique des résidus en fonction des valeurs prédites.
5i ¢
Exploration de la relation biomasse–diamètre: transformation des variables
Utilisons la transformation logarithmique pour transformer simultanément le diamètre
et la biomasse. Le nuage de points des données log-transformées s’obtient comme suit:
plot(dat$dbh,dat$Btot,xlab="Diamètre (cm)",ylab="Biomasse (t)",log="xy")
Le nuage de points résultant est montré dans la figure 5.13. La transformation logarithmique
a linéarisé la relation entre la biomasse et le diamètre: la relation entre ln(D) et ln(B) a
la forme d’une droite et la variance de ln(B) ne varie pas avec le diamètre (comme dans la
figure 5.1A).
¢
6i ¢
Exploration de la relation biomasse–D2H: transformation des variables
5.1 Exploration de la relation moyenne 105
5 10 20 50 100 200
1e
−0
2
1e
−0
1
1e
+0
0
1e
+0
1
1e
+0
2
Diamètre (cm)
Bi
om
as
se
 (t)
Figure 5.13 – Nuage de points (données log-transformées) de la biomasse sèche totale
(tonnes) en fonction du diamètre à hauteur de poitrine (cm) pour les 42 arbres mesurés au
Ghana par Henry et al. (2010).
Utilisons la transformation logarithmique pour transformer simultanément D2H et la
biomasse. Le nuage de points des données log-transformées s’obtient comme suit:
with(dat,plot(dbhˆ2*haut,Btot,log="xy",xlab="D2H (cm2.m)",ylab="Biomasse (t)"))
Le nuage de points résultant est montré dans la figure 5.14. La transformation logarithmique
a linéarisé la relation entre la biomasse etD2H: la relation entre ln(D2H) et ln(B) a la forme
d’une droite et la variance de ln(B) ne varie pas avec D2H (comme dans la figure 5.1A).
¢
5.1.3 Catalogue de primitives
Les synthèses des tarifs réalisées par Zianis et al. (2005) pour l’Europe, par Henry
et al. (2011) pour l’Afrique sub-saharienne ou plus spécifiquement par Hofstad (2005) pour
l’Afrique australe permettront de se faire une idée de la forme des modèles les plus fré-
quemment trouvés dans la littérature sur les tarifs de biomasse et de cubage. Deux types
de modèles ressortent le plus fréquemment: le modèle puissance et le modèle polynômial
(de degré deux ou, au maximum, trois). Ces deux types de modèles seront donc le point de
départ de l’exploration graphique des données pour la construction d’un tarif de cubage ou
de biomasse. Le modèle puissance Y = aXb est également appelé relation allométrique et
un certain nombre d’interprétation biologique de ce modèle ont été fournies (Gould, 1979;
Franc et al., 2000, § 1.1.5). En particulier, la « metabolic scaling theory » (Enquist et al.,
1998, 1999; West et al., 1997, 1999) prédit de manière théorique, en s’appuyant sur une
description fractale de la structure interne des arbres, que la biomasse d’un arbre est liée à
son diamètre par une relation puissance avec un exposant égal à 8/3 ≈ 2,67:
B ∝ ρD8/3
où ρ est la densité spécifique du bois. Même si la « metabolic scaling theory » a été largement
remise en cause (Muller-Landau et al., 2006), elle a au moins le mérite de donner une base
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Figure 5.14 – Nuage de points (données log-transformées) de la biomasse sèche totale
(tonnes) en fonction de D2H, où D est le diamètre à hauteur de poitrine (cm) et H la
hauteur (m) pour les 42 arbres mesurés au Ghana par Henry et al. (2010).
biologique à la relation puissance qui est souvent observée.
Outre le modèle puissance B = aDb et le modèle polynômial du second degré B =
a0 + a1D + a2D2, et sans prétention à l’exhaustivité, les tarifs de biomasse suivants sont
fréquemment trouvés (Yamakura et al., 1986; Brown et al., 1989; Brown, 1997; Martinez-
Yrizar et al., 1992; Araújo et al., 1999; Nelson et al., 1999; Ketterings et al., 2001; Chave
et al., 2001, 2005; Nogueira et al., 2008; Basuki et al., 2009; Návar, 2009; Djomo et al., 2010;
Henry et al., 2010):
1. tarif à deux entrées sous la forme puissance par rapport à la variable D2H: B =
a(ρD2H)b
2. tarif à deux entrées: ln(B) = a0 + a1 ln(D) + a2 ln(H) + a3 ln(ρ)
3. tarif à une entrée: ln(B) = a0 + a1 ln(D) + a2[ln(D)]2 + a3[ln(D)]3 + a4 ln(ρ),
où ρ est la densité spécifique du bois. Au facteur de forme près, la variable D2H repré-
sente le volume du tronc, ce qui explique qu’elle soit fréquemment utilisée comme variable
explicative. La deuxième équation peut être vue comme une généralisation de la première.
En effet, en appliquant la transformation logarithmique, la première équation équivaut à:
ln(B) = ln(a) + 2b ln(D) + b ln(H) + b ln(ρ). La première équation est donc équivalente à la
seconde dans le cas particulier où a2 = a3 = a1/2. Enfin la troisième équation peut être vue
comme une généralisation du modèle puissance B = aDb.
Plus généralement, le tableau 5.1 récapitule un certain nombre de fonctions pouvant
modéliser la relation entre deux variables. Quand elle existe, on indique la transformation
de variables qui linéarise la relation entre X et Y . On remarquera que le modèle puissance
modifié n’est qu’une réécriture du modèle exponentiel, et que le modèle racine n’est qu’une
réécriture du modèle exponentiel modifié. On remarquera également qu’une bonne partie
de ces modèles ne sont que des cas particuliers de modèles plus complexes (et comportant
davantage de paramètres). Par exemple le modèle linéaire n’est qu’un cas particulier du
modèle polynômial, le modèle de Gompertz n’est qu’un cas particulier du modèle de Sloboda,
etc.
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Table 5.1 – Quelques modèles reliant deux variables.
Nom Équation Transformation
Modèles polynômiaux
linéaire Y = a+ bX identité
parabolique ou quadratique Y = a+ bX + cX2
polynômial d’ordre p Y = a0 + a1X + a2X2 + . . .+ apXp
Modèles exponentiels
exponentiel ou de Malthus Y = a exp(bX) Y ′ = lnY , X ′ = X
exponentiel modifié Y = a exp(b/X) Y ′ = lnY , X ′ = 1/X
logarithme Y = a+ b lnX Y ′ = Y , X ′ = lnX
log réciproque Y = 1/(a+ b lnX) Y ′ = 1/Y , X ′ = lnX
pression de vapeur Y = exp(a+ b/X + c lnX)
Modèles en loi de puissance
puissance Y = aXb Y ′ = lnY , X ′ = lnX
puissance modifié Y = abX Y ′ = lnY , X ′ = X
puissance décalé Y = a(X − b)c
géométrique Y = aXbX Y ′ = lnY , X ′ = X lnX
géométrique modifié Y = aXb/X Y ′ = lnY , X ′ = (lnX)/X
racine Y = ab1/X Y ′ = lnY , X ′ = 1/X
de Hoerl Y = abXXc
de Hoerl modifié Y = ab1/XXc
Modèles de production–densité
inverse Y = 1/(a+ bX) Y ′ = 1/Y , X ′ = X
inverse quadratique Y = 1/(a+ bX + cX2)
de Bleasdale Y = (a+ bX)−1/c
de Harris Y = 1/(a+ bXc)
Modèles de croissance
de croissance saturée Y = aX/(b+X) Y ′ = X/Y , X ′ = X
mononucléaire ou de Mitscherlisch Y = a[b− exp(−cX)]
Modèles sigmoïdes
de Gompertz Y = a exp[−b exp(−cX)]
de Sloboda Y = a exp[−b exp(−cXd)]
logistique ou de Verhulst Y = a/[1 + b exp(−cX)]
de Nelder Y = a/[1 + b exp(−cX)]1/d
de von Bertalanffy Y = a[1− b exp(−cX)]3
de Chapman-Richards Y = a[1− b exp(−cX)]d
de Hossfeld Y = a/[1 + b(1 + cX)−1/d]
de Levakovic Y = a/[1 + b(1 + cX)−1/d]1/e
du facteur multiplicatif multiple Y = (ab+ cXd)/(b+Xd)
de Johnson-Schumacher Y = a exp[−1/(b+ cX)]
de Lundqvist-Matérn ou de Korf Y = a exp[−(b+ cX)d]
de Weibull Y = a− b exp(−cXd)
Modèles divers
hyperbolique Y = a+ b/X Y ′ = Y , X ′ = 1/X
sinusoïdal Y = a+ b cos(cX + d)
de capacité de chaleur Y = a+ bX + c/X2
gaussien Y = a exp[−(X − b)2/(2c2)]
de fraction rationnelle Y = (a+ bX)/(1 + cX + dX2)
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Le modèle polynômial d’ordre p doit être manié avec prudence car les polynômes sont
capables de s’ajuster à n’importe quelle forme pourvu que le degré p soit suffisamment
élevé (les fonctions usuelles sont toutes décomposables dans une base de polynômes: c’est le
principe du développement limité). Concrètement, on peut avoir un polynôme qui épouse
très bien la forme du nuage de points dans le domaine de valeurs des données disponibles,
mais qui prend une forme très invraisemblable en dehors de ce domaine. En d’autres termes,
le modèle polynômial peut présenter des dangers d’extrapolation, d’autant plus grands que
le degré p est important. En pratique, on évitera fortement d’ajuster des polynômes de degré
supérieur à 3.
5.2 Exploration de la variance
Considérons à présent le terme d’erreur ε du modèle reliant la variable à expliquer Y à
une variable explicative X. L’exploration de la forme de la variance revient basiquement à
répondre à la question: la variance des résidus est-elle constante (homoscédasticité) ou non
(hétéroscédasticité) ? La réponse à cette question dépend implicitement de la forme précise
de la relation qui sera utilisée pour ajuster le modèle. À titre d’exemple, pour la relation
puissance Y = aXb, on peut
– soit ajuster le modèle non linéaire Y = aXb + ε, ce qui revient à estimer directement
les paramètres a et b;
– soit ajuster le modèle linéaire Y ′ = a′+bX ′+ε sur les données transformées Y ′ = lnY
et X ′ = lnX, ce qui revient à estimer les paramètres a′ = ln a et b.
Les deux options ne sont bien sûr pas interchangeables puisque le terme d’erreur ε (que l’on
supposera suivre une loi normale d’écart-type constant) ne joue pas le même rôle dans les
deux cas. Dans le premier cas on a une erreur additive par rapport au modèle puissance.
Dans le second cas on a erreur additive par rapport au modèle linéarisé donc, si l’on revient
au modèle puissance:
Y = exp(Y ′) = aXb exp(ε) = aXb ε′
ce qui correspond à une erreur multiplicative par rapport au modèle puissance, où ε′ suit
une loi lognormale. La différence entre ces deux options est illustrée dans la figure 5.15.
L’erreur additive se traduit par une variance constante dans le graphique (a) de Y en
fonction de X et par une variance décroissante avec X dans le graphique (c) de ces mêmes
données transformées par le logarithme. L’erreur multiplicative se traduit par une variance
croissante avec X dans le graphique (b) de Y en fonction de X et par une variance constante
dans le graphique (d) de ces mêmes données transformées par le logarithme.
Ainsi le processus de linéarisation du modèle reliant Y à X par une transformation de
variables affecte aussi bien la forme de la relation moyenne que celle du terme d’erreur.
Cette propriété peut du reste être exploitée pour stabiliser des résidus qui varient avec X
afin de les rendre constants, mais c’est un point qui sera abordé au chapitre suivant. Pour
l’instant, nous cherchons à explorer la forme de l’erreur Y − E(Y ) en fonction de X, sans
chercher à transformer les variables X et Y .
La forme de la relation moyenne E(Y ) = f(X) ayant préalablement été déterminée de
façon graphique, il suffit d’examiner visuellement sur le graphique de Y en fonction de X si
les points se répartissent également de chaque côté de la courbe f quelle que soit la valeur
de X. Les graphiques (a) et (b) de la figure 5.1, par exemple, illustrent le cas de résidus de
variance constante quel que soit X, tandis que les graphiques (c) et (d) de cette même figure
montrent le cas de résidus dont la variance augmente avec X. Des relations plus complexes,
comme celle illustrée par la figure 5.16, peuvent également être imaginées. Dans le cas de
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Figure 5.15 – Modèle puissance avec erreur additive (A et C) ou multiplicative (B et D).
Le graphique (C) (respectivement D) résulte du graphique (A) (respectivement B) par la
transformation de variables X → lnX et Y → lnY .
figure illustrée par la figure 5.16, la variance des résidus fluctue de façon périodique avec X.
De telles situations ont peu de chances d’être rencontrées en pratique dans le contexte des
tarifs de biomasse ou de cubage. Presque systématiquement, on aura à choisir entre deux
situations: la variance des résidus est constante ou elle augmente avec X. Dans le premier
cas, il n’y a rien de plus à faire. Dans le second cas, on ne cherchera pas à préciser la forme
exacte de la relation entre X et la variance des résidus et on adoptera d’emblée un modèle
puissance pour relier la variance des résidus ε à X:
Var(ε) = αXβ
Les valeurs des coefficients α et β seront estimés en même temps que celles des autres
coefficients du modèle lors de la phase d’ajustement du modèle, qui sera traitée dans le
prochain chapitre.
5.3 L’exploration n’est pas une sélection
En guise de conclusion, nous tenons à préciser que l’exploration graphique ne vise pas
à sélectionner une seule forme de modèle, mais plutôt à faire le tri entre les modèles qui
sont acceptables pour décrire le jeu de données et ceux qui ne le sont pas. Loin de chercher
à sélectionner « le » modèle censé être le meilleur pour décrire les données, il faut plutôt
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Figure 5.16 – Graphique d’un nuage de points générés par le modèle Y = a+ bX + ε, où
ε suit une loi normale de moyenne nulle et d’écart-type proportionnel au cosinus de X.
chercher à sélectionner trois ou quatre modèles candidats, susceptibles de décrire les données.
Le choix final entre ces trois ou quatre modèles identifiés lors de l’exploration graphique se
fera après la phase d’ajustement aux données que nous allons voir dans le chapitre suivant.
6
Ajustement du tarif
L’ajustement d’un modèle consiste à estimer les paramètres de ce modèle à partir de
données. Cela suppose donc d’une part que les données sont déjà disponibles et mises en
forme, et d’autre part que l’expression mathématique du modèle à ajuster est connue. Par
exemple, ajuster le modèle puissance B = aDb consiste à estimer les coefficients a et b à
partir d’un jeu de données donnant les valeurs Bi et Di de la biomasse et du diamètre de
n arbres (i = 1, . . . , n). La variable réponse (aussi appelée dans la littérature variable de
sortie, variable d’intérêt, variable dépendante) du modèle est la variable qui est prédite par
le modèle. Il n’y en a qu’une. Dans le cadre de ce manuel, la variable réponse sera toujours un
volume ou une biomasse. Les variables explicatives sont les variables utilisées pour prédire
la variable réponse. Il peut y en avoir plusieurs, et leur nombre est dénoté p. Il ne faut
pas confondre les variables explicatives et les entrées du tarif. Le modèle B = a(D2H)b
comporte une seule variable explicative (à savoir D2H) mais deux entrées (le diamètre D
et la hauteur H). À l’inverse, le modèle B = a0 + a1D + a2D2 comporte deux variables
explicatives (D et D2) mais une seule entrée (le diamètre D). À chaque variable explicative
est associée un coefficient à estimer. À cela s’ajoute le cas échéant une ordonnée à l’origine
ou un coefficient multiplicateur, de sorte que le nombre total de coefficients à estimer dans
un modèle à p variables explicatives sera p ou p+ 1.
Une observation consiste en la donnée de la variable réponse (volume ou biomasse) et
des variables explicatives pour un arbre. Pour reprendre l’exemple du modèle B = aDb,
une observation consiste en le doublet (Bi, Di). Le nombre d’observations est donc n. Une
observation découle d’une mesure sur le terrain. La prédiction du modèle est la valeur
de la variable réponse prédite par le modèle étant données les variables explicatives. Une
prédiction découle d’un calcul. Par exemple, la prédiction du modèle B = aDb pour un
arbre de diamètre Di est Bˆi = aDbi . Il y autant de prédictions qu’il y a d’observations.
Un concept clé de l’ajustement des modèles est le résidu. Le résidu, ou erreur résiduelle, est
l’écart entre la valeur observée de la variable réponse et sa prédiction. Toujours pour le même
exemple, le résidu de la ie observation est: εi = Bi − Bˆi = Bi − aDbi . Il y autant de résidus
qu’il y a d’observations. L’ajustement d’un modèle sera d’autant meilleur que ses résidus
seront faibles. De plus, les propriétés statistiques du modèle découleront des propriétés que
les résidus seront supposés vérifier a priori, en particulier leur loi de distribution. Le type
d’ajustement du modèle dépendra directement des propriétés de ses résidus.
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Dans la totalité des modèles que nous verrons, les observations seront supposées être
indépendantes ou, ce qui revient au même, les résidus seront supposés être indépendants:
pour tout i 6= j, εi est supposé être indépendant de εj . Cette propriété d’indépendance
est relativement facile à assurer via le protocole d’échantillonnage. Typiquement, il faudra
s’assurer que les caractéristiques d’un arbre mesuré à un endroit n’influencent pas les ca-
ractéristiques d’un autre arbre de l’échantillon. Sélectionner pour l’échantillon des arbres
suffisamment éloignés les uns des autres suffit en général à assurer cette propriété d’indé-
pendance. Si les résidus ne sont pas indépendants, on peut modifier le modèle pour en tenir
compte. Par exemple, on pourra introduire une structure de dépendance spatiale dans les
résidus pour tenir compte d’une auto-corrélation spatiale des mesures. Nous n’aborderons
pas ces modèles qui sont beaucoup plus complexes à mettre en œuvre.
Dans tous les modèles que nous verrons, on supposera de plus que les résidus ont une
distribution normale d’espérance nulle. La moyenne nulle des résidus est en fait une propriété
qui découle automatiquement de l’ajustement du modèle, et qui assure que les prédictions ne
sont pas biaisées. Ce sont bien les résidus qui sont supposés avoir une distribution normale, et
non pas les observations. Pour des données de volume ou de biomasse, cette hypothèse n’est
en fait guère contraignante. Dans l’hypothèse peu probable où la distribution des résidus
s’éloignerait fortement d’une loi normale, on pourrait éventuellement envisager d’ajuster
d’autres types de modèle, comme le modèle linéaire généralisé, mais cela ne sera pas abordé
dans le cadre de ce manuel.
L’hypothèse d’indépendance et l’hypothèse de distribution normale des résidus sont les
deux premières hypothèses qui sous-tendent l’ajustement des modèles. Nous verrons une
troisième hypothèse ultérieurement. Il convient de vérifier que ces hypothèses sont effecti-
vement vérifiées. Dans la mesure où ces hypothèses portent sur les résidus du modèle et
non pas sur les observations, on ne peut pas les tester tant que les résidus n’ont pas été
calculés, c’est-à-dire tant que le modèle n’a pas été ajusté. Ce sont donc des hypothèses que
l’on vérifie a posteriori, après que le modèle a été ajusté. Les modèles que nous verrons sont
par ailleurs robustes vis-à-vis de ces hypothèses, c’est-à-dire que les qualités de prédiction
des modèles ajustés restent correctes quand bien même les hypothèses d’indépendance et
de distribution normale des résidus ne sont pas tout à fait vérifiées. C’est pourquoi on ne
cherchera pas à tester de manière très formelle ces deux hypothèses. En pratique, on se
contentera d’une vérification visuelle fondée sur des graphiques.
6.1 Ajustement d’un modèle linéaire
Le modèle linéaire est le plus simple des modèles à ajuster. L’adjectif linéaire signifie
ici que le modèle dépend linéairement de ses coefficients. Par exemple, Y = a + bX2 et
Y = a + b ln(X) sont des modèles linéaires car la variable réponse Y dépend linéairement
des coefficients a et b, même si Y ne dépend pas linéairement de la variable explicative X.
À l’inverse, Y = aXb n’est pas un modèle linéaire car Y ne dépend pas linéairement du
coefficient b. Une autre propriété du modèle linéaire est que le résidu est additif. Pour faire
ressortir cela, on écrit explicitement le résidu ε dans l’expression du modèle. Par exemple,
pour une régression linéaire de Y par rapport à X, on écrira: Y = a+ bX + ε.
6.1.1 Régression linéaire simple
La régression linéaire simple est le plus simple des modèles linéaires. Elle suppose (i)
qu’il n’y qu’une seule variable explicative X, (ii) que la relation entre la variable réponse Y
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et X a la forme d’une droite:
Y = a+ bX + ε
où a est l’ordonnée à l’origine de la droite et b sa pente, et (iii) que les résidus ont une
variance constante: Var(ε) = σ2. Par exemple, le modèle
ln(B) = a+ b ln(D) + ε (6.1)
est un exemple de régression linéaire simple, avec comme variable réponse Y = ln(B) et
comme variable explicative X = ln(D). Il correspond à un modèle puissance pour la bio-
masse: B = exp(a)Db. Ce modèle est fréquemment utilisé pour ajuster un tarif de biomasse
monospécifique. Un autre exemple est le tarif de biomasse à deux entrées:
ln(B) = a+ b ln(D2H) + ε (6.2)
L’hypothèse de variance constante des résidus vient s’ajouter aux deux hypothèses d’indé-
pendance et de distribution normale (on parle aussi d’homoscédasticité). On résume ces
trois hypothèses en écrivant:
ε ∼
i.i.d.
N (0, σ)
où N (µ, σ) désigne la loi normale d’espérance µ et d’écart-type σ, le tilde « ∼ » signifie
« est distribué selon », et « i.i.d. » est l’abréviation de « indépendamment et identiquement
distribué ».
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Figure 6.1 – Schéma des observations (points), de la droite de régression (trait épais) et
des résidus (traits fins).
Estimation des coefficients
La figure 6.1 schématise les observations et la droite des valeurs prédites. Le meilleur
ajustement va être celui qui minimise l’erreur résiduelle. On peut envisager plusieurs fa-
çons de quantifier cette erreur résiduelle. D’un point de vue mathématique, cela revient à
choisir une norme pour mesurer ε, et diverses normes pourraient faire l’affaire. La norme
classiquement utilisée est la norme L2, ce qui revient à quantifier l’écart résiduel entre les
observations et les prédictions par la somme des carrés des résidus, que l’on appelle aussi la
somme des carrés des écarts (SCE):
SCE(a, b) =
n∑
i=1
ε2i =
n∑
i=1
(Yi − Yˆi)2 =
n∑
i=1
(Yi − a− bXi)2
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Le meilleur ajustement est donc celui qui minimise SCE. Autrement dit, les estimations aˆ
et bˆ des coefficients a et b sont les valeurs de a et b qui minimisent la somme des carrés des
écarts:
(aˆ, bˆ) = arg min
(a, b)
SCE(a, b)
Ce minimum s’obtient en calculant les dérivées partielles de SCE par rapport à a et b, et en
cherchant les valeurs de a et b qui annulent ces dérivées partielles. Des calculs simples abou-
tissent aux résultats suivants: bˆ = Ĉov(X, Y )/S2X et aˆ = Y¯ − bˆX¯, où X¯ = (
∑n
i=1Xi)/n est
la moyenne empirique de la variable explicative, Y¯ = (∑ni=1 Yi)/n est la moyenne empirique
de la variable réponse,
S2X =
1
n
n∑
i=1
(Xi − X¯)2
est la variance empirique de la variable explicative, et
Ĉov(X, Y ) = 1
n
n∑
i=1
(Xi − X¯)(Yi − Y¯ )
est la covariance empirique entre la variable explicative et la variable réponse. L’estimation
de la variance résiduelle est quant à elle:
σˆ2 = 1
n− 2
n∑
i=1
(Yi − aˆ− bˆXi)2 = SCE(aˆ, bˆ)
n− 2
Parce que cette méthode d’estimation des coefficients repose sur la minimisation de la
somme des carrés des écarts, on l’appelle la méthode des moindres carrés (on précise par-
fois « moindres carrés ordinaires », par opposition aux moindres carrés pondérés que l’on
verra au § 6.1.3). L’avantage de cette méthode d’estimation est qu’elle fournit une expression
explicite des coefficients estimés.
Interprétation des résultats d’une régression
Lorsque l’on ajuste une régression linéaire simple, plusieurs sorties sont à analyser. Le
coefficient de détermination, plus généralement appelé R2, mesure la qualité de l’ajustement.
Le R2 est directement lié à la variance résiduelle puisque:
R2 = 1− σˆ
2(n− 2)/n
S2Y
où S2Y = [
∑n
i=1(Yi − Y¯ )2]/n est la variance empirique de Y . La différence S2Y − σˆ2(n− 2)/n
entre la variance de Y et la variance résiduelle représente la variance expliquée par le modèle.
Le coefficient de détermination R2 s’interprète donc comme le ratio de la variance expliquée
par le modèle sur la variance totale. Il est compris entre 0 et 1 et plus il est proche de
un, meilleure est la qualité de l’ajustement. Dans le cas d’une régression linéaire simple, et
uniquement dans ce cas-là, le R2 est aussi égal au carré du coefficient de corrélation linéaire
(aussi appelé coefficient de Pearson) entre X et Y . On a vu dans le chapitre 5 (en particulier
dans la figure 5.2) les limites de l’interprétation du R2.
Outre les valeurs estimées des coefficients a et b, l’ajustement du modèle fournit éga-
lement les écart-types de ces estimations (c’est-à-dire les écart-types des estimateurs aˆ et
bˆ), ainsi que les résultats des tests de significativité de ces coefficients. Il y a un test pour
l’ordonnée à l’origine a, qui teste l’hypothèse nulle a = 0, et de même un test pour la pente
b, qui teste l’hypothèse nulle b = 0.
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Enfin, le résultat du test de significativité globale du modèle est à analyser. Ce test
repose sur la décomposition de la variance totale de Y comme étant la somme de la variance
expliquée par le modèle et de la variance résiduelle. Comme en analyse de variance, le test est
un test de Fisher utilisant comme statistique de test un ratio pondéré de la variance expliquée
sur la variance résiduelle. Dans le cas de la régression linéaire simple, et uniquement dans
ce cas-là, le test de significativité globale du modèle donne le même résultat que le test de
l’hypothèse nulle b = 0. Cela se comprend intuitivement: une droite reliant X à Y n’est
significative que si la pente de cette droite est non nulle.
Vérification des hypothèses
L’ajustement du modèle s’achève en vérifiant que les hypothèses posées a priori sur
les résidus sont bien vérifiées. Nous ne reviendrons pas sur l’hypothèse d’indépendance des
résidus, que l’on considère vérifiée grâce au plan d’échantillonnage adopté. Éventuellement,
s’il existe un ordre naturel dans les observations, on pourra utiliser le test de Durbin-Watson
pour tester que les résidus sont bien indépendants (Durbin et Watson, 1971). L’hypothèse
de distribution normale des résidus se vérifie visuellement à partir du graphe quantile–
quantile. Ce graphe représente les quantiles empiriques des résidus en fonction des quantiles
théoriques de la loi normale centrée réduite. Si l’hypothèse de distribution normale des
résidus est acceptable, les points s’alignent approximativement le long d’une droite, comme
dans la figure 6.2 (graphique à droite).
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Figure 6.2 – Allure du graphe des résidus en fonction des valeurs prédites (à gauche) et
du graphe quantile–quantile (à droite) lorsque les hypothèses de distribution normale et de
variance constante des résidus sont bien vérifiées.
Dans le cas de l’ajustement de tarifs de cubage ou de biomasse, l’hypothèse la plus
importante à vérifier est celle de la constance de la variance des résidus. On la vérifie
visuellement en traçant le nuage de points des résidus εi = Yi − Yˆi en fonction des valeurs
prédites Yˆi = aˆ+ bˆXi. Si la variance des résidus est bien constante, ce nuage de points ne doit
laisser apparaître aucune tendance, aucune structuration particulière. C’est par exemple le
cas dans le graphique de gauche de la figure 6.2. En revanche, si une structuration particulière
apparaît dans ce nuage de points, l’hypothèse doit être remise en cause. C’est par exemple le
cas dans la figure 6.3, où le nuage de points des résidus en fonction des valeurs prédites a la
forme d’un entonnoir. Cette forme est typique d’une augmentation de la variance résiduelle
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avec la variable explicative (ce que l’on appelle de l’hétéroscédasticité). Si tel est le cas, un
autre modèle que la régression linéaire simple doit être ajusté.
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Figure 6.3 – Allure du graphe des résidus en fonction des valeurs prédites lorsque les résidus
ont une variance non constante (hétéroscédasticité).
Dans le cas de données biologiques telles que le volume ou la biomasse d’arbres, l’hé-
téroscédasticité est la règle et l’homoscédasticité l’exception. Cela signifie simplement que
la variabilité de biomasse (ou de volume) des arbres est d’autant plus grande qu’ils sont
grands. Cette variabilité croissante de la biomasse des individus avec leur taille est un
principe général en biologie. Ainsi, dans le cas d’ajustement de tarifs de biomasse ou de
cubage, la régression linéaire simple utilisant la biomasse comme variable réponse (Y = B)
sera généralement de peu d’utilité. La transformation logarithme (c’est-à-dire Y = ln(B))
permet de résoudre ce problème, de sorte que les régressions linéaires que nous utiliserons
dans le cadre de l’ajustement de tarifs seront presque toujours des régressions sur données
log-transformées. Nous reviendrons longuement sur ce point qui est fondamental.
7i ¢
Régression linéaire simple entre ln(B) et ln(D)
L’analyse exploratoire (fil rouge no 5) a montré que la relation entre le logarithme de la
biomasse et le logarithme du diamètre était linéaire, avec une variance de ln(B) qui était
approximativement constante. On peut donc ajuster une régression linéaire simple pour
prédire ln(B) en fonction de ln(D):
ln(B) = a+ b ln(D) + ε
avec
Var(ε) = σ2
La régression est ajustée par moindres carrés ordinaires. Comme on ne peut pas appliquer
la transformation logarithmique à une valeur nulle, les données de biomasse nulles (cf. fil
rouge no 1) sont préalablement retirées du jeu de données:
m <- lm(log(Btot)∼I(log(dbh)),data=dat[dat$Btot>0,])
summary(m)
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L’écart-type résiduel vaut σˆ = 0,462, le R2 est de 0,9642 et le modèle est hautement signifi-
catif (test de Fisher: F1,39 = 1051, p-value < 2,2× 10−16). Les valeurs des coefficients sont
données dans le tableau suivant:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -8.42722 0.27915 -30.19 <2e-16 ***
I(log(dbh)) 2.36104 0.07283 32.42 <2e-16 ***
La première colonne de ce tableau donne les valeurs des coefficients. Le modèle s’écrit
donc: ln(B) = −8,42722 + 2,36104 ln(D). La deuxième colonne donne les écart-types des
estimateurs des coefficients. La troisième colonne donne la valeur de la statistique de test de
l’hypothèse nulle « le coefficient est nul ». Enfin la quatrième colonne donne la p-value de
ce test. Dans le cas présent, à la fois la pente et l’ordonnée à l’origine sont significativement
différents de zéro.
Il reste à vérifier graphiquement que les hypothèses de la régression linéaire sont vérifiées:
plot(m,which=1:2)
Le résultat est représenté dans la figure 6.4. Même si le graphe quantile–quantile des résidus
semble légèrement structuré, on considérera que les hypothèses de la régression linéaire
simple sont convenablement respectées.
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Figure 6.4 – Graphique des résidus en fonction des valeurs prédites (gauche) et graphe
quantile–quantile (droite) des résidus de la régression linéaire simple de ln(B) par rapport
à ln(D) ajustée aux 42 arbres mesurés par Henry et al. (2010) au Ghana.
8i ¢
Régression linéaire simple entre ln(B) et ln(D2H)
L’analyse exploratoire (fil rouge no 6) a montré que la relation entre le logarithme de
la biomasse et le logarithme de D2H était linéaire, avec une variance de ln(B) qui était
approximativement constante. On peut donc ajuster une régression linéaire simple pour
prédire ln(B) en fonction de ln(D2H):
ln(B) = a+ b ln(D2H) + ε
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avec
Var(ε) = σ2
La régression est ajustée par moindres carrés ordinaires. Comme on ne peut pas appliquer
la transformation logarithmique à une valeur nulle, les données de biomasse nulles (cf. fil
rouge no 1) sont préalablement retirées du jeu de données:
m <- lm(log(Btot)∼I(log(dbhˆ2*haut)),data=dat[dat$Btot>0,])
summary(m)
L’écart-type résiduel vaut σˆ = 0,4084, le R2 est de 0,972 et le modèle est hautement signifi-
catif (test de Fisher: F1,39 = 1356, p-value < 2,2× 10−16). Les valeurs des coefficients sont
les suivantes:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -8.99427 0.26078 -34.49 <2e-16 ***
I(log(dbhˆ2*haut)) 0.87238 0.02369 36.82 <2e-16 ***
La première colonne de ce tableau donne les valeurs des coefficients. Le modèle s’écrit
donc: ln(B) = −8,99427+ 0,87238 ln(D2H). La deuxième colonne donne les écart-types des
estimateurs des coefficients. La troisième colonne donne la valeur de la statistique de test de
l’hypothèse nulle « le coefficient est nul ». Enfin la quatrième colonne donne la p-value de
ce test. Dans le cas présent, à la fois la pente et l’ordonnée à l’origine sont significativement
différents de zéro.
Il reste à vérifier graphiquement que les hypothèses de la régression linéaire sont vérifiées:
plot(m,which=1:2)
Le résultat est représenté dans la figure 6.5. Même si le graphe des résidus en fonction
des valeurs prédites semble légèrement structuré, on considérera que les hypothèses de la
régression linéaire simple sont convenablement respectées.
¢
−4 −2 0 2
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
1.
5
Fitted values
R
es
id
ua
ls
Residuals vs Fitted
38
24
25
−2 −1 0 1 2
−
3
−
2
−
1
0
1
2
3
Theoretical Quantiles
St
an
da
rd
ize
d 
re
sid
ua
ls
Normal Q−Q
38
24
25
Figure 6.5 – Graphique des résidus en fonction des valeurs prédites (gauche) et graphe
quantile–quantile (droite) des résidus de la régression linéaire simple de ln(B) par rapport
à ln(D2H) ajustée aux 42 arbres mesurés par Henry et al. (2010) au Ghana.
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6.1.2 Régression multiple
La régression multiple est l’extension de la régression linéaire simple au cas où il y a
plusieurs variables explicatives, et s’écrit:
Y = a0 + a1X1 + a2X2 + . . .+ apXp + ε (6.3)
où Y est la variable réponse, X1, . . . , Xp les p variables explicatives, a0, . . . , ap sont les
coefficients à estimer, et ε est l’erreur résiduelle. En comptant l’ordonnée à l’origine a0, il
y a p + 1 coefficients à estimer. Comme pour la régression linéaire simple, la variance des
résidus est supposée constante, égale à σ2:
ε ∼
i.i.d.
N (0, σ)
Les tarifs de biomasse suivants sont des exemples de régression multiple:
ln(B) = a0 + a1 ln(D2H) + a2 ln(ρ) + ε (6.4)
ln(B) = a0 + a1 ln(D) + a2 ln(H) + ε (6.5)
ln(B) = a0 + a1 ln(D) + a2 ln(H) + a3 ln(ρ) + ε (6.6)
ln(B) = a0 + a1 ln(D) + a2[ln(D)]2 + a3[ln(D)]3 + ε (6.7)
ln(B) = a0 + a1 ln(D) + a2[ln(D)]2 + a3[ln(D)]3 + a4 ln(ρ) + ε (6.8)
où ρ désigne la densité du bois. Dans tous ces exemples, la variable réponse est le logarithme
de la biomasse: Y = ln(B). Le modèle (6.4) généralise (6.2) en ajoutant la dépendance vis-
à-vis de la densité spécifique du bois: on préférera typiquement (6.4) à (6.2) quand le jeu de
données est plurispécifique. Le modèle (6.5) généralise (6.2) en considérant que l’exposant
associé à la hauteur H n’est pas forcément égal à la moitié de l’exposant associé au diamètre
D. Il introduit donc un peu plus de souplesse dans la forme de la relation entre la biomasse
et D2H. Le modèle (6.6) généralise (6.2) en considérant à la fois qu’il y a plusieurs espèces
et que la biomasse n’est pas tout à fait une puissance de D2H. Le modèle (6.7) généralise
(6.1) en considérant que la relation entre ln(B) et ln(D) n’est pas exactement linéaire. Il
offre donc un peu plus de souplesse dans la forme de cette relation. Le modèle (6.8) est
une extension de (6.7) pour tenir compte de la présence de plusieurs essences dans le jeu de
données.
Estimation des coefficients
De la même façon que pour la régression linéaire simple, l’estimation des coefficients de
la régression multiple est fondée sur la méthode des moindres carrés. Les estimateurs aˆ0, aˆ1,
. . . , aˆp sont les valeurs des coefficients a0, a1, . . . , ap qui minimisent la somme des carrés
des écarts:
SCE(a0, a1, . . . , ap) =
n∑
i=1
ε2i =
n∑
i=1
(Yi − Yˆi)2 =
n∑
i=1
(Yi − a0 − a1Xi1 − . . .− apXip)2
où Xij est la valeur de la je variable explicative pour la ie observation (i = 1, . . . , n et j = 1
. . . , p). À nouveau, les estimations des coefficients s’obtiennent en calculant les dérivées
partielles de SCE par rapport aux coefficients, et en cherchant les valeurs des coefficients
qui annulent ces dérivées partielles. Les calculs ne sont guère plus compliqués que pour la
régression linéaire simple, à condition de les poser sous forme matricielle. Soit X la matrice
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à n lignes et p colonnes, appelée matrice du plan, qui rassemble les valeurs observées des
variables explicatives:
X =
 1 X11 · · · X1p... ... ...
1 Xn1 · · · Xnp

Soit Y = t[Y1, . . . , Yn] le vecteur des n valeurs observées de la variable réponse, et a =
t[a0, . . . , ap] le vecteur des p+ 1 coefficients à estimer. Ainsi
Xa =
 a0 + a1X11 + . . .+ apX1p...
a0 + a1Xn1 + . . .+ apXnp

n’est autre que le vecteur Yˆ des n valeurs prédites par le modèle de la variable réponse. En
utilisant ces notations matricielles, la somme des carrés des écarts s’écrit:
SCE(a) = t(Y− Yˆ)(Y− Yˆ) = t(Y−Xa)(Y−Xa)
En utilisant les règles de calcul différentiel matriciel (Magnus et Neudecker, 2007), on obtient
finalement:
aˆ = arg min
a
SCE(a) = (tXX)−1tXY
L’estimation de la variance résiduelle est quant à elle:
σˆ2 = SCE(aˆ)
n− p− 1
Comme pour la régression linéaire simple, cette méthode d’estimation a l’avantage de fournir
une expression explicite des coefficients estimés. La régression linéaire simple étant un cas
particulier de la régression multiple (cas où p = 1), on peut s’assurer que les expressions
matricielles des estimations des coefficients et de σˆ redonnent bien, lorsque p = 1, les
expressions données précédemment dans le cas de la régression linéaire simple.
Interprétation des résultats d’une régression multiple
De la même manière que pour la régression linéaire simple, l’ajustement d’une régression
multiple fournit un coefficient de détermination R2 qui représente la part de variance expli-
quée par le modèle; les valeurs aˆ des coefficients a0, a1, . . . , ap du modèle; les écart-types
de ces estimations; les résultats des tests de significativité des coefficients (il y en a p + 1,
un pour chaque coefficient, d’hypothèses nulles ai = 0 pour i = 0, . . . , p); et le résultat du
test de significativité globale du modèle.
Comme précédemment, la valeur du R2 est comprise entre 0 et 1. Il est d’autant plus
élevée que la qualité d’ajustement du modèle est meilleure. Il faut toutefois prendre garde
que la valeur du R2 augmente automatiquement avec le nombre de variables explicatives
utilisées. Ainsi, si on prédit Y par un polynôme de degré p en X,
Y = a0 + a1X + a2X2 + . . .+ apXp
le R2 sera automatiquement une fonction croissante du degré p. Cela peut donner l’illusion
qu’une régression polynômiale sera d’autant meilleure que le degré p du polynôme sera élevé.
Cela n’est bien entendu pas le cas. Une valeur trop élevée du degré p entraînera une sur-
paramétrisation du modèle. Autrement dit, le R2 n’est pas un critère valable pour faire de
la sélection de modèle. Nous reviendrons sur ce point dans le paragraphe 6.3.
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Vérification des hypothèses
Comme la régression linéaire simple, la régression multiple repose sur trois hypothèses:
indépendance des résidus; distribution normale des résidus; variance constante des résidus.
Ces hypothèses se vérifient exactement de la même façon que pour la régression linéaire
simple. Pour vérifier la distribution normale des résidus, on fera un graphe quantile–quantile
et on s’assurera visuellement que le nuage de points forme une droite. Pour vérifier la variance
constante des résidus, on fera le graphe des résidus en fonction des valeurs prédites et on
s’assurera visuellement que le nuage de points ne présente aucune tendance particulière.
La même restriction que pour la régression linéaire simple s’applique aux données biolo-
giques de volume ou de biomasse, qui présentent presque toujours (si ce n’est toujours. . . )
de l’hétéroscédasticité. De ce fait, la régression multiple ne sera généralement applicable
pour l’ajustement de tarifs que sur des données log-transformées.
9i ¢
Régression polynômiale entre ln(B) et ln(D)
L’analyse exploratoire (fil rouge no 5) a montré que la relation entre le logarithme de
la biomasse et le logarithme du diamètre correspondait à une relation linéaire. On peut se
demander si cette relation est réellement linéaire, ou si elle n’a pas une forme plus complexe.
Pour cela, on peut faire une régression polynômiale d’ordre p, c’est-à-dire une régression
multiple de ln(B) par rapport à ln(D), [ln(D)]2, . . . , [ln(D)]p:
ln(B) = a0 + a1 ln(D) + a2[ln(D)]2 + . . .+ ap[ln(D)]p + ε
avec
Var(ε) = σ2
La régression est ajustée par moindres carrés ordinaires. Comme la transformation loga-
rithme stabilise la variance résiduelle, les hypothèses de la régression multiple sont a priori
vérifiées. Pour un polynôme d’ordre 2, la régression polynômiale est ajustée par la ligne de
code suivante:
m2 <- lm(log(Btot)∼I(log(dbh))+I(log(dbh)ˆ2),data=dat[dat$Btot>0,])
print(summary(m2))
On obtient:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -8.322190 1.031359 -8.069 9.25e-10 ***
I(log(dbh)) 2.294456 0.633072 3.624 0.000846 ***
I(log(dbh)ˆ2) 0.009631 0.090954 0.106 0.916225
avec R2 = 0,9642. Quant à régression polynômiale d’ordre 3:
m3 <- lm(log(Btot)∼I(log(dbh))+I(log(dbh)ˆ2)+I(log(dbh)ˆ3),data=dat[dat$Btot>0,])
print(summary(m3))
elle donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -5.46413 3.80855 -1.435 0.160
I(log(dbh)) -0.42448 3.54394 -0.120 0.905
I(log(dbh)ˆ2) 0.82073 1.04404 0.786 0.437
I(log(dbh)ˆ3) -0.07693 0.09865 -0.780 0.440
avec R2 = 0,9648. Enfin la régression polynômiale d’ordre 4:
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m4 <- lm(log(Btot)∼I(log(dbh))+I(log(dbh)ˆ2)+I(log(dbh)ˆ3)+I(log(dbh)ˆ4),data=dat[
dat$Btot>0,])
print(summary(m4))
donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -26.7953 15.7399 -1.702 0.0973 .
I(log(dbh)) 26.3990 19.5353 1.351 0.1850
I(log(dbh)ˆ2) -11.2782 8.7301 -1.292 0.2046
I(log(dbh)ˆ3) 2.2543 1.6732 1.347 0.1863
I(log(dbh)ˆ4) -0.1628 0.1166 -1.396 0.1714
avec R2 = 0,9666. L’ajout de termes de degré supérieur à 1 n’apporte rien au modèle. Les
coefficients associés à ces termes ne sont pas significativement différents de zéro. Cependant
le R2 du modèle ne cesse d’augmenter avec l’ordre p du polynôme. Le R2 n’est donc pas un
bon critère pour sélectionner l’ordre du polynôme. On peut superposer au nuage de points
biomasse–diamètre les courbes prédites par ces différents polynômes: l’objet m désignant la
régression linéaire de ln(B) par rapport à ln(D) ajustée dans le fil rouge no 7,
with(dat,plot(dbh,Btot,xlab="Diamètre (cm)",ylab="Biomasse (t)",log="xy"))
D <- 10ˆseq(par("usr")[1],par("usr")[2],length=200)
lines(D,exp(predict(m,newdata=data.frame(dbh=D))))
lines(D,exp(predict(m2,newdata=data.frame(dbh=D))))
lines(D,exp(predict(m3,newdata=data.frame(dbh=D))))
lines(D,exp(predict(m4,newdata=data.frame(dbh=D))))
Les courbes sont montrées dans la figure 6.6: plus l’ordre du polynôme est élevé, plus la
courbe se déforme pour s’ajuster aux données, avec une extrapolation en dehors du domaine
des données qui est de plus en plus irréaliste (ce qui est typique d’un sur-paramétrage du
modèle).
¢
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Régression multiple entre ln(B), ln(D) et ln(H)
L’exploration graphique (fils rouges nos 3 et 6) a montré que la variable synthétique D2H
était liée à la biomasse par une relation puissance (soit une relation linéaire en coordonnées
logarithmiques): B = a(D2H)b. On peut se demander toutefois si les variables D2 et H
ont bien le même exposant b, ou bien si elles auraient des exposants différents: B = a ×
(D2)b1Hb2 . En travaillant sur les données log-transformées (ce qui au passage stabilise la
variance résiduelle), cela revient à ajuster une régression multiple de ln(B) par rapport à
ln(D) et ln(H):
ln(B) = a+ b1 ln(D) + b2 ln(H) + ε
avec
Var(ε) = σ2
La régression est ajustée par moindres carrés ordinaires. L’ajustement de cette régression
multiple:
m <- lm(log(Btot)∼I(log(dbh))+I(log(haut)),data=dat[dat$Btot>0,])
summary(m)
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Figure 6.6 – Biomasse en fonction du diamètre (en coordonnées logarithmiques) pour 42
arbres mesurés au Ghana par Henry et al. (2010) (points), et prédictions (courbes) par une
régression polynômiale de ln(B) par rapport à ln(D): (A) polynôme d’ordre 1 (droite); (B)
polynôme d’ordre 2 (parabole); (C) polynôme d’ordre 3; (D) polynôme d’ordre 4.
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donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -8.9050 0.2855 -31.190 < 2e-16 ***
I(log(dbh)) 1.8654 0.1604 11.632 4.35e-14 ***
I(log(haut)) 0.7083 0.2097 3.378 0.00170 **
avec un écart-type résiduelle de 0,4104 et R2 = 0,9725. Le modèle est hautement significatif
(test de Fisher: F2,38 = 671,5, p-value < 2,2 × 10−16). Le modèle, dont tous les coeffi-
cients sont significativement différents de zéro, s’écrit: ln(B) = −8,9050 + 1,8654 ln(D) +
0,7083 ln(H). En appliquant la fonction exponentielle pour revenir aux données de départ,
le modèle devient: B = 1,357× 10−4D1,8654H0,7083. L’exposant associé à la hauteur vaut un
peu moins de la moitié de celui associé au diamètre, et est un peu plus faible que l’exposant
0,87238 qui avait été trouvé pour la variable synthétique D2H (cf. fil rouge no 8). L’examen
des résidus:
plot(m,which=1:2)
ne révèle rien de particulier (figure 6.7).
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Figure 6.7 – Graphique des résidus en fonction des valeurs prédites (gauche) et graphe
quantile–quantile (droite) des résidus de la régression multiple de ln(B) par rapport à ln(D)
et ln(H) ajustée aux 42 arbres mesurés par Henry et al. (2010) au Ghana.
6.1.3 Régression pondérée
Supposons à présent que l’on veuille ajuster directement sur la biomasse B un modèle
polynômial par rapport au diamètre D. Par exemple pour un polynôme de degré 2:
B = a0 + a1D + a2D2 + ε (6.9)
Comme évoqué précédemment, la biomasse a presque toujours (si ce n’est toujours. . . )
une variabilité qui augmente avec le diamètre D de l’arbre. Autrement dit, la variance
de ε augmente avec D, en contradiction avec l’hypothèse d’homoscédasticité requise par la
régression multiple. On ne pourrait donc pas ajuster le modèle (6.9) en faisant une régression
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multiple. La transformation logarithmique permet de stabiliser la variance résiduelle (nous y
reviendrons dans le paragraphe 6.1.5). En prenant ln(B) comme variable réponse, le modèle
à ajuster devient:
ln(B) = ln(a0 + a1D + a2D2) + ε (6.10)
Il est raisonnable de supposer que la variance des résidus d’un tel modèle est bien constante.
Mais malheureusement, ce n’est plus un modèle linéaire puisque la dépendance de la variance
réponse vis-à-vis des coefficients a0, a1 et a2 n’est pas linéaire. On ne peut donc pas ajuster
le modèle (6.10) à l’aide d’un modèle linéaire. Nous verrons plus loin (§ 6.2) comment ajuster
ce modèle non-linéaire.
La régression pondérée permet d’ajuster un modèle tel que (6.9) dont la variance des
résidus n’est pas constante, tout en s’appuyant sur le formalisme du modèle linéaire. On peut
la voir comme une extension de la régression multiple au cas où la variance des résidus n’est
pas constante. La régression pondérée s’est développée en foresterie à partir des années 1960
et jusque dans les années 1980, en particulier grâce aux travaux de Cunia (1964, 1987a).
Elle a été largement utilisée pour ajuster les tarifs linéaires (Whraton et Cunia, 1987; Brown
et al., 1989; Parresol, 1999), avant d’être remplacée par des méthodes d’ajustement plus
efficaces que nous verrons au paragraphe 6.1.4.
La régression pondérée s’écrit de façon identique à la régression multiple (6.3):
Y = a0 + a1X1 + a2X2 + . . .+ apXp + ε
à cela près que l’on ne suppose plus que la variance des résidus est constante. Chaque
observation a à présent sa propre variance résiduelle σ2i :
εi ∼ N (0, σi)
À chaque observation est associé un poids positif wi (d’où l’adjectif « pondéré » qualifiant
cette régression), qui est inversement proportionnel à la variance résiduelle:
wi ∝ 1/σ2i
Le coefficient de proportionnalité entre wi et 1/σ2i n’a pas à être précisé, car la méthode
est en fait insensible à toute renormalisation des poids (comme on le verra au paragraphe
suivant). Le fait d’associer à chaque observation un poids qui est inversement proportionnel à
sa variance est assez naturel. Une observation qui a une forte variance résiduelle s’interprète
comme une observation qui a une forte variabilité intrinsèque, et il est donc naturel qu’elle
ait moins de poids dans l’ajustement du modèle. Comme on ne peut pas estimer n poids à
partir de n observations, il faut modéliser la pondération. Pour des données biologiques telles
que la biomasse ou le volume, l’hétéroscédasticité des résidus correspond presque toujours à
une relation puissance entre la variance résiduelle et la taille des arbres. On supposera donc
que, parmi les p variables explicatives de la régression pondérée, il y en a une (typiquement,
le diamètre des arbres) telle que σi est une fonction puissance de cette variable. Sans perte
de généralité, on peut poser que cette variable est X1, de sorte que:
σi = kXci1
avec k > 0 et c ≥ 0. Par conséquent:
wi ∝ X−2ci1
L’exposant c ne peut pas être estimé au même titre que a0, a1, . . . , ap, mais doit être fixé
a priori. C’est le principal inconvénient de cette méthode d’ajustement. Nous verrons plus
loin comment choisir la valeur de l’exposant c. En revanche le coefficient multiplicateur k
n’est pas à estimer puisque les poids wi ne sont définis qu’à un facteur multiplicateur près.
En pratique, on pourra donc poser wi = X−2ci1 .
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Estimation des coefficients
La méthode des moindres carrés est ajustée de manière à tenir compte de la pondération
des observations. On parle alors de la méthode des moindres carrés pondérés. Pour un
exposant c fixé, les estimations des coefficients a0, . . . , ap sont les valeurs qui minimisent la
somme pondérée des carrés des écarts:
SCE(a0, a1, . . . , ap) =
n∑
i=1
wi ε
2
i =
n∑
i=1
wi(Yi − a0 − a1Xi1 − . . .− apXip)2
soit en écriture matricielle:
SCE(a) = t(Y− Yˆ)W(Y− Yˆ) = t(Y−Xa)W(Y−Xa)
où W est la matrice diagonale n× n ayant wi sur sa diagonale:
W =
 w1 0. . .
0 wn

Le minimum de SCE est obtenu pour (Magnus et Neudecker, 2007):
aˆ = arg min
a
SCE(a) = (tXWX)−1tXWY
Ce minimum ne change pas quand les poids wi sont tous multipliés par le même scalaire,
ce qui prouve bien que la méthode n’est pas sensible à la normalisation des poids. On
peut s’assurer que l’estimation par la méthode des moindres carrés pondérés appliquées aux
observations Xij et Yi donne le même résultat que l’estimation par la méthode des moindres
carrés ordinaires appliquées aux observations √wiXij et √wi Yi. Comme précédemment,
un avantage de cette méthode d’ajustement est que les estimations des coefficients ont une
expression explicite.
Interprétation des résultats et vérification des hypothèses
L’interprétation des résultats de la régression pondérée se fait exactement de la même
façon que ceux de la régression multiple. Quant à la vérification des hypothèses relatives aux
résidus, c’est également la même chose, à cela près que les résidus sont remplacés par les
résidus pondérés ε′i =
√
wi εi = εi/Xci . Il faut s’assurer que le graphe des résidus pondérés
ε′i en fonction des valeurs prédites ne présente pas de tendance particulière (comme dans la
figure 6.8B). Si le nuage de points des résidus versus valeurs prédites présente une forme
d’entonnoir qui s’ouvre vers la droite (comme dans la figure 6.8A), c’est que la valeur de
l’exposant c est trop faible (la valeur la plus faible possible étant zéro). Si le nuage de points
présente une forme d’entonnoir qui se ferme vers la droite (comme dans la figure 6.8C), c’est
que la valeur de l’exposant c est trop forte.
Choix de la pondération
Un point crucial de la régression pondérée est le choix a priori de la valeur de l’exposant c
qui définit la pondération. Plusieurs méthodes peuvent être utilisées pour déterminer c. Une
première méthode consiste à procéder par tâtonnement, en fonction de l’allure du graphe
des résidus pondérés en fonction des valeurs prédites. Puisque l’allure du graphe renseigne
sur la pertinence de la valeur de c (figure 6.8), il suffit de tester plusieurs valeurs de c
6.1 Ajustement d’un modèle linéaire 127
0 20 40 60 80 100
−
40
−
20
0
20
40
Valeurs prédites
R
és
id
us
 p
on
dé
ré
s
A
0 20 40 60 80 100
−
0.
4
0.
0
0.
2
0.
4
0.
6
Valeurs prédites
R
és
id
us
 p
on
dé
ré
s
B
0 20 40 60 80 100
−
0.
2
−
0.
1
0.
0
0.
1
0.
2
Valeurs prédites
R
és
id
us
 p
on
dé
ré
s
C
Figure 6.8 – Graphe des résidus pondérés en fonction des valeurs prédites pour une régres-
sion pondérée: (A) la valeur de l’exposant c pour la pondération est trop faible; (B) la valeur
de l’exposant c est appropriée; (C) la valeur de l’exposant c est trop forte. On remarquera
qu’au fur et à mesure que l’exposant c augmente, le rang de valeurs des résidus pondérés
ε/Xc diminue.
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jusqu’à ce que le nuage de points des résidus pondérés en fonction des valeurs prédites ne
présente plus de tendance particulière. Comme la régression linéaire est robuste vis-à-vis de
l’hypothèse de variance constante des résidus, il n’est pas nécessaire de déterminer c avec
une grande précision. Le plus souvent, il suffit simplement de tester les valeurs entières de c.
Concrètement, on pourra ajuster la régression pondérée pour c valant 0, 1, 2, 3 ou 4 (il est
rarement utile d’aller au-delà de 4), et retenir la valeur entière qui assure la meilleure allure
au nuage de points des résidus pondérés en fonction des valeurs prédites. Cette méthode
simple est le plus souvent amplement suffisante.
Si l’on veut obtenir une valeur plus précise de l’exposant c, on peut procéder en calculant
approximativement la variance conditionnelle de la variable réponse Y sachant X1:
1. découper X1 en K classes centrées sur X1k (k = 1, . . . , K);
2. calculer la variance empirique, σ2k, de Y pour les observations appartenant à la classe
k (avec k = 1, . . . , K);
3. faire une régression linéaire de ln(σk) par rapport à ln(X1k).
La pente de cette régression est une estimation de c.
Une troisième façon d’estimer c consiste à chercher la valeur de c qui minimise l’indice
de Furnival (1961). Cet indice est défini page 160.
11n ¢
Régression linéaire pondérée entre B et D2H
L’analyse exploratoire de la relation entre la biomasse et D2H a montré (fil rouge no 3)
que cette relation était linéaire avec une variance de la biomasse qui augmentait avec D2H.
On peut donc ajuster une régression pondérée de la biomasse B par rapport à D2H:
B = a+ bD2H + ε
avec
Var(ε) ∝ D2c
La régression linéaire est ajustée par moindres carrés pondérés, ce qui nécessite de connaître
a priori la valeur de l’exposant c.
Cherchons tout d’abord à estimer le coefficient c pour la pondération des observations.
Pour cela, on va répartir les observations en classes de diamètre et calculer l’écart-type de
la biomasse dans chaque classe de diamètre:
D <- quantile(dat$dbh,(0:5)/5)
i <- findInterval(dat$dbh,D,rightmost.closed=TRUE)
sdB <- data.frame(D=(D[-1]+D[-6])/2,sdB=tapply(dat$Btot,i,sd))
L’objet D contient les bornes des classes de diamètre, calculées de sorte à avoir 5 classes
contenant approximativement le même nombre d’observations. L’objet i contient le numéro
de la classe de diamètre à laquelle appartient chaque observation. La figure 6.9, obtenue par
la commande:
with(sdB,plot(D,sdB,log="xy",xlab="Diamètre (cm)",ylab=
"Ecart-type de la biomasse (t)"))
montre l’écart-type de la biomasse en fonction du diamètre médian de chaque classe de
diamètre, en coordonnées logarithmiques. Les points s’alignent à peu près le long d’une
droite, ce qui confirme que le modèle puissance est approprié pour modéliser la variance
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résiduelle. La régression linéaire du logarithme de l’écart-type de la biomasse par rapport
au logarithme du diamètre médian des classes, ajustée par la commande:
summary(lm(log(sdB)∼I(log(D)),data=sdB))
donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -7.3487 0.7567 -9.712 0.00232 **
I(log(D)) 2.0042 0.1981 10.117 0.00206 **
La pente de la régression est égale à c = 2. Ainsi l’écart-type σ de la biomasse est approxima-
tivement proportionnel à D2, et on prendra une pondération des observations inversement
proportionnelle à D4.
L’ajustement de la régression pondérée de la biomasse B par rapport à D2H avec cette
pondération, obtenue par la commande:
m <- lm(Btot∼I(dbhˆ2*haut),data=dat,weights=1/dat$dbhˆ4)
summary(m)
donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1.181e-03 2.288e-03 0.516 0.608
I(dbhˆ2*haut) 2.742e-05 1.527e-06 17.957 <2e-16 ***
Un examen du résultat de cet ajustement montre que l’ordonnée à l’origine n’est pas signifi-
cativement différente de zéro. On est donc amené à ajuster une nouvelle régression pondérée
de la biomasse B par rapport à D2H sans ordonnée à l’origine:
m <- lm(Btot∼-1+I(dbhˆ2*haut),data=dat,weights=1/dat$dbhˆ4)
summary(m)
ce qui donne:
Estimate Std. Error t value Pr(>|t|)
I(dbhˆ2*haut) 2.747e-05 1.511e-06 18.19 <2e-16 ***
Le modèle s’écrit donc: B = 2,747×10−5D2H, avec un R2 de 0,8897 et un écart-type résiduel
de k = 0,0003513 tonnes cm−2. Le modèle est hautement significatif (test de Fisher: F1,41 =
330,8, p-value < 2,2 × 10−16). Comme ce modèle a été ajusté directement sur les données
non-transformées, on remarquera qu’il n’a pas été nécessaire de retirer les observations avec
une biomasse nulle (contrairement au fil rouge no 8). Le graphique 6.10A, obtenu par la
commande:
plot(fitted(m),residuals(m)/dat$dbhˆ2,xlab="Valeurs prédites",ylab=
"Résidus pondérés")
montre les résidus pondérés en fonction des valeurs prédites. À titre de comparaison, la
figure 6.10B montre les résidus pondérés en fonction des valeurs prédites si la pondération
avait été trop faible (avec des poids inversement proportionnel à D2):
m <- lm(Btot∼-1+I(dbhˆ2*haut),data=dat,weights=1/dat$dbhˆ2)
plot(fitted(m),residuals(m)/dat$dbh,xlab="Valeurs prédites",ylab="Résidus pondérés")
tandis que la figure 6.10C montre les résidus pondérés en fonction des valeurs prédites si la
pondération avait été trop forte (avec des poids inversement proportionnel à D5):
m <- lm(Btot∼-1+I(dbhˆ2*haut),data=dat,weights=1/dat$dbhˆ5)
plot(fitted(m),residuals(m)/dat$dbhˆ2.5,xlab="Valeurs prédites",ylab=
"Résidus pondérés")
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Ainsi le coefficient c = 2 pour la pondération s’avère bien être celui qui convient.
¢
10 20 50 100
0.
05
0.
20
1.
00
5.
00
20
.0
0
Diamètre (cm)
Ec
ar
t−
ty
pe
 d
e 
la
 b
io
m
as
se
 (t)
Figure 6.9 – Écart-type de la biomasse calculé dans cinq classes de diamètre en fonction
du diamètre médian de la classe (en coordonnées logarithmiques), pour 42 arbres mesurés
au Ghana par Henry et al. (2010).
12n ¢
Régression polynômiale pondérée entre B et D
L’analyse exploratoire (fil rouge no 2) a montré que la relation entre la biomasse et le
diamètre avait une forme parabolique, avec une augmentation de la variance de la biomasse
avec le diamètre. La transformation logarithmique permet de linéariser la relation entre la
biomasse et le diamètre, mais on peut également chercher à modéliser directement la relation
entre la biomasse et le diamètre par une fonction parabolique:
B = a0 + a1D + a2D2 + ε
avec
Var(ε) ∝ D2c
Dans le fil rouge no 11, nous avons vu que la valeur c = 2 de l’exposant convenait pour
modéliser l’écart-type conditionnel de la biomasse sachant le diamètre. On va donc ajuster
la régression multiple par moindres carrés pondérés avec une pondération des observations
proportionnelle à 1/D4:
m <- lm(Btot∼dbh+I(dbhˆ2),data=dat,weights=1/dat$dbhˆ4)
summary(m)
ce qui donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1.127e-02 6.356e-03 1.772 0.08415 .
dbh -7.297e-03 2.140e-03 -3.409 0.00153 **
I(dbhˆ2) 1.215e-03 9.014e-05 13.478 2.93e-16 ***
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Figure 6.10 – Graphique des résidus pondérés en fonction des valeurs prédites pour la
régression pondérée de la biomasse par rapport à D2H pour 42 arbres mesurés au Ghana
par Henry et al. (2010): (A) la pondération est inversement proportionnelle à D4; (B)
la pondération est inversement proportionnelle à D2; (C) la pondération est inversement
proportionnelle à D5.
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avec un écart-type résiduel k = 0,0003882 tonnes cm−2 et R2 = 0,8709. L’ordonnée à
l’origine s’avère ne pas être significativement différente de zéro. On va donc ajuster à nouveau
une fonction parabolique mais sans ordonnée à l’origine:
m <- lm(Btot∼-1+dbh+I(dbhˆ2),data=dat,weights=1/dat$dbhˆ4)
summary(m)
ce qui donne:
Estimate Std. Error t value Pr(>|t|)
dbh -3.840e-03 9.047e-04 -4.245 0.000126 ***
I(dbhˆ2) 1.124e-03 7.599e-05 14.789 < 2e-16 ***
avec un écart-type résiduel k = 0,0003985 tonnes cm−2 et R2 = 0,8615. Le modèle est
hautement significatif (test de Fisher: F2,40 = 124,4, p-value = 2,2 × 10−16) et s’écrit:
B = −3,840× 10−3D + 1,124× 10−3D2. Le graphique 6.11 obtenu par la commande:
plot(fitted(m),residuals(m)/dat$dbhˆ2,xlab="Valeurs prédites",ylab=
"Résidus pondérés")
montre les résidus pondérés en fonction des valeurs prédites.
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Figure 6.11 – Graphique des résidus pondérés en fonction des valeurs prédites pour la
régression pondérée de la biomasse par rapport à D et D2 pour 42 arbres mesurés au Ghana
par Henry et al. (2010).
6.1.4 Régression linéaire avec modèle sur la variance
Une alternative à la régression pondérée consiste à poser explicitement un modèle pour la
variance des résidus. Comme précédemment, il est réaliste de poser qu’il existe une variable
explicative (sans perte de généralité, la première) telle que l’écart-type résiduel est une
fonction puissance de cette variable:
Var(ε) = (kXc1)2 (6.11)
6.1 Ajustement d’un modèle linéaire 133
avec k > 0 et c ≥ 0. Le modèle s’écrit donc:
Y = a0 + a1X1 + a2X2 + . . .+ apXp + ε (6.12)
avec:
ε ∼ N (0, kXc1)
Dans la forme, le modèle n’est guère différent de la régression pondérée. Dans le fond, il y a
une différence fondamentale: les coefficients k et c sont à présent des paramètres du modèle
à estimer, au même titre que les coefficients a0, a1, . . . , ap. Du fait de ces paramètres k et
c à estimer, la méthode des moindres carrés ne peut plus être utilisée pour l’estimation des
coefficients du modèle. Il faut utiliser une autre méthode d’estimation, à savoir la méthode
du maximum de vraisemblance. Stricto sensu, le modèle défini par (6.11) et (6.12) ne relève
pas du modèle linéaire. Il est conceptuellement beaucoup plus proche du modèle non-linéaire
que nous verrons dans la section 6.2. Nous n’irons pas plus avant ici dans la présentation
du modèle non-linéaire: la méthode d’ajustement du modèle défini par (6.11) et (6.12) sera
présentée comme un cas particulier du modèle non-linéaire présenté dans la section 6.2.
13n ¢
Régression linéaire entre B et D2H avec modèle sur la variance
En anticipant sur la section 6.2, on va ajuster une régression linéaire de la biomasse par
rapport à D2H en spécifiant un modèle puissance sur la variance résiduelle:
B = a+ bD2H + ε
avec
Var(ε) = (kDc)2
On verra plus loin (§ 6.2) que ce modèle est ajusté par maximum de vraisemblance. Cette
régression est dans l’esprit très semblable à la régression pondérée de la biomasse par rapport
àD2H réalisée précédemment (fil rouge no 11), à cela près que l’exposant c utilisé pour définir
la pondération des observations est à présent un paramètre à estimer à part entière et non
plus un coefficient posé a priori. La régression linéaire avec modèle sur la variance s’ajuste
de la façon suivante:
library(nlme)
start <- coef(lm(Btot∼I(dbhˆ2*haut),data=dat))
names(start) <- c("a","b")
summary(nlme(Btot∼a+b*dbhˆ2*haut, data=cbind(dat,g="a"), fixed=a+b∼1, start=start,
groups=∼g, weights=varPower(form=∼dbh)))
et donne (on reviendra dans la section 6.2 sur la signification de l’objet start):
Value Std.Error DF t-value p-value
a 0.0012868020 0.0024211610 40 0.531481 0.598
b 0.0000273503 0.0000014999 40 18.234340 0.000
avec une valeur estimée de l’exposant c = 1,977736. Comme dans la régression linéaire pon-
dérée (fil rouge no 11), l’ordonnée à l’origine s’avère ne pas être significativement différente
de zéro. On réajuste donc le modèle sans ordonnée à l’origine:
summary(nlme(Btot∼b*dbhˆ2*haut, data=cbind(dat,g="a"), fixed=b∼1, start=start["b"],
groups=∼g, weights=varPower(form=∼dbh)))
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ce qui donne:
Value Std.Error DF t-value p-value
b 2.740688e-05 1.4869e-06 41 18.43223 0
avec une valeur estimée de l’exposant c = 1,980263. Cette valeur est très proche de celle
évaluée pour la régression linéaire pondérée (c = 2 dans le fil rouge no 11). Le modèle ajusté
s’écrit donc: B = 2,740688×10−5D2H, ce qui est très proche du modèle ajusté par régression
linéaire pondérée (fil rouge no 11).
¢
14n ¢
Régression polynômiale entre B et D avec modèle sur la variance
En anticipant sur la section 6.2, on va ajuster une régression multiple de la biomasse par
rapport à D et D2 en spécifiant un modèle puissance sur la variance résiduelle:
B = a0 + a1D + a2D2 + ε
avec
Var(ε) = (kDc)2
On verra plus loin (§ 6.2) que ce modèle est ajusté par maximum de vraisemblance. Cette
régression est dans l’esprit très semblable à la régression polynômiale de la biomasse par
rapport à D et D2 réalisée précédemment (fil rouge no 12), à cela près que l’exposant c
utilisé pour définir la pondération des observations est à présent un paramètre à estimer à
part entière et non plus un coefficient posé a priori. La régression linéaire avec modèle sur
la variance s’ajuste de la façon suivante:
library(nlme)
start <- coef(lm(Btot∼dbh+I(dbhˆ2),data=dat))
names(start) <- c("a0","a1","a2")
summary(nlme(Btot∼a0+a1*dbh+a2*dbhˆ2,data=cbind(dat,g="a"),fixed=a0+a1+a2∼1,
start=start,groups=∼g,weights=varPower(form=∼dbh)))
et donne (on reviendra dans la section 6.2 sur la signification de l’objet start):
Value Std.Error DF t-value p-value
a0 0.009048498 0.005139129 39 1.760706 0.0861
a1 -0.006427411 0.001872346 39 -3.432812 0.0014
a2 0.001174388 0.000094063 39 12.485081 0.0000
avec une valeur estimée de l’exposant c = 2,127509. Comme dans la régression polynô-
miale pondérée (fil rouge no 12), l’ordonnée à l’origine s’avère ne pas être significativement
différente de zéro. On réajuste donc le modèle sans ordonnée à l’origine:
summary(nlme(Btot∼a1*dbh+a2*dbhˆ2,data=cbind(dat,g="a"),fixed=a1+a2∼1,start=start[
c("a1","a2")],groups=∼g,weights=varPower(form=∼dbh)))
ce qui donne:
Value Std.Error DF t-value p-value
a1 -0.003319456 0.0006891736 40 -4.816574 0
a2 0.001067068 0.0000759745 40 14.045082 0
avec une valeur estimée de l’exposant c = 2,139967. Cette valeur est très proche de celle
évaluée pour la régression polynômiale pondérée (c = 2 dans le fil rouge no 12). Le modèle
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ajusté s’écrit donc: B = −3,319456× 10−3D+ 1,067068× 10−3D2, ce qui est très proche du
modèle ajusté par régression polynômiale pondérée (fil rouge no 12).
¢
6.1.5 Transformation de variable
Reprenons l’exemple du tarif de biomasse à une entrée (en l’occurrence le diamètre) de
type puissance:
B = aDb (6.13)
On a déjà vu qu’il s’agit d’un modèle non-linéaire puisque B dépend non-linéairement des
coefficients a et b. En revanche, on peut linéariser ce modèle en appliquant la transformation
logarithmique. La relation (6.13) est équivalente à: ln(B) = ln(a) + b ln(D), que l’on peut
voir comme une régression linéaire de la variable réponse Y = ln(B) par rapport à la variable
explicative X = ln(D). On peut donc estimer les coefficients a et b (ou plutôt ln(a) et b)
du modèle puissance (6.13) par régression linéaire sur les données log-transformées. Qu’en
est-il de l’erreur résiduelle ? Si la régression linéaire sur les données log-transformées est
pertinente, cela signifie que ε = ln(B) − ln(a) − b ln(D) suit une loi normale centrée et
d’écart-type constant σ. Si on revient aux données de départ en utilisant la transformation
exponentielle (qui est la transformation inverse de la transformation logarithmique), l’erreur
résiduelle se retrouve en facteur:
B = aDb × ε′
avec ε′ = exp(ε). Ainsi, on est passé d’une erreur additive sur les données log-transformées à
une erreur multiplicative sur les données de départ. De plus, si ε suit une loi normale centrée
et d’écart-type σ, alors, par définition, ε′ = exp(ε) suit une log-normale de paramètres 0 et
σ:
ε′ ∼
i.i.d.
LN (0, σ)
Contrairement à ε dont la moyenne est nulle, la moyenne de ε′ n’est pas nulle mais vaut:
E(ε′) = exp(σ2/2). Nous verrons au chapitre 7 les implications de cela.
Il y a deux leçons à retenir de cet exemple:
1. quand on est confronté à une relation non-linéaire entre une variable réponse et une (ou
plusieurs) variable(s) explicative(s), une transformation de variable peut permettre de
rendre linéaire cette relation;
2. la transformation de variable affecte non seulement la forme de la relation entre la (ou
les) variable(s) explicative(s) et la variable réponse, mais aussi l’erreur résiduelle.
À propos du premier point, la transformation de variables amène à distinguer deux ap-
proches pour ajuster un modèle non-linéaire. La première approche consiste, lorsque l’on est
confronté à une relation non-linéaire entre une variable réponse et des variables explicatives,
à rechercher une transformation qui linéarise cette relation, pour se ramener au cas du mo-
dèle linéaire. La deuxième approche consiste à ajuster directement le modèle non-linéaire,
comme nous le verrons dans la section 6.2. Chaque approche a ses avantages et inconvé-
nients. Le modèle linéaire a l’avantage de fournir un cadre théorique relativement simple
et, surtout, les estimations de ses coefficients ont des expressions explicites. L’inconvénient
est que l’étape de linéarisation du modèle introduit une difficulté supplémentaire et que la
transformation inverse, si on n’y prend pas garde, peut introduire un biais de prédiction
(nous y reviendrons au chapitre 7). De plus, tous les modèles ne sont pas linéarisables. Par
exemple, il n’existe aucune transformation de variable qui permette de linéariser le modèle
suivant: Y = a0 + a1X + a2 exp(a3X).
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À propos du second point, on sera donc désormais amené à distinguer la forme de la
relation entre la variable réponse et les variables explicatives (on parle aussi de modèle
pour la moyenne — sous-entendu la moyenne de la variable réponse Y ), et la forme du
modèle pour l’erreur résiduelle (on parle aussi de modèle pour la variance — sous-entendu
la variance de Y ). La transformation de variable affecte les deux simultanément. Tout l’art
de la transformation de variable consiste à jouer sur les deux plans simultanément pour
rendre le modèle linéaire vis-à-vis de ses coefficients et stabiliser la variance des résidus
(c’est-à-dire la rendre constante).
Transformations de variable usuelles
Bien qu’il n’y ait pas de limite théorique aux transformations de variable que l’on peut
utiliser, les transformations qui sont susceptibles de concerner des volumes ou des biomasses
sont bien plus restreintes. La transformation qui sera le plus fréquemment utilisée pour
l’ajustement de tarifs est la transformation logarithmique. Étant donné un modèle puissance:
Y = aXb11 X
b2
2 × . . .×Xbpp × ε
la transformation logarithmique consiste à remplacer la variable Y par son logarithme:
Y ′ = ln(Y ), et chacune des variables réponse par son logarithme: X ′j = ln(Xj). Le modèle
résultant est:
Y ′ = a′ + b1X ′1 + b2X ′2 + . . .+ bpX ′p + ε′ (6.14)
avec ε′ = ln(ε). La transformation inverse est l’exponentielle pour l’ensemble des variables
(réponse et explicatives). En termes d’erreur résiduelle, la transformation logarithmique est
appropriée si ε′ a une distribution normale, donc si l’erreur ε est positive et intervient de
manière multiplicative. À noter que pour des variables pouvant prendre des valeurs nulles,
la transformation logarithmique pose problème. Dans ce cas, on utilise la transformation
X ′ = ln(X + 1) plutôt que X ′ = ln(X) (ou plus généralement, X ′ = ln(X + constante) si X
peut prendre des valeurs négatives, comme un accroissement diamétrique par exemple). À
titre d’exemple, les tarifs de biomasse suivants:
B = aDb
B = a(D2H)b
B = aρb1Db2Hb3
sont susceptibles d’être ajustés par régression linéaire suite à une transformation logarith-
mique des données.
Étant donné un modèle exponentiel:
Y = a exp(b1X1 + b2X2 + . . .+ bpXp)× ε (6.15)
la transformation appropriée consiste à remplacer la variable Y par son logarithme: Y ′ =
ln(Y ), et à ne pas transformer les variables réponse: X ′j = Xj . Le modèle résultant est
identique à (6.14). La transformation inverse est l’exponentielle pour la variable réponse,
et pas de changement pour les variables explicatives. En termes d’erreur résiduelle, cette
transformation est appropriée si ε′ a une distribution normale, donc si l’erreur ε est positive
et intervient de manière multiplicative. À noter que, sans perte de généralité, on peut repa-
ramétrer les coefficients du modèle exponentiel (6.15) en posant b′j = exp(bj). Une écriture
strictement équivalente du modèle exponentiel (6.15) est donc:
Y = ab′1
X1b′2
X2 × . . .× b′pXp × ε
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À titre d’exemple, le tarif de biomasse suivant:
B = exp{a0 + a1 ln(D) + a2[ln(D)]2 + a3[ln(D)]3}
est susceptible d’être ajusté par régression linéaire suite à une transformation de variable
de ce type (avec, dans cet exemple, Xj = [ln(D)]j).
La transformation de Box-Cox généralise la transformation logarithme. C’est en réalité
une famille de transformations indexée par un paramètre ξ. Étant donné une variable X, sa
transformée de Box-Cox X ′ξ est:
X ′ξ =
{
(Xξ − 1)/ξ (ξ 6= 0)
ln(X) = limξ→0(Xξ − 1)/ξ (ξ = 0)
La transformation de Box-Cox permet de convertir la question du choix d’une transformation
de variable en une question d’estimation d’un paramètre ξ (Hoeting et al., 1999).
Une transformation de variable particulière
Les transformations de variable usuelles changent la forme de la relation entre la variable
réponse et la variable explicative. Quand le nuage de points (Xi, Yi) de la variable réponse
en fonction de la variable explicative a la forme d’une droite avec de l’hétéroscédasticité,
comme schématisé dans la figure 6.12, il est nécessaire d’appliquer une transformation de
variable pour stabiliser la variance de Y , sans toutefois toucher à la nature linéaire de la
relation entre X et Y . Le cas de figure illustré par 6.12 se retrouve assez souvent quand on
ajuste une équation allométrique entre deux grandeurs qui varient proportionnellement (cf.
par exemple Ngomanda et al., 2012). La nature linéaire de la relation entre X et Y signifie
que le modèle est de la forme:
Y = a+ bX + ε (6.16)
mais l’hétéroscédasticité signifie que la variance de ε n’est pas constante, ce qui empêche
d’ajuster une régression linéaire. Une transformation de variable dans cas consiste à rem-
placer Y par Y ′ = Y/X et X par X ′ = 1/X. En divisant chaque membre de (6.16) par X,
le modèle après transformation de variable devient:
Y ′ = aX ′ + b+ ε′ (6.17)
avec ε′ = ε/X. Le modèle transformé correspond toujours à une relation linéaire, à cela
près que l’ordonnée à l’origine a de la relation entre X et Y est devenu la pente de la
relation entre X ′ et Y ′, et réciproquement la pente b de la relation entre X et Y est devenu
l’ordonnée à l’origine de la relation entre X ′ et Y ′. Le modèle (6.17) pourra être ajusté
par une régression linéaire simple si la variance de ε′ est constante. Comme Var(ε′) = σ2
implique Var(ε) = σ2X2, cela sous-entend que la transformation de variable est appropriée
si l’écart-type de ε est proportionnel à X.
Le modèle (6.17) étant ajusté par régression linéaire simple, sa somme des carrés des
écarts vaut:
SCE(a, b) =
n∑
i=1
(Y ′i − aX ′i − b)2 =
n∑
i=1
(Yi/Xi − a/Xi − b)2 =
n∑
i=1
X−2i (Yi − a− bXi)2
Dans la dernière expression, on reconnaît l’expression de la somme des carrés des écarts
pour une régression pondérée utilisant des poids wi = X−2i . Ainsi, la transformation de
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Figure 6.12 – Relation linéaire entre une variable explicative (X) et une variable réponse
(Y ), avec accroissement de la variabilité de Y lorsque X augmente (hétéroscédasticité).
variable Y ′ = Y/X et X ′ = 1/X est strictement identique à une régression pondérée de
poids w = 1/X2.
15n ¢
Régression linéaire entre B/D2 et H
On a vu dans le fil rouge no 11 qu’un tarif de biomasse à deux entrées par rapport au
diamètre et la hauteur était: B = a + bD2H + ε avec Var(ε) ∝ D4. En divisant chaque
membre de l’équation par D2, on obtient:
B/D2 = a/D2 + bH + ε′
avec
Var(ε′) = σ2
Ainsi la régression de la variable réponse Y = B/D2 par rapport aux deux variables ex-
plicatives X1 = 1/D2 et X2 = H vérifie a priori les hypothèses de la régression linéaire
multiple. Cette régression est ajustée par moindres carrés ordinaires. L’ajustement de cette
régression multiple par la commande:
summary(lm((Btot/dbhˆ2)∼-1+I(1/dbhˆ2)+haut,data=dat))
donne:
Estimate Std. Error t value Pr(>|t|)
I(1/dbhˆ2) 1.181e-03 2.288e-03 0.516 0.608
haut 2.742e-05 1.527e-06 17.957 <2e-16 ***
d’où il ressort que le coefficient associé à X1 = 1/D2 n’est pas significativement différent de
zéro. Si on revient aux données de départ, cela signifie simplement que l’ordonnée à l’origine
a n’est pas significativement différente de zéro, ce que l’on avait déjà diagnostiqué dans le fil
rouge no 11. On peut donc retirer X1 et ajuster une régression linéaire simple de Y = B/D2
par rapport à X2 = H:
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with(dat,plot(haut,Btot/dbhˆ2,xlab="Hauteur (m)",ylab="Biomasse/carré du diamètre
(t/cm2)"))
m <- lm((Btot/dbhˆ2)∼-1+haut,data=dat)
summary(m)
plot(m,which=1:2)
Le nuage de points de B/D2 en fonction de H a effectivement la forme d’une droite avec
une variance de B/D2 qui est approximativement constante (figure 6.13). L’ajustement de
la régression linéaire simple donne:
Estimate Std. Error t value Pr(>|t|)
haut 2.747e-05 1.511e-06 18.19 <2e-16 ***
avec un R2 de 0,8897 et un écart-type résiduel de 0,0003513 tonnes cm−2. Le modèle s’écrit:
B/D2 = 2,747×10−5H, soit en revenant aux variables de départ: B = 2,747×10−5D2H. On
vérifiera que ce modèle est strictement identique à la régression pondérée de B par rapport à
D2H réalisée dans le fil rouge no 11 avec une pondération proportionnelle à 1/D4. Le graphe
des résidus en fonction des valeurs prédites et le graphe quantile–quantile des résidus sont
représentés dans la figure 6.14.
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Figure 6.13 – Nuage de points de la biomasse divisée par le carré du diamètre (tonnes cm−2)
en fonction de la hauteur (m) pour 42 arbres mesurés au Ghana par Henry et al. (2010).
16n ¢
Régression linéaire entre B/D2 et 1/D
On a vu dans le fil rouge no 12 qu’un tarif de biomasse polynômial par rapport au
diamètre était: B = a0 + a1D+ a2D2 + ε avec Var(ε) ∝ D4. En divisant chaque membre de
l’équation par D2, on obtient:
B/D2 = a0/D2 + a1/D + a2 + ε′
avec
Var(ε′) = σ2
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Figure 6.14 – Graphique des résidus en fonction des valeurs prédites (gauche) et graphe
quantile–quantile (droite) des résidus de la régression linéaire simple de B/D2 par rapport
à H ajustée aux 42 arbres mesurés par Henry et al. (2010) au Ghana.
Ainsi la régression de la variable réponse Y = B/D2 par rapport aux deux variables ex-
plicatives X1 = 1/D2 et X2 = 1/D vérifie a priori les hypothèses de la régression linéaire
multiple. Cette régression est ajustée par moindres carrés ordinaires. L’ajustement de cette
régression multiple par la commande:
summary(lm((Btot/dbhˆ2)∼I(1/dbhˆ2)+I(1/dbh),data=dat))
donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1.215e-03 9.014e-05 13.478 2.93e-16 ***
I(1/dbhˆ2) 1.127e-02 6.356e-03 1.772 0.08415 .
I(1/dbh) -7.297e-03 2.140e-03 -3.409 0.00153 **
d’où il ressort que le coefficient associé à X1 = 1/D2 n’est pas significativement différent de
zéro. Si on revient aux données de départ, cela signifie simplement que l’ordonnée à l’origine
a0 n’est pas significativement différente de zéro, ce que l’on avait déjà diagnostiqué dans le fil
rouge no 12. On peut donc retirer X1 et ajuster une régression linéaire simple de Y = B/D2
par rapport à X2 = 1/D:
with(dat,plot(1/dbh,Btot/dbhˆ2,xlab="1/diamètre (/cm)",ylab="Biomasse/carré du
diamètre (t/cm2)"))
m <- lm((Btot/dbhˆ2)∼I(1/dbh),data=dat)
summary(m)
plot(m,which=1:2)
Le nuage de points de B/D2 en fonction de 1/D a approximativement la forme d’une droite
avec une variance de B/D2 qui est approximativement constante (figure 6.15). L’ajustement
de la régression linéaire simple donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1.124e-03 7.599e-05 14.789 < 2e-16 ***
I(1/dbh) -3.840e-03 9.047e-04 -4.245 0.000126 ***
avec un R2 de 0,3106 et un écart-type résiduel de 0,0003985 tonnes cm−2. Le modèle s’écrit:
B/D2 = 1,124 × 10−3 − 3,84 × 10−3D−1, soit en revenant aux variables de départ: B =
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−3,84 × 10−3D + 1,124 × 10−3D2. On vérifiera que ce modèle est strictement identique à
la régression polynômiale pondérée de B par rapport à D réalisée dans le fil rouge no 12
avec une pondération proportionnelle à 1/D4. Le graphe des résidus en fonction des valeurs
prédites et le graphe quantile–quantile des résidus sont représentés dans la figure 6.16.
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Figure 6.15 – Nuage de points de la biomasse divisée par le carré du diamètre (tonnes cm−2)
en fonction de l’inverse du diamètre (cm−1) pour 42 arbres mesurés au Ghana par Henry
et al. (2010).
6.2 Ajustement d’un modèle non-linéaire
Abordons à présent le cas plus général de l’ajustement d’un modèle non-linéaire. Ce
modèle s’écrit:
Y = f(X1, . . . , Xp; θ) + ε
où Y est la variable réponse, X1, . . . , Xp sont les variables explicatives, θ est le vecteur de
l’ensemble des coefficients du modèle, ε est l’erreur résiduelle, et f est une fonction. Si f est
linéaire vis-à-vis des coefficients θ, on est ramené au modèle linéaire étudié précédemment.
On ne fait désormais aucune hypothèse a priori sur la linéarité de la fonction f vis-à-vis
des coefficients θ. Comme précédemment, on suppose les résidus indépendants et distribués
selon une loi normale centrée. En revanche, on ne fait aucune hypothèse a priori sur leur
variance. E(ε) = 0 implique que E(Y ) = f(X1, . . . , Xp; θ). C’est pourquoi l’on dit que f
définit le modèle pour la moyenne (sous-entendu: de Y ). Posons:
Var(ε) = g(X1, . . . , Xp;ϑ)
où g est une fonction et ϑ un ensemble de paramètres. Comme Var(Y ) = Var(ε), on dit que g
définit le modèle pour la variance. La fonction g peut prendre des formes diverses, mais pour
des données de biomasse ou de volume, elle prend le plus souvent la forme d’une fonction
puissance d’une variable caractérisant la taille de l’arbre (typiquement, son diamètre). Sans
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Figure 6.16 – Graphique des résidus en fonction des valeurs prédites (gauche) et graphe
quantile–quantile (droite) des résidus de la régression linéaire simple de B/D2 par rapport
à 1/D ajustée aux 42 arbres mesurés par Henry et al. (2010) au Ghana.
perte de généralité, on posera que cette variable explicative est X1, et donc:
g(X1, . . . , Xp;ϑ) ≡ (kXc1)2
avec ϑ ≡ (k, c), k > 0 et c ≥ 0.
L’interprétation des résultats de l’ajustement d’un modèle non-linéaire est fondamenta-
lement la même que pour le modèle linéaire. Outre les propriétés du modèle, la différence
entre le modèle linéaire et le modèle non-linéaire est liée à la façon dont sont estimés les
coefficients du modèle. Deux cas de figure sont à distinguer: (i) l’exposant c est fixé a priori;
(ii) l’exposant c est un paramètre à estimer au même titre que les autres paramètres du
modèle.
6.2.1 Exposant connu
Considérons d’abord le cas où l’exposant c du modèle pour la variance est connu a priori.
Dans ce cas, la méthode des moindres carrés peut à nouveau être utilisée pour l’ajustement
du modèle. La somme des carrés des écarts pondérés est:
SCE(θ) =
n∑
i=1
wi ε
2
i =
n∑
i=1
wi [Yi − f(Xi1, . . . , Xip; θ)]2
où les poids sont inversement proportionnels à la variance des résidus:
wi =
1
X2ci1
∝ 1Var(εi)
Comme précédemment, l’estimateur des coefficients du modèle correspond à la valeur de θ
qui minimise la somme des carrés des écarts pondérés:
θˆ = arg min
θ
SCE(θ) = arg min
θ
{ n∑
i=1
1
X2ci1
[Yi − f(Xi1, . . . , Xip; θ)]2
}
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Dans le cas particulier où les résidus ont une variance constante (c’est-à-dire c = 0), la
méthode des moindres carrés pondérés se simplifie en moindres carrés ordinaires (tous les
poids wi sont égaux à 1), mais le principe des calculs reste le même. L’estimateur de θ
s’obtient en résolvant
∂SCE
∂θ
(θˆ) = 0 (6.18)
sous la contrainte (∂2SCE/∂θ2) > 0 qui assure qu’il s’agit bien d’un minimum et non pas
d’un maximum. Dans le cas du modèle linéaire, la résolution de (6.18) avait conduit à une
expression explicite pour l’estimateur θˆ. Dans le cas général du modèle non-linéaire, ce n’est
plus le cas: il n’y a pas d’expression explicite pour θˆ. La minimisation de la somme des carrés
des écarts doit alors être faite à l’aide d’un algorithme numérique. Nous approfondirons ce
point au paragraphe 6.2.3.
Valeur a priori de l’exposant
La valeur a priori de l’exposant c s’obtient dans le cas non-linéaire de la même façon
que dans le cas linéaire (cf. page 126): soit par tâtonnement, soit en découpant X1 en classes
et en estimant la variance de Y pour chaque classe, soit en minimisant l’indice de Furnival
(cf. p.160).
17n ¢
Régression non-linéaire pondérée entre B et D
L’exploration graphique (fils rouges nos 2 et 5) a révélé que la relation entre la biomasse
B et le diamètre D était du type puissance, avec une augmentation de la variance de la
biomasse avec le diamètre:
B = aDb + ε
avec
Var(ε) ∝ D2c
On a vu dans le fil rouge no 11 que l’écart-type conditionnel de la biomasse sachant le dia-
mètre était proportionnel au carré du diamètre: c = 2. On peut donc ajuster une régression
non-linéaire par les moindres carrés pondérés, en utilisant une pondération inversement
proportionnelle à D4:
start <- coef(lm(log(Btot)∼I(log(dbh)),data=dat[dat$Btot>0,]))
start[1] <- exp(start[1])
names(start) <- c("a","b")
m <- nls(Btot∼a*dbhˆb,data=dat,start=start,weights=1/dat$dbhˆ4)
summary(m)
L’ajustement de la régression non-linéaire est réalisé par la commande nls, qui demande
des valeurs initiales des coefficients. Ces valeurs initiales sont contenues dans l’objet start
et sont calculées en retransformant les coefficients de la régression linéaire sur les données
log-transformées. Le résultat de l’ajustement de la régression non-linéaire par les moindres
carrés pondérés est:
Estimate Std. Error t value Pr(>|t|)
a 2.492e-04 7.893e-05 3.157 0.00303 **
b 2.346e+00 7.373e-02 31.824 < 2e-16 ***
avec un écart-type résiduel k = 0,0003598 tonnes cm−2. Le modèle s’écrit donc: B = 2,492×
10−4D2,346. Revenons à la régression linéaire ajustée aux données log-transformées (fil rouge
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no 7), qui s’écrivait: ln(B) = −8,42722+2,36104 ln(D). Si on revient naïvement aux données
de départ en appliquant la fonction exponentielle (nous verrons au § 7.2.4 pourquoi cela est
naïf), ce modèle devient: B = exp(−8,42722)×D2,36104 = 2,188× 10−4D2,36104. Le modèle
ajusté par régression non-linéaire et le modèle ajusté par régression linéaire sur données
log-transformées sont donc très proches.
¢
18n ¢
Régression non-linéaire pondérée entre B et D2H
On a déjà ajusté un modèle puissance B = a(D2H)b par régression linéaire simple sur
les données log-transformées (fil rouge no 8). Ajustons à présent ce modèle directement par
régression non-linéaire:
B = a(D2H)b + ε
avec
Var(ε) ∝ D2c
Pour tenir compte de l’hétéroscédasticité, et considérant que l’écart-type conditionnel de la
biomasse sachant le diamètre est proportionnel à D2 (fil rouge no 11), on peut ajuster ce mo-
dèle non-linéaire par la méthode des moindres carrés pondérés, en utilisant une pondération
inversement proportionnelle à D4:
start <- coef(lm(log(Btot)∼I(log(dbhˆ2*haut)),data=dat[dat$Btot>0,]))
start[1] <- exp(start[1])
names(start) <- c("a","b")
m <- nls(Btot∼a*(dbhˆ2*haut)ˆb,data=dat,start=start,weights=1/dat$dbhˆ4)
summary(m)
Comme précédemment (fil rouge no 17), la commande nls demande des valeurs initiales des
coefficients et celles-ci sont obtenues à partir des coefficients de la régression multiple sur
les données log-transformées. Le résultat de l’ajustement est:
Estimate Std. Error t value Pr(>|t|)
a 7.885e-05 2.862e-05 2.755 0.0088 **
b 9.154e-01 2.957e-02 30.953 <2e-16 ***
avec un écart-type résiduel k = 0,0003325 tonnes cm−2. Le modèle s’écrit donc: B = 7,885×
10−5(D2H)0,9154. Revenons à la régression linéaire ajustée aux données log-transformées (fil
rouge no 8), qui s’écrivait: ln(B) = −8,99427 + 0,87238 ln(D2H). Si on revient naïvement
aux données de départ en appliquant la fonction exponentielle, ce modèle devient: B =
exp(−8,99427) × D0,87238 = 1,241 × 10−4D0,87238. Le modèle ajusté par régression non-
linéaire et le modèle ajusté par régression linéaire sur données log-transformées sont donc
relativement proches.
¢
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Régression non-linéaire pondérée entre B, D et H
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On a déjà ajusté un modèle puissance B = aDb1Hb2 par régression multiple sur les
données log-transformées (fil rouge no 10). Ajustons à présent ce modèle directement par
régression non-linéaire:
B = aDb1Hb2 + ε
avec
Var(ε) ∝ D2c
Pour tenir compte de l’hétéroscédasticité, et considérant que l’écart-type conditionnel de la
biomasse sachant le diamètre est proportionnel à D2 (fil rouge no 11), on peut ajuster ce mo-
dèle non-linéaire par la méthode des moindres carrés pondérés, en utilisant une pondération
inversement proportionnelle à D4:
start <- coef(lm(log(Btot)∼I(log(dbh))+I(log(haut)),data=dat[dat$Btot>0,]))
start[1] <- exp(start[1])
names(start) <- c("a","b1","b2")
m <- nls(Btot∼a*dbhˆb1*hautˆb2,data=dat,start=start,weights=1/dat$dbhˆ4)
summary(m)
Comme précédemment (fil rouge no 17), la commande nls demande des valeurs initiales des
coefficients et celles-ci sont obtenues à partir des coefficients de la régression multiple sur
les données log-transformées. Le résultat de l’ajustement est:
Estimate Std. Error t value Pr(>|t|)
a 1.003e-04 5.496e-05 1.824 0.0758 .
b1 1.923e+00 1.956e-01 9.833 4.12e-12 ***
b2 7.435e-01 3.298e-01 2.254 0.0299 *
avec un écart-type résiduel k = 0,0003356 tonnes cm−2. Le modèle s’écrit donc: B = 1,003×
10−4D1,923H0,7435. Le modèle est proche de celui qui avait été ajusté par régression multiple
sur les données log-transformées (fil rouge no 10). Le coefficient a est cependant estimé avec
une moins bonne précision ici que par la régression multiple sur les données log-transformées.
¢
6.2.2 Exposant à estimer
Considérons à présent le cas où l’exposant c est à estimer en même temps que les autres
paramètres du modèle. Ce cas de figure inclut la régression linéaire avec modèle sur la
variance que nous avions évoquée au paragraphe 6.1.4. La méthode des moindres carrés
n’est dans ce cas plus valable. On est donc amené à utiliser une autre méthode d’ajustement:
la méthode du maximum de vraisemblance. La vraisemblance d’une observation (Xi1, . . . ,
Xip, Yi) est la densité de probabilité d’observer (Xi1, . . . , Xip, Yi) sous le modèle spécifié.
La densité de probabilité de la loi normale d’espérance µ et d’écart type σ est:
φ(x) = 1
σ
√
2pi
exp
[
− 12
(
x− µ
σ
)2]
Comme Yi est distribué selon une loi normale d’espérance f(Xi1, . . . , Xip; θ) et d’écart-type
kXci1, la vraisemblance de la ie observation est:
1
kXci1
√
2pi
exp
[
− 12
(
Yi − f(X1, . . . , Xp; θ)
kXci1
)2]
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Les observations étant indépendantes, leur vraisemblance conjointe est le produit des vrai-
semblances de chacune des observations. La vraisemblance de l’échantillon des n observations
est donc:
`(θ, k, c) =
n∏
i=1
1
kXci1
√
2pi
exp
[
− 12
(
Yi − f(X1, . . . , Xp; θ)
kXci1
)2]
(6.19)
= 1
(k
√
2pi)n
1
(∏ni=1Xi1)c exp
[
− 12
n∑
i=1
(
Yi − f(X1, . . . , Xp; θ)
kXci1
)2]
Cette vraisemblance est considérée comme une fonction des paramètres θ, k et c.
Les valeurs des paramètres θ, k et c seront d’autant meilleures que les observations au-
ront une probabilité élevée d’être obtenues sous le modèle correspondant à ces valeurs de
paramètres. Autrement dit, les meilleures valeurs des paramètres θ, k et c sont celles qui
maximisent la vraisemblance des observations. L’estimateur correspondant est, par défini-
tion, l’estimateur du maximum de vraisemblance, et s’écrit:
(θˆ, kˆ, cˆ) = arg max
(θ, k, c)
`(θ, k, c) = arg max
(θ, k, c)
ln[`(θ, k, c)]
où la dernière égalité découle du fait qu’une fonction et son logarithmique atteignent leur
maximum pour les mêmes valeurs de leur argument. Le logarithme de la vraisemblance,
qu’on appelle log-vraisemblance et qu’on note L, est plus facile à calculer que la vraisem-
blance, et donc, pour les calculs, c’est la log-vraisemblance que l’on cherche à maximiser.
Dans le cas présent, la log-vraisemblance s’écrit:
L(θ, k, c) = ln[`(θ, k, c)] (6.20)
= −n ln(k√2pi)− c
n∑
i=1
ln(Xi1)− 12
n∑
i=1
(
Yi − f(X1, . . . , Xp; θ)
kXci1
)2
= −12
n∑
i=1
[(
Yi − f(X1, . . . , Xp; θ)
kXci1
)2
+ ln(2pi) + ln(k2X2ci )
]
Pour obtenir les estimateurs du maximum de vraisemblance des paramètres, il faudrait
calculer les dérivées partielles de la log-vraisemblance par rapport à ces paramètres, et
rechercher les valeurs où elles s’annulent (tout en s’assurant que les dérivées secondes sont
bien négatives). Dans le cas général, il n’y a pas de solution analytique à ce problème.
Comme précédemment pour la somme des carrés des écarts, il faudra donc avoir recours à
un algorithme numérique pour maximiser la log-vraisemblance.
On peut montrer que la méthode du maximum de vraisemblance conduit à un estima-
teur des coefficients qui est asymptotiquement (c’est-à-dire quand le nombre n d’observa-
tions tend vers l’infini) le meilleur. On peut montrer également que dans le cas du modèle
linéaire, l’estimateur des moindres carrés et l’estimateur du maximum de vraisemblance se
confondent.
20n ¢
Régression non-linéaire entre B et D avec modèle sur la variance
Reprenons la régression non-linéaire entre la biomasse et le diamètre (cf. fil rouge no 17)
mais en considérant à présent que l’exposant c du modèle pour la variance est un paramètre
à estimer comme les autres. Le modèle s’écrit de la même façon que précédemment (fil rouge
no 17):
B = aDb + ε
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avec
Var(ε) = (kDc)2
mais s’ajuste par la méthode du maximum de vraisemblance:
start <- coef(lm(log(Btot)∼I(log(dbh)),data=dat[dat$Btot>0,]))
start[1] <- exp(start[1])
names(start) <- c("a","b")
library(nlme)
m <- nlme(Btot∼a*dbhˆb, data=cbind(dat,g="a"), fixed=a+b∼1, start=start, groups=∼g,
weights=varPower(form=∼dbh))
summary(m)
L’ajustement est réalisé par la commande nlme 1, qui comme la commande nls (fil rouge
no 17) requiert des valeurs initiales des coefficients. Ces valeurs initiales start sont calculées
comme dans le fil rouge no 17. Le résultat de l’ajustement est:
Value Std.Error DF t-value p-value
a 0.0002445 0.00007136 40 3.42568 0.0014
b 2.3510500 0.06947401 40 33.84071 0.0000
avec une valeur estimée de l’exposant c = 2,090814. Cette valeur estimée est très proche
de la valeur évaluée pour la régression non-linéaire pondérée (c = 2, cf. fil rouge no 11).
Le modèle ajusté s’écrit donc: B = 2,445 × 10−4D2,35105, ce qui est très proche du modèle
ajusté par régression non-linéaire pondérée (fil rouge no 17).
¢
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Régression non-linéaire entre B et D2H avec modèle sur la variance
Reprenons la régression non-linéaire entre la biomasse et D2H (cf. fil rouge no 18) mais
en considérant à présent que l’exposant c du modèle pour la variance est un paramètre à
estimer comme les autres. Le modèle s’écrit de la même façon que précédemment (fil rouge
no 18):
B = a(D2H)b + ε
avec
Var(ε) = (kDc)2
mais s’ajuste par la méthode du maximum de vraisemblance:
start <- coef(lm(log(Btot)∼I(log(dbhˆ2*haut)),data=dat[dat$Btot>0,]))
start[1] <- exp(start[1])
names(start) <- c("a","b")
library(nlme)
m <- nlme(Btot∼a*(dbhˆ2*haut)ˆb,data=cbind(dat,g="a"),fixed=a+b∼1,start=start,
groups=∼g,weights=varPower(form=∼dbh))
summary(m)
1. La commande nlme sert en fait à ajuster les modèles non-linéaires à effet mixte. La commande nlreg
est dédiée à l’ajustement des modèles non-linéaires avec modèle sur la variance, mais nous avons observé des
résultats anormaux avec cette commande (version 3.1-96), ce qui explique que nous lui avons préféré ici la
commande nlme, même s’il n’y a pas d’effet mixte dans les modèles considérés ici.
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L’ajustement est réalisé par la commande nlme, qui tout comme la commande nls (fil rouge
no 17) requiert des valeurs initiales des coefficients. Ces valeurs initiales start sont calculées
comme dans le fil rouge no 17. Le résultat de l’ajustement est:
Value Std.Error DF t-value p-value
a 0.0000819 0.000028528 40 2.87214 0.0065
b 0.9122144 0.028627821 40 31.86461 0.0000
avec une valeur estimée de l’exposant c = 2,042586. Cette valeur estimée est très proche
de la valeur évaluée pour la régression non-linéaire pondérée (c = 2, cf. fil rouge no 11). Le
modèle ajusté s’écrit donc: B = 8,19×10−5(D2H)0,9122144, ce qui est très proche du modèle
ajusté par régression non-linéaire pondérée (fil rouge no 18).
¢
22n ¢
Régression non-linéaire entre B, D et H avec modèle sur la variance
Reprenons la régression non-linéaire entre la biomasse, le diamètre et la hauteur (cf. fil
rouge no 19):
B = aDb1Hb2 + ε
avec
Var(ε) = (kDc)2
mais en considérant à présent que l’exposant c du modèle pour la variance est un paramètre
à estimer comme les autres. L’ajustement par maximum de vraisemblance:
library(nlme)
start <- coef(lm(log(Btot)∼I(log(dbh))+I(log(haut)),data=dat[dat$Btot>0,]))
start[1] <- exp(start[1])
names(start) <- c("a","b1","b2")
m <- nlme(Btot∼a*dbhˆb1*hautˆb2,data=cbind(dat,g="a"),fixed=a+b1+b2∼1,
start=start,groups=∼g,weights=varPower(form=∼dbh))
summary(m)
requiert comme précédemment que des valeurs initiales (start) des coefficients soient four-
nies. L’ajustement donne:
Value Std.Error DF t-value p-value
a 0.0001109 0.0000566 39 1.959869 0.0572
b1 1.9434876 0.1947994 39 9.976866 0.0000
b2 0.6926256 0.3211766 39 2.156526 0.0373
avec une valeur estimée de l’exposant c = 2,055553. Cette valeur estimée est très proche
de la valeur évaluée pour la régression non-linéaire pondérée (c = 2, cf. fil rouge no 11). Le
modèle ajusté s’écrit donc: B = 1,109× 10−4D1,9434876H0,6926256, ce qui est très proche du
modèle ajusté par régression non-linéaire pondérée (fil rouge no 19).
¢
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Régression non-linéaire entre B et un polynôme de ln(D)
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Précédemment (fil rouge no 9), on a ajusté par régression multiple un modèle entre ln(B)
et un polynôme de ln(D). Si on revient aux variable de départ, le modèle s’écrit:
B = exp{a0 + a1 ln(D) + a2[ln(D)]2 + . . .+ ap[ln(D)]p}+ ε
avec
Var(ε) = (kDc)2
On va ajuster à présent directement ce modèle non-linéaire par maximum de vraisemblance
(de sorte que l’exposant c sera estimé en même temps que les autres paramètres du modèle).
Pour un polynôme de degré 3, l’ajustement s’obtient par:
library(nlme)
start <- coef(lm(log(Btot)∼I(log(dbh))+I(log(dbh)ˆ2)+I(log(dbh)ˆ3),data=dat[
dat$Btot>0,]))
start[1] <- exp(start[1])
names(start) <- paste("a",0:3,sep="")
m <- nlme(Btot∼exp(a0+a1*log(dbh)+a2*log(dbh)ˆ2+a3*log(dbh)ˆ3),data=cbind(dat,
g="a"),fixed=a0+a1+a2+a3∼1,start=start,groups=∼g,weights=varPower(form=∼dbh))
summary(m)
et le résultat de l’ajustement est:
Value Std.Error DF t-value p-value
a0 -8.983801 2.2927006 38 -3.918436 0.0004
a1 2.939020 2.1073819 38 1.394631 0.1712
a2 -0.158585 0.6172529 38 -0.256921 0.7986
a3 0.013461 0.0581339 38 0.231547 0.8181
avec une valeur estimée de l’exposant c = 2,099938. On retrouve un résultat très semblable
à ce qui avait été obtenu par régression multiple sur les données log-transformées (fil rouge
no 9).
¢
6.2.3 Optimisation numérique
Que ce soit pour minimiser la somme des carrés des écarts (lorsque l’exposant c est
connu) ou pour maximiser la log-vraisemblance (lorsque l’exposant c doit être estimé), il faut
dans le cas du modèle non-linéaire avoir recours à un algorithme d’optimisation numérique.
Maximiser la log-vraisemblance est équivalent à minimiser l’opposé de la log-vraisemblance,
donc par la suite on ne considérera que le problème de minimisation d’une fonction dans
un espace multidimensionel. Il existe une multitude d’algorithmes d’optimisation (Press
et al., 2007, chapitre 10) et l’objectif n’est pas ici de les passer en revue. Ce qui importe de
savoir à ce stade, c’est que ces algorithmes sont itératifs et requièrent une valeur de départ
des paramètres. À partir de cette valeur de départ et à chaque itération, l’algorithme se
déplace dans l’espace des paramètres en cherchant à minimiser la fonction objectif (à savoir
la somme des carrés des écarts ou moins la log-vraisemblance). On peut se représenter
la fonction objectif comme une hyper-surface dans l’espace des paramètres (figure 6.17).
Chaque position dans cet espace correspond à une valeur des paramètres. Une bosse de
cette surface correspond à un maximum local de la fonction objectif, tandis qu’un creux
de la surface correspond à un minimum local. L’objectif est de trouver le minimum global,
c’est-à-dire le creux le plus profond. La position de ce creux correspond à la valeur estimée
des paramètres. Si l’algorithme renvoie la position d’un creux qui n’est pas le creux le plus
profond, l’estimation des paramètres est fausse.
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Figure 6.17 – Représentation de la fonction objectif (i.e. la quantité à minimiser) comme
une surface dans l’espace des paramètres. Chaque position dans cet espace correspond à une
valeur des paramètres. Les valeurs successives θ1, θ2, . . . , des paramètres sont obtenues à
partir d’une valeur initiale θ0 en descendant la surface selon sa ligne de plus forte pente.
(A) La surface comporte un seul bassin versant. (B) La surface comporte plusieurs bassins
versants.
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Algorithme de descente
L’algorithme d’optimisation le plus simple consiste à calculer des positions successives,
c’est-à-dire des valeurs successives des paramètres, en descendant la surface définie par la
fonction objectif selon sa ligne de plus forte pente (figure 6.17A). Cet algorithme conduit
à un creux de la surface, mais rien ne dit que ce creux est le plus profond. En effet, la
surface peut comporter plusieurs bassins versants avec plusieurs creux. Selon la position de
départ, l’algorithme convergera vers un creux ou un autre (figure 6.17B). Qui plus est, deux
positions initiales très proches l’une de l’autre tout en étant de part et d’autre de la ligne
de crête séparant les deux bassins versants aboutiront à des creux différents, c’est-à-dire à
des estimations différentes des paramètres. Le seul cas de figure où cet algorithme donne la
bonne estimation des paramètres quelle que soit la valeur initiale des paramètres est lorsque
la surface comporte un unique creux, c’est-à-dire lorsque la fonction objectif est convexe.
C’est en particulier le cas pour le modèle linéaire, mais n’est généralement pas vrai pour le
modèle non-linéaire.
Amélioration des algorithmes en cas de minima locaux
Des algorithmes plus subtils que celui de descente selon la ligne de plus forte pente
ont été mis au point. On peut par exemple laisser la possibilité de ressortir d’un creux où
l’algorithme a temporairement convergé pour explorer s’il n’y a pas de creux plus profond
dans le voisinage. Il n’en reste pas moins qu’aucun algorithme, même le plus subtil, n’offre
la certitude qu’il a bien convergé vers le creux le plus profond. Ainsi, tout algorithme d’op-
timisation numérique (i) peut être piégé par un minimum local au lieu de converger vers
le minimum global, et (ii) est sensible à la position de départ indiquée, qui détermine en
partie la position finale où l’algorithme convergera.
Si on revient au problème qui nous intéresse, cela signifie (i) que l’ajustement d’un mo-
dèle non-linéaire pourra donner des estimations erronées des paramètres et (ii) que le choix
des valeurs initiales des paramètres pour l’algorithme d’optimisation est un choix sensible.
C’est là le principal inconvénient de l’ajustement d’un modèle non-linéaire. Pour circonscrire
cet inconvénient, il faudra choisir soigneusement la valeur initiale des paramètres, et surtout
en tester plusieurs.
Choix de la valeur initiale des paramètres
Quand le modèle f pour la moyenne peut être transformé en une relation linéaire entre
la variable réponse Y et les variables explicatives X1, . . . , Xp, une valeur de départ des co-
efficients peut être obtenue en ajustant une régression linéaire sur les variables transformées
sans tenir compte de l’hétéroscédasticité éventuelle des résidus. Prenons l’exemple d’un tarif
de biomasse de type puissance:
B = aDb1Hb2ρb3 + ε (6.21)
avec
ε ∼
i.i.d.
N (0, kDc)
Le modèle puissance pour l’espérance de B peut être linéarisé en transformant les variables
par le logarithme: ln(B) = a′+b1 ln(D)+b2 ln(H)+b3 ln(ρ). Cependant cette transformation
n’est pas compatible avec l’additivité des erreurs dans le modèle (6.21). Autrement dit, la
régression multiple de la variable réponse ln(B) par rapport aux variables explicatives ln(D),
ln(H) et ln(ρ):
ln(B) = a′ + b1 ln(D) + b2 ln(H) + b3 ln(ρ) + ε′ (6.22)
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avec ε′ ∼ N (0, σ), n’est pas un modèle équivalent à (6.21), quand bien même les résidus ε′
de ce modèle auraient une variance constante. Même si les modèles (6.21) et (6.22) ne sont
mathématiquement pas équivalents, les coefficients de (6.22) estimés par régression multiple
peuvent servir de valeurs initiales pour l’algorithme numérique qui estime les coefficients de
(6.21). Si on note x(0) la valeur initiale du paramètre x pour l’algorithme d’optimisation
numérique, on aura ainsi:
a(0) = exp(aˆ′), b(0)i = bˆi, k(0) = σˆ, c(0) = 0
Parfois le modèle pour la moyenne n’est pas linéarisable. Par exemple, le tarif de biomasse
paramétré suivant qui est utilisé pour des arbres en plantation (Saint-André et al., 2005):
B = a+ [b0 + b1T + b2 exp(−b3T )]D2H + ε
où T est l’âge de la plantation et ε ∼ N (0, kDc), a un modèle pour la moyenne qui n’est
pas linéarisable. Dans ce cas, les valeurs initiales des paramètres devront être choisies de
manière empirique. Dans cet exemple précis, on pourrait prendre par exemple:
a(0) = aˆ, b(0)0 + b
(0)
2 = bˆ0, b
(0)
1 = bˆ1, b
(0)
3 = 0, k(0) = σˆ, c(0) = 0
où aˆ, bˆ0, bˆ1 et σˆ sont les valeurs estimées des coefficients et écart-type résiduel de la régression
multiple de B par rapport à D2H et D2HT .
Tout choix des valeurs initiales des paramètres ne dispense pas de tester plusieurs valeurs
initiales. Dès lors qu’on ajuste un modèle non-linéaire avec un algorithme d’optimisation
numérique, il est essentiel de tester plusieurs valeurs initiales des paramètres pour s’assurer
de la stabilité des estimations.
6.3 Sélection de variables et de modèles
Quand on veut construire un tarif de cubage ou de biomasse, l’exploration graphique
des données (chapitre 5) débouche généralement sur plusieurs formes possibles du modèle.
On peut ajuster tous les modèles potentiellement intéressants. Mais au final, parmi tous les
modèles ajustés, lequel choisir et recommander à l’utilisateur ? La sélection de variables et
la sélection de modèles ont pour objectif de déterminer quelle est la « meilleure » expression
possible du modèle parmi toutes celles qui ont été ajustées.
6.3.1 Sélection de variables
Prenons l’exemple d’un tarif de biomasse que l’on veut construire à partir d’un jeu de
données comportant le diamètre des arbres, leur hauteur et la densité spécifique du bois. En
travaillant sur les données log-transformées et selon les variables incluses dans le modèle, on
pourra ajuster les modèles suivants:
ln(B) = a0 + a1 ln(D) + ε
ln(B) = a0 + a2 ln(H) + ε
ln(B) = a0 + a3 ln(ρ) + ε
ln(B) = a0 + a1 ln(D) + a2 ln(H) + ε
ln(B) = a0 + a1 ln(D) + a3 ln(ρ) + ε
ln(B) = a0 + a2 ln(H) + a3 ln(ρ) + ε
ln(B) = a0 + a1 ln(D) + a2 ln(H) + a3 ln(ρ) + ε
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On appelle modèle complet le modèle qui inclut toutes les variables explicatives disponibles
(le dernier dans la liste ci-dessus). Tous les autres modèles peuvent être vus comme des
sous-ensembles du modèle complet, dans lesquels certaines variables explicatives ont été
employées et les autres mises de côté. La sélection de variables vise à choisir, parmi les
variables explicatives d’un modèle complet, celles qui sont à retenir et celles qui peuvent être
mises de côté parce qu’elles apportent peu à la prédiction de la variable réponse. Autrement
dit, dans cet exemple, la sélection de variables consisterait à choisir le meilleur modèle parmi
les sept modèles envisagés pour ln(B).
Étant donné p variables explicatives X1, X2, . . . , Xp, il y a 2p − 1 modèles incluant
tout ou partie de ces variables explicatives. La sélection de variables consiste à choisir la
« meilleure » combinaison de variables explicatives parmi toutes celles disponibles. Ceci
signifie tout d’abord qu’il existe un critère permettant d’évaluer la qualité d’un modèle.
On a déjà vu (p.120) que le R2 est un mauvais critère pour évaluer la qualité d’un modèle
par rapport à un autre puisqu’il augmente automatiquement avec le nombre de variables
explicatives, que celles-ci apportent réellement de l’information pour la prédiction de la
variable réponse ou non. Un meilleur critère pour sélectionner les variables explicatives est
l’estimateur de la variance résiduelle, qui est lié au R2 par la relation:
σˆ2 = n
n− p− 1(1−R
2)S2Y
où S2Y est la variance empirique de la variable réponse.
La recherche de la meilleure combinaison de variables explicatives peut se faire de plu-
sieurs façons. Si p n’est pas trop élevé, on peut passer en revue les 2p − 1 modèles possibles
de manière exhaustive. Lorsque p est trop élevé, une méthode pas à pas de sélection de
variables peut être utilisée. Les méthodes pas à pas procèdent par élimination successive
ou ajout successif de variables explicatives. La méthode descendante consiste à éliminer la
variable la moins significative parmi les p. On recalcule alors la régression et on recommence
jusqu’à ce qu’un critère d’arrêt soit satisfait (par exemple, que tous les coefficients du modèle
soient significativement différents de zéro). La méthode ascendante procède en sens inverse:
on part de la meilleure régression à une variable et on ajoute tour à tour la variable qui fait
progresser le plus le R2, jusqu’à ce que le critère d’arrêt soit satisfait.
La méthode dite stepwise est un perfectionnement de l’algorithme précédent qui consiste
à effectuer en plus à chaque pas des tests de significativité du type Fisher pour ne pas
introduire une variable non significative et pour éliminer éventuellement des variables déjà
introduites qui ne seraient plus informatives compte tenu de la dernière variable sélectionnée.
L’algorithme s’arrête quand on ne peut plus ajouter ni retrancher de variables. Les différentes
méthodes de sélection pas à pas ne donnent pas forcément le même résultat, la méthode
« stepwise » semblant la meilleure. Elles ne mettent cependant pas à l’abri de l’élimination
intempestive de variables réellement significatives, ce qui risque de biaiser les résultats. Il
faut à ce propos rappeler que si l’on sait (pour des raisons biologiques) qu’une variable doit
figurer dans un modèle (la densité spécifique du bois, par exemple), ce n’est pas parce qu’un
test statistique la déclare non significative qu’il faut la rejeter (à cause du risque de seconde
espèce du test).
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Sélection de variables
Faisons une sélection des variables ln(D), [ln(D)]2, [ln(D)]3, ln(H) pour prédire le loga-
rithme de la biomasse. Le modèle complet s’écrit donc:
ln(B) = a0 + a1 ln(D) + a2[ln(D)]2 + a3[ln(D)]3 + a4 ln(H) + ε
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avec
Var(ε) = σ2
La sélection de variable dans R s’effectue avec la commande step appliquée au modèle
complet ajusté:
m <- lm(log(Btot)∼I(log(dbh))+I(log(dbh)ˆ2)+I(log(dbh)ˆ3)+I(log(haut)),data=dat[
dat$Btot>0,])
summary(step(m))
ce qui donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -6.50202 0.35999 -18.062 < 2e-16 ***
I(log(dbh)ˆ2) 0.23756 0.01972 12.044 1.53e-14 ***
I(log(haut)) 1.01874 0.17950 5.675 1.59e-06 ***
Les variables sélectionnées sont donc [ln(D)]2 et ln(H). Le modèle finalement retenu s’écrit:
ln(B) = −6,50202 + 0,23756[ln(D)]2 + 1,01874 ln(H), avec un écart-type résiduel de 0,3994
et R2 = 0,974.
¢
6.3.2 Sélection de modèles
Étant donné deux modèles concurrentiels qui prédisent la même variable réponse à une
transformation de variable près, lequel choisir ? Plusieurs cas de figures sont à considérer
pour répondre à cette question.
Modèles emboîtés
Le cas le plus simple est lorsque les deux modèles à comparer sont emboîtés. Un modèle
est emboîté dans un autre s’ils prédisent la même variable réponse et si on peut passer du
second au premier en supprimant une ou plusieurs variables explicatives. Par exemple, le
tarif de biomasse B = a0 + a1D + ε est emboîté dans B = a0 + a1D + a2D2H + ε puisque
l’on passe du second au premier en supprimant D2H des variables explicatives. De même, le
modèle B = a0+a1D2H+ε est emboîté dans B = a0+a1D+a2D2H+ε puisque l’on passe
du second au premier en supprimant D des variables explicatives. En revanche, le modèle
B = a0 + a1D + ε n’est pas emboîté dans B = a0 + a2D2H + ε.
Soit p le nombre de variables explicatives du modèle complet et p′ < p le nombre de
variables explicatives du modèle emboîté. Sans perte de généralité, on peut écrire le modèle
complet sous la forme:
Y = f(X1, . . . , Xp′ , Xp′+1, . . . , Xp; θ0, θ1) + ε (6.23)
où (θ0, θ1) est le vecteur des coefficients associés au modèle complet et θ0 est le vecteur des
coefficients associés au modèle emboîté, qui s’obtient en posant θ1 = 0. En particulier dans
le cas du modèle linéaire, le modèle complet s’obtient comme la somme du modèle emboîté
et de termes supplémentaires:
Y = a0 + a1X1 + . . .+ ap′Xp′︸ ︷︷ ︸
modèle emboîté
+ap′+1Xp′+1 + . . .+ apXp
︸ ︷︷ ︸
modèle complet
+ε (6.24)
avec θ0 = (a0, . . . , ap′) et θ1 = (ap′+1, . . . , ap).
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Dans le cas de modèles emboîtés, on peut tester à l’aide d’un test statistique l’un des
modèles contre l’autre. L’hypothèse nulle de ce test est θ1 = 0, c’est-à-dire: les termes
supplémentaires ne sont pas significatifs, ce que l’on peut encore reformuler en: le modèle
emboîté est meilleur que le modèle complet. Si la p-value de ce test s’avère être inférieure
au seuil de significativité (typiquement 5%), alors on rejette l’hypothèse nulle, c’est-à-dire
que le modèle complet est le meilleur. Au contraire, si la p-value est supérieure au seuil de
significativité, le modèle emboîté est considérée comme étant le meilleur.
Dans le cas du modèle linéaire (6.24), la statistique de test est un rapport de carrés
moyens, qui sous l’hypothèse nulle suit une loi de Fisher. C’est du reste le même type de
tests que celui utilisé pour tester le caractère significatif global d’une régression multiple, ou
que celui utilisé dans la méthode « stepwise » de sélection de variables. Dans le cas général
du modèle non-linéaire (6.23), la statistique de test est un rapport de vraisemblance, dont
moins deux fois le logarithme suit sous l’hypothèse nulle une loi du χ2.
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Test de modèles emboîtés: ln(D)
Dans le fil rouge no 24, la variable [ln(D)]2 a été sélectionnée avec ln(H) comme variables
explicatives de ln(B), mais pas ln(D). Pour comparer le modèle ln(B) = a0 + a1 ln(D) +
a2[ln(D)]2 + a4 ln(H) , qui inclut le terme additionnel ln(D), au modèle ln(B) = a0 +
a2[ln(D)]2 +a4 ln(H), on peut réaliser un test de modèles emboîtés. La commande de R qui
permet de tester un modèle emboîté est anova, avec comme premier argument le modèle
emboîté et comme second argument le modèle complet:
comp <- lm(log(Btot)∼I(log(dbh))+I(log(dbh)ˆ2)+I(log(haut)),data=dat[dat$Btot>0,])
nest <- lm(log(Btot)∼I(log(dbh)ˆ2)+I(log(haut)),data=dat[dat$Btot>0,])
anova(nest,comp)
Le résultat du test est le suivant:
Res.Df RSS Df Sum of Sq F Pr(>F)
1 38 6.0605
2 37 5.8964 1 0.16407 1.0295 0.3169
La p-value vaut 0,3169 et est donc supérieure à 5%. Le modèle emboîté (sans ln(D)) est
donc sélectionné au détriment du modèle complet.
¢
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Test de modèles emboîtés: ln(H)
Dans le fil rouge no 7, le modèle ln(B) = −8,42722 + 2,36104 ln(D) a été obtenu tandis
que dans le fil rouge no 10, le modèle ln(B) = −8,9050 + 1,8654 ln(D) + 0,7083 ln(H) a été
obtenu. Le premier étant emboîté dans le second, on peut tester lequel est le meilleur. La
commande
comp <- lm(log(Btot)∼I(log(dbh))+I(log(haut)),data=dat[dat$Btot>0,])
nest <- lm(log(Btot)∼I(log(dbh)),data=dat[dat$Btot>0,])
anova(nest,comp)
donne:
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Res.Df RSS Df Sum of Sq F Pr(>F)
1 39 8.3236
2 38 6.4014 1 1.9222 11.410 0.001698 **
La p-value étant inférieure à 5%, le modèle complet (incluant ln(H) comme variable expli-
cative) est sélectionné au détriment du modèle emboîté.
¢
Modèles ayant la même variable réponse
Lorsque l’on veut comparer deux modèles qui ont la même variable réponse mais qui ne
sont pas emboîtés, on ne peut plus faire de test statistique. Par exemple, on ne peut pas
utiliser le test précédemment présenté pour comparerB = a0+a1D+ε etB = a0+a2D2H+ε.
Dans ce cas, on va utiliser un critère d’information (Bozdogan, 1987; Burnham et Anderson,
2002, 2004). Il en existe plusieurs, adaptés à différents contextes. Les plus utilisés sont le
critère d’information bayésien (« Bayesian information criterion » ou BIC) et surtout le
critère d’information d’Akaike (1974) (« Akaike information criterion » ou AIC). L’AIC a
pour expression:
AIC = −2 ln `(θˆ) + 2q
où `(θˆ) est la vraisemblance du modèle, c’est-à-dire la vraisemblance de l’échantillon pour
les valeurs estimées des paramètres du modèle (cf. équation 6.19), et q est le nombre de
paramètres libres estimés. En particulier, dans le cas d’une régression multiple par rapport
à p variables explicatives, q = p+1 (soit les p coefficients associés aux p variables explicatives
plus l’ordonnée à l’origine). Le coefficient −2 devant la log-vraisemblance dans l’expression
de l’AIC est identique à celui utilisé pour la statistique du test du rapport de vraisemblance
dans le cas de modèles emboîtés. Étant donné deux modèles avec le même nombre de
paramètres, le modèle le meilleur sera celui avec la plus forte vraisemblance, donc celui
avec le plus petit AIC. À vraisemblances égales, le modèle le meilleur sera celui qui a le
moins de paramètres (selon le principe de parcimonie ou rasoir d’Occam), donc encore celui
avec le plus petit AIC. En fin de compte, le meilleur modèle sera celui qui a la plus petite
valeur d’AIC.
Le BIC a une expression semblable à l’AIC, mais avec un terme de pénalisation des
paramètres plus fort:
BIC = −2 ln `(θˆ) + q ln(n)
où n est le nombre d’observations. Là encore, le meilleur modèle sera le modèle avec la plus
petite valeur du BIC. Dans le cas de l’ajustement de tarifs de cubage ou de biomasse, on
utilisera l’AIC plutôt que le BIC comme critère de sélection de modèles.
27n ¢
Sélection de modèles ayant B comme variable réponse
Les modèles suivants ayant B comme variable réponse ont été ajustés:
– fil rouge no 12 ou 16: B = −3,840× 10−3D + 1,124× 10−3D2
– fil rouge no 14: B = −3,319456× 10−3D + 1,067068× 10−3D2
– fil rouge no 17: B = 2,492× 10−4D2,346
– fil rouge no 20: B = 2,445× 10−4D2,35105
– fil rouge no 11 ou 15: B = 2,747× 10−5D2H
– fil rouge no 13: B = 2,740688× 10−5D2H
– fil rouge no 18: B = 7,885× 10−5(D2H)0,9154
– fil rouge no 21: B = 8,19× 10−5(D2H)0,9122144
6.3 Sélection de variables et de modèles 157
– fil rouge no 19: B = 1,003× 10−4D1,923H0,7435
– fil rouge no 22: B = 1,109× 10−4D1,9434876H0,6926256
Les modèles des fils rouges nos 12, 14, 11 et 13 sont ajustés par régression linéaire tandis que
les autres sont ajustés par régression non-linéaire. Il y a cinq formes distinctes de modèles,
et pour chacun deux modes d’ajustement: selon une régression pondérée par la méthode des
moindres carrés pondérés (fils rouges nos 12, 17, 11, 18 et 19) ou selon une régression avec
un modèle sur la variance par la méthode du maximum de vraisemblance (fils rouges nos 14,
20, 13, 21 et 22). La figure 6.18 compare les prédictions de ces différents modèles. Soit m l’un
des modèles ajustés ayant le diamètre comme seule entrée. Le tracé des prédictions pour ce
modèle s’obtient comme suit:
with(dat,plot(dbh,Btot,xlab="Diamètre (cm)",ylab="Biomasse (t)"))
D <- seq(par("usr")[1],par("usr")[2],length=200)
lines(D,predict(m,newdata=data.frame(dbh=D)),col="red")
Pour un modèle m ayant le diamètre et la hauteur comme entrées, les prédictions s’obtiennent
comme suit:
D <- seq(0,180,length=20)
H <- seq(0,61,length=20)
B <- matrix(predict(m,newdata=expand.grid(dbh=D,haut=H)),length(D))
et le tracé de la surface de réponse de la biomasse en fonction du diamètre et de la hauteur
s’obtient par:
M <- persp(D,H,B,xlab="Diamètre (cm)",ylab="Hauteur (m)",zlab="Biomasse (t)",
ticktype="detailed")
points(trans3d(dat$dbh,dat$haut,dat$Btot,M))
Étant donné un modèle ajusté m, son AIC se calcule par la commande:
AIC(m)
Pour les 10 modèles précédemment listés, les valeurs des AIC sont données dans le ta-
bleau 6.1. Ce tableau fait apparaître un problème que présentent plusieurs logiciels de
statistiques, dont R: quand on maximise la log-vraisemblance (6.20), tout terme constant
(tel que −n ln(2pi)/2) ne joue aucun rôle. La constante que l’on utilise pour calculer la
log-vraisemblance, et par conséquent l’AIC, est donc affaire de convention, et différentes
constantes ont été utilisées selon les calculs. Dans le tableau 6.1, on voit ainsi que les valeurs
d’AIC des modèles ajustés par la commande nls sont très nettement supérieures à celles des
autres modèles: ce n’est pas que ces modèles sont nettement moins bons que les autres; c’est
simplement que la commande nls utilise une autre constante que les autres pour le calcul
de la log-vraisemblance. On retiendra qu’avec R, il ne faut comparer des valeurs d’AIC que
pour des modèles qui ont été ajustés à l’aide de la même commande.
Dans le cas présent, si on compare les deux modèles qui ont été ajustés avec la commande
lm, le meilleur (c’est-à-dire celui avec le plus petit AIC) est celui ayant D2H comme variable
explicative (fil rouge no 11). Si on compare les cinq modèles ajustés avec la commande nlme,
le meilleur est à nouveau celui ayant D2H comme variable explicative (fil rouge no 13).
Et si on compare les trois modèles ajustés avec la commande nls, le meilleur est encore
celui ayant D2H comme variable explicative (fil rouge no 18). Quelle que soit la méthode
d’ajustement, on peut donc conclure que c’est le tarif de biomasse utilisant D2H comme
variable explicative qui est le meilleur.
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Figure 6.18 – Prédictions de la biomasse par différents tarifs ajustés aux données de 42
arbres mesurés au Ghana par Henry et al. (2010). Les données sont représentées par les
points. (A) Tarifs ayant le diamètre comme seule entrée, correspondant aux fils rouges
nos 12 (en rouge), 14 (vert), 17 (bleu) et 20 (magenta). (B) Tarifs ayant D2H comme seule
variable explicative, correspondant aux fils rouges nos 11 (en rouge), 13 (rouge), 18 (bleu)
et 21 (magenta). (C) Tarif correspond au fil rouge no 19. (D) Tarif correspond au fil rouge
no 22.
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Table 6.1 – Valeur de l’AIC pour 10 tarifs de biomasse ajustés aux données de 42 arbres
mesurés au Ghana par Henry et al. (2010). Ces 10 tarifs prédisent directement la biomasse.
No fil Entrée Méthode∗ Commande AIC
rouge ajustement R
12 D MCP lm 76,71133
14 D MV nlme 83,09157
17 D MCP nls 24 809,75727
20 D MV nlme 75,00927
11 D2H MCP lm 65,15002
13 D2H MV nlme 69,09644
18 D2H MCP nls 24 797,53706
21 D2H MV nlme 69,24482
19 D, H MCP nls 24 802,91248
22 D, H MV nlme 76,80204
∗MCP = moindres carrés pondérés, MV = maximum de vraisemblance
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Sélection de modèles ayant ln(B) comme variable réponse
Les modèles suivants ayant ln(B) comme variable réponse ont été ajustés:
– fil rouge no 7 ou 9: ln(B) = −8,42722 + 2,36104 ln(D)
– fil rouge no 8: ln(B) = −8,99427 + 0,87238 ln(D2H)
– fil rouge no 10: ln(B) = −8,9050 + 1,8654 ln(D) + 0,7083 ln(H)
– fil rouge no 24: ln(B) = −6,50202 + 0,23756[ln(D)]2 + 1,01874 ln(H)
Tous ces modèles ont été ajusté selon une régression linéaire par la méthode des moindres
carrés ordinaires. Le tracé des prédictions en coordonnées logarithmiques pour un modèle m
dépendant du diamètre seulement s’obtient par la commande suivante:
with(dat,plot(dbh,Btot,xlab="Diamètre (cm)",ylab="Biomasse (t)",log="xy"))
D <- 10ˆpar("usr")[1:2]
lines(D,exp(predict(m1,newdata=data.frame(dbh=D))))
Pour un modèle dépendant à la fois du diamètre et de la hauteur, la commande pour un
graphique en coordonnées logarithmiques sera:
D <- exp(seq(log(1),log(180),length=20))
H <- exp(seq(log(1),log(61),length=20))
B <- matrix(predict(m,newdata=expand.grid(dbh=D,haut=H)),length(D))
M <- persp(log(D),log(H),B,xlab="log(Diamètre) (cm)",ylab="log(Hauteur) (m)",zlab=
"log(Biomasse) (t)",ticktype="detailed")
points(trans3d(log(dat$dbh),log(dat$haut),log(dat$Btot),M))
La figure 6.19 montre les prédiction de ln(B) selon les quatre modèles. Étant donné un
modèle ajusté m, son AIC se calcule par la commande:
AIC(m)
Le tableau 6.2 donne l’AIC pour les quatre modèles. Les quatre modèles ayant été ajustés
par la même commande lm, les valeurs de l’AIC sont directement comparables. Le meilleur
modèle, c’est-à-dire celui avec le plus petit AIC, s’avère être le quatrième (modèle du fil rouge
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no 24). On notera également que le classement des modèles selon l’AIC est complètement
cohérent avec les tests de modèles emboîtés réalisés précédemment (fils rouges nos 25 et 26).
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Figure 6.19 – Prédictions de la biomasse par différents tarifs ajustés aux données de 42
arbres mesurés au Ghana par Henry et al. (2010). Les données sont représentées par les
points. (A) Tarif du fil rouge no 7. (B) Tarif du fil rouge no 8. (C) Tarif du fil rouge no 10.
(D) Tarif du fil rouge no 24.
Modèles avec des variables réponse différentes
Le cas le plus général est lorsque l’on veut comparer deux modèles qui n’ont pas la même
variable réponse, parce que l’une est une tranformée de l’autre. Par exemple, les modèles
B = aDb + ε et ln(B) = a + b ln(D) + ε prédisent tous deux la biomasse, mais la variable
réponse est B dans un cas et ln(B) dans l’autre. Dans ce cas de figure, on ne peut pas utiliser
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Table 6.2 – Valeur de l’AIC pour quatre tarifs de biomasse ajustés aux données de 42
arbres mesurés au Ghana par Henry et al. (2010). Ces quatre tarifs prédisent le logarithme
de la biomasse et sont tous les quatre ajustés selon une régression linéaire par la méthode
des moindres carrés ordinaires (MCO).
No fil Entrée Méthode Commande AIC
rouge ajustement R
7 D MCO lm 56,97923
8 D2H MCO lm 46,87780
10 D, H MCO lm 48,21367
24 D, H MCO lm 45,96998
les critères d’information (AIC ou BIC) pour comparer les modèles. En revanche, l’indice de
Furnival (1961) peut être utilisé dans ce cas pour comparer les modèles. Le modèle avec la
plus petite valeur de l’indice de Furnival sera considéré comme le meilleur (Parresol, 1999).
L’indice de Furnival est défini uniquement pour un modèle dont l’erreur résiduelle ε a une
variance supposée constante: Var(ε) = σ2. En revanche, il n’impose aucune contrainte sur la
forme de la transformation de variable reliant la variable réponse Y modélisée à la variable
d’intérêt (volume ou biomasse). Considérons le cas d’un tarif de biomasse (la transposition
à un tarif de cubage est immédiate) et soit ψ cette transformation de variable: Y = ψ(B).
L’indice de Furnival est défini par:
F = σˆ
n
√∏n
i=1 ψ
′(Bi)
= exp
(
− 1
n
n∑
i=1
ln[ψ′(Bi)]
)
σˆ
où σˆ est l’estimation de l’écart-type résiduel du modèle ajusté et Bi est la biomasse du ie
arbre mesuré. Lorsqu’il n’y a pas de transformation de variables, ψ est la fonction identité et
l’indice de Furnival F est alors égal à l’écart-type résiduel σˆ. La transformation de variables
la plus fréquente est la transformation logarithmique: ψ(B) = ln(B) et ψ′(B) = 1/B, auquel
cas l’indice de Furnival vaut:
Fln = σˆ n
√∏n
i=1Bi = exp
( 1
n
n∑
i=1
ln(Bi)
)
σˆ
Pour les régressions linéaires dont la variance résiduelle est supposée proportionnelle
à une puissance d’une variable explicative X1, une astuce permet quand même de définir
l’indice de Furnival. En effet, la régression linéaire
Y = a0 + a1X1 + a2X2 + . . .+ apXp + ε (6.25)
avec Var(ε) = (kXc1)2 est strictement équivalente à la régression linéaire (cf. p.137):
Y ′ = a0X−c1 + a1X1−c1 + a2X2X−c1 + . . .+ apXpX−c1 + ε′ (6.26)
avec Y ′ = Y X−c1 , ε′ = εX−c1 et Var(ε′) = k2. Le modèle (6.26) ayant une variance résiduelle
constante, son indice de Furnival est défini. Par extension, on définit l’indice de Furnival
du modèle (6.25) comme étant l’indice de Furnival du modèle (6.26). Si Y = ψ(B), alors
Y ′ = X−c1 ψ(B), de sorte que l’indice de Furnival est alors égal à:
F = kˆ
n
√∏n
i=1X
−c
i1 ψ
′(Bi)
= exp
( 1
n
n∑
i=1
{c ln(Xi1)− ln[ψ′(Bi)]}
)
kˆ
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Ainsi, l’indice de Furnival peut aussi être utilisé pour sélectionner la valeur de l’exposant c
en régression pondérée (cf. p.126).
6.3.3 Quelle méthode d’ajustement choisir ?
Revenons sur la façon d’ajuster un tarif de cubage ou de biomasse. Souvent, plusieurs
solutions se présenteront pour ajuster un tarif. Considérons par exemple le tarif de biomasse
B = aρb1Db2Hb3 + ε
avec
ε ∼ N (0, kDc)
Ce modèle pourra être ajusté comme un modèle non-linéaire (i) par la méthode des moindres
carrés pondérés (c fixé a priori) ou (ii) par la méthode du maximum de vraisemblance (c
non fixé a priori). Si on applique la transformation logarithmique aux données, on pourra
(iii) ajuster la régression multiple:
ln(B) = a′ + b1 ln(ρ) + b2 ln(D) + b3 ln(H) + ε
avec
ε ∼ N (0, σ)
Ainsi, pour le même tarif qui prédit la biomasse comme une puissance des variables expli-
catives, on a trois méthodes d’ajustement. Certes, les méthodes (i)–(ii) et (iii) reposent
sur des hypothèses différentes pour la structure des erreurs résiduelles: erreur additive par
rapport à B dans les cas (i) et (ii), erreur multiplicative par rapport à B dans le cas (iii).
Cependant, ces deux types d’erreur sont susceptibles de rendre compte de l’hétéroscédasti-
cité des données, de sorte que les méthodes d’ajustement (i), (ii) et (iii) ont toutes trois les
chances d’être valables.
Comme autre exemple, considérons le tarif de biomasse:
B = exp{a0 + a1 ln(D) + a2[ln(D)]2 + a3[ln(D)]3 + a4 ln(ρ)}+ ε
avec
ε ∼ N (0, kDc)
Là encore, pourra (i) ajuster un modèle non-linéaire par la méthode des moindres carrés
(en spécifiant c a priori), (ii) ajuster un modèle non-linéaire par la méthode du maximum
de vraisemblance (en estimant c), ou (ii) ajuster une régression multiple sur les données
log-transformées:
ln(B) = a0 + a1 ln(D) + a2[ln(D)]2 + a3[ln(D)]3 + a4 ln(ρ) + ε
avec
ε ∼ N (0, σ)
Là encore, la structure des erreurs n’est pas la même dans les trois cas, mais toutes sont
susceptibles de rendre compte correctement de l’hétéroscédasticité de la biomasse.
Le plus souvent, les différentes méthodes d’ajustement donneront des résultats très sem-
blables en termes de prédiction. Si un doute venait à subsister sur la méthode d’ajustement
la plus appropriée, on pourrait utiliser les méthodes de sélection de modèles pour trancher.
Mais le choix d’une méthode d’ajustement résultera plutôt de l’importance que l’on accor-
dera aux avantages et inconvénients respectifs de chaque méthode. La régression multiple a
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l’inconvénient de poser des contraintes sur la forme des résidus, et d’avoir moins de souplesse
dans la forme du modèle pour la moyenne. Comme avantage, la régression multiple offre une
expression explicite des estimateurs des coefficients du modèle: il n’y a donc aucun risque
d’avoir des estimations erronées des coefficients. Le modèle non-linéaire a l’avantage de ne
poser aucune restriction sur la forme du modèle, que ce soit le modèle pour la moyenne
ou le modèle pour la variance. Comme inconvénient, il n’y a pas d’expression explicite des
estimateurs des paramètres: il y a donc un risque avec le modèle non-linéaire d’avoir des
estimations erronées des paramètres.
29n ¢
Méthodes d’ajustement du modèle puissance
Nous avons vu trois façons d’ajuster le tarif puissance B = aDb:
1. selon une régression linéaire simple sur les données log-transformées (fil rouge no 7):
ln(B) = −8,42722 + 2,36104 ln(D), soit B = 2,18829 × 10−4D2,36104 si on applique
« naïvement » la transformation inverse exponentielle;
2. selon une régression non-linéaire pondérée (fil rouge no 17): B = 2,492× 10−4D2,346;
3. selon une régression non-linéaire avec modèle sur la variance (fil rouge no 20): B =
2,445× 10−4D2,35105.
La figure 6.20 compare les prédictions de ces trois ajustements du même modèle, montrant
que les différences sont minimes, bien en deçà de la précision des prédictions comme nous
le verrons plus loin (§ 7.2).
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Figure 6.20 – Prédictions de la biomasse par le même tarif puissance ajusté de trois façons
différentes aux données de 42 arbres mesurés au Ghana par Henry et al. (2010). Les données
sont représentées par les points. En rouge, ajustement par régression linéaire sur données
log-transformées (fil rouge no 7). En vert (pratiquement superposé avec le bleu), ajustement
par régression non-linéaire pondérée (fil rouge no 17). En bleu, ajustement par régression
non-linéaire avec modèle sur la variance (fil rouge no 20). (A) Sans transformations des
données. (B) En coordonnées logarithmiques.
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6.4 Facteurs de stratification et agrégation
Jusqu’à présent, nous avons considéré que le jeu de données utilisé pour ajuster le tarif
de cubage ou de biomasse était homogène. En réalité, le jeu de données peut être issu de
mesures prises dans des conditions différentes, ou peut résulter de la fusion de plusieurs
jeux de données distincts. Des co-variables sont généralement utilisées pour décrire cette
hétérogénéité du jeu de données. Par exemple, une co-variable pourra indiquer le type de
forêt dans lequel les mesures ont été faites (forêt décidue, semi-décidue, sempervirente. . . ),
ou le type de sol, ou l’année de plantation (s’il s’agit de plantation), etc. Pour les jeux de
données plurispécifiques, une co-variable très importante est l’espèce de l’arbre. Dans un
premier temps, toutes ces co-variables susceptibles d’expliquer l’hétérogénéité d’un jeu de
données seront considérées comme des variables qualitatives (ou facteurs). Les modalités de
ces facteurs définissent des strates et un jeu de données bien constitué aura été échantillonné
en fonction des strates préalablement identifiées (cf. § 2.2.3). Comment prendre en compte
ces co-variables qualitatives dans un tarif de cubage ou de biomasse ? Est-il valide d’analyser
le jeu de données dans sa globalité, ou faut-il analyser les sous-jeux de données correspondant
à chaque strate séparément ? Ce sont les questions que nous allons aborder à présent (§ 6.4.1).
Qui plus est, les mesures de biomasse sont faites séparément pour chaque compartiment
de l’arbre (cf. chapitre 3). On a donc, pour chaque arbre de l’échantillon, en sus de l’es-
timation de sa biomasse totale, une estimation de sa biomasse foliaire, de la biomasse de
son tronc, de ses grosses branches, de ses petites branches, etc. Comment tenir compte de
ces différents compartiments dans l’établissement des tarifs de biomasse ? Nous aborderons
aussi cette question (§ 6.4.2).
6.4.1 Stratification des données
Considérons désormais qu’il y a des co-variables qualitatives qui stratifient le jeu de
données selon S strates. Chaque strate correspond à un croisement des modalités des co-
variables qualitatives (dans un contexte de plans d’expérience, on parlerait de traitement
plutôt que de strate), et nous ne considérerons pas chaque co-variable qualitative séparément.
Par exemple, s’il y a une co-variable indiquant le type de forêt avec trois modalités (mettons:
forêt décidue, forêt semi-décidue et forêt sempervirente) et une autre co-variable indiquant
le type de sol avec trois modalités (mettons: sol sableux, sol argileux, sol limoneux), le
croisement de ces deux co-variables donne S = 3 × 3 = 9 strates (forêt décidue sur sol
sableux, forêt décidue sur sol argileux, etc.). Nous ne chercherons pas à analyser l’effet
du type de forêt séparément, pas plus que l’effet du type de sol séparément. De plus, si
certaines combinaisons de modalités des co-variables ne sont pas représentées dans le jeu de
données, le nombre de strates en sera diminué d’autant. Par exemple, s’il n’y a pas de forêt
sempervirente sur sol limoneux, le nombre de strate sera S = 8 au lieu de 9.
En présence d’une stratification du jeu de données, une stratégie consisterait à ajuster un
modèle séparément pour chaque strate. Dans le cas d’une régression multiple, cela s’écrirait:
Ys = a0s + a1sX1s + a2sX2s + . . .+ apsXps + εs
avec
εs ∼i.i.d.N (0, σs)
où (Ys, X1s, . . . , Xps) désigne une observation relative à la strate s, pour s = 1, . . . , S. Il y
a à présent S × (p + 1) coefficients à estimer. Une stratégie alternative consiste à analyser
le jeu de données dans sa globalité, en ajustant un modèle du type:
Ys = a0s + a1sX1s + a2sX2s + . . .+ apsXps + ε (6.27)
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avec
ε ∼
i.i.d.
N (0, σ)
L’écriture du modèle ne diffère que dans la structure de l’erreur. Ce type de modèle s’appelle
une analyse de covariance. Elle suppose que tous les résidus ont la même variance, non
seulement au sein de chaque strate, mais aussi d’une strate à l’autre. L’analyse de covariance
permet de tester s’il y a un effet de la strate sur la variable réponse, seule ou en interaction
avec chacune des variables explicativesX1, . . . ,Xp. Tester l’effet principal de la stratification
revient à tester l’hypothèse nulle a01 = a02 = . . . = a0S . La statistique de test est un
rapport de carrés moyens qui, sous l’hypothèse nulle, suit une loi de Fisher. Tester l’effet de
l’interaction entre la stratification et la je variable explicative revient à tester l’hypothèse
nulle aj1 = aj2 = . . . = ajS . Comme précédemment, la statistique de test est un rapport de
carrés moyens qui, sous l’hypothèse nulle, suit une loi de Fisher.
L’intérêt de tester ces effets est qu’à chaque fois que l’un d’entre eux ne s’avère pas
significatif, on peut remplacer les S coefficients aj1, aj2, . . . , ajS à estimer par un unique
coefficient commun aj . Imaginons par exemple que dans l’analyse de covariance (6.27), l’effet
principal de la strate ne soit pas significatif, pas plus que l’interaction entre la strate et les
p′ premières variables explicatives (avec p′ < p). Alors le modèle à ajuster s’écrit:
Ys = a0 + a1X1s + . . .+ ap′Xp′s + ap′+1,sXp′+1,s + . . .+ apsXps + ε
avec ε ∼ N (0, σ). Ce modèle ne comporte « plus » que p′+1+(p−p′)S coefficients à estimer,
au lieu des (p + 1)S coefficients si on ajustait un modèle séparément pour chaque strate.
L’ensemble des observations servant à estimer les coefficients communs a0, . . . , ap′ , ceux-ci
seront estimés avec davantage de précision que si l’on avait ajusté un modèle séparément
pour chaque strate.
Ce principe d’analyse de covariance s’étend de façon immédiate au cas d’un modèle non-
linéaire. Là encore, on pourra tester si les coefficients sont ou non significativement différents
entre strates pour, le cas échéant, estimer un coefficient commun à toutes les strates.
30n ¢
Tarif de biomasse spécifique
Dans le fil rouge no 8, nous avons ajusté par régression linéaire simple sur les données
log-transformées un modèle puissance utilisant D2H comme variable explicative: ln(B) =
a+ b ln(D2H). On peut à présenter intégrer l’information sur l’espèce dans ce modèle pour
tester si les coefficients a et b diffèrent d’une espèce à l’autre. Le modèle correspond à une
analyse de covariance:
ln(Bs) = as + bs ln(D2sHs) + ε
avec
Var(ε) = σ2
où l’indice s désigne l’espèce. L’ajustement de ce modèle s’obtient par la commande:
m <- lm(log(Btot)∼espèce*I(log(dbhˆ2*haut)),data=dat[dat$Btot>0,])
Pour tester si les coefficients a et b diffèrent d’une espèce à l’autre, on utilise la commande:
anova(m)
qui donne:
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Df Sum Sq Mean Sq F value Pr(>F)
espèce 15 117.667 7.844 98.4396 1.647e-13 ***
I(log(dbhˆ2*haut)) 1 112.689 112.689 1414.1228 < 2.2e-16 ***
espèce:I(log(dbhˆ2*haut)) 7 0.942 0.135 1.6879 0.1785
Residuals 17 1.355 0.080
La première ligne du tableau teste s’il y a un effet espèce, c’est-à-dire si l’ordonnée à l’origine
as diffère d’une espèce à l’autre. L’hypothèse nulle de ce test est qu’il n’y a pas de différences
entre espèces: a1 = a2 = . . . = aS , où S = 16 est le nombre d’espèces. La statistique de
test est donnée dans la colonne « F value ». La p-value du test est ici inférieure à 5%, donc
on peut conclure que l’ordonnée à l’origine du modèle est significativement différente d’une
espèce à l’autre. La deuxième ligne du tableau teste s’il y a un effet de la variable D2H,
c’est-à-dire si la pente moyenne associée à cette variable est significativement différente de
zéro. La troisième ligne du tableau teste si l’interaction pente–espèce est significative, c’est-
à-dire si la pente bs diffère d’une espèce à l’autre. L’hypothèse nulle est qu’il n’y a pas
de différences entre espèces: b1 = b2 = . . . = bS . La p-value vaut ici 0,1785 et est donc
supérieure à 5%: il n’y a donc pas de différence significative de pente entre les espèces.
On est donc amené à ajuster le modèle suivant:
ln(Bs) = as + b ln(D2sHs) + ε (6.28)
qui considère que la pente b est la même pour toutes les espèces. La commande est:
m <- lm(log(Btot)∼espèce+I(log(dbhˆ2*haut)),data=dat[dat$Btot>0,])
anova(m)
et donne:
Df Sum Sq Mean Sq F value Pr(>F)
espèce 15 117.667 7.844 81.99 < 2.2e-16 ***
I(log(dbhˆ2*haut)) 1 112.689 112.689 1177.81 < 2.2e-16 ***
Residuals 24 2.296 0.096
Les coefficients du modèle s’obtiennent par la commande:
summary(m)
ce qui donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -9.00359 0.45144 -19.944 <2e-16 ***
espèceAubrevillea kerstingii -0.54634 0.43784 -1.248 0.2241
espèceCecropia peltata -0.77688 0.36261 -2.142 0.0425 *
espèceCeiba pentandra -0.70841 0.38048 -1.862 0.0749 .
espèceCola nitida -0.46428 0.44476 -1.044 0.3069
espèceDaniellia thurifera 0.04685 0.46413 0.101 0.9204
espèceDialium aubrevilliei -0.15626 0.43757 -0.357 0.7241
espèceDrypetes chevalieri 0.04953 0.45395 0.109 0.9140
espèceGarcinia epunctata 1.09645 0.47318 2.317 0.0293 *
espèceGuarea cedrata -0.45255 0.38460 -1.177 0.2509
espèceHeritiera utilis -0.26865 0.32663 -0.822 0.4189
espèceNauclea diderrichii -0.55464 0.35759 -1.551 0.1340
espèceNesogordonia papaverifera -0.47817 0.44335 -1.079 0.2915
espècePiptadeniastrum africanum -0.17956 0.35718 -0.503 0.6197
espèceStrombosia glaucescens 0.06333 0.39597 0.160 0.8743
espèceTieghemella heckelii -0.09104 0.33908 -0.268 0.7906
I(log(dbhˆ2*haut)) 0.89985 0.02622 34.319 <2e-16 ***
La dernière ligne de ce tableau donne la valeur de la pente: b = 0,89985. Les lignes précé-
dentes donne les valeurs des ordonnées à l’origine pour les seize espèces. Par convention, le
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logiciel R procède de la façon suivante pour spécifier ces valeurs: la première ligne du tableau
donne l’ordonnée à l’origine pour la première espèce selon l’ordre alphabétique. La première
espèce dans l’ordre alphabétique étant Afzelia bella, l’ordonnée à l’origine pour Afzelia bella
vaut donc a1 = −9,00359. Les lignes suivantes donnent la différence as−a1 entre l’ordonnée
à l’origine pour l’espèce indiquée et l’ordonnée à l’origine d’Afzelia bella. Ainsi l’ordonnée
à l’origine pour Aubrevillea kerstingii vaut: a2 = a1 − 0,54634 = −9,00359 − 0,54634 =
−9,54993. En définitive, l’expression du tarif spécifique est:
ln(B) = 0,89985 ln(D2H)−

9,00359 pour Afzelia bella
9,54993 pour Aubrevillea kerstingii
9,78047 pour Cecropia peltata
9,71200 pour Ceiba pentandra
9,46786 pour Cola nitida
8,95674 pour Daniellia thurifera
9,15985 pour Dialium aubrevilliei
8,95406 pour Drypetes chevalieri
7,90713 pour Garcinia epunctata
9,45614 pour Guarea cedrata
9,27223 pour Heritiera utilis
9,55823 pour Nauclea diderrichii
9,48176 pour Nesogordonia papaverifera
9,18315 pour Piptadeniastrum africanum
8,94026 pour Strombosia glaucescens
9,09462 pour Tieghemella heckelii
À diamètre et hauteur égaux, l’espèce ayant la plus forte biomasse est Garcinia epunctata
tandis que l’espèce ayant la plus faible biomasse est Cecropia peltata. L’écart-type résiduel
du modèle est σˆ = 0,3093 et R2 = 0,9901.
¢
Cas d’une co-variable numérique
Nous avons considéré jusqu’à présent que les co-variables définissant la stratification
étaient des facteurs qualitatifs. Dans certains cas, ces co-variables peuvent être aussi inter-
prétées comme des variables numériques. Prenons l’exemple d’un tarif de biomasse pour des
plantations (Saint-André et al., 2005). L’année où la plantation a été faite (ou, ce qui revient
au même, l’âge des arbres) pourra être utilisée comme co-variable de stratification. Cette
année ou cet âge peuvent être indifféremment vus comme des variables qualitatives (co-
hortes d’arbres ayant le même âge) ou comme des variables numériques. Plus généralement,
toute variable numérique peut être vue comme une variable qualitative si on la découpe en
classes. Dans le cas de l’âge, on pourra ainsi considérer les plantations de 0 à 5 ans comme
une strate, les plantations de 5 à 10 ans comme une autre strate, les plantations de 10 à
20 ans comme une troisième strate, etc. L’avantage de découper une co-variable numérique
Z en classes et de la considérer comme une variable qualitative est que cela permet de
modéliser la relation entre Z et la variable réponse Y sans contraindre a priori la forme
de cette relation. À l’opposé, quand on considère Z comme une variable numérique, on est
obligé de poser a priori une certaine forme de relation entre Y et Z (une relation linéaire,
ou une relation polynômiale, ou une relation exponentielle, ou une relation puissance. . . ).
L’inconvénient de découper Z en classes et de considérer cette co-variable comme qualitative
168 Chapitre 6. Ajustement du tarif
est que le découpage introduit une part d’arbitraire. De plus, le modèle de covariance utili-
sant les classes de Z (co-variables qualitative) aura généralement davantage de paramètres
à estimer que le modèle considérant Z comme une co-variable numérique.
Il est habituel en modélisation de jouer sur la dualité d’interprétation des variables
numériques. Lorsqu’une co-variable Z est numérique (comme l’âge des arbres), nous recom-
mandons dans ce cas de procéder en deux temps (comme expliqué dans le § 5.1.1):
1. considérer Z comme une variable qualitative (quitte à la découper en classes) et ajuster
un modèle de covariance, ce qui permettra de visualiser la forme de la relation entre
Z et les coefficients du modèle;
2. modéliser cette relation par une expression appropriée, et revenir à l’ajustement d’un
modèle linéaire ou non-linéaire, en considérant Z comme une variable numérique.
Pour reprendre l’exemple de l’âge des arbres en plantation: supposons que l’âge Z a été
découpé en S classes d’âge. La première étape consisterait typiquement en une analyse de
co-variance (en supposant que le modèle ait pu être linéarisé):
Ys = a0s + a1sX1s + a2sX2s + . . .+ apsXps + ε
avec s = 1, . . . , S. Soit Zs l’âge médian de la classe d’âge s. On tracerait ensuite le nuage
de points de a0s en fonction de Zs, le nuage de points de a1s en fonction Zs, . . . , le nuage de
points de aps en fonction de Zs et, pour chaque nuage de points, on rechercherait la forme
de la relation s’ajustant à ce nuage de points. Imaginons que a0s varie de façon linéaire en
fonction de Zs, que a1s varie de façon exponentielle en fonction de Zs, que a2s varie de façon
puissance en fonction de Zs, et que les coefficients a3s à aps ne varient pas en fonction de Zs
(ce que l’on peut du reste tester formellement). On serait alors amené dans ce cas de figure
à ajuster dans un deuxième temps le modèle non-linéaire suivant:
Y = b0 + b1Z︸ ︷︷ ︸
a0s
+ b2 exp(−b3Z)︸ ︷︷ ︸
a1s
X1 + b4Zb5︸ ︷︷ ︸
a2s
X2 + a3X3 + . . .+ apXp + ε
où l’âge Z est désormais considéré comme une variable numérique. Un tel tarif où intervient
une co-variable explicative numérique est appelé tarif paramétré (ici par l’âge).
Les co-variables ordinales méritent une remarque particulière. Une variable ordinale
est une variable qualitative qui définit un ordre. Le mois de l’année, par exemple, est une
variable qualitative qui définit un ordre chronologique. Le type de sol le long d’un gradient de
fertilité de sols est également une variable ordinale. Les variables ordinales sont généralement
traitées comme des variables qualitatives à part entière, mais on perd du coup l’information
d’ordre qu’elles apportent. Une alternative consiste à numéroter les modalités ordonnées
de la variable ordinale par des valeurs entières et à considérer ensuite la variable ordinale
comme une variable numérique. Par exemple, dans le cas des mois de l’année, on pourra
poser janvier = 1, février = 2, etc. Cette approche n’a de sens que si les écarts entre les
entiers reflètent bien les écarts entre les modalités de la variable ordinale. Par exemple, si
on a posé 1 = janvier 2011 jusqu’à 12 = décembre 2011, on posera 1 = janvier 2012 si la
réponse est saisonnière cyclique, tandis qu’on posera 13 = janvier 2012 si la réponse présente
une tendance continue. Dans le cas de trois types de sol le long d’un gradient de fertilité, on
posera 1 = le sol le plus pauvre, 2 = le sol de fertilité intermédiaire et 3 = le sol le plus riche
si on pense que la différence de fertilité entre deux sols induit une réponse proportionnelle à
cette différence, mais on posera 1 = le sol le plus pauvre, 4 = le sol de fertilité intermédiaire
et 9 = le sol le plus riche si on pense que la réponse est proportionnelle au carré de la
différence de fertilité.
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Cas particulier de l’espèce
Dans le cas de jeux de données plurispécifiques, l’espèce est une co-variable de stratifi-
cation qui mérite une attention particulière. Si le jeu de données comporte peu d’espèces
(moins d’une dizaine approximativement) et qu’il y a suffisamment d’observations par es-
pèce (cf. § 2.2.1), l’espèce pourra être considérée comme une co-variable de stratification
comme une autre. On sera donc amené à décliner le modèle en S tarifs spécifiques ou à
regrouper des tarifs selon la ressemblance allométrique des espèces.
Lorsque le jeu de données comporte de nombreuses espèces ou que certaines espèces
comportent peu d’observations, il est malaisé de traiter l’espèce comme une co-variable de
stratification. Une solution dans ce cas consiste à passer par des traits fonctionnels d’espèce.
Les traits fonctionnels sont ici définis, de manière un peu abusive, comme des variables
numériques qui caractérisent l’espèce (Díaz et Cabido, 1997; Rösch et al., 1997; Lavorel et
Garnier, 2002; voir Violle et al., 2007 pour une définition plus rigoureuse). Le trait le plus
utilisé dans le cas des tarifs de biomasse est la densité du bois. Si on décide d’utiliser des
traits fonctionnels pour représenter les espèces, ceux-ci interviennent comme des variables
explicatives du modèle au même titre que les variables explicatives caractérisant l’arbre,
comme son diamètre ou sa hauteur. Le tarif de biomasse monospécifique à une entrée (par
rapport au diamètre) de type puissance, qui sous sa forme linéarisée s’écrit:
ln(B) = a0 + a1 ln(D) + ε
deviendra ainsi dans le cas plurispécifique un tarif de biomasse à deux entrées:
ln(B) = a0 + a1 ln(D) + a2 ln(ρ) + ε
si on décide d’utiliser la densité du bois ρ pour représenter l’effet spécifique.
31n ¢
Tarif de biomasse dépendant de la densité spécifique du bois
Dans le fil rouge no 30, l’information sur l’espèce a été prise en compte dans le tarif
ln(B) = a + b ln(D2H) par l’intermédiaire d’une covariable qualitative. On peut à présent
chercher à capter cette information à travers la densité spécifique du bois ρ. Le modèle
ajusté est donc:
ln(B) = a0 + a1 ln(D2H) + a2 ln(ρ) + ε (6.29)
avec
Var(ε) = σ2
La densité du bois ayant été mesurée dans le jeu de données pour chaque individu, il faut
commencer par calculer la densité du bois moyenne de chaque espèce:
dm <- tapply(dat$dens,dat$espèce,mean)
dat <- cbind(dat,dmoy=dm[as.character(dat$espèce)])
Le jeu de données dat comporte à présent une variable supplémentaire dmoy qui donne la
densité spécifique du bois. Le modèle est ajusté par la commande:
m <- lm(log(Btot)∼I(log(dbhˆ2*haut))+I(log(dmoy)),data=dat[dat$Btot>0,])
summary(m)
ce qui donne:
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Estimate Std. Error t value Pr(>|t|)
(Intercept) -8.38900 0.26452 -31.714 < 2e-16 ***
I(log(dbhˆ2*haut)) 0.85715 0.02031 42.205 < 2e-16 ***
I(log(dmoy)) 0.72864 0.17720 4.112 0.000202 ***
avec un écart-type résiduel de 0,3442 et R2 = 0,9806. Le modèle s’écrit: ln(B) = −8,38900+
0,85715 ln(D2H)+0,72864 ln(ρ). Vaut-il mieux prendre en compte l’espèce via la densité du
bois comme on vient de le faire ou en construisant des tarifs spécifiques comme on l’a fait
dans le fil rouge no 30 ? Pour répondre à cette question, on peut comparer le modèle (6.28)
au modèle (6.29) en utilisant l’AIC:
AIC(m)
ce qui donne AIC = 34,17859 pour le tarif spécifique (6.28) et AIC = 33,78733 pour le tarif
(6.29) utilisant la densité du bois. Ce dernier est donc légèrement préférable. La différence
d’AIC reste cependant faible.
¢
Afin de mieux prendre en compte les variations de densité de bois au sein d’un arbre, il
est possible d’analyser les variations inter et intra-spécifique plutôt que d’utiliser une densité
moyenne basée sur l’hypothèse que la densité de bois est la même de la moelle vers l’écorce
ou du bas vers le haut des arbres (voir chapitre 1). La densité de bois peut être modélisée
en prenant en compte des facteurs comme l’espèce, le groupe fonctionnel, la dimension de
l’arbre, la position radiale et verticale dans l’arbre. Un premier test de comparaison peut
être fait en utilisant le test d’analyse de variance de Friedman, puis le test de différence
franchement significative (HSD) de Tuckey. Ces tests permettent de différencier les variables
qui influencent le plus la densité de bois. Cette dernière peut ensuite être modélisée en
utilisant ces variables (Henry et al., 2010).
32n ¢
Tarif de biomasse dépendant de la densité individuelle du bois
Dans le fil rouge no 31, la densité du bois ρ a été définie au niveau de l’espèce en calculant
la moyenne des densités individuelles pour les arbres d’une même espèce. Ajustons à présent
un tarif de biomasse basé sur la mesure individuelle de la densité du bois, afin de tenir compte
de la variabilité inter-individuelle de densité au sein de l’espèce. Le modèle ajusté est:
ln(B) = a0 + a1 ln(D) + a2 ln(ρ) + ε
avec
Var(ε) = σ2
où ρ est ici, contrairement au fil rouge no 31, la mesure individuelle de la densité du bois.
Le modèle est ajusté par la commande:
m <- lm(log(Btot)∼I(log(dbh))+I(log(dens)),data=dat[dat$Btot>0,])
summary(m)
ce qui donne:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -7.76644 0.20618 -37.668 < 2e-16 ***
I(log(dbh)) 2.35272 0.04812 48.889 < 2e-16 ***
I(log(dens)) 1.00717 0.14053 7.167 1.46e-08 ***
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avec un écart-type résiduel de 0,3052 et R2 = 0,9848. Le modèle s’écrit: ln(B) = −7,76644+
2,35272 ln(D)+1,00717 ln(ρ). Selon ce modèle, la biomasse dépend de la densité individuelle
via le terme ρ1,00717, c’est-à-dire pratiquement ρ. À titre de comparaison, le modèle (6.29)
dépendait de la densité spécifique du bois via le terme ρ0,72864. D’un point de vue biolo-
gique, l’exposant 1,00717 est plus satisfaisant que l’exposant 0,72864 puisqu’il signifie que
la biomasse est le produit d’un volume (qui dépend uniquement des dimensions de l’arbre)
et d’une densité. L’écart entre ces deux valeurs d’exposant peut être attribué aux variations
inter-individuelles de densité de bois au sein de l’espèce. Cependant, le modèle basé sur
la densité individuelle du bois n’a guère d’utilité pratique puisqu’il implique qu’il faudrait
mesurer la densité du bois de tout arbre dont on voudrait prédire la biomasse.
¢
6.4.2 Compartiments de l’arbre
La biomasse des arbres est pesée séparément pour chaque compartiment de l’arbre
(souche, tronc, grosses branches, petites branches, feuillage, etc.). La biomasse épigée est la
somme de ces compartiments. La démarche que l’on a présentée pour l’ajustement d’un tarif
pourra être suivie pour chaque compartiment séparément. On construira ainsi un tarif pour
la biomasse foliaire, un tarif pour la biomasse des grosses branches, etc. Cette démarche
intègre la stratification du jeu de données. Ainsi, on ajustera dans un premier temps un
tarif pour chaque compartiment et chaque strate; dans un second temps, en fonction des
différences trouvées entre strates, on pourra agréger les strates et/ou paramétrer le tarif
de manière à construire un tarif par compartiment pour toutes les strates. La démarche ne
s’arrête cependant pas là. On peut poursuivre l’intégration des données pour aller vers un
plus petit nombre de modèles plus intégrateurs.
Additivité des compartiments
La biomasse épigée totale étant la somme des biomasses des compartiments, on pourrait
penser que le meilleur tarif pour prédire la biomasse épigée est la somme des tarifs prédisant
chaque compartiment. En fait, à cause des corrélations qui existent entre les biomasses des
différents compartiments, ce n’est pas le cas (Cunia et Briggs, 1984, 1985a; Parresol, 1999).
Qui plus est, certaines familles de modèles ne sont pas stables par l’addition. C’est le cas
en particulier des modèles puissance: la somme de deux fonctions puissance n’est pas une
fonction puissance. Si on a ajusté un modèle puissance pour chaque compartiment:
Bsouche = a1Db1
Btronc = a2Db2
Bgrosses branches = a3Db3
Bpetites branches = a4Db4
Bfeuillage = a5Db5
la somme Bépigée = Bsouche+Btronc+Bgrosses branches+Bpetites branches+Bfeuillage =∑5m=1 am
Dbm n’est pas une fonction puissance du diamètre. Les modèles polynômiaux sont en re-
vanche stables par l’addition.
Ajustement d’un modèle multivarié
Pour tenir compte des corrélations qui existent entre les biomasses des compartiments,
on peut ajuster les tarifs relatifs aux différents compartiments de manière simultanée plutôt
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que séparément. Cette dernière étape dans l’intégration du modèle nécessite une redéfinition
de la variable réponse. Comme on veut prédire simultanément les biomasses des différents
compartiments, on n’a plus affaire à une variable réponse mais à un vecteur réponse Y. La
longueur de ce vecteur est égal au nombre M de compartiments. Par exemple, si la variable
réponse est la biomasse,
Y =

Bépigée
Bsouche
Btronc
Bgrosses branches
Bpetites branches
Bfeuillage

Si la variable réponse est le logarithme de la biomasse,
Y =

ln(Bépigée)
ln(Bsouche)
ln(Btronc)
ln(Bgrosses branches)
ln(Bpetites branches)
ln(Bfeuillage)

Soit Ym la variable réponse du me compartiment (avec m = 1, . . . , M). Sans perte de
généralité, on peut considérer que tous les compartiments ont le même jeuX1,X2, . . . ,Xp de
variables explicatives (si une variable n’intervient pas dans la prédiction d’un compartiment,
il suffira de mettre le coefficient correspondant à zéro). Un modèle qui prédit un vecteur
réponse plutôt qu’une variable réponse est un modèle multivarié. Une observation pour
l’ajustement d’un modèle multivarié consiste en un vecteur (Y1, . . . , YM , X1, . . . , Xp) de
longueur M + p. Le résidu d’un modèle multivarié est un vecteur ε de longueur M , égal à
la différence entre le vecteur réponse observé et le vecteur réponse prédit.
L’expression d’un modèle M -varié ne diffère des M modèles univariés correspondant à
chaque compartiment que par la structure de l’erreur résiduelle; la structure du modèle pour
la moyenne ne change pas. Plaçons-nous dans le cas général d’un modèle non-linéaire. Si les
M modèles univariés sont:
Ym = fm(X1, . . . , Xp; θm) + εm (6.30)
pour m = 1, . . . , M , alors le modèle multivarié s’écrit:
Y = F(X1, . . . , Xp;θ) + ε
où Y = t[Y1, . . . , YM ], θ = t[θ1, . . . , θM ], et
F(X1, . . . , Xp;θ) =

f1(X1, . . . , Xp; θ1)
...
fm(X1, . . . , Xp; θm)
...
fM (X1, . . . , Xp; θM )

(6.31)
Le vecteur résiduel ε suit à présent une loi multinormale centrée, de matrice de variance-
covariance:
Var(ε) ≡ Σ =

σ21 ζ12 · · · ζ1M
ζ21 σ22
. . . ...
... . . . . . . ζM−1,M
ζM1 · · · ζM,M−1 σ2M

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La matrice Σ est une matrice symétrique àM lignes etM colonnes, telle que σ2m = Var(εm)
est la variance résiduelle de la biomasse du me compartiment et ζml = ζlm est la covariance
résiduelle entre la biomasse du me compartiment et celle du le compartiment. Comme dans
le cas univarié, deux résidus correspondant à deux observations différentes sont supposés
indépendants: εi est indépendant de εj pour i 6= j. La différence vient du fait que les
différents compartiments ne sont plus supposés être indépendants les uns des autres.
L’ajustement d’un modèle multivarié tel que (6.31) se fait selon les mêmes principes que
les modèles univariés (6.30). Si la matrice de variance-covariance Σ était diagonale (c’est-
à-dire ζml = 0, ∀m, l), alors l’ajustement du modèle multivarié (6.31) serait équivalent à
l’ajustement séparé des M modèles univariés (6.30). Dans le cas d’un modèle linéaire, les
valeurs estimées des coefficients θ1, θ2, . . . , θM résultant de l’ajustement du modèle linéaire
M -varié sont identiques aux valeurs obtenues par les ajustements séparés des M modèles
linéaires univariés (à condition de toujours garder les mêmes variables explicatives X1, . . . ,
Xp dans tous les cas) (Muller et Stewart, 2006, chapitre 3). Cependant, les tests de signi-
ficativité associés aux coefficients ne donnent pas les mêmes résultats dans les deux cas.
Pour peu que les différents compartiments soient suffisamment corrélés entre eux, l’ajuste-
ment simultané des tous les compartiments par le modèle multivarié (6.31) aboutira à une
estimation plus précise des coefficients du tarif, donc à des prédictions de la biomasse plus
précises.
Harmonisation d’un tarif
Dans certains cas, en particulier dans le contexte du bois énergie, on souhaite prédire la
biomasse sèche du tronc à différents diamètres de découpe. Par exemple, on souhaite prédire
simultanément la biomasse totale B du tronc, la biomasse B7 du tronc jusqu’à un diamètre
fin bout de 7 cm, et la biomasse B10 du tronc jusqu’à un diamètre fin bout de 10 cm. On
pourrait considérer le tronc entier, le tronc jusqu’à découpe 7 cm et le tronc jusqu’à découpe
10 cm comme trois compartiments différents et appliquer les mêmes principes d’ajustement
que ceux présentés dans le précédent paragraphe. En fait le problème est plus compliqué
car, contrairement aux compartiments tronc et feuillage qui sont distincts, les compartiments
définis par différents diamètres de découpe sont emboîtés les uns dans les autres: B = B7+
biomasse du tronçon allant du diamètre 7 cm au fin bout, et B7 = B10+ biomasse du
tronçon allant du diamètre de découpe 10 cm à 7 cm. Ainsi, le modèle multivarié qui prédit
le vecteur (B, B7, B10) doit faire en sorte que B > B7 > B10 sur tout le domaine de validité
du tarif. Le processus consistant à contraindre le modèle multivarié pour qu’il prédise les
biomasses des différents compartiments tout en vérifiant la logique de leur emboîtement
s’appelle l’harmonisation d’un tarif (Parresol, 1999). Jacobs et Cunia (1980) et Cunia et
Briggs (1985b) ont proposé des solutions à ce problème sous la forme d’équations reliant
les coefficients des modèles des différents compartiments. Il faut alors ajuster un modèle
M -varié (s’il y a M diamètres de découpe) tout en s’assurant que les coefficients θ1, . . . ,
θM correspondant aux M diamètres de découpe vérifient un certain nombre d’équations
les reliant. Lorsque les coefficients du modèle multivarié sont estimés par maximum de
vraisemblance, leur estimation numérique se ramène à un problème d’optimisation sous
contrainte.
Dans le cas de la prédiction du volume ou de la biomasse d’une tige, une alternative au
tarif de cubage ou de biomasse est l’intégration du profil de tige (Parresol et Thomas, 1989;
Parresol, 1999). Soit P (h) un profil de tige, c’est-à-dire une courbe donnant la surface de la
section transversale du tronc en fonction de la hauteur h à partir du sol (h représente aussi
la longueur parcourue lorsque l’on suit la tige de son gros bout à son fin bout) (Maguire
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et Batista, 1996; Dean et Roxburgh, 2006; Metcalf et al., 2009). Si la section de la tige a
une forme approximativement circulaire, le diamètre de l’arbre à la hauteur h peut être
calculé comme: D(h) =
√
4P (h)/pi. La biomasse du tronc jusqu’à un diamètre de découpe
D se calcule en intégrant le profil de tige du sol (h = 0) jusqu’à la hauteur P−1(pi4D2) qui
correspond à ce diamètre:
BD =
∫ P−1(pi4D2)
0
ρ(h) P (h) dh
où ρ(h) est la densité du bois à la hauteur h. Le volume de la tige jusqu’au diamètre de
découpe D se calcule de la même manière, à cela près que ρ est remplacé par 1. L’approche
par profil de tige a l’avantage que l’harmonisation du tarif est automatique. C’est une
approche qui est cependant conceptuellement différente des tarifs de cubage et de biomasse,
avec des problèmes d’ajustement spécifiques (Fang et Bailey, 1999; Parresol, 1999), et qui
sort du cadre de ce manuel. À noter pour les très gros arbres pour lesquels la mesure
directe de la biomasse est quasiment impossible, l’approche par profil de tiges présente une
alternative pertinente (Van Pelt, 2001; Dean et al., 2003; Dean, 2003; Dean et Roxburgh,
2006; Sillett et al., 2010).
7
Utilisation et prédiction
Une fois le tarif de cubage ou de biomasse ajusté, plusieurs utilisations peuvent être faites
de ses prédictions. Le plus souvent, il s’agira de prédire le volume ou la biomasse d’arbres
dont le volume ou la biomasse n’ont pas été mesurés. Il s’agit là de la prédiction proprement
dite (§ 7.2–7.4). Parfois, le volume ou la biomasse des arbres auront également été mesurés
en plus des variables d’entrée du tarif. Quand on a ainsi à disposition un jeu de données
indépendant de celui utilisé pour l’ajustement du modèle, et qui contient à la fois la variable
réponse et les variables explicatives du modèle, il est possible de faire une validation du
modèle (§ 7.1). Quand les critères de validation sont appliqués au jeu de données même qui
a servi à la calibration du modèle, on parle de vérification du modèle. Nous n’insisterons pas
sur la vérification d’un modèle, puisque celle-ci est déjà implicite dans l’analyse des résidus
du modèle ajusté. Enfin, quand on dispose de tarifs qui existaient préalablement à un tarif
ajusté, on peut vouloir également comparer les modèles ou les combiner (§ 7.5).
Domaine de validité du modèle
Avant toute utilisation d’un tarif, il faut s’assurer que les caractéristiques de l’arbre dont
on veut prédire le volume ou la biomasse sont dans le domaine de validité du tarif (Rykiel,
1996). Si un tarif de cubage ou de biomasse a été ajusté pour des arbres de diamètre compris
entre Dmin et Dmax, il n’est en principe pas possible d’utiliser ce tarif pour prédire le volume
ou la biomasse d’un arbre de diamètre inférieur à Dmin ou supérieur à Dmax. Il en va de
même pour toutes les entrées du tarif. Tous les modèles ne sont cependant pas sujets aux
mêmes erreurs lorsqu’on les extrapole en dehors de leur domaine de validité. Les modèles
de type puissance restent généralement extrapolables avec une bonne fiabilité en dehors de
leur domaine de validité, car ces relations puissances reposent sur un modèle allométrique
fractal qui est invariant à toutes les échelles (Zianis et Mencuccini, 2004). Au contraire,
les modèles de type polynômial présentent fréquemment des comportements anormaux en
dehors de leur domaine de validité (valeurs prédites négatives, par exemple), et ce d’autant
plus que le degré du polynôme est élevé.
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7.1 Validation d’un tarif
La validation d’un modèle consiste à confronter ses prédictions à des observations indé-
pendantes de celles utilisées pour l’ajustement du modèle (Rykiel, 1996). Soit (Y ′i , X ′i1, . . . ,
X ′ip) avec i = 1, . . . , n′ un jeu de données de n′ observations indépendant de celui utilisé
pour l’ajustement d’un modèle f , où X ′i1, . . . , X ′ip sont les variables explicatives et Y ′i est
la variable réponse, c’est-à-dire le volume, ou la biomasse, ou une transformée de l’une de
ces quantités. Soit
Yˆ ′i = f(X ′i1, . . . , X ′ip; θˆ)
la valeur prédite de la variable réponse pour la ie observation, où θˆ sont les valeur estimées
des paramètres du modèle. La validation consiste à comparer les valeurs prédites Yˆ ′i aux
valeurs observées Y ′i .
7.1.1 Critères de validation
Plusieurs critères, qui sont les pendants des critères utilisés pour évaluer la qualité d’ajus-
tement d’un modèle, peuvent être utilisés pour comparer les prédictions aux observations
(Schlaegel, 1982; Parresol, 1999; Tedeschi, 2006), notamment:
– le biais: ∑n′i=1 |Y ′i − Yˆ ′i |
– la somme des carrés des écarts résiduels: SCE = ∑n′i=1(Y ′i − Yˆ ′i )2
– la variance résiduelle: s2 = SCE/(n′ − p)
– l’erreur résiduelle ajustée: SCE/(n′ − 2p)
– le R2 de régression: R2 = 1− s2/Var(Y ′)
– le critère d’information d’Akaike: AIC = n′ ln(s2) + n′ ln(1− p/n′) + 2p
où Var(Y ′) est la variance empirique de Y ′ et p est le nombre de paramètres librement
estimés du tarif. Les deux premiers critères correspondent à deux normes distinctes de la
différence entre le vecteur (Y ′1 , . . . , Y ′n′) des observations et le vecteur (Yˆ ′1 , . . . , Yˆ ′n′) des
prédictions: norme L1 pour le biais et norme L2 pour la somme des carrés des écarts. Toute
autre norme serait également valable. Les trois derniers critères font intervenir le nombre de
paramètres utilisés dans le tarif, et sont donc plus appropriés quand il s’agit de comparer
différents tarifs.
7.1.2 Validation croisée
Quand on ne dispose pas d’un jeu de données indépendant, il est tentant de partager le
jeu de données de calibration en deux sous-jeux de données: un pour l’ajustement du modèle,
et un autre pour la validation du modèle. Étant donné que les jeux de données de volume
ou de biomasse sont coûteux et souvent de taille limitée, nous ne recommandons pas cette
pratique dans le cas des tarifs de cubage ou de biomasse. En revanche, nous recommandons
dans ce cas la mise en œuvre d’une validation croisée (Efron et Tibshirani, 1993, chapitre
17).
La validation croisée «K fois » consiste à diviser le jeu de données en K parts à peu près
égales et à utiliser tour à tour chaque part comme jeu de données de validation, le modèle
étant ajusté sur les K−1 parts restantes. Le pseudo-algorithme de la validation croisée «K
fois » est le suivant:
1. Partager le jeu de données Sn ≡ {(Yi, Xi1, . . . , Xip): i = 1, . . . , n} en K sous-jeux
de données S(1)n , . . . , S(K)n de tailles à peu près égales (c’est-à-dire avec environ n/K
observations dans chaque sous-jeu de données, le total faisant n).
2. Pour k allant de 1 à K:
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(a) ajuster le modèle sur le jeu de données privé de sa ke part, i.e. sur Sn\S(k)n =
S(1)n ∪ . . . ∪ S(k−1)n ∪ S(k+1)n ∪ . . . ∪ S(K)n ;
(b) calculer un critère de validation (cf. § 7.1.1) de ce modèle ajusté en prenant la
part restante S(k)n comme jeu de données de validation; soit Ck la valeur de ce
critère calculé pour S(k)n .
3. Calculer la moyenne (∑Kk=1Ck)/K des K critères de validation ainsi calculés.
L’absence de chevauchement entre les jeux données utilisés pour l’ajustement du modèle
et ceux utilisés pour calculer le critère de validation assure la validité de la démarche. La
validation croisée nécessite davantage de calculs qu’une validation simple, mais a l’avantage
de tirer profit de toutes les observations disponibles pour l’ajustement du modèle.
Un cas particulier de validation croisée « K fois » est lorsque K est égal au nombre n
d’observations disponibles dans le jeu de données. Cette méthode est aussi appelée validation
croisée « leave-one-out » et est proche conceptuellement de la technique du Jackknife (Efron
et Tibshirani, 1993). Le principe consiste à ajuster le modèle sur n − 1 observations et à
calculer l’erreur résiduelle pour l’observation mise de côté. Il est du reste utilisé en analyse
des résidus pour quantifier l’influence des observations (c’est, en particulier, la base du calcul
des distances de Cook, cf. Saporta, 1990).
7.2 Prédiction du volume ou de la biomasse d’un arbre
La prédiction à l’aide d’un modèle f consiste à calculer, pour des valeurs données des
variables explicatives X1, . . . , Xp, la valeur prédite Yˆ par le modèle de la variable réponse.
Une prédiction ne s’arrête pas au calcul de
Yˆ = f(X1, . . . , Xp; θˆ)
En effet, l’estimateur θˆ des paramètres du modèle est un vecteur aléatoire dont la loi découle
de la loi des observations utilisées pour ajuster le modèle. Toute prédiction Yˆ du modèle
est donc elle-même une variable aléatoire dont la loi de distribution découle de la loi des
observations utilisées pour ajuster le modèle. Pour traduire cette variabilité intrinsèque de
la prédiction, on l’assortira d’un indicateur d’incertitude tel que l’écart-type de la prédiction
ou son intervalle de confiance à 95%.
Il existe plusieurs intervalles de confiance selon que l’on prédit le volume ou la biomasse
d’un arbre pris au hasard dans le peuplement, ou celui d’un arbre moyen du peuplement.
Nous détaillerons les expressions analytiques de ces intervalles de confiance dans le cas du
modèle linéaire (§ 7.2.1), puis dans le cas du modèle non-linéaire (§ 7.2.2). Des expression ap-
prochées mais plus simples à calculer de ces intervalles de confiance seront ensuite présentées
(§ 7.2.3), avant de s’intéresser au cas des variables transformées (§ 7.2.4).
7.2.1 Prédiction: cas du modèle linéaire
Prédiction par une régression linéaire simple
Soit aˆ l’ordonnée à l’origine estimée d’une régression linéaire, et bˆ sa pente estimée. La
prédiction Yˆ de la variable réponse peut s’écrire de deux façons différentes:
Yˆ = aˆ+ bˆX (7.1)
Yˆ = aˆ+ bˆX + ε (7.2)
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Dans les deux cas, l’espérance de Yˆ est la même puisque E(ε) = 0. En revanche, la variance
de Yˆ n’est pas la même dans les deux cas: elle plus élevée dans la deuxième écriture que dans
la première. L’interprétation liée à ces deux écritures est la suivante. Mettons que la variable
explicative X est le diamètre et la variable réponse Y la biomasse. Le nombre d’arbres dans
la forêt entière ayant un diamètre X donné (à quelque chose près qui représente la précision
de la mesure) est incommensurable. Si on pouvait mesurer la biomasse de l’intégralité de ces
arbres ayant le même diamètre, on trouverait des valeurs variables, oscillant autour d’une
certaine valeur moyenne. Quand on cherche à prédire cette biomasse moyenne (sous-entendu:
moyenne sur l’ensemble des arbres existants ayant le diamètre X), c’est l’écriture (7.1) de
la prédiction qui est valide. En revanche, si on cherche à prédire la biomasse d’un arbre
pris au hasard parmi l’ensemble des arbres ayant le diamètre X, c’est l’écriture (7.2) de la
prédiction qui est valide. La variabilité de la prédiction est plus forte pour (7.2) que pour
(7.1) puisque, en plus de la variabilité de la prédiction de la biomasse moyenne, s’ajoute les
différences de biomasse entre arbres dans le second cas.
Cela signifie qu’il y a deux façons de calculer un intervalle de confiance pour une pré-
diction. Il y a un intervalle de confiance pour la prédiction de la moyenne de Y , et un
intervalle de confiance pour la prédiction d’un individu pris au hasard parmi la population
sur laquelle la moyenne de Y est calculée. Le deuxième intervalle de confiance est plus large
que le premier.
Dans le cas d’une régression linéaire simple, on peut montrer (Saporta, 1990, p.373–374)
que l’intervalle de confiance au seuil α pour la prédiction (7.1) de la moyenne est:
aˆ+ bˆX ± tn−2 σˆ
√
1
n
+ (X − X¯)
2
nS2X
(7.3)
tandis que l’intervalle de confiance au seuil α pour la prédiction (7.2) d’un arbre pris au
hasard est:
aˆ+ bˆX ± tn−2 σˆ
√
1 + 1
n
+ (X − X¯)
2
nS2X
(7.4)
où tn−2 est le quantile 1−α/2 d’une loi de Student à n−2 degrés de liberté, X¯ = (∑ni=1Xi)/n
est la moyenne des valeurs observées de X dans le jeu de données ayant servi à l’ajustement
du modèle, et S2X = [
∑n
i=1(Xi − X¯)2]/n est la variance empirique des valeurs observées de
X dans le jeu de données ayant servi à l’ajustement du modèle.
Ces expressions appellent plusieurs remarques. La première, c’est que la différence entre
les bornes de l’intervalle de confiance (7.4) pour un arbre pris au hasard et les bornes de
l’intervalle de confiance (7.3) pour l’arbre moyen est de l’ordre de tn−2σˆ. Cette différence
fait écho à la différence entre l’écriture (7.2) et (7.1), qui tient au terme résiduel ε dont
l’écart-type estimé est σˆ.
La seconde, c’est que la largeur de l’intervalle de confiance n’est pas constante, mais
varie avec X. L’intervalle de confiance est le plus étroit lorsque X = X¯ et s’élargit lorsque
X s’éloigne de X¯.
La troisième remarque, c’est que pour calculer l’intervalle de confiance d’une prédiction
selon une régression linéaire, il faut disposer, sinon des données originales ayant servi à
ajuster le modèle, du moins de la moyenne X¯ de la variable explicative et de son écart-type
empirique SX . Pour peu que les données originales ayant servi à ajuster le modèle ne soient
plus disponibles, et que les valeurs de X¯ et SX n’aient pas été documentées, on ne pourra
pas calculer l’intervalle de confiance de façon exacte.
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Intervalle de confiance de ln(B) prédit par ln(D)
Reprenons la régression linéaire simple entre ln(B) et ln(D) qui a été ajustée dans le fil
rouge no 7. Soit m l’objet contenant le modèle ajusté (cf. fil rouge no 7). Les intervalles de
confiance peuvent être calculés avec la commande predict. Par exemple pour un arbre de
diamètre 20 cm, l’intervalle de confiance au seuil 95% pour l’arbre moyen s’obtient par la
commande:
predict(m,newdata=data.frame(dbh=20),interval="confidence",level=0.95)
ce qui donne:
fit lwr upr
1 -1.354183 -1.533487 -1.174879
Ainsi le modèle prédit ln(B) = −1,354183 avec un intervalle de confiance à 95% allant de
−1,533487 à −1,174879. Pour un arbre de 20 cm pris au hasard, l’intervalle de confiance
s’obtient par la commande:
predict(m,newdata=data.frame(dbh=20),interval="prediction",level=0.95)
ce qui donne:
fit lwr upr
1 -1.354183 -2.305672 -0.4026948
La figure 7.1 montre les intervalles de confiance sur l’ensemble de la plage de données.
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Figure 7.1 – Données de biomasse en fonction du diamètre (en coordonnées logarithmiques)
pour 42 arbres mesurés au Ghana par Henry et al. (2010) (points), prédiction (trait noir)
de la régression linéaire simple de ln(B) par rapport à ln(D), et intervalles de confiance
de cette prédiction, pour un arbre pris au hasard (trait vert) et pour l’arbre moyen (trait
rouge).
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Prédiction par une régression multiple
Les principes de la prédiction exposés dans le cas de la régression linéaire s’étendent
immédiatement à la régression multiple. Il y a deux expressions de l’intervalle de confiance:
l’une pour la prédiction de l’arbre moyen, l’autre pour la prédiction d’un arbre pris au
hasard.
Dans le cas d’une régression multiple de coefficients estimés aˆ = t[aˆ0, aˆ1, aˆ2, . . . , aˆp], la
valeur prédite Yˆ de la variable réponse pour un arbre dont les variables explicatives sont
x = t[1, X1, X2, . . . , Xp], est:
Yˆ = tx aˆ
et l’intervalle de confiance au seuil α de cette prédiction est (Saporta, 1990, p.387):
– pour la prédiction de l’arbre moyen:
tx aˆ ± tn−p−1 σˆ
√
tx(tXX)−1x (7.5)
– pour la prédiction d’un arbre pris au hasard:
tx aˆ ± tn−p−1 σˆ
√
1 + tx(tXX)−1x (7.6)
où X est la matrice du plan construite à partir des données ayant servi à l’ajustement de la
régression multiple. Pour calculer l’intervalle de confiance des prédictions il faut connaître,
sinon les données originales ayant servi à l’ajustement du modèle, du moins la matrice
(tXX)−1. On notera que la variance des prédictions dans le cas (7.6) d’un arbre pris au
hasard se compose de deux termes: un terme σˆ2 qui représente l’erreur résiduelle et un
terme σˆ2 tx(tXX)−1x qui représente la variabilité induite par l’estimation des coefficients
du modèle. Dans le cas de l’estimation de l’arbre moyen, le premier terme disparaît et seul
reste le second terme.
34n ¢
Intervalle de confiance de ln(B) prédit par ln(D) et ln(H)
Reprenons la régression linéaire multiple entre ln(B), ln(D) et ln(H) qui a été ajustée
dans le fil rouge no 10. Soit m l’objet contenant le modèle ajusté (cf. fil rouge no 10). Les
intervalles de confiance peuvent être calculés avec la commande predict. Par exemple pour
un arbre de diamètre 20 cm et de hauteur 20 m, l’intervalle de confiance au seuil 95% pour
l’arbre moyen s’obtient par la commande:
predict(m,newdata=data.frame(dbh=20,haut=20),interval="confidence",level=0.95)
ce qui donne:
fit lwr upr
1 -1.195004 -1.380798 -1.009211
Ainsi le modèle prédit ln(B) = −1,195004 avec un intervalle de confiance à 95% allant de
−1,380798 à −1,009211. Pour un arbre de 20 cm de diamètre et de 20 m de haut pris au
hasard, l’intervalle de confiance s’obtient par la commande:
predict(m,newdata=data.frame(dbh=20,haut=20),interval="prediction",level=0.95)
ce qui donne:
fit lwr upr
1 -1.195004 -2.046408 -0.3436006
¢
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7.2.2 Prédiction: cas d’un modèle non-linéaire
Dans le cas général d’un modèle non-linéaire tel que défini par
Y = f(X1, . . . , Xp; θ) + ε
avec
ε∼N (0, kXc1)
il n’y a pas d’expression explicite exacte des intervalles de confiance des prédictions, comme
c’est le cas pour le modèle linéaire. Néanmoins, la δ-méthode permet d’obtenir une expres-
sion approchée (et asymptotiquement exacte) des intervalles de confiance (Serfling, 1980).
Comme précédemment, il y a deux intervalles de confiance:
– intervalle de confiance pour la prédiction de l’arbre moyen:
f(X1, . . . , Xp; θˆ)± tn−q
√
t[dθf(θˆ)] Σˆθˆ [dθf(θˆ)] (7.7)
– intervalle de confiance pour la prédiction d’un arbre pris au hasard:
f(X1, . . . , Xp; θˆ)± tn−q
√
kˆ2X2cˆ1 + t[dθf(θˆ)] Σˆθˆ [dθf(θˆ)] (7.8)
où q est le nombre de coefficients du modèle (c’est-à-dire la longueur du vecteur θ), dθf(θˆ)
est la valeur en θ = θˆ de la différentielle de f par rapport aux coefficients du modèle, et Σˆθˆ
est une estimation en θ = θˆ de la matrice de variance-covariance Σθ de l’estimateur de θ.
La différentielle de f par rapport aux coefficients du modèle est le vecteur de longueur q:
dθf(θ) = t
[(
∂f(X1, . . . , Xp; θ)
∂θ1
)
, . . . ,
(
∂f(X1, . . . , Xp; θ)
∂θq
)]
où θi est le ie élément du vecteur θ, Dans le cas de l’estimateur du maximum de vraisem-
blance de θ, on peut montrer qu’asymptotiquement lorsque n→∞ (Saporta, 1990, p.301):
Σθ ∼
n→∞ In(θ)
−1 = 1
n
I1(θ)−1
où In(θ) est la matrice de l’information de Fisher apportée par un échantillon de taille n sur
le vecteur de paramètres θ. Cette matrice d’information de Fisher a q lignes et q colonnes
et se calcule à partir de la dérivée seconde de la log-vraisemblance de l’échantillon:
In(θ) = −E
[
∂2L(θ)
∂θ2
]
Une estimation approchée de la matrice de variance-covariance des paramètres est donc:
Σˆθˆ = −
[(
∂2L(θ)
∂θ2
)∣∣∣∣
θ=θˆ
]−1
En pratique, l’algorithme qui optimise numériquement la log-vraisemblance de l’échantillon
donne en même temps une estimation numérique de la dérivée seconde (∂2L/∂θ2). On
obtient donc immédiatement une estimation numérique de Σˆθˆ.
Comme précédemment, la variance des prédictions dans le cas (7.8) d’un arbre pris au
hasard se compose de deux termes: un terme (kˆX cˆ1)2 qui représente l’erreur résiduelle et un
terme t[dθf(θˆ)] Σˆθˆ [dθf(θˆ)] qui représente la variabilité induite par l’estimation des coeffi-
cients du modèle. Dans le cas de l’estimation de l’arbre moyen, le premier terme disparaît
et seul reste le second terme.
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7.2.3 Intervalles de confiance approchés
Le calcul exact des intervalles de confiance des prédictions demande des informations
(matrice du plan X dans le cas du modèle linéaire, matrice de variance-covariance Σˆθˆ dans
le cas non-linéaire) qui ne sont que très rarement renseignées dans les publications sur les
tarifs. Le plus souvent, les publications ne renseignent que sur le nombre n d’observations
utilisées pour ajuster le modèle et sur l’écart-type résiduel σˆ (cas linéaire) ou kˆ et cˆ (cas
non-linéaire). Parfois, ces informations de base sur l’ajustement ne sont pas même données.
Dès lors que X (cas du modèle linéaire) ou Σˆθˆ (cas non-linéaire) ne sont pas données, il
n’est pas possible d’utiliser les formules précédemment données pour le calcul des intervalles
de confiance. Dans ce cas, on utilisera une méthode approchée.
Erreur résiduelle seule
Bien souvent, seul l’écart-type résiduel σˆ (cas linéaire) ou kˆ et cˆ (cas non-linéaire) est
donné. Dans ce cas, un intervalle de confiance approché au seuil α pourra être construit:
– dans le cas d’une régression linéaire:
(a0 + a1X1 + . . .+ apXp)± q1−α/2 σˆ (7.9)
– dans le cas d’un modèle non-linéaire:
f(X1, . . . , Xp; θ)± q1−α/2 kˆX cˆ1 (7.10)
où q1−α/2 est le quantile 1−α/2 de la loi normale centrée réduite. Cet intervalle de confiance
est une retranscription directe de la relation Y = a0+a1X1+. . .+apXp+ε avec ε ∼ N (0, σˆ)
(cas linéaire) ou Y = f(X1, . . . , Xp; θ) + ε avec ε ∼ N (0, kˆX cˆ1) (cas non-linéaire), où on a
volontairement écrit les coefficients du modèle sans accent circonflexe pour souligner qu’il
s’agit ici de grandeurs fixes. Ces relations supposent donc implicitement que les coefficients
du modèle sont connus de manière exacte et que la seule source de variabilité est l’erreur
résiduelle. Autrement dit, l’interprétation de ces intervalles de confiance approchés est la
suivante: les intervalles de confiance (7.9) (cas linéaire) et (7.10) (cas non-linéaire) sont ceux
que l’on obtiendrait pour la prédiction d’un arbre pris au hasard si la taille d’échantillon
était infinie. On vérifiera en effet que lorsque n→∞, tn−p−1 tend vers q1−α/2 et la matrice
(tXX)−1 dans (7.6) tend vers la matrice nulle (dont tous les coefficients valent zéro). Ainsi
l’intervalle de confiance (7.9) est bien la limite de l’intervalle de confiance (7.6) lorsque
n→∞. Il en va de même pour (7.8) et (7.10).
Intervalle de confiance pour l’arbre moyen
Lorsqu’une estimation Σˆ de la matrice de variance-covariance des paramètres est donnée,
un intervalle de confiance au seuil α de la prédiction pour l’arbre moyen est:
– dans le cas du modèle linéaire:
(aˆ0 + aˆ1X1 + . . .+ aˆpXp)± q1−α/2
√
txΣˆx (7.11)
où x est le vecteur t[X1, . . . , Xp],
– dans le cas du modèle non-linéaire:
f(X1, . . . , Xp; θˆ)± q1−α/2
√
t[dθf(θˆ)] Σˆ [dθf(θˆ)] (7.12)
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Ces intervalles de confiance considèrent que toute la variabilité de la prédiction provient
de l’estimation des coefficients du modèle. De plus, ces intervalles de confiance sont une
retranscription directe du fait que les coefficients du modèle suivent une loi multinormale de
moyenne leur valeur vraie et de matrice variance-covariance Σˆ. En effet, dans le cas linéaire,
si aˆ = t[aˆ1, . . . , aˆp] suit une loi multinormale de moyenne t[a1, . . . , ap] et de matrice de
variance-covariance Σˆ, alors la combinaison linéaire tx aˆ suit une loi normale de moyenne
tx a et de variance txΣˆx (Saporta, 1990, p.85).
Dans le cas du modèle linéaire, on peut montrer que la matrice de variance-covariance de
l’estimateur des coefficients du modèle est (Saporta, 1990, p.380): Σ = σ2(tXX)−1. Ainsi,
une estimation de cette matrice de variance-covariance est: Σˆ = σˆ2(tXX)−1. En reportant
cette expression dans (7.11), on retrouve bien une expression semblable à (7.5). On vérifie
de même, dans le cas non-linéaire, que l’intervalle de confiance (7.12) est une approximation
de (7.7).
Dans le cas non-linéaire (7.12), si on veut éviter d’avoir à calculer les dérivées partielles
de f , on pourra utiliser une méthode de Monte Carlo. C’est une méthode fondée sur la
simulation, consistant à faire Q tirages des coefficients θ selon une loi multinormale de
moyenne θˆ et de matrice de variance-covariance Σˆ, à calculer la prédiction pour chacune de
ces valeurs simulées, puis à calculer l’intervalle de confiance empirique de ces Q prédictions.
Cette méthode est désignée dans la littérature en anglais sous le nom de « population
prediction intervals » (Bolker, 2008; Paine et al., 2012). Le pseudo-algorithme est le suivant:
1. Pour k allant de 1 à Q:
(a) tirer un vecteur θˆ(k) selon une loi multinormale de moyenne θˆ et de matrice de
variance-covariance Σˆ;
(b) calculer la prédiction Yˆ (k) = f(X1, . . . , Xp; θˆ(k)).
2. L’intervalle de confiance de la prédiction est l’intervalle de confiance empirique des Q
valeurs Yˆ (1), . . . , Yˆ (Q).
Bien souvent, on ne connaît pas la matrice de variance-covariance Σˆ, mais on a du
moins une estimation des écarts-type des coefficients. Soit Var(aˆi) = Σi (cas linéaire) ou
Var(θˆi) = Σi (cas non-linéaire) la variance du ie coefficient du modèle. Dans ce cas on
négligera la corrélation entre les coefficients du modèle et on approchera la matrice de
variance-covariance des coefficients par une matrice diagonale:
Σˆ ≈

Σˆ1 0
. . .
0 Σˆp

Intervalle de confiance pour un arbre pris au hasard
L’erreur résultant de l’estimation des coefficients du modèle telle que décrite dans le
précédent paragraphe peut être cumulée avec l’erreur résiduelle décrite dans l’avant-dernier
paragraphe pour construire un intervalle de confiance de la prédiction pour un arbre pris
au hasard. Ce sont les variances des prédictions qui s’ajoutent. L’intervalle de confiance au
seuil α sera ainsi:
– dans le cas du modèle linéaire:
(aˆ0 + aˆ1X1 + . . .+ aˆpXp)± q1−α/2
√
σˆ2 + txΣˆx
qui est une approximation de (7.6),
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– dans le cas non-linéaire:
f(X1, . . . , Xp; θˆ)± q1−α/2
√
kˆ2X2cˆ1 + t[dθf(θˆ)] Σˆ [dθf(θˆ)]
qui est une approximation de (7.8).
Comme précédemment, si on veut éviter de faire des calculs, on pourra utiliser une méthode
de Monte Carlo selon le pseudo-algorithme suivant:
1. Pour k allant de 1 à Q:
(a) tirer un vecteur θˆ(k) selon une loi multinormale de moyenne θˆ et de matrice de
variance-covariance Σˆ;
(b) tirer un résidu εˆ(k) selon une loi normale centrée d’écart-type σˆ (cas linéaire) ou
kˆX cˆ1 (cas non-linéaire);
(c) calculer la prédiction Yˆ (k) = f(X1, . . . , Xp; θˆ(k)) + εˆ(k).
2. L’intervalle de confiance de la prédiction est l’intervalle de confiance empirique des Q
valeurs Yˆ (1), . . . , Yˆ (Q).
Intervalle de confiance avec incertitudes sur les mesures
L’ajustement des tarifs de cubage et de biomasse suppose que les variables explicatives
X1, . . . , Xp sont connues de manière exacte. Cette hypothèse n’est en réalité qu’une approxi-
mation puisque ces grandeurs sont mesurées et sont donc sujettes à une erreur de mesure.
Il ne faut pas confondre l’erreur de mesure avec l’erreur résiduelle de la variable réponse: la
première est liée à l’instrument de mesure et peut être en principe rendue aussi petite que
l’on souhaite en utilisant des instruments de mesure de plus en plus précis; la seconde reflète
une variabilité biologique intrinsèque entre les individus. On peut rendre compte de l’impact
de l’erreur de mesure sur la prédiction en l’incorporant dans l’intervalle de confiance de la
prédiction. Ainsi, les variables explicatives X1, . . . , Xp ne sont plus considérées comme fixes
mais distribuées selon une certaine loi. Typiquement, pour prédire le volume ou la biomasse
d’un arbre de caractéristiques X1, . . . , Xp, on considérera que la ie caractéristique est dis-
tribuée selon une loi normale de moyenne Xi et d’écart-type τi. Typiquement, si Xi est un
diamètre, on prendra τi de l’ordre de 3–5 mm; si Xi est une hauteur, on prendra τi de l’ordre
de 3% de Xi pour Xi ≤ 15 m et de l’ordre de 1 m pour Xi > 15 m.
Il est difficile de calculer une expression explicite de l’intervalle de confiance de la pré-
diction lorsque les variables explicatives sont considérées comme aléatoires, puisque cela
implique de calculer des variances de produits de variables aléatoires dont certaines sont
corrélées entre elles. La δ-méthode offre une solution analytique approchée (Serfling, 1980).
Ou alors, plus simplement, on peut à nouveau utiliser une méthode de Monte Carlo. Le
pseudo-algorithme devient:
1. Pour k allant de 1 à Q:
(a) pour i allant de 1 à p, tirer Xˆ(k)i selon une loi normale de moyenne Xi et d’écart-
type τi;
(b) tirer un vecteur θˆ(k) selon une loi multinormale de moyenne θˆ et de matrice de
variance-covariance Σˆ;
(c) tirer un résidu εˆ(k) selon une loi normale centrée d’écart-type σˆ (cas linéaire) ou
kˆX cˆ1 (cas non-linéaire);
(d) calculer la prédiction Yˆ (k) = f(Xˆ(k)1 , . . . , Xˆ
(k)
p ; θˆ(k)) + εˆ(k).
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2. L’intervalle de confiance de la prédiction est l’intervalle de confiance empirique des Q
valeurs Yˆ (1), . . . , Yˆ (Q).
Cet intervalle de confiance correspond en l’occurrence à la prédiction d’un arbre pris au
hasard. Pour obtenir l’intervalle de confiance pour l’arbre moyen, il suffit d’appliquer le
même pseudo-algorithme en remplaçant l’étape (c) par:
(. . . )
(c) poser εˆ(k) = 0;
(. . . )
7.2.4 Transformation inverse des variables
On a vu dans la section 6.1.5 comment une transformation de variable pouvait linéariser
un modèle qui initialement ne se conformait pas aux hypothèses du modèle linéaire. La
transformation de variable agit à la fois sur la moyenne et sur l’erreur résiduelle. Il en sera
de même pour la transformation inverse, avec des implications sur le calcul de l’espérance
des prédictions. La transformation logarithmique est la plus répandue. Cependant, d’autres
types de transformation existent également.
Transformation logarithmique
Considérons d’abord le cas de la transformation logarithmique sur le volume ou la bio-
masse, qui est de loin le cas le plus fréquent pour les tarifs de cubage et de biomasse. Sup-
posons qu’une transformation logarithmique a été appliquée à la biomasse B pour ajuster
un modèle linéaire par rapport à des variables explicatives X1, . . . , Xp:
Y = ln(B) = a0 + a1X1 + . . .+ apXp + ε (7.13)
avec
ε ∼
i.i.d.
N (0, σ)
Cela équivaut à dire que ln(B) suit une loi normale de moyenne a0 + a1X1 + . . . + apXp
et d’écart-type σ ou encore, par définition, que B suit une loi log-normale de paramètres
a0 + a1X1 + . . .+ apXp et σ. L’espérance de cette loi log-normale est:
E(B) = exp
(
a0 + a1X1 + . . .+ apXp +
σ2
2
)
Par rapport au modèle inverse de (7.13) qui est B = exp(a0 + a1X1 + . . . + apXp), la
transformation inverse de l’erreur résiduelle induit un biais de prédiction qui peut être
corrigé en multipliant la prédiction exp(a0 +a1X1 + . . .+apXp) par le coefficient correcteur
(Parresol, 1999):
CF = exp
( σˆ2
2
)
(7.14)
On prendra garde que dans les tarifs de biomasse reportés dans la littérature et qui ont
été ajustés après transformation logarithmique de la biomasse, ce coefficient correcteur est
parfois inclus dans l’expression du tarif, et parfois pas.
Lorsque le logarithme décimal log10 a été utilisé pour la transformation de variable plutôt
que le logarithme népérien, le coefficient correcteur est:
CF = exp
[(σˆ ln 10)2
2
]
≈ exp
( σˆ2
0,3772
)
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Coefficient de correction de la biomasse prédite
Reprenons l’exemple du tarif de biomasse ajusté dans le fil rouge no 31 par régression
multiple sur les données log-transformées:
ln(B) = −8,38900 + 0,85715 ln(D2H) + 0,72864 ln(ρ)
Si on revient aux données de départ en utilisant la fonction exponentielle (sans tenir compte
du facteur de correction), on obtient une prédiction sous-estimée: B = exp(−8,38900) ×
(DH)0,85715ρ0,72864 = 2,274 × 10−4(D2H)0,85715ρ0,72864. Soit m l’objet contenant le modèle
ajusté (cf. fil rouge no 31). Le facteur de correction CF = exp(σˆ2/2) s’obtient par la com-
mande:
exp(summary(m)$sigmaˆ2/2)
et vaut ici 1,061035. Le modèle correct est donc: B = 2,412× 10−4(D2H)0,85715ρ0,72864.
¢
Transformation quelconque
Dans le cas général, soit ψ une transformation de variable de la biomasse (ou du volume)
telle que la variable réponse Y = ψ(B) puisse être prédite par une régression linéaire par
rapport à des variables explicatives X1, . . . , Xp. On supposera la fonction ψ dérivable et
inversible. Comme ψ(B) suit une loi normale de moyenne a0 +a1X1 + . . .+apXp et d’écart-
type σ, B = ψ−1[ψ(B)] a pour espérance (Saporta, 1990, p.26):
E(B) =
∫
ψ−1(x) φ(x) dx (7.15)
où φ est la densité de probabilité de la loi normale de moyenne a0 + a1X1 + . . . + apXp et
d’écart-type σ. Cette espérance est généralement différente de ψ−1(a0 +a1X1 + . . .+apXp):
la transformation de variable induit un biais de prédiction quand on revient à la variable de
départ par la transformation inverse. L’inconvénient de la formule (7.15) est qu’elle nécessite
le calcul d’une intégrale.
Lorsque l’écart-type résiduel σ est petit, la δ-méthode (Serfling, 1980) fournit une ex-
pression approchée de ce biais de prédiction:
E(B) ' ψ−1[E(Y )] + 12Var(Y ) (ψ
−1)′′[E(Y )]
' ψ−1(a0 + a1X1 + . . .+ apXp) + σ
2
2 (ψ
−1)′′(a0 + a1X1 + . . .+ apXp)
Estimation « smearing »
La méthode d’estimation « smearing » (que l’on pourrait traduire par « étalante ») est
une méthode non-paramétrique de correction du biais de prédiction lorsque l’on applique
une transformation inverse à la variable réponse d’un modèle linéaire (Duan, 1983; Taylor,
1986; Manning et Mullahy, 2001). Étant donné que l’on peut réécrire l’équation (7.15) de
l’espérance de la biomasse (ou du volume) sous la forme:
E(B) =
∫
ψ−1(x) φ0(x− a0 − a1X1− . . .− apXp) dx
=
∫
ψ−1(x+ a0 + a1X1 + . . .+ apXp) dΦ0(x)
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où φ0 (respectivement Φ0) est la densité de probabilité (respectivement la fonction de répar-
tition) de la loi normale centrée d’écart-type σ, la méthode smearing consiste à remplacer
Φ0 par la fonction de répartition empirique des résidus de l’ajustement du modèle, soit:
Bsmearing =
∫
ψ−1(x+ a0 + a1X1 + . . .+ apXp)× 1
n
n∑
i=1
δ(x− εˆi) dx
= 1
n
n∑
i=1
ψ−1(a0 + a1X1 + . . .+ apXp + εˆi)
où δ est la masse de Dirac en zéro et εˆi est le résidu du modèle ajusté pour la ie observation.
Cette méthode de correction du biais de prédiction a l’avantage d’être à la fois très générale
et facile à calculer. Elle a l’inconvénient qu’il faut connaître les résidus εˆi de l’ajustement
du modèle. Ce n’est pas un problème quand on ajuste soi-même un modèle à des données,
mais c’en est un quand on utilise un tarif publié pour lequel les résidus ne sont pas donnés.
Dans le cas particulier de la transformation logarithme, ψ−1 est la fonction exponentielle,
et donc l’estimation smearing de la biomasse est: exp(a0 + a1X1 + . . .+ apXp)×CFsmearing,
où le coefficient correcteur smearing est:
CFsmearing =
1
n
n∑
i=1
exp(εˆi)
Étant donné que σˆ2 = (∑ni=1 εˆ2i )/(n− p− 1), le coefficient correcteur smearing est différent
du coefficient correcteur (7.14). Néanmoins, dans la limite où σˆ → 0, les deux coefficients
correcteurs sont équivalents.
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Estimation « smearing » de la biomasse
Reprenons encore l’exemple du tarif de biomasse ajusté dans le fil rouge no 31 par ré-
gression multiple sur les données log-transformées:
ln(B) = −8,38900 + 0,85715 ln(D2H) + 0,72864 ln(ρ)
Le coefficient correcteur smearing s’obtient par la commande:
mean(exp(residuals(m)))
où m est l’objet contenant le modèle ajusté, et vaut dans cet exemple 1,059859. À titre de
comparaison, le coefficient correcteur calculé précédemment (fil rouge no 35) valait 1,061035.
¢
7.3 Prédiction du volume ou de la biomasse d’un peuplement
Pour prédire le volume ou la biomasse d’un peuplement à l’aide d’un tarif de biomasse,
il n’est pas possible de mesurer les entrées du tarif sur tous les arbres du peuplement.
Les entrées du tarif ne vont être mesurées que sur un échantillon d’arbres du peuplement.
Le volume ou la biomasse des arbres de cet échantillon sera calculé à l’aide du tarif, puis
extrapolé à l’ensemble du peuplement. La prédiction du volume ou de la biomasse d’un
peuplement comporte donc deux sources de variabilité: l’une liée à la prédiction individuelle
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par le tarif, et l’autre liée à l’échantillonnage des arbres au sein du peuplement. Tenir
compte rigoureusement de ces deux sources de variabilité dans la prédiction à l’échelle du
peuplement amène à des problèmes complexes de double échantillonnage, que nous avons
évoqués aux paragraphes 2.1.2 et 2.3 (Parresol, 1999).
Le problème est légèrement simplifié quand l’échantillon des arbres utilisé pour construire
le tarif est indépendant de l’échantillon des arbres dont les entrées ont été mesurées. Dans
ce cas, on peut considérer que l’erreur de prédiction liée au tarif est indépendante de l’erreur
d’échantillonnage. Supposons que n placettes d’échantillonnage de surface unitaire A aient
été mises en place dans le peuplement, dont la superficie totale est A. Soit Ni le nombre
d’arbres trouvés dans la ie placette (i = 1, . . . , n) et soient Xij1, . . . , Xijp les p variables
explicatives mesurées sur le je arbre de la ie placettes (j = 1, . . . , Ni). Cunia (1965, 1987b)
a considéré le cas particulier où la biomasse est prédite par régression multiple à partir des
p variables explicatives. L’estimation de la biomasse du peuplement est alors:
Bˆ = A
n
n∑
i=1
1
A
Ni∑
j=1
(aˆ0 + aˆ1Xij1 + . . .+ aˆpXijp)
= aˆ0
( A
nA
n∑
i=1
Ni
)
+ aˆ1
( A
nA
n∑
i=1
Ni∑
j=1
Xij1
)
+ . . .+ aˆp
( A
nA
n∑
i=1
Ni∑
j=1
Xijp
)
où aˆ0, . . . , aˆp sont les coefficients estimés de la régression. Posons X?0 = (A/nA)
∑n
i=1Ni et
pour tout k = 1, . . . , p,
X?k =
A
nA
n∑
i=1
Ni∑
j=1
Xijk
La biomasse estimée du peuplement s’écrit alors:
Bˆ = aˆ0X?0 + aˆ1X?1 + . . .+ aˆpX?p
Ce qui est intéressant, c’est que la variabilité de aˆ = t[aˆ0, . . . , aˆp] dépend entièrement de
l’ajustement au tarif et pas de l’échantillonnage du peuplement, tandis que la variabilité de
x = t[X?0 , . . . , X?p ] dépend au contraire entièrement de l’échantillonnage et pas du tarif. À
partir du moment où ces deux erreurs sont indépendantes,
E(Bˆ) = E(taˆx) = tE(aˆ) E(x)
et
Var(Bˆ) = taΣxa + txΣax
où Σa est la matrice (p+1)×(p+1) de variance-covariance des coefficients du modèle tandis
que Σx est la matrice (p+1)×(p+1) de variance-covariance de l’échantillon de x. La première
matrice découle de l’ajustement du tarif tandis que la seconde découle de l’échantillonnage
du peuplement. Ainsi, l’erreur pour la prédiction de la biomasse du peuplement se décompose
en la somme de deux termes, dont un est lié à l’erreur de prédiction du tarif et l’autre à
l’erreur d’échantillonnage du peuplement.
Plus généralement, le principe est exactement le même que lorsque l’on a considéré page
184 une incertitude liée à la mesure des variables explicatives X1, . . . , Xp. Une erreur de
mesure n’est pas de même nature qu’une erreur d’échantillonnage. Mais d’un point de vue
mathématique, les calculs sont les mêmes: cela revient dans les deux cas à considérer que
les variables explicatives X1, . . . , Xp sont aléatoires et non plus fixes. On pourra ainsi, dans
le cas général, utiliser une méthode de Monte Carlo pour estimer la biomasse du peuple-
ment. Le pseudo-algorithme de cette méthode de Monte Carlo est comme précédemment
(cf. p.184):
7.4 Expansion et conversion des tarifs 189
1. Pour k allant de 1 à Q, où Q est le nombre d’itérations de Monte Carlo:
(a) pour i allant de 1 à p, tirer Xˆ(k)i selon une loi correspondant à la variabilité
d’échantillonnage du peuplement (cette loi dépend du type d’échantillonnage
mené, de la taille et du nombre de placettes inventoriées, etc.);
(b) tirer un vecteur θˆ(k) selon une loi multinormale de moyenne θˆ et de matrice de
variance-covariance Σˆ;
(c) calculer la prédiction Yˆ (k) = f(Xˆ(k)1 , . . . , Xˆ
(k)
p ; θˆ(k)).
2. L’intervalle de confiance de la prédiction est l’intervalle de confiance empirique des Q
valeurs Yˆ (1), . . . , Yˆ (Q).
7.4 Expansion et conversion des tarifs
Il arrive que l’on dispose d’un tarif qui prédise une grandeur qui n’est pas exactement
celle dont on a besoin, tout en étant fortement reliée à celle-ci. Par exemple, on dispose d’un
tarif qui prédit la biomasse sèche du tronc, alors que l’on souhaite connaître la biomasse
épigée totale de l’arbre. Ou alors, on dispose d’un tarif qui prédit le volume du tronc alors
que l’on souhaite connaître sa biomasse sèche. Plutôt que de renoncer à utiliser un tarif qui
ne prédit pas exactement ce que l’on souhaite, il est préférable d’utiliser ce tarif par défaut
tout en le corrigeant par un facteur. On pourra utiliser des facteurs de conversion pour
convertir un volume en biomasse (et vice versa), des facteurs d’expansion pour extrapoler
une partie au tout, ou des combinaisons des deux. Ainsi Henry et al. (2011) proposent trois
méthodes d’obtention de la biomasse totale:
– la biomasse du tronc est le produit du volume du tronc et de la densité spécifique du
bois ρ;
– la biomasse épigée est le produit de la biomasse du tronc et d’un facteur d’expansion
de la biomasse (FEB);
– la biomasse épigée est le produit du volume du tronc et d’un facteur de conversion et
d’expansion de la biomasse (FCEB = FEB ×ρ).
Il existe des valeurs tabulées de ces différents facteurs de conversion et d’expansion. Ces
valeurs sont souvent très variables, car elles intègrent implicitement différentes sources de
variabilité. Aussi précis le tarif par défaut soit-il, on perd le plus souvent le bénéfice de cette
précision dès lors qu’on utilise un facteur d’expansion ou de conversion, puisque l’erreur de
la prédiction cumule toutes les sources d’erreur intervenant dans son calcul.
Pour les tarifs qui utilisent la hauteur comme entrée alors qu’on ne dispose pas de cette
information, on pourra utiliser un modèle corollaire qui prédit la hauteur en fonction des
entrées disponibles (typiquement un modèle de la relation hauteur–diamètre). Comme pour
les facteurs de conversion et d’expansion, cela introduit une source d’erreur additionnelle.
7.5 Arbitrage entre différents tarifs
Quand on veut prédire le volume ou la biomasse d’arbres donnés, il arrive fréquemment
que l’on ait plusieurs tarifs à disposition. Par exemple, pour une espèce donnée, plusieurs
tarifs ont été ajustés à différents endroits. Ou bien on dispose d’un tarif local et d’un tarif
pan-tropical. Arbitrer entre les différents tarifs disponibles n’est pas toujours chose aisée
(Henry et al., 2011). Vaut-il mieux par exemple choisir un tarif spécifique local ajusté à
peu de données (donc a priori non biaisé mais avec une forte variabilité de prédiction) ou
un tarif multispécifique pan-tropical ajusté à de nombreuses données (donc potentiellement
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biaisé mais avec une faible variabilité de prédiction) ? On voit ainsi que de nombreux cri-
tères de choix entrent potentiellement en ligne de compte: la qualité du modèle (la taille de
son domaine de validité, sa capacité à extrapoler des prédictions, etc.), sa spécificité (avec
à un extrême les modèles monospécifiques locaux et à l’autre extrême les modèles pluris-
pécifiques pan-tropicaux), la taille du jeu de données utilisé pour ajuster le modèle (donc,
implicitement, la variabilité de ses prédictions). L’arbitrage entre différents tarifs existants
ne doit pas être confondu avec la sélection de modèles évoquée dans la section 6.3.2. Dans la
sélection de modèles, les coefficients des modèles ne sont pas encore connus, et on cherche le
modèle qui s’ajuste le mieux aux données quand on estime ses coefficients. Dans l’arbitrage
de modèles, on a affaire à des modèles déjà ajustés, dont les coefficients sont connus.
Souvent, l’arbitrage entre différents tarifs doit être fait sans donnée de biomasse ou
de volume. Mais le cas qui nous intéresse désormais est lorsque l’on dispose d’un jeu de
données de référence Sn, avec n observations de la variable réponse (volume ou biomasse)
et des variables explicatives.
7.5.1 Comparaison sur la base de critères de validation
Lorsque l’on dispose d’un jeu de données de référence Sn, on peut comparer les diffé-
rents tarifs disponibles sur la base des critères de validation définis au paragraphe 7.1.1, en
utilisant Sn comme jeu de données de validation. Dans la mesure où les modèles n’ont pas
forcément le même nombre p de paramètres, et selon le principe de parcimonie, on favorisera
les critères de validation qui dépendent de p de façon à pénaliser les modèles ayant beaucoup
de paramètres.
Quand il s’agit de comparer un tarif candidat bien précis, supposé être le « meilleur »,
à différents tarifs concurrents, on pourra comparer les prédictions du tarif candidat aux
prédictions des concurrents. Pour cela, on regardera si les prédictions des tarifs concurrents
entrent ou non dans l’intervalle de confiance au seuil α des prédictions du tarif candidat.
7.5.2 Choix d’un modèle
Le choix d’un tarif peut être fait par rapport à un « vrai » tarif f que l’on ne connaît
pas mais que l’on suppose exister. Soit M le nombre de tarifs dont on dispose. On notera en
abrégé fˆm la fonction des p variables explicatives qui prédit le volume ou le biomasse selon le
me tarif. Cette fonction est aléatoire puisqu’elle dépend de coefficients estimés, donc ayant
leur propre distribution. La loi de distribution de fˆm décrit ainsi la variabilité des prédictions
selon le me tarif, telle que décrite dans le paragraphe 7.2. Les M tarifs peuvent avoir des
formes très différentes: peut-être que le tarif fˆ1 correspondra à une fonction puissance, le
tarif fˆ2 à une fonction polynômiale, etc. On suppose par ailleurs qu’il existe une fonction f
des p variables explicatives qui décrit la « vraie » relation entre la variable réponse (volume
ou biomasse) et ces variables explicatives. On ne connaît pas cette « vraie » relation. On
ne sait pas quelle forme elle a. Mais chacun des M tarifs estimés peut être vu comme une
approximation de la « vraie » relation f .
Dans la théorie de la sélection de modèles (Massart, 2007), l’écart entre la vraie relation
f et un tarif fˆm est quantifiée par une fonction γ qu’on appelle la fonction de perte. Par
exemple, la fonction de perte pourra être la norme L2 de la différence entre f et fˆm:
γ(f, fˆm) =
∫
x1
. . .
∫
xp
[f(x1, . . . , xp)− fˆm(x1, . . . , xp)]2 dx1 . . . dxp
On appelle risque (noté R) l’espérance de la perte par rapport à la loi de distribution de fˆm
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(c’est-à-dire en intégrant sur la variabilité des prédictions du tarif):
R = E[γ(f, fˆm)]
Le meilleur tarif parmi les M disponibles est celui qui minimise le risque. Le problème est
que l’on ne connaît pas la vraie relation f , donc ce « meilleur » tarif n’est pas connu non
plus. Dans la théorie de la sélection de modèles, on appelle ce meilleur tarif un oracle. Le
tarif choisi va finalement être celui tel que le risque de l’oracle reste borné pour une vaste
famille de fonctions f . De façon intuitive, le tarif choisi est celui tel que l’écart entre ce tarif
et la « vraie » relation reste limité, quelle que soit cette « vraie » relation (dans les limites
d’une gamme de possibilités réalistes). Nous ne développerons pas plus avant cette théorie,
qui sort du cadre de ce manuel.
7.5.3 Moyenne bayésienne de modèles
Plutôt que de choisir un tarif parmi M disponibles, avec le risque de ne pas choisir le
«meilleur », une alternative consiste à combiner lesM tarifs concurrents en un nouveau tarif.
C’est ce qui s’appelle en anglais le « Bayesian model averaging ». La moyenne bayésienne
de modèles a été très utilisée pour les modèles de prédiction climatique (Raftery et al.,
2005; Furrer et al., 2007; Berliner et Kim, 2008; Smith et al., 2009) mais reste encore
peu utilisée pour les modèles forestiers (Li et al., 2008; Picard et al., 2012). Soit Sn =
{(Yi, Xi1, . . . , Xip), i = 1, . . . , p} un jeu de données de référence avec n observations de
la variable réponse Y et des p variables explicatives. La moyenne bayésienne de modèles
considère que la loi de distribution de la variable réponse Y est un mélange de M lois:
g(Y |X1, . . . , Xp) =
M∑
m=1
wm gm(Y |X1, . . . , Xp)
où g est la densité de distribution de la loi de Y , gm est la densité de distribution de la
loi conditionnelle de Y sachant que le modèle m est le « meilleur », et wm est le poids du
me modèle dans le mélange, que l’on peut interpréter comme la probabilité a posteriori que
le me modèle soit le « meilleur ». Les probabilités a posteriori wm reflètent la qualité de
l’ajustement des modèles aux données, et ont une somme égale à un: ∑Mm=1wm = 1.
Comme dans la sélection de modèles évoquée au paragraphe précédent, la moyenne bayé-
sienne de modèles suppose qu’il existe une « vraie » relation (mais qui demeure inconnue)
entre la variable réponse et les p variables explicatives, et que chaque tarif s’écarte de cette
« vraie » relation selon une loi normale d’écart-type σm. Autrement dit, la densité gm est
la densité de la loi normale de moyenne fm(x1, . . . , xp) et d’écart-type σm, où fm est la
fonction de p variables correspondant au me tarif. Ainsi,
g(Y |X1, . . . , Xp) =
M∑
m=1
wm φ(Y ; fm(x1, . . . , xp), σm)
où φ(·;µ, σ) est la densité de probabilité de la loi normale d’espérance µ et d’écart-type
σ. Le tarif fmoy résultant de la combinaison des M tarifs concurrents est défini comme
l’espérance du modèle de mélange, c’est-à-dire:
fmoy(X1, . . . , Xp) = E(Y |X1, . . . , Xp) =
M∑
m=1
wm fm(X1, . . . , Xp)
Ainsi le tarif résultant de la combinaison desM tarifs concurrents est une moyenne pondérée
de ces M tarifs, le poids du modèle m étant la probabilité a posteriori que ce modèle m
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soit le meilleur. On peut également calculer la variance des prédictions selon le tarif fmoy
résultant de la combinaison des M tarifs concurrents:
Var(Y |X1, . . . , Xp) =
M∑
m=1
wm
[
fm(X1, . . . , Xp)−
M∑
l=1
wl fl(X1, . . . , Xp)
]2
+
M∑
m=1
wm σ
2
m
Le premier terme correspond à la variance inter-modèles et traduit la variabilité des prédic-
tions d’un modèle à l’autre; le second terme correspond à la variance intra-modèle et traduit
l’erreur conditionnelle de prédiction sachant que le modèle est le meilleur.
Pour pouvoir utiliser le tarif fmoy en lieu et place des M tarifs f1, . . . , fM , il reste à
estimer les poids w1, . . . , wM et les écart-types intra-modèle σ1, . . . , σM . Ces 2M para-
mètres sont estimés à partir du jeu de données de référence Sn en utilisant un algorithme
EM (Dempster et al., 1977; McLachlan et Krishnan, 2008). L’algorithme EM introduit des
variables latentes zim telles que zim est la probabilité a posteriori que le tarif m soit le
meilleur modèle pour l’observation i de Sn. Les variables latentes zim prennent des valeurs
entre 0 et 1. L’algorithme EM est itératif et alterne entre deux étapes à chaque itération:
l’étape E (comme « expectation ») et l’étape M (comme « maximisation »). L’algorithme
EM est le suivant:
1. Choisir des valeurs initiales w(0)1 , . . . , w
(0)
M , σ
(0)
1 , . . . , σ
(0)
M des 2M paramètres à estimer.
2. Alterner les deux étapes:
(a) étape E: calculer la valeur de zim à l’itération j sachant les valeurs des paramètres
à l’itération j − 1:
z
(j)
im =
w
(j−1)
m φ[Yi; fm(Xi1, . . . , Xip), σ(j−1)m ]∑M
k=1w
(j−1)
k φ[Yi; fk(Xi1, . . . , Xip), σ
(j−1)
k ]
(b) étape M: estimer les paramètres à l’itération j en utilisant comme poids les valeurs
courantes des zim, c’est-à-dire:
w(j)m =
1
n
n∑
i=1
z
(j)
im
σ(j)m
2 =
∑n
i=1 z
(j)
im [Yi − fm(Xi1, . . . , Xip)]2∑n
i=1 z
(j)
im
tant que ∑Mm=1 |w(j)m −w(j−1)m |+∑Mm=1 |σ(j)m − σ(j−1)m | est plus grand qu’un seuil infini-
tésimal fixé (par exemple 10−6).
3. La valeur estimée de wm est w(j)m et la valeur estimée de σm est σ(j)m .
Conclusions et recommandations
Les méthodes d’estimation du volume et de la biomasse des arbres sont en constante
évolution. Obtenir des estimations qui soient les plus proches de la réalité est de plus en plus
recherché. Les tarifs de cubage et de biomasse n’ont pas suivi la même évolution en fonction
des zones écologiques considérées. En zones tropicales sèches, où la problématique de l’ap-
provisionnement en bois de feu est ancienne, les équations allométriques ont principalement
été développées pour la quantification du bois de chauffe. En zone tropicale humide, où l’ex-
ploitation est principalement pour le bois d’œuvre, c’est pour établir des tarifs de cubage
que les équations ont majoritairement été développées. Aujourd’hui, les préoccupations liées
aux changements climatiques sont grandissantes et l’intérêt pour les tarifs de biomasse est
équivalent dans les forêts sèches et humides.
Les mesures de biomasse devraient augmenter dans les années à venir et satisfaire les
besoins d’estimation des stocks de carbone et de compréhension de la contribution des
écosystèmes terrestres au cycle du carbone. L’expérience acquise sur les tarifs de cubage a
montré qu’il fallait deux à trois mille observations pour estimer le volume du tronc d’une
essence donnée avec une précision acceptable pour couvrir la variabilité comprise dans son
aire géographique de répartition (CTFT, 1989). À titre de comparaison, le tarif de biomasse
de Chave et al. (2005), qui est un des tarifs de biomasse les plus utilisés aujourd’hui, a été
calibré à partir de 2410 observations. Et il s’agit d’un tarif pan-tropical, couvrant toutes les
essences et toutes les zones écologiques, des zones sèches aux zones humides ! La similitude
entre ces deux tailles d’échantillons, alors que la variabilité diffère de plusieurs ordres de
grandeur, montre qu’il y a encore, dans le domaine de la mesure de la biomasse, une marge
de progression considérable pour arriver à explorer l’ensemble de la variabilité naturelle.
Et cela d’autant plus que la biomasse, qui englobe tous les compartiments de l’arbre, a
probablement une variabilité intrinsèque bien plus élevée que le volume du seul tronc.
Accroître la fiabilité des tarifs de biomasse est liée à l’augmentation du nombre d’ob-
servations disponibles. Mais mesurer la biomasse aérienne d’un arbre demande un effort de
mesure bien plus considérable que mesurer le volume de son tronc. L’effort nécessaire est
encore plus conséquent lorsqu’il s’agit de la biomasse racinaire. À l’heure actuelle, il est
peu probable que de vastes campagnes de mesure pour la biomasse aérienne et racinaire
puissent être financées. À l’instar de Chave et al. (2005), la construction de nouvelles équa-
tions allométriques devra donc reposer sur des compilations de jeux de données collectés à
différents endroits par des équipes indépendantes. Les méthodes standardisées de mesure
de biomasse, et statistiques d’ajustement de modèles capables d’intégrer de l’information
complémentaire via des co-variables explicatives sont donc cruciales pour permettre des pro-
grès dans le domaine de l’estimation de la biomasse des arbres dans les prochaines années.
L’apport des expérimentations sur des peuplements réguliers (effets de l’ontogénie, de la
densité de plantation, de la fertilité des sols ou de la fertilisation, de la silviculture plus
généralement) permettront d’éclairer la construction de ces modèles génériques.
Contrairement aux manuels existants, nous avons voulu que ce manuel couvre l’ensemble
de la démarche de construction d’une équation allométrique, du terrain à la prédiction, en
passant par l’ajustement du modèle. Nous ne prétendons cependant pas avoir couvert toutes
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les situations possibles. Nombreux sont les cas qui nécessitent le développement de méthodes
spécifiques. Les grands arbres à contreforts, par exemple, posent un défi pour la prédiction
de leur biomasse — à commencer par le fait que leur diamètre à hauteur de poitrine, qui est
la première variable d’entrée de la plupart des tarifs, n’est pas mesurable. Les arbres creux,
les figuiers étrangleurs, les baobabs ou les grandes épiphytes, sont autant d’espèces et de
particularités qui ne vont pas permettre le suivi des méthodes proposées dans ce manuel sans
poser de problèmes. Des méthodes dendrométriques nouvelles devront vraisemblablement
être développées pour traiter ces cas spécifiques. L’utilisation de la modélisation en trois
dimensions, la photogrammétrie, le radar et le laser, que ce soit au sol ou aéroporté, seront
des outils qui faciliteront ou révolutionneront les méthodes d’estimation de la biomasse et,
peut-être, remplaceront à terme la tronçonneuse et le peson.
Le domaine des statistiques est également en chantier. Une confrontation du rapport
de Whraton et Cunia (1987) aux méthodes d’ajustement aujourd’hui utilisées montre les
progrès, dans la discipline forestière, de l’emploi de méthodes statistiques de plus en plus
pointues, que nous avons tentées de présenter didactiquement dans ce manuel. La prise
en compte de la variabilité intra-tige pourrait devenir commune pour ajuster les tarifs de
biomasse dans le futur.
L’amélioration des méthodes de mesure et d’ajustement des modèles, l’accroissement des
mesures de terrain, ne contribueront à l’amélioration des processus de recherches scientifiques
et d’estimation de la biomasse des arbres que si les modèles et les méthodes produits sont
mis à disposition de manière transparente. Nombreuses sont les données qui restent dans les
bibliothèques et qui ne sont jamais publiées dans des journaux scientifiques et sur internet.
De plus, pour un pays ne disposant pas de données de biomasse pour certaines de ses
zones écologiques, les données présentes dans les pays voisins ou dans des zones écologiques
identiques ne sont pas facilement accessibles. Aussi, nous encourageons les acteurs forestiers
à identifier les données déjà disponibles pour les zones écologiques ou pays d’intérêts. Les
données peuvent être intégrées dans une base de données et servir pour l’identification des
lacunes. Une fois les lacunes identifiées, des mesures de terrain peuvent être effectuées en
utilisant les conseils et le fil rouge proposés dans ce manuel.
Afin de permettre la continuité de l’effort d’amélioration des estimations, il est néces-
saire de mettre en place un système d’archivage des données. Le système d’archivage est le
point de départ de l’amélioration des estimations futures. Un système d’archivage robuste
doit permettre de réduire les efforts des équipes futures pour comprendre et recalculer les
estimations existantes. Par ailleurs, il est important de mettre en place des méthodes qui
soient cohérentes dans le temps. Le manuel propose différentes méthodes de mesure. Il est
préférable d’adopter une méthode qui puisse être reproduite et qui soit le moins dépendante
de facteurs financiers, technologiques ou humains. Dans le cas où une méthode alternative
est développée pour des raisons pratiques, celle-ci doit être signalée et rendue accessible pour
permettre au prochain manuel de mieux prendre en compte la diversité des méthodologies
possibles. Enfin, il est préférable d’adopter des méthodes simples et reproductibles.
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Glossaire
Nous précisons dans ce glossaire la définition de certains termes techniques non usuels,
ou de termes qui sont utilisés dans ce manuel avec une acception différente de leur acception
courante.
Additivité. Propriété d’un système d’équations allométriques ajustées aux différents com-
partiments de l’arbre et à l’arbre dans son intégralité, telle que la somme des prédictions
pour chacun des compartiments redonne bien la prédiction pour l’intégralité de l’arbre.
Aliquote. Partie extraite d’un compartiment de l’arbre, dont la mesure permet de mesurer
l’ensemble du compartiment par règle de trois.
Allométrie. Relation statistique, à l’échelle d’une population, entre deux caractéristiques
de taille des individus de cette population. Le plus souvent cette relation a une forme
puissance. Exemple: il y a une allométrie chez les vertébrés entre la masse du corps adulte
et la taille du cerveau.
Biomasse. Masse de la matière organique vivante ou morte d’un organisme, exprimée en
masse de matière sèche. Pour un arbre, l’unité de mesure est le kg ou ses multiples. Par
extension, la biomasse d’une zone est la somme des biomasses des organismes qui se trouvent
dans cette zone. L’unité de mesure est alors le kg (ou ses multiples) par unité de surface.
Bruit blanc. En probabilités, processus aléatoire générant des variables aléatoires qui sont
toutes indépendantes entre elles.
Compartiment. Une partie d’un arbre, généralement déterminée de sorte que les organes
au sein d’un compartiment aient des densités (rapport biomasse sèche sur volume frais)
semblables (le feuillage, le tronc, les grosses branches, etc., sont des compartiments).
Covariance. Quantité qui mesure la variation simultanée de deux variables aléatoires, c’est-
à-dire que la covariance devient plus positive pour chaque couple de valeurs qui diffèrent
de leur moyenne dans le même sens, et plus négative pour chaque couple de valeurs qui
diffèrent de leur moyenne dans le sens opposé. La covariance d’une variable aléatoire et de
cette même variable aléatoire donne la variance.
Doublet. Collection de deux valeurs numériques.
Fractal. Objet dont la structure est invariante par changement d’échelle.
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Hart-Becking (indice de). En sciences forestières, indice établi par Hart (1928) et Becking
(1953) qui mesure le stockage d’un peuplement à partir de la distance moyenne entre arbres
et la hauteur dominante du peuplement. Cet indice est calculé comme le ratio de la distance
moyenne entre arbres sur la hauteur dominante, multiplié par 100.
Hétéroscédasticité. Contraire de l’homoscédasticité, c’est-à-dire lorsque la variance de
l’erreur résiduelle d’un modèle n’est pas constante (et varie typiquement avec l’une des
variables explicatives du modèle).
Homoscédasticité. Propriété vérifiée par l’erreur résiduelle d’un modèle lorsque la variance
de cette erreur est constante. L’homoscédasticité est l’une des conditions requises pour
l’ajustement d’un modèle linéaire.
Loi de Eichhorn. En sciences forestières, loi empirique énoncée par Eichhorn (1904) qui
stipule: le volume spécifique d’un peuplement équienne, monospécifique et de couvert fermé,
n’est fonction que de sa hauteur dominante. Il s’agit là de la seconde loi de Eichhorn; la
première loi de Eichhorn stipule: la hauteur dominante d’un peuplement équienne, mono-
spécifique et de couvert fermé, n’est fonction que de l’âge, de l’essence, et des conditions de
station.
Loi de Pressler. En sciences forestières, loi empirique énoncée par Preßler (1864) qui sti-
pule: la surface du cerne de croissance d’un arbre augmente linéairement du haut de l’arbre
jusqu’à la base fonctionnelle de son houppier, et reste constante de la base du houppier
jusqu’au bas de l’arbre.
Minéralomasse. Quantité d’éléments minéraux dans la biomasse.
Masse de Dirac. Distribution (au sens statistique du terme) concentrée en une valeur x0
d’une variable aléatoire continue (c’est-à-dire que la probabilité que la variable aléatoire soit
< x vaut 0 pour x < x0 et 1 pour x > x0).
Monte Carlo. Se dit d’une méthode visant à calculer une valeur numérique à l’aide de
simulation d’un processus aléatoire.
Position sociale. Pour un arbre, position de sa couronne dans la canopée, qui détermine
sa hiérarchie vis-à-vis de la compétition pour la lumière (on parle aussi de statut social).
On distingue souvent les arbres dominants, co-dominants et dominés.
Reinecke Density Index (RDI). En sciences forestières, indice établi par Reinecke (1933)
qui mesure le stockage d’un peuplement à partir de son nombre de tiges par hectare (=
densité du peuplement) et du diamètre de l’arbre de surface terrière moyenne (= diamètre
quadratique moyen). Cet indice est calculé comme le ratio de la densité du peuplement sur
sa densité maximale, telle que déterminée à partir du diamètre quadratique moyen par la
droite d’auto-éclaircie.
Variable ordinale. Variable qui prend des valeurs discrètes telles que les différentes moda-
lités de ces valeurs discrètes peuvent être ordonnées. Par exemple le mois de l’année est une
variable ordinale (les mois peuvent être rangés par ordre chronologique).
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Variance. Quantité qui mesure la dispersion d’une variable aléatoire autour de sa valeur
moyenne. Elle est calculée comme la moyenne des carrés des écarts à la moyenne.
Lexique des symboles mathématiques
Symboles latins
a valeur estimée d’un coefficient d’un modèle prédictif
A surface d’une placette d’échantillonnage
A surface du peuplement
b valeur estimée d’un coefficient d’un modèle prédictif
B biomasse d’une aliquote, d’un compartiment (tronc, branches, feuillage. . . ), d’un
arbre ou d’un peuplement
CVX coefficient de variation d’une grandeur X
c exposant d’une loi puissance
C définition 1: circonférence d’un arbre; définition 2: coût d’échantillonnage; définition
3: un critère de validation d’un modèle
D diamètre d’un arbre
D0 diamètre dominant du peuplement
E précision d’estimation d’une grandeur estimée
f une fonction reliant une variable réponse à une ou plusieurs variables explicatives
F indice de Furnival
g une fonction
G surface terrière d’un arbre ou d’un peuplement
h une hauteur comprise entre zéro (le sol) et la hauteur H de l’arbre
H hauteur d’un arbre
H0 hauteur dominante du peuplement
In matrice d’information de Fisher pour un échantillon de taille n
k coefficient multiplicateur d’une loi puissance
K nombre de parts pour une validation croisée
` vraisemblance d’un échantillon
L log-vraisemblance d’un échantillon
L longueur d’un billon de bois
M définition 1: nombre de compartiments de biomasse au sein d’un arbre; définition 2:
nombre de modèles concurrents prédisant une même variable réponse
n taille d’un échantillon
N définition 1: nombre total d’unités d’échantillonnage (arbre ou parcelle) dans le peu-
plement; définition 2: densité d’un peuplement (nombre de tiges par hectare)
N la loi normale (également appelée loi gaussienne, ou loi de Laplace-Gauss)
p nombre de variables explicatives d’un modèle (ordonnée à l’origine non comprise)
P profil de tige (courbe donnant la surface de la section du tronc en fonction de la
hauteur)
q définition 1: nombre de paramètres estimés d’un modèle; définition 2: quantile de la
loi normale centrée réduite
Q nombre d’itérations Monte Carlo
R définition 1: coefficient de détermination d’un modèle; définition 2 (dans la théorie de
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sélection de modèle): un risque; définition 3: rayon d’un billon de bois
S nombre de strates d’une stratification
SX écart-type empirique d’une variable X
Sn un jeu de données comportant n observations
tn quantile d’une loi de Student à n degré de liberté
T âge d’une plantation
V volume d’un billon, d’un arbre ou d’un peuplement
w définition 1: poids d’une observation dans la régression pondérée; définition 2: poids
d’un modèle dans un mélange de modèles
X une variable (en général variable explicative d’un modèle)
x un vecteur de variables explicatives
X matrice du plan pour un modèle linéaire
Y une variable (en général variable réponse d’un modèle)
Y vecteur réponse d’un modèle multivarié
z une variable latente pour l’algorithme EM
Z une variable (en général une co-variable définissant une stratification du jeu de don-
nées)
Symboles grecs
α définition 1: valeur « vraie » (inconnue) d’un coefficient d’un modèle prédictif; défini-
tion 2: seuil de confiance d’un intervalle de confiance (généralement 5%)
β valeur « vraie » (inconnue) d’un coefficient d’un modèle prédictif
γ fonction de perte (dans la théorie de la sélection de modèle)
δ masse de Dirac
∆ un écart de valeur pour une grandeur donnée
ε erreur résiduelle d’un modèle prédictif
ε vecteur des erreurs résiduelles d’un modèle multivarié
ζ covariance résiduelle entre deux compartiments
η coefficient de retrait volumique
θ un ensemble de paramètres d’un modèle
θ un vecteur de paramètres d’un modèle multivarié
ϑ un ensemble de paramètres
µ espérance d’une variable aléatoire = moyenne « vraie » (inconnue) d’une grandeur à
estimer
ξ paramètre de la transformation de Box-Cox
ρ densité du bois
σ écart-type de l’erreur résiduelle d’un modèle prédictif
Σ matrice de variance-covariance d’une loi multinormale
τ écart-type « vrai » (inconnu) d’une grandeur à estimer
φ densité de probabilité de la loi normale
ψ fonction définissant une transformation de variable
χ taux d’humidité
χ0 point de saturation des fibres
ω une proportion (par exemple, la proportion en biomasse fraîche du bois dans un billon)
Symboles non alphabétiques
∅ diamètre d’un arbre, d’un billon, d’une branche ou d’une racine

