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DOUBLE/DE-BIASED MACHINE LEARNING OF GLOBAL AND LOCAL
PARAMETERS USING REGULARIZED RIESZ REPRESENTERS
V. CHERNOZHUKOV, W. NEWEY, J. ROBINS, R. SINGH
Abstract. We provide adaptive inference methods, based on ℓ1 regularization methods,
for regular (semi-parametric) and non-regular (nonparametric) linear functionals of the con-
ditional expectation function. Examples of regular functionals include average treatment
effects, policy effects from covariate distribution shifts and stochastic transformations, and
average derivatives. Examples of non-regular functionals include the local linear functionals
defined as local averages that approximate perfectly localized quantities: average treatment,
average policy effects, and average derivatives, conditional on a covariate subvector fixed at
a point. Our construction relies on building Neyman orthogonal equations for the target
parameter that are approximately invariant to small perturbations of the nuisance parame-
ters. To achieve this property we include the linear Riesz representer for the functionals in
the equations as the additional nuisance parameter.
We use ℓ1-regularized methods to learn approximations to the regression function and the
linear representer, in settings where dimension of (possibly overcomplete) dictionary of basis
functions p is much larger than n. We then estimate the linear functional by the solution
to the empirical analog of the orthogonal equations. Our key result is that under weak
assumptions the estimator of the functional concentrates in a L/
√
n neighborhood of the
target with deviations controlled by the Gaussian law, provided L/
√
n→ 0; L is the operator
norm of the functional, measuring the degree of its non-regularity, with L diverging for local
functionals (or under weak identification of the global functionals). Further conditions are
needed to control bias if perfectly localized quantities are the target. For ℓ1 regularization
methods, our construction and analysis yield weak requirements: either the approximation
to the regression function or the approximation to the representer can be “completely dense”
or “mildly sparse” as long as the other one is sufficiently “sparse”. Our main results are non-
asymptotic and imply asymptotic uniform validity over large classes of models, translating
into honest confidence bands for both global and local parameters.
1. Introduction
Many statistical objects of interest can be expressed as a linear functional of a regression
function (or projection, more generally). Examples include global parameters: average treat-
ment effects, policy effects of changing the distribution of or transporting regressors, and
average directional derivatives, as well as their local versions defined by taking averages over
regions of shrinking volume. This variety of important examples motivates the problem of
learning linear functionals of regressions. Global parameters are typically regular (estimable
at 1/
√
n rate), and local parameters are non-regular (estimable at slower than 1/
√
n rates).
Global parameters can also be non-regular under weak identification (for example, in average
treatment effects, when propensity scores can approach zero or one).
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Often the regression is high dimensional, depending on many variables such as covariates
that need to be controlled for. Plugging a machine learner into a functional of interest can
give a badly biased estimator. To avoid such bias, we use debiased/double machine learning
(DML) based on Neyman orthogonal scores that have zero derivative with respect to each first
step learner (e.g., Belloni et al. [2014c,d], Chernozhukov et al. [2016, 2018a]). Such scores
are constructed by adding a bias correction term: the average product of the regression
residual with a learner of the functional’s Riesz representer (RR). We also remove overfitting
bias (high entropy bias) by using cross-fitting, an efficient form of sample splitting, where
we average over data observations different than those used by the nonparametric learners.1
Using closed-form solutions for Riesz representers in several examples, Chernozhukov et al.
[2016, 2018a] defined DML estimators in high dimensional settings and established their good
properties. Compared to this approach, the new approach proposed in this paper has the
following advantages and some limitations:
(1) The theory covers both regular (estimable at the 1/
√
n rate ) objects and nonregular
ones (with rates L/
√
n, where L→∞ is the operator norm of the linear functional).
(2) The method automatically estimates the Riesz representer from the empirical analog
of equations that implicitly characterize it.
(3) When a closed-form solution for the Riesz representer is available, the method avoids
estimating each of its components. For example, the method avoids explicit density
derivative estimation for the average derivative, and it avoids inverting estimated
propensity scores for average treatment effects.
(4) Our approach remains interpretable under misspecification, estimating a linear func-
tional of the projection rather than regression.
(5) While the current paper focuses only on sparse regression methods, the approach
readily extends to cover other modern machine learning estimators of regression, just
like Chernozhukov et al. [2018a]; we demonstrate this formally in Chernozhukov et al.
[2018b].
(6) The current analysis focuses on linear functionals. In follow-up work we extend the
approach to nonlinear functionals through a linearization; see Chernozhukov et al.
[2018b].
The paper also builds upon ideas in classical semi- and nonparametric learning theory
with low-dimensional X, using traditional smoothing methods [Van Der Vaart et al. [1991];
Newey [1994a]; Bickel et al. [1993]; Robins and Rotnitzky [1995]; Van der Vaart [2000]],
that do not apply to the current high-dimensional setting. Our paper also builds upon
and contributes to the literature on modern orthogonal/debiased estimation and inference
[Zhang and Zhang [2014]; Belloni et al. [2011, 2014a,b,c,d]; Javanmard and Montanari [2014a,b,
1see, e.g, Schick [1986] for early use and Chernozhukov et al. [2018a] for more recent, in the context of
debiased machine learning.
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2018]; Van de Geer et al. [2014]; Ning and Liu [2017]; Chernozhukov et al. [2015]; Neykov et al.
[2018]; Ren et al. [2015]; Jankova and Van De Geer [2015, 2016, 2018]; Bradic and Kolar
[2017]; Zhu and Bradic [2017, 2018]], which focuses on coefficients in high-dimensional linear
and generalized linear regression models, without considering the general linear functionals
analyzed here.
The functionals we consider are different than those analyzed in Cai and Guo [2017]. The
continuity properties of functionals we consider provide additional structure that we ex-
ploit, namely the Riesz representer, an object that is not considered in Cai and Guo [2017].
Targeted maximum likelihood, Van Der Laan and Rubin [2006], based on machine learners
has been considered by Van der Laan and Rose [2011] and large sample theory given by
Luedtke and Van Der Laan [2016], Toth and van der Laan [2016], and Zheng et al. (2016).
Here we provide DML learners via regularized RR, which are relatively simple to implement
and analyze, and which directly target functionals of interest.
We build on previous work on debiased estimating equations constructed by adding an in-
fluence function. Hasminskii and Ibragimov [1979] and Bickel and Ritov [1988] suggest such
estimators for functionals of a density. Doubly robust estimating equations as in Robins et al.
[1995] and Robins and Rotnitzky [1995] have this structure. Newey et al. [1998, 2004] fur-
ther develop theory in this vein, in low-dimensional nonparametric setting. In the regular
case, Chernozhukov et al. [2016, 2018a] analyze the doubly robust learners in several high-
dimensional settings. However, analysis requires an explicit formula for the Riesz representer,
used in its estimation, which is often unavailable in closed form (or may be inefficient when
restrictions such as additivity are used). In contrast, here we estimate the Riesz representer
automatically from the moment conditions that characterize it, and extend the analysis to
cover non-regular functionals.
The Athey et al. [2018] estimator of the (global) average treatment effect (ATE) is based
on sparse linear regresssion and on approximate balancing weights when the regression is lin-
ear and strongly sparse. Our results apply to a much broader class of linear functionals and
allow the regression learner to converge at relatively slow rates, including the dense case or
approximately sparse case. Zhu and Bradic [2017] showed that it is possible to attain root-n
consistency for the coefficients of a partially linear model when the regression function is
dense. Our results apply to a much broader class of functionals, and allow for tradeoffs in ac-
curacy of estimating the regression function and the Riesz representer. Hirshberg and Wager
[2019] build upon the present work by considering the problem of learning regular functionals
when the regression function belongs to a Donsker class. They utilize the orthogonal rep-
resentations proposed in this paper and Chernozhukov et al. [2016], and extend the initial
version of the paper Hirshberg and Wager [2017] that had only considered the ATE example.
Our approach does not require a Donsker class assumption, which is too restrictive in our
setting. The recent paper by Rothenhäusler and Yu [2019] also builds upon our work, ana-
lyzing global average derivative functionals, and proposing practical Lasso-type solvers for
estimating the RR. Our approach is also practical; the RR estimation is based on a Dantzig-
selector type estimator, which is easy to compute by linear programming methods. In the
companion work Chernozhukov et al. [2018b], we also considered different Lasso-type solvers
for estimating RR. Compared to Rothenhäusler and Yu [2019], our analysis covers a much
broader collection of functionals, and deals with both local and global versions. A recent
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paper by Hirshberg and Wager [2018] also considers average derivative functional in a single
index model, analyzing a variant of the estimator proposed here and in Chernozhukov et al.
[2018b], adapted to the single-index regression structure.
A new development incorporated in this version of the present paper is the inclusion of
local and localized functionals, such as average treatment/policy effects and derivatives lo-
calized to certain neighborhoods of a value of a low-dimensional covariate subvector. In
low-dimensional nonparametrics, the study of such functionals, called "partial means" goes
back, e.g., to Newey [1994b]. In contrast, here we treat the case where the ambient covariate
space is very high-dimensional, but we localize with respect to a value of a low-dimensional
subvector. Moreover, we must rely on orthogonalized estimating equations to eliminate
the regularization biases arising due to the high-dimensional ambient space. This line of
inquiry appears to be promising, with only few studies beginning to look at this. Indepen-
dently and contemporaneously to the present version of the paper, Fan et al. [2019] and
Zimmert and Lechner [2019] define and study perfectly localized average treatment effects
with high-dimensional confounders; our development is complementary as it covers a much
broader collection of functionals. Guo and Zhang [2019] study inference on the regression de-
rivative ∂γ1(d) at a point d in a high-dimensional regression model, γ(D,Z) = γ1(D)+γ2(Z),
where D is univariate covariate of interest and Z is a high-dimensional vector of control co-
variates. Our analysis is again complementary: it covers objects like this, but also covers
more general functionals like E[∂dγ(D,Z) | D = d], either without additivity structure
or without requiring D to be one-dimensional. Moreover, we cover local effects, that are
not perfectly localized, which may be more robust objects from an inferential point of
view, as argued in Genovese and Wasserman [2008]. In a somewhat related development,
Chernozhukov and Semenova [2017], apply low-dimensional series regression estimators on
top of the pre-estimated unbiased orthogonal signal of treatment and partial derivative ef-
fects, where pre-estimation of the orthogonal signal is done in the high-dimensional setting.
Our analysis has a rather different structure, and kernels are used for localization instead
of series. Finally, Lee [2019] develops inference on perfectly localized average potential out-
comes with continuous treatment effects, using a different approach than what we develop
here.
In Section 2, we define global, local, and perfectly localized linear functionals of the regres-
sion, and provide orthogonal representations for these functionals. In Section 3, we provide
estimation theory, demonstrating concentration and approximate Gaussianity of the DML
estimator with Riesz representer estimated via regularized moment conditions. We provide
rates of convergence for estimating the Riesz representer, giving both fast rates under ap-
proximate sparsity and slow rates under the dense model. In Section 4, we analyze the
structure of the leading examples, providing bounds on operator norm, variance of the score,
and kurtosis.
2. Target Functionals and Orthogonal Representations
2.1. Target Functionals. We consider a random element W with distribution P taking
values w in its supportW. Denote the Lq(P ) norm of a measurable function f :W → R and
also the Lq(P ) norm of random variable f(W ) by ‖f‖P,q = ‖f(W )‖P,q. For a differentiable
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map x 7→ g(x), from Rd to Rk, we use ∂x′g to abbreviate the partial derivatives (∂/∂x′)g(x),
and we use ∂x′g(x0) to mean ∂x′g(x) |x=x0, etc. We use x′ to denote the transpose of a
column vector x.
Let (Y,X) denote a random sub-vector ofW taking values in their support sets, y ∈ Y ⊂ R
and x ∈ X ⊂ Rd. The law of X is denoted by F . We define
x 7→ γ⋆0(x) := E[Y | X = x],
as the unknown regression function of Y on X. We consider the convex parameter space Γ0
for γ⋆0 with with elements γ. (Later, in the estimation section, we can replace the regression
function by a projection).
Our goal is to construct high-quality inference methods for real-valued linear functionals
of γ⋆0 . To present examples below we need to endow γ
⋆
0 with a causal interpretation, which
requires us to assume that it is a structural function, invariant to the changes in the distri-
bution of X under policies described below. This property is not guaranteed for an arbitrary
regression problem.2 We refer to Imbens and Rubin [2015], Hernan and Robins [2019], and
Peters et al. [2017] for the relevant formalizations that enable causal interpretation.
Example 1 (Average Treatment Effects). Let X = (D,Z) and γ⋆0(X) = γ
⋆
0(D,Z), where
D ∈ {0, 1} is the indicator of the receipt of the treatment. Define
θ⋆0 =
∫
(γ⋆0(1, z)− γ⋆0(0, z))ℓ(x)dF (x),
where x 7→ ℓ(x) is a weighting function. This statistical parameter is a weighted average
treatment effect under the standard conditional exogeneity assumption, which guarantees that
γ⋆0 is invariant to changes in the distributions of D conditional on Z.
3
Here and below, a weighting function is a measurable function x 7→ ℓ(x) such that ∫ ℓdF =
1 and
∫
ℓ2dF <∞. In this example, setting
• ℓ(x) = 1 gives average treatment effect in the entire population,
• ℓ(x) = 1(d = 1)/P (D = 1) gives the average treatment effect for the treated popula-
tion,
• ℓ(x) = 1(x ∈ N)/P (X ∈ N) gives a localized average treatment effect for neighborhood
or group N ,
and so on. We can model small neighborhoods N as shrinking in volume with the sample
size. The localization and kernel weighting discussed below are applicable to all key examples.
2 For the reader who is unfamiliar with these concepts, we note that a simple sufficient condition for
invariance is follows: given a stochastic process x 7→ Y (x), called potential outcomes or structural function,
vector X is generated to follow distribution F independently of x 7→ Y (x) and Y is generated as Y = Y (X).
In this case we have γ⋆
0
(x) = EY (x) for any F . This condition is conventionally called exogeneity in
econometrics and random assignment in statistics. The measurability requirement here is that (x, ω) 7→
Y (x, ω) is a measurable map.
3The assumption requiresD to be independent of the potential outcome process d 7→ Y (d, Z) and outcome
to be generated as Y = Y (D,Z), so that γ⋆
0
(d, z) = E[Y (d, Z) | Z = z]. Here γ⋆
0
is invariant to changes in
the conditional distributions of D, but not to the changes in the distribution of Z.
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Moreover, they are combinable with other weighting functions so that, for example, we can
target inference on localized average treatment effects for the treated.
Example 2 (Policy Effect from Changing Distribution of X). The average causal
effect of the policy that shifts the distribution of covariates from F0 to F1 with the support
contained in X , when γ⋆0 is invariant over {F, F0, F1}, for the weighing function x 7→ ℓ(x),
is given by:
θ⋆0 =
∫
γ⋆0(x)ℓ(x)dµ(x); µ(x) = F1(x)− F0(x).
Exogeneity is a sufficient condition for the stated invariance of γ⋆0.
Example 3 (Policy Effect from Transporting X). A weighted average effect of changing
covariates X according to a transport map X 7→ T (X), where T is deterministic measurable
map from X to X , with the weighting function x 7→ ℓ(x), is given by:
θ⋆0 =
∫
[γ⋆0(T (x))− γ⋆0(x)]ℓ(x)dF (x).
This has a causal interpretation if the policy induces the equivariant change in the regression
function, namely the outcome Y˜ under the policy obeys E[Y˜ |X ] = γ⋆0(X+T (X)). Exogeneity
is a sufficient condition.
Example 4 (Average Directional Derivative). In the same settings as the previous
example, a weighted average derivative of a continuously differentiable γ0 with respect to
component vector d in the direction d 7→ t(x) and weighed by x 7→ ℓ(x) is the linear functional
of the form:
θ⋆0 =
∫
ℓ(x)t(x)′∂dγ
⋆
0(d, z)dF (x).
In causal analysis, θ⋆0 is an approximation to 1/r times the average causal effect of the policy
that shifts the distribution of covariates via the map X = (D,Z) 7→ T (X) = (D + rt(X), Z)
for small r, weighted by ℓ(X). Here we require that (d, x) 7→ ∂dγ⋆0(x) exists and is continuous
on X .
All of these statistical parameters play an important role in causal, counterfactual, decom-
positions, and predictive analyses. Introduction of the weighting function ℓ(X) allows us
to study subgroup effects and local effects, and these will be covered by our finite-sample
results and asymptotic results.
All of the above examples can be viewed as real-valued linear functionals of the regression
function.
Definition 1 (Target Parameter). Our target is the real-valued linear functional of γ⋆0 :
θ⋆0 = θ(γ
⋆
0), where γ 7→ θ(γ) := Em(W, γ), (1)
γ 7→ m(w, γ) is a linear operator for each w ∈ W, defined on Γ = span(Γ0), and the map
w 7→ m(w, γ) is measurable with finite second moment under P for each γ ∈ Γ.
The linear operator γ 7→ θ(γ) has the following generating function m in these examples:
(1) m(w, γ) = (γ(1, z)− γ(0, z))ℓ(x);
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(2) m(w, γ) = m(γ) =
∫
γ(x)ℓ(x)dµ(x);µ(x) = F1(x)− F0(x);
(3) m(w, γ) = ℓ(x)(γ(T (x))− γ(x));
(4) m(w, γ) = ℓ(x)t(x)′∂dγ(x).
In these examples, we can recognize the dependency on the weighting function by writing
m(w, γ; ℓ).
and, in examples 1,3, and 4, we can decompose
m(w, γ; ℓ) = m0(w, γ)ℓ(x).
Our local functionals are defined by using the weight function that localizes the functionals
around value d0 of a vector component D. Here D is p1-dimensional component of vector X.
We consider the weighting function
ℓh(D) =
1
hp1
K
(
d0 −D
h
)
/w, w = E
[
1
hp1
K
(
d0 −D
h
)]
, h ∈ R+, (2)
where K : Rp1 → R is a kernel function of order o such that ∫ K = 1 and∫
(⊗mu)K(u)du = 0, for m = 1, ..., o− 1,
with its support contained in the cube [−1, 1]p1 . The simplest example is the box kernel with
K(u) = ×p1j=11(−1 < uj < 1)/2, which is of order o = 2. To present the main results in the
most clear way, we assume that ℓh is known, i.e. w is known.
Definition 2 (Local and Localized Functionals). We consider the local functional
θ(γ⋆0 ; ℓh) := Em(W, γ
⋆
0 ; ℓh),
as well as the (perfectly) localized functional
θ(γ⋆0 ; ℓ0) := lim
h→0
θ(γ⋆0 ; ℓh).
2.2. Building an Orthogonal Representation of the Target Functional. A key quan-
tity in the analysis is the operator norm (the modulus of continuity) of γ 7→ θ(γ) on Γ,
defined as
L = sup
γ∈Γ\{0}
|θ(γ)|/‖γ‖P,2. (3)
Definition 3 (Linear and Minimal Linear Representer). A linear representer for the
linear functional γ is α0 ∈ L2(F ) such that
θ(γ) = Eγ(X)α0(X), for all γ ∈ Γ. (4)
If α0 ∈ Γ¯ := closure(Γ)in L2(F ), we call it the minimal representer and denote it by α⋆0; if
not, we call it a representer. Any representer can be reduced to the minimal representer by
projecting it onto Γ¯.
A minimal linear representer always exists when L < ∞ as a consequence of the Riesz-
Frechet theorem, see Lemma 1 below. We can also generate linear representers in each
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example by various tools described below. When a linear representer exists, we define the
following dual linear representation for the target parameter
θ⋆0 = θ(α
⋆
0); θ(α) := E[α(X)Y ]. (5)
Remark 1 (On Direct and Dual Formulations). To motivate the upcoming orthogonal
representation, we note that the direct and dual identification strategies can be used for direct
plug-in estimation, but this does not give good estimators. Even if we knew expectation
operator E and use θ(γˆ) or θ(αˆ) as the estimator for θ⋆0, this estimator would have high
biases. Indeed, neither γ 7→ θ(γ) nor α 7→ θ(α) are orthogonal to local perturbations h ∈ Γ
of γ⋆0 or h¯ ∈ Γ of α⋆0, namely
∂tθ(γ
⋆
0 + th)
∣∣∣
t=0
= Em(W,h) 6= 0, ∂tθ(α⋆0 + th¯)
∣∣∣
t=0
= Eγ⋆0(X)h¯(X) 6= 0.
Consequently, the quantities Em(W, γˆ − γ⋆0) and Eγ⋆0(αˆ − α⋆0) are first oder biases for θ(γˆ)
and θ(αˆ). The regularized estimators γˆ or αˆ exploit structure of γ⋆0 and α
⋆
0 to estimate them
well in high-dimensional problems, but they exhibit biases that vanish at rates slower than
1/
√
n, which makes θ(γˆ) and θ(αˆ) converge at the same slow rate.
Definition 4 (Orthogonal Representation for the Target Functional). We proceed to
construct another representation for θ⋆0 that has the required Neyman orthogonality structure:
θ⋆0 = θ(α
⋆
0, γ
⋆
0); θ(α, γ) := E[m(W, γ) + α(X)(Y − γ(X))]. (6)
Unlike the direct or dual representations for the functional, this representation is Neyman
orthogonal to perturbations (h¯, h) ∈ Γ2 of (α⋆0, γ⋆0) such that
∂
∂t
θ(α⋆0 + th¯, γ
⋆
0 + th)
∣∣∣
t=0
= Em(W,h)− Eα⋆0(X)h(X) + E[(Y − γ⋆0(X))h¯(X)] = 0. (7)
In fact, a stronger property holds
θ(α, γ)− θ(α⋆0, γ⋆0) = −
∫
(γ − γ⋆0)(α− α⋆0)dF, (8)
which implies double robustness [Chernozhukov et al., 2016, Proposition 5].
This property makes the orthogonal representation an excellent basis for constructing high
quality point and interval estimators of θ⋆0 in modern high-dimensional settings when we will
be plugging-in biased estimators in lieu of γ⋆0 and α
⋆
0, where the bias occurs because of the
regularization (see, e.g., Chernozhukov et al. [2016] and Chernozhukov et al. [2018a]).
2.3. The Case of Linear Regression. We first consider the case of linear regression, where
linearity holds with respect to a collection of basis functions. Suppose
Γ0 = Γb = {x 7→ γ(x) = b(x)′β, β ∈ Rp},
where x 7→ b(x) = {bj(x)}pj=1 is a p-dimensional dictionary of basis functions with bj ∈ L2(F )
for each j = 1, ..., p. Define
G = Eb(X)b(X)′, M = Em(W, b),
so that θ(γ) = M ′β. For instance, in Examples 1-4:
(1) M = E(b(1, Z)− b(0, Z))ℓ(X),
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(2) M =
∫
bℓ(dF1 − dF0),
(3) M = E(b(T (X))− b(X))ℓ(X),
(4) M = E∂db(D,Z)t(X)ℓ(X).
For this space we can take the linear representer α⋆0 in the same space Γ in the form of
α⋆0(x) = b(x)
′ρ0.
We can define the parameters β0 and ρ0 as minimal ℓ1-norm solutions to the system of
equations:
min ‖β‖1 + ‖ρ‖1 : Gβ = EY b(X), Gρ = M. (9)
Of course, if G is full rank, then γ⋆0(x) = b(x)
′β0 with β0 = G
−1Eb(X)Y , and α⋆0 = b
′ρ0 with
ρ0 = G
−1M .
We see the representation property from
Eγ(X)α⋆0(X) = Eβ
′b(X)b(X)′ρ0 = β
′Gρ0 = β
′M = θ(γ).
The operator norm of θ(γ) = M ′β is given by
L = sup
β∈Rp\{0}
|M ′β|√
β ′Gβ
= sup
β∈Rp\{0}
|β ′Gρ0|√
β ′Gβ
=
√
ρ′0Gρ0 <∞.
The direct, dual, and orthogonal representations are given by
θ(γ) = M ′β; θ(α) = ρ′Eb(X)Y ; θ(γ, α) = M ′β + ρ′Eb(X)Y − ρ′Gβ,
where β is γ’s parameter and ρ is α’s parameter.
2.4. Existence of Linear Representers. We employ the Riesz-Frechet representation the-
orem and Hahn-Banach extension theorem to generate the linear Riesz representer.
Lemma 1 (Extended Riesz Representation). (i) If L < ∞, there exists a unique min-
imal representer α⋆0 ∈ Γ¯ and L = ‖α⋆20 ‖P,2. (ii) If there exists a linear representer α0 on
Γ with ‖α20‖P,2 < ∞, then L = ‖α⋆20 ‖P,2 ≤ ‖α20‖P,2 < ∞, and α⋆0 is the unique minimal
representer. In both cases γ 7→ θ(γ) can be extended to Γ¯ or to the entire L2(F ) with the
modulus of continuity L.
The first part of the lemma allows us to generate implicitly linear representers for contin-
uous linear functionals. The second part of the lemma allows us to use any representer ob-
tained through, for example, change of measure and integration by parts technique, to claim
continuity of the functionals, and generate minimal representers. Our estimation results will
rely only on existence of minimal representers, although we can utilize the knowledge of
linear representers to improve the basis functions for estimating the minimal representers.
The following linear representers are derived by change of measure and integration by
parts. We refer to them as universal since, when they exist, they can represent the linear
functionals even when span of Γ0 is dense in L
2(F ), i.e. when Γ¯ = L2(F ). There is an
efficiency reason to work with minimal representers rather than universal representers: Using
universal representers we attain full semi-parametric efficiency only when they are minimal,
i.e. when Γ is dense in L2(F ).
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Consider the following candidates for universal linear representers in Examples 1-4:
α0(x; ℓ) = [(1(d = 1)− 1(d = 0))/P(D = d | Z = z)]ℓ(x); (10)
α0(x; ℓ) = [d(F1(x)− F0(x))/dF (x)]ℓ(x); (11)
α0(x; ℓ) = [d(F1(x)− F (x))/dF (x)]ℓ(x), F1 = Law(T (X)); (12)
α0(x; ℓ) = −(divd(ℓ(x)t(x)f(d|z))/f(d|z), f(d|z) = pdf of D given Z = z; (13)
treated as formal maps α0 : X → R ∪ {na}, where dFk/dF denotes the Radon-Nykodym
derivative of measure Fk with respect to F on support(ℓ), divd denotes the divergence of
scalar function:
divd g(d, z) =
p1∑
j=1
∂djg(d, z),
and na is "not available". The Radon-Nykodym derivatives exist if Fk is absolutely contin-
uous with respect to F on support(ℓ).
Lemma 2 (Universal Representers for Key Examples). In Example 1-4, (i) If α0(X, ℓ)
is real-valued a.s. and α0 ∈ L2(F ), then it is the universal representer for the corresponding
linear functional γ 7→ θ(γ), and the latter is continuous. In Example 4, we require that d 7→
γ(x)ℓ(x)t(x)f(d|z) is continuously differentiable on the support set Dz = support(D|Z = z),
and vanishes on its boundary ∂Dz, which is assumed to be piecewise-smooth, for each z ∈ Z.
Further, if Γ¯ = L2(F ), the representer is minimal; otherwise, minimal representer α⋆0 is
obtained by projecting α0 onto Γ¯. (ii) There are substantive examples of P , exhibited in the
proof of this lemma, such that linear functionals in Examples 1-4 can be continuous on Γ,
but α0(X) = na with positive probability.
The first part of the lemma provides a simple sufficient condition to guarantee continuity
of the target functionals. It recovers well-known sufficient conditions for nonparametric
identification of various functionals. The second part of the lemma states that this condition
is not necessary, and that target functionals can be continuous without these conditions.
The following is a useful result in view of the wide practical use of additive models, which
model the regression function as additive in the two sets of vector components x1 and x2 of
x. (There is not much loss in generality in considering two sets, rather than multiple sets).
It is an important setting where Γ is not dense in L2(F ).
AM Suppose that the regression function is additive in components x1 and x2 of x:
γ(x) = γ1(x1) + γ(x2), x = (x
′
1, x
′
2)
′ ∈ X
where γ1 ∈ Γ01, a dense subset of L2(F1), where F1 denotes the probability law of
X1. The linear functional m0 and the weighing function ℓ depends only on the first
component, namely m0(w, γ) = m0(w, γ1) and ℓ(x) = ℓ(x1).
The following lemma shows that we can construct representers for additive models by
taking conditional expectation of a universal representer.
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Lemma 3 (Order-Preserving, Contractive Representers for Additive Models).
Work with AM and assume L is finite. Then on γ ∈ Γ,
θ(γ) = θ(γ1) =
∫
α⋆0(x1)γ1(x1)dF (x), α
⋆
0(x1) = E[α0(X) | X1 = x1],
where α0 is any linear representer for γ 7→ θ(γ) on Γ. In particular, the conditional expecta-
tion operator is order-preserving, and it induces the contraction for all Lq(P ) norms for all
q ∈ [1,∞]:
‖α⋆0‖P,q ≤ ‖α0‖P,q.
The latter properties are useful in characterizing the structure of the global and local
functionals.
2.5. Preview of Estimation and Inference. Our estimation and inference will exploit an
empirical analog of (6), given a random sample (Wi)
n
i=1 generated as i.i.d. copies of W . In
place of the unknown regression γ⋆0 and the Riesz representer α
⋆
0, we will plug-in estimators
obtained using ℓ1− regularization. Estimation of the regression function will be standard but
estimation of the Riesz representer will be based on a novel approach: we use the minimal
ℓ1-norm solutions to a relaxed version of the empirical analog of the moment condition (4)
that defines the representation property, based on a collection of basis/test functions in Γ;
see the definitions on the next section.
We shall use the empirical analog of the orthogonal representation of the target functional
to estimate the parameter. We shall use sample-splitting in the form of cross-fitting to avoid
biases from overfitting that can arise in high-dimensional settings.
Definition 5 (DML with Linear Representers). Let (Ik)
K
k=1 be a partition of the ob-
servation index set {1, ..., n} into K distinct subsets of about equal size. Let γˆk and αˆk be
estimators constructed from data, leaving out block Ik, i.e. from {Wi}i 6∈Ik . Then
θˆ =
1
n
K∑
k=1
∑
i∈Ik
{m(Wi, γˆk) + αˆk(Xi)[Yi − γˆk(Xi)]}. (14)
A key variable in the analysis is the "true" score
ψ0(W ) := m(W, γ
⋆
0) + α
⋆(X)(Y − γ⋆0(X))− θ⋆0
and its moments:
σ2 := Eψ20(W ), κ
3 := E|ψ30(W )|.
Concentration and Approximate Gaussianity Result. We establish that the result-
ing de-biased (or “double") machine learning (DML) estimator θˆ is approximated by the
oracle estimator
θ¯ := θ0 − n−1
n∑
i=1
ψ0(Wi),
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and, consequently, concentrates in a σ/
√
n neighborhood of the target with deviations con-
trolled by the normal laws,
sup
t∈R
∣∣∣P(√n(θˆ − θ⋆0)/σ ≤ t)− P(N(0, 1) ≤ t)∣∣∣ ≤ A(κ/σ)3/√n+ errorn → 0,
where the errorn bound is non-asymptotic and tends to zero as n → ∞, where σ/
√
n → 0
is required for concentration. This implies the uniform validity of results over large classes
of probability laws P for W . The result also shows that the estimator is adaptive, since it
has the approximate deviation determined by ‖ψ0‖P,2, which is the variance of the oracle
estimator that knows the true score.
There are two cases to consider:
Regular Case: the parameters σ, κ/σ, and L are bounded, leading to 1/
√
n concentra-
tion, adaptation, and Gaussian approximation.
Non-Regular Case, the parameters σ, κ/σ, and L diverge, so that we need
σ/
√
n→ 0, L/√n→ 0, (κ/σ)/√n→ 0,
for σ/
√
n concentration, adaptation, and Gaussian approximation.
We think it is remarkable that a single inference theory covers both regular and non-regular
cases, and provides uniform validity over large classes of P .
As we show in Section 4, in the leading non-regular cases, the latter condition can be more
succinctly stated as
(κ/σ) . σ ≍ L, L/√n→ 0.
This is the case for localized functionals, discussed formally below where the source of non-
regularity is the localization.
3. Estimation and Inference Results for High Dimensional Approximately
Linear Models
3.1. Best Linear Approximations for the Regression Function and the Riesz Rep-
resenter. To approximate the regression function, we consider the p-vector of dictionary
functions
x 7→ b(x) = (bj(x))pj=1, bj ∈ L2(F ).
The dimension p of the dictionary can be large, potentially much larger than n.
We approximate γ⋆0 by the best linear predictor (BLP) γ0 via
γ⋆0 = γ0 + rγ := b
′β0 + rγ : E[b(X)rγ(X)] = 0,
where rγ is the approximation error, and γ0 := b
′β0 is the best linear predictor of Y and best
linear approximation to γ⋆0 . We define β0 as a minimal ℓ1-norm solution to the system of
equations
min ‖β‖1 : E[b(X)(γ⋆0(X)− b(X)′β)] = 0,
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when G = Eb(X)b(X)′ is not full rank. Let Γb be the linear subspace of L
3(F ) generated by
b.
Similarly, we approximate the Riesz representer via the best linear approximation α0:
α⋆0 = α0 + rα = b
′ρ0 + rα : E[rα(X)b(X)] = 0.
We define ρ0 as a minimal ℓ1-norm solution to the system of equations
min ‖ρ‖1 : E[(α⋆0(X)− b(X)′ρ)b(X)] = 0.
Using that Eα⋆0(X)b(X) = Em(W, b), we note that
0 = E[rα(X)b(X)] = E((α
⋆
0(X)− b(X)′ρ0)b(X)) = Em(W, b)− Eα0(X)b(X).
Hence α0 is the Riesz representer for Em(W, γ) for each γ ∈ Γb.
In some of the asymptotic results that follow, we can have Γb → Γ¯0 as p → ∞, in which
case ‖rα‖P,2 → 0, and ‖α0 − α⋆0‖P,2 → 0.
Definition 6 (Penultimate and Ultimate Target Parameters). Our penultimate target
is the linear functional applied to the BLP γ0:
θ0 := E[m(W, γ0)] = E[α0(X)γ0(X)] = E[m(W, γ0) + α0(X)(Y − γ0(X))].
Our ultimate target is the linear functional applied to γ⋆0
θ⋆0 := E[m(W, γ
⋆
0)] = E[α
⋆
0(X)γ
⋆
0(X)] = E[m(W, γ
⋆
0) + α
⋆
0(X)(Y − γ⋆0(X))].
If the approximation errors are such that (
√
n/σ)
∫
rαrγdF → 0 our inference will target
the ultimate parameter. Otherwise, under misspecification, our inference will target an
interpretable penultimate parameter.
Our DML estimator of θ0 will be based on the following score function:
ψ(W, θ; β, ρ) = θ −m(W, b)′β − ρ′b(X)(Y − b(X)′β).
Lemma 4 (Basic Properties of the Score). The score function has the following prop-
erties:
∂βψ(W, θ; β, ρ) = −m(W, b) + ρ′b(X)b(X), ∂ρψ(W, θ; β, ρ) = −b(X)(Y − b(X)′β),
∂2ββ′ψ(W, θ; β, ρ) = ∂
2
ρρ′ψ(W, θ; β, ρ) = 0, ∂
2
βρ′ψ(W, θ; β, ρ) = b(X)b(X)
′.
This score function is Neyman orthogonal at (β0, ρ0):
E[∂βψ(W, θ; β, ρ0)] = −E[m(W, b)] +Gρ0 = 0,
E[∂ρψ(W, θ; β0, ρ)] = E[−b(X)(Y − b(X)′β0)] = −E[b(X)γ0(X)] +Gβ0 = 0.
The second claim of the lemma is immediate from the definition of (β0, ρ0) and the first
follows from elementary calculations. The orthogonality property above says that the score
function is invariant to small perturbations of the nuisance parameters ρ and β around
their “true values" ρ0 and β0. This invariance property plays a crucial role in removing the
impact of biased estimation of nuisance parameters ρ0 and β0 on the estimation of the main
parameters θ0.
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3.2. Estimators. Estimation will be carried out using the following Dantzig Selector-type
estimators (Candes and Tao [2007]).4
Definition 7 (Regularized Minimum Distance Estimator). Consider a parameter t ∈
T ⊂ Rp, where T is a convex set. Consider the moment functions t 7→ g(t) and the estimated
moment functions t 7→ gˆ(t), mapping Rp to Rp:
g(t) = Gt−M ; gˆ(t) = Gˆt− Mˆ,
where G and Gˆ are p by p non-negative-definite matrices and M and Mˆ are p-vectors. Define
t0 as a minimal ℓ1-norm solution to g(t) = 0 and assume t0 ∈ T . Define the RMD estimator
tˆ by solving
tˆ ∈ argmin ‖t‖1 : ‖gˆ(t)‖∞ ≤ λ, t ∈ T
where λ is chosen such that ‖gˆ(t0)− g(t0)‖∞ ≤ λ, with probability at least 1− ǫ.
Here we record the possibility of convex restrictions on the parameter space by placing t in
a convex parameter space T . If parameter restrictions are correct, then this can potentially
improve theoretical guarantees by weakening the requirements on G and other primitives.
Let (W )ni=1 = (Yi, Xi)
n
i=1 denote i.i.d. copies of W . We define the estimators of β0 and ρ0
over subset A of data. Let EAf denote the empirical average of f(W ) over i ∈ A ⊂ {1, ..., n}:
EAf := EAf(W ) = |A|−1
∑
i∈A
f(Wi).
Definition 8 (RMD for BLP: Dantzig Selector). Given a diagonal positive normaliza-
tion matrix Dβ, define βˆA = Dβ tˆ, where tˆ is the RMD estimator for t0 = D
−1
β β0 with
G = Eb(X)b(X)′, Gˆ = EAb(X)b(X)
′,M = D−1β EY b(X), Mˆ = −D−1β EAY b(X);Tβ ⊂ Rp.
In practice, we use Tβ = R
p, although when we are interested in average derivative func-
tionals, it is theoretically helpful to impose the convex restrictions of the sort T = {t ∈
Rp : supx∈X |∂db(x)′t| ≤ B}, where B is some a priori known upper bound on the derivative.
Ideally, Dβ is chosen such that diag(V ar(D
−1
β (Gˆβ0 − Mˆ)) = I. Our practical algorithm
estimates Dβ from the data.
Definition 9 (RMD for Riesz Representer). Given a diagonal positive normalization
matrix Dρ, define ρˆA = Dρtˆ, where tˆ is the RMD estimator of the parameter t0 = D
−1
ρ ρ0
with
G = Eb(X)b(X)′, Gˆ = EAb(X)b(X)
′,M = D−1ρ Em(W, b), Mˆ = D
−1
ρ EAm(W, b);Tρ ⊂ Rp.
In practice, we are using Tρ = R
p, even though it is possible to exploit some structured
restrictions on the problem motivated the nature of the universal Riesz representers. Ideally,
Dρ is chosen such that diag(V ar(D
−1
ρ (Gˆρ0 − Mˆ)) = I. Our practical algorithm estimates
Dρ from the data.
We now define the DML estimator with Riesz Representers, which makes use of cross-
fitting.
4In a follow-up work Chernozhukov et al. [2018b] we also consider Lasso-type estimators.
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Definition 10 (DML with RR). Consider the partition of {1, ..., n} into K ≥ 2 blocks
(Ik)
K
k=1, with m = ⌊n/K⌋ observations in Ik, for k < K and ⌈n/K⌉ remaining in IK. For
each k = 1, ..., K, let βˆk and ρˆk denote RMD estimators obtained using data (Wi)i∈Ic
k
, where
Ick = {1, ..., n} \ Ik, and let estimator θˆk be defined as
θˆk = EIk [m(W, b)
′βˆk + ρˆ
′
kb(X)(Y − b(X)′βˆk)],
Define the DML estimator θˆ as the average:
θˆ =
K∑
k=1
θˆkwk; wk =
⌊n/K⌋
n
if k < K, wK =
⌈n/K⌉
n
.
3.3. Properties of DML: Main Result. We provide a single finite-sample result that
allows us to cover both global and local functionals, implying uniformly valid rates of con-
centration and normal approximations over large classes of P .
Consider the oracle estimator based upon the true score functions:
θ¯ := θ0 − n−1
n∑
i=1
ψ0(Wi), ψ0(W ) := ψ(W, θ0; β0, ρ0).
We seek to establish minimal conditions under which the DML estimator approximates the
oracle estimator, and is approximately normal with distribution
N(0, σ2/n), σ := ‖ψ0‖P,2.
For regular functionals σ is bounded, giving 1/
√
n concentration around θ0, and for non-
regular functionals σ ∝ L → ∞ requring L/√n → 0 to get concentration. Our normal
approximation is accurate if kurtosis of ψ0 does not grow to fast:
(κ/σ)3/
√
n is small, κ := ‖ψ0‖P,3.
In the regular case (κ/σ)3 is bounded, but for the non-regular cases it can scale as fast as L,
again requiring L/
√
n→ 0.
Fix all of these sequences and the constants. Define the guarantee set:
S =
{
(u, v) ∈ R2p : √u′Gu ≤ r1,
√
v′Gv ≤ σr2, |u′Gv| ≤ σr3, β0 + u ∈ Tβ , ρ0 + v ∈ Tρ
}
,
where positive numbers r1, r2, and r3 measure the quality of guarantee. Define µ to be the
smallest modulus of continuity such that on (u, v) ∈ S
√
V ar((−m(W, b)+ρ0′b(X)b(X))′u) ≤ µσ‖b′u‖P,2,
√
V ar((Y −b(X)′β0)b(X)′v) ≤ µ‖b′v‖P,2,√
V ar(u′b(X)b(X)′v) ≤ µ(‖b′u‖P,2 + ‖b′v‖P,2).
In typical applications, the modulus of continuity µ is bounded. Indeed, if elements of the
dictionary are bounded with probability one, ‖b(X)‖∞ ≤ C, then we can select µ = CB for
many functionals of interest, so the assumption is plausible.5
Consider P that satisfies the following conditions.
5If b(X) = X are sub-Gaussian, then this assumption is also easily satisfied; however, this case is not of
central interest to us.
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R(δ) With probability 1− ε, the estimation errors {(βˆk − β0, ρˆk − ρ0)}Kk=1 take values in S,
with performance guarantees obeying
σ−1(
√
mσr3 + µr1(1 + σ) + µσr2) ≤ δ.
A sufficient condition for R(δ) is given in the next section.
Theorem 1 (Adaptive Estimation and Approximate Gaussian Inference). Suppose
K divides n for simplicity. Under condition R, we have the adaptivity property, namely the
difference between the DML and the oracle estimator is small: for any ∆ ∈ (0, 1),
|√n(θˆ − θ¯)/σ| ≤
√
K4δ/∆
with probability at least 1− ε−∆2.
As a consequence, θˆ concentrates in a σ/
√
n neighborhood of θ0, with deviations approxi-
mately distributed according to the Gaussian law Φ(z) = P(N(0, 1) ≤ z):
sup
z∈R
∣∣∣P(σ−1√n(θˆ0 − θ0) ≤ z)− Φ(z)∣∣∣ ≤ A(κ/σ)3n−1/2 +√K2δ/∆+ ε+∆2,
where A < 1/2 is the sharpest absolute constant in the Berry-Esseen bound.
The constants can be chosen to yield an asymptotic result.
Corollary 1 (Uniform Asymptotic Adaptivity and Gaussianity). Let Pn be any
nondecreasing set of probability laws P that obey condition R(δn) where δn → 0 is a given se-
quence. Then DML estimator θˆ is uniformly asymptotically equivalent to the oracle estimator
θ¯, that is
|√n(θˆ − θ¯)/σ| = OP (δn)
uniformly in P ∈ Pn as n→∞. In addition if for each P ∈ Pn the kurtosis of ψ0 does not
grow too fast, namely:
(κ/σ)3/
√
n ≤ δn,
we have that
√
n(θˆ − θ0)/σ is asymptotically Gaussian uniformly in P ∈ Pn:
lim
n→∞
sup
P∈Pn
sup
z∈R
∣∣∣PP (√n(θˆ0 − θ0)/σ ≤ z)− Φ(z)∣∣∣ = 0.
Hence the DML estimator of the linear functionals of BLP function γ0 enjoys good proper-
ties under the stated regularity conditions. This result does not distinguish between inference
on global functions from inference on local functionals, as long as the latter are not perfectly
localized. We state a separate result for perfectly localized functionals below.
Corollary 2 (Inference on the Ultimate Parameter θ⋆0). Suppose that, in addition, P
satisfies the small approximation error condition:
(
√
n/σ)|θ0 − θ⋆0| = (
√
n/σ)
∣∣∣∣
∫
rαrγdF
∣∣∣∣ ≤ δ.
Then conclusions of Theorem 1 hold with θ⋆0 replacing θ0, with
√
K4δ/∆ increased by δ, and
the same probability. Conclusions of Corollary 1 continue to hold with θ⋆0 replacing θ0 for a
class of probability laws Pn, provided each P ∈ Pn satisfies the conditions above for the given
δ = δn → 0.
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The approximation bias for the ultimate target is plausibly small due to the fact that
many rich function classes admit regularized linear approximations with respect to conven-
tional dictionaries b. For instance, Tsybakov [2012] and Belloni et al. [2014d] show small
approximation bias using Fourier bases as dictionaries, and using Sobolev and rearranged
Sobolev balls, respectively, as the function classes.
Corollary 3 (Inference on the Perfectly Localized Parameter). Suppose that, in
addition, P satisfies the small approximation error condition:
√
n|θ0(γ0; ℓh)− θ0(γ⋆0 ; ℓh)|/σ =
√
n
∣∣∣∣
∫
rαrγdP
∣∣∣∣ /σ ≤ δ,
and the localization bias is small:
√
n|θ0(γ⋆0 ; ℓh)− θ0(γ⋆0 ; ℓ0)|/σ ≤ δ,
Then conclusions of Theorem 1 hold with θ0(γ
⋆
0 ; ℓ0) replacing θ0, with
√
K4δ/∆ increased
by 2δ, and the same probability. Conclusions of Corollary 1 continue to hold with θ⋆0(γ
⋆; ℓ0)
replacing θ0 for a class of probability laws Pn, provided each P ∈ Pn satisfies the conditions
above for the given δ = δn → 0.
The next section gives primitive conditions for bounding the localization bias.
3.4. Efficiency for Estimating Penultimate Parameter θ0. The DML-RR estimator θˆ
will be asymptotically efficient for estimating the penultimate parameter θ0, which is defined
in terms of γ0, the mean-square projection of Y on Γ¯ under P . The distribution of a data
observation is unrestricted in this case, so that there will only be one influence function for
each functional of interest, and the estimator is asymptotically linear with that influence
function. Our formal result only covers the regular case under fixed P with the operator
norm L bounded, but we expect that a similar result continues to hold with L→∞, through
the use of an appropriate formalization that handles P changing with n and rules out super-
efficiency phenomena.
The standard semiparametric efficiency results then imply that our estimator will have the
smallest asymptotic concentration among estimators that are locally regular; see Bickel et al.
[1993] and ?. To confirm this intuition we give a precise result that constructs a class of
regular parametric submodels for which the estimator here is locally regular and for which
the closure of the set of scores is all measureable functions with zero mean and finite variance.
Theorem 2 (Efficiency Theorem). If E[Y 2] < ∞, E[ψ0(W )2] < ∞, , and m(W, γ) is
mean square continuous in γ, then ψ0(W ) is the efficient (and only) influence function, so
that the conclusion of Theorem 25.20 of Van der Vaart [2000] holds.
3.5. Properties of RMD Estimators. Our goal is to verify that the guarantee R(δ) holds.
In particular we have to bound the population prediction norm
√
δ′Gδ.
18 V. CHERNOZHUKOV, W. NEWEY, J. ROBINS, R. SINGH
This is a more nuanced problem than bounding the empirical prediction norm
√
δ′Gˆδ, which
has been accomplished in a variety of prior analyses done on Dantzig-type and Lasso-type
estimators.
We begin with the following condition, which only controls the max of error rates and
controls the ℓ1 norm of true parameters:
MD We have that t0 ∈ T and ‖t0‖1 ≤ B, where B ≥ 1, and the empirical moments obey
the following bounds with probability at least 1− ε, for λ¯ ≥ λ
‖Gˆ−G‖∞ ≤ λ¯, ‖Gˆt0 − Mˆ‖ ≤ λ.
The bounds on ℓ1 norm of coefficients are naturally motivated, for example, by working
in Sobolev or rearranged Sobolev spaces, (see, Tsybakov [2012] and Belloni et al. [2014d],
respectively). Rearranged Sobolev spaces allow the first p regression coefficients in the se-
ries expansion to be arbitrarily rearranged, allowing a much greater degree of oscillatory
behaviors than in the original Sobolev spaces.6
At the core of this approach is the restricted set
S(t0, ν) := {δ : ‖Gδ‖∞ ≤ ν, ‖t0 + δ‖1 ≤ ‖t0‖1, t+ δ ∈ T},
where ν is the noise level. As demonstrated in the proof, the RMD estimator belongs to this
set with high probability 1− ǫ for the noise level:
ν = 4Bλ¯,
where λ is the penalty level of RMD (ν scales like
√
log(p ∨ n)/√n in our problems).
Definition 11 (Effective Dimension). Define the effective dimension of t0 at the noise
level ν > 0 as:
s(t0) := s(t0; ν) := sup
δ∈S(t0,ν)
|δ′Gδ|/ν2.
The effective dimension is defined in terms of the population (rather than sample) Gram
matrix G, which makes it easy to verify regularity conditions. Note that
if G = I and ‖t0‖0 = s, then s(t0) ≤ s.
More generally, s(t0) measures the effective difficulty of estimating t0 in the prediction norm,
created by design G and the structure of t0. The condition imposes no conditions on the
restricted or sparse eigenvalues of G. For example, take G = 11′, a rank 1 matrix, and
suppose ‖t0‖0 = 1. Then s(t0) ≤ 1 holds in this case, giving useful and intuitive performance
bounds, while the standard restricted eigenvalues and cone invertibility factors are all zero
in this case, yielding no bounds on the performance in the population prediction norm. This
type of example illustrates the possibility of accommodation of overcomplete (multiple or
amalgamated) dictionaries in b, whose use in conjunction with ℓ1− penalization has been
6The complexity of these function classes are also different. Sobolev spaces are Donsker sets under some
conditions, whereas rearranged Sobolev spaces have the covering entropy bounded below by log p and are
not Donsker if p→∞.
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advocated by Donoho et al. [2005]. Of course, the bounds on effective dimension follow from
the bounds on cone-invertibility factors and restricted eigenvalues.
Given a vector δ ∈ Rp, let δA denote a vector with the j-th component set to δj if j ∈ A
and 0 if j 6∈ A.
Lemma 5 (A Bound on Effective Dimension in Approximately Sparse Model).
Suppose that t0 is approximately sparse, namely
|t0|∗j ≤ Aj−a j = 1, ..., p,
for some finite positive constants A and a > 1, where (|t0|∗j)pj=1 is the non-increasing re-
arrangement of (|t0j |)pj=1. Let tM0 := t0(1(|t0| > ν) := (t0j1(|t0j| > ν))pj=1 denote the vector
with components smaller than ν trimmed to 0. Then
s(t0, ν) ≤ s×
(
k−1 ∨ 6a
a− 1
)
, ‖tM0 ‖0 ≤ s := (A/ν)1/a,
k is the cone invertibility factor:
k := inf
|M|‖Gδ‖∞
‖δ‖1 : δ 6= 0, ‖δM
c‖1 ≤ 2‖δM‖1,
M = support(tM0 ), Mc = {1, ..., p} \M, and |M| ≤ s.
The cone invertibility factor is a generalization of the restricted eigenvalue condition of
Bickel et al. [2009], proposed by Ye and Zhang [2010].
The concept of the effective dimension does not split t0 into a sparse component and a
small dense component, as is done in the now standard analysis of ℓ1-regularized estimators
of approximately sparse t0. The effective dimension is simply stated in terms of t0 alone.
Lemma 6 (Finite-Sample Bound for RMD in Population Prediction Norm). Sup-
pose that MD holds. Then with probability 1− 2ε the estimator tˆ exists and obeys:
(tˆ− t0)′G(tˆ− t0) ≤ (s(t0; ν)ν2) ∧ (2Bν).
The bound is a minimum of what is called the "fast rate bound" and the "slow rate"
bound. This result tightens the result in Chatterjee and Jafarov [2015] who established a
"slow rate" bound (in the context of Lasso) that applies under no assumptions on G. If the
effective dimension is not too big, as in the examples above, the "fast rate" s(t0)ν
2 provides
a tighter bound under weak assumptions on G. It is important to emphasize that the result
is stated in terms of the population prediction norm rather than the empirical norm.
We now apply this result to RMD estimators of the Riesz representer and the Dantzing
selector. We impose the following conditions. Let GA denote the empirical process over
f ∈ F :W → Rp and i ∈ A, namely
GAf := GAf(W ) := |I|−1/2
∑
i∈A
(f(Wi)− Pf), P f := Pf(W ) :=
∫
f(w)dP (w).
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The following is a sufficient condition that will deliver the guarantee R(δ) for δ → 0. Let
ℓ˜ denote a positive constant (that increases to ∞ as n→∞ in the asymptotic results).
SC (a) The ℓ1 norms of coefficients are bounded as ‖D−1ρ ρ0‖1 ≤ B and ‖D−1β β0‖1 ≤ B,
for B ≥ 1,and the scaling matrices obey ‖Dρv‖ ≤ µDσ‖v‖ for D−1ρ v ∈ S(D−1ρ0, ν)
and ‖Dβu‖ ≤ µD‖u‖ for D−1β u ∈ S(D−1β β0, ν) for ν = 4Bℓ˜/
√
n. (b) Given a random
subset A of {1, ..., n} of size m ≥ n − ⌊n/K⌋, dictionary b obeys with probability at
least 1−ǫ, ‖GAbb′‖∞ ≤ ℓ˜. (c) The penalty levels λα and λβ are chosen such that with
probability at least 1 − ǫ ‖D−1β (GAbb′β0 − GAY b(X))‖∞/
√
m ≤ λρ, ‖D−1ρ (GAbb′β0 −
GAm(W, b))‖∞/
√
m ≤ λβ, and are not overly large, λβ ∨ λρ ≤ ℓ˜/
√
m.
SC(a) records a restriction on the ℓ1 norm of β0 and ρ0. For instance, in Examples 1-3,
Dρ ≍ σI ≍ LI, which requires the ℓ1-norm of ρ0 to increase at most at the speed L ≍ σ.
SC(b) is a weak assumption: the bound λ¯ and the penalty level λ can be chosen proprtion-
ally to
√
log(p ∨ n)/√n, that is
ℓ˜ ≍
√
log(p ∨ n)
using self-normalized moderate deviation bounds [Jing et al., 2003, Belloni et al., 2014d] or
high-dimensional central limit theorems [Chernozhukov et al., 2017], under mild moment
conditions, without requiring sub-Gaussianity. For instance, Belloni et al. [2014d] employ
these tools to show that, for the bounded design case ‖b‖∞ ≤ C, λ can be chosen as in
the Gaussian error case, provided that errors follow t(2 + δ) distribution (having above 2
bounded moments), and get the error bounds similar to the Gaussian case. Here we state a
general condition as our working assumption, instead of focusing on more specific condition
that get us Gaussian-type conclusions.
Theorem 3 (RMD for BLP and RR). Suppose SC holds. Then with probability at least
1−K4ǫ, we have that u = βˆA − β0 and v = (ρˆA − ρ0) obey, for some absolute constant C,
u′Gu ≤ r21, v′Gv ≤ σ2r22, |u′Gv| ≤ σr3,
r21 = Cµ
2
D(B
2ℓ˜2sβ/n) ∧ (Bℓ/
√
n), r22 = Cµ
2
D(B
2ℓ˜2sρ/n) ∧ (Bℓ/
√
n), r3 = r1r2.
where sβ and sρ are the effective dimensions for parameters D
−1
β β0 and D
−1
ρ ρ0 for the noise
level ν = 4Bℓ˜/
√
n. Hence the guarantee R(δ) holds with ε = 1−K4ǫ, provided
either Csβ ≤
√
nδ/(ℓ˜3µµ2D) or Csρ ≤
√
nδ/(ℓ˜3µµ2D),
for some large enough constant C that only depends on B and K.
Remark 2 (Sharpness of Conditions). This gives sufficient conditions such that (ignoring
slowly growing term ℓ˜) the condition R(o(1)) holds if
either sβ ≪
√
n or sρ ≪
√
n,
where sβ and sρ are measures of the effective dimensions of parameters D
−1
β β0 and D
−1
ρ ρ0. In
well-behaved exactly sparse models, these effective dimensions are proportional to the sparsity
indices divided by restricted eigenvalues. The latter possibility allows one of the parameter
values to be “dense", having unbounded effective dimension, in which case this parameter
can be estimated at some “slow" rate n−1/4. These types of conditions appear to be rather
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sharp, matching similar conditions used in Javanmard and Montanari [2018] in the case of
inference on a single coefficient in Gaussian exactly sparse linear regression models.
4. Structure of Functionals and Their Scores in Leading Examples
4.1. Structure of Global Functionals and Scores. Here we develop bounds on the key
quantities: the standard deviation σ of the score, its kurtosis κ/σ, and the modulus of
continuity L. In the regular case, these quantities bounded. Here we would like to study
how the bounds depend on L, and we analyze the non-regular cases arising from taking
sequence of models with L→∞.
To make key points, we focus on the case where either Γ¯ = L2(F ) or Γ¯ ⊂ L2(F ) with
the additive model AM holding. Furthermore, we develop these bounds in the context of
Examples 1-3, though the proofs are useful to characterize bounds in other contexts. Our
goal is to fix a weighting function ℓ, and to consider how a non-regularity L→∞ can arise
from modeling quantities like7
1/P(D = d | Z), (d(F1 − F0)/dF ) ◦X, (d(F1 − F )/dF ) ◦X, (15)
taking high values due to the denominator taking values close to zero. We may characterize
such cases as the weakening of overlap of supports of relevant distributions (e.g., F puts
small mass on points where F1 puts a lot of mass).
In the sequel, we say that a . b under the asymptotics with an index n → ∞ if a ≤ Cb
for all n sufficiently large, and a ≍ b if both a . Cb and b . Ca for all n sufficiently large,
where C ≥ 1 is a positive constant that does not depend on n.
Lemma 7 (Structure of Global Average Effects Functionals in Examples 1,2,3).
Suppose that either (a) Γ¯ = L2(F ) or (b) that Γ¯ ⊂ L2(F ) with the additive model AM holding.
Suppose that the universal Riesz representers α0(X) = α0(X, ℓ) given in formulae (10), (11),
(12) for Examples 1-3 exist and are in L2(F ). Suppose that α⋆0(X) = α0(X) in the case (a)
and α⋆0(X1) = E[α
⋆
0(X) | X1] in the case (b) obey:
‖α⋆0‖P,3 ≤ c(‖α⋆0‖2P,2 ∨ 1), (16)
for some finite constant c and that
U1 = m(W, γ
⋆
0(X))− Em(W, γ⋆0(X)) and U2 = Y − γ⋆0(X)
obey the bounded moment and bounded heteroscedasticity conditions:
(E[|U1|q])1/q ≤ c¯, 0 < c ≤ (E[|U2|q|X ])1/q ≤ c¯ a.s., for q ∈ {2, 3},
for some finite positive constants c and c¯. Then
cL ≤ σ ≤ c¯
√
1 + L2, κ ≤ c¯(1 + c(L2 ∨ 1)).
If, as n → ∞, we have that L → ∞ and the constants (c, c, c¯) are bounded away from zero
and above, then
(κ/σ) . σ ≍ L→∞.
7In Example 4, a similar issue could arise due to 1/f(D|Z) taking high values; for brevity, we don’t
analyze this source of non-regularity for Example 4 and focus on localization as the source.
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Condition (16) allows the L3(F ) norm of the representer to be much larger than the L2(F )
norm, but limits how much larger. For instance, consider Example 1. Suppose Γ¯ = L2(F ) so
that α⋆ = α0 and that the propensity score P [D = 1 | Z] is uniformly distributed on [π, 1/2].
Then ‖α0‖P,2 ≍ (1/π)1/2 and ‖α0‖P,3 ≍ (1/π2)1/3 ≪ ‖α0‖2P,2 when π ց 0, so the condition
is easily met.
4.2. Structure of Local and Localized Functionals and Scores. Here we focus on local
functionals and develop bounds that relate key quantities: the standard deviation σ of the
score, its kurtosis κ/σ, and the modulus of continuity L. Our first goal is examine how the
localization of the weighting function ℓ creates the non-regularity L → ∞. Our inference
theory outlined above covers the local functional provided L/
√
n is small, and it also covers
perfectly localized functional provided the scaled localization bias is small:√
n(θ(γ⋆0 ; ℓh)− θ(γ⋆0 ; ℓ0))/σ → 0.
We provide the bound on the localization bias in terms of the smoothness and the kernel
order. The latter additional requirement means that the inference on perfectly localized
functionals is less robust than the inference on the local functionals (analogously, to the
point that was made by Genovese and Wasserman [2008]).
Lemma 8 (Structure of Local Average Effects Functionals and Scores in Examples
1, 2, 3). Suppose that either (a) Γ¯ = L2(F ) or (b) Γ¯ ⊂ L2(F ) with the additive model AM
holding. Suppose the universal Riesz representer α0(X, 1), corresponding to the flat weighting
function ℓ = 1, given in formulae (10), (11), and (12), corresponding to Examples 1,2, and
3, exists and obeys
0 < α ≤ α0(X, 1) ≤ α¯, a.s. (17)
Suppose for some h0 > 0, we have that Nh0(d0) = {d : ‖d − d0‖∞ ≤ h} ⊂ D. Suppose that
for ℓ = ℓh with h ≤ h0:
U1 = m(W ; γ
⋆
0(X), ℓ)− Em(W ; γ⋆0(X), ℓ) and U2 = Y − γ⋆0(X),
obey the bounded heteroscedastic moment conditions:
(E[|U1|q])1/q ≤ c¯‖ℓ‖P,q, 0 < c ≤ (E[|U2|q|X ])1/q ≤ c¯ a.s., for q ∈ {2, 3}.
Suppose that the pdf fD of D obeys the bounds:
0 < f ≤ fD(d) ≤ f¯ and ‖∂fD(d)‖1 ≤ f¯ ′, for all d ∈ Nh0(d0).
Then the finite-sample bounds stated in the proof of this lemma hold. In particular, if hց 0
and (α, α¯, c, c¯, f , f¯ , f¯ ′, h0) are bounded away from zero and bounded above, then
(κ/σ) . h−p1/6 . σ ≍ L ≍ ‖ℓ‖P,2 ≍ h−p1/2 →∞.
The lemma shows that the main source of non-regularity is the bandwidth going to zero.
The condition (17) shuts down the previous source of non-regularity, and says that the
quantities in (15) are now bounded from below and above. It is possible to analyze the case
where both sources of non-regularity are present and to bound behavior of σ, κ/σ, and L.
Our general inference theory allows for such complicated sources of nonregularity as long as
these parameters are much smaller than
√
n.
We now turn to characterization of the local average derivatives.
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Lemma 9 (Structure of Local Average Derivative Functionals and Scores in Ex-
ample 4). Suppose that either (a) Γ¯ = L2(F ) or that (b) Γ¯ ⊂ L2(F ) with the additive model
AM holding. Suppose the universal Riesz representer α0(X, ℓh) given in formula (13) exists
for all 0 < h < h0, where h0 is a constant. Suppose that the errors
U1 = m0(W ; γ
⋆
0(X))ℓh(X)− Em0(W ; γ⋆0(X))ℓh(X) and U2 = Y − γ⋆0(X)
obey the bounded heteroscedastic moment conditions:
(E[|U1|q])1/q ≤ c¯‖ℓh‖P,q, 0 < c ≤ (E[|U2|q|X ])1/q ≤ c¯, a.s., q ∈ {2, 3}.
Suppose that Nh(d0) = {d : ‖d− d0‖∞ ≤ h} ⊂ D and that for all d ∈ Nh(d0):
0 < f ≤ fD(d | Z) ≤ f¯ , ‖∂fD(d | Z)‖1 ≤ f¯ ′, t(d, Z) ≤ t¯, |divdt(d, Z)| ≤ t¯′ a.s.,
E(t2(d,X)|D = d) ≥ t2 for the case (a), E((E[t(X) | X1])2|D = d) ≥ t2 for the case (b).
Then the finite-sample bounds stated in the proof of this lemma hold. In particular, if
hց 0 and (c, c¯, t, t, t¯′, f , f , f¯ ′) are bounded away from zero and bounded above, then
κ/σ . h−p1/6 . σ ≍ L ≍ h−p1/2−1 →∞.
We next characterize the bias of approximating the perfectly localized parameter.
Lemma 10 (Structure of Bias in Perfect Localization). Suppose that for some h0 > 0,
d 7→ m(d) = E[m(W, γ⋆0) | D = d] and d 7→ fD(d) are continuously differentiable on Nh0(d0)
to the integer order sm, and for v := sm ∧ o and ∂vd denoting the tensor ∂v/(∂d)v we have
sup
d∈Nh0 (d0)
‖∂vd(m(d)fD(d))‖op ≤ g¯v, sup
d∈Nh0 (d0)
‖∂vdfD(d)‖op ≤ f¯v, inf
d∈Nh0 (d0)
fD(d) ≥ f.
We have that for all h < h1 ≤ h0,
|θ(γ⋆0 ; ℓh)− θ(γ⋆0 ; ℓ0)| ≤ Chv,
where the constant C and h1 depend only on K, v, g¯v, f¯v, f . If the latter constants are bounded
away from above and zero, as hց 0, we have |θ(γ⋆0 ; ℓh)− θ(γ⋆0 ; ℓ0)| . hv.
5. Practical Implementation Details and Examples
5.1. Practical Implementation Details. In practice we use the following generic algo-
rithm for computing RMD estimators over subsamples A. In particular, for regression we
set m(W, b) = Y b(X).
(1) Obtain initial estimate tˆ using a low-dimensional sub-dictionary b0 of b:
tˆ← (tˆ′0, 0′)′; tˆ0 = Gˆ−1Mˆ0; Mˆ0 ← EAm(W, b0); Gˆ0 ← EAb0b0;
Compute the empirical moments for the full dictionary:
Mˆ ← EAm(W, b); Gˆ← EAbb′.
(2) Update the diagonal normalization matrix:
Dˆ2 ← diag (EA[{b(X)b(X)′tˆ−m(W, b)}2j ]; j = 1, ..., p) .
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Income Quintile N treated N untreated ATE SE
All 3682 6193 7897.41 1228.72
1 272 1703 4270.77 910.28
2 527 1448 1405.03 1578.36
3 753 1222 5085.46 1186.21
4 962 1013 8904.84 2061.85
5 1168 807 18987.16 5790.07
Table 1. Average Treatment Effect of 401K Eligibility on Net Financial As-
sets. Local Average Treatment Effects are Reported by Income Quintile
Groups.
(3) Update the RMD estimate, using current estimate as the starting point in the algo-
rithm:
tˆ← argmin ‖t‖1 : ‖Dˆ−1(Mˆ − Gˆt)‖∞ ≤ λ; λ = cΦ−1(1− a/2p)/
√
n,
(4) Iterate on steps 2 and 3 several times. Return the final estimate tˆ.
We note the following. First, theoretical arguments similar to Belloni et al suggest that
the data-driven algorithm behaves as the algorithm that knows the ideal D, since iterations
yield ‖DDˆ−1 − I‖∞ →P 0. The argument works provided we can set c > 1.1 . In practice,
however, c = 1 works just fine from the outset. We set a small, e.g. a = .05.
Second, Chernozhukov et al. [2013] discuss finer data-driven choices of penalty levels based
on the Gaussian or empirical bootstraps:
λ = (1− α)− quantile(‖Dˆ−1(Mˆ∗ + Gˆ∗t)‖∞ | (Wi)i∈Ic
k
),
where Mˆ∗ and Gˆ∗ are bootstrap copies of Mˆ and Gˆ. This method yields an even lower
theoretically valid penalty levels, because they adapt to the correlation structure much better.
For instance, for highly-correlated empirical moments, the penalty level produced by this
method can be substantially lower than the simple plug-in choice made above (in the extreme
case, where the moments are perfectly correlated, the penalty level of Chernozhukov et al.
[2013] approximates Φ−1(1− a/2)).
5.2. Global and Local Effects of 401(k) Eligibility on Net Financial Assets. First,
we use DMLR to answer a question in household finance: what is the average treatment effect
of 401(k) eligibility on net financial assets (over a horizon of about two years)? We follow
the identification strategy of Poterba and Venti [1994], Poterba et al. [1995], who assume
selection on observables. The authors assume that when 401(k) was introduced, workers
ignored whether a given job offered 401(k) and instead made employment decisions based
on income and other observable job characteristics; after conditioning on income and job
characteristics, 401(k) eligibility was exogenous at the time.
We use data from the 1991 US Survey of Income and Program Participation, using sample
selection and variable construction as in Abadie [2003], Chernozhukov and Hansen [2004].
The outcome Y is net financial assets defined as the sum of IRA balances, 401(k) balances,
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Income Quintile N APE SE
all 5001 -0.21 0.25
1 1001 -0.12 0.06
2 1000 0.03 0.07
3 1000 0.11 0.08
4 1000 -0.03 0.09
5 1000 0.11 0.25
Table 2. Estimated Average Derivative (Price Elasticity) of Gasoline demand.
Local Average Derivatives Reported by Income Quintile
checking accounts, US saving bonds, other interest-earning accounts, stocks, mutual funds,
and other interest-earning assets minus non-mortgage debt. The treatment D is an indica-
tor of eligibility to enroll in a 401(k) plan. The raw covariates X are age, income, years of
education, family size, marital status, two-earner status, benefit pension status, IRA par-
ticipation, and home-ownership. We impose common support of the propensity score for
the treated and untreated groups based on these covariates, yielding n = 9915 observations.
We consider the fully-interacted specification b(D,X) of Chernozhukov et al. [2018a] with
p = 277 including polynomials of continuous covariates, interactions among all covariates,
and interactions between covariates and treatment status.
Table 1 summarizes results for the entire population and for each quintile of the income dis-
tribution. We use L = 5 folds in cross-fitting. We find ATE of 7897 (1229) by DMLR, which
directly estimates the RR in stage 1. For comparison, Chernozhukov et al. [2018a] report
ATE of 7170 (1398) by DML, which estimates the RR by estimating the propensity score
and plugging it into the RR functional form. Though these two estimators are asymptoti-
cally equivalent, the lower standard error of DMLR reflects numerical stability conferred by
avoiding the estimated probability in the denominator. We find that ATE is not statistically
significant for the second quintile, and it is statistically significant, positive, and heteroge-
nous for the other quintiles. The results are broadly consistent with Poterba and Venti [1994],
Poterba et al. [1995], who use a simpler specification motivated by economic reasoning.
5.3. Global and Local Price Elasticity of Gasoline Demand. Second, we use DMLR
to estimate the average price elasticity (APE) of household gasoline demand: the per-
centage change in demand due to a unit percentage change in price. This parameter
is critical for assessing the welfare consequences of tax changes, and it has been stud-
ied in Hausman and Newey [1995], Schmalensee and Stoker [1999], Yatchew and No [2001],
Blundell et al. [2012]. Formally, the parameter of interest is the average derivative of log
demand with respect to log price holding income and demographic characteristics fixed.
We use data from the 1994-1996 Canadian National Private Vehicle Use Survey, using
sample selection and variable construction as in Yatchew and No [2001], Belloni et al. [2019].
The outcome Y is log gasoline consumption. The variable D with respect to which we differ-
entiate is log price per liter. The raw covariates X are log age, log income, and log distance as
well as geographical, time, and household composition dummies. In total we have n = 5001
observations. We consider the specification b(D,X) of Chernozhukov and Semenova [2017]
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with p = 91 including polynomials of continuous covariates and interactions of log price (and
its square) with time and household composition dummies.
Table 2 summarizes results for the entire population and for each quintile of the income
distribution. We use L = 5 folds in cross-fitting. We find average price elasticity of −0.21
(0.25) by DMLR. For comparison, OLS regression of log demand on log age, log income, and
log distance as well as geographical, time, and household composition dummies with yields
an estimate of 0.14 (0.06). The linear specification leads to a positive elasticity estimate,
contradicting economic intuition. We find that average price elasticity is statistically signif-
icant and negative for the first quintile, and it is otherwise statistically insignificant. The
results are broadly consistent with Chernozhukov and Semenova [2017], who more explicitly
consider the relationship between average price elasticity and income.
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Appendix A.
A.1. Notation Glossary. Let W = (Y,X ′)′ be a random vector with law P on the sample
spaceW, and W n1 = (Yi, Xi)ni=1 denote i.i.d. copies ofW . The law of X is denoted by F . All
models and probability measure P can be indexed by n, the sample size, so that the models
and their dimensions and parameters determined by P change with n. We use notation from
the empirical process theory, see Van Der Vaart and Wellner [1996]. Let EIkf denote the
empirical average of f(Wi) over i ∈ I ⊂ {1, ..., n}: EIkf := EIkf(W ) = |I|−1
∑
i∈I f(Wi). Let
GI denote the empirical process over f ∈ F :W → Rp and i ∈ I, namely GIf := GIf(W ) :=
|I|−1/2∑i∈I(f(Wi) − Pf), where Pf := Pf(W ) := ∫ f(w)dP (w). Denote the Lq(P ) norm
of a measurable function f : W → R and also the Lq(P ) norm of random variable f(W )
by ‖f‖P,q = ‖f(W )‖P,q. We use ‖ · ‖q to denote ℓq norm on Rd. For a differentiable map
x 7→ f(x), from Rd to Rk, we use ∂x′f(x) to abbreviate the partial derivatives (∂/∂x′)f(x),
and we use ∂x′f(x0) to mean ∂x′f(x) |x=x0, etc. We use x′ to denote the transpose of a column
vector x. We use divd to denote the divergence of scalar function: divd g =
∑dim(d)
j=1 ∂djg(d).
We say that a . b under the asymptotics with an index n→∞ if a ≤ Cb for all n sufficiently
large, and a ≍ b if both a . Cb and b . Ca for all n sufficiently large, where C ≥ 1 is a
positive constant that does not depend on n.
A.2. Few Preliminaries. To prove the first couple of lemmas we recall the following defi-
nitions and results. Given two normed vector spaces V and W over the field of real numbers
R, a linear map A : V → W is continuous if and only if
‖A‖op := inf{c ≥ 0 : ‖Av‖ ≤ c‖v‖ for all v ∈ V } <∞,
where ‖ · ‖op is the operator norm. The operator norm depends on the choice of norms for
the normed vector spaces V and W . A Hilbert space is a complete linear space equipped
with an inner product 〈f, g〉 and the norm |〈f, f〉|1/2. The space L2(P ) is the Hilbert space
with the inner product 〈f, g〉 = ∫ fgdP and norm ‖f‖P,2. The closed linear subspaces of
L2(P ) equipped with the same inner product and norm are Hilbert spaces.
Hahn-Banach Extension for Normed Vector Spaces. If V is a normed vector space
with linear subspace U (not necessarily closed) and if φ : U 7→ K is continuous and linear,
then there exists an extension ψ : V 7→ K of φ which is also continuous and linear and which
has the same operator norm as φ.
Riesz-Frechet Representation Theorem. Let H be a Hilbert space over R with inner
product 〈·, ·〉, and T a bounded linear functional mapping H to R. If T is bounded then
there exists a unique g ∈ H such that for every f ∈ H we have T (f) = 〈f, g〉. It is given
by g = z(Tz), where z is unit-norm element of the orthogonal complement of the kernel
subspace K = {a ∈ H : Ta = 0}. Moreover, ‖T‖ = ‖g‖, where ‖T‖ denotes the operator
norm of T , while ‖g‖ denotes the Hilbert space norm of g.
Radon-Nykodym Derivative. Consider a measure space (X ,Σ ) on which two σ-finite
measure are defined, µ and ν. If ν ≪ µ (i.e. ν is absolutely continuous with respect to µ),
then there is a measurable function f : X → [0,∞), such that for any measurable set A ⊆ X ,
ν(A) =
∫
A
f dµ. The function f is conventionally denoted by dν/dµ.
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Integration by Parts. Consider a closed measurable subset X of Rk equipped with
Lebesgue measure V and piecewise smooth boundary ∂X , and suppose that v : X → Rk and
φ : X → R are both C1(X ), then∫
X
ϕ div v dV =
∫
∂X
ϕ v′dS −
∫
X
v′ gradϕdV,
where S is the surface measure induced by V .
Appendix B. Proofs for Section 2
B.1. Proof of Lemma 1. We note that Γ = span(Γ0) is a linear subspace of L
2(F ), and
Γ¯ is a closed subspace by definition. Therefore, Γ¯ is a Hilbert space with norm g 7→ ‖g‖P,2
and inner product (f, g) 7→ 〈f, g〉 = ∫ fgdF .
To show claim (i), we note that by the Hahn-Banach extension theorem, the operator θ :
Γ→ R can be extended to θ˜ : Γ¯→ R such that ‖θ˜‖op = ‖θ‖op. By the Riesz-Frechet theorem
there exists a unique representer α⋆0 such that θ˜(γ) = 〈γ, α⋆0〉 on γ ∈ Γ¯ and ‖θ˜‖op = ‖α⋆0‖P,2.
To show claim (ii), we are given a linear representer α0. Denote by α
⋆
0 the projection of α0
onto Γ¯. Then γ 7→ ϕ(γ) := 〈γ, α0〉 = 〈γ, α⋆0〉 agrees with γ 7→ θ(γ) on γ ∈ Γ. Extend ϕ to Γ¯
by defining ϕ(γ) = 〈γ, α⋆0〉 for γ ∈ Γ¯ \Γ, which is well-defined by Cauchy-Schwarz inequality.
Then ‖ϕ‖op = ‖α⋆0‖P,2 ≤ ‖α0‖P,2 <∞, since projection reduces norm. Further,
∞ > ‖α⋆0‖P,2 = sup
γ∈Γ¯\{0}
|〈γ, α⋆0〉|/‖γ‖P,2 = sup
γ∈Γ¯\{0}
|θ˜(γ)|/‖γ‖P,2 = ‖θ˜‖op.
Hence α⋆0 is a representer for the extension θ˜, and the Riesz-Frechet theorem implies that α
⋆
0
is unique. 
B.2. Proof of Lemma 2. Use the same notation as in the proof of the previous lemma. In
all examples, α0 ∈ L2(F ) and γ ∈ L2(F ) imply that |〈α0, γ〉| < ‖α0‖P,2‖γ‖P,2 <∞.
Proof of claim (i). In Example 1, since dF (x) =
∑1
k=0 P [D = k|Z = z]1(k = d)dF (z) by
the Bayes rule, we have
〈α0, γ〉 =
∫
γ(d, z)ℓ(x)
1(d = 1)− 1(d = 0)
P [D = d|Z = z] dF (x) = θ(γ).
In Example 2, ℓα0 ∈ L2(F ) means that the Radon-Nykodym derivatives dF1dF and dF0dF exist
on the support of ℓ, so that
〈α0, γ〉 =
∫
γℓ
(
dF1
dF
− dF0
dF
)
dF =
∫
γℓ(dF1 − dF0) = θ(γ).
We can demonstrate the claim for Example 3 similarly to Example 2.
In Example 4, we can write
〈α0, γ〉 = −
∫ ∫
γ(x)
divd(ℓ(x)t(x)f(d|z))
f(d|z) f(d|z)dddF (z)
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=
∫ ∫
∂dγ(x)
′t(x)ℓ(x)f(d|z)dddF (z) = θ(γ),
where we used the integration by parts and that γ(x)ℓ(x)t(x)f(d|z) vanishes on the boundary
of Dz. The rest of the claim is immediate from Lemma 1.
Proof of claim (ii). We can refer to the case of linear regression discussed in Section 2.
In what follows consider the case of G > 0 and ℓ = 1.
In Example 1, M = E(b(1, Z)− b(0, Z)). Suppose P [D = 0|Z] ∈ {0, 1} with probability in
[π, 1− π] for π > 0, but such that G > 0 (this puts restrictions on b). This is known as the
case of failing overlap assumption in causal inference. Then α0(X) is na with probability π.
In Example 2 and 3,M =
∫
b(dF1−dF0) is well defined, but α0(X) = na whenever dF1/dF
and dF1/dF do not exist. For instance, F1 and F0 can have point masses, where F does not,
while retaining the same support as F .
In Example 4, take basis functions b and a constant direction t(X) = 1, such that M =
E∂db(D,Z) is well defined. Consider the case where f(d|Z) = 0 with positive probability so
that α0(X) = na with this probability. 
B.3. Proof of Lemma 3. The projection operator onto Γ¯1 = L
2(F1) is the conditional
expectation with conditioning on X1. The contractive property follows from Jensen’s in-
equality. 
Appendix C. Proofs for Section 3
C.1. Proof of Theorem 1. The proof uses empirical process notation: GI denotes the
empirical process over f ∈ F :W → Rp and I ⊂ {1, ..., n}, namely
GIf := GIf(W ) := |I|−1/2
∑
i∈I
(f(Wi)− Pf), P f := Pf(W ) :=
∫
f(w)dP (w).
Step 1. We have a random partition (Ik, I
c
k) of {1, ..., n} into sets of size m = n/K and
n− n/K. Let
θ¯k = θ0 − EIkψ0(W ).
Observe that in Lemma 4, derivatives don’t depend on θ. Hence for all θ,
∂βψ(W, θ; β0, ρ0) = −m(W, b) + ρ0′b(X)b(X) =: ∂βψ0(W )
∂ρψ(W, θ; β0, ρ0) = −b(X)(Y − b(X)′β0) =: ∂ρψ0(W )
∂2βρ′ψ(X, θ; β0, ρ0) = b(X)b(X)
′ =: ∂2βρ′ψ0(W ),
where ψ0(W ) := ψ(W, θ0; β0, ρ0) as before.
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Define the estimation errors u := βˆk − β0 and v := ρˆk − ρ0. Using Lemma 4, we have by
the exact Taylor expansion around (β0, ρ0)
θˆk = θ¯k − (EIk∂βψ0(W ))′u− (EIk∂ρψ0(W ))′v − u′(EIk∂2βρ′ψ0(W ))v.
Consider the event E that Condition R holds. On this event:
(
√
m/σ)(θˆk − θ¯k) = remk :=
4∑
j=1
remjk := −σ−1[Gn∂βψ0(W )]′u
−σ−1[Gn∂ρψ0(W )]′v − σ−1u′[Gn∂2βρ′ ]v − σ−1
√
mu′[P∂2βρ′ψ0(W )]v,
where we have used that by Lemma 4
P∂βψ0(W )
′u = 0, P∂ρψ0(W )
′v = 0.
We now bound E[rem2k1(E)] by analyzing each of its terms. By the law of iterated expec-
tations
E[rem2k1(E)] = E[E[rem2k1(E)|(Wi)i∈Ick ]] ≤ 4
4∑
j=1
E[E[rem2jk1(E)|(Wi)i∈Ick ]]
using the fact that E
(∑J
j=1 Vj
)2
≤ J∑Jj=1EV 2j for arbitrary random variables (Vj)Jj=1.
Note that u and v are fixed once we condition on the observations (Wi)i∈Ic
k
. On the event
E , by condition R, rem1k, rem2k and rem3k have conditional mean 0 and conditional variance
given by
σ−1
√
V ar[rem1k | (Wi)i∈Ic
k
] = σ−1
√
V ar[(∂βψ0(W )
′u) | (Wi)i∈Ic
k
]
≤ σ−1µσ
√
u′Gu = σ−1µσr1 ≤ δ,
σ−1
√
V ar[rem2k | (Wi)i∈Ic
k
] = σ−1
√
V ar[(∂ρψ0(W )
′v) | (Wi)i∈Ic
k
]
≤ σ−1µ
√
v′Gv = σ−1µσr2 ≤ δ,
σ−1
√
V ar[rem3k | (Wi)i∈Ic
k
] = σ−1
√
V ar[u′b(X)b(X)′v | (Wi)i∈Ic
k
]
≤ σ−1µ(
√
v′Gv +
√
u′Gu)
≤ σ−1µ(σr2 + r1) ≤ δ.
On the event E , rem4k has conditional mean and conditional variance given by
|σ−1√mu′[P∂2βρ′ψ0(W )]v| ≤ σ−1
√
mσr3 ≤ δ,
√
V ar[rem4k | (Wi)i∈Ic
k
] = 0.
In summary,
E[rem2k1(E)] ≤ 4[δ2 + δ2 + δ2 + δ2] = 16δ2.
Step 2. Here we bound the difference between θˆ = K−1
∑K
k=1 θˆk and θ¯ = K
−1
∑K
k=1 θ¯k:
√
n/σ|θˆ − θ¯| ≤
√
n√
m
1
K
K∑
k=1
√
m/σ|θˆk − θ¯k| ≤
√
n√
m
1
K
K∑
k=1
remk.
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By Markov inequality we have
P
(
1
K
K∑
k=1
remk > 4δ/∆
)
≤ P
(
1
K
K∑
k=1
remk > 4δ/∆ ∩ E
)
+ P (E c)
≤ K−2E


(
K∑
k=1
remk
)2
1(E)

∆2/(16δ2) + ǫ
≤ K−2K2max
k
E(rem2k1(E))∆2/(16δ2) + ǫ ≤ ∆2 + ǫ.
And we have that
√
n/m =
√
K. So it follows that
|√n(θˆ − θ¯)/σ| ≤ err = 4
√
Kδ/∆
with probability at least 1− Π for Π := ∆2 + ǫ.
Step 3. To show the second claim, let Z :=
√
n(θ¯ − θ0)/σ. By the Berry-Esseen bound,
for some absolute constant A,
sup
z∈R
|P(Z ≤ z)− Φ(z)| ≤ A‖ψ0/σ‖3P,3n−1/2 = A(κ/σ)3n−1/2.
The current best estimate of A is 0.4748, due to Shevtsova [2011]. Hence, using Step 2, for
any z ∈ R, we have
P(
√
n(θˆ − θ0)/σ ≤ z)− Φ(z) = P(
√
n(θˆ − θ¯)/σ + Z ≤ z)− Φ(z)
= P(Z ≤ z +√n(θ¯ − θˆ)/σ)− Φ(z) ≤ P(Z ≤ z + err) + Π− Φ(z)
= P(Z ≤ z + err)− Φ(z + err) + Φ(z + err)− Φ(z) + Π
≤ A(κ/σ)3n−1/2 + err/
√
2π +Π,
where 1/
√
2π is the upper bound on the derivative of Φ. Similarly, conclude that
P(
√
nσ−1(θˆ − θ0) ≤ z)− Φ(z) ≥ A(κ/σ)3n−1/2 − err/
√
2π − Π.
The result follows by noting that 4/
√
2π = 1.5957... < 2. 
Proof of Theorem 2. From Van der Vaart [2000], Theorem 25.20, it suffices to exhibit a
class of one dimensional parametric submodels that are regular and for whom the tangent
set is all random variables with mean zero and finite variance. Suppose that Wi had pdf f0
under P with respect to some measure µ. Consider a parametric submodel (i.e. path) of the
form
fτ (w) = f0 (w) [1 + τδ (w)] , E [δ (W )] = 0, δ (W ) bounded.
Note that the score of fτ (w) is δ (W ). Because δ(W ) is bounded fτ (w) and f0 (w) dominate
each other so that Γ¯ does not depend on τ . Let γτ denote least squares projection of Y on
Γ¯ under fτ . Then
E
[
γτ (X)
2] ≤ CEτ [γτ (X)2] ≤ CEτ [Y 2] ≤ CE [Y 2] = C.
Note that by γτ , γ0 ∈ Γ¯ and the previous inequality, as τ −→ 0
E [γτ (X) γ0 (X)] = Eτ [γτ (X) γ0 (X)] + o (1)
= Eτ [Y γ0 (X)] + o (1) = E [Y γ0 (X)] + o (1) = E
[
γ0 (X)
2]+ o (1) .
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Similarly we have
E
[
γτ (X)
2] = Eτ [γτ (X)2]+ o (1) = Eτ [Y γτ (X)] + o (1)
= E [Y γτ (X)] + o (1) = E [γ0 (X) γτ (X)] + o (1) −→ E[γ0(X)2].
Therefore it follows that
E
[{γτ (X)− γ0 (X)}2] = E [γτ (X)2]+ E [γ0 (X)2]− 2E [γτ (X) γ0 (X)] −→ 0.
Note that |E [α0 (X) {γτ (X)− γ (X)} δ (W )]| ≤ CE [|α0 (X)| |γτ (X)− γ0 (X)|] −→ 0 so
that
E [m (W, γτ )]− E [m (W, γ0)] = E [α0 (X) {γτ (X)− γ0 (X)}]
= Eτ [α0 (X) {γτ (X)− γ0 (X)}]
− τE [α0 (X) {γτ (X)− γ0 (X)} δ (W )]
= Eτ [α0 (X) {Y − γ0 (X)}] + o (τ)
= Eτ [α0 (X) {Y − γ0 (X)}]− E [α0 (X) {Y − γ0 (X)}] + o (τ)
= τE [α0 (X) {Y − γ0 (X)} δ (W )] + o (τ) .
Therefore E [m (W, γτ )] is differentiable at τ = 0 with
∂E [m (W, γτ)] /∂τ = E [α0 (X) {Y − γ0 (X)} δ (W )] .
In addition, by mean-square continuity of m (W, γ),
Eτ [m (W, γτ )]− E[m(W, γτ )] = τE [m (W, γτ ) δ(W )]
= τE [m (W, γ0) δ(W )] + τE[{m(W, γτ )−m(W, γ0}δ(W )]
= τE [m (W, γ0) δ(W )] + o (τ) .
It follows that Eτ [m (W, γτ )]− E[m(W, γτ )] is differentiable with
∂{Eτ [m (W, γτ )]− E[m(W, γτ )]}
∂τ
= E [m (W, γ0) δ(W )] = E[{m (W, γ0)− θ0}δ(W )].
It then follows by the derivative of the sum being the sum of the derivatives that θτ =
Eτ [m(W, γτ )] is differentiable at τ = 0 and
∂θτ
∂τ
= E[ψ0(W )δ(W )].
Next let S = {s(W ) : E[s(W )] = 0, E[s(W )2] < ∞}. It is straightforward to show that
S is the closed linear span of scores δ(W ) that are bounded with mean zero. Then since
ψ0(W ) ∈ S it follows that ψ0(W ) is the projection of ψ0(W ) on S and so is the efficient and
only influence function, and the hypotheses of Theorem 25.20 of Van der Vaart [2000] are
satsified. 
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Proof of Lemma 5. First, we note that
‖tM0 ‖0 = |M| ≤ s := max{x : Ax−a ≥ ν} = (A/ν)1/a.
Define
tr := t0 − tM0 = t01(|t0| ≤ ν).
Note that
‖tr‖1 ≤ νs +
∫ ∞
s
Ax−adx = νs +
1
1− aAs
−a+1 = νs+
1
1− aνs =
a
a− 1νs.
Then δ ∈ S(t0, ν) implies that, by the repeated use of the triangle inequality:
‖t0 + δ‖1 ≤ ‖t0‖1 ⇐⇒ ‖tM0 + δM‖1 + ‖tr0 + δMc‖1 ≤ ‖tM0 ‖1 + ‖tr0‖1
=⇒ ‖δMc‖1 − ‖tr0‖1 ≤ ‖tr0 + δMc‖1 ≤ ‖tM0 ‖1 − ‖tM0 + δM‖1 + ‖tr0‖1
=⇒ ‖δMc‖1 − ‖tr0‖1 ≤ ‖δM‖1 + ‖tr0‖1 =⇒ ‖δMc‖1 ≤ ‖δM‖1 + 2‖tr0‖1.
If 2‖tr‖1 ≤ ‖δM‖1, we have that ‖δMc‖1 ≤ 2‖δM‖1, so using the definition of the cone
invertibility factor we obtain
(k/s)‖δ‖1 ≤ ‖Gδ‖∞ ≤ ν =⇒ δ′Gδ ≤ ‖δ‖1‖Gδ‖∞ ≤ (s/k)ν2.
If 2‖tr‖1 ≥ ‖δM‖1, then ‖δ‖1 ≤ 6‖tr‖1
δ′Gδ ≤ ‖δ‖1‖Gδ‖∞ ≤ 6‖tr‖1ν ≤ 6 a
a− 1sν
2. 
C.2. Proof of Lemma 6. Consider the event R such that
‖gˆ(t0)‖∞ ≤ λ, ‖gˆ(tˆ)‖∞ ≤ λ, (18)
holds. This event holds with probability at least 1−ǫ. The event R implies that ‖tˆ‖1 ≤ ‖t0‖1
by definition of tˆ, which further implies that for δ = tˆ− t0
‖Gδ‖∞ ≤ ‖(G− Gˆ)δ‖∞ + ‖Gˆδ‖∞
= ‖(G− Gˆ)δ‖∞ + ‖gˆ(tˆ)− gˆ(t0)‖∞
≤ ‖(G− Gˆ)‖∞‖δ‖1 + ‖gˆ(tˆ)‖∞ + ‖gˆ(t0)‖∞
≤ λ¯2B + 2λ ≤ ν¯.
Hence δ ∈ S(t0, ν) with probability 1− ǫ.
The first inequality now in the bound follows from the definition of s(t0): supδ∈S(t0,ν) δ
′Gδ ≤
s(t0)ν
2. The second bound follows by ‖δ‖1 ≤ 2B, δ′Gδ ≤ ‖Gδ‖∞‖δ‖1 ≤ ν2B. 
Proof of Theorem 3. Application of Lemma 6 implies that with probability at least
1− 4ǫ, estimation errors u˜ = D−1β (βˆA − β0) and v˜ = D−1ρ (ρˆA − ρ0) obey
u˜′Gu˜ ≤ C[(B2ℓ˜2s(D−1β β0; ν)/n) ∧ (Bℓ˜/
√
n)],
v˜′Gv˜ ≤ C[(B2ℓ˜2s(D−1ρ ρ0; ν)/n) ∧ (Bℓ˜/
√
n)],
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where C is an absolute constant. Then
|u′Gu| ≤ µ2Du˜′Gu˜, |v′Gv| ≤ µ2Dσ2v˜′Gv˜.
The stated bounds then follow. Hence the guarantee R(δ) holds for ε = 1 −K4ǫ provided
that for some large enough absolute C:
Cσ−1(
√
mσr3 + µr1(1 + σ) + µσr2) ≤ δ,
for r1, r2, and r3 given in the theorem. 
Appendix D. Proofs for Section 4
D.1. Proof of Lemma 7. The proof uses the fact that m(W, γ) = m(X, γ), and that
ψ0(W ) = U1 + α
⋆
0(X)U2.
Since EU1U2α
⋆
0(X) = 0 by the LIE, using the bounded moments assumption we have:
σ2 = EU21 + EU
2
2α
⋆2
0 ≥ E[E(U22 | X)α⋆20 (X)] ≥ c2L2.
The bound from above follows similarly:
σ2 = EU21 + EU
2
2α
⋆2
0 ≤ c¯2 + E[E(U22 | X)α⋆20 (X)] ≤ c¯2 + c¯2L2.
Using the triangle inequality and bounded moments assumptions, we have:
κ ≤ ‖U1‖P,3 + ‖U2α⋆0‖P,3 ≤ c¯+ (E(E[|U2|3 | X ]|α⋆0(X)|3))1/3,
≤ c¯+ c¯‖α⋆0‖P,3 ≤ c¯(1 + c(L2 ∨ 1)),
where the last line follows by assumption. 
D.2. Proof of Lemma 8. We shall use that m(W, γ) = m(X, γ), and
ψ0(W ) = U1 + α
⋆
0(X)U2.
Then by EU1U2α
⋆
0(X) = 0, holding by the LIE, we have
σ2 = EU21 + EU
2
2α
⋆2
0 = EU
2
1 + E(E[U
2
2 | X ]α⋆20 (X)).
Then using the moment assumptions, we have
c2‖α⋆0‖2P,2 ≤ σ2 ≤ c¯2(‖ℓ‖2P,2 + ‖α⋆0‖2P,2).
Using the triangle inequality, the LIE, and the bounded heteroscedasticity assumption, con-
clude
κ¯ ≤ ‖U1‖P,3 + ‖U2α⋆0‖P,3 ≤ c¯(‖ℓ‖P,3 + ‖α⋆0‖P,3).
For the case (a), α⋆0(X) = α0(X, 1)ℓ(X), using the assumed bound α ≤ α0(X, 1) ≤ α¯
conclude that
α‖ℓ‖P,2 ≤ L = ‖α⋆0‖P,2 ≤ α¯‖ℓ‖P,2, ‖α⋆0‖P,3 ≤ α¯‖ℓ‖P,3.
For the case (b), α⋆0(X1) = E[α0(X, 1) | X1]ℓ(X1), so that by Jensen’s inequality
‖α⋆0‖P,q ≤ ‖α0(X, 1)ℓ(X1)‖P,q ≤ α¯‖ℓ‖P,q
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and using
α ≤ E[α0(X, 1) | X1],
holding because conditional expectation preserves order, conclude that
‖α⋆0‖2P,2 = E(E[α0(X, 1) | X1]2ℓ(X1)2) ≥ α2‖ℓ‖2P,2.
Further, by change of variables in Rp1: u = (d0−d)/h, so that du = h−p1dd, we have that
‖ℓ‖qP,qwq =
∫
Rp1
h−p1q|Kq((d0 − d)/h)|fD(d)dd =
∫
Rp1
h−p1(q−1)|Kq(u)|fD(d0 + uh)du
so that
h−p1(q−1)/qf 1/q
(∫
|K|q
)1/q
≤ ‖ℓ‖P,qw ≤ h−p1(q−1)/q f¯ 1/q
(∫
|K|q
)1/q
.
Further, we have that
w =
∫
h−p1K((d0 − d)/h)fD(d)dd =
∫
K(u)fD(d0 + uh)du.
Using the Taylor expansion in h around h = 0 and the Holder inequality:
|w − fD(d0)| =
∣∣∣∣
∫
K(u)h∂fD(d0 + uh˜)
′udu
∣∣∣∣ ≤ hf¯ ′
∫
‖u‖∞|K(u)|du,
for some 0 ≤ h˜ ≤ h. Hence for all h < h1 < h0, with h1 depending only on (K, f¯ ′, f , f¯):
f/2 ≤ w ≤ 2f¯ .
In summary, we have the following finite-sample bounds for all 0 < h < h1:
cα‖ℓ‖P,2 ≤ σ ≤ c¯
√
1 + α¯‖ℓ‖P,2, α‖ℓ‖P,2 ≤ L ≤ α¯‖ℓ‖P,2, κ ≤ c¯(1 + α¯)‖ℓ‖P,3,
where
h−p1(q−1)/qf1/q
(∫
|K|q
)1/q
/(2f¯) ≤ ‖ℓ‖P,q ≤ h−p1(q−1)/q f¯ 1/q
(∫
|K|q
)1/q
2/f.
As h→ 0, we have that
σ ≍ L ≍ ‖ℓ‖P,2 ≍ h−p1/2, κ . h−2p1/3, κ/σ . h−p1/6.

D.3. Proof of Lemma 9. Similarly to the proof of Lemma 8, using the LIE and bounded
heteroscedasticity, we obtain
‖α⋆0‖2P,2c2 ≤ σ2 ≤ ‖ℓ‖2P,2c¯2 + ‖α⋆0‖2P,2c¯2,
and by the triangle inequality
κ ≤ ‖ℓ‖P,3c¯+ ‖α⋆0‖P,3c¯.
It remains to bound ‖α⋆0‖P,q. To help this, introduce notation
v(X) := f(D | Z).
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Case (a). We have that
α⋆0 = α0 = divd(ℓ)t+ divd(t)ℓ+ divd(v)ℓt/v.
By the triangle inequality,
‖α⋆‖P,q ≤ ‖divd(ℓ)t‖P,q + ‖divd(t)ℓ‖P,q + ‖divd(v)ℓt/v‖P,q,
‖α⋆‖P,2 ≥ ‖divd(ℓ)t‖P,2 − ‖divd(t)ℓ‖P,2 − ‖divd(v)ℓt/v‖P,2.
Using the bounds assumed in the Lemma, we have
‖divd(ℓ)t‖P,q ≤ ‖divd(ℓ)‖P,q t¯; ‖divd(t)ℓ‖P,q ≤ t¯′‖ℓ‖P,q; ‖divd(v)ℓt/v‖P,q ≤ ‖ℓ‖P,q(f¯ ′t¯/f).
By the proof of Lemma 8, for all h < h1 < h0, with h1 depending only on (K, f¯
′, f , f¯):
f/2 ≤ w ≤ 2f¯ ,
and
h−p1(q−1)/qf1/q
(∫
|K|q
)1/q
/(2f¯) ≤ ‖ℓ‖P,q ≤ h−p1(q−1)/q f¯ 1/q
(∫
|K|q
)1/q
2/f.
Furthermore, by the LIE and the assumed lower bounds in the statement:
‖divd(ℓ)t‖2P,2 = w−2E[div(ℓ)2E(t2|D)]
= w−2h−2h−p12
∫
(divK((d0 − d)/h)2E(t2|D = d)f(d)dd
= w−2h−2h−p1
∫
(divK(u))2E(t2|D = d0 + hu)f(d0 + hu)du
≥ (2f¯)−2h−2h−p1t2f
∫
(divK)2,
and similarly
‖divd(ℓ)‖qP,q ≤ w−qh−qh−p1(q−1)f¯
∫
|divK|q ≤ (f/2)−qh−qh−p1(q−1)f¯
∫
|divK|q
Case (b). Here we have, using the notation as above
α⋆0(X1) = E[α0 | X1] = divd(ℓ(X1))E[t(X1) | X1]
+ E[divd(t(X) | X1]ℓ(X1) + E[divd(v(X))t(X)/v(X) | X1]ℓ(X1).
Then by contractive property of the conditional expectation ‖α⋆0‖P,q ≤ ‖α0‖P,q, so the upper
bounds apply from case (a).
We only need to establish lower bound on ‖α⋆0‖P,2. By the triangle inequality,
‖α⋆‖P,2 ≥ ‖divd(ℓ)E[t | X1]‖P,2 − ‖E[divd(t) | X1]ℓ‖P,2 − ‖E[divd(t) | X1]ℓ‖P,2.
By Jensen’s inequality, and using the same calculations as in case (a):
‖divd(ℓ(X1))E[t(X1) | X1]‖P,2 ≤ ‖divd(ℓ(X1))t(X1)‖P,2 ≤ t¯‖divd(ℓ)‖P,q;
‖E[divd(t) | X1]ℓ‖P,2 ≤ ‖divd(t)ℓ‖P,q ≤ t¯′‖ℓ‖P,q;
‖E[divd(v)t/v | X1]ℓ‖P,2 ≤ ‖divd(v)ℓt/v‖P,q ≤ ‖ℓ‖P,q(f¯ ′t¯/f).
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And, similarly to the calculation above
‖divd(ℓ)E[t | X1]‖2P,2 = E[divd(ℓ)2E((E[t | X1])2|D)]
= w−2h−2h−p12
∫
(divK((d0 − d)/h)2E((E[t | X1])2|D = d)f(d)dd
= w−2h−2h−p1
∫
(divK(u)2E((E[t | X1])2|D = d0 + hu)f(d0 + hu)du
≥ w−2h−2h−p1t2f
∫
(divK)2
≥ (2f¯)−2h−2h−p1t2f
∫
(divK)2,
using the assumed bound E((E[t | X1])2|D = d) ≥ t2 for d ∈ Nh(d0).
In either case (a) or (b), we now summarize the bounds asymptotically by letting hց 0:
L . σ . h−p1/2(1 + h−1), h−p1/2(h−1 − 1) . L . h−p1/2(h−1 + 1),
κ . h−2p1/3(h−1 + 1), κ/σ . h−p1/6.

Proof of Lemma 10. Introduce m(d) := E[m(W, γ⋆0) | D = d] and note
ϑ1(h) =
∫
m(d)h−p1K((d0 − d)/h)fD(d)dd =
∫
m(d0 + hu)K(u)fD(d0 + hu)du,
ϑ2(h) =
∫
h−p1K((d0 − d)/h)fD(d)dd =
∫
K(u)fD(d0 + uh)du.
Note that by
∫
K = 1,
ϑ1(0) = m(d0)fD(d0), ϑ2(0) = fD(d0).
Hence
θ(γ⋆0 ; ℓh) =
ϑ1(h)
ϑ2(h)
, θ(γ⋆0 , ℓ0) :=
ϑ1(0)
ϑ2(0)
= m(d0).
By the standard argument to control the bias of the higher-order kernel smoothers, e.g. by
Lemma B2 in Newey Newey [1994b], which employs the Taylor expansion of order v in h
around h = 0, for some constants A
v
that depend only on v:
|ϑ1(h)− ϑ1(0)| ≤ Avhvg¯v
∫
‖ ⊗v u‖|K(u)|du,
|ϑ2(h)− ϑ2(0)| ≤ Avhvf¯v
∫
‖ ⊗v u‖|K(u)|du,
where v = o ∧ sm. Then using the relation
ϑ1(h)
ϑ2(h)
− ϑ1(0)
ϑ2(0)
=
(
ϑ−12 (0)(ϑ1(h)− ϑ1(0)) + ϑ1(0)(ϑ−12 (h)− ϑ−12 (0))
+(ϑ1(h)− ϑ1(0))(ϑ−12 (h)− ϑ−12 (0))
)
,
we deduce the following bound that applies for all h < h1 ≤ h0,
|θ(γ⋆0 ; ℓh)− θ(γ⋆0 , ℓ0)| ≤
∣∣∣∣ϑ1(h)ϑ2(h) −
ϑ1(0)
ϑ2(0)
∣∣∣∣ ≤ Chv,
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where the constant C and h1 depend only on K, v, g¯v, f¯v, f . 
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