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Abstrat
In this work we study the equation (E) x¨+ f(x)x˙2 + g(x) = 0 with
a enter at 0 and investigate onditions of its isohroniity. When f and
g are analyti (not neessary odd) a neessary and suient ondition
for the isohroniity of 0 is given. This approah allows us to present an
algorithm for obtained onditions for a point of (E) to be an isohronous
enter. In partiular, we nd again by another way the isohrones of
the quadrati Loud systems (LD,F ). Some lasses of Kukles are also
onsidered. Moreover, we lassify a 5-parameters family of reversible ubi
systems with isohronous enters.
Key Words and phrases: period funtion, monotoniity, isohroniity,
enter, polynomial systems
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.
1 Introdution and statement of results
Consider the planar dierential system
x˙ = P (x, y), y˙ = Q(x, y), (1)
where x˙ = dxdt , y˙ =
dy
dt , P (x, y) and Q(x, y) are analyti funtions dened in
an open subset of R2.
To study the integrability of system (1) we may investigate loal rst integrals.
Consider the ase where P and Q an be written
P (x, y) = −y + U(x, y), Q(x, y) = x+ V (x, y) (2)
where U and V are onvergent series without linear terms.
Reall that system (2) has a enter at the origin 0 if and only if it has a Lya-
pounov rst integral. Moreover, the enter is isohronous if and only if system
∗
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(2) is linearizable. Namely, the origin 0 of system (2) is a enter if all orbits in a
neighborhood are losed. 0 is an isohronous enter if the period of osillations
is the same for all these orbits.
We say that system (2) is linearizable if there is analyti hange of oordinates
in the neighborhood of 0 bringing the system into the linear one.
Using the omplex variable u = x+ iy we may write (2) as a equation
u˙ = iu+R(u, u¯) (3)
where R(u, u¯) is an analyti funtion.
To better understand isohroniity phenomena we substitute
r2 = uu¯, θ = arctan(
Im u
Re u
).
we get
dr
dθ
= ir
u˙u¯+ uu¯
u˙u¯− uu¯ =
2r(Ru¯+ R¯u)
2r −Ru¯+ R¯u (4)
Let r(θ, ρ) denotes the solution of (4) verifying r(0, ρ) = ρ.
The quantity r(2pi, ρ) is the return map starting from the θ = 0 axis.
Write
r(θ, ρ) = ρ+ u2(θ)ρ
2 + u3(θ)ρ
3 + .... with uk(0) = 0.
The origin is a enter of equation (3) if r(2pi, ρ) = ρ namely uk(2pi) = 0.
When system (3) has a enter dene the period funtion T (ρ) as the time spent
by the losed orbit to return around the origin.
Let us now write the angular speed
dθ
dt
= −i x˙x¯+ x
¯˙x
2r2
.
So, near the origin the period funtion may be expressed
T (ρ) = 2pi +
∑
1≤k
tk(2pi)ρ
k.
Then, the enter is isohronous if and only if tk(2pi) = 0 for all k ≥ 1.
It is known that the rst k verifying tk(2pi) 6= 0 is neessary an even number.
Notie that this number alled period quantity plays a role in problems of bifur-
ations of ritial periods.
Isohroniity phenomena has been widely studied not only for its impat
in stability theory, but also for its relationship with bifuration and boundary
value problems.
Up to now the enter problem as well as the isohroniity problem for systems of
the form (2) is solved in many ases of the systems with homogeneous quadrati
and ubi nonlinearities.
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For the enter 0 of (2) the largest neighborhood of 0 whih is overed by
periodi orbits is the period annulus of 0 denoted by γ0. A enter is said to be
a global enter when its period annulus is the whole plane.
Let the period funtion T assoiated to any periodi orbit γ in γ0. A enter is
said to be nondegenetate when the linearised vetor eld at the ritial point
has two nonzero eigenvalues. It is well known that only nondegenerate enters
an be isohronous.
When the dierential system is analyti (that means P (x, y) and Q(x, y) are
analyti funtions) it implies that the period annulus of an isohronous enter
is unbounded.
The orbits may be parameterized for example by hoosing their initial values
in the segment (0, pi) on the x - axis.
Let T : γ0 → R , be the funtion dened by assoiating to every point (x, 0) ∈ γ0
the minimum period of the trajetory starting at (x, 0), to reah the negative
x-axis. T is the period funtion and is onstant on yles. We say that T is
(stritly) inreasing if, for every ouple of yles γ1 and γ2, γ1 inluded in γ2 ,
we have T (γ1) ≤ T (γ2) ( T (γ1) < T (γ2)).
0 is an isohronous enter if T is onstant in a neighborhood of 0.
One of the most studied systems are those of the form
x˙ = y, y˙ = −Q(x, y), (5)
whih are equivalent to the seond order equation
x¨+Q(x, x˙) = 0.
Notie that a stationary point of a seond order dierential equation is a enter
if it orresponds to a enter for the equivalent planar system.
Many seond order dierential equations arising from mehanis and eletriity
an be redued to that of suitable systems. Suh systems are also alled Kukles
systems when Q(x, y) is a polynomial with real oeients of degree d without
y as a divisor.
Volokitin and Ivanov proved that for every positive integer m, the origin 0
is an isohronous enter of the equation
x¨+ x2m−1x˙(x2 + x˙2) + x = 0.
More preisely, they proved that the equivalent system
x˙ = y, y˙ = −x− x2m−1y(x2 + y2) + x,
has only trivial polynomial ommutators.
The Lienard equation
x¨+ f(x)x˙+ g(x) = 0
3
and the isohroniity of its enter has motivated many authors.
In partiular, Christopher, Devlin, Lloyd and Sabatini [C-S℄ proved if f and g
are analyti odd funtions of x with g′(0) = 1 and xg(x) > 0 in a neighborhood
of the origin. Then the Lienard equation has an isohronous enter at 0 if and
only if
g(x) = x+
1
x3
(∫ x
0
ξf(ξ) dξ
)2
.
Here is another interesting equation of Lienard type
(E) x¨+ f(x)x˙′2 + g(x) = 0
or its equivalent system denoted also (E)
x˙ = y, y˙ = −g(x)− f(x)y2
where f, g are of lass C1 in a neighborhood of 0 verifying the ondition xg(x) >
0 for x 6= 0 and dgdx(0) > 0. A suh equation has speial properties.
In partiular, it an be redued to a onservative equation and then has a rst
integral. Opposite to the Lienard equation whih annot be redued (in general)
to a onservative equation and a rst integral is unknown (exept for very few
ases).
Equation (E) has many physial appliations, [L-R℄. Indeed, that is a model
of one dimensional osillator studied at the lassial and also at the quantum
level. The following partiular ase interested speially the physiists
f(x) =
−λx
1 + λx2
, g(x) =
α2x
1 + λx2
The general solution takes the form x(t) = A sin( 2piT (A) t+ φ). Curiously, that is
the only ase whih permits to expliitly determine the amplitude dependane
of the period funtion
T = T (A) =
2pi
√
1 + λA2
α
.
T (0) = 2piα orresponds to the enter 0. We see that T (A) is an inreasing
funtion.
2
2
see below in Appendie 1 some fats onerning monotoniity properties whih may in-
terest physiists.
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When f and g are of lass C1 in (E), Sabatini [S℄ gave a suient ondition
for the monotoniity of the period T or for the isohroniity of 0. Suh a on-
dition is also neessary when f and g are odd and analyti.
This paper is organized as follows. We give here a suient ondition for
the monotoniity of the period T of equation (E). When f and g are analyti
- not neessary odd - we establish a neessary and suient ondition for the
isohroniity of the enter 0. We then extend some Sabatini's results.
This fat allows us to present an algorithm for nding onditions for a ritial
point to be an isohronous enter of (E). It is based on a transformation of
equation (E) to a onservative one and in using an Urabe theorem.
Applying to quadrati systems, we nd another isohroniity ondition for the
dehomogenized Loud systems (LD,F ) :
(C2) 4F
3 + 24DF + 24D2 + 2DF 2 − F 2 − 4F − 2D + 1 = 0.
Combining with the lassial relation
(C1) 4F
2 + 10DF + 10D2 −D − 5F + 1 = 0,
it yields exatly the four isohrones for (LD,F ): say (L0,1), (L−1
2 ,2
), (L0, 14 ), (L
−1
2 ,
1
2
).
Another appliation onerns the monotoniity of the period funtion for the
redued Kukles systems.
Finally, we ontribute to the study of some (non homogenous) ubi systems
with an isohronous enter. We prove that the 5-parameters system
(C)
{
x˙ = −y + bx2y
y˙ = x+ a1x
2 + a3y
2 + a4x
3 + a6xy
2
admits only four lasses of isohrone systems. This produes examples of ubi
reversible systems verifying R3 =
a1−a3
4 6= 0 that are not overed by the lassi-
ation of Chavarriga and Garia ([C-S℄ set. 12).
Aknowledgment : I would like to thank Javier Chavarriga whose his help
permits us to state below Theorem 4-3 .
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2 Isohronous enters of the system (E)
Let us onsider
(E) x˙ = y, y˙ = −g(x)− f(x)y2
and the integrals
F (x) =
∫ x
0
f(s)ds, φ(x) =
∫ x
0
eF (s)ds. (6)
If f, g are of lass C1 in a neighborhood N0 of 0, then the funtion u = φ(x) is
invertible in N0. The following in partiular allows us to transform (E) into a
onservative one, ( Lemma 1 of [S℄)
u¨+ g˜(u) = 0
Lemma 2-1 Under the above hypothesis x(t) is a solution to
(E) x¨+ f(x)x˙2 + g(x) = 0
if and only if u(t) = φ(x(t)) is a solution to
(Ec) u¨+ g(φ
−1(u))eF (φ
−1(u)) = 0
and the funtion g˜(u) = g(φ−1(u))eF (φ
−1(u))
is of lass C1.
Moreover, if 0 is a enter of (E) then it is also a enter of (Ec)
Consider the hange u = φ(x). It gives u˙ = eF (x)x˙ and
u¨ = f(x)eF (x)x˙2 + eF (x)x¨ = eF (x)[x¨+ f(x)x˙2].
Then
u¨ = −g(x)eF (x) = −g(φ−1(u))eF (φ−1(u)).
Moreover, (E) has a enter if xg(x) > 0. in N0. Or equivalently φ(x)g(x) > 0
sine by denition xφ(x) > 0 in N0. It implies φ(x)g(x)e
F (x) > 0.
That means (Ec) has a enter at 0 sine ug˜(u) > 0 for u losed to 0 and u 6= 0.
Notie that when g is analyti xg(x) > 0 in N0 is a neessary and suient
ondition for the origin 0 to be a enter.
By this lemma we may dedue at rst, trivial ases of isohroniity for equa-
tion (E). Taking
g˜(u) = g(φ−1(u))eF (φ
−1(u)) = Ku
with K > 0.
We see that when F ∈ C1(N0) all equations of the form
x¨+ F ′(x)x˙2 + e−F (x)
∫ x
0
eF (s)ds = 0 (7)
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have a isohronous enter at 0 ( the symbol ′ means ddx .)
There are many others equations reduing to the trivial linear one, as we will
see below .
Consider the onservative system
(Ec) u˙ = v, v˙ = −g˜(u)
where g˜ is C1 and suh that g(0) = 0, dgdu (0) = 1. Let the integral
G˜(u) =
∫ u
0
g˜(s)ds
The following proved by Urabe permits to haraterize isohronous enters for
systems (Ec), see [U℄.
Lemma 2-2 Let g˜(u) be a C1 funtion dened in N0 a neighborhood
of 0 verifying ug˜(u) > 0 in N0. Then the system (Ec) has an isohronous
enter at the origin 0 if and only if by the transformation X2 = 2G˜(u) where
X
u > 0, g˜(u) may be written
g˜(u) =
X
1 + h(X)
where h(X) is a C1 odd funtion
When h(X) is non trivial we will all it in the sequel the Urabe funtion.
A simple example of isohronous ase may be obtained in solving the dierential
equation
Sg = 5g˜
′′2(u)− 3g˜′(u)g˜′′′(u) = 0. (8)
- It is known that S(g˜) = 5g˜′′2(u)−3g˜′(u)g˜′′′(u) 6= 0 implies the monotoni-
ity of the period funtion for System (Ec) near a enter. This riteria has been
introdued by R. Shaaf, [S℄.
Resolution of (3) gives
g˜(u) = 1− (1 + 2u)− 12
whih orresponds to the odd trivial funtion h(X) = X and the orresponding
isohronous potential is
G˜(u) = 1 + u−√1 + 2u
where − 12 < u < 12 so that this potential is analyti.
Using preeding lemmata one may dedue other (non trivial) lasses of equa-
tions (E) having an isohronous enter at 0.
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Proposition 2-3 Let f, g ∈ C1(N0), where N0 is a neighborhood of 0 and
xg(x) > 0 in N0 then the origin 0 is a enter of Equation
(E) x¨+ f(x)x˙2 + g(x) = 0
(if g is analyti then 0 is a enter if and only if xg(x) > 0 in N0).
Suppose the integral of f : F (x) =
∫ x
0
f(t)dt veries
eF (x) + eF (−x) = 2 and g(x) = K
x
e2F (x)
where K is a positive onstant, then 0 is an isohronous enter of (E).
In partiular if in addition g is odd, then 0 is an isohronous enter of (E) if
and only if f(x) ≡ 0 and g(x) = Kx.
Notie at rst that the lasses of funtions g given by Proposition 2-3 is
dierent as (7). Indeed, suppose
x
e2F (x)
= e−F (x)
∫ x
0
eF (s)ds
a quik alulation shows that no funtion F 6= 0 veries this funtional equation
( F ≡ 0, orresponds to an odd funtion g).
Proof Let X dened by
1
2
X2 =
∫ x
0
g(s)e2F (s)ds.
Consider the following hange of variable
u = X +H(X)
where H(X) is an even C2 funtion dened in a neighborhood of 0 suh that
H(0) = 0 and h(X) is its derivative suh that Xu > 0. Sine u = φ(x) then
φ(x) = X +H(X) is invertible in a neighborhood of 0.
Let f˜(x) = eF (x) − 1. Then, df˜dx = f(1 + f˜).
So,
f =
df˜
dx
1 + f˜
and g = Kxe−2F =
Kx
(1 + f˜)2
Thus, (E) is equivalent to
x¨+
df˜
dx
1 + f˜
x˙2 +
Kx
(1 + f˜)2
= 0. (9)
However, eF = 1 + f˜ implies u = φ(x) =
∫ x
0
eF (s)ds = x + F˜ (x) where
F˜ (x) =
∫ x
0
f˜(s)ds and g˜(u) = g(x)eF (x) = Kx
1+f˜(x)
Moreover,
1
2
X2 =
∫ x
0
g(s)e2F (s)ds =
1
2
Kx2
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Then ,
X = x
√
K, and g˜(u) =
X
√
K
1 + f˜( X√
K
)
.
Therefore, if f˜( X√
K
) is an odd funtion or equivalently
eF (x) + eF (−x) = 2.
Then by Lemma 2-2 (Urabe theorem) Equation (4) has an isohronous enter
at 0. When g = g(x) is odd then a neessary and suient ondition for 0 to
be an isohronous enter is : f(x) ≡ 0 and g(x) = Kx.
Consider the following
Lemma 2-4 Equation (E) has an isohronous enter at the origin 0 if and
only if
(1 + h(X))X¨ +
dh
dX
X˙2 +
X
1 + h(X)
= 0 (10)
where
X2 = 2G˜(x), G˜(x) =
∫ x
0
g(s)e2F (s)ds
has an isohronous enter at the origin 0 where h(X) is an odd funtion and
h ∈ C1(N0, R), N0 is hoosen suh that 1 + h(X) > 0.
Using the hange X = x
√
K equation (10) is obviously derived from (9)
whih is equivalent to (E). This lemma implies that (E) has also an isohronous
enter at the origin.
This ompletes the proof of Proposition 2-3.
Proof of Lemma 2-4
Condition xg(x) > 0 in a neighborhood of 0 implies the origin is a enter of
(E). For x losed to 0 one has X X(1+h(X))2 > 0. This means 0 is a enter of
(5). Let H(X) =
∫X
0 h(s)ds be the primitive of h(X) and denote as above by
u = X +H(X), u = φ(x) = eF (x).
Then,
du
dt = (1 + h(X))X˙ and
d2u
dt2 = (1 + h(X))X¨ +
dh
dX X˙
2
. Moreover, sine
H(X) is an even funtion and 1+ h(X) 6= 0 then the relation u = X +H(X) is
invertible in a neighborhood of 0. Let the inverse X = φ˜(u).
By Urabe theorem (Lemme 2-2) (E) has an isohronous enter at the origin
0 if and only if the equation
u¨+ g˜(u) = 0
has an isohronous enter at the origin 0, where
g˜(u) = g(x)eF (x).
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Moreover,
g˜(u) =
X
1 + h(X)
=
φ˜(u)
1 + h(φ˜(u))
where h(X) is an odd funtion. It is also equivalent to assert that the enter 0
of (5) is isohronous.
furthermore, we are able to produe the exat expression of the period fun-
tion T of (E). This one naturally depends on h(X) dened above.
Notie that the Urabe funtion h(X) also plays a role for the monotoniity of
the period funtion T near the enter 0 of (E).
Proposition 2-5 Let f, g be analyti funtion, and onsider Equation
(E) x¨+ f(x)x˙2 + g(x) = 0
with a enter at the origin 0.
Let X dened by 12X
2 =
∫ x
0
g(s)e2F (s)ds and H(X) is suh that∫ x
0 e
F (s)ds = X +H(X) and X
∫ x
0 e
F (s)ds > 0.
Then the period funtion T may be expressed under the form
T = T (c) = 2
∫ pi
2
−pi
2
[1 +
dH
dX
(
√
2c sin θ)]dθ
where the onstant c = 12
√
X(t = 0).
Moreover the following holds :
(i)
d3H
dX3 (0) > 0 then the period funtion T inreases in a neighborhood of 0.
(ii)
d3H
dX3 (0) < 0 then the period funtion T dereases in a neighborhood of 0.
(iii)
d3H
dX3 (0) = 0 is a neessary ondition for the enter to be isohronous
Proof By Lemma 2-1, (E) is equivalent to the onservative system
u˙ = v, v˙ = −g˜(u) where g˜(u) = g(x)eF (x) where u = ∫ x
0
eF (s)ds.
Then a suh funtion may be written
g˜(u) =
X
1 + h(X)
where h(X) = dHdX .
A alulus yields
g˜′(u) =
dg˜
du
=
dX
du
[
1
1 + h(X)
− h
′(X)X
(1 + h(X))2
] =
1
(1 + h(X))2
− h
′(X)X
(1 + h(X))3
g˜′′(u) =
−3h′ − h′′X
(1 + h(X))4
+
3h′2X
(1 + h(X))5
10
g˜(3)(u) =
−4h′′ − h(3)X
(1 + h(X))5
+
15h′2 + 10h′h′′X
(1 + h(X))6
− 15h
′3X
(1 + h(X))7
So,
g˜′(0) = 1, g˜′′(0) = −3h′(0), g˜(3)(0) = −4h′′(0) + 15h′2(0)
We thus obtain
5g˜′′2(0)− 3g˜′(0)g˜(3)(0) = 12h′′(0) = 12d
3H
dX3
(0).
By Shaaf riteria [S℄ for the monotoniity of the period funtion for a onser-
vative system (see above Equation (8)), we easily dedue assertions (i), (ii) and
(iii).
Turning now to the expression of the period funtion.
It is wellknown the period funtion of the onservative system
(Ec) u˙ = v, v˙ = −g˜(u)
with a enter at 0 may be expressed
T (c) =
√
2
∫ b
a
du√
c− G˜(u)
where G˜(u) =
∫ u
0 g˜(s)ds, the onstants a, b are suh that a < 0 < b and
G˜(a) = G˜(b) = c.
Reall at rst the relation u = X +H(X) is invertible in a neighborhood of 0.
Its inverse will be used for hange of variables X = φ˜(u) whih transforms the
losed orbits into irles entered at the origin. Then :
T (c) =
√
2
∫ √2c
−
√
2c
XdX
g˜(u(X))
√
c− X22
.
Finally, another hange of variables X =
√
2c sin θ gives
T (c) = 2
∫ pi
2
−pi2
√
2c sin θ
g˜(u(
√
2c sin θ))
dθ
T (c) = 2
∫ pi
2
−pi
2
[1 +
dH
dX
(
√
2c sin θ)]dθ.
As a onsequene of Proposition 2-5, we easily dedue that a neessary on-
dition for the enter 0 to be isohronous is h′′(0) = 0.
In fat, we may obtain a better result as we will see in the sequel : ondi-
tion " h(X) odd " is a neessary and suient ondition for the enter 0 to be
isohronous, without supposing f, g odd.
Our main result is the following
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Theorem 2-6 Let f, g be analyti funtion in a neighborhood N0 of 0 ,
and xg(x) > 0 for x 6= 0 then
(E) x¨+ f(x)x˙2 + g(x) = 0
has an isohronous enter at the origin 0 if and only if
X
1 + h(X)
= g(x)eF (x)
where X is dened by 12X
2 =
∫ x
0
g(s)e2F (s)ds and h(X) is an odd funtion
suh that φ(x) =
∫ x
0
eF (s)ds = X +
∫X
0
h(t)dt and Xφ(x) > 0.
In partiular, when g and f are odd then 0 is an isohronous enter if and
only if g(x) = e−F (x)φ(x) (or equivalently h(X) ≡ 0 ).
Proof Theorem 2-6 may be dedued from preeding Lemmata.
Let u = φ(x) =
∫ x
0 e
F (s)ds and dene
g˜(u) = g(x)eF (x).
Then, by Lemma 2-1 system (E) is equivalent to the onservative one
(Ec) u˙ = v, v˙ = −g˜(u)
where g˜ is suh that g˜(0) = 0, dg˜du(0) = 1. Let the integral
G˜(u) =
∫ u
0
g˜(s)ds.
Moreover, (E) has a enter if xg(x) > 0 in N0 i.e. φ(x)g(x) > 0 sine
xφ(x) > 0 in N0. It implies φ(x)g(x)e
F (x) > 0.
We dedue that (Ec) has a enter at 0 sine ug˜(u) > 0 for u losed to 0 and
u 6= 0.
The onverse is also true. When 0 is an isohronous enter of (Ec) this implies
that 0 is an isohronous enter of (E).
In fat, sine f and g are analyti xg(x) > 0 in N0 − {0} is a neessary and
suient ondition for the origin 0 to be a enter.
So, We may assert that 0 is a enter of (E) if and only if it is a enter of (Ec).
In this ase the integral G˜(u) may be expressed in terms of x
G˜(u) =
∫ x
0
g(σ)e2F (σ)dσ
sine ds = eF (σ)dσ.
Furthermore, X whih is suh that X2 = 2
∫ x
0 g(s)e
2F (s)ds must verify
X
dX
du
= g˜(u).
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On the other hand, by Lemma 2-2 (Urabe Theorem) (Ec) has an isohronous
enter at 0 if and only if
g˜(u) =
X
1 + h(X)
= g(x)eF (x)
where h(X) is an odd analyti funtion suh that h(0) = 0.
Notie that by integration of X dXdu = g˜(u) =
x
1+h(X) one gets
u = X +H(X) =
∫ x
0
eF (s)ds
where H(X) =
∫ x
0 h(σ)dσ.
In the isohroniity ase H(X) must be even and must verify H(0) = 0.
Finally, the last part of Theorem 2-6 is a trivial onsequene of the preeding.
Indeed, h(X) ≡ 0 (or H(X) ≡ 0 sineH is even) means the equivalene redues
to
X = g(x)eF (x) = φ(x) ⇐⇒ (E) has an isochronous center.
In the last ase, f and g must be odd.
Remark Theorem 2-6 haraterizes all the isohronous enters of (E)
where f and g are analyti funtions. When f and g are C1 we get only ne-
essary onditions. This haraterization is based on the existene of an impliit
funtion h whih is redued to h ≡ 0 when f and g are odd. The alulation of
the suessive derivatives of g˜(u) = X1+h(X) allows us to establish an algorithm
in the same manner of the one obtained thanks to the derivatives of the period
funtion. This algorithm will permit us to nd onditions for a ritial point to
be an isohronous enter of (E).
Corollary 2-7 Let f, g be analyti funtion, then (E) has an isohronous
enter at 0 if and only if
dg
dx
+ f(x)g(x) =
1 + h(X)− h′(X)X
(1 + h(X))3
where h(X) is an odd Urabe funtion.
In partiular, when f and g are odd one gets the equivalene (in the isohronous
ase)
dg
dx
+ f(x)g(x) = 1 ⇐⇒ h(X) ≡ 0
Indeed, hypothesis
dg
dx + f(x)g(x) =
1+h(X)−h′(X)X
(1+h(X))3 implies by integration
X
1+h(X) = g(x)e
F (x)
sine g(0) = 0 and h(0) = 0. Then by Theorem B, 0 is an
13
isohronous enter.
The onverse is trivial.
More preisely, solving the dierential equation
1 + h(X)− h′(X)X
(1 + h(X))3
= 1
one gets the solutions 1 + h(X) =
√
X2
X2+K . For the boundary ondition
h(0) = 0 one have a unique solution : h(X) ≡ 0.
Thus, Corollary 2-7 improves Lemma 2 and Corollary 9 of [S℄ whih are limited
to the ase
dg
dx + f(x)g(x) = 1.
Another onsequene of Theorem 2-6 is the following whih yields another
haraterization for isohronous enters of (E) and may be dedued from [C-J℄.
Corollary 2-8 Under the hypotheses of Theorem B if in addition :
dg
dx + f(x)g(x) − 1 is a polynomial in φ(x) =
∫ x
0 e
−F (t)dt i.e.
g(x) = e−F (x)[φ(x) + c2(φ(x))2 + c3(φ(x))3 + ...+ cn(φ(x))n]
then (E) has an isohronous enter at 0 if and only if g(x) = φ(x)e−F (x).
Indeed, hypothesis g(x) = e−F (x)[φ(x) + c2(φ(x))2 + c3(φ(x))3 + ... +
cn(φ(x))
n] means
g˜(u) = g(x)eF (x) = u+ c2u
2 + c3u
3 + .....+ cnu
n.
Then, following [C-J℄ Equation (Ec) has isohronous enter at 0 and g˜(u) is a
polynomial, then neessarily g˜(u) = u or equivalently g(x) = φ(x)e−F (x).
Corollary 2-9 Under the assumptions of Theorem 2-6 and suppose 0 is
an isohronous enter of (E) then we have X = g(x)eF (x) =
∫ x
0 e
F (s)ds if and
only if f(x) and g(x) are odd funtions.
Remark Reall that when 0 is an isohronous enter of (E), hypothesis
f(x) and g(x) odd implies f(x) ≡ 0 and g(x) is linear, Corollary 10 of [S℄.
When 0 is an isohronous enter of (E) and h(X) ≡ 0 then by Theorem 2-
6, X = g(x)eF (x), i.e. X ≡ φ(x). Sine u = X + h(X) ≡ X it follows
g(x)eF (x) = φ(x). We get the onverse if f(x) and g(x) are odd.
Corollary 2-10 Let f, g be analyti funtions and suppose (E) has an
isohronous enter at the origin 0. Let us dene
u =
∫ x
0
eF (s)ds = X +H(X)
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where F (x) =
∫ x
0
f(s)ds, X is dened by 12X
2 =
∫ x
0
g(s)e2F (s)ds,
dH
dX (X) = h(X) and H(0) = h(0) = 0. Consider
g˜(u) =
X
1 + dHdX (X)
= g(x)eF (x),
then
g˜′(0) = 1, g˜′′(0) = g′′(0) + f(0) = −3H ′′(0),
g˜′′′(0) = g′′′(0) + 2f ′(0)− f2(0) = 15H ′′2(0).
Reall here g˜ = g˜(u), g = g(x) and H = H(X).
Proof We alulate the suessive derivatives of g˜(u). One gets:
(1 + h)4g˜′(u) = (−X −Xh)h′′ + 2X(h′)2 − 2 h′ − 2 (h′h)
(1+h)6g˜′′(u) = −X(1+h)2h′′′+7 (−3/7 h−3/7+Xh′)(1+h)h′′−8 (h′)2(−1−h+Xh′)
g˜′′′(u) = [−X(1 + h)3 d
4
dX4
h+ 11 (−4/11 h+Xh′ − 4/11)(1 + h)2h′′′
+7X(1 + h)2(h′′)2 − 59 (−35
59
h+Xh′ − 35
59
)(1 + h)h′h′′
+48 (h′)3(−1− h+Xh′h)](1 + h)−7.
Moreover,
g˜′(u) =
(
d
dx
F (x)
)
g (x) +
d
dx
g (x) ;
g˜′′(u) =
((
d2
dx2
F (x)
)
g (x) +
(
d
dx
F (x)
)
d
dx
g (x) +
d2
dx2
g (x)
)
e−F (x);
−
(
eF (x)
)2
g˜′′′(u) = −
(
d3
dx3
F (x)
)
g (x)− 2
(
d2
dx2
F (x)
)
d
dx
g (x)
− d
3
dx3
g (x) +
(
d
dx
F (x)
)(
d2
dx2
F (x)
)
g (x) +
(
d
dx
F (x)
)2
d
dx
g (x) .
We then dedue g˜′′(0) = g′′(0) + f(0) and g˜′′′(0) = g′′′(0) + 2f ′(0)− f2(0).
Remark By the same way one obtains
g˜(4)(0) = g(4)(0)−2f(0)g′′′(0)−f2(0)g′′(0)+2f ′(0)g′′(0)−7f(0)f ′(0)+f ′′(0)+2f3(0)
g˜(5)(0) = g(5)(0)−6f4(0)+5f3(0)g′′(0)+ [29f ′(0)+5g′′′(0)]f2(0)+ [−5g(4)(0)−
19f ′′(0)15f ′(0)g′′(0)]f(0)− 8f ′2(0) + 5f ′′(0)g′′(0) + 4f ′′′(0).
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The proofs are omitted (the interested reader may used Maple for example).
Moreover, using again the relation between g˜(u) and H(X) one nds in the
isohronous ase
g˜(4)(0) = 3780 h′′′(0)(h′(0)) + 945 (h′(0))4,
g˜(5)(0) = −1800 h′′′(0)− 105 (h′(0))3.
This proedure of alulate dierent derivatives of g˜ and H at 0 allows us to
dene the algorithm desribed above for nding onditions for a ritial point
to be an isohronous enter of (E).
Corollary 2-11 Let f, g be analyti funtions and onsider Equation
(E) x¨+ f(x)x˙2 + g(x) = 0
with a enter at the origin 0. Let
S(f, g) = 5g′′2(0) + 10g′′(0)f(0) + 8f2(0)− 3g′′′(0)− 6f ′(0).
Then the following holds:
(a)- S(f, g) > 0 then the period funtion T inreases in a neighborhood of 0.
(b)- S(f, g) < 0 then the period funtion T dereases in a neighborhood of 0.
()- If (E) has an isohronous enter at 0 then S(f, g) = 0.
Corollary 2-11 may be dedued from the preeding one. We may also use
the Shaaf riteria for the monotoniity of the period funtion for a onservative
system, [S℄. Indeed,
5g˜′′2(0)− 3g˜′(0)g˜′′′(0) = 5[g′′(0) + f(0)]2 − 3[g′′′(0) + 2f ′(0)− f2(0)]
= 5g′′2(0) + 10g′′(0)f(0) + 8f2(0)− 3g′′′(0)− 6f ′(0) = S(f, g).
Notie that expression of S(f, g) (whih orresponds to the oeient of the
rst nonlinear term of the period funtion) may also be obtained by Proposition
2-4 sine we have seen
S(f, g) = p2 =
pi
2
d3H
dX3
(0).
When f and g are odd, S(f, g) redues to S(f, g) = 8f2(0)− 3g′′′(0)− 6f ′(0),
(see Corollary 6 of [S℄).
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3 Appliations to Loud systems
In this part, we will apply preeding results to quadrati systems. In partiu-
lar, the algorithm presented above allows us to give another haraterization of
the isohrones of Loud systems in giving a new way of deriving the neessary
ondition. We then obtain a simple proof of Loud result for these systems.
After a rotation of oordinates, the Bautin's system may be transformed to
the form of the general Loud system :
(LB,D,F )
{
x˙ = −y +Bxy
y˙ = x+Dx2 + Fy2
for some B,D and F real parameters.
Notie that if the parameter B 6= 0, then another hange of variables u = Bx
and v = By the Loud system brings to the dehomogenized form
(LD,F )
{
x˙ = −y + xy
y˙ = x+Dx2 + Fy2.
Loud showed by diret integration of the systems that for the hoie of the four
pairs (D,F )
I1(0, 1); I2(−1
2
, 2); I3(0, (
1
4
); I4(−1
2
,
1
2
)
the orresponding system (LD,F ) has an isohronous enter at 0. Using Urabe
theorem, Loud showed these are the only isohrones.
Reall that [C-J℄ proved the period oeients pk, k ≥ 2 for the dehomogenized
Loud system are in the ideal (p2, p4) in the loal ring R(D,F ) loalized at any
of the isohrones I1, I2, I3, I4. Moreover, p2 is independant with respet to p4
at eah isohrone.
Dene a new independent time variable τ by setting t → τ suh that
dt = ψ(x)dτ where ψ(x) is C1 and ψ(0) = 1.
Lemma 3-1 By this hange of time sale the dehomogenized Loud system
(LD,F ) is equivalent to a Lienard type equation (E)
(Et) ψ(x)x˙ = y, ψ(x)y˙ = −g(x)− f(x)y2
where f(x) = F+11−x − 1ψ dψdx and g(x) = x(1 − x)(1 +Dx)ψ2,
In partiular, when ψ ≡ 1 it is equivalent to
(EL) x¨+
F + 1
1− x x˙
2 + x(1− x)(1 +Dx) = 0
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We shall prove this in two steps. Let
dx
dτ
= x˙ψ,
d2x
dτ2
= x¨ψ2 + x˙2ψ
dψ
dx
(LD,F ) implies
x¨ = −y˙ + x˙y + xy˙ = y˙(x− 1) + x˙y
x¨ = (x +Dx2 + Fy2)(x− 1) + y2(x − 1)
We then obtain
d2x
dτ2
= [(x+Dx2 + Fy2)(x − 1) + y2(x− 1)]ψ2 + x˙2ψdψ
dx
We thus dedue
d2x
dτ2
= [(x+Dx2)(x− 1) + F ( x˙
x− 1)
2(x− 1) + ( x˙
x− 1)
2(x − 1)]ψ2 + x˙2ψdψ
dx
whih implies
d2x
dτ2
= (x+Dx2)(x− 1)ψ2 + [(F + 1)ψ
2
x− 1 + ψ
ψ
dx
]x˙2
= (x+Dx2)(x − 1)ψ2 + [(F + 1)
x− 1 +
1
ψ
ψ
dx
](
dx
dτ
)2.
Notie that in hanging the time sale : t → τ, (LD,F ) is equivalent to a
Lienard type system
(Eτ )
dx
dτ
= y,
dy
dτ
= −g(x)− f(x)y2.
So, the systems (Et) and (Eτ ) have the same phase portraits, but dierent
period funtions.
For the trivial ase ψ ≡ 0, one gets the following Lienard type equation equiv-
alent to (LD,F )
(EL) x¨+
F + 1
1− x x˙
2 + x(1 − x)(1 +Dx) = 0.
As a onsequene of Theorem 2-6 and Corollary 2-10 one dedue the next result
whih yields a new way for obtained neessary and suient ondition for a
dehomogenized Loud system LD,F to have an isohronous enter at 0. Our
method diers of the one used by Loud himself [L℄ and Chione and Jaobs
[C-J℄. Besides their method based on the vanishing of the period quantity
3
gives (in addition to the four isohrones I1, I2, I3, I4) the three weak enters
denoted L1, L2 and L3. In fat, p2 and p4 have at most eight ommon zeros
ounted up to multipliity. Opposite to our approah whih yields exatly the
four isohrones and no more.
3
see the denition in the introdution
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Theorem 3-2 Let X dened by 12X
2 =
∫ x
0
s(1 +Ds)(1 − s)−2F−1ds and
the funtion H(X) is suh that
1
F
[(1− x)−F − 1] = X +H(X).
The dehomogenized Loud system (LD,F ) whih is equivalent to the Lienard type
equation
(EL) x¨+
F + 1
1− x x˙
2 + x(1− x)(1 +Dx) = 0
has an isohronous enter at the origin 0 if and only if H(X) is even and
x(1 − x)−F (1 +Dx) = X
1 + dHdX
.
Moreover, (LD,F ) has an isohronous enter at 0 for only the following values
of the pairs (D,F ) :
I1(0, 1); I2(−1
2
, 2); I3(0,
1
4
); I4(−1
2
,
1
2
)
Corollary 3-3 The Loud system (LD,F ) has an isohronous enter at the
origin 0 if and only if
(F − 2)Dx2 + (2D + F − 1)x+ 1 = 1 + h(X)− h
′(X)X
(1 + h(X))3
where h(X) = dHdX is an odd Urabe funtion.
Proof of Theorem 3-2 Let a variable dened above u suh that
g˜(u) = eF (x)g(x)
where
g(x) = x(1− x)(1 +Dx), f(x) = F + 1
1− x
u = φ(x) =
1
F
[(1 − x)−F − 1].
Hene
g˜(u) = eF (x)g(x) = x(1 +Dx)(1 − x)−2F
So, by Theorem 2-6 (LD,F ) has an isohronous enter at 0 if and only if
g˜(u) =
X
1 + dHdX
.
where H = H(X) is an even funtion.
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In deriving, one obtains
g˜′(u) = D(F − 2)x2 + (F + 2D − 1)x+ 1
sine
du
dx = (1− x)−F−1. By the same way we alulate
g˜′′(u) = [2D(F − 2)x+ F + 2D − 1](1− x)F+1
g˜(3)(u) = [2D(F − 2)(1− x)F+1 − 2D(F − 2)(F + 1)x(1− x)F−
(F + 1)F + 2D − 1](1− x)F ](1− x)F+1
= [−2D(F + 2)(F − 2)x− 6D − F 2 + 1](1− x)2F+1
g˜(4)(u) = −2D(F 2 − 4)(1− x)3F+2+
(2F + 1)[−2D(F + 2)(F − 2)x− 6D − F 2 + 1](1− x)3F+1
= [2D(F +2)(F − 2)(2F +2)x+ (6D+F 2− 1)(2F +1)− 2D(F +2)(F − 2)]
Thus,
g˜′(0) = 1, g˜′′(0) = F + 2D − 1 g˜(3)(0) = −F 2 − 6D + 1
g˜(4)(0) = 2F 3+12DF−2DF 2+F 2−2F+14D−1 = (F+1)[2F 2−2DF+14D−F−1]
g˜(5)(0) = (E + 1)(−6F 3 + F 2 + 10DF 2 + 4F − 40DF + 1− 30D), ...
On the other hand, starting from g˜(u) = X1+h(X) one gets
g˜′′(0) = −3h′(0), g˜(3)(0) = −4h′′(0) + 15h′2(0)
g˜(4)(0) = −105h′3(0) + 45h′(0)h′′(0)− 5h(3)(0)
g˜(5)(0) = −6h(4)(0) + 70h′′2(0)− 25h′(0)h(3)(0)− 330h′′(0)h′2(0) + 105h′4(0).
We then have
4h′′(0) = F 2+6D−1+15
9
(F+2D−1)2 = (2
3
)[4F 2+10DF+10D2−D−5F+1]
We have already seen that a neessary ondition to have an isohronous enter
is h′′(0) = 0 whih is equivalent to the Loud isohroniity ondition [L℄
(C1) 4F
2 + 10DF + 10D2 −D − 5F + 1 = 0.
Using the above alulus, we nd an isohroniity ondition (dierent of
those given by Loud) whih permits to obtain by another way the four pairs of
isohrone Loud systems (LD,F ).
Reall at rst sine h′′(0) = 0 then by Corollary 2-11
h(3)(0) = −3h′3(0)
g˜(3)(0) = 15h′2(0)
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g˜(4)(0) = −105h′3(0)− 5h(3)(0) = −90h′3(0) = 10
3
(F + 2D − 1)3
By idendiation we get
g˜(4)(0) = 2F 3 + 12DF − 2DF 2 + F 2 − 2F + 14D − 1 =
10
3
(F + 2D − 1)3 = −2(F 2 + 6D − 1)(F + 2D − 1)
After simpliation we obtain the new isohroniity ondition
(C2) 4F
3 + 24DF + 24D2 + 2DF 2 − F 2 − 4F − 2D + 1 = 0
Combined with (C1) we may assert
Lemma 3-4 The two equations
(C1) 4F
2 + 10DF + 10D2 −D − 5F + 1 = 0
(C2) 4F
3 + 24DF + 24D2 + 2DF 2 − F 2 − 4F − 2D + 1 = 0
have only the following ommon real solutions
D = 0, F = 1;D = −1/2, F = 2;D = 0, F = 1/4;F = 1/2, D = −1/2
Proof We may use lassial omputational method.
Write their resultants respetively of D and F
R1(D) = 864D
2 + 22176D4 + 7536D3 + 25920D5 + 9600D6
R2(F ) = −17280F 3 + 192 + 9000F 2 − 2160F − 6480F 5 + 15768F 4 + 960F 6
Resolve now R1(D) = 0 and R2(F ) = 0. The rst equation gives real solutions
D = 0, D =
−1
2
.
The seond equation gives
F = 1, F = 2, F = 1/4, F = 1/2
Thus, one obtains exatly the four points.
In fat, thanks to Maple in solving (C1) and (C2) one obtains ve pairs of
solutions. The four real pairs
{D = 0, F = 1}; {D = −1/2, F = 2}; {D = 0, F = 1/4}; {F = 1/2, D = −1/2}
and a omplex solution.
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Finally, two ases may our. First if h′(0) = 0, then
2D + F − 1 = 0.
It implies
g˜′(u) = D(F − 2)x2 + (F + 2D − 1)x+ 1 ≡ 1.
Then,
D(F − 2) = F + 2D − 1 = 0
and neessarely (D,F ) = (0, 1) or (D,F ) = (− 12 , 2). Moreover, it implies
h(X) ≡ 0 and H(X) ≡ 0. Thus, one nd again the Loud isohrone systems
(L0,1) and (L− 12 ,2).
For the non trivial ase h(X) 6= 0. Let us denote h′(0) = a 6= 0. Then the
preeding alulus gives
h(3)(0) = −3a3, h(5)(0) = 45a5, h(7)(0) = −1575a7, ....
That means the funtions must take the following form
H(X) =
1
a
√
1 + a2X2, h(X) =
aX√
1 + a2X2
Notie that for D = 0, F = 14 one nds a =
1
4 . In this ase the orre-
sponding Urabe funtion is
h(X) =
X√
X2 + 16
For D = − 12 , F = 12 , one nds a = 12 and the orresponding Urabe funtion
is
h(X) =
X√
X2 + 4
.
By our method we prove there are no other enter andidate to be isohronous.
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4 Others monotoniity and isohroniity ases
4.1 On a generalization
One of the most general equation that redues to Equation (E) is
(Eq)
{
x˙ = −α(x)y
y˙ = β(x) + ξ(x)y2
with α, β, ξ analyti funtions in N0 a neighborhood of 0.
Equation (Eq) is equivalent to (E) with
f(x) =
ξ(x)− α′(x)
α(x)
, g(x) = α(x)β(x).
We prove the following without need to suppose f and g odd.
Corollary 4-1 Let α, β, ξ be analyti funtions, with α(x) > 0 and
xβ(x) > 0 in N0 a neighborhood of 0. Let
X2 =
∫ x
0
β(x)
α(x)
e
2
∫
x
0
ξ(t)
α(t)
dt
dx.
A neessary and suient ondition for the origin to be an isohronous enter
of (Eq) is
α(x)β′(x) + ξ(x)β(x) =
1 + h(X)− h′(X)X
(1 + h(X))3
where h(X) is an odd Urabe funtion.
In partiular, one gets the equivalene
α(x)β′(x) + ξ(x)β(x) = 1 ⇐⇒ h(X) ≡ 0
Proof This result follows from Theorem 2-6.
Indeed, sine α(x) > 0 ondition xβ(x) > 0 is equivalent to xg(x) > 0 in N0.
Moreover,
f(x)g(x) + g′(x) = α(x)β′(x) + ξ(x)β(x)
One has by notations of the preeding setion
F (x) =
∫ x
0
f(x)dx =
∫ x
0
ξ(t)
α(t)
dt− Logα(x)
eF (x) =
1
α(x)
e
∫
x
0
ξ(t)
α(t)
dt
u = φ(x) =
∫ x
0
eF (x)dx =
∫ x
0
1
α(x)
e
∫
x
0
ξ(t)
α(t)
dt
dx
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Then we dene g˜(u) = g(x)eF (x) = β(x)e
∫
x
0
ξ(t)
α(t)
dt
.
Moreover, a neessary and suient ondition of isohroniity is
g˜(u) =
X
1 + h(X)
where h(X) is an odd Urabe funtion. So, the ondition holds by Corollary 2-1
and from the derivative
dg˜
du
= α(x)β′(x) + ξ(x)β(x) =
d
dX
[
X
1 + h(X)
].
4.2 Redued Kukles systems
In this paragraph we apply preeding results to determine the monotoniity of
the period funtion of redued Kukles systems with a enter at the origin.
These systems orrespond to seond order dierential equations and an be
written as ubi systems under the form
(K)
{
x˙ = −y
y˙ = x+ a1x
2 + a2xy + a3y
2 + a4x
3 + a5x
2y + a6xy
2
depending on parameters ai, i = 1, 2, .., 6.
There are only four lasses of redued systems with a enter, two of them are
reversible systems. In the ase when the system symmetri with respet to the
x-axis, [R-S-T℄ proved that a2 = a5 = 0 is a neessary and suient ondition
for the redued system to have a enter. That is
(K0)
{
x˙ = −y
y˙ = x+ a1x
2 + a3y
2 + a4x
3 + a6xy
2.
They also obtain a non elementary rst integral and the bifuration diagram.
Although the problem of nding general onditions for the Kukles systems to
have a enter still yet unsolved.
(K0) is also related to our equation
(E) x¨+ f(x)x˙2 + g(x) = 0
with
f(x) = a3 + a6x, g(x) = x+ a1x
2 + a4x
3.
[S℄ interested in the monotoniity of the period funtion for system (K0) and
found some suient ondition but with restritive hypotheses.
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Corollary 4-2 Let the expression
SK0 = 10a
2
1 + 10a1a3 + 4a
2
3 − 9a4 − 6a6
(i) - If SK0 > 0 then the period funtion of (K0) is inreasing at 0.
(ii) - If SK0 < 0 then the period funtion of (K0) is dereasing at 0.
Indeed, this statement follows from Corollary 2-11 sine
S(f, g) = SK0 = 5g
′′2(0) + 10g′′(0)f(0) + 8f2(0)− 3g′′′(0)− 6f ′(0).
SK0 = 10a
2
1 + 10a1a3 + 4a
2
3 − 9a4 − 6a6.
Remark What it happens when SK0 = 0 ? It is wellknown the origin 0 is
never isohronous (exept for the linear ase) sine it is a weak enter of order
at most 3, [R-S-T℄. Moreover, a suh enter has a perturbation with at most 3
loal ritial periods.
We an see that in another manner thanks toMaple. Let us take again the proof
of Corollaries 2-10 and 2-11. We get from the relation whih onnets g˜(u) and
H(X)
g˜(4)(0) = g(4)(0)− 2f(0)g′′′(0)− f2(0)g′′(0) + 2f ′(0)g′′(0)−
7f(0)f ′(0) + f ′′(0) + 2f3(0) = −90H ′′3(0)
and
g˜′′(0) = g′′(0) + f(0) = −3H ′′(0)
Reall that g˜(x) = g(x)eF (x). After replaing we then obtain
g˜′′(0) = 2a1 + a3 = −3H ′′(0)
g˜(4)(0) = 24 a4 a3 + 12 a1 a6 + 12 a1 a3
2 + 15 a6 a3 + 3 a3
3−
3
(
6 a4 + 6 a1 a3 + 3 a6 + 3 a3
2
)
a3 − 3 (2 a1 + 2 a3 ) a6 + 3 (2 a1 + 2 a3 ) a3 2−
2
(
6 a4 + 6 a1 a3 + 2 a6 + 4 a3
2 − 2 (2 a1 + 2 a3 ) a3
)
a3−(2 a1 + a3 ) a6+(2 a1 + a3 ) a3 2−(
6 a4 + 6 a1 a3 + 2 a6 + 4 a3
2 − 2 (2 a1 + 2 a3 ) a3 − (2 a1 + a3 ) a3
)
a3−10/3 (2 a1 + a3 )3
= −90H ′′3(0) = 10
3
(2a1 + a3)
3
Simplifying the above expression one gets
ΣK02 = −
4
3
a3
3−22 a1 a3 2+1
3
(−120 a1 2 − 36 a4 − 21 a6) a3+4 a1 a6−80
3
a1
3 = 0
By the same way in onsidering g˜(5)(0) and its onnetion with derivatives of
the funtion H(X)
g˜(5)(0)− 630H ′′4(0) = −4 a3 4 + 8 a1 a3 3 + (22 a6 + 18 a4 ) a3 2 − 26 a1 a6 a3−
25
8 a6
2 − 70
9
(2a1 + a3)
4
One obtains another relation
ΣK03 = −4 a3 4 +
1
9
(72 a1 − 70) a3 3 + 1/9 (−420 a1 + 198 a6 + 162 a4 ) a3 2+
1
9
(−234 a1 a6 − 840 a1 2) a3 − 8 a6 2 − 560
9
a1
3.
Solving now SK0 = 0, ΣK02 = 0, one gets the following
(i) if a1a3 6= 0 and −4a1 + 3a3 6= 0 then
a6 = −(2/3)(53a1a
2
3 + 40a
3
1 + 10a
3
3 + 80a
2
1a3)
(−4a1 + 3a3) ,
a4 = (2/9)
(20a31 + 75a
2
1a3 + 60 ∗ a1a23 + 16a33)
(−4a1 + 3a3)
(ii) if a1 = 0, a3 = 0 then
a4 = −1
3
a6.
Moreover, the system of three equations
SK0 = 0, ΣK02 = 0, ΣK03 = 0
has only the trivial solution a1 = a3 = a4 = a6 = 0 orresponding to the linear
isohrone.
4.3 A ubi system
Cubi systems with non homogeneous singularities take the following form
{
x˙ = −y + b1x2 + b2y2 + b3xy + b4x3 + b5x2y + b6xy2 + b7y3
y˙ = x+ a1x
2 + a2y
2 + a3xy + a4x
3 + a5yx
2 + a6xy
2 + a7y
3
In polar oordinates this system may be written under the form
(C∗)
{
r˙ = r2(R3 sin 3θ +R1 sin θ) + r3(R4 sin 4θ +R2 sin 2θ)
θ˙ = 1 + r(R3 cos 3θ + r1 cos θ) + r
2(R4 cos 4θ +R2 cos 2θ + r0)
Pleshkan studied systems with homogeneous singularities and an isohronous
enter at 0. He proved that there are only four dierent lasses of suh systems.
Chavarriga and Garia ([C-S℄ set. 12) onsidered ubi reversible systems of
the form above (C∗).
They ompletely lassied the ase R3 = 0. More preisely, they proved that
suh systems with an isohronous enter at 0 and verifying R3 = 0 and R4 6= 0
an be brought to one of the Pleshkan ubi homogeneous systems, denoted by
(S∗1 ), (S
∗
2 ), (S
∗
3 ) or (S
∗
4 ) (in using their terminology). The remainig ase R3 6= 0
26
still open. There are only few examples of suh systems verifying R3 6= 0.
Garia onsidered families of isohrone reversible ubi systems of the form (see
[G℄ p 108)
{
x˙ = −y + (2− r1 +R1)xy + (3R4 + 2R2 − r2 − r0)x2y + (r2 − r0 −R4)y3
y˙ = x+ (1 + r1)x
2 + (R1 − 1)y2 + (R4 + r0 + r2)x3 + (r0 + r2 + 2R2 − 3R4)xy2
where R1, R2, R3, R4, r0, r1 and r2 are the oeients dened in (C∗) satisfying
the ondition r2 − r0 −R4 = 0.
Let us onsider the following ubi system depending on ve parameters.
We will give neessary and suients onditions so that (C) has an isohronous
enter
(C)
{
x˙ = −y + bx2y
y˙ = x+ a1x
2 + a3y
2 + a4x
3 + a6xy
2
depending on real parameters b, a1, a3, a4, a6.
Here
4R3 = a1 − a3.
This system having a enter at the origin 0. Moreover, we establish neessary
and suient onditions so that this enter is isohronous and no additional
ondition on these oeients is required.
More preisely, using our algorithm above we shall prove that System (C)
possesses only four lasses of isohrone systems. In partiular, we produe
examples of ubi reversible systems verifying R3 6= 0 with an isohronous
enter at 0. The following result improves the study of ubi reversible systems
started by Garia, [G℄, p 108.
Theorem 4-3 Let us onsider the expression
SC = 20a
2
1 + 20a1a3 + 8a
2
3 − 18a4 − 6a6 + 6b
(i) - If SC > 0 then the period funtion of (C) is inreasing at 0.
(ii) - If SC < 0 then the period funtion of (C) is dereasing at 0.
(iii) - The system (C) has an isohronous enter at 0 if and only if it redues
to the one of the following
(I) a4 = −(2/3)b, a1 = 0, a3 = 0, a6 = 3b, b = b
(II) a1 = 0, a3 = 0, a6 = b, a4 = 0, b = b
(III) a4 = (1/14)a
2
3, a6 = (3/7)a
2
3, b = (1/7)a
2
3, a1 = −(1/2)a3, a3 = a3
(IV ) a6 = a
2
3, a4 = 0, b = (1/2)a
2
3, a1 = −(1/2)a3, a3 = a3.
Proof The system (C) is equivalent to Equation
(E) x¨+ f(x)x˙2 + g(x) = 0
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with
f(x) =
a3 + a6x+ 2bx
1− bx2 , g(x) = (x+ a1x
2 + a4x
3)(1 − bx2).
We will apply preeding methods of Corollaries 4 and 5.
Indeed, a alulus gives the following
eF (x) = e
−1/2
ln(−1+bx2)a6
b
−ln(−1+bx2)+ a3 arctanh(
√
bx)√
b
g˜(u) =
(
x+ a1 x
2 + a4 x
3
) (
1− bx2) e−1/2 ln(−1+bx
2)a6
b
−ln(−1+bx2)+ a3 arctanh(
√
bx)√
b
where
du
dx = e
F (x).
g˜(u) = − (x+ a1 x2 + a4 x3) e−1/2
ln(−1+bx2)a6
b
+
a3 arctanh(
√
bx)√
b
Reall by Corollary 2-11
SC = 5g˜
′′2(0)− 3g˜′(0)g˜′′′(0) = 5[g′′(0) + f(0)]2 − 3[g′′′(0) + 2f ′(0)− f2(0)]
= 5g′′2(0) + 10g′′(0)f(0) + 8f2(0)− 3g′′′(0)− 6f ′(0)
So, we evaluate the expression
SC = A =
(
20 a1
2 + 20 a1 a3 + 8 a3
2 − 18 a4 − 6 a6 + 6 b
)
We thus prove part (i) and (ii) of Theorem 4-3.
Now, in order to prove part (iii), we need to alulate the next derivatives of
g˜(u).
It yields respetively after simpliation and thanks to Maple
g˜(4)(0) = −16 ba1 − 12 a3 a4 + 4 a3 b+ 4 a1 a6 − 2 a1 a3 2 − 7 a3 a6 + 2 a3 3
g˜(5)(0) = −120 ba4 + 80 ba1 a3 + 16 b2 − 8 ba6 + 30 a3 2a4
−8 a6 2 − 10 a3 2b+ 10 a3 3a1 + 29 a3 2a6 − 6 a3 4 − 30 a3 a1 a6 ,
and so on.
On the other hand, another alulation yields (see also the remark following
Corollary 2-10)
g˜(4)(0) = 3780 h′′′(0)(h′(0)) + 945 (h′(0))4,
g˜(5)(0) = −1800 h′′′(0)− 105 (h′(0))3, ...
After identiation and thanks to Maple we nd only four (real) solutions (the
details will be given in Appendie 2)
(I) a4 = −(2/3)b, a1 = 0, a3 = 0, a6 = 3b, b = b
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(II) a1 = 0, a3 = 0, a6 = b, a4 = 0, b = b
(III) a4 = (1/14)a
2
3, a6 = (3/7)a
2
3, b = (1/7)a
2
3, a1 = −(1/2)a3, a3 = a3
(IV ) a6 = a
2
3, a4 = 0, b = (1/2)a
2
3, a1 = −(1/2)a3, a3 = a3
Case (I). Indeed, the following system
(CI)
{
x˙ = −y + 13a6x2y
y˙ = x− 29a6x3 + a6xy2
orresponds to Equation (E) of the form
x¨+
5a6x
3− a6x2 x˙
2 + (x− 2
9
a6x
3)(1− a6
3
x2) = 0.
This equation has an isohronous enter at 0 sine the orresponding funtions
f(x) =
5a6x
3− a6x2 , g(x) = (x−
2
9
a6x
3)(1 − a6
3
x2)
are odd and are suh that
f(x)g(x) + g′(x) =
5
3
a6x(x − 2
9
a6x
3) +
(
1− 2
3
a6 x
2
)(
1− 1
3
a6 x
2
)
−2
3
(
x− 2
9
a6 x
3
)
a6 x
=
5
3
a6x(x − 2
9
a6x
3)1− 5
3
a6 x
2 +
10
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a6
2x4 = 1
Then, by Corollary 2-7 System (CI) is isohrone. Notie that (CI) is denoted by
(S∗3 ) in the lassiation of isohronous homogenous ubi systems of Pleshkan.
Case (II). In this ase (C) redues to
(CII)
{
x˙ = −y + a6x2y
y˙ = x+ a6xy
2
whih orresponds to Equation (E) of the form
x¨+
3a6x
1− a6x2 x˙
2 + (x − a6x3) = 0.
This equation has an isohronous enter at 0 sine the orresponding funtions
f(x) =
3a6x
1− a6x2 , g(x) = (x − a6x
3)
are odd and
f(x)g(x) + g′(x) = 3a6x2 − 3a6x2 + 1 = 1,
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then by Corollary 2-7 (CII) is isohrone.
In fat, (CII) is a (trivial) ubi reversible degenerated system, i.e. R3 = R4 = 0,
(see Theorem 8.11 of [G℄). Moreover, the hange z = y2 transforms (CII) into
the linear dierential equation
(−1 + a6x2)dz
dx
= 2x+ 2a6xz.
It gives immediately a rational rst integral and a transversal ommuting sys-
tem.
The remaining ases are more instrutive beause they satisfy the ondition
R3 6= 0 ( R3 = 0 being ompletely solved for ubi polynomial systems, [G℄).
Case (III). In this ase (C) redues to
(CIII)
{
x˙ = −y + 17a23x2y
y˙ = x+ −12 a3x
2 + a3y
2 + 114a
2
3x
3 + 37a
2
3xy
2
(CIII) orresponds to Equation (E) of the form
x¨+
a3 + (5/7)a
2
3x
1− (1/7)a23x
x˙2 + (x − (1/2)a3x2 + (1/14)a23x3)1 − (1/7)a23x = 0.
Following Chavarriga this system has an isohronous enter at 0.
Case (IV ). In this ase (C) redues to
(CIV )
{
x˙ = −y + 12a23x2y
y˙ = x+ −12 a3x
2 + a3y
2 + a23xy
2
(CIV ) orresponds to Equation (E) of the form
x¨+
a3 + 2a
2
3x
1− (1/2)a23x
x˙2 + (x− (1/2)a3x2)(1 − (1/2)a23x) = 0.
Following Garia (family A, p.109) (CIV ) posseses two invariant algebrai urves
and a rst integral and a linearized hange of variables. Thus, (CIV ) is an
isohrone system.
Corollary 4-4 Under the hypothesis R3 6= 0 (i.e. a1 6= a3) the system
(C)
{
x˙ = −y + bx2y
y˙ = x+ a1x
2 + a3y
2 + a4x
3 + a6xy
2
has an isohronous enter at 0 if and only it an be redued to the one of the
following
(CIII)
{
x˙ = −y + 17a23x2y
y˙ = x+ −12 a3x
2 + a3y
2 + 114a
2
3x
3 + 37a
2
3xy
2
(CIV )
{
x˙ = −y + 12a23x2y
y˙ = x+ −12 a3x
2 + a3y
2 + a23xy
2
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5 Appendie 1
Equation (E)
x¨+ f(x)x˙2 + g(x) = 0
an be solved by use rstly a redution of the order by the hange
x˙ = p, x˙ = p
dp
dx
.
The obtained rst order equation an be solved in using the integrating fator
µ(x) = e
2
∫
x
0
f(s)ds
.
Let us onsider the ase
f(x) =
−λx
1 + λx2
, g(x) =
α2x
1 + λx2
then µ(x) = 11+λx2 .
Equation (E) may be dedued from the assoiated Lagrangian whih is
L =
1
2
(
1
1 + λx2
)(x′2 − α2x2).
The Lagrangian density L = 12 ( 11+λφ2 )(∂µφ∂µφ−m2φ2) appears in some models
of quantum eld theory.
The one dimensional Shrodinger equation involving the potential
x2
1+λx2 was
onsidered as an example of anharmoni osillator, see [L-R℄ for more details.
In order to know the growth of the period funtion we will apply Lemma 1
whih transforms (E)
x¨+
−λx
1 + λx2
x˙2 +
α2x
1 + λx2
= 0
to a onservative system
u˙ = v, v˙ = −g˜(u)
where
g˜(u) = α2
sinhu
(coshu)3
.
On the other hand, sine the funtions f and g are odd (and as well as g˜(u))
we may apply Corollary 2-5 to assert that
x[g(x)φ′(x)φ(x)g′(x) − φ(x)g(x)f(x)]
has a minimum at 0 if and only if T is an inreasing funtion.
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6 Appendie 2: Complement of the proof of The-
orem 4-3
Let the funtions
f(x) =
a3 + a6x+ 2bx
1− bx2 , g(x) = (x + a1x
2 + a4x
3)(1− bx2)
where g˜(u) = X1+h(X) . The odd funtion h(X) may be written
h(X) = dX + eX3 + cX5 + kX7 + ...
One nd the two next derivatives of g˜(u)
g˜(6)(0) = −144 a3 b2 + 1080 ba4 a3 + 272 b2a1 − 46 a1 a6 2 − 90 a3 3a4
−30 a3 a4 a6 + 44 ba1 a6 − 400 a3 2ba1 + 208 a3 2a1 a6 + 92 a3 ba6
+24 a3
5 + 97 a3 a6
2 + 30 a3
3b− 52 a3 4a1 − 146 a3 3a
g˜(7)(0) = −1540 a33a1 a6 + 2240 a3 3ba1 + 308 a3 5a1 + 294 a3 4a4 − 98 a3 4b
−272 b3 − 3808 b2a1 a3 − 560 a3 ba1 a6 + 874 a3 4a6 + 504 a3 2a4 a6
−8400 ba4 a3 2 − 880 a3 2ba6 + 840 a3 a1 a6 2 − 120 a3 6 + 104 a6 3 + 1120 a3 2b2
−969 a3 2a6 2 − 72 b2a6 + 3696 b2a4 − 168 a4 a6 2 + 240 ba6 2 + 1512 ba4 a6
On the other hand, the relation between g˜(u) and h(X) gives
g˜(6)(0) = −840 c− 11340 ed2 − 10395 d5
g˜(7)(0) = 30240 dc+ 135135 d6 + 207900 d3e+ 11340 e2.
Finally, the identiation yields the four solutions
(CI) a6 = 3b, a4 = −(2/3)b, a1 = 0, a3 = 0, h(X) ≡ 0
(CII) a6 = b, a1 = 0, a3 = 0, a4 = 0, k = 0, h(X) ≡ 0
(CIII) b = (1/7)a
2
3, a6 = (3/7)a
2
3, a1 = −(1/2)a3, a4 = (1/14)a23, h(X) = (1/3087)a73X7+...
(CIV ) a1 = −(1/2)a3, a6 = a23, b = (1/2)a23, a4 = 0, h(X) = (1/72)a73X7 + ...
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