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We establish optimal gradient estimates in Orlicz space for a non-
homogeneous elliptic equation of higher order with discontinuous
coeﬃcients on a nonsmooth domain. Our assumption is that for
each point and for each suﬃciently small scale the coeﬃcients
have small mean oscillation and the boundary of the domain is suf-
ﬁciently close to a hyperplane. As a consequence we prove the clas-
sical Wm,p , m = 1,2, . . . , 1 < p < ∞, estimates for such a higher
order equation. Our results easily extend to higher order elliptic
and parabolic systems.
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1. Introduction
In this paper we consider a nonhomogeneous elliptic equation of higher order in divergence form
with discontinuous coeﬃcients in a very irregular domain. The purpose is to ﬁnd a reasonable answer
to what might be the weakest smoothness of the coeﬃcients and the lowest level of regularity on the
boundary under which we have the same regularity between the maximum order derivatives of the
weak solution and the nonhomogeneous term in the setting of Orlicz space.
Orlicz space was ﬁrst introduced by Birnbaum and Orlicz in [3] as a generalization of the Lp spaces.
Since then this space has been one of important functional frames in the mathematical analysis, and
especially in real and harmonic analysis. Orlicz space is also an appropriate substitute for L1 space
when L1 space does not work. When it comes to the Calderón–Zygmund type estimates for elliptic
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terpart of the Calderón–Zygmund type estimates in the setting of Orlicz space and is not surprising
that there have been recently many research activities on the regularity theory in Orlicz space, see
[4,10,11,16,17,24,34–36], for the purpose of ﬁnding a natural extension of the Lp regularity for the
related partial differential operators. We refer to monographs [2,22,29], for more details concerning
Orlicz spaces and their applications.
The Lp estimates play a very important role in the theory of partial differential equation, and are
the basic for the existence, uniqueness, and regularity of the solutions. There have been regularity
results on the Lp estimates for partial differential equations of higher order, see [4,7,9,12,25,26,35],
such results are still less known than those for partial differential equations of second order. Recently
the authors in [4,7] consider parabolic equations and systems of fourth order with discontinuous co-
eﬃcients in nonsmooth domains, to obtain W 2,p estimate and its counterpart in the setting of Orlicz
space, respectively. The main approach used there is the so-called maximal function free technique,
which was ﬁrst introduced by E. Acerbi and G. Mingione in their paper [1] and highly inﬂuenced later
a series of works [4,7,34–36]. This approach works well even when a related operator is nonlinear
in the gradient as we have seen in [1]. On the other hand it does need an approximation argument
to justify a priori estimates and reach the general case, which sometime makes a complete proof to
be relatively very technical and delicate, in particular, treating a global estimate on very irregular
domains as we have seen in the works in [4,7].
Because of the linearity of the present problem, we revisit a maximal function technique which
has been introduced in [8] and later extended to cover various cases with bad dependence on the
coeﬃcients and on irregular domains as for instances in the series of papers [5,6,17], to ﬁnd a direct
and elementary proof for some optimal regularity results for an elliptic equation of 2mth order in the
setting of Orlicz spaces.
Before ending this section we would like to mention several important issues in this paper. First,
this present work is concerned with the regularity theory for higher order equations in nonsmooth
domains although some results are natural extension of known techniques. The domain is rough and
beyond the Lipschitz category, and so the present geometric setting does not ﬁt well in the other
methods, including sharp maximal function method used in [20,23] and maximal function free tech-
nique used in [1]. Second, the approach in [4–7] is based on weak compactness. Here we use the
reverse Hölder inequality which gives a better regularity of solutions, which in fact can compensate
the lack of compactness of weak solutions, and so the present approach can be applied to a more
general setting that the coeﬃcient is an arbitrary L∞ function in one direction where any compact-
ness fails. Third, as of our earlier works in [4–7], the argument in this paper is nonlinear and so the
approach here can cover highly nonlinear problems. Finally, our argument is a regularity theory, i.e.,
we directly prove the integrability of the solution, comparing from the a priori estimates as in [1,20,
23].
2. Results
We ﬁrst introduce functional and geometric notations, as follows.
(1) α = (α1, . . . ,αn) is a multi-index with nonnegative integer components and |α| = α1 + · · · + αn ,
(Dαu)(x) = (Dα11 · · · Dαnn u)(x) = (∂α1x1 · · · ∂αnxn u)(x).
(2) k is a nonnegative integer and Dku(x) = {Dαu(x): |α| = k} with |Dku(x)|2 =∑|α|=k |Dαu(x)|2.
(3) Br = {x ∈Rn: |x| < r} is an open ball in Rn with center 0 and radius r > 0, Br(y) = Br + y, B+r =
Br ∩ {x ∈ Rn: xn > 0}, B+r (y) = B+r + y, Tr = {x ∈ Br: xn = 0} and Tr(y) = Tr + y, Ωr = Ω ∩ Br ,
Ωr(y) = Ω ∩ Br(y), ∂Ω is the boundary of Ω , ∂wΩr = ∂Ω ∩ Br is the wiggled part of ∂Ωr .
With the above notations, here and in the sequel we always use summation convention over repeated
indices. In this paper we consider the following Dirichlet problem for an elliptic equation of 2mth
order in divergence form
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Dα
(
Aαβ(x)D
βu(x)
)= Dα fα(x) in Ω,∣∣Dku(x)∣∣= 0 on ∂Ω, (2.1)
for multi-indices α,β with |α| = |β| = m and k = 0,1,2, . . . ,m − 1. Here Ω is a bounded domain
in Rn , f = { fα :Ω → R: |α| =m} is a given tensor matrix-valued function satisfying |f|2 ∈ Lφ(Ω) for
an associated Young function φ satisfying some doubling type conditions, 2 and ∇2, see Deﬁni-
tions 2.3 and 2.6, respectively. The tensor coeﬃcients Aαβ are assumed to be uniformly bounded and
satisfy the uniformly elliptic condition; that is,
‖Aαβ‖L∞(Rn)  c0 (2.2)
and
Aαβ(x)ξ
αξβ  c1|ξ |2 (2.3)
for almost every x ∈ Rn , for every tensor matrix ξ = {ξα: |α| = m} and for some positive constants
c0, c1. Hereafter we always assume that the coeﬃcients Aαβ satisfy (2.2) and (2.3).
We now introduce some deﬁnitions and remarks regarding Orlicz space.
Deﬁnition 2.1. A function φ : [0,∞) → [0,∞) is said to be a Young function if φ is nondecreasing,
convex, and satisﬁes
φ(0) = 0, lim
t→+∞φ(t) = +∞, limt→0+
φ(t)
t
= 0, lim
t→+∞
φ(t)
t
= +∞.
Given a bounded open set Ω in Rn and a Young function φ, the Orlicz class Kφ(Ω) is the set of all
measurable functions f : Ω →R satisfying
∫
Ω
φ
(∣∣ f (x)∣∣)dx< +∞.
The Orlicz space Lφ(Ω) is deﬁned to be the linear hull of Kφ(Ω); that is, the smallest linear
space (under pointwise addition and scalar multiplication) containing Kφ(Ω). The Luxemburg norm
‖ f ‖Lφ = inf{λ > 0:
∫
Ω
φ(| f (x)|/λ)dx 1} is well-deﬁned as a norm (up to equal almost everywhere)
on Lφ(Ω), see p. 78 in the book [22].
Remark 2.2. The Orlicz space Lφ(Ω) is a Banach space with respect to the Luxemburg norm, see
p. 268 in the book [2].
Deﬁnition 2.3. A Young function φ is said to satisfy the global 2 condition, denoted by φ ∈ 2, if
there exists τ > 0 such that
φ(2t) τφ(t) for all t  0.
Remark 2.4. φ ∈ 2 if and only if for a > 1, there exists a τ = τ (a) > 0 such that φ(at)  τφ(t) for
t  0.
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(1) Kφ(Ω) = Lφ(Ω),
(2) C∞0 (Ω) is dense in Lφ(Ω).
Deﬁnition 2.6. A Young function φ is said to satisfy the global ∇2 condition, denoted by φ ∈ ∇2, if
there exists σ > 1 such that for all t > 0,
φ(t) φ(σ t)
2σ
.
Hereafter a given Young function is always assumed to satisfy both 2 and ∇2 conditions, denoted
by φ ∈ 2 ∩ ∇2. This 2 ∩ ∇2 condition ensures that a Young function φ grows neither too fast nor
too slow. For example, φ(t) = exp t2 is ruled out since it does not satisfy 2 condition. On the other
hand φ(t) = t ln(1 + t) is also ruled out because this Young function does not satisfy ∇2 condition.
We would like to point out that this 2 ∩∇2 condition is unavoidable for the type of regularity under
consideration, see [34].
Lemma 2.7. (See [4,34–36].) Let φ be a Young function satisfying φ ∈ 2 ∩ ∇2 . Then we have
Lα1(Ω) ⊂ Lφ(Ω) ⊂ Lα2(Ω) ⊂ L1(Ω)
for some α1  α2 > 1.
Remark 2.8. We would like to point out that Orlicz space generalizes Lp spaces (p > 1) in the sense
that if we take φ(t) = t p , t  0, then φ is a Young function with φ ∈ 2 ∩ ∇2, and so, for this special
case,
Lφ(Ω) = Lp(Ω).
Now we return to our problem (2.1). Solutions of (2.1) are taken in the weak sense. We use the
following classical deﬁnition of a weak solution.
Deﬁnition 2.9. We say that u ∈ Hm0 (Ω) is a weak solution of (2.1) if we have∫
Ω
AαβD
βuDαϕ dx =
∫
Ω
fαD
αϕ dx
for all ϕ ∈ Hm0 (Ω).
By Lax–Milgram theorem, it is easy to show that there exists a unique weak solution for the
Dirichlet problem (2.1) with the estimate
∥∥∣∣Dmu∣∣2∥∥L1(Ω)  c(1+ ∥∥|f|2∥∥L1(Ω))
for some positive constant c = c(c0, c1,m,n,Ω). The classical question on the Wm,p regularity is that
what is the weakest condition on Aαβ and the lowest level of geometric condition on ∂Ω under
which we have
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L
p
2 (Ω)
 c
(
1+ ∥∥|f|2∥∥
L
p
2 (Ω)
)
(2.4)
for each p > 2. Now we want to generalize this classical question as follows. What is the weakest
condition on Aαβ and the lowest level of geometric condition on ∂Ω under which we have
∥∥∣∣Dmu∣∣2∥∥Lφ(Ω)  c(1+ ∥∥|f|2∥∥Lφ(Ω)) (2.5)
for each Young function φ? Needless to say, the question on the Wm,p estimate like (2.4) is a special
case of Wm,φ estimate like (2.5), as one can take φ(t) = t p2 , p > 2. Based on the work in [34], our
Young function φ is assumed to satisfy 2 ∩ ∇2.
In the same spirit as in [4–7] we will use the small BMO condition on the discontinuous tensor
coeﬃcients Aαβ . Since John and Nirenberg ﬁrst introduced the BMO space in their paper [18], this
BMO space has been one of most signiﬁcant function spaces in the area of regularity theory for
partial differential operators with discontinuous coeﬃcients, see [5,6,20,23]. A natural background for
discontinuous coeﬃcients is concerned with W 1,n , VMO and BMO, see [18,31]. We would like to
point out that W 1,n is strictly contained in VMO. This VMO is strictly contained in BMO with small
semi-norms which is the class under consideration, as follows.
Deﬁnition 2.10. The coeﬃcients Aαβ are (δ, R)-vanishing if we have
sup
0<rR
sup
y∈Rn
−
∫
Br(y)
∣∣Aαβ(x) − Aαβ Br(y)∣∣2 dx δ2,
where
Aαβ Br(y) = −
∫
Br(y)
Aαβ(x)dx = 1|Br(y)|
∫
Br(y)
Aαβ(x)dx
is the integral average of Aαβ over Br(y).
A Lipschitz domain with small Lipschitz constants is on the borderline between nonsmooth do-
mains and smooth domains. A natural extension of a Lipschitz domain with small Lipschitz constants
is a δ-Reifenberg domain which is the domain under consideration.
Deﬁnition 2.11. We say that Ω is (δ, R)-Reifenberg ﬂat if for every x ∈ ∂Ω and every r ∈ (0, R], there
exists a coordinate system {z1, . . . , zn}, which can depend on r and x so that x = 0 in this coordinate
system and that
Br(0)∩ {zn > δr} ⊂ Br(0)∩Ω ⊂ Br(0)∩ {zn > −δr}.
Remark 2.12. We remark that in the above deﬁnitions one can assume R = 1 or any other constant,
like 48 in this paper, by dilation and scaling of the problem (2.1). On the other hand δ is invariant
under such dilation and scaling.
A Reifenberg ﬂat set was ﬁrst introduced by Reifenberg in [30] where the author showed that
it is locally a topological disk if δ is suﬃciently small. It exhibits minimal geometric properties for
some natural properties in geometric analysis to hold, see [30,33]. We remark that an interior -
neighborhood of a (δ, R)-Reifenberg ﬂat domain is a Lipschitz domain for small  > 0 provided δ > 0
is so small that the domain is a W 1,p extension domain, see [6]. On the other hand a Lipschitz
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to [6,15,30,33], for more details about Reifenberg domains.
Let us state the main result of this paper.
Theorem 2.13. Let φ be a Young function satisfying φ ∈ 2 ∩ ∇2 and m be a positive integer. Then there exist
a small δ = δ(c0, c1,m,n, φ) > 0 and a constant c = c(c0, c1,m,n, φ,Ω) > 0 such that if Aαβ are (δ, R)-
vanishing, Ω is (δ, R)-Reifenberg ﬂat and |f|2 ∈ Lφ(Ω), then the unique weak solution u of the problem (2.1)
satisﬁes
∣∣Dmu∣∣2 ∈ Lφ(Ω)
with the estimate ∫
Ω
φ
(∣∣Dmu∣∣2)dx c(1+ ∫
Ω
φ
(|f|2)dx). (2.6)
Remark 2.14. As a corollary of the above theorem, one can directly derive the global Wm,p regularity
by setting φ(t) = t p2 for p > 2. The case p = 2 is classical. On the other hand the case 1 < p < 2 is
recovered by a duality. We also remark that our result in Theorem 2.13, needless to say, covers the
early results in [4,5,17]. In [5,17] the case m = 1 is considered while the case m = 2 is in [4].
We would like to point out that the approach used here can be applied to elliptic and parabolic
systems of 2mth order for m 1 for similar results.
3. Preliminary lemmas
In this short section we record two Harmonic Analysis tools which will be mainly used in this pa-
per. They are Hardy–Littlewood maximal function and Krylov–Safonov type covering argument which
will play key roles in obtaining the estimate (2.6) for the Dirichlet problem (2.1).
Deﬁnition 3.1. Let f be a locally integrable function. Then
(M f )(x) = sup
r>0
−
∫
Br(x)
| f |dy = sup
r>0
1
|Br(x)|
∫
Br(x)
| f |dy
is called the Hardy–Littlewood maximal function of f . We also use
MΩ f =M(χΩ f )
if f is not deﬁned outside Ω , where χ is standard characteristic function on Ω . We will drop the
index Ω if Ω is understood in the context.
Lemma 3.2. (See [32].) If f ∈ L1(Rn), we have for every t > 0,
∣∣{x ∈Rn: (M f )(x) > t}∣∣ c
t
∫
Rn
| f |dx
for some constant c being independent of f . This inequality is called a weak 1–1 estimate.
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and assume that there exists an  > 1 such that
(1) |C | < |B1| and
(2) for every x ∈ C and for all r ∈ (0,1] with |C ∩ Br(x)| |Br(x)|,
Br(x) ∩Ω ⊂ D.
Then
|C | (10/[1− δ])n|D|.
4. Global gradient estimates in Orlicz space
In this section we essentially obtain the global gradient estimate for the weak solution to the
problem (2.1) in the setting of Orlicz space. We begin with interior estimates under the assumption
that the coeﬃcients Aαβ are (δ, R)-vanishing. For simplicity we take R = 6 and suppose that the
coeﬃcients Aαβ are (δ,6)-vanishing with Ω ⊃ B6 and consider
Dα
(
AαβD
βu
)= Dα fα in B6. (4.1)
Weak solution of (4.1) for interior estimates is deﬁned as follows.
Deﬁnition 4.1. We say that u ∈ Hm(B6) is a weak solution of (4.1) if∫
B6
AαβD
βuDαϕ dx =
∫
B6
fαD
αϕ dx
for any ϕ ∈ Hm0 (B6).
With the above deﬁnition and via a similar argument which will be used later for boundary esti-
mates, one can ﬁnd the following property.
Lemma 4.2. There is a universal constant a1 > 1 so that for 0 <  < 1 ﬁxed, there exists a small constant
δ = δ() > 0 such that if u ∈ Hm(B6) is a weak solution of (4.1) in Ω ⊃ B6 with
−
∫
B6
|Aαβ − Aαβ B6 |2 dx δ2
and
{
x ∈ B1: M
(∣∣Dmu∣∣2)(x) 1}∩ {x ∈ B1: M(|f|2)(x) δ2} = ∅, (4.2)
then we have
∣∣{x ∈ Ω: M(∣∣Dmu∣∣2)(x) > a21}∩ B1∣∣ |B1|.
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of completeness. For simplicity we denote by c a universal constant which depends on c0, c1,m,n in
this proof. In view of (4.2) we ﬁnd
−
∫
B6
∣∣Dmu∣∣2 dx c and −∫
B6
|f|2 dx cδ2.
Now we let w ∈ Hm(B6) be the weak solution of
Dα
(
AαβD
βw
)= 0 in B6
with the boundary condition w − u ∈ Hm0 (B6), and then take v ∈ Hm(B5) be the weak solution of
Dα
(
Aαβ B6D
β v(x)
)= 0 in B5
with the boundary condition v − w ∈ Hm0 (B5). Then as demonstrated in the proof of Lemma 4.11 one
can obtain
−
∫
B4
∣∣Dm(u − v)∣∣2 dx cδ2,
and
{
x ∈ B1: M
(∣∣Dmu∣∣2)> a21}⊂ {x ∈ B1: MB4(∣∣Dm(u − v)∣∣2)> c}
for some c = c(c0, c1,m,n) > 0. Hence∣∣{x ∈ B1: M(∣∣Dmu∣∣2)> a21}∣∣ ∣∣{x ∈ B1: MB4(∣∣Dm(u − v)∣∣2)> c}∣∣
 c −
∫
B4
∣∣Dm(u − v)∣∣2 dx
 cδ2 = |B1|,
by taking δ = δ() > 0 so that the last identity above holds true. 
We now return to boundary estimates under the assumption that the coeﬃcients Aαβ are (δ, R)-
vanishing and the domain Ω is (δ, R)-Reifenberg ﬂat. We take R = 8 localize our interest into the
case that
B+6 ⊂ Ω6 ⊂ {x ∈ B6: xn > −12δ}. (4.3)
Then we consider {
Dα
(
Aαβ(x)Dβu(x)
)= Dα fα(x) in Ω6,∣∣Dku(x)∣∣= 0 on ∂wΩ6, (4.4)
and its homogeneous problem
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Dα
(
Aαβ(x)Dβw(x)
)= 0 in Ω6,∣∣Dk(w − u)∣∣= 0 on ∂Ω6, (4.5)
where u is a weak solution of (4.4) under consideration. We then refer to a limiting problem
{
Dα
(
Aαβ B+6
Dβ v(x)
)= 0 in B+5 ,∣∣Dkv(x)∣∣= 0 on T5. (4.6)
Here k = 0,1, . . . ,m− 1.
We now introduce the zero extension of a function in Hm .
Deﬁnition 4.3. If a function υ is deﬁned on a bounded domain U in Rn , let υ¯ denote the zero
extension of υ to the complement Uc of U . That is,
υ¯(x) =
{
υ(x) if x ∈ U ,
0 if x ∈ Uc.
In this paper we often use the zero extension with the following well-known property. We refer
to Lemma 3.27 of [2].
Lemma 4.4. Let υ ∈ Hm0 (U ). If |α|m, then Dαυ¯ = Dαυ in the weak sense. Hence υ¯ ∈ Hm(Rn).
Weak solution for boundary estimates is deﬁned as follow.
Deﬁnition 4.5.
(i) u ∈ Hm(Ω6) is a weak solution of (4.4) if∫
Ω6
Aαβ(x)D
βu(x)Dαϕ(x)dx =
∫
Ω6
fα(x)D
αϕ(x)dx (4.7)
for all ϕ ∈ Hm0 (Ω6) and the zero extension u¯ of u to B6 from Ω6 is in Hm(B6).
(ii) v ∈ Hm(B+5 ) is a weak solution of (4.6) if∫
B+5
Aαβ(x)D
β v(x)Dαϕ(x)dx = 0
for all ϕ ∈ Hm0 (B+5 ).
Remark 4.6. We would like to point out that it follows from Lemma 4.4 that the zero boundary
condition in (4.4) guarantees that u is in Hm(B6).
For the sake of convenience and clarity, we employ the letter c through this section to denote any
constant which can be explicitly computed in terms of known quantities such as c0, c1, m, n and the
geometry of related domain. We need the following Lipschitz regularity up to the ﬂat boundary for
the limiting problem (4.6) with constant coeﬃcients in half balls. We refer to Lemma 3.2 of [14].
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∥∥Dmv∥∥2L∞(B+4 )  c −
∫
B+5
∣∣Dmv∣∣2 dx.
We will use the following improved higher integrability which is based on reverse Hölder’s in-
equality.
Lemma 4.8. Let w ∈ Hm(Ω6) be a weak solution of (4.5) with the assumption
−
∫
Ω6
∣∣Dmu∣∣2 dx 1.
Suppose that (4.3) holds and that Aαβ satisfy
−
∫
B+6
|Aαβ − Aαβ B+6 |
2 dx δ2. (4.8)
Then |Dmw| ∈ L2+0(Ω5) with the estimate
−
∫
Ω5
∣∣Dmw∣∣2+0 dx c
for some positive constant 0 = 0(c0, c1,m,n).
Proof. Let w ∈ Hm(Ω6) be a weak solution of (4.5) and let w¯ be the zero extension of w . Then by
Deﬁnition 4.5, w¯ ∈ Hm(B6). For each x ∈ B6 and for each r > 0 with B2r(x) ⊂ B6, we claim that
(
−
∫
Br(x)
∣∣Dmw¯∣∣2 dx) 12  c( −∫
B2r(x)
∣∣Dmw¯∣∣ 2nn+2 dx) n+22n . (4.9)
To do this, it suﬃces to consider the following 3 cases:
(1) Br(x)Ω6,
(2) Br(x) B6 \Ω6,
(3) Br(x)∩ ∂wΩ6 = ∅.
Case (1): We select a smooth cut-off η ∈ C∞0 (B2r(x)) satisfying η = 1 on Br(x) and 0 η 1, and take
ϕ = η2mw as a test function in Deﬁnition 4.5. Then it follows from Cacciopoli’s type inequality that∫
Br(x)
∣∣Dmw∣∣2 dx c ∑
γ<α
∫
B2r(x)
∣∣Dγ (w¯ − Pm−1)∣∣2 dx,
where γ is a multi-index, c = c(α,γ ,m), and Pm−1 = Pm−1(x, r,w) is a polynomial of degree m−1
satisfying some additional condition, see pp. 79–80 in [13]. Since w = w¯ in Br(x), it follows from
Poincaré’s inequality that
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∫
Br(x)
∣∣Dmw¯∣∣2 dx) 12  c( −∫
B2r(x)
∣∣Dm w¯∣∣ 2nn+2 dx) n+22n .
Case (2): Since w¯ is the zero extension of w and Br(x) B6 \Ω6, we see that
−
∫
Br(x)
∣∣Dmw¯∣∣2 dx = 0
and the claim (4.9) follows.
Case (3): We again take a smooth cut-off function η ∈ C∞0 (B2r(x)) satisfying η = 1 on Br(x) and
0 η  1. Since w ∈ Hm(Ω6) is a weak solution of (4.5), one can take a test function ϕ = η2mw¯ . As
a consequence we ﬁnd∫
B3
AαβD
β w¯Dα
(
η2mw¯
)
dx =
∫
Ω3
AαβD
βwDα
(
η2mw¯
)
dx = 0.
Then a direct computation shows that
( ∫
Br(x)
∣∣Dmw¯∣∣2 dx) 12  c ∑
γ<α
( ∫
B2r(x)
∣∣Dγ w¯∣∣2 dx) 12 (4.10)
where γ is a multi-index and c = c(α,γ ,n,m). In this case, there is a boundary point in Br(x)∩∂wΩ6.
Then using the Reifenberg ﬂatness condition, we ﬁnd that for some universal constant θ > 0,
|B2r(x) ∩ (B6 \Ω6)|
|B2r(x)|  θ.
Therefore it follows from Poincaré’s inequality and (4.10) that
(
−
∫
Br(x)
∣∣Dmw¯∣∣2 dx) 12  c( −∫
B2r(x)
∣∣Dmw¯∣∣ 2nn+2 dx) n+22n .
This ﬁnishes our proof of the claim (4.9).
Once we have the estimate (4.9), it follows from reverse Hölder’s type inequality, see pp. 122–123
in [13], that
(
−
∫
Ω5
∣∣Dmw∣∣2+0 dx) 12+0  ( −∫
B6
∣∣Dmw¯∣∣2+0 dx) 12+0
 c
(
−
∫
B6
∣∣Dmw¯∣∣2 dx) 12  c( −∫
B6
∣∣Dmu¯∣∣2 dx) 12
 c,
for some 0 > 0, where u¯ is the zero extension of u. This completes the proof. 
254 S.-S. Byun, S. Ryu / J. Differential Equations 250 (2011) 243–263Remark 4.9. We would like to point out that there have been research activities concerning the higher
integrability for the purpose of ﬁnding an optimal geometric condition on the boundary under which
Poincaré’s inequality still hold true, see [27,28] in the parabolic case and [19] in the elliptic case,
respectively. These higher integrability results were investigated near a boundary which satisﬁes a
very mild condition, so-called, the capacity density condition, needless to say, this condition is weaker
than our Reifenberg ﬂatness condition.
We will use the following approximation lemma.
Lemma 4.10. For 0 <  < 1 ﬁxed, there exists a small δ = δ() > 0 such that for any weak solution u ∈
Hm(Ω6) of (4.4) with the assumptions (4.3), (4.8),
−
∫
Ω6
|f|2 dx δ2, (4.11)
and
−
∫
Ω6
∣∣Dmu∣∣2 dx 1, (4.12)
there exists a weak solution v of (4.6) such that
−
∫
Ω4
∣∣Dm(u − v¯)∣∣2 dx 2
where v¯ is the zero extension of v from B+6 to Ω6 .
Proof. Let w ∈ Hm(Ω6) be the weak solution of (4.5). Then a direct computation shows that u − w ∈
Hm0 (Ω6) is the solution of {
Dα
(
AαβDβ(u − w)
)= Dα fα in Ω6,∣∣Dk(u − w)∣∣= 0 on ∂Ω6,
for all k = 0,1, . . . ,m− 1 and we see from the standard L2 estimate and (4.11) that
−
∫
Ω6
∣∣Dm(u − w)∣∣2 dx c −∫
Ω6
|f|2 dx cδ2. (4.13)
In addition, it follows from Lemma 4.8 that
−
∫
Ω5
∣∣Dmw∣∣2+0 dx c (4.14)
for some positive constant 0 = 0(c0, c1,m,n). We next let h ∈ Hm(Ω5) be the weak solution of{
Dα
(
Aαβ B+6
Dβh
)= 0 in Ω5,∣∣Dk(h − w)∣∣= 0 on ∂Ω , (4.15)5
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Dα
(
Aαβ B+6
Dβ(w − h))= Dα([Aαβ B+6 − Aαβ ]Dβw) in Ω5,∣∣Dk(w − h)∣∣= 0 on ∂Ω5,
for all k = 0,1, . . . ,m − 1. Thus we ﬁnd from the standard L2 estimate, Hölder’s inequality and (4.14)
that
−
∫
Ω5
∣∣Dm(w − h)∣∣2 dx c( −∫
Ω5
|Aαβ B+6 − Aαβ |
2(2+0)
0 dx
) 0
2+0
.
Then the uniform boundedness (2.2) and the smallness (4.8) on the coeﬃcients imply
−
∫
Ω5
∣∣Dm(w − h)∣∣2 dx cδσ0 , (4.16)
for some positive number σ0 = σ0(c0, c1,m,n).
Now we select a smooth cut-off function φ = φ(xn) such that
φ = 1 if xn  2δ, φ = 0 if xn  δ and 0 φ  1. (4.17)
We next let v ∈ Hm(B5 ∩ {xn > 2δ}) be the weak solution of{
Dα
(
Aαβ B+6
Dβ v
)= 0 in B5 ∩ {xn > 2δ},∣∣Dk(v − hφ)∣∣= 0 on ∂(B5 ∩ {xn > 2δ}), (4.18)
for all k = 0,1, . . . ,m− 1. Then it follows from (4.15)–(4.18) that
h − v = 0 in Hm0
(
B5 ∩ {xn > 2δ}
)
. (4.19)
We now extend v from B5 ∩ {xn > 2δ} to B+5 so that v ∈ Hm(B5 ∩ {0< xn < 2δ}) solves{
Dα
(
Aαβ B+6
Dβ v
)= 0 in B5 ∩ {0< xn < 2δ},∣∣Dk(v − hφ)∣∣= 0 on ∂(B5 ∩ {0< xn < 2δ}), (4.20)
for all k = 0,1, . . . ,m − 1. Observe from (4.15)–(4.20) that v = 0 on T5. In addition, we let v¯ be the
zero extension of v from B+5 to Ω5. Then by Lemma 4.7 and (4.12), we have
∥∥Dmv¯∥∥2L∞(Ω4)  c −
∫
Ω5
∣∣Dmv¯∣∣2 dx c −∫
Ω6
∣∣Dmu∣∣2 dx c. (4.21)
Based on Lemma 4.8, clearly we have a better improved regularity for h and v¯ than that for u, and so
−
∫
Ω
∣∣Dm(h − v¯)∣∣2+0 dx c (4.22)
4
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−
∫
{x∈B5: xn>2δ}
∣∣Dm(h − v¯)∣∣2 dx = 0. (4.23)
Then using (4.3), Hölder’s inequality, (4.22)–(4.23), we estimate, as follows.
−
∫
Ω4
∣∣Dm(h − v¯)∣∣2 dx = −∫
{x∈B4: xn>2δ}
∣∣Dm(h − v¯)∣∣2 dx+ −∫
{x∈Ω4: xn2δ}
∣∣Dm(h − v¯)∣∣2 dx
 c
(
−
∫
Ω4
∣∣Dm(h − v¯)∣∣2+0 dx) 22+0 ( −∫
B6∩{−12δ<xn2δ}
1dx
) 0
2+0
 cδ
0
2+0 .
Hence for some positive constant σ1 we ﬁnd
−
∫
Ω4
∣∣Dm(h − v¯)∣∣2 dx cδσ1 . (4.24)
Now combining the estimates (4.13), (4.16) and (4.24), we ﬁnally have
−
∫
Ω4
∣∣Dm(u − v¯)∣∣2 dx c(δ2 + δσ0 + δσ1).
Then take δ > 0 so small, in order to get
c
(
δ2 + δσ0 + δσ1)= 2.
This ﬁnishes our proof. 
Lemma 4.11. There is a universal constant a2 > 1 so that for 0<  < 1 ﬁxed, there exists a small δ = δ() > 0
such that if u ∈ Hm(Ω6) is a weak solution of (4.4) with the assumptions (4.3), (4.8) and
B1 ∩
{
x ∈ Ω: M(∣∣Dmu∣∣2)(x) 1}∩ {x ∈ Ω: M(|f|2)(x) δ2} = ∅, (4.25)
then we have ∣∣{x ∈ Ω: M(∣∣Dmu∣∣2)(x) > a22}∩ B1∣∣ |B1|. (4.26)
Proof. By (4.25), there exists a point x0 ∈ Ω1 such that for all r > 0,
−
∫
Ωr(x0)
∣∣Dmu∣∣2 dx 1 and −∫
Ωr(x0)
|f|2 dx δ2. (4.27)
Since B+6 ⊂ Ω6 ⊂ Ω7(x0) ⊂ B8 and by (4.27), we have
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∫
Ω6
|f|2 dx 2(4/3)n −
∫
Ω7(x0)
|f|2 dx 2(4/3)nδ2. (4.28)
Likewise, we also have that
−
∫
Ω6
∣∣Dmu∣∣2 dx 2(4/3)n. (4.29)
Now we deﬁne for x ∈ Ω6,
u˜(x) = u(x)√
2(4/3)n
and f˜(x) = f(x)√
2(4/3)n
. (4.30)
Then in view of (4.3), (4.8), (4.28), (4.29) and (4.30), we are under the hypotheses of Lemma 4.10,
which says that for any ρ > 0 there exists a small δ = δ(ρ) > 0 such that if the hypotheses as in
Lemma 4.10 hold for such δ = δ(ρ), we ﬁnd a weak solution v˜ ∈ Hm(B+4 ) of (4.6) such that
−
∫
Ω4
∣∣Dm(u˜ − ¯˜v)∣∣2 dx ρ2, (4.31)
where ¯˜v is the zero extension of v˜ from B+4 to B4.
Now as we did in the estimates (4.19), we can use the standard local Wm,∞ estimate for ¯˜v and
(4.29)–(4.30) to ﬁnd that
∥∥Dm ¯˜v∥∥2L∞(Ω3)  c −
∫
Ω4
∣∣Dm ¯˜v∣∣2 dx c −∫
Ω6
∣∣Dmu˜∣∣2 dx c.
Thus there exists an absolute constant a˜0 > 1, which is independent u and f, with∥∥Dm ¯˜v∥∥L∞(Ω3)  a˜0. (4.32)
Now we denote
a˜2 =max
{√
(3/2)n,2a˜0
}
(4.33)
and we are going to prove
{
x ∈ Ω1: M
(∣∣Dmu˜∣∣2)> a˜22}⊂ {x ∈ Ω1: MΩ4(∣∣Dm(u˜ − ¯˜v)∣∣2)> a˜20}. (4.34)
We ﬁrst suppose
x1 ∈
{
x ∈ Ω1: MΩ4
(∣∣Dm(u˜ − ¯˜v)∣∣2)(x) a˜20}. (4.35)
If r  2, Ωr(x1) ⊂ Ω3, and by (4.35) and (4.32), we have
−
∫
Ω (x )
∣∣Dmu˜∣∣2 dx 2 −∫
Ω (x )
(∣∣Dm(u˜ − ¯˜v)∣∣2 + ∣∣Dm ¯˜v∣∣2)dx 4a˜20. (4.36)
r 1 r 1
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−
∫
Ωr(x1)
∣∣Dmu˜∣∣2 dx 2n+1 −∫
Ω2r(x0)
∣∣Dmu˜∣∣2 dx (3/2)n. (4.37)
Then (4.36) and (4.37) imply
x1 ∈
{
x ∈ Ω1: M
(∣∣Dmu˜∣∣2)(x) a˜22}. (4.38)
Now the required one (4.34) follows from (4.35) and (4.38).
Finally, we denote a2 = √2(4/3)na˜2 and use (4.34), Lemma 3.2 and (4.31) to discover that
∣∣{x ∈ Ω1: M(∣∣Dmu∣∣2)> a22}∣∣= ∣∣{x ∈ Ω1: M(∣∣Dmu˜∣∣2)> a˜22}∣∣

∣∣{x ∈ Ω1: MΩ4(∣∣Dm(u˜ − ¯˜v)∣∣2)> a˜20}∣∣
 c
a˜20
−
∫
Ω4
∣∣Dm(u˜ − ¯˜v)∣∣2 dx
 c
a˜20
ρ2 = |B1|,
by taking ρ = ρ() > 0 so that the last identity above holds. As a consequence one can ﬁnd a small
δ = δ() > 0 as in (4.31) so that the conclusion of the lemma holds. This ﬁnishes our proof. 
Now we combine the interior estimates as in Lemma 4.2 with the boundary estimates as in
Lemma 4.11 to ﬁnd the following scaling invariance form, which is the main point of the proof of
Theorem 2.13.
Lemma 4.12. Let u ∈ Hm0 (Ω) be the weak solution of (2.1) and let Bρ(y) be a ball with y ∈ Ω and 0< ρ < 1.
Then there is a universal constant a > 1 so that for 0<  < 1 ﬁxed, there exists a small δ = δ() > 0 such that
if Aαβ are (δ,48)-vanishing, Ω is (δ,48)-Reifenberg ﬂat and
∣∣Bρ(y)∩ {x ∈ Ω: M(∣∣Dmu∣∣2)> a2}∣∣> ∣∣Bρ(y)∣∣, (4.39)
then we have
Bρ(y)∩Ω ⊂
{
x ∈ Ω: M(∣∣Dmu∣∣2)> 1}∪ {x ∈ Ω: M(|f|2)> δ2}. (4.40)
Proof. We argue by contradiction. If Bρ(y) satisﬁes (4.39) and the conclusion (4.40) is false, we have
Bρ(y)∩
{
x ∈ Ω: M(∣∣Dmu∣∣2)(x) 1}∩ {x ∈ Ω: M(|f|2)(x) δ2} = ∅.
If B6ρ(x0) ⊂ Ω , without loss of generality we may assume y is the origin and B6ρ = B6ρ(y). Let us
consider the re-scaled functions
u˜(x) = u(ρx)
ρm
, A˜αβ(x) = Aαβ(ρx), f˜(x) = f(ρx)
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replaced by u˜, A˜αβ , f˜, respectively, which gives
∣∣{x ∈ Ω: M(∣∣Dmu˜∣∣2)(x) > a21}∩ B1∣∣ |B1|.
Scaling back in the above estimate yields
∣∣{x ∈ Ω: M(∣∣Dmu∣∣2)(x) > a21}∩ Bρ ∣∣ |Bρ |,
which is a contradiction to (4.39).
On the other hand, if B6ρ(y) ⊂ Ω , there exists a boundary point on ∂Ω which belongs to B6ρ(y).
Since Ω is (δ,8)-Reifenberg ﬂat and 0 < ρ < 1, there is a coordinate system with z = (z1, . . . , zn)-
variables in which
Bρ(z) ∩Ω ⊂ B+8ρ
and
B+48ρ ⊂ Ω48ρ ⊂ B48ρ ∩ {zn > −96ρδ}.
Let us consider the re-scaled mappings
u˜(z) = u(8ρz)
(8ρ)m
, A˜αβ(z) = Aαβ(8ρz), f˜(z) = f(8ρz), Ω˜ = 1
8ρ
Ω
with z ∈ Ω˜6. Thus we are in the hypotheses of Lemma 4.11 with u, Aαβ , f, Ω replaced by u˜, A˜αβ , f˜,
Ω˜ , respectively. Therefore we may apply Lemma 4.11 when  is replaced by 18n  , in order to get
∣∣{z ∈ Ω˜: M(∣∣Dmu˜∣∣2)(z) > a22}∩ B˜1∣∣ 18n  |˜B1|.
We scale back in the above estimate to ﬁnd
∣∣{x ∈ Ω: M(∣∣Dmu∣∣2)> a22}∩ Bρ(y)∣∣ ∣∣{z ∈ Ω: M(∣∣Dmu∣∣2)> a22}∩ B8ρ ∣∣
= ∣∣{z ∈ Ω˜: M(∣∣Dmu˜∣∣2)> a22}∩ B˜1∣∣
 1
8n
 |˜B1| = |Bρ |,
which is a contradiction to (4.39). Setting a =max{a1,a2}, we completes the proof. 
Let us now ﬁx  and take δ and a given in Lemma 4.12. We write
C = {x ∈ Ω: M(∣∣Dmu∣∣2)> a2}
and
D = {x ∈ Ω: M(∣∣Dmu∣∣2)> 1}∪ {x ∈ Ω: M(|f|2)> δ2}.
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|C | |B1| by a proper normalization of the problem (2.1). The condition (2) is exactly the same as
Lemma 4.12. Therefore we use Lemma 4.12 iteratively, in order to get the following power decay of
the measure of the set {x ∈ Ω: M(|Dmu|2) > a2k}, as follows.
∣∣{x ∈ Ω: M(∣∣Dmu∣∣2)> a2k}∣∣ k1∣∣{x ∈ Ω: M(∣∣Dmu∣∣2)> 1}∣∣
+
k∑
i=1
 i1
∣∣{x ∈ Ω: M(|f|2)> δ2a2(k−i)}∣∣ (4.41)
for each k = 1,2, . . . , where 1 = [10/(1 − δ)]n . For a complete procedure to derive this decay esti-
mate, we refer to the early works in [5,6].
5. Proof of the main result
We start this section with the following two classical measure theories on Orlicz space which will
be used for the proof of the main result, Theorem 2.13.
Lemma 5.1. (See [21].) Suppose that f is a nonnegative and measurable function in a bounded domain Ω . Let
t > 0, a > 1 be constants and let φ be a Young function satisfying φ ∈ 2 ∩ ∇2 . Then
f ∈ Lφ(Ω) ⇐⇒ S =
∞∑
k=0
φ
(
ak
)∣∣{x ∈ Ω: f (x) > tak}∣∣< ∞
and
1
c
S 
∫
Ω
φ
(∣∣ f (x)∣∣)dx c(|Ω| + S)
where c > 0 is a constant depending only on n, t and φ .
Lemma 5.2. (See [16,17,21].) Let φ be a Young function φ ∈ 2 ∩ ∇2 and Ω a bounded domain in Rn. If
f ∈ Lφ(Ω), thenM f ∈ Lφ(Ω) and∫
Ω
φ
(| f |)dx ∫
Ω
φ
(M(| f |))dx c ∫
Ω
φ
(| f |)dx (5.1)
for some positive constant c independent of f .
We are now all set to give a complete proof of the main result, Theorem 2.13.
Proof. We ﬁrst recall that the letter c means a universal positive constant being dependent only
on c0, c1, m, n, φ and the geometry of the domain. We then take R = 48 by a scaling. Based on
Lemmas 5.1 and 5.2, we proceed to a complete proof, as follows.∫
φ
(∣∣Dmu∣∣2)dx  ∫ φ(M(∣∣Dmu∣∣2))dxΩ Ω
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∞∑
k=0
φ
(
a2k
)∣∣{x ∈ Ω: M(∣∣Dmu∣∣2)(x) > a2k}∣∣
 c
∞∑
k=0
φ
(
a2k
)
k1
∣∣{x ∈ Ω: M(∣∣Dmu∣∣2)(x) > 1}∣∣
+ c
∞∑
k=0
φ
(
a2k
) k∑
i=1
 i1
∣∣{x ∈ Ω: M(|f|2)(x) > δ2a2(k−i)}∣∣
=: S1 + S2,
where the last inequality comes from the power decay estimate (4.41) in the previous section. Since
φ ∈ 2 and a > 1, there is a constant τ = τ (a) > 1 such that φ(a2) = φ(a21)  τφ(1), see Deﬁni-
tion 2.3 and Remark 2.4. Then by iteration, we have
φ
(
a2k
)
 τ kφ(1). (5.2)
Computation for S1: From (5.2) we have
S1 = c
∞∑
k=0
φ
(
a2k
)
k1
∣∣{x ∈ Ω: M(∣∣Dmu∣∣2)(x) > 1}∣∣
 cφ(1)|Ω|
∞∑
k=0
(τ1)
k
 c
∞∑
k=0
(τ1)
k.
Computation for S2: From (5.2) and Lemmas 5.1–5.2 we have
S2 = c
∞∑
k=0
φ
(
a2k
) k∑
i=1
 i1
∣∣{x ∈ Ω :M(|f|2)(x) > δ2a2(k−i)}∣∣
 c
∞∑
i=0
 i1
∞∑
k=i
τ iφ
(
a2(k−i)
)∣∣{x ∈ Ω: M(|f|2)> δ2a2(k−i)}∣∣
= c
∞∑
i=0
(1τ )
i
( ∞∑
k=i
φ
(
a2(k−i)
)∣∣{x ∈ Ω: M(|f|2)> δ2a2(k−i)}∣∣)
 c
∞∑
i=0
(1τ )
i
(∫
Ω
φ(M(|f|2)dx)
 c
∞∑
i=0
(1τ )
i
(∫
Ω
φ
(|f|2)dx).
We then combine our computations for S1 and S2 to discover that
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Ω
φ
(∣∣Dmu∣∣2)dx c ∞∑
k=0
(1τ )
k
(
1+
∫
Ω
φ
(|f|2)dx).
Now we ﬁrst select  > 0 small enough, in order to get
1τ = 
(
2/
[
1− δ()])nτ < 1.
We then take δ = δ(c0, c1,m,n, φ) > 0 small enough as in Lemmas 4.2 and 4.11 to arrive at the
required estimate, ∫
Ω
φ
(∣∣Dmu∣∣2)dx c(1+ ∫
Ω
φ
(|f|2)dx)
for some positive constant c = c(c0, c1,m,n, φ, |Ω|). This ﬁnishes the proof. 
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