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We study the gravitational waves emitted by an inspiralling compact binary system in massive
Brans-Dicke theory. We calculate explicitly and analytically the expressions for the time-domain
waveforms of the four polarizations. With the stationary phase approximations, we obtain the
Fourier transforms of the two tensor polarizations. We find that when the scalar field is light, the
waveforms can be mapped to the parametrized post-Einsteinian (ppE) framework and we identify
the ppE parameters. However, when the scalar field is heavy, the ppE framework is not applicable.
We also obtain the projected constraints on the parameters of this theory by gravitational wave
observations of future ground-based detectors. Finally, we apply our result to the model proposed
by Damour and Esposito-Fare`se, f(R) gravity, and screened modified gravity.
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2I. INTRODUCTION
The direct detection by the LIGO-Virgo collaboration of the gravitational waves (GWs) emitted by a binary black
hole system has opened a new window to test gravity in the strong and dynamical regime [1]. Although general
relativity (GR), as the most successful theory of gravity, has past all the observational constraints, it still has a lot
of shortcomings [2]. Based on different theoretical (e.g. a quantum theory of gravity) and observational (e.g. the
accelerating expansion of the universe) considerations, various extensions of GR have been proposed [3, 4].
In this work, we focus on the gravitational waves emitted by a binary system in massive Brans-Dicke theory, an
extension of GR with a massive scalar field [5]. In GR, GW has only two tensor polarizations (h+ and h×) and
gravitational radiation begins at the quadrupole order [6]. While in massive Brans-Dicke theory, the scalar field can
introduce extra GW polarizations and dipole radiation. Thus far, a number of studies have investigated the effects
of the scalar field on the motion and gravitational radiation of a binary system [7]. When the velocity of the binary
system is slow and the gravitational field is weak, post-Newtonian (PN) expansion method can be used to compute
the orbital motion and gravitational radiation [8, 9]. The time derivative of the orbit period of the binary system
due to the scalar dipole radiation was worked out by Eardley [10]. The GW waveforms emitted by a binary system
in Brans-Dicke theory have been calculated to the Newtonian quadrupole order in [11]. Then, by adapting the direct
integration of the relaxed Einstein equations formalism to Brans-Dicke theory, the scalar waveform was calculated to
1.5PN order and the tensor waveform was calculated to 2PN order [12–15]. Using the Fokker action of point particles,
the equation of motion of a binary system was obtained up to 3PN order [16, 17]. Recently, the tidal effect due to
the scalar field, which starts at 3PN order, has been incorporated into the phase of the waveforms [18].
All the above works [10–18] focused on the massless scalar field. For a massive scalar field, there exist some unique
features. A massive scalar field can induce two polarizations, the breathing polarization hb and the longitudinal
polarization hL, while a massless scalar field induces only hb [19]. The screen mechanism can be imposed when
the scalar field is massive [20]. The scalar field can develop an environment dependent mass. In the high density
environment, the scalar field field is heavy and the scalar force is screened. It can help to pass the local solar system
test. In the low density cosmological background, the scalar field is light and the scalar force is long range which can
accelerate the universe. A scalar-tensor theory with the screen mechanism is called screened modified gravity (SMG).
The four GW polarizations emitted by a binary system in the screened modified gravity has been calculated to the
Newtonian quadrupole order [21–23]. There is another surprising effect of the massive scalar field. In an extreme
mass ratio inspiral (EMRI) system, where a stellar mass object spirals into a supermassive black hole, the massive
scalar field may produce floating orbits [24, 25]. Due to superradiance, the energy flux emitted by the stellar mass
object at the horizon of the rotating supermassive black hole may be negative. The negative energy flux at the horizon
can compensate for the positive energy flux at infinity. Therefore, the orbital decay rate of the stellar mass object
becomes zero and it floats around the supermassive black hole. For the EMRI on a quasicircular orbit, the phase of
the tensor waveforms has been worked out by the black hole perturbation method [26].
More recent attention has focused on the effects of the massive scalar field. For an EMRI system, the self-force
equation for the stellar mass object moving on an accelerated world line in the black hole background spacetime has
been obtained through the perturbation method [27, 28]. The response of the gravitational wave interferometer to
the massive scalar wave has been analyzed in [29]. The gravitational radiation power and the tensor waveforms of a
binary system in massive Brans-Dicke theory have been calculated to Newtonian quadrupole order [30, 31].
In this paper, we continue these efforts to study GWs in massive Brans-Dicke theory. We work out the GW
waveforms emitted by an inspiral compact binary system on a quasicircular orbit in massive Brans-Dicke theory. We
obtain the expressions of the four polarizations in the time domain. In [31], the coupling function ω(φ) was set to be
a constant and the mass of the scalar field was assumed to be light. We relax these assumptions. We find that the
derivative of ω(φ) only influence the scalar monopole moment but not the scalar dipole and quadrupole. We also find
that when the scalar field is light, the Fourier transforms of the tensor polarizations can be mapped to the parametrized
post-Einsteinian (ppE) framework [32]. We identify the ppE parameters in this situation. When the scalar field is
heavy, the waveforms become complicated and the ppE framework is not applicable. We also study the constraints on
the parameters of massive Brans-Dicke theory that future ground-based GW detectors will impose. Then we apply
our result to the model proposed by Damour and Esposito-Fare`se [33] and its extension with a massive scalar field
[34, 35]. Since f(R) gravity can be rewritten as massive Brans-Dicke theory with coupling function ω(φ) = 0 [36–38],
we also apply the result to f(R) gravity. At last, we compare massive Brans-Dicke theory with SMG models, including
chameleon model [39, 40] and symmetron model [41].
The paper is organized as follows. In Section II, we derive the weak-field expansion of the field equations. In Section
III, we investigate the motion of point particles. In Section IV, we obtain the GW waveforms of an inspiral compact
binary. In Section V, we identify the ppE parameters and apply our result to different models. Section VI concludes
and points possible directions for future research.
For the metric, Riemann and Ricci tensors, we follow the conventions of Misner, Thorne and Wheeler [6]. We set
3the units so that c = ~ = 1.
II. MASSIVE BRANS-DICKE THEORY
The action of massive Brans-Dicke theory in the Jordan frame takes the form [30]
S =
1
16π
∫
d4x
√−g
[
φR− ω(φ)
φ
∂µφ∂
µφ+M(φ)
]
+ Sm [gµν ,Ψm] , (1)
where g ≡ det gµν and ω(φ) is the coupling function which is responsible for the spontaneous scalarization phenomenon
[33]. The function M(φ) can provide the effective cosmological constant and the mass of the scalar field. Ψm denotes
the matter fields collectively. The matter action for a system of pointlike particles can be written as [42]
Sm = −
∑
A
∫
mA(φ) dτA (2)
where τA is the proper time of body A and the mass of body A depends on the scalar field φ, because the scalar
field can influence the self-gravity of the compact object. This approach was first proposed by Eardley [10]. Gralla
reproduced this relation in a more general framework [27]. Variation of the action (1) yields the field equations [30]
Rµν − 1
2
gµνR− 1
2
M(φ)
φ
gµν =
8π
φ
Tµν +
ω(φ)
φ2
(φ,µφ,ν − 1
2
gµνφ,αφ
,α) +
1
φ
(∇µ∇ν − gµν)φ (3)
φ+
1
2ω(φ) + 3
(φM ′ − 2M) = 8π
2ω(φ) + 3
(T − 2φ T ′)− ω
′
2ω(φ) + 3
φ,αφ
,α (4)
where ′ ≡ ddφ and  ≡ ∇ν∇ν . The stress-energy tensor takes the form [42]
T µν =
1√−g
∑
A
uµAu
ν
A
u0A
mA(φ)δ
(3)(x− xA), (5)
where uµA is the four velocity of body A and xA is its position. T = g
µνTµν is the trace of the stress-energy tensor.
Then we expand the the metric tensor gµν about the Minkowski background ηµν and the scalar field φ around its
constant background value φ0
φ = φ0 + ϕ, gµν = ηµν + hµν , (6)
θµν ≡ hµν − 1
2
hηµν − ϕ
φ0
ηµν , (7)
where ϕ , hµν , and θµν are small perturbations. h = η
µνhµν is the trace of the metric perturbation. In terms of θµν ,
the tensor field equation (3) can be transformed into a standard wave equation. (For more details, see appendix C of
[43].) In order to expand the field equations in the weak-field limit, we need to expand the two functions M(φ) and
ω(φ) around the scalar background φ0
M(φ) = M(φ0) +M
′(φ0)ϕ+
1
2
M ′′(φ0)ϕ2 + · · · (8)
ω(φ) = ω0 + ω1ϕ+ · · · (9)
where ω0 ≡ ω(φ0) and ω1 ≡ ω′(φ0).
We assume that gµν = ηµν and φ = φ0 is a vacuum solution of the field equations (3) and (4). That is, the spacetime
is asymptotically flat [44]. Therefore, we have
M(φ0) = M
′(φ0) = 0. (10)
4We also need to expand the mass of point particle around the scalar background φ0
mA(φ) = mA
[
1 + sA
ϕ
φ0
+
1
2
(s2A + s
′
A − sA)
( ϕ
φ0
)2
+ · · ·
]
(11)
where mA ≡ mA(φ0). sA and s′A are the sensitivity and its derivative of point particle A [10],
sA =
d lnmA(φ)
d lnφ
∣∣∣
φ0
, s′A =
d2 lnmA(φ)
d(ln φ)2
∣∣∣
φ0
. (12)
The tensor field equation (3) in the weak-field limit becomes
ηθµν = −16πτµν , (13)
where η = η
µν∂µ∂ν and τµν = Tµν/φ0 + tµν . tµν ≡ O(θ2, ϕ2, θϕ · · · ) denotes the quadratic and higher-order terms
of the perturbations collectively. We have chosen the gauge condition
θµν,µ = 0 (14)
to simplify the field equation. As a result of this condition, we have the conservation law
τµν,µ = 0 (15)
Substituting M(φ) = 12M
′′(φ0)ϕ2 into the scalar field equation (4) and expanding this equation in the weak-field
limit, we have
(η −m2s)ϕ = −16πS, (16)
where the mass of the scalar field ms is given by
m2s ≡ −
φ0
2ω0 + 3
M ′′(φ0), (17)
and the source S is given by
S =− 1
16π
(
θµνϕ,µν + (
1
φ0
− ω1
2ω0 + 3
)ϕ,αϕ
,α − 1
2
m2sϕθ − (
1
φ0
+
ω1
2ω0 + 3
)m2sϕ
2
)
− 1
4ω0 + 6
(
1− 2ω1ϕ
2ω0 + 3
− 1
2
θ − ϕ
φ0
)(
T − 2φ∂T
∂φ
)
+O(θ3, θ2ϕ, θϕ2 · · · ).
(18)
The first line represents the field contribution to the source and the second line represents the contribution from the
stress-energy tensor of the particles.
III. MOTION OF POINT PARTICLES
Since we are going to calculate the gravitational waveform to the quadrupole order, we only need to solve the
equation of motion of the point particles which generate the gravitational waves to Newtonian order. To Newtonian
order, the tensor field equation (13) becomes
∇2θµν = −16π
φ0
Tµν (19)
with
T00 =ρ
∗ +O(ρ∗ǫ2)
T0i =O(ρ
∗ǫ)
Tij =O(ρ
∗ǫ2)
(20)
5where we have defined the density ρ∗ =
∑
A
mAδ
(3)(x− xA) and ǫ is the typical velocity of the point particles. Then,
the solution for θµν to order O(ǫ
2) is
θ00 =
4
φ0
U,
θ0i = 0,
θij = 0,
(21)
where
U ≡
∑
A
mA
|x− xA| . (22)
To Newtonian order, the scalar field equation (16) becomes
(∇2 −m2s)ϕ = −
8π
2ω0 + 3
∑
A
mA(1− 2sA)δ(3)(x− xA) (23)
The solution is
ϕ =
2
2ω0 + 3
Us (24)
with
Us ≡
∑
A
mA(1− 2sA)e
−ms|x−xA|
|x− xA| . (25)
Using the definition of θµν (7), we obtain the metric perturbation to Newtonian order
h00 =
2
φ0
U +
2
φ0(2ω0 + 3)
Us,
hij = δij
[
2
φ0
U − 2
φ0(2ω0 + 3)
Us
]
,
h0i = 0.
(26)
Using the Bianchi identity and the field equations (3) and (4), we obtain the equation of motion
∇µTµν − ∂T
∂φ
∂νφ = 0. (27)
We can also obtain this equation by using the invariant property of the matter action Sm [gµν ,Ψm] under diffeomor-
phisms [27, 45]. Substituting the stress-energy tensor (5) for a single particle A into the above equation, we obtain
the modified geodesic equation
mA(φ)u
µ
A∇µuνA +
dmA(φ)
dφ
(gµν + uµAu
ν
A)∇µφ = 0. (28)
In the Newtonian limit, the modified geodesic equation becomes
d2xiA
dt2
+ Γi00 +
1
φ
d lnmA(φ)
d lnφ
∂iφ = 0 (29)
where Γi00 is the Christoffel symbol. It can be seen that the word line of a free particle with nonzero sensitivity is not
a geodesic. Substituting (24) and (26) into the above equation yields
d2xA
dt2
= − 1
φ0
∑
B
mBrAB
r3AB
[
1 + (1− 2sA)(1− 2sB)(1 +msrAB)e
−msrAB
2ω0 + 3
]
(30)
6with rAB = xA − xB . This is the equation of motion of particle A to Newtonian order, which is consistent with (53)
in [30].
We can use the above results to obtain the post-Newtonian expansion of the source S (18). Substituting (11) (24)
and (26) into (5), we have
− T + 2φ∂T
∂φ
= ρ∗
[
(1− 2s)− 3G(1− ξ)(1 − 2s)U − 1
2
(1− 2s)v2 + 3(1− 2s− 4
3
as)GξUs +O(ǫ)
]
(31)
where
G ≡ 1
φ0
4 + 2ω0
3 + 2ω0
, ξ ≡ 1
2ω0 + 4
, G(1 − ξ) = 1
φ0
, as ≡ s2 + s′ − 1
2
s. (32)
The body labels in s and as are omitted, since the delta function in ρ
∗ will pick up the labels. Therefore the
post-Newtonian expansion of the source S is
S = SC + SF (33)
where
SC =
ρ∗
4ω0 + 6
[
(1− 2s)−G(1 − ξ)(1 − 2s)U − 1
2
(1− 2s)v2 +GξUs{3(1− 2s− 4
3
as)− 2(1− 2s)(2 + λ1)}+O(ǫ3)
]
,
(34)
SF = − 1
16π
[
G(1 − ξ)(1− λ1) 4
(2ω0 + 3)2
∇ · (Us∇Us)− 4m2sG(1 − ξ)(λ1 + 2)
1
(2ω0 + 3)2
U2s + 4m
2
sGξUsU + higher order
]
.
(35)
The parameter λ1 is given by
λ1 ≡ ω1φ0
2ω0 + 3
. (36)
SC denotes the compact terms and SF originates from the second line in (18), which represents the nonlinear field
contribution. In the limit ms = 0, the expansion of S (33) is consistent with equations (3.10a) and (3.10b) in [14]. In
the limit λ1 = 0, the compact part SC (34) agrees with the equation below equation (35) in [30]. It is shown in the
following section that only the first term in SC will contribute to the waveform at quadrupole order. Since SF is of
higher PN order relative to ρ∗, we will ignore its contribution.
IV. GRAVITATIONAL WAVES GENERATED BY THE COMPACT BINARY
A. Time-domain GW waveforms
In this section we will calculate the gravitational waveforms emitted by a compact binary system and its gravitational
radiation power. Using the method of Green’s function and multipole expansion, we obtain the quadrupole formula
of the tensor wave
θij =
2G(1− ξ)
R
d2
dt2
∑
A
mAx
i
Ax
j
A. (37)
Specializing to a two body system in the center of mass frame, we have
θij =
4G(1− ξ)µ
R
(vivj − g˜mr
irj
r3
) (38)
where m ≡ m1 + m2 is the total mass of the binary system. µ ≡ m1m2m is the reduced mass. ri ≡ xi1 − xi2 and
vi ≡ vi1 − vi2 are the relative variables. R is the coordinate distance of the field point relative to the center of mass.
g˜ ≡ G(1 − ξ)[1 + 12ω0+3 (1− 2s1)(1− 2s2)(1 +msr)e−msr]. We have used (30) to eliminate x¨iA.
To obtain the solution of the scalar wave equation (16), we use the retarded Green’s function G(x) which satisfy
(η −m2s)G(x) = −4πδ(4)(x) (39)
7where δ(4)(x) is the four dimensional delta function. The retarded Green’s function is
G(t,R) = δ(t−R)
R
−Θ(t−R)msJ1(ms
√
t2 −R2)√
t2 −R2 , (40)
where Θ is the Heaviside function and J1 is the Bessel function of the first kind and of order one. (For a detailed
derivation, see section 12 in [46].) The first term is supported on the future light cone of the source. The second term
is supported within the future light cone. In the limit ms = 0, G(t,R) reduces to the Green’s function of the wave
operator η. Now the solution to the scalar wave equation (16) is
ϕ = ϕB + ϕm, (41)
where
ϕB(t,R) = 4
∫
d3r′dt′
SC(t
′, r′)δ(t− t′ − |R− r′|)
|R− r′| , (42)
ϕm(t,R) = −4
∫
d3r′dt′ Θ(t− t′ − |R− r′|)msSC(t
′, r′)J1(ms
√
(t− t′)2 − |R− r′|)√
(t− t′)2 − |R− r′| . (43)
The spatial integration is taken over the near zone. Note that we have discarded the contribution from SF . Taking the
field point to be faraway, R≫ |r′|, and keeping only the leading order O( 1R ) part, we obtain the multipole expansion
of the scalar wave
ϕB =
4
R
∞∑
k=0
1
k!
∂k
∂tk
∫
d3r′SC(t−R, r′)(n · r′)k, (44)
ϕm = − 4
R
∞∑
k=0
1
k!
∂k
∂tk
∫
d3r′(n · r′)k
∫ ∞
0
dz
SC(t−
√
R2 + ( zms )
2, r′)J1(z)
(1 + ( zmsR )
2)(k+1)/2
, (45)
where n = R/R. Substituting the post-Newtonian expansion of the source SC (34) into the above equations, we can
obtain the post-Newtonian expansion of the scalar field. Since we only consider the quadrupole contribution to the
tensor wave, we will keep only the terms up to order O(mv
2
R ) in the scalar wave. Specializing to a two body system,
we have
ϕB =
2αµ
R
[
−2G(1− ξ)Γ
′m
r
− 1
2
Γv2 −Gξβm
r
e−msr − 2S(n · v) + Γ(n · v)2 − Γ g˜m
r3
(n · r)2
]
, (46)
ϕm = −2αµ
R
[
−2G(1− ξ)Γ′I1[m
r
]− 1
2
ΓI1[v
2]−GξβI1[m
r
e−msr]− 2SI2[n · v] + ΓI3[(n · v)2]− ΓI3[ g˜m
r3
(n · r)2]
]
,
(47)
where
In[f(t)] =
∫ ∞
0
dz
f(t−Ru)J1(z)
un
(48)
with u ≡
√
1 + ( zmsR )
2. We have defined the parameters
α ≡ 1
2ω0 + 3
,
Γ′ ≡ 1− s1 − s2,
S ≡ s1 − s2,
Γ ≡ (1− 2s1)m2 + (1− 2s2)m1
m
,
β ≡ (1− 2s2)[4as1 + (1− 2s1)(1 + 2λ1)] + (1− 2s1)[4as2 + (1− 2s2)(1 + 2λ1)].
(49)
8The scalar dipole terms in (46) and (47) are proportional to S. The scalar quadrupole terms are proportional to Γ.
In the previous work [30], the coupling function ω(φ) is set to be a constant. Comparing with equations (86) and (87)
in [30], we find that the derivative of the coupling function ω(φ) only modifies the monopole terms in the scalar wave.
The observational consequence of the gravitational waves in the long wavelength limit can be described by the
geodesic deviation equation [47, 48]. The gravitational waves can influence the distance between the freely moving
test particles. Assuming that the distance ξi is small compared with the wavelength of the GWs and the test particles
move slowly, the geodesic deviation equation becomes the approximate form d2ξi/dt2 = −R0i0jξj , where R0i0j is the
Riemann tensor generated by the GWs. The GW field hij is defined by the Riemann tensor, ∂
2
hij/∂t
2 = −2R0i0j .
In a metric theory of gravity, there can be up to six polarizations of gravity [47, 48]. For a wave traveling in the
z-direction, these polarizations become
hij(t) =

hb + h+ h× hxh× hb − h+ hy
hx hy hL

 . (50)
Maggiore and Nicolis [19] showed that the massive scalar field can induce two polarizations, the breathing polarization
hb and the longitudinal polarization hL. Now we will calculate the polarizations of the gravitational waves generated
by a binary system in detail. For simplicity, we specialize to a quasicircular orbit. In this situation, the monopole
terms in (46) and (47) have no wavelike behavior. Therefore, we can discard these terms.
To linear order in the metric perturbation hµν , the Riemann tensor is given by
Rµναβ =
1
2
(−hµα,νβ + hνα,µβ + hµβ,να − hνβ,µα). (51)
Substituting the tensor wave (38) and the scalar wave (46) (47) into the above equation, we have
R0i0j = −1
2
∂2
∂t2
[θTTij −
ϕ
φ0
(δij − ninj)− ninj 2αµ
φ0R
∫ ∞
0
dzJ1(z)(
1
u2
− 1)ψ], (52)
where
ψ ≡
[
−2S(n · v)
u2
+
Γ(n · v)2
u3
− Γ g˜m
r3
(n · r)2
u3
]
t−Ru
. (53)
We can read the four polarizations in massive Brans-Dicke theory from the Riemann tensor (52).
h+ = −4δ (GMc)
5/3
R
ω2/3
1 + cos2 ι
2
cos(2Φ) (54)
h× = −4δ (GMc)
5/3
R
ω2/3 cos ι sin(2Φ) (55)
hb = − ϕ
φ0
(56)
hL = − 2αµ
φ0R
∫ ∞
0
dzJ1(z)(
1
u2
− 1)ψ (57)
where δ = (1− ξ) 53 [1+α(1− 2s1)(1− 2s2)(1+msr)e−msr] 23 , Mc = µ3/5m2/5 is the chirp mass and ι is the inclination
angle between the binary orbital angular momentum and the line of sight. The scalar field ϕ is given by
ϕ =
2αµ
R
[Γv2 sin2 ι cos(2Φ)− 2Sv sin ι cos(Φ)]t−R − 2αµ
R
∫ ∞
0
dzJ1(z)
[
Γv2
u3
sin2 ι cos(2Φ)− 2S
u2
v sin ι cos(Φ)
]
t−Ru
(58)
We have used the relations n · v = v sin ι cos(Φ) and n · r = r sin ι sin(Φ). We recall that u =
√
1 + ( zmsR )
2. In
Appendix A, we calculate the asymptotic behavior of the integrals in hb and hL when R → ∞. After performing
these integrals, the two scalar polarizations take the form
hb = hb1 + hb2, (59)
9hb1 =
2Gξµ
R
2S(g˜m)1/3 sin ι ω1/3
√
1− m
2
s
ω2
cos
(
m2sR√
ω2 −m2s
+Φ
)
Θ(ω −ms)
∣∣∣
t−Ru1
, (60)
hb2 = −2Gξµ
R
Γ(g˜m)2/3 sin2 ι ω2/3(1 − m
2
s
4ω2
) cos
(
m2sR√
4ω2 −m2s
+ 2Φ
)
Θ(2ω −ms)
∣∣∣
t−Ru2
, (61)
and
hL = hL1 + hL2, (62)
hL1 =
m2s
ω2
2Gξµ
R
2S(g˜m)1/3 sin ι ω1/3
√
1− m
2
s
ω2
cos
(
m2sR√
ω2 −m2s
+Φ
)
Θ(ω −ms)
∣∣∣
t−Ru1
, (63)
hL2 = −m
2
s
4ω2
2Gξµ
R
Γ(g˜m)2/3 sin2 ι ω2/3(1 − m
2
s
4ω2
) cos
(
m2sR√
4ω2 −m2s
+ 2Φ
)
Θ(2ω −ms)
∣∣∣
t−Ru2
, (64)
where un = nω/
√
n2ω2 −m2s
∣∣∣
t−R
. We have used the relation v = (g˜mω)1/3 to eliminate v and discarded the terms
of order O( e
−R
R ). Due to the existence of Heaviside function Θ, a binary system can radiate scalar waves only if the
orbital frequency ω is high enough. The phase of the scalar wave satisfies the dispersion relation
∂µ
(
m2sR√
ω2 −m2s
+Φ
)
∂µ
(
m2sR√
ω2 −m2s
+Φ
)
= −m2s. (65)
If we ignore the time evolution of the orbital frequency ω, then the phase takes a familiar form,
m2sR√
ω2 −m2s
+Φ = ωt− kR+ constant, (66)
where k =
√
ω2 −m2s is the wave number. It can be seen that there is a simple linear relation between the breathing
polarization hb and the longitudinal polarization hL,
hL1 =
m2s
ω2
hb1, hL2 =
m2s
4ω2
hb2. (67)
This is a result of the linearized scalar wave equation (16) [19, 22]. Each of these two polarizations has two frequency
modes. The lower frequency mode, proportional to S, originates from the scalar dipole. The higher frequency mode,
proportional to Γ, originates from the scalar quadrupole.
In the limit ms = 0, hL = 0 and the waveforms of the others three polarizations become that of Brans-Dicke theory
(section IIC in [49]).
B. GW radiation power
The GW radiation power in massive Brans-Dicke theory is
dEGW
dt
=
∫
dΩ R2〈 φ0
32π
θ˙TTij θ˙
TT
ij −
φ0
16π
(3 + 2ω0)
ϕ,0ϕ,R
φ20
〉, (68)
where dΩ denotes the solid angle element and 〈· · · 〉 represents the average over several wavelengths of GWs. The
radiation power due to the tensor field is given by
dEt
dt
=
∫
dΩ R2〈 φ0
32π
θ˙TTij θ˙
TT
ij 〉 =
φ0
16π
∫
dΩ R2〈h˙2+ + h˙2×〉 =
32
5
φ0δ
2(GMcω)
10/3, (69)
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where we have used the expressions (54) and (55) of the two tensor polarizations. The radiation power due to the
scalar field is given by
dEs
dt
= −3 + 2ω0
16πφ0
R2
∫
dΩ〈ϕ,0ϕ,R〉. (70)
Using (46) and (47), we have
ϕ,0 =
2αg˜mµ
R
[
−4Γ
(
(n · r)(n · v)
r3
− I3[ (n · r)(n · v)
r3
]
)
+ 2S
(
n · r
r3
− I2[n · r
r3
]
)]
, (71)
ϕ,R = −2αg˜mµ
R
[
−4Γ
(
(n · r)(n · v)
r3
− I4[ (n · r)(n · v)
r3
]
)
+ 2S
(
n · r
r3
− I3[n · r
r3
]
)]
. (72)
Note that ϕ,0 6= −ϕ,R + O( 1R2 ) for the massive scalar wave. In section VIIB in [30], the energy loss rate due to
the scalar field is given by dEdt = − 3+2ω016piφ0 R2
∫
dΩ〈ϕ,0ϕ,0〉, which assumes ϕ,0 = −ϕ,R + O( 1R2 ). Actually, the GW
waveforms in [31] are based on this radiation power.
Substituting (71) and (72) into (70) yields∫
dΩ〈ϕ,0ϕ,R〉 =−
(
2αg˜mµ
R
)2 ∫
dΩ〈4S2
(
n · r
r3
− I2[n · r
r3
]
)(
n · r
r3
− I3[n · r
r3
]
)
+ 16Γ2
(
(n · r)(n · v)
r3
− I3[ (n · r)(n · v)
r3
]
)(
(n · r)(n · v)
r3
− I4[ (n · r)(n · v)
r3
]
)
〉,
(73)
dEs
dt
=
Gξg˜2m2µ2
r4
{16
15
Γ2v2[1− cos(2ωR)(C3(R; 2ω) + C4(R; 2ω))− sin(2ωR)(S3(R; 2ω) + S4(R; 2ω))
+ C3(R; 2ω)C4(R; 2ω) + S3(R; 2ω)S4(R; 2ω)]
+
4
3
S2[1− cos(ωR)(C2(R;ω) + C3(R;ω))− sin(ωR)(S2(R;ω) + S3(R;ω))
+ C2(R;ω)C3(R;ω) + S2(R;ω)S3(R;ω)]},
(74)
where
Cn(R;ω) =
∫ ∞
0
dz cos(ωRu)
J1(z)
un
, Sn(R;ω) =
∫ ∞
0
dz sin(ωRu)
J1(z)
un
. (75)
We recall that u ≡
√
1 + ( zmsR )
2. In the integrals Cn and Sn, the orbital frequency ω is assumed to be a constant.
This assumption is also used when we calculated the tensor radiation power dEt/dt. The asymptotic expansion of Cn
and Sn for R→∞ is
Cn(R;ω) ∼


cos(ωR)−
(√
ω2−m2s
ω
)n−1
cos(R
√
ω2 −m2s), ω > ms
cos(ωR)−
(√
ω2−m2s
ω
)n−1
e−R
√
m2s−ω2 cos (n−1)pi2 , ω < ms
(76)
Sn(R;ω) ∼


sin(ωR)−
(√
ω2−m2s
ω
)n−1
sin(R
√
ω2 −m2s), ω > ms
sin(ωR)−
(√
ω2−m2s
ω
)n−1
e−R
√
m2s−ω2 sin (n−1)pi2 , ω < ms
(77)
(For the details to obtain the asymptotic expansion of these two integrals1, see Appendix B in [30].) Using these
results, we have the scalar radiation power
dEs
dt
=
Gξg˜2m2µ2
r4

16
15
Γ2v2
(√
4ω2 −m2s
2ω
)5
Θ(2ω −ms) + 4
3
S2
(√
ω2 −m2s
ω
)3
Θ(ω −ms)

 . (78)
1 There is a typo in equation (B12) in [30], where
i
n−1
−(−i)n−1
2
should be replaced by
i
n−1
−(−i)n−1
2i
.
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The first term represents the scalar quadrupole radiation and the second term represents the scalar dipole radiation.
In the limit ms = 0, the radiation power is consistent with that of Brans-Dicke theory, equation (16) in [49]. Actually,
we can also use the waveform of the breathing polarization to obtain the scalar radiation power. Using (56) and (70)
and, we have
dEs
dt
= − (3 + 2ω0)φ0
16π
R2
∫
dΩ〈hb,0hb,R〉. (79)
Substituting (59)-(61) into the above equation yields (78).
Since the waveform hb begins at the dipole order, which is of -0.5PN order relative to the quadrupole term, the
0.5PN term(s) in hb will contribute to the scalar radiation power at the quadrupole order. However, the 0.5PN
contribution to hb is beyond the scope of this paper.
C. Frequency-domain GW waveforms
In GW data analysis, one often works with the Fourier transforms of the GW waveforms. In order to obtain the
frequency-domain GW waveforms, we need the time evolution of the orbital frequency ω. Using the energy balance
condition dEdt = − dEGWdt with E = − 12µv2 = − 12µ(g˜mω)
2
3 , we have the time derivative of the orbital frequency
ω˙ =
96
5
(GMc(1 − ξ)) 53 [1 + α(1− 2s1)(1 − 2s2)(1 +msr)e−msr] 23ω 113
+ 3Gξµω3[
16
15
Γ2(g˜mω)
2
3 (1− m
2
s
4ω2
)
5
2Θ(2ω −ms) + 4
3
S2(1− m
2
s
ω2
)
3
2Θ(ω −ms)].
(80)
We will only consider the Fourier transforms of the tensor polarizations, since the dominant observational constrains
comes from these polarizations [23]. The Fourier transforms of the plus polarization h+ is given by
h˜+(f) =
∫
h+(t)e
i2piftdt. (81)
Using the stationary phase approximation, we have
h˜+(f) = −2δ (GMc)
5
3
R
1 + cos2 ι
2
ω(t∗)
2
3
√
π
ω˙(t∗)
eiΨ+ , (82)
where t∗ is determined by
ω(t∗) = πf, (83)
and
Ψ+ = 2πfR− 2Φ(t∗) + 2πft∗ − π
4
. (84)
We use the relation
2πft∗ − 2Φ(t∗) =
∫ pif
∞
2πf − 2ω
ω˙
dω + 2πftc − 2Φc (85)
to express t∗ in terms of f , where tc is determined by ω(tc) = ∞ and Φc = Φ(tc). We will evaluate the integral in
different cases. When the scalar mass is light ms ≪ πf , the integral becomes∫ pif
∞
2πf − 2ω
ω˙
dω
=
∫ pif
∞
dω(2πf − 2ω) 5
96
(GMc)
− 5
3ω−
11
3
{
1 +
5
3
ξ − 2
3
α(1 − 2s1)(1 − 2s2)
− 5
32
ξ
[
16
15
Γ2(1− 5
8
m2s
ω2
) +
4
3
S2
(Gmω)
2
3
(1 − 3
2
m2s
ω2
)
]}
=
3
128
(GMcπf)
− 5
3
{
1 +
5
3
ξ − 2
3
α(1− 2s1)(1 − 2s2)− 20
3
ξ
[
1
11648
S2
(Gmπf)
2
3
(
208− 105
(
ms
πf
)2)
+
Γ2
6160
(
154− 25
(
ms
πf
)2)]}
.
(86)
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For a light scalar mass (ms < 2.5 × 10−20 eV), the Cassini spacecraft has constrained ω0 to be larger than 40 000
[30], i.e. ξ < 10−5. Therefore, we retain only terms to the order O( 1ω0 ) in the above equation. Then, the phase Ψ+
in the light scalar mass situation becomes
Ψ+ =2πf(R+ tc)− 2Φc − π
4
+
3
128
(GMcπf)
− 5
3
{
1 +
5
3
ξ − 2
3
α(1 − 2s1)(1− 2s2)
−20
3
ξ
[
1
11648
S2
(Gmπf)
2
3
(
208− 105
(
ms
πf
)2)
+
Γ2
6160
(
154− 25
(
ms
πf
)2)]}
.
(87)
The Fourier transforms of the tensor polarizations in the light scalar mass situation are
h˜+(f) =− δ (GMc)
5
6
R
1 + cos2 ι
2
(
5π
24
) 1
2
(πf)−
7
6
{
1 +
5
6
ξ − 1
3
α(1 − 2s1)(1− 2s2)
− 5
64
ξ
[
16
15
Γ2
(
1− 5
2
(
ms
2πf
)2)
+
4
3
S2
(Gmπf)
2
3
(
1− 3
2
(
ms
πf
)2)]}
eiΨ+ ,
(88)
h˜×(f) =− δ (GMc)
5
6
R
cos ι
(
5π
24
) 1
2
(πf)−
7
6
{
1 +
5
6
ξ − 1
3
α(1 − 2s1)(1− 2s2)
− 5
64
ξ
[
16
15
Γ2
(
1− 5
2
(
ms
2πf
)2)
+
4
3
S2
(Gmπf)
2
3
(
1− 3
2
(
ms
πf
)2)]}
eiΨ× ,
(89)
with Ψ× = Ψ+ + pi2 and Ψ+ is given by (87). In the limit ω0 → ∞, ξ = α = 0 and δ = 1, the expressions of h˜+(f)
and h˜×(f) reduce to that of GR.
When the scalar mass is ms of order πf , the experiments do not exclude that ω0 is of order one [30]. Therefore,
we cannot linearize in ξ. The integral in the phase Ψ+ becomes∫ pif
∞
2πf − 2ω
ω˙
dω
=
∫ pif
∞
dω (2πf − 2ω) 5
96
(GMc(1 − ξ))− 53ω− 113
{
1− 2
3
ξ
1− ξΓ
2(1 − m
2
s
4ω2
)
5
2Θ(2ω −ms)
− 5
24
(Gmω)−
2
3
ξ
(1− ξ) 53 S
2(1 − m
2
s
ω2
)
3
2Θ(ω −ms)
}
=
3
128
[GMc(1− ξ)πf ]− 53 − 5
144
Θ(2πf −ms)(GMc)− 53 ξ
(1 − ξ) 38 Γ
2
∫ pif
ms
2
dω (2πf − 2ω)ω− 113 (1− m
2
s
4ω2
)
5
2
− 25
2304
Θ(πf −ms)(GMc)− 53 (Gm)− 23 ξ
(1 − ξ) 103 S
2
∫ pif
ms
dω (2πf − 2ω)ω− 133 (1− m
2
s
ω2
)
3
2
(90)
We have discarded the constant terms which are independent of the frequency f , since they can be absorbed into Φc.
The two integrals in the last two lines can be expressed in terms of hypergeometric functions (see Appendix B). Using
the results of these two integrals, we can obtain the frequency domain waveforms of h˜+(f) and h˜×(f). However, in
order to have a better understanding of this result, we calculate these integrals in two limits and use (84) and (85) to
obtain the phase Ψ+ of the waveforms in these two limiting cases.
In the limit ms → πf , the phase Ψ+ becomes
Ψ+ =2πf(R+ tc)− 2Φc − π
4
+
3
128
[GMc(1 − ξ)πf ]− 53
{
1− 40
27
ξ
1− ξΓ
2[0.103 + 0.662(1− ms
πf
)]
−40
√
2
189
Θ(πf −ms) ξ
(1− ξ) 53 S
2(Gmπf)−
2
3 (1− ms
πf
)
7
2
}
.
(91)
In the limit ms → 2πf , the phase Ψ+ becomes
Ψ+ = 2πf(R+ tc)− 2Φc − π
4
+
3
128
[GMc(1− ξ)πf ]− 53
{
1− 1280
√
2
1701
Θ(2πf −ms) ξ
1 − ξΓ
2(1− ms
2πf
)
9
2
}
. (92)
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Therefore, in these two limits the frequency domain waveforms are
h˜+(f) =− δ (GMc)
5
6
R
1 + cos2 ι
2
(
5π
24
) 1
2
(πf)−
7
6 (1− ξ)− 56
{
1 +
2
3
ξ
1− ξΓ
2
(
1− m
2
s
4π2f2
) 5
2
Θ(2πf −ms)
+
5
24
(Gmπf)−
2
3
ξ
(1− ξ) 53 S
2
(
1− m
2
s
π2f2
) 3
2
Θ(πf −ms)
}− 1
2
eiΨ+ ,
(93)
h˜×(f) =− δ (GMc)
5
6
R
cos ι
(
5π
24
) 1
2
(πf)−
7
6 (1− ξ)− 56
{
1 +
2
3
ξ
1− ξΓ
2
(
1− m
2
s
4π2f2
) 5
2
Θ(2πf −ms)
+
5
24
(Gmπf)−
2
3
ξ
(1 − ξ) 53 S
2
(
1− m
2
s
π2f2
) 3
2
Θ(πf −ms)
}− 1
2
eiΨ× ,
(94)
where Ψ× = Ψ+ + pi2 and Ψ+ is given by (91) or (92). We recall that δ is defined below (57). It can be seen that
when ms →∞, δ = (1− ξ)5/3 and the expressions of h˜+(f) and h˜×(f) reduce to that of GR, except for replacing the
chirp mass Mc with Mc(1 − ξ).
The sensitivity of a black hole in massive Brans-Dicke theory is sBH =
1
2 [22]. As a result, for a binary black hole
system, Γ = S = 0 and the waveforms are identical to that of GR apart from the replacement Mc →Mc(1− ξ) which
are the same as that in the limit ms →∞. This is because in both cases the binary system has no scalar radiation.
V. PARAMETRIZED POST-EINSTEINIAN PARAMETERS AND OBSERVATIONAL CONSTRAINTS
The parametrized post-Einsteinian (ppE) framework is a waveform model to describe the GWs emitted by a binary
system on a quasicircular orbit in modified gravity. In the original ppE framework, Yunes and Pretorius [32] propose
that the GW waveform of a binary during the inspiral is h˜(f) = h˜GR(f)
(
1 + αppe(GMcπf)
a
3
)
eiβppe(GMcpif)
b
3 , where
h˜GR(f) is the GR Fourier waveform and (αppe, βppe, a, b) are the four ppE parameters that describe the non-GR
correction to the GW amplitude and phase. Note that the original ppE framework only consider the two tensor
polarizations h+ and h×. Clearly, this parametrization cannot describe the waveforms in the previous section. We
need a more general framework
h˜(f) = h˜GR(f)

1 +∑
j
αj(GMcπf)
aj
3

 ei∑j βj(GMcpif) bj3 . (95)
From (87)-(89), we obtain four sets of the ppE parameters of massive Brans-Dicke theory in the light scalar mass
situation
α1 = − 5
48
ξS2η2/5, β1 = − 5
1792
ξS2η2/5, a1 = −2, b1 = −7 , (96)
α2 =
5
32
ξS2η2/5(GMcms)2, β2 = 75
53248
ξS2η2/5(GMcms)2, a2 = −8, b2 = −13 , (97)
α3 = − 1
12
ξΓ2, β3 = − 1
256
ξΓ2, a3 = 0, b3 = −5 , (98)
α4 =
5
96
ξΓ2(GMcms)
2, β4 =
25
39424
ξΓ2(GMcms)
2, a4 = −6, b4 = −11 , (99)
The first two sets of ppE parameter correspond to the scalar dipole radiation and the last two sets correspond to the
scalar quadrupole radiation. The first set of ppE parameter (α1, β1, a1, b1) is consistent with the ppE parameters of
Brans-Dicke theory obtained in the previous work [50].
Chamberlain and Yunes have studied the observational constraints on βppe by the future ground-based GW de-
tectors, the LIGO-class expansions A+, Voyager, Cosmic Explorer and the Einstein Telescope [51]. They considered
the GWs emitted by a black hole-neutron star system with mBH = 5M⊙ and mNS = 1.4M⊙ at the distance 150
Mpc. Assuming that the detection is consistent with GR, they obtained the constraints on βppe listed in the second
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TABLE I. The projected constraints on βppe and the parameters of massive Brans-Dicke theory as a function of exponent
parameter b [51]. m20 = 10
−20 eV.
b upper bound on |βppe| parameter constraint
-5 3.48× 10−4 ξ < 0.41
-7 2.88× 10−8 ξ < 2.3× 10−4
-11 1.88 × 10−13 ξ(ms/m20)
2 < 4.9× 1010
-13 6.95 × 10−16 ξ(ms/m20)
2 < 4.0 × 108
column in Table I. The typical value of the sensitivity of a neutron star is sNS = 0.2 [7]. Using the expressions of ppE
parameters of massive Brans-Dicke theory, we obtain the constraints on the parameters in this theory listed in the
third column in Table I.
When the scalar mass ms is comparable to πf , the Fourier waveforms (93) and (94) cannot be described by the
ppE framework. Therefore, there is no available constraint on the parameters of massive Brans-Dicke theory in this
situation.
Let us now turn to apply our result to specific models.
A. DEF model
This scalar-tensor theory is proposed by Damour and Esposito-Fare`se (DEF) to study the spontaneous scalarization
of neutron stars [33, 52]. The action is given in the Einstein frame
SE =
∫
d4x
√−g∗
[
1
16πG∗
R∗ − 1
2
∂µφ∗∂µφ∗ − V (φ∗)
]
+ Sm
[
A2(φ∗)g∗µν ,Ψm
]
, (100)
where R∗ is the Ricci scalar of the Einstein frame metric g∗µν . g∗ is the determinant of g
∗
µν . G∗ denotes the gravi-
tational constant. V (φ∗) is the scalar potential and A(φ∗) is the conformal coupling function. Using the conformal
transformation gµν = A
2(φ∗)g∗µν between the Jordan frame and the Einstein frame, we obtain the relation between
these two frames
φ =
1
G∗A2(φ∗)
,
4πG∗
2ω(φ) + 3
=
(
d lnA(φ∗)
dφ∗
)2
, M(φ) = −16πV (φ∗)
A4(φ∗)
(101)
The coupling function in the DEF model is given by [33]
A(φ∗) = exp
[
1
4
β∗
(
φ∗
Mp
)2]
, (102)
where β∗ is a constant and Mp = 1/
√
8πG∗. The scalar field is massless in the original DEF model. Then, Ra-
mazanogˇlu and Pretorius [34] extend this model to study the spontaneous scalarization of neutron stars with a
massive scalar field. The potential term in the extended DEF model is given by
V (φ∗) =
1
2
m2∗φ
2
∗, (103)
with m∗ the scalar mass in the Einstein frame. In [34] the background scalar field is the minimum of the potential
V (φ∗), φ∗ = 0. From (101), we have
ω0 → +∞. (104)
Combining with (17) and (32), we obtain
ms = 0, ξ = 0. (105)
As a result of the special background scalar field value, the extended DEF model can satisfy the constraints in Table
I.
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Since the original DEF model has no potential terms, its background scalar field φ∗0 is determined by the cosmological
evolution. Using (32) and (101), we have
ξ ≃ 1
2
β2∗
(
φ∗0
Mp
)2
. (106)
Applying the constraints in Table I, we have
|β∗ φ
∗
0
Mp
| < 2.1× 10−2. (107)
In the (original and extended) DEF model, for a sufficiently negative β∗(<∼ −4), the neutron star will cause an
activation of the scalar field above its background value, thus influencing its sensitivity. As a result, this scalarization
effect can affect the GW waveforms of the binary system containing a neutron star [53–55]. We ignore the scalarization
effect in this paper and leave it in a future work.
B. f(R) gravity
f(R) gravity is a well studied model to explain the late time accelerated expansion of the universe [56]. The action
for f(R) gravity takes the form [36]
S =
1
16πG∗
∫
d4x
√−g f(R) + Sm[gµν ,Ψm], (108)
where f(R) is a function of the Ricci scalar. After the field redefinition [36], f(R) gravity can be rewritten as massive
Brans-Dicke theory with ω(φ) = 0 and the potential term
M(φ) =
1
G∗
f(R)− φR, (109)
where the scalar field is defined by φ = 1G∗ f
′(R). Since ξ = 14 in f(R) gravity, the scalar degree of freedom must
be heavy enough to satisfy the Cassini constraint. Therefore, we should apply the waveforms (93) and (94) to f(R)
gravity or use the results of Appendix B to obtain the waveforms. Our results are applicable to a general f(R) model.
Now, take the R2 model as an example.
f(R) = R+ dR2 (110)
where d is a positive constant. In the R2 model, the potential term is
M(φ) = −G∗
4d
(φ− 1
G∗
)2. (111)
The mass squared of the scalar field is
m2s =
1
6d
. (112)
In the heavy scalar mass situation, the phase of the GW waveforms is complicated. Because of this, there is no
available projected GW constraint for f(R) gravity. However, when ms > 2πf , the phase Ψ+ (92) is identical to that
for GR except that the chirp mass is multiplied by a factor (1− ξ). Therefore, when
ms > 4.1× 10−13 eV
(
fh
100Hz
)
(113)
with fh is the highest sensitive frequency of the GW detector, f(R) gravity can satisfy the GW constraint. For the
R2 model, we have
d < 4.2× 10−7Hz−2
(
fh
100Hz
)−2
. (114)
16
C. screened modified gravity
Screened modified gravity (SMG) is a kind of massive scalar-tensor theories with screening mechanisms to suppress
the scalar force in high density regions [20]. The action of SMG is given in the Einstein frame (1). The behavior of
the scalar field in SMG is controlled by the effective potential [20]
Veff(φ∗) = V (φ∗) + ρA(φ∗), (115)
where ρ is the conserved density in the Einstein frame. As a result, the mass and the coupling to matter of the scalar
field can vary in different environments. SMG can behave as a dark energy scalar and avoid solar system constraints.
For comparison, the mass of the scalar field in massive Brans-Dicke theory is determined by the bare potential M(φ)
which does not depend on the environment. In this section, we ignore the screening mechanism of the following two
SMG models and investigate the consequences.
(1) : V (φ∗) = Λ4 exp
(
Λα˜
φα˜∗
)
, A(φ∗) = exp
(
β˜φ∗
Mp
)
, (116)
(2) : V (φ∗) = −1
2
µ˜2φ2∗ +
λ
4
φ4∗, A(φ∗) = 1 +
φ2∗
2M˜2
, (117)
Model (1) is the chameleon model [39, 40]. Λ corresponds to the dark energy scale. α˜ and β˜ are the positive
dimensionless constants. Model (2) is the symmetron model [41]. λ is a positive dimensionless constant. µ˜ and M˜
are two mass scales.
Using the transformation relation (101), we obtain the potential function M(φ) and the coupling function ω(φ) in
the Jordan frame
(1) : M(φ) = −16πΛ4G2∗φ2 exp


(
−2β˜Λ
Mp ln(G∗φ)
)α˜ , ω(φ) = 1
4β˜2
− 3
2
, (118)
(2) : M(φ) = −16πG2∗φ2
[
−1
2
µ˜2M˜2(1 −G∗φ) + λ
4
M˜4(1−G∗φ)2
]
, ω(φ) =
M˜2
4M2p (1−G∗φ)
− 3
2
(119)
Since A(φ∗) > 1 in these two models, from (101), we have 0 < φ < 1/G∗. In model (1), M(φ) is monotonically
decreasing. Therefore, we cannot define the mass of the scalar field φ and our result is not applicable to the chameleon
model. This shows that SMG models and massive Brans-Dicke theory have no one-to-one correspondence.
In model (2), from M ′(φ0) = 0, we obtain the scalar background
G∗φ0 = 1− µ˜
2
λM˜2
(120)
and the mass squared of the scalar field is
m2s =
48πφ0
2ω0 + 3
G2∗µ˜
2M˜2. (121)
In [41], the authors impose two relations between the parameters of the symmetron model. µ˜2M˜2 is around the
current cosmic density
µ˜2M˜2 ∼ H20M2p . (122)
The strength of the scalar force is comparable to gravity
µ˜√
λM˜2
∼ 1
Mp
. (123)
Using these two relations, we have
ω0 ∼ 1, ms ∼ H0 ∼ 10−33 eV. (124)
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It can be seen that these parameters do not satisfy the GW constraints in Table I. However, if we consider the
screening mechanism, following the discussion of Section VB in [22], the GW constraint in Table I only imposes a
weak bound on λ,
λ > 4.9× 10−110. (125)
This result indicates the necessity of applying the screening mechanism.
VI. CONCLUSION AND DISCUSSION
We have calculated the GW waveforms of a compact binary on a quasicircular orbit to quadrupole order in massive
Brans-Dicke theory. The massless tensor field induces two tensor GW polarizations h+ and h×. The massive scalar
field induces two scalar GW polarizations hb and hL. We work out to the Newtonian quadrupole order the expressions
of these four polarizations in the time domain. Using the SPA method, we also calculate the Fourier transforms of
the two tensor GW polarizations h˜+(f) and h˜×(f). The expressions of h˜+(f) and h˜×(f) depend on ω0, but not
on the derivative of the coupling function ω(φ). This is because the binary system on a circular orbit has no
monopole radiation, while the derivative of the coupling function only appears in monopole terms. In the light
scalar mass situation the waveforms h˜+(f) and h˜×(f) can be mapped to the ppE framework and we obtain the ppE
parameters. However, when the scalar mass is comparable to the GW frequency, the phases of these waveforms
contain hypergeometric functions which cannot be described by the ppE framework. In the limit ms →∞, the binary
system has no scalar radiation and the waveforms of h˜+(f) and h˜×(f) will be identical to that of GR except that the
chirp mass Mc is replaced by Mc(1− ξ). Since a binary black hole system also has no scalar radiation, the waveforms
of the binary black hole system take the same form. In the limit ms = 0, the GW waveforms and radiation power
is consistent with that of Brans-Dicke theory. Considering the potential observations of future ground based GW
detectors on the GWs emitted by a black hole-neutron star binary, we obtain the constraints on the parameters ξ and
ms. Then, we apply our results to specific models, including the DEF model, f(R) gravity, and screened modified
gravity.
It can be seen that the sensitivity s of a compact body always appears in the combination of (1−2s). This is because
the source terms in the scalar field equation (4) have the form T − 2φ∂T∂φ . The trace of the energy-momentum tensor
depends on the scalar field through the mass of the compact body, T ∼ m(φ). Therefore, T − 2φ∂T∂φ ∼ m(φ)(1 − 2s).
Actually, (1 − 2s) is proportional to the scalar charge defined by Damour and Esposito-Fare`se in [33]. For black
holes, a sensitivity of 12 is equivalent to saying that black holes have no scalar hair [44]. However, when the scalar
background φ0 is time dependent [57, 58] or has a spatial gradient [59], a scalar hair can arise [2]. We need to further
investigate gravitational waveforms emitted by the hairy black holes in the future work.
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Appendix A: Integrals in hb and hL
We follow the method described in Appendix B of [30] to evaluate the integrals with the Bessel function in (56)
and (57):
I1 =
∫ ∞
0
dzJ1(z)
1
u2
ω(t−Ru) 13 cos (Φ(t−Ru)) ,
I2 =
∫ ∞
0
dzJ1(z)
1
u3
ω(t−Ru) 23 cos (2Φ(t−Ru)) ,
I3 =
∫ ∞
0
dzJ1(z)
(
1
u2
− 1
)
1
u2
ω(t−Ru) 13 cos (Φ(t−Ru)) ,
I4 =
∫ ∞
0
dzJ1(z)
(
1
u2
− 1
)
1
u3
ω(t−Ru) 23 cos (2Φ(t−Ru)) ,
(A1)
with u =
√
1 +
(
z
msR
)2
and ω(t) = dΦ(t)/dt, which cannot be evaluated exactly. Now we will calculate the asymptotic
behavior of these integrals in the wave zone R→∞.
Choosing a parameter λ such that msRλ≫ 1 while ωRλ2 ≪ 1 and splitting I3 into two parts, the first part is∫ msRλ
0
dzJ1(z)
(
1
u2
− 1
)
1
u2
ω(t−Ru) 13 cos (Φ(t−Ru))
=− J0(z)
(
1
u2
− 1
)
1
u2
ω(t−Ru) 13 cos (Φ(t−Ru))
∣∣∣msRλ
0
+ · · ·
=J0(msRλ)
λ2
(1 + λ2)2
ω(t−R
√
1 + λ2)
1
3 cos(Φ(t−R
√
1 + λ2)) + · · ·
(A2)
All terms are dependent on λ. They can be exactly canceled by the second part when we perform integration by
parts. Therefore, the asymptotic behavior of I3 is determined by the second part.
Substituting the asymptotic expression of the Bessel function
Jν(x) ≃
√
2
πx
cos
(
x− νπ
2
− π
4
)
, (A3)
into the second part, the integral can be approximated by
I ′3 = −msR
∫ ∞
√
1+λ2
du
√
2
π
cos(msR
√
u2 − 1− 34π)√
msR(u2 − 1) 14
√
u2 − 1
u3
cos(Φ(t−Ru))ω(t−Ru) 13
= −1
2
√
2msR
π
∫ ∞
√
1+λ2
du
(u2 − 1) 14
u3
ω(t−Ru) 13ℜ
[
ei(msR
√
u2−1− 3
4
pi+Φ) + ei(msR
√
u2−1− 3
4
pi−Φ)
] (A4)
where ℜ denotes the real part of the argument. In the previous work [22], we have worked out the asymptotic behavior
of I ′3 when ω > ms. Now we will focus on the situation ω < ms. In this situation, the first derivative of the exponential
part of the two terms of the integrand cannot vanish on the real axis, we must consider the analytic properties of the
exponential part. We will use the method of steepest descent [60].
The saddle point of the first term b1 is determined by
ρ′(b1) = i(msR
b1√
b21 − 1
− ω(t−Rb1)R) = 0, (A5)
that is
b1 =
ω
m2s − ω2
ei
pi
2 , (A6)
where ρ(u) = i(msR
√
u2 − 1 − 34π + Φ(t − Ru)) is the exponential part of the first term of (A4). Deforming the
integration contour to pass this saddle point, we obtain the dominant contribution to the integral I ′3
I ′3 ∼ ℜ
[
− i
2
√
2msR
π
(b21 − 1)
1
4
b31
ω(t−Rb1) 13 eρ(b1)
√
2π
ρ′′(b1)
]
(A7)
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I ′3 ∼ ℜ
[
− i
2
√
2msR
π
(b21 − 1)
1
4
b31
ω(t−Rb1) 13 eρ(b1)
√
2π
ρ′′(b1)
]
= m2s
√
m2s − ω(t−R)2ω(t−R)−
8
3 e−R
√
m2s−ω(t−R)2 cos(Φ(t−R) + ωR− π
2
).
(A8)
Therefore,
I3 ∼ m2s
√
m2s − ω(t−R)2ω(t−R)−
8
3 e−R
√
m2s−ω(t−R)2 cos(Φ(t−R) + ωR− π
2
). (A9)
In the same way, we can work out the asymptotic behavior of I1,I2 and I3 in the situation ω < ms
I1 ∼ω(t−R) cos(Φ(t−R)) + ω(t−R) 13
√
m2s
ω(t−R)2 − 1 e
−R
√
m2s−ω(t−R)2 cos(Φ(t−R) + ωR+ π
2
),
I2 ∼ω(t−R) 23 cos(2Φ(t−R))− ω(t−R) 23
(
1− m
2
s
4ω(t−R)2
)
e−R
√
m2s−4ω(t−R)2 cos(2Φ(t−R) + 2ωR),
I4 ∼− m
2
s
4ω(t−R)2
(
1− m
2
s
4ω(t−R)2
)
ω(t−R) 23 e−R
√
m2s−4ω(t−R)2 cos(2Φ(t−R) + 2ωR).
(A10)
It can be seen that all four of these integrals include terms of order O(e−R). When substituted into hb and hL, these
terms can be discarded. In the above calculations, we assumed that ω(t − Ru) is real. Actually, the imaginary part
of ω(t−Ru) cannot be ignored for some values of t. However, in these situations, eρ(u) in (A4) will always contribute
a term of order O(e−R). Therefore, this assumption will not influence the expressions of hb and hL.
We collect the asymptotic behavior of these integrals in the situation ω > ms to facilitate reference [22].
I1 ∼ ω(t−R) 13 cos(Φ(t−R))− ω(t−Ru1)− 23
√
ω(t−Ru1)2 −m2s cos
(
m2sR√
ω(t−Ru1)2 −m2s
+Φ(t−Ru1)
)
,
I2 ∼ ω(t−R) 23 cos(2Φ(t−R))− ω(t−Ru2) 23
(
1− m
2
s
4ω(t−Ru2)2
)
cos
(
m2sR√
4ω(t−Ru2)2 −m2s
+ 2Φ(t−Ru2)
)
,
I3 ∼ m
2
s
ω
8
3
√
ω2 −m2s cos
(
m2sR√
ω2 −m2s
+Φ
) ∣∣∣∣∣
t−Ru1
,
I4 ∼ m
2
s
4ω2
(
1− m
2
s
4ω2
)
ω
2
3 cos
(
m2sR√
ω2 −m2s
+Φ
) ∣∣∣∣∣
t−Ru2
,
(A11)
where un is given by
un =
nω(t−R)√
n2ω(t−R)2 −m2s
. (A12)
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Appendix B: Two integrals
The result of the two integrals in (90) which are obtained by the softwareMathematica. 2F1(a, b; c; z) is the ordinary
hypergeometric function.∫ pif
ms
dω (2πf − 2ω)ω− 133 (1− m
2
s
ω2
)
3
2
=
[
1280π3f3
√
π2f2 −m2s
(
176π6f6 − 1248m2sπ4f4 − 1326m4sπ2f2 + 1183m6s
)
2F1
(
−1
2
,−1
3
;
2
3
;
m2s
π2f2
)
+ 77805π3f3
√
π2f2 −m2s
(
3π6f6 − 100m2sπ4f4 − 16m4sπ2f2 + 32m6s
)
2F1
(
−5
6
,
1
2
;
1
6
;
m2s
π2f2
)
− 2240m2sπf
√
π2f2 −m2s
(
704π6f6 − 2088m2sπ4f4 − 1014m4sπ2f2 + 1183m6s
)
2F1
(
−1
2
,
2
3
;
5
3
;
m2s
π2f2
)
+ 13832m2sπf
√
π2f2 −m2s
(
209π6f6 − 2124m2sπ4f4 + 300m4sπ2f2 + 400m6s
)
2F1
(
−1
2
,
1
6
;
7
6
;
m2s
π2f2
)
+ 320
(
π2f2 −m2s
)(
5187m2/3s π
41/6f19/3
√
π2f2 −m2sΓ
(
5
3
)
/Γ
(
25
6
)
+ 544π8f8 + 2840m2sπ
6f6 − 4116m4sπ4f4 − 1816m6sπ2f2 + 2548m8s
+ 39m2sπf
√
π2f2 −m2s
(
32π4f4 − 52m2sπ2f2 − 7m4s
)
2F1
(
1
2
,
2
3
;
5
3
;
m2s
π2f2
)
−156π3f3
√
π2f2 −m2s
(
8π4f4 − 28m2sπ2f2 − 7m4s
)
2F1
(
−1
3
,
1
2
;
2
3
;
m2s
π2f2
))
− 1729 (π2f2 −m2s)
(
960m5/3s π
35/6f16/3
√
π2f2 −m2sΓ
(
7
6
)
/Γ
(
11
3
)
+ 135π8f8 − 3758m2sπ6f6 − 6204m4sπ4f4 + 3432m6sπ2f2 + 320m8s
+60m2sπf
√
π2f2 −m2s
(
11π4f4 − 46m2sπ2f2 + 8m4s
)
2F1
(
1
6
,
1
2
;
7
6
;
m2s
π2f2
))]
× 1
2213120 m4s π
16/3f16/3 (π2f2 −m2s)3/2
(B1)
∫ pif
ms
2
dω (2πf − 2ω)ω− 113 (1 − m
2
s
4ω2
)
5
2
=
[
−
(
25m3sπf
√
4π2f2 −m2s
(
498688π8f8 − 761344m2sπ6f6 + 98736m4sπ4f4 + 8756m6sπ2f2 − 2057m8s
)
2F1
(
−1
2
,
1
3
;
4
3
;
m2s
4π2f2
)
+ 288msπ
3f3
√
4π2f2 −m2s
(
23040π8f8 − 153472m2sπ6f6 − 3564m4sπ4f4 + 7788m6sπ2f2 − 935m8s
)
2F1
(
−2
3
,
1
2
;
1
3
;
m2s
4π2f2
)
+ms
(
4π2f2 −m2s
) (−3317760π10f10 + 18984448m2sπ8f8 + 5410496m4sπ6f6 − 2107632m6sπ4f4 + 177980m8sπ2f2 + 4675m10s
− 33m2sπf
√
4π2f2 −m2s
(
40960π6f6 − 32064m2sπ4f4 + 4176m4sπ2f2 − 85m6s
)
2F1
(
1
3
,
1
2
;
4
3
;
m2s
4π2f2
)
−5161200 22/3m4/3s π49/6f23/3
√
4π2f2 −m2sΓ
(
4
3
)
/Γ
(
29
6
)))
× 35
m5sπ
20/3f20/3 (4π2f2 −m2s)3/2
− 12903

−8
(
367π4f4 − 86m2sπ2f2 + 7m4s
)
2F1
(
− 12 , 56 ; 116 ;
m2s
4pi2f2
)
π17/3f17/3
+
7000 22/3π1/2Γ
(
5
6
)
m
5/3
s Γ
(
13
3
)
+
3
(
232π4f4 − 86m2sπ2f2 + 7m4s
)
2F1
(
1
2 ,
5
6 ;
11
6 ;
m2s
4pi2f2
)
π17/3f17/3



× 1
24085600
(B2)
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