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Resumen: Por regla general, la aplicacion de la desambiguacion del sentido de
las palabras (Word Sense Disambiguation, WSD) viene determinada exclusivamente
por la conanza en el sistema desambiguador utilizado. En este trabajo se realiza
un estudio en el ambito de la Recuperacion de Informacion (Information Retrieval,
IR) sobre la incidencia que tiene en la desambiguacion otros factores, tales como
la conanza en la herramienta de desambiguacion, el grado de polisemia o granu-
laridad y la diferencia en la fuerza de discriminacion entre el termino original y el
desambiguado. Por tanto, se propone un enfoque para decidir si un termino debe ser
desambiguado o no y aplicarlo a recuperacion de informacion. Finalmente, se mues-
tra que una desambiguacion selectiva de terminos basada en Frecuencia Inversa de
Documento (Inverse Document Frequency, IDF) mejora ligeramente el rendimiento
de un sistema de recuperacion de informacion.
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Abstract: The application of Word Sense Disambiguation (WSD) is usually deter-
mined exclusively by the trust in the disambiguation system used. In this paper,
a study in the Information Retrieval (IR) eld is carried out about the impact of
others factors in WSD such as the condence of the WSD tool, the grade of polisemy
or granularity and the dierence in the discrimination strength between the original
term and the disambiguated one. Thus, a proposal to decide whether a word should
be disambiguated or not according to Inverse Document Frequency (IDF) is pre-
sented. Finally, it is shown that a selective disambiguation based on IDF improves
slightly the performance of an IR system.
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1. Introduccion
La aplicacion de la desambiguacion de termi-
nos (Word Sense Disambiguation, WSD)
en recuperacion de informacion (Information
Retrieval, IR) ha sido ampliamente estudia-
da durante las ultimas decadas, pero hoy da
la comunidad cientca no ha llegado todava
a un acuerdo sobre cual es la manera opti-
ma de aplicarla. Parece razonable asumir que
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un sistema IR mejorara su rendimiento si los
documentos se representan mediante los sen-
tidos de las palabras en lugar de los propios
terminos, sobre todo si los terminos ambiguos
se desambiguan correctamente. Sin embargo,
estudios recientes relacionados con la aplica-
cion de WSD a sistemas IR no muestran nin-
guna mejora, como se puede comprobar en la
siguiente seccion. Los malos resultados de los
sistemas de desambiguacion actuales y la gra-
nularidad demasiado na de algunos sentidos
de las palabras son el principal inconveniente.
En este trabajo se pretende analizar el
comportamiento de una desambiguacion se-
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lectiva de terminos aplicada a IR: solo al-
gunas palabras seran desambiguadas aten-
diendo a su poder discriminativo (Inver-
se Document Frecuency, IDF) con respecto
al termino desambiguado. Primeramente, se
realizara un breve recorrido del estado del ar-
te sobre la conveniencia de utilizar WSD en
tareas IR. En segundo lugar, se explicara el
marco de trabajo utilizado para llevar a ca-
bo los experimentos y se mostraran los resul-
tados obtenidos, haciendo un breve analisis
de los mismos. Finalmente, se expondran las
conclusiones y el trabajo futuro.
2. Trabajo relacionado
La desambiguacion automatica del sentido
de las palabras es una tarea antigua que ha
sido estudiada durante muchos a~nos (Gale,
Church, y Yarowsky, 1992) y que ha sido apli-
cada con exito a ciertas tareas como cate-
gorizacion de texto (Ure~na-Lopez, Buenaga-
Rodrguez, y Gomez, 2001) y recuperacion de
informacion (Gonzalo et al., 1998). El primer
intento de utilizar un desambiguador den-
tro de un sistema IR consiguio una mejora
del 1% en el rendimiento del sistema IR al
desambiguar cinco palabras ambiguas en la
coleccion utilizada (Weiss, 1973). En un tra-
bajo posterior, se concluyo que el impacto de
la ambiguedad de los sentidos de las palabras
en IR no era dramatico, aunque la desambi-
guacion fuera probablemente beneciosa pa-
ra recuperar cuando haba pocos terminos en
comun entre el documento y la consulta (Kro-
vetz y Croft, 1992).
Los primeros experimentos a gran escala
para aplicar desambiguacion en un sistema
IR fueron desarrollados por Voorhees (Voor-
hees, 1993) y Wallis (Wallis, 1993). Voorhees
construyo un desambiguador de sentidos ba-
sado en un tesauro de WordNet aplicandolo a
diferentes colecciones. Desafortunadamente,
los resultados obtenidos con estas colecciones
desambiguadas conllevaron un decremento en
el rendimiento del sistema IR. Por otro lado,
Wallis utilizo un desambiguador como parte
de un sistema en el que sustitua las palabras
de la coleccion por sus deniciones obtenidas
de un diccionario. Para ello utilizo sinonimos
de las palabras, de tal modo que los documen-
tos que contuvieran estos sinonimos tambien
seran recuperados. Cuando se reemplazaba
una palabra por su denicion, se utilizaba
el desambiguador para seleccionar el termino
mas representativo. Los experimentos lleva-
dos a cabo sobre varias colecciones tampoco
obtuvieron una mejora signicativa en el ren-
dimiento de la recuperacion de informacion.
Un excelente estudio sobre WSD en ge-
neral se puede encontrar en el libro de Agi-
rre y Edmonds (Agirre y Edmonds, 2006).
Ademas, otro importante trabajo sobre WSD
e IR es el presentado por Sanderson (Sander-
son, 2000). En este trabajo, Sanderson su-
giere tres razones principales por las que la
desambiguacion no acaba de rendir en recu-
peracion de informacion: la colocacion de pa-
labras, la distribucion de frecuencias de los
sentidos y la desambiguacion erronea.
Con respecto a las campa~nas internacio-
nales recientes que han tratado de incorpo-
rar la desambiguacion como una tarea a eva-
luar, se pueden destacar dos principalmen-
te: SemEval1 y CLEF2. En concreto, en el
CLEF del a~no 2008 se introdujo una nueva
tarea llamada Robust-WSD que se centro en
estudiar y evaluar como contribua la desam-
biguacion de terminos a la recuperacion de
informacion monolingue y multilingue (Agi-
rre et al., 2008). Para ello, la organizacion
proporciono a los participantes la coleccion
ya desambiguada. Las conclusiones genera-
les que se obtuvieron en esta edicion fueron
diversas: por un lado hubo grupos que con-
siguieron mejorar el resultado de la recupe-
racion utilizando la coleccion desambiguada
pero, por otro lado, los mejores resultados
en terminos de precision media se obtuvieron
por sistemas que no utilizaban dicha informa-
cion.
En la edicion de 2009, la tarea Robust-
WSD siguio centrandose en el mismo obje-
tivo (Agirre et al., 2009), pero los organiza-
dores proporcionaron las consultas y la co-
leccion ya etiquetados con sentidos de Word-
Net, utilizando para ello dos sistemas WSD
automaticos: UBC (Agirre y Lacalle, 2007) y
NUS (Chan, Ng, y Zhong, 2007). Estos sis-
temas proporcionaban un peso determinado
al sentido establecido para cada nombre, ver-
bo, adjetivo y adverbio que el sistema poda
desambiguar. Las conclusiones obtenidas fue-
ron similares a las del 2008. La principal con-
clusion en la subtarea monolingue fue que la
evidencia de utilizar WSD en IR no estaba
clara, ya que solo algunos grupos consiguie-
1Evaluation Exercises on Semantic Evaluation
http://semeval2.fbk.eu/semeval2.php
2Cross Language Evaluation Forum http://www.
clef-campaign.org/
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Figura 1: Extracto de un documento de la coleccion desambiguada
ron peque~nas mejoras en terminos de preci-
sion media, mientras que los mejores resulta-
dos globales fueron conseguidos por sistemas
que no utilizaban WSD. Con respecto a la
subtarea multilingue, el comportamiento de
los sistemas fue muy similar. Nuestro grupo
participo en la tarea Robust-WSD del CLEF
2008 exponiendo un primer paso para carac-
terizar consultas donde la desambiguacion de
terminos poda ser util (Martnez-Santiago,
Perea-Ortega, y Garca-Cumbreras, 2008).
3. Marco de experimentacion
Para llevar a cabo los experimentos de este
trabajo se ha utilizado la coleccion de docu-
mentos proporcionada por la organizacion del
CLEF para la tarea Robust-WSD del 2008
(Agirre et al., 2008). Esta tarea utilizaba,
a su vez, distintas colecciones existentes en
el CLEF pero a~nadiendo informacion sobre
la desambiguacion de las palabras. La co-
leccion esta compuesta por 113.000 noticias
publicadas en el periodico \Los Angeles Ti-
mes" en 1994 y 56.500 noticias publicadas
en el periodico \Glasgow Herald" en 1995.
Un extracto del documento con identicador
GH950102-000000 de esta coleccion se pue-
de observar en la Figura 1, donde aparecen
los terminos alien y treatment con sus res-
pectivos codigos de sentido (synset code) y el
peso otorgado por el desambiguador a dicho
sentido (score).
Con respecto a las consultas, se han uti-
lizado todos los topics proporcionados en las
diferentes campa~nas del CLEF desde el a~no
2001 hasta el 2006, consiguiendo un total de
160 consultas. Las consultas estan compues-
tas por una parte \ttulo" (T) y una parte
\descripcion" (D). Por otro lado, el sistema
de desambiguacion utilizado tanto para la co-
leccion como para las consultas ha sido el pro-
porcionado por el grupo NUS (Chan, Ng, y
Zhong, 2007), que se sirve de la base de da-
tos lexica WordNet 1.63 para establecer los
codigos de los sentidos.
Por ultimo, para el proceso de recupe-
racion de informacion, se han generado dos
ndices diferentes:
TS index, que para cada documento
de la coleccion considera un token co-
mo la union de la palabra (el lema) y
el codigo del synset asociado que tiene
el mayor score. Un ejemplo de token al-
macenado en este tipo de ndice sera
survey00644503. Para los experimentos
llevados a cabo en este trabajo se gene-
ro ademas una variante de este tipo de
ndice que consistio en separar el lema
del synset, con el objetivo de poder reali-
zar consultas mixtas, es decir mezclando
lemas y synset por separado.
S index, que almacena unicamente el
codigo del synset asociado con mayor
score. Para el ejemplo anterior, el token
almacenado en este tipo de ndice sera
simplemente 00644503.
4. Experimentos y resultados
Una vez presentado el marco de trabajo,
en esta seccion se explican los experimentos
3http://wordnet.princeton.edu
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llevados a cabo para evaluar el impacto de
la desambiguacion de palabras en recupera-
cion de informacion. Se proponen diferentes
experimentos que se describen brevemente a
continuacion:
Aplicacion tradicional de WSD en
IR (seccion 4.1). Consiste en evaluar la
recuperacion de informacion utilizando
las consultas y la coleccion ya desambi-
guadas.
Analisis de la desambiguacion de
cada palabra en la consulta (seccion
4.2). Este experimento ha consistido en
medir el impacto de la desambiguacion
de una unica palabra en cada consulta,
con el objetivo de caracterizar los bene-
cios de la desambiguacion a nivel de pa-
labra. Para ello, se ha empleado el poder
discriminativo de cada termino en ba-
se a su frecuencia inversa de documen-
to (IDF), como se describe a continua-
cion. Tambien se ha analizado el proceso
inverso, es decir, se ha estudiado como
vara el rendimiento de la recuperacion
cuando solo una palabra en la consulta
no se ha desambiguado.
Analisis de una desambiguacion se-
lectiva en IR (seccion 4.3). Finalmen-
te, se ha evaluado el comportamiento de
una desambiguacion selectiva en recupe-
racion de informacion, segun las conclu-
siones extradas de los experimentos an-
teriores.
La medida utilizada para la evaluacion de
los experimentos ha sido el valor de precision
media (Mean Average Precision, MAP), cuya
formula es la siguiente:
MAP =
NX
d=1
P (d)
N
(1)
donde:
N es el numero de documentos relevan-
tes recuperados.
d es un documento relevante recuperado.
P (d) es la precision del documento d re-
cuperado.
4.1. Aplicacion tradicional de
WSD en IR
En este primer grupo de experimentos
tratamos de aplicar WSD de una manera
Experimento Indice MAP
Baseline lema 0,374
WSD-TS lema + synset 0,368
WSD-S solo synset 0,376
Tabla 1: Resultados de la aplicacion tradicio-
nal de WSD en IR
tradicional, desambiguando la parte \ttu-
lo" y \descripcion" de las consultas (TD)
con el sistema NUS y utilizando la coleccion
desambiguada con el mismo sistema NUS.
Por otro lado, se evaluo el caso base (baseli-
ne), que consistio en lanzar las consultas sin
desambiguar sobre la coleccion tambien sin
desambiguar, preprocesada con Porter stem-
mer (Porter, 1980) para extraer los lemas de
las palabras y eliminando las palabras vacas.
Debido a que la coleccion desambiguada con-
tena multipalabras de WordNet marcadas
como tokens unicos, se opto por marcar de
igual manera las mismas multipalabras en la
coleccion sin desambiguar. Esto fue necesa-
rio porque pretendamos comparar el rendi-
miento de ambos enfoques. Ejemplos de mul-
tipalabras detectadas fueron: look-for, give-
in, military-service, anti-smoking...
Los resultados de estos experimentos se
muestran en la Tabla 1. Como era de esperar,
la aplicacion de WSD de forma indiscrimina-
da en IR no funciono bien. Ademas, conclui-
mos que no se obtendran mejores resultados
si se utilizara un sistema de desambiguacion
alternativo al empleado en este trabajo por-
que, como ya se ha comentado, el sistema
NUS es considerado uno de los mejores sis-
temas WSD segun el estado del arte actual.
Por otro lado, se puede observar una ligera
mejora (2,17%) del ndice basado unicamen-
te en synset con respecto al ndice basado en
lema + synset. La mejora obtenida al utilizar
WSD con respecto al caso base fue unicamen-
te del 0,5%, por lo que se puede concluir que
la aplicacion tradicional de WSD en IR no
consigue mejores resultados.
4.2. Analisis de la desambiguacion
de cada palabra en la consulta
Despues de un analisis profundo del traba-
jo desarrollado en (Sanderson, 2000) sobre las
cuestiones relacionadas con la conveniencia o
no de utilizar WSD en IR, nos planteamos va-
rias formas de aplicar la desambiguacion. Por
tanto, durante este experimento se estudia-
ron cuatro indicadores principales para me-
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dir la conveniencia de aplicar WSD en IR: el
impacto de la desambiguacion sobre palabras
aisladas, la conanza del sistema de desam-
biguacion, el impacto de la granularidad de
los sentidos y el poder discriminativo (IDF)
de la palabra desambiguada. A continuacion
se comentan los experimentos llevados a cabo
con cada uno de estos indicadores.
Impacto de la desambiguacion sobre
palabras aisladas. En este experimento nos
planteamos la hipotesis de que, dada una con-
sulta, algunas palabras deben ser desambi-
guadas y otras no. Para ello, realizamos un
analisis en profundidad de la mejora obtenida
para cada palabra desambiguada, intentando
caracterizar que terminos realmente deban
ser desambiguados. Como algunos terminos
estaban representados por su identicador o
codigo de synset se creo un nuevo ndice mix-
to uniendo palabras y sus respectivos syn-
set (TS index ). Para las consultas se tuvo
en cuenta que la combinacion lema + synset
era mutuamente exclusiva: cada palabra de
la consulta original fue reemplazada por un
lema o un synset, pero no por ambos. Aten-
diendo a la parte sustituida, se propusieron
dos conjuntos de consultas:
nT 1S : en el que solo un termino es re-
emplazado por su synset correspondien-
te, y as para cada palabra de la consul-
ta. Por tanto, para una consulta de m
palabras se obtienen m consultas.
nS 1T : en el que solo un synset es susti-
tuido por su termino correspondiente, y
as para cada palabra de la consulta. De
nuevo, para una consulta formada por m
synsets se obtienen m consultas.
En este experimento se trato de caracte-
rizar cuando la desambiguacion mejoraba la
recuperacion observando las diferencias entre
las consultas nT 1S y el caso base por un la-
do, y las consultas nS 1T y los synset por
otro. Para ambos conjuntos se generaron un
total de 1.113 consultas. La Tabla 2 mues-
tra los resultados obtenidos al reemplazar un
termino por su correspondiente synset y vice-
versa. Estos resultados son totalmente com-
patibles con los mostrados en la Tabla 1, ya
que no hay ninguna variacion importante en
las sustituciones. De todos modos, se puede
destacar un resultado: el 30-32% de sustitu-
ciones no tuvieron ningun impacto sobre el
resultado nal. Esto se debio a que el 45,2%
de las palabras de las consultas solo utiliza-
ban un sentido en la coleccion. Notese que
esto no conlleva necesariamente que se tra-
tara de palabras monosemicas, sino que, de
todos sus posibles sentidos, solo uno estaba
presente en la coleccion utilizada.
Conanza del sistema de desambi-
guacion. La conanza en el algoritmo de
desambiguacion debe tenerse en cuenta. Una
correcta desambiguacion no asegura mejores
precisiones, pero s es cierto que desambigua-
ciones incorrectas aseguran una mala preci-
sion en el sistema. La Tabla 3 muestra un re-
sultado interesante: la conanza media del al-
goritmo de desambiguacion cuando esta me-
jora el caso base (sin desambiguar las pala-
bras) es muy similar a la conanza del sis-
tema cuando la desambiguacion obtiene peo-
res resultados para el caso base. En resumen,
una conanza alta en el sistema de desambi-
guacion es una condicion necesaria pero no
suciente.
Impacto de la granularidad de los
sentidos. La granularidad tan na que em-
plea WordNet es una de las habituales crti-
cas a esta base de datos lexica. Aunque exis-
ten trabajos en los que se han estudiado va-
rios enfoques para aplicar agrupamiento de
sentidos (clustering) en WordNet, las conclu-
siones no aportan una estrategia claramente
validada por los resultados (Agirre y Lacalle,
2003). En este experimento se ha calculado
el impacto de la granularidad de WordNet te-
niendo en cuenta el numero medio de sentidos
para cada grupo de sustituciones de un synset
con su lema. Los resultados mostrados en la
Tabla 4 son decepcionantes, ya que no exis-
ten diferencias entre el numero medio de sen-
tidos para cada grupo de consultas. Ademas,
no se observa una tendencia clara, como al-
gunos trabajos sugieren, de que al tener mas
sentidos se debe aplicar WSD. Por tanto, se
puede concluir que el numero de sentidos no
es una cuestion relevante, al menos cuando se
trabaja de una manera aislada.
Poder discriminativo de la palabra
desambiguada. El ultimo aspecto que in-
vestigamos fue la diferencia del poder discri-
minativo (IDF) entre la palabra y su corres-
pondiente synset. El IDF es bastante utiliza-
do para medir la importancia de una pala-
bra en una determinada coleccion (Papineni,
2001), de manera que si un documento con-
tiene una palabra poco usual, dicha palabra
podra representar el signicado de ese docu-
Desambiguación de términos basada en IDF aplicada a recuperación de información
103
Conjunto de consultas #consultas Mejora media
Prec(nT 1S)=Prec(baseline) 360 0
Prec(nT 1S)>Prec(baseline) 403 +0,042
Prec(nT 1S)<Prec(baseline) 350 -0,046
Prec(nS 1T)=Prec(baseline) 343 0
Prec(nS 1T)>Prec(baseline) 389 +0,034
Prec(nS 1T)<Prec(baseline) 381 -0,030
Tabla 2: Experimentacion a nivel de palabra, sustituyendo cada lema por su correspondiente
synset y viceversa
#terminos Conanza mediaConjunto de consultas consultas
desamb. del sistema WSD
Prec(nT 1S) - Prec(baseline) >= 0,05 71 71 0,612
Prec(nT 1S) - Prec(baseline) <= -0,05 75 75 0,605
Prec(nT 1S) - Prec(baseline) >= 0,01 39 39 0,675
Prec(nT 1S) - Prec(baseline) <= -0,01 44 44 0,667
Baseline 160 1701 0,695
Tabla 3: Conanza media del sistema de desambiguacion atendiendo a varios subconjuntos de
consultas
Conjunto de consultas No medio sentidos
Prec(nT 1S) - Prec(baseline) >= 0,05 4,3
Prec(nT 1S) - Prec(baseline) <= -0,05 4,5
Prec(nT 1S) - Prec(baseline) >= 0,01 4,1
Prec(nT 1S) - Prec(baseline) <= -0,01 5
Prec(nS 1T) - Prec(synset) >= 0,05 4,5
Prec(nS 1T) - Prec(synset) <= -0,05 5,6
Prec(nS 1T) - Prec(synset) >= 0,01 4,1
Prec(nS 1T) - Prec(synset) <= -0,01 5,1
Tabla 4: Numero medio de sentidos por synset sustituido
mento mejor que aquellas palabras que son
mas frecuentes en la coleccion. La siguiente
formula representa el calculo del valor IDF:
idfi = lg
jDj
jd : ti 2 dj (2)
donde
jDj es el numero total de documentos en
la coleccion.
jd : ti 2 dj es el numero de documentos
donde aparece el termino ti.
De una manera similar al numero de sen-
tidos, investigamos tambien el impacto del
IDF. (Krovetz y Croft, 1992) mostraron que
los sentidos de una palabra no aparecen todos
por igual y que a menudo un unico sentido de
una palabra se utiliza de forma mas frecuente
que los otros. La hipotesis que planteamos en
este experimento fue que los sentidos que fue-
ran muy poco usuales no deberan ser desam-
biguados. La Tabla 5 muestra los resultados
obtenidos para este experimento.
Una primera cuestion a analizar con res-
pecto a estos resultados es que el IDF medio
de los synsets es mas alto que el IDF medio de
los lemas. Dado que al desambiguar se le asig-
na un token a cada sentido, esto indica que es
mas frecuente la polisemia que la sinonimia.
Este resultado es consistente con el mostrado
en el trabajo de Krovetz y Croft. Por lo tan-
to, un primer resultado de la desambiguacion
es que las palabras (lemas) con un valor ba-
jo de IDF aumentan el IDF desambiguando
dicha palabra. Esto no es necesariamente un
problema porque es usual que palabras co-
munes sean altamente polisemicas, pero fa-
cilita que tales palabras vean incrementado
su IDF articialmente. Este resultado sugie-
re que cuando la diferencia entre el IDF de la
palabra y el IDF del synset es muy alta, no
debera aplicarse la desambiguacion.
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IDF medio IDF medioConjunto de consultas
del lema del synset
Diferencia
Prec(nT 1S) - Prec(baseline) >= 0,05 3,4 4,3 0,9
Prec(nT 1S) - Prec(baseline) <= -0,05 3,2 4,4 1,2
Prec(nT 1S) - Prec(baseline) >= 0,1 3,3 4,2 0,9
Prec(nT 1S) - Prec(baseline) <= -0,1 3,4 4,7 1,3
Prec(nS 1T) - Prec(synsets) >= 0,05 3,1 4,4 1,3
Prec(nS 1T) - Prec(synsets) <= -0,05 3,1 4,3 1,2
Prec(nS 1T) - Prec(synsets) >= 0,1 3,0 4,2 1,2
Prec(nS 1T) - Prec(synsets) <= -0,1 3,4 4,3 1,1
Tabla 5: Diferencia media entre el IDF de un lema y su correspondiente synset y viceversa
% de palabrasExperimento WSD selectiva
desambiguadas
MAP
Baseline no 0% 0,374
WSD-S no 100% 0,376
S, Desambiguados aquellosWSD-S selectiva 1
terminos con conanza > 0,826
44,2% 0,379
S, Solo terminos conWSD-S selectiva 2
diferencia IDF < 1,3
80,6% 0,370
S, Solo terminos con conanza > 0,826WSD-S selectiva 3
y diferencia IDF < 1,3
38,3% 0,40
Tabla 6: Aplicacion selectiva de la desambiguacion para el conjunto completo de consultas (160
consultas)
4.3. Analisis de una
desambiguacion selectiva en
IR
Para aplicar las conclusiones obtenidas
en los experimentos anteriores, se propuso
utilizar una desambiguacion selectiva de los
terminos para cada consulta original. Este al-
goritmo tuvo en cuenta dos factores: la con-
anza en el algoritmo de desambiguacion y
la diferencia entre el IDF del synset y el IDF
del lema. Los resultados obtenidos se mues-
tran en la Tabla 6. Como se puede compro-
bar, es necesario aplicar ambos factores para
conseguir una mejora del 7% con respecto al
caso base. Esta diferencia en la mejora sugie-
re que el enfoque propuesto de aplicar una
desambiguacion selectiva es util para algunos
casos, aquellos que se pueden caracterizar te-
niendo en cuenta la conanza del algoritmo
de desambiguacion y el IDF.
5. Conclusiones y trabajo futuro
En este trabajo se ha desarrollado un estudio
exhaustivo sobre el impacto de la desambi-
guacion de palabras en recuperacion de in-
formacion. La idea mas habitual sobre IR y
WSD es que la desambiguacion es unicamen-
te util cuando el algoritmo WSD es casi per-
fecto. Sin embargo, los resultados obtenidos
con los experimentos realizados muestran que
una perfecta desambiguacion de los terminos
de nuestra coleccion y consultas no obtiene
una mejora en los resultados.
Otro factor a tener en cuenta es la gra-
nularidad del algoritmo WSD. El numero de
sentidos de un termino es una buena medi-
da de la granularidad de ese termino. Para
estudiar el impacto de la granularidad se ge-
neraron consultas mixtas, es decir, consultas
no desambiguadas donde solo un termino es-
taba desambiguado. Despues, se comparo el
rendimiento de la consulta original y la con-
sulta con los terminos sustituidos. El mismo
estudio se realizo para las consultas comple-
tamente desambiguadas sustituyendo un syn-
set por su palabra original. La conclusion fue
que el numero de sentidos no discrimina las
peores y las mejores sustituciones.
Por ultimo, se estudio el impacto del IDF,
obteniendo como conclusion que si el IDF
del synset es mucho mas alto que el IDF del
termino, es muy probable que la desambigua-
cion de dicho termino decremente el rendi-
miento de la consulta. Ademas, comproba-
mos un algoritmo sencillo para llevar a cabo
una desambiguacion selectiva, de manera que
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solo se desambiguaban aquellas palabras con
una conanza muy alta del algoritmo WSD
y un valor similar de IDF con el synset. Este
ultimo experimento consiguio mejorar un 7%
el rendimiento obtenido con el caso base sin
aplicar desambiguacion.
Como trabajo futuro, sera interesante
analizar el impacto de la polisemia y de la
granularidad de una manera mas detallada,
construyendo clusters jerarquicos de senti-
dos. Los enfoques habituales basados en clus-
tering de sentidos no funcionan bien debido a
que los clusters son conjuntos cerrados y to-
dos los elementos pertenecen al conjunto de
la misma forma. Por tanto, se podra gene-
rar un conjunto difuso de sentidos para ca-
da palabra atendiendo a factores que se han
investigado en este trabajo: conanza en el
algoritmo WSD, polisemia e IDF. Finalmen-
te, tambien se podra aplicar nuestro enfo-
que de desambiguacion selectiva a otras ta-
reas de Procesamiento del Lenguaje Natural
como los sistemas de busqueda de respuestas
y el reconocimiento de la implicacion textual.
Bibliografa
Agirre, E. y P.G. Edmonds. 2006. Word Sen-
se Disambiguation: Algorithms and Appli-
cations. Springer.
Agirre, E. y O.L. Lacalle. 2003. Clustering
wordnet word senses. En RANLP, volu-
men 260 de Current Issues in Linguistic
Theory (CILT), paginas 121{130.
Agirre, E. y O.L. Lacalle. 2007. Ubc-alm:
combining k-nn with svd for wsd. En Se-
mEval '07: Proceedings of the 4th Inter-
national Workshop on Semantic Evalua-
tions, paginas 342{345, Morristown, NJ,
USA. Association for Computational Lin-
guistics.
Agirre, E., G.M. Di Nunzio, N. Ferro,
T. Mandl, y C. Peters. 2008. Clef 2008:
Ad hoc track overview. En CLEF, volu-
men 5706 de Lecture Notes in Computer
Science, paginas 15{37. Springer.
Agirre, E., G.M. Di Nunzio, T. Mandl, y
A. Otegi. 2009. Clef 2009 ad hoc track
overview: Robust-wsd task. En CLEF, vo-
lumen 6241 de Lecture Notes in Computer
Science, paginas 36{49. Springer.
Chan, Y.S., H. Tou Ng, y Z. Zhong. 2007.
Nus-pt: Exploiting parallel texts for word
sense disambiguation in the english all-
words tasks. En Proceedings of the 4th
International Workshop on Semantic Eva-
luations (SemEval 2007), paginas 253{
256.
Gale, W., K.W. Church, y D. Yarowsky.
1992. Estimating upper and lower bounds
on the performance of word-sense disam-
biguation programs. En Proceedings of the
30th annual meeting on Association for
Computational Linguistics, paginas 249{
256. ACL.
Gonzalo, J., F. Verdejo, I. Chugur, y J. Ciga-
rran. 1998. Indexing with WordNet syn-
sets can improve Text Retrieval. En Pro-
ceedings of the COLING/ACL '98 Works-
hop on Usage of WordNet for NLP, pagi-
nas 38{44.
Krovetz, R. y W.B. Croft. 1992. Lexical am-
biguity and information retrieval. ACM
Trans. Inf. Syst., 10(2):115{141.
Martnez-Santiago, F., J.M. Perea-Ortega, y
M.A. Garca-Cumbreras. 2008. Evalua-
ting word sense disambiguation tools for
information retrieval task. En CLEF, vo-
lumen 5706 de Lecture Notes in Computer
Science, paginas 113{117. Springer.
Papineni, K. 2001. Why inverse document
frequency? En NAACL '01: Second mee-
ting of the North American Chapter of
the Association for Computational Lin-
guistics on Language technologies, paginas
1{8. ACL.
Porter, M. F. 1980. An algorithm for sux
stripping. Program, 14(3):130{137.
Sanderson, M. 2000. Retrieving with good
sense. Information Retrieval, 2(1):45{65.
Ure~na-Lopez, L.A., M. Buenaga-Rodrguez, y
J.M. Gomez. 2001. Integrating Linguistic
Resources in TC through WSD. Compu-
ters and the Humanities, 35(2):215{230.
Voorhees, E.M. 1993. Using wordnet to di-
sambiguate word sense for text retrieval.
En Proceedings of ACM SIGIR Conferen-
ce, paginas 171{180.
Wallis, P. 1993. Information retrieval ba-
sed on paraphrase. En Proceedings of PA-
CLING Conference.
Weiss, S.F. 1973. Learning to disambigua-
te. Information Storage and Retrieval,
9(1):33{41.
José M. Perea-Ortega, Fernando Martínez-Santiago, Miguel Á. García-Cumbreras, Arturo Montejo-Ráez
106
