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Аннотация
Предложен подход к формированию и решению класса задач многокритериальной оп-
тимизации, расширяющий метододологию анализа среды функционирования сложных си-
стем, рассматриваемых как социо-эколого-экономические системы (СЭЭС). Подход вклю-
чает в себя формирование частных и интегральных показателей результативности, отличи-
ем которого является вычисление собственного норматива для каждого из рассматривае-
мых объектов исследования. Алгоритм конструирования индикаторов на основании стати-
стической обработки данных и эконометрического моделирования обеспечивает учет взаи-
мосвязи как частных показателей оценки, так и конкретных существенных условий функ-
ционирования СЭЭС (факторов состояния и воздействия). Представлена методика фор-
мирования коэффициента гармоничности, характеризующего сбалансированность уровня
развития СЭЭС, которая является одним из критериев устойчивости сложных систем.
Осуществлена постановка задачи оптимизации критерия результативности функциониро-
вания СЭЭС за счет поиска факторов состояния и воздействия, при которых норматив
может быть достигнут. В общем случае такая задача сводится к нелинейной задаче мно-
гокритериальной оптимизации с ограничениями. Критерий оптимальности выбирается в
зависимости от целей субъектов управления СЭЭС. Рассмотрен частный случай решения
задачи оптимизации для регионов Центрального федерального округа с использованием
данных Росстата за 2007-2015 годы.
Ключевые слова: эконометрическое моделирование, интегральный показатель, социо-
эколого-экономические системы (СЭЭС), многокритериальная оптимизация.
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Abstract
An approach to the formation and solution of a class of multicriteria optimization problems is
proposed, extending the methodology of analysis of the environment of functioning of complex
systems considered as socio-ecological and economic systems (sees). The approach includes
the formation of individual and integral performance indicators, the difference of which is the
calculation of its own standard for each of the objects of study. The algorithm for constructing
indicators on the basis of statistical data processing and econometric modeling provides for
taking into account the relationship between the particular indicators of evaluation and the
specific essential conditions of the sees functioning (state and impact factors). The technique
of formation of the coefficient of harmony, which characterizes the balance of the level of
development of sees, which is one of the criteria for the stability of complex systems. The
statement of the problem of optimization of the sees performance criterion is carried out due to
the search for the state and impact factors in which the standard can be achieved. In the General
case, this problem reduces to a nonlinear multi-objective optimization problem with constraints.
The optimality criterion is selected depending on the objectives of the sees management entities.
A special case of the solution of porblem for regions of the Central Federal district with the use
of Rosstat data for 2007-2015 is considered.
Keywords: econometric modeling, integral index, socio-ecologo-economic system (SEES),
multicriteria optimization.
Bibliography: 25 titles.
For citation:
R. A. Zhukov, 2019, "Some optimization problems of the management of socio-ecological-economic
systems" , Chebyshevskii sbornik, vol. 20, no. 1, pp. 370–388.
1. Введение
Проблеме оценки состояния и функционирования сложных систем, рассматриваемых как
социо-эколого-экономические системы (СЭЭС), посвящены многие работы российских и за-
рубежных авторов, касающиеся как методов формирования частных и интегральных инди-
каторов, так и поиска оптимальных решений, при которых сложная система переходит на
оптимальный и устойчивый режим. Идентификация СЭЭС, их анализ и оценка зависят от
точек зрения, используемых подходов и методов обработки и представления данных, что де-
монстрируется наличием их большого разнообразия.Выбор показателей оценки состояния ре-
гионов современными учеными экономистами, социологами и географами определяется при-
кладными задачами и сформулированными целями исследования, а также общностью изу-
чаемой категории и экспертными заключениями [1]. Это и определяет наличие разнообраз-
ных подходов, методик, моделей, а также используемых частных и интегральных индикато-
ров. Традиционным подходом формирования интегральных индикаторов для анализа социо-
эколого-экономических систем является процедура усреднения частных показателей, напри-
мер, вычисление средних характеристик [2], метод (Data Envelopment Analysis) DEA [3, 4] и
его российский аналог АСФ, предложенный В.Е. Кривоножко и А.В. Лычевым [5], а также
его модификация в части формирования эталонных границ эффективности, разработанная
Е.П. Моргуновым [6]. Для оценки качества жизни населения А.С. Айвазяном был исполь-
зован метод главных компонент с целью формирования интегрального индикатора оценки,
относящегося к синтетической латентной категории [7]. Применяются методы многомерного
статистического анализа и имитационного моделирования [8].
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Для оценки устойчивости СЭЭС и принятия решений используются подходы, основанные
на идеях П. Дойла, М. Портера, А.А. Томпсона, Р.А. Фатхутдинова и ряда других авторов
[9]. При этом решаются классические задачи оптимизации, в большинстве своем сводящиеся
к задачам линейного или нелинейного программирования [10], в том числе с использованием
методов тропической оптимизации [11]. Для принятия решений в сфере управления СЭЭС
более применимы методы многокритериальной оптимизации, когда экспертное оценивание
альтернатив может быть формализовано или заменено строгой математической постановкой
или поиском Парето-оптимального множества [12]. При этом возникает вопрос оценки важ-
ности критериев, выбора их весовых коэффциентов и методов решения [13, 14, 15], что на
сегодняшний день является открытой проблемой.
2. Конструирование критериев оценки
Пусть имеются подмножества 𝑋𝑗 факторов состояния 𝑥𝑗(𝑡) ∈ 𝑋𝑗 = 𝑋1
⋃︀
𝑋2
⋃︀
𝑋3 множе-
ства 𝑋 ⊇ 𝑋𝑗 причем 𝑋 = 𝑋1
⋃︀
𝑋2
⋃︀
𝑋3 ⊆ Re, где 𝑋𝑖 в общем случае пересекающиеся подмно-
жества, имеющие социальный, экономический и экологический смысл (𝑗 = 1..𝑛 - количество
факторов состояния), а также подмножества 𝑍𝑠 факторов воздействия 𝑧𝑠(𝑡) ∈ 𝑍𝑠 ⊆ 𝑍 ⊆ Re
(𝑠 = 1..𝑢, 𝑢 - количество факторов воздействия), 𝑡 - параметр времени (𝑡 = 1..𝑇 ). Введем
множества 𝑌𝑖 и 𝑌𝑖 результатов 𝑦𝑖(𝑡) ∈ 𝑌𝑖 = 𝑌1
⋃︀
𝑌2
⋃︀
𝑌3 ⊆ Re и 𝑦𝑖(𝑡) ∈ 𝑌𝑖 = 𝑌1
⋃︀
𝑌2
⋃︀
𝑌3 ⊆ Re
(𝑖 = 1..𝑚, 𝑚 - число результативных признаков) соответственно, где последнее определяется
некоторой функцией 𝑓𝑖(𝑋,𝑍) такой,что 𝑓 : 𝑋
⋃︀
𝑍 → 𝑌𝑖. Каждое из подмножеств 𝑥𝑗(𝑡), 𝑧𝑠(𝑡),
𝑦𝑖(𝑡) и 𝑦𝑖(𝑡) представляют собой набор показателей переменных, полученных в момент време-
ни 𝑡 с характеристиками: математические ожидания 𝑀(𝑥𝑗(𝑡)), 𝑀(𝑧𝑠(𝑡)), 𝑀(𝑦𝑖(𝑡)), 𝑀(𝑦𝑖(𝑡)) и
среднеквадратические отклонения 𝜎(𝑥𝑗(𝑡)), 𝜎(𝑧𝑠(𝑡)), 𝜎(𝑦𝑖(𝑡)), 𝜎𝑦𝑖(𝑡)). Тогда элементами под-
множеств с индексом (*) (𝑋*𝑗 , 𝑍
*
𝑠 , 𝑌
*
𝑖 , 𝑌
*
𝑖 ) будут:
𝑥*𝑘,𝑗(𝑡) =
𝑥𝑘,𝑗 −𝑀(𝑥𝑗(𝑡))
𝜎(𝑥𝑗(𝑡))
, (1)
𝑧*𝑘,𝑠(𝑡) =
𝑧𝑘,𝑠 −𝑀(𝑧𝑠(𝑡))
𝜎(𝑧𝑠(𝑡))
, (2)
𝑦*𝑘,𝑖(𝑡) =
𝑦𝑘,𝑖 −𝑀(𝑦𝑖(𝑡))
𝜎(𝑦𝑖(𝑡))
, (3)
𝑦*𝑘,𝑖(𝑡) =
𝑦𝑘,𝑖 −𝑀(𝑦𝑖(𝑡))
𝜎(𝑦𝑖(𝑡))
, (4)
где 𝑘-тый элемент множества 𝐾 (объекта исследования (СЭЭС)) содержит в себе элементы
подмножеств 𝑦𝑘,𝑖(𝑡) ∈ 𝑌𝑘, 𝑦𝑘,𝑖(𝑡) ∈ 𝑌𝑘, 𝑥𝑘,𝑗(𝑡) ∈ 𝑋𝑘,𝑗 , 𝑧𝑘,𝑠(𝑡) ∈ 𝑍𝑘,𝑠 (𝑘 = 1..𝑁 , 𝑁 - число
рассматриваемых объектов). При этом выполняются условия:
𝑌𝑖 =
𝑚∑︁
𝑘=1
𝑌𝑘,𝑖, 𝑌𝑖 =
𝑚∑︁
𝑘=1
𝑌𝑘,𝑖, 𝑋𝑗 =
𝑚∑︁
𝑘=1
𝑋𝑘,𝑗 , 𝑍𝑠 =
𝑚∑︁
𝑘=1
𝑍𝑘,𝑠. (5)
В качестве объекта может выступать хозяйствующий субъект, муниципальное образование,
регион и т.п. Определим элементы подмножеств с индексом (0) (𝑌 0𝑖 , 𝑌
0
𝑖 ) как:
𝑦0𝑘,𝑖 =
𝑦*𝑘,𝑖 −𝑚𝑖𝑛{𝑦*𝑘,𝑖, 𝑦*𝑘,𝑖}
𝑚𝑎𝑥{𝑦*𝑘,𝑖, 𝑦*𝑘,𝑖} −𝑚𝑖𝑛{𝑦*𝑘,𝑖, 𝑦*𝑘,𝑖}
, (6)
𝑦0𝑘,𝑖 =
𝑦*𝑘,𝑖 −𝑚𝑖𝑛{𝑦*𝑘,𝑖, 𝑦*𝑘,𝑖}
𝑚𝑎𝑥{𝑦*𝑘,𝑖, 𝑦*𝑘,𝑖} −𝑚𝑖𝑛{𝑦*𝑘,𝑖, 𝑦*𝑘,𝑖}
. (7)
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Тогда частными индикаторами результативности 𝑘 -того элемента множества 𝐾 можно
считать отношение:
𝜉𝑘,𝑖(𝑡) =
𝑦0𝑘,𝑖(𝑡)
𝑦0𝑘,𝑖(𝑡)
, (8)
образующими множество Ξ(0). Определим числа, которые характеризуют связь между 𝑝-тыми
𝑌 0𝑝 , 𝑌
0
𝑝 и 𝑞-тыми 𝑌
0
𝑞 , 𝑌
0
𝑞 подмножествами 𝑟𝑝𝑞, 𝑟𝑝𝑞 в виде:
𝑟𝑝𝑞 =
∑︀𝑚
𝑝=1
∑︀𝑚
𝑞=1
∑︀𝑁
𝑘=1
∑︀𝑇
𝑡=1 𝑦
*
𝑘,𝑝(𝑡) · 𝑦*𝑘,𝑞(𝑡)√︂∑︀𝑚
𝑝=1
∑︀𝑁
𝑘=1
∑︀𝑇
𝑡=1
(︁
𝑦*𝑘,𝑝(𝑡)
)︁2 ·√︂∑︀𝑚𝑞=1∑︀𝑁𝑘=1∑︀𝑇𝑡=1 (︁𝑦*𝑘,𝑞(𝑡))︁2 , (9)
𝑟𝑝𝑞 =
∑︀𝑚
𝑝=1
∑︀𝑚
𝑞=1
∑︀𝑁
𝑘=1
∑︀𝑇
𝑡=1 𝑦
*
𝑘,𝑝(𝑡) · 𝑦*𝑘,𝑞(𝑡)√︂∑︀𝑚
𝑝=1
∑︀𝑁
𝑘=1
∑︀𝑇
𝑡=1
(︁
𝑦*𝑘,𝑝(𝑡)
)︁2 ·√︂∑︀𝑚𝑞=1∑︀𝑁𝑘=1∑︀𝑇𝑡=1 (︁𝑦*𝑘,𝑞(𝑡))︁2 . (10)
Очевидно, что эти значения будут одинаковыми для подмножеств 𝑌 *𝑝 , 𝑌 *𝑝 и 𝑌 *𝑞 , 𝑌 *𝑞 , а также
𝑌𝑝, 𝑌𝑝.
Определим множество Ξ(1), элементами которого являются обобщенные индикаторы ре-
зультативности 𝜉𝑘(𝑡), полученные из соотношения:
𝜉𝑘(𝑡) =
√︁∑︀𝑚
𝑝=1
∑︀𝑚
𝑞=1 𝑟𝑝𝑞 · 𝑦0𝑘,𝑝(𝑡) · 𝑦0𝑘,𝑞(𝑡)√︁∑︀𝑚
𝑝=1
∑︀𝑚
𝑞=1 𝑟𝑝𝑞 · 𝑦0𝑘,𝑝(𝑡) · 𝑦0𝑘,𝑞(𝑡)
. (11)
В общем случае совсем не обязательно определять множество Ξ(1), в состав которого входят
все𝑚 результативных признаков, а составлять подмножества Ξ(𝑝) из набора𝑚𝑖 ≤ 𝑚 элементов
в случае, если возникает необходимость оценивать результаты функционирования системы
по ее структурным или функциональным элементам (например, отрасль, сектор экономики,
сфера деятельности и т.п), а затем уже проводить обобщение (11) по уже сформированным
на предыдущем шаге индикаторам, формируя, тем самым, многоуровневую схему оценки.
Вид и состав функций 𝑓𝑖 : 𝑋
⋃︀
𝑍 → 𝑌𝑖, являющихся представлениями многофакторных
регрессионных моделей, определяются решением проблемы их спецификации, на основе 𝐹 -
статистики и 𝑡-оценки параметров.
Выражение (11), являющееся, по сути, процедурой свертки данных, можно описать и в
терминах векторного анализа. Каждое значение 𝑦0𝑘,𝑝(𝑡) можно считать компонентой вектора−→𝑦 0𝑘 в 𝑚-мерном пространстве с косоугольным базисом, образованным единичными ортами−→𝑦 0𝑝, причем угол между соответствующими осями можно представить в виде:
cos𝜙𝑝𝑞 =
−→𝑦 0𝑝 · −→𝑦 0𝑞
|−→𝑦 0𝑝| · |−→𝑦 0𝑞 |
. (12)
Тогда длину вектора −→𝑦 0𝑘, которая в принципе не зависит от выбора базиса, можно опре-
делить как:
|−→𝑦 0𝑘| =
√︁−→𝑦 0𝑘 ·𝑅 · −→𝑦 0𝑘 =
⎯⎸⎸⎷ 𝑚∑︁
𝑝=1
𝑚∑︁
𝑞=1
𝑟𝑝𝑞 · 𝑦0𝑘,𝑝 · 𝑦0𝑘,𝑞, (13)
что совпадает с числителем в (11). Таким же образом интерпретируется и знаменатель в (11).
Их отношение и определяет количественную оценку результатов функционирования 𝑘-того
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элемента множества 𝐾. Если 𝜉𝑘(𝑡) ≥ 1, то можно считать, что они являются удовлетворитель-
ными, в противном случае необходимо принять меры, направленные на достижение нормати-
ва, который рассчитан для каждого 𝑘-того объекта.
Возможность использования предложенного подхода позволяет удовлетворить всем требо-
ваниям, предъявляемым к интегральным индикаторам оценки. Многоуровневая схема обосно-
вывает его универсальность, выражения (1)–(4) определяет безразмерность, а (6)–(7) – норма-
лизацию. Соотношения (8)–(11) обеспечивают условие нормализации, причем последнее осу-
ществляет учет взаимосвязи частных показателей (индикаторов) результативности. Входящие
в состав нормативные значения показателей результативности из множеств 𝑌 *𝑖 позволяют
учесть конкретные факторы состояния и воздействия для объектов из множества 𝐾.
3. Модели формирования нормативов
Для формирования нормативов можно использовать модели произвольного вида. Наиболее
распространенными являются модели линейного типа:
𝑦*𝑖 =
𝑛∑︁
𝑗=1
𝐶𝑖,𝑗 · 𝑥*𝑗 +
𝑠∑︁
𝑠=1
𝐷𝑖,𝑠 · 𝑧*𝑠 , (14)
для обобщенного норматива:
𝑦*𝑖 =
⎡⎣ 𝑚∑︁
𝑝=1
𝑚∑︁
𝑞=1
𝑟𝑝𝑞 ·
(︃
𝑛∑︁
𝑖=1
𝐶𝑝,𝑖 · 𝑥*𝑘,𝑖 +
𝑠∑︁
𝑖=1
𝐷𝑝,𝑖 · 𝑧*𝑘,𝑖
)︃0
·
⎛⎝ 𝑛∑︁
𝑗=1
𝐶𝑝,𝑗 · 𝑥*𝑘,𝑗 +
𝑠∑︁
𝑗=1
𝐷𝑝,𝑗 · 𝑧*𝑘,𝑗
⎞⎠0⎤⎦1/2 .
(15)
где 𝑚 – число результативных признаков; 𝑛 – число факторов состояния, 𝑠 – число факто-
ров воздействия; 𝑝, 𝑞 – индексы 𝑝-того и 𝑞-того результативного признаков; 𝑖, 𝑗 – индексы
𝑖-того и 𝑗-того факторных признаков; 𝑘 – индекс рассматриваемой единицы совокупности;
𝑟𝑝𝑞 – парный коэффициент корреляции между 𝑝-тым и 𝑞-тым результативным признаками;
𝐶𝑝,𝑖, 𝐶𝑞,𝑗 , 𝐷𝑝,𝑖, 𝐷𝑞,𝑗 – соответствующие весовые коэффициентами между 𝑝-тым, 𝑞-тым резуль-
тативным и 𝑖-тым и 𝑗-тым факторами состояния и воздействия соответственно; 𝑥*𝑘,𝑖, 𝑥
*
𝑘,𝑗 , 𝑧
*
𝑘,𝑖,
𝑧*𝑘,𝑗 – соответствующие им фактические стандартизованные значения; индекс (0) показывает,
что проведена процедура нормализации для в соответствии с (6)–(7).
Также распространено использование нелинейных моделей мультипликативного типа или
их логарифмических аналогов:
ln 𝑦*𝑖 =
𝑛∑︁
𝑗=1
𝐶𝑖,𝑗 · ln𝑥*𝑗 +
𝑠∑︁
𝑠=1
𝐷𝑖,𝑠 · ln 𝑧*𝑠 , (16)
что является равносильным представлению нелинейных моделей, а в случае использования
труда и капитала в качестве объясняющих переменных, – в форме Кобба-Дугласа [16]:
𝑦*𝑖 =
𝑛∏︁
𝑗=1
𝑥
*𝐶𝑖,𝑗
𝑗 ·
𝑠∏︁
𝑠=1
𝑧
*𝐷𝑖,𝑠
𝑠 (17)
Весовые коэффициенты 𝐶𝑝,𝑖, 𝐶𝑞,𝑗 , 𝐷𝑝,𝑖, 𝐷𝑞,𝑗 находятся с помощью метода наименьших
квадратов (МНК) или пошагового МНК [17].
Факторы воздействия включают в себя как факторы естественного, так и антропогенного
характера, последние из которых могут быть управляемыми и неуправляемыми. Управляемые
факторы позволяют перевести систему в желаемое состояние и заданное ее функционирова-
ние.
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4. Критерий гармоничности
Гармоничное состояние, функционирование и развитие социо-эколого-экономической си-
стемы являются одними из свойств ее устойчивости. Это понятие связано со сбалансирован-
ным ростом, то есть равномерным положительным изменением ключевых показателей, ха-
рактеризующих СЭЭС. Показатель должен удовлетворять условиям безразмерности и норма-
лизации. При этом требование равномерного роста предопределяет необходимость равенства
значений обобщенных показателей (формулы (2), (11)) по каждому из направлений (отсут-
ствие асинхронности). Понятно, что такая ситуация возможна только в идеальном случае, и
практически не реализуема, однако можно определить меру, которая позволяет оценить сте-
пень равномерности (гармоничности) состояния, функционирования и развития СЭЭС. Та-
кой подход применим и к оценке отдельных составляющих (социальная, экологическая или
экономическая), что определяет его универсальность. Коэффициент гармоничности можно
представить как [18]:
𝐾𝑘(𝑡) = 1− 𝜎(𝜉𝑘,𝑖(𝑡))
𝑀(𝜉𝑘,𝑖(𝑡))
, (18)
𝑀(𝜉𝑘,𝑖(𝑡)) – математическое ожидание, 𝜎(𝜉𝑘,𝑖(𝑡)) – среднеквадратическое отклонение, опреде-
ляемые по формулам:
𝑀(𝜉𝑘,𝑖(𝑡)) =
1
𝑚
𝑚∑︁
𝑖=1
𝜉𝑘,𝑖(𝑡), (19)
𝜎(𝜉𝑘,𝑖(𝑡)) =
⎯⎸⎸⎷ 1
𝑚
(︃
𝑚∑︁
𝑖=1
𝜉𝑘,𝑖(𝑡)−𝑀(𝜉𝑘,𝑖(𝑡))
)︃2
. (20)
Чем ближе к единице 𝐾𝑘, тем гармоничнее функционирует объект исследования. Данный
индикатор не характеризует его специализацию, а указывает степень соответствия рассмат-
риваемых индикаторов нормативам, с учетом конкретных условий. В (18) вычитаемое есть ни
что иное как первый коэффициент вариации, характеризующий величину разброса значений
показателей относительно среднего значения. Известно, что коэффициент вариации оценивает
степень однородности совокупности, в данном случае показателей результативности СЭЭС.
Если коэффициент вариации не превышает 10%, то считают, что степень рассеяния незначи-
тельна. При превышении 33% можно говорить о неоднородной совокупности. Аналогичную
градацию можно сделать для коэффициента гармоничности: 1 – идеальный (гармоничный);
0,9..1 – высокий; 0,8..0,9 – средний; 0,66..0,8 – низкий; <0,66 – несбалансированный (негармо-
ничный).
В случае равенства всех составляющих 𝜉𝑘,𝑖(𝑡), 𝜎(𝜉𝑘,𝑖(𝑡)) будет равно 0, а, следовательно,
коэффициент гармоничности примет значение 1, что будет соответствовать идеальному состо-
янию (функционированию) СЭЭС. В данном случае, коэффициент гармоничности представ-
лен в статическом варианте, то есть его значение характеризует не сбалансированный рост, а
сбалансированность сложной системы в заданный период времени по выбранным показателям
оценки.
5. Постановка задач оптимизации
В случае несоответствия показателей функционирования сложной системы нормативам,
когда значения 𝜉𝑘,𝑖(𝑡), 𝜉𝑘(𝑡), рассчитанные соответственно по (8) и (11), меньше единицы,
необходимо изменить факторы состояния и управляемые факторы воздействия с целью до-
стижения требуемых значений индикаторов результативности. Это возможно осуществить за
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счет проведения процедуры оптимизации целевой функции по соответствующим управляю-
щим компонентам модели.
В зависимости от целей управляющих воздействий можно сформулировать несколько ти-
пов задач.
Задача 1. Оптимизация частных показателей результативности.
Пусть i-тый норматив (частный показатель результативности) для k-того элемента сово-
купности 𝑦0𝑘,𝑖(𝑡) может быть представлен в общем виде как:
𝑦0𝑘,𝑖(𝑡) = 𝑓
(︀
𝑥*𝑘,𝑖,𝑗(𝑡) + Δ𝑥
*
𝑘,𝑖,𝑗(𝑡), 𝑧
*
𝑘,𝑖,𝑠(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑠(𝑡)
)︀0
, (21)
где 𝑗, 𝑠 — индексы факторов состояния 𝑥*𝑘,𝑖,𝑗(𝑡) и воздействия 𝑧
*
𝑘,𝑖,𝑠(𝑡); Δ𝑥
*
𝑘,𝑖,𝑗(𝑡) и Δ𝑧
*
𝑘,𝑖,𝑠(𝑡)
— их соответствующие возможные приращения (стандартизованные); 𝑡 — время (период);
процедура нормализации обозначена верхним индексом (0). Вид функции 𝑓 — может быть
произвольным (линейным (14), (16) или нелинейным, например (17)).
Ставится задача: при каких возможных значениях 𝑥*𝑘,𝑖,𝑗(𝑡) + Δ𝑥
*
𝑘,𝑖,𝑗(𝑡), 𝑧
*
𝑘,𝑖,𝑠(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑠(𝑡)
выражение (8) стремилось бы к единице. То есть:
𝑦0𝑘,𝑖
𝑦0𝑘,𝑖
→ 1, (22)
где 𝑖 — индекс частного показателя результативности; 𝑦0𝑘,𝑖, 𝑦
0
𝑘,𝑖 — соответственно нормативные
и фактические значения индикатора.
На основании этого требования можно представить целевую функцию в виде разности
фактического и расчетного значений частного показателя результативности, полученной из
соотношения (22):
𝐹 (𝑡) = 𝑦0𝑘,𝑖 − 𝑦0𝑘,𝑖 → 𝑚𝑖𝑛. (23)
Пусть имеются ограничения в общем случае нелинейного вида:
𝑔𝑙
(︀
𝑥*𝑘,𝑖,𝑗(𝑡) + Δ𝑥
*
𝑘,𝑖,𝑗(𝑡), 𝑧
*
𝑘,𝑖,𝑝(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑝(𝑡), 𝑧
*
𝑘,𝑖,𝑞(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑞(𝑡)
)︀
= 0, (24)
причем 𝑙 - число ограничений, 𝑗 — индекс факторов состояния, 𝑝, 𝑞 — индексы неуправляемых
и управляемых факторов воздействия 𝑠 соответственно, а 𝑧*𝑘,𝑖,𝑠 = 𝑧
*
𝑘,𝑖,𝑝
⋃︀
𝑧*𝑘,𝑖,𝑞.
Требуется найти такое решение Δ𝑥*𝑘,𝑖(𝑡),Δ𝑧
*
𝑘,𝑖(𝑡) = {Δ𝑥*𝑘,𝑖,𝑗(𝑡),Δ𝑧*𝑘,𝑖,𝑞(𝑡)}, при котором
функция (23) при наличии ограничений (24) принимала бы минимальное значение.
То есть процедура оптимизации в данном случае сводится к задаче нелинейного програм-
мирования, которая может быть решена методом Лагранжа [19].
Решение такой задачи можно качественно интерпретировать следующим образом.
Интерпретация 1: насколько наблюдается Δ𝑥*𝑘,𝑖,𝑗(𝑡),Δ𝑧
*
𝑘,𝑖,𝑞(𝑡) перерасход (недоиспользова-
ние) факторов состояния и воздействия в 𝑘-той СЭЭС.
Интерпретация 2: насколько Δ𝑥*𝑘,𝑖,𝑗(𝑡),Δ𝑧
*
𝑘,𝑖,𝑞(𝑡) необходимо интенсифицировать использо-
вание 𝑥*𝑘,𝑖,𝑗(𝑡) и рационализировать 𝑧
*
𝑘,𝑖,𝑞(𝑡), чтобы норматив в 𝑘-той СЭЭС был достигнут.
Данная постановка применима в случае, если для органов управления приоритетом яв-
ляется улучшение одной из характеристик функционирования социо-эколого-экономической
системы при максимально допустимых расходах на реализацию мероприятий, направленных
на изменения факторов состояния и воздействия.
В линейном случае решение задачи оптимизации сводится к общей задаче линейного про-
граммирования:⎡⎣ 𝑛∑︁
𝑗=1
𝐶𝑖,𝑗 · (𝑥*𝑘,𝑖,𝑗(𝑡) + Δ𝑥*𝑘,𝑖,𝑗(𝑡)) +
𝑠∑︁
𝑠=1
𝐷𝑖,𝑠 · (𝑧*𝑘,𝑖,𝑠(𝑡) + Δ𝑧*𝑘,𝑖,𝑠(𝑡))
⎤⎦0 − 𝑦0𝑘,𝑖 → 𝑚𝑖𝑛, (25)
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𝑛∑︁
𝑗=1
𝑎𝑘,𝑖,𝑗 · (𝑥*𝑘,𝑖,𝑗(𝑡) + Δ𝑥*𝑘,𝑖,𝑗(𝑡)) +
𝑠∑︁
𝑠=1
𝑑𝑘,𝑖,𝑠 · (𝑧*𝑘,𝑖,𝑠(𝑡) + Δ𝑧*𝑘,𝑖,𝑠(𝑡)) ≥ (≤,=)𝑏𝑖. (26)
Здесь 𝑎𝑘,𝑖,𝑗 , 𝑑𝑘,𝑖,𝑠, 𝑏𝑖 - соответствующие коэффициенты системы ограничений.
Задача 2. Оптимизация факторов состояния и воздействия для частного показателя ре-
зультативности.
Данная задача аналогична предыдущей, однако вид целевой функции определяется сум-
мой приращения факторов состояния и воздействия. Такая постановка может применима в
случае, если приоритетом органов управления является минимизация затрат на реализацию
мероприятий, направленных на сокращение разницы между фактическим и нормативным
значениями частного показателя результативности.
В этом случае целевая функция может быть представлена как:
𝐹 (𝑡) =
𝑛∑︁
𝑖=1
⃒⃒
Δ𝑥*𝑘,𝑖,𝑗(𝑡)
⃒⃒
+
𝑠∑︁
𝑠=1
⃒⃒
Δ𝑧*𝑘,𝑖,𝑞(𝑡)
⃒⃒→ min . (27)
Тогда выражение (23) должно быть включено в систему ограничений:
𝑦0𝑘,𝑖 − 𝑦0𝑘,𝑖 ≥ 0, (28)
𝑔𝑙
(︀
𝑥*𝑘,𝑖,𝑗(𝑡) + Δ𝑥
*
𝑘,𝑖,𝑗(𝑡), 𝑧
*
𝑘,𝑖,𝑝(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑝(𝑡), 𝑧
*
𝑘,𝑖,𝑞(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑞(𝑡)
)︀
= 0. (29)
Решение такой задачи может быть осуществлено методами, описанными в задаче 1.
Задача 3.Многокритериальная оптимизация для частных показателей результативности.
Потребуем, чтобы одновременно выполнялись условия (23) и (27), что подразумевает обес-
печение требуемого норматива и минимизации затрат со стороны органов управления. В этом
случае задача сводится к многопараметрической оптимизации двух целевых функций при
наличии системы ограничений (29).
𝐹 (𝑡) = 𝑦0𝑘,𝑖 − 𝑦0𝑘,𝑖 → 𝑚𝑖𝑛. (30)
𝐹 (𝑡) =
𝑛∑︁
𝑖=1
⃒⃒
Δ𝑥*𝑘,𝑖,𝑗(𝑡)
⃒⃒
+
𝑠∑︁
𝑠=1
⃒⃒
Δ𝑧*𝑘,𝑖,𝑞(𝑡)
⃒⃒→ 𝑚𝑖𝑛. (31)
𝑔𝑙
(︀
𝑥*𝑘,𝑖,𝑗(𝑡) + Δ𝑥
*
𝑘,𝑖,𝑗(𝑡), 𝑧
*
𝑘,𝑖,𝑝(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑝(𝑡), 𝑧
*
𝑘,𝑖,𝑞(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑞(𝑡)
)︀
= 0. (32)
Для решения такой задачи можно воспользоваться широко известными методами, напри-
мер: метод взвешенных сумм с точечным оцениванием весов, метод свертывания частных кри-
териев в суперкритерий (коэффициенты находятся экспертно либо с помощью метода Лагран-
жа), метод Парето.
Задача 4. Оптимизация обобщенного показателя результативности.
Как и в предыдущих задачах, целевую функцию можно представить в виде разности фак-
тического и расчетного значений обобщенного (частного) показателя результативности, полу-
ченную из соотношения (8) или (11) для выбранного 𝑘-того элемента совокупности. Тогда для
обобщенного вида можно записать:
𝐹 (𝑡) = 𝑌𝑘,𝑛𝑜𝑟𝑚 − 𝑌𝑘,𝑓𝑎𝑐𝑡 (33)
или:
𝐹 (𝑡) =
⎯⎸⎸⎷ 𝑚∑︁
𝑝=1
𝑚∑︁
𝑞=1
𝑟𝑝𝑞 · 𝑦0𝑘,𝑝(𝑡) · 𝑦0𝑘,𝑞(𝑡)−
⎯⎸⎸⎷ 𝑚∑︁
𝑝=1
𝑚∑︁
𝑞=1
𝑟𝑝𝑞 · 𝑦0𝑘,𝑝(𝑡) · 𝑦0𝑘,𝑞(𝑡)→ 𝑚𝑖𝑛, (34)
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где 𝑦0𝑘,𝑝(𝑡) может определяться соотношениями (17) и процедурой нормализации (7).
Ограничения имеют вид (24).
Такая задача может быть поставлена в случае, если органам управления необходимо улуч-
шить комплексную составляющую функционирования СЭЭС, например, отрасль либо обоб-
щенные характеристики экономики экологии или социального развития. Для линейного вида
нормативов и системы ограничений можно воспользоваться алгоритмом, предложенным в
[20]. В данном контексте факторные признаки не разделяются на факторы состояния и воз-
действия и обозначены одинаково (𝑥𝑗).
Потребуем, чтобы выполнялось условие:
𝜉𝑘,𝑓𝑎𝑐𝑡
𝜉𝑘,𝑛𝑜𝑟𝑚
= 1. (35)
Рассматривая ресурсный потенциал как совокупность факторных признаков 𝑥𝑗 , можно
предположить, что при неэффективном управлении один или несколько факторных призна-
ков используются нерационально. Следовательно, существуют потери при использовании 𝑗-
того фактора, которые можно учесть посредством введения соответствующих коэффициен-
тов 𝐾𝑗 , имеющих смысл мультипликаторов (акселераторов). При достижении "нормативного"
значения результативного признака, 𝐾𝑗 должны принять значение, равное единице. Если ко-
эффициенты в (15) 𝐶𝑗,𝑗 < 0, то 𝐾𝑗 > 1 и, если 𝐶𝑗,𝑗 > 0, то 𝐾𝑗 < 1.
В первом случае очевидно, что чем выше значение 𝐾𝑗 , тем менее рационально использу-
ется 𝑗-тый фактор, во втором случае: чем меньше значение 𝐾𝑗 , тем хуже используется 𝑗-тый
фактор. В этом смысле представим фактическое значение 𝜉𝑘,𝑓𝑎𝑐𝑡, используя форму (15) и
включив в нее мультипликаторы (акселераторы):
𝜉𝑘,𝑓𝑎𝑐𝑡 =
⎡⎣ 𝑚∑︁
𝑖=1
𝑚∑︁
𝑗=1
𝑛∑︁
𝑝=1
𝑛∑︁
𝑞=1
𝑟𝑖,𝑗 · 𝐶𝑖,𝑝 · 𝐶𝑗,𝑞 · 𝑥𝑘,𝑝
𝐾𝑘,𝑝
· 𝑥𝑘,𝑞
𝐾𝑘,𝑞
⎤⎦1/2 , (36)
где 𝑚 – число результативных признаков, 𝑛 – число факторных признаков, 𝑖 – индекс 𝑖-того
результативного признака, 𝑗 – индекс 𝑗-того результативного признака, 𝑝,𝑞 – индекс p-того (𝑞-
того) факторного признака, 𝑘 – индекс рассматриваемой единицы совокупности, 𝑟𝑖,𝑗 – парный
коэффициент корреляции между 𝑖-тым и 𝑗-тым результативным признаком, вычисленный по
(9), 𝐶𝑖,𝑝, 𝐶𝑗,𝑞 – "весовой" коэффициент между 𝑖-тым (𝑗-тым) результативным и 𝑝-тым (𝑞-тым)
факторным признаками, 𝑥𝑘,𝑝 (𝑥𝑘,𝑞) – фактическое значение стандартизованного 𝑝-того (𝑞-того)
факторного признака для 𝑘-той единицы совокупности, 𝐾𝑘,𝑝 (𝐾𝑘,𝑞) – акселератор 𝑝-того (𝑞-
того) факторного признака для 𝑘-той единицы совокупности. Очевидно, что выражение (36)
является положительно определенным.
Отсюда сформулируем основную задачу органов власти в части государственного управле-
ния и контроля: выявление наиболее низких значений (или высоких значений в случае отри-
цательности коэффициента в (36)) акселераторов, а также причины, которые повлияли на их
формирование. Причины могут быть определены посредством анализа методом экспертных
оценок, в результате чего оказывается возможным разработать рекомендации для хозяйству-
ющих субъектов с целью повышения эффективности использования ресурсного потенциала.
Уравнение (36) имеет множество решений. Следовательно, наиболее целесообразным пред-
ставляется выявить тот фактор, у которого акселератор минимален (в случае 𝐶𝑖,𝑝(𝐶𝑗,𝑞) > 0)
либо максимален (в случае 𝐶𝑖,𝑝(𝐶𝑗,𝑞) < 0).
С этой целью определим направление, в котором правая часть уравнения (56) увеличи-
вается наискорейшим образом. Для этого вычислим частные производные по параметрам -
акселераторам - и выделим из них максимальное значение. После некоторых преобразований
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получим:
𝜕𝜉𝑘
𝜕𝐾𝑠
= −1
2
·
∑︀𝑚
𝑖=1
∑︀𝑚
𝑗=1
∑︀𝑛
𝑝=1 𝑟𝑖,𝑗 [𝐶𝑖,𝑝 · 𝐶𝑗,𝑠 + 𝐶𝑗,𝑝 · 𝐶𝑖,𝑠] · 𝑥𝑘,𝑝𝐾𝑘,𝑝 ·
𝑥𝑘,𝑠
𝐾2𝑘,𝑠[︁∑︀𝑚
𝑖=1
∑︀𝑚
𝑗=1
∑︀𝑛
𝑝=1
∑︀𝑛
𝑞=1 𝑟𝑖,𝑗 · 𝐶𝑖,𝑝 · 𝐶𝑗,𝑞 · 𝑥𝑘,𝑝𝐾𝑘,𝑝 ·
𝑥𝑘,𝑞
𝐾𝑘,𝑞
]︁1/2 . (37)
Здесь 𝑖,𝑗,𝑝 – индексы суммирования, 𝑠 – индекс 𝑠-того акселератора, 𝑘 – индекс рассматри-
ваемой единицы совокупности, по которому берется частная производная. Определим 𝑠-тый
индекс из условия:
𝑠 = max
𝑠
[︂
𝜕𝜉𝑘
𝜕𝐾𝑘,𝑠
]︂
= min
𝑠
𝑚∑︁
𝑖=1
𝑚∑︁
𝑗=1
𝑛∑︁
𝑝=1
𝑟𝑖,𝑗 [𝐶𝑖,𝑝 · 𝐶𝑗,𝑠 + 𝐶𝑗,𝑝 · 𝐶𝑖,𝑠] · 𝑥𝑘,𝑝
𝐾𝑘,𝑝
· 𝑥𝑘,𝑠. (38)
Определив 𝑠-тый индекс, можно переходить к определению 𝑠-того акселератора, приняв,
что на первом шаге все остальные значения акселераторов равны единице. Решение сводится к
определению корней квадратного уравнения из (36), где неизвестным параметром будет 𝐾𝑘,𝑠,
т. е.:
𝑎𝑘 ·𝐾2𝑘,𝑠 + 𝑏𝑘 ·𝐾𝑘,𝑠 + 𝑐𝑘 = 0, (39)
где
𝑎𝑘 =
𝑚∑︁
𝑖=1
𝑚∑︁
𝑗=1
𝑟𝑖,𝑗 [
𝑛∑︁
𝑝=1
⎡⎣ 𝑛∑︁
𝑞=1
𝐶𝑖,𝑝 · 𝐶𝑗,𝑞 · 𝑥𝑘,𝑝
𝐾𝑘,𝑝
· 𝑥𝑘,𝑞
𝐾𝑘,𝑞
− (𝐶𝑖,𝑝 · 𝐶𝑗,𝑠 + 𝐶𝑖,𝑠 · 𝐶𝑗,𝑝) · 𝑥𝑘,𝑝
𝐾𝑘,𝑝
· 𝑥𝑘,𝑠
⎤⎦−
−𝐶𝑖,𝑠 · 𝐶𝑗,𝑠 · 𝑥2𝑘,𝑠], (40)
𝑏𝑘 =
𝑚∑︁
𝑖=1
𝑚∑︁
𝑗=1
𝑟𝑖,𝑗
𝑛∑︁
𝑝=1
[𝐶𝑖,𝑝 · 𝐶𝑗,𝑠 + 𝐶𝑗,𝑝 · 𝐶𝑖,𝑠] · 𝑥𝑘,𝑝
𝐾𝑘,𝑝
· 𝑥𝑘,𝑠, (41)
𝑐𝑘 =
𝑚∑︁
𝑖=1
𝑚∑︁
𝑗=1
𝑟𝑖,𝑗 · 𝐶𝑖,𝑠 · 𝐶𝑗,𝑠 · 𝑥2𝑘,𝑠 − 𝜉2𝑘,𝑛𝑜𝑟𝑚 (42)
Корень уравнения выбираем из условия неотрицательности акселератора.
Таким образом, можно оценить наибольшие потери при использовании 𝑠-того фактора и
принять меры по их устранению, то есть обеспечить выполнение равенства:
𝜉𝑘,𝑓𝑎𝑐𝑡 = 𝜉𝑘,𝑛𝑜𝑟𝑚. (43)
Полученное количественное выражение для 𝐾𝑘,𝑠 определяет максимально возможные по-
тери производителя при использовании 𝑠-того фактора при условии, что все остальные фак-
торные признаки используются рационально.
Возможен случай, когда уравнение (39) не имеет решения. В этом случае можно потребо-
вать, чтобы:
𝑎𝑘 ·𝐾2𝑘,𝑠 + 𝑏𝑘 ·𝐾𝑘,𝑠 + 𝑐𝑘 → 𝑚𝑖𝑛. (44)
Из (39) очевидно, что 𝑎𝑘 > 0, следовательно, левая часть – суть парабола, ветви которой
направлены вверх, а (44) имеет единственный минимум на всей области определения 𝐾𝑘,𝑠. Из
условия минимума найдем, что
𝐾𝑘,𝑠 = − 𝑏𝑘
2 · 𝑎𝑘 (45)
Далее, подставив данное выражение в (36), найдем 𝜉𝑘,𝑓𝑎𝑐𝑡. Проранжировав ряд частных
производных по условию (38), найдем следующий индекс 𝑠. И так, используя описанную ме-
тодику, найдем последующие значения с учетом найденного на предыдущем шаге значения
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акселератора. Процесс продолжаем до тех пор, пока не будет выполнено равенство (43), после
чего процедура поиска завершается.
Поиск есть не что иное, как выявление причин, вызвавших "недотягивание" результатов
деятельности производителей сельскохозяйственной продукции до "нормативных" парамет-
ров. Производится оценка степени потерь при использовании 𝑠-того фактора. Также очевидно,
что потери - это излишние затраты на единицу используемого факторного признака. Следо-
вательно, акселератор 𝐾𝑘,𝑠 показывает, как необходимо сократить (увеличить при 𝐾𝑘,𝑠 > 1)
расходы на 𝑠-тый факторный признак для достижения "нормативных" показателей. Это и
определяет сущность практических рекомендаций для 𝑘-той единицы совокупности.
Задача 5. Оптимизация факторов состояния и воздействия для обобщенного показателя
результативности.
В отличие от задачи 2, в систему ограничений будет включено выражение (34). В этом
случае постановка задачи будет выглядеть следующим образом:
𝐹 (𝑡) =
𝑛∑︁
𝑖=1
⃒⃒
Δ𝑥*𝑘,𝑖,𝑗(𝑡)
⃒⃒
+
𝑠∑︁
𝑠=1
⃒⃒
Δ𝑧*𝑘,𝑖,𝑞(𝑡)
⃒⃒→ 𝑚𝑖𝑛. (46)
Тогда выражение (34) должно быть включено в систему ограничений:⎯⎸⎸⎷ 𝑚∑︁
𝑝=1
𝑚∑︁
𝑞=1
𝑟𝑝𝑞 · 𝑦0𝑘,𝑝(𝑡) · 𝑦0𝑘,𝑞(𝑡)−
⎯⎸⎸⎷ 𝑚∑︁
𝑝=1
𝑚∑︁
𝑞=1
𝑟𝑝𝑞 · 𝑦0𝑘,𝑝(𝑡) · 𝑦0𝑘,𝑞(𝑡) ≥ 0, (47)
𝑔𝑙
(︀
𝑥*𝑘,𝑖,𝑗(𝑡) + Δ𝑥
*
𝑘,𝑖,𝑗(𝑡), 𝑧
*
𝑘,𝑖,𝑝(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑝(𝑡), 𝑧
*
𝑘,𝑖,𝑞(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑞(𝑡)
)︀
= 0. (48)
Решение такой задачи может быть осуществлено методами, описанными в задачах 1, 4.
Задача 6.Многокритериальная оптимизация для частных показателей результативности.
В такой постановке уже необходимо оптимизировать факторы состояния и воздействия, а
также обобщенный и частные показатели результативности:⎯⎸⎸⎷ 𝑚∑︁
𝑝=1
𝑚∑︁
𝑞=1
𝑟𝑝𝑞 · 𝑦0𝑘,𝑝(𝑡) · 𝑦0𝑘,𝑞(𝑡)−
⎯⎸⎸⎷ 𝑚∑︁
𝑝=1
𝑚∑︁
𝑞=1
𝑟𝑝𝑞 · 𝑦0𝑘,𝑝(𝑡) · 𝑦0𝑘,𝑞(𝑡)→ 𝑚𝑖𝑛, (49)
𝑦0𝑘,𝑖 − 𝑦0𝑘,𝑖 → 𝑚𝑖𝑛, (50)
𝑛∑︁
𝑖=1
⃒⃒
Δ𝑥*𝑘,𝑖,𝑗(𝑡)
⃒⃒
+
𝑠∑︁
𝑠=1
⃒⃒
Δ𝑧*𝑘,𝑖,𝑞(𝑡)
⃒⃒→ 𝑚𝑖𝑛, (51)
𝑔𝑙
(︀
𝑥*𝑘,𝑖,𝑗(𝑡) + Δ𝑥
*
𝑘,𝑖,𝑗(𝑡), 𝑧
*
𝑘,𝑖,𝑝(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑝(𝑡), 𝑧
*
𝑘,𝑖,𝑞(𝑡) + Δ𝑧
*
𝑘,𝑖,𝑞(𝑡)
)︀
= 0. (52)
Решение задачи может быть осуществлено методами, предложенными в задаче 3. Однако
оно будет связано с вводом дополнительных допущений относительно значимости каждого из
критериев (49)–(52).
В данном случае можно предложить расширить метод, основанный на методологии АСФ
(анализ среды функционирования), предложенный В. Е. Кривоножко и А. В. Лычевым [5] и
методе Лагранжа.
Составим целевую функцию в виде:
𝐹 (𝑡) =
𝜇 · (𝑦0𝑘(𝑡)− 𝑦0𝑘(𝑡)) +
∑︀𝑚
𝑖=1 𝜇𝑖 · (𝑦0𝑘,𝑖(𝑡)− 𝑦0𝑘,𝑖(𝑡))∑︀𝑚
𝑖=1
∑︀𝑛
𝑗=1 𝜔𝑖,𝑗 ·
⃒⃒⃒
Δ𝑥0𝑘,𝑖,𝑗(𝑡)
⃒⃒⃒
+
∑︀𝑚
𝑖=1
∑︀𝑠
𝑠=1 𝜂𝑖,𝑠 ·
⃒⃒⃒
Δ𝑧0𝑘,𝑖,𝑠(𝑡)
⃒⃒⃒ → 𝑚𝑎𝑥, (53)
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где 𝜇, 𝜇𝑖, 𝜔𝑖,𝑗 , 𝜂𝑖,𝑠 - соответствующие весовые коэффициенты обобщенного и частных показа-
телей результативности, а также факторов состояния и воздействия. В данном соотношении
приращения факторных признаков будем считать нормализованными, то есть приведенными
к интервалу от 0 до 1 в соответствии с аналогичными соотношениями (6), (7), что в преды-
дущих задачах не является обязательным. Числитель представляет собой сумму разностей
фактического и нормативного значений для обобщенного и частных показателей результа-
тивности, которые должны стремиться к максимуму. Знаменатель по сути есть требование
минимизации затрат на реализацию мероприятий, направленных на достижение норматив-
ных значений функционирования рассматриваемой сложной системы.
Дополним систему ограничений (52) условиями:
𝜇+
𝑚∑︁
𝑖=1
𝜇𝑖 = 1, (54)
𝑚∑︁
𝑖=1
𝑛∑︁
𝑗=1
𝜔𝑖,𝑗 +
𝑚∑︁
𝑖=1
𝑠∑︁
𝑠=1
𝜂𝑖,𝑠 = 1. (55)
Составим функционал в виде суммы соотношения (53) и ограничений (52), (54) и (55):
𝐿(𝑡) = 𝐹 (𝑡) + 𝜆𝜇 · (𝜇+
𝑚∑︁
𝑖=1
𝜇𝑖 − 1) + 𝜆𝜔𝜂 · (
𝑚∑︁
𝑖=1
𝑛∑︁
𝑗=1
𝜔𝑖,𝑗 +
𝑚∑︁
𝑖=1
𝑠∑︁
𝑠=1
𝜂𝑖,𝑠 − 1) +
𝑘∑︁
𝑖=1
𝜆𝑙 · 𝑔𝑙, (56)
где 𝑔𝑙 определяется соотношением (52), а 𝜆𝜇, 𝜆𝜔𝜂, 𝜆𝑙 - параметры (множители) Лагранжа. Для
упрощения выражения для весовых коэффициентов и множителей индекс 𝑘 и период 𝑡 опущен.
Взяв частные производные по каждому из весовых коэффициентов, множителям Лагранжа, а
также по факторам состояния и воздействия и приравняв их к 0, получим систему уравнений,
разрешимую относительно неизвестных, включенных в (56):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝜕𝐿(𝑡)
𝜕𝜇𝑖
= 0
𝜕𝐿(𝑡)
𝜕𝜔𝑖,𝑗
= 0
𝜕𝐿(𝑡)
𝜕𝜂𝑖,𝑠
= 0
𝜕𝐿(𝑡)
𝜕𝜆𝑙
= 0
𝜕𝐿(𝑡)
𝜕Δ𝑥0𝑘,𝑖,𝑗
= 0
𝜕𝐿(𝑡)
𝜕Δ𝑧0𝑘,𝑖,𝑠
= 0
. (57)
В соотношении (53) можно исключить знаменатель и привести его к линейному виду по-
средством преобразования Чарнеса и Купера для задач дробно-линейного программирования
[4].
Если ввести некоторый параметр 𝜏 , такой что знаменатель выражения (53) станет равным
единице:
𝜏
𝑚∑︁
𝑖=1
𝑛∑︁
𝑗=1
𝜔𝑖,𝑗 ·
⃒⃒
Δ𝑥0𝑘,𝑖,𝑗(𝑡)
⃒⃒
+ 𝜏
𝑚∑︁
𝑖=1
𝑠∑︁
𝑠=1
𝜂𝑖,𝑠 ·
⃒⃒
Δ𝑧0𝑘,𝑖,𝑠(𝑡)
⃒⃒
= 1, (58)
то, умножив числитель и знаменатель на 𝜏 , можно сделать следующую замену переменных:
𝜐𝑖,𝑗 = 𝜏 · 𝜔𝑖,𝑗 ·
⃒⃒
Δ𝑥0𝑘,𝑖,𝑗(𝑡)
⃒⃒
, (59)
𝜐𝑖,𝑠 = 𝜏 · 𝜂𝑖,𝑠 ·
⃒⃒
Δ𝑧0𝑘,𝑖,𝑠(𝑡)
⃒⃒
, (60)
𝜗𝜇 = 𝜏 · 𝜇 ·
(︀
𝑦0𝑘(𝑡)− 𝑦0𝑘(𝑡)
)︀
, (61)
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𝜗𝑖 = 𝜏 · 𝜇𝑖 ·
(︀
𝑦0𝑘,𝑖(𝑡)− 𝑦0𝑘,𝑖(𝑡)
)︀
. (62)
Тогда выражение (53) можно представить в виде:
𝐹 (𝑡) = 𝜗𝜇 +
𝑚∑︁
𝑖=1
𝜗𝑖 → 𝑚𝑎𝑥 (63)
Понятно, что 𝜗𝜇 нелинейно зависит от 𝜐𝑖,𝑗 и 𝜐𝑖,𝑠. Тогда система ограничений будет следу-
ющей:
𝑚∑︁
𝑖=1
𝑛∑︁
𝑗=1
𝜐𝑖,𝑗 +
𝑚∑︁
𝑖=1
𝑠∑︁
𝑠=1
𝜐𝑖,𝑠 = 1, (64)
𝑔𝑙(𝜐𝑖,𝑗 , 𝜐𝑖,𝑠) = 0. (65)
В случае линейного вида (65) процедура поиска решения упрощается.
Задача 7. Оптимизация коэффициента гармоничности.
Решение данной задачи направлено на обеспечение сбалансированного (гармоничного)
функционирования СЭЭС. Задача также может быть сформулирована в трех вариантах: мак-
симизация коэффициента гармоничности, минимизации затрат на выравнивание асимметрии
и многокритериальная оптимизация, которая может быть сведена к формированию единой
целевой функции, в общем случае нелинейной, и решена с помощью описанного выше алго-
ритма.
В общем виде соотношения имеют вид:
𝐹 (𝑡) =
𝜇𝑘 ·𝐾𝑘 + 𝜇 · (𝑦0𝑘(𝑡)− 𝑦0𝑘(𝑡)) +
∑︀𝑚
𝑖=1 𝜇𝑖 · (𝑦0𝑘,𝑖(𝑡)− 𝑦0𝑘,𝑖(𝑡))∑︀𝑚
𝑖=1
∑︀𝑛
𝑗=1 𝜔𝑖,𝑗 ·
⃒⃒⃒
Δ𝑥0𝑘,𝑖,𝑗(𝑡)
⃒⃒⃒
+
∑︀𝑚
𝑖=1
∑︀𝑠
𝑠=1 𝜂𝑖,𝑠 ·
⃒⃒⃒
Δ𝑧0𝑘,𝑖,𝑠(𝑡)
⃒⃒⃒ → 𝑚𝑎𝑥, (66)
где 𝐾𝑘 определяется соотношением (18).
Последняя постановка применима в случае, если приоритетом органов управления явля-
ется обеспечение сбалансированного функционирования СЭЭС, максимизации обобщенного и
частного показателей результативности при минимизации затрат на реализацию соответству-
ющих мероприятий.
Преимущество подхода, представленного выражениями (53) и (66) заключается в том, что
весовые коэффициенты критериев определяются не экспертно, а на основании решения мате-
матической задачи оптимизации (в настоящее время, с использованием численных методов).
6. Практическая реализация некоторых задач оптимизации
В рамках исследования была решена 1 задача оптимизации (оптимизация частных по-
казателей результативности) для экономической составляющей функционирования СЭЭС в
линейном случае (формулы (25), (26)). Построение индикаторов оценки и их оптимизация
представлены в [21, 22] (экологическая составляющая), [23] (социальная составляющая) и [10]
(составляющие экономики). В качестве информационной базы были использованы данные
Росстата за 2007-2015 годы для регионов Центрального федерального округа [24]. Расчет про-
водился с помощью авторской экспертной системы [25]. Была проведена оптимизация частных
показателей результативности валового регионального продукта по отдельным видам эконо-
мической деятельности. Некоторые результаты расчета представлены в таблице 2.
Данные таблицы показывают: на сколько в среднем наблюдается перерасход ("−") или
излишек ("+") факторного признака, в связи с чем норматив не достигается. Знак ("−")
означает, что оптимизация не требуется, (">100") – оптимизация по данному фактору не
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Таблица 2: Требуемые изменения факторных признаков для достижения норматива (фраг-
мент), %
Субъект/Показатель Δ𝜉2(Δ𝑧02,1) Δ𝜉4.2(Δ𝑧
0
4.2,1) Δ𝜉4.5(Δ𝑧
0
4.5,1)
Белгородская область - - -
Брянская область - - -0,730
Владимирская область >100 -86,672 >100
Воронежская область - - -
Ивановская область >100 - -
Калужская область >100 -36,387 -
Костромская область - - -
Курская область - - -
Липецкая область - -48,930 -
Московская область >100 >100 -
Орловская область - - >100
Рязанская область - - -
Тамбовская область - -10,277 -
Тверская область - - -
Тульская область - -3,243 -
Ярославская область >100 -11,715 -
реализуема. Здесь 𝜉2, 𝜉4.2, 𝜉4.5 – частные показатели результативности ВРП по видам дея-
тельности "Раздел D. Обрабатывающие производства"; "Раздел H. Гостинцы и рестораны";
"Раздел K. Операции с недвижимым имуществом, аренда и предоставление услуг" соответ-
ственно; 𝑧02,1, 𝑧
0
4.2,1, 𝑧
0
4.5,1 – факторы воздействия (инвестиции в основной капитал по видам
экономической деятельности) для выбранных разделов. Нормативные значения соответству-
ющих показателей результативности были вычислены на основании построенных линейных
моделей с использованием пошагового метода наименьших квадратов:
𝑦2 = 0, 396 · 𝑥*2,1 + 0, 395 · 𝑥*2,2 + 0, 226 · 𝑧*2,1(𝑅2 = 0, 964), (67)
𝑦4.2 = 0, 758 · 𝑥*4.2,2 + 0, 229 · 𝑧*4.2,1(𝑅2 = 0, 942), (68)
𝑦4.5 = 0, 576 · 𝑥*4.5,2 + 0, 408 · 𝑧*4.5,1(𝑅2 = 0, 908), (69)
где 𝑥*2,1 – cтоимость основных фондов по полной учетной стоимости на конец года по виду
экономической деятельности (Раздел D); 𝑥*2,2, 𝑥*4.2,2, 𝑥*4.5,2 – среднегодовая численность заня-
тых по видам экономической деятельности (разделы D, H и K соответственно).
Наиболее оптимальное решение предполагает изменение факторов на 10–15%.
По результатам, представленным в таблице 2, можно судить о необходимости решения
задачи оптимизации по нескольким параметрам для регионов со значением >100.
7. Заключение
В результате проведенного исследования представлена методика конструирования частных
и интегральных показателей результативности функционирования сложных систем. Индика-
торы обладают свойствами универсальности (процедура стандартизации позволяет сравни-
вать признаки, имеющие разный характер и относящихся к разным процессам (например, эко-
логический, экономический и социальный)); нормализации (приведение показателей к шкале
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от 0 до 1 обеспечивает их одинаковый масштаб и наглядность представления данных); нор-
мируемости (реализует возможность сравнения фактических данных с нормативом, который
рассчитывается для конкретной СЭЭС, функционирующей в характерной для нее условиях);
учета взаимосвязи частных показателей результативности, необходимость которого обосновы-
вается рассмотрением объекта исследования как сложной системы, а также учета конкретных
условий функционирования (предполагает учет факторов состояния СЭЭС при количествен-
ной оценке частных и интегральных показателей).
Представлена методика формирования коэффициента гармоничности, характеризующего
сбалансированность функционирования сложной системы.
Также рассмотрены 7 вариантов математической постановки задачи оптимизации в зави-
симости от целей субъектов управления СЭЭС. Наиболее общая задача многокритериальной
оптимизации является расширением методологии АСФ и позволяет исключить экспертный
подбор весовых коэффициентов в целевой функции.
Представлено решение задачи оптимизации частных показателей результативности для
регионов ЦФО.
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