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a b s t r a c t
The aim of this paper is to present an efficient analytical and numerical procedure for
solving the high-order nonlinear Volterra–Fredholm integro-differential equations. Our
method depends mainly on a Taylor expansion approach. This method transforms the
integro-differential equation and the given conditions into the matrix equation. The
reliability and efficiency of the proposed scheme are demonstrated by some numerical
experiments.
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1. Introduction
In recent years, numerous works have been focusing on the development of more advanced and efficient methods for
integral equations and integro-differential equations such as the linearizationmethod [1] differential transformmethod [2],
RF-pair method [3], product integration method [4], Hermite-type collocation method [5] and semi-analytical-numerical
techniques such as the Adomian decomposition method [6].
A Taylor expansion approach for solving integral equations has been presented by Kanwal and Liu [7] and then,
by Sezer for the Volterra integral equation and for differential equations [8], and by Kauthen for Volterra–Fredholm
integral equations [9]. Yalcinbas and Sezer [10,11] had studied the high-order linear Volterra–Fredholm integro-differential
equations of the form which can be well adapted to calculate the Taylor
m∑
j=0
pj(x)y(j)(x) = f (x)+ λ1
∫ x
a
K1(x, t)y(t)dt + λ2
∫ b
a
K2(x, t)y(t)dt.
Maleknejad and Mahmoudi [12] had considered the high-order nonlinear Volterra–Fredholm integro-differential
equations of the form
m∑
j=0
pj(x)y(j)(x) = f (x)+ λ1
∫ x
a
K1(x, t)[y(t)]pdt + λ2
∫ b
a
K2(x, t)y(t)dt.
In this study, the basic ideas of the previous works are developed and applied to the high-order nonlinear
Volterra–Fredholm integro-differential equations of the form
m∑
j=0
pj(x)y(j)(x) = f (x)+ λ1
∫ x
a
K1(x, t)g1(t, y(t))dt + λ2
∫ b
a
K2(x, t)g2(t, y(t))dt, (1)
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with the mixed conditions
m−1∑
j=0
(aijy(j)(a)+ bijy(j)(b)+ cijy(j)(c)) = µi, i = 0, 1, . . . ,m− 1, a ≤ c ≤ b, (2)
where f (x), K1(x, t), K2(x, t), g1(t, y(t)), g2(t, y(t)) and pj(x), j = 0, 1, . . . ,m are functions that have suitable derivatives
on an interval a ≤ x, t ≤ b, and a, b, λ1, λ2 and µi (i = 0, 1, 2, . . .m− 1) are constants. We consider the solution of Eq. (1)
expressed in terms of Taylor polynomials as
y(x) =
k∑
n=0
1
n!y
(n)(c)(x− c)n, a ≤ c ≤ b, (3)
which is a Taylor polynomial of degree k at x = c , and y(n)(c), n = 0, 1, . . . , k are coefficients to be determined.
In this paper, we set g1(t, y(t)) = G1(y(t)), g2(t, y(t)) = G2(t, y(t)), where G1 and G2 are known smooth functions with
G1(y(t)) and G2(y(t)) nonlinear in y(t). By these assumptions Eq. (1) reduces to the following equation
m∑
j=0
pj(x)y(j)(x) = f (x)+ λ1
∫ x
a
K1(x, t)G1(y(t))dt + λ2
∫ b
a
K2(x, t)G2(y(t))dt (4)
with the mixed conditions (2).
2. Analysis of the method
Now, by using the similar manner in [13], let us write Eq. (4) in the form
D(x) = I(x), (5)
where
D(x) =
m∑
j=0
pj(x)y(j)(x), (6)
is called the differential part and
I(x) = f (x)+ λ1I1(x)+ λ2I2(x) (7)
where
I1(x) =
∫ x
a
K1(x, t)G1(y(t))dt, I2(x) =
∫ b
a
K2(x, t)G2(y(t))dt, (8)
is called the integral part of Eq. (4). To obtain the approximate solution of Eq. (4), by differentiating (5) n times n =
0, 1, . . . ,N,N ≥ m, with respect to x, and using the relation (7) we obtain
D(n)(x) = I(n)(x)
= f (n)(x)+ λ1I(n)1 (x)+ λ2I(n)2 (x). (9)
Now, we convert the differential part D(x), the integral part I(x) and the mixed conditions in (2) to the matrix form.
2.1. Matrix representation of the differential part
The differential part D(n) can be written as
D(n)(x) =
m∑
j=0
dn
dxn
[
pj(x)y(j)(x)
]
, (n = 0, 1, . . . ,N,N ≥ m) (10)
using Leibnitz’s rule (dealing with differentiation of products of functions), for the jth term (0 ≤ j ≤ N) of component of
(10) at x = c we obtain[
pj(x)y(j)(x)
](n)
x=c =
n∑
k=0
(n
k
)
(p(n−k)j (c)y
(k+j)(c)), (11)
for n = 0, 1, . . . ,N, j = 0, 1, . . . ,m then[[pj(x)y(j)(x)](0)[pj(x)y(j)(x)](1) · · · [pj(x)y(j)(x)](N)]Tx=c = PjYj, (12)
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where Pj is an (N + 1)× (N + 1)matrix obtained as
Pj =

p(0)j (c) 0 · · · 0 · · · 0
p(1)j (c) p
(0)
j (c) · · · 0 · · · 0
...
...
...
...
p(i)j (c)
(i
1
)
p(i−1)j (c) · · · p(0)j (c) · · · 0
...
...
...
...
p(N)j (c)
(N
1
)
p(N−1)j (c) · · ·
(N
N−i
)
p(i)j (c) · · · p(0)j (c)

(13)
and
Yj =
[
y(j)(c) y(j+1)(c) · · · y(N+j)(c)]T . (14)
Now, we define matrices P∗j as follows
P∗j = [Aj | Pj | Bj], (15)
where Pj is defined in (13) and Aj, Bj are (N + 1)× j and (N + 1)× (m− j)matrices with zero elements respectively. Also
with (14) we define
Y ∗ = [y(0)(c) y(1)(c) · · · y(N)(c) y(N+1)(c) · · · , y(N+m)(c)]T . (16)
Now, we can construct the differential part (5), at x = c as the following matrix form[
D(0)(c) D(1)(c) · · · D(N)(c)]T = DY ∗, (17)
where
D =
m∑
j=0
P∗j . (18)
2.2. Matrix representation of the integral part
As done above, in Section 1, we set gr(t, y(t)) = Gr(y(t)), (r = 1, 2) where G(r=1,2) are known smooth functions with
Gr(y(t)), (r = 1, 2) nonlinear in y(t), and the Taylor expansion of Gr(y(t)) at y(t) = 0, can be written as follows
Gr(y(t)) =
N∑
l=0
Wr(l)Yl(t), (19)
whereWr(l) = 1l! d
l
dyl
Gr(y)|y=0, (r = 1, 2) and Yl(t) = yl(t).
Now, by substituting Eq. (19) in I(x), we get
I(x) = f (x)+ λ1
N∑
l=0
W1(l)
∫ x
a
K1(x, t)Yl(t)dt + λ2
N∑
l=0
W2(l)
∫ b
a
K2(x, t)Yl(t)dt. (20)
From Eqs. (9) and (20) we have
I(n)(x) = f (n)(x)+ λ1I(n)1 (x)+ λ2I(n)2 (x), (21)
where
I(n)1 (x) =
N∑
l=0
W1(l)
dn
dxn
[∫ x
a
K1(x, t)Yl(t)dt
]
,
I(n)2 (x) =
N∑
l=0
W2(l)
dn
dxn
[∫ b
a
K2(x, t)Yl(t)dt
]
.
(22)
Now, we define
I(n)1 (x) =
N∑
l=0
W1(l)V (n)(x), (23)
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where
V (n)(x) = d
n
dxn
[∫ x
a
K1(x, t)Yl(t)dt
]
.
Obviously, for n = 0
V (x) =
∫ x
a
K1(x, t)Yl(t)dt,
and for n > 0, by applying successively n times Leibnitz’s rule to the integral V (x)we have
V (n)(x) =
n−1∑
j=0
[hj(x)Yl(x)](n−j−1) +
∫ x
a
∂nK1(x, t)
∂xn
Yl(t)dt, (24)
where
hj(x) = ∂
jK1(x, t)
∂xj
∣∣∣∣
t=x
.
From Leibnitz’s rule, we evaluate [hj(x)Yl(x)](n−j−1) as follows
[hj(x)Yl(x)](n−j−1) =
n−j−1∑
m=0
(n−j−1
m
)
h(n−m−j−1)j (x)Y
(m)
l (x),
and by substituting the above relation in Eq. (13), we obtain
V (n)(x) =
n−1∑
m=0
n−m−1∑
j=0
{(n−j−1
m
)
h(n−m−j−1)j (x)Y
(m)
l (x)
}
+
∫ x
a
∂nK1(x, t)
∂xn
Yl(t)dt, (25)
where from [8], we have
n−1∑
j=0
n−j−1∑
m=0
(· · ·) =
n−1∑
m=0
n−m−1∑
j=0
(· · ·),
and by substituting the above relation in Eq. (23), this equation at x = c becomes
I(n)1 (c) =
N∑
l=0
W1(l)
{
n−1∑
m=0
n−m−1∑
j=0
(n−j−1
m
)
h(n−m−j−1)j (c)Y
(m)
l (c)
}
+
N∑
l=0
W1(l)
{∫ c
a
∂nK1(x, t)
∂xn
∣∣∣∣
x=c
Yl(t)dt
}
. (26)
By substituting the Taylor expansion of Yl(t) at t = c for l > 0 in the above equation we obtain
I(n)1 (c) =
N∑
l=0
W1(l)
{
n−1∑
m=0
n−m−1∑
j=0
(n−j−1
m
)
h(n−m−j−1)j (c)Y
(m)
l (c)
}
+
N∑
l=0
W1(l)
{∫ c
a
∂nK1(x, t)
∂xn
∣∣∣∣
x=c
[
N∑
m=0
1
m!Y
(m)
l (c)(t − c)m
]
dt
}
, (27)
or briefly
I(n)1 (c) =
N∑
l=0
{
n−1∑
m=0
Hnm, lY
(m)
l (c)+
N∑
m=0
Tnm, lY
(m)
l (c)
}
, (28)
in other words
I(n)1 (c) =
N∑
l=0
{
n−1∑
m=0
(Hnm, l + Tnm, l)Y (m)l (c)+
N∑
m=n
Tnm, lY
(m)
l (c)
}
, (29)
where for n = 0
n−1∑
m=0
(
Hnm, l + Tnm, l
)
Y (m)l (c) = 0, (l = 0, 1, . . . ,N)
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for n ≤ mwe have
Hnm,l = 0, (l = 0, 1, . . . ,N)
and for n = 1, 2, . . .N,m = 0, 1, . . . , n− 1 (n > m)we have
Hnm, l =
n−m−1∑
j=0
W1(l)
(n−j−1
m
)
h(n−m−j−1)j (c).
Also for n,m, l = 0, 1, 2, . . . ,N we have
Tnm, l = W1(l)m!
∫ c
a
∂nK1(x, t)
∂xn
∣∣∣∣
x=c
(t − c)mdt.
The quantities Y (m)l (0) form = 0, 1, . . . ,N in Eq. (25) can be found from Y0(t) = 1 and the permutation relation
Y (m)l (0) =

∑
t1+t2+···+tl=m
( m
t1t2... tl
)
y(t1)(0)y(t2)(0) · · · y(tl)(0) l > 0,m = 0, 1, . . . ,N,
0 l = 0,m 6= 0,
1 l = m = 0,
(30)
where
(
m
t1t2...tl
) = m!t1!t2!···tl! , (t1, t2, . . . , tl are positive integers or zero). Note that the above relation can be obtained from the
generalized Leibnitz’s rule (dealing with differentiation of product of p-function). For details see e.g. [10].
If we take n,m = 0, 1, . . . ,N then Eq. (29) becomes:
I(0)1 (c) =
N∑
l=0
N∑
m=0
Tnm, lY
(m)
l (c),
I(n)1 (c) =
N∑
l=0
{
n−1∑
m=0
(
Hnm, l + Tnm, l
)
Y (m)l (c)+
N∑
m=n
Tnm, lY
(m)
l (c)
}
.
(31)
This system can be written in the matrix form as
I∗1 =
N∑
l=0
TlY ∗l , (32)
where I∗1 , Tl and Y
∗
l are matrices defined by
I∗1 =

I(0)1 (c)
I(1)1 (c)
...
I(N)1 (c)
 , Y ∗l =

Y (0)(c)
Y (1)(c)
...
Y (N)(c)
 ,
Tl =

T00, l T01, l · · · T0N, l
T10, l + H10, l T11, l · · · T1N, l
...
...
...
TN0, l + HN0, l TN1, l + HN1, l · · · TNN, l
 .
Now, from Eq. (22) we have
I(n)2 (x) =
N∑
l=0
W2(l)
∫ b
a
∂nK2(x, t)
∂xn
Yl(t)dt. (33)
By substituting x = c in the relation (33) we have
I(n)2 (c) =
N∑
l=0
W2(l)
∫ b
a
∂nK2(x, t)
∂xn
∣∣∣∣
x=c
Yl(t)dt. (34)
For l > 0, the Taylor expansion of Yl(t) at t = c is
Yl(t) =
N∑
m=0
1
m!Y
(m)
l (c)(t − c)m, (35)
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and by substituting relation (35) in relation (34), we have
I(n)2 (c) =
N∑
l=0
W2(l)
∫ b
a
∂nK2(x, t)
∂xn
∣∣∣∣
x=c
[
N∑
m=0
1
m!Y
(m)
l (c)(t − c)m
]
dt,
or briefly
I(n)2 (c) =
N∑
l=0
N∑
m=0
Knm, lY
(m)
l (c), (36)
where
Knm, l = W2(l)m!
∫ b
a
∂nK2(x, t)
∂xn
∣∣∣∣
x=c
(t − c)mdt, n,m, l = 0, 1, . . . ,N.
The quantities Y (m)l (c) form = 0, 1, . . . ,N in Eq. (36) can be found from the permutation relations (30).
The system (36) can be put in a matrix form as
I∗2 =
N∑
l=0
K ∗l Y
∗
l , (37)
where I∗2 , K
∗
l , Y
∗
l are matrices defined by
I∗2 =

I(0)2 (c)
I(1)2 (c)
...
I(N)2 (c)
 , Y ∗l =

Y (0)(c)
Y (1)(c)
...
Y (N)(c)
 ,
K ∗l =

K00, l K01, l · · · K0N, l
K10, l K11, l · · · K1N, l
...
...
...
KN0, l KN1, l · · · KNN, l
 .
Now, we define the new matrix F as follows
F =

f (0)(c)
f (1)(c)
...
f (N)(c)
 ,
and by substituting the relations I∗1 , I
∗
2 and F in the I
(n) and after some computations we obtain
I∗ = F + λ1I∗1 + λ2I∗2 , (38)
where
I∗ = [I(0)(c), I(1)(c), . . . , I(N)(c)]T .
2.3. Matrix representation for the conditions
The corresponding matrix forms for conditions (2) are given in [11], let
y(0)(x) =
[
1
0! ,
(x− c)
1! ,
(x− c)2
2! , . . . ,
(x− c)N
N!
]T
Y0,
y(1)(x) =
[
0,
1
0! ,
(x− c)
1! , . . . ,
(x− c)(N−1)
(N − 1)!
]T
Y0,
...
y(m−1)(x) =
[
0, 0, . . . , 0,
1
0! ,
(x− c)
1! , . . . ,
(x− c)N−m+1
(N −m+ 1)!
]T
Y0,
(39)
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where Y0 is the vector defied in (14). By using these equations, the quantities y(j)(a), y(j)(b) and y(j)(c), j = 0, 1, 2, . . . ,m−1,
can be written as
y(0)(c) = [1, 0, 0, . . . , 0]T Y0,
y(0)(a) =
[
1,
h
1! ,
h2
2! , . . . ,
hN
N!
]T
Y0,
y(0)(b) =
[
1,
k
1! ,
k2
2! , . . . ,
kN
N!
]T
Y0,
y(1)(c) = [0, 1, 0, . . . , 0]T Y0,
y(1)(a) =
[
0,
1
0! ,
h
1! , . . . ,
hN−1
(N − 1)!
]T
Y0,
y(1)(b) =
[
0,
1
0! ,
k
1! , . . . ,
kN−1
(N − 1)!
]T
Y0,
...
y(m−1)(c) = [0, . . . , 0, 1, 0, . . . , 0]T Y0,
y(m−1)(a) =
[
0, . . . , 0,
1
0! ,
h
1! , . . . ,
hN−m+1
(N −m+ 1)!
]T
Y0,
y(m−1)(b) =
[
0, . . . , 0,
1
0! ,
k
1! , . . . ,
kN−m+1
(N −m+ 1)!
]T
Y0,
(40)
where h = a− c and k = b− c .
By substituting (40) in (2) and after some computation we obtain
U0Y0 = [µ0], U1Y1 = [µ1], . . . , Um−1Ym−1 = [µm−1], (41)
with givenm linear equations.
3. Application
We are now ready to construct the nonlinear system of equations to solve (4) with initial condition (2). In (5), (18) and
(38), we have N + 1 equations of N +m+ 1 unknowns y(k)(c), k = 0, 1, 2, . . . ,N +m. Together withm equations in (40)
we have N + m + 1 nonlinear equations of N + m + 1 unknowns. We can solve this system of equations using the classic
methods.
With (5), (15), (16), (18) and (38) we obtain
DY ∗ = I∗ (42)
where
I∗ = F + λ1I∗1 + λ2I∗2 . (43)
Then it gives the following system of nonlinear equations[
D
U | V
]
Y ∗ =
[
I∗
v
]
, (44)
where U = [U0,U1, . . . ,Um−1]T is anm× (N+1)matrix, V is anm×mmatrix with zero elements and v is anm×1 vector
with vi+1 = µi, i = 0, 1, . . . ,m− 1. Then we can consider the approximate solution of the integro-differential equation as
y(x) =
N+m∑
n=0
1
n!y
(n)(c)(x− c)n.
4. Error analysis
In this section, we perform the estimating error for the integro-differential equations. Since the truncated Taylor series or
the corresponding polynomial expansion is an approximate solution of Eq. (4) with initial condition (2), then by substituting
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the solutions y(n)(x)(n = 0, 1, . . . ,N +m), in Eq. (3), we have
e(x) =
∣∣∣∣∣y(x)− N+m∑
n=0
1
n!y
(n)(c)(x− c)n
∣∣∣∣∣ ,
where e(x) is defined as an error function.
If we set x = xr ,
e(xr) =
∣∣∣∣∣y(xr)− N+m∑
n=0
1
n!y
(n)(c)(xr − c)n
∣∣∣∣∣ ,
then our aim is: e(xr) ≤ 10−kr (kr is any positive integer). If we prescribe ,max
(
10−kr
) = 10−k, then we increase N as long
as the following inequality holds at each point xr
e(xr) ≤ 10−k.
In other words, by increasing N the error function e(xr) approaches zero.
Note that, the convergence of this method is such as in Taylor’s series expansion.
5. Numerical example
In this section, we report on numerical results of some test problems solved by the proposed method of this article. We
consider the following test problems:
Example 1. Let us first consider the nonlinear integro-differential equation
x2y′′ + 2y′ = 2− 5
6
x+ 1
2
xe−x
2 +
∫ x
0
xte−y
2(t)dt +
∫ 1
0
xy2(t)dt,
whit initial conditions y(0) = 0 and y′(0) = 1, we put N = 3, whereas a = 0, b = 1, c = 0, p0(x) = 0, p1(x) = 2 and
p2(x) = x2.
We obtain the quantitiesWr(l), r = 1, 2; l = 0, 1, 2, 3 and the required vector and matrices as follows
W1(0) = 1, W1(1) = 0, W1(2) = −1, W1(3) = 0,
W2(0) = 0, W2(1) = 0, W2(2) = 1, W2(3) = 0,
F =

2
−1
3
0
−3
 , T0 =
0 0 0 00 0 0 00 0 0 0
3 0 0 0
 , T2 =
 0 0 0 00 0 0 00 0 0 0
−3 0 0 0
 ,
T1 = T3 = 0, K0 = K1 = K3 = 0
K2 =

0 0 0 0
1
1
2
1
6
1
24
0 0 0 0
0 0 0 0
 , D =
0 2 0 0 0 00 0 2 0 0 00 0 2 2 0 0
0 0 0 6 2 0

U =
[
1 0 0 0
0 1 0 0
]
.
Also v = [0, 1]T, substitute these values in (44), and get the nonlinear system of equations:
y(0) = 0,
y′(0) = 1,
2y′′(0)− 1
4
y′′(0) = 0,
2y′′(0)+ 2y′′′(0) = 0,
6y′′′(0)+ 2y′′′′(0) = 0.
From this system, we have Y ∗ = [0, 1, 0, 0, 0, 0]T and thus the solution of the nonlinear integro-differential equation
becomes: y(x) = x, which is an exact solution.
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Example 2. Let us now study the nonlinear integro-differential equation
2x2y′′ + x3y′ + xy = 2x3 − 1
4
e−x
2 − 1
4
+
∫ x
0
(
t3
2
− tx
2
2
)
e−y
2(t)dt +
∫ 1
0
ey(t)dt,
whit initial conditions y(0) = 0 and y′(0) = 1, we put N = 5, whereas a = 0, b = 1, c = 0, p0(x) = x, p1(x) = x3 and
p2(x) = 2x2.
We obtain the quantitiesWr(l), r = 1, 2; l = 0, 1, 2, 3, 4, 5 and the required vector and matrices as follows
W1(0) = 1, W1(1) = 0, W1(2) = −1, W1(3) = 0, W1(4) = 12 , W1(5) = 0,
W2(0) = 1, W2(1) = 1, W2(2) = 12 , W2(3) =
1
6
, W2(4) = 124 , W2(5) =
1
120
,
F =

−1
2
0
1
2
12
−3
0

, T0 =
0 0 0 00 0 0 00 0 0 0
3 0 0 0
 , T2 =
 0 0 0 00 0 0 00 0 0 0
−3 0 0 0
 ,
T1 = T3 = T5 = 0,
T0 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
−3 0 0 0 0 0
0 −8 0 0 0 0
 , T2 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
3 0 0 0 0 0
0 8 0 0 0 0

T4 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
−3
2
0 0 0 0 0
0 −4 0 0 0 0

K0 = K1 =

1
1
2
1
3!
1
4!
1
5!
1
6!
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , K2 =

1
2
1
4
1
2× 3!
1
2× 4!
1
2× 5!
1
2× 6!
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 ,
K3 =

1
6
1
12
1
6× 3!
1
6× 4!
1
6× 5!
1
6× 6!
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

K4 =

1
24
1
48
1
24× 3!
1
24× 4!
1
24× 5!
1
24× 6!
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 ,
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K5 =

1
120
1
240
1
120× 3!
1
120× 4!
1
120× 5!
1
120× 6!
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 ,
D =

0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 2 4 0 0 0 0 0
0 6 3 12 0 0 0 0
0 0 24 4 24 0 0 0
0 0 0 60 5 40 0 0
 , Y ∗ =

y(0)(0)
y(1)(0)
y(2)(0)
y(3)(0)
y(4)(0)
y(5)(0)
y(6)(0)
y(7)(0)

U =
[
1 0 0 0 0 0
0 1 0 0 0 0
]
.
Also v = [0, 1]T, substitute these values in (44), and get the nonlinear system of equations:
y(0) = 0
2y′(0)+ 4y′′(0) = 1
2
6y′(0)+ 3y′′(0)+ 12y(3) = 12
24y′′(0)+ 4y(3)(0)+ 24y(4) = −6
60y(3)(0)+ 5y(4)(0)+ 40y(5)(0) = 0.
From this system, the coefficients y(n)(0) (n = 0, 1, 2, 3, 4) are computed as
Y ∗ =
[
0, 1,−3
8
,
57
96
,
5
192
,− 233
1536
, 0, 0
]T
and thus the approximate solution of the nonlinear integro-differential equation becomes
y(x) = x− 3
8
x2 + 57
96
x3 + 5
192
x4 − 233
1536
x5.
Example 3. Let us now study the nonlinear integro-differential equation
(x3 + 4x− 1)y′′ + (x2 + 1)y = 2x2 + sin(pix)+
∫ x
−1
xt cos(piy)dt + 2
∫ 2
−1
extey
2(t)dt,
with initial conditions y(1) = 0 and y′(1) = 1 and approximate the solution y(x) by a Taylor polynomial of fourth degree,
so that N = 4, whereas a = −1, b = 2, c = 1, p0(x) = x2 + 1, p1(x) = 0 and p2(x) = x3 + 4x− 1.
We obtain the quantitiesWr(l), r = 1, 2; l = 0, 1, 2, 3 and the required vector and matrices as follows
W1(0) = 1, W1(1) = 0, W1(2) = −pi
2
2
, W1(3) = 0, W1(4) = pi
4
4! ,
W2(0) = 1, W2(1) = 0, W2(2) = 1, W2(3) = 0, W2(4) = 12 ,
F =

2
4− pi
4
pi3
0
 , T0 =

0
2
3
2
3
2
5
−8
45
1
2
3
−2
3
2
5
−8
45
3 1 0 0 0
3 5 1 0 0
0 8 7 1 0

,
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T2 =

0
−pi2
3
pi2
3
−pi2
5
4pi2
45−pi2
2
−pi2
3
pi2
3
−pi2
5
4pi2
45−3pi2
2
−pi2
2
0 0 0
−3pi2
2
−5pi2
2
−pi2
2
0 0
0 −4pi2 −7pi
2
2
−pi2
2
0

, T4 =

0
2pi4
3× 4!
−2pi4
3× 4!
2pi4
5× 4!
−8pi4
45× 4!
pi4
4!
2pi4
3× 4!
−2pi4
3× 4!
2pi4
5× 4!
−8pi4
45× 4!
3pi4
4!
pi4
4! 0 0 0
3pi4
4!
5pi4
4!
pi4
4! 0 0
0
8pi4
4!
7pi4
4!
pi4
4! 0

,
T1 = T3 = 0, K1 = K3 = 0
K0 = K2 =

7.0211 1.1036 1.8551 −0.1331 0.1975
8.1248 4.8139 1.4557 0.4698 0.0154
12.9387 7.7254 3.4053 0.7115 0.2438
20.6641 14.5361 5.5399 1.6870 0.2896
35.2002 25.6159 10.6010 2.8455 0.6766
 ,
K4 =

3.5105 0.5518 0.9275 −0.0665 0.0978
4.0624 2.0406 0.7278 0.3249 0.0077
6.4693 3.8627 1.7026 0.3557 0.1219
10.3320 7.2680 2.7699 0.8435 0.1448
17.6001 12.8079 5.3005 1.4227 0.3383

D =

2 0 4 0 0 0 0
2 2 7 4 0 0 0
2 4 8 14 4 0 0
0 6 12 20 21 4 0
0 0 12 32 38 28 4
 U =
[
1 0 0 0 0
0 1 0 0 0
]
.
Also v = [0, 1]T, substitute these values in (44), and get the nonlinear system of equations:
17.4407y′′(1)− 7.6121(y′′(1))2 − 10.1495y′′′(1) = 31.5123
11.0459y′′(1)− 5.4485(y′′(1))2 − 3.2647y′′′(1) = 28.2343
−0.5380y′′(1)− 2.9256(y′′(1))2 + 10.0992y′′′(1)+ 4y(4)(1) = 65.9034
−8.2440y′′(1)− 3.4752(y′′(1))2 + 15.3664y′′′(1)+ 21y(4)(1)+ 4y(5)(1) = 109.4260
21.4896(y′′(1))2 − 22.1460y′′(1)+ 21.1744y′′′(1)+ 38y(4)(1)+ 28y(5)(1)+ 4y(6)(1) = 108.6707.
From this system, we have Y ∗ = [0, 1, 0,−3.1048, 24.3148,−88.3687, 431.1936]T and thus the approximate solution
of the nonlinear integro-differential equation becomes:
y(x) = (x− 1)− 3.1048(x− 1)3 + 24.3148(x− 1)4 − 88.3687(x− 1)5 + 431.1936(x− 1)6.
Example 4. Let us consider the nonlinear integro-differential equation
x3y′′′ + x2y′ + y = x2 + 2
3
x− 2
3
x
15
2 + 1
4
+ 2
∫ x
0
x5t(1+ y2(t)) 12 dt +
∫ 1
0
(x− t)y2(t)dt,
with initial conditions y(0) = 0, y′(0) = 1 and y′′(0) = 0, we put N = 5, whereas a = c = 0, b = 1, p0(x) = 1, p1(x) = x2,
p2(x) = 0 and p3(x) = x3.
We obtain the quantitiesWr(l), r = 1, 2; l = 0, 1, 2, 3 and the required vector and matrices as follows
W1(0) = 1, W1(1) = W1(3) = W1(5) = 0, W1(2) = 12 , W1(4) =
−3
4! ,
W2(0) = W2(2) = W2(3) = W2(4) = W2(5) = 0, W2(2) = 1,
F =

1
4
2
3
2
0
0
0

, T0 =

0
2
3
2
3
2
5
−8
45
1
2
3
−2
3
2
5
−8
45
3 1 0 0 0
3 5 1 0 0
0 8 7 1 0

,
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Tl = 0, l = 0, 1, . . . , 5, K1 = K3 = K4 = K5 = 0
K2 =

−1 −1
2!
−1
3!
−1
4!
−1
5!
−1
6!
1
1
2!
1
3!
1
4!
1
5!
1
6!
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , D =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 2 1 0 0 0 0 0 0
0 0 2 7 0 0 0 0 0
0 0 0 6 25 0 0 0 0
0 0 0 0 20 61 0 0 0

U =
[1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
]
.
Also v = [0, 1, 0]T, substitute these values in (44), and get the nonlinear system of equations:

−8
5! y
′′′(0)− 10
6! y
′′′′(0) = 1
12
8
5!y
′′′(0)+ 10
6! y
′′′′(0) = 0
7y′′′(0) = 0
6y′′′(0)+ 25y(4)(0) = 0
20y(4)(0)+ 61y(5)(0) = 0.
From this system, we have Y ∗ = [0, 1, 0, 0, 0, 0, ]T and thus the solution of the nonlinear integro-differential equation
becomes: y(x) = x, which is an exact solution.
Example 5. Our last example is the nonlinear integro-differential equation
(x3 − 1)y(4) + (x2 + 1)y′′ = −1+
∫ x
0
y2(t)dt +
∫ 2
0
xt
1+ y(t)dt,
with initial conditions y(0) = y′′′(0) = 0 and y′(0) = y′′(0) = 1, we put N = 4, whereas a = c = 0, b = 2, p0(x) =
p3(x) = 0, p1(x) = 1, p2(x) = x5 + x+ 1 and p4(x) = x3 − 1.
We obtain the quantitiesWr(l), r = 1, 2; l = 0, 1, 2, 3 and the required vector and matrices as follows
W1(0) = W1(1) = W1(3) = W1(4) = 0, W1(2) = 1,
W2(0) = W2(2) = W2(4) = 1, W2(1) = W2(3) = −1,
F =

−1
0
0
0
0
 , T2 =

0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
 ,
Tl = 0, l = 0, 1, 3, 4,
Kl =

0 0 0 0 0
(−1)l
1! × 2
2 (−1)l
2! × 2
3 (−1)l
3! × 2
4 (−1)l
4! × 2
5 (−1)l
5! × 2
6
1
1
2!
1
3!
1
4!
1
5!
0 0 0 0 0
0 0 0 0 0
 , l = 0, 1, 2, 3, 4
D =

1 0 1 0 −1 0 0 0 0
0 1 1 1 0 −1 0 0 0
0 0 1 2 1 0 −1 0 0
0 0 0 1 9 1 0 −1 0
0 0 0 0 1 28 1 0 −1
 U =
1 0 0 0 00 1 0 0 00 0 1 0 0
0 0 0 1 0
 .
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Also v = [0, 1, 1, 0]T, substitute these values in (44), and get the nonlinear system of equations:
1− y(4)(0) = −1
2+ y(5)(0)+ 2
6
5! y
(4)(0) = −400
15
1+ y(4)(0)− y(6)(0) = 0
9y(4)(0)+ y(5)(0)− y(7)(0) = 2
y(4)(0)+ 28y(5)(0)+ y(6)(0)− y(8)(0) = 6
y(0) = 0
y′(0) = 1
y′′(0) = 1
y′′′(0) = 0.
From this system,we have Y ∗ = [0, 1, 1, 0, 2, −44615 , 3, −20615 , −1250315 ]T and thus the approximate solution of the nonlinear
integro-differential equation becomes:
y(x) = x+ x2 + 2x4 − 446
15
x5 + 3x6 − 206
15
x7 − 12503
15
x8.
6. Conclusion
In this paper, a variation of the Taylor polynomial approach has been used for the approximate solution of high-order
nonlinear Volterra–Fredholm integro-differential equations. This method transformed the nonlinear integro-differential
equation to a matrix equation which corresponds to a system of nonlinear equations with unknown coefficients. Finally,
by using this system, we find the approximate solution of the integro-differential equations.
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