In this paper, we study a strongly coupled elliptic system arising from a Lotka-Volterra prey-predator system, where cross-diffusions are included in such a way that the prey runs away from the predator and the predator moves away from a large group of preys. We establish the existence and non-existence of its non- 
Introduction
In this paper, we study non-constant positive steady-state solutions of the following LotkaVolterra prey-predator system with cross-diffusion effects: In a certain kind of prey-predator relationships, a great number of prey species form a huge group to protect themselves from the attack of predator. So d 4 (or d 2 d 4 ) represents the tendency of predators to move away from a large group of preys. See also [8, 9] and references therein for the biological background. In mathematical ecology, the classical prey-predator system, due independently to Lotka and Volterra in the 1920s, reflects only population changes due to predation in a situation where predator and prey densities are not spatially dependent. It does not take into account either the fact that population is usually not homogeneously distributed, nor the fact that predators and preys naturally develop strategies for survival. Both of these considerations involve diffusion processes which can be quite intricate as different concentration levels of predators and preys cause different population movements. Such movements can be determined by the concentration of the same species (diffusion) and that of other species (cross-diffusion).
In [8, 9] , authors give a more detailed study of a Lotka-Volterra prey-predator system with homogeneous Dirichlet boundary condition and with cross-diffusion effects. They not only establish the existence of positive steady-state solutions, but also carefully analyze the stability and S-shaped bifurcation of positive steady-state solutions.
For ecological models with homogeneous Neumann boundary condition, what is of interest is whether the various species co-exist, in particular, the various species do in non-constant timeindependent positive solutions. For example, Pang and Wang [13] first investigate a three species predator-prey model with homogeneous Neumann boundary condition and with cross-diffusion, and demonstrate that cross-diffusion terms can create non-constant positive steady states. The readers also see [1, 3, 7, 10, 13, [16] [17] [18] [19] and references therein for models with homogeneous Neumann boundary condition.
However, as far as we are aware, many authors deal with such a class of ecological models that, in addition to the preys considered, there does not exist other natural source of food to a kind of the predators at least. Namely, there −r 2 v takes the place of the term r 2 
) of system (1.1), where r 2 is the death rate of predators. Authors of [10] investigate an ecological competition model.
For a class of prey-predator models having other natural sources of food to all predators, many works deal with these models with homogeneous Dirichlet boundary condition (see [2, 5, 8, 9, 14, 15] and references therein), while a few papers deal with these models with homogeneous Neumann boundary condition. We wonder whether these two kinds of boundary conditions can be adopted by the same model. To our knowledge, for the class of prey-predator models with homogeneous Neumann boundary condition, if we only take into account such a way of movement that the predator chases the prey, then it is easy to check that the corresponding steady-state models only have constant positive solutions, which are not the mainly studying purpose to people. Therefore, it is necessary to take into account another way of movement of the predator as the system (1.1) (see also [8, 9] ).
In the system (1.1), the predator v diffuses with flux
We observe that, as 
and for the simplicity of writing, we may drop the ' − ' sign above and assume that
Since the main purpose of the present paper is to investigate the effects of the cross-diffusion pressures on the existence of non-constant positive steady-state solutions of problem (1.2), we will concentrate on the following strongly coupled elliptic system: The contents of the present paper are as follows: In Section 2, we discuss the Turing instability. In Section 3, we establish a priori upper and lower bounds for positive solutions of system (1.3).
In Section 4, we analyze the linearized steady state problem of system (1.3) at (ũ,ṽ) T . In Section 5, we discuss the non-existence of non-constant positive solutions of system (1.3). In the last section, we study the existence of non-constant positive solutions of system (1.3) for suitable values of the cross-diffusion coefficient d 4 and the diffusion coefficient d 2 , respectively, and discuss the bifurcation of non-constant positive solutions of system (1.3) with respect to d 1 .
Turing instability
For the simplicity, we denote w = (u, v) T , We now discuss the stability of every non-negative constant equilibrium of problem (2.2). When a > m 1 b, the linearization of problem (2.2) atw is
Its character polynomial of G w (w) is
It is obvious that Re(λ) < 0. Therefore,w is stable. By a similar argument, we know that both 0 and u * are unstable, and v * is unstable when a > m 1 b, whereas v * is stable when a m 1 b.
Next, we discuss the stability of every non-negative constant equilibrium of the PDE dynamics (2.1).
When a > m 1 b, the Turing instability refers to "diffusion driven instability," i.e., the stability of the constant equilibriumw changing from stable, for the ODE dynamics (2.2), to unstable, for the PDE dynamics (2.1). Here we perform some calculations as that in [17] to find a criterion for the Turing instability.
Let {μ, ϕ(x)} be an eigenpair of − in Ω subject to homogeneous Neumann boundary condition. Then problem (2.4) has a non-trivial solution of the form w = cϕe λt , where c ∈ R 2 is a constant vector, if and only if (λ, c) is an eigenpair for the matrix −μ w (w) + G w (w). Hence, the equilibriumw of system (2.1) is unstable if the matrix −μ w (w) + G w (w) has an eigenvalue with positive real part.
By the direct computations, we have
where
Suppose that a satisfies: To compare the stabilities of the non-negative constant equilibria to the PDE dynamics (2.1) with those to the ODE dynamics (2.2), we know that if a > m 1 b, the stability of the constant equilibriumw may change from stable, for the ODE dynamics (2.2), to unstable, for the PDE dynamics (2.1), whereas those of other constant equilibria are invariant.
Some prior estimates of positive solutions of (1.3)
In the following, the generic positive constants C, C i and C * i , i = 1, 2, 3, 4, etc., will depend only on Ω, a, b, m 1 , m 2 and some other positive constants given, but not on d, where d denotes
The main purpose of this section is to give prior upper and lower positive bounds for positive solutions of problem (1.3). To this end, we first cite two known results. Lemma 3.1 is due to Lou and Ni [10] , and Lemma 3.2 to Lin, Ni and Takagi [11] . . Thus
Lemma 3.1 (Maximum principle). Let g(x, w)
∈ C(Ω × R 1 ) and b j (x) ∈ C(Ω), j = 1, 2, . . . , N. (i) If w(x) ∈ C 2 (Ω) ∩ C 1 (Ω) satisfies w(x) + N j =1 b j (x)w x j + g(x, w(x)) 0 in Ω, ∂w ∂ν 0 on ∂Ω, and w(x 0 ) = max Ω w, then g(x 0 , w(x 0 )) 0. (ii) If w(x) ∈ C 2 (Ω) ∩ C 1 (Ω) satisfies w(x) + N j =1 b j (x)w x j + g(x, w(x)) 0 in Ω, ∂w ∂ν 0 on ∂Ω, and w(x 0 ) = min Ω w, then g(x 0 , w(x 0 )) 0.
Lemma 3.2 (Harnack inequality). Let c(x) ∈ C(Ω), and w(x)
Similarly, let x 1 ∈ Ω be a point such that ψ(x 1 ) = max Ω ψ(x). Applying Lemma 3.1 to the second equation of problem (3.1), we have v(
On the other hand, problem (1.3) can also be written as
As
Similarly, as
By integrating the second equation of problem (
This, combined with (3.4), yields that
. 
Turning now to prove that min
Combining this with (3.3), we have max Ω u i → 0 and u i → 0 uniformly as i → ∞.
We may assume, by passing to a subsequence if necessary, that 
, where α ∈ (0, 1) and C * is the embedding constant. This, combined with u i and v i ∈ C 2 (Ω), yields that
And last, by the regularity theory for elliptic equations, we have ψ i ∈ C 2,α (Ω). Therefore, we can assume, by passing to a subsequence if necessary, that ψ i converges uniformly to some function ψ in
Applying Lemma 3.1 to problem (3.6) and noting that min
which implies that ψ = v = C for some non-negative constant C. Let the first equation of problem (1.3) be divided by max Ω u i , then, by a similar argument as that in (3.5), we have
. On the other hand, the first equation of problem (1.3) is divided by max Ω u i and then integrated in Ω by parts
Let i → ∞, and note that
In conclusion, if necessary, we may suitably enlarge the upper positive bounds of both u and v, and diminish its lower positive bounds such that Lemma 3. It is obvious that, when a > m 1 b, (3.9) has the only positive solution as follows
. Therefore, if a satisfies: (1) m 1 b < a <
Local analysis at the constant positive steady state
In this section, we study the linearization of problem (1.3) at (ũ,ṽ) T . Its argument is similar to that of [13] .
Let 0 = μ 0 < μ 1 < μ 2 < · · · be the eigenvalues of the operator − in Ω with the homogeneous Neumann boundary condition, E(μ i ) be the eigenspace corresponding to μ i in C 1 (Ω), φ ij , j = 1, 2, 3, . . . , dim E(μ i ), be an orthonormal basis of E(μ i ), and X ij = {cφ ij | c ∈ R 2 }. Define
then problem (1.3) can be written as
and det{ We refer to the decomposition in our discussion of the eigenvalues of D w F(w) D w F(w) , namely, D w F(w)w ∈ X ij for all w ∈ X ij . Thus, λ is an eigenvalue of D w F(w) on X ij if and only if it is an eigenvalue of the matrix 
is non-singular. Writing
we note, furthermore, that the sign of det{I − dim E(μ i ).
To facilitate our computation of index(F (·),w), we will consider carefully the sign of H (μ i ). Note that
and det{[ w (w)] −1 } > 0, so we will only need to consider det{μ i w (w) − G w (w)}. In the following, by analyzing the two roots of H (μ) = 0, we discuss the sign of H (μ i ). As
where 
, lim 
Proof. (i) We note that
, 
Furthermore, by making use of (4.10), we have
Therefore, there exists a positive constant 13) which implies that there exists a positive constant
To sum up, we have 
Non-existence of non-constant positive solution
In this section, we discuss the non-existence of non-constant positive solution of problem (1.3). We mainly use the methods in [10, 13] . To this end, we first introduce the definitions of bifurcation and regular points and the bifurcation theory. See also [4, 12, 13] . The bifurcation theory [4] indicates that: Proof. (1) Its proof is similar to that of Theorem 3.1 in [10] . For the completeness of our paper, we still give a complete procedure to its proof.
Assume, on the contrary, that there exists a sequence of
By the same argument as (3.5), we may assume, by passing to a subsequence if necessary, that ψ i converges uniformly to some function ψ in
which implies that ψ = ψ 0 for some non-negative constant ψ 0 . Hence,
and v i → ψ 0 , we obtain that v i → 1 uniformly. On the other hand, φ i satisfies the following equation
By a similar argument, there exists a subsequence which still is denoted by {φ i }, and φ such that 
It is easy to check that
.
|Ω| Ω ψ i dx denote the average of φ i and ψ i , respectively. Set
Multiplying the first equation of (5.5) by φ i − φ i and integrating in Ω, we have 6) where ξ i lies between φ i and φ i , and η i lies between ψ i and ψ i . Since (u i , v i ) T → (ũ,ṽ) T , and both φ i − φ i and ψ i − ψ i converge to zero uniformly, we can check that 
. By a similar argument, we have 
Let ε =ũ 4(1+d 3iṽ ) . It follows from (5.9) and (5.12) that 13) where C * is the Poincaré's embedding constant, i.e., C * satisfies Assume, on the contrary, that there exists a sequence of
It is easy to check that u i →ũ and v i →ṽ as i → ∞. Thus, by making use of the equality of (5.11), there exists i 0 > 0 such that
2(1+d 3iṽ +d 4iũ ) for all i > i 0 . By similar arguments as (5.6), (5.9) and (5.12), we have 
In the following, we first study the existence of non-constant positive solutions to problem (1.3). , d 3 , d 4 ) . Furthermore, by a similar argument as that in ( where C is a positive constant, the second equation of (6.3) is obtained by integrating the second equation of problem (1.3) and letting the limit, the first equation of (6. 
