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Abstract
We discuss the properties and numerical treatment of various types of Volterra and Abel{Volterra integral and integro-
dierential equations. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Volterra’s book Lecons sur les equations integrales et integro-dierentielles appeared in 1913.
Since then, a considerable literature on the theory and on applications (which include elasticity,
semi-conductors, scattering theory, seismology, heat conduction, metallurgy, uid ow, chemical
reactions, population dynamics, etc.) | e.g., [52,55,57,58,76,77,95,108,111,117,118] | and on the
numerics | e.g., [1,25,30,41,49,92,96,109] | has appeared.
The obligation to provide a perspective on the subject in the year 2000 has settled on this author.
A paper such as this, in which we seek to convey basic theoretical and computational features, could
have been written from many dierent viewpoints, including that of mathematical modelling, that
of robust numerical algorithms, or that of the mathematical analysis of numerical methods. Each
standpoint has its own relevance to the numerical simulation of real phenomena, and each relies on
rather dierent foundations and methodologies. In particular, the mathematical theory of numerical
formulae relies on detailed and sometimes intricate analytical arguments to generate a formal theory
(cf. [49] and its extensive references and bibliographical notes) that has mathematical signicance
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in its own right but, at least in part, attempts to generate insight into the performance of real-life
algorithms.
Within the space available, we give an introduction to the numerical treatment of classical Volterra
equations. It is hoped that the author, while avoiding pedantry, is suciently careful to avoid math-
ematical pitfalls or ambiguities occasionally found in the literature that a reader may use the work
as a basis for further critical reading and research. The mathematical style may be considered to be
intermediate between that of the excellent introduction of Linz [96] (Math. Rev. 86m:65163) and
the majestic detail provided by Brunner and van der Houwen [49] (Math. Rev. 88g:65136), which
is currently out of print.
2. Basic theory
The classical forms of Volterra integral equation of the rst and second kind and of Volterra
integro-dierential equations are, respectively,Z t
t0
K(t; s; y(s)) ds= g(t) (t 2 [t0; T ]); (2.1a)
y(t) = g(t) +
Z t
t0
K(t; s; y(s)) ds (t 2 [t0; T ]); (2.1b)
y0(t) = g(t) +
Z t
t0
K(t; s; y(s)) ds (t 2 [t0; T )) with y(t0) = y0 (2.1c)
(given g() and K(; ; ), nd y()) where the interval [t0; T ] (interpreted as [t0;1) if T is unbounded)
is prescribed, and where g() 2 C[t0; T ] and
Hypothesis 1. (a) K(t; s; v) is continuous for t06s6t6T , g() 2 C[t0; T ];
(b) K(t; s; v) satises a uniform Lipschitz condition in v for t06s6t6T .
As an alternative to (2.1c) we may encounter
y0(t) = F

t; y(t);
Z t
t0
K(t; s; y(s)) ds

(t 2 [t0; T ]) with y(t0) = y0 (2.1d)
(given F(; ; ) and K(; ; ), nd y()) where, in addition to Hypothesis 1 itself, F(; ; ) satis-
es appropriate Lipschitz conditions. The functions involved here can be real or complex valued.
Higher-order integro-dierential equations (say generalizing (2.1d)) also arise. Alternative assump-
tions to those in Hypothesis 1 allow us to consider equations of Abel type. Each of the Volterra
integral equations (2.1a){(2.1d), gives a corresponding Abel (or Abel{Volterra) equation when
Hypothesis 2. (a) K(t; s; v) = (t − s)−H (t; s; v) where 0<< 1 and H (t; s; v) is continuous for
t06s6t6T , g() 2 C[t0; T ]; (b) H (t; s; v) satises a uniform Lipschitz condition in v for t06s6t6T .
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Thus, the Abel equation of the second kind has the form
y(t) = g(t) +
Z t
t0
(t − s)−H (t; s; y(s)) ds (t 2 [t0; T )): (2.1e)
The condition 0<< 1 is customary when referring to Abel equations.
Remark 2.1. (a) In the theory, the uniformity of the Lipschitz conditions may be relaxed. How-
ever, to obtain the benets of the numerical processes described later, one often requires continuity
properties stronger than those required in Hypotheses 1 and 2 (e.g., higher-order dierentiability).
Moreover, one sometimes (e.g., in certain Runge{Kutta methods discussed later) requires a suitable
smooth extension of K(t; s; v) (or of H (t; s; v)) dened on an extended domain t06s6t+6T +
with > 0:
Kext(t; s; v) =

K(t; s; v) if s6t;
Knew(t; s; v) if s> t
(2.2)
or
Hext(t; s; v) =

H (t; s; v) if s6t;
Hnew(t; s; v) if s> t:
(2.3)
(b) If K(t; s; v) = k(t; s)v, Eqs. (2.1a){(2.1c) are linear equations.
(c) An integral of the form
R t
t0
k(t − s)(s) ds is called a convolution of k() with () | taking
k(t)  1 is a special case. (Corresponding sums Pnj=0!n−jj, and the matrix{vector counterpartsPn
j=0
n−jj, are discrete convolutions.) If K(t; s; v) = k(t− s)v or K(t; s; v) = k(t− s)’(v) for some
continuous function k() and (usually Lipschitz{continuous) ’() the Volterra equations are (linear
or nonlinear) convolution equations. Under additional conditions, the Laplace transform provides a
tool for analysing linear convolution equations.
The ordinary dierential equation (ODE) y0(t)=f(t; y(t)) (t>t0) can be re-written as a Volterra
integral equation of the second kind:
y(t) =
Z t
t0
f(s; y(s)) ds+ y(t0) (t>t0): (2.4)
Furthermore, Eq. (2.1d) can be written as a system of equations, one of which is an ODE and the
other a Volterra integral equation:
y0(t) = F(t; y(t); z(t)); (2.5a)
z(t) =
Z t
t0
K(t; s; y(s)) ds: (2.5b)
Alternatively, by integrating (2.5a) and expressing it as
y(t) = y(t0) +
Z t
t0
F(s; y(s); z(s)) ds; (2.5c)
we obtain the system of Volterra integral equations (2.5b), (2.5c). The intimate relation between sys-
tems of Volterra equations of the second kind and Volterra integro-dierential equations encourages
us (though sacricing some insight and detail) to concentrate upon the former.
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A starting point for any mathematical discussion is to ask what is known about the well-posedness
of the problems under consideration. (Rigorous concepts of well-posedness depend upon choices of
underlying function spaces. Sometimes, a solution is required to be positive.) If the Volterra equation
of the rst kind is to be interpreted as implying equality everywhere, we require g(t0)=0 and, clearly,
a solution does not exist for all g(). If g(t0) = 0 and we have sucient dierentiability, we can
deduce
K(t; t; y(t)) +
Z t
t0
Kt(t; s; y(s)) ds= g0(t):
In particular, if K(t; s; v) = k(t; s)v and k(t; t) is nonvanishing, we have
y(t) +
Z t
t0
kt(t; s)
k(t; t)
y(s) ds=
g0(t)
k(t; t)
(for t>t0); (2.6)
a linear Volterra equation of the second kind. On the other hand, if k(t; t) vanishes, but g00(t) and
ktt(t; s) exist and kt(t; t) is nonvanishing, we can obtain an equation of the second kind by a further
dierentiation. Our remarks serve to demonstrate that the rst-kind equation can suer various degrees
of ill-posedness in the sense that if nonsmooth perturbations are made to g() a solution (other than
in a generalized sense) may fail to exist. Inexact data therefore raises problems. Theoretical results
on numerical procedures for rst-kind equations usually assume a condition such as inf jk(t; t)j> 0,
or an analogous condition in the nonlinear case. Some numerical methods require one to supply the
value y(t0) (when (2.6) is valid, y(t0) = g0(t0)=k(t0; t0)).
Example 2.2. When
R t
t0
y(s) ds = g(t), the solution, if it exists, is y(t) = g0(t). For Abel equations
of the rst kind, similar remarks are possible; e.g., if
1
 (1− )
Z t
t0
(t − s)−y(s) ds= g(t) for  2 (0; 1) (2.7a)
(= 12 has special interest) then the solution y(), if it exists, is expressible
y(t) =
1
 ()
Z t
t0
(t − s)−1g0(s) ds (2.7b)
and y() is now a fractional derivative (or a fractional integral) of g() (cf. [49, p.8; 76, p.3; 96,
p.73]). One can write (2:7) symbolically as J (1−)y = g, and y = J Dg (where J is an operator of
indenite integration and D is the operator of dierentiation and DJ is the identity).
Remark 2.3. On the face of it, there could be a link between the solution y() of the equation of the
rst kind (2.1a) and the solution y() of the singularly perturbed equation y(t)=
R t
t0
K(t; s; y(s)) ds−
g(t) of the second kind (cf. [91]), either as  % 0 or  & 0. However, such links can only be
established under special hypotheses. This said, one can develop discretization formulae that are
candidates for application to equations of the rst kind by constructing them for the singularly
perturbed equation of the second kind above and, formally, setting  = 0, provided one appreciates
that whether or not these formulae are useful has to be investigated independently.
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The theory for linear equations of the second kind is simpler than that of equations of the rst
kind. In particular, for the Volterra equation
y(t) = g(t) + 
Z t
t0
k(t; s)y(s) ds (for t>t0); (2.8a)
we have
y(t) = g(t) + 
Z t
t0
rfg(t; s)g(s) ds (for t>t0); (2.8b)
where rfg(; ) is the resolvent kernel for (2.8a). The Neumann series gives the expression rfg(t; s)=P1
r=1 
r−1kr(t; s) where kr(t; s) =
R t
t0
k(t; )kr−1(; s) d (r = 2; 3; : : :); and k1(t; s) = k(t; s). One has
rfg(t; ) = 
Z t
t0
k(t; s)rfg(s; ) ds+ k(t; ) (for t066t): (2.9)
Since rfg(s; )=0 if >s, the lower limit of integration in (2:9) can be replaced by . Smoothness
properties of rfg(t; s) follow from those of k(t; s), and the degree of smoothness of y() (which has
an impact on the suitability of various numerical techniques) follows from the properties of g()
and the resolvent. If k(t; s) is of Abel type, k(t; s) = (t − s)−h(t; s), for  2 (0; 1), the resolvent is
expressible [49, p.16] as rfg(t; s) = (t− s)−pf; g(t; s) with continuous pf; g(; ). One deduces that
the solution of an Abel equation of the second kind has unbounded derivatives at t0 when g(t) is
smooth (asymptotic expansions as t ! t0 can be found).
The Neumann series is related to an iteration that, for the more general nonlinear equation (2.1b),
reads
yk+1(t) = g(t) +
Z t
t0
K(t; s; yk(s)) ds (k = 0; 1; 2; : : :); (2.10)
often with y0(t)=g(t). (The iteration may also be used to \rene" an approximation ey(t) by setting
y0() = ey() and computing the corresponding iterate y1().) Iteration (2.10) collapses to the Picard
iteration in the case of an integrated form of an ODE (2.4). It extends in an obvious manner to
systems of Volterra integral equations, and, thence, through its application to (2.5b), (2.5c) to the
integro-dierential equation (2.1d).
Remark 2.4. For the linear equation y0(t) = a(t)y(t) +
R t
t0
k(t; s)y(s) ds+ g(t) (t>t0) subject to the
initial condition y(t0) = y0, where a() is continuous, we can establish the existence of a resolvent
u(t; s) such that y(t) = u(t; t0)y0 +
R t
t0
u(t; s)g(s) ds; (@=@s)u(t; s)+ a(t)u(t; s) +
R t
s k(t; )u(; s) d =
0; u(t; t) = 1.
We have introduced the resolvent kernels rfg(t; s), and u(t; s), into our discussion because they
have a ro^le in a discussion of stability of solutions (see [49, p.493{494; 118]), and in an error
analysis of certain approximate solutions | both studies involving aspects of perturbation theory.
Clearly, if g() in (2.8a) is perturbed to g()+g() then, by (2.8b), y() suers a consequent change
y(t) = 
Z t
t0
rfg(t; s)g(s) ds+ g(t): (2.11)
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With appropriate conditions, we have a similar result 2 for the nonlinear equation (2.1b). Suppose
that y() is the unique solution of (2.1b) and we have
u(t) = g(t) + (t) +
Z t
t0
K(t; s; u(s)) ds; (2.12a)
u(t)  y(t) + y(t) (2.12b)
(where we assume that (t)  (u(); t)). Then there exists a corresponding R(t; s; u(s)) such that
y(t) = (t) +
Z t
t0
R(t; s; u(s))(s) ds: (2.13)
Let us obtain one such result, under assumptions that are obvious. Subtract from (2.12a) the unper-
turbed equation (2.1b) and we obtain
y(t) = (t) +
Z t
t0
fK(t; s; u(s))− K(t; s;y(s))g ds: (2.14)
Hence, with K\(t; s; u(s)) = K3(t; s; (1 − w(s))y(s) + w(s)u(s)) for some appropriate w(s) 2 [0; 1],
where K3(t; s; v) = (@=@v)K3(t; s; v), we have
y(t) = (t) +
Z t
t0
K\(t; s; u(s))y(s) ds; (2.15)
which provides a result of the form (2.13) with R(t; s; u(s)) as the resolvent kernel satisfying
R(t; s; u(s)) = K\(t; s; u(s)) +
R t
t0
R(t; ; u())K\(; s; u(s)) d:
3. Some numerical methods
We review, selectively, numerical methods for Volterra integral and integro-dierential equations,
concentrating on the classical forms. Discrete methods for the solution of Volterra integral and
integro-dierential equations are based upon the development of a grid or mesh:
T:=ft0<t1<t2<   <tn−1<tn <   g; hn:=tn+1 − tn: (3.1)
Remark 3.1. (a) The width (or diameter) of a grid T is h(T):=sup fhn : tn 2 Tg. T is called
uniform if hn  h for all n, and quasi-uniform if there exists a nite  such that sup hn6 inf hn.
If tN :=maxntn = T <1 then T is a nite grid that provides a partition of the bounded interval
[t0; T ]. Such a partition is called (i) graded with grading exponent  if tn − t0 = (n=N ) [49, p.349
et seq.], or (ii) geometric [43] if tn− t0 =N−nfT − t0g for some  2 (0; 1). (b) Later, in connection
with Runge{Kutta (RK) or collocation processes, we shall introduce a set of indexed abscissae
f#igmi=1 and the points tn; i= tn+#ihn. In the case 06#1<#2 <   < #m61 these points dene an
2 Various similar formulae appear in the literature [11,24,94], sometimes under the heading of variation of constants
formulae for integro-dierential equations obtained by dierentiating the integral equation and with restrictions on the
form of perturbation. In this paper, we are trying to capture the spirit of the approach and we shall not need detailed
information about R(t; s; u(s)) in (2.13), other than knowledge of its continuity properties, which are obvious in the linear
case.
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ordered set of abscissae T#(#):=ft06t0 +#1h0<t0 +#2h0 <   < t0 +#mh06t16t1 +#1h1<t1 +
#2h1<   <t1 + #mh16t2<   g. We shall usually need to note whether #1 = 0, #m = 1.
We now consider some primitive quadrature methods. A simple family of methods for classical
Volterra equations can be built from the quadrature ruleZ tj+1
tj
(s) ds  hjf(1− )(tj) + (tj+1)g (3.2a)
(where  2 [0; 1]), which yield, in particular, the Euler rule (=0), the backward Euler rule (=1),
and the trapezium rule (= 12). From the primitive rule (3.2a) one obtains the basic components for
use with Volterra integral and integro-dierential equations. In particular, one obtains by repeated
application of the basic rules the approximations
Z tn
t0
(s) ds 
n−1X
j=0
hjf(1− )(tj) + (tj+1)g: (3.2b)
If we proceed formally, we can discretize (2.1b) using (for n= 0; 1; 2; : : :)
~y(tn+1) = g(tn+1) +
nX
j=0
hjf(1− )K(tn+1; tj; ~y(tj)) + K(tn+1; tj+1; ~y(tj+1))g: (3.3)
We need to establish that Eqs. (3:3) do have a solution and that it provides a good approximation
to y(). However, the basic idea underlying a wide class of numerical methods is already present
since Eqs. (3:3) have the form
~y(tn+1) = g(tn+1) +
n+1X
j=0

n+1; jK(tn+1; tj; ~y(tj)); (3.4)
which are discrete Volterra equations that arise from a family of quadrature rules using weights
f
n;jgnj=0 (n= 1; 2; 3; : : :) and abscissae ftjgT.
Example 3.2. For the test equation y(t) −  R tt0 y(s) ds = g(t), the -rule with uniform step hr = h
yields a recurrence that simplies to
~y(tn+1)− ~y(tn)
h
− f ~y(tn+1) + (1− ) ~y(tn)g= g(tn+1)− g(tn)h (3.5)
(which is solvable if h 6= 1) that simulates the corresponding analytical result y0(t)−y(t)=g0(t).
Those familiar with the numerics of ODEs can, in this example, readily infer properties from (3.5).
The -rules have relatively low order, and one may turn to alternatives. The set of weights that
arise on taking h0 = h1 = h0; h2 = h3 = h00; h4 = h5 = h000; : : : and combining Simpson’s rule (repeated
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as necessary) with the trapezium rule is indicated in the following tableau:
(3.6)
Consider the rather special case of a uniform mesh (hr  h): the corresponding quadrature weights
f
n;jg for j6n is said to have a repetition factor r if there is a least integer r such that, for
n>n0; 
n+r; j = 
n;j for r06j6n − r1 where n0; r0; r1 are xed. Where there is no exact repetition,
the weights are said to have asymptotic repetition factor r0 provided there exists a least integer r0
such that, where r0; r1 are xed, limn!1 supr06j6n−r1 j
n+r0 ; j−
n;jj=0. With h0= h00= h000=   = h,
the weights in (3.6) have repetition factor unity.
The discretization in (3.6) may be thought of as based on a repeated application of Simpson’s
rule to approximate the \history" and an application of the trapezium rule or another Simpson’s rule
for the \local" or \incremental" term. This viewpoint is lost if, instead, we generate the weights 
n;j
for odd values of n by applying the trapezium rule to the rst sub-interval (where needed) rather
than the last. Retain a uniform step h and we now have weights
(3.7)
with a repetition factor 2. Although one can establish convergence results of the same order, for
both cases, the stability properties of weights (3.7) have led to them being rejected (see [110] for
more insight) as unsuitable for numerical computation in the solution of arbitrary Volterra integral
equations of the second kind; the scheme suers the same defect as Simpson’s rule for solving ODEs
(under certain assumptions, it is weakly unstable).
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As the last remark indicates, certain ‘plausible’ weights (that yield convergence) may be rejected
for practical computation in the numerical solution of Volterra equations of the second kind. For
equations of the rst kind (2.1a), the situation is more delicate: Whilst the formal analogue of (3.4)
reads
n+1X
r=0

n+1; jK(tn+1; tj; ~y(tj)) = g(tn+1) (n= 0; 1; 2; : : :) (3.8)
(cf. Remark 2.3) one has to be more circumspect in the choice of quadrature rules to obtain a
satisfactory (or even convergent) scheme for (2.1a).
Example 3.3. Consider, for the case
R t
t0
y(s) ds=g(t) (where g(t0)=0 and g0(t) exists for t 2 [t0;1)),
the application of a -rule with a uniform step hr  h:
(1− )h ~y(t0) + h ~y(t1) +   + h ~y(tn−1) + h ~y(tn) = g(tn) (n= 1; 2; 3; : : :):
For  2 (0; 1], we deduce that (for n= 0; 1; 2; : : :)
~y(tn+1) =  ~y(tn) +
g(tn+1)− g(tn)
h
where  :=
− 1

; (3.9)
which is an unstable recurrence if jj> 1, namely if  2 (0; 12 ). Unless =1 the value ~y(t0)  g0(t0)
in these equations has to be supplied independently. Clearly, if =1 (the backward or implicit Euler
rule) then we deduce ~y(tn+1) = fg(tn+1) − g(tn)g=h which is a local approximation to g0(tn+1) that
clearly converges to the correct value as h! 0. For  2 (0; 1),
~y(tn+1) =
nX
r=0
n−r
g(tr+1)− g(tr)
h
+ n+1 ~y(t0): (3.10)
A diculty with (3.10) is that it seeks to approximate g0(tn+1) in terms of g(t0); g(t1); g(t2); : : : ; g(tn+1),
and if jj> 1 it gives increasing weight to g(t0) as n increases. In contrast, the value g0(tn+1) =
lim!0 fg(tn+1 + )− g(tn+1)g= depends only upon limiting behaviour of g() in the neighbourhood
of tn+1. Given g(t), one can (without changing the derivative g0(tn+1)) add an arbitrary multiple of
any smooth function (t) that has support (t0; tn+1), thereby changing the computed approximation
(3.10) by an arbitrary amount. If =0, the coecient matrix in our equations is formally singular,
and to be useful the equations have to be re-interpreted:
h ~y(t1) = g(t2)− h ~y(t0); h ~y(t1) + h ~y(t2) = g(t3)− h ~y(t0); h ~y(t1) + h ~y(t2) + h ~y(t3) = g(t4)− h ~y(t0); : : :
(where ~y(t0) is obtained independently).
We now nd ~y(tn) = fg(tn+1) − g(tn)g=h which converges to g0(t?) as h ! 0 and n ! 1 with
tn = t? 2 (t0;1) xed.
One can generalize the composite Euler and trapezium rules in order to treat Abel equations;
corresponding to (3.2b) one has, in particular, formulaeZ tn
t0
(tn − s)−(s) ds 
n−1X
j=0
(Z tj+1
tj
(tn − s)− ds
)
(tj); (3.11a)
Z tn
t0
(tn − s)−(s) ds 
n−1X
j=0
(Z tj+1
tj
(tn − s)− ds
)
(tj+1); (3.11b)
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t0
(tn − s)−(s) ds

n−1X
j=0
(Z tj+1
tj
(tn − s)− tj+1 − shj ds (tj) +
Z tj+1
tj
(tn − s)− s− tjhj ds (tj+1)
)
(3.11c)
and the integrals that occur here as weights multiplying values (tj) and (tj+1) can be written down
very simply, given T. Bounds on the error in such approximations are readily obtained in terms
of the error in piecewise-constant or piecewise-linear interpolation to (). With a uniform grid T,
the above approximations yield (on summation) convolution sums approximating the convolution
integrals
R tn
t0
(tn − s)−(s) ds.
Remark 3.4. When solving Volterra integro-dierential equations we can combine methods for
ODEs and integral equations. Thus, if 0; 00 2 [0; 1] we might write, discretizing (2.5a), (2.5b),
~y(tn+1) = ~y(tn) + hnf(1− 0)F(tn; ~y(tn); ~z(tn)) + 0F(tn+1; ~y(tn+1); ~z(tn+1))g;
~z(tk):=
k−1X
r=0
hrf(1− 00)K(tk ; tr ; ~y(tr)) + 00K(tk ; tr+1; ~y(tr+1))g; k 2 f1; 2; 3; : : : ; (n+ 1)g:
(3.12)
(We intend to indicate some exibility of approach which might not be transparent if one viewed the
integro-dierential equation as a system of two integral equations: one may reasonably ask whether
there is a purpose to selecting 0 6= 00.) If the integral term is, instead, of Abel type, there is a ro^le
for approximations (3:11) in the term for ~z(tr).
4. Relationship to ODE methods
The integrated form of the initial-value problem for the equation y0(t) = f(t; y(t)) (for t>t0) is
(2.4), and it is not surprising to nd that (although Volterra equations have more complex character)
there is a close connection between methods for the ODE and for classical Volterra integral equations
of the second kind. We enumerate some features:
(1) For certain types of kernel K(t; s; v) (in particular,
PN
j=1 Tj(t)Sj(s; v), or (t−s)nexpf−(t−s)gv)
we nd that (2.1b) and (2.1c), (2.1d) can be reduced to a system of ODEs (see [20] for an
exploitation of such a result);
(2) An embedding relationship has a ro^le in the theory of numerical methods. Consider G(t; s) such
that (one may compare with Eqs. (8:7)):
@
@t
G(t; s) = K(t; s; G(t; t)) (t06s6t); (4.1a)
G(t0; s) = g(s) (s 2 [t0; T ]): (4.1b)
Then the solution of (2.1b) satises y(t) = G(t; t). We refer to [114,123].
(3) In principle, every ODE method (multistep, cyclic multistep, RK method, hybrid method, gen-
eral linear method) generates a corresponding integral equation method for (2.1b), or (2.1d).
By (2.4), every integral equation method for (2.1b) generates a (possibly novel) ODE method.
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Remark 4.1. Jones and McKee [88] used a family of predictor{corrector methods of variable order
and variable step-size to devise a method for nonlinear second kind Volterra integral equations
with smooth kernels. Their strategy for changing the step size followed closely one employed for
ODEs. (b) Bownds and Applebaum [21] have contributed a code based on separable kernels. (c)
Shampine [116] addressed problems associated with the special nature of the ODE approach to
Volterra equations.
Variable step ODE methods provide approximations to integrals over intervals [t0; tn] in the form
of sums, similar to (3.2b) (which originates with the -method). In particular, with a uniform mesh,
the linear multistep method with rst and second characteristic polynomials ():=0k + 1k−1 +
   + k ; ():=0k + 1k−1 +    + k (0 6= 0) generates, with appropriate starting values, an
approximation (termed a f; g-reducible quadrature) of the formZ tn
t0
(s) ds  h
n0X
j=0
wn;j(tj)| {z }
starting terms
+ h
nX
j=n0+1
!n−j(tj)| {z }
convolution sum
(tn  t0 + nh) (4.2)
for n>n0. An example arises if we take a uniform mesh in (3.2b). Formally,
1X
j=0
!jj =
k(−1)
k(−1)
=
0 + 1+   + kk
0 + 1+   + kk (0 6= 0) (4.3)
is the generating function (related to the Z-transform) for the sequence of weights f!‘g1‘=0. To
ensure uniform bounds on the weights we require () to be simple von Neumann (i.e., () must
have all its zeros on the closed unit disk centred on the origin, any on its boundary being simple).
Adapting (4.2) to the discretization of nonlinear Volterra convolution integrals we obtainZ tn
t0
k(nh− s)’(y(s)) ds| {z }
continuous convolution
 h
n0X
j=0
sn; j’( ~y(jh)) + h
nX
j=n0+1
wn−j’( ~y(jh))| {z }
discrete convolution
; (4.4)
where sn; j := k((n − j)h)wn;j; wn−j := k((n − j)h)!n−j. The discrete convolution property in (4.4)
facilitates the use of FFT techniques (cf. [3,4,81,97,101]) in solving Volterra convolution integral and
integro-dierential equations. Gregory rules of a xed order correspond to Adams-Moulton methods.
The BDF formulae rules generate rules (4.2) with asymptotic repetition factor unity.
Remark 4.2. Suitable linear multistep formulae generate fractional integration rules for use with a
uniform mesh in discretizing Abel equations:
1
 (1− )
Z tn
t0
(tn − s)−(s) ds  h1−
n0X
j=0
wfgn; j (tj) + h
1−
nX
j=n0+1
!fgn−j(tj) (tn  t0 + nh): (4.5)
We refer to [3,4,81,97,101]. It is noteworthy that the starting weights can be chosen so that (4.5)
is exact for selected nonpolynomial terms (e.g., (s) = (s − t0)i , with i 2 R and where y(t) 
a0 + a1(t − t0)1 + a2(t − t0)2 + a3(t − t0)3 +   , as t ! t0, with 1<2<3<   <m).
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5. RK processes
We now consider RK methods with nonuniform meshes for Volterra equations of the second kind.
At the risk of oending the purist, we develop these from a heuristic viewpoint. The early work
was due to Pouzet [114] and exploited RK parameters arising for ODEs; Bel’tyukov [14] introduced
schemes with additional parameters. For the rigorous foundations of RK-type methods in terms of
order conditions and from a modern perspective, see [12,42]; for extensions to Abel equations see
[100]; for integro-dierential equations see [99].
The literature contains examples of RK formulae for ODEs, generated by the RK triple (#;A; b)
where #= [#1; #2; : : : ; #m]
T 2 Rm; A= [ai; j] 2 Rmm; b = [b1; b2; : : : ; bm]T, commonly represented as
an RK (or Butcher) tableau
# A
bT
. Examples of RK tableaux are
0 0
1
2
1
4
1
4
1 16
2
3
1
6
(1) 16
2
3
1
6
;
1
2 −
p
3
6
1
4
1
4 −
p
3
6
1
2 +
p
3
6
1
4 +
p
3
6
1
4
(1) 12
1
2
;
1
3
5
12 − 112
1 34
1
4
(1) 34
1
4
;
0 0
1
2
5
24
1
3 − 124
1 16
2
3
1
6
(1) 16
2
3
1
6
(5.1)
(a) Trapezium (b) Gauss family (c) Radau IIA family (d) Lobatto IIA family
& Simpson (collocation RK) (collocation RK) (collocation RK)
(the parenthetical \(1)" denoting #m+1 = 1, that has been inserted here, is usually omitted).
Remark 5.1. (i) The choice of # can be indicated by a subscript, as in #[NCm]; #(Gaussm);
#(Radaum]; #[Lobattom] (the m quadrature points for closed Newton{Cotes formulae, open Gauss{Legendre
formulae, Radau right-hand formulae, and closed Lobatto formulae, such as appear in (5.1)(a){(d),
respectively) to denote the abscissae. Note that (a) and (d) in (5.1) have the same #. (ii) The RK
parameters are explicit (or, more accurately, \formally explicit", since some reordering is possible) if
ai; j=0 for j>i, and semi-implicit if ai; i 6= 0 for some i and ai; j=0 for j> i. Other features to note are
whether #i 2 [0; 1] for all i; whether f#igm1 are distinct; whether 06#1<#2<   <#m <#m61;
whether b(#i) = [ai;1; ai;2; : : : ; ai;m]; whether, if #m = 1; b = [am;1; am;2; : : : ; am;m]. (iii) The ‘stability’
and ‘convergence’ properties of the RK method when applied to an ODE have a bearing on our
methods.
The abscissae #i and the points tn 2T together dene
T#(#):=ftn; i = tn + #ihng; (5.2)
the set of points anticipated in Remark 3.1. We shall wish to discretize the integrals
R tn; i
t0
K(tn; i; s;
y(s)) ds, and more generally
R tn+hn
t0
K(tn + hn; s; y(s)) ds, in (2:1). Now any RK triple denes a
family of quadrature rulesZ #i
0
(s) ds 
mX
j=1
ai; j(#j): (5.3a)
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This family, if we set #m+1 = 1; am+1; j = bj, includesZ 1
0
(s) ds 
mX
j=1
bj(#j): (5.3b)
In addition, it is possible to provide a vector b()= [b1(); b2(); : : : ; bm()]
T, dened for  2 [0; 1],
that yields quadratureZ 
0
(s) ds 
mX
j=1
bj()(#j) for all  2 [0; 1]; (5.3c)
where b(1)  b. The parameters (#; A; b()) dene a continuous RK process. For those tableaux
labelled \collocation-RK" in (5.1) (which are linked to piecewise-polynomial collocation processes)
the polynomials bj() can be obtained by indenite integration of the Lagrangean form of the poly-
nomial interpolating () at #1; : : : ; #m and we nd that ai; j = bj(i) for i; j = 1; 2; : : : ; m.
Remark 5.2. By an ane transformation, Eq. (5.3b) gives, as an alternative to (5.3a),Z #i
0
(s) ds 
mX
j=1
#ibj(#i#j) (5.4)
that is useful when () is smooth on [0; #i] but not on all of [0; 1].
We observe thatZ tn; i
t0
(s) ds=
n−1X
j=0
Z tj+1
tj
(s) ds+
Z tn; i
tn
(s) ds (5.5a)
for continuous (), and the extended use of RK parameters yieldsZ tn; i
t0
(s) ds 
n−1X
j=0
hj
mX
k=1
bk(tj; k) + hn
mX
k=1
ai; k(tn; k) (5.5b)
and, for  2 [0; 1],Z tn+hn
t0
(s) ds 
n−1X
j=0
hj
mX
k=1
bk(tj; k) + hn
mX
k=1
bk()(tn; k): (5.5c)
If ai; j 6= bj(#i), (5.5c) does not reduce to (5.5b) on setting  to #i. Formally, the RK integration
formulae (5.5b) allow one to discretize a Volterra integral or integro-dierential equation with an
\extended RK method ". Thus, we may seek approximations ~y n; i  y(tn; i) to the solution y() of
(2.1b), on T#(#), via the equations
~y n; i = g(tn; i) +
n−1X
j=0
hj
mX
k=1
bkK(tn; i; tj; k ; ~y j;k)| {z }
history term (‘lag’ or ‘tail’ term)
+ hn
mX
k=1
ai; jK(tn; i; tn; k ; ~y n;k)| {z }
‘incremental term’
(5.6a)
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(i = 1; 2; : : : ; m; m+ 1) in which the equation with i = m+ 1 provides
~y(tn+1) = g(tn+1) +
nX
j=0
hj
mX
k=1
bkK(tn+1; tj; k ; ~y j;k): (5.6b)
Example 5.3. Compare the use of the left-most RK tableau in (5.1) with quadrature based on the
weights in (3.6), taking steps h1 = 2h0, h2 = 2h00, h3 = 2h000; : : : .
The formulae ~y n; i  y(tn; i) have to be interpreted appropriately if one has an RK triple with
#i = #k for i 6= k but (5:6) are essentially the extended RK formulae obtained in [114] using an
RK triple (#; A; b). Where the formulae involve K(tn; i; tn; j; ~y n;j) with tn; j > tn; i, we are required to
dene a smooth extension (2.2) of K(t; s; v) for values of s> t. Though this is not transparent from
the above derivation, the order of convergence on T (dened in Section 7) is inherited from the
ODE RK process provided K(t; s; y(s)) (or Kext(t; s; y(s)) in (2.2), if it is required) is suciently
smooth. Unless the RK formula is explicit (Remark 5.1), we have to solve for a block of unknown
values f ~y n; i : i = 1; 2; : : : ; mg, simultaneously. There is a unique solution of the equations given an
appropriate Lipschitz condition (Remark 2.1) and a suciently small width of T. An appropriate
choice of nonlinear equation solver depends on various factors including the step size hn; some
questions remain open.
We can modify the above approach slightly and obtain an approximation ~y() dened on [t0; T ],
if we use continuous RK parameters (; A; b()) and write
~y(tn + hn) = g(tn + hn) +
n−1X
j=0
hj
mX
k=1
bkK(tn + hn; tj; k ; ~y j;k)
+hn
mX
k=1
bk()K(tn + hn; tn; k ; ~y n;k); (5.7)
which, having obtained f ~y n; ig, yields a densely dened function ~y().
Evaluating the term
Pn−1
j=0 hj
Pm
k=1 bkK(tn + hn; tj; k ~y j;k) in (5:6) or (5.7) involves a considerable
computational expense, which prompts a modication (a mixed quadrature-RK method) based upon
the use of quadrature formulae of the type arising in (3.4). The discretized equations now read
~y n; i = g(tn; i) +
nX
j=0

n;jK(tn; i; tj; ~y(tj))| {z }
quadrature history term
+ hn
mX
k=1
ai; kK(tn; i; tn; k ; ~y n;k)| {z }
‘incremental term’
; (5.8a)
from which we obtain
~y(tn+1) = g(tn+1) +
nX
j=0

n;jK(tn+1; tj; ~y(tj)) + hn
mX
k=1
bkK(tn+1; tn; k ; ~y n;k) (5.8b)
with a corresponding densely dened extension
~y(tn+) = g(tn+) +
nX
j=0

n;jK(tn+; tj; ~y(tj)) + hn
mX
k=1
bk()K(tn+; tn; k ; ~y n;k)
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for  2 (0; 1]. The incremental terms together dene a one-step method with an increment func-
tion similar to that for an ODE. It will be clear that the history term and the increment function
both contribute to the overall discretization error on T. For variations on these methods, see [86].
Wolkenfelt [121] also discusses, inter alia, multilag variations of the mixed RK methods.
Remark 5.4. (a) Note that if one has constructed a dense-output approximation ~y(t) for t 2 [t0; tn]
then it is possible to compute the history terms g(t)+
R tn
t0
K(t; s; ~y(s)) ds by adaptive quadrature. (b) In
terms of controlling accuracy, a major problem to be faced is that the accuracy in approximating y()
by ~y() ‘in the past’ may prove inadequate to allow a good approximation to g(t)+R tt0 K(t; s; y(s)) ds
‘in the future’. (c) The structure of the extended and mixed (Pouzet) RK formulae discussed above
makes them suitable for the application of FFT techniques in the case of convolution integral or
integro-dierential equations and a uniform mesh. (d) One may use embedded RK formulae and
quadrature correction terms to try to control the discretization error. (e) The RK discretizations
discussed here do not apply to Abel type equations, see [80] for a discussion of RK-type parame-
ters for Abel equations. (f) We restricted attention to the classical (Pouzet) RK parameters. Some
mathematical ingenuity has been invested into the derivation of Bel’tyukov RK-type formulae (these
are generalizations [14,49, p.175] of the RK triples that were adapted by Pouzet from the ODE
context).
For Volterra integro-dierential equations, the extended use of (#;A; b) for (2.5a),(2.5b), gives
an approximating set of equations
~y(tn; i) = ~y(tn) + hn
mX
j=1
ai; jF(tn; j; ~y(tn; j); ~z(tn; j)); (5.9a)
~z(tn; r) =
n−1X
j=0
hj
mX
k=1
bkK(tn; r ; tj; k ; ~y(tj; k)) + hn
mX
k=1
ai; jK(tn; r ; tn; k ; ~y(tn; k)); i; r 2 f1; 2; : : : ; mg (5.9b)
with ~y(tn+1) = ~y(t n;m+1) there is a related mixed quadrature-RK formula.
6. Collocation and related methods
Collocation and Galerkin methods in the literature are, frequently though not exclusively, based
upon polynomial spline or piecewise-polynomial densely dened approximations ~y(t). In electronic
databases for tracing the literature, perhaps a quarter of the citations on numerical methods for
Volterra equations refer to collocation methods. This statistic may, however, be misleading, because
the collocation methods described are often discretized to produce block-by-block methods that are
intimately related to RK methods.
Given T in (3.1) we assume that the restriction of ~y() on [t0; t1] and subsequently, for n=1; 2; : : : ;
each subinterval (tn; tn+1] is a polynomial of degree qn (n = 0; 1; 2; : : :). For simplicity we suppose
qn=q for all n. Clearly, the restriction of ~y() on (tn; tn+1] has associated limits ~y(tn+) and derivatives
~y0(tn+), ~y
00(tn+); : : : ; at each point tn; the continuity class of ~y() for t>t0 is determined by the
requirement that left- and right-hand limits agree. To simplify, it is assumed that the order of the
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derivatives that exist (and are continuous) at tn is independent of n, say n= (=−1 implies lack
of continuity at points tn), and
~y(tn+) = ~y(tn−); ~y0(tn+) = ~y0(tn−); : : : ; ~y ()(tn+) = ~y ()(tn−): (6.1)
The approximation 3 is then termed a polynomial spline of degree m and of continuity class  with
knots TN  ftngN1 T. The linear space of such functions, denoted Sm(TN ) has dimension d=
N (m− ) +  + 1.
Any approximation to the solution of (2.1b), y^(t)  y(t), gives rise to a corresponding defect
(y^(); t) dened as
(y^(); t):=y^(t)− fg(t) +
Z t
t0
K(t; s; y^(s)) dsg (t 2 [t0; T )): (6.2)
Clearly, if Eq. (2.1b) has a unique solution, then y^() = y() if and only if (y^(); t)  0, and this
suggests that one should seek an approximation that gives rise to a small defect. Analogous comments
apply to (2.1d) and, provided that one interprets \smallness" of the defect in an appropriate sense,
to some rst-kind equations (2.1a). In collocation methods one seeks approximations of a particular
type such that the defect vanishes at a set of points known as the collocation points. For Galerkin
methods, one instead asks that the moments of the defect, taken with a prescribed set of functions,
should vanish. \Renement" (of the collocation or the Galerkin approximation) by iteration based
on (2.10) can be useful.
We now return to the determination, through collocation-type techniques, of an approximation
~y() 2 Sm(TN ). An arbitrary element of Sm(TN ) is determined uniquely by d parameters where d
is the dimension of the space Sm(TN ). Given T
#(#), we may therefore expect to be able to chose
~y() in order to satisfy the +1 continuity conditions (6.1) at each point tn (n=1; 2; : : : ; N −1) and
an additional Nm collocation conditions of the type
( ~y(); tn; r) = 0; n= 0; 1; : : : ; N − 1; r 2 f1; 2; : : : ; mg; (6.3)
in which we ensure the defect vanishes at selected collocation points tn; r = tn + #rhn, here assumed
to be distinct. From (6.2) we have, for t 2 [tn; tn+1],
( ~y(); t) = ~y(t)−
8<:g(t) +
n−1X
j=0
Z tj+1
tj
K(t; s; ~y(s)) ds+
Z t
tn
K(t; s; ~y(s)) ds
9=; ; (6.4)
where, in each interval (tj; tj+1], ~y() is a polynomial (of degree q, say).
We consider polynomial spline collocation with ~y() 2 S−1m−1(TN ), following the technique of
Blom and Brunner [19]. Given 06#1<#2<   <#m61, and the grid T, ~y() is constructed to
be a polynomial of degree q=m−1 in every interval [tn; tn+1]. Then ~y() is such that (for  2 (0; 1))
~y(tn + hn) =
mX
i=1
mY
‘ 6=i
‘=1
( − #‘)
(#i − #‘) ~y(tn; i) where tn; i = tn + #ihn: (6.5)
In general, ~y() 62 C[t0; T ] except when #1 = 0 and #m = 1.
3 We have piecewise constant approximations if m=1; =−1; piecewise linear continuous approximations if m=1; =0;
classical cubic splines if m= 3;  = 1.
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Taking the set ftn; rg as collocation points we have the exact collocation equations of the form
~y(tn; r) = g(tn; r) +
n−1X
j=0
hj
Z 1
0
K
0@tn; r ; tj + hj;X
i
Y
‘ 6=i
( − #‘)
(#i − #‘) ~y(tj; i)
1A d
+hn
Z #r
0
K
0@tn; r ; tn + hn;X
i
Y
‘ 6=i
( − #‘)
(#i − #‘) ~y(tn; i)
1A d: (6.6)
For n = 0; 1; 2; : : : ; in turn, we x n and run through the values of r in (6.6), to obtain sucient
equations to determine (if Hypothesis 1 holds and hn is suciently small) the values f ~y(tn; r)g.
An unfortunate obstacle to implementation of the exact collocation scheme is the need to compute
the integrals occurring in (6.6). We may therefore consider discretized collocation equations, in
which the integrals are replaced by interpolatory quadrature and the formulae become more tractable.
The presentation in [19] is based on the use of M -point quadrature, in the formZ 1
0
(s) ds 
MX
k=1
bk(#k) and
Z #r
0
(s) ds 
MX
k=1
#rbk(#r#k) (6.7a)
with M = m− 1 (if #m < 1) or with M = m (if #m = 1), where
bk =
Z 1
0
MY
‘ 6=k
‘=1
(s− #‘)
(#k − #‘) ds (k = 1; 2; : : : ; M) (6.7b)
(cf. Remark 5.2). Thus our discretized equations read
~y(tn; r) = g(tn; r) +
n−1X
j=0
hj
MX
k=1
bkK(tn; r ; tj; k ; ~y(tj; k))
+ hn#r
MX
k=1
bkK
0@tn; r ; tn + #k#rhn; mX
i=1
Y
‘ 6=i
(#k#r − #‘)
(#i − #‘) ~y(tn; i)
1A ; (6.8)
~y(tn + shn) =
mX
i=1
mY
‘ 6=i
‘=1
(s− #‘)
(#i − #‘) ~y(tn; i): (6.9)
One may further rene the approximations ~y() by computing a discretized iterated collocation
approximation, which can possess improved continuity and convergence properties. The abscissae
#(Gaussm), #(Radaum], #[Lobattom] referred to earlier are candidates for use. Dening a new set of abscis-
sae by supplementation of #(Gaussm) with the points f0; 1g, or of #(Radaum] with f0g, has also been
suggested. The formulae above may be regarded as a generalization of the RK methods discussed
previously.
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Remark 6.1. (a) Hermann Brunner has authored or co-authored numerous papers in the extensive
literature on collocation, including the recent report [43]. (b) For collocation methods for a wide class
of integro-dierential equations, see, for example, [36]. (c) Brunner [27] investigated the convergence
rate of the numerical solution, by polynomial spline collocation, of the Abel integral equation y(t)=
g(t) +
R t
0 (t − s)−h(t; s)y(s) ds, t 2 I := [0; T ], T <1, 0<< 1, assuming g and h to be smooth.
Brunner showed that, independent of the degree of the polynomials, the convergence rate with
respect to a quasi-uniform mesh is only N−1, where N denotes the number of subintervals on I .
The optimal rate of convergence N−m, where m − 1 is the degree of the polynomials, is attainable
using the special graded mesh tn=(n=N )rT , r=m=(1−), n=0; 1; : : : ; N (and similar results are valid
for the approximate solution of the nonlinear equation y(t)=g(t)+
R t
0 (t−s)−H (t; s; y(s)) ds). (d) For
a recent paper on collocation for Abel equations (which opens with a succinct review of previous
results and of some practical diculties), see [87]. (e) Brunner [26] introduced nonpolynomial spline
functions in a discretized collocation method to obtain high-order approximations to the solutions
of integral and integro-dierential equations having Abel-type kernels. (f) For a paper that closes
a number of long-standing gaps in our understanding of collocation for equations of the rst kind,
see [92].
7. Numerical analysis
Mathematical numerical analysis encompasses, inter alia, a study of convergence, order of conver-
gence, and superconvergence of approximations, and their stability properties. There is a considerable
literature in this area. A rigorous study must commence with the issue of existence and uniqueness
of the true solution and of the approximate solution (or, in the case of nonuniqueness, clarication
of which solution or approximation is being discussed).
The term convergence has to be interpreted in context. It can apply, with given assumptions (which
may include specication of # and restrictions on T | requiring it to be uniform or quasi-uniform,
or a graded partition of [t0; T ] { see Remark 3.1) to, e.g., convergence on an interval or on mesh
points:
sup
t2[t0 ;T ]
jy(t)− ~y(t)j ! 0 as h(T)! 0 with T 2 T ; (7.1a)
sup
t2T
jy(t)− ~y(t)j ! 0 as h(T)! 0 with T 2 T : (7.1b)
Here T 2 T denotes that relevant restrictions on T are satised, and h(T):=suptr2[t0 ;T ]ftr− tr−1g is
the width (or diameter) of T. As for order of convergence, we may have, rst (order of convergence
of the densely dened approximation on the whole interval [t0; T ])
sup
t2[t0 ;T ]
jy(t)− ~y(t)j= O(fh(T)g) with T 2 T ; (7.1c)
second (order of convergence on the points ftng and the points ftn; rg)
sup
t2T#(#0)
jy(t)− ~y(t)j= O(fh(T)g%) with T 2 T ; (7.1d)
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third (order of convergence on the points ftng of T)
sup
t2T
jy(t)− ~y(t)j= O(fh(T)g%0) with T 2 T : (7.1e)
If the value of  in (7.1c) is optimal, and %>, or if %0>% where % is optimal or %0>, we
speak of superconvergence on T#(#0) or on T, respectively. Superconvergence results arise, in
particular, in the context of RK methods (they should be familiar for RK methods for ODEs) and
of collocation.
Remark 7.1. Statement (7.1c) is simply short hand for the claim that there exist h? > 0 and a
constant M (that is nite, and independent of h(T) and of T 2 T ) such that
sup
t2[t0 ;T ]
jy(t)− ~y(t)j6Mfh(T)g when h(T)6h?: (7.2)
It does not follow from (7.2) that a reduction in the size of h(T) will reduce supt2[t0 ;T ]jy(t)− ~y(t)j;
nor can we infer that supt2[t0 ;T ] jy(t)− ~y(t)j is proportional to h(T). However, statements of orders
of convergence can often be strengthened | so that, with a uniform mesh of width h, one may
have, e.g.,
y(t)− ~y h(t) = he(h; t) + O(h
?
); ~y h(t)  ~y(t) (7.3)
with je(h; t)j uniformly bounded for 0<h6h?, t 2 [t0; T ], where ? >. The vanishing of
the nonnull function e(h; t) on a set of points Sh [t0; T ] (0<h6h?) implies superconvergence
on fShg.
Occasionally, one sees estimates of the convergence rate at the point t of the form
h
0 ; h0 ; ?h0
computed (t):=log
y?h0(t)− yh0(t)y?h0(t)− yh0(t)
 where ?< 1:
Such estimates may not have been reconciled with the theory. However, if, in (7.3), e(h; t) 6= 0 is
independent of h (e(h; t)  e(t), say), then y(t)− ~y h(t) is, for suciently small h, monotonically
decreasing as h ! 0 and asymptotically proportional to h (here, jy(t) − ~y h(t)j=h ! je(t)j for
some bounded nonnull e(t), where t 2 [t0; T ], as h! 0).
Whilst controlling the accuracy of numerical computation is, in fact, a complicated matter, the
mathematical community nds delight in the precision of mathematical theorems and \concise" results
(e.g., ‘superconvergence occurs at the collocation points’ or ‘algebraic stability implies C-stability’
| see below) have a particular appeal. Such theories are both elegant and rewarding and they can
give condence in the underlying algorithms, but real-life computational conditions and practical
adaptive algorithms do not always conform to the theoretical conditions assumed and it is worthwhile
reviewing, from time to time, the exact practical signicance of the theory. As an example, in
his paper on collocation for integro-dierential equations with nonsmooth solutions, Brunner [29]
remarked that even though the use of suitably graded meshes yields optimal convergence rates, such
meshes have their limitations (e.g., they may demand a very small initial step size, and carry a risk
of contamination by rounding error).
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8. Some approaches to convergence analysis
We shall indicate some of the tools used in establishing convergence and orders of convergence.
We commence with a Gronwall-type inequality, that follows from a result quoted in [49, p.41]:
Lemma 8.1. For > 0 and z‘ > 0 (‘ = 0; 1; 2; : : :); suppose that
jnj6
n−1X
‘=0
z‘j‘j+ jnj (for n= 0; 1; : : :); (8.1)
then jnj6jnj+ Pn−1r=0 fzrQn−1q=r+1(1 + zq)gjrj for n= 0; 1; 2; : : : .
An example will indicate an application of (8.1). Assume that T is given (with a sequence of
positive steps fhng and h(T) = sup hr), and consider a set of approximating formulae (3.4), which
we assume have a unique solution f ~y(t0); ~y(t1); ~y(t2); : : :g. We nd that the true solution of (2.1b)
gives
y(tn+1) = g(tn+1) +
n+1X
j=0

n+1; jK(tn+1; tj; y(tj)) + n; (8.2)
where fng are the local truncation errors. If we subtract the corresponding equations (3.4) and
write en:= ~y(tn)− y(tn) we have
en+1 =
n+1X
j=0

n+1; jfK(tn+1; tj; ~y(tj))− K(tn+1; tj; y(tj))g − n (8.3)
and hence, by Hypothesis 1,
jen+1j6
n+1X
j=0

n+1; jLjejj+ jnj: (8.4)
Now an examination of the weights in (3.6) reveals a property
j
n;jj6Wfhj−1 + hjg for some nite absolute constant W; (8.5)
when j=0; 1; 2; : : : ; n that holds for more general weights, and we therefore take (8.5) as an assump-
tion in the case of quadrature methods for Volterra equations. From Lemma 8.1 above, applying
(8.1) with z‘ = h‘ + h‘+1, assuming Wh(T)6 14 , we obtain without eort, on setting = 2LW ,
jenj6 sup
r2f0;1;:::; ng
jrjf1 + 2(T − t0)expf2(T − t0)gg for tn 2 [t0; T ]: (8.6)
This establishes that the order of convergence of quadrature approximations ~y(t) to y(t), for t 2T,
is determined by the local truncation errors. (Actually, this result can be rened to take account of
starting procedures.)
Remark 8.2. For quadrature generated by cyclic multistep formulae and for RK formulae, conver-
gence can be established by similar techniques though results on the order of accuracy tend to be
pessimistic and a more rened analysis is required. For Abel equations of the second kind (2.1e)
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the weights analogous to 
n;j behave like (n− j)−h1−, and McKee [107] developed an appropriate
Gronwall-type lemma for this case (see also [49, pp. 42{44]).
8.1. One-step methods
The discussion of one-step methods on a uniform mesh T by Hairer et al. [80] applies to various
methods of RK type, and merits attention. To indicate something of their viewpoint, we re-write
(2.1b) in the form
y(t) = Gn(t) +
Z t
tn
K(t; s; y(s)) ds (8.7a)
for t>tn, where Gn(t) = g(t) +
R tn
t0
K(t; s; y(s)) ds, so that
Gk(t) = Gk−1(t) +
Z tk
tk−1
K(t; s; y(s)) ds (k = 1; 2; 3; : : :) (8.7b)
with G0(t) = g(t). A discrete analogue of (8.7a) is provided by
~y(tn+1) = ~Gn(tn+1) + hn(tn+1; ~G(); hn): (8.8a)
Here (cf. the theory of one-step methods for ODEs) (; ; ) is an increment function (whose
evaluation involves internal stage values) and f ~Gk()g are approximations to fGk()g. One assumes
that the increment functions inherit, from the properties of K(; ; ), a uniform Lipschitz condition
with respect to its second argument (uniform with regard to the index and the step size).
For the development of this approach to a wide class of RK methods and various approximations
to the history term, consult [80]. One should not forget that some 4 RK methods require a smooth
extension such as (2.2) to achieve their potential in terms of accuracy.
For extended (Pouzet-)RK methods, ~Gn+1() is itself computed via the incremental function:
~Gk(t) = ~Gk−1(t) + hk(t; ~Gk−1(); hk) (8.8b)
in analogy with (8.7a), and moreover ~y(tn+1) = ~Gn+1(tn+1). In this case, the link with an embedding
approach (cf. (4.1a)) is apparent.
8.2. Resolvents and variation of parameters in the analysis of collocation
There have been numerous results [49] on convergence and superconvergence properties of
collocation-type methods. Some results [24] were achieved by relying on a (nonlinear) variation
of constants formula (2.13) due to Brauer (the reader should also consult [11] which corrects errors
in [15] where, in turn, a slip in [22] was noted) to relate the true and approximate solution. Our
purpose here is to draw attention to the ro^le of a suitable formula of type (2.13), without entering
into the detail which has to be investigated to place the theory on a rigorous foundation.
4 An extension of the values K(t; s; v) for s> t is not required in the Pouzet-type RK formulae if ai; j=0 when #j >#i
and #‘ 2 [0; 1] for all ‘.
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We appeal to (2.13) (with minimal assumptions concerning the nature of R(t; s; u(s))) to compare
the solution ~y() of the collocation equations with the solution y() of (2.1b). We let ( ~y(); t) in
(6.4) denote the defect, which vanishes at the points ftn; igmi=1 for n= 0; 1; 2; : : : ; N − 1, and we have
~y(t)− y(t) = ( ~y(); t) +
Z t
t0
R(t; s; ~y(s))( ~y(); s) ds (8.9)
and, in particular,
~y(tn)− y(tn) = ( ~y(); tn) +
n−1X
j=0
Z tj+1
tj
R(tn; s; ~y(s))( ~y(); s) ds: (8.10)
Using interpolatory quadrature with abscissae tj; k (the collocation points in the jth subinterval, or
even a subset of these abscissae) and weights hjwk we deduce thatZ tj+1
tj
R(tn; s; ~y(s))( ~y(); s) = hj
X
k
wkR(tn; tj; k ; ~y(tj; k))( ~y(); tj; k) + En;j; (8.11)
where En;j denotes the error in the quadrature, and the sum in (8.11) vanishes because the defect is
zero at the collocation points. Thus,
~y(tn)− y(tn) = ( ~y(); tn) +
n−1X
j=0
En;j:
To obtain high order of convergence on T under suitable smoothness conditions (the integrand in
(8.11) should be shown to be smooth on [tj; tj+1]) one should therefore ensure (i) that ( ~y(); t)
vanishes on T (the points ftng should be included in the collocation points), and (ii) that the points
tj; k (or a subset thereof) give interpolatory quadrature with an error of high order (Gaussian-type
quadrature, e.g., taking # as [#(Gaussm); 1], #(Radaum], or #[Lobattom]). For a complete analysis for linear
equations see [49], cf. [23,51].
9. Stability
The stability theory for numerical methods for Volterra equations is still incomplete though con-
siderable advances have been made. Stability is concerned with the eect on a solution (here dened
over [t0;1)) of perturbations in the problem, and diering denitions of stability arise when one
considers dierent types of admissible perturbations. Let us therefore consider
y(t) = g(t) +
Z t
t0
K(t; s; y(s)) ds (t 2 [t0;1)): (9.1a)
With a choice of a class G of admissible perturbations dened on [t0;1), consider the introduction
of a perturbation g() 2 G to give
y(t) + y(t) = g(t) + g(t) +
Z t
t0
K(t; s; y(s) + y(s)) ds (t 2 [t0;1)): (9.1b)
Possible choices of G are
G:=fg(t) 2 BC[t0;1)g; i:e:; g(t) 2 C[t0;1); sup
t>t0
jg(t)j<1; (9.2a)
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G:=fg(t) 2 BC0[t0;1)g; i:e:; g(t) 2 BC[t0;1); lim
t!1 g(t) = 0; (9.2b)
G:=fg(t) 2L1[t0;1)g; i:e:;
Z 1
t0
jg(s)j ds<1: (9.2c)
The notion of the stability of the solution y() of (9.1a) is related to the eect y() that results
from making the perturbation g(), e.g. The solution y(t) is globally stable with respect to pertur-
bations g() 2 G in the case that supt2[t0 ;1)jy(t)j is bounded whenever g() 2 G; it is globally
asymptotically stable if it is stable and in addition y(t)! 0 as t !1 whenever g() 2 G.
Concepts of the stability of the numerical solution ~y(t) follows analogous lines. These reect
whether ~y() is densely dened on [t0;1) or is regarded as a mesh function dened on T (or on
T#(#) | for deniteness assume the former) and whether we take G as in (9:2) or instead choose
a corresponding ~G comprising mesh functions, such as
~G:=ffg(t0); g(t1); g(t2); : : :g 2 ‘1g; i:e:; suptn2Tjg(t)j<1; (9.3a)
~G := ffg(t0); g(t1); g(t2);   g 2 ‘01g;
i:e:; sup
tn2T
jg(tn)j<1; and lim
tn!1
g(tn) = 0; (9.3b)
~G:=ffg(t0); g(t1); g(t2); : : :g 2 ‘1g; i:e:;
1X
n=0
jg(tn)j<1: (9.3c)
We shall denote the choice by suces (G(9:2a) through ~G(9:3c)). Note the duplication in the sense
that, e.g., g 2 G(9:2a) implies that g 2 ~G(9:3a) (but not vice versa). As an example of denitions of
numerical stability we have
Suppose ~y() satises (3:4); and
~y(tn+1) +  ~y(tn+1) =
n+1X
r=0

n+1; jK(tn+1; tj; ~y(tj) +  ~y(tj)) + g(tn+1) + g(tn): (9.4)
The solution ~y(t) (t 2T) of (3.8) is globally stable with respect to perturbations g() 2 ~G in the
case that suptn2Tj ~y(tn)j is bounded whenever g() 2 ~G; it is globally asymptotically stable if it is
stable and in addition  ~y(tn)! 0 as tn !1 with tn 2T whenever g() 2 ~G; it is exponentially
stable if it is asymptotically stable and there exist M; z> 0 (corresponding to g() 2 ~G) such that
 ~y(tn)6M expf−z(tn − t0)g for tn 2T.
With favourable assumptions (though not invariably), investigation of stability of a solution of
a nonlinear equation can be reduced to that of the solutions of a corresponding linear equation
(stability in the rst approximation). Alternative approaches invoke Lyapunov theory or ad hoc
qualitative arguments. The stability of any solution y(t) of
y(t) = 
Z t
t0
k(t; s)y(s) ds+ g(t) (9.5)
can be settled by investigation of
y(t) = 
Z t
t0
rfg(t; s)g(s) ds+ g(t) (for t>t0); (9.6)
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where rfg(; ) is the resolvent kernel. One has only to determine the boundedness and asymptotic
behaviour of y() given the condition g() 2 G and conditions on rfg(t; s) that can be deduced
from assumed conditions on k(t; s). E.g., boundedness of y(t) for all t>t0 follows from the property
supt>t0 jg(t)j<1 if the resolvent condition supt>t0
R t
t0
jrfg(t; s)j ds<1 is satised, and one has
stability under this condition if g() 2 G(9:2a).
Remark 9.1. In the integro-dierential equation in Remark 2.4, the eect y(t) (t > t0) of perturbing
the initial value y(t0) to y(t0)+y(t0) and of perturbing g() by a uniformly bounded function g()
to give g() + g() can be investigated in terms of the function u(; ) discussed in that remark.
For discretized equations one has a similar result to (9.6). Consider, for example, discrete Volterra
equations of the form
~y n+1 = 
n+1X
i=0
an+1; j ~y j + gn+1 (n= 0; 1; : : :) (9.7)
with ~y 0 = g0, that correspond when an; j = 
n;jk(tn; tj), to the application of the scheme in (3.4) to
(9.5). Then (9.7) provides an innite system of equations with a lower triangular coecient matrix
for which the solution (a) exists if an;n−1 6= 0 for all n and (b) can then be expressed, if required,
as
~y n+1 = gn+1 + 
n+1X
j=0
bfgn+1; jgj (n= 0; 1; : : :): (9.8)
Thus,  ~y n+1 = gn+1 + 
Pn+1
j=0 b
fg
n+1; jgj and conditions for the stability of (9.7) with g 2 ~G(9:3a)
can be expressed in terms of the condition supn
Pn+1
j=0 jbfgn+1; jj<1. (For RK and block-by-block
formulae one may use vectors and submatrices in an analogous discussion.) In previous literature,
this underlying approach is frequently concealed from view, because special structure of (9.7) is
exploited to reduce Eqs. (9.7) to a nite-term recurrence relation or to one in which other structures
can be exploited.
For equations of the second kind, numerical stability analysis focussed initially on methods with
a uniform grid T applied to the equation
y(t)− 
Z t
t0
y(s) ds= g(t); (9.9)
which (Example 3.2) reduces to an ODE if g0() exists. The corresponding stability results were
therefore related to those for (possibly novel) ODE methods for y0(t) = y(t) + g0(t), but of course
a perturbation g() in the integral equation corresponds to a change in the ODE of g0() in g0()
and of g(t0) in the initial value. However, without assuming dierentiability we can still introduce
a continuous perturbation g() in (9.9) and use the resolvent to write
y(t) = g(t) + 
Z t
t0
expf(t − s)gg(s) ds: (9.10)
Note that (i) when R ()60 then y() is bounded when g() 2 G(9:2a) (giving stability) and (ii)
when R ()< 0 then y(t) ! 0 as t ! 1 when g() 2 G(9:2b) (giving asymptotic stability). For
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the corresponding discrete equations based on an application of a f; g-reducible quadrature (4.2)
to (9.9) we nd that perturbations satisfy
 ~y n − h
nX
j=n0+1
!n−j ~y j = n (n= n0 + 1; n0 + 2; : : :); (9.11)
where n:=g(nh) + h
Pn0
j=0 wn;j ~y j and where the boundedness of fwn;jg implies the boundedness
of fng when g() 2 ~G(9:3a). Then, if h!0 6= 1,
 ~y n = n + h
nX
j=n0+1
$fhgn−j j (n= n0 + 1; n0 + 2; : : :); (9.12)
where (1 + hf$fhg0 +$fhg1 +$fhg2 2 +   g)(1− hf!0 +!1+!22 +   g) = 1, and hence, by
virtue of (4.3),
1 + hf$fhg0 + $fhg1 + $fhg2 2 +   g=
k(−1)
k(−1)− hk(−1) : (9.13)
Using partial fractions and expanding, it follows that if the polynomial () − () is Schur 5
then the coecients f$fgn g satisfy
P1
n=0 j$fgn j<1, and we deduce stability for perturbations
g()2 ~G(9:3a). If f; g is A-stable, this property holds whenever R ()< 0 for all h. Note, however,
that when g 2 ~G(9:3b), we nd jnj 9 0 and we do not deduce asymptotic stability without further
restriction of the admissible g; this minor diculty disappears later when we introduce a suitable
L1-kernel k() into the equation.
Remark 9.2. (a) Some of the techniques used for (9.9) can be modied for separable kernels,
polynomial convolution kernels (e.g., k(t) =  +  t, for which (9.14) below reduces to y00(t) =
y0(t) + y(t) + g00(t)), etc. (b) For integro-dierential equations, y0(t) = y(t) + 
R t
t0
y(s) ds+ g(t)
plays a similar ro^le to (9.9). (c) Stability and stability regions for test equations are discussed in,
for example, [8,7,10,50].
A natural question to ask is whether results for (9.9) provide any insight into results for more gen-
eral equations; we indicate one approach to answering this question by considering the discretization
of the linear convolution equation
y(t)− 
Z t
t0
k(t − s)y(s) ds= g(t) with  2 C; (9.14)
Let us keep in mind the substitutions an=hk(nh)!n; ~y j= ~y(jh), gn=g(nh), and consider the discrete
convolution equations
~y n+1 = 
n+1X
j=0
an+1−j ~y j + gn+1 (n= 0; 1; : : :): (9.15)
5 All its zeros lie inside the unit circle centered on the origin, or, equivalently, zk(z−1) − hzk(z−1) = 0 implies
jzj>1.
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If a() denotes the formal power series
P1
j=0 aj
j, and if bfg() denotes the formal power seriesP1
j=0 b
fg
j j where (1− a ())(1 + bfg()) = 1 then
~y n+1 = gn+1 + 
n+1X
j=0
b
fg
n+1−jgn+1 (n= 0; 1; : : :): (9.16)
If, further,
1X
j=0
jajj<1 and 1 6= 
1X
j=0
ajj whenever jj61; (9.17)
then
P1
j=0 jbfgj j<1 and hence the solution of (9.15) is stable for perturbations gn in ~G(9:3a) or
in ~G(9:3b) and is asymptotically stable for perturbations gn in ~G(9:3b) or, indeed, in ~G(9:3c). Un-
der assumptions on the ‘starting weights’ sn+1; j the analysis can be extended to discuss equations,
cf. (4.2), of the form
~y n+1 = 
8<:
n0X
j=0
sn+1; j ~y j +
n+1X
j=n0+1
an+1−j ~y j
9=;+ gn+1 (n>n0): (9.18)
Normally sn; j = wn;jk((n− j)h), and an; j = !n−jk((n− j)h); hence if k() 2 C[0;1) \ L1[0;1) (so
that k(t)! 0 as t !1) and if the weights !‘ are uniformly bounded and
1X
‘=0
jk(‘h)j<1; (9.19)
we nd sn; j = 0;
P1
‘=0 ja‘j<1. Condition (9.19) is a minor annoyance but should not be over-
looked; it holds under our previous assumptions when k() is monotonic decreasing or is monotonic
decreasing for suciently large arguments or when h is suciently small (say h6h?(k())).
In our discussion of (9.9) we relied upon the simple nature of the kernel. Whilst (9.17) and (9.19)
allow one to compute approximate stability regions for special k(), what we seek now is a class
of integral equations for which stability is readily analysed and classes of methods that simulate
the stability properties of the true solution. A theory can be constructed if we consider positive
quadrature and completely monotone or positive denite functions.
Remark 9.3. (a) A convolution quadrature is called positive (i) if and only if
PP
!i−jzi zj>0 for
all nite sequences of complex-valued z‘. (ii) A quadrature is positive if it is a reducible quadrature
generated by an A-stable LMF (; ). (b) A function  : [0;1) ! C is positive denite if (i) on
dening (t) =  (t), t>0, (t) =− (−t), t60, we have PiPj (ti − tj)zizj>0 for all t‘ and all
nite sequences of complex valued z‘, or (ii) equivalently, by a result of Bochner, if (a Laplace
transform condition) R fR10  (s) exp(−zs)dsg>0 if R (z)> 0. (c) A function  that is completely
monotone (that is,  () 2 C1[0;1) and (−1)jk (j)(t)> 0 for j = 0; 1; 2; : : :) is positive denite.
(d) When the convolution quadrature with weights !‘ is positive and k() is a positive-denite
function, the sequence fa‘g (with a‘=hk(‘h)!‘) is a positive denite sequence and the analogue of
Bochner’s Laplace transform result (in eect, a Z-transform condition) holds: R fP1n=0 anng>0 for
jj61.
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Consider the linear equation (9.14) for which a resolvent convolution kernel rfg() 2 C[0;1)
provides the solution y(t) = g(t) + 
R t
t0
rfg(t − s)g(s) ds. If
Hypothesis 3. k() 2 C[0;1) \L1[0;1), and R ()< 0, and either
(i) k() is completely monotone, or, more generally,
(ii) k() is positive denite,
then we have
R1
0 jrfg(s) dsj<1 and hence all solutions of (9.14) are stable for perturbations g()
in G(9:2a) (or a fortiori for perturbations g() in G(9:2b)), and asymptotically stable for perturbations
g() in G(9:2b) (or a fortiori for perturbations g() in G(9:2c)). The preceding remarks inspire the
denition of a C-stable RK or quadrature method as one that, when applied to (9.14) with R ()< 0
and a bounded continuous positive-denite kernel k() yields for all xed h approximations f ~yng
such that ~y n ! 0 whenever g(tn) ! 0 as n ! 1. In fact, when using the concept of C-stability,
we have to impose condition (9.19) or a similar condition, thereby restricting slightly the class of
functions k(). Expressed in our terms, the method is C-stable if, given Hypothesis 3 along with
(9.19) (or along with an analogous assumption in the case of RK methods) the mesh-functions ~y(t)
(t 2 T) are asymptotically stable for all h with respect to perturbations in ~G(9:3b). It was Lubich
who showed (inter alia) that A-stable f; g-reducible quadrature formulae applied to (9.14) are
C-stable, using assumption (9.19) (see [102]), in particular, therefore, under the assumption that
k() is completely monotone. Given (9.19), fa‘g10 is a positive denite ‘1 sequence, which (with
our previous remarks) is sucient to establish the claim.
Remark 9.4. (a) The work of Nevanlinna (cf. [112,113]) stimulated a strand of research in the
stability analysis for numerical methods for Volterra equations. (b) Hairer and Lubich [78] showed
that, provided one employs the correct extension of the positive-denite function k() to negative
arguments, algebraically stable extended Pouzet{R{K methods are C-stable under an assumption
analogous to (9.19). An order barrier was given. (c) The stability of collocation methods has been
discussed in [17,18,65] etc. (d) Nonlinear equations were discussed in [72], where an approach of
Corduneanu in [56] is exploited and analogous results are obtained. The discussion in [73] deals
with a class of nonlinear convolution equations and refers to use that can be made of strong and
strict positivity.
10. Concluding remarks
The term \Volterra equations" encompasses a variety of \nonanticipative" functional equations that
generalize the classical equations we have studied here. It has been necessary to limit our discussion
and to omit a number of growth areas, and we have concentrated on classical Volterra equations. This
leaves some noteworthy omissions, including integro-dierential equations with discretely distributed
delays, such as
y0(t) = y(t)
(
A−
Z t
t0
K(t; s; y(s)) ds−
NX
i=1
Biy(t − i(t))
)
;
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where i(t)>0 (i=1; 2; : : : ; N ) and partial integro-dierential equations (see e.g., [106,117] and their
references).
Equations with innite memory that have the form
y(t) = (t) +
Z t
−1
K(t; s; y(s)) ds (t 2 [t0; T ]); (10.1a)
y(t) =  (t) (−1<t6t0); (10.1b)
reduce, formally, to (2.1b) if, in the classical case, we set
g(t) : =(t) +
Z t0
−1
K(t; s;  (s)) ds: (10.2)
This begs the question of the accurate evaluation of (10.2) which can be computationally expen-
sive. One can also consider equations with a lower limit of integration (t) and an upper limit of
integration (t) (where (t)6(t)<t),
y(t) = (t) +
Z (t)
(t)
K(t; s; y(s)) ds (t 2 [t0; T ]); (10.3)
y(t) =  (t)

inf
t0>t0
(t0)6t6t0

; (10.4)
if we dene K(t; s; u) := 0 for s 62 [(t); (t)]. However, in order to treat \nonclassical" limits of
integration, we must admit that K(t; s; v) may suer a jump discontinuity when s = (t) or (t). It
is clear that the form of (t) has an impact upon the type of initial condition required to determine
a unique solution. Whereas the analytical theories can to some extent unied, numerical practice
should reect the presence of discontinuities and it seems better to treat the original nonclassical
equations directly. A number of papers in the literature do attempt that. Further variants include
equations
y(t) = g(t) +
Z (t)
(t)
K(t; s; y(t); y(s); y(a(t)); y(b(s))) ds (t>t0) (10.5)
with (t)6(t)6t and with a(s)6t, and b(s)6t for s 2 [(t); (t)].
As regards future work, there remain interesting theoretical questions about the numerical simu-
lation of qualitative properties (e.g., the eect of dierent types of memory, the onset of periodicity
through bifurcation, and [115] blow-up in solutions); there exist opportunities for the application
of mathematical arguments to the design and validation of robust and ecient adaptive codes that
are suited to numerical simulation of real-life models (particularly Volterra equations arising in the
biosciences).
We conclude with some references to the literature. The material herein should provide an adequate
base for the interested reader to pursue the above topics. The book of Brunner and van der Houwen
[49] has an excellent bibliography to the date of its completion in 1985. Since the output referred to
there is repeated here when we wish to draw particular attention to it, our choice of Refs. [1{123]
may be regarded as reecting idiosyncrasies of the author.
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