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Resumo
Este trabalho tem como objetivo o desenvolvimento de uma ferramenta para a análise e 
otimização dimensional (área) e de forma (configuração) de estruturas treliçadas.
Para isto foi utilizado o Método dos Elementos Finitos com um elemento de barra 3D 
para a análise estrutural e, para o processo de otimização estrutural foram implementados um 
conjunto de algoritmos baseado no Método do Lagrangeano Aumentado e no Método Quase- 
Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS).
O processo de otimização estrutural tem por objetivo minimizar a massa da estrutura 
obtendo elementos estruturais com áreas ótimas e com as posições nodais otimizadas. São 
consideradas restrições de área, posição nodal, tensão, estabilidade e deslocamentos nodais. As 
estruturas estão submetidas a cargas estáticas. Para avalição e comprovação dos métodos são 
analisadas estruturas com variadas configurações. Os resultados são comparadas e analisadas 
com soluções analíticas, quando possível; e com soluções encontradas na literatura.
Abstract
This work have as objective, the development of a tool of structural analisys and 
dimensional and configuration optimization of truss structures.
To do this, was employed the Finite Element Method with a 3D bar element to the 
structural analisys and, to the structural optimization process was employed a set of algorithms 
based in the Augmented Lagrangian Method and the Quasi-Newton Algorithm Broyden- 
Fletcher-Goldfarb-Shanno( BFGS ).
The objective of the structural optimization has as main objective m in im i/e  the weight of 
the structure is to obtain optimum structural dimension and optimum nodal positions. The 
problems consider the following constraints: size, nodal positions, stress, stability and nodal 
displacements. The strutures are subject to static load.
To evaluate and to comprovate of the methods are analised diferent structural 
configurations. Results are analised and compared with analitical solutions, when it’s possible 




Na seção 1.1 é feita uma breve explanação sobre o que é otimização, aspectos gerais, e 
uma breve revisão de estudos anteriores. Na seção 1.2 é dado um esclarecimento prévio dos 
aspectos práticos do método do multiplicador.
1.1- O Problema de Otimização
Otimizar significa buscar o melhor possível. Assim, quando se tem por objetivo otimizar
uma estrutura, procura-se reduzir sua massa, satisfazendo-se certos requisitos de projeto, sem 
reduzir sua capacidade de suportar uma determinada carga.
As técnicas de otimização tem suas raízes no estudo de máximos e mínimos de funções e 
funcionais. Do cálculo diferencial sabe-se que, um ponto de mínimo para a função está 
necessariamente no local em que a derivada da função é igual a zero.
Assim, as técnicas de otimização foram desenvolvidas nas décadas de 60 e 70. Já no 
início dos anos 80 o campo da otimização estrutural foi relativamente novo.
As técnicas de otimização, são técnicas matemáticas aplicadas aos mais diversos campos 
do conhecimento como, por exemplo, a engenharia, a economia e outros.
Na engenharia estas técnicas são muito utilizadas no desenvolvimento de estruturas com 
elevada rigidez e baixa massa.
Segundo Hafta & Kamat [1985], a noção de melhorar ou otimizar uma estrutura, 
pressupõe, implicitamente, a existência de liberdade para se alterar determinados parâmetros da 
estrutura. Esta liberdade significa que estes parâmetros, que são conhecidos como variáveis de
projeto segundo a terminologia da otimização estrutural, podem variar dentro de uma 
determinada faixa.
Quando trabalha-se com otimização estrutural devem ser satisfeitos requisitos de projeto 
tais como, limites máximo e mínimo para: tensão, deslocamento, posição nodal, área da seção 
transversal do elemento. Estes são alguns dos requisitos utilizados neste trabalho, e que são 
conhecidos como restrições de projeto.
As inúmeras técnicas que foram desenvolvidas para resolver o problema de otimização 
tratam apenas uma função (expressão) matemática, conhecida como função objetivo.
No entanto, devido aos requisitos de projeto, o problema de otimização estrutural toma-se 
mais complexo, pois faz com que o problema de otimização seja um problema de otimização 
com restrições. Então, é necessário utilizar técnicas matemáticas que transformam o problema de 
otimização com restrições em um problema de otimização sem restrições. Desta maneira, é 
possível resolver uma seqüência de problemas de otimização, e ao final, obter uma estrutura 
otimizada e que satisfaça todas as restrições.
Os problemas de otimização podem ser divididos, de um modo geral, em otimização 
dimensional, otimização de forma e otimização de topologia.
A otimização de topologia em estruturas treliçadas, de modo geral, utiliza um grid de 
pontos fixos. Neste caso, os problemas de restrição de tensão podem ser tratados sob uma 
condição de carregamento simples. Podem ser considerados casos mais gerais onde se incluem 
estruturas indeterminadas, múltiplas condições de carregamento e restrições de flambagem. Uma 
maneira de otimizar a topologia de uma estrutura é empregar o conceito de anulação de 
membros, ou seja, qualquer membro cuja área da seção transversal venha a ser zero, em um certo 
estágio do processo, é removido da estrutura, e não é permitido que reapareça nos estágios que 
seguem.
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Quando realiza-se a otimização dimensional e de forma, pode-se manter a topologia fixa 
e utiliza-se como variáveis de projeto as áreas e as posições das rótulas. Um trabalho importante 
nesta linha foi desenvolvido por Kanji Imai[1981], e que juntamente com os trabalhos de 
Pedersen [1969], o de Vanderplaats [1984] e o de Haftka & Kamat [1985] seviram de orientação 
para este trabalho.
No trabalho de Vanderplaats foram obtidas soluções completamente diferentes para o 
problema específico para diferentes pontos de projeto iniciais e diferentes configurações iniciais. 
Este caso caracteriza a existência de múltiplos mínimos locais, o que demonstra a não 
convexidade da função objetivo.
O trabalho de Pedersen indica que os problemas de otimização de configuração sem 
restrições de deslocamento sob múltiplas condições de carregamento pode ser tratado como uma 
seqüência de programação linear (SPL) se a estrutura é determinada. Em outro trabalho, ele 
inclui restrições de deslocamento sob múltiplas condições de carregamento juntamente com 
restrições de tensão e flambagem. Ele trata variáveis de dimensão e configuração 
simultaneamente e emprega uma SPL novamente, com movimentação dos limites relativamente 
restritos. Ele exclui grosseiramente restrições inativas e constrói aproximações lineares para as 
restrições que não foram excluídas, utilizando expansões por séries de Taylor com relação às 
variáveis de projeto. Portanto as funções das restrições de variáveis de configuração são 
altamente não lineares, tem ainda que empregar um esquema ainda mais restritivo para a 
movimentação dos limites para conservar projetos intermediários na região viável. Ele declara 
que sua aproximação por Programação Linear Seqüêncial não é testada para estruturas 
indeterminadas.
Um tópico interessante em otimização de configuração é o estudo de técnicas rápidas de 
re-análises para estruturas de configuração modificada. Devido a alta não linearidade das 
respostas, utilizou-se expansões por séries de Taylor para obter uma estimativa inicial e então
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melhorá-las utilizando métodos iterativos. Entretanto, este método, conhecido como método de 
Noor, não se toma eficiente quando implementado no contexto de otimização estrutural, devido a 
sua natureza iterativa. Isto é particularmente "erdadeiro quando somente precisamos localizar 
um ponto mínimo aproximado ao longo de uma direção particular no espaço de projeto.
Um tipo de critério de otimalidade para o problema de configuração é introduzido para 
problemas de restrição de tensão. Esta extensão poderá conduzir a projetos que tomam-se 
inviáveis.
1.2 - O Método do Multiplicador
Nesta seção, o método de otimização que será empregado nesta dissertação é
demonstrado qualitativamente como um método de programação não linear geral. No Capítulo 3 
é fornecido um embasamento matemático e o Apêndice A mostra a aplicação do método a um 
exemplo matemático simples.
O método do multiplicador foi desenvolvido independentemente por Hestenes e Powel no 
contexto de problemas de restrição de igualdade não lineares e com função objetivo não linear. O 
nome método do multiplicador é devido a Hestenes. Entretanto, este método é também chamado 
de “método da Função Lagrangeana Aumentada” ou de “método primai - dual”. Essa 
diferença de nomenclatura surge quando um outro aspecto do método é enfatizado.
A extensão do método do multiplicador para problemas envolvendo restrições de 
desigualdade foram tratadas por Rockafellar, o qual introduziu o conceito de variáveis de folga 
(slack variables) para criar uma função Lagrangeana aumentada para o problema de restrição de 
desigualdade pela transformação deste num problema de restrição de igualdade.
A convergência para um mínimo global através do método do multiplicador foi provada 
por Rockafellar para o caso de programação convexa. As expressões para a taxa de convergência 
para este método foram obtidas por Bertsekas, para problemas não lineares gerais. Ele demonstra
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a taxa de convergência do método de duas maneiras; primeiro, com uma procura unidimensional 
exata e então com uma busca não tão precisa. A natureza interessante primal-dual do método é 
também descrita por Bertsekas.
Devido a sua boa taxa de convergência e suas propriedades teóricas muito boas, o método 
do multiplicador é agora preferido, especialmente para problemas de restrição de igualdade. 
Entretanto, sua aplicação a problemas envolvendo restrições de desigualdade foi limitado a 
alguns testes de problemas matemáticos simples.
A forma geral do problema de programação matemática não linear para restrições de 
desigualdade é:
Min f ( x )
sujeito a g. (x) < 0  (i = 1 , . m )
onde x  é um vetor n-dimensional de variáveis de projeto, ffx)  é uma função objetivo, gf(x) 
representa a i-ésima função restrição, e m é o número total de restrições. O problema acima é 
dito resolvido se for conhecido o par ótimo (x*,A*) do problema, onde x* representa o valor 
ótimo das variáveis primais e A* o valor ótimo dos multiplicadores de Lagrange. Muitas técnicas 
de programação matemática buscam somente x* de modo direto e devido a sua baixa taxa de 
convergência. Por outro lado, os também chamados métodos de critério de otimalidade buscam 
X* assumindo que as restrições de desigualdade são criticas no início do processo. Isto facilitou o 
desenvolvimento de regras recursivas simples de reprojeto que são eficientes
Os métodos dos multiplicadores buscam x * e A* alternativamente e o incremento dos 





A semelhança entre métodos de critério de ótimo e o método dos multiplicadores é 
devido a ambos os métodos buscarem os multiplicadores de Lagrange ótimos X* .
Os método dos multiplicadores podem ser vistos como buscas de pontos de sela 
pelo trabalho alternativo entre os espaços primal e dual. Observe que a busca por X* no espaço 
dual é realizado pelo “steepest ascent method’ com o tamanho do passo constante ou variável. O 
tamanho do passo constante é utilizado no método original de Hestenes. Assim, os métodos dos 
multiplicadores determinam X* em um simples passo no espaço dual.
Existem muitas versões do método do multiplicador, no entanto, o seguinte algoritmo 
fundamental é apresentado aqui para o problema de programação matemática não linear geral 
das Eqs. (1.2.1) e (1.2.2).
Passo 1: Selecionar um vetor de multiplicadores de Lagrange inicial Xo e um fator de 
resposta C° > 0.
Passo 2: Resolver o seguinte problema de otimização sem restrição com relação ao vetor 





1 2 % K2 S i + ^ r S i  se gt %
y/i -  í se não (1.2.5)
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Passo 3: considerando que um xk resolve o passo anterior. Atualize A* por :
A,*+1 = max(o,Xki+ C kgi(x)) (i=l,...,m) (1.2.6)
Passo 4: Se A,*+1 = X) (i=l,...,m), então pare.
A solução ótima (x*, X*) = (xk,Xk) é obtida. Do contrário vá para o Passo 5.
Passo 5: Fazer = A,*+1 (i=l,...,m).
E se Ck < C""“  (C mar = algum valor grande especificado),incrementar d 1 por 
Ck =yCk (1.2.7)
onde y e o fator de atualização maior que, ou igual a unidade. Do contrário, vá 
para o passo 2 com k  = k+1.
As Eqs. (1.2.4) e (1.2.5) definem a Função Lagrangeana Aumentada de Rockafellar e a 
fórmula de atualização Eq.( 1.2.6) é a versão correspondente da fórmula original de Hestenes 
para problemas de restrição de igualdade. Outras formas do método do multiplicador podem ser 
geradas pela simples mudança da combinação da Função Lagrangeana Aumentada e a 
correspondente fórmula de atualização ou modificando detalhes do algoritmo.
0  algoritmo, do Passo 1 ao 5 é relativamente simples, entretanto pode-se fazer algumas 
observações em relação aos aspectos práticos do método:
1 - de algum modo os multiplicadores de Lagrange ótimos X* foram avaliados para iniciar 
algoritmo, então, somente uma solução do problema sem restrição é requerida para obter a 
variável primai ótima x*. Esta é uma característica considerável do algoritmo.
ii - como não são conhecidos os valores dos multiplicadores de Lagrange ótimos no 
início, é necessário utilizar o processo iterativo acima descrito para o vetor dos multiplicadores 
de Lagrange.
iii - é possível fazer a escolha de um fator de resposta inicial C* um tanto crítico para a 
determinação do número de iterações para a convergência. Se um pequeno valor relativo é 
escolhido para o fator de resposta inicial C°, então, a solução do primeiro problema otimização é 
esperado nas vizinhanças das soluções verdadeiras. Entretanto, neste caso, é difícil obter 
soluções numéricas devido ao mal condicionamento exibido pela função Lagrangeana 
aumentada.
Considerações similares podem ser satisfeitas considerando o fator de atualização y 
utilizado para atualizar o fator de resposta C* . Entretanto, existindo uma teoria no desempenho 
do método do multiplicador indica que pode-se obter a solução sem encontrar este mal 
condicionamento na Função Lagrangeana Aumentada fornecida, que foi conservado o fator de 
resposta C* , entre um problema apropriado dependente de um limite superior de C, i.e., Cmax .
O algoritmo é, formalmente falando, uma leve extensão do método da penalização 
exterior de função quadrática. Portanto, o algoritmo tende a gerar uma seqüência de projetos 
inviáveis convergindo a um projeto viável no limite. Isto é verdadeiro se foi iniciado o algoritmo 
com os multiplicadores de Lagrange assumindo valores zero. Entretanto, se forem escolhidos os 
valores iniciais dos multiplicadores de Lagrange ótimos A* , então, o algoritmo tende a gerar 
uma seqüência de projetos viáveis convergindo para a solução.
Portanto, o método do multiplicador pode ser praticamente utilizado de qualquer modo, 





Na Seção 2.1, o problema de otimização de configuração de uma estrutura de treliças é 
colocado como problema padrão de programação matemática não linear. Na Seção 2.2, a inter- 
relação de variáveis de projeto utilizada nesta dissertação será descrita.
2.1 > Formulação do Problema
A massa total de uma treliça de topologia fixa é tomada como a função objetivo.
Portanto, isto pode ser simplesmente representado por:
onde W é o  massa total da treliça , Nm é o número de membros e pf, A,.e Lt ,respectivamente 
são, a massa específica, a área da seção transversal e o comprimento do i-ésimo membro.





—maxo. = max (2.1.3)
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onde Ojjé a tensão no i-ésimo membro devido a k-ésima condição de carregamento, 
representa o limite superior de tensão, Nl é o numero de condições de carregamento, e o f “  
representa o limite inferior de tensão, que é determinado a partir do máximo valor entre a tensão
onde ki é uma constante determinada a partir da geometria da seção transversal, do módulo de 
elasticidade, e o fator de segurança. Assim a expressão da Eq. (2.1.4) contêm A^e L£, o limite
inferior a™“ é geralmente função das variáveis de projeto. Neste trabalho o problema de 
estruturas treliçadas é tratado com elementos de barra de seção transversal tubular, de diâmetro 
médio D e espessura de parede t. A área do elemento é então controlada por estas duas variáveis 
que definem sua geometria. Para as estruturas analisadas, foi utilizada a relação ( D /t ) = 10. No 
Apêndice D, apresentam-se outras geometrias de seção transversal para o elemento de barra e 
seus correspondentes coeficientes de flambagem (k).
As restrições de deslocamento são dadas por:
onde ua é o i-ésimo grau de liberdade do vetor de deslocamento devido a k-ésima condição de




carga. Os símbolos e u\L^ são, respectivamente, os limites superior e inferior. As restrições
com relação às variáveis de projeto área da seção transversal são dadas por:
PÍi) < pf < pst/) (2.1.6)
onde P,é a variável recíproca independente coirespondente à área de seção transversal A,., i.e.,
(2.1.7)
enquanto, p |c/) e pjL) são, respectivamente, os limites superior e inferior em Pf. Portanto, 
atualmente,
e (2.1.8)
onde Ajv) e A}l) são, respectivamente, os limites superior e inferior de A*.
A forma recíproca para esta variável de dimensão é escolhida simplesmente porque sabe- 
se que em problemas de dimensionamento puro, as expansões por séries de Taylor baseadas em 
variáveis recíprocas fornecem uma excelente aproximação para a resposta dos deslocamentos 
sobre uma larga faixa no espaço de projeto. De fato, tais expansões são exatas para estruturas 
estaticamente determinadas.
As restrições nas coordenadas nodais independentes são dadas por:
onde Yi representa a coordenada nodal que pode ser alterada para modificar a configuração
Em adição as restrições nas coordenadas nodais, restrições na ordem dos nós é 
considerada, i.e.,
yU) < y  < y  ^■t. s — ■* ; — * { (2.1.9)
estrutural enquanto e são respectivamente seus limites superior e inferior.
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Yt < Yj ( i * j )  (2.1.10)
Este tipo de restrição pode ser utilizado para evitar configurações estaticamente instáveis 
e prevenir a ocorrência de projetos impraticáveis durante o processo de otimização.
O problema de otimização estrutural pode ser agora demonstrado como um problema de 
programação matemática não linear padrão como segue:
Min W (p,F) = W = | ; p iPí L t (2.1.11)
Í=1
sujeito a:
cr* <0  (2.1.12)
a r - ^ < 0  (2.1.13)
M£fc-MÍl/)< 0 (2.1.14)
u\L)- Uik< 0 (2.1.15)
p t. -  < 0 (2.1.16)
P ^ -P .-^ O  (2.1.17)
Yt -Y^v) < 0 (2.1.18)
Yt{L)-Yt£0 (2.1.19)
Yt-Yj < 0  (2.1.20)
onde J3 e Y  são respectivamente as variáveis de projeto área e os vetores de coordenadas nodais. 
Um ponto no atual espaço de projeto considerado é representado por um vetor z o qual é a 
concatenação dos vetores e Y .
Note que o número total de restrições no problema é:
NIQ = 2(Nm+ Nu) NL + 2(Np+Ny) + Ns (2.1.21)
onde:
NIQ é o número total de restrições.
Nm é o número de membros.
Nu é o número de restrições de deslocamento.
Nl é o número de condições de carregamento.
Np é o número seções de área transversal recíprocas independentes.
Ny é o número de coordenadas nodais independentes.
Ns é o número de restrições de ordenação dos nós.
A formulação do problema, das Eqs. (2.1.11) até (2.1.20), é bastante geral.
2.2 - Inter-relacionamento Entre Variáveis de Projeto
Desde que o número de variáveis de projeto seja usualmente grande em problemas de
configuração, é útil, na prática, introduzir o conceito de inter-relacionamento entre variáveis de 
projeto de modo a reduzir a dimensão do espaço de projeto enquanto que, ao mesmo tempo, 
impõe requisitos práticos de projetos tais como condições de simetria. Na seqüência, dois tipos 
diferentes de variáveis de projetos inter-relacionadas são consideradas. Um para áreas de seção 
transversal e outro para coordenadas nodais. Um terceiro grupo inter-relacionado para membros
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treliçados é também introduzido nesta seção para facilitar o cálculo da quantidade de resposta 
das derivadas com relação as coordenadas nodais independentes.
Para as variáveis de projeto área, considerou-se o seguinte conjunto:
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g!=\j (i = l , (2.2.1)
isto é, Gf é o conjunto do número de membros, no qual os membros componentes tem uma 
variável de projeto área recíprocas ß, em comum. Por este agrupamento, o número de variáveis 
independentes de área pode ser reduzido para Nß a partir de Nm ( iVp < N m).
Continuando, considere o inter-relacionamento de coordenadas nodais. Geralmente o 
inter-relacionamento de coordenadas pode tomar qualquer forma não linear.
*,• = 9(^1 ) (2.2.2)
onde X t representa uma coordenada nodal atual e ^.representa a j-ésima coordenada nodal
independente relacionada. A função q tem alguma forma não linear.
Se não for especificada uma forma razoável para a função q , qualquer inter-relação pode 
ser incorporada, em princípio. Entretanto, o simples esquema de inter-relacionamento é 
empregado neste sentido justamente para simplificar a manipulação matemática. Por 




onde Ttjé um coeficiente apropriado. Este tipo de inter-relacionamento tem sido utilizado para 
impor condições de simetria nos arranjos nodais. Como exemplo, tem-se o caso particularem que 
Tu = ±1 com todos outros zero. Então,
7
Esta relação é suficiente para impor condições de simetria comuns.
Finalmente, considera-se um terceiro grupo de inter-relacionamento para membros de 
estruturas treliçadas. Define-se o seguinte conjunto:
onde Xj  tem sido definido como vetor de coordenada nodal para o membro j com componentes 
correspondentes as coordenadas nodais em ambas extremidades do membro j. Em outras 
palavras, G lY é um conjunto de números de membros tal que, os membros componentes tenham a 
coordenada nodal independente Yi em comum. Este conjunto é requerido quando a diferenciação 
das quantidades de resposta com respeito a coordenadas nodais independentes deve ser derivada.




O Método do Lagrangeano Aumentado
Neste capítulo, o embasamento teórico do método do Lagrangeano aumentado (MLA) 
será desenvolvido. Na seção 3.1, o MLA aplicado ao problema de restrição de igualdade é 
demonstrado, onde considera-se a versão de Hestenes. Esta seção fornece as bases para a 
extensão do método para problemas de restrição de desigualdade. Na seção 3.2, o método é 
estendido ao caso de restrição de desigualdade pela introdução de variáveis de folga e a Função 
Lagrangeana Aumentada é obtida.
3.1 - Problema de Restrição de Igualdade
O problema de restrição de igualdade pode ser definido como segue:
onde x é um vetor n-dimensional f(x) é uma função objetivo, hi(x) é a i-ésima restrição de 
igualdade, m é o número de restrições de igualdade, e m < n. As funções f(x)  e htfx) são em 
geral não lineares e nós assumimos a apropriada diferenciabilidade destas funções como 
requisito necessário.
Agora, define-se a função Lagrangeana “modificada” como segue:
Min f(x) (3.1.1)
sujeito a h.,(x)=0 (i = l...m) (3.1.2)
(3.1.3)i=i
onde À,0 e são multiplicadores de Lagrange generalizados. Embora diferentes tipos de métodos 
de multiplicadores podem ser obtidos pela utilização da Eq. (3.1.3), seguiremos o modo clássico, 
i.e. , inicializando XQ= 1 na Eq. (3.1.3). Então utiliza-se uma função Lagrangeana clássica e 
familiar
L0 (x, X) = f(x)  + J  X, ht (x) (3.1.4)
i=i
Segundo a observação de Lagrange:
“ Se existe algum X para o qual x  resolve o problema sem restrição Min
enquanto satisfaz as condições de viabilidade /*,(*) = 0 (i = l...m), então x  é uma solução do 
problema original dado pelas Eqs. (3.1.1) e (3.1.2)”.
A prova é bastante simples. Desde que x  seja solução do seguinte problema sem 
restrição:
MinZt)(x,A,)
L0( x , l ) <  L0( x , l )  para todo x (3.1.5)
%
Entretanto, da definição de naEq. (3.1.4), pode-se escrever a Eq. (3.1.5) como:
m ___  m ___
/ ( * )  + ]EX- *h(x) £ + hi(x) (3.L6)
i=l i=l
para todo x. Agora, desde que se tenha as condições viáveis ht( x )  = 0 (i=l...m), a Eq. (3.1.6) 
toma-se:
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f ( x ) <  f(x) + X  h  (x) para todo x
i=l
(3.1.7)
Agora, restringindo x  de maneira que seja viável com relação às restrições de igualdade, i.e., 
selecionar u m i tal que ht(x) = 0 (i=l...m). Então, a Eq. (3.1.7) toma-se:
f ( x ) <  f(x) para um x  viável (3.1.8)
Isto mostra que x  é um ponto de mínimo relativo do problema original representado pelas Eqs.
(3.1.1) e (3.1.2).
Pela utilização desta simples e importante observação, pode-se dizer que o problema 
original da Eqs. (3.1.1) e (3.1.2) é equivalente a minimização da Lagrangeana clássica com as 
condições de viabilidade /t,(x) = 0 = como novas restrições. Isto é, o problema:
Min Lq ( x ,X),  dado um À, (3.1.9)
sujeito a h((x) = 0 (i = l,...m ) (3.1.10)
é equivalente ao problema original no sentido que ambos problemas compartilham das mesmas 
soluções.
A considerável distinção entre o método do multiplicador e os usuais métodos de 
programação matemática repousa no fato que o último resolve o problema original como ele mas
o MLA trata com a solução do problema analítico transformado nas Eqs. (3.1.9) e (3.1.10).
Portanto o novo problema formado pelas Eqs. (3.1.9) e (3.1.10) é ainda um problema 
de restrição de igualdade. É possível resolver este, pelo método da função de penalidade exterior, 
porque este método é geralmente conhecido como unTdos mais eficientes para a solução de tais
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problemas de igualdade. Então o problema das Eqs. (3.1.9) e (3.1.10) toma-se um problema sem 
restrição como segue.
Minx A( x,X,C ) dado um valor arbitrário de X e C (3.1.11)
onde:
A(x, 'k ,C)=L^{x,X) + ^ S , h ip( x )
£ Í=1
m m
= / ( * ) + 2 X A ( * ) + hi ( x )  (3.1.12)
/=1 *  i=l
O índice P é um valor que deve ser escolhido convenientemente. O terceiro termo na Eq. (3.1.12) 
é o termo de penalidade e C é um fator de resposta. A função definida pela Eq. (3.1.12) é 
chamada de “Função Lagrangeana Aumentada” para o problema de restrição de igualdade.
Obviamente devido a natureza do método da função de penalidade, se C —> então, a 
solução x(X ,C )  do problema, a Eq. (3.1.11), converge para a solução do problema das Eqs. 
(3.1.9) e (3.1.10). Isto significa que pode-se obter a solução do problema original, i.e., Eqs.
(3.1.1) e (3.1.2), pela solução de uma seqüência de problemas sem restrições definido na Eq.
(3.1.11).
Note que , o termo do multiplicador Lagrangeano é somado ao método da função de 
penalidade (ver Eq. (3.1.12)).Portanto, o método do multiplicador poderá ser visto como uma 
extensão diferenciada do método da função de penalidade exterior.
Antes de buscar o mínimo da Função Lagrangeana Aumentada A( x,X,C ), é necessário 
garantir valores razoáveis para % e C. O fator de resposta C pode ser determinado de maneira 
usual, i.e., primeiro é considerado um pequeno valor apropriado para o C inicial e 
posteriormente, incrementando-o de maneira predeterminada. Entretanto, qualquer valor pode 
ser atribuído a A, na Eq. (3.1.11). Esta característica do MLA, isto é, que a solução do problema
pode ser encontrada para qualquer X, é muito boa, e importante na prática. Poderá, entretanto, ser 
observado que a completa aceleração da seqüência de minimizações sem restrição pode ser 
acelerada melhorando-se a escolha de A. Um procedimento para correção de X será descrito 
adiante. No caso específico em que p=2 obtem-se:
m C m
A(x,X ,C) = f ( x )  + Y * A ( x )  + - Y < t i ( x )  (3.1.13)
i=l ^  i=l
Esta forma é conhecida como Função Lagrangeana Aumentada de Hestenes. É claro que, ao 
serem selecionados diferentes valores para p, é possível obter distintas versões do método do 
multiplicador. Por exemplo, Mangassarian recomenda o uso de p = 4. Aqui, subseqüentemente, 
seleciona-se a Eq. (3.1.13) como uma Função Lagrangeana Aumentada para o problema de 
restrição de desigualdade.
Para a seleção de X, são considerados dois casos extremos. Inicialmente, supõem-se que 
todos Ai são inicializados como zero para todos os problemas sem restrição. Então, a Eq. (3.1.13) 
toma-se:
c  m
A(x ,C)  = f ( x ) + - y£ t í ( x )  (3.1.14)
^ i=l
Esta é a forma usual da função quadrática de penalidade e sabe-se que a seqüência 
{xk }, produzida pela solução dos problemas sem restrição, converge para a solução verdadeira, 
quando C tende ao infinito. Porém, com o aumento de C o problema tende a no limite, para C —» 
°o , a ficar mal condicionado, o que toma , difícil a obtenção da solução nos últimos estágios do 
procedimento de otimização. Considera-se agora o outro caso. No início, considera-se que seja
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possível saber o valor exato dos multiplicadores de Lagrange ótimos X,* . Então, inicializa-se 
h=X* naEq. (3.1.13) e obtêm-se:
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m^  ^  m ^
A (x ,X ,C )  = f ( x )  + ^  X*hi( x )  +— '£ h ? (x )  (3.1.15)
£ »=1
Agora, considerando-se que o vetor x  encontrado, tal que, a função A ( x ,X ,C ) , é minimizada
para um valor arbitrário de C > 0, e representa o ponto solução como x . Então x  deverá 
satisfazer as condições de estacionaridade:
V xA(x,X*,C) = 0 (3.1.16)
ou
m m
^ xf ( x )  + ^ X * V xhi( x )  + C y^ h i(xJ V xhi( x )  = 0 (3.1.17)
;=i í=i
Para o par ótimo (x*,X ) obtêm-se as seguintes condições de Kuhn-Tucker :
i=1
hi(x*) = 0 (i=l...m) (3.1.19)
Esta relação pode ser satisfeita identicamente para qualquer /  , e C >0. Isto é possível
somente se: v
x  = x* (3.1.20)
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Portanto, obtêm-se um resultado que pode ser interpretado como segue:
“Ao ser fornecido para X em A ( x ,X ,C ) seu valor ótimo X*, então o problema sem
restrição MinxA( x ,X ,C  ) fornece a solução do problema original x*para qualquer valor de
C > 0.”
Desta observação chega-se a duas conclusões importantes:
1 - Se de algum modo é possível saber os valores ótimos dos multiplicadores de Lagrange X  no
início, somente uma minimização sem restrição poderá ser requerida para obter a solução do 
problema original x*.
2 - 0  fator C não precisa, necessariamente, tender ao infinito. Um valor suficientemente grande 
de C, que evite o inerente mal condicionamento do método da função de penalidade, pode ser 
utilizado.
Estas propriedades são muito importantes porque evitam maiores problemas, que são 
freqüentemente associados com método de íunção de penalidade. A observação precedente 
sugere que , sendo possível, de algum modo selecionar um bom valor aproximado para X , as já 
mencionadas características desejadas serão, em algum grau, realizadas. Portanto a atenção é 
agora enfocada na descrição de um esquema para gerar uma boa aproximação do vetor ótimo dos 
multiplicadores de Lagrange X .
Para fazer isso, observa-se o seguinte. Suponha primeiramente, que x  é solução do 
problema de mínimo, A(x,X,C),  para um dado X, C > 0 . Então, a condição de 





deve ser satisfeita. Por outro lado, para o ponto de solução ótima (x*,X ) , as condições de Kuhn
- Tucker,
m
) + ^ X y xhi( x ' ) = 0 (3.1.22)
«=i
devem ser satisfeitas. Conseqüentemente , no limite C—> temos que x  —» x*. Isto significa 
que a Eq. (3.1.21) tende no limite a Eq. (3.1.22) . Ou, pode-se dizer que a condição de Kuhn - 
Tucker, Eq. (3.1.22) é a forma limite da Eq. (3.1.21) em ( x*,X ). Isto implica que, no limite C—>
Xt +Chi( x  ) converge para X* e x* —> x.
Da razão precedente, é proposta a seguinte relação recursiva para a atualização dos 
multiplicadores de Lagrange:
XtM = Xtk +Chi( x k ) (3.1.23)
onde f ‘ é a  solução do k-ésimo problema sem restrição.
Hestenes prova que a seqüência de {X,*} converge para X  e que ela pode atualmente acelerar a 
convergência do processo com um valor finito de C > 0 . Uma rigorosa prova matemática é dada 
por Bertsekas. Aqui somente os resultados são referenciados.
Este assume que:
1 - ( x*, X  ) satisfaz as condições suficientes de segunda ordem para x* ser um ponto de mínimo 
local.
2 - V / / ,  V/Zíj ( i  = 1, . . .m) são Lipschitz contínuos na vizinhança de x*.
3 - Nenhum erro está envolvido no line search. Portanto, existe C* > 0, M > 0 tal que para todo 




onde A,*+1 é obtido a partir de xk pela Eq. (3.1.28). A notação ||... | denota a norma euclidiana.
A Eq. (3.1.30) mostra que se C* é suficientemente grande mas permanece finito para 
garantir a condição M/C*, então a seqüência de {Xk } converge para X linearmente. Por outro 
lado, se vai para infinito quando k—> a série converge superlinearmente, i.e., {x*} 
converge para x* e {Xk } para %k . É claro que, se C* —» °°, {xk} converge para jc* . Em qualquer 
evento, propriedades de convergência local e global do ML A podem ser estabelecidas.
A taxa de convergência de {**} é representada pelo lado direito da Eq. (3.1.24). Já que 
{Xk } converge no mínimo linearmente, {x*} também converge no mínimo linearmente.
Agora, examinando-se os casos extremos. Suponha que Xk — X , então a Eq. (3.1.24) 
toma-se:
||x*—x*||<0 (3.1.26)
Mas a norma na Eq. (3.1.26) é sempre não negativa, portanto temos que x k =x*. Assim 
somente uma solução para o problema sem restrição é requerida. Demonstrou-se previamente 
este caso de outro modo. Continuando, inicializando Xk = 0 para todo k (i.e. , o caso do puro 




Portanto, somente se C* tende ao infinito, faz {**} convergir para x  . Então, muitas soluções de
problemas sem restrição serão necessárias. Esta não é uma situação favorável. Em adição a isto, 
temos que fazer que C seja tão grande quanto possível, o mal condicionamento do problema sem 
restrição não poderá ser evitado.
A escolha de X devido a Hestenes pode realmente acelerar a convergência de todo 
processo de otimização. Ele incrementou a fórmula da Eq. (3.1.23) tendo uma outra interpretação 
do ponto de vista dual.
Assumindo a existência de pontos de sela de A( x, X,C ) ,é obtida a condição do ponto
de sela:
de A( x, X,C) para um dado X e C com relação a x  e a próxima maximização de A( x ,X ,C)
que a convergência seja obtida. Este é também chamado processo primai - dual de otimização. 
Agora define-se a função dual AcfX)  para A(x,X,C)  tal como:
A(x*,X,C) < A(x , X ,C ) < A(x,X\C) (3.1.28)
Esta relação indica que o par ótimo (x*,X ) poderá ser obtido da primeira minimização
com relação a X onde x  é a solução do problema de minimização. Este processo é repetido até
AC(X) = MinxA( x  ,X,C) (3.1.29)
Portanto, o gradiente de AC(X ) com relação a Xé  dado por:
V„Ac(X) = V xA(x,X,C)  (3.1.30)
Partindo da definição da Eq. (3.1.13), a Eq. (3.1.30) toma-se:
V xAc (X) = h (x )  (3.1.31)
onde h ( x ) é  um vetor da função ht( x )  avaliada em x - x .
Substituindo a Eq. (3.1.31) na fórmula aumentada de Hestenes Eq. (3.1.28), então 
encontra-se a fórmula aumentada em termos da variável dual, i.e ., o multiplicador de Lagrange.
Xk^x^ X k +CkV xAc(Xk) (3.1.32)
Esta relação mostra claramente que o incremento dos multiplicadores de Lagrange pelo método 
do multiplicador corresponde a um movimento de subida, com tamanho do passo C* , no espaço 
dual. Portanto o método do multiplicador pode ser visto como um tipo de método primai - dual, 
com uma procura muito limitada para o multiplicador de Lagrange ótimo no espaço dual.
Agora, a versão de Hestenes do método do multiplicador para um problema geral de 
restrição de igualdade pode ser resumido como segue:
=» Passo 1: Inicializar Xo = 0 e apropriado fator de resposta C° > 0.
=>Passo 2: Resolver MinxA(x,Xk,Ck) , denota sua solução como xk .
=» Passo 3: Incrementar À,k por Xk+1 — Xk +C h (x k)
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=» Passo 4: Se X*+1 = Xk , então parar. A solução ótima ( x*,7C ) é obtida. Se não vá para o Passo 
5.
=» Passo 5: Inicialize Xk = Xk+}. Se Ck < Cmax onde Cmax é um número de valor alto 
pré - selecionado, incremente C k através de:
C k = yCk
onde y > 1.
Do contrário C k = C k. Vá ao Passo 2 com k = k + 1.
Note que como não é feita qualquer pré - suposição considerando a natureza das funções objetivo 
e de restrições (e.g., convexas, côncavas, etc.), exceto para sua diferenciabilidade e condições de 
Lipschitz, podemos obter pela aplicação do algoritmo, um mínimo local.
3.2 - Problema de Restrição de Desigualdade
A completa discussão do problema de restrição de igualdade na seção prévia é
interessante do ponto de vista teórico. Entretanto, os problemas de otimização estrutural são 
usualmente problemas de restrição de desigualdade. Portanto, o algoritmo desenvolvido na seção
(3.1) deverá ser estendido ao caso de restrição de desigualdade. A extensão desenvolvida será 
descrita nesta seção.
Considerando um problema geral de restrição de desigualdade não linear como segue:
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Min f ( x ) (3.2.1)
sujeito a gi (x)< 0 (i = 1,... m) (3.2.2)
onde /  e a gi são funções não lineares gerais de um vetor -n  de jc e m é o número de restrições 
de desigualdade.
Agora, pela introdução de variáveis de folga, é possível converter o problema das Eqs.
(3.2.1) e (3.2.2) em um problema de restrições de igualdade como segue:
onde Zi é a variável de folga para a i-ésima restrição.
É claro que, o problema original das Eqs. (3.2.1-2) e (3.2.3-4) são equivalentes, mas a 
última têm (n + m) variáveis. O problema convertido tem a mesma forma que o problema de 
restrição de igualdade previamente considerado, representado pelas Eqs. (3.1.1) e (3.1.2). 
Portanto, é possível aplicar todos os resultados na seção 3.1 simplesmente trocando-se hi por gi 
(x) +Zi ■ A Função Lagrangeana Aumentada pode ser escrita agora, como segue:
M inf(x)





Em problemas de otimização estrutural o número de restrições é usualmente muito maior 
do que o número de variáveis de projeto independentes. Portanto, ao ser aplicar o algoritmo da 
seção 3.1 diretamente, o problema sem restrição a ser resolvido tem muitas variáveis. Entretanto,
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é possível eliminar as variáveis de folga zt da Eq. (3.2.5) pela primeira minimização de 
A( x, z,X,C ) com relação a Zi como segue:
Para o ponto de mínimo de A( x, z, X,C ) , as condições necessária para um mínimo local 
com relação as variáveis de folga Zi são as condições de estacionaridade;
Portanto, pela diferenciação da Eq. (3.2.5) com relação a Z i , é  encontrada a seguinte relação:
Isto satisfaz a Eq. (3.2.7). Portanto esta é a solução da Eq. (3.2.6). Então, as Zi s são variáveis 
independentes para o ponto de mínimo. Assim, elimina-se o vetor z em A(x ,z , 'k ,C ) pela 
utilização da Eq. (3.2.8). Fisicamente falando, a Eq. (3.2.8) implica que se g, é uma restrição 
crítica, então a correspondente variável de folga é zero e se gi é uma restrição não crítica, então, a 
correspondente variável de folga é não nula.
Portanto, se tem a relação:
dA




para o ponto de mínimo.
Agora, resolvendo em termos de zu obtêm-se:
(3.2.8)
39
Substituindo a Eq. (3.2.9) na Eq. (3.2.5) obtêm-se uma Função Lagrangeana Aumentada que não 
envolve a variável de folga, com a seguinte forma:




8 i (x ) ,—
X,
2 8i ( x ) + - j7g i(x )  se
1 '
caso contrario - —2 C
(3.2.11)
Esta forma é referida como função Lagrangeana Aumentada de Rockafellar. Note que as 
funções são contínuas e elas têm planos tangentes comuns ao longo do contorno definidos por
X. ,
g . (x )  = - — . Assim \|/ftêm continuidade C e qualquer tipo de método de otimização por
gradiente pode ser aplicado ao problema sem restrição definido pela Eq. (3.2.10). Entretanto, já
X.que as segundas derivadas da função \|/,. são descontínuas ao longo do contorno gi(x)  = - —^-,
não pode-se utilizar algoritmos de Newton para resolver o problema sem restrição definido pela 
Eq. (3.2.10).
Tendo a relação obtida na Eq. (3.2.9) e considerando a fórmula de atualização dos 
multiplicadores de Lagrange proposta por Hestenes pode-se escrever:
Xt‘+1 = max( 0, X,* +Cgt( x * ))—k (3.2.12)
Portanto, o algoritmo do multiplicador para o problema de restrição de desigualdade mostrado na 
seção 1.2 pode ser obtido pela simples troca da função Lagrangeana aumentada e a fórmula de
atualização de X no algoritmo mostrado na seção 3.1 com as novas definições das Eqs. (3.2.10) e
(3.2.12).
Note que todas propriedades descritas na seção 3.1 são também aplicadas para o caso de 
restrições de desigualdade após ser transformado em um problema equivalente de restrição de 
igualdade.
3.3 -  Conclusões Sobre o Método do Multiplicador (Multiplier Method)
O método do multiplicador é comparativamente avaliado com alguns métodos de
programação matemática comumente aplicados em problemas de otimização estrutural.
O método do multiplicador é comprovadamente superior aos métodos da função de 
penalização exterior e interior. As razões são as seguintes:
i - O mal condicionamento associado aos métodos de penalidade podem ser eliminados, pois não 
é necessário incrementar o fator de resposta C excessivamente.
ii - O método do multiplicador pode obter uma solução exata. Já os métodos de penalidade não.
iii - Nos métodos de penalidade, a convergência é obtida assintoticamente. O único fator que 
dirige o projeto até uma solução ótima é o incremento constante do fator de resposta. Por outro 
lado, o método do multiplicador é linearmente convergente e ele acelera todo o processo pela 
convergência dos multiplicadores de Lagrange, bem como do fator de resposta.
Em adição às vantagens precedentes, o método do multiplicador tem seus próprios 
méritos:
i - Por ser ser usado ou como um “método de penalização interior” ou como um “método de 
penalização exterior”, para o método do multiplicador qualquer ponto de partida é permitido, 
fomecendo-se a ele qualquer parte do espaço de projeto sobre o qual a análise é válida.
a) A seleção dinâmica das restrições ativas é possível e está baseada em sólidos 
fundamentos teóricos. Isto pode ser feito da seguinte maneira. Suponha que o método
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do multiplicador seja utilizado com os multiplicadores de Lagrange iniciais iguais a
zero. Seja jc a primeira solução do problema sem restrição. Então os multiplicadores
de Lagrange são atualizados pela fórmula:
À,‘+I = max (O, A,* +C& 00) (3.3.1)
Entretanto, desde que tenhamos escolhido = 0 a fórmula de atualização torna-se:
X\ =max(0,Cgi(x)) (3.3.2)
Fica compreendido que C > 0 está implicado. E se a restrição está satisfeita para x  = x , i.e., 
gf(x )<  0, então:
Em outras palavras, se uma restrição de desigualdade não é satisfeita para x  = x , então os 
correspondentes multiplicadores de Lagrange tem valor positivo. Por outro lado, ele permanece 
sem mudar em zero.
Portanto, no próximo ciclo de minimização sem restrição, somente é necessário 
considerar o conjunto de restrições com valores positivos dos multiplicadores de Lagrange. Após 
receber o segundo problema de minimização sem restrição todos os multiplicadores são 
atualizados de acordo com a Eq. (3.3.1).
Então, as restrições com multiplicadores de Lagrange são consideradas e as restrições 
com multiplicadores de Lagrange iguais a zero são ignoradas e é iniciado um novo conjunto de 
restrições ativas. Estes procedimentos iterativos são repetidos até a convergência. Foi observado
(3.3.4)
que o conjunto de restrições ativas definido tende a estabilizar-se rapidamente e somente após 
alguns estágios de minimização sem restrição, o conjunto correto de restrições ativas surge. Este 
esquema para seleção dinâmica de restrições ativas é muito mais elegante do que outros um tanto 
intuitivos que eram freqüentemente empregados para reduzir o número de restrições retidas em 
problemas de otimização estrutural.
A efetividade deste esquema para seleção dinâmica de restrições ativas reside no fato que 
restrições ativas tem multiplicadores positivos e restrições inativas tem multiplicadores de 
Lagrange zero para a solução ótima.
Agora, compara-se o método do multiplicador com o método de direções viáveis. Este 
método é essencialmente empírico para procurar uma direção de descida razoável entre muitas 
candidatas, análises da taxa de convergência são difíceis de se fazer. A atual taxa de 
convergência do método tende a ser grandemente dependente da não linearidade do problema e 
da escolha dos parâmetros de controle utilizados no método. Este é o conhecido fenômeno de 
“zig-zag” e está inevitavelmente associado com o método, quando o ponto de projeto se 
aproxima da solução ótima. Isto é claro, reduz muito a taxa de convergência do método. Não 
podemos dizer que o método do multiplicador seja superior em velocidade de convergência em 
relação ao método de direções viáveis. Entretanto, é razoável declarar que o método de direções 
viáveis irá requerer sofisticadas técnicas de programação, de maneira a obter uma boa taxa de 
convergência. Neste sentido, o método do multiplicador é mais teórico e mais fácil de 
implementar.
Considere agora o método do gradiente projetado. Este método conduz para uma solução 
ótima ao longo das intersecções entre restrições críticas. Portanto, viabilidade são facilmente 
violadas as restrições em problemas altamente não lineares, tais como problemas de otimização 
de configuração, e a projeção para a solução factível nem sempre é obtida.
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Este método é competitivo somente para problemas de dimensão puros com tensão 
estática e restrições de deslocamento . Portanto o método do multiplicador é um método de 




Neste capítulo, as expressões dos cálculos requeridos do problema de configuração estão 
descritas. Na Seção 4.1, apresenta-se a normalização das variáveis de projeto. Na Seção 4.2, o 
conceito de restrição perturbada é apresentado e a forma correspondente da Função Lagrangeana 
Aumentada é fornecida. Na Seção 4.3, o algoritmo empregado para a solução do problema de 
minimização sem restrição é brevemente documentado. As seções 4.4 até 4.6 descrevem a 
análise de sensibilidade (função objetivo, resposta dos deslocamentos e resposta da tensão) e são 
apresentadas no contexto do método dos elementos finitos com o conceito de variável inter­
relacionada. Precauções especiais são tomadas para limitar a busca de um ponto de projeto ótimo 
para aquela porção do espaço de projeto sobre o qual a análise estática estrutural é bem 
condicionada e válida. Prevenção de área de Seção transversal negativa é discutida na Seção 4.7.
4.1 - Normalização de Variáveis e Restrições
Após implementar o método do multiplicador a problemas de otimização estrutural
definidos na Seção 2.1, a normalização de variáveis e restrições devem ser introduzidas.
As restrições são normalizadas como segue, e, portanto, elas contribuem uniformemente 
para o termo de penalidade na Função Lagrangeana Aumentada:
(4.1.1)
(4.1.2)
<?„,. ( « * - < ) <  0 (4.1.3)
CBí(“ ' - k* ) ^ 0 (4.1.4) 
CPí(pf - |3 “)< 0  (4.1.5)
C p . f e - P i ) ^ 0 (4-1.6)
c „ ( y i - y í ) ^ °  (4-1.7)
C,ÍU , - 3 ’Í) ^ °  (4.1.8)
CyÁyt ~ yj ) ^ °  i ^ j  (4-1-9)
onde CC(, CUj, Cp<, Cyj e C representam fatores apropriados de normalização os quais tem 
sido definidos, respectivamente, como segue.
Cai= l / ( a “ - c O  (4-1.10)
CUl= U  («“ - « 0  (4.1.11)
C f , = l / ( P “ - P 0  (4.1.12)
C , ' = l / ( y ; - y l )  (4.1.13) 
c » = i / ( y ; - y l )  (4.1.14)
45
por outro lado, variáveis são normalizadas como segue:
p; = MK c y\ = y,iy\ (4.1.15)
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onde pr e y- são os respectivos valores de referência das áreas recíprocas e coordenadas nodais. 
Neste trabalho, valores iniciais são tomados por conveniência. Embora seja bem sabido que a 
normalização pode melhorar drasticamente o desempenho de algoritmos de otimização, não 
procurou-se um esquema ótimo para normalização de variáveis.
4.2 - Formulação do Problema Perturbado
O método do multiplicador com multiplicadores de Lagrange inicializados como zero é
um método de otimização não factível. Portanto, na prática o método converge 
computacionalmente para um projeto o qual será levemente inviável. Isto não é uma situação 
desejável do ponto de vista prático e, portanto, uma opção foi aceita para aliviar esta dificuldade. 
O seguinte problema perturbado é considerado para este objetivo:
onde 8 é um pequeno número positivo. A restrição gi deverá ser compreendida para representar 
as restrições normalizadas definidas pelas Eqs. (4.1.1) até (4.1.9). Em uma interpretação gráfica 
da Eq. (4.2.2), as restrições são levemente puxadas para dentro da região viável. Portanto, pela 
seleção de um pequeno valor positivo para 8, se está apto a terminar o algoritmo com um projeto 
viável após alguns estágios de otimização.
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é claro que, fazendo com que e = 0, nas definições acima, as Eqs. (4.2.3) e (4.2.4) reduzem-se 
para o problema de restrição de desigualdade geral definido da Seção 3.2.
Atualmente a opção £ = 0 foi satisfatoriamente utilizada através de cálculos e foi 
encontrado que soluções obtidas aqui são levemente inviáveis, i.e., g~  + 10'3. Observe que a 
normalização destes projetos com relação as variáveis de dimensão fornece um método direto de 
obter resultados estritamente viáveis.
4.3 - Método de Solução Para Problemas Sem Restrição
O Método do Lagrangeano Aumentado requer a solução de uma seqüência de problemas
sem restrição definido pela Eq. (4.2.3). Para isto utiliza-se o Método Quase-Newton. Este é um 
método intermediário entre o steepest descent e o Método de Newton. Assumindo ser 
impraticável a determinação da matriz Hessiana, busca-se uma aproximação da inversa da 
matriz Hessiana pela utilização de informação de gradiente de pontos anteriores, do processo 
iterativo. O método utilizado é o Broydon - Fletcher - Goldfarb - Shanno, ou BFGS. O algoritmo 
pode ser descrito como segue para um problema de minimização sem restrição:
Minx f { x ) (4.3.1)
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Passo 1: estimar o ponto de projeto inicial jco e inicializar uma matriz simétrica positiva definida 
So = 1 (matriz identidade) como uma aproximação da matriz Hessiana.
Passo 2: calcular o V / (xô)
Passo 3: determinar o tamanho do passo ótimo a* pela solução de:
Mina±0f ( x 0 - a S QV f ( x 0)) (4.3.2)
aqui x  representa a solução.
Passo 4: calcular o V / ( 3c) para o novo ponnto de projeto x .
Passo 5: calcular
P  = - a S 0V /(x0) (mudança no projeto) (4.3.3)
e
q = V /(x )-V /(jc0) (mudança do gradiente) (4.3.4)
Passo 6: atualizar a aproximação da matriz Hessiana So por:
s0 = s0- s0gg s
{ gTS0q ) qTS0q ' p Tq (4.3.5)
Passo 7: faça x0 <— x  e V /(x0) «— V /(x)
vá para o passo 3.
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O termo p Tq /  qTS0q é somado à Eq. (4.3.5) para melhorar a estrutura de autovalores da
matriz Hessiana de problema sem restrição.
No presente trabalho, o algoritmo é terminado quando a diferença mínima entre dois 
multiplicadores de Lagrange é menor que 0.1 %.
De modo a utilizar o algoritmo mencionado, é preciso calcular o gradiente da função 











Portanto, para avaliar o gradiente da Função Lagrangeana Aumentada, <j), é preciso obter,
i - As derivadas das funções objetivo, i.e., e w,n
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ii - As derivadas das funções de restrição, i.e., gif^  e gi)yt. A derivação da função objetivo é
três termos; (1) a sensibilidade da tensão, i.e., a a e c ü yk (2) limite inferior da sensibilidade
sensibilidade para os deslocamentos são apresentadas na Seção 4.5. Por outro lado, A tensão e 
seus limites inferiores de sensibilidade são dados na Seção 4.6.
4.4 - Análise de Sensibilidade da Função Objetivo
Nesta Seção, as formas das expressões são dadas para as derivadas da função objetivo
com relação as variáveis de projeto.
A função objetivo foi definida por:
Isto pode ser reescrito pela utilização do conceito de inter-relacionamento de variáveis 
introduzido na Seção 2.2 como:
apresentada na Seção 4.4. Para obter as derivadas das funções de restrição é necessário avaliar





A j = - s e  j e o ; (4.4.3)
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Portanto, a Eq. (4.4.2) toma-se,
Ni /  \
h> =  j  ' L P jLj
1-1 V t P,
Assim pode-se facilmente obter:
-A í




Esta é a expressão requerida para a função objetivo derivada em relação às variáveis 
independentes recíprocas .
Adiante, considere a diferenciação da função objetivo com relação a uma variável 




já  que apenas o comprimento do elemento, Li, é função das coordenadas nodais. Agora, 
relembrando a definição de conjunto de membros inter-relacionados Gky introduzido na Seção
2.2, segue-se que Lt,Jk = 0 se i e  Gky . Portanto, a Eq. (4.4.5) toma-se :




Continuando, é preciso avaliar a quantidade Li)yt para i e G y . 
O comprimento do membro é dado pela fórmula:
(4.4.8)
para membros tri-dimensionais e por:
(4.4.9)
para membros bi-dimensionais. Os símbolos Lx, Ly e Lz representam respectivamente a projeção 
do comprimento do i-ésimo membro no sistema de coordenadas de referência (X, Y, Z).
Para simplificar a discussão, considere novamente o caso bi-dimensional. Observe, 
entretanto, que um procedimento similar para o caso tri-dimensional pode ser desenvolvido. 
Então, Li>yi é dado por:
Suponha que (Xi, X2) e (X3, X4) sejam as coordenadas nodais correspondentes as 
extremidades do i-ésimo membro. Então, obviamente, tem-se:
(4.4.10)
(4.4.11)
Ly = X  4- X 2 (4.4.12)
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Portanto,
Lx>yt = X „y - X Vyk (4.4.13)
Ly>n = X *’y r X 2>yt (4 A 1 4 >
Entretanto, da Seção 2.2 uma inter-relação entre coordenadas nodais dependentes Xt 
(i'=l,...,4) e coordenadas nodais dependentesyu:
X j = Y j k y k 0  = l,-.,4 ) (4.4.15)
4=1
onde Tjk é entendido como sendo um componente do sistema de matriz de inter-relacionamento 
T*  associado com o i-ésimo membro. Portanto, Tjk é assumida como constante, e dela segue que:
X I’» = TÍ  0 '= l , - ,4 )  (4.4.16)
Substituindo a Eq. (4.4.16) nas Eqs. (4.4.13) e (4.4.14) é fornecido:
L,>yt= K - T u  (4-4.17)
T — T* - T ly’yk ~ 4* 2* (4.4.18)
Substituindo a Eq. (4.4.17) e a Eq. (4.4.18) na Eq. (4.4.10) obtem-se a seguinte expressão geral 
para a derivada de comprimento do membro com relação a coordenada nodal independente:
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(4.4.19)
Finalmente, substituindo a Eq. (4.4.19) na Eq. (4.4.6) fornece a derivada da função com relação a 
yu como:
A precedente relação de sensibilidade (Eq.(4.4.20)) fornece a taxa de mudança da função 
objetivo com relação a qualquer coordenada nodal independente j*.
4.5 - Análise de Sensibilidade dos Deslocamentos
Nesta Seção, derivadas da resposta dos deslocamentos com relação às variáveis
independentes de dimensão e configuração são consideradas no contexto do método dos 
elementos finitos.
Relações força - deslocamento para o i-ésimo membro podem ser escritas em termos de 
coordenadas de referência como segue:
(4.4.20)
(4.5.1)
onde Kté a matriz de rigidez do elemento, k, é o vetor de deslocamentos do elemento, e Fm , 
FDi e Fn representam, respectivamente, os vetores de carregamento mecânico, peso próprio e 
térmico para o i-ésimo membro. Observe que o índice para múltiplas condições de carregamento 
é intencionalmente omitido na Eq. (4.5.1) para simplificar a notação. Os termos algébricos 
detalhados de deslocamento Fm , Fm e Fn para elementos de duas dimensões estão dados no 
Apêndice B.
Antes de mais nada, considere a diferenciação implícita das relações força-deslocamento 
com relação a fa . Pela diferenciação direta da Eq. (4.5.1), obtemos:
Ui ■*" K-iUi’?>k = ^Mi>fit (4.5.2)
No entanto, Fm  é independente de pj. Assim, Fm}f>t = 0 e a Eq. (4.5.2) reduz-se para:
KiUif, t = —Kt,pt ui +FDi,çit+FTi,£t (4.5.3)
Agora resumindo estas Eqs. dos elementos em um sistema de Eqs. de equilíbrio, obtem-se:
= ^  (~ U‘ t ) (4.5.4)i=l
onde K  e u, respectivamente, representam a matriz de rigidez do sistema e o vetor de 
deslocamentos do sistema. As quantidades no lado direito da Eq. (4.5.4) são conhecidas por 
expansão e portanto são compatíveis com o sistema de Eqs. (isto é obtido inserindo-se zeros nas 
posições apropriadas).
Se i <£ Gp, então:
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K i>pt -  I W  -  F n>Vk ~ 0 (4.5.5)
Portanto, o somatório na Eq. (4.5.4) é restrito a membros em Gp . Portanto, dele segue
que:
(4.5.6)
Esta Eq. é análoga a usual Eq. de análise e somente o vetor carga é mudado. Assim K tem 
sido previamente decomposto, não existindo dificuldade na resolução da Eq. (4.5.6) de modo a 
obter a sensibilidade de resposta dos deslocamentos a mudanças nas variáveis independentes 
recíprocas Pk as quais são dadas no Apêndice B para o caso bi-dimensional.
Similarmente, uma expressão para a derivada de deslocamentos com relação a 
coordenada nodal independente yt pode ser encontrada:
onde é assumido que o carregamento mecânico é independente da mudança de configuração. As 
quantidades requeridas Kt,yk, FDi)yt e Fn, necessárias a determinação dos pseudo vetores de
(4.5.7)
carregamento estão dadas no Apêndice B para o caso de elemento de barra de duas dimensões.
4.6 • Análise de Sensibilidade de Tensão
A tensão no i-ésimo membro é dada por:
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(4.6.1)
onde a a é a tensão no i-ésimo membro devido a 1-ésima condição de carga, uaé o vetor de 
deslocamentos do elemento devido a 1-ésima condição de carga e 0,., ATt e Et , representam, 
respectivamente, o coeficiente de expansão térmica, a mudança de temperatura e o módulo de 
elasticidade do i-ésimo membro. O símbolo S, representa a matriz de tensão, a qual é função de 
coordenadas nodais somente. A matriz S, para um membro i é dada no Apêndice C.
A diferenciação direta da Eq. (4.6.1) com relação a (3* e yk, respectivamente, fornece:
Assim, os valores da sensibilidade dos deslocamentos Ma,Pt e ua, são avaliados a partir dos
simples execução das multiplicações de matrizes indicadas na Eq. (4.6.2) e (4.6.3) observe que 
Sifyk e S; estão ambos no Apêndice C.
Portanto, o limite inferior da tensão tem sido definido como:
~ Siuu>p* (4.6.2)
®ü>yk ~ Si>yk Ua + (4.6.3)
resultados obtidos da Seção (4.5). A análise de sensibilidade de tensão podem ser obtidos pela
ct"“  =max(a\L), a ib) (4.6.4)
ele é também uma função de variáveis de projeto. Recordando a definição de tensão de 
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se não 
0
se a ffi > <s\L) e i e  Gp
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C i >yk
<5„,><5^ e i e G j
se nao 
0
no qual é dado pela Eq. (4.6.19).
4.7 - Prevenção de Área de Seção Transversal Negativa
Até este ponto nenhum recurso foi utilizado durante a formulação do método do
multiplicador do problema de otimização estrutural de modo a evitar a ocorrência de projetos 
intermediários inviáveis, com áreas de seção transversal negativas. Entretanto, para tais pontos 
de projeto a análise estrutural não oferece informações válidas ou significantivas para a 
condução do processo de reprojeto. Portanto, precauções especiais devem ser tomadas para 
evitar pontos de projeto intermediários com áreas de Seção transversal negativa. Isto é realizado 
pela colocação de limites apropriados no intervalo sobre o qual cada procura unidimensional 
deva ser feita.
Durante a busca linear aplica-se o seguinte relacionamento:
P,=P? + C< (i=l,...,JV|.) (4.7.1)
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O requisito para áreas de seção transversal não-negativas é representado pela condição: 
0< A,. <00 = l,...,iVp)
Isto é numericamente equivalente a:
e < Pi < M (i = l,...,JV„)
em termos de variáveis de dimensão recíprocas. Na Eq. (4.7.3) os símbolos 6 
respectivamente números pequenos e grandes.
Agora, substituindo a Eq. (4.7.1) naEq. (4.7.3), obtem-se:
8<p° + arfp° < M
ou
e - p ° < a < < M - p °
O tamanho do passo a  deve satisfazer a Eq. (4.7.5) de modo a satisfazer a condição:
—  <Ai < -  M e







Se d^  = 0 e assume-se que e < P,. < M  inicialmente, então, a Eq. (4.7.5) é 
satisfeita identicamente. Por outro lado, quando * Q ,é  necessário impor alguma restrição em 
a  de modo a satisfazer a condição representada pela Eq. (4.7.6).
Agora, são classificar dois casos. Primeiro suponha que > 0. Então a Eq. (4.7.5) 
fornece:
(e - p ° ) /<  s « s (m - P ? ) / <  (4.7.7)
Prosseguindo, considere o caso de d£ < 0 . Então a Eq. (4.7.5)fomece:
(M  -  p ; ) / <  £ «  < (e -  P? ) / <  (4-7.8)
Relações similares as Eqs. (4.7.7) e (4.7.8) devem ser satisfeitas para todas as áreas de 
Seção transversal. Portanto, segue que o tamanho do passo a  deve residir no intervalo, se 
<  > 0
M“ jS»o{(e -  P ? ) /<  } S “  S Min4  J ( M  -  p ? ) /<  } (4.7.9)
ou no intervalo, se < 0
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<4 7 ' 10>
para que todas as áreas de seção transversal permaneçam no espaço de projeto não-negativo.
As duas relações nas Eqs. (4.7.9) e (4.7.10) podem ser combinadas em uma Eq. como
segue:
Max Tl,. < a  < Min 8, (/ = 1 , N p) (4.7.11)
onde 8f é definido por:
8, = M a x{(M -  p ; ) / < , (ê -  p ? ) / i ” } (4.7.12)
e T|É é definido por:
Tl, = Mi«{(AÍ -  P ? ) / í  « , (e -  3”) / <  } (4.7.13)
Em qualquer evento, o tamanho do passo deverá estar sujeito a restrições representadas 
pela Eq. (4.7.11). Portanto, a restrição incorporada na Eq. (4.7.6) pode ser satisfeita.
Na atual busca unidimensional, o tamanho do passo não negativo, i.e., a > 0 e s tá  
implicado (ver Seção 4.3), somente o limite superior na Eq. (4.7.11) é necessário. Portanto, uma 
busca atual para o tamanho do passo ótimo a* deverá ser encontrado entre a faixa definida pela:
0<oc <MinÒt (4.7.14)
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No presente estudo, para determinar os valores 8,e T|f, os seguintes valores são 
garantidos para os parâmetros M e e:




5.1-Estrutura de Duas Barras
Inicia-se o capítulo de testes utilizando um exemplo simples que é uma estrutura formada
por duas barras. Neste exemplo foram utilizadas restrições de área e tensão. Esta estrutura é 
estaticamente determinada e o problema envolve somente as áreas como variáveis de projeto. A 
estrutura, a entrada de dados do problema e os resultados finais estão listados abaixo.
Caso 1: Otimização de dimensão sujeita a restrições de área e tensão.
Dados:
E = 71 GPa 
p = 2700 kg/m3 
Ga = ±137,9 MPa 
P = 444,8 kN 
Ai(U) = 645-103 mm2 
Aí(L) = 64,50 mm2 
a = 2,54 m 
3  = 5,08 m 
Ai° = 645 mm2
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Figura 5.1.1 - Problema de otimização de dimensão.
Para este exemplo não é feito o inter-relacionamento de variáveis e, deste modo, se tem 
duas variáveis de projeto que são Aj e A2 .
A seguir, fornecemos a Tabela 5.1.1, que traz a solução numérica e a solução analítica do 
problema.
Tabela 5.1.1 - Resultados numéricos e solução analítica do problema.




Caso 2: Otimização de dimensão suieita a restrições de área, tensão e estabilidade.
Neste caso é incorporada restrições de flambagem e utiliza-s- a mesma estrutura da figura 
5.1, onde é alterado o valor da carga aplicada que, neste caso é, P = 88,96 KN.
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Acrescenta-se ainda o coeficiente de flambagem (k) que relaciona dados da geometria do 
elemento. Neste exemplo, para a greometria da seção transversal do elemento, o coeficiente de 
flambagem é, k  = 27,6 GPa.
Na tabela abaixo, tem-se a resposta da solução analítica e da solução numérica para o 
problema de otimização de dimensão sujeito a restrições de tensão e estabilidade. E na 
Figura 5.1.2 temos a representação da estrutura otimizada.
Tabela 5.1.2 - Resultados numéricos e solução analítica do problema.
Áreas (mm ) Solução Numérica Solução Analítica
A, 710 710
a 2 3400 3400
W(kg) 64,95 64,95
Figura 5.1.2 - Estrutura otimizada submetida a restrições de tensão e estabilidade.
Caso 3 : Otimização de dimensão e forma sujeita a restrições de área, tensão e coordenadas.
Para este exemplo foi selecionada a seguinte configuração e carregamento aplicado:
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Figura 5.1.3 - Estrutura submetida a otimização de área e configuração.
Dados para o problema:
E = 71 GPa 
p = 2700-103 kg/m3 
a a = ±137,9 MPa 
P = 88,96 KN 
Ai(U) = 645-103mm2 
Aí(L) = 64,50 mm2 
a = 2,54 m 
B = 5,08 m 
A;0 = 645 mm2
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0  resultado do processo de otimização de dimensão e configuração da estrutura acima, 
fornece a estrutura representada pelas linhas contínuas da Figura 5.1.4. A estrutura inicial está 
indicada pela linha tracejada.
Tabela 5.1.3 - Resultados numéricos e solução analítica do problema.
Variáveis Solução Numérica Solução Analítica





Figura 5.1.4 - Resposta da estrutura após o processo de otimização.
Obs.: As linhas tracejadas representam a estrtutura inicial.
5.2 - Estrutura de Dez Barras
A estrutura de dez barras mostrada abaixo é um teste clássico para problemas de
otimização estrutural. Com esta estrutura são feitas três análises. No primeiro caso aplica-se 
restrições de área e tensão e para esta última utiliza-se o fully stressed design (FSD). Para o 
segundo e terceiro caso utiliza-se além das restrições de área e tensão, restrições de 
deslocamentos. O que diferencia o segundo do terceiro caso é o número de restrições de 
deslocamento.
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Figura 5.2.1 - Representação esquemática da estrutura de dez barras.
Dados para a estrutura de dez barras:
Material: alumínio
E = 71 GPa
p = 2700 kg/m3
a a = ±172,36 MPa
P = 88,96 kN
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Aí(L) = 64,5 mm2
Aqui são fornecidas as informações para os três casos a serem analisados:
CASO 1:
Neste são aplicadas somente restrições de área e tensão. O limite inferior de área é
0,645-10A m2 e para tensão os limites inferior e superior são respectivamente, -172,36 MPa e
172,36 MPa. Os resultados obtidos são comparados às respostas dos pesquisadores Haftka & 
Kamat [1985] e Kanji Imay [1981] que foram transcritas para a Tabela 5.2.1.
Tabela - 5.2.1 - Valores otimizados para área e peso da estrutura de dez barras (caso 1).
Área(mm2) Autor Haftka & Kamat[1985] K. Imay[1981]
1 5120 5120 5120
2 64,50 64,50 64,50
3 5120 5120 5120
4 2540 2540 2540
5 64,50 64,50 64,50
6 64,50 64,50 64,50
7 3700 3700 3700
8 3600 3600 3600
9 3600 3600 3600
10 64,50 64,50 64,50
Massa(kg) 722,55 722,66 722,56
O gráfico abaixo mostra a história da função objetivo do problema de otimização de dez barras.
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Convergência do problema de otimização de área da 
estrutura de dez barras (caso 1)
Número de iterações - k
Figura 5.2.2 - Convergência do problema de dez barras (Caso 1).
CASO 2:
Neste caso, são aplicadas duas restrições de deslocamento, nos nós 1 e 3. Na Tabela 
5.2.2 estão descritos os valores dos limites inferior e superior de deslocamento.
Tabela 5.2.2 - Va ores admissíveis de deslocamento para a estrutura de dez barras.
Nó Direção Limites dos deslocamentos (mm)
1 y ■ -50,8 -50,8
3 y -25,4 -25,4
Note que após a 3- iteração, a variação da função objetivo é insignificante. Isto mostra 
que numa análise prática, pode-se encerrar o processo de otimização.
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Tabela -5.2.3 - Valores otimizados para área e peso de uma estrutura de dez barras, incluindo
duas restrições de deslocamento.













Como último caso, aplica-se quatro restrições de deslocamento, respectivamente nos nós 
1, 2, 3 e 4 da estrutura. Os limites inferior e superior para estes deslocamentos são dados na 
Tabela 5.2.4 e a resposta do processo de otimização é apresentada na Tabela 5.2.5. A estrutura 
ótima resultante é ilustrada na Figura 5.2.3.
Tabela - 5.2.4 - Deslocamentos admissíveis para a estrutura de dez barras.
Nós Direção Limites dos deslocamentos (m)
1 -4 Y -0.0508 -0.0508
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Tabela - 5.2.5 Valores otimizados para área e peso de uma estrutura de dez barras, incluindo 
quatro restrições de deslocamento.________________________________________________












Figura 5.2.3 - Representação da estrutura de d^z barras submetida a restrições de área, tensão e 
quatro restrições de deslocamento.
O gráfico abaixo mostra a história da função objetivo do problema de otimização de dez
barras.
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Convergência do problema de otimização de área da 
estrutura de dez barras com 4 restrições de
Número de iterações - k
Figura 5.2.4 - Convergência do problema de dez barras.
Em termos práticos podemos verificar que a análise poderia ter sido interrompida já na 5- 
iteração. Note também, na Figura 5.2.3 que as áreas das barras atingiram a restrição de área 
mínima. Isto mostra que a contribuição destas barras na estrutura é irrelevante.
Como resultado, podemos remover estas barras da estrutura, mudando a topologia da 
estrutura, e fazer uma nova otimização do problema.
Este resultado mostra que podemos inicialmente determinar a solução ótima da estrutura, 
sem restrição de flambagem. Uma vez obtidos os resultados, podemos então remover da 
estrutura as barras Ajnf obtendo uma nova topologia “ótima” para o problema. Uma vez obtida a 
topologia ótima, podemos novamente otimizar a estrutura, porém, acrescentando ao problema as 
restrições de estabilidade. Como resultado da seqüência das análises obtemos uma otimização de 
topologia, forma e dimensional da estrutura.
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5.3 - Estrutura de Cinco Barras
A estrtutura de cinco barras submetida ao processo de otimização de dimensão e de
forma está ilustrada na figura 5.3.1. O problema está sujeito a restrições de área, de posição 
nodal, tensão e estabilidade. Os dados para esta estrutura são:
E = 71 GPa 
p = 2700 kg/m3 
a a = ±l 72,36 MPa 
P = 88,96 KN
Os grupos das variáveis área, são formados pelos seguintes elementos:
A i  =  A 3 ,  A 2 ,  A 4  =  A 5 .
Os grupos das variáveis coordenadas, são formados pelos seguintes elementos:
x 2 = - x 3, y 2 = y 3
Os valores iniciais das áreas dos elementos da estrutura são 64,50 mm2. O limite inferior da 
restrição de área é 6,45 mm2. Já o limite superior para X2 = 3,8 m, e Y2 = Y4 = 6,10 m.
Na seqüência são apresentadas as representações esquemáticas da estrutura inicial 
submetida ao processo de otimização (fig. 5 .3.1) e, a estrutura otimizada ao final do processo 
(fig 5.3.2). As tabelas (5.3.1) e (5.3.2) apresentam os resultados obtidos por este trabalho e os 
resultados obtidos por Kanji Imai[1981] e ainda, a resposta pela solução analítica deste 
problema.
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Figura 5.3.1 - Representação esquemática da Estrutura de cinco barras.
Abaixo temos os resultados para as áreas ótimas ( tab. 5.3.1) e as posições nodais 
ótimas (tab. 5.3.2).
Tabela 5.3.1 - Valores das áreas ótimas ao finai do processo de otimização.
Elementos Área (mm2)
Autor K. Imai Sol. Analítica
1= 3 487 476 487
2 487 503 487
4 = 5 345 340 345
Massa (kg) 28,80 28,85 28,80
Tabela 5.3.2 - Posição nodal ao final do processo de otimização.
Coordenada Posição nodal
Autor K. Imai Sol. Analítica
X2 = -X3 1,52 1,28 1,53
y 2 = y 3 4,03 3,90 4,03
Figura 5.3.2 - Estrutura de cinco barras ao final do processo de otimização.
Como nos exemplos de duas barras, o resultado deste trabalho para a estrutura de cinco 
barras é o resultado encontrado pela solução analítica e, assim, é possível concluir que na prática, 
a covergência do Método do Lagrangeano Aumentado não é assintótica, i.e., converge para a 
solução analítica do problema. Os componentes estruturais 1, 2 e 3 estão submetidos a tensões de 
compressão, no entanto, neste exemplo não foram aplicadas restrições de estabilidade.
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5.4 - Estrutura de Treze Barras
Agora é apresentado um exemplo de estrutura treliçada composta por treze barras. Neste,
são aplicadas restrições de área, tensão e coordenadas.
Dados para o problema:
E = 71 GPa 
p = 2700 kg/m3 
oa = ±172,36 MPa 
F1 = 88,96 kN 
F2 = 44,48 kN
Os grupos das variáveis área, são formados pelos seguintes elementos:
Ai = A,2, A2 = A,3, A3 — Aji, A4 = Ag, A5 = A9, A6 = A)0, A7.
Os grupos das variáveis coordenada, são formados pelos seguintes elementos:
x 2 = - x 6, y 2 = y 6, y 4 .
Os valores iniciais das áreas dos elementos da estrutura são 3200 mm2. O limite inferior 
da restrição de área é 64,50 mm2. Já o limite superior para X2 = 12.192 , e Y2 = Y4 = 25,4.
Na seqüência pode-se observar as representações esquemáticas da estrutura inicial 
submetida ao processo de otimização (fig. 5.4.1) e a estrutura otimizada ao final do processo (fig 
5.4.2). As tabelas (5.4.1) e (5.4.2) apresentam os resultados obtidos por este trabalho e os 
resultados obtidos por Kanj i Imai [1981].
77
Figura 5.4.1 - Representação esquemática da estrutura de treze barras inicial.
Na tabela abaixo estão os valores finais para as áreas após o processo de otimização.
Tabela 5.4.1 - Valores das áreas ótimas ao final do processo de otimização.
Elementos Área (mm2)
Autor K. Imai
1 = 12 645 645
2=  13 124 64,50
3 = 11 509 465
4 = 8 547 547
5 = 9 64,50 64,50
6 = 10 303 400
7 596 590
Massa (kg) 122,89 122,37
Na tabela abaixo estão os valores das novas coordenadas.
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Tabela 5.4.2 - Posição nodal ao final do processo de otimização.
Coordenada Posição nodal
Autor K. Imai
x 2 = -x6 12,10 11,65
y 2 = y 6 4,98 5,34
y 4 12,70 12,85
Figura 5.4.2 - Representação esquemática da estrutura de treze barras otimizada.
O gráfico abaixo mostra a história da função objetivo do problema de otimização de treze barras.
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Convergência do problema de otimização de área e de forma da 
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Figura 5.4.3 - Gráfico da convergência do problema.
A estrutura de treze barras analisada por este trabalho, quando comparada aos resultados 
encontrados por K. Imai, apresenta resultados com algumas diferenças em determinadas 
variáveis de projeto. Também, da Figura 5.4.3, observamos um grande número de iterações. Isto 
se deve ao fato de que o critério de convergência utlizado neste trabalho é satisfeito quando a 
diferença entre o maior valor dos multiplicadores de Lagrange é menor que 0.1 %. A escolha 
deste critério é devido ao fato que, desta maneira é possível garantir que as condições necessárias 
de Kuhn-Tucker sejam satisfeitas.
É importante ressaltar que neste problema as restrições de tensão foram todas satisfeitas 
no limite da tensão admissível, i.e., a convergência ocorreu muito próxima da violação das 
restrições.
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5.5 - Estrutura de Dezoito Barras
Nesta seção dois exemplos de estrutura treliçada composta por dezoito barras. No caso 1
são otimizadas as áreas e a configuração da estrutura e no caso 2 é sé feita a otimização de área e 
neste, são empregadas restrições de área, tensão e estabilidade.
Dados:
Material: alumínio 
E = 71 GPa 
p = 2700 kg/m3 
CTa = ±l 72,36 MPa 
P = 88,96 KN 
k = 27,6 GPa
Os grupos das variáveis área, são formados pelos seguintes elementos:
Grupo 1 = 1,4, 8,15,16 
Grupo 2 = 2, 6,10, 14,18 
Grupo 3 = 3 ,7,11, 15 
Grupo 4 = 5, 9,13,17
Caso 1: Otimização de área e de forma
As variáveis coordenada, são formadas as seguintes:
X3,Y 3, X5,Y 5, X7, y 7, x 9, y 9
Os valores iniciais das áréas dos elementos da estrutura são 6450 mm2. O limite inferior da 
restrição de área é 64,50 mm2.
Na seqüência são apresentadas as representações esquemáticas da estrutura inicial 
submetida ao processo de otimização (Fig. 5.5.1) e a estrutura otimizada ao final do processo
(Fig. 5.15). As tabelas (5.5.1) e (5.5.2) apresentam os resultados obtidos por este trabalho e os 
resultados obtidos por Kanji Imai [1978].
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Figura 5.5.1 - Representação esquemática da estrutura inicial de dezoito barras.
Na tabela abaixo estão os valores finais para as áreas após o processo de otimização.
Tabela 5.5.1 - Valores das áreas ótimas ao finai do processo de otimização.
Elementos Área (mm2)
Autor K. Imai
1,4, 8, 12, 16 8000 7250
2, 6,10, 14, 18 11000 10100
3,7, 11, 15 3400 5110
5,9,13,17 2400 4190
Massa (kg) 2043.9 2117.32
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Na tabela abaixo estão os valores das novas coordenadas.
Tabela 5.5.2 - Posição nodal ao final do processo de otimização.










Figura 5.5.2 - Estrutura de dezoito barras otimizada.
_No gráfico abaixo é apresentadaja .convergência do problema de otimização de área e de
forma.
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Convergência do problema de otimização de área e de forma da 
estrutura de dezoito barras
Número de iterações - k
Fig.ura 5.5.3 - Gráfico da convergência do problema (Caso 1).
Novamente, são apresentados resultados que diferem dos obtidos por K. Imai [1981]. 
Como já citado anteriormente, neste trabalho as condições necessárias de Kuhn-Tucker são 
satisfeitas, isto é, o gradiente da Função Lagrangeana Aumentada é igual a zero no final do 
processo de otimização e os multiplicadores de Lagrange são positivos para as restrições que 
foram violadas. O projeto final pode ser um ponto de mínimo, máximo ou um ponto estacionário 
(ponto de sela). Para garantir que se tenha um ponto de mínimo para a função objetivo, seria 
necessário avaliar a existência da condição suficiente de ótimo. Isto é muito caro 
computacionalmente, pois seria necessário avaliar a derivada de segunda ordem da função. 
Portanto, apesar das diferenças nos resultados de algumas variáveis de projeto e da massa da 
estrutura, pode-se garantir que a estrutura otimizada final é viável.
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Caso 2: Otimização de área
Os dados para este caso são os mesmos utilizados no caso 1. Na tabela 5.5.3 são dados os 
resultados para esta estrutura.
Tabela 5.5.3 - Valores das áreas ótimas ao final do processo de otimização (caso 2).
Elementos Área (mm2)
Autor K. Imai
1,4, 8,12,16 6450 6450
2, 6,10,14,18 14000 14000
3, 7,11,15 8060 8060
5,9, 13,17 4560 4560
Massa (kg) 2916,14 2916,60
Neste caso, onde somente a otimização de dimensão é tratada, o resultado encontrado é o 
mesmo. Do resultado anterior, onde além da otimização de área também as variáveis de 
configuração são tratadas, a conclusão é que os multiplicadores de Lagrange precisam de um 
número maior de iterações para que satisfaçam as condições de Kuhn-Tucker. Ainda, poderia ser 
feita uma otimização de área sem restrição de estabilidade e assim, verificar a possibilidade de 




Os problemas de otimização de configuração deverão ser bem definidos de modo a evitar 
o surgimento de de projetos intermediários com configuração estaticamente instável durante o 
processo de otimização ou ao final para a solução ótima.
Durante o processo de busca unidimensional (line search) é realizado um grande número 
de análises por elementos finitos, o que não chega a comprometer a eficiência do programa de 
otimização.
Inicializando o processo de otimização com os multiplicadores de Lagrange iguais a zero 
toma-se possível a seleção dinâmica de restrições ativas.
Utilizou-se como critério de convergência as condições de Kuhn-Tucker que são 
condições de necessárias de otimalidade o que possibilita a determinação de um mínimo para a 
função. Devido a isto, o programa de otimização de estruturas treliçadas desenvolvido, foi 
aplicado para problemas em que se conhece a solução analítica. Em todos os casos 
considerados, os resultados numéricos convergiram para estes valores, demonstrando a eficiência 
e confiabilidade dos algoritmos utilizados no desenvolvimento desta ferramenta de otimização de 
estrutural.
Quanto aos resultados numéricos observa-se que, para a estrutura de duas barras, no caso
1 , obteve-se como resposta do processo de otimização, a resposta da solução analítica para a 
estrutura. No caso 2, pode-se observar que ao serem utilizadas restrições de estabilidade, o 
resultado obtido é validado pela resposta da solução analítica. O caso 3, é utilizado como um 
primeiro teste onde se tem o espaço das variáveis de projeto do problema ampliado. Ao ser
somada a variável responsável pelo problema de otimização de forma da estrutura, temos na 
verdade dois espaços de projeto diferentes, um das variáveis de dimensão, o outro, das variáveis 
de configuração, onde novamente os resultados encontrados foram satisfatórios.
Para a estrutura de dez barras, os dois últimos casos resolvidos empregam o conceito de 
inter-relacionamento de variáveis. No caso 1, é apresentado o exemplo clássico de otimização 
onde verifica-se a validade das respostas encontradas. Já nos casos 2 e 3, são utilizadas restrições 
de estabilidade e deslocamento. Nestes três casos a resposta do processo de otimização é dada 
em menos de dez iterações. É Possível ainda observar nas tabelas (5.2.3) e (5.2.5), que são 
obtidos para alguns elementos da estrutura, o valor da área igual ao limite inferior de sua 
restrição; de modo que não é violada a restrição de área, e de nenhuma outra restrição para os 
três casos ao final do processo de otimização.
Para a estrutura de cinco barras são otimzadas dimensão e forma. Neste, a solução 
numérica obtida é igual a solução analítica.
O problema de otimização dimensional e de forma da estrutura de treze barras, foi o mais 
extenso em número de iterações e tempo de execução. Constata-se ainda que, a tensão em cada 
elemento da estrutura é igual a tensão admissível.
A estrutura de dezoito barras forneceu resultados que diferem dos resultados obtidos por 
K. Imai, para a otimização de dimensão e de forma. A função objetivo é inferior ao do trabalho 
de K. Imai em 3,32 %, porém é factível e satisfaz a condição necessária de otimalidade, utilizada 
como critério de convergência. Esta solução de fato representa o mínimo local do problema. A 
otimização de dimensão fornece o resultado 0,01 % menor que o obtido por K. Imai. Deve ser 
lembrado ainda que, nestes dois casos, estão incluídas restrições de estabilidade. Pode-se 
observar ainda, a grande redução de peso da estrutura com dimensão e forma otimizadas (caso 
1), em relação a estrutra que teve apenas as variáveis de dimensão otimizadas (caso 2), que para
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este exemplo de otimização de estrutura de dezoito barras correspondeu a uma redução de 27 % 
de seu peso.
O programa foi totalmente implementado para a otimização de estruturas treliçadas em 
3D. Estes resultados não são apresentados neste trabalho, por não terem sido encontradas, na 
literatura e em artigos consultados, informações suficientes (e.g., valores de carregamentos e em 
que nós da estrutura estão aplicados), para serem analisados os mesmos casos pelo programa. 
Em breve estes resultados serão publicados.
No apêndice E, apresenta-se o algoritmo desenvolvido.
Como sugestão de continuidade do trabalho pode-se implementar a otimização de 
topologia estrutural, onde são removidos membros com área mínima.
Geração automática das informações de quais posições nodais serão variáveis de projeto 
de configuração.
A introdução do múltiplos critérios de ótimo, de modo a obter uma estrutura otimizada 
para várias funções objetivo, tais como, peso e custo, por exemplo.
Implementar e verificar novas classes de algoritmos de otimização, de modo a obter uma 
ferramenta para otimização de estruturas treliçadas que seja robusto e apresente uma taxa de 
convergência mais elevada.
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Apêndice A
Neste apêndice, é resolvido um simples exemplo matemático pela aplicação do método do 
multiplicador. Com objetivo de comparação, o mesmo problema é tratado pelo método da função 
da de penalização interior.
Para isto, considera-se um exemplo bastante simples.
Min x
(A .1)Sujeito a 1 -  x  < 0
Apesar da simplicidade este problema servirá para introduzir as propriedades essenciais 
implicadas pelo método do multiplicador.
A função Lagrangeana clássica para o problema acima pode ser definida como:
L0(jc,X) = :c + k ( l - * )  (A .2)
onde X é um número real não negativo chamado multiplicador de Lagrange. Das condições 
estacionárias da função Lagrangeana (A .2), encontra-se o par ótimo:
(**A*) = (1,1) (A .3)
Agora resolve-se a Eq.(A .1) pelo método da função de penalização interior. Para um 
problema geral de programação matemática não linear de forma:
Min f ( x )
/ X (A .4)Sujeito agj <0  \i = \,...,m)
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se obtém uma expressão de penalidade interior.
Para obter a variável primai ótima, x* , é preciso resolver a seqüência de problemas sem 
restrição (A .5) pelo incremento do fator de resposta C ao infinito.
Para o simples problema (A . 1), a Eq. (A .5) toma-se:
<>''(x,C) = x - ^ y T 7  (A .6)
Dado um valor de C podemos mostrar analiticamente que (A .6) tem um mínimo para:
Í = 1 + j c  ( A -7)
Portanto é óbvio que x —» x*  como C —> esta é a natureza geral do método da função 
de penalidade interior.
Para ver o comportamento numérico, a Função (A .6) é plotada na Figura (A .1) para 
vários valores de do fator de resposta C. Nesta figura, cada curva representa um problema de 
minimização sem restrição resolvido. É possível ver que, se o fator de resposta C é
relativamente pequeno, <t>'(x,c) é uma curva horizontal, i.e., a mudança do valor da função é 
gradual portanto ela é de fácil minimização. No entanto, como C toma-se grande, o valor da
função muda muito rapidamente e a localização do ponto de mínimo considerando-se qual 
algoritmo de otimização é empregado. Esta situação representa o conhecido mal 
condicionamento da função de penalização. É claro que o mal condicionamento não pode ser 
evitado sempre que se utiliza o método da função de penalidade interior estendido, porque ele
justamente estende dentro de uma região inviável a partir de um certo ponto
normalmente localizado entre uma restrição crítica e um ponto de mínimo.
93
x
Figura A .1 - Função de penalização interior.
A Figura mostra claramente a natureza de baixa convergência. Observe que, 
praticamente não podemos obter obter a solução analítica por este método, porque não se pode 
incrementar o fator de resposta ao infinito.
Portanto, do ponto de vista puramente teórico, o método da função de penalidade interior, 
é visto como inconveniente por dois motivos:
i- É necessário fazer com que C vá ao infinito para obter a solução. Entretanto, isto pode causar 
um mal condicionamento do problema sem restrição a ser resolvido.
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ii- A convergência do método é somente assintótica e nunca pode-se encontrar a solução 
verdadeira.
Estes inconvenientes provém do fato que, no método de função de penalidade interior, são 
introduzidas muitas penalidades ao longo das restrições críticas e, portanto, os pontos 
intermediários de projeto diminuem dentro da região viável.
Continuando, nomente é resolvido o simples problema definido pela Eq.(A.l), utilizando agora o 
método da função de penalidade exterior. Para o problema geral (A .4), tem-se a função 
quadrática de penalidade exterior como:




Portanto para este problema, tem-se :
<|)e(x,C) = x  + —




Da condição de estacionaridade da Eq. (A .9), obtém-se um ponto de mínimo:
5 F = 1 -^  (A .10)
Portanto se C —» , então x —> x* . Neste método, x* é procurado a partir da região inviável. 
Plota-se a função (|)e(x,C) na Figura (A .2).
Figura A .2- Função de penalização exterior.
A partir da figuras pode-se fazer duas observações:
1 -0  mal condicionamento do problema sem restrição quando C é atualizado.
2- A natureza assintótica da convergência.
Portanto, a partir do fato que o método da função quadrática de penalidade exterior, busca a 
solução a partir da região inviável, ele tem os mesmos inconvenientes que o método da função de 
penalidade interior.
Finalmente resolve-se a Eq.( Al) pelo método do multiplicador. Para o problema geral (A .4), 
temos uma Função Lagrangeana Aumentada como segue:
A(x,'k,C)=  / ( x ) + 5 /
«■=i
1 , X. X.
2 S i+ ~C8i 86 g i ~~~C
do contrário (A . 11)
X2,
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Que, para este problema transforma-se em:
A(x ,X,C) = x + C
1 /, \2 A ( v Ai





Agora, aplica-se o algoritmo sugerido na seção 1.2, com A,° = 0 , C° = l. Então a Função 
Lagrangeana Aumentada toma-se:




Este tem a solução:
x°  =  0 (A . 14)
Agora, utiliza-se a fórmula de atualização do multiplicador de Lagrange para o próximo passo.
A,1 = max (o, À,0 + C °g(x 0 )) 
= max( 0,0 +1 x l) = 1
(A .15)
O próximo problema sem restrição é criado com X,1 = 1 e C ‘ = l. Observe que neste cálculo, o 
fator de resposta é intencionalmente mantido constante, para mostrar a convergência do método 
sempre no caso de fator de resposta constante. A Função Lagrangeana Aumentada toma-se:
a ,(x, i, i) = x +-




Então este tem o ponto de solução:
(A. 17)
Atualizar o multiplicador de Lagrange por:
X2 = max( 0,A,’ + C Ig (x 1))
; ,  "  ( a . i 8)
= max (0,1+1 x O) = 1
Se X,1 = X2, pare o cálculo. A solução ótima obtida é:
(x*A *)= (U ) (A .19)
É claro, isto está de acordo com o resultado (A .3).
As funções Ao e Ai estão plotadas na Figura (A .3), e os valores da função objetivo versus C está 
plotado na Figura (A .4).
Figura A .3 - Função Lagrangeana Aumentada.
1 I— I —“I1 1 1 1 “I" 1
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Figura A .4 - Convergência da Função Lagrangeana Aumentada.
De ambas as figuras pode-se observar os seguintes fatos significantes:
i- A solução é obtida em apenas duas iterações do problema sem restrição.
ii- Cada problema sem restrição tem curva suave e o mal condicionamento não ocorre.
iii- A convergência não é assintótica. A solução exata pode ser obtida.
iv- O método do multiplicador com os multiplicadores de Lagrange inicializados como 
zero buscam a solução a partir da região inviável.
v- O multiplicador de Lagrange ótimo também é obtido.
vi- Qualquer ponto inicial é permitido.
Portanto, do ponto de vista teórico, o método do multiplicador é um método atrativo. Ele aparece 
como sendo superior aos outros métodos de função de penalização devido a sua rápida 
convergência e a não ocorrência de mal condicionamento na minimização dos problemas sem 
restrição.
Na solução deste problema simples, C foi mantido constante, mas se é incrementado em cada 
passo como em outros métodos de penalidade, a convergência pode ser acelerada, observe que 
ao se iniciar o método com valores grandes para os multiplicadores de Lagrange, ao invés de 
determinar valor zero a eles, o método busca soluções a partir da região viável, esta parece ser 




Todas as expressões necessárias para a análise de sensibilidade dos deslocamentos 
apresentada na seção 4.6 estão dadas neste apêndice.
A matriz de rigidez do elemento K* para um elemento de barra de duas dimensões tem a 
seguinte forma:
no qual Ei, Ai e Li são respectivamente o módulo de elasticidade, a área da seção transversal e o 
comprimento do i-ésimo membro. Os símbolos Lx e Ly representam o comprimento do membro
projetado no sistema de coordenadas de referência.










-  A 2 se i e  Gp (B .4)
•tf
1
LxLy - 4 - L  Lx  y






se i e Go (B.5)
Considere a diferenciação do vetor de peso próprio FDj com relação a /3k. Assumindo que 
o eixo y do sistema de referência está no eixo gravitacional, o vetor de peso próprio é dado por:
F r = _ P | 4 & ( a W ) (B 6)
De acordo com as equações (B .2) e (B.4), segue que:
f £ ,Pj= 0 se i í o ;  (B.7)
*£<!>. se i e  G‘ (B.8)
Por outro lado, o vetor do carregamento térmico no elemento é dado por:
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QtAT&A, / v
K  = -  L \ - Lx - L y>Lx,L y) (B.9)
onde 0.e ATt , representam respectivamente o coeficiente de expansão térmica e a variação de 
temperatura no i-ésimo elemento. Os resultados da diferenciação do vetor (B .9) com relação a 
ßt são dadas por:
0 se i è G; (B .10)
e
= %,ATf ' A' (Lt ,Ly,-L x -L y)  se i e G ‘ (B .11)
Prosseguindo, considere a diferenciação da matriz Ã; e os vetores e FTt com relação a
uma coordenada nodal independente yk . Para avaliarmos a derivada de Kt , os seguintes termos 
devem ser avaliados.
s. = ( 4 / 4 k  (B -12)
s2 = (l , l J L ’),n  (B .13)
é claro,
s :< =  (B -14)
sí = 0 (i = 1,2,3) se i<zG)
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portanto,
KiJyi = 0 se ig  Gy (B .15)
Voltando a atenção para o caso i e Gy , a diferenciação direta das equações (B .12), (B .13) e (B 
.14) fornece os seguintes resultados:
s, =2LxV jL ]  -3L\ V j L \ (B .16)
= LxV jL ]  + L ^ / L )  -31 (B .17)
S,= 2 \ ,yV}lL]-yL\Vl/ l í l 
para os quais V,. (i = 1,2,3) são definidos como:
(B .18)
V, = L,,. V2 = Lx,yi V3 = L~‘y,yk (B .19)
Entretanto, as expressões para estes termos foram previamente obtidas na seção 4.5 (ver 
equações (4.5.10) até (4.5.14)). Para finalizar das equações (B .1) e (B .12) até (B .14):
K t>n =




se i e  Gt (B .20)
Expressões similares também podem ser obtidas para o vetor de peso próprio que são 
dados por:
F*,yt= 0 se i £ G ky (B .21)
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FZ,y t= ^ ( 0 , W )  se i e G J  (B .22)
Para o vetor de carga térmica temos:
F ^ yt= 0 se i í G j  (B .23)
e
Fb y , = QíÁTíE íA { ~ ^ - zy,zx,zy) se i e G y (B .24)
onde (i = 1,2) são definidos por:
Z ,= V j L , - L ,V j L )  (B.25)
z2= V , lL , - L y J [ } ,  (B .26)
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Apêndice C
Neste apêndice a matriz de tensão Si para o elemento de barra de duas dimensões é 
fornecido primeiramente. Subseqüentemente, será fornecido sua diferenciação com relação as 
coordenadas nodais yk .
A matriz de tensão Si para o i-ésimo elemento o qual é aparece na seção 4.7 (Equação
(4.7.1)) é dado por:
St — j2 ( Lx, Ly,Lx, L (C .1)
Observe que a matriz de tensão é função somente das coordenadas nodais. A área da seção 
transversal A, não aparece na expressão.
A derivação direta desta expressão com relação as coordenadas nodais independentes yu 
conduz a:
St,Jk = 0 se Í<ZG) (C .2)
e
S i>ík = Ei^—H l,—H 2,H ifH 2) se i e G ky (C .3)
onde os termos H t(i = 1,2) são obtidos pelas seguintes expressões: 
H ,= v J i ; - 2 L , v , l L )
e
(C .4)
H 2= V j L ) - 2 L yVxlL) (C .5)
Recorde que as quantidades Vt (i = 1,2,3) nas equações (C .4) e (C .5) foram definidas no 




Aqui são apresentados alguns coeficientes de flambagem (k) para diferentes geometrias 
de seção transversal para o elemento de barra.
Para seção tubular temos, para a área da seção transversal e inércia, respectivamente::
A = 2nRt (D.l)
I = kR3í (D.2)
e estabelecemos a seguinte relação entre o diâmetro e espessura:
Assim, temos agora para a seção:
A = |jtR 2 (D.4)
I = j R 4 (D. 5)
A carga crítica de flambagem é dada por:
P = - ^ ~  (D.6)
4 L
Substituindo a expressão do momento de inércia da seção, na expressão da carga crítica 
encontramos a seguinte expressão:
P = -itR2— ^ -  (D.7)
20 L 2
Portanto, o valor do coeficiente de flambagem k para a seção tubular é:
k = —  (D.8)
20 v ’
De onde obtemos a expressão para flambagem após relacionar os termos de área:
Para a seção quadrada, obtemos o seguinte valor para k:
* = 7 ^  (D. 10)
Para uma barra com seção transversal retangular e inércia,
A = bh (D. 11)
/ - £  (D.12)
é necessário estabelecer a seguinte relação entre a base e a altura da seção:
* = |  (D. 13)
O denominador da equação (D. 13) acima pode ser um valor qualquer que se pretenda 
utilizar para estabelecer a relação entre a altura e a base da seção transversal.
Utilizando a expressão da carga crítica de flambagem e estabelecendo os devidos 
relacionamentos entre os termos, obtemos para esta seção transversal a seguinte relação para k:
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Neste trabalho não foram empregados elementos com seção transversal retangular, pois, 
se durante o processo de otimização o valor da altura da seção tende para o valor da base, 
podemos ter um elemento de elevada esbeltez, o que poderia levar a falha do componente 
estrutural devido a flambagem, e o programa desenvolvido não considera esta situação.
Apêndice E
Abaixo apresenta-se o algoritmo do programa desenvolvido neste trabalho.
Passo 1: Leitura de dados.
Passo 2: Avaliar a Função Lagrangeana Aumentada para as variáveis de projeto iniciais. 
Passo 3: Calcular direção de descida.
Passo 4: Resolver a seqüência do problema de otimização sem restrições.
Passo 5: Avaliar as Condições de Kuhn-Tucker, i. e.,
•  Gradiente da Função Lagrangeana Aumentada.
• Multiplicadores de Lagrange.
Passo 6: Se satisfaz critério de convergência (erro nos multiplicadores de Lagrange < 0. 
então pare. Se não volta para o Passo 3.
