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FOR A SYSTEM OF DELAY DIFFERENTIAL EQUATIONS
Wataru Saito and Ikki Fukuda
Department of Mathematics, Hokkaido University
Abstract
In this paper, we consider the asymptotic stability for a system of linear delay differential equa-
tions. By analysing of the characteristic equation in detail, we have established the necessary and
sufficient condition for the asymptotic stability for the zero solution of the system including the
“stability switching” which describe the transition between stability and instability.
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1 Introduction
In this paper, we consider the following linear system of delay differential equations:
x′(t) + ax(t) + αx(t− τ) + by(t) = 0,
y′(t) + ay(t) + cx(t) + αy(t− τ) = 0, (1.1)
where x(t) and y(t) denote real-valued unknown functions for t ≥ 0. The coefficients a, α, b and c are
real numbers, while τ is a positive number, called the time delay parameter. To study delay differential
equations is very important because it appears in several physical fields and engineering as mathematical
models. For example, population models of Lotka-Volterra type and prey-predator models, neural network
models, and also traffic flow, see e.g. [1, 4, 10, 12]. In the present paper, we consider the asymptotic
stability for the zero solution of (1.1).
Let us introduce the known results related to this problem briefly. For the scalar equation, the
asymptotic stability is well studied (e.g. [2, 3, 6]). On the other hand, Suzuki-Matsunaga [11] studied
some system of delay differential equations with off-diagonal delay. Also, Matsunaga [8] studied the
system (1.1) with a = 0, and obtained the necessary and sufficient condition for the asymptotic stability.
Moreover, Nishiguchi [9] generalized the result obtained in [8]. In this paper, we derive the necessary
and sufficient condition for the asymptotic stability for the zero solution of (1.1). Especially, the main
purpose of this paper is to derive the condition associated with stability switching.
2 Main Result
Let us state our main result concerning the necessary and sufficient condition for the asymptotic stability
of the system (1.1):
Theorem 2.1. Suppose that α2 6= a2 when bc < 0. The zero solution of the system (1.1) is asymptotically
stable if and only if any one of the following conditions holds:
(i) bc ≥ 0 and
−(a+ β) < α ≤ a+ β or


|a+ β| < α,
0 < τ <
1√
α2 − (a+ β)2Cos
−1
(
−a+ β
α
)
and
−(a− β) < α ≤ a− β or


|a− β| < α,
0 < τ <
1√
α2 − (a− β)2Cos
−1
(
−a− β
α
)
,
where β :=
√
bc.
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(ii) bc < 0 and
(ii− 1) α2 > a2 and

√
D ≥ d , a+ α > 0 and τ ∈ (0, r1.0),
√
D < d


a+ α > 0
{
k = 0 and τ ∈ (0, r1.0),
k ≥ 1 and τ ∈ (0, r1.0) ∪ (r2.0, r1.1) ∪ · · · ∪ (r2.k−1, r1.k),
a+ α < 0 , l ≥ 0 and τ ∈ (r2.0, r1.0) ∪ · · · ∪ (r2.l, r1.l),
(ii− 2) α2 < a2 and a+ α > 0,
where d :=
√−bc, D := α2 − a2, E := − a
α
, k :=
⌊
d Cos−1E
2
√
Dpi
⌋
and l :=

(
d−√D
)
pi − d Cos−1E
2
√
Dpi
,
while
ω1 := −d−
√
D and r1.n :=


1
ω1
(−2npi − Cos−1E) , α > 0,
1
ω1
(−2(n+ 1)pi +Cos−1E) , α < 0 (2.1)
for n = 0, 1, 2, · · · , and
ω2 := −d+
√
D and r2.n :=


1
ω2
(−2(n+ 1)pi +Cos−1E) , α > 0,
1
ω2
(−2npi − Cos−1E) , α < 0 (2.2)
for d 6=
√
D and n = 0, 1, 2, · · · . Here, we have used the floor function ⌊x⌋ := max{n ∈ Z | n ≤ x}.
Remark 2.2. If we take a = 0 in Theorem 2.1, then we can easily get the same conditions for Theorem
1.1 obtained in [8].
Remark 2.3. The conditions for τ in (ii− 1) tells us that as τ increases monotonously from 0, the
stability of the zero solutions of system (1.1) switches in finite time. This kind of phenomena is called
“stability switching” (see, e.g. [3, 8]).
3 Proof of the Main Theorem
In this section, we prove Theorem 2.1. The stability for the zero solution of system (1.1) is completely
determined by the roots of the associated characteristic equation. Now, let (λ, φ) ∈ C×R2. Substituting
(x(t), y(t))T = eλtφ into (1.1), we have the following eigenvalue problem corresponding to (1.1):
(
(λ+ αe−λτ )I +A
)
φ = 0 with A =
(
a b
c a
)
.
Thus, our characteristic equation is given by
G(λ) := det
(
(λ+ αe−λτ )I +A
)
=
(
λ+ αe−λτ + a
)2 − bc
=
{(
λ+ αe−λτ + a+
√
bc
)(
λ+ αe−λτ + a−
√
bc
)
, bc ≥ 0,(
λ+ αe−λτ + a+ i
√−bc) (λ+ αe−λτ + a− i√−bc) , bc < 0 = 0.
(3.1)
The above equation G(λ) = 0 is called a characteristic equation of (1.1), and the solution of the equation
is called a characteristic root. It is called the zero solution of system (1.1) is asymptotically stable if and
only if all the roots of the characteristic equation lie in the open left half of the complex plane (see, e.g.
[5]). Therefore, the goal of our study is to derive the conditions that the real parts of all the characteristic
roots are negative.
First, let α = 0. In this case, the characteristic roots are either λ = −a ±
√
bc if bc ≥ 0 or λ =
−a ± i√−bc if bc < 0. Then, all the roots of (3.1) have negative real parts if and only if one of the
following conditions holds:
bc ≥ 0, −a+
√
bc < 0 or bc < 0, a > 0. (3.2)
In the following, we consider (3.1) with α 6= 0. First we treat the case of bc ≥ 0. Recalling β =
√
bc,
(3.1) is reduced to
λ+ αe−λτ + a+ β = 0 or λ+ αe−λτ + a− β = 0.
For these equations, we have the following lemma (for the proof, see e.g. [3, 6]):
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Lemma 3.1. Let p and q be real numbers. Then all the roots of the equation λ + p + qe−λτ = 0 have
negative real parts if and only if the following conditions holds:
−p < q ≤ p
or
|p| < q and 0 < τ < 1√
q2 − p2Cos
−1
(
−p
q
)
.
Therefore, by virtue of this Lemma 3.1, one can immediately obtain the following result:
Proposition 3.2. Let bc ≥ 0. Then all the roots of (3.1) have negative real parts if and only if the
condition (i) holds.
Next, we consider the case of bc < 0. Recalling d =
√−bc, we see that all the roots of (3.1) have
negative real parts if and only if all the roots of
F (λ) := λ+ αe−λτ + a+ id = 0 (3.3)
have negative real parts since the function G(λ) is written as G(λ) = F (λ)F (λ), where λ denotes the
complex conjugate of any complex number λ. The next lemma plays an essential role in determining the
location of roots of (3.3) for a given τ (for the proof, see [7]).
Lemma 3.3. Let f(λ, τ) = λn+ g(λ, τ), where g(λ, τ) is an analytic function and n is a positive integer.
Assume that lim supReλ>0, |λ|→∞ |λ−ng(λ, τ)| < 1. As τ varies, the number of roots of f(λ, τ) = 0
including multiplicity in the open right half-plane can change only if a root appears on or crosses the
imaginary axis.
Corollary 3.4. As τ varies, the number of roots of (3.3) including multiplicity in the open right half-plane
can change only if a root appears on or crosses the imaginary axis.
Consequently, it is important to find the value τ for which equation (3.3) has root on the imaginary
axis. Let F (iω) = 0. Then, we have F (iω) = iω + αe−iωτ + a + id = 0. We divide it into the real part
and imaginary part, and obtain α cosωτ = −a and α sinωτ = ω + d. By squaring both sides of these
equality and adding them together, we have α2 = a2 + (ω + d)2. Therefore, we obtain ω = −d±
√
D if
D = α2 − a2 ≥ 0. On the other hand, if α2 < a2, (3.3) has no purely imaginary roots.
In the latter case, we have the following result:
Proposition 3.5. Let α 6= 0, bc < 0 and α2 < a2. Then all the roots of (3.1) have negative real parts if
and only if a+ α > 0.
Proof. Under these assumptions, the equation (3.3) has no purely imaginary roots, as we have observed
in the above. Since (3.3) has only root λ = −α−a−id for τ = 0, Corollary 3.4 implies the conclusion.
In what follows, we consider the case where α 6= 0, bc < 0 and α2 > a2. First, we show the following
lemma:
Lemma 3.6. Let α 6= 0, bc < 0 and α2 ≥ a2. If λ = iω (ω ∈ R) and τ ≥ 0 satisfy (3.3), we have
ω = ω1 and τ = r1.n, or ω = ω2 and τ = r2.n, where ω1, ω2, r1.n and r2.n are defined by (2.1) and (2.2).
Conversely, if we take ω = ω1 and τ = r1.n, or ω = ω2 and τ = r2.n, then λ = iω and τ satisfy (3.3).
Proof. Let λ = iω (ω ∈ R) and τ ≥ 0 satisfy (3.3). From the above observation, we have ω = ω1 or
ω = ω2. We note that
cosωτ = − a
α
= E and sinωτ =
ω + d
α
. (3.4)
Then, if ω = ω1 = −d −
√
D and α > 0, since sinω1τ < 0 from (3.4), we have ω1τ = 2npi − Cos−1E.
Therefore, we get
τ =
1
ω1
(−2npi − Cos−1E) = r1.n, α > 0, n = 0, 1, 2, · · · .
On the other hand, if ω = ω1 = −d−
√
D and α < 0, we have
τ =
1
ω1
(−2(n+ 1)pi +Cos−1E) = r1.n, α < 0, n = 0, 1, 2, · · · ,
since sinω1τ > 0 from (3.4). Thus we obtain τ = r1.n. If ω = ω2 = −d+
√
D, similarly we have τ = r2.n.
The second statement can be proved by a direct calculation.
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Next we examine how the roots of (3.3) cross the imaginary axis as τ increases.
Lemma 3.7. Let α 6= 0, bc < 0 and α2 > a2. Then the purely imaginary root iω1 of (3.3) crosses the
imaginary axis from left to right as τ increases. Also, the purely imaginary root iω2 crosses the imaginary
axis from left to right if
√
D > d, while iω2 crosses the imaginary axis from right to left if
√
D < d, where
ω1 and ω2 are defined by (2.1) and (2.2).
Proof. Taking the derivative of λ with respect to τ on the both sides of (3.3), we obtain
dλ
dτ
− αe−λτ
(
τ
dλ
dτ
+ λ
)
= 0.
Thus, we have
(1 + τ(λ + a+ id))
dλ
dτ
= −λ(λ+ a+ id).
Therefore, substituting λ = iω to the above equation, we have
dλ
dτ
∣∣∣∣
λ=iω
= − iω(iω + a+ id)
1 + τ(iω + a+ id)
=
ω(ω + d)− aωi
(1 + aτ) + iτ(ω + d)
=
(ω(ω + d)− aωi)((1 + aτ) − iτ(ω + d))
(1 + aτ)2 + τ2(ω + d)2
.
This yields that
Re
dλ
dτ
∣∣∣∣
λ=iω
=
ω(ω + d)(1 + aτ)− aωτ(ω + d)
(1 + aτ)2 + τ2(ω + d)2
=
ω(ω + d)
(1 + aτ)2 + τ2(ω + d)2
. (3.5)
If we take ω = ω1 in (3.5), since ω1(ω1+d) = (d+
√
D)
√
D > 0, we have Re(dλ/dτ)|λ=iω1 > 0. Therefore,
the root iω1 crosses the imaginary axis from left to right as τ increases. On the other hand, if we take
ω = ω2, we have ω2(ω2 + d) = (−d +
√
D)
√
D. Therefore, it follows that Re(dλ/dτ)|λ=iω2 > 0 holds if√
D > d, while Re(dλ/dτ)|λ=iω2 < 0 holds if
√
D < d. Thus, iω2 crosses the imaginary axis from left to
right if
√
D > d, while iω2 crosses the imaginary axis from right to left if
√
D < d. This completes the
proof.
Remark 3.8. In the case of α2 = a2, since ω1 = ω2 = −d, we have Re(dλ/dτ)|λ=iωj = 0 for j = 1, 2
from (3.5). Hence, we cannot analyze the behavior of the roots iωj by using (3.5).
Now, we are ready to complete the proof of Theorem 2.1.
Proposition 3.9. Let α 6= 0, bc < 0 and α2 > a2. Then all the roots of (3.1) have negative real parts if
and only if the condition (ii− 1) holds:
Proof. For all τ ≥ 0, we define ν(τ) as the number of the roots of (3.3) including multiplicity whose real
parts are positive.
Case (I): a+ α > 0. In this case, we note that equation (3.3) has only root λ = −α−a− id for τ = 0,
and it means all the root lie in the left half of the complex plane for τ = 0. Also, from α2 > a2 and
a+ α > 0, we have α > 0.
Subcase (I− 1):
√
D > d. From Lemma 3.6, (3.3) has roots ω = ω1 < 0 with τ = r1.n or ω = ω2 > 0
with τ = r2.n for n = 0, 1, 2, · · · . Let λ1.n(τ) and λ2.n(τ) are the branches of the roots of (3.3) such that
λ1.n(r1.n) = iω1 and λ2.n(r2.n) = iω2, respectively. By virtue of Corollary 3.4 and Lemma 3.7, λ1.n(τ)
moves in the right half of the complex plane and cannot move in the left half of the complex plane
crossing on the imaginary axis as τ increases from r1.n. Similarly, λ2.n(τ) moves in the right half-plane
and cannot move in the left half-plane crossing on the imaginary axis as τ increases from r2.n. Therefore,
since r1.0 < r2.0, it follows that
ν(τ) = 0 if τ ∈ (0, r1.0) , ν(τ) ≥ 1 if τ ∈ (r1.0,∞). (3.6)
Subcase (I− 2):
√
D = d. From Lemma 3.6, (3.3) has roots ω = ω1 < 0 with τ = r1.n for n = 0, 1, 2, · · · .
Let λ1.n(τ) is the branches of the roots of (3.3) such that λ1.n(r1.n) = iω1. From Corollary 3.4 and
Lemma 3.7, λ1.n(τ) moves in the right half-plane and cannot move in the left half-plane crossing on the
imaginary axis as τ increases from r1.n. Therefore, we obtain (3.6).
Subcase (I− 3):
√
D < d. From Lemma 3.6, (3.3) has roots ω = ω1 < 0 with τ = r1.n or ω = ω2 < 0
with τ = r2.n for n = 0, 1, 2, · · · . Let λ1.n(τ) and λ2.n(τ) are the branches of the roots of (3.3) such that
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λ1.n(r1.n) = iω1 and λ2.n(r2.n) = iω2, respectively. Corollary 3.4 and Lemma 3.7 asserts that λ1.n(τ)
moves in the right half-plane as τ increases from r1.n. On the other hand, λ2.n(τ) moves in the left
half-plane as τ increases from r2.n. Thus, we need to examine the order relation between r1.n and r2.n.
First, we note that
r2.n − r1.n = 2
ω1ω2
(
2n
√
Dpi + pid+
√
D(pi − Cos−1E)
)
> 0, n = 0, 1, 2, · · · , (3.7)
r1.n − r2.n−1 = 2
ω1ω2
(
d Cos−1E − 2n
√
Dpi
)
, r1.n+1 − r1.n = 2pi|ω1| <
2pi
|ω2| = r2.n+1 − r2.n. (3.8)
Therefore, from (3.8), there exists a positive integer m1(n) such that
r2.n < r1.m1(n) < r2.n+1. (3.9)
Subcase (I− 3− a): dCos−1E < 2√Dpi, i.e. k = 0 (recall k =
⌊
d Cos−1E
2
√
Dpi
⌋
).
In this case, we have r1.n − r2.n−1 < 0 for n = 1, 2, · · · from (3.8). Thus, together with (3.9), we get
0 < r1.0 < r1.1 < r2.0 < r1.2 < · · · .
Therefore, from Corollary 3.4 and Lemma 3.7, we obtain (3.6).
Subcase (I− 3− b): dCos−1E ≥ 2√Dpi, i.e. k ≥ 1.
In this case, since
r1.n − r2.n−1 > 0, n = 1, 2, · · · , k and r1.n − r2.n−1 < 0, n = k + 1, k + 2, · · ·
from (3.9), it follows from (3.7) that
0 < r1.0 < r2.0 < · · · < r2.k−1 < r1.k < r1.k+1 < r2.k < · · · . (3.10)
Therefore, from Corollary 3.4, Lemma 3.7, (3.9) and (3.10), we finally obtain

ν(τ) = 0 if τ ∈ (0, r1.0) ∪ (r2.0, r1.1) ∪ · · · ∪ (r2.k−1, r1.k),
ν(τ) = 1 if τ ∈ (r1.0, r2.0) ∪ (r1.1, r2.1) ∪ · · · ∪ (r1.k−1, r2.k−1),
ν(τ) ≥ 1 if τ ∈ (r1.k,∞).
Case (II): a+ α < 0. In this case, we note that equation (3.3) has only root λ = −α−a− id for τ = 0,
and it means all the root lie in the right half of the complex plane for τ = 0. Also, from α2 > a2 and
a+ α < 0, we have α < 0.
Subcase (II− 1): √D ≥ d. By the same argument given in Subcase (I− 1) and Subcase (I− 2), the
characteristic roots of (3.3) cannot move in the left half-plane crossing the imaginary axis as τ increases.
Therefore, we have ν(τ) ≥ 1 for τ > 0.
Subcase (II− 2): √D < d. Similarly to Subcase (I− 3), we have the following results:


ν(τ) = 0 if τ ∈ (r2.0, r1.0) ∪ (r2.1, r1.1) ∪ · · · ∪ (r2.l, r1.l),
ν(τ) = 1 if τ ∈ (0, r2.0) ∪ (r1.0, r2.1) ∪ · · · ∪ (r1.l−1, r2.l),
ν(τ) ≥ 1 if τ ∈ (r1.l,∞).
In conclusion, if α 6= 0, bc < 0 and α2 > a2, all the roots of (3.3) have negative real parts if and only
if the condition (ii− 1) holds. This completes the proof.
Finally, we can prove Theorem 2.1.
End of the Proof of Theorem 2.1. Combining Proposition 3.2, Proposition 3.5 and Proposition 3.9,
we immediately have Theorem 2.1.
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Conclusion
We have established the necessary and sufficient conditions for the asymptotic stability for the zero
solution of (1.1) including the stability switching. We believe that our result can be applicable for the
nonlinear problems in the several fields like population models, neural network models, and also traffic
flow, to investigate some dynamical behavior.
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