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Abstract
A set of vertices S in a graph G is a routing set if it ensures some kind of connectivity between all pairs of vertices outside of S.
Additional constraints may apply; a connected dominating set, for instance, is a special case of a routing set. We determine the size
of a minimum routing set in subgraphs of the integer lattice, as well as (asymptotically) for the lattice itself.
© 2007 Elsevier B.V. All rights reserved.
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1. Transportation networks and connectivity
Throughout this paper, we shall take any graph G= (V ,E) to be simple and of bounded degree; in our notation we
follow West [9]; thus (G) denotes the maximum degree of G, and for any vertex v ∈ V , dG(v) denotes the degree
of v (if the graph under discussion is clear, then the subscript will be omitted); if v ∈ V and w ∈ V are vertices, then
dG(v,w) denotes the distance between them (again, omitting the subscript if the graph is unambiguous); if y ∈ V is a
vertex, then N [y] = {v ∈ V : yv ∈ E} is the set of all vertices adjacent to y, and Nr [v] = {w ∈ V (G) : d(v,w)r}.
Recall that if S is a dominating set, and x ∈ S, then a vertex y /∈ S is a private neighbour of x if S ∩ N [y] = {x}; if S
and H are sets, then S|H denotes the set S restricted to H; ﬁnally, if n and m are positive integer numbers, then n|m and
nm denote that n divides m and n does not divides m, respectively.
Our concern is with graphs that represent (potential) transportation networks: that is, the verticesV can be taken to be
locations or destinations, and an edge exists between two vertices precisely when there is an “easy passage” between the
corresponding locations. Examples might include a city’s network of streets (with vertices representing intersections
or other points of interest, and edges direct routes between, i.e. road segments); a wide-area computer network (using
the standard representation of nodes and links); or an airline’s route map (where vertices represent cities/airports and
edges indicate existence of direct ﬂights).
We are concerned with a certain kind of connectivity: speciﬁcally, we want to designate a set S of vertices to be a
routing set and require that any trafﬁc between disparate points in our network passes solely through vertices in this set.
Deﬁne an S-path in G to be any path where all interior vertices are members of S. If we can ﬁnd an S-path between two
vertices v,w then we say that the pair is S-connected. (Note that such a path might be trivial, if v and w are adjacent.)
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There are multiple levels of global S-connectivity that wemight require.We shall call S a hub set if all pairs of vertices
v,w ∈ V −S are S-connected. If we additionally require that S induce a connected set (v andw are S-connected for any
v,w ∈ S) then we shall call S a connected hub set. Finally, if we demand universal S-connectivity—for any v,w ∈ V
there exists an S-path between v and w—then S is a connected dominating set. (The standard deﬁnition of a connected
dominating set S is that S is connected and every vertex in G is in N [S], the union of the closed neighbourhoods of
the vertices in S. It can be shown that this deﬁnition coincides with universal S-connectivity.) Fig. 1 demonstrates the
distinction between these levels of S-connectivity.
For all of these desiderata, we are particularly interested in ﬁnding sets of minimum cardinality. Recall that the
connected domination number c(G) of a graph G is the minimum cardinality of a connected dominating set in G; we
deﬁne the hub number h(G) and connected hub number hc(G) analogously. Connected domination was introduced in
[5] and has been studied since by numerous researchers (see [2] and its bibliography for a partial list); hub sets and
connected hub sets are studied in [7,8]. (A similar concept of “connecting sets” in graphs can be found in [4].)
It follows immediately from the deﬁnitions that for any graph G, h(G)hc(G)c(G). The example of P4 in Fig. 1
is a graph where the three parameters coincide, but Fig. 2 shows that this need not happen: the cube Q3 has a hub
number of 3 but a connected hub number of 4, and C4 has a connected hub number of 1 but a connected domination
number of 2.
The following (from [8]) is a useful lower bound on these parameters.
Lemma 1.1 (Walsh [8]). Let d(G) denote the diameter of G. Then h(G)d(G) − 1.
Proof. Let S be a hub set in G, m = d(G), and v0, vm be a maximum-distance pair of vertices. Let P = v0v1 . . . vm a
shortest path between them, and let j, k be the minimum and maximum values in the set {i : vi /∈ S}. Then there is an
S-path between vj and vk which must include at least k − j − 1 vertices; together with the j vertices “before” vj in P
and the m − k vertices “after” vk , this gives us the required number of S-vertices. 
2. Grid graphs
Our concern in this paper is the class of subgraphs of the integer lattice called grid graphs Lm,n = Pm × Pn, the
Cartesian product of paths.Our convention throughout shall be thatmn, unless speciﬁed otherwise.The corresponding
problem of ﬁnding the domination number of grid graphs has attracted signiﬁcant attention (see [1,3], for instance) and
these are natural graphs for us to consider for transportation networks.
Fig. 1. Different levels of S-connectivity in P4, where S is the set of vertices in the set marked by boxes. From left to right: a hub set which is not
connected; a connected hub set which is not dominating; and a connected dominating set.
Fig. 2. Demonstrations of the sharpness of inequalities: in (a) a minimum hub set of Q3 which is not connected; in (b) a minimum connected hub
set of Q3; in (c) a minimum (connected) hub set in C4 which does not dominate; and in (d) a minimum connected dominating set in C4.
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We shall show that for sufﬁciently large grid graphs, the three parameters under discussion are equal; for this reason,
after demonstrating this equivalence we shall concentrate on connected domination in these graphs. Our method is to
examine the families of graphs Lm,n for small, ﬁxed values of m; we then exploit these as the base cases of a recursive
construction.
In what follows, we assume the natural planar embedding of these graphs, and hence will talk about “left,”
“right”, “above”, “below”, “rows”, and “columns”. Let us also distinguish vertices by their degrees: for grid graphs
with at least two rows and two columns, we shall call the vertices of degree two corners, those of degree three
peripheral, and those of degree four internal. A row or column is central if it contains internal vertices, and
peripheral otherwise.
2.1. Hub numbers of grid graphs
Theorem 2.1. Let 3mn. Then hc(Lm,n) = c(Lm,n)
Proof. Suppose S is a connected hub set in Lm,n which is not dominating; there is thus some vertex x /∈ S which
is only adjacent to vertices outside of S. For any v /∈ S, there must be an S-path between x and v, but the only S-
paths with x as an endpoint must be trivial; hence, v must either be x or one of its neighbours. This implies that
|S|mn− ((Lm,n)+1)=mn−5.Any such S cannot be minimal, since a set obtained by the deletion of the leftmost
and rightmost columns gives a connected hub set of at most size mn − 6. 
In proving the equality of the hub and connected hub numbers for these graphs, we will make use of “swapping”: let
G=Lm,n for somem, n, and let T ⊆ V (G). If R0 and R1 are distinct rows of G, then we swap R0 with R1 to create T ∗
as follows: v ∈ Ri will be in T ∗ iff the corresponding vertex in R1−i is in T. (Outside of R0, R1 the sets T and T ∗ are
identical.) Swapping two columns is deﬁned analogously. Note that |T | = |T ∗|; we often will use this below without
mentioning it.
Lemma 2.2. Let 3mn. Then there exists a minimum hub set of Lm,n such that both of the peripheral columns
contain a non-hub vertex.
Proof. Let G=Lm,n, and let H be a minimum hub set of G. Let Gl be the leftmost column of G not entirely contained
in H, and let G0 be the absolute leftmost column of G. If Gl = G0, then we are done; otherwise, we create a new hub
set by swapping Gl with G0. Let denote the new hub set by H ∗. Now, similarly let Gr be the rightmost column of G
not entirely contained in H ∗, and let Gn−1 be the absolute rightmost column of G. If Gr = Gn−1, then we are done;
otherwise, we create a new hub set H ∗∗ from H ∗ by swapping Gr with Gn−1, and we are done, unless Gr = G0. But
Gr cannot be G0 because, the vertices of the central columns would form a smaller hub set, which contradicts our
minimality assumption. 
Theorem 2.3. Let 3mn. Then h(Lm,n) = hc(Lm,n).
Proof. Let H be a minimum hub set of G=Lm,n. If H induces a connected set, we are done, so assume otherwise. By
Lemma 2.2 we may assume that there are vertices x, y /∈H in the leftmost and rightmost columns, respectively, of G.
For deﬁniteness, assume that dG(x, y) is as large as possible.
We know that x and y must be H-connected, so let T ⊆ H be the internal vertices of a shortest H-path between x
and y; since there are at least three columns in G, we know that T = ∅. Let T ∗ = T ∪ {x, y}. We want T ∗ to separate
G − H : that is, there exist u, v ∈ V (G) − H in different components of G − T ∗.
If T ∗ is not such a set, then we can ﬁnd an H-path P between x and y consisting solely of vertices with degree (in G)
of at most 3; that is, solely of peripheral or corner vertices. Without loss of generality, let us assume that P runs along
the top row of G. We may use this path P to modify our hub set as follows.
• Suppose that x and y are the two top corner vertices. Find the ﬁrst row below the top row which contains non-hub
vertices; such vertices must be in central columns, otherwise x and y are not of maximum distance. We construct
a new hub set H ∗ from H by swapping this row with the top row, except for x, y and their counterparts.
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• If x is a top corner vertex and y is not in the top row, then all of the vertices of the top row except x must be in H.
If the vertex below x is not also in H, then we can choose that vertex to be x instead, yielding an H-path which
separates G−H . Otherwise, there must be internal non-hub vertices in the second row because H is a minimum
hub set; where there are no such vertices, then one of the hub vertices from the top row could be removed from
H and the result would be a smaller hub set. Therefore one can ﬁnd a new hub set H ∗ by swapping the ﬁrst two
rows except for the leftmost column.
• If dG(x)= dG(y)= 3, then the entire top row of G lies in P. Let R be the highest row of G not entirely contained
in H; then we can create the hub set H ∗ by swapping the contents of R with the top row of G, and thereby either
ﬁnd a shortestH ∗-path between x and ywhich separatesG−H ∗ or else—if x or ywas involved in the swap—ﬁnd
ourselves in one of the prior cases.
After the above manipulations are complete, it is possible that the resulting minimum hub set will be connected, in
which case we are done. If it is not connected, we now have a hub set which features an (x, y)-path T ∗ = T ∪ {x, y}
which separates non-hub vertices; in this case, let us say that H =H0∪˙H1∪˙ · · · ∪˙Hr where each Hi induces a maximal
component of H and T ⊆ H0. Then every non-hub vertex must be adjacent to some vertex in H0. (To see this, assume
that a is a non-hub vertex not adjacent to H0, and let b be a non-hub vertex separated from a by T. Then there is no hub
path between a and b, since any such path must pass through T ⊆ H0.)
We now proceed as follows. For each Hi , i > 0, choose some non-hub vertex vi ∈ N [Hi] and let G′i =G[Hi ∪ {vi}].
Choose a vertex ui ∈ Hi such that dG′i (ui, vi) is maximum; the ui thus chosen cannot be a cut-vertex in G′i . We then
create a new hub set H ′ = (H − ui) ∪ {vi}, which has one fewer component than did H, because Hi connects to H0
through vi . Repeated applications will render a hub set of equal cardinality to the original, but which is connected. 
2.2. Connected domination in grid graphs
Proposition 2.4.
(1) c(L1,1) = 1, c(L1,2) = 1, and if 3n, then c(L1,n) = n − 2.
(2) c(L2,2) = 2, c(L2,3) = 2, and if n4, then c(L2,n) = n.
(3) c(L3,n) = n.
Proof.
(1) The set consisting of the n − 2 vertices of G with degree 2 is a connected dominating set (in fact, the unique
minimum such set). The lower bound follows from Lemma 1.1, and the string of inequalities which follow from
the deﬁnition.
(2) An upper bound is provided by the fact that the set of n vertices in either row forms a connected dominating set.
Suppose that there is a connected dominating set S of size n − 1; then S must have empty intersection with at
least one peripheral column. But S must be adjacent to both of the corner vertices in this column, requiring an
extra vertex in the adjacent column; thus n is the minimum size.
(3) The middle row of n vertices is a connected dominating set. The lower bound is provided by Lemma 1.1 and
Theorems 2.1 and 2.3. 
For larger grid graphs, we will require the use of the following technical result.
Lemma 2.5. Let n> 3 and m> 0 be integers, and S be a connected dominating set in G = Lm,n. Deﬁne G3 to be the
subgraph consisting of the three rightmost columns ofG; then |S∩V (G3)|m.Further, if 3m, then |S∩V (G3)|m+1.
Proof. We proceed by strong induction on the number of rows m. If m = 1 then we must have two vertices from G3
in any connected dominating set S: one to cover the rightmost vertex, and one to connect with the rest of S. Likewise
if m = 2, then we need at least three vertices from G3 in any connected dominating set S, one vertex in the leftmost
column to provide connectivity, and two more to ensure that the two right corners are covered. When m = 3, S might
use all three vertices in the middle row; any other choice is worse, since it either uses distinct vertices to cover the
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two right corners (and hence must employ at least two additional vertices to ensure connectivity) or else the S-path
connecting the rightmost peripheral vertex to the rest of G is not as short as it could be.
Now assume that the result holds for allmk for some k3, and consider what happens whenm=k+1. If 3|(k+1),
we may have the analogue of them=3 case: the second, ﬁfth, eighth, etc. rows are entirely contained in S, and nothing
else is. This satisﬁes our conditions, so we may dispense with it and assume that we are not in this situation.
Let us assume, then, that 3|(k + 1) and S|G3 contains k vertices or fewer but not in the above conﬁguration.We must
have an empty row R (i.e. one which contains no S-vertices); the graph G3 − R then either consists of one component
isomorphic to Lk,3—which contains at least k + 1 vertices in S, by the induction hypothesis—or else two components
isomorphic to La,3, Lb,3 where a + b = k; since at least one of a, b is not divisible by 3, the number of S vertices
in G3 − R must be at least a + b + 1 = k + 1, again by the induction hypothesis. In either case, this contradicts our
assumption that S|G3 contains at most k vertices.
Now suppose that 3(k+ 1), and assume that S|G3 has k+ 1 or fewer vertices.We assert that there must be an empty
row R in G3: if no such row exists, then we must have exactly one S-vertex in each row, and they must all be in the
same column to maintain connectivity; this will either fail to dominate (if the S-vertices are all in the leftmost column
of H) or else will be disconnected from the rest of S (if the S-vertices are in one of the other columns). Again, let us
consider G3 − R; there are several options.
If G3 − R is connected: In this case, R was a peripheral row of G3, and hence its two rightmost vertices must be
dominated by the sole adjacent row in G3 −R; this means that there must be at least two S-vertices in this row, leaving
k − 1 S-vertices for the remaining k − 1 rows. As before, this proves to be insufﬁcient.
If G3 − R is disconnected: As before, we then have grid graphs Ga and Gb with three columns and a, b rows,
respectively. If neither a nor b is divisible by 3, then we have our contradiction by the inductive hypothesis immediately:
Ga and Gb must have (a + 1) and (b + 1) S-vertices, respectively, giving a sum which exceeds k + 1.
If one of them is and the other is not, then we still have our contradiction: assume that 3|a. The induction hypothesis
guarantees that Ga has at least a S-vertices, but this is only achieved exactly in one speciﬁc conﬁguration which
contributes nothing to dominating R. (This follows from the preceding part of the proof; if the number of rows is a
multiple of 3, then the absolute minimum is achieved with the unique conﬁguration where the second, ﬁfth, etc. rows
are in S.) The burden is thus shifted entirely to Gb, and we are left with a case equivalent to the “G3 −R is connected”
argument above. (If the S-vertices in Ga are not in this conﬁguration, then again we have the contradiction from our
induction hypothesis.)
Finally, if both a and b are divisible by 3, they cannot both be in the unique minimum conﬁguration from the prior
part of the proof since then R will not be dominated. We then have two possible cases which echo those of the prior
paragraph. 
Note that the above result did not depend on our convention that a grid has more columns than rows, and hence by
taking transpositions we can make a similar claim about the rows of a grid graph.
Theorem 2.6. c(L4,n) = 
5n/3
Proof. We proceed by induction on n, using n= k to establish that the result holds for n= k + 3.As such, we establish
our base cases by proving that the sets displayed in Fig. 3 are minimum for n = 4, 5, 6.
n = 4: Lemma 1.1 gives a lower bound of 5 to S-connect a pair of opposite corners. Assume that S contains such a
path T, T cannot be adjacent to both of the other corners. If it is adjacent to neither, then we need to augment T by at
least two vertices just to dominate, hence |S|7. Assume that T dominates three of the four corners. The path cannot
Fig. 3. Demonstrations of minimum connected dominating sets for L4,4, L4,5, and L4,6.
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Fig. 4. Possible conﬁgurations with one and two vertices in Gn−3 as private neighbours for elements of S ∩ G3. The dashed line separates Gn−3
and G3. Circled vertices are members of S, boxed vertices those in Gn−3 whose only S-neighbours are in G3.
dominate the fourth corner and at least one of its neighbours. In this case we will add at least two vertices to S to
nominate and connect.
n=5: By Lemma 2.5, the three rightmost columnsmust have at least ﬁve vertices, as must the three leftmost columns.
There must be at least one S-vertex in the central column for connectivity; if there is exactly one such S-vertex, there
must be four vertices to either side, making nine in total. If there are two non-adjacent S-vertices in the middle column,
then we will need at least four on one side of it in order to connect the central vertices and cover the corners and, by
Lemma 2.5, three on the other.With two adjacent vertices in the central column, wewill need at least three more on each
side to cover the corners; this cannot be sufﬁcient, however, since any such conﬁguration will leave an uncovered vertex
in either the second or fourth column, if not both.With three or four central S-vertices, we still need three S-vertices on
each side of the central column to connect and cover the corner vertices. Thus, nine vertices are the minimum possible.
n = 6: By Lemma 2.5, we must have at least ﬁve S-vertices in each of the three leftmost and rightmost columns,
making 10 the minimum number of such vertices.
Now suppose that n> 6 and let f (n) = c(L4,n). We shall show that f (n)f (n − 3) + 5.
Suppose that S is a minimum connected dominating set on G and |S|<f (n − 3) + 5. We split G into two sections:
Gn−3, which consists of the leftmost n − 3 columns, and G3, which consists of the remaining (rightmost) three
columns. By Lemma 2.5 we can see that |S∩Gn−3|<f (n−3). In this case S restricted toGn−3 cannot be a connected
dominating set of Gn−3, by the induction hypothesis. So some of the S-vertices in G3 must have vertices in Gn−3 as
private neighbours; this can only occur in certain speciﬁc ways, which we now consider in turn. The two different cases
where the number of vertices in G3 uncovered by S ∩ G3 is one or two are found in Fig. 4.
Since the set S is connected, there cannot be more than two vertices inGn−3 which are private neighbours of vertices
in S ∩ G3. If there is a single such vertex x, then it must have a neighbour y in the same column which is covered by
a vertex in S ∩ Gn−3. Let z be the member of S ∩ G3 adjacent to x; then deﬁne S∗ = (S − z) ∪ {y}, which is clearly
both connected and dominating. Further, S∗ restricted to Gn−3 is a connected dominating set of Gn−3, and hence
|S∗ ∩ Gn−3|f (n − 3).
If there are two such uncovered vertices x1, x2, then by connectivity of S they must be adjacent to each other, one
(say x1) in a peripheral row and the other in the adjoining central row. Let y be adjacent to x2 in the same column (see
Fig. 4); clearly y is covered by something in S∩Gn−3.We now construct a set S∗ with S∗∩Gn−3=(S∩Gn−3)∪{x2, y}
and S∗ ∩G3 consisting of the three vertices in the second row and the two below them in the second-rightmost column.
This ensures that |S| = |S∗| with S∗ restricted to Gn−3 connected dominating on that subgraph, as required.
In each of the above cases, we can generate a new connected dominating set S∗ such that |S∗|= |S|, but with at least
f (n − 3) S∗-vertices in Gn−3.
This proof suggests a natural construction for the upper bound: extend our base-case constructions rightward with a
suitable number of the blocks depicted below. 
Similar inductive constructions will work to establish values for larger grids. Proofs for the following two results can
be constructed by means analogous to those used for the 4× n case; examples of the minimum sets are given in Fig. 5.
Theorem 2.7.
(1) c(L5,n) = 
5n/3 + 
n/3.
(2) c(L6,n) = 2n + 2.
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Fig. 5. Demonstrating the pattern for minimum connected dominating sets of L5,n and L6,n. (Depicted: n = 7, 8, 9.)
Fig. 6. A minimum connected dominating set in L7,8. Note that the set restricted to the L4,8 subgraph below the dotted line is the solution derived
from Theorem 2.6.
Larger graphs essentially follow the patterns set out by m = 4 . . . 6.
Theorem 2.8. c(Lm,n) = c(Lm−3,n) + n + 1.
Proof. This follows inductively from Lemma 2.5: we use the m = 4 . . . 6 constructions as base cases to supply the
bottom rows, and then invoke the lemma to add three rows at a time above. (See Fig. 6 for an example.) 
Corollary 2.9. Let m = 3k + a, n = 3l + b where 0a, b2 and 4mn. Then c(Lm,n) is as follows:
b = 0 b = 1 b = 2
a = 0 3kl + k 3kl + 2k 3kl + 3k
a = 1 3kl + k + 2l − 1 3kl + 2k + 2l 3kl + 3k + 2l + 1
a = 2 3kl + k + 3l − 1 3kl + 2k + 3l + 1 3kl + 3k + 3l + 2
3. Inﬁnite grid graphs
Let us now consider the inﬁnite analogues of the grid graphs: both the integer lattice as a whole, and those inﬁnite
subgraphs of it which consist of a ﬁnite number of entire inﬁnite “rows” or “columns”. Given that all of these graphs are
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of ﬁnite degree (that is, the degree of each vertex is ﬁnite, in fact at most 4), the cardinality of any connected dominating
set will be inﬁnite. The problem is to ﬁnd a connected dominating set of vertices which is “efﬁcient”, in the sense that
the set restricted to ﬁnite subgraphs of the lattice should have as small a cardinality as possible.
For any ﬁnite graph G, and any graph parameter p(G) which measures the optimal size of some set of vertices in G
with property P, we deﬁne the p-ratio of G by p%(G) = p(G)/|V (G)|. For inﬁnite graphs we follow Slater [6]: if G
is a countably inﬁnite graph of ﬁnite degree, and p is a minimizing parameter corresponding to the property P, then
p%(G) = min
v,S
{
lim sup
r→∞
|S ∩ Nr [v]|
|Nr [v]|
}
,
where S is a vertex set with property P. Since we are concerned with the parameter c, the S in the above deﬁnition
must be connected dominating.
We now calculate the connected domination ratio for the graphs Lm,∞, which turns out to be what one might expect.
Without a detailed proof we state the following two easy cases.
Lemma 3.1.
(1) c%(L1,∞) = 1.
(2) c%(L2,∞) = 12 .
Note that both of the above ratios could be obtained by taking the limit of the ratios c%(Lm,n) for m = 1, 2 as n
approaches inﬁnity; this pattern holds for larger m.
Theorem 3.2. Let m3 be an integer, with m = 3k + a for some a ∈ {0, 1, 2}. Then:
c%(Lm,∞) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1
3
if a = 0,
3k + 2
9k + 3 if a = 1,
k + 1
3k + 2 if a = 2.
Proof. We start by outlining a connected dominating set which will prove minimum (in terms of the ratio) in Lm,∞:
sequentially index the (ﬁnite) columns with elements of Z and the (inﬁnite) rows with integers from −(a + 1) (at the
bottom) to 3k − 2 (at the top). Then the set S consists of the following vertices:
• All vertices with a non-negative row index divisible by 3.
• All vertices with a column index of 0. (Technically we will not need all of these vertices, in the sense that one
or two may be deleted and the remainder will still be connected and dominating; given that we are looking at an
inﬁnite graph, however, there is no need to be so parsimonious about one or two extra vertices.)
• For a > 0, all vertices with a column index divisible by 3 and a negative row index.
A partial depiction of one suchLm,∞ with its corresponding S and indices is given in Fig. 7. Note that, for any choice
of initial vertex v, limr→∞|S ∩ Nr [v]|/|Nr [v]| will yield the same result: if v and w are distance d apart in the graph,
then for rd, v ∈ Nr [w] and vice versa, and the symmetric difference of the two k-fold neighbourhoods will have a
ﬁxed size of 2dm with a negligible contribution as r approaches inﬁnity. For convenience, then, let us take our v to be
the origin, with co-ordinates (0, 0). We now divide into cases based on the possible values of a.
a=0: Once rm, bothNr [v] and its intersection with S become easy to describe. The vertices ofNr [v] are entirely
contained in the “middle” 2r + 1 columns; this region also includes two large triangles disjoint from Nr [v] above the
horizontal axis each containing
∑m−2
i=1 i = (m2 − 3m + 2)/2 vertices, and there are two vertices below the axis, none
of which are in Nr [v]; therefore |Nr [v]| = m(2r + 1) − (m2 − 3m + 2) − 2 = 2rm − m2 + 4m − 4.
The vertices in S ∩ Nr [v] are precisely the m vertices in the axial column together with the vertices in the rows
numbered 0, 3, 6, . . . , 3k−3. Note that for non-negative x, row x+3 will have six fewer vertices than row x; therefore,
we count
∑k−1
i=0 (r −3i)=kr −3(k2 −k)/2 to either side of the vertical axis, giving |S∩Nr [v]|=m+2kr −3k2 +3k.
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Fig. 7.A ﬁnite segment of the graphL7,∞, indexed and with S-vertices circled. The dashed lines represent the boundaries of the r-fold neighourhoods
Nr [v] around the origin.
Combining these gives us
lim
r→∞
|S ∩ Nr [v]|
|Nr [v]| = limr→∞
m + 2kr − 3k2 + 3k
2rm − m2 + 4m − 4 = limr→∞
2k
2m
= k
m
= k
3k
= 1
3
.
a=1: The computations here are similar to those above. The only difference in the size ofNr [v] for sufﬁciently large
r is that the triangular pieces missing below the axis from the bounding box comprise three vertices apiece, resulting
in |Nr [v]| = 2rm − m2 + 4m − 8; asymptotically, of course, this change is irrelevant.
The description of S ∩ Nr [v] in the previous computation is now inadequate, since it fails to count the S-vertices
below the horizontal axis. We must therefore add 
2(r − 3)/3 for each side to account for these, giving |S ∩Nr [v]| =
m + 2kr − 3k2 + 3k + 
2(r − 3)/3.
Hence
lim
r→∞
|S ∩ Nr [v]|
|Nr [v]| = limr→∞
m + 2kr − 3k2 + 3k + 
 2(r−3)3 
2rm − m2 + 4m − 8 =
2k + 23
2m
= 3k + 2
3(3k + 1)
= 3k + 2
9k + 3 .
a = 2: Again, we need to make slight corrections to the computations above to apply to this case. The missing lower
triangles in Nr [v] now comprise six vertices apiece, giving |Nr [v]| = 2rm − m2 + 4m − 14. As for S, we now have r
S-vertices on each side of the vertical axis below the horizontal axis, so |S ∩ Nr [v]| = m + 2kr − 3k2 + 3k + 2r .
Therefore:
lim
r→∞
|S ∩ Nr [v]|
|Nr [v]| = limr→∞
m + 2kr − 3k2 + 3k + 2r
2rm − m2 + 4m − 14 =
2k + 2
2m
= k + 1
3k + 2 .
To show that we cannot improve upon this set in any signiﬁcant way, we now show that the limit-ratios from above
also give lower bounds for any such set. Suppose that T is a connected dominating set in the graph Lm,∞. Consider
any set of n> 2 consecutive columns, and deﬁne the induced subgraph HLm,n on the vertices in these columns; let
H ′Lm,n−2 be the result of deleting the two peripheral columns fromH. Let T ′ =T ∩V (H); while it is not necessarily
the case that T ′ must be a connected dominating set inH, it is true that all vertices inH ′ must be dominated by T ′, since
the neighbourhoods of the vertices in H ′ are identical in H and Lm,∞. Furthermore, each of the vertices in H − H ′ is
adjacent to exactly one vertex in H ′, and hence from T ′ we can derive a connected dominating set in H ′ with as many
or fewer vertices. Hence, |T ′|c(Lm,n−2).
We exploit this as follows: choose any starting vertex v, let r >m, and let n be the number of full columns of
Lm,∞ contained in Nr [v]. (This will always be at least r − m, and hence will approach inﬁnity as r does.) De-
ﬁne c = |Nr [v]| − mn; this value is independent of r from the way we deﬁned n. Then T ∩ Nr [v] must contain
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Fig. 8. A ﬁnite segment of the graph L∞,∞ with a “minimum” connected dominated set.
at least c(Lm,n−2) vertices by the argument in the previous paragraph, but can have no more that c(Lm,n−2) + c
vertices. Therefore,
lim
r→∞
c(Lm,n−2)
|Nr [v]|  limr→∞
|T ∩ Nr [v]|
|Nr [v]|  limr→∞
c(Lm,n−2) + c
|Nr [v]| .
But note
lim
r→∞
c(Lm,n−2)
|Nr [v]| = limn→∞
c(Lm,n−2)
m(n − 2) + (2m + c) = limn→∞
c(Lm,n)
mn
.
A similar computation demonstrates that limr→∞(c(Lm,n−2)+ c)/|Nr [v]|= limn→∞(c(Lm,n))/mn, and hence that
this is also the limit of |T ∩ Nr [v]|/|Nr [v]| as r approaches inﬁnity.
The exact value of this limit depends on the choice of m; employing the values of c(Lm,n) from Corollary 2.9 gives
lim
n→∞
c(Lm,n)
mn
= lim
l→∞
c(L3k+a,3l )
9kl + 3al + 3k + a .
For a = 0:
lim
l→∞
c(L3k+a,3l )
9kl + 3al + 3k + a = liml→∞
3kl + k
9kl + 3k =
1
3
.
For a = 1:
lim
l→∞
c(L3k+a,3l )
9kl + 3al + 3k + a = liml→∞
3kl + k + 2l
9kl + 3k + 3l + 1 =
3k + 2
9k + 3 .
And for a = 2:
lim
l→∞
c(L3k+a,3l )
9kl + 3al + 3k + a = liml→∞
3kl + k + 3l
9kl + 3k + 6l + 2 =
3k + 3
9k + 6 
By taking the limit as k → ∞, we can easily compute:
Corollary 3.3. c%(L∞,∞) = 13 .
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An example of a minimum connected dominating set in this graph is depicted in Fig. 8. Note that, while we computed
the ratios for grids inﬁnite in extent in both directions of a given dimension, the same ratios hold for the corresponding
grids which are bounded in one direction but unbounded in the opposite direction.
4. Conclusions
We have shown that the connection domination number of the grid graphPm×Pn is asymptotically equal to one-third
the number of vertices as m, n → ∞. Our tactics can easily be appropriated to attack the graph products Pm ×Cn and
Cm × Cn; the asymptotic results will be similar, though the exact values in small cases may differ.
One point of interest is that the ordinary domination number of a path (or cycle) is also (asymptotically) equal
to one-third the number of vertices. The connection between these facts is clear from our constructions of minimum
connected dominating sets in the products; our strategy is essentially to sacriﬁce one copy ofPn to provide connectivity,
and then in (nearly) every other copy taking the same dominating set (creating the “tines” of our comb-like structure).
The following observation, which we state without proof, easily falls out of this strategy.
Lemma 4.1. Let G and H be connected graphs on m and n vertices, respectively. Then c(G×H)n+ (m−1)(H).
(The coefﬁcient of m− 1 to the domination number of H could easily be reduced by considering the structure of G.)
We further showed that for all but a few small exceptions, grid graphs have equal hub number, connected hub number,
and connected domination number. We would like to ﬁnd some general conditions on when these parameters are equal
and when they differ.
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