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Abstract
We present a methodology for designing bilateral boundary controllers for a class of systems consisting of a coupled diffusion
equation with an unstable ODE at an arbitrary interior point. A folding transformation is applied about the coupling point,
transforming the system into an ODE with an input channel consisting of two coupled diffusive actuation paths. A target
system with an exponentially stable trivial solution in the sense of L2 × Rn is proposed, and the stability property is shown
via the Lyapunov method. The stabilizing control laws are formulated via tiered Volterra transformations of the second kind,
establishing an equivalence relation between the stable target system and the original plant under boundary feedback. Stability
properties of the plant under feedback is inferred from the equivalence relation. The well-posedness of the backstepping
transformations involved are studied, and the existence of bounded Volterra kernels is shown, constituting a sufficient condition
for the invertibility of the Volterra transformations.
Key words: Lyapunov-based and backstepping techniques, distributed parameter systems, boundary control, parabolic
partial differential equations, bilateral boundary control, infinite dimensional systems
1 Preliminaries
1.1 Introduction
Systems modeled by parabolic partial differential equa-
tions are relevant in many engineering and social
systems, with applications in many varied fields. In
(Chaplain et al., 2006), the authors model tumor an-
giogenesis with a nonlinear coupled parabolic system.
In (Hastings, 1978), predator-prey Lotka-Volterra pop-
ulation models are formulated and studied. On the
social dynamics side, opinion dynamics (modeled via
the Fischer-Kolmogorov-Petrovsky-Piskunov equation)
have been analyzed in the economics field via work by
Achdou et al. (2014). With more engineering applica-
tions, Va´zquez (2007) studies flows through porous me-
dia via the parabolic equation arising from Darcy’s Law.
Often times, there is some control objective associated
with these systems, especially that of stabilization.
⋆ This paper was not presented at any IFAC meeting. Cor-
responding author S. Chen
Email addresses: stc007@ucsd.edu (Stephen Chen),
stc007@eng.ucsd.edu (Rafael Vazquez), krstic@ucsd.edu
(Miroslav Krstic).
Also of interest are systems that involve various cou-
plings of infinite-dimensional and finite-dimensional sys-
tems. This subject, in the context of control design, has
been explored significantly, of various coupling struc-
tures of equations of varying class. In particular, cas-
cading structures with parabolic and hyperbolic actua-
tion paths entering linear and nonlinear ODEs – in the
parabolic case, one can think of a “smearing” phenom-
ena affecting the control input. The stabilization prob-
lem of parabolic PDEs coupled with ODEs via back-
stepping boundary control has been studied by Krstic
(2009). This initial result has been extended to consider
various different coupling topologies, including different
boundary conditions in (Susto and Krstic, 2010), bidi-
rectional coupling in (Tang and Xie, 2011), and sliding
mode control designs in (Wang et al., 2015).
A majority of boundary backstepping designs (in 1-
D) are unilateral, meaning a single scalar controller
actuates at precisely one boundary. A wide variety of
results have been developed for a broad class of systems
under this paradigm. However, in higher dimensions,
the analogous control design would be to only actuate
at some subset of the boundary (rather than on the
entire boundary surface). The fully actuated high di-
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mensional boundary control case (studied on n-D ball
geometry by Vazquez and Krstic (2017)) motivates the
study of bilateral control design in 1-D, which, as the
name suggests, involves two scalar controls two bound-
ary points (the boundary surface of a 1-D ball). The
two controllers are coupled implicitly through the equa-
tion. Intuitively, the addition of one more controller
augments the controllability of the system – an analogy
to having two hands versus one when performing tasks.
Some bilateral boundary control design techniques
for 1-D PDEs has been studied prior in other specific
contexts: for parabolic PDEs in (Vazquez and Krstic,
2016) and (Chen et al., 2019), for heterodirectional
hyperbolic PDE systems in (Auriol and Di Meglio,
2018), and nonlinear viscous Hamilton-Jacobi PDE in
(Bekiaris-Liberis and Vazquez, 2018), amongst others.
The system in question in this paper involves an unstable
linear ODE coupled not at a boundary, but rather, at an
interior point. Previous work by Zhou et al. (2017) has
studied this problem in the context of unilateral control
design, employing a nontraditional Fredholm transfor-
mation technique with separable kernels. This is in con-
trast to the work proposed in this paper, which utilizes
a methodology of bilateral control design called fold-
ing. The folding approach detailed in (Chen et al., 2019)
involves using a transformation to “fold” the system
around an interior point into a coupled parabolic PDE
with a degree of freedom in choosing the folding point.
In this particular case, we select the coupling point to
fold about to recover a type of cascaded coupled PDE-
ODE system.
The ODE coupling appearing in the interior of the
PDE falls in a special class of so-called “sandwich”
systems–systems that have a tri-layer (possibly more)
of systems coupled together. Certain results exist for
these systems in the unilateral sense – for example,
for ODEs “sandwiched” between first-order hyperbolic
PDEs as in work by Yu et al. (2019). This idea ex-
ists for ODEs sandwiched by parabolic equations in
the work by Zhou et al. (2017). The “opposite” case
of a parabolic equation sandwiched by ODEs is con-
sidered by Wang and Krstic (2019). An addition to
parabolic-ODE sandwich systems is related work by
Koga and Krstic (2019) involving the two-phase Ste-
fan problem, a special case of an ODE sandwiched by
parabolic equations whose domains evolve as a func-
tion of the ODE (a nonlinear bidirectional coupling).
Finally, some results from de Andrade et al. (2016) also
exist for ODEs sandwiched by second-order hyperbolic
PDEs in the context of the Rijke tube, a phenomena
found in thermoacoustics. Related results exist in work
by Wang et al. (2018), which involves a wave equation
with ODE coupling at a moving boundary. The problem
considered in this paper of the heat equation with an
ODE coupled at the interior point is an example of such
a sandwiched system, and may be seen to be roughly
analogous to a parabolic case of the linearized Rijke
tube.
The paper is structured as follows: in Section 2, the
model is introduced and the folding transformation is
applied to recover the equivalent coupled PDE-ODE sys-
tem. In Section 3, the controller is designed via applying
a two-tiered backstepping approach to recover a target
system with a trivial solution possessing desirable stabil-
ity properties. The stability is shown via the method of
Lyapunov, and the feedback controllers (in the original
coordinates) are derived. In Section 4, the well-posedness
of the transformations from Section 3 is investigated.
The existence of the transformations are shown, verify-
ing the equivalence relation between the original plant
under feedback with the chosen target system. Finally,
the paper is concluded in Section 5.
1.2 Notation
The partial operator is notated using the del-notation,
i.e.
∂xf :=
∂f
∂x
We will consider several different spaces and their
Cartensian products. Rn is the standard real n-
dimensional space. An element v ∈ Rn has elements
notated vi, i ∈ {1, ..., n}. The p-norm denoted
|v|p :=
(
n∑
k=1
|vk|p
) 1
p
We also consider the space of square-integrable functions
L2(I) over two different closed intervals I. For notational
compactness, we label the spaces L2(I) as merely L2,
where the domain is implicit in the function considered.
The L2 space is endowed with the norm
||f ||L2 :=
(∫
I
|f |22 dµ
) 1
2
The Cartesian product spaceL2×Rn induces a norm ||·||
||(f, v)|| :=
√
||f ||2L2 + |v|22
Elements of a matrix A are denoted by aij , in reference
to the i-th row and j-th column.
2 Model and problem formulation
We consider the following coupled PDE-ODE system
consisting of a diffusion PDE with an unstable ODE:
∂tu(y, t) = ε∂
2
yu(y, t) (1)
2
y
0 1-1 y0
u(y,t)
U1(t) U2(t)
Z(t)
Fig. 1. System schematic of heat equation coupled with inte-
rior ODE with two boundary inputs. The ODE system Z(t)
is located at some arbitrary interior point y0.
Z˙(t) = AZ(t) +Bu(y0, t) (2)
u(−1, t) = U1(t) (3)
u(1, t) = U2(t) (4)
with solutions u : [−1, 1]× [0,∞)→ R, Z : [0,∞)→ Rn.
It is assumed that ε > 0 for well-posedness. The con-
trollers operate at x = 1 and x = −1, and are de-
noted U¯1(t), U¯2(t), respectively. The ODE (2) is forced
by the state of the heat equation at an interior point
y0 ∈ (−1, 1), which is assumed to be known a priori.
The pair (A,B) is assumed to be stabilizable.
In general, a general class of reaction-advection-diffusion
equations with spatially varying advection and reaction
can be chosen rather than the pure heat equation, i.e.
equations of the form
∂tu(y, t) = ε∂
2
yu(y, t) + b(y)∂yu(y, t) + λ(y)u(y, t)
For clarity in the paper, we merely use the pure heat
equation, but the analysis is analogous to the work in
Chen et al. (2019).
We perform a folding transformation about y0, in which
the scalar parabolic PDE system u is “folded” into a
2×2 coupled parabolic system.We define the the folding
spatial transformations as
x = (y0 − y)/(1 + y0) y ∈ (−1, y0) (5)
x = (y − y0)/(1− y0) y ∈ (y0, 1) (6)
admitting the following states:
U(x, t) :=
(
u1(x, t)
u2(x, t)
)
=
(
u(y0 − (1 + y0)x, t)
u(y0 + (1− y0)x, t)
)
(7)
whose dynamics are governed by the following system:
∂tU(x, t) = E∂
2
xU(x, t) (8)
Z˙(t) = AZ(t) +BΘU(0, t) (9)
αUx(0, t) = −βU(0, t) (10)
U(1, t) = U(t) (11)
x
10
U(y,t)
U1(t)
U2(t)
Z(t)
Fig. 2. System schematic of folded system. The system be-
comes equivalent to a coupled parabolic PDE system with
folding conditions imposed at the distal boundary. The fold-
ing conditions also enter the ODE as an input.
with the parameters given by :
E := diag(ε1, ε2)
:= diag
(
ε
(1 + y0)2
,
ε
(1− y0)2
)
(12)
α :=
(
1 a
0 0
)
(13)
β :=
(
0 0
1 −1
)
(14)
a := (1 + y0)/(1− y0) (15)
Θ =
(
θ 1− θ
)
, θ ∈ [0, 1] (16)
In particular, the boundary conditions (10) are curious.
While they may initially appear to be Robin bound-
ary conditions, they actually encapsulate compatibility
conditions arising from imposing continuity in the solu-
tion at the folding point. Some related conditions have
been considered in some previous parabolic backstep-
ping work by Tsubakino et al. (2013), albeit with differ-
ing context. This is contrasted with more typical bound-
ary conditions which impose a single condition at a sin-
gle boundary.
From Figure 2, it is quite clear to see the control problem
after folding becomes equivalent to stabilizing an ODE
system through a coupled parabolic PDE actuation
path, however, one which has the distal end “pinned”
together. The control designs for U1,2 will be coupled.
Assumption 1 The ODE location y0 is restricted to in-
terval (−1, 0] without loss of generality. The case y0 ∈
[0, 1) can be recovered by using a change in spatial vari-
ables yˆ = −y and performing the same folding technique.
By choosing y0 in this manner, we impose an ordering
ε1 > ε2.
3 State-feedback design
The backstepping state-feedback control design is ac-
complished with two PDE backstepping steps. First, we
3
will assume the existence of a stabilizing nominal con-
trol.
Assumption 2 There exists Γ0 ∈ R1×n such that the
matrix A+BΓ0 is Hurwitz.
Assumption 2 is a direct consequence of the stabilizabil-
ity of the pair (A,B).
3.1 First transformation K
The first PDE backstepping transformation is a 2 × 2
Volterra integral transformation of the second kind:
W (x, t) = U(x, t)−
∫ x
0
K(x, y)U(y, t)dy − Γ(x)Z(t)
(17)
where K ∈ C(T ), with T := {(x, y) ∈ R2|0 ≤ y ≤ x ≤
1} and Γ : [0, 1]→ R2×n. We suppose the row elements
of Γ are denoted with the index i = 1, 2, i.e.
Γ(x) :=
(
Γ1(x)
Γ2(x)
)
(18)
where Γ1(x),Γ2(x) ∈ R1×n. The associated inverse
transformation is given by
U(x, t) =W (x, t)−
∫ x
0
K¯(x, y)W (y, t)dy − Γ¯(x)Z(t)
(19)
with K¯ ∈ C(T ) and Γ¯ : [0, 1]→ R2×n. The correspond-
ing target system for (17) is chosen to be
∂tW (x, t) = E∂
2
xW (x, t) +G[K](x)W (x, t) (20)
Z˙(t) = (A+BΓ0)Z(t) +BΘW (0, t) (21)
α∂xW (0, t) = −βW (0, t) (22)
W (1, t) = V(t) (23)
where V(t) =
(
0 ν2(t)
)T
is an auxiliary control which is
designed later in the paper. The controller U(t) can be
expressed as an operator of V(t) by evaluating (17) for
x = 1:
U(t) := V(t) +
∫ 1
0
K(1, y)U(y, t)dy (24)
The matrix-valued operatorG[·](x) acting onK is given
by
G[K](x) =
(
0 0
(ε2 − ε1)∂yk21(x, x) 0
)
=:
(
0 0
g[k21](x) 0
)
(25)
From enforcing conditions (8)-(11), (20)-(23), the follow-
ing cascaded ODE-PDE kernel can be recovered from
(17):
E∂2xK(x, y)− ∂2yK(x, y)E = G[K](x)K(x, y)
(26)
EΓ′′(x)− Γ(x)A +G[K](x)Γ(x) = 0 (27)
subject to boundary conditions
EK(x, x) −K(x, x)E = 0 (28)
E∂xK(x, x) + ∂yK(x, x)E + E
d
dx
K(x, x) = G[K](x)
(29)
K(x, 0)E∂xU(0) = 0 (30)
(Γ(x)BΘ − ∂yK(x, 0)E)U(0) = 0 (31)
Γ(0) =
(
Γ0
Γ0
)
(32)
Γ′(0) =
(
0
0
)
(33)
The intial condition (32) arises from two conditions on
W (0): (21), (22). Evaluating (17) at x = 0 admits
W (0, t) = U(0, t)− Γ(0)Z(t) (34)
From (9) and (21), we recover a condition on Γ(0):
ΘΓ(0) = Γ0 (35)
Additionally, from (22),(34), we can note
Γ1(0) = Γ2(0) (36)
(35),(36) uniquely determine (32). The conditions (33)
are derived in an analogous manner.
A symmetry with the plant is observed with (30),(31)
encapsulating folding conditions onK. By imposing (10)
onto (30),(31), one can recover the scalar conditions
ε1k11(x, 0)− aε2k12(x, 0) = 0 (37)
ε1k21(x, 0)− aε2k22(x, 0) = 0 (38)
ε1∂yk11(x, 0) + ε2∂yk12(x, 0) = Γ1(x)B (39)
ε1∂yk21(x, 0) + ε2∂yk22(x, 0) = Γ2(x)B (40)
3.2 Second transformation (p, q)
A second transformation is designed to compensate for
the term G[K](x) in (20). One can see this as the cor-
rection factor needed to compensate the interaction be-
tween the two controllers. Indeed, if one inspects the
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structure of the operator G, one may note two things.
Firstly, the coupling is from the faster equation (associ-
ated with ε1) to the slower equation (associaterd with
ε2). That is, the slower equation will have additional dy-
namics. Secondly, the nonzero element g depends on the
difference of the diffusion coefficients. For the symmet-
ric folding (ODE located at x = 0) case, the coupling
does not appear.
The following transformation for designing the compen-
sation controller V(t) is considered:
Ω(x, t) =W (x, t) −
∫ x
0
(
0 0
q(x, y) p(x− y)
)
W (y, t)dy
(41)
The corresponding inverse is given by
W (x, t) = Ω(x, t) −
∫ x
0
(
0 0
q¯(x, y) p¯(x− y)
)
Ω(y, t)dy
(42)
We define our target system (Ω, Z) as
∂tΩ(x, t) = E∂
2
xΩ(x, t) (43)
Z˙(t) = (A+BΓ0)Z(t) +BΘΩ(0, t) (44)
α∂xΩ(0, t) = −βΩ(0, t) (45)
Ω(1, t) = 0 (46)
The transformation (41), original systemmodel (8)-(11),
and target system (43)-(46) will impose a set of con-
ditions on p, q that comprise a scalar nonlocal Goursat
problem:
p(x) = a−1q(x, 0) (47)
ε2∂
2
xq(x, y)− ε1∂2yq(x, y) = (c2 − c1)q(x, y)
+ g[k21](y)p(x− y) (48)
subject to the following boundary conditions:
∂yq(x, x) =
g[k21](x)
ε2 − ε1 (49)
q(x, x) = 0 (50)
∂yq(x, 0) = a
2p′(x) = a∂xq(x, 0) (51)
The kernel equations for the inverse kernels p¯, q¯ are sim-
ilar to those of p, q respectively:
p¯(x) = a−1q¯(x, 0) (52)
ε2∂
2
xq¯(x, y)− ε1∂2y q¯(x, y) = (c1 − c2)q¯(x, y)
− g[k21](x)p¯(x − y) (53)
with boundary conditions
∂y q¯(x, x) =
g[k21](x)
ε1 − ε2 (54)
q¯(x, x) = 0 (55)
∂y q¯(x, 0) = −a2p¯′(x) = −a∂xq¯(x, 0) (56)
The PDE (47),(48) and associated boundary conditions
(50),(51) are studied in previous work on folding bilat-
eral control. The controller V(t) can be computed by
evaluating (41) at x = 1 and using the appropriate
boundary conditions:
V(t) =
(
0
ν2(t)
)
=
∫ 1
0
(
0 0
q(1, y) p(1− y)
)
W (y, t)dy
(57)
3.3 Stability of target system (Ω, Z)
Lemma 3 The trivial solution (Ω, Z) ≡ 0 of the target
system (43)-(46) is exponentially stable in the sense of
the L2×Rn norm. That is, there exist constants Π, µ > 0
such that
||(Ω(·, t), Z(t))|| ≤ Πexp (−µ(t− t0)) ||(Ω(·, t0), Z(t0))||
(58)
PROOF. The proof of Lemma 3 is relatively straight-
forward. First consider the a Lyapunov function of the
form
V (Ω(·, t), Z) = Z(t)TPZ(t) +
∫ 1
0
[
Ω(x, t)TMΩ(x, t)
]
dx
(59)
where M = diag(a3m,m),m > 0 is an analysis param-
eter to be chosen later, and P ≻ 0 is the (symmetric)
solution to the Lyapunov equation
P (A+BΓ0) + (A+BΓ0)
TP = −Q (60)
for a chosen Q ≻ 0. The symmetric solution P ≻ 0
is guaranteed to exist since A + BΓ0 is designed to be
Hurwitz. We note that V (t) is equivalent to the L2×Rn
norm:
Π1 ||(Ω(·, t), Z(t))||2 ≤ V (t) ≤ Π2 ||(Ω(·, t), Z(t))||2
(61)
where the coefficients Πi are:
Π1 = min{λmin(P ), a3m} (62)
Π2 = max{λmax(P ),m} (63)
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Differentiating (59) in time, one finds
V˙ (t) ≤ (Ω(0, t)TΘTBT + Z(t)T (A+BΓ0)T ))PZ(t)
+ Z(t)TP ((A+BΓ0)Z(t) + BΘΩ(0, t))
+
∫ 1
0
[
∂2xΩ(x, t)
TEMΩ(x, t)
+Ω(x, t)TME∂2xΩ(x, t)
]
dx (64)
Using integration by parts and (60) will admit
V˙ (t) ≤ −Z(t)TQZ(t) + 2Z(t)TPBΘΩ(0, t)
−
∫ 1
0
[
2∂xΩ(x, t)
TEM∂xΩ(x, t)
]
dx
≤ −λmin(Q)|Z(t)|22 + 2Z(t)TPBΘΩ(0, t)
− 2a3mε2 ||∂xΩ(·, t)||2L2 (65)
Applying Young’s inequality,
V˙ (t) ≤ −µ1|Z(t)|22 − 4µ2 ||∂xΩ(·, t)||2L2 (66)
where
µ1 = λmin(Q)− δ|P |2,i|B|2,i (67)
µ2 =
1
4
(
2a3ε2m− 1
δ
|P |2,i|B|2,i
)
(68)
The analysis parameters δ,m1,m2 must be chosen such
that µ1,2 > 0. This is easily achievable by choosing
δ <
λmin(Q)
λmax(P )|B|2,i (69)
m >
λmax(P )|B|2,i
2δa3ε2
(70)
Applying Young’s inequality and (61) to (66), one finds
V˙ (t) ≤ −min{µ1, µ2}
Π1
V (t) (71)
which via the comparison principle admits the bound
V (t) ≤ exp(−2µ(t− t0))V (t0) (72)
where
µ :=
min{µ1, µ2}
2Π1
(73)
Applying the equivalence (61) once more recovers the
bound (58) with Π =
√
Π2/Π1. This completes the
proof.
3.4 Main result: closed-loop stability
Theorem 4 The trivial solution of the system (1)-(4)
is exponentially stable in the sense of the L2 ×Rn norm
under the pair of state feedback control laws U1,U2:(
U1(t)
U2(t)
)
=
∫ 1
−1
(
F1(y)
F2(y)
)
u(y, t)dy + F3Z(t) (74)
with feedback gains F1, F2 defined as
F1(y) =


(1 + y0)
−1k11
(
1, y0−y1+y0
)
y ≤ y0
(1− y0)−1k12
(
1, y−y01−y0
)
y > y0
(75)
F2(y) =


(1 + y0)
−1h1
(
y0−y
1+y0
)
y ≤ y0
(1− y0)−1h2
(
y−y0
1−y0
)
y > y0
(76)
h1(y) = k21(1, y) + q(1, y)−
∫ 1
y
[
p(1− z)k21(z, y)
+ q(1, z)k11(z, y)
]
dz (77)
h2(y) = k22(1, y) + p(1− y)−
∫ 1
y
[
p(1− z)k22(z, y)
+ q(1, z)k12(z, y)
]
dz (78)
F3 =
(
Γ1(1)
Γ2(1)−
∫ 1
0
[q(1, y)Γ1(y) + p(1− y)Γ2(y)]dy
)
(79)
where kij , p, q ∈ C(T ) are solutions to the kernel PDE
equations (26),(47),(48) respectively (with associated
boundary conditions), and Γ1,2 ∈ C([0, 1]) are solutions
to the kernel ODE equations(27). That is, under the
feedback controllers (74), there exists a constant Π¯ such
that
||(u(·, t), Z(t))|| ≤ Π¯ exp (−µ(t− t0)) ||(u(·, t0), Z(t0))||
(80)
The proof of Theorem 4 is not given but is analogous to
the proofs found in the work by Smyshlyaev and Krstic
(2005). The proof involves utilizing the invertability of
the transformations (7),(17),(41) that arise either triv-
ially (folding), or from the boundedness of the kernels
(studied in Section 4). The forward and inverse trans-
forms give estimates on the equivalence relation between
the target system (43)-(46) and the original system (1)-
(4), which are applied to (80).
4 Well-posedness of K,Γ kernel system
The PDE gain kernel K and ODE kernel Γ must be
shown to be well-posed. The following lemmas establish
these results.
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4.1 Γ kernel
The ODE system (27) is written into into two separate
n-th order ODEs:
Γ′′1(x) = ε
−1
1 Γ1(x)A (81)
Γ′′2(x) = ε
−1
2 Γ2(x)A + ε
−1
2 g[k21](x)Γ1(x) (82)
where the initial conditions can be found from (32),(33)
to be
Γ1(0) = Γ0 (83)
Γ′1(0) = 0 (84)
Γ2(0) = Γ0 (85)
Γ′2(0) = 0 (86)
From the variation of constants formula, it is easy to see
that the solutions for Γ1 can be expressed via
Γ1(x) =
(
Γ0 0
)
exp
((
0 I
ε−11 A 0
)
x
)(
I
0
)
(87)
while Γ2 is
Γ2(x) =
[(
Γ0 0
)
exp
((
0 I
ε−12 A 0
)
x
)
+
∫ x
0
(
0 ε−12 g[k21](ξ)Γ1(ξ)
)
× exp
((
0 I
ε−12 A 0
)
(x− ξ)
)
dξ
](
I
0
)
(88)
Noting that Γ2(x) depends on g[k21](x), an element of
K, we define the operator formulation (Γˇ2◦g)[k21] := Γ2.
We will additionally define the operator Φ : C(T ;R)→
C([0, 1];R2×n) as
Φ[f ](x) :=
(
Γ1(x)
(Γˇ2 ◦ g)[f ](x)
)
(89)
where Φ[f ] maps from the scalar C(T ;R) to the mul-
tidimensional C([0, 1];R2×n) function space. From this
definition, it naturally follows that Φ[k21] = Γ. This op-
erator representation will be used in the well-posedness
analysis for the PDE kernel K.
Of interest are bounds on Γ1(x),Γ2(x). The following
bound on Γ1(x) is trivial to find:
|Γ1(x)| ≤ |Γ0|2S(x) (90)
where
S(x) = σmax
(
exp
((
0 I
ε−12 A 0
)
x
))
(91)
and σmax(X) denotes the largest singular value of the
matrix X (the induced 2-norm). It is important to note
that the largest singular value of the matrix exponen-
tial is bounded on the compact set [0, 1], i.e. |S(x)| <
∞, ∀x ∈ [0, 1]. With a bound on Γ1, the following bound
on (Γˇ2 ◦ g)[k21](x) can be found, which will be used in
the proof of well-posedness for K.
|(Γˇ2 ◦ g)[k21](x)| ≤ |Γ0|2S(x)
+
∫ x
0
ε1 − ε2
ε2
||Γ1||L∞ S(x− ξ)
× |∂yk21(ξ, ξ)|dξ (92)
4.2 K kernel
The K-kernel must be approached in two sets of equa-
tions: (k11, k12) and (k21, k22). The reason for this is that
the operator G[K] introduces coupling between the two
sets of kernels. We first apply a transformation to gain
kernel (26)
Kˇ(x, y) =
√
E∂xK(x, y) + ∂yK(x, y)
√
E (93)
which transforms the kernel PDE into a 2× 2 system of
coupled first-order hyperbolic PDEs.
4.2.1 (k11, k12)-system
The transform (93) will admit the following coupled 2×2
system
√
ε1∂xk11(x, y) +
√
ε1∂yk11(x, y) = kˇ11(x, y) (94)√
ε1∂xk12(x, y) +
√
ε2∂yk12(x, y) = kˇ12(x, y) (95)√
ε1∂xkˇ11(x, y)−√ε1∂ykˇ11(x, y) = 0 (96)√
ε1∂xkˇ12(x, y)−√ε2∂ykˇ12(x, y) = 0 (97)
with boundary conditions
k11(x, 0) =
aε2
ε1(aε2 +
√
ε1ε2)
×
∫ x
0
[
√
ε1kˇ11(y, 0) +
√
ε2kˇ12(y, 0)
− Γ1(y)B]dy (98)
k12(x, 0) =
1
aε2 +
√
ε1ε2
×
∫ x
0
[
√
ε1kˇ11(y, 0) +
√
ε2kˇ12(y, 0)
7
− Γ1(y)B]dy (99)
k12(x, x) = 0 (100)
kˇ11(x, x) = 0 (101)
kˇ12(x, x) = 0 (102)
Lemma 5 The system of first-order hyperbolic PDEs
(94)-(97) and associated boundary conditions admit a
unique set of k11, k12 ∈ C(T ) solutions.
PROOF. (k11, k12) can actually be solved explicitly
via the method of characteristics. First, note that
(96),(97),(101),(102) imply that (kˇ11, kˇ12) = 0, the
solution can be simplified significantly:
k11(x, y) =
aε2
ε1(aε2 +
√
ε1ε2)
∫ x−y
0
Γ1(z)Bdz (103)
k12(x, y) =
{
k12,l(x, y)
√
ε2x ≥ √ε1y
0 otherwise
(104)
k12,l(x, y) =
1
aε2 +
√
ε1ε2
∫ x−√ ε1
ε2
y
0
Γ1(z)Bdz (105)
It is not difficult to see that k11 ∈ C∞(T ) ⊂ C(T ) from
the matrix exponential properties, while k12 ∈ C(T ).
4.2.2 (k21, k22)-system
The (k21, k22) systemmust be treated in a differing man-
ner than the (k11, k12) system, due to the existence of a
nonlocal trace term To account for the different nature
of these characteristics, we perform one more transfor-
mation on the kernels for k2i:
kˆ2i(x, y) =
√
ε2∂xk2i(x, y)−√εi∂yk2i(x, y) (106)
where i ∈ {1, 2}. We then turn our attention to the gain
kernel system (kˆ21, kˇ21, kˆ22, kˇ22).
The component system of kernel PDEs for (kˆ21, kˇ21, kˆ22, kˇ22)
is
√
ε2∂xkˆ21(x, y) +
√
ε1∂ykˆ21(x, y) = −g[k21](x)k11(x, y)
(107)
√
ε2∂xkˆ22(x, y) +
√
ε2∂ykˆ22(x, y) = −g[k21](x)k12(x, y)
(108)√
ε2∂xkˇ21(x, y)−√ε1∂ykˇ21(x, y) = −g[k21](x)k11(x, y)
(109)√
ε2∂xkˇ22(x, y)−√ε2∂ykˇ22(x, y) = −g[k21](x)k12(x, y)
(110)
subject to the following boundary conditions:
kˆ21(x, 0) = −1− a
2
1 + a2
kˇ21(x, 0) +
2a3
1 + a2
kˇ22(x, 0)
− 2a
2
√
ε1(1 + a2)
(Γˇ2 ◦ g)[k21](x)B
(111)
kˆ22(x, 0) =
2
a(1 + a2)
kˇ21(x, 0) +
1− a2
1 + a2
kˇ22(x, 0)
− 2√
ε2(1 + a2)
(Γˇ2 ◦ g)[k21](x)B
(112)
kˇ21(x, x) = −
√
ε1 −√ε2√
ε1 +
√
ε2
kˆ21(x, x) (113)
kˇ22(x, x) = 0 (114)
where the inverse transformations are given to be
k21(x, y) =
1
2
√
ε2
∫ x
y
kˇ21(z, y) + kˆ21(z, y)dz (115)
k22(x, y) =
1
2
√
ε2
∫ x
y
kˇ22(z, y) + kˆ22(z, y)dz (116)
and the function g[k21](x) can be expressed in terms of
kˆ21, kˇ21:
g[k21](x) =
(ε2 − ε1)
2
√
ε1
(kˇ21(x, x) − kˆ21(x, x))
= (
√
ε1 −√ε2)kˆ21(x, x) (117)
Lemma 6 The system of first-order hyperbolic PDE
(107)-(110) and associated boundary conditions admit a
unique set of kˆ21, kˇ21, kˆ22, kˇ22 ∈ C(T ) solutions.
PROOF. We recognize that (kˆ21, kˇ21, kˆ22, kˇ22) are sim-
ilar in structure to the (previous result), albeit with
an additional non-local recirculation term appearing in
the boundaries (111),(112). The non-local term in the
boundary does not change the method of the proof by
too much, however, additional care must be given to in-
corporate the behavior.
The solutions for the kˆ21 can be recovered via a direct
application of the method of characteristics:
kˆ21(x, y) = kˆ21 (σ4(x, y), 0) + Iˆ21[kˆ21](x, y) (118)
kˆ22(x, y) = kˆ22 (x− y, 0) + Iˆ22[kˆ21](x, y) (119)
kˇ21(x, y) = kˇ21 (σ5(x, y), σ5(x, y)) + Iˇ21[kˆ21](x, y) (120)
kˇ22(x, y) = kˇ22
(
x+ y
2
,
x+ y
2
)
+ Iˇ22[kˆ21](x, y) (121)
σ4(x, y) := x−
√
ε2√
ε1
y (122)
8
xy
1
y 
= 
x
σ4(x,y)δ1σ4(x,y)
k21(x,y)
δ1
2σ4(x,y)
...
k21(x,y)
k21(x,y)
k22(x,y)
k22(x,y)
̂
̂
ˇ
ˇ
k22(x,y)
Fig. 3. Characteristics of kˆ21, kˆ22, kˇ21, kˇ22 featuring an infi-
nite number of reflection boundary conditions. To solve for
a given point, the solution must be known on a triangle of
smaller volume, motivating a recursive procedure for solving
the gain kernel.
σ5(x, y) :=
√
ε1x+
√
ε2y√
ε1 +
√
ε2
(123)
and the integral operators Iˆ21, Iˆ22, Iˇ21, Iˇ22 are defined
Iˆ21[kˆ21](x, y)
:=
∫ y√
ε1
0
[
− ε2 − ε1√
ε1 +
√
ε2
k11(
√
ε2z + σ4(x, y),
√
ε1z)
× kˆ21(√ε2z + σ4(x, y),√ε2 + σ4(x, y))
]
dz
(124)
Iˆ22[kˆ21](x, y)
:=
∫ y√
ε2
0
[
− ε2 − ε1√
ε1 +
√
ε2
k12(
√
ε2z + x− y,√ε2z)
× kˆ21(√ε2z + x− y,√ε2 + x− y)
]
dz
(125)
Iˇ21[kˆ21](x, y)
:=
∫ x−y√
ε1+
√
ε2
0
[
− ε2 − ε1√
ε1 +
√
ε2
k11(
√
ε2z + σ5(x, y)
,−√ε1z + σ5(x, y))
× kˆ21(√ε2z + σ5(x, y),
√
ε2 + σ5(x, y))
]
dz (126)
Iˇ22[kˆ21](x, y)
:=
∫ x−y
2
√
ε2
0
[
− ε2 − ε1√
ε1 +
√
ε2
× k12
(√
ε2z +
x+ y
2
,−√ε2z + x+ y
2
)
× kˆ21
(√
ε2z +
x+ y
2
,
√
ε2 +
x+ y
2
)]
dz
(127)
From enforcing (111)-(114) on (118)-(121) recursively,
one can eventually arrive at an integral equation sys-
tem representation for (kˆ21, kˆ22, kˇ21, kˇ22) involving infi-
nite sums of Volterra-type integral operators. The infi-
nite sums appear due to the reflection boundary condi-
tions (111),(113) observed in the system.
kˆ21(x, y) =
lim
n→∞
[
− δn1 δn+12 kˇ21 (δn1 σ4(x, y), 0)
+ δn1 δ
n
2
2a3
1 + a2
kˇ22(δ
n
1 σ4(x, y), 0)
]
+
∞∑
n=0
[
δn1 δ
n
2 Iˆ21[kˆ21](δ
n
3 σ4(x, y), δ
n
3 σ4(x, y))
− δn1 δn+12 Iˇ21[kˆ21](δn1 σ4(x, y), 0)
+ δn1 δ
n
2
2a3
1 + a2
Iˇ22[kˆ21](δ
n
1 σ4(x, y), 0)
− δn1 δn2
2a2√
ε1(1 + a2)
(Γˇ2 ◦ g)[k21](δn1 σ4(x, y))
]
+ Iˆ21[kˆ21](x, y) (128)
kˆ22(x, y) =
2
a(1 + a2)
lim
n→∞
[
δn1 δ
n
2 kˇ21(δ
n
1 (x− y), 0)
]
+
2
a(1 + a2)
∞∑
n=1
[
(−1)nδn1 δn−12
× Iˆ21[kˆ21](δn3 (x− y), δn3 (x− y))
+ δn−11 δ
n−1
2 Iˇ21[kˆ21](δ
n
1 (x− y), 0)
+ (−1)nδn1 δn−12
2a
1 + a3
Iˇ22[kˆ21](δ
n
3 (x − y), 0)
+ δn1 δ
n−1
2
2a2√
ε1(1 + a2)
(Γˇ2 ◦ g)[k21](δn1 (x− y))
]
+ δ2Iˇ22[kˆ21](x− y, 0) + Iˆ22[kˆ21](x, y)
− 2√
ε2(1 + a2)
(Γˇ2 ◦ g)[k21](x− y)B (129)
kˇ21(x, y) =
lim
n→∞
[
δn1 δ
n
2 kˇ21(δ
n
1 σ5(x, y), δ
n
1 σ5(x, y))
]
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+∞∑
n=0
[
− δn+11 δn2 Iˆ21[kˆ21](δn1 σ5(x, y), δn1 σ5(x, y))
− 2a
3
1 + a2
δn+11 δ
n
2 Iˇ22[kˆ21]
(
δ1
δ3
δn1 σ5(x, y), 0
)
− δn+11 δn2
2a2√
ε1(1 + a2)
(Γˇ2 ◦ g)[k21]
(
δ1
δ3
δn1 σ5(x, y)
)
+ δn+11 δ
n+1
2 Iˇ21[kˆ21]
(
δ1
δ3
δn1 σ5(x, y), 0
)]
+ Iˇ21[kˆ21](x, y) (130)
kˇ22(x, y) = Iˇ22[kˆ21](x, y) (131)
with
δ1 =
√
ε1 −√ε2√
ε1 +
√
ε2
(132)
δ2 =
1− a2
1 + a2
(133)
δ3 =
√
ε1√
ε1 +
√
ε2
(134)
Since a < 1, ε1 > ε2 as per Assumption 1, the coefficients
δ1,2,3 ∈ (0, 1). It is unclear initially whether the limit and
infinite sum terms even converge, however, as one may
notice in Figure 3, the contracting volume of integration
and the reflection coefficients (appearing implicitly in
the δi coefficients) will guarantee the convergence.
The argument is similar to that of (previous work), but
the additional non-local term (Γˇ2 ◦ g)[k21] must be ac-
counted for. As we have shown in (92), the operator
Γˇ2◦g) is a bounded Volterra operator on the transformed
variable kˆ21. It is easy to see that if a solution kˆ21 exists,
then the solutions kˇ21, kˆ22, kˇ22 follow from direct evalu-
ation. Thus, in this proof, we will merely show that kˆ21
exists.
We establish an iteration kˆ21,i as
kˆ21,i(x, y) =
∞∑
n=0
[
δn1 δ
n
2 Iˆ21[kˆ21,i](δ
n
3 σ4(x, y), δ
n
3 σ4(x, y))
− δn1 δn+12 Iˇ21[kˆ21,i](δn1 σ4(x, y), 0)
+ δn1 δ
n
2
2a3
1 + a2
Iˇ22[kˆ21,i](δ
n
1 σ4(x, y), 0)
− δn1 δn2
2a2√
ε1(1 + a2)
(Γˇ2 ◦ g)[k21,i](δn1 σ4(x, y))
]
+ Iˆ21[kˆ21,i](x, y) (135)
We seek the existence fixed point of the iteration (in the
complete space C(T )), that is, limi→∞ kˆ21,i = kˆ21. For
the limit to converge, we can seek for uniform bounds
over T , which will imply uniform convergence. For sim-
plicity of analysis, we study the residuals of the itera-
tion, ∆kˆ21,i := kˆ21,i+1−kˆ21,i. Noting the linearitiy of the
integral operators, and evaluating the infinite geomet-
ric sum, one can eventually find the following iterative
bound:
|∆kˆ21,i+1(x, y)| ≤
1
1− δ1δ2
[
|Iˆ21[|∆kˆ21,i|](δn3 σ4(x, y), δn3 σ4(x, y))|
+ δ2|Iˇ21[|∆kˆ21,i|](δn1 σ4(x, y), 0)|
+
2a3
1 + a2
|Iˇ22[|∆kˆ21,i|](δn1 σ4(x, y), 0)|
+
2a2√
ε1(1 + a2)
∫ δn1 σ4(x,y)
0
√
ε1 −√ε2
ε2
× ||Γ1||L∞ ||S||L∞ |∆kˆ21,i(ξ, ξ)|dξ
]
+ |Iˆ21[|∆kˆ21,i|](x, y)| (136)
where now we can establish the postulated fixed point as
kˆ21 = lim
i→∞
kˆ21,i = kˆ21,0 +
∞∑
i=0
∆kˆ21,i (137)
The equivalent condition for convergence of the residuals
is showing that the sum in (137) converges uniformly,
which we will show via the Weierstrass M-test. We select
kˆ21,0 = 0, and from (135), we can find
∆kˆ21,0 ≤ 1
1− δ1δ2
2a2√
ε1(1 + a2)
|Γ0|2 ||S||L∞ =: Ψ0
(138)
Noting this, onemay substitute Ψ0 into (136) to compute
successive bounds on ∆kˆ21,i, which can be encapsulated
into the following bound:
|∆k21,i(x, y)| ≤ 3Ψ0 1
n!
Ψnxn (139)
where
Ψ = max
{(
1
1− δ1δ2
)(
1 + δ2 +
2a3
1 + a2
)
×
(√
ε1 −√ε2√
ε2
||k11||L∞
)
,(
1
1− δ1δ2
)(
2
ε2
||Γ1||L∞ ||S||L∞
)
,
√
ε1 −√ε2√
ε2
||k11||L∞
}
(140)
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Then it is quite clear that
∞∑
i=0
|∆k21,i(x, y)| ≤ 3Ψ0 exp(Ψx) <∞ (141)
since x ∈ [0, 1]. By the Weierstrass M-test we can con-
clude the uniform (and absolute) convergence of (137)
in C(T ). This proves the existence of kˆ21 ∈ C(T ) via
the Schauder fixed point theorem.
As mentioned previously, the existence of kˆ21 ∈ C(T )
will imply the existence of kˆ22, kˇ21, kˇ22 ∈ C(T ) by amere
straightforward evaluation of (129),(130),(131).
Lemma 7 The ODE (27) and associated initial condi-
tions admit a unique C([0, 1]) solution.
PROOF. The proof directly follows from (87),(88) and
Lemmas 5,6. It is trivial to see that Γ1 ∈ C∞([0, 1]) by
virtue of the matrix exponential.
The regularity of Γ2 can be recovered noting that Γ2
involves a convolution of the operator g[k21](x) with a
matrix exponential (seen in (88)). As the exponential is
C∞([0, 1]), it is quite clear that it acts as a mollifier to
recover a C∞([0, 1]) solution for Γ2.
5 Conclusion
A control design methodology via folding and infinte-
dimensional backstepping is detailed in the paper. The
result comes as a natural extension to the folding frame-
work to designing bilateral controllers.
Of great interest is an alternative interpretation of the
folded system with an ODE. The control of an ODE
through two distinct controllers can be seen to play a co-
operative “game” (though not in an optimization sense),
whose objective is to stabilize the ODE through the cou-
pled actuation path. This interpretation naturally raises
the question of casting a noncooperative game, where
perhaps the two controllers are designed independently
of one another. Such a formulation may lead to more ro-
bust bilateral implementations, where the failure of one
controller does not compromise the stability of the sys-
tem.
A nautral extension to consider is state estimation. Some
work by Camacho-Solario et al. (2019) has explored a
similar problem, albeit for a single parabolic equation
(as opposed to two distinct parabolic input paths). The
state estimation analogue to the problem has been con-
sidered without the ODE in (...), where two collocated
measurements of state and flux are taken at an arbitrary
interior point (independent of the ODE coupling/folding
point). When only the ODE is measured, however, the
designer can really only generate an estimate of the state
at the point of coupling, and not necessarily of the flux
– an undersensed system. This problem is of great engi-
neering interest, and is under investigation.
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