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THE ORDINARY QUIVERS OF HOCHSCHILD EXTENSION
ALGEBRAS FOR SELF-INJECTIVE NAKAYAMA ALGEBRAS
HIDEYUKI KOIE, TOMOHIRO ITAGAKI, AND KATSUNORI SANADA
Abstract. Let T be a Hochschild extension algebra of a finite dimensional
algebra A over a field K by the standard duality A-bimodule HomK(A, K).
In this paper, we determine the ordinary quiver of T if A is a self-injective
Nakayama algebra by means of the N-graded second Hochschild homology
group HH2(A) in the sense of Sko¨ldberg.
1. Introduction
Throughout the paper, an algebra means a finite dimensional algebra over a field
K. By a Hochschild extension of an algebra A by a duality module M , we mean
an exact sequence
0 −→M
κ
−→ T
ρ
−→ A −→ 0
such that T is a K-algebra, ρ is an algebra epimorphism and κ is a T -bimodule
monomorphism. In the above, M is an A-bimodule, so M is regarded as a T -
bimodule by means of ρ. Hochschild [7] proved that the set of equivalent classes of
Hochschild extensions over A byM is in one-to-one correspondence with the second
Hochschild cohomology group H2(A, M). If M is the standard duality module
D(A) = HomK(A, K), then we denote by Tα(A) the Hochschild extension algebra
corresponding to a 2-cocycle α : A × A → D(A). Then, T0(A) is just the trivial
extension algebra A ⋉ D(A). Hochschild extension algebras and trivial extension
algebras play an important role in the representation theory of self-injective algebras
(e.g. [14, 15]). It is well known that trivial extension algebras are symmetric,
Hochschild extension algebras are self-injective and are not symmetric in general
(see [10]). If Tα(A) is not symmetric, then Tα(A) and A ⋉ D(A) are not Morita
equivalent. Nevertheless, Yamagata showed that if the ordinary quiver of A has
no oriented cycles, then Tα(A) and A ⋉ D(A) are related by a socle equivalence
which naturally induces a stable equivalence (see [9, 14]). We are interested in
the ordinary quiver and the relations for Hochschild extension algebras. Although,
in [6], Fernandez and Platzeck gave the ordinary quiver and the relations for the
trivial extension algebras, it seems that there is little information about the ordinary
quivers for general Hochschild extension algebras.
In this paper, we consider Hochschild extension algebras of self-injective Nakayama
algebras by the standard duality module. A basic Nakayama algebra is of the form
K∆/I, where ∆ is a cyclic quiver and I is an admissible ideal of K∆. In addition,
the Nakayama algebra is self-injective if and only if I is generated by the paths
of length at least l for some l ≥ 2. The aim of the present paper is to determine
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the ordinary quivers of Hochschild extension algebras for self-injective Nakayama
algebras.
This paper is organized as follows: In Section 2, we recall some definitions and
elementary facts about Hochschild extension algebras and Hochschild cohomology
groups. In Section 3, following Sko¨ldberg [11], we describe the projective resolution
P for the truncated quiver algebra A. Sko¨ldberg computed the Hochschild homol-
ogy group of A using the facts that the complex A⊗AeP is N-graded and, therefore
HHn(A) is also N-graded for each n ≥ 0, that is, HHn(A) =
⊕∞
q=0HHn, q(A). On
the other hand, in [4], Cibils gave a useful projective resolution Q for more general
algebras. Furthermore, in [1], Ames, Cagliero and Tirao gave a chain map from Q
to P . Using this chain map, we give the isomorphism between
⊕
qD(HH2, q(A))
and H2(A, D(A)). These grading and the comparison morphism are very useful.
Itagaki and Sanada [8] and Volcˇicˇ [13] used the ideas for the computation of cyclic
homology.
In Section 4, we consider the ordinary quiver of Hochschild extension algebras
of self-injective Nakayama algebras. First of all, we have 2-cocycles A×A→ D(A)
through the above isomorphism
⊕
qD(HH2, q(A))
∼= H2(A, D(A)). Next, we give
a sufficient condition on a 2-cocycle α for the ordinary quiver of Tα(A) to coincide
with that of the trivial extension algebra A ⋉ D(A). Then, we show that, for a
self-injective Nakayama algebra A and a 2-cocycle α : A×A→ D(A), the ordinary
quiver of Tα(A) coincides with either the ordinary quiver of A or that of the trivial
extension algebra A⋉D(A). Moreover, we give a sufficient condition for Hochschild
extension algebras of self-injective Nakayama algebras to be symmetric. In Section
5, we exhibit some examples to clarify the theorem.
For general facts on quivers, we refer to [2] and [12], and for Hochschild extension
algebras, we refer to [7] and [15].
2. Hochschild extension algebras
In 1945, the cohomology theory and extension theory of associative algebras
were introduced by Hochschild [7] (and also see [15]). Let us recall his construction
here. Let A be an algebra over a field K, and D the standard duality functor
HomK(−, K). Note that D(A) = Homk(A, K) is an A-bimodule. An extension
over A with kernel D(A) is an exact sequence
0 −→ D(A)
κ
−→ T
ρ
−→ A −→ 0
such that T is a K-algebra, ρ is an algebra epimorphism and κ is a T -bimodule
monomorphism from ρ(D(A))ρ. Then T is called a Hochschild extension algebra of
A by D(A), and an extension is also called a Hochschild extension. If we identify
D(A) with Ker ρ, then D(A) is a two-sided ideal of T with (D(A))2 = 0 and the
factor algebra T/D(A) is isomorphic to A by ρ. Since D(A) is nilpotent in T , a set
of orthogonal idempotents {e1, . . . , el} with 1A =
∑l
i=1 ei can be lifted to a set of
orthogonal idempotents {e1, . . . , el} of T so that 1T =
∑l
i=1 ei and ei = ρ(ei) for
any 1 ≤ i ≤ l.
A Hochschild extension algebra corresponds to a 2-cocycle A × A → D(A).
Let us recall the definition of 2-cocycle here. For a K-algebra A, its Hochschild
cohomology groups Hn(A, D(A)) are defined as ExtnAe(A, D(A)) for n ≥ 0, where
Ae = A ⊗K A
op denotes the enveloping algebra of A. There is a well known
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projective resolution of A as a left Ae-module
Bar∗(A) : · · · −→ A
⊗(n+2) δn−→ A⊗(n+1) −→ · · ·
δ1−→ A⊗2
δ0−→ A −→ 0,
where A⊗(n+2) := A ⊗K A ⊗K · · · ⊗K A (n + 2 fold tensor products over K),
δ0 : A⊗K A→ A is the multiplication map and, for n ≥ 0, δn is defined by
δn(a0 ⊗ a1 ⊗ · · · ⊗ an+1) =
n∑
i=0
(−1)ia0 ⊗ · · · ⊗ ai−1 ⊗ aiai+1 ⊗ ai+2 ⊗ · · · ⊗ an+1.
This resolution is called a bar resolution ofA. The complex C∗(A) = HomAe(Bar∗(A),
D(A)) is used to compute Hn(A, D(A)). Note that, for each n ≥ 1, there is a nat-
ural isomorphism:
µn : C
n(A) = HomAe(A
⊗(n+2), D(A))
∼
−→ HomK(A
⊗n, D(A)). (2.1)
We identify C0(A) with D(A). Thus, through µ∗, C
∗(A) has the following form:
C∗(A) : 0 −→ D(A)
δ1−→HomK(A, D(A))
δ2−→ HomK(A⊗A, D(A)) −→ · · ·
−→HomK(A
⊗n, D(A))
δn+1
−→ HomK(A
⊗(n+1), D(A)) −→ · · · .
Here, for α ∈ HomK(A
⊗n, D(A)), δn+1(α) is defined by sending a1⊗ · · · ⊗ an+1 to
a1α(a2 ⊗ · · · ⊗ an+1) +
n∑
i=1
(−1)iα(a1 ⊗ · · · ⊗ ai−1 ⊗ aiai+1 ⊗ ai+2 ⊗ · · ·an+1)
+ (−1)n+1α(a1 ⊗ · · · ⊗ an)an+1.
A 2-cocycle α ∈ Z2(A, D(A)) := Ker δ3 defines the K-bilinear map A × A →
D(A) by the composition of the map A × A → A ⊗ A; (a, b) 7→ a ⊗ b and α. We
denote that by α again. Note that α satisfies the relation
a1α(a2, a3)− α(a1a2, a3) + α(a1, a2a3)− α(a1, a2)a3 = 0
for all a1, a2, a3 ∈ A. Using a 2-cocycle α, we define an associative multiplication
in the K-vector space A⊕D(A) by the rule:
(a, x)(b, y) = (ab, ay + xb + α(a, b)) (2.2)
for (a, x), (b, y) ∈ A ⊕ D(A). Then it is easy to see that Tα(A) := A ⊕ D(A)
is an associative K-algebra with identity (1A, −α(1, 1)), and that there exists an
extension over A by D(A):
0 −→ D(A) −→ Tα(A) −→ A −→ 0.
Conversely, given an extension over A by D(A);
0 −→ D(A) −→ T −→ A −→ 0,
we easily see that T is isomorphic to Tα(A) for some 2-cocycle α ∈ Z
2(A, D(A)).
By definition, two extensions (F ) and (F ′) overA with kernelD(A) are equivalent
if there exists a K-algebra homomorphism ι : T → T ′ such that the diagram
(F ) 0 // D(A) //
1

T //
ι

A //
1

0
(F ′) 0 // D(A) // T ′ // A // 0
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is commutative. The set of all equivalent classes of extensions over A by D(A) is
denoted by F (A, D(A)). An extension
0 −→ D(A)
κ
−→ T
ρ
−→ A −→ 0
is said to be splittable if there is an algebra homomorphism ρ′ : A → T with
ρρ′ = idA. The following result is well known.
Proposition 2.1 (See [7, Proposition 6.2], [15, Section 2.5]). The set F (A, D(A))
is in a one-to-one correspondence with H2(A, D(A)). This correspondence H2(A,
D(A)) → F (A, D(A)) is obtained by assigning to each 2-cocycle α ∈ Z2(A, D(A)),
the extension given by the multiplication (2.2). The zero element in H2(A, D(A))
is correspond to the class of splittable extensions.
Note that, T0(A) is called a trivial extension algebra of A by D(A).
Next, we consider the Hochschild homology HH∗(A) := H∗(A, A), which co-
incides with the homology of the complex C∗(A) := A ⊗Ae Bar∗(A). Notice that
Cn(A) = A ⊗Ae A
⊗(n+2) ∼= A⊗(n+1) and the differential δ˜n : Cn(A) = A
⊗(n+1) →
Cn−1(A) = A
⊗n sends a0 ⊗ · · · ⊗ an to
n−1∑
i=1
(−1)ia0 ⊗ · · · ⊗ ai−1 ⊗ aiai+1 ⊗ ai+2 ⊗ · · · ⊗ an + (−1)
nana0 ⊗ a1 ⊗ · · · ⊗ an−1.
The standard duality induces the isomorphism H∗(A, D(A)) ∼= D(HH∗(A)). In
fact, we have the following isomorphism and equations of complexes:
D(C∗(A)) = HomK(C∗(A), K)
= HomK(A⊗Ae Bar∗(A), K)
∼= HomAe(Bar∗(A), Homk(A, K))
= HomAe(Bar∗(A), D(A)).
3. The projective resolution by Sko¨ldberg and one by Cibils
Let ∆ be a finite quiver and K a field. We fix a positive integer n ≥ 2. A
truncated quiver algebra is defined by K∆/Rn∆, where R∆ is the arrow ideal of
K∆ and Rn∆ is the two-sided ideal of K∆ generated by the paths of length n. We
denote by ∆0, ∆1 and ∆i the set of vertices, the set of arrows and the set of paths
of length i, respectively. We put ∆+ =
⋃∞
i=1∆i. Let K∆i be the K-vector space
whose basis is the elements of ∆i and K∆0 the subalgebra of K∆/R
n
∆ generated
by ∆0. Moreover, K∆ is N-graded, that is, K∆ =
⊕∞
i=0K∆i. For a path x, we
denote by s(x) and t(x) primitive idempotents with x = s(x)xt(x) in K∆.
In [11], the Hochschild homology of a truncated quiver algebra was computed.
We recall the projective resolutions of a truncated quiver algebra P and Q con-
structed by Sko¨ldberg and Cibils, respectively. Moreover, we describe a chain map
from Q to P . We only show the third and under terms of each resolutions.
Theorem 3.1 (See [11, Theorem 1]). Let A be a truncated quiver algebra K∆/Rn∆.
Then we have the following projective resolution of A as a left Ae-module:
P : · · · −→ A⊗K∆0K∆n+1 ⊗K∆0 A
d3−→ A⊗K∆0 K∆n ⊗K∆0 A
d2−→A⊗K∆0 K∆1 ⊗K∆0 A
d1−→ A⊗K∆0 A
d0−→ A −→ 0.
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Here the differentials d2 and d3 are defined by
d2(x⊗ y1 · · · yn ⊗ z) =
n−1∑
j=0
x⊗ y1 · · · yj ⊗ yj+1 ⊗ yj+2 · · · ynz
and
d3(x⊗ y1 · · · yn+1 ⊗ z) = xy1 ⊗ y2 · · · yn+1 ⊗ z − x⊗ y1 · · · yn ⊗ yn+1z,
for x, z ∈ A and yi ∈ ∆1 (1 ≤ i ≤ n+ 1).
We denote by P i the i th term of P , then A⊗Ae P i is the i th term of A⊗Ae P .
We have
A⊗Ae P 1 = A⊗Ae (A⊗K∆0 K∆1 ⊗K∆0 A)
∼
−→ A⊗Ae A
e ⊗K∆e0 K∆1
∼
−→ A⊗K∆e0 K∆1. (3.1)
Through the above isomorphisms (3.1), we define the degree q (≥ 1) part ofA⊗AeP 1
in the following way:
(A⊗Ae P 1)q = (A⊗K∆e
0
K∆1)q =
⊕
ai∈∆1 (1≤i≤q)
s.t. t(aq−1) = s(aq),
t(aq)=s(a1)
K(a1 · · · aq−1 ⊗ aq).
In a similar way, we define the degree q part of A⊗Ae P 2 and A⊗Ae P 3 by
(A⊗Ae P 2)q = (A⊗K∆e0 K∆n)q
=
⊕
ai∈∆1 (1≤i≤q)
s.t. t(aq−n) = s(aq−n+1),
t(aq)=s(a1)
K(a1 · · · aq−n ⊗ aq−n+1 · · · aq),
(A⊗Ae P 3)q = (A⊗K∆e0 K∆n+1)q
=
⊕
ai∈∆1 (1≤i≤q)
s.t. t(aq−n−1) = s(aq−n),
t(aq)=s(a1)
K(a1 · · · aq−n−1 ⊗ aq−n · · · aq).
Then d˜i = id⊗di preserves N-grading. Actually, for i = 2, 3, (d˜i)q : (A⊗AeP i)q →
(A⊗Ae P i−1)q is given by
(d˜2)q(a1 · · ·aq−n ⊗ aq−n+1 · · ·aq) =
n−1∑
j=0
aj+q−n+2 · · · aqa1 · · · aj+q−n ⊗ aj+q−n+1,
(3.2)
(d˜3)q(a1 · · · aq−n−1 ⊗ aq−n · · ·aq) = a1 · · · aq−n ⊗ aq−n+1 · · · aq
− aqa1 · · · aq−n−1 ⊗ aq−n · · · aq−1. (3.3)
Note that (d˜2)q = 0 for each q (≥ n+1). Since (A⊗AeP 3)n = 0, we have (d˜3)n = 0.
Moreover, A ⊗Ae P is not only N-graded, but also ∆
c
q/Cq-graded. A path γ in
∆ is a cycle if s(γ) = t(γ). The set of cycles of length q is denoted by ∆cq(⊂ ∆q). A
cycle γ is a basic cycle provided that we can not write γ = βi, for i ≥ 2. The set of
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basic cycles of length q is denoted by ∆bq . Then we have the following isomorphisms:
(A⊗Ae P 1)q ∼=
{
K∆cq if 1 ≤ q ≤ n,
0 otherwise,
(A⊗Ae P 2)q ∼=
{
K∆cq if n ≤ q ≤ 2n− 1,
0 otherwise,
(A⊗Ae P 3)q ∼=
{
K∆cq if n+ 1 ≤ q ≤ 2n,
0 otherwise.
Let Cq be the cyclic group of order q, with generator c. Then we define an action
of Cq on ∆
c
q by c(a1 · · ·aq) = aqa1 · · ·aq−1. For each γ ∈ ∆
c
q, we define the orbit
of γ to be the subset γ = {ci(γ) | 1 ≤ i ≤ q} ∈ ∆cq. We denote the set of orbits
by ∆cq/Cq. Since the differential (d∗)q preserves γ, the complex (A⊗Ae P ∗)q splits
into subcomplexes by
(A⊗Ae P i)q ∼=
⊕
γ∈∆cq/Cq
((A⊗Ae P i)q)γ ,
for γ ∈ ∆cq/Cq, where ((A ⊗Ae P i)q)γ =
⊕
γ′∈γ Kγ
′ the direct sum of subspaces.
We express this fact by saying that ((A⊗AeP ∗)q, (d˜∗)q) is ∆
c
q/Cq-graded (cf. [11]).
Sko¨ldberg computed the homology groups HHp,q(A) by exploiting the above fact
that ((A ⊗Ae P ∗)q, (d˜∗)q) is ∆
c
q/Cq-graded. We only show the second term of
HHp(A).
Theorem 3.2 (See [11, Theorem 2]). Let A be a truncated quiver algebra K∆/Rn∆.
Then the degree q part of the second Hochschild homology HH2, q(A) is given by
HH2, q(A)
=


Kaq if n+ 1 ≤ q ≤ 2n− 1,⊕
r|q(K
gcd(n,r)−1 ⊕Ker(· ngcd(n,r) : K → K))
br if q = n,
0 otherwise.
Here we set aq := card(∆
c
q/Cq) and br := card(∆
b
r/Cr).
Next, Cibils gave the following another projective resolution of A as a left Ae-
module.
Lemma 3.3 (See [4, Lemma 1.1]). Let A be a truncated quiver algebra K∆/Rn∆
and J = J(A) the Jacobson radical of A. Then there exists the following projective
resolution of A as a left Ae-module :
Q : · · · −→ A⊗K∆0 J
⊗3K∆0 ⊗K∆0 A
∂3−→ A⊗K∆0 J
⊗2K∆0 ⊗K∆0 A
∂2−→ A⊗K∆0 J ⊗K∆0 A
∂1−→ A⊗K∆0 A
∂0−→ A −→ 0.
Here the differentials ∂2 and ∂3 are defined by
∂2(x⊗ y1 ⊗ y2 ⊗ z) = xy1 ⊗ y2 ⊗ z − x⊗ y1y2 ⊗ z + x⊗ y1 ⊗ y2z,
∂3(x ⊗ y1 ⊗ y2 ⊗ y3 ⊗ z) = xy1 ⊗ y2 ⊗ y3 ⊗ z − x⊗ y1y2 ⊗ y3 ⊗ z
+ x⊗ y1 ⊗ y2y3 ⊗ z − x⊗ y1 ⊗ y2 ⊗ y3z,
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for x, z ∈ A and yi ∈ J (1 ≤ i ≤ 3).
In [1], Ames, Cagliero and Tirao gave a chain map between the projective res-
olutions Q and P . We describe the second term of the chain map pi : Q → P in
Proposition 3.4.
Proposition 3.4 (See [1, Section 4.2]). Let x1, x2 be paths in ∆. We set x1 =
a1a2 · · ·am1 , x2 = am1+1am1+2 · · · am1+m2 , where a1, a2, . . . , am1+m2 ∈ ∆1. Then
there exists a map pi2 : Q2 → P 2 defined by the following equation:
pi2(a⊗K∆0x1 ⊗K∆0 x2 ⊗K∆0 b)
=
{
a⊗K∆0 a1 · · · an ⊗K∆0 an+1 · · ·am1+m2b if m1 +m2 ≥ n,
0 otherwise ,
for a, b ∈ A.
To provide an isomorphism D(HH2(A)) ∼= H
2(A, D(A)), we define a homomor-
phism Θ : D(A⊗K∆e
0
K∆n)→ HomK(A
⊗2, D(A)). In order to define Θ, we define
some homomorphisms. We define the canonical isomorphism ϕ : A ⊗Ae P 2 →
A⊗K∆e
0
K∆n in a similar way as (3.1), ν2 : A
⊗4 → Q2 by
1⊗K a1 ⊗K a2 ⊗K 1 7→
{
1⊗K∆0 a1 ⊗K∆0 a2 ⊗K∆0 1 if a1, a2 ∈ J,
0 otherwise,
and µ2 by (2.1). We denote by Θ the composition of following maps
D(A⊗K∆e0 K∆n)
Dϕ
−−→ D(A⊗Ae P 2)
D(id⊗pi2)
−−−−−−→ D(A⊗Ae Q2)
D(id⊗ν2)
−−−−−−→ D(A⊗Ae A
⊗4)
adj
−−→ HomAe(A
⊗4, D(A))
µ2
−→ HomK(A
⊗2, D(A)),
where adj : D(A⊗Ae A
⊗4)→ HomAe(A
⊗4, D(A)) is the isomorphism induced by a
natural isomorphism D(A ⊗Ae −) → HomAe(−, D(A)), namely, for g ∈ D(A ⊗Ae
A⊗4) and x ∈ A⊗4, (adj(g))(x) is given by sending a ∈ A to g(a ⊗Ae x). For
x⊗Ae (1⊗K a1 · · · am1 ⊗K am1+1 · · ·am1+m2 ⊗K 1) ∈ A⊗Ae A
⊗4 (ai ∈ ∆1), we have
x⊗Ae(1⊗K a1 · · · am1 ⊗K am1+1 · · · am1+m2 ⊗K 1)
id⊗ν27−−−−→ x⊗Ae (1 ⊗K∆0 a1 · · ·am1 ⊗K∆0 am1+1 · · · am1+m2 ⊗K∆0 1)
id⊗pi27−−−−→
{
x⊗Ae (1⊗K∆0 a1 · · · an ⊗K∆0 an+1 · · · am1+m2) if n ≤ m1 +m2,
0 otherwise,
ϕ
7−→
{
an+1 · · ·am1+m2x⊗Ae a1 · · · an) if n ≤ m1 +m2,
0 otherwise.
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Hence, for an dual basis element u∗ := (an+1 · · · ar⊗K∆e
0
a1a2 · · · an)
∗ ∈ D(A⊗K∆e
0
K∆n) (ai ∈ ∆1), Θ(u
∗) ∈ HomK(A
⊗2, D(A)) is the map as follows:
b1 · · · bm1 ⊗K bm1+1 · · · bm1+m2
7→


(am1+m2+1 · · · ar)
∗ if n ≤ m1 +m2 ≤ r
and bt = at for t(1 ≤ t ≤ m1 +m2),
0 otherwise.
(3.4)
The isomorphism D(HH2(A)) ∼= H
2(A, D(A)) is induced by Θ. In Section 4, we
get 2-cocycles from D(HH2, q(A)) through the following isomorphism:⊕
q
D(HH2, q(A)) ∼= D(
⊕
q
HH2, q(A)) = D(HH2(A))
∼
−→ H2(A, D(A)).
We denote the composition of the above isomorphisms by Θ again.
4. The ordinary quivers of Hochschild extension algebras for
self-injective Nakayama algebras
In this section, we compute the ordinary quivers of Hochschild extension algebras
for self-injective Nakayama algebras. In the following, for an algebra A, we denote
the Jacobson radical of A by J(A).
Let ∆ be a finite quiver and A = K∆/I for an admissible ideal I. Let ∆0 =
{1, 2, . . . , l} be the set of vertices of ∆. For each pair of integers i and j with
i, j ∈ ∆0, we denote the number of arrows from i to j in the ordinary quiver of A
by NA(i, j).
Lemma 4.1. Let ∆ be a finite quiver and A = K∆/I for an admissible ideal I. Let
Tα(A) be an extension algebra of A defined by a 2-cocycle α : A×A→ D(A). We
denote by ∆Tα(A) and ∆T0(A) the ordinary quiver of Tα(A) and the trivial extension
algebra T0(A), respectively. If α(ei, −) = α(−, ei) = 0 for all i ∈ ∆0, then we have
the chain of subquivers of ∆T0(A):
∆ ⊆ ∆Tα(A) ⊆ ∆T0(A).
Proof. Let ∆0 = {1, 2, . . . , l} be the set of vertices of ∆ and let {e1, . . . , el} be the
set of trivial paths in K∆. Since α(ei, −) = α(−, ei) = 0 for all i ∈ ∆0, it is
easy to verify that {(e1, 0), . . . , (el, 0)} is a complete set of primitive orthogonal
idempotents in Tα(A). So, ∆Tα(A) has n vertices in a 1-1-correspondence with
(e1, 0), . . . , (el, 0). For each pair of integers i and j with i, j ∈ ∆0, we obtain
NTα(A)(i, j)
= dimK
(ei, 0)J(Tα(A))(ej , 0)
(ei, 0)J2(Tα(A))(ej , 0)
= dimK
(eiJ(A)ej , eiD(A)ej)
(eiJ2(A)ej , ei(J(A)D(A) +D(A)J(A) + α(J(A), J(A)))ej)
= dimK
eiJ(A)ej
eiJ2(A)ej
+ dimK
eiD(A)ej
ei(J(A)D(A) +D(A)J(A) + α(J(A), J(A)))ej
= dimK
eiJ(A)ej
eiJ2(A)ej
+ dimKeiD(A)ej
− dimK ei(J(A)D(A) +D(A)J(A) + α(J(A), J(A)))ej .
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Since
NA(i, j) = dimK
eiJ(A)ej
eiJ2(A)ej
,
we have NA(i, j) ≤ NTα(A)(i, j). Consequently, ∆ ⊆ ∆Tα(A).
On the other hand, by [6, Proposition 2.2], we have
NT0(A)(i, j) = dimK
eiJ(A)ej
eiJ2(A)ej
+ dimK
eiD(A)ej
ei(J(A)D(A) +D(A)J(A))ej
= dimK
eiJ(A)ej
eiJ2(A)ej
+ dimKeiD(A)ej
− dimK ei(J(A)D(A) +D(A)J(A))ej .
Since
ei(J(A)D(A) +D(A)J(A))ej ⊆ ei(J(A)D(A) +D(A)J(A) + α(J(A), J(A)))ej ,
we have NTα(A)(i, j) ≤ NT0(A)(i, j). Hence ∆Tα(A) is a subquiver of ∆T0(A). 
Lemma 4.2. Let ∆ be a finite quiver and A = K∆/I for an admissible ideal I.
Let Tα(A) be an extension algebra of A defined by a 2-cocycle α : A×A→ D(A). If
α(ei, −) = α(−, ei) = 0 for all i ∈ ∆0, then the following conditions are equivalent:
(1) α(J(A), J(A)) ⊆ J(A)D(A) +D(A)J(A).
(2) ∆Tα(A) = ∆T0(A).
Proof. It is clear that the vertices (∆Tα(A))0 and (∆T0(A))0 coincide with ∆0. If
α(J(A), J(A)) ⊆ J(A)D(A) + D(A)J(A), then for each pair of integers i and j
with 1 ≤ i, j ≤ l, we have
NTα(A)(i, j)
= dimK
eiJ(A)ej
eiJ2(A)ej
+ dimK
eiD(A)ej
ei(J(A)D(A) +D(A)J(A) + α(J(A), J(A)))ej
= dimK
eiJ(A)ej
eiJ2(A)ej
+ dimK
eiD(A)ej
ei(J(A)D(A) +D(A)J(A))ej
.
Hence NTα(A)(i, j) is equal to NT0(A)(i, j).
Conversely, if (1) does not hold, then there exist x ∈ α(J(A), J(A)) and i, j ∈ ∆0
such that x /∈ J(A)D(A) +D(A)J(A) and eixej 6= 0 in D(A). Therefore, we have
NT0(A)(i, j)−NTα(A)(i, j)
= dimKei(J(A)D(A) +D(A)J(A) + α(J(A), J(A)))ej
− dimKei(J(A)D(A) +D(A)J(A))ej
= dimKei
J(A)D(A) +D(A)J(A) + α(J(A), J(A))
J(A)D(A) +D(A)J(A)
ej > 0.
Hence ∆Tα(A) is not equal to ∆T0(A). 
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From now on, we consider self-injective Nakayama algebras. Let ∆ be the fol-
lowing cyclic quiver with s (≥ 1) vertices and s arrows:
1
2
3
s
s− 1
s− 2
x1
x2
x3
xs
xs−1
xs−2
Suppose n ≥ 2 and A = K∆/Rn∆, which is called a truncated cycle algebra in [3],
where Rn∆ is the two-sided ideal of K∆ generated by the paths of length n. We
regard the subscripts i of ei and xi modulo s (1 ≤ i ≤ s). By Theorem 3.2, the
second Hochschild homology is given by
HH2, q(A) =


K if s|q and n+ 1 ≤ q ≤ 2n− 1,
Ks−1 ⊕Ker(·ns : K → K) if s|q and q = n,
0 otherwise.
(4.1)
We have the following main theorem about the ordinary quiver of Hochschild ex-
tension algebras.
Theorem 4.3. Suppose that n ≥ 2, A = K∆/Rn∆ and n ≤ q ≤ 2n − 1. Let
α : A×A→ D(A) be a 2-cocycle such that the cohomology class [α] of α belongs to
Θ(D(HH2, q(A))), and let Tα(A) be the Hochschild extension algebra of A defined
by α. Then the ordinary quiver ∆Tα(A) is given by
∆Tα(A) =
{
∆T0(A) if n ≤ q ≤ 2n− 2,
∆ if q = 2n− 1.
Proof. If s ∤ q, then HH2, q(A) = 0 by (4.1). It is suffices to consider the case q be
divided by s. We will investigate the ordinary quiver dividing the proof into the
following three cases:
Case 1: n+ 1 ≤ q ≤ 2n− 2,
Case 2: q = n,
Case 3: q = 2n− 1.
Case 1: We set
vi = xi+n · · ·xi+q−1 ⊗K∆e
0
xixi+1 · · ·xi+n−1,
and
wi = xi+n+1 · · ·xi+q−1 ⊗K∆e
0
xixi+1 · · ·xi+n,
for 1 ≤ i ≤ s. Then {v1, . . . , vs} is the basis of (A⊗K∆e
0
K∆n)q, and {w1, . . . , ws}
is the basis of (A⊗K∆e0 K∆n+1)q. By (3.3), (d˜3)q : (A⊗K∆e0 K∆n+1)q → (A⊗K∆e0
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K∆n)q is given by
(d˜3)q(w1, . . . , ws) = (v1, . . . , vs)


−1 0 · · · 0 1
1 −1
. . . 0
0
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 1 −1


(4.2)
and by (3.2), (d˜2)q is the zero map. By (4.2) and the fact (d˜2)q = 0, we have the
following isomorphism:
D(HH2, q(A)) ∼= Ker (D((d˜3)q))/Im (D((d˜2)q))
= Ker (D((d˜3)q)) = 〈v
∗
1 + · · ·+ v
∗
s 〉, (4.3)
where v∗i ∈ D((A ⊗K∆e0 ∆n)q) is the dual basis element for each 1 ≤ i ≤ s. For
1 ≤ i ≤ s, by (3.4), Θ(v∗i ) is the map as follows:
a1 · · · am1⊗Kam1+1 · · · am1+m2
7→


(xi+m1+m2 · · ·xi+q−1)
∗ if n ≤ m1 +m2 ≤ q
and at = xi+t−1 for 1 ≤ t ≤ m1 +m2,
0 otherwise.
We define a map αi : A×A→ D(A) by
αi(a1 · · · am1 , am1+1 · · · am1+m2) = Θ(v
∗
i )(a1 · · · am1 ⊗K am1+1 · · · am1+m2).
For any 2-cocycle α : A × A → D(A), there exists k (∈ K) such that [α] =
k[
∑s
i=1 αi]. Since, for 1 ≤ i ≤ s, we have
(xi+m1+m2 · · ·xi+q−1)
∗ = (xi+m1+m2−1xi+m1+m2 · · ·xi+q−1)
∗xi+m1+m2−1
∈ J(A)D(A) +D(A)J(A),
it follows that α satisfies the conditions of Lemma 4.2. Hence ∆Tα(A) coincides
with ∆T0(A).
Case 2: We consider the case q = n. We set
ui = xi+1 · · ·xi+n−1 ⊗K∆e0 xi,
and
vi = 1⊗K∆e0 xixi+1 · · ·xi+n−1 = ei ⊗K∆e0 xixi+1 · · ·xi+n−1,
for 1 ≤ i ≤ s. Then {u1, . . . , us} is a basis of (A ⊗K∆e
0
K∆1)n, and {v1, . . . , vs} is
a basis of (A ⊗K∆e
0
K∆n)n. By (3.3), (d˜3)n is the zero map and (d˜2)n : (A ⊗K∆e
0
K∆1)n → (A⊗K∆e
0
K∆n)n is given by
(d˜2)n(u1, . . . , us) = (v1, . . . , vs)


n/s · · · n/s
...
. . .
...
n/s · · · n/s

 .
If char(K) ∤ (n/s), then we have
D(HH2, n(A)) ∼= Ker (D((d˜3)n))/Im (D((d˜2)n))
=
〈v∗1 , . . . , v
∗
s 〉
〈v∗1 + · · ·+ v
∗
s 〉
∼= 〈v∗1 , . . . , v
∗
s−1〉. (4.4)
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For 1 ≤ i ≤ s− 1, Θ(v∗i ) is the map as follows:
a1 · · · am1 ⊗K am1+1 · · · am1+m2 7→


e∗i if m1 +m2 = n
and at = xi+t−1 for 1 ≤ t ≤ n,
0 otherwise.
Hence, we have a 2-cocycle αi : A×A→ D(A) corresponding to v
∗
i (1 ≤ i ≤ s− 1)
is given by
αi(a1 · · · am1 , am1+1 · · · am1+m2) = Θ(v
∗
i )(a1 · · · am1 ⊗K am1+1 · · · am1+m2).
For any 2-cocycle α, there exist ki ∈ K (1 ≤ i ≤ s− 1) such that [α] =
∑s−1
i=1 ki[αi].
Since, for 1 ≤ i ≤ s− 1, we have
e∗i = xix
∗
i ∈ J(A)D(A) +D(A)J(A),
α satisfies the conditions of Lemma 4.2. Hence ∆Tα(A) coincides with ∆T0(A).
If char(K) | (n/s), then we have the dual of the second Hochschild homology as
follows:
D(HH2, n(A)) ∼= Ker (D(d˜3)n)/Im (D(d˜2)n) = Ker (D(d˜3)n) = 〈v
∗
1 , . . . , v
∗
s 〉.
For any 2-cocycle α, there exist ki ∈ K and 2-cocycles αi corresponding to v
∗
i
(1 ≤ i ≤ s) such that [α] =
∑s
i=1 ki[αi]. Then we have ∆Tα(A) = ∆T0(A). The
proof is same as above.
Case 3: In this case we set q = 2n− 1. We set
vi = xi+n · · ·xi+2n−2 ⊗K∆e0 xixi+1 · · ·xi+n−1
and
wi = xi+n+1 · · ·xi+2n−2 ⊗K∆e0 xixi+1 · · ·xi+n,
for 1 ≤ i ≤ s. In the same way to Case 1, we have
D(HH2, 2n−1(A)) ∼= Ker (D((d˜3)2n−1))/Im (D((d˜2)2n−1))
= Ker (D((d˜3)2n−1)) = 〈v
∗
1 + · · ·+ v
∗
s 〉. (4.5)
Then, for any 2-cocycle α : A × A → D(A), there exists k (∈ K) such that [α] =
k[
∑s
i=1 αi], where
αi(a1 · · · am1 , am1+1 · · · am1+m2) =


(xm1+m2+i · · ·xi+2n−2)
∗
if n ≤ m1 +m2 < 2n− 1
and at = xi+t−1 for 1 ≤ t ≤ m1 +m2,
0 otherwise.
We will prove that ∆Tα(A) coincides with ∆. By [6, Proposition 2.2], the quiver
∆T0(A) is given by
(1) (∆T0(A))0 = ∆0,
(2) (∆T0(A))1 = ∆1 ∪ {y1, . . . , ys},
where yi is an arrow from i to i − n + 1, for 1 ≤ i ≤ s. Because of Lemma 4.1,
it is sufficient to show that there is no arrow from i to i − n+ 1 in ∆Tα(A). Since
dimK eiJ(A)ei−n+1/eiJ
2(A)ei−n+1 = NA(i, i− n+ 1) = 0, we have
NTα(A)(i, i− n+ 1) = dimK
eiD(A)ei−n+1
ei(J(A)D(A) +D(A)J(A) + α(J(A), J(A)))ei−n+1
.
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Since α(xi−2n+1, xi−2n+2 · · ·xi−n) = k(xi−n+1xi−n+2 · · ·xi−1)
∗ is in α(J(A), J(A)),
it is easy to see that
eiD(A)ei−n+1 = K(xi−n+1xi−n+2 · · ·xi−1)
∗
= ei(J(A)D(A) +D(A)J(A) + α(J(A), J(A)))ei−n+1.
Then we have NTα(A)(i, i− n+ 1) = 0. 
Corollary 4.4. Suppose that n ≥ 2 and A = K∆/Rn∆. Let α : A×A→ D(A) be a
2-cocycle and [α] =
∑2n−1
q=n [βq], where βq : A× A→ D(A) is a 2-cocycle such that
the cohomology class [βq] of βq belongs to Θ(D(HH2, q(A))). Then the following
equation holds:
∆Tα(A) =
{
∆T0(A) if [β2n−1] = 0,
∆ if [β2n−1] 6= 0.
Proof. In the proof of Theorem 4.3, we consider the three cases. Then, in Case 1
and Case 2, ∆Tα(A) coincides with ∆T0(A), and in Case 3, ∆Tα(A) coincides with
∆.
By the proof of Theorem 4.3, βq corresponds to a 2-cocycle of Case 1,Case 2 or
Case 3 for each q (n ≤ q ≤ 2n − 1). If q = n, then there exist ki ∈ K (1 ≤ i ≤ s)
such that
[βn] =
{∑s−1
i=1 ki[αi] = [
∑s−1
i=1 kiαi] if char(K) ∤ (n/s),∑s
i=1 ki[αi] = [
∑s
i=1 kiαi] if char(K)|(n/s),
where αi is the 2-cocycle in Case 2. We put γn :=
∑
i kiαi. If n + 1 ≤ q ≤
2n−1, then there exists kq ∈ K such that [βq] = kq[
∑s
i=1 αi] = [kq
∑s
i=1 αi], where∑s
i=1 αi is the 2-cocycle in Case 1 or Case 3. We put γq := kq
∑s
i=1 αi. Then it is
easy to see that
∆Tα(A) = ∆T∑2n−1
q=n βq
(A) = ∆T∑2n−1
q=n γq
(A).
If [β2n−1] = 0, we have ∆Tα(A) = ∆T∑2n−2
q=n βq
(A) = ∆T∑2n−2
q=n γq
(A). Since
∑2n−2
q=n γq
satisfies the conditions of Lemma 4.2, it follows that ∆Tα(A) = ∆T0(A).
If [β2n−1] 6= 0, then in a similar way to Case 3 in the proof of Theorem 4.3, there
is no arrow from i to i − n + 1 in ∆Tα(A) for each i (1 ≤ i ≤ s). Hence, we have
∆Tα(A) = ∆. 
Corollary 4.5. Suppose that n ≥ 2 and A = K∆/Rn∆. Let α : A × A→ D(A) be
a 2-cocycle. If ∆Tα(A) = ∆, then Tα(A) is isomorphic to K∆/R
2n
∆ and Tα(A) is
symmetric.
Proof. Since Tα(A) is the self-injective Nakayama algebra, by [5, Section 3.1], Tα(A)
is isomorphic to K∆/Rm∆ for some m ≥ 2. Since dimK Tα(A) = 2 dimK A, we have
m = 2n. In the same way to Corollary 4.4, let [α] =
∑2n−1
q=n [βq]. Since ∆Tα(A) = ∆,
we have [β2n−1] 6= 0. By (4.1) and the proof of Theorem 4.3, 2n− 1 is divided by
s, that is, 2n ≡ 1 (mod s). By [5, Section 4.1], Tα(A) is symmetric. 
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5. Examples
Let K be a field. We consider the case s = 3, that is, ∆ is the following quiver:
1
23
x1
x2
x3
and A = K∆/Rn∆. By (4.1), HH2, q(A) 6= 0 if and only if n ≤ q ≤ 2n− 1 and 3|q.
First, we consider the case n = 4. Then HH2,q(A) 6= 0 if and only if q = 6. By
(4.3), we have
D(HH2,6(A)) = 〈
3∑
i=1
(xi+4xi+5 ⊗K∆e
0
xixi+1xi+2xi+3)
∗〉.
For a, b ∈ ∆+, the 2-cocycle α : A×A→ D(A) corresponding to
∑3
i=1(xi+4xi+5⊗K∆e0
xixi+1xi+2xi+3)
∗ is given by
α(a, b) =


(xi+4xi+5)
∗ if ab = xixi+1xi+2xi+3,
x∗i+5 if ab = xixi+1xi+2xi+3xi+4,
e∗i+6 if ab = xixi+1xi+2xi+3xi+4xi+5,
0 otherwise.
By [6, Proposition 2.2], ∆T0(A) is the following quiver:
1
23
x1
x2
x3
x′2
x′1
x′3
Then we know that Tα(A) is isomorphic to K∆T0(A)/I, where
I = 〈x′ixi − xix
′
i+1, xixi+1xi+2xi+3 − x
′
ixi, (x
′
i)
2 | i = 1, 2, 3〉.
On the other hand, T0(A) is isomorphic to K∆T0(A)/I0, where
I0 = 〈x
′
ixi − xix
′
i+1, xixi+1xi+2xi+3, (x
′
i)
2 | i = 1, 2, 3〉.
Second, we consider the case n = 3. Then HH2,q(A) 6= 0 if and only if q = 3.
By (4.4), we have
D(HH2,3(A)) = 〈(e1 ⊗K∆e0 x1x2x3)
∗, (e2 ⊗K∆e0 x2x3x1)
∗〉.
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For a, b ∈ ∆+, the 2-cocycle β1 : A×A→ D(A) corresponding to (e1⊗K∆e
0
x1x2x3)
∗
is given by
β1(a, b) =
{
e∗1 if ab = x1x2x3,
0 otherwise,
and β2 : A×A→ D(A) corresponding to (e2 ⊗K∆e
0
x2x3x1)
∗ is given by
β2(a, b) =
{
e∗2 if ab = x2x3x1,
0 otherwise.
For any 2-cocycle β := k1β1+k2β2 (k1, k2 ∈ K), by Theorem 4.3, we have ∆Tβ(A) =
∆T0(A). By [6, Proposition 2.2], ∆T0(A) is the following quiver:
1
23
x1
x2
x3
x′2
x′3 x
′
1
Then we know that Tβ(A) is isomorphic to K∆T0(A)/I
′, where
I ′ = 〈xix
′
i+1−x
′
ixi+1, x
′
ix
′
i+1,
x1x2x3 − k1x1x2x
′
3, x2x3x1 − k2x2x3x
′
1, x3x1x2 | i = 1, 2, 3〉.
On the other hand, T0(A) is isomorphic to K∆T0(A)/I
′
0, where
I ′0 = 〈xix
′
i+1 − x
′
ixi+1, x
′
ix
′
i+1, xixi+1xi+2 | i = 1, 2, 3〉.
Moreover, it is easy to see that Tβ1(A) and Tβ2(A) are isomorphic as K-algebras.
However, they are not equivalent as Hochschild extensions.
And finally, we consider the case n = 2. Then HH2,q(A) 6= 0 if and only if
q = n+ 1 = 3. By (4.5), we have
D(HH2,3(A)) = 〈(x3 ⊗K∆e
0
x1x2)
∗ + (x1 ⊗K∆e
0
x2x3)
∗ + (x2 ⊗K∆e
0
x3x1)
∗〉.
The 2-cocycle γ : A × A → D(A) corresponding to (x3 ⊗K∆e0 x1x2)
∗ + (x1 ⊗K∆e0
x2x3)
∗ + (x2 ⊗K∆e0 x3x1)
∗ is given by
γ(a, b) =
{
x∗i if ab = xi+1xi+2,
0 otherwise,
for a, b ∈ ∆+. Then, we have ∆Tγ (A) = ∆. It is easy to see that Tγ(A) is isomorphic
to K∆/R4∆. By Corollary 4.5, Tγ(A) is symmetric. We remark that Tγ(A) satisfies
the condition of [10, Theorem 1]. On the other hand, by [6, Proposition 2.2], ∆T0(A)
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is the following quiver:
1
23
x1
x2
x3
x′2
x′3 x
′
1
and T0(A) is isomorphic to K∆T0(A)/I
′′
0 , where
I ′′0 = 〈xix
′
i − x
′
i+2xi+2, xixi+1, x
′
ix
′
i−1 | i = 1, 2, 3〉.
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