presumably affording the mosquitoes with an increased ability to identify these odors.
The differential dopaminergic innervation in the mosquito antennal lobe might provide the anatomical underpinning for the observed differences in learning ability. Not all odors are equally learnable. Previous work from these authors had shown that mosquitoes can learn to associate certain odors with blood meals much more easily than others [12] . Innately neutral odors, L-lactic acid for instance or octanol, can be learned when paired with a blood meal; the same is true for some aversive odors, like Z-3-hexen-1-ol, but not others like b-myrcene. Likewise, when different odors are paired with the swatting shock, octanol can be learned to be avoided, but nonanol cannot. Curiously, lactic acid when paired with aversive reward even becomes attractive [3] . Whether this has a real-life significance or is an oddity of the behavioral paradigm remains to be seen.
Like for any animal, life for a mosquito is a fine balance between responding in the right, reliable way to pertinent stimuli, and being able to remain flexible to adjust to inherently unpredictable situations. The mosquito has at the same time to be able to immediately recognize the smell of a promising human host and has to learn to avoid a human vigorously swatting it away. For the mosquito, whose particular ecology means that a bountiful food source can also be a deadly killer, striking this balance must be an especially formidable challenge. Learning is what makes brains flexible. But, as the work on mosquitoes shows, not every stimulus can be learned as easily as the next, and not all stimuli can be learned in the same way. Naturally, a brain limited in size and energy, like that of a mosquito, is not set up to learn every possible stimulus and every possible association. Instead, it appears that learning ability in the mosquito brain is a carefully allocated capability. Untangling how this capability is implemented in the brain -whether through differential dopaminergic innervation in the antennal lobe or through higher-level processing -and which evolutionary forces hone the mosquito's learning ability towards certain odors but not others, will be a fascinating and long endeavor, and by no means just a swat. At its core, the challenge of speech comprehension is to categorize the acoustic speech signal into a finite set of discrete units. These units include phonemes, syllables, words, and phrases, and they all occur at different characteristic rates. For example, people routinely hear and understand speech at rates of 120-200 words per minute [2, 3] . This translates to a frequency of around 2-3 Hz. And the frequency of syllables in running speech is obviously higher, peaking at a rate of about 4-5 Hz [4] . Natural speech -while clearly not perfectly rhythmic -can thus be thought of as having statistical regularities at different timescales. The range of these timescales is constrained in part by our evolved speech production system -we can only talk so fast! And it stands to reason that, as this speech production system evolved, we will have (co-) evolved speech comprehension networks in our brains that are tuned to take advantage of the resulting regularities.
One of the most noteworthy features of human brain activity is that it displays several of its own regularities. These appear as recognizable rhythms (or frequency bands) fluctuating at different timescales. Over the better part of a century, researchers have sought to characterize how these rhythms relate to different cognitive states, such as being asleep versus being awake, and different clinical conditions [5] . And much effort has also been devoted to understanding what role they might play in sensation and perception [6] . In the domain of speech research, these efforts have included identifying consistent patterns in these rhythms across repeated presentations of a speech stimulus [7] , as well as more direct comparisons between fluctuations in these brain rhythms and fluctuations in the acoustic speech energy (its so-called 'envelope') [8, 9] . Both of these approaches have pointed to the specific importance of the timing of the peaks and troughs in our brain fluctuations (their 'phase') for successful speech processing. And, more recently, researchers have attempted to go further by explicitly linking these temporal brain fluctuations to some of the different linguistic levels mentioned above, for example, phonemes, syllables, words, and phrases [10, 11] .
As these experimental approaches have progressed, so have several models that aim to describe the relationship between brain rhythms and speech. One prominent example of these is a model based on linking specific neural rhythms to the parsing and processing of speech units at corresponding timescales [12] . For example, the processing of rapidly varying phonetic features has been linked with high frequency so-called gamma band activity, the processing of syllables and words has been linked with slower so-called theta oscillations, and the processing of phrase-level speech has been linked with even slower oscillations in the so-called delta band. This idea has been supported by physiological models of how the phase of brain rhythms might facilitate speech processing at some of these different levels [13] . These models suggest that, rather than being just passive responses to speech, changes in the phase of certain brain rhythms may represent an active process of optimal speech processing. The key idea is that the phase of our brain rhythms (again, whether they are, say, at a peak or a trough) represents different levels of so-called cortical excitability. And variations in the phases of rhythms at different frequencies reflect changes in excitability that enable the parsing and processing of speech at different timescales.
But what do we mean when we say the ''processing'' of speech? I don't speak Danish, but I can listen to someone speaking it, recognize it as speech, and even identify certain phonemes and syllables within it. So in a limited sense I am processing that speech, even though I don't understand a word! But of course the point of speech is to convey meaning. So how do these brain rhythms actually help to facilitate speech understanding? This has proven trickier to decipher. Researchers have attempted to do so by examining how speech-related brain rhythms are affected by manipulating the intelligibility of speech [14, 15] . But this almost invariably conflates two separate factors. First, it is extremely difficult to alter the intelligibility of speech without also changing its acoustics. And so it is very difficult to then know whether any resulting differences in brain activity are due to the intelligibility per se or just to the different sounds of the stimulus. And second, brains engage very differently with speech that can and cannot be understood. For example, as we listen to speech in our own language we constantly predict the sounds and words we are likely to hear next. Furthermore, we undoubtedly pay attention differently to speech we understand compared to speech we don't. Both prediction and attention are well known to affect cortical excitability and its associated brain rhythms [16, 17] . Thus comes the difficulty with decisively determining whether brain rhythms affect speech processing or speech processing affects brain rhythms. This is where the new study by Zoefel and colleagues [1] comes in. Their novel idea was to gain some control over the rhythms of the cortex and then see how this affected brain responses to speech. To do this, they used an approach known as transcranial alternating current stimulation [18] . As the name suggests, this technology stimulates the brain -noninvasively through the scalp and skull -using current that alternates in a rhythmic fashion. The idea is that applying such a current will drive the timing of naturally occurring brain rhythms [19] . Then, by using a carefully constructed (albeit slightly artificial) rhythmic speech stimulus, Zoefel et al. could control what phase a brain rhythm was in when speech arrived. Importantly, they did all of this while subjects were inside an MRI scanner. And thus, R106 Current Biology 28, R103-R126, February 5, 2018 Current Biology Dispatches they could assess whether or not brain responses to speech differed depending on the phase of the ongoing brain rhythm.
The main contribution of the study was to show that the strength of brain responses to speech -as measured by the BOLD response -depended on what phase an ongoing brain rhythm was in when the speech arrived. Crucially, this was not the case for a sound stimulus that was acoustically similar to speech, but carried no meaning ( Figure 1) . As a result, Zoefel and colleagues were able to definitively conclude that ongoing brain rhythms affect how comprehensible speech is processed. This is not to say that those brain rhythms are not, in turn, affected by speech processing at various levels, far from it. But it provides clear evidence that the cause-effect arrow runs in at least one direction.
As well as this primary scientific finding, the new study by Zoefel and colleagues also introduce a framework comprising a clever coordination of brain stimulation and speech presentation, all within a paradigm suitable for brain imaging. This framework should be useful in tackling some of the outstanding questions on this topic. For example, it will be interesting to see if the results of the new study hold up when using less rhythmic (i.e., more natural) speech. It will also be important to further investigate the idea that brain rhythms at different rates have different roles in speech processing, perhaps by applying stimulation at different frequencies. Linking the neural phase-neural response relationship more directly to people's comprehension of speech will also be important -the behavioural measures used by Zoefel and colleagues are interesting, but indirect. Such steps will all be essential to conclusively determine whether fluctuations in rhythmic cortical activity in response to natural speech represent a truly anticipatory, behaviourally effective phenomenon or just a perturbation of resonant rhythmic networks by a signal whose statistical regularities correspond -through co-evolution -to the resonances of those networks. Ultimately, that is the question. Figure 1 . Establishing that brain rhythms affect speech processing.
Using transcranial alternating current stimulation, one can drive oscillatory activity in the brain. A wealth of research suggests that the phase of these ongoing oscillations represents different levels of cortical excitability. By presenting speech and non-speech sounds at different phases of the driven oscillation, inside an MRI scanner, one can then look for differences in how the brain responds. Zoefel and colleagues show that brain responses are affected by the phase of oscillations for speech stimuli, but not for non-speech stimuli.
