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Abstract
We classify all hypersurfaces in a Euclidean space which allow conformal deformations, other than the ones
obtained through conformal diffeomorphisms of the Euclidean space, preserving the third fundamental form.
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1. Introduction
Let Mn be an n-dimensional Riemannian manifold and f :Mn → Rn+k an isometric immersion. The
Gauss map G :Mn → G(n + k,n) assigns to each point p ∈ Mn the n-dimensional space dfp(TpMn) in
the Grassmannian G(n + k,n) of all n-planes in Rn+k . Dajczer and Gromoll [4] studied the question to
what extend the Gauss map determines f itself.
Vergasta [10] raised the following problem: Let f :Mn → Rn+k be a conformal immersion. Under
what conditions does there exist another conformal immersion f˜ :Mn → Rn+k such that the Gauss map
of f˜ coincides with the Gauss map of f , up to a congruence in G(n + k,n) induced by a congruence
in Rn+k? When this occurs we say that f˜ is a G-deformation of f . He established conditions for the
existence of another conformal immersion f˜ :Mn → Rn+k with the same Gauss map as f . In particular,
for n = 2 and k = 1, these conditions are described by means of a partial differential equation on the prin-
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space which admit G-deformations.
On the other hand, Dajczer and Gromoll in [5], looking for possible generalizations of the theory de-
veloped in [4], initiated the study of isometric deformations that preserve the third fundamental form.
We recall that for an immersion f :Mn → Rn+k the third fundamental form III in the sense of Obata [9]
is the metric induced on Mn by the Gauss map G, i.e., III = G∗(dσ 2), where dσ 2 is a canonical metric
on the Grassmannian G(n + k,n). We deal with the following problem: Let f :Mn → Rn+k be a con-
formal immersion. Under what conditions does there exist another conformal immersion f˜ :Mn → Rn+k
such that the third fundamental form of f˜ coincides with the third fundamental form of f ? When this
occurs we say that f˜ is a T -deformation of f . Obviously, any G-deformation is also a T -deformation.
We are interested in non-trivial T -deformations, i.e., other than the ones obtained through conformal dif-
feomorphisms of the Euclidean space, which by Liouville’s theorem are compositions of rigid motions,
homotheties and inversions.
Cartan [1] already gave a classification of Euclidean hypersurfaces of dimension at least five that admit
conformal deformations. A modern version of this result was given recently by Dajczer and Tojeiro in [6].
The aim of this paper is to investigate conformal T -deformations of hypersurfaces in the Euclidean
space Rn+1. For n 3, we classify all hypersurfaces in Rn+1 that allow T -deformations. It turns out that
there are plenty of T -deformable hypersurfaces that are not G-deformable. For n = 2, we show that any
T -deformation is indeed a G-deformation. Our results are local and generalize the result due to Dajczer
and Vergasta [7].
Theorem 1. Let f, f˜ :Mn → Rn+1, n  3, be conformal immersions of an n-dimensional Riemannian
manifold Mn. If f˜ is a non-trivial T -deformation of f , then f (Mn) and f˜ (Mn) are locally of the fol-
lowing type:
(i) rotation hypersurfaces over a plane curve,
(ii) rotation hypersurfaces over a minimal surface in R3,
(iii) f and f˜ are minimal and up to homothety and rigid motion, f˜ coincides with some fθ in the
associated family of f ,
(iv) f (Mn) and f˜ (Mn) are cones shaped over minimal hypersurfaces g and g˜ in Sn, which belong
to the same associated family and f˜ coincides up to inversion with the cone shaped over some gθ in the
associated family of g.
Moreover, in cases (i) and (ii) f˜ is a G-deformation of f , while in case (iii) f˜ is a G-deformation of
f if and only if Mn is Kähler.
Theorem 2. Let f, f˜ :M2 → R3 be conformal immersions of a 2-dimensional Riemannian manifold M2.
If f˜ is a T -deformation of f , then f˜ is a G-deformation of f .
Dajczer and Vergasta [7] discussed the conformal G-deformations of hypersurfaces in Rn+1, n  3.
It will become clear form our proofs and [7] that for hypersurfaces of type (ii), (iii) and (iv) the set of
conformal T -deformations is a 1-parameter family. In fact, for hypersurfaces of type (iii) and (iv), we
have the associated family of minimal hypersurfaces with two non-zero principal curvatures that was
defined in [3]. For hypersurfaces of type (i) there exists only one conformal T -deformation.
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tion 3, we study conformal T -deformable hypersurfaces and give the proof of Theorem 1 for dimension
n 4. The case n = 3 is studied separately in Section 3, and finally in Section 4 we prove Theorem 2.
2. Preliminaries
Let Mn be an n-dimensional manifold and f :Mn → Rn+1 a hypersurface in the Euclidean space Rn+1
equipped with the usual inner product 〈,〉. We endow Mn with the induced metric 〈,〉 = f ∗(〈,〉) and let
N be a unit normal vector field. Let ∇ be the connection of the induced bundle f ∗(T Rn+1) arising from
the usual connection in Rn+1. For tangents vector fields X,Y of Mn, we have the Weingarten formula
∇XN = −df (AX)
and the Gauss formula
∇X df (Y ) = df (∇XY ) + 〈AX,Y 〉N,
where A is a selfadjoint tensor field known as the Weingarten operator associated with N , and ∇ is the
Levi-Civita connection of 〈,〉. The connection forms for an orthonormal frame field e1, . . . , en in the
tangent bundle are given by ωij (X) = 〈∇Xei, ej 〉. The principal curvatures µ1, . . . ,µn of f are the eigen-
values of A and the principal directions are the corresponding eigenvectors. For each principal curvature
µi we have the corresponding distribution Dµi = {X | AX = µiX}. The relative nullity distribution 
is defined by  = KerA. The index of relative nullity is the function p ∈ Mn → dimp . The mean
curvature H of f is given by nH = traceA.
For any tangent vector fields X,Y , and Z, using the Gauss and Weingarten formula, one can derive
the equations of Gauss and Codazzi which are, respectively,
R(X,Y )Z = 〈AY,Z〉AX − 〈AX,Z〉AY,
(∇XA)Y = (∇YA)X,
where R is the curvature tensor of Mn and ∇XA is the covariant derivative of A. For an orthonormal
frame field e1, . . . , en of principal directions corresponding to the principal curvatures µ1, . . . ,µn, the
Codazzi equation is equivalent to
ei(µj ) = (µi − µj)ωij (ej ), i = j,
(µi − µj)ωij (ek) = (µi − µk)ωik(ej ), i = j = k.
The third fundamental form III of f according to Obata [9] is given by
III(X,Y ) = 〈A2X,Y 〉,
or equivalently
(2.1)III(X,Y ) = nH 〈AX,Y 〉 − Ric(X,Y ),
where Ric stands for the Ricci tensor.
Now let f, f˜ :Mn → Rn+1 be conformal immersions. The conformal factor for the metric 〈,〉 =
f ∗(〈,〉) induced by f with respect to the metric 〈˜,〉 = f˜ ∗(〈,〉) induced by f˜ is a smooth function
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symbol with tilde. We follow the above mentioned notation throughout the paper. It is well known (cf.
[8]) that the Levi-Civita connection ∇ of 〈,〉 is related to the Levi-Civita connection ∇˜ of 〈˜,〉 by
(2.2)∇˜XY = ∇XY + X(ϕ)Y + Y (ϕ)X − 〈X,Y 〉gradϕ,
for any tangent vector fields X,Y , where gradϕ denotes the gradient of ϕ with respect to 〈,〉. The curva-
ture tensors R and R˜ of 〈, 〉 and 〈˜,〉 are related by
R˜(X,Y )Z = R(X,Y )Z − (Q(Y,Z) + 〈Y,Z〉|gradϕ|2)X + (Q(X,Z) + 〈X,Z〉|gradϕ|2)Y
(2.3)− 〈Y,Z〉Q0X + 〈X,Z〉Q0Y,
for any tangent vector fields X,Y,Z, where Q is given by Q(X,Y ) = XY(ϕ) − (∇XY )ϕ − (Xϕ)(Yϕ)
and Q0(X) = ∇X gradϕ − (Xϕ)gradϕ. Obviously, Q is symmetric and Q(X,Y ) = 〈Q0X,Y 〉. The Ricci
tensors are related by
(2.4)R˜ic(X,Y ) = Ric(X,Y ) − (n − 2)Q(X,Y )− (n − 1)〈X,Y 〉|gradϕ|2 − 〈X,Y 〉 traceQ0
and the scalar curvatures τ and τ˜ satisfy
(2.5)e2ϕτ˜ = τ − (n − 1)(2ϕ + (n − 2)|gradϕ|2).
Lemma 1. Let f, f˜ :Mn → Rn+1 be conformal hypersurfaces. Then f˜ is a T -deformation of f , with
conformal factor e2ϕ , if and only the Weingarten operators satisfy A˜2 = e−2ϕA2. Moreover, if f˜ is a
T -deformation of f , then the relative nullity distributions  = KerA and ˜ = Ker A˜ coincide.
Proof. The third fundamental form I˜II of f˜ is given by
I˜II(X,Y ) = ˜〈A2X,Y 〉
for any tangent vector fields X,Y . Since 〈˜, 〉 = e2ϕ〈,〉, we obtain I˜II(X,Y ) = e2ϕ〈A˜2X,Y 〉. Now it is
obvious that I˜II = III if and only if A˜2 = e−2ϕA2. Moreover, it follows easily from this that  = ˜. 
Lemma 2. Let f :Mn → Rn+1 be a conformal immersion.
(i) If f˜ :Mn → Rn+1 is a conformal immersion with conformal factor e2ϕ and Weingarten operator
A˜ = e−ϕA ◦ T , where T is an orthogonal tensor field with respect to 〈,〉, then f˜ is a T -deformation of f
and
(2.6)A ◦ T = T −1 ◦ A,〈
gradϕ,A ◦ T (X)〉Y − 〈gradϕ,A ◦ T (Y )〉X
(2.7)= A((∇XT )Y − (∇Y T )X)+ (∇XA)T Y − (∇YA)T X,
(2.8)
R(X,Y )Z − R(TX,T Y )Z = (Q(Y,Z) + 〈Y,Z〉|gradϕ|2)X − (Q(X,Z) + 〈X,Z〉|gradϕ|2)Y
+ 〈Y,Z〉Q0X − 〈X,Z〉Q0Y,
for any tangent vectors X,Y,Z. In particular, we have
(2.9)
neϕH˜A ◦ T (X) − nHAX = (n − 2)(Xϕ)gradϕ − (n − 2)∇X gradϕ
− (ϕ + (n − 2)|gradϕ|2)X,
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Moreover, if T satisfies
(2.11)∇XT = T ◦ (X ∧ gradϕ),
for any tangent vector field X, then f˜ is a G-deformation of f .
(ii) If Mn is simply connected and there exist an orthogonal tensor field T and a differentiable function
ϕ satisfying (2.6), (2.7) and (2.8), then there exists a conformal T -deformation f˜ of f with Weingarten
operator A˜ = e−ϕA ◦ T and conformal factor e2ϕ .
Proof. (i) Eq. (2.6) follows easily from the fact that A˜ = e−ϕA◦T is selfadjoint and T is orthogonal with
respect to 〈,〉. Using (2.6), we have A˜2 = e−2ϕA2, hence according to Lemma 1, f˜ is a T -deformation of
f . From (2.2), we see that
(∇˜XA˜ )Y − (∇˜Y A˜ )X = (∇XA˜ )Y − (∇Y A˜ )X + (A˜Y )(ϕ)X − (Yϕ)A˜X − (A˜X)(ϕ)Y + (Xϕ)A˜Y,
for any tangent vector fields X,Y . Bearing in mind the Codazzi equation for f˜ we get
(∇XA˜ )Y − (∇Y A˜ )X = (A˜X)(ϕ)Y − (Xϕ)A˜Y − (A˜Y )(ϕ)X + (Yϕ)A˜X.
Since A˜ = e−ϕA ◦ T , the above is equivalent to (2.7). Eq. (2.8) follows from the Gauss equation for f˜
and (2.3). Eq. (2.9) follows from (2.1), (2.4) and the fact that f˜ is a T -deformation of f . From the Gauss
equation we have τ = n2H 2 − trace(A2) and τ˜ = n2H˜ 2 − trace(A˜2). Appealing to Lemma 1, we see that
e2ϕ trace(A˜2) = trace(A2). Then bearing in mind (2.5), we get (2.10).
Now assume that T satisfies (2.11). Let p be an arbitrary point of Mn and U be a simply con-
nected neighborhood around it. According to Vergasta [10, p. 361], there exists a conformal hypersurface
f :U → Rn+1 satisfying df = eϕ df ◦ T . Obviously, f and f share the same unit normal vector field.
By virtue of (2.6), the Weingarten operator of f is A = e−ϕA ◦ T = A˜. Moreover, f˜ and f induce the
same metric on U and f˜ , f coincide on U up to rigid motion. Consequently, f˜ is a G-deformation of f .
Part (ii) follows from the fundamental theorem of submanifolds and Eqs. (2.6)–(2.8). 
The main idea for the proof of our results relies on the existence of an orthogonal tensor field as in
Lemma 2. To this purpose, we use Cartan’s result (cf. [2,6]) on conformal rigidity of hypersurfaces. In
fact, Cartan has proved that a hypersurface of dimension n  5 is conformally rigid if at no point does
there exist a principal curvature of multiplicity at least n − 2.
Lemma 3. Let f, f˜ :Mn → Rn+1, n 3, be conformal hypersurfaces with conformal factor e2ϕ . Assume
that f˜ is a T -deformation of f . Then each point of Mn has a neighborhood where
(i) f, f˜ have common principal directions, or
(ii) there exist an orthogonal tensor field T and a smooth distribution D of dimension n− 2 such that
A˜ = e−ϕA ◦ T ,A|D = λI for a function λ,T |D = I , trace(A|D⊥) = 0, det(A|D⊥) = 0, and detT = 1.
Proof. Let {e1, . . . , en}, {e˜1, . . . , e˜n} be frame fields of principal directions, orthonormal with respect to
〈,〉, corresponding to the principal curvatures µ1, . . . ,µn, µ˜1, . . . , µ˜n of f and f˜ , respectively. There
exists an orthogonal matrix (aij ) such that
e˜i =
n∑
ajiej , i = 1, . . . , n.
j=1
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(2.12)(e2ϕµ˜2i − µ2j)aji = 0, i, j = 1, . . . , n.
Case 1. We assume that n  5. If f and f˜ coincide up to conformal diffeomorphism, then they ob-
viously have common principal directions. Assume now that this is not the case. According to Cartan’s
conformal rigidity, we may assume that µ3 = · · · = µn =: λ and µ˜3 = · · · = µ˜n =: λ˜. Moreover, λ and λ˜
have the same eigenspace of dimension at least n − 2 (cf. [6]). Hence, we may suppose that e˜i = ei for
i  3. From Lemma 1 we get λ˜2 = e−2ϕλ2. After an eventual change of the unit normal vector field of f ,
we may assume that λ˜ = e−ϕλ. Furthermore, since A˜2 = e−2ϕA2, and after an eventual re-enumeration,
we may assume that µ˜2i = e−2ϕµ2i , i = 1,2.
If µ21 − µ22 = 0 on an open subset, then from (2.12), we deduce that f and f˜ have common principal
directions.
Now assume that µ21 = µ22 on an open subset. If µ1 = µ2, or µ˜1 = µ˜2 then f and f˜ have common
principal directions. Suppose that µ1 = −µ2 = 0 and µ˜1 = −µ˜2 = 0. It is obvious that D⊥λ is invariant
under A and A˜. Then we may define a tensor field T such that T |D⊥λ = eϕ(A|D⊥λ )−1 ◦ A˜|D⊥λ and T |Dλ = I .
The orthogonality of T follows from A˜2 = e−2ϕA2. Moreover, it is easily verified that T satisfies the
desired properties.
Case 2. Assume that n = 4. Appealing to Lemma 1, we have{
µ˜21, µ˜
2
2, µ˜
2
3, µ˜
2
4
}= {e−2ϕµ21, e−2ϕµ22, e−2ϕµ23, e−2ϕµ24}.
Assume, after re-ordering, that µ21  µ22  µ23  µ24 and µ˜21  µ˜22  µ˜23  µ˜24.
(i) If µ21,µ22,µ23,µ24 are mutually distinct on an open subset, then µ˜2i = e−2ϕµ2i , 1 i  4, and (2.12)
implies that f and f˜ have common principal directions.
(ii) Assume that three of µ21,µ22,µ23,µ24 are distinct on an open subset. We shall prove that f and f˜
have common principal directions. Without loss of generality, we assume that µ21 > µ22 > µ23 = µ24. Then
we have (a) µ˜21 = e−2ϕµ21, µ˜22 = µ˜23 = e−2ϕµ22, µ˜24 = e−2ϕµ23, (b) µ˜21 = µ˜22 = e−2ϕµ21, µ˜23 = e−2ϕµ22, µ˜24 =
e−2ϕµ23, or (c) µ˜2i = e−2ϕµ2i ,1 i  4. Using (2.12), we can easily prove that (a) and (b) do not occur.
Then from (2.12) we get a1i = ai1 = 0 for i = 1 and a2i = ai2 = 0 for i = 2. Hence span{e3, e4} =
span{e˜3, e˜4}. If µ3 = µ4, or µ˜3 = µ˜4, then obviously, f and f˜ have common principal directions. Assume
that µ3 = −µ4 =: λ = 0 and µ˜3 = −µ˜4 =: λ˜ = 0. Since λ˜2 = e−2ϕλ2, we may assume that λ˜ = e−2ϕλ. It
is obvious that Dµ3 ⊕ Dµ4 is invariant under A and A˜. Then we may define an orthogonal tensor T field
such that T |Dµ3⊕Dµ4 = eϕ(A|Dµ3⊕Dµ4 )−1 ◦ A˜|Dµ3⊕Dµ4 and T ei = εiei , i = 1,2, and εi = ±1 is determined
by µ˜i = εie−ϕµi . The orthogonality of T is a consequence of A˜2 = e−2ϕA2 (see Lemma 1). Then
T e3 = cos θe3 + sin θe4, T e4 = − sin θe3 + cos θe4,
for some function θ . From (2.8) for X = e1, Y = e3,Z = e4, and the Gauss equation, we get ε1µ1λ sin θ =
−Q(e3, e4). Similarly, for X = e2, Y = e3,Z = e4, we have ε2µ2λ sin θ = −Q(e3, e4). Hence, (ε1µ1 −
ε2µ2)λ sin θ = 0. This yields sin θ = 0, and consequently f and f˜ have common principal directions.
(iii) Assume that two of µ21,µ22,µ23,µ24 are distinct on an open subset. We suppose that µ21 > µ22 =
µ23 = µ24. The case where µ21 = µ22 = µ23 > µ24 is studied similarly. Then we have either (a) µ˜2i =
e−2ϕµ2i ,1  i  4, or (b) µ˜21 = µ˜22 = µ˜23 = e−2ϕµ21, µ˜24 = e−2ϕµ22. Using (2.12), we can easily prove
that (b) does not occur. Then (2.12) yields a1i = ai1 = 0, i  2, and so span{e2, e3, e4} = span{e˜2, e˜3, e˜4}.
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−µ2 = µ3 = µ4 =: λ = 0 and −µ˜2 = µ˜3 = µ˜4 =: λ˜ = e−ϕλ. We claim that Dλ = D˜λ˜.
Arguing indirectly, we assume that dim(Dλ ∩ D˜λ˜) = 1. Without loss of generality, we may assume
that e˜4 = e4. Hence, we have span{e2, e3} = span{e˜2, e˜3}. Then span{e2, e3} is invariant under A and A˜,
and we may define an orthogonal tensor field T such that
T |span{e2,e3} = eϕ(A|span{e2,e3})−1 ◦ A˜|span{e2,e3}, T |Dλ∩D˜λ˜ = I, T |Dµ1 = εI,
where ε = ±1 is determined by µ˜1 = εe−ϕµ1. The orthogonality of T is a consequence of A˜2 = e−2ϕA2.
Moreover, A˜ = e−ϕA ◦ T , det(T |span{e2,e3}) = 1, and we may set
T e2 = cos θe2 + sin θe3, T e3 = − sin θe2 + cos θe3,
for some function θ . From (2.8) for X = e1, Y = e2,Z = e3, and the Gauss equation, we get εµ1λ sin θ =
−Q(e2, e3). Similarly, for X = e4, Y = e2,Z = e3, we have λ2 sin θ = −Q(e2, e3). Then bearing in mind
the fact that µ21 = λ2, we obtain sin θ = 0, which contradicts dim(Dλ ∩ D˜λ˜) = 1.
Assume that Dλ ∩ D˜λ˜ = {0}. Then we readily see that span{e2, e3, e4} is invariant under A and A˜, and
we define an orthogonal tensor field T such that
T |span{e2,e3,e4} = eϕ(A|span{e2,e3,e4})−1 ◦ A˜|span{e2,e3,e4}, T |Dµ1 = εI,
where ε = ±1 is determined by µ˜1 = εe−ϕµ1. The orthogonality of T follows from A˜2 = e−2ϕA2.
Moreover, A˜ = e−ϕA ◦ T , and span{e2, e3, e4} is invariant under T . Hence, T has an eigenvector in
span{e2, e3, e4} with corresponding eigenvalue ±1. Since Dλ ∩ D˜λ˜ = {0}, we have e2 − T e2 = 0, and
e3 − T e3, e4 − T e4 are linearly independent. Using (2.6), we get
(2.13)〈T e2, e3〉 + 〈T e3, e2〉 = 〈T e2, e4〉 + 〈T e4, e2〉 = 0, 〈T e3, e4〉 = 〈T e4, e3〉.
Therefore, e2 − T e2, e3 − T e3, e4 − T e4 are linearly independent. This means that T has an eigenvector
in span{e2, e3, e4} with corresponding eigenvalue −1. We claim that T e2 = −e2. Assume in the contrary
that T e2 = −e2. Since Ker(T + I ) = {0}, e2 +T e2, e3 +T e3, e4 +T e4 are linearly dependent. In view of
(2.13), this implies that T has an eigenvector in span{e3, e4} with corresponding eigenvalue −1. Assume
without loss of generality that T e4 = −e4. Then (2.13) implies that
T e2 = cos θe2 + sin θe3, T e3 = − sin θe2 + cos θe3,
for some function θ . Moreover, A˜ = e−ϕA ◦ T yields nH˜ = µ˜1 − λ˜. On the other hand we have nH˜ =
µ˜1 + λ˜, contradiction since λ˜ = e−ϕλ = 0. Hence, T e2 = −e2. Then (2.13) yields 〈T e3, e2〉 = 〈T e4, e2〉 =
0 and therefore
T e3 = cos θe3 + sin θe4, T e4 = sin θe3 − cos θe4,
for some function θ . We note that sin θ = 0 since Dλ ∩ D˜λ˜ = {0}. From (2.8) for X = e1, Y = e3,Z = e4,
and the Gauss equation, we get εµ1λ sin θ = −Q(e3, e4). Similarly, for X = e2, Y = e3,Z = e4, we have
λ2 sin θ = −Q(e3, e4), contradiction since µ21 = λ2.
Therefore, Dλ = D˜λ˜, and so f and f˜ have common principal directions.
Now assume that µ21 = µ22 > µ23 = µ24. Then we have (a) µ˜2i = e−2ϕµ2i ,1  i  4, (b) µ˜21 =
e−2ϕµ21, µ˜
2
2 = µ˜23 = µ˜24 = e−2ϕµ23, or (c) µ˜21 = µ˜22 = e−2ϕµ21, µ˜23 = µ˜24 = e−2ϕµ23. Using (2.12), we
can easily prove that (b) and (c) do not occur. Then (2.12) implies aij = aji = 0 for i = 1,2 and
j = 3,4. Consequently, span{e1, e2} = span{e˜1, e˜2} and span{e3, e4} = span{e˜3, e˜4}. If µ1 = µ2,µ3 = µ4,
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µ˜1 = −µ˜2, µ˜3 = µ˜4 =: λ˜, then Dλ = D˜λ˜. It is obvious that D⊥λ is invariant under A and A˜. Then we
may define a tensor field T such that T |D⊥λ = eϕ(A|D⊥λ )−1 ◦ A˜|D⊥λ and T |Dλ = I . The orthogonality of T
follows from A˜2 = e−2ϕA2. Moreover, it is easily verified that T satisfies the desired properties.
Now assume that µ1 = −µ2 = 0,µ3 = −µ4 = 0, µ˜1 = −µ˜2 = 0 and µ˜3 = −µ˜4 = 0. Obviously,
span{e1, e2} and span{e3, e4} are invariant under A and A˜. We may define an orthogonal tensor field T
such that T |span{e1,e2} = eϕ(A|span{e1,e2})−1 ◦ A˜|span{e1,e2} and T |span{e3,e4} = eϕ(A|span{e3,e4})−1 ◦ A˜|span{e3,e4}.
Then
T e1 = cos θe1 + sin θe2, T e2 = − sin θe1 + cos θe2,
T e3 = cosφe3 + sinφe4, T e4 = − sinφe3 + cosφe4,
for some functions θ and φ. From (2.8) for X = e1, Y = e3,Z = e4, and the Gauss equation, we
get sin θ sinφ = 0 and −µ1µ4 cos θ sinφ = Q(e3, e4). Similarly, for X = e2, Y = e3,Z = e4, we get
−µ2µ4 cos θ sinφ = Q(e3, e4). Hence, cos θ sinφ = 0. Again from (2.8) for X = e3, Y = e1,Z = e2,
and X = e4, Y = e2,Z = e1, we get respectively, −µ2µ3 cosφ sin θ = Q(e1, e2) and −µ2µ4 cosφ sin θ =
Q(e1, e2). Thus, cosφ sin θ = 0. Therefore, sin θ = sinφ = 0, i.e., f and f˜ have common principal di-
rections.
(iv) Assume that µ21 = µ22 = µ23 = µ24 on an open subset. If µ1 = µ2 = µ3 = µ4, or µ˜1 = µ˜2 = µ˜3 =
µ˜4, then obviously, f and f˜ have common principal directions. If µ1 = µ2 = −µ3 = −µ4 =: λ = 0, or
µ˜1 = µ˜2 = −µ˜3 = −µ˜4 =: λ˜ = 0, then from the Codazzi equation we deduce that λ or λ˜ is constant,
and so f or f˜ is isoparametric, contradiction, since the only isoparametric hypersurfaces in Rn+1 are
the generalized cylinders. Hence, after an eventual re-enumeration and change of the unit normal vector
field, we may assume that −µ1 = µ2 = µ3 = µ4 =: λ = 0 and −µ˜1 = µ˜2 = µ˜3 = µ˜4 =: λ˜ = e−ϕλ. Then
dimDλ = dim D˜λ˜ = 3, and so dim(Dλ ∩ D˜λ˜)  2. Consequently, we may suppose that e˜i = ei , i  3.
Moreover, span{e1, e2} = span{e˜1, e˜2} is invariant under A and A˜. Then we may define an orthogonal
tensor field T such that
T |span{e3,e4} = I, T |span{e1,e2} = eϕ(A|span{e1,e2})−1 ◦ A˜|span{e1,e2}.
Clearly, T satisfies our requirements.
Case 3. Assume that n = 3. Appealing to Lemma 1, we have{
µ˜21, µ˜
2
2, µ˜
2
3
}= {e−2ϕµ21, e−2ϕµ22, e−2ϕµ23}.
We may suppose, after re-ordering, that µ21  µ22  µ23 and µ˜21  µ˜22  µ˜23.
(i) Assume that µ21,µ22,µ23 are mutually distinct on an open subset. Then µ˜2i = e−2ϕµ2i , i = 1,2,3, and
(2.12) implies immediately that f, f˜ have common principal directions.
(ii) Assume that two of µ21,µ22,µ23 are distinct on an open subset. Without loss of generality, we assume
that µ21 = µ22 > µ23. Then we have either (a) µ˜2i = e−2ϕµ2i , i = 1,2,3, or (b) µ˜21 = e−2ϕµ21, µ˜22 = µ˜23 =
e−2ϕµ23. Using (2.12), we can easily prove that (b) does not occur. From (2.12), we get ai3 = a3i = 0
for i = 1,2. Hence span{e1, e2} = span{e˜1, e˜2}. Obviously, f, f˜ have common principal directions if
µ1 = µ2 or µ˜1 = µ˜2. Now assume that µ1 = −µ2 = 0 and µ˜1 = −µ˜2 = 0. From µ˜23 = e−2ϕµ23, after
an eventual change of the unit normal vector field, we get µ˜3 = e−ϕµ3. Obviously, D := span{e1, e2} is
invariant under A and A˜. Then we define a tensor field T by T |D = e−ϕ(A|D)−1 ◦ A˜|D , and T |D⊥ = I .
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our requirements.
(iii) Assume that µ21 = µ22 = µ23 on an open subset. This implies that µ˜21 = µ˜22 = µ˜23. If µ1 = µ2 = µ3,
or µ˜1 = µ˜2 = µ˜3, then f, f˜ have common principal directions. After an eventual re-enumeration and
change of the unit normal vector field, we assume that µ1 = −µ2 = µ3 =: λ = 0, and µ˜1 = −µ˜2 = µ˜3 =:
λ˜ = e−ϕλ. Then dimDλ = dim D˜λ˜ = 2, and so dim(Dλ ∩ D˜λ˜) 1. Hence, without loss of generality, we
may suppose that e˜3 = e3. Then D := span{e1, e2} = span{e˜1, e˜2} is invariant under A and A˜. We define
a tensor field T by T |D = e−ϕ(A|D)−1 ◦ A˜|D , and T |D⊥ = I . Clearly, T satisfies our requirements. 
3. Conformal T -deformations of hypersurfaces of dimension n 4
For the proof of Theorem 1, we need some auxiliary results.
Proposition 1. Let f, f˜ :Mn → Rn+1, n  3, be conformal hypersurfaces with conformal factor e2ϕ .
Assume that A˜ = e−ϕA. Then f and f˜ coincide up to homothety and rigid motion or f (Mn), f˜ (Mn) are
parts of cones and coincide up to an inversion with respect to the vertex and a rigid motion.
Proof. From our assumption, we have A˜ = e−ϕA◦T , where T = I . From (2.7) and the Codazzi equation
we deduce that A(gradϕ) = 0, i.e., gradϕ ∈ . In view of A˜ = e−ϕA, we also have H˜ = e−ϕH . Then
(2.9) and (2.10) yield
(3.1)∇X gradϕ = (Xϕ)gradϕ − 12 |gradϕ|
2X,
for each tangent vector field X. A direct computation shows that X(e−ϕ|gradϕ|2) = 0. Hence, there
exists a non-negative constant c such that
(3.2)|gradϕ|2 = c2eϕ.
At first, we assume that c = 0. Then ϕ is constant. We consider the immersion f = eϕf . Obviously, f
and f share the same unit normal vector field and the Weingarten operator of f is given by A = e−ϕA =
A˜. Moreover, f and f˜ induce the same metric. Hence, f and f˜ coincide up to rigid motion.
Now assume that c > 0. Let E be the unit vector field given by gradϕ = |gradϕ|E. From (3.1) for
X = E we get ∇EE = 0, and so the integral curves of E are geodesics. Since gradϕ ∈ , the Gauss
formula yields ∇E df (E) = 0, i.e., the integral curves of E are mapped by f into straight lines. We
claim that f (Mn) is part of a cone. Using (3.1) and the Gauss formula, for each tangent vector field X
perpendicular to gradϕ we have
∇X
(
f + 2
c
e−ϕ/2 df (E)
)
= 0.
Moreover, appealing to the Gauss formula and (3.2), we get
∇E
(
f + 2
c
e−ϕ/2 df (E)
)
= 0.
Therefore, f + 2e−ϕ/2 df (E) is constant, and this shows that f (Mn) is part of a cone.
c
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it. We consider the immersion g :Mn−1 → Sn given by g := df (E). Let γ (s) be an integral curve of E.
From (3.2) we get
(ϕ ◦ γ )′(s) = ce ϕ◦γ (s)2 ,
or equivalently
e
ϕ◦γ (s)
2 = − 2
cs + c1 ,
where c1 is a constant. Without loss of generality, we assume that the vertex of the cone lies at the origin.
Then we have
(3.3)f =
(
s + c1
c
)
g.
We reverse the roles of f and f˜ , and consider the unit vector field E˜, with respect to 〈˜,〉, given by
g˜radϕ = |g˜radϕ|E˜. It is obvious that E˜ = e−ϕE. Arguing as above, we deduce that
(3.4)f˜ = − 4
c2(s + c1
c
)
g˜,
where g˜ :Mn−1 → Sn is given by g˜ := df˜ (E˜). Using (3.1), we see that
(3.5)dg(X) = −1
2
ceϕ/2df (X),
for each tangent vector field of Mn−1. The metric induced by g is given by g∗(〈,〉) = c2eϕ4 〈,〉. Similarly,
we have
(3.6)dg˜(X) = 1
2
ce−ϕ/2 df˜ (X)
and the metric induced by g˜ is given by g˜∗(〈,〉) = c2eϕ4 〈,〉. Hence, g and g˜ induce the same metric on
Mn−1. Moreover, the unit normal vector fields of g and g˜ in Sn are the restrictions on Mn−1 of the unit
normal vector fields of f and f˜ , respectively. Using (3.5) and (3.6), we deduce that the Weingarten
operator of g and g˜ are − 2
c
e−ϕ/2A|D and 2c eϕ/2A˜|D , respectively. In view of our assumption A˜ = e−ϕA,
and according to the fundamental theorem of submanifolds, we deduce that g and g˜ coincide up to an
isometry of Sn. Then from (3.3) and (3.4) we conclude that f and f˜ agree up to inversion and rigid
motion. 
Proposition 2. Let f, f˜ :Mn → Rn+1, n  4, be conformal hypersurfaces as in Lemma 3(ii). If λ = 0,
then f and f˜ are both minimal and
(i) f˜ coincides, up to homothety and rigid motion, with some fθ in the associated family of f , or
(ii) f (Mn) and f˜ (Mn) are cones shaped over minimal hypersurfaces g and g˜ in Sn, which belong to
the same associated family, andf˜ coincides up to inversion with the cone shaped over some gθ in the
associated family of g.
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yield
(3.7)∇X gradϕ = (Xϕ)gradϕ − 12 |gradϕ|
2X,
for each tangent vector field X. A direct computation shows that X(e−ϕ|gradϕ|2) = 0. Hence, there
exists a non-negative constant c such that
(3.8)|gradϕ|2 = c2eϕ.
If c = 0, then ϕ is constant, and we consider the immersion f = e−ϕf˜ . Obviously, f and f induce the
same metric. Hence, f is a member of the associated family of f , and f˜ is obtained from the associated
family of f by a homothety and a rigid motion.
Now assume that c > 0. By virtue of our assumption, we may choose an orthonormal frame field
e1, . . . , en such that Ae1 = µe1,Ae2 = −µe2, ei ∈ D, i  3. Moreover, we set cos θ = 〈T e1, e2〉. From
(2.7) for X = e1, Y = ei , i  3, and the Codazzi equation we get
µe1(ϕ) cos θ − µe2(ϕ) sin θ = 0.
Similarly, for X = e2 and Y = ei , i  3, we obtain
µe1(ϕ) sin θ + µe2(ϕ) cos θ = 0.
Hence gradϕ ∈ , and we may choose e3 such that gradϕ = |gradϕ|e3. From (3.7) for X = e3, we get
∇e3e3 = 0, and so the integral curves of e3 are geodesics. Appealing to the Gauss formula, we obtain∇e3 df (e3) = 0, i.e., the integral curves of e3 are mapped by f into straight lines. We claim that f (Mn) is
part of a cone. Using (3.7) and the Gauss formula, for each tangent vector field X perpendicular to gradϕ
we obtain
∇X
(
f + 2
c
e−
ϕ
2 df (e3)
)
= 0.
Moreover, by virtue of Gauss formula and (3.8), we take
∇e3
(
f + 2
c
e−
ϕ
2 df (e3)
)
= 0.
Consequently, f + 2
c
e−ϕ/2 df (e3) is constant, and f (Mn) is part of a cone.
We consider the distribution D := (gradϕ)⊥. It easy to see that D is integrable. Let Mn−1 be a leaf of
it. We consider the immersion g :Mn−1 → Sn given by g := df (e3). Let γ (s) be an integral curve of e3.
From (3.8), we get
(ϕ ◦ γ )′(s) = ce ϕ◦γ (s)2 ,
or equivalently
e
ϕ◦γ (s)
2 = − 2
cs + c1 ,
where c1 is a constant. Without loss of generality, we assume that the vertex of the cone lies at the origin.
Then we have
(3.9)f =
(
s + c1
)
g.c
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the unit vector field e˜3, with respect to 〈˜,〉, defined by g˜radϕ = |g˜radϕ|e˜3. It is obvious that e˜3 = e−ϕe3.
Arguing as above, we deduce that
(3.10)f˜ = − 4
c2(s + c1
c
)
g˜,
where g˜ :Mn−1 → Sn is given by g˜ := df˜ (e˜3). Appealing to the main result in [6] and bearing in mind
the fact that f is isometrically deformable, we deduce that f˜ is conformally congruent to an isometric
deformation of f . In fact, from (3.9) and (3.10) and since g and g˜ are both minimal with index of relative
nullity n − 3 and induce the same metric on Mn−1, we conclude that f˜ agrees, up to inversion, with the
cone shaped over some gθ in the associated family of g. 
Proposition 3. Let f, f˜ :Mn → Rn+1, n 4, be conformal hypersurfaces with common principal direc-
tions. Assume that f˜ is a T -deformation of f . Then f and f˜ coincide up to conformal diffeomorphism,
or f (Mn), f˜ (Mn) are rotational hypersurfaces over plane curves and f˜ is a G-deformation of f .
Proof. Let e1, . . . , en be a frame field of common principal directions, orthonormal with respect to 〈,〉,
corresponding to the principal curvatures µ1, . . . ,µn, µ˜1, . . . , µ˜n of f and f˜ . According to Lemma 1,
and after an eventual re-enumeration, we may assume that µ˜2i = e−2ϕµ2i , i = 1, . . . , n, where e2ϕ is the
conformal factor. Hence, µ˜i = εie−ϕµi , i = 1, . . . , n, where εi = ±1. We define an orthogonal tensor
field T such that T ei = εiei for i = 1, . . . , n. Obviously, A˜ = e−ϕA ◦ T .
If εi = 1 for i = 1, . . . , n, then A˜ = e−ϕA, and according to Proposition 1, f and f˜ coincide up to
conformal diffeomorphism. Hereafter, we assume that f and f˜ do not coincide up to conformal diffeo-
morphism.
Case 1. We assume that n  5. According to Cartan’s conformal rigidity, we may assume that µ3 =
· · · = µn =: λ and µ˜3 = · · · = µ˜n =: λ˜. Moreover, arguing as in the proof of Lemma 3 (case 1) and after
an eventual change of the unit normal vector field, we may assume that λ˜ = e−ϕλ. Then, we have εi = 1
for i  3.
We claim that λ = 0. Assume in the contrary that λ = 0. Moreover, we assume, after an eventual
change of the unit normal vector field, that ε1 = 1, ε2 = −1, and µ1µ2 = 0. From (2.7) for X = e1,
Y = ei , i  3, and the Codazzi equation we get µ1e1(ϕ) = 0. Similarly, for X = e2, Y = ei , i  3,
we obtain µ2e2(ϕ) = 0. Hence gradϕ ∈ . Without loss of generality, we may choose e3 such that
gradϕ = |gradϕ|e3. From (2.8) for X = e1, Y = Z = e3, and the Gauss equation, we get
Q(e1, e1) + |gradϕ|2 + Q(e3, e3) = 0,
or equivalently
e3
(|gradϕ|)− |gradϕ|ω13(e1) = 0.
Similarly, for X = e3 and Y = Z = e4, we have
Q(e3, e3) + |gradϕ|2 + Q(e4, e4) = 0
and so
e3
(|gradϕ|)− |gradϕ|ω43(e4) = 0.
T. Vlachos / Differential Geometry and its Applications 23 (2005) 327–350 339Consequently, we obtain
|gradϕ|(ω13(e1) − ω43(e4))= 0.
We claim that ϕ is not constant. In fact, if ϕ were constant, then from (2.8) for X = e1, Y = Z = e2, and
the Gauss equation, we would have µ1µ2 = 0, which contradicts our assumption. Therefore, ϕ is not
constant and so ω13(e1) = ω43(e4). On the other hand, from (2.9) for X = e1, we get
−(n − 2)|gradϕ|ω13(e1) + ϕ + (n − 2)|gradϕ|2 = nµ1(H − eϕH˜ ).
Similarly, from (2.9) for X = e4, we have
−(n − 2)|gradϕ|ω43(e4) + ϕ + (n − 2)|gradϕ|2 = 0.
Consequently, H − eϕH˜ = 0 and therefore, µ2 = 0, contradiction.
Hence λ = 0. We claim that one of ε1 and ε2 is equal to −1. In the contrary, we assume that ε1 =
ε2 = −1. Moreover, we may suppose that µ1µ2 = 0. From (2.7) for X = ei , Y = ej , i = j  3, we get
ei(ϕ) = 0, i  3. Similarly, for X = e1, Y = e2, we take e1(ϕ) = e2(ϕ) = 0. Therefore, ϕ is constant.
Moreover, (2.9) for X = e1 and X = ei , i  3, yields H˜ = −e−ϕH and H˜ = e−ϕH , respectively. Hence,
f and f˜ are both minimal and therefore λ = 0, contradiction.
Now assume that ε1 = 1 and ε2 = −1. The case ε1 = −1 and ε2 = 1 is treated similarly. Furthermore,
we may suppose that µ2 = 0. From (2.8) for X = e1, Y = Z = e2, and the Gauss equation, we get
(3.11)2µ1µ2 = Q(e1, e1) + |gradϕ|2 + Q(e2, e2).
Similarly, for X = e1, Y = Z = ei , i  3, we take
(3.12)Q(e1, e1) + |gradϕ|2 + Q(ei, ei) = 0, i  3.
Again (2.8) for X = ei , i  3, Y = Z = e2, yields
(3.13)2µ2λ = Q(e2, e2) + |gradϕ|2 + Q(ei, ei), i  3.
Moreover, form (2.7) for X = e2, Y = ei , i  3, and the Codazzi equation, we get
(3.14)ω2i(ei) = −12e2(ϕ), i  3,
while for X = e1, Y = e2, (2.7) yields
(3.15)ω21(e1) = −12e2(ϕ).
Again from (2.7) for X = e1, Y = ei , i  3, we get
µ1e1(ϕ) = 0.
Similarly for X = ei , Y = ej , i, j  3 and i = j , we take
ei(ϕ) = 0, i  3.
We claim that µ1 = 0. Assume in the contrary that µ1 = 0. From the Codazzi equation we have
e2(µ1) = (µ2 − µ1)ω21(e1), and so ω21(e1) = 0. Then, (3.15) yields e2(ϕ) = 0. Hence, gradϕ =
|gradϕ|e1, and (3.11) and (3.12) reduce to
e1
(|gradϕ|)+ |gradϕ|ω12(e2) = 0,
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(|gradϕ|)+ |gradϕ|ω1i (ei) = 0, i  3.
Therefore, |gradϕ|(ω12(e2) − ω1i (ei)) = 0, i  3. In view of (3.13), ϕ is not constant. Hence, ω12(e2) =
ω1i (ei), i  3. Since nH˜ = e−ϕ(−µ2 + (n − 2)λ), from (2.9) for X = e2 and X = ei , i  3, we get,
respectively
2(n − 2)µ2λ = (n − 2)|gradϕ|ω12(e2) + ϕ + (n − 2)|gradϕ|2,
2µ2λ = (n − 2)|gradϕ|ω1i (ei) + ϕ + (n − 2)|gradϕ|2, i  3.
Thus (n − 3)µ2λ = 0, which is contradiction.
Consequently, µ1 = 0. Then e1(ϕ) = 0, and so gradϕ = |gradϕ|e2. Using (3.14) and (3.15),
Eqs. (3.11) and (3.13) yield
2µ1µ2 = e2
(|gradϕ|)− 1
2
|gradϕ|2 = 2µ2λ,
and so µ1 = λ. Since e1(ϕ) = 0, from (2.7) for X = e1, Y = e2, and the Codazzi equation, we get
ω2i (e1) = 0, i  3, and ω12(e2) = 0. Similarly, for X = e2, Y = ei , i  3, (2.7) yields ω12(ei) = ωi2(e2) =
0, i  3, and ω2i(ej ) = 0, i = j  3. In view of (3.14), we may set ρ := ω2i (ei), i  3. Then from the
Gauss equation we have 〈R(e2, ei)ei, e2〉 = µ2λ, i  3, or equivalently
(3.16)e2(ρ) = −ρ2 − µ2λ.
We consider the distribution Dλ of dimension at least n − 1. If Dλ has dimension n, then f (Mn) is part
of an n-sphere, while D˜λ˜ has dimension n− 1. Reversing the roles of f and f˜ , we may suppose that Dλ
has dimension n− 1. It is easy to see that Dλ is integrable. For each leaf Mn−1 of Dλ, the normal bundle
of f |Mn−1 is spanned by the unit normal vector field N of f and df (e2). Moreover, f |Mn−1 is totally
umbilical. Hence, f (Mn−1) is part of an (n− 1)-sphere. The mean curvature vector η of f |Mn−1 is given
by η = λN − ρ df (e2) and the locus of the centers of the (n − 1)-spheres is given by C := f + η/|η|2.
From [ei, e2] = ∇ei e2 − ∇e2ei , i  3, we obtain eie2(ϕ) = 0, or equivalently in view of (3.14), X(ρ) = 0
for X ∈ Dλ. Moreover, the Codazzi equation yields X(λ) = 0 for X ∈ Dλ. A direct computation shows
that ∇XC = 0 for X ∈ Dλ. The Codazzi equation implies e2(λ) = ρ(µ2 − λ). Then, using (3.16) we find
∇e2C =
λ
λ2 + ρ2
(
λdf (e2) + ρN
)
,
∇e2∇e2C =
ρµ2
λ2 + ρ2
(
λdf (e2) + ρN
)
.
Consequently, C is a line segment. Furthermore, it is easily checked that the (n−1)-spheres lie in parallel
n-dimensional affine subspaces. Hence, f (Mn) is a rotation hypersurface. Reversing the roles of f and f˜ ,
we deduce that f˜ (Mn) is a rotation hypersurface too. In view of (3.14), (3.15), ω12(e2) = 0 and ω12(ei) =
ωi2(e2) = ω2i (e1) = 0, i  3, we readily see that (∇ei T )ej = 〈ej ,gradϕ〉T ei − 〈ei, ej 〉T (gradϕ) for
i, j = 1, . . . , n. Consequently, (2.11) is fulfilled, and according to Lemma 2, f˜ is a G-deformation of f .
Case 2. Now we assume that n = 4. We claim that one of the εi’s is equal to −1. Arguing indirectly,
we suppose that two of the εi’s are equal to −1. Without loss of generality, we may suppose that ε1 =
ε2 = −1, ε3 = ε4 = 1. If µ1µ2 = 0, or µ3µ4 = 0, then after an eventual change of the unit normal vector
field, this case is reduced to the previous one, where one of the εi’s is −1. Hence, we may suppose that
µ1µ2 = 0 and µ3µ4 = 0. From (2.7) for X = e3, Y = e4, we get ei(ϕ) = 0, i  3. Similarly, for X = e1,
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yields µ1µi = 0, which is contradiction. Hence our claim is proved.
Without loss of generality, we may assume that εi = 1 for i = 2 and ε2 = −1. We may also assume
that µ2 = 0. We shall prove that µ1 = µ3 = µ4. From (2.7) for X = ei , Y = ej , i = j = 2, we get
(3.17)µiei(ϕ) = 0, i = 2.
Similarly, for X = e2, Y = ei , i = 2, and using the Codazzi equation, we obtain
(3.18)ω2i(ei) = −12e2(ϕ), i = 2.
From (2.8) for X = ei , i = 2, Y = Z = e2, and the Gauss equation, we get
(3.19)2µ2µi = Q(e2, e2) + |gradϕ|2 + Q(ei, ei), i = 2.
If µ1µ3µ4 = 0, (3.17) implies gradϕ = |gradϕ|e2. Then, (3.18) yields
2µ2µi = e2
(|gradϕ|)− 1
2
|gradϕ|2, i = 2.
Hence µ1 = µ3 = µ4. Then arguing as in the case 1, we deduce that f (Mn), f˜ (Mn) are rotational hyper-
surfaces over plane curves and f˜ is a G-deformation of f .
Arguing as in the case 1, we see that the index of relative nullity cannot be 2. We claim that µ1µ3µ4 =
0. In the contrary, we assume that µ1 = 0 and µ3µ4 = 0, then from (3.17) we get ei(ϕ) = 0, i > 2. On
the other hand, the Codazzi equation yields ω21(e1) = 0. Hence, by virtue of (3.18), we have gradϕ =
|gradϕ|e1. From (3.19) for i = 1, we get
e1
(|gradϕ|)+ |gradϕ|ω12(e2) = 0.
Moreover, for X = e1, Y = Z = ei , i  3, (2.8) yields
Q(e1, e1) + |gradϕ|2 + Q(ei, ei) = 0, i  3,
or equivalently,
e1
(|gradϕ|)+ |gradϕ|ω1i (ei) = 0, i  3.
Therefore, |gradϕ|(ω12(e2) − ω1i (ei)) = 0, i  3. In view of (3.19), ϕ is not constant. Hence, ω12(e2) =
ω1i (ei), i  3. Since nH˜ = e−ϕ(−µ2 + µ3 + µ4), from (2.9) for X = e2 and X = ei , i  3, we get,
respectively
2µ2(µ3 + µ4) = 2|gradϕ|ω12(e2) + ϕ + 2|gradϕ|2,
2µ2µi = 2|gradϕ|ω1i (ei) + ϕ + 2|gradϕ|2, i  3.
Consequently, µ2(µ3 + µ4) = µ2µi , i  3, which contradicts µ3µ4 = 0. 
Proposition 4. Let f, f˜ :Mn → Rn+1, n  4, be conformal hypersurfaces as in Lemma 3(ii). If λ = 0,
then f and f˜ coincide up to homothety and rigid motion or f (Mn), f˜ (Mn) are rotation hypersurfaces
over minimal surfaces in R3 and f˜ is a G-deformation of f .
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e3, . . . , en span D. Then, from (2.7) for X = ei and y = ej , i = j  3, we obtain gradϕ ∈ D⊥. Since
detT = 1, we may set
T e1 = cos θe1 + sin θe2, T e2 = − sin θe1 + cos θe2,
for some function θ . Moreover, we assume that f and f˜ do not coincide up to conformal diffeomorphism.
Then, according to Proposition 1, cos θ = 1. In view of Codazzi equation, (2.7) for X = e1 and Y = ei ,
i  3, yields
(3.20)µei(θ) sin θ + λ(1 − cos θ)ωi1(e1) + µωi2(e1) sin θ + 2µω21(ei) sin θ = 0, i  3,
(3.21)µei(θ) cos θ + λ(1 − cos θ)ωi2(e1) + µωi1(e1) sin θ − (λ + µ)ωi2(e2) sin θ = 0, i  3.
Similarly, for X = e2 and Y = ei , i  3, we have
(3.22)µei(θ) cos θ + λ(1 − cos θ)ωi1(e2) + µωi2(e2) sin θ + (λ − µ)ωi1(e1) sin θ = 0, i  3,
(3.23)−µei(θ) sin θ + λ(1 − cos θ)ωi2(e2) + µωi1(e2) sin θ + 2µω12(ei) sin θ = 0, i  3.
From the Codazzi equation, we get
(3.24)(λ − µ)ωi1(e1) + (λ + µ)ωi2(e2) = 0, i  3,
(3.25)(λ − µ)ωi1(e2) = (λ + µ)ωi2(e1), i  3.
Since cos θ = 1, using (3.24) and (3.25), (3.21)–(3.22) and (3.20) + (3.23) yield
(3.26)ωi1(e1) = ωi1(e2) = ωi2(e1) = ωi2(e2) = 0, i  3.
Therefore, D⊥ is integrable and ∇Y df (X) ∈ df (D) for any X ∈ D and Y ∈ D⊥. This means that for
each leaf M2 of D⊥, f (M2) lies in a 3-dimensional affine subspace orthogonal to df (D). Moreover, the
unit normal vector field of f |M2 in this 3-dimensional affine subspace is the restriction of that of f , and
therefore f |M2 is minimal.
In view of Codazzi equation, (2.7) for X = e1 and Y = ei , i  3, yields
(3.27)(1 − cos θ)ω1i(ei) + sin θω2i(ei) = e1(ϕ) cos θ − e2(ϕ) sin θ, i  3.
Similarly, for X = e2 and Y = ei , i  3, we obtain
(3.28)− sin θω1i(ei) + (1 − cos θ)ω2i(ei) = e1(ϕ) sin θ + e2(ϕ) cos θ, i  3.
From these we infer that ω1i (ei) = ω1j (ej ) and ω2i(ei) = ω2j (ej ) for i, j  3, and therefore we may set
ρ := ω1i (ei) and σ := ω2i (ei), i  3. Moreover, (2.7) for X = e1, Y = ei , i  3, and X = e2, Y = ei ,
i  3, yields
(1 − cos θ)ω1j (ei) − sin θω2j (ei) = 0,
sin θω1j (ei) + (1 − cos θ)ω2j (ei) = 0,
for i = j  3. Since cos θ = 1, we get ω1j (ei) = ω2j (ei) = 0, i = j  3. Moreover, from (3.26) and the
Codazzi equation we get ω12(ei) = 0, i  3. The distribution D is integrable and let Mn−2 be a leaf of it.
The normal bundle of f |Mn−2 is spanned by df (e1), df (e2) and the unit normal vector field N of f . Then,
we easily check that f |Mn−2 is totally umbilical and so f (Mn−2) is part of an (n − 2)-sphere. The mean
curvature vector η of f |Mn−2 is given by η = λN − ρ df (e1)− σ df (e2). We shall prove that the locus of
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and gradϕ ∈ D⊥, from [ei, e1] = ∇ei e1 − ∇e1ei, [ei, e2] = ∇ei e2 − ∇e2ei , we get eie1(ϕ) = eie2(ϕ) = 0
for i  3. On the other hand, from (3.20) and (3.21), we infer that ei(θ) = 0 for i  3. Then (3.27) and
(3.28) imply ei(ρ) = ei(σ ) = 0 for i  3. Moreover, from the Codazzi equation we have X(λ) = 0 for
X ∈ D. Hence ∇XC = 0 for any X ∈ D.
We set ξ1 := ρN + λdf (e1) and ξ2 := σN + λdf (e2). It is easy to see that ∇Xξ1 = ∇Xξ2 = 0 for any
X ∈ D. From the Gauss equation we have〈
R(e1, ei)ei, e1
〉= λµ, 〈R(e2, ei)ei, e2〉= −λµ,〈
R(e1, ei)ei, e2
〉= 0, 〈R(e2, ei)ei, e1〉= 0,
for i  3, or equivalently, in view of (3.26) and ω1i (ej ) = ω2i (ej ) = 0, i = j  3,
e1(ρ) = σω12(e1) − λµ − ρ2, e2(σ ) = −ρω12(e2) + λµ − σ 2,
e1(σ ) = −ρω12(e1) − ρσ, e2(ρ) = σω12(e2) − ρσ.
Then, a direct computation shows that ∇e1ξ1, ∇e2ξ1, ∇e1ξ2, ∇e2ξ2 ∈ span{ξ1, ξ2}, and so span{ξ1, ξ2} is
a fixed plane orthogonal to df (D) and η. Moreover, ∇e1C = df (e1) + ρη/|η|2 and ∇e2C = df (e2) +
ση/|η|2. Since ∇e1C,∇e2C are orthogonal to df (D) and η, we deduce that the centers of the spheres lie
in span{ξ1, ξ2}. Consequently, f (Mn) is a rotation hypersurface over a minimal surface in R3. Similarly,
f˜ (Mn) is also a rotation hypersurface over a minimal surface in R3.
From (2.7) for X = e1 and Y = e2, we get e1(ϕ) = e2(θ) and e2(ϕ) = −e1(θ). Bearing in mind (3.26),
(3.27) and (3.28), we easily verify that (∇ei T )ej = 〈ej ,gradϕ〉T ei −〈ei, ej 〉T (gradϕ) for i, j = 1, . . . , n.
Consequently, (2.11) is fulfilled, and according to Lemma 2, f˜ is a G-deformation of f . 
Proof of Theorem 1 for n 4. We distinguish two cases according to Lemma 3.
If f and f˜ have common principal directions, then according to Proposition 3, f and f˜ coincide up
to conformal diffeomorphism, or f (Mn), f˜ (Mn) are rotational hypersurfaces over plane curves and f˜ is
a G-deformation of f .
If there exist an orthogonal tensor field and a distribution as in Lemma 3(ii) then the proof follows
directly from Propositions 2 and 4. Moreover, according to [5], in case (iii) of Theorem 1 f˜ is a G-
deformation of f if and only if Mn is Kähler. 
4. Conformal T -deformations of hypersurfaces of dimension n= 3
In this section we shall prove Theorem 1 for n = 3.
Proposition 5. Let f, f˜ :M3 → R4 be conformal hypersurfaces with common principal directions. As-
sume that f˜ is a T -deformation of f . Then f and f˜ coincide up to conformal diffeomorphism and rigid
motion, or f (M3), f˜ (M3) are rotational hypersurfaces over plane curves and f˜ is a G-deformation
of f .
Proof. Let e1, e2, e3 be a frame field of common principal directions, orthonormal with respect to 〈,〉,
corresponding to the principal curvatures µ1,µ2,µ3 of f . According to Lemma 1, and after an eventual
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εi = ±1. We define an orthogonal tensor field T such that T ei = εiei for i = 1,2,3. Obviously, A˜ =
e−ϕA ◦ T .
If εi = 1 for i = 1,2,3, then T = I , and according to Proposition 1, f and f˜ coincide up to conformal
diffeomorphism. In the sequel, we suppose that f and f˜ do not coincide up to conformal diffeomorphism.
Now assume that one of the εi’s is −1. Without loss of generality, we may suppose that ε1 = ε3 = 1,
and ε2 = −1. Moreover, we may also suppose that µ2 = 0. Then from (2.8) for X = e1, Y = Z = e2, and
the Gauss equation, we get
(4.1)2µ1µ2 = Q(e1, e1) + |gradϕ|2 + Q(e2, e2), Q(e1, e3) = 0.
Similarly, for X = e1, Y = Z = e3, we take
(4.2)Q(e1, e1) + |gradϕ|2 + Q(e3, e3) = 0, Q(e1, e2) = 0.
Again (2.8) for X = e3, Y = Z = e2, yields
(4.3)2µ2µ3 = Q(e2, e2) + |gradϕ|2 + Q(e3, e3).
Using the Codazzi equation, from (2.7) for X = e1, Y = e2, we get
(4.4)ω12(e1) = 12e2(ϕ), µ1e1(ϕ) = −2µ1ω12(e2), ω23(e1) = 0.
Again from (2.7) for X = e1, Y = e3, we obtain
(4.5)µ1e1(ϕ) = µ3e3(ϕ) = 0, ω12(e3) = ω32(e1).
Similarly for X = e2, Y = e3, we take
(4.6)e2(ϕ) = −2ω23(e3), µ3e3(ϕ) = −2µ3ω32(e2).
We claim that µ1µ3 = 0. In the contrary, we assume that µ1µ3 = 0. Since f and f˜ do not coincide up
to conformal diffeomorphism, and bearing in mind Proposition 1, we see that one of µ1,µ3 is non-zero.
Assume that µ1 = 0 and µ3 = 0. From the Codazzi equation we have e2(µ1) = (µ2 −µ1)ω21(e1), and so
ω21(e1) = 0. Then, (4.4) and (4.5) yield, gradϕ = |gradϕ|e1. Taking into account (4.4), (4.5), (4.6) and
the Codazzi equation, we have
(4.7)ω13(e1) = ω23(e2) = ω23(e3) = ω13(e2) = ω23(e1) = ω12(e3) = 0.
Thus, (4.1) and (4.2) reduce to
e1
(|gradϕ|)+ |gradϕ|ω12(e2) = 0,
(4.8)e1
(|gradϕ|)+ |gradϕ|ω13(e3) = 0.
In particular, we get |gradϕ|(ω12(e2) − ω13(e3)) = 0. By virtue of (4.3), ϕ is not constant. Hence,
(4.9)ω12(e2) = ω13(e3).
Bearing in mind (4.7), we infer that the distribution span{e2, e3} is integrable. Let M2 be a leaf of
span{e2, e3}, and consider the immersion g :M2 → R4 given by g := f |M2 . The normal bundle of g is
spanned by df (e1) and the unit normal vector N of f , restricted to M2. From the Gauss and Weingarten
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∇ei df (e1) = ω1i (ei) dg(ei), ∇eiN = −µi dg(ei), i = 2,3.
Then df (e1) and N are parallel in the normal bundle of g. Taking (4.9) into account, we deduce that
df (e1) is an umbilical section of the normal bundle of g. Therefore, g(M2) lies in a 3-dimensional affine
subspace of R4, or in a 3-sphere. Moreover, from (4.1) and (4.2) we find e2(|gradϕ|) = e3(|gradϕ|) = 0.
Using (4.7) and [ei, e1] = ∇ei e1 − ∇e1ei , i = 1,2, we obtain
(4.10)e2e1
(|gradϕ|)= e3e1(|gradϕ|)= 0.
On the other hand, by virtue of (4.8) and (4.9), (4.3) yields
(4.11)µ2µ3 = −e1
(|gradϕ|)+ 1
2
|gradϕ|2.
From (4.7) and the Codazzi equation we have e3(µ2) = e2(µ3) = 0. Consequently, in view of (4.10),
(4.11) gives e2(µ2) = e3(µ3) = 0. Hence, µ2,µ3 are constant along each leaf M2. Since µ2µ3 = 0 and
df (e1) is umbilical and parallel in the normal bundle of g, we infer that g(M2) is part of a 2-sphere
or part of a product of two circles. Arguing similarly with g˜ :M2 → R4, where g˜ := f˜ |M2 , we deduce
that f˜ (M2) is part of a 2-sphere or part of a product of two circles. On the other hand, 〈, 〉 and 〈˜,〉, are
homothetic on M2 since ϕ is constant on each leaf. Consequently, g(M2) and g˜(M2) are both part of a
2-sphere or part of a product of two circles. In the first case, we have µ2 = µ3 and µ˜2 = µ˜3. In the latter
case, we have µ2µ3 < 0 and µ˜2µ˜3 < 0. Since µ˜2 = −e−ϕµ2 and µ˜3 = −e−ϕµ3, in both cases we reach a
contradiction.
Hence µ1µ3 = 0. Then (4.5) gives gradϕ = |gradϕ|e2. Moreover, in view of (4.4) and (4.6), (4.1) and
(4.3) yield
2µ1µ2 = e2
(|gradϕ|)− 1
2
|gradϕ|2 = 2µ2µ3.
Hence µ1 = µ3. Then bearing in mind (4.4), (4.5) and (4.6) and arguing as in the proof of Proposition 3,
we infer that f (M3) and f˜ (M3) are rotational hypersurfaces over plane curves, and f˜ is a G-deformation
of f . 
Proof of Theorem 1 for n= 3. We distinguish two cases according to Lemma 3.
If f and f˜ have common principal directions, then Proposition 5 implies f and f˜ coincide up to
conformal diffeomorphism, or f (M3), f˜ (M3) are rotational hypersurfaces over plane curves and f˜ is a
G-deformation of f .
Now assume that f and f˜ do not have common principal directions. Appealing to Lemma 3(ii), we
may choose be an orthonormal frame field e1, e2, e3 of principal directions of f , with corresponding
principal curvatures µ1,µ2,µ3, such that e2, e3 ∈ D⊥. Then we may set λ := −µ2 = µ3 = 0, and
T e2 = cos θe2 + sin θe3, T e3 = − sin θe2 + cos θe3,
for some function θ .
At first, we suppose that µ21 = λ2. From the Codazzi equation we have
(4.12)ω12(e2) = − e1(λ) , ω13(e3) = e1(λ) ,
µ1 + λ µ1 − λ
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µ1 + λω23(e1), ω13(e2) = −
2λ
µ1 − λω23(e1).
By virtue of (4.12) and (4.13), from (2.7) for X = e1, Y = e2, we get
(4.14)cos θe2(ϕ) − sin θe3(ϕ) = (cos θ − 1)ω12(e1) − sin θω13(e1),
(4.15)µ1e1(ϕ) = λ sin θe1(θ) − µ1
µ1 + λ(cos θ − 1)e1(λ) −
2µ1λ
µ1 − λ sin θω23(e1),
(4.16)λ cos θe1(θ) − 2µ1λ
µ1 − λ(cos θ − 1)ω23(e1) +
µ1
µ1 + λ sin θe1(λ) = 0.
Similarly, (2.7) for X = e1, Y = e3 yields
(4.17)sin θe2(ϕ) + cos θe3(ϕ) = sin θω12(e1) + (cos θ − 1)ω13(e1),
(4.18)µ1e1(ϕ) = −λ sin θe1(θ) + 2µ1λ
µ1 + λ sin θω23(e1) +
µ1
µ1 − λ(cos θ − 1)e1(λ).
Again from (2.7) for X = e2, Y = e3, we obtain
(4.19)µ1
(
2λ(cos θ − 1)ω23(e1) + sin θe1(λ)
)= 0,
(4.20)sin θe2(ϕ) + cos θe3(ϕ) = − cos θe2(θ) + sin θe3(θ),
(4.21)cos θe2(ϕ) − sin θe3(ϕ) = sin θe2(θ) + cos θe3(θ).
From (2.8) for X = Z = e1, Y = e2, and the Gauss equation, we get
(4.22)µ1λ(cos θ − 1) = Q(e1, e1) + |gradϕ|2 + Q(e2, e2).
Similarly, (2.8) for X = e1, Y = Z = e2, yields
(4.23)Q(e1, e3) = 0.
Again from (2.8) for X = e1, Y = Z = e3, we obtain
(4.24)Q(e1, e2) = 0.
Now we distinguish two cases.
Case 1. Assume that µ1 = 0. From (2.9), (2.10) and the fact that f and f˜ are minimal, we obtain
∇X gradϕ = (Xϕ)gradϕ − 12 |gradϕ|
2X,
for each tangent vector field X. A direct computation shows that X(e−ϕ|gradϕ|2) = 0. Hence, there
exists a non-negative constant c such that
|gradϕ|2 = c2eϕ.
From the Gauss equation and µ1 = 0, we get ω12(e1) = ω13(e1) = 0. Then (4.14) and (4.17) yield e2(ϕ) =
e3(ϕ) = 0, and so gradϕ = |gradϕ|e1. Arguing as in the proof of Proposition 2, we infer that f˜ coincides
up to a homothety and a rigid motion with some fθ in the associated family of f or f (M3) and f˜ (M3)
are cones shaped over minimal surfaces g and g˜ in S3, which belong to the same associated family, and
f˜ coincides, up to inversion, with the cone shaped over some gθ in the associated family of g.
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(4.25)2λ(cos θ − 1)ω23(e1) + sin θe1(λ) = 0.
Combining (4.16) and (4.25), we get
2λ cos θe1(θ) + µ
2
1
µ21 − λ2
sin θe1(λ) = 0.
In view of (4.25), (4.15)–(4.18) yields
λ sin θe1(θ) − 2µ
2
1
µ21 − λ2
cos θe1(λ) = 0.
Since λµ1 = 0, we deduce that e1(λ) = e1(θ) = 0. From (4.12), (4.13), (4.15) and (4.18) we have
ω12(e2) = ω13(e3) = ω12(e3) = ω23(e1) = ω13(e2) = 0, and e1(ϕ) = 0. In particular, (4.23) and (4.24)
yield e1e2(ϕ) = e1e3(ϕ) = 0, and (4.14), (4.17) imply e1(ω12(e1)) = e1(ω13(e1)) = 0. Moreover, from
[e1, ei] = ∇e1ei − ∇ei e1, i = 2,3, we obtain e1e2(λ) = e1e3(λ) = e1e2e2(ϕ) = 0. On the other hand,
from the Codazzi equation we have ω23(e3) = −e2(λ)/2λ and ω23(e2) = e3(λ)/2λ. Hence, e1(ω23(e2)) =
e1(ω23(e3)) = 0. Then, (4.22) becomes
µ1λ(cos θ − 1) = e2e2(ϕ) − e2(ϕ)ω12(e1) − e3(ϕ)ω13(e1) − e3(ϕ)ω23(e2) +
(
e3(ϕ)
)2
.
Bearing all the above in mind, we deduce that e1(µ1) = 0. Let γ (s) be an integral curve of e1. The Gauss
formula implies
∇e1 df (e1) = ω12(e1) df (e2) + ω13(e1) df (e3) + µ1N.
This shows that the curvature k of f ◦ γ given by
k =
√(
ω12(e1)
)2 + (ω13(e1))2 + µ21
is constant. Moreover, the first unit normal n of f ◦ γ is given by
n = ∇e1 df (e1)|∇e1 df (e1)|
.
Using again the Gauss formula, we easily verify that ∇e1n = −k df (e1). This implies that f ◦ γ is
a plane curve, i.e., f ◦ γ is portion of a circle. Now we consider the distribution D := span{e2, e3}.
Obviously, D is integrable. For each leaf M2 of D we consider the immersion g :M2 → R4 given by
g := f |M2 . The normal bundle of g is spanned by df (e1) and the unit normal vector field N of f . The
Gauss formula implies that ∇X df (e1) = 0 for any X ∈ D. Hence, g(M2) lies in a 3-dimensional affine
subspace perpendicular to df (e1). Moreover, g is minimal. The locus of the centers of the circles f ◦ γ
is given by C := f + n/k.
We set ξ1 := ω12(e1)N − µ1 df (e2) and ξ2 := ω13(e1)N − µ1 df (e3). It is easy to see that ∇e1ξ1 =∇e1ξ2 = 0. From the Gauss equation we have〈
R(e1, e2)e2, e1
〉= −λµ1, 〈R(e1, e3)e3, e1〉= λµ1,〈
R(e1, e2)e3, e1
〉= 0, 〈R(e2, e3)e3, e1〉= 0,
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e2
(
ω12(e1)
)= ω23(e2)ω13(e1) − λµ1 + (ω12(e1))2,
e3
(
ω13(e1)
)= −ω23(e3)ω12(e1) + λµ1 + (ω13(e1))2,
e2
(
ω13(e1)
)= −ω23(e2)ω12(e1) + ω13(e1)ω12(e1),
e3
(
ω12(e1)
)= ω23(e3)ω13(e1) + ω13(e1)ω12(e1).
Then, a direct computation shows that ∇e2ξ1, ∇e3ξ1, ∇e2ξ2, ∇e3ξ2 ∈ span{ξ1, ξ2}, and so span{ξ1, ξ2} is a
fixed plane orthogonal to df (e1). Moreover, we get
∇e2C = df (e2) −
ω12(e1)
|∇e1df (e1)|2
∇e1 df (e1),
∇e3C = df (e3) −
ω13(e1)
|∇e1df (e1)|2
∇e1 df (e1).
Since ∇e2C,∇e3C are orthogonal to df (e1), we deduce that the centers of the circles lie in span{ξ1, ξ2},
and f (M3) is a rotation hypersurface. Reversing the roles of f and f˜ , we infer that f˜ (M3) is also a
rotation hypersurface.
Taking (4.20) and (4.21) into account, we find e2(ϕ) = e3(θ) and e3(ϕ) = −e2(θ). Then bearing in
mind (4.14) and (4.17), we can easily verify that (∇ei T )ej = 〈ej ,gradϕ〉T ei − 〈ei, ej 〉T (gradϕ) for
i, j = 1,2,3. Consequently, (2.11) is fulfilled, and according to Lemma 2, f˜ is a G-deformation of f .
Now assume that µ21 = λ2. Without loss of generality, we may suppose that µ1 = λ. From the Codazzi
equation, we have e1(λ) = e3(λ) = 0, and ω12(e2) = ω23(e2) = ω12(e3) = ω23(e1) = 0. From (2.7) for
X = e1, Y = e2, we get
(4.26)e1(ϕ) = sin θe1(θ) + sin θω13(e2),
(4.27)cos θe1(θ) + (cos θ − 1)ω13(e2) = 0.
Similarly, (2.7) for X = e1, Y = e3 yields
(4.28)cos θe1(θ) + sin θω13(e3) = 0,
(4.29)e1(ϕ) = − sin θe1(θ) + (cos θ − 1)ω13(e3).
Then (4.26)–(4.29), by virtue of (4.27) and (4.28) and the fact that f and f˜ do not have common principal
directions, we conclude that e1(θ) = 0. Moreover, from (4.26), (4.27) and (4.28) we have e1(ϕ) = 0 and
ω13(e2) = ω13(e3) = 0. Arguing as in the proof of case 2 above, we deduce that f (M3), f˜ (M3) are
rotational hypersurfaces over minimal surfaces in R3 and f˜ is a G-deformation of f . This completes the
proof of Theorem 1 for n = 3. 
5. Conformal T -deformations of surfaces
In this section we shall give the proof of Theorem 2.
T. Vlachos / Differential Geometry and its Applications 23 (2005) 327–350 349Lemma 4. Let M2 be a 2-dimensional Riemannian manifold and f, f˜ :M2 → R3 conformal immersions
with conformal factor e2ϕ , and Weingarten operators A, A˜. If f˜ is a T -deformation of f , then each point
of M2 has a neighborhood where
(i) f, f˜ have common principal directions, or
(ii) f, f˜ are both minimal and there exists an orthogonal tensor field T such that detT = 1 and
A˜ = e−ϕA ◦ T .
Proof. Let {e1, e2}, {e˜1, e˜2} be orthonormal frame fields such that Aei = µiei, A˜e˜i = µ˜i e˜i , i = 1,2. In
view of Lemma 1, and after an eventual re-enumeration, we may assume that µ˜2i = e−2ϕµ2i , i = 1,2.
There exists an orthogonal matrix (aij ) such that
e˜i =
2∑
j=1
ajiej , i = 1,2.
From Lemma 1, we have A˜2e˜i = e−2ϕA2e˜i , and therefore we get (µ2i − µ2j )aji = 0, i, j = 1,2. This
implies that f, f˜ have common principal directions, if µ21 = µ22. Now assume that µ21 = µ22. Obviously,
f and f˜ have common principal directions if µ1 = µ2, or µ˜1 = µ˜2. We suppose that µ1 = −µ2 = 0 and
µ˜1 = −µ˜2 = 0. Then we define a tensor field T by T = eϕA−1 ◦ A˜. Using A˜2 = e−2ϕA2, we can easily
verify that T is orthogonal and detT = 1. 
Proof of Theorem 2. In view of Lemma 4, we distinguish two cases.
Case 1. Assume that f and f˜ have common principal directions. Let {e1, e2} be a frame field of com-
mon principal directions, orthonormal with respect to 〈, 〉, corresponding to µ1,µ2. In view of Lemma 1,
we have µ˜2i = e−2ϕµ2i , i = 1,2. Hence, µ˜i = εie−ϕµi , where εi = ±1, i = 1,2. We define an orthogonal
tensor field T by T ei = εiei , i = 1,2. Obviously, A˜ = e−ϕA ◦ T . Then (2.7) for X = e1, Y = e2 yields
(5.1)ε1µ1e1(ϕ) = µ1(ε2 − ε1)ω12(e2), ε2µ2e2(ϕ) = µ2(ε2 − ε1)ω12(e1).
If ε1 = ε2 and µ1µ2 = 0, from (5.1) we deduce that ϕ is constant, and f, f˜ coincide up to homothety
and rigid motion.
If ε1 = 1 = −ε2 and µ1µ2 = 0, from (5.1) we deduce that e1(ϕ) = −2ω12(e2), and e2(ϕ) = 2ω12(e1).
Then we can easily verify that (∇ei T )ej = 〈ej ,gradϕ〉T ei − 〈ei, ej 〉T (gradϕ) for i, j = 1,2. Conse-
quently, (2.11) is fulfilled, and according to Lemma 2, f˜ is a G-deformation of f . The case where
ε2 = 1 = −ε1 is treated similarly.
If µ1 = µ2 = 0, f (M2) and f˜ (M2) are portion of planes. Now assume that µ1 = 0 and µ2 = 0. After
an eventual change of the unit normal vector field, we may suppose that ε1 = ε2 = 1. Then (5.1) yields
e1(ϕ) = 0. We may choose local coordinates (u, v) on M2 such that ∂/∂u is parallel to e1, ∂/∂v is parallel
to e2 and
f (u, v) = y(u) + vz(u), f˜ (u, v) = y˜(u) + vz˜(u),
where |z| = |z˜| = 1. Then we have
〈,〉 = E du2 + 2F dudv + dv2 and 〈˜,〉 = E˜ du2 + 2f˜ dudv + dv2.
Since 〈˜,〉 = e2ϕ〈,〉, we infer that ϕ = 0. Consequently, A˜ = A and f˜ coincides with f up to rigid motion.
350 T. Vlachos / Differential Geometry and its Applications 23 (2005) 327–350Case 2. Assume that f and f˜ are both minimal and there exists an orthogonal tensor field T as in
Lemma 4(ii). Then we may write
T = cos θI + sin θJ,
for some function θ , where J is the complex structure. Let e1, e2 be orthonormal principal directions of
f . From (2.9) for X = e1 and Y = e2 we get e1(ϕ) = e2(θ), and e2(ϕ) = −e1(θ). A direct computation
shows that (∇ei T )ej = 〈ej ,gradϕ〉T ei −〈ei, ej 〉T (gradϕ) for i, j = 1,2. Consequently, T satisfies (2.11)
for any tangent vector field X. According to Lemma 2, f˜ is a G-deformation of f . 
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