Protein interactions and complexes behave in a dynamic fashion, but this dynamism is not captured by interaction screening technologies, and not preserved in protein-protein interaction (PPI) networks. The analysis of static interaction data to derive dynamic protein complexes leads to several challenges, of which we identify three. First, many proteins participate in multiple complexes, leading to overlapping complexes embedded within highly-connected regions of the PPI network. This makes it di±cult to accurately delimit the boundaries of such complexes. Second, many condition-and location-speci¯c PPIs are not detected, leading to sparsely-connected complexes that cannot be picked out by clustering algorithms. Third, the majority of complexes are small complexes (made up of two or three proteins), which are extra sensitive to the e®ects of extraneous edges and missing co-complex edges. We show that many existing complex-discovery algorithms have trouble predicting such complexes, and show that our insight into the disparity between the static interactome and dynamic protein complexes can be used to improve the performance of complex discovery.
Introduction
In the cell, many proteins bind physically to form stoichiometrically-stable multiprotein structures called protein complexes. Protein complexes perform a wide variety of molecular functions in many cellular processes, thus it is important to determine the set of complexes in the cell to gain an understanding of the mechanism, organization, and regulation of these processes. Since proteins in a complex interact In this paper, we evaluate the performance of various complex-discovery algorithms, covering di®erent types of approaches, in the prediction of yeast and human complexes. In particular, we highlight the unsatisfactory performance in predicting complexes within highly-connected regions, complexes within sparse regions, and small complexes, and discuss how an understanding of the dynamics of protein interactions may be used to address the shortcomings of these algorithms with respect to these speci¯c challenges.
A number of surveys on complex discovery have been published in recent years. Li et al. 2 in 2010 surveyed a number of complex-discovery algorithms, and categorized them according to the types of data used and the features of the algorithms. Srihari and Leong 3 in 2013 further showed that complex-discovery algorithms have evolved to incorporate increasing amounts of biological information in their designs, leading to improved performance and new biological insights. Most recently, Chen et al. 4 also surveyed and categorized various complex-discovery algorithms, with a distinct category for algorithms that explicitly model the dynamism of PPIs. Since descriptions and taxonomies of complex-discovery algorithms are already covered in these surveys, our paper instead emphasizes speci¯c challenges raised by the dynamism of PPIs, and evaluates a few classic and recent algorithms with respect to these challenges.
In Sec. 2, we elaborate on protein interactions and protein complexes in the cell, with an emphasis on the dynamism of their behaviors. We give a brief background on PPI-screening technologies and their inadequacies, particularly in capturing such dynamism. In Sec. 3, we show how the three challenges in complex discovery follow from the analysis of static PPIs. In Sec. 4, we describe our experiments to evaluatē ve clustering algorithms in yeast and human complex discovery, with an emphasis on their shortcomings with respect to the three challenges that we have highlighted. In Sec. 5, we conclude our¯ndings, and describe some approaches that help to address these challenges, although much room remains for improvement.
Background: From Interactome to Complexome
In the study of protein complexes, the interactome refers to the set of cellular physical PPIs, while the complexome describes the set of cellular complexes. Since complexes consist of physically-interacting proteins, they correspond to groups of proteins with high degrees of co-interaction in the interactome. Thus, deriving the complexome from the interactome is a fruitful strategy that has been well researched over the past decade. Many challenges have been acknowledged in this strategy, a signi¯cant portion of which we distil as the`disparity' between the static interactome and the complexome: Due to limitations in detection technologies and methodologies (which have only recently begun to be surpassed), the views and analyses of the interactome and complexome have been overwhelmingly static, without consideration of the dynamic nature of PPIs and the corresponding dynamism of protein complexes.
Dynamism of protein interactions
In fact, the static interactome, understood as the set of PPIs that exist in a cell, is a mere shadow of the dynamic and complex lives of PPIs in reality, which involve a wide range of interaction timings, locations, and binding a±nities.
A protein with multiple interaction partners does not necessarily interact with all of them simultaneously. When a protein interacts, and which partner it interacts with, are controlled by di®erent cellular mechanisms. For example, co-localization of the interactors in time and space, as well as the local concentration of the interactors, are controlled by expression, mRNA degradation, protein transport, protein secretion, protein degradation; the binding a±nities of di®erent interactors are controlled through post-translational modi¯cation of the interactors, or changes to the physiochemical environment, for example by the concentration of e®ector molecules like ATP that may change binding a±nity. 1 Di®erent classes of PPI binding a±nities have been proposed 1, 5, 6 : permanent interactions, with the strongest binding a±nity, are irreversible; weak transient interactions, with the weakest binding a±nity, are reversible, and involve proteins that switch between both bound and unbound states in vivo; strong transient interactions lie between permanent interactions and weak transient interactions, and are reversible when triggered, for example by ligand binding. PPIs can also be characterized as obligate or non-obligate: proteins with obligate interactions cannot exist as stable structures on their own, and are frequently bound to their partners upon translation and folding; conversely, proteins with non-obligate interactions can exist as stable structures both in bound and unbound states.
A study of protein hubs (proteins with a large number of interaction partners) with gene-expression data has led to a proposed distinction between date hubs and party hubs 7, 8 : party hubs interact with all of their partners simultaneously as a large complex, while date hubs interact with its partners in mutually-exclusive times, and are believed to link diverse biological processes together in the PPIN.
Dynamism of protein complexes
Consequently, complexes display a range of dynamism in their formation, composition, and stability, which impart important functional mechanisms to the complexes' activities. For example, the highly conserved Cdc28p (a cyclin-dependent kinase or CDK) yeast protein regulates the cell-cycle by forming complexes with di®erent cyclin proteins that phosphorylate di®erent substrates to promote entry into di®erent cell-cycle phases 9, 10 : progressing through the cell-cycle phases, these include Cdc28p forming complexes with Cln3p to enter the cycle, with Cln1,2p in G 1 phase, with Clb5,6p to begin replication in S phase, and with Clb1,2,3,4p to enter M phase (see Fig. 7(a) ). These complexes are themselves regulated through binding with cyclin-dependent kinase inhibitors (CKIs) such as Sic1p.
An integrated analysis of protein complexes with cell-cycle expression data revealed \just-in-time" assembly of most cell-cycle-related complexes in yeast 11 : some subunits of complexes are constitutively expressed (static proteins), while other subunits are expressed only when needed (dynamic proteins), so that the entire complex can be assembled only in speci¯c cell-cycle phases without having to transcriptionally regulate all the subunits of the complex.
The dynamism of complexes also gives them a modular architecture in function and composition, which has been described with the core-attachment model of complexes. 12 Here, the core of a complex consists of proteins that interact permanently, while attachment proteins are recruited to the core via less permanent interactions, which may modulate or activate the function of the complex.
Interactome screening technologies
The dynamism of PPIs, which provides such important functional mechanisms for complexes, is not captured in the static interactome. A chief reason for this is the technological limitations of past high-throughput PPI screening experiments, which has only recently begun to be surpassed.
In the past decade, the two commonly used methods for high-throughput screening of PPIs are based on the yeast two-hybrid assay (Y2H), which detects binary interactions, and the tandem a±nity puri¯cation with mass spectrometry (TAP-MS) method, which detects co-complex interactions. The Y2H method uses a fragmented transcription factor to detect the interaction between a bait protein and a prey protein: when the proteins interact, they cause the transcription of a reporter gene. 13 A recent survey of advances in Y2H technology is provided by Bruckner et al.
The Y2H assay is able to detect transient or weak interactions, but is limited to only direct physical PPIs: interactions between co-complex proteins (proteins in the same complex) that do not physically interact with each other are not detected. Y2H assays interactions at non-physiological conditions (e.g. the bait and prey proteins may be overexpressed, co-expressed, or post-translationally modi¯ed, whereas they may not be in vivo), so some interactions may be spuriously detected. Since interactions are interrogated in a controlled homogeneous cellular state, those that occur in other condition-speci¯c states (such as di®erent cell-cycle or perturbation states) may not be captured. Furthermore, some interacting proteins are unable to localize in the nucleus, or cannot interact in the nucleus' environment, so these interactions are not detected. Conversely, proteins that never co-localize in vivo and are thus unable to interact might be wrongly detected as interacting in the nucleus.
Aside from the above problems, Y2H also su®ers from the variability inherent in interrogating biological systems, leading to poor reproducibility across multiple screens.
TAP-MS 15 allows a bait protein to complex with other proteins under physiological conditions, and washes it through a±nity columns to detect its co-complex proteins (the prey proteins) via mass spectrometry. A survey of recent advances in MS-based methods is provided by Gavin et al. 16 TAP-MS typically only captures strong interactions. Unlike the Y2H assay, TAP-MS retrieves proteins co-complexed with the bait protein, including those that are only indirectly-associated via bridging proteins. Furthermore, for bait proteins that form multiple distinct complexes, all the proteins that form the union of these complexes may be puri¯ed and detected. To uncover the PPIs from the puri¯ed complexes, further processing is needed, 12, 17 though this may still lead to false positives (direct interactions imputed between indirectly-associated proteins) and false negatives (interactions between prey proteins not imputed).
In many TAP-MS assays, the bait protein is expressed by non-natural promoters, leading to its over-expression over physiological levels 16 (although in some studies its expression is controlled by natural promoters. 12, 18 ). Under TAP-MS, protein complexes in any subcellular location can be puri¯ed. Furthermore, since a heterogeneous collection of cells are puri¯ed, complexes present in multiple cellular conditions, such as various cell-cycle and growth states, may be retrieved. 12, 18 Nevertheless, complexes present only in other conditions, such as speci¯c perturbation states, are not retrieved. Only recently have researchers begun interrogating the composition of complexes under di®erent perturbation states, for example with a±nity puri¯cation with selected reaction monitoring, 19 or a±nity puri¯cation combined with sequential window acquisition of all theoretical spectra. 20 Both works represent key advances in methodologies that will allow dynamic and condition-speci¯c views of interactomes in the near future; but for now, the range of the proteins and PPIs probed, as well as the conditions tested, remain limited.
The static interactome
As described above, the Y2H and TAP-MS methods do not capture timing (i.e. simultaneity) or localization information about the PPIs. For interactions whose a±nities are dependent on molecular trigger events such as phosphorylation, information about such molecular triggers is lost, and moreover interactions whose triggers are not activated are not captured. Neither Y2H nor TAP-MS interrogate interactions with respect to cellular states: Under Y2H, interactions are assayed in a homogeneous cellular state which is frequently non-physiological; while under TAP-MS, interactions are frequently interrogated in heterogeneous cellular growth states, so that proteins present in complexes from various growth states are retrieved as an undi®erentiated set. Moreover, complexes present only in speci¯c perturbation conditions, which are absent from the cells, are not found. The PPIs obtained thus represent a static interactome, lacking the dynamism that imparts important functional mechanisms to the PPIs and the complexes that they comprise; at the same time, this dynamism precludes an accurate screening of the interactome.
The interactome is frequently represented as a PPIN, with vertices representing proteins and edges representing interactions. This representation itself is a simplication of the cellular organization of PPIs: Aside from missing information about interaction timing, location, a±nity, and cellular state, the representation of each protein as a single vertex con°ates the multiple copies of each protein that exist in the cell into a single entity: In the cell, di®erent copies of the protein may be simultaneously interacting with di®erent partners, may exist in di®erent cellular locations, and may be in di®erent post-translational states, but in the PPIN all these are represented by a single vertex, and all its disparate interactions are represented as undi®erentiated outgoing edges from that vertex. Figure 1 illustrates these shortcomings of the Y2H and TAP-MS methods for detecting PPIs via a simple example; we ignore the e®ects of other factors such as experimental or biological variability, which in reality would lead to additional false positives (spurious edges) and false negatives (missing edges). Here, we use a simple made-up complex consisting of an A-B-C core, which forms distinct complexes with either protein D, or proteins E-F, or membrane protein G; additionally, it complexes with proteins I-J which are only expressed during perturbation condition 1, and with protein K only after phosphorylation during perturbation condition 2. We assume that all proteins are used as baits in both Y2H and TAP-MS, and in the latter we use the spoke model to obtain individual PPIs. Since the cells interrogated are never in perturbation conditions 1 or 2, proteins I, J, and K are never found to interact with A-B-C. Y2H is unable to detect the interaction with membrane protein G, while the mutually-exclusive interactions with proteins D and E-F are detected and represented as undi®erentiated edges. TAP-MS likewise con°ates the three distinct complexes as one large, densely-connected graph. While it appears here that the three complexes can be discerned as separate cliques in the graph, in reality the additional spurious and missing edges make this task di±cult. 
Augmenting the static interactome with dynamism
Many researchers have recognized that, while the static interactome is a super¯cial representation of cellular protein interactions, it is still the only proteome-wide and experimentally replicated resource of PPIs that is readily available for computational analysis, and so have attempted to augment it with some degree of dynamism using other information sources. For example, de Lichtenberg et al. 11 integrated yeast PPI data with gene-expression data from various cell-cycle time-points to analyze the dynamism of complex formation during the cell-cycle, and found both constitutively expressed and periodically expressed subunits of most complexes. Likewise, Srihari and Leong 21 also analyzed yeast complexes with cell-cycle expression data, and proposed that constitutively-expressed proteins are likelier to be reused across di®erent complexes.
Other researchers have integrated PPI data with protein-domain information to identify simultaneous or mutually-exclusive interactions. Jung et al. 22 decomposed the PPIN into simultaneous protein interaction networks (SPINs), in which all interactions can occur simultaneously, by excluding mutually-exclusive interactions in each SPIN, and then performed complex discovery on each SPIN. Ozawa et al. re¯ned predicted complexes by eliminating those that included mutually-exclusive interactions.
A major shortcoming of such analyses is that they are based on the PPIN derived from high-throughput experiments such as Y2H and TAP-MS, so they cannot reveal interactions that are only active in untested conditions. 24 Nevertheless, these approaches show that incorporating this aspect of dynamism in PPIs produces complexes that match known complexes more precisely, and may even elucidate novel functional mechanisms in some complexes. However, the limitations of inferring PPI dynamism indirectly must be noted: for example, gene-expression data does not re°ect post-transcriptional activities that further a®ect complex dynamism, such as protein degradation, transportation, or modi¯cation.
Three Challenges in Complex Discovery
To discover the set of protein complexes in an organism, researchers have proposed a wide variety of methods to analyze its interactome, derived from high-throughput PPI-screening technologies. A typical strategy is to impute regions of high interconnectedness in the interactome as putative complexes, since proteins within complexes interact with each other. However, since the basis of this analysis is the static interactome, which as described above lacks crucial information about the dynamism of PPIs, a comprehensive and accurate derivation of complexes becomes problematic.
First, a complex may exist within a highly-connected region of the PPIN, with many extraneous outgoing edges connecting it to other proteins outside the complex. Such a complex is challenging to¯nd, as it is di±cult to delimit its boundaries accurately. A particular protein in the complex may have many extraneous PPI edges because it participates in other complexes as well, and the extraneous edges correspond to its interactions with the proteins in these other complexes. These distinct but overlapping (in composition) complexes may exist in di®erent cellular locations, or may form in di®erent cellular states which were detected by the PPIscreening technology, or may even exist in the same location and time as distinct complexes, but this information is not captured in the PPIN. These non-simultaneous interactions corresponding to distinct complexes are active in di®erent copies of the protein, but in the PPIN these multiple copies of the protein are con°ated into a single vertex, with all its non-simultaneous interactions corresponding to outgoing edges from that vertex, leading to the many extraneous edges.
The extraneous edges may also correspond to false positives due to a non-physiological environment of the assay, for example through over-expression of bait or prey proteins, or through detected interactions due to post-translational modi¯ca-tions that is di®erent in vivo, or through Y2H-detected interactions in the nucleus where the interactors would not localize in vivo. Finally, the extraneous edges might simply be an artifact of experimental or other biological variability that is inherent in dealing with biological systems.
Second, a complex may be sparsely-connected in the PPIN, with few PPI edges detected between its proteins. Such a complex does not constitute a dense cluster which can be picked out by clustering algorithms. A complex may be sparse because it is condition-speci¯c: only in certain conditions are its proteins expressed, or modi¯ed to enable binding, or co-localized, or the physiochemical environment appropriate for complex formation. If the complex only exists in a condition that was not tested during PPI screening, its proteins' co-complex interactions are not detected. PPIs could also be missing due to technological limitations. Under Y2H, proteins in the complex may not localize in the nucleus or interact in the nucleus where the interaction is assayed À À À in particular, PPIs in most membrane complexes are not detected. Since Y2H assays interactions in a non-physiological environment, the proteins might not have undergone post-translational modi¯cation required for binding, or the environment might be inappropriate for complex formation. Under TAP-MS, weaker interactions may not survive the double-washing step, though they may constitute important interactions within the complex. Finally, as with spurious interactions, missing interactions might also be due to variability in the experimental or biological system.
The third challenge, that of¯nding small complexes (de¯ned as composed of two or three distinct proteins), is an intrinsic challenge which is exacerbated by the shortcomings of a static interactome. It has been noted that the distribution of complex sizes follows a power law distribution, 25 meaning that a large majority of complexes are small. Thus the discovery of small complexes is an important subtask within complex discovery. An inherent di±culty in this task is that the strategy of searching for dense clusters becomes problematic: fully-dense (i.e. cliques) size-2 and size-3 clusters correspond to edges and triangles, respectively, and only a few among the abundant edges and triangles of the PPIN represent actual small complexes. Furthermore, small complexes are much more sensitive to extraneous or missing edges: For a size-2 complex, a missing co-complex interaction disconnects its two member proteins, while only two extraneous interactions are su±cient to embed it within a larger clique (a triangle). It is apparent that the challenge of small-complex discovery is exacerbated by the two problems of highly-connected regions with many extraneous edges, and sparse regions with many missing edges, in the PPIN. These problems, as described above, owe a great deal to the analysis of a static interactome to derive complexes that are dynamic in nature.
Figures 7 and 8 in the following section illustrate these challenges via two example complexes, and show how they present problems for clustering algorithms.
Poor Performance of Current Methods
In this section, we evaluate¯ve clustering algorithms for the prediction of yeast and human complexes. In particular, we highlight three challenges in complex discovery: the prediction of complexes within highly-connected regions of the PPIN, the prediction of sparsely-connected complexes, and the prediction of small complexes.
Clustering algorithms
In this paper, we evaluate¯ve algorithms, as representatives of di®erent types of clustering algorithms for complex discovery: clique-based, seed-and-grow, simulation, hierarchical, and core-attachment methods. Five additional algorithms À À À CFinder, 26 IPCA, 27 RNSC, 28 PPSampler, 29 and MCL-CAw 30 À À À are also evaluated in the Supplementary Materials.
Clustering by Maximal Cliques (CMC 31 )¯rst searches for the set of maximal cliques (cliques that are not contained within a larger clique). Then, for overlapping cliques whose overlap exceeds a threshold, CMC either merges them if they are highly interconnected, or removes the clique with the lower density.
ClusterOne 32 selects vertex seeds based on their degrees, and grows clusters greedily to maximize a cohesiveness function, de¯ned as the ratio of the sum of edge weights within the cluster versus the sum of edge weights within the cluster as well as outgoing edges from the cluster. Furthermore, highly-overlapping clusters are merged.
Markov Clustering (MCL 33 ) is based on the principle that a random walker in the PPIN will spend more time traversing a dense region before leaving it. The PPIN is represented as a transition matrix, and the probability of each node visiting every other node at each successive time step is calculated iteratively via matrix multiplication. An in°ation step accentuates the di®erences in probabilities by raising them to a power and then re-normalizing. Regions that are densely connected, with sparse outgoing edges, are found as clusters.
Hierarchical Agglomerative Clustering with Overlap (HACO 34 )¯rst considers all vertices as individual clusters, then iteratively merges pairs of clusters with high connectivity between them. At each merge, the two constituting clusters are remembered; when the merged cluster A is later merged with another cluster B, it also tries to merge the remembered constituting clusters of A with the cluster B, and keeps the (possibly overlapping) resultant clusters if they are highly-connected.
Coach 35 employs a core-attachment model to detect complexes in two stages: core detection and complex formation. In the¯rst stage, neighborhood subgraphs are induced around each vertex and its neighbors, and cores are found as vertices in each neighborhood subgraph that have higher than average local degree, and whose induced subgraph is dense. In the second stage, proteins that are connected to at least some proportion of each core's vertices are recruited as attachments to the core. Table 1 shows the parameter settings of these¯ve clustering algorithms used for the prediction of yeast and human complexes.
Data sources

PPI data
A number of repositories for PPI data are available, covering a range of organisms, interactions types (genetic interactions or physical PPIs), interactions sources (such as curated PPIs, experimental PPIs, or predicted PPIs), and experimental detection methods. In our work, we obtain our yeast and human PPIs by taking the union of physical PPIs from three repositories: BioGRID, 36 IntAct, 37 and MINT. 38 In yeast we also incorporate the Consolidated PPI dataset. 17 We unite these datasets, and score and¯lter the PPIs, using a simple reliability metric based on the Noisy-Or model to combine experimental evidences (also used by Chua et al. 39 ). For each experimental detection method e, we estimate its reliability as the fraction of interactions detected where both interacting proteins share at least one high-level cellular-component Gene Ontology term. Then the score of an interaction ða; bÞ is estimated as: where rel i is the estimated reliability of experimental method i, E a;b is the set of experimental methods that detected interaction ða; bÞ, and n i;a;b is the number of times that experimental method i detected interaction ða; bÞ. We avoid duplicate counting of evidences across the datasets by using their publication IDs. Most clustering algorithms perform better when a smaller subset of high-quality PPIs are used. We determined that a score cuto® of 0:8 and 0:7 in yeast and human large complexes respectively, and 0:99 in small complexes, gave decent performance in most clustering algorithms.
Reference complexes for yeast and human
To evaluate the performance of complex discovery algorithms, we use reference complexes that have been manually validated via literature curation. For yeast, we use the CYC2008 40 set, which consists of 408 yeast complexes. For human, we use the CORUM 41 set, which consists of 1829 human complexes. To investigate the performance of the clustering algorithms with respect to the three highlighted challenges, we stratify the reference complexes in terms of their sizes, extraneous edges, and densities. First, to quantify whether a complex is embedded within a highly-connected region of the PPIN, we derive EXT, the number of external proteins that are highly-connected to it, de¯ned as being connected to at least half of the proteins in the complex. Second, to quantify how sparse a complex is, we derive DENS, the density of each complex, de¯ned as the number of PPI edges in the complex divided by the total number of possible edges in the complex. In our analysis, we stratify the complexes into large and small complexes, and further stratify the large complexes into low, medium, and high DENS (corresponding to DENS of ½0; 0:35, ð0:35; 0:7, and ð0:7; 1, respectively), and low and high EXT (corresponding to EXT 3 and > 3, respectively), to give seven total strata (one for small complexes, and six for large complexes). Figure 2 illustrates the size distribution of the yeast complexes, and the distributions of EXT, DENS, and our six analysis strata (strati¯ed by EXT and DENS), among the large yeast complexes. Figure 3 shows the corresponding distributions for human complexes. In both yeast and human, the sizes of complexes follow the power-law distribution, 25 which highlights the important subtask of predicting small complexes (of size two and three): among both yeast and human complexes, about 60% are small complexes (259 out of 408 in yeast, 1029 out of 1829 in human).
Among large complexes in both yeast and human, about 40% of complexes have high EXT. We expect the prediction of these complexes to be extremely challenging, as it would be di±cult to accurately delimit their borders from their highly-connected surroundings (the highly-connected external proteins are likely to be recruited into the predicted complexes). Only 10% of large complexes in yeast have low density. On the other hand, in human about 35% of large complexes are sparsely-connected with low DENS. We expect these sparsely-connected complexes to also be di±cult to predict, as they do not form dense clusters that are picked out by most clustering algorithms.
Evaluation methods
We say that a cluster (i.e. a predicted complex) P matches a known complex C at a given match threshold match thresh if Jaccard ðP ; CÞ ! match thresh, where Jaccard ðP ; CÞ is the Jaccard similarity between the proteins contained in P and C:
where V X is the set of proteins contained in X. For large complexes, we use a stringent matching criteria of match thresh ¼ 0.75 in matching yeast complexes, and a rougher matching criteria of match thresh ¼ 0.5 in matching human complexes, as the latter task is much more di±cult. For small complexes, we use the most stringent criteria of match thresh ¼ 1, as it is easier for a small cluster to match a small complex by chance. Given a set of clusters P ¼ fP 1 ; P 2 ; . . .g, and a set of reference complexes C ¼ fC 1 ; C 2 ; . . .g, the precision and recall are calculated as:
Recall ¼ jfC i 2 Cj9 P j 2 P; P j matches C i gj jCj :
The precision-recall graph is another useful measure of performance, as it indicates the quality of predictions at di®erent recall levels. It is obtained by applying varying thresholds on the predicted complexes' weighted densities, and plotting the precision and recall at each threshold. For brevity, we use the area under the precision-recall (AUPR) graph as a summarizing statistic (the actual precision-recall graphs are shown in the Supplementary Materials). match thresh ¼ 0.75 for yeast, and a rougher match thresh ¼ 0.5 for human (as prediction of human complexes is a more di±cult task: at match thresh ¼ 0.75, the highest recall achieved is only about 10%). CMC, HACO, and Coach stand out with the highest recall levels for both yeast and human. In yeast, they achieve recalls over 40%, but CMC attains only 20% in precision, while HACO and Coach do worse with 10% precision. In human, even with a rougher matching criteria, CMC, HACO, and Coach achieve only over 30% recall, with 15% to 25% precision. MCL attains low recall in yeast and human, as it does not generate overlapping clusters. ClusterOne attains the lowest recall and precision, in both yeast and human. Figures 4(c) and 4(d) show the performance of the clustering algorithms on the prediction of small yeast and human complexes, at a perfect matching requirement of match thresh ¼ 1.0. Coach predicts fewer than 5% of small yeast complexes, and almost no small human complexes at all, as it is problematic to de¯ne tightly connected cores with less-connected attachments when only two or three vertices are available. CMC and HACO again achieve high recall, but at the expense of generating many false positives, as they attain low precision. Again, MCL has low recall as it does not generate overlapping clusters. ClusterOne achieves the highest precision levels for small complexes, but at the expense of the lowest recalls. Note that the performance for small human complexes is dismal: the best clustering algorithm only attains 12% recall. To investigate which complexes are problematic to predict, we study the performance of the complex discovery algorithms on the complexes strati¯ed in terms of their sizes, extraneous edges, and densities. As described above, the complexes are strati¯ed into small and large complexes, and large complexes are further strati¯ed by density (DENS) and number of highly-connected external proteins (EXT), to give seven groups of complexes (see Figs. 2 and 3 for the distribution of size, DENS, and EXT of yeast and human complexes). Figure 5 (a) shows that yeast complexes with lower density are much harder to predict than those with higher density: no complex with low DENS are predicted at all by any clustering algorithm, while complexes with high DENS are predicted much more frequently. Furthermore, complexes with higher EXT are harder to predict than those with lower EXT: In each density strata, complexes with high EXT have lower recall than those with low EXT. Small complexes are also challenging to predict: Most clustering algorithms do not predict more than 40% of small complexes. As expected, the easiest complexes to predict are the large complexes with high DENS and low EXT. Figure 5 (b) shows that complexes with higher density can be predicted with better-matching clusters: Within each EXT strata, the match score increases with density. Furthermore, complexes with lower EXT are predicted with bettermatching clusters: among complexes with medium or high DENS, match score is higher among those with low EXT than high EXT.
Results
Figures 5(c) and 5(d) reveal why complexes with higher EXT are di±cult to predict. Figure 5(c) shows that clustering algorithms tend to include many extraneous proteins when predicting complexes with higher EXT: Across all DENS strata, complexes with higher EXT have greater number of extra proteins in their bestmatched clusters (intuitively, the extraneous proteins are likely to be those highlyconnected external proteins). Figure 5(d) shows that clustering algorithms tend to merge together complexes with higher EXT: Across all DENS stratas, complexes with higher EXT tend to be found in clusters merged with other complexes. Figure 6 shows the corresponding performance of the clustering algorithms on the strati¯ed human complexes. Similar conclusions can be drawn here as from yeast complexes. Small complexes are challenging to predict, with most clustering algorithms predicting less than 10% of them. Complexes with lower density are harder to predict than those with higher density, and are predicted with clusters that match them less well; likewise, complexes with higher EXT are also harder to predict than those with lower EXT, and are also predicted with clusters that match them less well (Figs. 6(a) and 6(b) ). However, Fig. 6(b) shows that, within the low-DENS stratum, complexes with high EXT attain slightly higher match scores than those with low EXT, because these low-density complexes with high EXT are likely to slightly overlap with clusters consisting of complex proteins with the external proteins that they are highly-connected to; indeed, in these cases the match scores are mostly under 0.5. Figure 6 (c) shows that, as in yeast, human complexes with high EXT are predicted with clusters that include many more extraneous proteins. Figure 6(d) shows that complexes with higher EXT tend to be merged together in clusters.
Example complexes
Here we highlight some example complexes that are known to behave dynamically, and show how their static interactomes exhibit characteristics (such as high EXT and low DENS) which result from their static representation, and which make them di±cult to predict.
The Cdc28p yeast protein, as described above, complexes with various cyclin proteins (Cln1p to Cln3p, Clb1p to Clb6p) to regulate the cell-cycle. The proper complexes are formed at each point of the cell-cycle via gene-expression and posttranslational controls. 9, 10 Figure 7(a) shows the interactome around these proteins and their neighbors, with the nine di®erent complexes formed by Cdc28p circled. Although these interactions occur at di®erent times during the cell-cycle, they are collapsed into the same static interactome, resulting in a highly-connected region around Cdc28p and its cyclin partners: note that the EXT for each of the complexes range from 12 to 13. Furthermore, PPIs are missing between Cdc28p and some of its cyclin partners, giving a density of 0 to these complexes. In fact, these PPIs exist in our source datasets, but with slightly fewer experimental evidences to back them up compared to other Cdc28p PPIs; thus they scored slightly lower in reliability and they were¯ltered from our PPIN. While it is possible to lower our reliability score cuto® to include these PPIs, this would also include many spurious PPIs and make the discovery of other complexes even more di±cult. Figures 7(b) and 7(c) show the clusters predicted by CMC and MCL, respectively. CMC found four clusters that overlap with four Cdc28p complexes, but with one extraneous protein in each case, while MCL found one large cluster that covered Cdc28p, seven of the nine cyclin proteins, and four extraneous proteins.
The four Replication Factor C (RFC) complexes in yeast are structurally similar complexes involved in DNA metabolism. Each of these complexes consist of a core of four subunits (Rfc2p to Rfc5p) and distinct attachment proteins, and perform different biological functions related to DNA metabolism. 42 The interactome of the RFC complexes and their neighbors are shown in Fig. 8(a) , with the four complexes circled. Here again, con°ating the four distinct complexes in the static interactome results in many extraneous edges and high connectivity to proteins outside each complex: the EXT for the four complexes range from 4 to 7.
Figures 8(b) and 8(c) show the clusters predicted by CMC and MCL, respectively. CMC predicted one of the RFC complexes perfectly, while predicting a second cluster that matched another complex less well; MCL predicted a large cluster that overlapped with three of the RFC complexes.
Note that MCL does not allow overlaps in its predicted clusters, so in the above examples it predicts clusters that merge the overlapping and highly-connected complexes together. While CMC allows overlapping clusters, the many extraneous edges and high connectivity to external proteins make it di±cult to delimit the overlapping complexes precisely.
Discussion and a Call to Arms
Protein interactions behave in a dynamic fashion, with a variety of interaction timings, locations, and a±nities. The cellular control of this dynamism gives important functional mechanisms to protein complexes, allowing complexes to assemble at speci¯c times, or to vary in composition to activate or modulate their functions. Interaction detection technologies are limited in their ability to capture such dynamics; furthermore, this dynamism also impedes accurate and comprehensive screening of interactions. Moreover, the representation of interactions in a PPIN does not preserve any information about interaction dynamism, allowing only a static analysis of a dynamic reality. In Sec. 3, we identi¯ed three challenges in complex prediction that result from, and are exacerbated by, the analysis of the static interactome to derive complexes that behave dynamically in nature. First, many proteins participate in multiple complexes, leading to overlapping complexes embedded within highly-connected regions of the PPIN with many extraneous edges connecting them to external proteins. This makes it di±cult to accurately delimit the boundaries of such complexes. Second, many condition-and location-speci¯c PPIs are not detected, leading to sparsely-connected complexes that cannot be picked out by clustering algorithms. Third, the majority of complexes are small complexes (made up of two or three proteins), which are extra sensitive to the e®ects of extraneous edges and missing cocomplex edges.
In Sec. 4, we presented results of¯ve clustering algorithms for prediction of large and small complexes in yeast and human, and showed that only complexes with high density and few highly-connected external proteins can be consistently predicted: more than 80% of such large complexes can be predicted in yeast and human (with match thresh ¼ 0:75 and 0:5, respectively), and more than 60% of such small complexes can be predicted in yeast and human (with match thresh ¼ 1). Complexes with low density frequently could not be predicted at all, while those with many highly-connected external proteins tended to be predicted in clusters with many extraneous proteins or merged complexes. Furthermore, small complexes with such characteristics are especially challenging to predict, particularly in human for which recall rates are extremely low.
Drawing on our insight into the causes of these challenges, we suggest a few approaches for addressing them.
First, to address the problem of complexes in highly-connected regions with many extraneous edges, Liu et al. 43 proposed a technique to decompose the PPIN into spatially-and temporally-coherent subnetworks. First, hub proteins with large numbers of interaction partners are removed before complex discovery, as they tend to correspond to date hubs with non-simultaneous interactions. Next, cellular-location Gene Ontology terms 44 are used to decompose the PPIN into spatially-coherent subnetworks. By splitting dense regions of the PPIN into less-dense but coherent subnetworks, complex-discovery performance is improved, with the biggest improvements among complexes in highly-connected regions. Another reasonable idea to tackle this problem is to make use of information such as protein domains to identify non-simultaneous interactions, which can be used to improve complex discovery. For example, Jung et al. 22 decomposed the PPIN into subnetworks of simultaneous interactions, from which temporally-coherent complexes can be extracted; while Ozawa et al. 23 re¯ned predicted complexes by eliminating those with non-simultaneous interactions.
Second, to address the problem of sparse complexes, an approach like Supervised Weighting of Composite Networks (SWC 45 ) is promising. It integrates PPI data with additional data sources À À À in particular, functional associations and co-occurrence in literature À À À using a supervised approach to weight edges with their posterior probability of belonging to a complex. By integrating diverse data sources that may support co-complex relationships between proteins, SWC¯lls in the missing edges in many sparse complexes, while reducing the amount of spurious non-co-complex edges. Using this approach, improvements are obtained in both precision and recall for yeast and human complex discovery, especially among the sparse complexes.
Third, to address the problem of predicting small complexes, an approach like Size-Speci¯c Supervised weighting (SSS 46 ) is promising. It integrates PPI data with two additional data sources, functional associations and co-occurrence in literature, along with their topological features, using a supervised approach to weight edges with their posterior probabilities of belonging to small complexes versus large complexes. SSS then extracts small complexes from the weighted network, and scores them using the probabilistic weights of edges within, as well as surrounding, the complexes. This approach achieves signi¯cant improvements in precision and recall in discovering small complexes.
While these approaches perform better than the clustering algorithms surveyed here, there remains much room for improvement, especially for the prediction of human complexes where high levels of accuracy and resolution are still unattainable. We hope that this paper is able to call the bioinformatics community into action to address these highlighted problems, as well as the more general challenge of predicting dynamic protein complexes.
