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Abstrat
We present some tehniques for planning in domains speied with the reent standard
language pddl2.1, supporting \durative ations" and numerial quantities. These teh-
niques are implemented in lpg, a domain-independent planner that took part in the 3rd
International Planning Competition (IPC). lpg is an inremental, any time system pro-
duing multi-riteria quality plans. The ore of the system is based on a stohasti loal
searh method and on a graph-based representation alled \Temporal Ation Graphs" (TA-
graphs). This paper fouses on temporal planning, introduing TA-graphs and proposing
some tehniques to guide the searh in lpg using this representation. The experimental
results of the 3rd IPC, as well as further results presented in this paper, show that our
tehniques an be very eetive. Often lpg outperforms all other fully-automated plan-
ners of the 3rd IPC in terms of speed to derive a solution, or quality of the solutions that
an be produed.
1. Introdution
Modeling temporal and numerial information in automated planning is important for rep-
resenting real-world domains, where ations take time, and onsume resoures, and the
quality of the solutions should take these aspets into aount. In the '80s and early '90s
some expressive, but ineÆient, planning systems handling time were developed (e.g., Vere,
1983; Tsang, 1986; Allen, 1991; Penberthy & Weld, 1994). More reently, a number of
alternative interesting approahes to temporal planning has been proposed (e.g., Smith &
Weld, 1999; Do & Kambhampati, 2001; Haslum & Gener, 2001; Dimopoulos & Gerevini,
2002). Some of these planners an ompute plans with optimal makespan, but in pratie
most of them sale up poorly.
Loal searh is emerging as a powerful method to address fully-automated planning,
though in priniple this approah does not guarantee generation of optimal plans. In par-
tiular, two planners that suessfully partiipated in the reent 3rd International Planning
Competition (IPC) are based on loal searh: ff (Homann & Nebel, 2001) and lpg.
In earlier work on lpg (Gerevini & Serina, 1999, 2002) we proposed a rst version of our
system using several tehniques for loal searh in the spae of ation graphs (A-graphs),
partiular subgraphs of the planning graph representation (Blum & Furst, 1997). This
version of the planner handled only strips domains, possibly extended with simple osts
assoiated with the ations. In this paper, whih is a revised and extended version of a reent
work (Gerevini, Serina, Saetti, & Spinoni, 2003), we present some major improvements
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that were used in the 3rd IPC to handle domains speied in the reent pddl2.1 language
supporting \durative ations" and numerial quantities (Fox & Long, 2003).
The general searh sheme of our planner isWalk-plan, a stohasti loal searh proedure
similar to the well-known Walk-sat (Selman, Kautz, & Cohen, 1994). Two of the most
important extensions on whih we fous in this paper onern the use of temporal ation
graphs (TA-graphs), instead of simple A-graphs, and some new tehniques to guide the loal
searh proess. In a TA-graph, ation nodes are marked with temporal values estimating
the earliest time when the orresponding ation terminates, while fat nodes are marked
with temporal values estimating the earliest time when the orresponding fat beomes
true. A set of ordering onstraints is maintained during searh to handle mutually exlusive
ations, and to represent the temporal onstraints impliit in the \ausal" relations between
ations in the urrent plan.
The new heuristis exploit some reahability information to weigh the elements (TA-
graphs) in the searh neighborhood that resolve an inonsisteny seleted from the urrent
TA-graph. The evaluation of these TA-graphs is based on the estimated number of searh
steps required to reah a solution (a valid plan), its estimated makespan, and its estimated
exeution ost. lpg is an inremental planner, in the sense that it produes a sequene
of valid plans eah of whih improves the quality of the previous ones. Plan quality is
modeled by exeution and temporal osts in a exible way (the user an determine the
relative importane of the plan quality riteria).
In the 3rd IPC, our planner demonstrated exellent performane on a large set of test
problems in terms of both speed to ompute the rst solution and quality of the best solution
omputed by the inremental proess. lpg was the fully-automated planner that solved the
greatest number of problems, and the one with the highest suess ratio between attempted
problems and solved problems.
The paper is organized as follows. Setion 2 presents the ation and plan representation
used in the ompetition version of lpg. Setion 3 desribes lpg's loal searh neighborhood,
some new heuristis for temporal ation graphs, and the tehniques for omputing the
reahability and temporal information used in these heuristis. Moreover, in this setion
we desribe how lpg handles numerial variables and the inremental proess to produe
good quality plans. Setion 4 presents the results of an experimental analysis using the
test problems of the 3rd IPC, and illustrating the eÆieny of our approah espeially for
temporal planning. Setion 5 gives onlusions, and mentions urrent and future work.
Finally, a olletion of appendies desribes lpg's algorithm for omputing the mutual
exlusion relations used during searh, and gives details about some of the experimental
results presented in Setion 4.
2. Ation and Plan Representation
In this setion we introdue our graph-based representations for strips and temporal plans,
whih an be seen as an elaboration of planning graphs (Blum & Furst, 1997).
2.1 Planning Graphs and Ations Graphs
A planning graph is a direted ayli levelled graph with two kinds of nodes and three kinds
of edges. The levels alternate between a fat level, ontaining fat nodes, and an ation
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level ontaining ation nodes. An ation node at a level t represents an ation (instantiated
operator) that an be planned at time step t. A fat node at a level t represents a proposition
orresponding to a preondition of one or more ations at time step t, or to an eet of one
or more ations at time step t   1. The fat nodes of level 1 represent the positive fats
of the initial state of the planning problem (every fat that is not mentioned in the initial
state is onsidered false).
In the following, we indiate with [u℄ the proposition (ation) represented by the fat
node (ation node) u. The edges in a planning graph onnet ation nodes and fat nodes.
In partiular, an ation node a at a level i is onneted by: preondition edges from the
fat nodes of level i representing the preonditions of [a℄; add-edges to the fat nodes of
level i+1 representing the positive eets of [a℄; delete-edges to the fat nodes of level i+1
representing the negative eets of [a℄. Eah fat node f at a level l is assoiated with a
no-op ation node at the same level, whih represents a dummy ation having [f ℄ as its only
preondition and eet.
Two ation nodes a and b are marked as mutually exlusive in the graph when one of
the ations deletes a preondition of the other (interferene) or an add-eet of the other
(inonsistent eets), or when a preondition node of a and a preondition node of b are
marked as mutually exlusive (ompeting needs).
Two proposition nodes p and q in a proposition level are marked as exlusive if all ways
of making proposition [p℄ true are exlusive with all ways of making [q℄ true (eah ation
node a having an add-edge to p is marked as exlusive with eah ation node b having an
add-edge to q). When two fat or ation nodes are marked as mutually exlusive, we say
that there is a mutex relation (or simply a mutex) between them.
Given a planning problem , the orresponding planning graph G an be inrementally
onstruted level by level starting from level 1 using a polynomial algorithm (Blum & Furst,
1997). The graph onstrution should reah a propositional level where the goal nodes are
present, and there is no mutex relation between them.
1
The xed-point level of the graph
is the level from whih the nodes and mutex relations at every subsequent level remain the
same. Blum and Furst refer to this level as the level where the graph has \leveled o".
The mutex relations in the planning graph monotonially derease with the inrease of the
levels: a mutex relation holding at a ertain level may not hold at the next levels, but it is
guaranteed that it holds at all previous levels ontaining the fat/ation nodes involved in
the relation. The mutex relations at the xed-point level of the graph are alled persistent
mutex relations (Fox & Long, 2000), beause they hold at every level of the graph.
Without loss of generality, we an assume that the goal nodes of the last level represent
the preonditions of the speial ation [a
end
℄, whih is the last ation in any valid plan, while
the fat nodes of the rst level represent the eets of the speial ation [a
start
℄, whih is
the rst ation in any valid plan.
Our approah to planning uses partiular subgraphs of G, alled ation graphs, whih
represent partial plans.
Denition 1 An ation graph (A-graph) for G is a subgraph A of G ontaining a
start
and a
end
, and suh that, if a is an ation node of G in A, then also the fat nodes of G
1. In some ases, when the problem is not solvable, the algorithm identies that there is no level satisfying
these onditions, and hene it detets that the problem is unsolvable.
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orresponding to the preonditions and positive eets of [a℄ are in A, together with the
edges onneting them to a.
Notie that an ation graph an represent an invalid plan for the problem under onsid-
eration, sine it may ontain some inonsistenies, i.e., an ation with preondition nodes
that are not supported, or a pair of ation nodes involved in a mutex relation. In general,
a preondition node q at a level i is supported in an ation graph A of G if either (i) in A
there is an ation node at level i  1 representing an ation with (positive) eet [q℄, or (ii)
i = 1 (i.e., [q℄ is a proposition of the initial state). An ation graph without inonsistenies
represents a valid plan and is alled a solution graph.
Denition 2 A solution graph for G is an ation graph A
s
of G suh that all preondition
nodes of the ations in A
s
are supported, and there is no mutex relation between ation nodes
of A
s
.
For large planning problems the onstrution of the planning graph an be omputa-
tionally very expensive, espeially beause of the high number of mutex relations. For this
reason our planner onsiders only pairs of ations that are persistently mutex, derived using
a dediated algorithm given in Appendix A. An experimental omparison with ipp's imple-
mentation of the planning graph onstrution (Koehler, Nebel, Homann, & Dimopoulos,
1997) showed that in pratie our method for deriving mutex relations is onsiderably more
eÆient than the \traditional" method for deriving the mutex relations in the xed-point
level of the graph. Moreover, for the problems that we tested, our method derived all the
persistent mutex relations found by the traditional method.
The denition of ation graphs and the notion of supported fats an be made stronger
by observing that the eets of an ation node an be automatially propagated to the next
levels of the graph through the orresponding no-ops, until there is an interfering ation
bloking the propagation (if any), or the last level of the graph has been reahed. The use
of the no-op propagation, that we presented in previous work (Gerevini & Serina, 2002),
leads to a smaller searh spae and an be inorporated into the denition of ation graph.
Denition 3 An ation graph with propagation is an ation graph A suh that if a is
an ation node of A at a level l, then, for any positive eet [e℄ of [a℄ and any level l
0
> l
of A, the no-op of e at level l
0
is in A, unless there is another ation node at a level l
00
(l  l
00
< l
0
) whih is mutex with the no-op.
Sine in the rest of this paper we onsider only ation graphs with propagation, we will
abbreviate their name simply to ation graphs (leaving impliit that they inlude the no-op
propagation).
In most of the existing planners based on planning graphs, when the searh for a solution
graph fails, G is iteratively expanded by adding an extra level and performing a new searh
using the resulting graph. In systemati planners like graphplan (Blum & Furst, 1997),
stan (Fox & Long, 1998b) and ipp (Koehler et al., 1997) the searh fails when there exists
no solution graph, while in planners that use loal searh like blakbox (Kautz & Selman,
1999) or gpg (Gerevini & Serina, 1999) the searh fails when a ertain searh limit is
exeeded. As we will show, in lpg there is no need to expliitly treat this kind of searh
failure, sine the size of the graph is inrementally inreased during searh (i.e., the graph
extension an be part of a loal searh step).
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2.2 Linear and Temporal Ation Graphs
The rst version of lpg (Gerevini & Serina, 2002) was based on ation graphs where eah
level may ontain an arbitrary number of ation nodes, as in the usual denition of planning
graph. The version of the system that partiipated in the 3rd IPC uses a restrited lass of
ation graphs, alled linear ation graphs, ombined with some additional data strutures
supporting a more expressive ation and plan representation. In partiular, the new system
an handle ations having temporal durations and preonditions/eets involving numerial
quantities, as speied in pddl2.1 (Fox & Long, 2003). In this paper we fous mainly on
planning for temporal domains, where lpg showed partiularly good performane with
respet to the other (fully-automated) partiipants of the 3rd IPC.
In order to keep the presentation simple, we desribe our tehniques onsidering mainly
preonditions of type \over all" (i.e., preonditions that must hold during the whole ation
exeution) and eets of type \at end" (i.e., eets that hold at the end of the ation
exeution).
2
In Setion 3.4 we disuss how we handle the other types of preonditions and
eets in the test domains of the 3rd IPC.
Denition 4 A linear ation graph (LA-graph) of G is an A-graph of G in whih eah
level of ations ontains at most one ation node representing a domain ation and any
number of no-ops.
It is important to note that having only one ation in eah level of an LA-graph does
not prevent the generation of parallel (partially ordered) plans. In fat, from any LA-graph
we an easily extrat a partially ordered plan where the ordering onstraints are (1) those
between mutex ations and (2) those impliit in the ausal struture of the represented plan.
Regarding the rst onstraints, if a and b are mutex and the level of a preedes the level of
b, then [a℄ is ordered before [b℄; regarding the seond onstraints, if a has an eet node that
is used (possibly through the no-ops) to support a preondition node of b, then [a℄ is ordered
before [b℄. These ausal relations between ations produing an eet and ations onsuming
it are similar to the ausal links in partial-order planning (e.g., MAllester & Rosenblitt,
1991; Penberthy & Weld, 1992; Nguyen & Kambhampati, 2001). lpg keeps trak of these
relationships during searh and uses them to derive some heuristi information useful for
guiding the searh (more details on this in the next setion), as well as to extrat parallel
plans from the solution graph.
For temporal domains where ations have durations and plan quality mainly depends
on the makespan, rather than on the number of ations or graph levels, the distintion
between one ation or more ations per level is sarely relevant. The order of the graph
levels should not imply any ordering of the ations (e.g., an ation at a ertain level ould
terminate before the end of an ation at the next level).
Sine in LA-graphs there is at most one ation node for eah level, and every inonsis-
teny is an unsupported preondition, the use of this representation has some advantages
over general A-graphs:
 LA-graphs an be represented by simpler data strutures, whih allow one to manage
the no-op propagation, the inonsisteny identiation and seletion, and the numer-
ial eet propagation more eÆiently.
2. lpg supports all types of preonditions and eets that an be expressed in pddl2.1 (levels 1{3).
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 LA-graphs better support the omputation of the heuristi and reahability informa-
tion used by the loal searh algorithm presented in the next setion. As we will see,
for these tehniques it is important to derive a onsistent and possibly omplete de-
sription of the state where any ation in the urrent plan is applied. In an LA-graph,
we an eÆiently derive these state desriptions by using the levels of the graph as a
total order of the ations in the urrent plan.
 In numerial domains, if mutex ations an belong to the same level of the urrent
ation graph, it ould be impossible to determine whether a numerial preondition of
an ation at a following level is satised.
3
In an LA-graph (persistent) mutex ations
belong to dierent levels and are ordered, making this easy to determine.
Also note that the fat of having only one ation per level allows us to dene a larger
searh neighborhood. In general, a disadvantage of LA-graphs with respet to A-graphs is
the size of the representation, sine the number of levels in an LA-graph an be signiantly
larger than the number of levels in the orresponding A-graph. However, in all planning
problems that we tested, the size of LA-graphs was never a problem for our planner.
4
For pddl2.1 domains involving durative ations, our planner represents temporal infor-
mation by an assignment of real values to the ation and fat nodes of the LA-graph, and
by a set 
 of ordering onstraints between ation nodes. The value assoiated with a fat
node f (T ime(f)) represents the earliest time when [f ℄ beomes true, given the ations in
the represented plan and the onstraints in 
; the value assoiated with an ation node a
(T ime(a)) represents the earliest time when the exeution of [a℄ an terminate. These tem-
poral values are derived from the duration of the ations in the LA-graph and the ordering
onstraints between them that are stated in 
.
Denition 5 A temporal ation graph (TA-graph) of G is a triple hA;T ;
i where
 A is a linear ation graph;
 T is an assignment of real values to the fat and ation nodes of A;
 
 is a set of ordering onstraints between ation nodes of A.
The ordering onstraints in a TA-graph are of two types: onstraints between ations
that are impliitly ordered by the ausal struture of the plan (
C
-onstraints), and on-
straints that are imposed by the planner to deal with mutually exlusive ations (
E
-
onstraints). a 
C
b belongs to 
 if and only if a is used to ahieve a preondition node
of b in A, while a 
E
b (or b 
E
a) belongs to 
 only if a and b are mutually exlusive
in A (a 
E
b, if the level of a preedes the level of b, b 
E
a otherwise). In Setion 3.4
we will disuss how ordering onstraints are introdued by lpg during the searh. Given
our assumption on the types of ation preonditions and eets in temporal domains, an
3. For instane, suppose we have an A-graph with two mutex ations at a level suh that one ation sets
the value of the numerial variable x to 10, while the other sets it to 20. Unless we order these ations,
it is impossible to determine whether x > 15 holds when the ation at the next level is applied.
4. lpg's implementation of LA-graphs uses an extended version of Homann's \onnetivity graph", a
ompat representation of the ation and fat nodes in a planning graph (Homann & Nebel, 2001).
The extensions are needed to represent persistent mutex relations, durative ations and numerial
preonditions/eets.
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Figure 1: An example of TA-graph. Dashed edges form hains of no-ops that are bloked by
mutex ations. Round brakets ontain temporal values assigned by T to the fat
nodes (irles) and the ation nodes (squares). The numbers in square brakets
represent the durations of the ations. \({)" indiates that the orresponding fat
node is not supported.
ordering onstraint a  b (where \" stands for 
C
or 
E
) states that the end of [a℄ is
before the start of [b℄. The temporal value assigned by T to a node x, denoted by T ime(x),
is derived as follows. If a fat node f of the ation graph is unsupported, then T ime(f)
is undened, otherwise it is the minimum value over the temporal values assigned to the
ations supporting it. If the temporal value of every preondition node of an ation node
a is undened, and there is no ation node with a temporal value that must preede a
aording to 
, then T ime(a) is set to the duration of a; otherwise T ime(a) is the sum
of the duration of a and the maximum value over the temporal values of its preondition
nodes and the temporal values of the ation nodes that must preede a.
Figure 1 gives an example of a TA-graph ontaining four ation nodes (a
1:::4
) and several
fat nodes representing thirteen fats. Sine a
1
supports a preondition node of a
4
, a
1

C
a
4
belongs to 
 (similarly for a
2

C
a
3
). a
1

E
a
2
also belongs to 
 beause a
1
and a
2
are
persistently mutex (similarly for a
2

E
a
3
and a
2

E
a
4
). The temporal value assigned to
the fats f
1:::5
at the rst level is zero, beause they belong to the initial state. a
1
has all
its preonditions supported at time zero, and hene T ime(a
1
) is the duration of a
1
. Sine
a
1
 a
2
2 
, T ime(a
2
) is given by the sum of the duration of a
2
and the maximum value
over the temporal values of its preondition nodes (zero) and T ime(a
1
). Sine f
9
at level 3
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is supported only by a
2
, and this is the only supported preondition node of a
3
, T ime(a
3
)
is the sum of T ime(a
2
) = T ime(f
9
) and the duration of a
3
. Sine a
2
must preede a
4
(but there is no ordering onstraint between a
3
and a
4
), T ime(a
4
) is the maximum value
over T ime(a
2
) and the temporal values of its supported preondition nodes (f
6
), plus the
duration of a
4
. Finally, note that f
12
at the last level is supported both by a
4
and a
3
. Sine
T ime(a
3
) > Time(a
4
), we have that T ime(f
12
) at this level is equal to T ime(a
4
).
Denition 6 A temporal solution graph for G is a TA-graph hA;T ;
i suh that A is
a solution LA-graph of G, T is onsistent with 
 and the duration of the ations in A, 
 is
onsistent, and for eah pair ha; bi of mutex ations in A, either 
 j= a  b or 
 j= b  a.
While obviously the levels in a TA-graph do not orrespond to real time values, they
represent a topologial order for the 
C
-onstraints in the TA-graph (i.e., the ations of the
TA-graph that are ordered aording to their relative levels form a linear plan satisfying
all 
C
-onstraints). This topologial sort an be a valid total order for the 
E
-onstraints
of the TA-graph as well, provided that these onstraints are appropriately stated during
searh, i.e., that if a and b are exlusive, the planner appropriately imposes either a 
E
b
or b 
E
a. lpg hooses a 
E
b if the level of a preedes the level of b, b 
E
a otherwise.
Under this assumption on the \diretion" in whih 
E
-onstraints are imposed, it is easy
to see that the levels of a TA-graph orrespond to a topologial order of the ations in the
represented plan satisfying every ordering onstraint in 
.
For planning domains that require minimizing the plan makespan (like the \Time",
\SimpleTime", \Complex", and some of the \Numeri" and \HardNumeri" domain sets
of the 3rd IPC) eah element of lpg's searh spae is a TA-graph. For domains where time
is irrelevant (like the \Strips" and \Numeri" domain sets of the 3rd IPC) the searh spae
is formed by LA-graphs.
5
2.3 Ation Durations and Costs
In this setion we omment on the representation of ation durations and ation osts in
lpg. In aordane with pddl2.1, our planner handles both stati durations and dynami
durations, i.e., durations depending on the state in whih the ation is applied. Stati
durations are either expliitly given as numbers speied in the eld \:duration" of the
operator desription, or they are impliitly speied by an expression involving some stati
quantities speied in the initial state of the planning problem. An example of impliit
stati duration is the duration of the Drive ations in the Depots-Time domain of the 3rd
IPC: the Drive operator denes the duration as the distane between the soure and the
destination of travel (two operator parameters instantiated by values speied in the initial
state), divided by the speed of the vehile that is driven (another operator parameter).
Typially, dynami durations depend on some numeri quantities that may vary from
one state to another state reahed by the ations in the plan. An example is the energy
of a rover in the domain Rovers-Time of the 3rd IPC, where the duration speied in the
reharge operator is
(/ (- 80 (energy ?x)) (reharge-rate ?x))).
5. An experimental analysis showed that in strips domains the tehniques for LA-graphs are more powerful
than the tehniques for A-graphs that we proposed in previous work (Gerevini & Serina, 2002).
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This expression depends on the urrent value of energy for the rover ?x and on its stati
reharging rate (reharge-rate) speied in the initial state. Our planner handles the
dynami duration of an ation by omputing and maintaining during searh an estimate of
the value of the numerial quantities in the state where the ation is applied. In Setion
3.5 we will briey desribe how the version of lpg that took part in the 3rd IPC handles
numerial state variables, and numerial preonditions and eets involving them. However,
in this paper we will not desribe their treatment in detail, and in the next setion we will
assume that ation durations are stati.
Eah ation of a plan an be assoiated with a ost that may aet the plan quality.
Like ation durations, in general these osts ould be either stati or dynami, though the
urrent version of lpg handles only stati ones. lpg preomputes the ation osts using the
plan metri speied in the problem desription using the pddl2.1 eld \:metri".
6
For
instane, the plan metri used for a problem in the ZenoTravel-Numeri domain of the 3rd
IPC is
(:metri minimize (+ (* 4 (total-time)) (* 5 (total-fuel-used)))),
i.e., it is the sum of four times the plan makespan and ve times the total amount of the fuel
used by the ations in the plan. The ost of an ation a is derived by evaluating how the
value of the plan metri expression is hanged by the eets of a. lpg omputes an initial
value m
0
for the expression by using the values speied in the initial state as values of the
involved numerial variables. From m
0
lpg derives a new value m
1
by applying the eets
of a that inrease/derease the value of one or more variables in the expression. The ost of
a is dened as m
1
 m
0
. If this dierene is zero, in order to prefer plans ontaining a lower
number of ations, the ost of a is set to a small positive quantity. Notie also that in these
evaluations of the metri expression the temporal value total-time is not onsidered (it is
set to zero, if present), beause the temporal aspet of the plan quality is already taken into
aount by the durations of the ations. In the previous example, the metri subexpression
used to derive the ation osts is (* 5 (total-fuel-used))). Thus, for instane, the ost
of the ZenoTravel ation (fly plane1 ity0 ity1) in the problem pfile1 of the 3rd
IPC is 13560 beause the eets of this ation inrease total-fuel-used by the following
quantity
(* (distane ity0 ity1) (slow-burn plane1))) = 678 * 4 = 2712,
whih inreases the metri value of the plan by 5 * 2712 = 13560.
3. Loal Searh in the Spae of Temporal Ation Graphs
In this setion we present some searh tehniques used in lpg. We start with a desription
of the general loal searh sheme in the spae of ation graphs. Then we onentrate on
temporal ation graphs giving a detailed desription of lpg's heuristis and of its methods
for omputing and using reahability information, for maintaining the TA-graph represen-
tation during searh, and for deriving good quality plans inrementally. In order to simplify
the notation, instead of using a and [a℄ to indiate an ation node and the ation repre-
6. As in the domains of the ompetitions, we assume that the plan metri expression is linear. For simple
strips domains, where there is no metri expression to minimize, the ost of eah ation is set to one,
and lpg minimizes the number of ations in the plan.
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sented by this node respetively, we will use a to indiate both of them (the appropriate
interpretation will be lear from the ontext).
3.1 Basi Searh Proedure: Walkplan
Given a planning graph G, the loal searh proess of lpg starts from an initial A-graph of
G (i.e., a partial plan), and transforms it into a solution graph (i.e., a valid plan) through
the iterative appliation of graph modiations improving the urrent partial plan. The two
basi modiations onsist of an extension of the A-graph to inlude a new ation node, or
a redution of the A-graph to remove an ation node (and the relevant edges).
7
At any step
of the searh proess, whih produes a new A-graph, the set of ations that an be added
or removed is determined by the inonsistenies that are present in the urrent A-graph.
The general sheme for searhing for a solution graph (a nal state of the searh) onsists
of two main steps. The rst step is an initialization of the searh in whih we onstrut
an initial A-graph. The seond step is a loal searh proess in the spae of all A-graphs,
starting from the initial A-graph. We an generate an initial A-graph in several ways. Four
possibilities that an be performed in polynomial time, and that we have implemented are:
an empty A-graph (i.e., ontaining only the no-ops of the fats in the initial state, and the
speial ation nodes a
start
and a
end
); a randomly generated A-graph; an A-graph where all
preondition fats are supported, but in whih there may be some violated mutex relations;
and an A-graph obtained from an existing plan given as input to the proess. The last
option is partiularly useful in the plan optimization phase, as well as for solving plan
adaptation problems (Gerevini & Serina, 2000). In the urrent version of lpg, the default
initialization strategy is the empty ation graph with the xed-point level as the last level
of the graph. Further details on the initialization step an be found in earlier papers on
planning through loal searh and ation graphs (Gerevini & Serina, 1999, 2000).
One we have omputed an initial A-graph, eah basi searh step selets an inonsis-
teny in the urrent A-graph. If this is an unsupported fat node, then in order to resolve
(eliminate) it, we an either add an ation node that supports it, or we an remove an ation
node that is onneted to that fat node by a preondition edge. If the hosen inonsisteny
is a mutex relation, then we an remove one of the ation nodes of the mutex relation. Note
that the elimination of an ation node an remove several inonsistenies (e.g., all those or-
responding to the unsupported preonditions of the ation removed). On the other hand,
obviously the addition of an ation node an introdue several new inonsistenies. The
strategy for seleting the next inonsisteny to handle may have a signiant impat on the
overall performane (this has been extensively studied in the ontext of ausal-link partial-
order planning, e.g., Pollak, Joslin, & Paolui, 1997; Gerevini & Shubert, 1996). Our
planner inludes several strategies that we are urrently testing. The default strategy that
we used in the 3rd IPC and in all experiments presented in Setion 4, prefers inonsistenies
appearing at the earliest level of the graph.
Given an ation graph A and an inonsisteny  in A, the neighborhood N(;A) of 
in A is the set of A-graphs obtained from A by applying a graph modiation that resolves
7. Another possible modiation that is analyzed by Gerevini and Serina (2002), but that will not be
onsidered in this paper, is ation ordering, i.e., moving forward or bakward one of two exlusive ation
nodes.
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Walkplan(;max steps;max restarts; p)
Input : A planning problem , the maximum number of searh steps max steps,
the maximum number of searh restarts max restarts, a noise fator p (0  p  1).
Output : A solution graph representing a plan solving  or fail.
1. for i 1 to max restarts do
2. A  an initial A-graph derived from the planning graph of ;
3. for j  1 to max steps do
4. if A is a solution graph then
5. return A
6.   an inonsisteny in A;
7. N(;A) neighborhood of A for ;
8. if 9A
0
2 N(;A) suh that the quality of A
0
is not worse than the quality of A
9. then A  A
0
(if there is more than one A
0
-graph, hoose randomly one)
10. else if random < p then
11. A  an element of N(;A) randomly hosen
12. else A  best element in N(;A);
13. return fail.
Figure 2: General sheme of Walkplan with restarts. random is a randomly hosen value
between 0 and 1. The quality of an ation graph in the neighborhood is measured
using an evaluation funtion estimating the ost of the graph modiation used
to generate it from the urrent ation graph.
. At eah step of the loal searh sheme, the elements of the neighborhood are evaluated
aording to a funtion estimating their quality, and an element with the best quality is
then hosen as the next possible A-graph (searh state). The quality of an A-graph depends
on a number of fators, suh as the number of inonsistenies and the estimated number of
searh steps required to resolve them, the overall ost of the ations in the represented plan
and its makespan.
8
Gerevini and Serina (1999) proposed three general strategies for guiding the loal searh:
Walkplan, Tabuplan and T-Walkplan. In this paper we fous on Walkplan, whih is the
strategy used by lpg in the 3rd IPC, as well as in the experimental tests presented in Setion
4. Walkplan is similar to Walksat, a stohasti loal searh method for solving propositional
satisability problems (Selman et al., 1994; Kautz & Selman, 1996). In Walkplan the best
element in the neighborhood is the A-graph whih has the lowest derease of quality with
respet to the urrent A-graph, i.e., it does not onsider possible improvements. Like
Walksat, our strategy uses a noise parameter p. Given an A-graph A and an inonsisteny ,
if there is a modiation for  that does not derease the quality of A, then this modiation
is performed, and the resulting A-graph is hosen as the next A-graph; otherwise, with
8. For simple strips domains the exeution ost of the plan is measured in terms of the number of ations
(i.e., eah ation has ost 1), while plan makespan is ignored. Alternatively it an be modeled as the
number of parallel time steps (Gerevini & Serina, 2002).
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probability p one of the graphs in N(;A) is hosen randomly, and with probability 1   p
the next A-graph is hosen aording to the minimum value of the evaluation funtion.
If a solution graph is not reahed after a ertain number of searh steps (max steps), the
urrent A-graph and max steps are reinitialized, and the searh is repeated up to a user-
dened maximum number of times (max restarts). Figure 2 gives a formal desription of
Walkplan with restarts.
Gerevini and Serina (2002) proposed some heuristi funtions for evaluating the searh
neighborhood of A-graphs with ation osts. In the next setion we present additional,
more powerful heuristi funtions for LA-graphs and TA-graphs. These tehniques are
implemented in the latest version of our planner and were used in the 3rd IPC.
3.2 Neighborhood and Heuristis for Temporal Ation Graphs
The searh neighborhood for an inonsisteny  in an LA-graph A is the set of LA-graphs
that an be derived from A by adding an ation node supporting , or removing the ation
with preondition  (in linear graphs the only type of inonsistenies are unsupported
preonditions). An ation a supporting  an be added to A at any level l preeding the
level of , and suh that the desired eet of a is not bloked before or at the level of 
(assuming that the underlying planning graph ontains a at level l). The neighborhood for
 ontains a linear ation graph for eah of these possibilities.
Sine at any level of an LA-graph there an be at most one ation node (plus any number
of no-ops), when we remove an ation node from A, the orresponding ation level beomes
\empty" (i.e., it ontains only no-ops).
9
If the LA-graph ontains adjaent empty levels,
and in order to resolve the seleted inonsisteny a ertain ation node an be added at
any of these levels, then the orresponding neighborhood ontains only one of the resulting
graphs.
When we add an ation node to a level l that is not empty, the LA-graph is extended
by one level, all ation nodes from l are shifted forward by one level, and the new ation is
inserted at level l (Figure 8 in Setion 3.4 gives an example). Moreover, when we remove an
ation node a from the urrent LA-graph, we an also remove eah ation node b supporting
only the preonditions of a. Similarly, we an remove the ations supporting only the
preonditions of b, and so on. While this indued pruning is not neessary, an experimental
analysis showed that it tends to produe better quality plans more quikly.
The elements of the neighborhood are evaluated aording to an ation evaluation fun-
tion E estimating the ost of adding (E(a)
i
) or removing an ation node a (E(a)
r
). In
general, E onsists of three weighed terms evaluating three aspets of the quality of the
urrent plan that are aeted by the addition/removal of a:
E(a) =
8
>
<
>
:
E(a)
i
=  Exeution ost(a)
i
+   Temporal ost(a)
i
+   Searh ost(a)
i
E(a)
r
=  Exeution ost(a)
r
+   Temporal ost(a)
r
+   Searh ost(a)
r
The rst term of E estimates the inrease of the plan exeution ost (Exeution ost),
the seond estimates the end time of a (Temporal ost), and the third estimates the inrease
9. Note that the empty levels are ignored during the extration of the plan from the (temporal) solution
graph.
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of the number of searh steps needed to reah a solution graph (Searh ost). The oef-
ients of these terms are used to normalize them, and to weigh their relative importane
(more on this in Setion 3.6).
In the omputation of the terms of E there is an important tradeo to onsider. On one
hand, an aurate evaluation of them ould lead to valid plans of good quality within few
searh steps. On the other hand, the omputation of E should be fast \enough", beause
the neighborhood ould ontain many elements, and an aurate evaluation of its elements
ould slow down the searh exessively. In the design of our heuristis for evaluating the
terms of E we took this tradeo into aount trying to nd an appropriate balane between
informativeness and eÆieny of omputation.
The evaluation of the terms of E is based on omputing partiular relaxed plans for
ahieving ertain ation preonditions in the ontext of the urrent TA-graph. In the next
subsetions, rst we desribe how these relaxed plans are derived, and then we give a
detailed desription of how the terms of E are dened using relaxed plans.
3.2.1 Relaxed Plans for Ation Preonditions
Suppose we are evaluating the addition of a at a level l of the urrent linear ation graph A.
The three terms of E are heuristially estimated by omputing a relaxed plan 
r
ontaining
a minimal set of ations for ahieving (1) the unsupported preonditions of a and (2) the
set  of preonditions of the other ations in the LA-graph that would beome unsupported
by adding a (beause it would blok the no-op propagation urrently used to support suh
preonditions). This plan is relaxed beause during its onstrution we do not onsider the
possible interferene between ations resulting from delete-eets.

r
is omputed in two stages. First we deal with the preonditions of type (1) and then
with the preonditions of type (2). The generation of 
r
depends on the ations in the
urrent partial plan (the plan represented by A) in two ways:
 The ations in the urrent plan are used to dene an initial state for the problems of
ahieving the preonditions of a and those in . In partiular, the relaxed subplan
for the preonditions of a is omputed from the state INIT
l
obtained by applying the
ations in A up to level l   1, ordered aording to their orresponding levels.
10
The
relaxed subplan for ahieving  is omputed from INIT
l
modied by the eets of
a, and it an reuse the ations in the relaxed subplan previously omputed for the
preonditions of a.
 In the proess of deriving a relaxed plan, when we hoose an ation, we onsider its
potential interferene with the no-ops that support a preondition of some ation in
A at a level following l, and we prefer ations that do not blok the propagation of
suh no-ops. The motivation is that taking these interferenes into aount during
the onstrution of a relaxed plan an lead to a better estimate of the ost required
to support preonditions of type (1) and (2) in the ontext of the searh that we are
onduting to transform the urrent ation graph into a solution graph (more details
below).
10. Notie that, as we pointed out in the previous setion, the levels in a TA-graph orrespond to a total
order of the ations of the represented partial-order plan that is onsistent with the ordering onstraints
in 
 (though, of ourse, this is not neessarily the only valid total order).
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We indiate with Threats(a) the set of preonditions of the ations in A that would
beome unsupported when adding a (similarly for the ation preonditions that ould be
subverted by an ation in the relaxed plan). Using the ausal-link notation of partial-order
planners (e.g., MAllester & Rosenblitt, 1991; Penberthy & Weld, 1992), Threats(a) an be
formally dened in the following way
Threats(a) = ff j no-op(f) and a are mutex; 9 b;  2 A suh that b
f
! g.
Note that, aording to our representation, b
f
!  implies Level(b) < Level(a) < Level(),
where Level(x) denotes the level of x in A.
Figure 3 gives a reursive algorithm for omputing our relaxed plans, RelaxedPlan,
whih uses the following additional notation. Duration(a) denotes the duration of a;
11
Pre(a) denotes the preondition nodes of a; Add(a) denotes the (positive) eet nodes of
a; Supported fats(l) denotes the set of positive fats that are true after exeuting the
ations at levels that preede l (ordered aording to their level); Num ats(p; l) denotes
an estimated minimum number of ations required to reah p from Supported fats(l) (if
p is not reahable, Num ats(p; l) is a negative number). The tehnique for omputing
Num ats is desribed in Setion 3.3.
Given a set G of goal fats, an initial state INIT
l
, and a possibly empty set of ations A,
RelaxedPlan omputes a pair Rplan = hACTS; ti where: ACTS is a set of ations inluding
A and forming a relaxed plan ahieving G from INIT
l
; t is a temporal value estimating the
earliest time when all fats in G are ahieved. The rst element of Rplan is indiated with
Aset(Rplan), the seond with End time(Rplan).
As mentioned above and desribed in detail in Setion 3.2.3, when we evaluate the
addition of an ation a, RelaxedPlan is run twie: rst to ompute a relaxed plan for the
preonditions of a, and then to extend this plan for ahieving the preonditions that would
be subverted by a (i.e., Threats(a)). The input set A is the set of ations urrently in the
relaxed plan that an be \reused" to ahieve an ation preondition or goal of the relaxed
(sub)problem. A is not empty whenever RelaxedPlan is reursively exeuted, and when it is
run to ahieve Threats(a).
RelaxedPlan onstruts Rplan through a bakward proess where Bestation(g) is the
ation a
0
hosen to ahieve a (sub)goal g, and suh that: (i) g is an eet of a
0
; (ii) all
preonditions of a
0
are reahable from INIT
l
; (iii) the reahability of the preonditions
of a
0
requires a minimum number of ations, estimated as the maximum of the heuristi
minimum number of ations required to support eah preondition p of a
0
from INIT
l
(i.e.,
the maximum of Num ats(p; l) over eah preondition p of a
0
); (iv) a
0
subverts a minimum
number of supported preondition nodes inA (i.e., the size of the set Threats(a
0
) is minimal).
More formally,
Bestation(g) =ARGMIN
fa
0
2A
g
g
(
MAX
p2Pre(a
0
) F
Num ats(p; l) + jThreats(a
0
)j
)
;
where F is the set of positive eets of the ations urrently in ACTS, and A
g
is the set of
ations with the eet g and with reahable preonditions, i.e.,
11. If the duration of a is dynami (it depends on the value of one or more numerial variables), it is
omputed using the values of the numerial variables in INIT
l
.
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RelaxedPlan(G; INIT
l
; A)
Input: A set of goal fats (G), the set of fats that are true after exeuting the ations of
the urrent TA-graph up to the level l (INIT
l
), a possibly empty set of ations (A);
Output: A set of ations and a real number, estimating a minimal set of ations required
to ahieve G and the earliest time when all fats in G an be ahieved, respetively.
1. t MAX
g2G\INIT
l
T ime(g);
2. G G  INIT
l
; ACTS  A;
3. F  
S
a2ACTS
Add(a);
4. t MAX

t;MAX
g2G\F
T (g)

;
5. while G  F 6= ;
6. g  a fat in G  F ;
7. bestat Bestation(g);
8. Rplan RelaxedPlan(Pre(bestat); INIT
l
; ACTS);
9. forall f 2 Add(bestat)   F
10. T (f) End time(Rplan) +Duration(bestat);
11. ACTS  Aset(Rplan) [ fbestatg;
12. F  
S
a2ACTS
Add(a);
13. t MAXft; End time(Rplan) +Duration(bestat)g;
14. return hACTS; ti.
Figure 3: Algorithm for omputing a relaxed plan ahieving a set of ation preonditions
from the state INIT
l
. Rplan is a pair of values hAset(Rplan), End time(Rplan)i,
where the rst value is a set of ations and the seond is a temporal quantity.
Bestation(g) is the ation that is heuristially hosen to support g as desribed
in the text.
A
g
= fa 2 O j g 2 Add(a), O is the set of all ations, 8p 2 Pre(a) Num ats(p)  0g.
12
Notie that the set of ations O in the denition of A
g
does not ontain operator instanes
with mutually exlusive preonditions. The reason why Bestation(g) onsiders the ost
of the preonditions in Pre(a
0
)   F , instead of in Pre(a
0
), is that the preonditions of a
0
that are in F are already supported by other ations urrently in the relaxed plan under
onstrution.
Requirements (i) and (ii) for the denition of Bestation are obvious. Regarding (iii)
and (iv), we onsidered alternative versions that are implemented in lpg, but that are not
used as default strategies beause we experimentally found that on average they lead to a
12. In priniple A
g
an be empty beause g might not be reahable from INIT
l
(i.e., Bestation(g) = ;).
RelaxedPlan treats this speial ase by foring its termination and returning a set of ations inluding
a speial ation with a very high ost, leading E to onsider the element of the neighborhood under
evaluation a bad possible next searh state. For larity we omit these details from the formal desription
of the algorithm.
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worse performane. In partiular, instead of using the maximum of the heuristi minimum
number of ations required to support eah preondition a
0
, we tested the use of the sum
of suh numbers, whih an give an overestimation of the atual searh ost. We have
also tested a version of Bestation whih does not onsider (iv), i.e., without the term
jThreats(a
0
)j. While this simplied version is faster to ompute, overall the performane
of the planner was on average worse both in terms of CPU-time and quality of the plans
produed (detailed results of this experiment are available from the web page of lpg).
Steps 1, 4 and 13 of RelaxedPlan estimate the earliest time required to ahieve all goals
in G. This is reursively dened as the maximum of
(a) the times assigned to the fats in G that are already true in the state INIT
l
(step 1);
(b) the estimated earliest time T (g) required to ahieve every fat g in G that is an eet
of an ation urrently in ACTS (step 4);
() the estimated earliest time required to omplete the exeution of the ations hosen
by Bestation to ahieve eah of the remaining fats in G (step 13).
The T -times of (b) are omputed by steps 9{10 from the relaxed subplan derived to
ahieve them. Clearly the algorithm terminates, beause either every (sub)goal p is reah-
able from INIT
l
(i.e., Num ats(p; l)  0), or at some point bestat = ; holds, foring
immediate termination (see footnote 12). Moreover, it an be proved that the omplexity
of the algorithm is polynomial in the number of ations and fats in the planning prob-
lem/domain.
3.2.2 An Example Illustrating RelaxedPlan
Suppose we are evaluating the addition of a to the urrent TA-graph A illustrated in Figure
4. For eah fat that is used in the example, the tables of Figure 4 give the relative
Num ats-value or the temporal value (Num ats for the unsupported fats, T ime for the
other nodes). The Num ats-value for a fat belonging to INIT
l
is zero. The duration of
the ations used in the example are indiated in the orresponding table of Figure 4. Solid
irle and square nodes represent preondition and ation nodes in A [ fag; dotted irle
and square nodes represent the preondition and ation nodes that are onsidered during
the evaluation proess; nally, the gray irle and square nodes represent the preondition
and ation nodes that are seleted by RelaxedPlan.
First we desribe the derivation of the sets of ations in the relaxed plan for Pre(a) and
Threats(a), i.e.,
S
1
= Aset(RelaxedPlan(Pre(a); INIT
l
; ;)) and
S
2
= Aset(RelaxedPlan(Threats(a); INIT
l
; S
1
))
respetively. Then we desribe the derivation of the estimation of the earliest time when all
preonditions in Pre(a) an be ahieved, i.e., End time(RelaxedPlan(Pre(a); INIT
l
; ;)).
Ations for Pre(a) in the Relaxed Plan
Pre(a) is fp
1
; p
2
; p
3
g but, sine p
2
2 INIT
l
, in the rst exeution of RelaxedPlan step 2
removes p
2
from G. So, only p
1
and p
3
are the goals of the relaxed problem. Suppose
that in order to ahieve p
1
we an use a
1
, a
2
or a
3
(forming the set A
g
examined by
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precondition
Unsupported
mutex
mutex
r
r
PSfrag replaements
INIT
l
a
b

a
1
a
2
a
3
a
4
a
5
a
6
a
7
a
8
p
q
q
q
q
r
p
1
p
2
p
2
p
3
p
4
p
5
p
5
p
6
p
7
p
7
p
8
p
9
p
10
p
11
p
11
p
12
p
13
p
13
p
14
p
15
p
16
Level l + 1
Fat Num ats
p
1
2
p
3
2
p
4
1
p
6
6
p
8
2
p
12
1
p
14
2
p
15
2
p
16
9
Fat T ime
p
2
220
p
5
170
p
7
300
p
9
50
p
10
30
p
11
170
p
13
30
Ation Duration
a 30
a
1
70
a
4
100
a
5
30
a
7
90
Figure 4: An example illustrating RelaxedPlan. Square nodes represent ation nodes, while
the other nodes represent fat nodes; solid nodes orrespond to nodes in A[fag;
dotted nodes orrespond to the preondition and ation nodes that are onsidered
during the evaluation proess; the gray nodes are those seleted by RelaxedPlan.
Bestation(p
1
) in step 7). Eah of these ations is evaluated, and a
1
is hosen. In the
reursive all of RelaxedPlan applied to the preonditions of a
1
, p
5
is not onsidered beause
it already belongs to INIT
l
. Regarding the other preondition of a
1
(p
4
), suppose that
a
4
is the only ation ahieving it. Then this ation is hosen to ahieve p
4
, and sine its
preonditions belong to INIT
l
, they are not evaluated (the new reursive all of RelaxedPlan
returns an empty ation set).
Regarding the preondition p
3
of a, assume that it an be ahieved only by a
5
and a
6
.
These ations have a ommon preondition (p
12
) that is an eet of a
4
, an ation belonging
to ACTS (beause it was already seleted by RelaxedPlan(Pre(a
1
); INIT
l
; ;)). The other
preonditions of these ations belong to INIT
l
. Sine jThreats(a
5
)j = 0 and jThreats(a
6
)j =
1, Bestation(p
3
) is a
5
. Consequently, Aset(RelaxedPlan(Pre(a); INIT
l
; ;)) is fa
1
; a
4
; a
5
g.
Ations for Threats(a) in the Relaxed Plan
Conerning the exeution of RelaxedPlan for Threats(a), i.e., RelaxedPlan(fqg; INIT
l
; fa
1
; a
4
;
a
5
g), suppose that the only ations for ahieving q are a
7
and a
8
. Sine the preondition
p
14
of a
7
is an eet of a
5
, whih is an ation in the input set A (it belongs to the relaxed
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subplan omputed for the preonditions of a), and Threats(a
7
) is empty, the best ation
hosen by RelaxedPlan to support q is a
7
. It follows that the set of ations returned by
RelaxedPlan is fa
1
; a
4
; a
5
; a
7
g.
Temporal Value for Pre(a)
We now onsider the evaluation of the temporal value returned by RelaxedPlan(Pre(a);
INIT
l
; ;). Aording to the temporal values speied in the table of Figure 4, the value of
t at step 1 is T ime(p
2
) = 220. As illustrated above, RelaxedPlan for Pre(a) is reursively
exeuted to evaluate the preonditions of a
1
(the ation hosen to ahieve p
1
) and then of
a
4
(the ation hosen to ahieve p
4
). In the evaluation of the preonditions of a
4
, at step 1
of RelaxedPlan(Pre(a
4
); INIT
l
; ;)) t is set to 50, i.e., the maximum value between T ime(p
9
)
and T ime(p
10
) and the algorithm returns h;; 50i.
In the evaluation of the preonditions of a
1
, at step 1 of RelaxedPlan(Pre(a
1
); INIT
l
; ;))
t is set to T ime(p
5
) = 170, at step 8 RelaxedPlan(Pre(a
4
); INIT
l
; ;)) returns h;; 50i, while
steps 9{10 set T (p
12
) to 50+100 (the duration of a
4
), and at step 13 t is set toMAXf170; 50+
100g. Hene, the reursive exeution of RelaxedPlan applied to the preonditions of a
1
re-
turns hfa
4
g; 170i, and at step 13 of RelaxedPlan(Pre(a); INIT
l
; ;) t is set toMAXf220; 170+
70g = 240.
As we have seen in the rst part of the example, the ation hosen to support p
3
is
a
5
. The reursive exeution of RelaxedPlan(Pre(a
5
);INIT
l
; fa
1
; a
4
g) applied to the preon-
ditions of a
5
returns hfa
1
; a
4
g; 170i. In fat, the only preondition of a
5
that is not in
INIT
l
(p
12
) is ahieved by an ation already in ACTS (a
4
). Moreover, sine T (p
12
) = 150
and T ime(p
11
) = 170, the estimated end time of a
5
is 170 + 30 = 200. At step 13 of
RelaxedPlan(Pre(a); INIT
l
; ;) t is then set to MAXf240; 200g and the output of Relaxed-
Plan is hfa
1
; a
4
; a
5
g; 240i.
3.2.3 Estimating the terms of E
As noted before, the terms of the ation evaluation funtion E are omputed by using
the relaxed (sub)plan 
r
for a set of preonditions. The number of ations in 
r
and the
threats of these ations are used to dene a heuristi estimate of the additional searh ost
that would be introdued by adding an ation a to the urrent TA-graph, or removing it
(i.e., the Searh ost terms of E). Note that in general this is not an admissible heuristi,
beause it an overestimate the minimum number of searh steps needed to ope with the
inonsisteny under onsideration.
The Temporal ost term of E(a)
i
is an estimation of the earliest time when the new
ation a would terminate, given the ations in 
r
and the earliest time when 
r
an be
applied in the ontext of the urrent ation graph.
13
The Temporal ost term of E(a)
r
is
an estimation of the earliest time when all preonditions that would beome unsupported
by removing a from the urrent ation graph ould be supported again.
The Exeution ost term of E(a)
i
is an estimation of the additional exeution ost that
would be required to satisfy the preonditions of a, and is derived by summing the ost of
eah ation a
0
in 
r
(Cost(a
0
)). The Exeution ost term of E(a)
r
is estimated similarly by
13. The makespan of 
r
is not a lower bound for Temporal ost(a) beause the possible parallelization of

r
with the ations already in A is not onsidered.
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EvalAdd(a)
Input : An ation node a that does not belong to the urrent TA-graph.
Output: A pair formed by a set of ations and a temporal value t.
1. INIT
l
 Supported fats(Level(a));
2. Rplan RelaxedPlan(Pre(a); INIT
l
; ;);
3. t
1
 MAXf0;MAXfT ime(a
0
) j 
 j= a
0
 agg;
4. t
2
 MAXft
1
; End time(Rplan)g;
5. A Aset(Rplan) [ fag;
6. Rplan RelaxedPlan(Threats(a); INIT
l
  Threats(a); A);
7. return hAset(Rplan); t
2
+Duration(a)i.
EvalDel(a)
Input : An ation node a that belongs to the urrent TA-graph.
Output: A pair formed by a set of ations and a temporal value t.
1. INIT
l
 Supported fats(Level(a));
2. Rplan RelaxedPlan(Unsup fats(a); INIT
l
; ;).
3. return Rplan.
Figure 5: Algorithms for estimating the searh, exeution and temporal osts for the in-
sertion (EvalAdd) and removal (EvalDel) of an ation node a. Rplan is a pair of
values, identied by Aset(Rplan) and End time(Rplan), where the rst is a set of
ations and the seond a temporal value. Num ats, Supported fats, Duration
and Threats have been dened in Setion 3.2.1. Unsup fats(a) denotes the set
of preondition nodes that beome unsupported by removing a from A.
onsidering the preonditions of the ations that would beome unsupported when removing
a from the urrent ation graph. More formally, E is dened as follows:
E(a)
i
8
>
>
>
<
>
>
>
:
Exeution ost(a)
i
=
P
a
0
2 Aset(EvalAdd(a))
Cost(a
0
)
Temporal ost(a)
i
= End time(EvalAdd(a))
Searh ost(a)
i
= jAset(EvalAdd(a))j +
P
a
0
2Aset(EvalAdd(a))
jThreats(a
0
)j
E(a)
r
8
>
>
>
<
>
>
>
:
Exeution ost(a)
r
=
P
a
0
2 Aset(EvalDel(a))
Cost(a
0
)  Cost(a)
Temporal ost(a)
r
= End time(EvalDel(a))
Searh ost(a)
r
= jAset(EvalDel(a))j +
P
a
0
2Aset(EvalDel(a))
jThreats(a
0
)j
where EvalAdd(a) and EvalDel(a) are the funtions dened in Figure 5. EvalAdd(a) returns
two values: the set of ations in 
r
(Aset) and an estimation of the earliest time when the
new ation a would terminate (End time). Similarly for EvalDel(a), whih returns the set of
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ations in the relaxed plan ahieving the preonditions that would beome unsupported if
a were removed from A, together with an estimation of the earliest time when all these
preonditions would beome supported. The relaxed subplans used in EvalAdd(a) and
EvalDel(a) are omputed by RelaxedPlan, as desribed in Setion 3.2.1.
After having omputed the state INIT
l
using Supported fats(l), in step 2 EvalAdd uses
RelaxedPlan to ompute a relaxed subplan (Rplan) for ahieving the preonditions of the
new ation a from INIT
l
. Steps 3{4 ompute an estimation of the earliest time when a an
be exeuted as the maximum value over the end times of all the ations preeding a in A
(t
1
) and End time(Rplan) (t
2
). Steps 5{6 ompute a relaxed plan for Threats(a) taking
aount of a and the ations in the rst relaxed subplan.
EvalDel is simpler than EvalAdd, beause the only new inonsistenies that an be gener-
ated by removing a are the preondition nodes supported by a (possibly through the no-op
propagation of its eets) that would beome unsupported. Unsup fats(a) denotes the
set of these nodes.
Of ourse, an ation elimination from A to ope with an inonsisteny ould remove
some additional inonsistenies (the unsupported preonditions of the eliminated ation).
Similarly, an ation that is added to A to support a ertain preondition ould support
additional preonditions as well. However note that, as desribed in Setion 3.1, Walkplan,
like Walksat, does not onsider possible improvements during the evaluation of the searh
neighborhood. Hene, EvalDel and EvalAdd do not take aount of additional inonsistenies
that are removed from A as positive \side-eets" of oping with the inonsisteny under
onsideration.
In order to illustrate the steps of EvalAdd, onsider again the example of Figure 4. As
shown in Setion 3.2.2, the pair assigned to Rplan by step 2 of EvalAdd(a) is hfa
1
; a
4
; a
5
g; 240i
(whih is the pair of values returned by RelaxedPlan(Pre(a); INIT
l
; ;)). At step 3 of Eval-
Add(a) suppose that t
1
is set to 230 (i.e., that the highest temporal value assigned to the a-
tions in the TA-graph that must preede a is 230). Step 4 sets t
2
toMAXf230; 240g, and the
exeution of RelaxedPlan(fqg; INIT
l
 fqg; fa
1
; a
4
; a
5
; ag) at step 6 returns hfa
1
; a
4
; a
5
; a; a
7
g;
t
q
i, where t
q
is a temporal value that is ignored in the rest of the algorithm, beause it does
not aet the estimated end time of a. Thus, sine the duration of a is 30, the output of
EvalAdd(a) is hfa
1
; a
4
; a
5
; a; a
7
g; 240 + 30i.
3.3 Computing Reahability and Temporal Information
The tehniques desribed in the previous subsetion for omputing the ation evaluation
funtion use heuristi reahability information about the minimum number of ations re-
quired to ahieve a fat f from INIT
l
(Num ats(f; l)), and the earliest times for ations
and preonditions. lpg preomputes Num ats(f; l) for l = 1 and any fat f , i.e., it esti-
mates the minimum number of ations required to ahieve f from the initial state I of the
planning problem before starting the searh. For l > 1, Num ats(f; l) an be omputed
only during searh beause it depends on whih ations nodes are in the urrent TA-graph
(at levels preeding l). Sine during searh many ation nodes an be added and removed,
it is important that the omputation of Num ats(f; l) is fast.
Figure 6 gives ComputeReahabilityInformation, the algorithm used by lpg for omput-
ing Num ats(f; 1) trying to take aount of the tradeo between quality of the estimation
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ComputeReahabilityInformation(I;O)
Input: The initial state of the planning problem under onsideration (I) and all ground
instanes of the operators (O);
Output: An estimate of the number of ations (Num ats) and of the earliest time
(T ime fat) required to ahieve eah fat from I.
1. forall fats f /* the set of all fats is preomputed by the operator instantiation phase */
2. if f 2 I then
3. Num ats(f; 1) 0; T ime fat(f; 1) 0; Ation(f; 1) a
start
;
4. else Num ats(f; 1)  1;
5. F  I; F
new
 I; A O;
6. while F
new
6= ;
7. F  F [ F
new
; F
new
 ;
8. while A
0
= fa 2 A j Pre(a)  Fg is not empty
9. a an ation in A
0
;
10. ra RequiredAtions(I; P re(a));
11. t MAX
f2Pre(a)
T ime fat(f; 1);
12. forall f 2 Add(a)
13. if f 62 F [ F
new
or T ime fat(f; 1) > (t+Duration(a)) then
14. T ime fat(f; 1) t+Duration(a);
15. if f 62 F [ F
new
or Num ats(f; 1) > (ra+ 1) then
16. Num ats(f; 1) ra+ 1;
17. Ation(f; 1) a;
18. F
new
 F
new
[Add(a)   F ;
19. A A  fag;
RequiredAtions(I;G)
Input: A set of fats I and a set of ation preonditions G;
Output: An estimate of the minimum number of ations required to ahieve all fats in G
from I (ACTS).
1. ACTS  ;;
2. G G  I;
3. while G 6= ;
4. g  an element of G;
5. a Ation(g; 1);
6. ACTS  ACTS [ fag;
7. G G [ Pre(a)  I  
S
b2ACTS
Add(b);
8. return(jACTSj).
Figure 6: Algorithms for omputing heuristi information about the reahability of eah
fat.
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and omputational eort to derive it. The same algorithm ould be used for (re)omputing
Num ats(f; l) after an ation insertion/removal for any l > 1 (when l > 1, instead of I,
in input the algorithm has Supported fats(l)).
14
In addition to Num ats(f; 1), Com-
puteReahabilityInformation derives heuristi information about the possible earliest time of
every fat f reahable from I (T ime fat(f; 1)). lpg an use T ime fat(f; 1) to assign an
initial temporal value (T ime(f)) to any unsupported fat node representing f , instead of
leaving T ime(f) undened as we indiated in Setion 2.2. This an give a more aurate
estimation of the earliest start time of an ation with unsupported preonditions, whih
is dened as the maximum value over the times assigned to its preonditions. Note that
T ime fat(f; 1) is not updated when ations are added to (or removed from) the urrent
TA-graph.
Before illustrating in detail the algorithm for omputing reahability information that
we used for the ompetition version of lpg, we should also note that preonditions involv-
ing numerial quantities are ignored by this tehnique. A new version taking numerial
preonditions into aount is under development.
3.3.1 Computation of Num ats and T ime fats
For larity we rst desribe only the steps of ComputeReahabilityInformation used to derive
Num ats, and then we omment on the omputation of T ime fat. In steps 1{4, the
algorithm initializes Num ats(f; 1) to 0, if f 2 I, and to -1 otherwise (indiating that f
is not reahable). Then in steps 5{19 it iteratively onstruts the set F of fats that are
reahable from I, starting with F = I, and terminating when F annot be further extended.
In this forward proess eah ation is applied at most one, when its preonditions are
ontained in the urrent F . The set A of the available ations is initialized to the set of
all possible ations (step 5), and it is redued after eah ation appliation (step 19). The
internal while-loop (steps 8{19) applies the ations in A to the urrent F , possibly deriving
a new set of fats F
new
in step 18. If F
new
is not empty, F is extended with F
new
and the
internal loop is repeated. Sine F monotonially inreases and the number of fats is nite,
termination is guaranteed. When an ation a in A
0
(the subset of ations urrently in A
that are appliable to F ) is applied, the reahability information for its eets are revised
as follows. First we estimate the minimum number ra of ations required to ahieve Pre(a)
from I using the subroutine RequiredAtions (step 10). Then we use ra to possibly update
Num ats(f; 1) for any eet f of a (steps 12, 15{16). If the appliation of a leads to a
lower estimation for f , i.e., if ra+ 1 is less than the urrent value of Num ats(f; 1), then
Num ats(f; 1) is set to ra + 1. In addition, a data struture indiating the urrent best
ation to ahieve f from I (Ation(f; 1)) is set to a (step 17).
15
For any fat f in the initial state, the value of Ation(f; 1) is a
start
(step 3). RequiredA-
tions uses Ation to derive ra through a bakward proess starting from the input set of
14. In order to obtain better performane, for l > 1 lpg uses an inremental version of ComputeReahabil-
ityInformation updating Num ats(f; l) after eah ation insertion/removal. We omit the details of this
version of the algorithm.
15. In the atual algorithm implemented in lpg, when we set Ation(f; 1), we onsider also the ase in
whih Num ats(f; 1) is equal to ra+ 1; if the exeution ost of a is lower than that ost of the urrent
Ation(f; 1), or they have the same ost but the a supports f earlier, then Ation(f; 1) is revised to a.
For larity these details are omitted from the formal desription of the algorithm.
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ation preonditions (G), and ending when G  I. The subroutine inrementally onstruts
a set of ations (ACTS) ahieving the fats in G and the preonditions of the ations already
seleted (using Ation). At eah iteration the set G is revised by adding the preonditions
of the last ation seleted, and removing the fats belonging to I or to the eets of a-
tions already seleted (step 7). Termination of RequiredAtions is guaranteed beause every
element of G is reahable from I.
T ime fat(f; 1) is omputed in a way similar to Num ats(f; 1). Step 3 of Comput-
eReahabilityInformation initializes it to 0, for any fat f in the initial state. Then, at every
appliation of an ation a in the forward proess desribed above, we estimate the earliest
possible time t for applying a as the maximum value over the times urrently assigned to
its preonditions (step 11). For any eet f of a that has not been onsidered yet (i.e., that
is not in F ), or that has a temporal value higher than t plus the duration of a, steps 13{14
set T ime fat(f; 1) to this lower value (beause we have found a shorter relaxed plan to
ahieve f from I).
The omplexity of ComputeReahabilityInformation is polynomial in the number of fats
and ations in the problem/domain under onsideration. Step 10, the most expensive step
of the algorithm, is exeuted O(jOj) times, where O is the set of all ations, and jOj is
the size of this set. It is easy to see that the worst-ase time omplexity of RequiredA-
tions is O(jOj). It follows that the time omplexity of ComputeReahabilityInformation is
O(jOj
2
). However, we have experimentally observed that very often RequiredAtions termi-
nates returning numbers muh smaller than jOj (i.e, that the number of iterations that the
algorithm performs is well below jOj). Finally, we observe that the order in whih ations
are examined for their appliation in the forward proess an aet the output results. In
our urrent implementation we use a random order.
Figure 7 illustrates the algorithm with an example. Suppose that the fats in the initial
state I are f
1:::8
, and that the ations in O are a
1:::7
, where the subsript of the ations
orrespond to the order in whih they are applied by the algorithm. The rst ations that
are applied are a
1
, a
2
and a
3
, beause their preonditions are in F whih is initially set to I.
The Num ats value of these preonditions is set to zero, beause RequiredAtions applied
to them returns zero. In the internal for-loop of the algorithm we update the reahability
information for eah eet of these ations. In partiular, onsider the eets f
1
and f
9
of
a
1
. Sine f
1
is not a new fat (it belongs to I) and its Num ats and T ime fat values
are set to the minimum (initial) values, steps 14 and 16 do not revise them. Sine f
9
is
a new fat, step 14 sets T ime fat(f
9
) to 10 (i.e., the duration of a
1
), and step 16 sets
Num ats(f
9
) to 1 (ra is zero). Moreover, Ation(f
9
; 1) is set to a
1
by step 17. The eets
of a
2
and a
3
are handled similarly.
At this point, sine there is no other ation that is appliable in F , the internal while-
loop terminates, F is set to F [ ff
9
; f
10
; f
11
; f
12
g, and F
new
is set to ;. The set A
0
of the
ations in A that are appliable is fa
4
; a
5
; a
6
g. Consider the appliation of a
4
. We have
that ra at step 10 is set to 2, beause RequiredAtions(I; P re(a
4
)) sets ACTS to fa
1
; a
2
g
(note that f
1
2 I, Ation(f
9
; 1) = a
1
, Ation(f
10
; 1) = a
2
, and all preonditions of these
ations are in I). Thus, T ime fat(f
13
) is set to 80 (i.e., the maximum temporal value
assigned to a preondition of a
4
, 30, plus the duration of a
4
), and Num ats(f
13
) to 3. The
eets of the ations a
5
and a
6
are handled in a similar way. However, it is worth noting
that Num ats(f
15
) is rst set to 3, when we examine a
5
, and then revised to 2, when we
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a
1
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a
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a
3
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a
4
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5
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a
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1 30
a
7
5 20
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9
1 10
f
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1 30
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1 30
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12
1 50
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13
3 80
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14
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f
15
2 80
f
16
2 80
f
17
7 140
Figure 7: An example illustrating ComputeReahabilityInformation. The numbers in paren-
thesis are Num ats values. O = fa
1
; a
2
; :::; a
7
g. The subsript of eah ation
orresponds to the order in whih it is applied.
examine a
6
. Analogously, T ime fat(f
15
) is rst set to 120, and then revised to 80, while
Ation(f
15
; 1) is rst set to a
5
and then to a
6
.
Consider now the preonditions of the last appliable ation a
7
. RequiredAtions ap-
plied to Pre(a
7
) by step 10 returns 6, beause the set ACTS of ations seleted by the
subroutine is fa
4
; a
1
; a
2
; a
5
; a
3
; a
6
g. Steps 11 of the ComputeReahabilityInformation sets t
to T ime fat(f
14
) = 120, and hene the T ime fat-value for the new eet f
17
is set to
120+20, while its Num ats-value is set to 6+1.
3.3.2 Related work on reahability information
Other tehniques for estimating the ost of reahing a fat (or a set of fats) from a er-
tain state have been proposed and used in some planners, e.g., hsp (Bonet & Gener,
2001), ff (Homann & Nebel, 2001) and sapa (Do & Kambhampati, 2002). When om-
paring ComputeReahabilityInformation with these tehniques, we should note that in lpg
the Num ats-values are used to selet the ations forming relaxed plans ahieving sets
of ation preonditions or goals (omputed by RelaxedPlan). These relaxed plans are then
used by the ation evaluation funtion E guiding the searh. In general, this approah is
similar to ff's and sapa's methods, but with some signiant dierenes that we omment
on below.
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Bonet & Gener proposed two basi heuristis for hsp, h
max
and h
add
. In h
add
the
(searh) ost of a set of fats is the sum of the osts of eah individual fat, while in h
max
it
is the maximum ost over all individual osts. As noted by Haslum and Gener (2000), h
max
and h
add
are approximation of the optimal ost funtion of a relaxed problem where delete
eets are ignored. h
add
ignores positive interations among subgoals that ould make one
goal simpler after a seond one has been ahieved (this makes h
add
non-admissible). h
max
is admissible, but it is less informative and eetive for Bonet & Gener's hsp planner.
A dierene between the forward proess of our algorithm for omputing Num ats and
Bonet & Gener's forward propagation for omputing h
add
is that in our propagation every
ation is applied at most one, while in their propagation it an be onsidered more than
one (for omputing h
max
it suÆes to apply eah ation one with an appropriate order).
This restrition, that we introdued for eÆieny reasons, an learly lead to overestimation
of reahability osts. By adding a new step between steps 17 and 18 of ComputeReahabil-
ityInformation that adds to A every ation with f as preondition, we an obtain a more
aurate ost propagation like in h
add
. However, this ould slow down the planning proess,
given that reahability information may be (re)omputed many times during searh.
Another important dierene onerns the use of the subroutine RequiredAtions at step
10 for estimating the ost of reahing a set of preonditions G. Instead of onsidering
the maximum value over the osts of the preonditions or the sum of their osts, like in
h
max
and h
add
, respetively, we ompute a relaxed plan for G, and we ount the number
of ations forming it. This an be seen as an intermediate approah between the h
max
and
h
add
methods, aimed at taking aount of positive interations among subgoals.
16
Finally, another dierene onerns the initial set of ations used in the forward proess.
While our set (O) does not ontain ations with preonditions that are mutex, Bonet &
Gener's forward proesses for omputing h
max
and h
add
ontain them. The use of our
restrited set of ations would make the approximation of h
max
and h
add
more aurate.
As observed by Homann (2001), ff's reahability tehnique is similar to h
max
, and so
the previous observations about h
max
ompared to our reahability information hold also
for ff's tehnique. Another dierene with respet to ff onerns the hoie of ations
forming the relaxed plans. While RelaxedPlan and EvalAdd take threats into aount, ff's
relaxed plans do not onsider them. Moreover, ff an generate relaxed plans inluding
ations with mutex preonditions, while we exlude suh ations.
Most of the dierenes with respet to hsp's and ff's reahability information that
we have outlined appear to also hold when omparing ComputeReahabilityInformation and
sapa's reahability tehniques (in partiular, the use of RequiredAtions for estimating the
searh ost of a set of preonditions, the appliation of an ation at most one in the
forward proess, and the use of a more restritive set of ations O). Another signiant
dierene is that, while sapa's reahability information onerns exeution and temporal
osts, our information onerns mainly searh osts. As a onsequene, the ation hoies in
RelaxedPlan depend mainly on the searh osts (as we pointed out, when there is more than
one ation with the lowest searh ost, Bestation hooses the one with lower exeution
ost). In lpg the exeution and temporal osts of the relaxed plans are subsequently
16. Note that if we replaed step 10 with ra  \sum of Num ats(f; 1) for eah f in Pre(a)", then the
resulting algorithm would be quite similar to h
add
(using the additional step for reonsidering ations
already applied that we mentioned above).
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taken into aount by the ation evaluation funtion E, using the ations in the omputed
relaxed plans. A major motivation for giving primary importane to searh osts was that
we designed our planner as an any time planning system, that an ompute a rst solution
quikly, and then derive additional solutions with inrementally better quality, but requiring
more CPU-time (this inremental proess is desribed in Setion 3.6).
3.4 Updating Ordering Constraints and Temporal Values
In this subsetion we desribe the generation during searh of ation ordering onstraints
in the urrent TA-graph A, and the update at eah searh step of the temporal values
assoiated with the fat and ation nodes of A. If during searh the planner adds an ation
node a to A for supporting a preondition of another ation node b, then a 
C
b is added
to 
. Moreover, for eah ation  in A that is mutex with a, if Level(a) < Level(), then
a 
E
 is added to 
, otherwise (Level() < Level(a))  
E
a is added to 
. If the planner
removes a from A, then any ordering onstraint involving a is removed from 
.
The addition/removal of an ation node a also determines a possible revision of T ime(x),
the temporal value assigned to any fat and ation x that is (diretly or indiretly) onneted
to a through the ordering onstraints in 
. Essentially, the algorithm for revising the
temporal values assigned to the nodes of A performs a simple forward propagation starting
from the eets of a, and updating level by level the times of the ations (together with the
relative preondition and eet nodes) that are onstrained by 
 to start after the end of a.
If every preondition is of type overall and every eet is of type at end, when an ation
node a
0
is onsidered for possible temporal revision, T ime(a
0
) beomes the maximum value
over the temporal values assigned to (a) its preonditions and (b) the ations preeding
a
0
aording to 
, plus the duration of a
0
. The times assigned to the eet nodes of a
0
are revised aordingly. If a
0
is the only ation node supporting a preondition node f , or
its temporal value is lower than the value assigned to the other ation nodes supporting
f , then T ime(f) is set to T ime(a
0
). For instane, suppose that, in order to support the
preondition node f
7
of a
4
in the TA-graph in Figure 1, we insert the ation node a
5
at
level 4 (see Figure 8). a
5
has duration 110 and preondition node f
8
. Sine T ime(f
8
) =
120, T ime(f
7
) beomes 230, whih is propagated to a
4
and its eets. T ime(a
4
) beomes
270, T ime(f
12
) is revised to 220 (T ime(a
3
)), T ime(f
13
) is revised to 270 (T ime(a
4
)), while
T ime(f
8
) remains 120 (T ime(a
2
)).
Some operators in the domains used for the 3rd IPC ontain (pre)onditions of type
\at end" or \at start", and eets of type \at start" (Fox & Long, 2003), i.e., preondi-
tions that must hold at the end or at the beginning of the ation, and eets that are true at
the beginning of the ation. In the following we revise the denition of T ime that we have
given in Setion 2.2 to onsider ations involving these types of preonditions/eets. When
an ation node a has a preondition node p of type at end, in the denition of T ime(a),
we use T ime(p)   Duration(a) instead of T ime(p).
17
While in the denition of T ime(a)
preondition nodes of type at start are treated as preondition nodes of type overall.
17. In the speial ases in whih a preondition of a is of type either at end or overall, and it is also an
eet node of type at start of a, T ime(p) is not onsidered in the denition of T ime(a) beause the
ation itself makes p true (unless p is also a preondition node of a of type at start).
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Figure 8: Update of the TA-graph of Figure 1 after the addition of ation node a
5
at level
4 to support the preondition node f
7
of a
4
. Dashed edges form hains of no-
ops that are bloked by mutex ations. Round brakets ontain temporal values
assigned by T to the fat nodes (irles) and the ation nodes (squares). The
numbers in square brakets represent ation durations. \({)" indiates that the
orresponding fat node is not supported.
If an ation node a has an eet node e of type at start, when we estimate T ime(e),
instead of using T ime(a), we use the minimum value over (1) T ime(a
0
), for any ation
node a
0
supporting e by an eet of type at end, (2) T ime(a
00
)   Duration(a
00
), for any
ation node a
00
supporting e by an eet of type at start, and (3) T ime(a)   Duration(a)
(beause e is supported at the start time of a).
When preonditions of type dierent from overall and eets of type dierent from
at end are present in the domain speiation, in some ases two mutex ations an par-
tially overlap.
18
The version of lpg that took part in the 3rd IPC did not handle these
possible overlaps, and any pair of mutex ations was treated by always imposing an ordering
onstraint between the end of an ation and the start of the other one. While this is always
a sound way of ordering mutex ations, it might over-onstrain the ations, introduing
18. For example, if f is a preondition at start of a and :f is an eet at end of b, although a and b are
mutex, a an overlap b (e.g., a an start after the start time of b and terminate before the end time of
b). If a is at a level preeding the level of b, the only ordering onstraint that should be imposed is that
the start of a is before the end of b. Otherwise, the imposed ordering onstraint is that the end of b is
before the start of a, and so the two ations do not overlap.
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unneessary delays in the plan. However, in the test problems of the 3rd IPC the possibility
of overlapping mutex ations is rare, and when it is possible it does not aet the temporal
quality of the plans signiantly. Reently, we have extended the treatment of mutex a-
tions in lpg, distinguishing various types of interferenes and ompeting needs. These are
handled by ordering onstraints between dierent endpoints of the involved ations, allow-
ing overlapping mutex ations. Experimental results using the SimpleTime variant of the
Satellite domain show that the new version of lpg generates plans whih are about 10%
better (in terms of makespan) than those omputed by the ompetition version. Moreover,
the overhead introdued by the more sophistiated management of the temporal information
is on average negligible. A detailed desription of how temporal information is managed in
the new version of lpg is given in another reent paper (Gerevini, Saetti, & Serina, 2003).
3.5 Numerial State Variables
In this subsetion we briey desribe how lpg deals with preonditions and eets involving
numerial quantities. We start with a brief desription of numerial preonditions and
eets in pddl2.1, and then we show how the plan representation, searh neighborhood and
heuristis that we presented in the previous setions have been extended to handle them.
In pddl2.1 a state s for a planning domain involving numerial variables is a pair
hp(s); v(s)i where p(s) is a set of ground atoms (positive fats), and v(s) = hr
1
; : : : ; r
n
i is
a tuple of real numbers representing the values of the n numerial variables v
1
, v
2
, ..., v
n
.
A numerial expression is an arithmeti expression over the set V of these variables and
the real numbers. A numerial preondition is a triple hexp; rel; exp
0
i, where exp and exp
0
are numerial expressions, and rel 2 f<;;=;; >g is a relational operator. A numerial
eet is a triple hv
i
; ass; expi, where v
i
2 V is a variable, ass 2 f:=;+=; =; =; ==g is an
assignment operator (using a C-like notation), and exp is a numerial expression.
In order to handle numerial domains, we have extended the notion of TA-graph with
numerial fat nodes representing values of numerial variables. For eah level l in the
urrent ation graph A and eah numerial variable v
i
2 V , there is a numerial fat node
representing the value for v
i
at level l. The resulting tuple of real values at level l is
denoted by Num values(l). These values are derived by applying all ations in A at the
levels preeding l, starting from the initial level and following the order of the orresponding
levels.
19
The values of the numerial fat nodes at the initial level, Num values(0), are
the real numbers assigned to the orresponding numerial variables in the initial state of
the planning problem under onsideration. Similarly, we an assoiate with eah level l a
set of fats that are true (Supported fats(l)), given the ations in A at levels preeding l.
In this way we an dene a numerial state s
l
= hSupported fats(l); Num values(l)i for
eah level l of A.
A numerial preondition hexp; rel; exp
0
i of an ation at a level l is supported if and
only if the values of exp and exp
0
evaluated in s
l
satisfy the relation rel.
19. This way of ordering ations at levels before l is onsistent with the ation ordering onstraints in A (if
any). Furthermore, note that if an ation a at level l has a numerial preondition involving a numerial
variable v
j
, then any ation b with an eet aeting the value of v
j
is mutex with a. So, if A is a
TA-graph, then b 
E
a 2 
. Otherwise (A is a simple LA-graph without temporal information), b  a
is implied by the levels of a and b.
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Every time an ation is added/removed to/from a level of A we apply/retrat the numer-
ial eets of the ation, whih an modify the values assoiated with some numerial fat
nodes at the next level. These hanges are propagated to the following levels of the graph.
During this propagation, we identify the numerial preonditions that beome supported or
unsupported. Moreover, if the value of a numerial fat node aeting the duration of an
ation is hanged, then we update the duration of this ation.
The loal searh neighborhood assoiated with an unsupported numerial preondition
p = hexp; rel; exp
0
i of an ation a is dened as the set of linear ation graphs obtained by
either removing a, or adding a new ation that dereases the \gap" between the values of
exp and exp
0
aording to rel (possibly supporting p).
20
In the ompetition version of lpg,
we onsidered adding an ation only to the level immediately before the level of p (while for
a boolean unsupported preondition q an ation supporting it an be added to any preeding
level). We are urrently studying an extension of the neighborhood in whih supporting
ations an be added to any preeding level also in the ase of numerial preonditions.
We now briey desribe how lpg omputes the relaxed plans used by EvalAdd and
EvalDel for numerial domains. This is done by an extended version of RelaxedPlan handling
numerial preonditions in a very simple way. Sine the urrent version of ComputeReah-
abilityInformation ignores numerial preonditions, there is no Num ats-value assoiated
with them. Hene, when RelaxedPlan hooses the (heuristi) best ation to support a sub-
goal g, for eah numerial preondition p involved in the denition of Bestation(g) (see
Setion 3.2.1), Num ats(p; l) is replaed by 1, i.e., the estimated minimum ost to satisfy
any numerial preondition is always 1. (Of ourse, this is quite a strong assumption giving
weak information; we are urrently working on a new version of the planner using more
informative heuristis for onstruting relaxed plans involving numerial preonditions.)
Another dierene in the denition of Bestation(g) is that, if g is a numerial preondi-
tion, instead of onsidering only the ations supporting g, we onsider every ation that
dereases the gap between the values of the expressions forming g.
The relaxation of the plans omputed by the extended version of RelaxedPlan onerns
both the negative eets, whih are ignored for plan validity (but onsidered to ount
possible threats), and a form of monotoni hange of the minimum and maximum possible
values for the numerial quantities. We start from the numerial initial state INIT
l
=
hSupported fats(l); Num values(l)i and, for eah numerial variable involved in an ation
in the relaxed plan onstruted from INIT
l
, we onsider only the minimum/maximum
values that the variable an assume given the ations already in the relaxed plan. These
values are monotonially dereased/inreased whenever an ation is added to the relaxed
plan. Speially, we dene two tuples of numerial values, v
max
and v
min
, that are both
initialized using Num values(l). If an eet of an ation in the relaxed plan inreases the
value of a variable v
i
by a quantity Æ, then we inrease v
i
max
by Æ; while, if it dereases the
value of v
i
by Æ, then we derease v
i
min
by Æ. During the onstrution of a relaxed plan,
when we hek whether a numerial preondition p = hv
x
; >; v
y
i is supported, we evaluate
v
x
> v
y
onsidering v
x
max
as the value assigned to v
x
, and v
y
min
as the value assigned to
20. Note that it an be neessary to add more than one ation to support a numerial preondition. These
ations are added to dierent levels by dierent searh steps. For instane, suppose that p = hx;>; 100i
is a numerial preondition, and that a is the only ation with a numerial eet e inreasing the value
of x. If e inreases x by 20 and the urrent value of x is 30, then we need four ations to support p.
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v
y
. If an expression involves more than one numerial variable (e.g., p = hv
x
  v
y
; >; v
z
i),
we onsider the ombination of the maximum/minimum values that is most favorable to
satisfy the ondition (the value of v
x
is v
max
, the value of v
y
is v
y
min
, and the value of v
z
is
v
z
min
). Similarly if the expression involves another relational operator.
3.6 Multi-Criteria Inremental Plan Quality
As we have seen, our approah an model dierent plan quality riteria determined by
ation exeution osts and ation durations. The oeÆients ,  and  of the ation
evaluation funtion E speied in Setion 3.2 are used to weigh the relative importane of
the exeution and temporal osts of E, as well as to normalize them with respet to the
searh ost. Speially, lpg uses the following funtion for evaluating the insertion of an
ation node a (the evaluation funtion E(a)
r
for removing an ation node is analogous):
E(a)
i
=

E
max
ET
Exeution ost(a)
i
+

T
max
ET
Temporal ost(a)
i
+
1
max
S
Searh ost(a)
i
;
where 
E
and 
T
are non-negative oeÆients that weigh the relative importane of the
exeution and temporal osts, respetively. Their values an be set by the user, or they an
be automatially derived from the expression dening the plan metris in the formalization
of the problem. The fators 1=max
ET
and 1=max
S
are used to normalize the terms of E to
a value less than or equal to 1. The value of max
ET
is dened as 
E
max
E
+ 
T
max
T
,
where max
E
(max
T
) is the maximum value of the rst (seond) term of E over all TA-
graphs in the neighborhood, multiplied by the number  of inonsistenies in the urrent
ation graph; max
S
is dened as the maximum value of Searh ost over all possible ation
insertions/removals that eliminate the inonsisteny under onsideration. The role of  is to
derease the importane of the rst two optimization terms when the urrent plan ontains
many inonsistenies, and to inrease it when the searh approahes a valid plan. I.e., E(a)
i
an be rewritten as
E(a)
i
=
1
(
E
max
E
+
T
max
T
)

 

E
 Exeution ost(a)
i
+ 
T
 Temporal ost(a)
i

+
+
1
max
S
 Searh ost(a)
i
:
Without this normalization the rst two terms of E ould be muh higher than the
value of the third term. This would guide the searh towards good quality plans without
paying suÆient attention to their validity. Instead, we would like to have the searh give
more importane to reduing the searh ost, rather than optimizing the quality of a plan,
espeially when the urrent partial plan ontains many inonsistenies,
Our planner an produe a suession of valid plans where eah plan is an improvement
of the previous ones in terms of quality. The rst plan generated is used to initialize a new
searh for a seond plan with better quality, and so on. This is a proess that inrementally
improves the quality of the plans, and the searh an be stopped at any time to give the
best plan omputed so far (eah plan an be written in a le as soon as it is derived). When
lpg starts a new searh, some inonsistenies are fored in the TA-graph representing the
previous plan, and the resulting TA-graph is used to initialize the searh. Similarly, during
searh some random inonsistenies are fored in the urrent TA-graph when a valid plan
that does not improve the plan of the previous searh is reahed. This is done by hoosing
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a small set R of ation nodes that are removed from the ation graph together with (1) the
ation nodes supporting their preonditions and (2) the ation nodes with a preondition
supported by an ation in R. The elements of R are hosen by taking aount of the values
of 
E
and 
T
. If 
E
> 
T
, we randomly remove ation nodes giving higher probability to
those representing ations with higher exeution osts, otherwise preferene is given to the
ation nodes having a higher impat on the plan makespan.
21
In the 3rd IPC, for eah test problem attempted, we onsidered only the rst and the
last solutions generated by lpg within ve CPU-minutes. The rst solution was used to
test how fast our planner an be; the last solution to test how good a solution an be. Often
the rst solution has low quality ompared to the last one, while the last solution requires
muh more CPU-time than the rst. The other fully-automated planners in the ompetition
did not exhibit any-time behavior like lpg. So, when we ompare our two solutions with
the single solution derived by the other planners, we should onsider that lpg very often
derives additional solutions of intermediate quality, and requiring intermediate CPU-time.
In partiular, as will be shown in the next setion, it an be the ase that, when (1) the
rst solution found by lpg requires less CPU-time than any other planner, but has quality
worse than the best solution found by the other planners, and (2) the last solution of
lpg has superior quality to all other planners but requires more CPU-time, lpg nds an
intermediate solution whih is still better than the solutions found by all other planners
and is derived in less CPU-time.
4. Experimental Results
All our tehniques are implemented in lpg. The system is written in C and is available
from http://prometeo.ing.unibs.it/lpg. In this setion we present some experimental
results illustrating the eÆieny of lpg using the test problems of the 3rd IPC. These
problems belong to several domains, most of whih have some variants ontaining dierent
features of pddl2.1. The variants are named \Strips", \SimpleTime", \Time", \Complex",
\Numeri" and \HardNumeri", and are all handled by our planner. For a desription of
the domains and of the relative variants, the reader an visit the oÆial web site of the 3rd
IPC (www.dur.a.uk/d.p.long/ompetition.html).
All tests were onduted on the oÆial mahine of the ompetition, an AMD Athlon
tm
MP 1800+ (1500MHz) with 1 Gbyte of RAM. The results for lpg orrespond to median
values over ve runs for eah problem onsidered. The CPU-time limit for eah run was 5
minutes, after whih termination was fored.
22
Notie that the results that we present here
are not exatly the same as the oÆial results of the ompetition, where for lak of time we
were not able to run our system a suÆient number of times to obtain meaningful statistial
data. However, in general the new results are very similar to those of the ompetition, with
21. In the version of lpg that took part in the 3rd IPC this seond preferene was based on a simple
estimation of the temporal impat of eah ation node. We are urrently testing a newer version that
selets suh ations more aurately by using the ritial path in the graph of the ordering onstraints
in the TA-graph.
22. When the CPU-time limit was exeeded in one or two runs, the median values are derived by onsidering
these runs as those produing the worst results. When the CPU-time limit was exeeded in three or
four runs, instead of the median values, we onsidered the worst results of the remaining suessful runs.
This happened in 16 of the 442 problems solved.
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Planner Solved Attempted Suess ratio
LPG 442 468 94%
FF 237 284 83%
Simplanner 91 122 75%
Sapa 80 122 66%
MIPS 331 508 65%
VHPOP 122 224 54%
Stella 50 102 49%
TP4 26 204 13%
TPSYS 14 120 12%
SemSyn 11 144 8%
Table 1: Number of problems attempted and solved by the planners that took part in the
3rd IPC ordered by their suess ratio. The data from the planners ompared
with lpg are from the oÆial web site of the 3rd IPC. The data for lpg do not
onsider the 20 problems in Satellite HardNumeri, whih are all solved by the
urrent version of the planner, slightly improving the suess ratio.
some onsiderable improvement in Satellite Complex and in the Rovers domains, where
many problems ould not be solved due to a minor bug in the parser of our planner that
was easily xed right after the ompetition.
Overall, the number of problems attempted in the new tests by our planner was 468
(over a total of 508 problems), and the suess ratio was 94.4% (the problems attempted
by lpg in the ompetition were 428 and the suess ratio 87%). Figure 1 gives these data
for every fully-automated planner that took part in the ompetition. The suess ratio of
lpg is the highest one over all ompeting domain-independent planners.
The version of lpg that we used in the ompetition is integrated with an alternative
searh method that an be ativated when the loal searh is not eetive. This method is
based on the same best-rst searh tehnique implemented in ff (Homann & Nebel, 2001).
The only domain were we used best-rst searh instead of loal searh is FreeCells. The 40
problems that were not attempted by our planner are the 20 problems in Settlers Numeri
and the 20 problems in Satellite HardNumeri. The rst domain ontains operators
with universally quantied eets, whih are not handled in the urrent version of lpg.
The plan metris of the problems in the seond domain require maximizing the value of
a ertain numerial variable representing aquired data (data-stored), whih is another
feature of pddl2.1 that the ompetition version of lpg did not handle properly. Many of
these problems were solved by the other fully-automated planners by the empty plan or by
plans with zero quality. While suh plans ould have been derived also by lpg, we did not
onsider these interesting solutions.
23
23. Very reently we have extended lpg to handle maximization of plan metri expressions. This new
version of lpg solves all the 20 test problems of Satellite HardNumeri, generating plans with quality
higher than zero. The only fully-automated planner of the ompetition that derived solutions with
data-stored > 0 is mips. An experimental omparison of mips and lpg onsidering only these solutions
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We ran lpg with the same default settings for every problem attempted (maximum
numbers of searh steps and restarts for eah run, inonsisteny seletion strategy, and
noise fator), that an be modied by the user. The default initial value of the noise p
is 0.1. Note that this is a dynami value that is automatially inreased/dereased by the
planner during searh, depending on the variane of the number of inonsistenies in the last
n searh steps. In all our tests p was automatially inreased if the variane did not hange
signiantly in the last 50 searh steps. It was set to the initial default value otherwise.
The parameters 
E
and 
T
of the ation evaluation funtion were automatially set using
the (linear) plan metri speied in the problem formalization. In partiular, 
E
was set to
1, while 
T
was set to the oeÆient weighing the total-time variable in the expression
speifying the plan metri. For instane, in the example of plan metri given at the end of
Setion 2, the oeÆient weighing total-time is 4, and so for that problem 
T
was set to
4. If no plan metri was speied, then 
E
was set to 0.5 and 
T
to 0.
The performane of lpg was tested in terms of both CPU-time required to nd a so-
lution (lpg-speed) and quality of the best plan omputed (lpg-quality) using at most ve
CPU-minutes. In the plots of Figures 9, 10, 11 and 12, on the x-axis we have the problem
names (simplied with numbers); on the y-axis, in the plots for CPU-time we have mil-
liseonds (logarithmi sale), while in the plots for plan quality we have the quality of the
plans generated, measured using the plan metri expression in the orresponding problem
speiation. Note that the lower the plan quality values, the better the orresponding
plans are.
Figure 9 shows the performane of lpg-speed ompared to the other ompetitors in some
variants of four domains.
24
In DriverLog Strips, ff is on average the fastest planner, but
lpg solves more problems, and it sales up somewhat better. In ZenoTravel SimpleTime,
lpg outperforms the other ompetitors in terms of both number of problems solved and
CPU-time (our planner is about one order of magnitude faster). In Satellite Complex
the exellent performane of lpg is even more evident espeially for the largest problems.
Finally, in Rovers Numeri, ff and lpg perform similarly, but our planner solves a larger
number of problems. The plots onerning the performane of lpg-quality for these four
domain variants are given in Figure 10. These results show that the solution omputed by
our planner was always similar to or better than the solution derived by any of the other
planners. The most interesting dierenes are in Satellite Complex, where lpg-quality
produed solutions of higher quality for almost every problem.
In order to derive some general results about the performane of our approah with
respet to all other fully-automated planners of the ompetition, we ompared lpg with
the best result over all these planners. We will indiate these results as if they were produed
by a hypothetial \SuperPlanner" (whih does not exist). Clearly, if lpg performs generally
better than the SuperPlanner in a ertain domain, then in that domain it performs better
than any other real planner that we onsidered. On the other hand, if it performs worse,
shows that the plans generated by lpg have quality muh higher than those omputed by mips, and that
our planner is signiantly faster (detailed results of this experiment are available from the web page of
lpg).
24. Complete results for all other domains and variants are available from http://prometeo.ing.unibs.it/
lpg/test-results.
271
Gerevini, Saetti & Serina
 10
 100
 1000
 10000
 100000
 1e+06
 0  2  4  6  8  10  12  14  16  18  20
DriverLog-StripsMilliseconds
LPG-speed (20  solved)
FF (Speed) (15  solved)
MIPS (15  solved)
MIPS (Plan) (15  solved)
SemSyn (1  solved)
Simplanner (11  solved)
Stella (10  solved)
VHPOP (14  solved)
 10
 100
 1000
 10000
 100000
 1e+06
 1e+07
 1e+08
 0  2  4  6  8  10  12  14  16  18  20
ZenoTravel-SimpleTimeMilliseconds
LPG-speed (19  solved)
IxTeT (8  solved)
MIPS (14  solved)
MIPS (Plan) (16  solved)
TP4 (5  solved)
TPSYS (2  solved)
VHPOP (13  solved)
 10
 100
 1000
 10000
 100000
 1e+06
 1e+07
 0  2  4  6  8  10  12  14  16  18  20
Satellite-ComplexMilliseconds
LPG-speed (20  solved)
MIPS (8  solved)
MIPS (Plan) (10  solved)
Sapa (16  solved)
TP4 (3  solved)
 10
 100
 1000
 10000
 100000
 1e+06
 0  2  4  6  8  10  12  14  16  18  20
Rovers-NumericMilliseconds
LPG-speed (17  solved)
FF (Speed) (9  solved)
MIPS (8  solved)
MIPS (Plan) (8  solved)
Figure 9: CPU-time and number of problems solved by the fully-automated planners of the
3rd IPC for the domains DriverLog Strips, ZenoTravel SimpleTime, Satellite
Complex and Rovers Numeri.
this does not neessarily imply that there is a single real planner that generally performs
better than lpg.
The plots of Figures 11 and 12 give omplete results for Satellite, one of the domains
where our planner performed partiularly well in the temporal and Complex variants. The
plots on the left show CPU-times for lpg-speed, lpg-quality, and the two orresponding
versions of the SuperPlanner: a version in whih, for eah problem, we onsider the fastest
planner over all the other fully-automated planners, and a version in whih we onsider the
planner that produed the best quality plan (of ourse it an be the ase that the fastest
planner for a problem is dierent from the planner that produes the best quality solution
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Figure 10: Quality of plans omputed by the fully-automated planners of the 3rd IPC for
the domains DriverLog Strips, ZenoTravel SimpleTime, Satellite Complex,
Depots Time and Rovers Numeri. In order to improve readability, the plot for
DriverLog-Strips is given in logarithmi sale.
for that problem). The plots on the right show plan quality for the two versions of lpg and
the SuperPlanner.
The results in these and in the following plots are mostly self explanatory. In the tempo-
ral and omplex variants lpg-speed is often one or more orders of magnitude faster than the
SuperPlanner. In the Strips variant the SuperPlanner is faster for the smallest problems,
but it is generally slower for the largest ones. In the Numeri variant the SuperPlanner is
faster, but our planner produes solutions of better quality. Regarding lpg-quality, in all
variants exept Satellite Strips our planner performs muh better than the SuperPlanner.
In the Strips variant, the quality of the plans produed by lpg-quality is approximately the
same as the quality of the plans generated by the SuperPlanner.
Conerning the quality of the solutions omputed by lpg-speed and the CPU-time
required by lpg-quality, as we have desribed in Setion 3.6, it is important to note that
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Figure 11: Performane of lpg-speed (left plots) and lpg-quality (right plots) ompared
with the SuperPlanner (speed and quality versions) in Satellite Strips, Sim-
pleTime and Time.
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Figure 12: Performane of lpg-speed (left plots) and lpg-quality (right plots) ompared
with the SuperPlanner (speed and quality versions) in Satellite Complex and
Numeri.
lpg produes additional intermediate solutions, that for larity are not shown in these plots.
It is not surprising that very often plan quality for lpg-speed is poor with respet to plan
quality for lpg-quality, and that the CPU-time required by lpg-quality is muh higher that
the CPU-time required by lpg-speed. Things beome less lear if we ompare plan quality
for lpg-speed (or CPU-time for lpg-quality) and plan quality for the speed version of the
SuperPlanner (or CPU-time for the quality version of the SuperPlanner).
Given the any time nature of lpg, obviously there is a tradeo between plan quality
and speed. The more CPU-time the planner is allowed to run, the better the last solution
generated. If we want to study this tradeo experimentally, we need to onsider not only
the rst and last solutions that lpg found in the ompetition tests, but also the interme-
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Figure 13: Plan quality and the orresponding CPU-milliseonds (logarithmi sale) for the
solutions found by lpg (ve runs) and the SuperPlanner for four problems in
Satellite Strips, SimpleTime, Time and Numeri.
diate solutions. In fat, we observed that in several ases lpg generates an intermediate
solution that has quality better than or similar to the quality of the best plan generated by
the SuperPlanner, and that requires less or no more CPU-time than the SuperPlanner. In
Figure 13 we give some support to our laim (a detailed analysis of all intermediate solu-
tions generated by our planner is beyond the sope of this paper). The plots in this gure
show CPU-time and quality of all plans generated by lpg (ve runs) and by the SuperPlan-
ner for some problems in the Satellite domain. In Satellite-SimpleTime-pfile15 and
Satellite-Time-pfile6 (rst two plots of Figure 13) lpg's rst solutions (lpg-speed)
require less CPU-time than the rst solution found by the SuperPlanner. On the other
hand, the quality of lpg-speed's solutions are worse than the quality of the solution found
by the speed version of the SuperPlanner (see also the orresponding plots of Figure 11,
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keeping in mind that they are derived from median values over ve runs). However, Figure
13 shows that for these two problems lpg-speed generates additional intermediate solu-
tions that have quality better than the solutions found by the SuperPlanner, and that
still require less CPU-time. Moreover, the third and fourth plots of Figure 13 show that
in Satellite-Strips-pfile9 and Satellite-Numeri-pfile3 the SuperPlanner is faster
than lpg-speed, but lpg nds intermediate solutions of quality better than the best solution
of the SuperPlanner using less CPU-time than the SuperPlanner and lpg-quality.
Sine our main fous in this paper is temporal planning, it is interesting to ompare lpg
and the SuperPlanner in the Time variant of all ompetition domains. The detailed results of
this omparison are given in Appendix B. As shown by the plots in this appendix, lpg-speed
is usually faster than the SuperPlanner, and it always solves a larger number of problems,
exept in ZenoTravel, where our planner solves one problem less than the SuperPlanner.
This problem was solved by mips, another planner of the 3rd IPC that performed well in the
temporal domains (Edelkamp, 2002). The perentage of the problems solved by lpg-speed
is 95.1%, while those solved by the SuperPlanner is 77.5%. The perentage of the problems
in whih our planner is faster is 81.4%, the perentage in whih it is slower is 13.7%.
Regarding lpg-quality, generally in these domains the quality of the best plans produed
by our planner is similar to the quality of the plans generated by the SuperPlanner, with
some signiant dierenes in ZenoTravel, where in a few problems the SuperPlanner
performs better, and in Satellite, where our planner always performs better. Overall, in
the Time variant of all the domains the perentages of the problems in whih our planner
produes a solution of better/worse quality are the same as the perentages of the problems
in whih lpg-speed is faster/slower.
We have also analyzed the performane of lpg with respet to the SuperPlanner for
all other domains and problems attempted. Appendies C and D give summary results.
25
As for the Time-problems, in the SimpleTime problems lpg solves more problems than the
SuperPlanner, and the perentages of problems in whih lpg-speed and lpg-quality perform
better than SuperPlanner are even higher than the orresponding perentages for the Time
variants. In the Numeri and Strips problems, on average lpg-speed is less eÆient than
the SuperPlanner. This is mainly due to the generally good performane of ff in these
domains. However, note that lpg-quality on average is better than the SuperPlanner in
every domain exept the Strips version of ZenoTravel.
Overall, onsidering all problems attempted, lpg-speed performs better/worse than the
SuperPlanner in 55.8/38.1% of the problems, while lpg-quality performs better/worse in
71/11.6% of the problems.
Finally, we ran our planner on some of the large problems that were used to test the
hand-oded planners in the 3rd IPC. In this experiment lpg was tested using a PC Pentium
III, 500 MHz, with 1 Gbyte of RAM, whih is more than two times slower than the mahine
used for testing the hand-oded planners. Of ourse, we did not expet to solve these
problems more eÆiently than the hand-oded planners. This experiment was aimed at
testing how far we are from planners exploiting domain knowledge.
Figure 14 shows plots omparing the performane of lpg and the ompeting hand-
oded planners for the two temporal variants of Rovers. lpg solved 38 of the 40 problems
25. The paper in this issue by Long and Fox (2003) presents a detailed statistial analysis of all oÆial
results of the 3rd IPC.
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Figure 14: Performane of lpg in two temporal domains designed for hand-oded planners
ompeting at the 3rd IPC. lpg was tested on a mahine that is more than two
times slower than the mahine used to test the other planners.
attempted. In terms of plan quality, very often lpg-quality generates plans that are nearly
as good as those omputed by the hand-oded planners, espeially in Rovers-SimpleTime-
HandCoded. Interestingly, given that the mahine used to test lpg was slower, in this
domain lpg-speed appears to perform slightly better than shop2 (Nau, Au, Ilghami, Kuter,
Murdok, Wu, & Yaman, 2003). In Rovers-Time-HandCoded lpg-speed an solve most of
the problems, but it does not perform as well. It remains an open question whether further
researh an redue this gap signiantly, but we are optimisti about this.
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5. Conlusions and Future Work
We have presented some new tehniques for planning in pddl2.1 domains that are imple-
mented in lpg, an inremental (any time) planner produing multi-riteria quality plans.
lpg was given an award for \distinguished performane of the rst order" at the 3rd Inter-
national Planning Competition, and additional experimental results presented in this paper
give further evidene of the high performane of our system.
Other related tehniques that are implemented in lpg, but not desribed here, on-
ern: the restrition of the searh neighborhood when it ontains many elements, and their
evaluation an slow down the searh exessively; dierent strategies to hoose the inonsis-
teny to handle at eah searh step; the use of Lagrange multipliers in the ation evaluation
funtion (Gerevini & Serina, 2002, 2003).
We have already mentioned some diretions that we are pursuing to improve our sys-
tem. These inlude, in partiular, an extension of our algorithm for omputing reahability
information taking aount of numerial preonditions and goals (a reent related method
has been proposed by Homann (2003)). In addition, we intend to test other loal searh
strategies for ation graphs based on the use of a \tabu list" (Gerevini & Serina, 1999),
and further types of graph modiations, some of whih were implemented in the previous
version of lpg (Gerevini & Serina, 2002). This might be espeially important for improving
the inremental plan-quality proess. Another possible improvement of this proess that
is worth investigating is the use of dynami oeÆients to weigh the terms of the ation
evaluation funtion. When we start a new searh for a plan of better quality, the weights
of the terms representing the exeution and temporal osts ould be inreased with respet
to the term representing the searh ost. This ould guide the searh towards plans better
than those already derived, whih is the purpose of the inremental proess.
Finally, other diretions for improving temporal planning in lpg onern the treatment
of a riher temporal representation to handle upper and lower bounds on the possible ation
durations, as well as the integration of temporal reasoning tehniques to deal with temporal
onstraints between ations similar to those that an be stated using Allen's Interval Algebra
(Allen, 1983) or STP-onstraints (Dehter, Meiri, & Pearl, 1991).
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Appendix A: Mutex Relations in LPG and Related Work
lpg preomputes a set of mutex relations for the input planning problem using the two al-
gorithms given in Figure 15, where Add(a) denotes the set of the positive eets of a, Del(a)
the set of its negative eets, and Pre(a) the set of its preonditions. ComputeMutexFats
derives a set of mutex relations between fats, that are used by ComputeMutexAtions to
ompute a set of relations between ations. The orretness of this seond algorithm is
obvious sine it just applies the original denition of mutex relation (Blum & Furst, 1997).
ComputeMutexFats iteratively onstruts a set M of potential mutex relations and the
set F of all possible fats for the planning problem under onsideration. At eah iteration
we onsider every possible ation a (step 5) to possibly generate a set of new potential mutex
relations (steps 7{11), and to possibly invalidate other potential mutex relations that have
already been formulated (steps 12{18). The algorithm terminates when all possible fats
have been onsidered (F

= F ), and no new potential mutex relations an be generated
(M

=M). When the algorithm terminates, M ontains a set of persistent mutex relations
between fats. A mutex relation m in M is persistent if there is no state that an be
reahed from the initial state of the problem, using the operators of the domain under
onsideration, in whih the fats of m are both true. All mutex relations in the xed-point
level of a traditional planning graph are persistent.
Given an ation a, two fats f
1
and f
2
form a potential mutex relation m if (1) one of
them is a positive eet of a and the other is a negative eet (steps 7{9), or (2) one of them
is a positive eet of a and the other is (potentially) mutually exlusive with a preondition
of a (steps 7, 10 and 11). (1) is a natural way of hypothesizing mutex relations that is
used also by Gerevini and Shubert (1998). (2) is based on the observation that, if f
1
is an
eet of a, p 2 Pre(a), f
2
62 Add(a), and f
2
is mutually exlusive with p, then in any state
resulting from the appliation of a to a reahable state, f
2
and f
1
annot be both true.
A potential mutex relation m 2M between f
1
and f
2
beomes invalid if (1) there exists
an ation ontaining the two fats of m among its positive eets (steps 13{14), or f
1
(f
2
) is
an add-eet of an ation a, f
2
(f
1
) is not deleted by a, and f
2
(f
1
) is (potentially) mutually
exlusive with no preondition of a (steps 15{18). The rst ase if obvious, while the seond
an be explained as follows. If f
1
is a positive eet of a, and we annot exlude that f
2
is true in a state where a an be applied, then f
2
ould persist from this state to the state
produed by a (similarly if f
2
is a positive eet of a).
Note that lpg handles negative preonditions as proposed by Koehler et al. (1997), i.e.,
no expliit atomi negation is available in lpg's language. Instead we model atomi negation
by introduing an additional prediate not-p(x) if :p(x) is needed and by formulating add
and delete eets orrespondingly (this guarantees than not-p(x) and p(x) are mutex).
The next theorem states the orretness of our algorithms.
Theorem ComputeMutexFats and ComputeMutexAtions orretly ompute a set of persis-
tent mutex relations between fats and ations respetively.
Proof. Corretness of ComputeMutexAtions is obvious, sine it is a diret onsequene
of the denition of persistent mutex relation between ations. Corretness of ComputeMu-
texFats follows from the two onditions under whih a potential mutex relation is made
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ComputeMutexFats(I;O)
Input : An initial state (I) and all ground operator instanes (O);
Output : A set of persistent mutex relations between fats (M).
1 F

 I; F  ;;
2. M  ;; M

 ;; A  ;;
3. while F

6= F _M

6=M
4. F  F

; M  M

;
5. forall a 2 O suh that Pre(a)  F

and :(9 p; q 2 Pre(a) ^ (p; q) 2M

)
6. New(a) Add(a)   F

;
7. forall f 2 New(a)
8. forall h 2 Del(a)
9. M

 M

[ f(f; h); (h; f)g; /* Potential mutex relation */
10. forall (p; q) 2M

suh that p 2 Pre(a) and q 62 Del(a)
11. M

 M

[ f(f; q); (q; f)g; /* Potential mutex relation */
12. if a 62 A then
13. forall p; q 2 Add(a) suh that (p; q) 2M

14. M

 M

  f(p; q); (q; p)g; /* Invalid mutex relation */
15. L Add(a)  New(a);
16. forall (i; q) 2M

suh that i 2 L
17. if q =2 Del(a) ^ :(9 p 2 Pre(a) ^ (p; q) 2M

) then
18. M

 M

  f(i; q); (q; i)g; /* Invalid mutex relation */
19. F

 F

[New(a);
20. A  A [ fag;
21. return M .
ComputeMutexAtions(M;O)
Input : A set of mutex relations between fats (M) and all ground operator instanes (O);
Output : A set of persistent mutex relations between ations (N).
1. N  ;; O

 O extended with the no-op of every fat;
2. forall (p; q) 2M
3. forall a 2 O

suh that p 2 Pre(a)
4. forall b 2 O

suh that q 2 Pre(b)
5. N  N [ f(a; b); (b; a)g; /* Competing needs */
6. forall a 2 O

7. forall p 2 Pre(a)
8. forall b 2 O suh that p 2 Del(b)
9. N  N [ f(a; b); (b; a)g; /* Interferene */
10. forall p 2 Add(a)
11. forall b 2 O suh that p 2 Del(b)
12. N  N [ f(a; b); (b; a)g; /* Inonsistent eets */
13. return N .
Figure 15: lpg's algorithms for omputing the mutex relations.
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invalid by the algorithm, and it an be proved by an indutive argument on the number k
of ations applied to reah a state S from the initial state.
Indution base (k = 0). It is easy to see that eah element m in the output set M is a valid
mutex relation for the initial state (S = I), beause the algorithm annot formulate mutex
relations involving two fats that are both true in the initial state.
Indution hypothesis (k = n). Suppose that any element m in the output set M is a valid
mutex relation in any state reahed by the appliation of n ations (n  1).
Indution step (k = n + 1). Assume that there exists an element m in the output set M
that is not a valid mutex relation in a state S reahable by applying a sequene of n + 1
ations (beause the two fats f
1
and f
2
of m are both true in S), and let a
n+1
be the last
ation in this sequene. By the indutive assumption this an happen only if (i) f
1
and
f
2
are both positive eets of a
n+1
, or (ii) f
1
(f
2
) is an add-eet of a
n+1
, f
2
(f
1
) is not
deleted by a
n+1
, and f
2
(f
1
) is true in the state S
0
where a
n+1
is applied. Case (i) is ruled
out by steps 13{14 of ComputeMutexAtions. Regarding ase (ii), sine we are assuming
that S
0
is a reahable (onsistent) state where f
2
(f
1
) is true and a
n+1
an be applied, there
must exist no preondition p of a
n+1
that is mutex with f
2
(f
1
). Moreover, by the indutive
assumption (p; f
2
) ((p; f
1
)) annot belong to the output M -set { if some iteration of the
algorithm adds the potential mutex relation between p and f
2
(f
1
) to M , then it must be
the ase that it is then removed from M . It follows that, if some iteration adds (f
1
; f
2
) to
M , steps 16{18 will then remove it from M , ontrary to our assumption that m belongs to
the output M -set.
Termination of the two algorithms is guaranteed beause there is always a nite maxi-
mum number of dierent fats, ations and potential mutex relations. 2
Smith and Weld proposed the notion of \eternal mutex" (emutex) as a mutex relation
that persists for all time (Smith & Weld, 1999). Aording to their denition of emutex, our
persistent mutex relations between fats and between ations subsume theirs. Conerning
emutex relations between an ation and a fat, Smith and Weld onsider an ation a with
eet p emutex with a fat p, while we do not onsider a and no-op(p) persistently mutex.
Bonet and Gener (2001) proposed a method for deriving a set of mutex relations
between fats that has some similarities with ours. Both methods are based on hypothesizing
a set of pairs of mutex fats that are then possibly eliminated from the set aording to
ertain onditions on the preonditions and eets of the ations. However, there are also
some signiant dierenes. While Bonet and Gener ompute an initial large set M
0
of
andidate mutex pairs, and then prune it, ComputeMutexFats inrementally onstruts and
veries the set M through a forward proess. The onditions under whih a pair of fats is
inM
0
are dierent from the onditions used by ComputeMutexFats to reate M (espeially
the ondition in step 10). Moreover, our algorithm generates and tests the pairs of M
onsidering only appliable ations (i.e., ations with all preonditions in F

and with non-
mutex preonditions), while Bonet and Gener derive M
0
using every operator instane.
Finally, their paper does not ontain algorithmi details about the identiation of \bad
pairs" in M
0
, and there is no formal proof of orretness.
For problems involving a very high number of ations, preomputing mutex relations
ould be omputationally very expensive. In order to ope with these ases, the user of lpg
an set an option of the planner (lowmemory) for omputing the mutex relations between
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ations at searh time (while those between fats and between ations and no-ops are still
preomputed). Preproessing with lowmemory on beomes faster and requires muh less
memory, but eah searh step beomes slower. For this reason in the urrent version of
lpg this option is reommended only when the preomputation of mutex relations between
ations is prohibitive. This was never the ase for the test problems of the 3rd IPC designed
for the fully-automated planners, but for some of the problems designed for the hand-
oded planners, like those of the domain Satellite Hand-Coded, the use of this option
is neessary. Currently we are studying an alternative method for omputing (persistent)
mutex relations during searh based on the use of state invariants automatially derived
by existing domain analysis tools, suh as Disoplan (Gerevini & Shubert, 1998) or Tim
(Fox & Long, 1998a). A similar method has been proposed by Fox and Long (2000).
Finally, for domains involving numerial preonditions and eets, the set of mutex
relations between ations omputed by the algorithms of Figure 15 is extended using the
denition of mutex relations for numeri domains given by Fox and Long (2003).
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Appendix B: LPG and the SuperPlanner in the Time variant of the
ompetition domains
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Appendix C: Comparison of LPG-speed and the SuperPlanner
The following table shows the performane of lpg-speed and the SuperPlanner in every vari-
ant of every domain tested using our loal searh tehniques. The two systems are ompared
in terms of: number of problems solved (2nd and 3rd olumns); number of problems in whih
lpg-speed is faster/slower than the SuperPlanner (4th/6th olumns); number of problems
in whih lpg-speed is muh faster/slower than the SuperPlanner (5th/7th olumns). A
system was onsidered muh faster than the other one when the CPU-time required by the
rst was at least one order of magnitude lower than the seond. When a planner was not
able to nd a solution, the required CPU-time was onsidered innite.
Problems Problems LPG LPG muh LPG LPG muh
Domain solved solved by better then better then worse than worse than
by the Super- the Super- the Super- the Super- the Super-
LPG Planner Planner Planner Planner Planner
Strips
Depots 22 (100%) 22 (100%) 6 (27.3%) 0 (0%) 16 (72.7%) 5 (22.7%)
DriverLog 20 (100%) 15 (75%) 7 (35%) 5 (25%) 12 (60%) 1 (5%)
Rovers 20 (100%) 20 (100%) 4 (20%) 0 (0%) 14 (70%) 3 (15%)
Satellite 20 (100%) 20 (100%) 6 (30%) 1 (5%) 14 (70%) 2 (10%)
ZenoTravel 19 (95%) 20 (100%) 0 (0%) 0 (0%) 20 (100%) 12 (60%)
Total 99% 95.1% 22.5% 5.9% 74.5% 22.5%
Simple-time
Depots 21 (95.5%) 11 (50%) 18 (81.8%) 14 (63.6%) 3 (13.6%) 0 (0%)
DriverLog 18 (90%) 16 (80%) 15 (75%) 6 (30%) 3 (15%) 2 (10%)
Rovers 20 (100%) 10 (50%) 17 (85%) 12 (60%) 1 (5%) 1 (5%)
Satellite 20 (100%) 19 (95%) 18 (90%) 12 (60%) 1 (5%) 1 (5%)
ZenoTravel 19 (95%) 16 (80%) 18 (90%) 9 (45%) 1 (5%) 0 (0%)
Total 96% 70.6% 83.4% 51.9% 8.8% 3.9%
Time
Depots 20 (90.9%) 11 (50%) 14 (63.6%) 12 (54.5%) 6 (27.3%) 2 (9.1%)
DriverLog 18 (90%) 16 (80%) 17 (85%) 6 (30%) 0 (0%) 0 (0%)
Rovers 20 (100%) 12 (60%) 18 (90%) 13 (65%) 2 (10%) 1 (5%)
Satellite 20 (100%) 20 (100%) 19 (95%) 12 (60%) 1 (5%) 0 (0%)
ZenoTravel 19 (95%) 20 (100%) 15 (75%) 0 (0%) 5 (25%) 1 (5%)
Total 95.1% 77.5% 81.4% 42.1% 13.7% 3.9%
Numeri
Depots 21 (95.5%) 20 (90.9%) 8 (36.4%) 2 (9.1%) 12 (54.5%) 2 (9.1%)
DriverLog 18 (90%) 16 (80%) 7 (35%) 3 (15%) 10 (50%) 3 (15%)
Rovers 17 (85%) 9 (45%) 10 (50%) 8 (40%) 7 (35%) 3 (15%)
Satellite 12 (60%) 14 (70%) 2 (10%) 2 (10%) 14 (70%) 5 (25%)
ZenoTravel 20 (100%) 20 (100%) 0 (0%) 0 (0%) 20 (100%) 5 (25%)
Total 83.6% 77.4% 26.4% 14.7% 61.8% 17.6%
Complex
Satellite 20 (100%) 17 (85%) 19 (95%) 14 (70%) 1 (5%) 1 (5%)
Hard-numeri
DriverLog 20 (100%) 16 (80%) 12 (60%) 5 (25%) 8 (40%) 2 (10%)
Total 94.6% 80.3% 55.8% 30.3% 38.1% 11.6%
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Appendix D: Comparison of LPG-quality and the SuperPlanner
The following table shows the performane of lpg-quality and the SuperPlanner in every
variant of every domain tested using our loal searh tehniques. The two systems are
ompared in terms of: number of problems solved (2nd and 3rd olumns); number of
problems in whih the quality of the solution omputed by lpg is better/worse than the
solution omputed by the SuperPlanner (4th/6th olumns); number of problems in whih
the solution of lpg-quality is muh better/worse than the solution of the SuperPlanner
(5th/7th olumns). A solution  derived by a system is onsidered muh better than the
solution 
0
for the same problem derived by the other system if the quality of  is at least
twie as good as the quality of 
0
, or if  exists and 
0
does not exist (beause the system
ould not solve the orresponding problem). The quality of a plan is measured using the
plan metri indiated in the problem speiation, exept for the Strips problems, where
plan quality is dened as the number of ations. In all problems onsidered, the lower the
value of the metri expression, the better the plan is.
Problems Problems LPG LPG muh LPG LPG muh
Domain solved solved by better than better than worse than worse than
by the Super- the Super- the Super- the Super- the Super-
LPG Planner Planner Planner Planner Planner
STRIPS
Depots 22 (100%) 22 (100%) 12 (54.5%) 0 (0%) 4 (18.2%) 0 (0%)
DriverLog 20 (100%) 15 (75%) 14 (70%) 5 (25%) 0 (0%) 0 (0%)
Rovers 20 (100%) 20 (100%) 9 (45%) 0 (0%) 1 (5%) 0 (0%)
Satellite 20 (100%) 20 (100%) 13 (65%) 0 (0%) 0 (0%) 0 (0%)
ZenoTravel 19 (95%) 20 (100%) 3 (15%) 0 (0%) 9 (45%) 1 (5%)
Total 99% 95.1% 50% 4.9% 13.7% 0.9%
Simple-time
Depots 21 (95.5%) 11 (50%) 19 (86.4%) 11 (50%) 1 (4.5%) 0 (0%)
DriverLog 18 (90%) 16 (80%) 17 (85%) 3 (15%) 1 (5%) 0 (0%)
Rovers 20 (100%) 10 (50%) 20 (100%) 10 (50%) 0 (0%) 0 (0%)
Satellite 20 (100%) 19 (95%) 20 (100%) 7 (35%) 0 (0%) 0 (0%)
ZenoTravel 19 (95%) 16 (80%) 17 (85%) 3 (15%) 2 (10%) 0 (0%)
Total 96% 70.6% 91.2% 33.3% 3.9% 0%
Time
Depots 20 (90.9%) 11 (50%) 17 (77.3%) 9 (40.9%) 2 (9.1%) 0 (0%)
DriverLog 18 (90%) 16 (80%) 17 (85%) 4 (20%) 1 (5%) 0 (0%)
Rovers 20 (100%) 12 (60%) 18 (90%) 8 (40%) 2 (10%) 0 (0%)
Satellite 20 (100%) 20 (100%) 20 (100%) 5 (25%) 0 (0%) 0 (0%)
ZenoTravel 19 (95%) 20 (100%) 11 (55%) 0 (0%) 9 (45%) 3 (15%)
Total 95.1% 77.4% 81.4% 25.5% 13.7% 2.9%
Numeri
Depots 21 (95.5%) 20 (90.9%) 10 (45.5%) 1 (4.5%) 8 (36.4%) 1 (4.5%)
DriverLog 18 (90%) 16 (80%) 15 (75%) 2 (10%) 0 (0%) 0 (0%)
Rovers 17 (85%) 9 (45%) 8 (40%) 8 (40%) 0 (0%) 0 (0%)
Satellite 12 (60%) 14 (70%) 12 (60%) 7 (35%) 4 (20%) 4 (20%)
ZenoTravel 20 (100%) 20 (100%) 9 (45%) 1 (5%) 6 (30%) 3 (15%)
Total 86.3% 77.4% 52.9% 18.6% 17.6% 7.8%
Complex
Satellite 20 (100%) 17 (85%) 19 (95%) 9 (45%) 1 (5%) 0 (0%)
Hard-numeri
DriverLog 20 (100%) 16 (80%) 18 (90%) 5 (25%) 1 (5%) 0 (0%)
Total 94.6% 80.3% 71% 21.9% 11.6% 2.7%
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