areas. Analyses employing a mixed model are widely used as this provides a flexible framework 8 to account for systematic differences and covariances due to other sources, such as population When fitting the full model, we can partition the pertaining MME into a small part due SNP effects to solve the MME:
with R = Var(e) and G = Var(u) the covariance matrices among residuals and random effects,
34
respectively. For clarity of presentation, rewrite (Eq. 2) as
with C 11 of size n 1 × n 1 denoting the part of the coefficient matrix which is constant and r 1 the 36 pertaining vector of right hand sides, C k 22 , of size n 2 × n 2 , and r 
With n 2 small, inversion of the coefficient matrix and direct solution of (Eq. 4) is undemanding.
40
While C −1 11 remains constant and thus only needs to be computed the once, computations for the 41 inversion are proportional to n 3 1 and thus can be non-trivial for large n 1 . Fortunately, we can obtain
denote the Cholesky factor of the coefficient matrix in (Eq. 3) with
This suggests that estimatesŝ k for k = 1, . . . , K can be obtained efficiently by splitting computa-46 tions as follows.
47
To be performed once:
48
• Set up C 11 and r 1 , i.e. the MME omitting SNP effects.
49
• Perform the Cholesky factorization of C 11 to obtain L 11 .
50
• Determinet 1 as solution to L 11t 1 = r 1 . With L 11 triangular, this involves forward substitution
for r i andt i the i−th element of r 1 andt 1 and i j the i j−th element of L 11 .
53
To be performed for each set of SNPs:
54
• Determine parts of the MME specific to the k−th analysis, C in (Eq. 3) after rows 1 to n 1 have been processed.
• 'Complete' the factorization steps for the bottom n 2 rows by first processing columns 1 to n 1 
