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Varjatud Markovi va¨lja mudelid puudel
Varjatud Markovi va¨lja mudel on statistiline mudel, millel on kaks komponenti:
vaatlused ja vaatluseid genereeriv juhuslik protsess, mis on tegeliku huvi objekt,
aga mis ise ei ole vaadeldav. Kui see varjatud juhuslik protsess on Markovi ahel,
siis tulemus on varjatud Markovi mudel, mida on ohtralt uuritud ja rakendatud.
Andmete struktuur on tihti keerulisem kui jada – na¨iteks pikslid moodustavad pildil
vo˜re. Puudel on aga eelis u¨ldisemate graafide ees, sest puukujulise varjatud kihi
korral on vo˜imalik mitmeid vajalikke arvutusi teha kiiresti ja ta¨pselt.
Ka¨esoleva to¨o¨ eesma¨rk on varjatud Markovi mudelite segmenteerimisteooria
u¨ldistamine teistele varjatud Markovi va¨lja mudelitele, eelko˜ige puudel defineeritud
mudelitele. To¨o¨ esimeses pooles on esitatud u¨levaade Markovi va¨ljadest ja definee-
ritud varjatud Markovi va¨lja mudel. To¨o¨ teises pooles on esitatud varjatud Markovi
mudelite hu¨briidriski, vastavaid parimaid joondusi arvutava algoritmi ja k-bloki ris-
ki u¨ldistused puudele. Hu¨briidriski va¨a¨rtus seisneb konkreetse headuse kriteeriumi
paikaseadmises, mis vo˜imaldab u¨hendada keskmiselt ko˜ige va¨hem vigu tegev klassi-
fitseerija ja ko˜ige suurema to˜epa¨raga tulemusi andev klassifitseerija u¨htsesse, heade
omadustega klassifitseerijate peresse, mille seast on vo˜imalik valida sobiv kompro-
miss to˜epa¨ra ja ta¨psuse vahel. Samuti on esitatud Baum-Welchi algoritmi vahetu
u¨ldistus puudele, millega saab hinnata mudeli parameetreid. Hu¨briidalgoritmi to¨o¨
tulemusi ja nende ta¨psust on illustreeritud simulatsioonidega.
Ma¨rkso˜nad: Markovi ahelad, varitunnuste analu¨u¨s
Hidden Markov tree models
Hidden Markov random field model is a statistical model that has two compo-
nents: observations and a random process of actual interest which generates observa-
tions, yet is unobservable. If the hidden random process is a Markov chain, then we
have a hidden Markov model, which is extensively studied and applied. The structu-
re of the data is often more complex than just a sequence – e.g., pixels of an image
form a lattice. Trees have an advantage of computational kind over more general
graphs, since many necessary calculations are fast and accurate, if the hidden layer
has a tree structure.
Hereby we aim to generalise the theory of segmentation of hidden Markov models
to other hidden Markov random field models, especially hidden Markov tree models.
An overview of hidden Markov random fields is presented and hidden Markov ran-
dom field model is defined in the first half of the thesis. In the second half, combined
risks, an algorithm to implement corresponding decoders and k-block risks of hidden
Markov models are generalised to trees. Combined risk sets a criterion of goodness
that allows uniting the most accurate classifier and the classifier that returns results
of highest likelihood to form a single family of hybrid decoders with nice properties,
from which the desired compromise between accuracy and likelihood can be chosen.
A straightforward generalisation of Baum-Welch algorithm is also presented to es-
timate model parameters. Hybrid decoders are illustrated by simulations.
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Sissejuhatus
Varjatud Markovi va¨lja mudel on statistiline mudel, millel on kaks komponenti:
vaatlused ja vaatluseid genereeriv juhuslik protsess. Tegeliku huvi objekt on see vii-
mane, mis aga ise ei ole vaadeldav. Kui varjatud juhuslik protsess on Markovi ahel,
siis tulemus on varjatud Markovi mudel. Varjatud Markovi mudeleid on ohtralt
uuritud ja rakendatud, na¨iteks (automaatses) ko˜netuvastuses heli po˜hjal so˜nade a¨ra
arvamiseks ja molekulaarbioloogias DNA ja¨rjestuse po˜hjal erinevate funktsionaalse-
te piirkondade leidmiseks. Andmete struktuur vo˜ib aga olla keerulisem kui lihtne
ja¨rjestus – na¨iteks fu¨logeneetilistes uuringutes paiknevad vaatlused fu¨logeneesipuu
tippudes ja piltidega tegeledes moodustavad vaatlused (pikslid) lausa vo˜re. Puud on
siiski ahvatlevamad kui u¨ldised graafid, sest puukujulise so˜ltuvusstruktuuriga and-
mete korral on vo˜imalik mitmeid vajalikke arvutusi teha kiiresti ja ta¨pselt. Seeto˜ttu
vo˜ib o˜nnestuda puudega edukalt la¨hendada ka keerulisematel graafidel antud mude-
leid.
Peamised rakendused varjatud Markovi (va¨lja) mudelitele seisnevad varjatud kihi
oleku a¨ra arvamises vo˜i mudeli parameetrite hindamises. U¨lesande lihtsustamiseks
eeldataksegi, et varjatud kiht on Markovi omadusega – piiri fikseerimisel on u¨hel
pool piiri toimuv tegevus so˜ltumatu teisel pool piiri toimuvast. Selgub, et selle idee
ta¨pseks va¨ljendamiseks on mitmeid veidi erinevaid vo˜imalusi. Samuti on mitmeid
erinevaid vo˜imalusi varjatud kihi oleku prognoosimiseks. Na¨iteks kuuleme lauset
poolvo˜o˜ras keeles, ja u¨ritame aru saada, mida o¨eldi. U¨ks a¨a¨rmuslik meetod on iga
u¨ksiku ha¨a¨liku juures mo˜istatada, et mis ta¨ht see vo˜is olla, ja seeja¨rel koostada lause
no˜nda va¨lja pakutud ta¨htedest. Arvatavasti saame paljudele ta¨htedele pihta, kuid
va¨lja vo˜ib tulla ka vale ortograafiaga so˜nu vo˜i hoopis selliseid, mida pole olemas.
Teine a¨a¨rmus on korraga meeles hoida kogu kuuldud lauset ja lasta peas u¨kshaaval
la¨bi ko˜iki vo˜imalikke korrektseid lauseid selles keeles, proovides aru saada, mida
ko˜ige to˜ena¨olisemalt vo˜idi o¨elda. Tulemus on (meie keeleteadmiste piires) korrekt-
ne lause, kuid vo˜ime mo˜ne haruldasema va¨ljendi segi ajada kliˇseega. Nende kahe
a¨a¨rmuse vahel on kompromiss: proovida aru saada so˜nadest ehk ta¨htede blokkidest.
Analoogiline idee on varjatud Markovi mudelite jaoks formuleeritud, u¨ldistame selle
ka puudel antud varjatud Markovi va¨lja mudelitele.
Ka¨esoleva to¨o¨ eesma¨rk on varjatud Markovi mudelite segmenteerimisteooria
u¨ldistamine teistele varjatud Markovi va¨lja mudelitele, eelko˜ige puudel defineeritud
mudelitele.
Esimeses peatu¨kis antakse u¨levaade Markovi va¨ljadest ja teistest la¨hedastest
struktuuridest ning asjassepuutuvatest omadustest. Po˜hita¨helepanu on suunatud
puudel defineeritud Markovi va¨ljadele. Teises peatu¨kis defineeritakse varjatud Mar-
kovi va¨lja mudel no˜nda, et see oleks varjatud Markovi mudeli u¨ldistus. Kolmandas
peatu¨kis tuuakse sisse po˜himo˜isteid tehiso˜ppe valdkonnast ja defineeritakse u¨ldiseid
riskifunktsioone varjatud Markovi va¨ljade segmenteerimiseks. Neljandas peatu¨kis
u¨ldistatakse varjatud Markovi mudelite kontekstis va¨lja to¨o¨tatud hu¨briidklassifitseerijate
pere puudele ja esitatakse vastavaid parimaid joonduseid arvutav algoritm. Kui-
gi varjatud Markovi mudelite korral on hu¨briidklassifitseerijate to˜lgendamiseks u¨ks
vo˜tmeidee, siis puude jaoks on see u¨ldistuv mitmes suunas. Viiendas peatu¨kis esita-
takse varjatud Markovi mudeli parameetrite hindamiseks kasutatava Baum-Welchi




Kui eesma¨rgiks on uurida juhuslikku vektorit, aga ei ole oskusi, tahtmist vo˜i
viitsimist vo˜tta arvesse ko˜iki vo˜imalikke so˜ltuvusstruktuure vektori komponentide
vahel, tuleb teha lihtsustusi. Vo˜ime ette kujutada, et vektori komponentideks olevad
juhuslikud suurused paiknevad ruumis na¨iteks nagu pikslid ekraanil. Sel juhul saame
ette kujutada iga piksliga ku¨lgnevaid piksleid ehk tema naabreid. Lihtsustus, millega
ka¨esolevas peatu¨kis tutvume, seisneb sisuliselt ja¨rgnevas: piksli va¨rv so˜ltub vahetult
vaid naaberpikslite va¨rvist, mitte u¨leja¨a¨nud ekraani seisundist.
Ta¨psemalt, olgu I lo˜plik indeksite hulk, milles on n elementi. Kui pole teisiti
o¨eldud, siis I := {1, 2, . . . , n}.
Definitsioon 1 (Bremaud, 1999 lk 254). Hulga I osahulkade su¨steemi N = {Nu}u∈I
nimetame naabruskondade su¨steemiks hulgal I, kui iga u ∈ I korral kehtib
1. u 6∈ Nu ja
2. u ∈ Nv ⇒ v ∈ Nu.
Olukorras u ∈ Nv u¨tleme, et element u on naaber elemendile v.
Naabruskondade su¨steemi hulgal I saame kujutada graafina, kus tippude u, v ∈
I vahel on serv parajasti siis, kui need tipud on vastastikused naabrid (eelneva
definitsiooni teise no˜ude to˜ttu on naabrussuhe vastastikune). Sellest inspireerituna
suhtume paari (I,N) kui graafi tippude hulgaga I ja servade hulgaga, mille ma¨a¨rab
naabruskondade su¨steem N .
Olgu S¯ := (Su)u∈I juhuslik vektor, Su, u ∈ I olgu diskreetsed juhuslikud suurused,
millel on lo˜plik hulk vo˜imalikke va¨a¨rtuseid, mis sisalduvad hulgas K := {1, 2, . . . , k}.
Hulka K nimetame vahel seisundite ruumiks ja tema elemente seisunditeks. Iga
mittetu¨hja J ⊂ I korral ta¨histame S¯J := (Su)u∈J , juhusliku vektori S¯J mingit
realisatsiooni ta¨histame s¯J ja nimetame (seisundite) konfiguratsiooniks.
Definitsioon 2 (Bremaud, 1999 lk 254 ja¨rgi). Juhuslikku vektorit S¯ = (Su)u∈I
nimetatakse (juhuslikuks) Markovi va¨ljaks naabruskondade su¨steemi N suhtes vo˜i
graafil (I,N), kui iga u ∈ I korral kehtib
P(Su = su | S¯I\{u} = s¯I\{u}) = P(Su = su | S¯Nu = s¯Nu),
kui vaid need tinglikud to˜ena¨osused on defineeritud.
Anname kohe ka alternatiivse definitsiooni la¨bi tingliku so˜ltumatuse mo˜iste.
Definitsioon 3 (Bremaud, 1999 lk 11 ja¨rgi). Olgu X, Y ja Z diskreetsed juhuslikud
vektorid, mis vo˜tavad va¨a¨rtusi vastavalt hulkades X , Y ja Z. U¨tleme, et juhuslikud
vektorid X ja Y on tinglikud so˜ltumatud, kui Z on fikseeritud, kirjutame X ⊥ Y | Z,
kui iga (x, y, z) ∈ X × Y × Z korral kehtib
P(X = x, Y = y | Z = z) = P(X = x | Z = z)P(Y = y | Z = z),
kui vaid P(Z = z) > 0.
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Va¨ide 1 (Bremaud, 1999 lk 12 ja¨rgi). Olgu X, Y ja Z diskreetsed juhuslikud vekto-
rid, mis vo˜tavad va¨a¨rtuseid hulkades vastavalt X , Y ja Z. Olgu Y∗ := {y ∈ Y : P(Y = y) > 0}.
Kui leidub mingi funktsioon g : X × Y∗ → [0, 1], nii et iga (x, y, z) ∈ X × Y∗ × Z
korral
P(X = x | Z = z, Y = y) = g(x, y),
kui vaid P(Z = z, Y = y) > 0, siis iga (x, y) ∈ X×Y∗ korral g(x, y) = P(X = x | Y = y)
ja juhuslikud vektorid X ja Z on tinglikud so˜ltumatud, tingimusel et Y on fikseeri-
tud.
To˜estus. To˜estuse leiab raamatust Bremaud (1999) lk 12.
Va¨ide 2. Olgu S¯ = (Su)u∈I diskreetne juhuslik vektor, mis vo˜tab va¨a¨rtusi hulgas
Kn. Juhuslik vektor S¯ on Markovi va¨li graafil (I,N) parajasti siis, kui iga u ∈ I
korral Su ⊥ S¯(I\Nu)\u | S¯Nu .
To˜estus. Otsene ja¨reldus va¨itest 1, kui iga u korral vo˜tta X = Su, Y = S¯Nu ja
Z = S¯(I\Nu)\u.
Na¨eme, et suvaline diskreetne juhuslik vektor on Markovi va¨li sellise naabruskon-
dade su¨steemi suhtes, mis ma¨a¨rab iga indeksi naabriteks ko˜ik u¨leja¨a¨nud indeksid.
Huvi pakuvad pigem va¨ikeste naabruskondadega Markovi va¨ljad.
Na¨ide 1 (Markovi ahel kui Markovi va¨li). Olgu {Xi}i∈I diskreetse ajaga Markovi
ahel ehk
P(Xi = ki | X1 = k1, X2 = k2, . . . , Xi−1 = ki−1) = P(Xi = ki | Xi−1 = ki−1), i ∈ I\{1}.
Definitsioon u¨tleb otseso˜nu, et ka¨esolev seisund so˜ltub kogu minevikust vaid eelneva
seisundi kaudu. Midagi sarnast oleks vaja saada ka tuleviku kohta.
Paneme ta¨hele, et kehtib
P(Xi+1 = ki+1 | Xi = ki, Xi−1 = ki−1) = P(Xi+1 = ki+1 | Xi = ki),
kui i ∈ {2, 3, . . . , n− 1} (formaalne to˜estus allpool, va¨ide 6). Ja¨relikult
P(Xi+1 = ki+1 | Xi = ki)P(Xi = ki | Xi−1 = ki−1)
=P(Xi+1 = ki+1 | Xi = ki, Xi−1 = ki−1)P(Xi = ki | Xi−1 = ki−1)
=P(Xi = ki, Xi+1 = ki+1 | Xi−1 = ki−1). (1)
Lu¨hiduse mo˜ttes ta¨histame juhuslikku vektorit (Xi, Xi+1, . . . , Xj) =: X
j
i ja seisundi-
te vektorit (ki, ki+1, . . . , kj) =: k
j
i , kui i 6 j. Paneme ta¨hele, et ketireegli ja Markovi
ahela definitsiooni to˜ttu kehtib iga i ∈ I \ {1} korral
P(Xni = k
n
i | X i−11 = ki−11 ) =
n∏
j=i




P(Xj = kj | Xj−1 = kj−1). (2)
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Hulgas I valime va¨lja osahulgad N1 := {2},Nn := {n−1} ja iga i ∈ {2, 3, . . . , n−1}
korral Ni := {i − 1, i + 1}. Na¨ha on, et N := {Ni}i∈I moodustab naabruskondade
su¨steemi hulgal I.
Kontrollime nu¨u¨d Markovi va¨lja definitsiooni 2 no˜ude ta¨idetust.
Kui i ∈ {2, 3, . . . , n− 1}, siis
P(Xi = ki | X i−11 = ki−11 , Xni+1 = kni+1)
=




i+1 | X i−11 = ki−11 )∑
l








P(Xj = kj | Xj−1 = kj−1)
∑
l
P(Xi = l | Xi−1 = ki−1)P(Xi+1 = ki+1 | Xi = l)
n∏
j=i+2
P(Xj = kj | Xj−1 = kj−1)
=
P(Xi = ki | Xi−1 = ki−1)P(Xi+1 = ki+1 | Xi = ki)∑
l
P(Xi = l | Xi−1 = ki−1)P(Xi+1 = ki+1 | Xi = l)
=
P(Xi+1 = ki+1, Xi = ki | Xi−1 = ki−1)∑
l
P(Xi+1 = ki+1, Xi = l | Xi−1 = ki−1)
=
P(Xi+1 = ki+1, Xi = ki | Xi−1 = ki−1)
P(Xi+1 = ki+1 | Xi−1 = ki−1)
=P(Xi = ki | Xi+1 = ki+1, Xi−1 = ki−1).
Teine vo˜rdus tuleneb vo˜rdusest 2 ja neljas tuleneb vo˜rdusest 1.
Kui i = 1, siis
P(X1 = k1 | Xn2 = kn2 ) =
P(Xn2 = k
n







P(Xj = kj | Xj−1 = kj−1)P(X1 = k1)
n∏
j=3
P(Xj = kj | Xj−1 = kj−1)P(X2 = k2)
=
P(X2 = k2 | X1 = k1)P(X1 = k1)
P(X2 = k2)
=P(X1 = k1 | X2 = k2).
Esimene ja viimane vo˜rdus tulevad Bayesi valemist, teine vo˜rdusest 2.
Kui i = n, siis Markovi va¨lja definitsiooni no˜ue on ta¨idetud otse Markovi ahela
definitsiooni to˜ttu. Ja¨relikult Markovi ahel on Markovi va¨li ahelakujulise naabrus-
kondade su¨steemi suhtes.
U¨ldiselt vastupidine ei kehti: ahelakujulisel graafil defineeritud Markovi va¨li ei
tarvitse olla Markovi ahel.
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Na¨ide 2 (Ahelal defineeritud Markovi va¨li, mis pole Markovi ahel, Zachary, 1981
lk 35). Olgu I = {1, 2, 3, 4, 5}, K = {0, 1}, ja S¯ = (Su)u∈I juhuslik vektor, mis
vo˜tab va¨a¨rtusi hulgas K5. Ma¨a¨rame naabriteks sellised hulga I elemendid, mille vahe
absoluutva¨a¨rtus on 1 – nii saamegi ahela 1–2–3–4–5. Olgu vektori S¯ jaotus selline,
et P(S¯ = (0, 0, 0, 0, 0)) = P(S¯ = (1, 1, 0, 1, 1)) = 0.5 ja ko˜igi u¨leja¨a¨nud seisundite
to˜ena¨osused olgu nullid. Veendume, et S¯ on Markovi va¨li. Selleks rehkendame va¨lja
vajalikud tinglikud to˜ena¨osused, kui vaid need on defineeritud.
1 =P(S1 = 0 | S2 = 0, S3 = 0, S4 = 0, S5 = 0) = P(S1 = 0 | S2 = 0),
0 =P(S1 = 0 | S2 = 1, S3 = 0, S4 = 1, S5 = 1) = P(S1 = 0 | S2 = 1),
1 =P(S2 = 0 | S1 = 0, S3 = 0, S4 = 0, S5 = 0) = P(S2 = 0 | S1 = 0, S3 = 0),
0 =P(S2 = 0 | S1 = 1, S3 = 0, S4 = 1, S5 = 1) = P(S2 = 0 | S1 = 1, S3 = 0),
1 =P(S3 = 0 | S1 = 0, S2 = 0, S4 = 0, S5 = 0) = P(S3 = 0 | S2 = 0, S4 = 0),
1 =P(S3 = 0 | S1 = 1, S2 = 1, S4 = 1, S5 = 1) = P(S3 = 0 | S2 = 1, S4 = 1),
1 =P(S4 = 0 | S1 = 0, S2 = 0, S3 = 0, S5 = 0) = P(S4 = 0 | S3 = 0, S5 = 0),
0 =P(S4 = 0 | S1 = 1, S2 = 1, S3 = 0, S5 = 1) = P(S4 = 0 | S3 = 1, S5 = 1),
1 =P(S5 = 0 | S1 = 0, S2 = 0, S3 = 0, S4 = 0) = P(S5 = 0 | S4 = 0),
0 =P(S5 = 0 | S1 = 1, S2 = 1, S3 = 0, S4 = 1) = P(S5 = 0 | S4 = 1).
Ei ole tarvis vaadata su¨ndmuste {Su = 1} tinglikke to˜ena¨osusi, sest et need on
ma¨a¨ratud su¨ndmuste {Su = 0} vastavate tinglike to˜ena¨osustega.
Ku¨ll aga
P(S4 = 1 | S3 = 0, S2 = 0, S1 = 0) = 0 6= P(S4 = 1 | S3 = 0, S2 = 1, S1 = 1) = 1,
ja¨relikult ei ole tegu Markovi ahelaga.
Mo˜nevo˜rra keerukama kontrana¨ite on teinud Cox (1977).
Nii ka¨esolevas to¨o¨s kui ka mo˜nel pool mujal (na¨iteks Bremaud, 1999) oleme Mar-
kovi va¨lja defineerinud nii-o¨elda lokaalse Markovi omaduse kaudu, no˜udes, et iga
u¨ksik komponent vektoris S¯ oleks u¨leja¨a¨nud vektorist tinglikult so˜ltumatu, tingimu-
sel et selle u¨ksiku komponendi naabrid on fikseeritud. Markovi va¨lja on vo˜imalik
defineerida ka teisiti (na¨iteks Grimmett, 2010), no˜udes eeltoodule midagi sarnast
ko˜igi mittetu¨hjade vektori S¯ osavektorite kohta.
Definitsioon 4 (globaalne Markovi omadus, Grimmett, 2010 lk 144 ja¨rgi). Olgu
antud graaf (I,N) ja juhuslik vektor S¯ = (Su)u∈I . U¨tleme, et juhuslik vektor S¯ (vo˜i
selle vektori jaotus) rahuldab globaalset Markovi omadust, kui iga mittetu¨hja J ⊂ I
korral kehtib








nimetame hulga J naabruskonnaks.
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Globaalne Markovi omadus on tugevam kui lokaalne Markovi omadus. Sellele
asjaolule tuginebki na¨idete 1 ja 2 vo˜imalikkus. Nimelt on ahelate (ja, nagu hiljem
na¨eme, ka puude) korral lokaalsel ja globaalsel Markovi omadusel ilus alternatiivne
to˜lgendus. Lokaalne Markovi omadus on sisuliselt kahepoolne, sest fikseerida tuleb
nii eelnev kui ka ja¨rgnev naaber, et vaadeldav ahela komponent oleks so˜ltumatu
u¨leja¨a¨nud minevikust ja tulevikust. Tuleb va¨lja, et globaalne Markovi omadus on
selles mo˜ttes u¨hepoolne ehk samava¨a¨rne no˜udega, et ahela iga komponent oleks
tinglikult so˜ltumatu minevikust, tingimusel et vahetult eelnev naaber on fikseeritud
(vaata va¨idet 5). Seega Markovi ahel rahuldab kindlasti globaalset Markovi oma-
dust ja selles seisnebki Markovi ahela ja ahelal antud u¨ldise Markovi va¨lja erinevus.
Po˜hjaliku arutelu u¨hepoolse (globaalse) ja kahepoolse (lokaalse) Markovi omaduse
omavahelistest suhetest vo˜ib leida raamatu Georgii (2011) peatu¨kkidest 10, 11 ja
12.
1.2 Gibbsi jaotus
Statistilisest fu¨u¨sikast on pa¨rit veel u¨ks lihtsustav eeldus juhusliku vektori jao-
tuse kohta. Kui tegu on va¨ga paljudest so˜ltuvatest u¨ksikkomponentidest koosne-
va su¨steemiga, siis ja¨llegi tundub ahvatlev kirjeldada kogu su¨steemi ka¨itumist vaid
lokaalsete mo˜jude kaudu. Fu¨u¨sikas on vo˜etud esmapilgul teistsugune la¨henemine
ja avaldatud huvipakkuva vektori S¯ to˜ena¨osusfunktsioon korrutisena u¨le teatavate
naabruskondade.
Definitsioon 5 (Bremaud, 1999 lk 256). Fikseerime graafi (I,N). Mittetu¨hja osa-
hulka C ⊂ I nimetame klikiks, kui ko˜ik elemendid hulgas C on vastastikused naabrid.
Lisaks nimetame klikkideks ko˜iki u¨heelemendilisi osahulki hulgas I.
Definitsioon 6 (Bremaud, 1999 lk 257 ja¨rgi). Olgu X ⊂ Rd ja olgu antud funkt-
sioonide kogum VC : X n → R ∪ {−∞}, C ⊂ I. Nimetame seda kogumit Gibbsi
potentsiaaliks hulgal X n graafi (I,N) suhtes, kui
1. VC on konstantselt null, kui C pole klikk, ja
2. iga s¯, z¯ ∈ X n ja iga C ⊂ I korral kehtib
(s¯C = z¯C)⇒ (VC(s¯) = VC(z¯)) .
Eeltoodud tingimuste mo˜te on lasta Gibbsi potentsiaalil so˜ltuda ainult klikkidest,
lubades neil funktsioonidel siiski formaalselt omada sama ma¨a¨ramispiirkonda ja olla
defineeritud ko˜igi I osahulkade jaoks. Siiski on iga C ⊂ I korral selge ka kirjapildi
VC(s¯C) ta¨hendus.
Definitsioon 7 (Bremaud, 1999 lk 257). Olgu S¯ = (Su)u∈I juhuslik vektor, mis
vo˜tab va¨a¨rtusi hulgas X n. Olgu VC , C ⊂ I, Gibbsi potentsiaal hulgal X n graafi
(I,N) suhtes. Vektori S¯ jaotust nimetame Gibbsi jaotuseks, kui selle tihedus- vo˜i
to˜ena¨osusfunktsioon p avaldub kujul







iga s¯ ∈ X n korral. Kokkuleppeliselt exp(−∞) := 0.
Ka¨esolevas peatu¨kis pakub huvi otseloomulikult erijuht, kus S¯ on hulgas Kn
va¨a¨rtuseid vo˜ttev diskreetne juhuslik vektor, seega X = K ja p(s¯) = P(S¯ = s¯).
Fu¨u¨sikalisest sisust tingituna tuuakse funktsioonidest VC summa ette va¨lja mii-
nusma¨rk ja positiivne konstant, mida to˜lgendatakse kui temperatuuri T po¨o¨rdva¨a¨rtust.
Summat U(s¯) nimetatakse sel juhul seisundite konfiguratsiooni s¯ energiaks. Avaldi-
sest







na¨eme, et mida ko˜rgem on konfiguratsiooni s¯ energia, seda madalam on selle esine-
mise to˜ena¨osus. Samuti, mida ko˜rgem on temperatuur, seda va¨hem loeb erinevate
konfiguratsioonide erinev energia, kuni piirjuhul T → ∞ on ko˜ik konfiguratsioonid
vo˜rdse to˜ena¨osusega (so˜ltumata nende energiast).
Na¨ide 3 (Gibbsi jaotuse kuju lihtsustatud po˜hjendus Grimmett, 2010 lk 145 ja¨rgi).
Oletame, et igal seisundite konfiguratsioonil s¯ on energia U(s¯) ja su¨steemi S¯ kesk-
mine energia E :=
∑
S¯ U(s¯)P(S¯ = s¯) on fikseeritud. Lu¨hiduse mo˜ttes ta¨histame siin






Leiame avaldise pi(s¯) jaoks Lagrange’i ma¨a¨ramata kordajate meetodil. Lagrange’i
funktsioon on














L((pi(s¯))s¯, β) =− 1− lnpi(s¯)− βU(s¯)pi(s¯)− λ = 0
⇒ lnpi(s¯) = −βU(s¯)− 1− λ
⇒pi(s¯) ∝ e−βU(s¯).
Tegu on maksimumiga, sest funktsioon H kui vektori (pi(s¯))s¯ funktsioon on no˜gus.
Ja¨relikult Gibbsi jaotus on see jaotus, mis maksimiseerib konfiguratsioonide jaotuse
entroopiat, tingimusel et keskmine energia on fikseeritud.
Osutub, et (teatud tu¨u¨pi) Gibbsi jaotuste ja Markovi va¨ljade vahel on u¨ks-u¨hene
vastavus. Selline Markovi va¨li S¯, mille ko˜ik konfiguratsioonid s¯ ∈ Kn on vo˜imalikud,
on u¨htlasi ka Gibbsi jaotus. Ko˜igi konfiguratsioonide vo˜imalikkuse no˜uet annab for-
maalselt veidi leevendada no˜udeks, mida nimetatakse positiivsuse tingimuseks.
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Definitsioon 8 (Robert ja Casella, 1999 lk 294). U¨tleme, et diskreetne juhuslik
vektor S¯ = (Su)u∈I , mis vo˜tab va¨a¨rtusi hulgas Kn, rahuldab positiivsuse tingimust,
kui iga s¯ = (su)u∈I ∈ Kn korral kehtib
(P(Su = su) > 0 ∀u ∈ I)⇒ P(S¯ = s¯) > 0.
Sisuliselt no˜uab positiivsuse tingimus, et u¨kski juhuslike suuruste vaheline “in-
teraktsioon” ei tohi olla pa¨ris vo˜imatu. Ainus vo˜imalus selleks, et konfiguratsioo-
ni s¯ to˜ena¨osus oleks null, on see, kui tema mingi u¨ksiku komponendi marginaalne
to˜ena¨osus on null. Alternatiivselt vo˜ime mo˜elda, et positiivsuse tingimus sisuliselt
siiski no˜uab ko˜igile seisunditele rangelt positiivset to˜ena¨osust, kuid vo˜imaldab for-
maalselt vaadelda u¨hte ja sedasama seisundite ruumi K ko˜igi S¯ komponentide jaoks.
U¨helt poolt, olgu juhuslik vektor S¯ = (Su)u∈I selline, et iga u ∈ I korral juhusliku
suuruse Su seisundite ruum on Ku ja iga s¯ ∈ K∗ := K1 × K2 × . . . × Kn korral
P(S¯ = s¯) > 0. Vo˜ime ko˜igi juhuslike suuruste Su, u ∈ I, u¨hise seisundite ruumi-
na ka¨sitleda hulka K := ∪u∈IKu ja sel juhul juhuslik vektor S¯ konfiguratsioonide
hulgaga Kn rahuldab positiivsuse tingimust: fikseerime s¯ ∈ Kn, siis
P(Su = su) > 0 ∀u ∈ I ⇒ su ∈ Ku ∀u ∈ I ⇒ P(S¯ = s¯) > 0.
Teiselt poolt, olgu antud positiivsuse tingimust rahuldav vektor S¯ = (Su)u∈I konfigu-
ratsioonide hulgaga Kn. Moodustame hulgad Ku := {j ∈ K : P(Su = j) > 0},u ∈ I,
ja K∗ := K1 ×K2 × . . .×Kn ⊂ Kn. Paneme ta¨hele, et
s¯ ∈ K∗ ⇒ P(Su = su) > 0∀u ∈ I ⇒ P(S¯ = s¯) > 0
ja
s¯ ∈ Kn \K∗ ⇒ ∃u ∈ I : P(Su = su) = 0⇒ P(S¯ = s¯) = 0.
Va¨ide 3 (Hammersley-Cliffordi teoreem Bremaud, 1999 lk 260 ja 262 ja¨rgi). Olgu
S¯ = (Su)u∈I diskreetne juhuslik vektor, mis vo˜tab va¨a¨rtusi hulgas Kn. Kui vektor
S¯ on Gibbsi jaotusega mingi hulgal Kn ja graafil (I,N) antud Gibbsi potentsiaali
{VC}C⊂I suhtes, siis vektor S¯ on Markovi va¨li graafil (I,N), kusjuures iga u ∈ I ja
iga s¯ ∈ Kn korral kehtib











VC(s¯I\u, su = j)
) .
Teistpidi, kui vektor S¯ on positiivsuse tingimust rahuldav Markovi va¨li graafil (I,N),
siis S¯ on Gibbsi jaotusega mingi graafil (I,N) ja hulgal Kn antud Gibbsi potentsiaali
suhtes.
Positiivsuse tingimus on oluline, sest et vastasel korral ei pruugi olla vo˜imalik
isegi neljatipulisel graafil antud kahe-elemendilise seisundite ruumiga Markovi va¨lja
to˜ena¨osusfunktsiooni tegurdada.
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Tabel 1: Vektori S¯ jaotus na¨ites 4.
s1 s2 s3 s4 to˜ena¨osus s1 s2 s3 s4 to˜ena¨osus
0 0 0 0 8−1 0 1 0 0 0
1 0 0 0 8−1 0 0 1 0 0
1 1 0 0 8−1 1 0 1 0 0
1 1 1 0 8−1 0 1 1 0 0
1 1 1 1 8−1 0 1 0 1 0
0 1 1 1 8−1 1 0 0 1 0
0 0 1 1 8−1 1 0 1 1 0
0 0 0 1 8−1 1 1 0 1 0
Na¨ide 4 (Positiivsuse tingimuse olulisus, Grimmett, 2010 harjutus 7.2 lk 150). Olgu
meil nelja tipuga ruudukujuline graaf (I,N) = ({1, 2, 3, 4}, {{2, 4}, {1, 3}, {2, 4}, {1, 3}})
ja juhuslik vektor S¯ = (Su)u∈I , mis vo˜tab va¨a¨rtusi hulgas {0, 1}4. Juhusliku vektori
jaotus olgu antud tabeliga 1. Sarnaselt na¨itega 2 saab veenduda, et S¯ on Markovi
va¨li. Na¨iteks tipu 1 jaoks
0.5 = P(S1 = 1 | S2 = 0, S4 = 0) = P(S1 = 1 | S2 = 0, S3 = 0, S4 = 0),
0 = P(S1 = 1 | S2 = 0, S4 = 1) = P(S1 = 1 | S2 = 0, S3 = 0, S4 = 1)
= P(S1 = 1 | S2 = 0, S3 = 1, S4 = 1),
1 = P(S1 = 1 | S2 = 1, S4 = 0) = P(S1 = 1 | S2 = 1, S3 = 0, S4 = 0)
= P(S1 = 1 | S2 = 1, S3 = 1, S4 = 0),
0.5 = P(S1 = 1 | S2 = 1, S4 = 1) = P(S1 = 1 | S2 = 1, S3 = 1, S4 = 1),
u¨leja¨a¨nud tippude analoogiliselt. Enamgi veel, vektor S¯ rahuldab ka globaalset Mar-
kovi omadust: hulga I u¨he-elemendiliste osahulkade jaoks “globaalne ja lokaalne
Markovi omadus langevad kokku”, suuremate kui u¨he-elemendiliste osahulkade kor-
ral aga ammendab see osahulk koos oma naabruskonnaga kogu I.
Ku¨ll aga ei rahulda S¯ positiivsuse tingimust, sest na¨iteks P(S1 = 0) = P(S2 = 1) =
P(S3 = 0) = P(S4 = 0) = 0.5, aga P(S1 = 0, S2 = 1, S3 = 0, S4 = 0) = 0.
Paneme ta¨hele, et graafi (I,N) klikkide hulk on
C := {{1}, {2}, {3}, {4}, {1, 2}, {2, 3}, {3, 4}, {1, 4}}.
Veendume, et leidu funktsioone fC : {0, 1}|C| → R, C ∈ C, mis rahuldaksid iga
s¯ ∈ {0, 1}4 korral ∏
C∈C
fC(s¯C) = P(S¯ = s¯). (4)
Oletame vastuva¨iteliselt, et selline funktsioonide komplekt {fC}C∈C leidub. Esmalt
paneme ta¨hele, et P(S¯ = (0, 0, 0, 0)) > 0, seega f{u}(0) > 0 iga u ∈ I korral, ja
P(S¯ = (1, 1, 1, 1)) > 0, seega f{u}(1) > 0 iga u ∈ I korral.
Uurime to˜ena¨osust
P(S¯ = (0, 1, 0, 0)) = f{1}(0)f{2}(1)f{3}(0)f{4}(0)︸ ︷︷ ︸
>0
f{1,2}(0, 1)f{2,3}(1, 0)f{3,4}(0, 0)f{1,4}(0, 0).
Tingimuse 4 kehtides peab see olema positiivne, sest
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1. f{1,2}(0, 1) > 0, sest P(S¯ = (0, 1, 1, 1)) > 0,
2. f{2,3}(1, 0) > 0, sest P(S¯ = (1, 1, 0, 0)) > 0,
3. f{3,4}(0, 0) > 0, sest P(S¯ = (0, 0, 0, 0)) > 0,
4. f{1,4}(0, 0) > 0, sest P(S¯ = (0, 0, 0, 0)) > 0.
Ometi tabelist 1 na¨eme, et P(S¯ = (0, 1, 0, 0)) = 0. Vastuolu. Ja¨relikult ei saa S¯ olla
Gibbsi jaotusega.
Va¨ide 4 (Grimmett, 2010 lk 146). Positiivsuse tingimuse kehtides on lokaalne ja
globaalne Markovi omadus samava¨a¨rsed.
To˜estus. Olgu S¯ = (Su)u∈I positiivsuse tingimust rahuldav juhuslik vektor, mis
vo˜tab va¨a¨rtusi hulgas Kn. Meenutame, et positiivsuse tingimuse kehtides vo˜ime
iga u ∈ I korral sisuliselt kitsendada komponendi Su seisundite ruumi ja seeja¨rel
konstrueerida vektori S¯ jaoks uue vo˜imalike va¨a¨rtuste hulga K∗, nii et ko˜igi kon-
figuratsioonide s¯ ∈ K∗ to˜ena¨osused on rangelt positiivsed. Va¨ite edasist to˜estust
vaata (Grimmett, 2010) lk 146.
Ja¨rgnevalt tutvume paari olulise Markovi va¨ljaga, mida kasutatakse tihti simu-
latsioonides.
Na¨ide 5 (Isingi mudel, Bremaud, 1999 lk 258). Isingi mudel on mudel ferromag-
netilise materjali (na¨iteks rauatu¨ki) magnetiliste omaduste kvalitatiivseks kirjelda-
miseks. Osakesed eeldatakse asuvat korrapa¨rase vo˜re so˜lmpunktides, igal osakesel
on kaks vo˜imalikku seisundit. Lihtsuse mo˜ttes vaatame kahemo˜o˜tmelist nelinurkset
m × n-vo˜ret {1, 2, . . . ,m} × {1, 2, . . . , n}, mille na¨ide on kujutatud joonisel 1. For-
maalselt valime I = {1, 2, . . . ,m} × {1, 2, . . . , n} ja punktile (k, l) ∈ I defineerime
naabruskonna N(k,l) := {(i, j) ∈ Nm ×Nn | (i− k)2 + (j − l)2 = 1}, naabruskonnad
u¨hendame naabruskondade su¨steemiks N := {Nu}u∈I . Tegu on to˜epoolest naabrus-
kondade su¨steemiga, sest punkt ise ei kuulu oma naabruskonda ja naabrussuhe on
vastastikune:
(i, j) ∈ N(k,l) ⇔ (i− k)2 + (j − l)2 = 1⇔ (k, l) ∈ N(i,j).
Punktis (k, l) asuva osakese seisund S(k,l) on juhuslik suurus vo˜imalike va¨a¨rtuste
hulgaga K = {−1, 1}, ko˜igi osakeste seisundid koondame juhuslikku mn-vektorisse
S¯. Mudelil on kolm parameetrit: temperatuur T > 0, naabritevahelise seose tugevus





















Eelnevas E ta¨histab graafi (I,N) servade hulka ja su ta¨hendab vektori s¯ elementi
indeksiga u (punktis u asuva osakese seisundit).
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Joonis 1: Kahemo˜o˜tmelise Isingi mudeli naabruskondade su¨steemi na¨ide.
Vektori S¯ jaotus on Gibbsi jaotus, sest graafi (I,N) klikid ongi parajasti u¨heelemendilised
hulgad {u}, u ∈ I ja naabrite paarid {u, v} ∈ E. Ja¨relikult Isingi mudel on Gibbsi
jaotus, seega Markovi va¨li.
Na¨ide 6 (Pottsi mudel, Grimmett, 2010 lk 149 ja¨rgi). Pottsi mudel on (va¨lise mag-
netva¨ljata) Isingi mudeli u¨ks vo˜imalik u¨ldistus lo˜plikule seisundite ruumile. Vaata-
me ja¨llegi olukorda, kus (I,N) on kahemo˜o˜tmeline nelinurkne vo˜re (nagu eelmises
na¨iteski). Olgu S¯ = (Su)u∈I juhuslik vektor vo˜imalike va¨a¨rtuste hulgaga Kn, kus
K on va¨hemalt kahe elemendiga lo˜plik hulk. Graafi (I,N) servade hulga ta¨histame
ja¨llegi E – need on u¨htlasi ka selle graafi kahe-elemendilised klikid. Pottsi mudeli
korral





kus β ∈ R on konstant. Kuna to˜ena¨osus on proportsionaalne korrutisega u¨le (mo˜nedest)
klikkidest so˜ltuvate funktsioonide, siis on tegu Gibbsi jaotusega, millele vastava
Gibbsi potentsiaali ainsad nullist erinevad funktsioonid on
V{u,v}(su, sv) = βIsu=sv , {u, v} ∈ E.
Vastavalt va¨itele 3 on tegu Markovi va¨ljaga, kusjuures

















Paneme ta¨hele, et kui β = 0, siis iga “piksli va¨rv” valitakse so˜ltumatult ko˜igist
teistest pikslitest diskreetsest u¨htlasest jaotusest. Kui β < 0, siis on naabriteks
to˜ena¨olisemalt erinevad seisundid, ja kui β > 0, siis moodustuvad pigem u¨he ja
sama seisundi klastrid. Mo˜ne Pottsi mudeli realisatsiooni na¨ited 100× 100 vo˜rel on
joonisel 2. Kui Pottsi mudelil on kaks seisundit, siis vo˜ime need seisundid u¨mber
ta¨histada arvudeks 1 ja -1. Sel juhul Ii=j = 0.5(1 + ij), kui i, j ∈ K, ja












Joonis 2: Pottsi mudelite realisatsioonide na¨iteid 100 × 100 vo˜rel. U¨lemises reas
on vo˜imalike seisundite arv k = 2, alumises reas k = 5. Vasakpoolses tulbas on
β = −100, keskmises tulbas β = 0 ja parempoolses tulbas β = 1.1 ln(1 +√k).


























siis saame Pottsi mudeli kirjutada ka kujul











Sellel kujul Pottsi mudelit on lihtne veelgi u¨ldistada, kui valemis 6 indikaator-
funktsioon I asendada mingi muu funktsiooniga α : K × K → [0,∞), nii et
α(i, i) = 0 ∀i ∈ K ja α(i, j) = α(j, i) > 0, kui i 6= j (Arnesen, 2010).
1.3 Puukujuline so˜ltuvusstruktuur
Nagu veendusime na¨ites 1, siis levinud erijuht u¨laldefineeritud Markovi va¨ljast
on (diskreetse ajaga) Markovi ahel, mispuhul (I,N) on lihtahel. Lihtahel on aga ka
erijuht puust ehk sidusast tsu¨kliteta graafist. Mil ma¨a¨ral vo˜iks ahelal defineeritud
Markovi va¨ljade omadused u¨le kanduda u¨ldisematele, puudel defineeritud Markovi
va¨ljadele? Ka¨esolevas alapeatu¨kis laiendame mo˜ningaid Markovi ahelatel kehtivaid
vo˜rduseid puude peal defineeritud Markovi va¨ljadele.
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1.3.1 Ta¨histused
Olgu (I,N) puu. Puu juureks ma¨a¨rame tipu indeksiga 1. Puu tippudel orientee-
rumise formaliseerimiseks defineerime funktsiooni ρ : I ∪ {0} → I ∪ {0}, mis igale
tipule u > 1 seab vastavusse tipu u vanema ehk selle naabertipu, mis on osa tippu
u juurega u¨hendavast lihtahelast (iga kahte erinevat puu tippu u¨hendab ta¨pselt u¨ks
lihtahel). Lisaks defineerime ρ(1) := 0 ja ρ(0) := 0. Tipu u ∈ I lasteks nimeta-
me neid tipu u naabertippe, mis ei kuulu tippu u juurega u¨hendavasse lihtahelasse
(ja¨a¨vad juurest kaugemale). Kui J ⊂ I ∪ {0}, siis ρ−1(J) ta¨histab hulga J origi-
naali hulgateooria mo˜ttes. Erijuhul, kui hulgas J = {u} on u¨ks element, siis ko˜ikjal
ta¨histustes asendame {u} lihtsalt u-ga. Na¨iteks ρ−1({u}) =: ρ−1(u) annab ka¨tte tipu
u laste hulga. Iga hulga J ⊂ I ∪ {0} ja naturaalarvu k korral ta¨histame
ρ−k(J) := ρ−1(ρ−1(. . . ρ−1(︸ ︷︷ ︸
k tu¨kki






Erijuhul J = {u} kujutab hulk R−(u, k) endast tippu u koos laste, lastelaste, jne
kuni k − 1 ja¨rku “alanevate sugulastega” – kokku k “po˜lvkonda” tippe.
Va¨ga sageli tuleb ja¨rgnevas tekstis tegemist puu (I,N) alampuudega, mis koos-
nevad mingist tipust u ∈ I koos ko˜igi tema “alanevate sugulastega”. Loomulikult
nimetame sellise alampuu juureks tippu u ennast. Sellise alampuu tippude hulga





Sellise alampuu servade hulka ma¨a¨rava naabruskondade su¨steemi ta¨histame Nu, mil-
le vo˜ime kirjutada kui
Nu = {Nv ∩ Iu}v∈Iu .
Lu¨hiduse mo˜ttes ta¨histame veel iga u ∈ I, v ∈ Iu korral S¯u := S¯Iu ja S¯u\v := S¯Iu\Iv .
Ta¨histusi illustreerib joonis 3, mis on tehtud Durand jt. (2004) eeskujul.
Mitmed ja¨rgnevad to˜estused tuginevad induktsioonile puu vo˜i alampuu suuruse
ja¨rgi. Ta¨psemalt, alampuu (Iu, Nu) su¨gavuseks nimetame tippude arvu (mitte serva-
de arvu) pikimas graafile (Iu, Nu) kuuluvas lihtahelas, mis algab tipust u. Puu (I,N)
su¨gavuseks nimetame loomulikult alampuu (I1, N1) su¨gavust. Tipu u su¨gavuseks ni-
metame alampuu (Iu, Nu) su¨gavust ja ta¨histame seda d(u).
1.3.2 Tulemused
Tutvume puudel defineeritud Markovi va¨ljade mo˜ningate omadustega, po˜hitulemuseks
on ja¨rgnev va¨ide 5. Esmalt toome sisse no˜ndanimetatud u¨hepoolse Markovi omaduse
ja u¨he “reaalselt kasulikku” tegurdamisomaduse ning seome need seeja¨rel globaalse
Markovi omadusega. Kuna globaalsest Markovi omadusest ja¨reldub igal juhul lokaal-
ne Markovi omadus, siis igau¨ks eeltoodud kolmest tingimusest on piisav (lokaalse)
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Joonis 3: Ta¨histuste skeem.
Markovi omaduse kehtimiseks.
Olgu (I,N) puu ja S¯ = (Su)u∈I diskreetne juhuslik vektor, mis vo˜tab va¨a¨rtusi hulgas
Kn. Olgu hulgad I ja K lo˜plikud.
Definitsioon 9 (Georgii, 2011 lk 190 ja¨rgi). U¨tleme, et juhuslik vektor S¯ rahuldab
u¨hepoolset Markovi omadust, kui iga u > 1 korral kehtib
P(Su = su | S¯1\u = s¯1\u) = P(Su = su | Sρ(u) = sρ(u)),
kui vaid s¯1\u ∈ Kn−|Iu| on positiivse to˜ena¨osusega.
Definitsioon 10. U¨tleme, et juhuslik vektor S¯ rahuldab tegurdamisomadust, kui
iga u ∈ I ja iga s¯u ∈ K |Iu| korral kehtib
P(S¯u = s¯u) = P(Su = su)
∏
v∈Iu\u
P(Sv = sv | Sρ(v) = sρ(v)),
kui vaid ko˜ik tinglikud to˜ena¨osused on defineeritud.
Ma¨rgime, et tegurdamisomaduse kehtides P(S¯ = s¯) = 0 parajasti siis, kui mingi
vanem-laps paari to˜ena¨osus on null ehk leidub u > 1, et P(Su = su, Sρ(u) = sρ(u)) =
0. To˜epoolest, kui P(Su = su, Sρ(u) = sρ(u)) = 0, siis selgelt P(S¯ = s¯) = 0. Teiselt
poolt, kui P(S¯ = s¯) = 0, siis on kaks vo˜imalust. Kui ko˜ik tinglikud to˜ena¨osused
P(Su = su | Sρ(u) = sρ(u)) on defineeritud ehk P(Sρ(u) = sρ(u)) > 0, u ∈ I, siis
tegurdamisomaduse to˜ttu
P(S¯ = s¯) = P(S1 = s1)
∏
u>1
P(Su = su, Sρ(u) = sρ(u))
P(Sρ(u) = sρ(u))
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ehk mingi u ∈ I korral P(Su = su, Sρ(u) = sρ(u)) = 0. Kui mingi tinglik to˜ena¨osus
pole defineeritud ehk mingi u ∈ I korral P(Sρ(u) = sρ(u)) = 0, siis ka P(Su =
su, Sρ(u) = sρ(u)) = 0.
Va¨ide 5. U¨hepoolne Markovi omadus, tegurdamisomadus ja globaalne Markovi
omadus on samava¨a¨rsed.
Paneme ta¨hele, et kui S¯ rahuldab globaalset Markovi omadust, siis S¯ rahuldab
ka lokaalset Markovi omadust ja seega on Markovi va¨li puul (I,N). Teiselt poolt,
kui on lihtsalt antud Markovi va¨li, siis vastavalt va¨itele 4 piisab na¨iteks positiivsuse
tingimusest, et see Markovi va¨li rahuldaks globaalset Markovi omadust ja seega ka
tegurdamisomadust.
Enne va¨ite 5 to˜est anname paar vajalikku tulemust. Ko˜igepealt na¨itame, kuidas
saab mittevajalikke tingimusi a¨ra visata vo˜i juurde vo˜tta.
Va¨ide 6. Olgu A,B,C ja Di, i ∈ J, u¨limalt loenduv hulk su¨ndmuseid. Lisaks olgu
P(B,C) > 0 ja moodustagu su¨ndmused Di, i ∈ J, elementaarsu¨ndmuste ruumi
tu¨kelduse. Kui iga sellise i ∈ J korral, et P(B,C,Di) > 0, kehtib P(A | B,C,Di) =
P(A | B), siis P(A | B,C) = P(A | B).
To˜estus. Kehtigu P(A | B,C,Di) = P(A | B) alati kui P(B,C,Di) > 0.
Kuna Di, i ∈ J on su¨ndmuste ta¨issu¨steem, siis




Paneme ta¨hele, et kui P(B,C,Di) = 0, siis asjaolu A ∩ B ∩ C ∩Di ⊂ B ∩ C ∩Di
to˜ttu kehtib P(A,B,C,Di) 6 P(B,C,Di) = 0 ja ja¨relikult ka P(A,Di | B,C) = 0.
Seega ∑
i∈J




Nu¨u¨d kasutame ketireeglit ja eeldust, saame
P(A | B,C) =
∑
i :P(B,C,Di)>0










Eelnevast tulemusest ja¨reldub otseselt allolev va¨ide, mis sisuliselt u¨tleb, et kui
tuleviku prognoosimisel ei anna praegusele ajahetkele lisainformatsiooni kogu eel-
nev minevik, siis ei anna praegusele ajahetkele lisa ka mistahes osa kogu eelnevast
minevikust.
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Va¨ide 7. Olgu (I,N) puu ja S¯ = (Su)u∈I diskreetne juhuslik vektor. Olgu u > 1
suvaline. Olgu I∗ ⊂ Iu mittetu¨hi, s¯I∗ ∈ K |I∗| ja A := {S¯I∗ = s¯I∗}. Vo˜rdus
P(A | S¯1\u = s¯1\u) = P(A | Sρ(u) = sρ(u))
kehtib iga positiivse to˜ena¨osusega s¯1\u ∈ Kn−|Iu| korral parajasti siis, kui vo˜rdus
P(A | Sρ(u) = sρ(u), S¯J = s¯J) = P(A | Sρ(u) = sρ(u))
kehtib iga J ⊂ I1\u \ ρ(u) ja positiivse to˜ena¨osusega s¯ρ(u)∪J ∈ K1+|J | korral.
To˜estus. ⇐
Ilmne: vali J = I1\u \ ρ(u), tulemuseks on ta¨pselt vajalik vo˜rdus.
⇒ Fikseerime J ⊂ I1\u \ ρ(u) ja sellise s¯ρ(u)∪J ∈ K1+|J |, et P(S¯ρ(u)∪J = s¯ρ(u)∪J) > 0.
Ta¨histame J c := (I1\u \ {ρ(u)}) \ J .
Kasutame va¨idet 6. Selleks valime va¨ite 6 ta¨histustesB = {Sρ(u) = sρ(u)}, C = {S¯J = s¯J}
ja u¨limalt loenduvaks su¨ndmuste ta¨issu¨steemiks {S¯Jc = z¯Jc}, z¯Jc ∈ K |Jc|.
To˜estus va¨itele 5. (u¨hepoolne Markovi omadus ⇒ tegurdamisomadus)
Eeldame, et iga v > 1 korral kehtib
P(Sv = sv | S¯1\v = s¯1\v) = P(Sv = sv | Sρ(v) = sρ(v)),
kui vaid s¯1\v ∈ Kn−|Iv | on positiivse to˜ena¨osusega. Vastavalt va¨itele 7 kehtib siis iga
mittetu¨hja J ⊂ I \ Iv korral
P(Sv = sv | Sρ(v) = sρ(v), S¯J = s¯J) = P(Sv = sv | Sρ(v) = sρ(v)),
kui vaid s¯ρ(v)∪J ∈ K |J∪ρ(v)| on positiivse to˜ena¨osusega. Va¨itest 1 ja¨reldub nu¨u¨d, et
iga v > 1 korral on Sv ja S¯J tinglikult so˜ltumatud, kui Sρ(v) on fikseeritud, ehk
P(Sv = sv, S¯J = s¯J | Sρ(v) = sρ(v))
=P(Sv = sv | Sρ(v) = sρ(v))P(S¯J = s¯J | Sρ(v) = sρ(v)), (7)
kui vaid P(Sρ(v) = sρ(v)) > 0.
Olgu u ∈ I suvaline. Olgu S¯ ∈ Kn selline, et P(Sv = sv) > 0∀v ∈ ρ(Iu). Ja¨rjestame
hulga Iu tipud kasvava su¨gavuse ja¨rgi jadasse v1, v2, . . . , vm, siis iga i 6 j korral
d(vi) 6 d(vj). Na¨ha on, et see jada algab lehtedega ja lo˜peb tipuga u. Paneme veel
ta¨hele, et iga i < m korral ρ(vi) ∈ {vi+1, vi+2, . . . , vm}, sest et iga tipu vanema
su¨gavus on rangelt suurem kui tipu enda su¨gavus.
Ta¨histame Ai := {Svi = svi} ja Aρ(i) := {Sρ(vi) = sρ(vi)}, kui i ∈ {1, 2, . . . ,m}. Iga
i < m korral kehtib
P(Ai, Ai+1, . . . , Am)
=P(Aρ(i))P(Ai, Ai+1, . . . , Am | Aρ(i))
=P(Aρ(i))P(Ai+1, . . . , Am | Aρ(i))P(Ai | Aρ(i))
=P(Ai+1, . . . , Am)P(Ai | Aρ(i)).
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Esimene ja kolmas vo˜rdus tulevad ketireeglist, teine vo˜rdus tuleb vo˜rdusest 7. Teise
ja kolmanda vo˜rduse juures on kasutatud ka asjaolu, et ρ(vi) ∈ {vi+1, vi+2, . . . , vm}.
Saadud tulemust korduvalt rakendades saame
P(S¯u = s¯u) =P(A1, A2, A3, . . . , Am)
=P(A2, A3, . . . , Am)P(A1 | Aρ(1))







(tegurdamisomadus ⇒ globaalne Markovi omadus)
Olgu J ⊂ I mittetu¨hi. Na¨itame, et tinglik to˜ena¨osus P(S¯J = s¯J | S¯I\J = s¯I\J) ei
so˜ltu tegelikult vektori s¯I\(J∪∂J) va¨a¨rtustest, ja ja¨reldame vajaliku tulemuse va¨ite
1 abil. Ta¨psemalt, olgu s¯ ∈ Kn selline, et P(S¯I\J = s¯I\J) > 0. Jagame hulga I
lo˜ikumatuteks osahulkadeks:
I = (ρ−1(J) \ J)︸ ︷︷ ︸
ise ei ole ja vanemad on J-s
∪ (ρ−1(J) ∩ J)︸ ︷︷ ︸
ise on ja vanemad on J-s
∪ (J \ ρ−1(J))︸ ︷︷ ︸
ise on ja vanemad ei ole J-s
∪ (I \ (J ∪ ρ−1(J)))︸ ︷︷ ︸
ise ei ole ja vanemad ei ole J-s
.
Iga z¯J ∈ K |J | korral, vastavalt eeltoodud tu¨keldusele ja eeldatud tegurdamisomadu-
sele (tipu u = 1 jaoks),




P(Su = su | Sρ(u) = zρ(u))
 ∏
u∈ρ−1(J)∩J










P(Su = su | Sρ(u) = sρ(u))
 ·
P(S1 = s1), (8)
kus s1 := z1, juhul kui 1 ∈ J . Paneme ta¨hele, et eelnevas korrutises u¨kski kolmest
esimesest sulgudes olevast tegurist ei so˜ltu vektori s¯I\(J∪∂J) va¨a¨rtustest.
Nu¨u¨d na¨eme, et ka
P(S¯J = s¯J | S¯I\J = s¯I\J) =
P(S¯J = s¯J , S¯I\J = s¯I\J)∑
z¯J∈K|J|
P(S¯J = z¯J , S¯I\J = s¯I\J)
(9)
ei so˜ltu vektori s¯I\(J∪∂J) va¨a¨rtustest: kui viime nii lugeja kui nimetaja kujule 8, siis
nimetajas saame selle kuju neljanda teguri (mis ei so˜ltu vektorist z¯J) tuua sulgude
ette ja taandada. See aga oli ainus tegur, mis so˜ltus vektori s¯I\(J∪∂J) va¨a¨rtusest.
Samuti on avaldise 9 va¨a¨rtus lo˜igus [0, 1], sest lugejas olev korrutis on u¨ks nimetaja
liidetavatest. Vastavalt va¨itele 1 on vektorid S¯J ja S¯I\(J∪∂J) tinglikult so˜ltumatud,
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kui S¯∂J on fikseeritud. Ja¨relikult S¯ rahuldab globaalset Markovi omadust.
(globaalne Markovi omadus ⇒ u¨hepoolne Markovi omadus)
Eeldame, et S¯ rahuldab globaalset Markovi omadust. Fikseerime u > 1. Valime
J = Iu. Paneme ta¨hele, et ∂Iu = {ρ(u)}, seega iga s¯ ∈ Kn korral
P(S¯u = s¯u | S¯1\u = s¯1\u) = P(S¯u = s¯u | Sρ(u) = sρ(u)),
kui vaid P(S¯1\u = s¯1\u) > 0. Saame soovitud tulemuse, kui summeerime eelneva
vo˜rduse mo˜lemaid pooli u¨le S¯Iu\u ko˜igi vo˜imalike va¨a¨rtuste.
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2 Varjatud Markovi va¨lja mudel
Vo˜ib juhtuda, et huvipakkuv protsess (na¨iteks Markovi va¨li) pole otseselt vaa-
deldav, vaid selle asemel na¨eme protsessi mingil ma¨a¨ral “rikutud”, “ebapuhast”
varianti. Na¨iteks vo˜ime ilusa, kontrastse must-valgete pikslitega pildi asemel na¨ha
mu¨raga saastunud halli varjundeid. Sellist olukorda vo˜ime mudeldada justkui ka-
hekihilise mudeli abil, kus na¨htava vaatluste protsessi all eeldame olevat varjatud
protsessi.
Ta¨psemalt, olgu I := {1, 2, . . . , n} ja N temal antud naabruskondade su¨steem.
Vaatame kahte juhuslikku vektorit: diskreetne juhuslik vektor S¯ = (Su)u∈I , mille
va¨a¨rtused on hulgas Kn (see saab olema varjatud kiht) ja (mitte tingimata diskreet-
ne) juhuslik vektor X¯ = (Xu)u∈I , mille va¨a¨rtused on hulgas X n, kus X ⊂ Rd mingi
d ∈ N korral (see saab olema vaatluste vektor).
Definitsioon 11 (Lember ja Koloydenko, 2014 eeskujul). Paari (S¯, X¯) nimetame
varjatud Markovi va¨lja mudeliks (graafil (I,N)) (i.k. hidden Markov random field
model), kui
1. S¯ on Markovi va¨li graafil (I,N), mis rahuldab globaalset Markovi omadust,
2. vektori X¯ elemendid on omavahel tinglikult so˜ltumatud, kui S¯ on fikseeritud,
ja
3. iga u ∈ I korral Xu on tinglikult so˜ltumatu vektorist S¯I\u, kui Su on fikseeri-
tud.
Lihtsalt varjatud Markovi mudeli all mo˜eldakse tavaliselt varjatud Markovi va¨lja
mudelit, milles varjatud kiht on Markovi ahel. Juhime ta¨helepanu, et varjatud ki-
hilt S¯ no˜uame globaalset Markovi omadust, mitte lihtsalt lokaalset Markovi oma-
dust. Ideeline po˜hjus seisneb selles, et soovime varjatud Markovi va¨lja mudelitega
u¨ldistada varjatud Markovi mudeleid ahelatelt teistele graafidele (ka¨esolevas to¨o¨s
eelko˜ige puudele). Na¨ide 2 aga illustreerib, et kui Markovi va¨ljalt mitte no˜uda glo-
baalset Markovi omadust, ei tarvitse Markovi va¨li ahelal u¨ldse olla Markovi ahel.
Praktiline po˜hjus seisneb selles, et edaspidises ka¨sitluses on vaja tegurdamisomadust
10.
Toome vektori (S¯, X¯) jaotuse kirjeldamiseks sisse erinevate marginaal- ja tinglike
tiheduste su¨steemi Lember (2013) peatu¨kk 7.2.1 eeskujul. Peamine po˜hjus ta¨histuste
su¨steemi muutmiseks seisneb selles, et vaatluste vektor X¯ vo˜ib olla ka pidev, mispu-
hul ei ole enam mo˜istlik ra¨a¨kida na¨iteks su¨ndmuse {X¯ = x¯} to˜ena¨osusest. Mistahes
mittetu¨hjade J1, J2 ⊂ I korral ta¨histame
p(J1) :=P(S¯J1 = s¯J1),
p(J1 | J2) :=P(S¯J1 = s¯J1 | S¯J2 = s¯J2),
kui seisundite konfiguratsioon s¯ (vo˜i selle osa) on fikseeritud vo˜i muidu kontekstist
selge. Kui s¯ (vo˜i selle osa) on aga vaja ilmutatult a¨ra ma¨rkida, siis kirjutame selle
p alaindeksisse. Na¨iteks ps¯(J1 | J2) :=: ps¯J1 |s¯J2 (J1 | J2) := p(J1 | J2). Ka edaspi-
dises ta¨histuses asendame vo˜imaluse korral konfiguratsiooni osa s¯J lihtsalt vastava
indeksite hulgaga J . Lu¨hiduse huvides kasutame justnimelt sellist la¨henemist, sest
et edasises mo˜ttearenduses kipub sageli just indeksite hulk olema va¨ga muutlik,
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varjatud seisundite konfiguratsioon s¯ ise aga kontekstist selge. Meenutame, et kui
hulgas J ⊂ I on u¨ks element u, siis kirjutame {u} asemel u. Seega ta¨histame na¨iteks
P(Su = j) =: pj(u) ja P(Su = j | Sv = i) =: pj|i(u | v).
Iga mittetu¨hja J ⊂ I korral ta¨histagu p(x¯J | I) vaatluste vektori X¯J realisatsioo-
ni x¯J tinglikku tihedust (vo˜i to˜ena¨osust, kui X¯ on diskreetne), tingimusel et ko˜ik
seisundid Su, u ∈ I, on fikseeritud. Iga u ∈ I korral nimetame u¨ksiku vaatluse Xu
tinglikku jaotust, tingimusel et seisund Su = su on fikseeritud, emissioonijaotuseks.
Emissioonijaotuse tihedusfunktsiooni (vo˜i to˜ena¨osusfunktsiooni) ta¨histame fsu . Kui
(S¯, X¯) on varjatud Markovi va¨lja mudel, siis vastavalt definitsiooni 11 teisele ja
kolmandale tingimusele iga mittetu¨hja J ⊂ I korral




Vektorite X¯J ja S¯ u¨hisjaotuse tiheduse kohal (x¯J , s¯) (defineerime ja) ta¨histame
p(x¯J , I) := p(x¯J | I)p(I),






ja mittetu¨hjade J1, J2 ⊂ I korral vektorite X¯J1 ja S¯J2 u¨hisjaotuse tihedus kohal
(x¯J1 , s¯J2) on




Olgu J1, J2 ⊂ I mittetu¨hjad ja vaatlused x¯ ning varjatud konfiguratsioon s¯ fikseeri-
tud. U¨histiheduse p(x¯J1 , J2) ja marginaaltiheduse p(x¯J1) ning -to˜ena¨osuse p(J2) abil
defineerime








kui vaid p(J2) > 0 ja p(x¯J1) > 0. Kui J1, J2, J3 ⊂ I on mittetu¨hjad, siis sarnaselt
defineerime
p(J2 | x¯J1 , J3) :=
p(x¯J1 , J2 ∪ J3)
p(x¯J1 , J3)
,
p(x¯J1 , J2 | J3) :=
p(x¯J1 , J2 ∪ J3)
p(J3)
,
kui vaid p(x¯J1 , J3) > 0 ja p(J3) > 0. Kokkuvo˜ttes oleme loonud suuruste p su¨steemi,
mis ka¨ituvad rehkendamisel u¨sna sarnaselt vastavate su¨ndmuste to˜ena¨osustele, kuid
formaalselt ei ole to˜ena¨osused (vaid tihedus- ja to˜ena¨osusfunktsioonid).
Definitsiooni 11 teine ja kolmas tingimus no˜uavad, et iga vaatlus vo˜ib so˜ltuda
ainult “vahetult tema all” paiknevast varjatud seisundist. Kui juhuslik vektor X¯ on
diskreetne, siis saame varjatud Markovi va¨lja mudelit vaadelda (lihtsalt) Markovi
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va¨ljana, kui vektori X¯ indeksid I nummerdada u¨mber indeksiteks I+ = {n+ 1, n+
2, . . . , 2n}, nii et vanale indeksile u vastab uus u + n, valida indeksite hulga I =
{1, 2, . . . , n} asemel uueks indeksite hulgaks I ′ := I∪I+, naabruskondade su¨steemiks
N ′ := {{Nu ∪ {u + n}}u∈I , {u − n}2nu=n+1} (see uus naabruskondade su¨steem ja¨tab
alles vanad naabruskonnad ja lisab iga vaatluse ainsaks naabriks vastava elemendi
varjatud kihis) ja juhuslikuks vektoriks S¯
′
:= (S¯, X¯) u¨hise seisundite ruumiga K ′ :=
K∪X . Muuhulgas vo˜imaldab see vaadata varjatud Markovi mudelit Markovi va¨ljana
puul, millele on oma ka¨sitluses ta¨helepanu po¨o¨ranud Roch (2007).
Varjatud Markovi va¨lja mudeli varjatud kihi tinglikustamine konkreetsetele vaat-
lustele ei riku a¨ra varjatud kihi globaalset Markovi omadust, ta¨pselt nagu tavaliste
varjatud Markovi mudelite korralgi. Suhtudes varjatud seisunditesse kui vaatluste
jaotuse parameetritesse, siis Bayesi statistika keeles vo˜ib mo˜elda, et globaalset Mar-
kovi omadust rahuldavad jaotused on kaasjaotusteks vaatluste jaotusele (kui vaid
vaatluste jaotus rahuldab definitsiooni 11 tingimusi 2 ja 3): nii eeljaotus p(I) kui
ka ja¨reljaotus p(I | x¯) kuuluvad globaalset Markovi omadust rahuldavate jaotuste
perre.
Va¨ide 8. Kui vektoril S¯ on globaalne Markovi omadus, siis ka vektori S¯ tinglikul
jaotusel, tingimusel et vaatlused X¯ on fikseeritud, on globaalne Markovi omadus.
To˜estus. Olgu J ⊂ I mittetu¨hi ja olgu x¯ ∈ X n ja s¯ ∈ Kn sellised, et p(x¯, I \J) > 0.
Paneme ta¨hele, et iga z¯ ∈ Kn korral








kui vaid pz¯(I \ J) > 0. Esimene vo˜rdus tuleb suuruste pz¯ definitsioonidest, teise
vo˜rduse juures kasutasime S¯ globaalset Markovi omadust ja asjaolu, et (S¯, X¯) on
varjatud Markovi va¨lja mudel. Analoogiliselt





p(J | x¯, I \ J) = p(x¯, J | I \ J)∑
z¯∈Kn:z¯I\J=s¯I\J












p(x¯J , J | ∂J)∑
z¯∈Kn:z¯I\J=s¯I\J
pz¯(x¯J , J | ∂J)
=p(J | x¯, ∂J)
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Esimene vo˜rdus tuleb suuruste p definitsioonidest. Teise vo˜rduse juures kasutasime
vo˜rdust 10 ja taandasime nii lugejast kui nimetajast teguri
∏
u∈I\J fsu(xu), arvesta-
des et u ∈ I \ J korral su = zu. Kolmas vo˜rdus tuleb vo˜rdusest 11. Neljas vo˜rdus
tuleb ja¨llegi suuruste p definitsioonidest.
Ja¨rgnevalt po˜hjendame analoogilise va¨ite Gibbsi jaotuste jaoks.
Va¨ide 9. Olgu S¯ = (Su)u∈I ja X¯ = (Xu)u∈I sellised juhuslikud vektorid, et S¯ on
diskreetne juhuslik vektor Gibbsi jaotusega graafil (I,N) ja hulgal Kn antud Gibbsi
potentsiaali VC , C ⊂ I, suhtes ning X¯ rahuldab definitsiooni 11 tingimusi 2 ja 3.
Sel juhul vektori S¯ tinglik jaotus, tingimusel et X¯ on fikseeritud, on samuti Gibbsi
jaotus, kusjuures













To˜estus. Fikseeritud x¯ korral, vastavalt suuruste p definitsioonidele, kehtib
p(I | x¯) = p(x¯, I)
p(x¯)
∝ p(x¯, I) = p(I)p(x¯ | I).
Ja¨relikult













nagu vaja. Tegu on to˜epoolest Gibbsi jaotusega: defineerime funktsioonide kogumi
V ∗C , C ⊂ I, muutes vaid u¨he-elemendilistele klikkidele vastavaid funktsioone:
V ∗C(s¯) :=VC(s¯), kui |C| 6= 1,
V ∗C(s¯) :=VC(s¯) + ln fsu(xu), kui C = {u}, u ∈ I.
On na¨ha, et see funktsioonide kogum to˜epoolest on Gibbsi potentsiaal samal graafil
(I,N) ja samal hulgal Kn, kusjuures p(I | x¯) avaldub selle Gibbsi potentsiaali
kaudu. Paneme ta¨hele, et eeltoodud vo˜rduses on vaatlused x¯ fikseeritud ja Gibbsi
potentsiaal V ∗C , C ⊂ I, selles mo˜ttes neist enam ei so˜ltu (kuigi xu on avaldises kirjas).
Varjatud seisundite kui vaatluste parameetrite hindamise kontekstis nimetatak-
se suurust −U(s¯) (konfiguratsiooni s¯) eelenergiaks (i.k. prior energy) ja suurust
−U(s¯) −∑u∈I ln fsu(xu) ja¨relenergiaks (i.k. posterior energy). Paneme ta¨hele, et
mida va¨iksem energia, seda suurem to˜ena¨osus.
Lo˜puks toome ka a¨ra u¨he puudel kehtiva kasuliku tegurdamisomaduse.
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Va¨ide 10. Kui (S¯, X¯) on varjatud Markovi va¨lja mudel puul (I,N), siis iga s¯ ∈ Kn
ja iga x¯ ∈ X n korral kehtib







kui vaid need tinglikud to˜ena¨osused on defineeritud.
To˜estus. Olgu s¯ ∈ Kn ja x¯ ∈ X n sellised, et vo˜rduses 12 toodud tinglikud to˜ena¨osused
on defineeritud. Kui s¯ on selline, et p(I) = 0, siis ka p(x¯, I) = 0. Kui s¯ on selline,
et p(I) > 0, siis on defineeritud ko˜ik tinglikud to˜ena¨osused p(u | ρ(u)) ja tinglik
tihedus p(x¯ | I) ning kehtib p(x¯, I) = p(I)p(x¯ | I). Kuna S¯ rahuldab globaalset





Kuna (S¯, X¯) on varjatud Markovi va¨lja mudel puul (I,N), siis




Kaks eelnevat vo˜rdust kokku annavadki vajaliku tulemuse.
Eelnevast va¨itest na¨eme, et puu peal antud varjatud Markovi va¨lja mudeli ma¨a¨ravad
u¨heselt algjaotus (pj(1))j∈K , u¨leminekuto˜ena¨osused (pj|i(u | ρ(u)))j∈K,i∈K,u>1 ja
emissioonijaotuste tihedused (fsu)su∈K,u∈I .
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3 Segmenteerimine ja risk
3.1 Segmenteerimisu¨lesande tutvustus
Ka¨esolevas peatu¨kis tegeleme varjatud seisundite a¨ra arvamisega antud vaatluste
alusel. Varjatud Markovi (va¨lja) mudelite kontekstis nimetatakse seda segmenteeri-
miseks – varjatud protsessi jagamiseks erinevas seisundis olevateks juppideks. Just
segmenteerimisu¨lesanne on tihti esmase huvi objektiks varjatud Markovi (va¨lja) mu-
delite juures (Lember jt., 2011) ja just segmenteerimises avaldub tihti nende mudelite
praktiline va¨a¨rtus, na¨iteks erinevate DNA regioonide tuvastamine ja¨rjestusandmete
po˜hjal (Peshkin ja Gelfand, 1999), eellasolekute rekonstrueerimine fu¨logeneetilistes
uuringutes (Bykova jt., 2013) ja erinevate alade-objektide a¨ra tundmine va¨rvipiltidel
(Xiang-yang jt., 2015). Ja¨rgnevad lo˜igud on kirjutatud Lember ja Koloydenko (2014)
alusel.
Erinevaid lahendusi segmenteerimisu¨lesandele on aga mitmeid. U¨ks levinud viis
on leida selline seisundite konfiguratsioon s¯ ∈ Kn (nu¨u¨d ja edaspidi nimetame
igasuguse segmenteerimise tulemust s¯ ∈ Kn joonduseks), et fikseeritud vaatluste
x¯ ∈ X n korral vaatluste ja varjatud seisundite u¨histihedus ps¯(x¯, I) oleks maksimaal-
ne. Mo˜eldes varjatud seisunditele kui vaatluste X¯ jaotuse parameetritele, on see
la¨henemine analoogiline suurima to˜epa¨ra hinnanguga. Varjatud Markovi mudelite
kontekstis nimetatakse seda joondust Viterbi joonduseks. Nimi tuleb Andrew Viter-
bi nime kandvast du¨naamilise planeerimise algoritmist, mida eelkirjeldatud joonduse
leidmiseks kasutada saab. Bayesi statistika keeles aga vo˜ime mo˜elda fikseeritud mu-
delist p(I) kui varjatud kihi S¯ eeljaotusest ja tinglikust jaotusest p(I | x¯) ∝ p(x¯, I)
kui varjatud kihi ja¨reljaotusest – sellest inspireerituna nimetatakse suuruse p(x¯, I)
maksimiseerimise tulemust ka MAP joonduseks (i.k. maximum a posteriori). Kui
S¯ on juhtumisi Gibbsi jaotusega, siis va¨ite 9 to˜ttu langeb MAP joonduse leidmine
kokku ja¨relenergia minimiseerimisega, sest










Na¨ide 7 (Gaussi mu¨raga rikutud Gibbsi jaotus, Li, 2009 lk 15). Olgu S¯ Gibbsi
jaotusega graafil (I,N) antud Gibbsi potentsiaali VC , C ⊂ I, suhtes. Juhuslik vektor
S¯ vo˜ib olla pidev, seisundite ruumiga R. Oletame, et vektori S¯ realisatsioon ja¨a¨b
aga varjatuks ja selle asemel na¨eme Gaussi mu¨raga saastunud versiooni. Ta¨psemalt,
iga u ∈ I korral Su asemel na¨eme hoopis arvu Su + εu, kus εu ∼ N(0, σ2), u ∈ I, on
omavahel so˜ltumatud ja vektorist S¯ so˜ltumatud juhuslikud suurused. Soovime siiski
prognoosida varjatud seisundeid S¯.
Ta¨histame Xu := Su + εu, u ∈ I. Vastavalt va¨itele 9 on vektori S¯ tinglik jaotus,
tingimusel et vaatlused X¯ on fikseeritud, samuti Gibbsi jaotus ja kehtib


































minimiseerimise teel. Na¨eme, et u¨helt poolt oleks ko˜ige kasulikum pakkuda igaks
varjatud seisundiks su konkreetset vaadeldud va¨a¨rtust xu: see minimiseeriks ruu-
tude summat
∑
u∈I(su − xu)2. Teiselt poolt aga oleks siis ilmselgelt tegu mudeli
u¨lesobitumisega. Selle vastu aitabki liige U(s¯), millel on “oma na¨gemus” optimaalsest
konfiguratsioonist ja mis vo˜iks na¨iteks liiga keeruliste konfiguratsioonide to˜ena¨osuse
alla kaaluda.
Alternatiivselt vo˜ime otsida sellist joondust s¯ ∈ Kn, et iga u ∈ I korral selle
konkreetse varjatud kihi elemendi “to˜epa¨ra” p(u | x¯) oleks maksimaalne. Nimetame
seda joondust PMAP joonduseks (i.k. pointwise maximum a posteriori). Just see
joondus tagab keskmiselt va¨hima vigade arvu (to˜estus allpool). Ku¨ll aga on see
joondus “pime” konteksti suhtes: kui varjatud kihi kohta on na¨iteks teada, et teatud
konfiguratsioonid on po˜himo˜tteliselt vo˜imatud, siis PMAP meetod ei lase ennast
sellest ha¨irida ja vo˜ib joondusena tagastada vo˜imatu konfiguratsiooni.
Na¨ide 8 (MAP ja PMAP vo˜rdlus). Olgu S¯ Markovi va¨li nagu na¨ites 4. Olgu iga
u ∈ I korral emissioonijaotuseks Bernoulli jaotus Xu | Su = 1 ∼ B(1, 0.6) ja
Xu | Su = 0 ∼ B(1, 0.1). Vo˜ime mo˜elda, et na¨eme rikutud versiooni vektorist
S¯, kusjuures varjatud seisund 1 saab muudetud to˜ena¨osusega 0.4 ja varjatud sei-
sund 0 saab muudetud to˜ena¨osusega 0.1. Meie ka¨sutusse on sattunud vaatlused
x¯ = (xu)u∈I := (1, 0, 0, 1). Eesma¨rgiks on a¨ra arvata see varjatud kihi konfigurat-
sioon, mis need vaatlused “tekitas”.
Leiame esmalt MAP joonduse. Selleks vo˜tame vaatluse alla ko˜ik vo˜imalikud varja-
tud konfiguratsioonid s¯ ∈ {0, 1}4 ja valime neist va¨lja sellise, mille puhul p(I, x¯) on
suurim. Paneme ta¨hele, et kui p(I) = 0, siis p(x¯, I) = 0. Kui p(I) > 0, siis vastavalt
varjatud Markovi va¨lja mudeli eeldusele vaatluste tingliku so˜ltumatuse kohta




Tabelist 2 na¨eme, et suurima u¨histihedusega on konfiguratsioon (1, 1, 1, 1), ja¨relikult
see ongi MAP joondus.
Leiame nu¨u¨d PMAP joonduse. Selleks vaatame iga kohta u ∈ I eraldi ja valime igas
kohas seisunditest su ∈ {0, 1} va¨lja selle, mille puhul p(u | x¯) on suurem. Fikseeritud
vaatluste korral p(u | x¯) ∝ p(x¯, u) ehk need kaks suurust saavutavad maksimumi






Tabel 2: Varjatud kihi (eel)jaotus ja vaatluste ning varjatud konfiguratsioonide
u¨histo˜ena¨osused na¨ites 8.
s1 s2 s3 s4 ps¯(I) ps¯(x¯, I)
0 0 0 0 8−1 0.0010125
1 0 0 0 8−1 0.006075
1 1 0 0 8−1 0.0027
1 1 1 0 8−1 0.0012
1 1 1 1 8−1 0.0072
0 1 1 1 8−1 0.0012
0 0 1 1 8−1 0.0027
0 0 0 1 8−1 0.006075
0 1 0 0 0 0
0 0 1 0 0 0
1 0 1 0 0 0
0 1 1 0 0 0
0 1 0 1 0 0
1 0 0 1 0 0
1 0 1 1 0 0
1 1 0 1 0 0
Tabel 3: Suurused p(x¯, u) na¨ites 8.
u = 1 u = 2 u = 3 u = 4
su = 0 0.0109875 0.0158625 0.0158625 0.0109875
su = 1 0.017175 0.0123 0.0123 0.017175
siis saame kasutada tabelit 2. Summeerides sobivaid arve selle tabeli parempoolses
veerus, leiame iga u ∈ I ja su ∈ {0, 1} korral ps¯(x¯, u) ja kirjutame need arvud
tabelisse 3. Sealt na¨eme, et PMAP joondus on (1, 0, 0, 1). Tabelist 2 aga na¨eme, et
vektor S¯ ei saa olla konfiguratsioonis (1, 0, 0, 1), selle to˜ena¨osus on null.
Na¨eme, et PMAP probleemiks on joondused, mille to˜ena¨osus on null. Sellistel
konfiguratsioonidel on ka oma nimi: kui vaatlused x¯ on fikseeritud ja p(x¯) > 0,
siis konfiguratsiooni s¯ ∈ Kn nimetame lubamatuks (i.k. inadmissible), kui ps¯(I |
x¯) = 0 (Lember ja Koloydenko, 2014 ja¨rgi). On segmenteerimismeetodeid, mis si-
suliselt u¨ritavad vo˜imalikult sarnaneda PMAP joondusele, va¨listades siiski nullilise
to˜ena¨osusega joonduse. Ometi vo˜ivad ka need anda va¨ga madala to˜ena¨osusega (kuid
siiski lubatavaid) joondusi. Samuti on vo˜imalik MAP ja PMAP joondusi mitmel
moel kombineerida (Lember ja Koloydenko, 2014).
3.1.1 Klassifitseerimisteooria po˜himo˜isteid
Vo˜tame hetkeks veidi u¨ldisema vaatekoha, et tuua sisse tehiso˜ppe valdkonnast
pa¨rit ja edasises mo˜ttearenduses vajalikke mo˜isteid. Alapeatu¨kk on kirjutatud Lem-
ber (2013) ja¨rgi.
Olgu S¯ ja X¯ samal to˜ena¨osusruumil defineeritud juhuslikud vektorid. Ta¨psemalt,
olgu S¯ = (Su)u∈I diskreetne juhuslik vektor, mille va¨a¨rtused on lo˜plikus hulgas
Kn, ja X¯ = (Xu)u∈I juhuslik vektor, mille vo˜imalike va¨a¨rtuste hulk on X n, kus
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X ⊂ Rd. Vektori S¯ realisatsiooni to˜lgendame kui klassi, mis antud juhul on mit-
memo˜o˜tmeline, ja vektori X¯ realisatsiooni to˜lgendame kui vaatlust, mis praegu on
ka mitmemo˜o˜tmeline.
Definitsioon 12. Klassifitseerijaks nimetame funktsiooni
g : X n → Kn.
Vaatluse x¯ ∈ X n po˜hjal klassi z¯ ∈ Kn prognoosimist nimetatakse klassifitseeri-
miseks. Erijuhul, kui (S¯, X¯) moodustab varjatud Markovi (va¨lja) mudeli, siis klas-
sifitseerimist nimetatakse tihti segmenteerimiseks. Iga x¯ ∈ X n korral vektori g(x¯)
komponenti indeksiga u ta¨histame g(x¯)u.
Definitsioon 13. Kaofunktsiooniks nimetame funktsiooni
L : Kn ×Kn → [0,∞].
Arvu L(s¯, z¯) to˜lgendame kui kahju (vo˜i kadu), mis tekib, kui klassi s¯ pidada klassiks
z¯. Loomulik on kasutada selliseid kaofunktsioone, mille korral L(s¯, s¯) = 0 iga s¯ jaoks.
Definitsioon 14. Klassifitseerija g riskiks nimetame keskva¨a¨rtust
R(g) := EL(S¯, g(X¯)).
Iga vaatluse x¯ korral defineerime klassifitseerija g tingliku riski kui arvu
R(g | x¯) :=
∑
z¯∈Kn
L(z¯, g(x¯))pz¯(I | x¯).
Klassifitseerijat, mis iga vaatluse x¯ korral minimiseerib tinglikku riski R(g | x¯) u¨le
ko˜igi klassifitseerijate g, nimetatakse Bayesi klassifitseerijaks.
Kuna tinglike riskidega tegeledes on vaatlused x¯ niikuinii ta¨histuses na¨ha, siis
vo˜ime samastada klassifitseerija g tema antava joondusega s¯ = g(x¯). Samal po˜hjusel
vo˜ib ra¨a¨kida klassifitseerija tingliku riski asemel joonduse (vo˜i konfiguratsiooni) ting-
likust riskist.
Va¨ide 11. Bayesi klassifitseerija risk on va¨iksem vo˜i vo˜rdne mistahes muu klassi-
fitseerija riskiga.
To˜estus. To˜estuse vo˜ib leida na¨iteks Lember (2013) lk 10.
3.2 Erinevaid kaofunktsioone ja riske varjatud Markovi va¨lja
mudelitele
Tutvume segmenteerimisu¨lesande pu¨stitamise mitmekesiste vo˜imalustega. Otsi-
me ku¨ll vaatlustele ko˜ige paremini sobivat konfiguratsiooni, kuid mis mo˜ttes ko˜ige
paremini sobivat? Sellele ku¨simusele aitavadki u¨htses raamistikus ta¨pselt vastata
eelnevalt tutvustatud kaofunktsioonid ja (tinglikud) riskid, mis saavad konkreet-
seteks headuse kriteeriumiteks. Ka¨esolevas alapeatu¨kis tutvume levinud ja va¨hem
levinud kaofunktsioonide ja vastavate (tinglike) riskidega, sealhulgas na¨itame, kui-
das la¨bi kaofunktsioonide jo˜uda MAP ja PMAP joondusteni. Ja¨rgnevas alapeatu¨kis
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konstrueerime klassifitseerijad, mis puude peal antud varjatud Markovi va¨lja mude-
lite korral minimiseerivad neid riske. Ka¨esolev alapeatu¨kk on kirjutatud Lember ja
Koloydenko (2014) eeskujul.
Tavalisim kaofunktsioon on su¨mmeetriline kaofunktsioon, mille ka¨esolevas ta¨histame
L∞, ja mis on defineeritud kui
L∞(s¯, z¯) := Is¯6=z¯,
kus I on indikaatorfunktsioon. See karistab ko˜iki valesid konfiguratsioone, kuitahes
to˜ela¨hedasi vo˜i to˜ekaugeid, u¨hepalju. Mistahes klassifitseerija g tinglikuks riskiks
mistahes vaatluse x¯ korral on sel juhul
R∞(g | x¯) :=
∑
z¯∈Kn




1 · pz¯(I | x¯)
=1− pg(x¯)(I | x¯).
Na¨ha on, et seda riski minimiseerib klassifitseerija, mis maksimiseerib suurust pg(x¯)(I |
x¯) ∝ pg(x¯)(x¯, I). Ja¨relikult R∞-riskile vastav Bayesi klassifitseerija on selline, mis
annab MAP joondusi. Paneme ta¨hele, et MAP joondused minimiseerivad ka sellist
tinglikku riski:
R¯∞(g | x¯) := − 1
n
ln pg(x¯)(I | x¯).








Mistahes klassifitseerija g tinglikuks riskiks mistahes vaatluse x¯ puhul on siis
R1(g | x¯) :=
∑
z¯∈Kn










































Na¨eme, et eeltoodud tingliku riski minimiseerimine on samava¨a¨rne suuruse pg(x¯)(u | x¯)
maksimiseerimisega iga u ∈ I korral – ja¨relikult R1-riski minimiseerib PMAP joon-
dus. Paneme ta¨hele, et kaofunktsioon L1 kujutab endast valesti klassifitseeritud
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komponentide Su osakaalu kogu vektori S¯ seas. Arvestades nu¨u¨d riski definitsiooni
R(g) = EL(S¯, g(X¯)) ja teadmist, et riski minimiseerib see klassifitseerija, mis mi-
nimiseerib tinglikku riski iga vaatluse korral (antud juhul siis PMAP), on na¨ha, et




u∈I ps¯(u | x¯) maksimiseerimine u¨le ko˜igi s¯ ∈ Kn on samava¨a¨rne iga
liidetava psu(u | x¯), u ∈ I, maksimiseerimisega u¨le su ∈ K. Kuna igal u, x¯ ja su
korral psu(u | x¯) > 0, siis eelnev on omakorda samava¨a¨rne korrutise
∏
u∈I psu(u | x¯)
maksimiseerimisega u¨le ko˜igi s¯ ∈ Kn. Ja¨relikult PMAP joondus minimiseerib ka
ja¨rgnevat tinglikku riski:




ln pg(x¯)(u | x¯).
Eelnevad riskid saame kokku vo˜tta esmapilgul vo˜ib-olla mo˜neti kunstlikuna tunduva
u¨ldistuse abil, defineerides Lember ja Koloydenko (2014) eeskujul kombineeritud riski
ehk hu¨briidriski
R¯C1,C2(g | x¯) := C1R¯1(g | x¯) + C2R¯∞(g | x¯), (13)
kus C1, C2 > 0 ja va¨hemalt u¨ks neist on nullist erinev. Paneme ta¨hele, et erijuhul
C1 = 0 minimiseerib kombineeritud riski MAP joondus ja erijuhul C2 = 0 minimi-
seerib kombineeritud riski PMAP joondus. Ja¨rgnevas peatu¨kis na¨eme, et seda riski
minimiseerivat joondust on teatud juhul vo˜imalik va¨ga ha¨sti arvutada ja see risk
osutub loomulikuks u¨ldistuseks, mis u¨hendab MAP ja PMAP klassifitseerijad u¨htse




Valemiga 13 defineeritud hu¨briidrisk on kindlaks optimaalsuskriteeriumiks, mille
ja¨rgi valida parim klassifitseerija. Kui (S¯, X¯) on varjatud Markovi va¨lja mudel puul
(I,N), siis on vo˜imalik seda Bayesi klassifitseerijat ka reaalselt rakendada, ta¨psemalt
siis vastavat joondust puu tippude arvu n suhtes lineaarses ajas va¨lja arvutada. See
toimub teatud du¨naamilise planeerimise algoritmi abil, mis on va¨ga sarnane artikli
Lember ja Koloydenko (2014) teoreemis 4 kirjeldatule.
Va¨ide 12. Olgu (S¯, X¯) = ((Su)u∈I , (Xu)u∈I) varjatud Markovi va¨lja mudel puul
(I,N), mis on ma¨a¨ratud teadaoleva algjaotuse pij := pj(1), j ∈ K,, u¨leminekuto˜ena¨osuste
puij := pj|i(u | ρ(u)), u > 1, i, j ∈ K, ja emissioonijaotuste tiheduste fsu , u ∈
I, su ∈ K, abil. Olgu eelnevalt va¨lja arvutatud to˜ena¨osused pj(u | x¯) iga u ∈ I
ja j ∈ K korral. Joondus s¯ = (su)u∈I ∈ Kn, mis antud vaatluste x¯ korral minimi-
seerib hu¨briidriski 13, on leitav ja¨rgmise algoritmi abil:
1. iga u ∈ I ja j ∈ K jaoks arvuta
γu(j) := C1 ln pj(u | x¯) + C2 ln fj(xu),
2. iga lehe u ja iga j ∈ K jaoks arvuta
δu(j) := γu(j),
3. iga mitte-lehe u ja j ∈ K jaoks arvuta





(C2 ln pvji + δv(i)) ,
4. vali
s1 := arg max
j∈K
(C2 lnpij + δ1(j))
ja
su := arg max
j∈K
(
δu(j) + C2 ln pu,sρ(u),j
)
.
Lisaks ta¨pselt teada olevale mudelile on selle algoritmi rakendamiseks vaja eelne-
valt va¨lja arvutada ka suurused pj(u | x¯) iga u ∈ I ja j ∈ K jaoks. Neid arve nimeta-
takse silumisto˜ena¨osusteks (i.k. smoothing probabilities). Tegu on just nendesamade
suurustega, mille ja¨rgi koostatakse PMAP joondus (valides iga u ∈ I jaoks va¨lja
selle j ∈ K, mis maksimiseerib silumisto˜ena¨osust pj(u | x¯)). Vo˜ime mo˜elda, et tegu
on konkreetses kohas u ∈ I seisundi j na¨gemise marginaalsete ja¨relto˜ena¨osustega,
tingimusel et vaatlused on sellised nagu need parajasti on. Silumisto˜ena¨osuseid on
vo˜imalik (vaatluseid ja mudeli parameetreid teades) arvutada teatud rekursiivsete
algoritmidega, ka¨esolevas to¨o¨s on kasutatud Durand jt. (2004) la¨henemist.
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To˜estus va¨itele 12. Ta¨histame ρ(1) := 0 , s0 := 0 ja p1,0,s1 := pis1 . Iga konfigurat-




(γv(sv) + C2 ln pvsρ(v)sv).













ln p(u | x¯)− C2
n

































U(s¯u, s1) + γ1(s1) + C2 ln p1,0,s1
 , (14)
pidades meeles ta¨histust p1,0,s1 := pis1 . Teine vo˜rdus tuleb va¨itest 10.







Kui u on leht ehk alampuu Iu su¨gavus on 1, siis ρ
−1(u) = ∅ (lehel pole lapsi) ja
vo˜rdus 15 kehtib ta¨nu δu(j) definitsioonile: summa on null ja maksimiseerida pole
midagi.
Eeldame, et vo˜rdus 15 kehtib ko˜igi selliste tippude v jaoks, mille su¨gavus on va¨iksem
kui d > 1. Olgu u mistahes tipp, mille su¨gavus on d – siis tippude v ∈ ρ−1(u)



























C2 ln pvjk + ∑
w∈ρ−1(v)
U(s¯w, sv) + γv(sv)
+ γu(j)






















Vo˜rduste 14 ja 15 abil na¨eme nu¨u¨d, et
max
j




















C1R¯1(s¯ | x¯) + C2R¯∞(s¯ | x¯)
)
.
Seega to˜epoolest saame va¨hima riskiga joonduse s¯, kui valime
s1 = arg max
j
(δ1(j) + C2 lnpij)
ja iga u > 1 korral
su = arg max
j
(
δu(j) + C2 ln pu,sρ(u),j
)
,
kus sρ(u) on eelnevalt valitud sellesama protseduuri kohaselt.
U¨ldiselt ei tarvitse olla nii selge, missugune na¨eb va¨lja mingi riski suhtes parim
vo˜imalik klassifitseerija ja kuidas seda klassifitseerijat rakendada. Kuna hu¨briidriski
minimiseerivaid joonduseid on eelkirjeldatud algoritmi abil vo˜imalik leida, siis hu¨briidrisk
sisuliselt ma¨a¨rab endale vastava klassifitseerija ja seeto˜ttu edaspidi nimetamegi hu¨briidklassifitseerijaks
(vo˜i -joonduseks) seda klassifitseerijat (vo˜i -joondust), mis minimiseerib vastavat
hu¨briidriski.
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4.2 k-bloki risk ja selle u¨ldistused
Anname nu¨u¨d vo˜rdusega 13 ma¨a¨ratud hu¨briidriskile konstruktiivse selgituse, tu-
ginedes artiklile Lember ja Koloydenko (2014). Oleme na¨inud, et PMAP joondus
maksimiseerib “u¨hepunktilisi” tinglikke “to˜ena¨osuseid” p(u | x¯). See tagab klassifit-
seerija, mis keskmiselt klassifitseerib ko˜ige rohkem u¨ksikuid varjatud kohti Su o˜igesti.
MAP joondus aga maksimiseerib sisuliselt “n-punktilist” tinglikku “to˜ena¨osust”
p(I | x¯). Vastavat kaofunktsiooni vaadates vo˜ime (va¨ikse kujutlusvo˜ime hu¨ppe abil)
mo˜elda, et MAP klassifitseerib o˜igesti “ko˜ige rohkem n-elemendilisi alamvektoreid”.
Mo˜tleme esialgu vaid varjatud Markovi mudelitele, kus varjatud kiht on Markovi
ahel. Kas saaks a¨kki defineerida ka mingeid PMAP ja MAP meetodite vahepeal-
seid variante, maksimiseerides na¨iteks ja¨rjestikustest paaridest so˜ltuvaid suuruseid
p(u ∪ ρ(u) | x¯), mis vo˜iks lo˜ppeda o˜igesti klassifitseeritud punktipaaride (Su, Sρ(u))
oodatava arvu maksimiseerimises? Vo˜i prooviks na¨iteks maksimiseerida o˜igesti klas-
sifitseeritud ja¨rjestikuste kolmikute oodatavat arvu? Seda ideed mainis po˜gusalt juba
Rabiner (1989). Ta¨psemalt, olgu (S¯, X¯) varjatud Markovi mudel. Markovi ahela k-












Vaadates selle kaofunktsiooni definitsiooni on na¨ha, et klassifitseerija, mis minimisee-
rib oodatavat Lk-kadu, minimiseeribki valesti klassifitseeritud k-blokkide keskmist
arvu. Vastavaks tinglikuks riskiks, on




n− k + 1
n−k+1∑
t=1
Ist+k−1t 6=g(xn1 )t+k−1t ps
n
1
({1, 2, . . . , n} | x¯)
=1− 1
n+ k − 1
n+k−1∑
t=1
pg(xn1 )({t, . . . , t+ k − 1} | x¯).
Kahjuks ei garanteeri aga Rk-riski minimiseeriv klassifitseerija lubatavat joondust,
kui k > 1. Sellest ja veel mo˜nest Rk-riski probleemist saab u¨le, kui defineerida
Lember ja Koloydenko (2014) ja¨rgi




ln pg(x¯)({max(1, t+ 1), . . . ,min(n, t+ k)} | x¯).
Eeltoodud riski definitsioonis esineva veidi kru¨ptilise summa liikmeid illustreerib ta-
bel 4.
Kui (I,N) on aga puu, mitte tingimata ahel, siis k-blokil on mitu erinevat u¨ldistust.
U¨helt poolt vo˜ib mo˜elda k-blokist kui tipust koos ko˜igi oma kuni k−1-ja¨rku alaneva-
te sugulastega. Puul moodustab selline “k-blokk” u¨ldiselt hargneva alampuu, justkui
kolmnurga. Teiselt poolt vo˜ib mo˜elda k-blokist kui tipust koos ko˜igi oma kuni k− 1
ja¨rku esivanematega. Puul on sel juhul tegu samuti (mittehargneva) ahelaga. Vas-
tavalt nendele to˜lgendustele vo˜ib R¯k-riskile samuti defineerida erinevaid u¨ldistusi,
kantuna o˜igesti klassifitseeritud k-blokkide arvu maksimiseerimise vaimust. Siiski
osutub, et need ko˜ik on vo˜rdusega 13 defineeritud hu¨briidriski erijuhud ja seega on
vastavad parimad joondused arvutatavad va¨ites 12 kirjeldatud algoritmi abil.
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Tabel 4: Na¨ide R¯k-riski poolt arvestatavatest blokkidest olukorras, kus ahelas on
n = 10 tippu ja bloki suurus k = 3.
tipp
t=-2 1 2 3 4 5 6 7 8 9 10
t=-1 1 2 3 4 5 6 7 8 9 10
t=0 1 2 3 4 5 6 7 8 9 10
t=1 1 2 3 4 5 6 7 8 9 10
t=2 1 2 3 4 5 6 7 8 9 10
t=3 1 2 3 4 5 6 7 8 9 10
t=4 1 2 3 4 5 6 7 8 9 10
t=5 1 2 3 4 5 6 7 8 9 10
t=6 1 2 3 4 5 6 7 8 9 10
t=7 1 2 3 4 5 6 7 8 9 10
t=8 1 2 3 4 5 6 7 8 9 10
t=9 1 2 3 4 5 6 7 8 9 10
4.2.1 k-blokk kui tipp koos ja¨rglastega
Alustame varjatud Markovi mudelite jaoks defineeritud R¯k-riski vahest ko˜ige
otsesema u¨ldistusega, defineerides iga k ∈ N jaoks sama ta¨histusega tingliku riski
U¯k(s¯ | x¯) :=
∏
u∈I
p(R−(u, k) | x¯)
k−1∏
j=1
p(R−(1, j) | x¯),
R¯k(g | x¯) :=− 1
n
ln U¯k(g(x¯) | x¯).
Ahela ja¨rjestikuste tippude k-bloki analoogiks puul on hulk R−(u, k) (defineeritud
peatu¨kis 1.3.1), mis koosneb tipust u koos ko˜igi oma kuni k−1-ja¨rku alanevate sugu-
lastega. Kui (I,N) on na¨iteks ku¨mne tipuga ahel ja k = 3, siis iga u ∈ {1, 2, . . . , 10}
korral hulk R−(u, 3) on vo˜rdne tabelis 4 indeksile t = u − 1 vastava blokiga. Algu-
sest ja¨a¨b aga kaks blokki puudu (t = −2 ja t = −1), neile vastavad tegurid on vaja
juurde korrutada.
Fikseerime klassifitseerija g, vaatluse x¯ ja ta¨histame s¯ := g(x¯). Nu¨u¨d defineerime











Niimoodi defineeritud risk vo˜ib pakkuda ka iseseisvat huvi (vaata na¨iteks Lember ja
Koloydenko (2014)), hetkel on see ku¨ll vaid vahend ja¨rgneva va¨ite to˜estuses esineva
ta¨histuse lu¨hiduse huvides.
Va¨ide 13 (Lember ja Koloydenko, 2014 teoreem 6 eeskujul). Fikseerime sellise k,
et 1 < k 6 d(1). Kehtib vo˜rdus
R¯k(s¯) = R¯∞(s¯) + R¯k−1(s¯).
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To˜estus. Olgu s¯ ∈ Kn ja u ∈ I. Ko˜igepealt ma¨rgime, et kui p(I) = 0, siis (vas-
tavalt ma¨rkusele tegurdamisomaduse definitsiooni 10 ja¨rel) mingi u ∈ I korral ka
p({u, ρ(u)}) = 0 ja seega p(R−(ρ(u), k)) = 0, misto˜ttu to˜estatava vo˜rduse mo˜lema
poole va¨a¨rtus on ∞. Edaspidi eeldame, et p(I) > 0.
Kui d(u) < k, siis R−(u, k) = R−(u, k − 1), seega
p(R−(u, k)) = p(R−(u, k − 1)).
Kui d(u) > k, siis aga kehtib
p(R−(u, k))
=p(R−(u, k − 1) ∪ ρ−(k−1)(u))
=p(R−(u, k − 1))p(ρ−k+1(u) | R−(u, k − 1))
=p(R−(u, k − 1))p(ρ−k+1(u) | ρ−k+2(u))




Esimene vo˜rdus tuleb hulgaR−(u, k) definitsioonist, teine ketireeglist, kolmas u¨hepoolsest













p(R−(u, k − 1))·
∏
u∈I:d(u)>k


















Po˜hjendame selle vo˜rduse. Kui u ∈ R−(1, k − 1), siis hulga R− definitsiooni po˜hjal
on tipp u puu juure u¨limalt k − 2 ja¨rku alanev sugulane:
u ∈ R−(1, k − 1)⇒ ∃j ∈ {0, 1, . . . , k − 2} : u ∈ ρ−j(1).
Seega tipul u sisuliselt ei ole olemas k − 1 ja¨rku esivanemat (formaalselt on selleks
esivanemaks 0), sest juba k − 2 ja¨rku vo˜i veelgi hiljutisem esivanem on tipp 1.
Ja¨relikult ei ole tipp u u¨hegi tipu v ∈ I jaoks k − 1 ja¨rku alanev sugulane ehk
u 6∈ ρ−(k−1)(v)∀v ∈ I. Teiselt poolt, kui u 6∈ R−(1, k − 1), siis leidub tipul u (nullist
erinev) k−1-ja¨rku esivanem. Ja¨relikult leidub mingi tipp v ∈ I, nii et u ∈ ρ−(k−1)(v).
Sealjuures peab tipu v su¨gavus olema va¨hemalt k, sest vastasel juhul oleks hulk
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ρ−(k−1)(v) tu¨hi.
Nu¨u¨d na¨eme, et kehtib
p(I) =p(R−(1, k − 1))p(I \R−(1, k − 1) | R−(1, k − 1))
=p(R−(1, k − 1))p(I \R−(1, k − 1) | ρk−2(1))






Esimene vo˜rdus tuleb ketireeglist, teine globaalsest Markovi omadusest ja kolmas


































Kui vo˜tta mo˜lemast vo˜rduse poolest logaritm ja jagada −n-ga, saame soovitud tu-
lemuse.
Eeltoodud va¨ide, mille to˜estasime sisuliselt riski R¯k(s¯) na¨itel, kehtib ka riski
R¯k(g | x¯) jaoks.
Va¨ide 14. Olgu (S¯, X¯) varjatud Markovi va¨lja mudel, fikseerime klassifitseerija g.
Ko˜igi positiivse tihedusega vaatluste x¯ korral kehtib vo˜rdus
R¯k(g | x¯) = R¯∞(g | x¯) + R¯k−1(g | x¯).
To˜estus. Va¨ite 8 to˜ttu on ka vektori S¯ tinglik jaotus globaalse Markovi omadu-
sega (tingimusel, et ko˜ik vaatlused on fikseeritud), mis lubab vektori S¯ tinglike
to˜ena¨osusfunktsoonidega (na¨iteks p(I | x¯)) manipuleerida ta¨pselt nagu marginaal-
sete to˜ena¨osusfunktsioonidega (na¨iteks p(I)). Selle teadmise valguses saame ta¨pselt
korrata va¨ite 13 to˜estust, kirjutades igale poole lisaks tingimuse X¯ = x¯.
Riskide perel R¯k(g | x¯), k ∈ N, on veel u¨ks ilus omadus. Fikseerime vaatlused x¯
ja iga k ∈ N korral ta¨histame tinglikku riski R¯k(g | x¯) minimiseeriva klassifitseerija
gk := arg min
g
R¯k(g | x¯).
Tuleb va¨lja, et joonduse gk(x¯) tinglik to˜ena¨osusfunktsioon pgk(x¯)(I | x¯) kasvab mono-
toonselt koos bloki pikkusega k ∈ N. Kuna tinglik to˜ena¨osusfunktsioon pgk(x¯)(I | x¯)
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on aga vo˜rdeline riski R¯∞(gk | x¯) vastandarvuga, siis k kasvades va¨heneb joonduse
gk(x¯) R¯∞-risk monotoonselt. Teisalt, joonduse gk(x¯) R¯1-risk va¨heneb monotoonselt
koos bloki pikkuse k va¨henemisega. Joondus gk(x¯) seega (teatud mo˜ttes) liigub “su-
juvalt” MAP ja PMAP joonduse vahel.
Riskide pere R¯k(g | x¯), k ∈ N, head omadused vo˜tab kokku ja¨rgnev
Va¨ide 15 (Lember ja Koloydenko, 2014 ja¨reldus 8 ja¨rgi). Iga positiivse tihedusega
vaatluse x¯ ja iga klassifitseerija g korral kehtivad
R¯k(g | x¯) = (k − 1)R¯∞(g | x¯) + R¯1(g | x¯), kui 1 6 k 6 d(1); (17)
gk(x¯) on lubatav kui k > 1; (18)
R¯∞(gk | x¯) 6 R¯∞(gk−1 | x¯), kui 1 < k 6 d(1); (19)
R¯1(gˆk | x¯) > R¯1(gk−1 | x¯), kui 1 < k 6 d(1). (20)
Kahe viimase vo˜rratuse to˜estuseks on vaja u¨ht abitulemust.
Va¨ide 16 (Lember ja Koloydenko, 2014 lemma 16). Olgu A hulk, F,G : A →
R ∪ {−∞,∞} funktsioonid ja α1, α2 ∈ [0, 1], α1 6 α2, arvud. Kui a1, a2 ∈ A on
sellised, et
αiF (ai) + (1− αi)G(ai) 6 αiF (x) + (1− αi)G(x), i ∈ {1, 2}
iga x ∈ A korral, siis
F (a1) > F (a2) ja G(a1) 6 G(a2).
To˜estus va¨itele 15. To˜estus vo˜rdusele 17. To˜estame induktsiooniga. Kui k = 1, siis
kehtib selgelt. Kehtigu vo˜rdus 17 mingi naturaalarvu k korral. Siis vastavalt va¨itele
14
R¯k+1(s¯ | x¯) =R¯∞(s¯ | x¯) + R¯k(s¯ | x¯)
=R¯∞(s¯ | x¯) + (k − 1)R¯∞(s¯ | x¯) + R¯1(s¯ | x¯)
=kR¯∞(s¯ | x¯) + R¯1(s¯ | x¯),
nagu vaja.
To˜estus omadusele 18. Ko˜igepealt veendume, et riski R¯k(g | x¯) miinimum u¨le
klassifitseerijate g on lo˜plik. Mingi konfiguratsiooni s¯ ∈ Kn korral peab kehtima
ps¯(I | x¯) > 0 ja ja¨relikult siis ps¯(u | x¯) > 0 iga u ∈ I korral. Defineerime sellise
klassifitseerija g, mis rahuldaks g(x¯) = s¯. Sellise g jaoks kehtib R¯∞(g | x¯) < ∞
esimese vo˜rratuse to˜ttu ja R¯1(g | x¯) < ∞ teise vo˜rratuse to˜ttu. Seega R¯k(g | x¯) =
(k − 1)R¯∞(s¯ | x¯) + R¯1(s¯ | x¯) <∞, nagu vaja.
Kui k > 1, siis iga klassifitseerija g korral R¯k(g | x¯) = R¯∞(g | x¯) + R¯k−1(g | x¯) >
R¯∞(g | x¯). Oletame, et joondus g(x¯) on lubamatu ehk P (S¯ = g(x¯) | X¯ = x¯) = 0.
Sel juhul aga ∞ = R¯∞(g | x¯) 6 R¯k(g | x¯) ja tegu ei saa olla miinimumiga.
To˜estus vo˜rratustele 19 ja 20. Fikseerime k : 1 < k 6 d(1) ja vaatlused x¯. Kuna gk
on riskile R¯k(g | x¯) vastav Bayesi klassifitseerija, siis vo˜rduse 17 to˜ttu
(k − 1)R¯∞(gk | x¯) + R¯1(gk | x¯) = R¯k(gk | x¯) 6R¯k(g | x¯) = (k − 1)R¯∞(g | x¯) + R¯1(g | x¯)
⇔ 1
k





R¯∞(gk | x¯) 61
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mistahes klassifitseerija g korral. Analoogiliselt
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R¯∞(gk−1 | x¯) 6 1






mistahes klassifitseerija g korral.






k−1 , a1 := gk, a2 := gk−1 ja x olgu suvaline klassifitseerija ko˜igi
klassifitseerijate hulgast A. Sel juhul
R¯1(gk | x¯) > R¯1(gk−1 | x¯) ja R¯∞(gk | x¯) 6 R¯∞(gk−1 | x¯),
nagu vaja.
4.2.2 k-blokk kui tipp koos esivanematega
To˜lgendame nu¨u¨d ahelal antud k-blokki kui tippu koos oma ko˜igi esivanematega
kuni k − 1 po˜lvkonnani minevikus. Kui eelnevalt vaatasime tippu koos oma ko˜igi
k−1-ja¨rku alanevate sugulastega, mis moodustavad puul “kolmnurkasid”, siis praegu
hakkame vaatama sisuliselt “sirgeid juppe”. Motiveerivaks ideeks on endiselt o˜igesti
klassifitseeritud k-blokkide oodatava arvu maksimiseerimine. Esialgu ka¨sitleme eri-






Vo˜iksime seada eesma¨rgiks maksimiseerida seda, kuid eeltoodud korrutises ei ole
ko˜ik elemendid esindatud vo˜rdselt: rohkete lastega tipp esineb selles korrutises sa-
gedamini (paari {u, ρ(u)} vanema liikmena ρ(u)), kuid miks peaks tema seeto˜ttu









kus c(u) := |ρ−1(u)| on tipu u laste arv ja c∗ := maxu∈I c(u) on maksimaalne
laste arv. Iga tippu on vo˜etud nii mitu korda lisaks, kui palju ja¨a¨b sel tipul puudu
maksimaalsest laste arvust.
Eeldame, et s¯ ∈ Kn on selline, et p(ρ(u)) > 0 iga u korral (see garanteerib, et























Viimane vo˜rdus tuleb asjaolust, et korrutises
∏
u>1 p(ρ(u)) esineb tippu ρ(u) nii
mitu korda, kui palju on tal lapsi. Paneme ta¨hele, et u¨laltoodud vo˜rdus kehtib
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(triviaalselt) ka siis, kui p(ρ(u)) = 0 mingi u korral. Nu¨u¨d aga korrutame eelneva
vo˜rduse mo˜lemad pooled la¨bi suurusega
∏
u∈I p(u)











Kui ta¨histame selle vo˜rduse vasaku poole U¯∗2 ja defineerime R¯
∗
2(s¯) := − 1n ln U¯∗2 , siis
na¨emegi, et
R¯∗2(s¯) = R¯∞(s¯) + c∗R¯1(s¯)






















meenutades kokkuleppeid ρ(1) := 0, ρ(0) := 0 ja u¨he-elemendiliste hulkade kor-
ral {u} =: u. Defineerime veel U¯∗k (s¯ | x¯) sarnaselt suurusele U¯∗k (s¯), lisades ainult
to˜ena¨osusfunktsioonidele p tingimuse X¯ = x¯. Seeja¨rel loomulikult
R¯∗k(s¯ | x¯) := −
1
n
ln U¯∗k (s¯ | x¯).




p({u, ρ(u), ρ2(u)} \ 0)p({u, ρ(u)} \ 0)c∗−c(u)p(u)c∗(c∗−c(u)).
Endiselt figureerivad tipp-vanem-vanavanem kolmikud {u, ρ(u), ρ2(u)}, kuid lisan-
deid nende ko˜rval on rikkalikult.
Nagu lubatud, siis kehtib
Va¨ide 17. Iga k > 2 ja s¯ ∈ Kn korral






R¯∞(s¯ | x¯) + ck−1∗ R¯1(s¯ | x¯).
Enne to˜estust esitame abistava va¨ite.



















To˜estus. Olgu k > 2 suvaline. Ko˜igepealt ma¨rgime, et kui s¯ on selline, et p(I) = 0,
siis vo˜rdus kehtib (vaata ma¨rkust tegurdamisomaduse definitsiooni 10 ja¨rel). Eelda-




















sest vo˜rduse vasakul poolel asuvas korrutises esineb tegur indeksiga u kokku nii mitu















































nagu vaja. Esimene vo˜rdus tuleb ketireeglist, teine u¨hepoolsest Markovi omadusest
ja kolmas tegurdamisomadusest ning vo˜rdusest 21.
To˜estus va¨itele 17. Ka¨itume analoogiliselt va¨idete 13 ja 14 to˜estusele. See ta¨hendab,
et na¨itame vajalikud seosed a¨ra R¯∗k(s¯) jaoks ja siis ja¨reldame soovitud tulemuse as-
jaolust, et vektori S¯ tinglikul jaotusel, tingimusel et vaatlused X¯ on fikseeritud, on
ka globaalne Markovi omadus – seega vo˜ib ja¨rgnevat to˜estust ta¨pselt korrata, asen-
dades lihtsalt to˜ena¨osusfunktsioonid vastavate tinglike to˜ena¨osusfunktsioonidega.
































































Esimene ja viimane vo˜rdus tulevad U¯∗k (s¯) definitsioonist ja teine vo˜rdus va¨itest 18.
Induktsiooniga saab nu¨u¨d veenduda, et










∗. Vo˜rduse mo˜lemast poolest naturaallogaritmi vo˜tmine ja −n-ga
la¨bi jagamine lo˜petab to˜estuse.
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4.2.3 Hu¨briidriski to˜lgendus
Meenutame hu¨briidriski definitsiooni ja va¨iteid 17 ning 15:
R¯C1,C2(g | x¯) :=C1R¯1(g | x¯) + C2R¯∞(g | x¯),
R¯k(g | x¯) =R¯1(g | x¯) + (k − 1)R¯∞(g | x¯),







Na¨eme, et nii R¯k kui ka R¯
∗
k on hu¨briidriski R¯C1,C2 erijuhud. Risk R¯k vo˜tab arvesse
blokke, mille moodustab tipp koos ko˜igi oma kuni k−1 ja¨rku alanevate sugulastega,
ja risk R¯∗k vo˜tab arvesse blokke, mille moodustab tipp koos oma esivanemate jadaga
kuni k− 1 ja¨rku esivanemani. Paneme ta¨hele, et kui varjatud kiht on Markovi ahel,
siis maksimaalseks laste arvuks on 1 ja R¯k(g | x¯) = R¯∗k(g | x¯) – tegu to˜epoolest on
erinevate u¨ldistustega, mis ahelal langevad siiski kokku.
Konstantidelt C1 ja C2 vo˜ime no˜uda, et C1 +C2 = 1, na¨iteks valides uued kons-
tandid C ′1 :=
C1
C1+C2
ja C ′2 := 1−C ′1. See toiming ku¨ll arvuliselt muudab riski R¯C1,C2 ,
kuid ei muuda joondust (klassifitseerijat), mis minimiseerib seda riski – ja ainult
see ongi ju oluline. Antud ta¨helepanekule tuginedes ta¨histame edaspidi hu¨briidriski
lihtsalt R¯C1 , kus C1 ∈ [0, 1], pidades selle all silmas riski R¯C1,1−C1 ja teades, et see
ta¨histus ei kitsenda u¨ldisust.
Vaatame ko˜igepealt riski R¯k, mille seos riskidega R¯1 ja R¯∞ on ta¨pselt samasugune
nii ahelatel kui ka mistahes teistel puudel. Valik C1 =
1
k
loob seose riski R¯k ja
hu¨briidriski R¯C1 vahel (selles mo˜ttes, et riski R¯k ja hu¨briidriski R¯C1= 1k
minimiseerib
sama klassifitseerija). Kui bloki pikkus k on suurem kui 2, siis 1
k
6 0.5 ja seega R¯k-
riskid ho˜lmavad pigem hu¨briidriskide pere “alumise poole”, kus C1 6 0.5. Teiselt
poolt vo˜ime mo˜elda, et seos C1 =
1
k
annab mo˜tte ka murdarvulistele bloki pikkustele
– na¨iteks valik C1 = 0.4 justkui vastaks bloki pikkusele 2.5 ehk tipule koos laste ja
“poolte” lastelastega.
Erinevalt riskist R¯k so˜ltub risk R¯
∗
k aga puu struktuurist, ta¨psemalt siis maksi-
maalsest laste arvust. Seeto˜ttu vo˜ivad erinevad bloki pikkused k vastata erinevatele











ja riskid R¯∗k paiknevad pigem hu¨briidklassifitseerijate pere “u¨lemises pooles” (pane-
me ta¨hele, et eeltoodud C1 valik loob seose riski R¯
∗
k ja hu¨briidriski R¯C1 vahel).
Na¨eme, et hu¨briidriskide pere R¯C1 , C1 ∈ [0, 1], seobki PMAP klassifitseerija (C1 = 1)
u¨hte MAP klassifitseerijaga (C1 = 0), tuues nende vahele terve suguvo˜sa klassifit-
seerijaid R¯k, mis minimiseerivad k-bloki riski mingit u¨ldistust. Mida suurem on C1,
seda va¨iksemat konteksti vo˜etakse arvesse parima joonduse leidmisel. Tabelis 5 on
erinevate C1 valikute na¨iteid ja selgitusi, mis konkreetse C1 valiku korral juhtub.
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Tabel 5: Na¨iteid erinevate hu¨briidriskide to˜lgendustest.
C1 risk to˜lgendus
0 R¯∞ Tulemuseks MAP klassifitseerija – leitakse joondus s¯, mille
“to˜epa¨ra” ps¯(x¯, I) on suurim (fikseeritud vaatluste x¯ korral).




R¯2 Vo˜etakse arvesse blokke, mis koosnevad tipust koos ko˜igi laste ja
lastelastega.







Vo˜etakse arvesse kahendpuu tipp-vanem paare. Vastab murdarvu-
lise bloki pikkuse k = 1.5 (tipp “koos poolte lastega”) kasutamisele
riski R¯k kontekstis.
1 R¯1 Tulemuseks PMAP klassifitseerija – u¨ksikutest seisunditest su pan-
nakse kokku selline joondus s¯, et igasse konkreetsesse kohta u just
see seisund su sobib ko˜ige paremini (marginaalse ja¨relto˜ena¨osuse
ehk silumisto˜ena¨osuse poolest). Ei arvestata absoluutselt mitte
mingit konteksti ehk seda, missugusse seisundisse on prognoosi-
tud naabrid. Niimoodi saame joonduse, mis teeb keskmiselt ko˜ige
va¨hem eksimusi, kuid mille to˜ena¨osus vo˜ib olla null.
Joonis 4: Konstandid C1, mis vastavad riskide R¯
∗
k ja R¯k hu¨briidriski R¯C1 kujul esi-
tusele erinevate bloki pikkuste k ja maksimaalsete laste arvude c∗ korral. Pane-
me ta¨hele, et riski R¯k ka¨itumist iseloomustab seesama joon, mis kirjeldab riski R¯
∗
k
ka¨itumist ahelal (kui c∗ = 1).
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4.3 Simulatsioonid
Oleme tutvunud hu¨briidriskiga ja veendunud, et seda riski minimiseerivat joon-
dust on puude peal vo˜imalik ku¨llalt kergesti leida. Illustreerime nu¨u¨d vastavaid
joondusi ja uurime nende ta¨psust.
Kirjeldame u¨ldjoontes simulatsioonikatset, millel po˜hinevad ka¨esoleva alapeatu¨ki
ja¨rgnevad na¨ited. Vajalikud detailid on ma¨rgitud konkreetsetes na¨idetes. Kasuta-
tud on kuut tu¨u¨pi puid: ahel, “va¨he hargnev puu” (umbes 1 kahekshargnemine ka-
heku¨mne tipu kohta), “keskmiselt hargnev puu” (umbes 1 kahekshargnemine ku¨mne
tipu kohta), kahendpuu, kolmendpuu ja ku¨mnendpuu. Erinevaid varjatud Markovi
va¨lja mudeleid on kasutatud samuti 6, ko˜ik on diskreetse emissioonijaotusega ja
homogeensed selles mo˜ttes, et u¨leminekuto˜ena¨osused ja emissioonijaotused on ko˜igi
tippude jaoks samad. Mudelid on algjaotuse, u¨leminekuto˜ena¨osuste ja emissioonijao-
tuse kaudu kirjeldatud tabelis 6. Selle alapeatu¨ki na¨idetes on klassifitseerijad saanud
kasutada vastavate mudelite tegelikke, ta¨pseid parameetreid. Simulatsioonid on teos-
tatud Python versioon 2.7 abil, kasutatud on lisamooduleid ETE (Huerta-Cepas jt.,
2010) ja NumPy (Van Der Walt jt., 2011). To¨o¨ lisas on esitatud simulatsioonide
tegemisel kasutatud po˜hilised funktsioonid. Enamus jooniseid on tehtud R paketi
ggplot2 abil (Wickham, 2009; R Core Team, 2014).
Meenutame hu¨briidriski definitsiooni:
R¯C1,C2(g | x¯) := C1R¯1(g | x¯) + C2R¯∞(g | x¯).
Vastavalt alapeatu¨klis 4.2.3 tehtud ma¨rkusele vo˜ime u¨ldisust kitsendamata no˜uda,
et C1 +C2 = 1, mis lubab hu¨briidriski R¯C1,C2 ma¨a¨rata vaid u¨he parameetriga. Seda
teed ja¨rgnevalt la¨hemegi, ta¨psustades vaid parameetri C1 ∈ [0, 1] ja viidates selle
abil hu¨briidriskile R¯C1,1−C1 .
Na¨ide 9 (Hu¨briidklassifitseerijate erinevused). Tutvume erinevate joonduste
va¨ljana¨gemisega joonise 5 abil.
Joonise vasakpoolses veerus (C1 = 0) on MAP joondused ja paremalt teises veerus
(C1 = 1) on PMAP joondused. Na¨eme, et MAP joondused kipuvad mudelite 1, 2 ja
5 puhul koosnema suurematest u¨hes seisundis olevatest tu¨kkidest, samas kui PMAP
joondused na¨evad va¨lja kirjumad. See on oodatav, sest et nende mudelite korral
on vanemaga samasse seisundisse ja¨a¨mine ko˜ige to˜ena¨olisem valik, ja MAP joondus
vo˜tab seda arvesse. Seevastu na¨iteks mudeli 3 korral pole MAP ja PMAP joondustel
suurt vahet, sest et emissioonijaotusi vaadates on seisund vaatluse po˜hjal niikuinii
kergesti tuvastatav. Lisaks on selle mudeli puhul vanemaga samasse seisundissse
ja¨a¨misest to˜ena¨olisem seisundi vahetus, mis po˜hjustab vo¨o¨dilise (vo˜i malelauamust-
rilise) seisundite konfiguratsiooni. Samuti on na¨ha, et PMAP joonduses vo˜ib olla
lubamatuid u¨leminekuid, nagu mudeli 1 puhul seisundist 1 (punane) seisundisse 3
(roheline).
Na¨ide 10 (Hu¨briidklassifitseerijate empiiriline risk). Klassifitseerija g ta¨psuse kir-









Tabel 6: Simulatsioonides kasutatud mudelid. Emissioonijaotus on kirjeldatud maat-
riksi (fj(x))j∈K,x∈X abil, kus reas j ja veerus x on to˜ena¨osus, et fikseeritud seisundist
j tuleb vaatlus x. Paneme ta¨hele, et selle maatriksi veergude arv na¨itab erinevate
vaatluste arvu. Esimene mudel on vo˜etud Lember ja Koloydenko (2014) na¨itest 2.




 0.6 0.4 00.1 0.1 0.8
0 0.02 0.98












  0.5 0.25 0.250.25 0.5 0.25
0.25 0.25 0.5
 0.4 0.2 0.2 0.20.2 0.4 0.2 0.2






















0.6 0.1 0.1 0.1 0.1
0.1 0.6 0.1 0.1 0.1
0.1 0.1 0.6 0.1 0.1
0.1 0.1 0.1 0.6 0.1
0.1 0.1 0.1 0.1 0.6


0.8 0.05 0.05 0.05 0.05
0.05 0.8 0.05 0.05 0.05
0.05 0.05 0.8 0.05 0.05
0.05 0.05 0.05 0.8 0.05











0.6 0.1 0.1 0.1 0.1
0.1 0.6 0.1 0.1 0.1
0.1 0.1 0.6 0.1 0.1
0.1 0.1 0.1 0.6 0.1
0.1 0.1 0.1 0.1 0.6


0.6 0.1 0.1 0.1 0.1
0.1 0.6 0.1 0.1 0.1
0.1 0.1 0.6 0.1 0.1
0.1 0.1 0.1 0.6 0.1











0 0 0.1 0.1 0.8
0 0 0.1 0.8 0.1
0 0.1 0.8 0.1 0
0.1 0.8 0.1 0 0
0.8 0.1 0.1 0 0


0.6 0.1 0.1 0.1 0.1
0.1 0.6 0.1 0.1 0.1
0.1 0.1 0.6 0.1 0.1
0.1 0.1 0.1 0.6 0.1
0.1 0.1 0.1 0.1 0.6

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Joonis 5: Erinevaid hu¨briidjoonduseid. Joonisel on nelja simulatsiooni tulemused:
igal simulatsioonil kolm erinevat hu¨briidjoondust ja parempoolses veerus konkreetsel
simulatsioonil realiseerunud tegelikud varjatud seisundid. Puu on kujutatud nii, et
juur on all ja lehed u¨leval. Puu tipud asuvad radiaalselt paiknevatel lo˜ikudel. U¨he
tipu lapsi u¨hendab ringjoone kaar. Seisundile 1 vastab punane, seisundile 2 kollane,
seisundile 3 roheline, seisundile 4 sinine ja seisundile 5 lilla va¨rv.
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Joonis 6: Hu¨briidklassifitseerijate keskmised empiirilised riskid erinevate puude ja
erinevate mudelite korral. Kasutatud on ainult puid tippude arvuga 5000. Igal mudeli
(ridades: mudel 1 kuni mudel 6) ja puu tu¨u¨bi (erinevad va¨rvid) kombinatsioonil
on teostatud 30 simulatsiooni, leitud hu¨briidklassifitseerijate (C1 = 0, 0.1, . . . , 1)
empiirilised riskid ja arvutatud aritmeetilised keskmised.
mis va¨ljendab valesti klassifitseeritud punktide u ∈ I osakaalu. Teame, et teoree-
tiliselt vo˜iks seda empiirilist riski keskmiselt minimiseerida PMAP klassifitseerija.
Kuidas ka¨ituvad teised hu¨briidklassifitseerijate pere liikmed? Uurime, kuidas so˜ltub
hu¨briidklassifitseerijate empiiriline risk puu kujust ja tippude arvust.
Joonistelt 6 ja 7 na¨eme, et hu¨briidklassifitseerija keskmine empiiriline risk ka-
haneb monotoonselt koos konstandi C1 kasvuga ko˜igi katsetatud puu tu¨u¨pide ja
mudelite korral. See on koosko˜las teooriaga: teame, et PMAP klassifitseerija on see
klassifitseerija, mis teeb keskmiselt ko˜ige va¨hem vigu, ja empiiriline risk mo˜o˜dabki
just tehtud vigade arvu. Seega on loogiline, et riski R¯C1=1 := R¯1,0 minimiseeriv
klassifitseerija, mis ongi PMAP klassifitseerija, saavutab va¨hima empiirilise riski
vo˜rreldes mis iganes teiste klassifitseerijatega.
Jooniselt 6 ka on na¨ha, et keskmine empiiriline risk so˜ltub puu hargnevusest.
Mo˜nel juhul paistavad klassifitseerijad tegema rohkem vigu rohkelt hargneval puul
(mudelite 1 ja 3 puhul), mo˜nel juhul aga hoopis va¨hem hargneval puul (mudelite 2,











































Joonis 7: Hu¨briidklassifitseerijate empiirilised riskid erinevate puude korral. Kasu-
tatud on mudelit 2. Igal tippude arvu (veergudes: 100, 1000 ja 5000) ja puu tu¨u¨bi
(ridades: ahelast 1 kuni ku¨mnendpuuni 6) kombinatsioonil on teostatud 30 simu-
latsiooni ja leitud hu¨briidklassifitseerijate (C1 = 0, 0.1, . . . , 1) empiirilised riskid.
U¨ks must joon va¨ljendab u¨he konkreetse simulatsiooni (vektorite paari (S¯, X¯) u¨he
realisatsiooni) alusel tehtud erinevate joonduste empiirilisi riske.
osakaal) paistab monotoonselt so˜ltuvat puu hargnemiste arvust, ja seda iga klassi-
fitseerija R¯C1 , C1 ∈ {0, 0.1, . . . , 1} korral. Na¨iteks mudelis 4 teevad klassifitseerijad
ko˜ige enam vigu ahelal, va¨he hargneval puul on vigu veidi va¨hem, seeja¨rel tuleb
keskmiselt hargnev puu, siis kahendpuu ja ko˜ige va¨iksema keskmise empiirilise ris-
ki saavutavad klassifitseerijad kolmendpuul (vaata joonist 6). Mudeli 3 puhul on
olukord ku¨ll u¨mber po¨o¨ratud, kuid ja¨rjekord siiski peaegu sama.
Vaadates erinevate hu¨briidjoonduste ka¨itumist konkreetsete mudeli realisatsioo-
nide korral (joonis 7) na¨eme, et mo˜nikord vo˜ib parima tulemuse (ko˜ige va¨hem vigu)
anda hoopis mingi vahepealne klassifitseerija, mitte PMAP. Ku¨ll aga keskmine em-
piiriline risk ikkagi kahaneb sedamo¨o¨da, kuidas konstant C1 kasvab ja seega joondus




Eelnevas oleme kogu aeg eeldanud, et varjatud Markovi va¨lja mudel on ta¨ielikult
teada, ku¨simus on ainult varjatud kihi konfiguratsioonis. Ilmselt va¨ga sageli see nii
ei ole – vaatlustelt on tarvis hinnata ka mudeli parameetrid. Diskreetsete emissiooni-
jaotustega ja puul defineeritud varjatud Markovi va¨lja mudeli korral on vaja hinnata
algjaotus, u¨leminekumaatriks ja emissioonijaotus kirjeldav stohhastiline maatriks.
Ja¨rgnevalt tutvumegi u¨he viisiga parameetrite hindamiseks.
Olgu eesma¨rgiks saada suurima to˜epa¨ra hinnang huvipakkuva jaotuse (mitte tin-
gimata varjatud Markovi va¨lja mudeli) parameetervektorile ka¨esoleva valimi alusel.
Selleks on tarvis leida to˜epa¨rafunktsiooni maksimumkoht. So˜ltuvalt konkreetsest jao-
tusmudelist vo˜ib see olla u¨lesanne olla va¨ga erineva raskusega. Mo˜nikord aitab rasket
u¨lesannet hoomatavamaks muuta ettekujutus, et lisaks ka¨esolevale valimile on ole-
mas ka mingi hulk mo˜o˜tmata ja¨a¨nud juhuslikke suuruseid. Selline on olukord na¨iteks
puuduvaid andmeid sisaldava valimi, segujaotusest pa¨rineva valimi ja ka varjatud
Markovi (va¨lja) mudeli korral. Kui jaotusmudel on esitatav ka¨tte saadud ja saamata
ja¨a¨nud vaatluste (u¨his)jaotuse abil, siis EM algoritm on levinud vo˜imaluseks itera-
tiivselt leida parameetervektorile suurima to˜epa¨ra hinnang (vo˜i va¨hemasti jo˜uda
to˜epa¨rafunktsiooni lokaalsesse maksimumi). EM algoritmi erijuhtu varjatud Marko-
vi mudelite tarvis nimetatakse Baum-Welchi algoritmiks, kuigi need kaks algoritmi
kujunesid ajalooliselt iseseisvalt (Koski, 2001). Kirjeldame Baum-Welchi algoritmi
Bilmes jt. (1998) ja¨rgi ja seeja¨rel esitame selle algoritmi vahetu u¨ldistuse puudel
antud varjatud Markovi va¨lja mudelitele.
Olgu antud varjatud Markovi mudel vaatlustega X¯ = (Xt)
T
t=1 ja varjatud kihiga
S¯ = (St)
T
t=1. Eeldame, et varjatud ahela seisundite ruumis K on k seisundit ja emis-
sioonijaotusel on samuti lo˜plik arv l vo˜imalikku va¨a¨rtust hulgas X . Samuti eeldame,
et Markovi ahel S¯ on homogeenne – u¨leminekumaatriks on ko˜igi tippude jaoks u¨ks
ja seesama. Emissioonijaotuste “homogeensust” eeldatakse tihti vaikimisi. Nu¨u¨d on
mudel ma¨a¨ratud algjaotusega (to˜ena¨osuste vektor pi :=: (pij)j∈K := (P(S1 = j))j∈K),
u¨leminekumaatriksiga (stohhastiline maatriks A :=: (ai,j)i∈K,j∈K := (P(St = j |
St−1 = i))i∈K,j∈K) ja stohhastilise maatriksiga B :=: (bj(x))j∈K,x∈X := P(Xt = x |
St = j)∀t, mis ma¨a¨rab emissioonijaotused.
Baum-Welchi algoritm to¨o¨tab iteratiivselt. Kui on antud algla¨hend (A,B, pi) (ja
otseloomulikult vaatlused x¯), siis ko˜igepealt arvutatakse selle algla¨hendi po˜hjal silu-
misto˜ena¨osused P(St = j | X¯ = x¯), j ∈ K, ja suurused P(St = j, St−1 = i | X¯ = x¯)
iga i, j ∈ K ja u > 1 jaoks. Neid mo˜lemaid on vo˜imalik arvutada na¨iteks Durand
jt. (2004) kirjeldatud algoritmiga.
Ja¨rgmisena leiatakse parandatud hinnangud. Uueks algjaotuse la¨hendiks saab
p˜ij = P(S1 = j | X¯ = x¯), j ∈ K.
Tegu on sisuliselt ahela esimese lu¨li seisundis j viibimise marginaalse (ja¨rel)to˜ena¨osusega.
U¨leminekuto˜ena¨osuste uuteks la¨henditeks saavad arvud
a˜i,j =
∑T−1
t=1 P(St+1 = j, St = i | X¯ = x¯)∑T−1
t=1 P(St = i | X¯ = x¯)
, i, j ∈ K.
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Paneme ta¨hele, et iga i, j ∈ K korral arv ai,j kujutab endast u¨leminekute i → j
oodatava sageduse suhet selliste olukordade oodatavasse sagedusse, kus seisundist i
u¨ldse kuskile u¨le mindi.
Analoogiliselt uuendatakse ka la¨hendid emissioonijaotustele, valides
b˜j(x) =
∑T
t=1 Ixt=xP(St = i | X¯ = x¯)∑T
t=1 P(St = i | X¯ = x¯)
, j ∈ K, x ∈ X .
Olgu nu¨u¨d (S¯, X¯) varjatud Markovi va¨lja mudel puul (I,N), mis on samuti kirjel-
datav algjaotuse pi, u¨leminekumaatriksi A ja emissionito˜ena¨osuste maatriksi B abil.
La¨htudes algla¨hendist (pi,A,B), arvutame ja¨llegi P(Su = j | X¯ = x¯), j ∈ K, u ∈ I
ja P(Su = j, Sρ(u) = i | X¯ = x¯), i, j ∈ K, u > 1 ning valime
p˜ij =P(S1 = j | X¯ = x¯), j ∈ K,
a˜i,j =
∑
u>1 P(Su = j, Sρ(u) = i | X¯ = x¯)∑
u>1 P(Sρ(u) = i | X¯ = x¯)
, i, j ∈ K,
b˜j(x) =
∑
u∈I Ixu=xP(Su = i | X¯ = x¯)∑
u∈I P(Su = i | X¯ = x¯)
, j ∈ K, x ∈ X .
5.2 Simulatsioonid
U¨ldjoontes on katse samasugune kui alapeatu¨kis 4.3. Endiselt on simuleeritud
diskreetse emissioonijaotusega varjatud Markovi va¨lja mudeleid (mudelid kirjelda-
tud tabelis 6) kuue erineva hargnemisastmega puu peal: ahel, va¨he hargnev puu,
keskmiselt hargnev puu, kahendpuu, kolmendpuu ja ku¨mnendpuu. Ku¨ll aga ei ole
lastud hu¨briidklassifitseerijatel kasutada mudelite tegelikke parameetreid, vaid selle
asemel parameetrite Baum-Welchi algoritmiga saadud hinnanguid.
Baum-Welchi algoritm on iteratiivne algoritm, mis vajab algva¨a¨rtuseid ja vo˜ib
lo˜petada to˜epa¨ra lokaalses (mitte globaalses) maksimumis. Heade algva¨a¨rtuste and-
mine Baum-Welchi algoritmile vo˜ib aga olla ku¨llaltki keeruline. Ka¨esolevas oleme
la¨inud lihtsamat teed ja esitanud algva¨a¨rtusteks mingil ma¨a¨ral rikutud tegelikud
va¨a¨rtused. Ta¨psemalt, algjaotuse, u¨leminekuto˜ena¨osuste stohhastilise maatriksi ja
emissioonijaotust kirjeldava stohhastilise maatriksi ko˜ik elemendid pi on asendatud
so˜ltumatute juhuslike suuruste Pi ∼ U(max(0, p − ε),min(1, p + ε)) realisatsiooni-
dega ja seeja¨rel on algjaotus ning ko˜ik u¨leminekumaatriksi ja emissioonito˜ena¨osuste
maatriksi read normeeritud, et need summeeruksid u¨heks. Sisuliselt on igale ele-
mendile pi liidetud juhuslik viga jaotusega U(−ε, ε), seega parameeter ε kontrollib
rikutuse ma¨a¨ra.
Antud olukorras on varjatud Markovi va¨lja mudelil vabu parameetreid va¨ga pal-
ju. Kui varjatud seisundeid on k ja emissioonijaotuse vo˜imalikke va¨a¨rtusi l, siis ilma
ta¨iendavaid kitsendusi lisamata oleks kokku vaja hinnata
(k − 1) + k(k − 1) + k(l − 1)
to˜ena¨osust. Hinnangu ta¨psuse lu¨hidaks kirjeldamiseks kasutame maksimaalset eri-








Joonis 8: Baum-Welchi algoritmi maksimaalne viga u¨leminekumaatriksi elementide
hindamisel. Erinevad mudelid on veergudes (mudel 1 kuni mudel 6) ja puu suurused
on eristatud va¨rvidega. Alumises reas on Baum-Welchi algoritmile antud ta¨psem
algla¨hend. Erinevaid puu tu¨u¨pe ei ole eristatud. Igal puu tu¨u¨bi, mudeli, puu suuruse
ja algla¨hendi ta¨psuse kombinatsioonil on tehtud 10 simulatsiooni.
kus (pi,j)i,j on mingi parameetrite maatriks ja (pˆi,j)i,j on vastavate hinnangute maat-
riks. Vaatame eraldi u¨leminekumaatriksi ja emissioonito˜ena¨osuste maatriksi hinnan-
gu ta¨psuseid. Algjaotuse hinnangud kippusid koonduma vektoriks, mille u¨ks element
on u¨ks ja teised nullid – seeto˜ttu nende hinnangute ta¨psust siin ei ka¨sitle. Siiski
on ka need algjaotuse hinnangud antud kasutada hu¨briidalgoritmile. Baum-Welchi
algoritmi koondumiskriteeriumiks on lihtsuse mo˜ttes valitud Raag (2009) eeskujul
maksimaalne erinevus ja¨rjestikustel iteratsioonidel saadud parameetrite hinnangu-
te vahel: kui see on va¨iksem kui mingi etteantud arv, siis otsingud lo˜petatakse ja
esitatakse viimati saadud la¨hend.
Na¨ide 11 (Baum-Welchi algoritmiga saadud parameetrite hinnangute ta¨psus). Uuri-
me u¨leminekumaatriksi ja emissioonijaotuse hinnangute ta¨psuseid, ta¨psuse all mo˜tleme
maksimaalset erinevust hinnatud u¨leminekumaatriksi elementide ja vastavate tege-
like elementide vahel. Joonistelt 9 ja 8 na¨eme, et hinnangute ta¨psus so˜ltub puu
tippude arvust, mis ei ole u¨llatav – rohkem tippe, see ta¨hendab rohkem vaatlusi,
vo˜imaldab ta¨psema hinnangu. Samuti paistab hinnangute ta¨psus mingil ma¨a¨ral
so˜ltuvat ka algva¨a¨rtuste kvaliteedist, ku¨ll aga ei paista see so˜ltuvus olevat kuigi
tugev. Vaid mudelite 1 ja 2 korral on erinevus silmna¨htav. Paneme veel ta¨hele, et
mudel 3 vo˜imaldab u¨sna ta¨pselt hinnata oma parameetreid – arvatavasti seeto˜ttu,
et vaatlus reedab u¨sna u¨heselt varjatud seisundi (vaata mudeli 3 emissioonijaotust
tabelis 6). Joonisel 8 on u¨leminekumaatriksi hinnangute maksimaalsete vigade




Joonis 9: Baum-Welchi algoritmi maksimaalne viga emissioonijaotust kirjeldava
stohhastilise maatriksi elementide hindamisel. Erinevad mudelid on veergudes (mu-
del 1 kuni mudel 6) ja puu suurused on eristatud va¨rvidega. Alumises reas on Baum-
Welchi algoritmile antud ta¨psem algla¨hend. Erinevaid puu tu¨u¨pe ei ole eristatud. Igal
puu tu¨u¨bi, mudeli, puu suuruse ja algla¨hendi ta¨psuse kombinatsioonil on tehtud 10
simulatsiooni.
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tegelikud parameetrid Baum-Welch, ε=0.1 Baum-Welch, ε=0.3
Joonis 10: Hu¨briidklassifitseerijate keskmised empiirilised riskid erinevate mudelite,
puude ja erineva ta¨psusega teada olevate mudeli parameetrite korral. Kasutatud on
5000 tipuga puid. Iga puu tu¨u¨bi (va¨rvid), mudeli (ridades: mudel 1 kuni mudel 6)
ja parameetrite teadaolemise taseme (veergudes) juures on tehtud 10 simulatsiooni,
leitud iga simulatsiooni jaoks erinevad hu¨briidjoondused (C1 ∈ {0, 0.1, . . . , 1}) ja
arvutatud iga hu¨briidjoonduse keskmine empiiriline risk.
kasutamisel). Nu¨u¨d aga vaatame, kuidas mo˜jutab tegelike mudeli parameetrite ase-
mel vaid hinnangute kasutamine hu¨briidklassifitseerijaid (nende empiirilisi riske).
Joonisel 10 on vo˜rreldud hu¨briidklassifitseerijate keskmisi empiirilisi riske kolmes
erinevas olukorras:
1. hu¨briidklassifitseerija on saanud kasutada mudeli tegelikke parameetreid,
2. hu¨briidklassifitseerija on saanud kasutada Baum-Welchi algoritmi abil hinna-
tud parameetreid, kusjuures algva¨a¨rtusteks on antud ε = 0.1 ma¨a¨ral rikutud
o˜iged parameetrid,
3. hu¨briidklassifitseerija on saanud kasutada Baum-Welchi algoritmi abil hinna-
tud parameetreid, kui algva¨a¨rtusteks on antud ε = 0.3 ma¨a¨ral rikutud o˜iged
parameetrid.
Jooniselt 10 on na¨ha, et hinnatud parameetrite kasutamine ta¨psete asemel to˜stab
klassifitseerijate keskmist empiirilist riski (ehk vigade arvu), mis ei ole u¨llatav. Samu-
ti on na¨ha, et tulemust mo˜jutab ka Baum-Welchi algoritmile antavate algva¨a¨rtuste
kvaliteet, arvatavasti la¨bi hinnangute ta¨psuse. Muus osas paistab aga hinnangute
kasutamine klassifitseerimiseks andma kvalitatiivselt sarnaseid tulemusi kui ta¨psete
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va¨a¨rtuste kasutaminegi. Endiselt on PMAP klassifitseerija (C1 = 1) ko˜ige ta¨psem
ja MAP klassifitseerija (C1 = 0) antud hu¨briidklassifitseerijate seast ko˜ige va¨hem
ta¨pne. Asjaolu, et paaril juhul ei kahane keskmine empiiriline risk monotoonselt, vo˜ib
tuleneda va¨iksest valimimahust ja sellest, et esimese mudeli parameetrite hinnangud
on ku¨llaltki ebata¨psed (vaata jooniseid 9 ja 8).
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Lisa 1. Hu¨briidalgoritm ja funktsioonid silumisto˜ena¨osuste
arvutamiseks
import numpy as np
from math import log
from ete2 import *
def Marginal(puu , algjaotus , yleminekumaatriks):
# Arvutab varjatud Markovi puu mudeli eelt~oen a¨ osused p(S).
# Argumendid: ete2 Tree "puu",
# juure marginaaljaotus NumPy maatriskis "algjaotus" ja
# u¨ leminekut~oen a¨ osuste maatriks NumPy maatriksis "yleminekumaatriks ".
puu.add_feature(’marginal ’, algjaotus +0) # juure jaoks
for tipp in puu.iter_descendants(’preorder ’): # teiste jaoks
tipp.add_feature(’marginal ’, np.dot(tipp.up.marginal , yleminekumaatriks))
def EmissionDist(vaatlus , maatriks=None):
# U¨ldiselt , EmissionDist peaks tagastama antud vaatluse "vaatlus" jaoks t~oep a¨
rade vektori ,
# u¨ks arv iga varjatud seisundi kohta.
# See konkreetne funktsioon siin on implementeeritud l~opliku arvu
# v~oimalike va¨ a¨ rtustega emissioonijaotuse jaoks , mis on
# ma¨ a¨ ratud stohhastilise maatriksiga "maatriks ".
# Varjatud seisundid peavad olema nummerdatud 0, 1, ..., k-1.
return np.transpose(maatriks)[vaatlus]
def Upward(puu , yleminekumaatriks , emission_dist_maatriks=None , EmissionDistFun=
EmissionDist):
# Durand et al. (2004) artiklist pa¨rit upward recursion.
# K~oik ja¨ rgnevad "ta¨ histused" on selle artikli p~ohjal.
# Argumendid: ete2 Tree "puu", millele on rakendatud Marginal ,
# u¨ leminekumaatriks NumPy maatriks "yleminekumaatriks",
# emissioonijaotuse parameetrite maatriks NumPy maatriks "
emission_dist_maatriks",
# funktsioon , mis "emission_dist_maatriks" alusel arvutab t~oep a¨rade vektori.
# K~orvalproduktina saame vaatluste log -t~oep a¨ra. Initsialiseerime selle
ujukomaarvu.
loglik = float (0)
# Ka¨ime la¨bi k~oik puu tipud , lehtedest juureni.
for tipp in puu.traverse(’postorder ’):
# Initsialiseerime vektori beta. Lehtede jaoks see saabki kohe beta -ks.
beta = np.multiply(np.transpose(EmissionDistFun(tipp.vaatlus ,
emission_dist_maatriks)), tipp.marginal)
if not tipp.is_leaf ():
# Kui ka¨ esolev tipp ei ole leht , siis on beta saamiseks vaja veel laste
beta_rho -sid.
for laps in tipp.children:
beta = np.multiply(beta , laps.beta_rho)
N = np.sum(beta)
loglik += np.log(N)
tipp.add_feature(’beta’, np.divide(beta , N))
# Arvutame beta_rho -d.
tipp.add_feature(’beta_rho ’, np.dot(np.dot(yleminekumaatriks , np.diag(1 /
tipp.marginal)), tipp.beta))
return loglik
def Downward(puu , yleminekumaatriks):
# Durand et al. (2004) artiklist pa¨rit downward recursion.
# Argumendid: ete2 Tree "puu", millele on eelnevalt rakendatud Upward ,
# u¨ leminekumaatriks NumPy maatriks "yleminekumaatriks ".
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# Mugavam on kasutada transponeeritud u¨ leminekumaatriksit.
tyleminekumaatriks = np.transpose(yleminekumaatriks)
# Initsialiseerime juure jaoks silumist~oen a¨ osused.
puu.add_feature(’smoothing ’, puu.beta +0)
# Ka¨ime la¨bi k~oik u¨lej a¨ a¨ nud tipud , lehed viimasena.
# Arvutame va¨lja ka EM algoritmi jaoks vajalikud t~oen a¨osused ,
# millega u¨ leminekut~oen a¨ osusi hinnata.
for tipp in puu.iter_descendants(’preorder ’):
i_soltuv_osa = np.divide(tipp.up.smoothing , tipp.beta_rho)
j_soltuv_osa = np.divide(tipp.beta , tipp.marginal)
tipp.add_feature(’ting_yl ’, np.multiply(np.transpose(np.multiply(
i_soltuv_osa , tyleminekumaatriks)), j_soltuv_osa))
tipp.add_feature(’smoothing ’, np.sum(tipp.ting_yl , axis = 0))
def Hybrid(puu , C1 , C2, algjaotus , yleminekumaatriks , emission_dist_maatriks=None ,
joondusenimi=’joondus ’, EmissionDistFun=EmissionDist):
# Hu¨ briidalgoritm.
# Argumendid: ete2 Tree "puu", millele on eelnevalt rakendatud Downward ,
# hu¨ briidriski konstandid (arvud) "C1" ja "C2",
# juure marginaaljaotus NumPy maatriks "algjaotus",
# u¨ leminekumaatriks NumPy maatriks "yleminekumaatriks",
# emissioonijaotuse parameetrite maatriks NumPy maatriks "
emission_dist_maatriks",
# joondusele antav nimi tekst "joondusenimi"
# funktsioon , mis "emission_dist_maatriks" alusel arvutab t~oep a¨rade vektori.
# Kontrollime , a¨kki on erijuht MAP v~oi PMAP..
# Kui u¨ks parameeter on null , siis teise v~oib u¨heks v~otta.
if not C1: # if C1=0
MAP(puu , algjaotus , yleminekumaatriks , emission_dist_maatriks , joondusenimi
, EmissionDistFun)
elif not C2: # if C2=0
PMAP(puu , yleminekumaatriks , joondusenimi)
else:
# 1. arvutame delta -muutujad (analoogia Lember , Koloydenko (2014) artikliga
).
for tipp in puu.traverse(’postorder ’):
gamma = C1 * np.log(tipp.smoothing) + C2 * np.log(EmissionDistFun(tipp.
vaatlus , emission_dist_maatriks))
if not tipp.is_leaf ():
# Kui "tipp" ei ole leht , siis tuleb gammale midagi liita , et saada
delta.
for laps in tipp.children:
abimaatriks = C2 * np.log(yleminekumaatriks) + laps.delta
laps.add_feature(’valik ’, np.argmax(abimaatriks , 1))
gamma = gamma + np.amax(abimaatriks , 1)
# Vastasel juhul (kui tipp on leht), siis gamma ongi ta¨ pselt delta.
tipp.add_feature(’delta ’, gamma +0)
# 2. optimaalse joonduse leidmine.
puu.add_feature(joondusenimi , np.argmax(puu.delta + C2 * np.log(algjaotus))
)
for tipp in puu.iter_descendants(’preorder ’):
tipp.add_feature(joondusenimi , tipp.valik[getattr(tipp.up , joondusenimi
)]+0)
# Erijuhul kui C1=0, siis on tegu MAP joondusega ja kood lihtsustub veidi.
def MAP(puu , algjaotus , yleminekumaatriks , emission_dist_maatriks=None ,
joondusenimi=’joondus ’, EmissionDistFun=EmissionDist):
for tipp in puu.traverse(’postorder ’):
gamma = np.log(EmissionDistFun(tipp.vaatlus , emission_dist_maatriks))
if not tipp.is_leaf ():
for laps in tipp.children:
abimaatriks = np.log(yleminekumaatriks) + laps.delta
laps.add_feature(’valik ’, np.argmax(abimaatriks , 1))
gamma = gamma + np.amax(abimaatriks , 1)
tipp.add_feature(’delta ’, gamma +0)
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puu.add_feature(joondusenimi , np.argmax(puu.delta + np.log(algjaotus)))
for tipp in puu.iter_descendants(’preorder ’):
tipp.add_feature(joondusenimi , tipp.valik[getattr(tipp.up , joondusenimi)
]+0)
# Erijuhul kui C2=0, siis on tegu PMAP joondusega ja kood lihtsustub veidi.
def PMAP(puu , yleminekumaatriks , joondusenimi=’joondus ’):
# abimuutuja , et maatriksi kuju ~oige oleks.
abi = np.multiply(0, yleminekumaatriks)
for tipp in puu.traverse(’postorder ’):
gamma = np.log(tipp.smoothing)
if not tipp.is_leaf ():
for laps in tipp.children:
abimaatriks = abi + laps.delta
laps.add_feature(’valik ’, np.argmax(abimaatriks , 1))
gamma = gamma + np.amax(abimaatriks , 1)
tipp.add_feature(’delta ’, gamma +0)
puu.add_feature(joondusenimi , np.argmax(puu.delta))
for tipp in puu.iter_descendants(’preorder ’):
tipp.add_feature(joondusenimi , tipp.valik[getattr(tipp.up , joondusenimi)
]+0)
Lisa 2. Funktsioonid simuleerimiseks
from ete2 import Tree
from random import random , randrange
def juhus(PropToenaosused):
# Genereerib juhusliku ta¨ isarvu 0,1,2,...,n t~oen a¨osusega , mis on
# proportsionaalne mittenegatiivsete arvudega listis "PropToenaosused ".
i=0
summa = PropToenaosused [0]
juhuslikArv = random () * sum(PropToenaosused)




def PuuGeneraator(lastearvujaotus , maxtippe =10000 , fun=None):
# Tekitab puu peaaegu nagu statsionaarse hargnemisprotsessi realisatsioonina.
# Laste arvu jaotuse ma¨ a¨ rab list"lastearvujaotus", milles olevate
mittenegatiivsete
# arvudega proportsionaalse t~oen a¨ osusega genereeritakse laste arv igale lehele.
# Listi "lastearvujaotus" v~oib soovi korral eelnevalt modifitseerida
funktsiooniga "fun",
# mis s~oltub juba genereeritud tippude arvust ja maksimaalsest arvust.
# Puu suurus on piiratud konstandiga "tippudearv" (kui protsess juba varem
# va¨lja ei sure).
puu = Tree(name =1)
tippe = 1 # tippude loendur
tipud = [puu] # pikendatavate tippude list
for tipp in tipud:
if fun is None:
lapsi = juhus(lastearvujaotus) # mitu last on tipul?
else:
lapsi = juhus(fun(lastearvujaotus , tippe , maxtippe))
if lapsi: # Kui laste arv pole null , siis kirjutame tipule lapsi juurde
for i in range(lapsi):
tippe += 1
if tippe > maxtippe:
break
laps = Tree(name=tippe)
tipud.append(laps) # ka¨ esolevat last peab ka for -ts u¨kkel ku¨ lastama
tipp.add_child(laps)




def EmissionDistGeneraator(hidden_state , emission):
# Kui funktsioonile anda ette (u¨ks) varjatud seisund (arvuna 0...k-1), siis
# tagastab juhusliku arvu vastavast emissioonijaotusest.
# Kui soovime m seisundiga diskreetset emissioonijaotust , siis
# maatriks emission on stohhastiline k x m maatriks.
# Kui soovime vaatlust mingist muust jaotusest , siis maatriksisse emission
# tuleb mingil moel kirjutada emissioonijaotuste parameetrid (kuidas ta¨pselt ,
# s~oltub selle funktsiooni implementatsioonist.
return juhus(emission[hidden_state ])
def HMMGeneraator(puu , algjaotus , yleminekumaatriks , emission , Generaator=
EmissionDistGeneraator):
# Vastavalt etteantud algjaotusele ja u¨ leminekumaatriksile genereerib etteantud
(ete2 mooduli)
# puu tippudele seisundi ja vaatluse maatriksiga emission ma¨ a¨ ratud
# emissioonijaotusest.
puu.add_feature(’seisund ’, juhus(algjaotus))
puu.add_feature(’vaatlus ’, Generaator(puu.seisund , emission))
for tipp in puu.iter_descendants(’preorder ’):
tipp.add_feature(’seisund ’, juhus(yleminekumaatriks[tipp.up.seisund ]))
tipp.add_feature(’vaatlus ’, Generaator(tipp.seisund , emission))
return puu
# Pottsi mudeli genereerimine 1. peat u¨ki na¨ite jaoks
def LatticeNaabruskonnad(ridu , veerge):
# Tekitab 1. ja¨rku naabruskonnad (listide listina) 2D v~orel m~o~otmetega ridu x
veerge.
tippe = ridu * veerge
naabrid = []
for tipp in range(tippe):
naabrid.append ([tipp -1,tipp+1,tipp -veerge ,tipp+veerge ])
# Servade naabrite ka¨ rpimine
# U¨ lemise korruse rahval pole u¨ lemisi naabreid
for i in range(veerge): naabrid[i][2] = None
# Alumise korruse rahval pole alumisi naabreid.
for i in range(tippe - veerge , tippe): naabrid[i][3] = None
# Vasakpoolsel rahval pole vasakpoolseid naabeid.
for i in range(0,tippe ,veerge): naabrid[i][0] = None
# Parempoolsel rahval pole parempoolseid naabeid.
for i in range(veerge -1, tippe , veerge): naabrid[i][1] = None
return naabrid
def alfa(minuSeisund , naabriSeisund , a):
# U¨ ldistatud Pottsi mudeli jaoks tarvilik funktsioon alfa.
# Hetkel on implementeeritud siiski tavaline Pottsi mudel.
return a * (minuSeisund == naabriSeisund)
def PottsiUuendaja(NaabriteKonfig , alfa , K, a):
# Loosib uue seisundi seisundite [0,1,...,K-1] seast vastavalt (u¨ ldistatud)
Pottsi mudelile
# parameetriga "a", arvestades naabrite seisundeid listis "NaabriteKonfig ".
LocalEnergy = []
for seisund in range(K):
LE = 0
for naabriSeisund in NaabriteKonfig:
LE += alfa(seisund , naabriSeisund , a)
LocalEnergy.append(exp(LE))
return juhus(LocalEnergy)
def GibbsSampler(Naabruskonnad , tsykleid , uuendaja , a, K):
# Genereerib Markovi va¨lja realisatsiooni Gibbsi valikuga.
# Graafi (I, N) naabruskonnad on ma¨ a¨ ratud listide listiga "Naabruskonnad",
# mudel on ma¨ a¨ ratud funktsiooniga "uuendaja",
# (Pottsi mudelit silmas pidades) parameetriga "a" ja seisundite arvuga "K".
# Gibbsi valiku toimimise illustreerimise huvides tagastab funktsioon
# k~oigi oma iteratsioonide tulemused kuni iteratsioonini "tsykleid ".
VanadSeisundid = []
tippe = len(Naabruskonnad)
for i in range(tippe):
VanadSeisundid.append(randrange(K))
KoikSeisundid = []
for tsykkel in range(tsykleid):
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Seisundid = VanadSeisundid [:]
for tipp in range(tippe):
NaabriteSeisundid = [Seisundid[i] for i in Naabruskonnad[tipp] if i is
not None]
Seisundid[tipp] = uuendaja(NaabriteSeisundid , alfa , K, a)
KoikSeisundid.append(Seisundid)
VanadSeisundid = Seisundid [:]
return KoikSeisundid
Lisa 3. Funktsioonid parameetrite hindamiseks
def ToenaosuseMuutja(toenaosus , maxmuutus):
# Tagastab juhusliku arvu jaotusest
# U(max(0, toenaosus -maxmuutus), min(1, toenaosus+maxmuutus))
# Sisuliselt liidetakse arvule "toenaosus" juurde juhuslik arv jaotusest
# U(-maxmuutus , maxmuutus) nii , et tulemus oleks ikka vahemikus (0,1).
ylemine = min(1, toenaosus + maxmuutus)
alumine = max(0, toenaosus - maxmuutus)
return alumine + (ylemine -alumine)*random.random ()
def AlgMudeliTekitaja(mudel , maxm =0.1):
# Algv a¨ a¨ rtuste genereerimise funktsioon na¨ iteks Baum -Welchi algoritmi jaoks.
# Muudab etteantud mudeli (kolme elemendiga ja¨ rjend:
# algjaotus , u¨ leminekumaatriks ja emissioonit~oen a¨ osuste maatriks)
# parameetreid (t~oen a¨ osuseid) juhuslikult , maksimaalselt arvu "maxm" v~orra.
algjaotus0 = np.array([ ToenaosuseMuutja(p, maxm) for p in mudel [0]])
algjaotus0 = algjaotus0 / np.sum(algjaotus0)
yleminek0 = np.array ([[ ToenaosuseMuutja(p, maxm) for p in rida] for rida in
mudel [1]])
yleminek0 = np.transpose(np.transpose(yleminek0)/np.sum(yleminek0 , 1))
emission0 = np.array ([[ ToenaosuseMuutja(p, maxm) for p in rida] for rida in
mudel [2]])
emission0 = np.transpose(np.transpose(emission0)/np.sum(emission0 , 1))
return [algjaotus0 , yleminek0 , emission0]
def HMMlogLik(puu , mudel , joondusenimi=’joondus ’):
# Arvutab varjatud seisundite (mis v~oetakse joondusest) ja vaatluste
# u¨hist~oen a¨ osuse.
# Argumendid: ete2 Tree "puu", millele on rakendatud Downward ja mingi joondus ,
# kolme elemendiga ja¨ rjend "mudel",
# mille esimene element on algjaotust va¨ ljendav vektor np.array vormis ,
# teine element u¨ leminekut~oen a¨ osusi va¨ ljendav stohhastiline maatriks
# np.array vormis ja
# kolmas element on emissioonijaotusi va¨ ljendav stohhastiline maatriks
# np.array vormis.
juureseisund = getattr(puu , joondusenimi)
loglik = puu.Xloglik + np.log(puu.smoothing[juureseisund ])
for tipp in puu.iter_descendants ():
tipuseisund = getattr(tipp , joondusenimi)
tipuvanemaseisund = getattr(tipp.up , joondusenimi)
loglik += np.log(tipp.ting_yl[tipuvanemaseisund ][ tipuseisund ]/tipp.
smoothing[tipuseisund ])
return loglik
def Vahed(mudel1 , mudel2):
# Leiab kahe mudeli parameetrite vahelise suurima erinevuse ja mediaanerinevuse




for i in range(len(mudel1)):
maxvahed.append(np.max(np.abs(mudel1[i] - mudel2[i])))
medvahed.append(np.median(np.abs(mudel1[i] - mudel2[i])))
return [maxvahed , medvahed]
def PeatumisIndikaator(uus_mudel , vana_mudel , epsilon):
# Baum -Welchi algoritmi peatamise ma¨ a¨ ramine (Mait Raagi magistrit o¨ o¨ j a¨ rgi)
# kui suurim muutus uue ja vana mudeli parameetrite vahel on va¨ iksem kui arv "
epsilon",
# siis tagastab True.
return max(Vahed(uus_mudel , vana_mudel)[0]) < epsilon
63
def BaumWelchDiskreetneSamm(puu , vana_mudel):
# Uuendab vanad parameetrite hinnangud Baum -Welchi algoritmiga erijuhul , kui
emissioonijaotus on diskreetne
# ja vaatlused on 0, 1, 2, ..., k-1.
Marginal(puu , vana_mudel [0], vana_mudel [1])
loglik = Upward(puu , vana_mudel [1], vana_mudel [2])
Downward(puu , vana_mudel [1])
# Algjaotuse hinnang
uus_algjaotus = puu.smoothing + 0 # Et Python teeks koopia , mitte uue viite ...
# U¨ leminekumaatriksi ja emissioonijaotuse hinnang
# Initsialiseerime u¨ leminekumaatriksi ja emissioonijaotuse hindamiseks
vajalikud vektorid/maatriksid
smoothing_summa = 0*puu.smoothing
smoothing_summa2 = puu.smoothing + 0
ting_yl_summa = 0*puu.children [0]. ting_yl
vaatluste_arv = np.shape(vana_mudel [2]) [1]
emission_summa = np.array ([(puu.vaatlus == k)*puu.smoothing [:] for k in range(
vaatluste_arv)])





# Hinnangute rehkendamine ja va¨ ljastamine
uus_yleminek = np.transpose(np.transpose(ting_yl_summa) / smoothing_summa)
uus_emission = emission_summa / smoothing_summa2
return [uus_algjaotus , uus_yleminek , np.transpose(uus_emission)]
def BaumWelchDiskreetne(puu , mudel , epsilon =0.01, maxiter =1000):
# Baum -Welchi algoritm HMM parameetrite hindamiseks erijuhul , kui
emissioonijaotus on diskreetne
# ja vaatlused on 0, 1, 2, ..., k-1.
i = 0
vana_mudel = mudel [:]
while i < maxiter:
uus_mudel = BaumWelchDiskreetneSamm(puu , vana_mudel)
if PeatumisIndikaator(uus_mudel , vana_mudel , epsilon):
break
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