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Abstract
With the increasing need for monitoring ship traffic in both coastal and open
oceans, ship detection is an important application of synthetic aperture radar
(SAR). This thesis investigates image products suitable for ship detection for
complex data acquired in Terrain Observation by Progressive Scans (TOPS)
mode.
The research was based on studying how contrast enhancement algorithms
suitable for SLC data is adaptable to complex data acquired in TOPS mode.
Secondly it investigated if by processing the TOPS raw data with a different
focusing scheme had any affect on the image product. The evaluation of im-
age products were done by well known contrast measurements such as peak
to clutter ratio (PCR) and target to clutter ratio (TCR). The speckle content
was measured by the coefficient of variation (CV). The improved subaperture
cross-correlation (SCM) algorithm developed by Brekke et al.[1] was extended
to fit the dual polarization case of Sentinel-1 IW mode. The polarimetric exten-
sion was based on the full polarimetric SCM extension proposed by Souyris
et al.[2]. Single, and dual polarization SCM algorithms were compared to the
Polarimetric whitening filter and Aegir-Pol. Aegir-Pol is a polarimetric fusion
between co-pol and cross pol widely used by the Norwegian Defence Research
Establishment. Kongsberg Spacetec Near Real Time (NRTSAR) processor was
used to focus TOPS raw data. The focusing was done with various bandwidths
and window weighting functions.
The results showed that all contrast enhancement algorithms were adaptable
to SLC data in TOPS mode. SCM processed for the VH channel and for the
polarimetric extension yielded best image products in terms of TCR and PCR.
In this relation a small overlap between the subapertures is needed. The SCM
image products experienced a minor increase in TCR and PCR with increasing
focusing bandwidth and the choice of window function had most effect on
TCR and PCR considering the shortest bandwidth. NRTSAR focused TOPS SLC
data with maximum overlap between azimuth bursts. Using this area as an
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In our increasingly globalized society, the demand for global trade have caused
the ship traffic to grow in the world’s oceans [3][4]. Considering the High
North, the Arctic sea ice decline make the Northeast passage a possible busy
shipping route in the future. This prediction is supported by the proposed oil
and gas projects in the Barents Sea which raise the risk of oil pollution in our
coastal areas.
With the increasing need for monitoring ship traffic in both coastal and open
oceans, ship detection is an important application of synthetic aperture radar
(SAR). SAR is operational day and night regardless of weather conditions. This
makes it possible to observe and gather valuable information from areas which
are hazardous and hard to reach physically. Considering the marine environ-
ment, piracy, illegal fishing and smuggling are among other international issues
that SAR contribute to combat.
This thesis investigates the ship detection possibilities for the recently launched
Sentinel-1 satellite. Sentinel-1 is the first in a family of six Sentinel satellites
that are currently being developed by the European Space Agency (ESA) for
the specific needs of the Copernicus program [5]. The main goal of the program
is to provide information with importance to climate change, environmental
politics, ocean surveillance, research and safety [6] [7].
A high level outline on the process of ship detection is shown in figure 1.1. In
general, ship detection algorithms produce an output with a list of possible
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2 CHAPTER 1 INTRODUCT ION
target positions. In the process, parameters such as ship size, speed and heading
are normally also produced. This output is thenmanually inspected by operators
to separate out the actual ships from false alarms.This thesis will consider the
orange box, which is a pre-processing stage of ship detection. Here the goal is
to produce an image with enhanced ship to sea contrast which in turn lowers
the rate of false alarms.
The utilities of Sentinel-1 images for maritime surveillance has been done by
the European Commission [8]. The report points out the need for improvement
of the existing automatic ship detection algorithms to better deal with false
alarms. An improved ship detection algorithm in terms of false alarms means
that less personel are required for manual discrimination, and thus both time
and cost expenditure will decrease.
In the case of emergencies, fast detection is crucial in order to alert coastgards
and rescue units. Wide area coverage is also important in order to get a global
perspective. Downlink and processing of large SAR images, which are used in
ship detection, may take several hours. Therefore attention should be payed
to improve both the processing schemes of SAR images and ship detection
algorithms. The following chapters evaluate existing ship detection algorithms
especially in terms of their suitability of Sentinel-1 data. In addition it enters
into the processing of Sentinel-1 data, and compares the ship to ocean contrast
in images processed by two different focusing schemes.
Figure 1.1: High level ship detection flow chart, elements in the figure are taken
from[9]
1.1 MOT IVAT ION AND CONTR IBUT ION 3
1.1 Motivation and contribution
Sentinel-1 delivers SAR images to operational services including maritime
surveillance systems. Two of the sensor modes provide images with a wide area
coverage. These are the Interferometric Wide swath mode (IW), and the Extra
Wide swath mode (EW). For wide swath imaging over ocean areas, Sentinel-1
uses the newly proposed TOPS (Terrain Observations with Progressive Scans)
mode instead of the conventional ScanSAR mode. Sentinel-1 data are provided
in single-look complex (SLC) format with access to phase information as well
as the magnitude of the SAR backscatter signal. Previously SLC data have
been a rare commodity in the setting of operational maritime surveillance.
This is partly because there has not been available sensor modes supporting
a combination of SLC data and wide coverage. In the cases where complex
data have been relevant, it has been limited from operational services by high
cost.
Sentinel-1 provides routine daily acquisitions and The Copernicus program
makes a great amount of satellite data available to all users, including SLC data
and unprocessed raw data. This makes it possible to perform thorough analysis
and validation of ship detection on SLC data on a variety of ocean conditions.
To the authors knowledge, no validation on ship detection for TOPS SLC data
is done before. In Haram et al [8] the use of SLC data is not assessed in detail
and they mention that the potential for ship detection on SLC products needs
further validation.
Referring to the third box in figure 1.1, a ship detection algorithm usually needs
a land mask to prevent false detections on land. The land mask is built from
external coastline maps, that have limited accuracy. Haram et al [8] points
out that SLC images have an advantage over Ground Range Detected (GRD)
products. In SLC images it is possible to compute the complex coherency, which
is expected to be different over land and sea. This can be utilized to produce
more accurate land masks.
The availability of unfocused raw data opens up the possibility to improve
and design processors which can be tuned to satisfy desired SAR applications.
In relation of ship detection it is first of all processing speed, resolution and
contrast between ship and ocean that can be influenced. This thesis describes
the focusing scheme used by ESA, Instrument Processing Facility (IPF) to pro-
duce TOPS SLC images, and summarizes the alternative processing algorithms
existing in the literature. Raw data are focused by Kongsberg Spacetec Near
Real Time (NRT) processor. This processor focuses data at near real time and
makes blocks of processed data available during downlink. Hereafter it will
be denoted as NRTSAR. This means that the ship detection can be executed
simultaneous with data reception, and before complete data products have
4 CHAPTER 1 INTRODUCT ION
been finalized. In this thesis adjustments of processing parameters have been
done to evaluate the adaption to ship detection.
1.2 Objectives
The overall goal of this thesis is twofold. First it is to investigate how contrast
enhancement algorithms used in ship detection is suitable for complex data
acquired in TOPS mode. In this relation we want to evaluate the output of these
algorithms as products suitable for ship detection. This is done by examining
speckle and contrast measurements. Secondly we want to investigate if by
processing the TOPS raw data with a different focusing scheme with adjustable
focusing bandwidth and weighting fuction will affect the performance of the
algorithms.
The specific aim is to:
• investigate improvements of the existing SCM algorithms, and the possi-
bility of a data fusion of the available polarizations VV and VH.
• evaluate the TOPS SLC dwell time and possible limitations of the SCM
algorithm regarding the sea decorrelation time.
• evaluate existing and adjusted SCM algorithms by contrast measures
such as target to clutter ratio (TCR) and peak to clutter ratio (PCR).
• compare the SCM images against other contrast enhancement products,
were algorithms suitable for complex data is used.
• evaluate TCR and PCR for various sizes of subapertures and different sea
states.
• evaluate TOPS SLC data processed byNRTSARwith adjustable processing
parameters such as window function and bandwidth.
• investigate if by utilizing azimuth burst overlap in TOPS SLC in subaper-
ture processing will give higher TCR and PCR
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1.3 Structure of thesis
• Chapter two presents basic SAR theory, including imaging geometry,
resolution, polarization and data processing.
• Chapter three is divided into two main parts. The first part presents
the ScanSAR mode and TOPS mode, where there is an emphasis on the
data focusing. The second part introduces the processor of Kongsberg
Spacetec, and describes the adjustable processing parameters. Lastly the
TOPS deramping procedure is explained. A discussion of the deramping
performed in the experimental part is also included.
• Chapter four describes the theory of SAR imaging of ocean and ship
detection. Here, the emphasis is on subaperture ship detection algorithms,
and other algorithms suitable for complex data, such as the Polarimetric
Whitening filter PWF.
• Chapter five presents the data used in the experimental part.
• Chapter six starts by describing each analysis, followed up by the results
and a discussion of the analysis, respectively.





Remote sensing consists of two basic processes; recording and analyzing mea-
surements of objects and surfaces that the instruments have not been in physical
contact with. The data are collected by utilizing the properties of electromag-
netic waves. Electromagnetic waves carry information about their source and
surroundings both when propagating in vacuum and through a medium. This
information can be encoded in the wave frequency, phase,intensity and polar-
ization [10].
In satellite remote sensing one distinguishes between two overall classes of
sensor systems; passive and active. The passive system only collects radiation
from external sources, while active systems have sensors that both generate
and detect electromagnetic pulses [11].
Synthetic aperture radar (SAR) belongs to the family of active sensors that
operates in the microwave region of the electromagnetic spectrum with wave-
lengths from 1 mm to 1m, or frequencies from 3 × 108 to 3 × 1011 Hz. The
atmosphere is largely transparent to microwaves, which makes SAR operational
around the clock in all weather conditions. SAR sensors were developed in the
1950s for military purposes, but the first civilian spaceborne SAR, SeaSAT was
launced in 1978 with the objective of achieving higher spatial resolution and
larger coverage than previous airborne imaging radars [12].
This chapter gives a brief introduction to remote sensing and SAR. First some
basic principles regarding geometry, resolution and signal processing is ex-
7
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plained. Three relevant processing algorithms are introduced before moving
on to different scattering mechanisms and polarization.
2.1 Basic Principles of imaging radars
A radar system transmits coherent EM pulses towards a surface area of interest.
Depending on the surface properties, some of the energy in the radar pulse is
then backscattered towards the sensor. The sensor receives information from
a target as long as it is within the footprint, which is the oval shaded area in
figure 2.1 [10].
2.1.1 Imaging geometry
Figure 2.1 shows a typical side-looking radar instrument. The along-track
direction is called azimuth, which is parallel to the velocity vector of the sensor.
Range is the direction in which the EM pulses are transmitted. The distance
from the radar to the point target on the ground is called slant range R, while
the projected distance on the ground is named ground range.
The incidence angle θi is the angle between the radar beam and ground surface
normal vector. This angle increases when moving across the swath from near
to far range. The look angle θlook is the angle between the nadir and the near
range. R is the distance from the sensor to the target. For the zero squinted
case, i.e, when looking perpendicular to the flight direction, this resembles to
R0, which is the closest distance from the sensor and the target. The shaded
oval area on the ground is referred to as the beam footprint and is related to the
antenna beam pattern and the sensor/Earth geometry. The θsquint describes
the beam pointing direction.
2.1.2 Resolution
One pixel in a radar image represents a resolution cell, which is a limited
area on the ground. Within this resolution cell the backscatter coefficients
are added and stored as a value. The stronger the signal received from the
resolution cell, the greater the pixel value [11]. Spatial resolution identifies the
smallest square distance that two points on the ground can have and still be
separated by the sensor. [11]. Considering radar systems, the spatial resolution
differs in azimuth and range direction.
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Figure 2.1: SAR geometry of side-looking radar with squint angle, adapted figure from
[12].
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2.1.2.1 Resolution in range





where τp is the pulse length and c is the speed of light. When converted to





where θlook is the look angle shown in figure 2.1. From these equations it is
clear that shorter pulse length gives better ground range resolution. To save
energy needed by the transmitter and to avoid reducing the pulse length, the
transmitted pulse is frequency modulated by a dispersive filter, resulting in a
so called chirp pulse. When the signal is received, compression is done by an
inverse dispersive filter and thus giving a effective pulse length τ̃p = 2π∆ω , which
is shorter than the original pulse length τp (reduced from microseconds to
nanoseconds) and is dependent on the bandwidth ∆ω. The larger bandwidth,





where τ̃p is the effective pulse length and ∆R̃r is the range resolution obtained
with a chirp pulse, while c is the speed of light.
2.1.2.2 Resolution in azimuth
Considering a real aperture radar, the spatial resolution in azimuth is given by
the footprint size and the distance to the object R:




where θopen is the opening angle, AA is the antenna length, and ∆xa is also
known as the synthetic aperture length. This implies that in order to separate
two targets, they can not exist in the same footprint. For satellites the distance
to the target can be relatively large, and thus one has to synthesize a larger
antenna to obtain a good resolution, hence the name SAR. The synthesizing
is done by utilizing the Doppler shift introduced by the relative velocity of the
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sensor and the target. In azimuth the received signal from one point target is
built up of many pulses and the synthetic aperture radar (SAR) uses the so
called Doppler shift history of the echoes to separate the surface pixels. The
received signal from a point target P will have a positive Doppler shift as the
radar beam approaches P . The Doppler shift will decrease to zero, and become
negative as the point scatter leaves the beam. Neighboring targets will have
Doppler histories that are replicas of P but shifted in azimuth time τ [11]. This
method makes the resolution independent of the distance to the target and it






As mentioned earlier the transmitted pulse is a chirp signal. The chirp signal is
a linear frequency modulated (FM) signal. This means that the instantaneous
frequency f of the signal is a linear function of time. The transmitted pulse























and t is the time in seconds, K is the linear FM rate in Hertz per second, and
T is the pulse duration in seconds. The phase ϕ(t) is given by the exponential








whichmeans that the frequency is a linear function of time t with slopeK .
After interacting with the surface, the backscattered signal from one point
target, referred to as the raw data, can be described in two dimensions by
azimuth time τ and the range time τr as:
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A0 : a complex constant
τr : range time
τ : azimuth time reference to the closest approach
τc : beam center offset time
ωr : range envelope - rectangular function
ωa : azimuth envelope - sinc-squared function
f0 : radar center frequency
Kr : range chirp FM rate
R(τ ) : the instantaneous slant range
Equation 2.8 represents the demodulated baseband signal received from a point
target. This means that in range the signal is now at baseband, but in azimuth
the signalmay have a nonzero center frequency,denoted as the Doppler centroid
frequency fac .
The reason that the nonzero center frequency occurs azimuth is because of
the already mentioned Doppler shift. This is an overall small effect, but it
is very noticeable when observed in the azimuth direction, which makes it
fundamental in azimuth processing [12]. The red dots in figure 2.2 show the
azimuth and range extent of a signal received from a single point target stored in
a two-dimensional raw datamemory. Seen from figure 2.2, the target responses
have a displacement in range, called range cell migration (RCM). RCM occurs
because as the sensor moves in azimuth the range to the target varies with
azimuth time. The relationship between range distance and azimuth time is
defined in equation 2.9.
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Figure 2.2: Range cell migration of a single target in 2D processor memory, τc : beam
center crossing time, τ0: zero Doppler. Image taken from [12]
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2.3 SAR processing algorithms
Figure 2.3: SAR Focusing algorithms,Range Doppler Algorithm(RDA),ω−k Algorithm
and Chirp Scaling Algorithm (CSA). Image adapted from [12]
In the next sections three different processing schemes used on Stripmap
SAR are briefly introduced. The details of each algorithm are complex and a
complete description out of the scope for this thesis, but the details is given
in[12].
2.3.1 The Range Doppler Algorithm
The Range Doppler Algorithm (RDA) is the oldest processing algorithm, devel-
oped in 1976-1978 for processing of SEASAT SAR data [12][13][14]. A version
of the RDA algorithm suitable for the high squint case, meaning for wide beam
satellites, is used for processing Seninel-1 SLC data [15]. There are three main
steps in RDA: range compression, range cell migration correction (RCMC) and
azimuth compression as illustrated in figure 2.3.
Regarding the low squint case, one can assume the range equation R(τ ) to have
a parabolic form, which means that a linear FM signal in the time domain is
transformed to a linear FM signal in the azimuth frequency domain. When the
squint angle is increased, it is more accurate to express the range equation on
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a hyperbolic form:
R2(τ ) = R20 +V 2r τ 2. (2.9)
Here R0 is the slant range at which the radar is closest to the target and τ is the
azimuth time. Vr denotes the effective radar velocity, which takes into account
the curved earth geometry, and can be approximated by Vr ≈
√
VsVд . Here
Vs is the satellite velocity and Vд is the ground velocity. The most accurate
processing algorithms update this parameter at regular intervals in range, as
these parameters vary with orbit position and range. The high squint case leads
to a strong coupling between azimuth and range, which can be resolved using
a filtering process called secondary range compression (SRC)[12].
2.3.1.1 Range compression and SRC filtering
The range compression is done by multiplying a matched filter to the received
signal of equation 2.8 in the frequency domain. The matched filter is generated
by taking the complex conjugate of the FFT of the zero padded pulse replica
of equation 2.8.
The range compressed signal output can be denoted as:
sRC = IFFT {SrdHrд(fr )}. (2.10)
Here Srd is the range Fourier transform of equation 2.8, and IFFT represents
the inverse fast Fourier transform. Hrд(fτr ) is the matched filter in the range
frequency domain. After range compression, the SRC filter is applied to sRC by
the filter function:







where Ksrc is the FM rate of the SRC filter.
2.3.1.2 Range Cell Migration Correction
Equation 2.9 indicates that the instantaneous slant range R(τ ) changes with
azimuth time τ . RCMC is a correction of the range delay of a point target as
the target passes through the antenna beam. This is known as range migra-
tion.
The hyperbolic range equation in (2.9) can thus be written as:
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Rrd (fa) = R0
D(fa ,Vr ) , (2.12)
whereD(fa ,Vr ) is the migration factor, which is the cosine of the instantaneous
squint angle corresponding to the azimuth frequency fa . The RCMC is then
equal to [15]:
RCMC(fa ,R0) = R(fa) − R0 (2.13)
2.3.1.3 Azimuth compression
Azimuth compression is done in a similar way as range compression. The only
difference is that this is applied to each azimuth line and the matched filter is








By applying this filter the phase of each target is cancelled, except for a linear
phase component, which gives each target its unique position in the output
array [12].
2.3.2 The ωk Algorithm
The ωk Algorithm (ωkA) is the algorithm scheme outlined in the middle of
figure 2.3. This algorithm consists of only four main operations, where all are
done in the two-dimensional frequency domain. The original derivation of the
algorithm was done in the wavenumber domain, which is a two-dimensional fre-
quency domain represented by the range angular frequency ω = 2π f0 and the
azimuth wavenumber ki , where i represents either azimuth or range direction
and has units of radians per meter instead of radians per second. The multipli-
cation with a reference function focuses targets at a chosen reference range.
The reference range is usually the mid-swath range, and only the target at
this position is correctly focused. This stage compensates for the RCM and the
range-azimuth coupling mentioned in 2.3.1. The Stolt Interpolation operation
focuses the remainder of the targets. One important factor in the ωkA is that
for both operations the effective radar velocity Vr is assumed to be constant in
range [12].
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2.3.3 The Chirp-scaling Algorithm
The Chirp-scaling Algorithm (CSA) is shown as the rightmost algorithm scheme
in figure 2.3. The scheme consists of three phase operations, whereas the
subsequent operations are similar to those in RDA. Both the first and second
phase function operations correct for the range cell migration in contrast to
RDA where one used an interpolator for RCMC. The main idea behind this
processing algorithm is that if a linear FM signal is shifted in frequency, it will
be shifted in time after pulse compression. By introducing this shift before the
compression, one can correct for the range cell migration in a more efficient
way. The first phase operation is referred to as the differential RCMC. Here
a chirp scaling function is applied to correct the difference in RCM between
signals at different ranges, resulting in that all signals have the same RCM. In
the second phase operation referred, to as bulk RCMC, the remaining RCMC is
done.
The chirp scaling function can be expressed as a linear or nonlinear function
depending on whether one assumes the effective radar velocity and the FM
rate to be constant or varying in range.
2.4 Speckle
Figure 2.4: Speckle, Random walk in 2D [16].
Speckle is inherent in all coherent imaging systems and is shown as a strong
brightness variation between neighboring pixels. When looking at a homoge-
nous surface area covering a resolution cell, there will be random scattering
points due to the different microstructures at the surface. The returns from
these scattering points will add vectorially as shown in figure 2.4, and result in
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HereAj is the amplitude, and ϕj the phase and from the j’th scattering point in
the resolution cell. The scattering points within a resolution cell are randomly
distributed, and if there is sufficient numbers of them, the central-limit theroem
applies. This means that one considers Aj and ϕj as independent random
variables, and ϕj are uniformly distributed between 0 − 2π . Thus the real and
the imaginary parts of the complex amplitude obey a Gaussian probability
density function (pdf), and it is well known that the single look amplitude
and intensity fluctuations of speckle patterns follow a Rayleigh and negative
exponential pdf.
The observed pixel intensity I (x ,y) will therefore consist of the true value from
the target Ĩ (x ,y) and speckle η :
I (x ,y) = Ĩ (x ,y)η(x ,y) (2.16)
Speckle give rice to constructive and destructive interference between the
various scatters, which results in so called salt-and-pepper noise which worsens
the contrast in a SAR image.
2.5 Scattering
Scattering is a generic term for radiation dispersed in different directions
as a EM wave interacts with different media. We have three main types
of scattering mechanisms: surface scattering, double-bounce scattering and
volume scattering.
2.5.1 Surface scattering
Surface scattering, known as single bounce scattering, occurs when the transmit-
ted pulse has a single interaction with the medium. This happens in different
degrees dependent on the surface roughness. For perfectly smooth surfaces,
the radiation is reflected in a specular manner. For slightly rougher surfaces,
the radiation is more dispersed but is scattered in a dominant direction. Re-
garding very rough surfaces the radiation gets more diffuse and is scattered
in all directions. The roughness is mainly dependent on the surface height
of deviation, the sensor wavelength and incidence angle. This means that the
radar is depending on a relatively rough surface to receive a backscattered
signal.
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Figure 2.5: Dihedral scattering/corner reflection. Figure taken from [17]
2.5.2 Double bounce scattering
Double bounce scattering is shown in figure 2.5. The structure which causes
it is referred to as a dihedral corner reflector if we have two perpendicular
surfaces, or trihedral if we have three perpendicular surfaces. Ships and most
man made structures are typically characterized by this type of scattering
mechanisms.
2.5.3 Bragg scattering
From periodic surfaces such as ocean waves, the scattering can be described





Here λs is the wavelength of the periodic surface, λr is the radar wavelength,
and θi is the incidence angle.
2.5.4 Volume scattering
When the transmitted signal penetrates the surface we have a type of scattering
called volume scattering. The penetration depth is inversely proportional to the
radar frequency, but also depends on the dielectric constant. The amount of
scattering that reaches out of the media and back to the radar is dependent on
the volume geometry, density and moisture content.
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2.6 Radar Cross Section
The radar equation describes the ratio of transmitted radiation Pt and received













This equation is derived by considering the ground as a receiving and reflective
antenna. PG is the receiving power from the ground and P
′
G is the reflecting
power from the ground. G and Gд are gain factors from the antenna and
the ground respectively. The distance between the ground and the antenna
is denoted r , where as Ae and Aд is the area of the antenna and the ground,
respectvely. The ground terms inside the brackets [.] constitute the radar cross
section (RCS) σ , which tells us something about how "visible" a target/surface
is to the radar. Often the normalized radar cross section σ0 = σ/Aд is used,
and referred to as the backscatter coefficient.
2.7 Polarization
According to Maxwell’s equations the electromagnetic wave is defined by an
electric field and by a magnetic field that oscillate in a synchronized manner.
These are perpendicular to each other and transverse to the direction of prop-
agation in free space. The polarization refers to the orientation of the electric
field. The orientation can be described by two orthogonal basis vectors H and
V which represents, the linear horizontal and vertical polarizations [11].
The polarization of radar systems is used to better understand the complex
scattering mechanisms of the surface of interest. The radar’s transmit and
receive polarizations depend on the available polarization modes of the SAR
sensor. Onboard Sentinel-1 the polarization mode is either single or dual.
A single polarization mode means that the radar transmits only one of the
polarizations H or V, and also receive only one polarization. In dual polarization
mode the radar transmits only one polarization, but receives both polarizations,
which results in the combinations (HH,HV) or (VV,VH) where the first letter
describes the transmitted signal, and the second letter describes the received
polarization.
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2.7.1 Scattering matrix
The characteristic of the RCS depend on the field polarity of the transmitter
and the receiver, referring to the previous section 2.6. The relationship between




Here the PG and P
′
G is replaced with the incident electromagnetic field on a
resolution cell EIp , where p ∈ {H ,V } specifies the polarization. ESq is the
scattered electromagnetic field measured in polarizations q ∈ {H ,V }. It can
be shown that the scattering process measured by a full-polarimetric radar can





where ES is a vector holding the orhtogonal components of the scattered
wave, and EI represents the orthogonal component of the incident wave. The
e−jkr
r represents the propagation effects, amplitude and phase. r is the range
distance between the sensor and the target and k is the wavenumber of the
electromagnetic field. S is a 2×2matrixwhich consists of four complex elements,
S is also known as the Sinclair matrix. The diagonal elements represents the








The scattering matrix can be vectorized by target vectorsk in order to extract
physical information. The representation is as follows:
k = V (S) = 1
2
Trace(SΦ) (2.22)
Here Φ is a set of 2 × 2 basis matrices constructed as orthogonal set under
the Hermitian inner product. Trace is the sum of the diagonal elements of Φ.
There exsists several basis sets, but two well known linear combinations are
obtained from the Pauli and the Lexciographic matrices.
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kP has an advantage over kL since it is closely related to the physical properties
of the scattering medium.
3
Terrain Observation byProgressive Scans
SLC images acquired in TOPS mode have special spectral characteristics. In
order to correct these, knowledge about the acquisition is necessary. This
thesis interpret and deals with TOPS SLC images produced from two different
focusing schemes with adjustable parameters. An understanding of the various
processing schemes is needed in order to compare these outputs, and especially
make processing adjustments advantageous for ship detection.
This chapter describes the principles behind TOPS acquisition and focusing
and highlights areas of data processing that have to be taken into account
when dealing with SAR data acquired in TOPS mode. In order to understand
the special features, the chapter begins with a brief introduction to ScanSAR
[18] and describe its differences compared to TOPS mode. The chapter ends by
introducing Kongsberg Spacetec NRTSAR and the adjustable parameters.
A SAR is operated in different imaging modes to accommodate different needs
for spatial resolution and coverage. Considering the imaging mode briefly dis-
cussed in section 2.1, data are acquired by transmitting a periodic sequence of
pulses, which are processed into a continuous image. This is referred to as the
Stripmap mode. At the expense of resolution in azimuth it is possible to form
a continuous image without using all the transmitted pulses. The transmitter
is then turned on and off cyclically and will illuminate portions of the scene
23
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with bursts of Np pulses. This is useful in cases where one have restrictions
regarding power and downlink capacity, but can also be utilized to illuminate
other range swaths and obtain wide-swath coverage [12].
When it comes to wide-swath coverage, which is of interest in ship detection,
the conventional mode up till now has been ScanSAR. Sentinel-1 represents
a change in this respect, the instrument provides two different SAR imaging
modes which provides wide area coverage:
• Interferometric Wide Swath Mode.
• Extra Wide Swath Mode.
Both Interferometric Wide Swath Mode and Extra Wide Swath mode uses the
newly proposed TOPS technique which also provides a wide swath coverage
[19].
3.1 ScanSAR
Figure 3.1: ScanSAR imaging geometry with three sub-swaths.TF : Footprint time,TD :
Dwell time, TR : period of bursts, figure adjusted from [19]
In ScanSAR the azimuth antenna beam point is held fixed and the elevation
beam is periodically switched to obtain large illumination area consisting
of several sub-swaths [18]. In ScanSAR image processing, each sub-swath is
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processed separately, and after the imaging all the sub-swaths are combined
to form the resulting image. Figure 3.1 illustrates the imaging geometry of a
ScanSAR with three sub-swaths. Typically, each sub swath covers 100 km to
150 km, but it can be widened by allowing a lower azimuth resolution or by
taking fewer looks. The number of looks is determined by the burst duration
timeTB . It is possible to extract two or more looks from each burst ifTB is such
that two or more burst cycles of a given beam can be completed within the
footprint time TF . The sensor acquires a finite sequence of bursts for a dwell
time TD , repeated with a period TR . TF /TR gives the number of looks imaged
[12].
3.1.1 ScanSAR acquisition
In ScanSAR only a certain number of bursts is collected at a time. Figure
3.2 shows the time/frequency relation of the raw data acquisition in azimuth
for ScanSAR. In signal processing these type of diagrams are referred to as
spectrograms. Spectrograms are three dimensional representation of a signal
with respect to time, frequency and spectral energy. The rectangular boxes
represent the received frequency by two consecutive bursts acquired within the
TF . The horizontal side of the boxes shows the burst durationTB and the vertical
side represents the total Doppler bandwidth for one burst. In the literature
these boxes are referred to as the time frequency domain (TFD) support for the
raw data. Here τ is the time in azimuth, where the origin is assumed to be at
the center of the first burst. P1 − P4 are four targets at their zero-Doppler time.
The lines represent the Doppler history of each target, where the negative slope
is given by the Doppler rate kR . Since the azimuth antenna beam point is held
fixed during TD , the azimuth antenna pattern (AAP) is also fixed during this
time. The shading within each rectangular box represents the third dimension
of the diagram, this is the amplitude weighting of the AAP. The light tone
represents high antenna weight and the dark tone represents low weighting.
Concerning the first burst, the Doppler histories from point target P1, P2 and
P3 are shown and it is clear that each target is weighted differently by the AAP.
Ba represents the bandwidth for each target.
3.1.2 Scalloping
As stated above, the amplitude weighting of the AAP varies from target to
target dependent on where it is located in the azimuth direction. This implies
that image quality parameters also will vary in the azimuth direction [20].
Scalloping is an unwanted radiometric variation shown in the resulting SAR
image as a sequence of bright and dark stripes oriented in the range direction.
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Figure 3.2: Spectrogtams of azimuth time/frequency support for raw data in ScanSAR,
fa : Frequency in azimuth.
τ : Fime in azimuth.
TR : Period between each burst.
P1 − P4 : Targets at different azimuth locations.
Ba : Doppler bandwidth of a single target. Figure is obtained from [19].
This effect is mainly due to the fact that each target is seen by different parts of
the AAP. This variability follows in the azimuth signal processing of the raw data
and can only be corrected if one has knowledge about the SNR, the beam shape
or an accurate Doppler centroid estimation. The effect is reduced by multilook
processing [12]. The azimuth ambiguity ratio and the noise equivalent σ 0NE
will also vary as a consequence of the varying azimuth antenna pattern for
each target.
3.1.3 ScanSAR resolution
Compared to the resolution in Stripmap mode each subswath has to share
the synthetic aperture length, and thus there is a tradeoff between azimuth
resolution and swath width [18]. Referring to the same parameters in equation





where Ns is the number of subswaths.
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3.2 TOPS
TOPS mode was proposed to solve the problems with azimuth varying ambi-
guities in ScanSAR [19]. Figure 3.3 shows the image geometry of TOPS. Here
the antenna is rotated in both azimuth and range direction. As the beam is
elevated in the range direction it is simultaneously swept from back to forward
in the azimuth direction during the acquisition of long bursts. Compared to
Spot mode, as shown in figure 3.4, the antenna is rotated in the opposite
direction and this causes a worsening of azimuth resolution [21]. Compared
to the standard Stripmap mode the sensor acquires backscatter from a longer
area given the same time span. This makes it possible to switch the antenna
to different subswaths in range similar to ScanSAR. The difference is that
TOPS exploits the sweeping, and manages to return to the ending of the first
subswath scan, producing a one look system. The direction of the beam center
in TOPS mode is given by [19]:
ϕdc = kϕτ , with kϕ < 0. (3.2)
Here kϕ denotes the antenna rotation at a negative rate [rad/s] and τ is the
azimuth time.
Figure 3.3: TOPS imaging geometry, VS : velocity of satellite [19].
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Figure 3.4: Reduction of azimuth resolution compared to SPOT imaging mode, figure
obtained from [21]
3.2.1 TOPS aquisition
Figure 3.5 shows the time-frequency relation of the raw data acquisition in
TOPS. As in Figure 3.2 regarding ScanSAR, four point targets P1 − P4 are
represented at their zero Doppler time, where the oblique lines represent the
Doppler history of each target. The negative slope is given by the Doppler rate





Here it is assumed a simplified rectilinear geometry, meaning that the curved
earth geometry is neglected, hence the velocity is denoted as the satellite
velocity Vs . In contrast to ScanSAR the antenna rotation introduces a Doppler
centroid rate which is responsible for the shape of the TFD support. When
the radar is moving in opposite direction to where the antenna is pointing,
this induces negative frequency. When the antenna is pointing in the same
direction as the radar, the frequency is positive. The Doppler centroid rate is
given by:
ka =






The narrow vertical boxes which show the weighting of the AAP indicate that
during one burst interval the antenna is swept such that each target is "seen"
by the the complete AAP (except those at the edges of the burst). Figure 8.1
in Appendix A shows a more intuitive illustration of the relation between
figure 3.3 and 3.5. The equal weighting of the AAP on each target results in a
nonvarying resolution in azimuth and no scalloping.
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Figure 3.5: Azimuth time and doppler frequency relation in TOPS mode.
fa Frecuency in azimuth
τ : Time in azimuth P1 − P4 Targets,
Ba : Bandwith of a target
BF : Footprint bandwidth,
BT :Total Doppler bandwidth,
ka : Doppler centroid rate,
kR : Doppler FM rate,
TB : Burst duration,
TD : Dwell time,
TR : Period between two bursts.
Figure obtained from [19]
3.2.2 TOPS resolution
The rotating antenna is illuminating a target with a footprint on the ground
that is shrunken by a factor α with respect to standard Stripmap mode:




In equation 3.5, R0 is the shortest distance between the sensor and a target,vs
is the sensor velocity and kϕ is the antenna rotation rate. This means that with
respect to Stripmap SAR the resolution is α times coarser, and the synthetic
aperture length in TOPS mode can be denoted as LT = αL where L is the
antenna length in Stripmap SAR. This gives the resolution in azimuth:
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3.2.3 TOPS focusing
Figure 3.6: TFD support for TOPSAR data, a) range compressed data, unfolded and
folded; b) data after spectral expansion bymosaicking shown by the dotted
lines and folding in time domain; c) focused data folded in frequency
domain. Figure obtained from [19].
A TOPS focusing algorithm has some issues to handle. First of all, even though
the Doppler bandwidth for each target is less than the PRF, the total bandwidth
may span several PRFs and thus cause aliasing and folding in the frequency
domain. If one assumes that the total bandwidth BT ' kaTB , the folding will








This folding will increase with the length of the burst [19].
Several focusing techniques are proposed in the literature. The diversity com-
prises the focusing algorithms introduced in section 2.3 with various improve-
ments. This section will continue with presenting the algorithms discussed
in [19], followed by the focusing scheme used in Sentinel-1 for Level-1 SLC
processing. Finally, other relevant focusing schemes are introduced.
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De Zan & Monti Guarnieri [19] claims that in theory a phase preserving
Stripmap processor can be used to focus the TOPS raw data. Here one as-
sumes that the data are already compressed in range. The procedure can be
divided into three steps: Unfolding, focusing and subsampling. First, the data are
unfolded in frequency domain by upsampling Ms times. This is done by zero-
padding in the time domain to extend the duration of the burst: TR = NsTB .
The TFD support will then span a range [NsTB ,MsPRF ]. Here, a Stripmap
processor comes into play. The final step by subsampling the dataMsNs times
leaves the TFD support as in figure 3.6 c). This is highly inefficient with respect
to processing time and data space.
The more effective focusing scheme proposed in [19] is shown in figure 3.6.
This procedure is based on a mix of ScanSAR and SPOT focusing, divided into
a pre- and postprocessing step and with the use of a ω − k processor, referring
to subsection 2.3.2. The preprocessing step corresponds to the preprocessor
for SPOT mode described in [22]. Here the range compressed bursts are un-
folded in the frequency domain by expanding the sampling rate to fit the total
bandwidth. This is done by oversampling the data Ms times in the frequency
domain, leaving the sampling frequency equal to MsPRF as in figure 3.6 b) .
This is done by the following steps:
• Mosaicking: This is shown as the dotted lines in figure 3.6 b), where we
have Ms times replication.
• Deramping: The spectrum is multiplied by the following chirp signal






(fa − fac )2
}
(3.8)
where the fac is the Doppler centroid frequency.
• Low-pass filtering and downsampling is done to remove the unwanted
spectral contributions.






(fa − fac )2
}
(3.9)
This leaves the TFD support as shown in figure 3.6b). Next the data are focused
by the ω − k processor before the postprocessing step. In the post-processing
step the data are unfolded and resampled again, with the same procedure as
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described above, but now in the time domain. This means that the deramping
equation 3.8 is changed to:








Here kt accounts for the stretch of the time axis between the raw data and
the focused data. Applying the time deramping and reramping results in the
focused data shown in figure 3.6 c).
Figure 3.7: Sentinel-1 SLC Processing Algorithm [19]
The Sentinel-1 Level-1 SLC Processing Algorithm, IPF, is shown in figure 3.7
and explained in detail in [15]. For simplicity only the azimuth processing is
considered. The processing is done individually for each burst in each sub-
swath and the resulting SLC image is then included in azimuth time order, into
a single sub-swath image.
The azimuth preprocessing step consists of zero-padding, FFT, unfolding and
resampling (UFR) in the frequency domain. The unfolding and resampling is
done in the same way as explained above. This is applied to each azimuth line
in a burst where the input azimuth line has the same TFD support as shown
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in figure 3.6 a). Next the azimuth processing is done by the Range-Doppler
Algorithm (RDA) as described in section 2.3.1. For efficiency reasons the RCMC
is accompanied with resampling in range. Lastly comes the postprocessing
step, which is the unfolding and resampling in the time domain as described
previously for the frequency domain.
Prats et al.[23] points out the computational burden by using a pre- and post-
processing step and that a dedicated processor must be developed if efficient
focusing is desired. They proposed a version of the The Extended Chirp Scaling
(ECS) algorithm as an alternative for the azimuth processing of TOPS data.
Compared to the chirp scaling algorithm in section 2.3.3 the first five steps are
similar, but the azimuth compression stage is replaced by a frequency scaling
operation that equalizes the azimuth FM rate at each range cell [12]. The un-
folding is avoided by dividing the data in azimuth blocks, called sub-apertures
with an overlap of 5%. The processing is done individually on each block by
ECS functions, before the supapertures are assembled and the final azimuth
compression is performed.
Engen and Larsen [24] have proposed an effective preprocessing algorithm
that focuses the entire azimuth aperture without oversampling, zero-padding
or subaperture processing. They comment on the focusing scheme shown in
figure 3.6 which is inefficient with respect to processing time and the number
of data points that must be used in the zero padding. They suggest that a
possible improvement is to transform the frequency folded data in figure 3.6
a) directly to the time folded representation, without the unfolding step. They
propose a Moving Band Chirp Z-transform (MBCZT) as a solution. They claim
that the MBCZT can be used in both the transformation between frequency
folded data in 3.6 a) to b), and from the focused time folded data to the focused
frequency folded data in 3.6 c), where the latter one uses an inverse MBCZT.
In the paper they have used a ωkA for the focusing step, but mention that any
Stripmap processor can be used.
Adriano et al. [25] report results from an image scalloping analysis done for
both ScanSAR and TOPS mode obtained with TerraSAR-X. The results show
that the scalloping of the TOPS image was 0.3 dB against 1.2 dB in the ScanSAR
image.
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3.3 Kongsberg Spacetec Near Real Timeprocessor
Kongsberg Spacetec have proposed a SAR processor based on the algorithm
from Engen and Larsen [24] briefly described in section 3.2.3. This is an
effective algorithm compared to the ESA IPF. Kongsberg Spacetec claim that
their processor is four times faster than the ESA IPF. Near Real Time (NRT)
processing is obtained using pipelined parallel processing.
Figure 3.8: NRTSAR and ship detection flow chart. Kongsberg Spacetec, All Rights
Reserved
Figure 3.8 shows how the processing time is shortened with the NRTSAR. The
upper time flow chart shows the traditional sequential processing used by ESA
IPF. Here the Level0 represents the processing of the ISP stream to raw data
and Level1 represents the processing from raw data into SLC or GRD products.
After these steps and when the image is fully processed, a ship detector is
used. In the lower flow chart the NRTSAR CORE processes blocks of Instrument
Source Packet (ISP) streams as they are downlinked. These blocks are further
processed by NRTSAR into SLC data. This means that a ship detector can be
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introduced in an earlier stage of the processing chain, and thus can be applied
to blocks of data before the total image is fully processed.
In this thesis a prototype of the NRTSAR is usedwhere one can adjust the follow-
ing parameters: output spacing, processing bandwidth and window functions.
The following sections will roughly explain the output from the processor.
3.3.1 Impulse Response
In signal processing the impulse response represents the behavior of a system
by describing its response to receiving a theoretical delta function as input. In
terms of satellites, the impulse response describes the imaging performance of
a radar. Referring to the SAR processing in section 2.2, the impulse response is
the output after focusing a single point target. A trihedral corner reflector is
the most commonly used object for generating an impulse response in a test
image. The impulse response is also known as the point spread function and is
shown in figure 3.9.
Figure 3.9: Impulse response from a single point target. Figure taken from [26]
Figure 3.9 shows that the impulse response can be approximated as a sinc-like
function. Here themain lobe represents the central peak where the high energy
is located and the sidelobes represents the smaller peaks located on either side
of the main lobe.
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The quality of the impulse response is determined by how well the pixel
is represented by the energy that originates from the location of the point
target, respectively. A good impulse response have less energy representing
the surrounding pixels. The impulse response width (IRW) is defined as the
width of the main lobe measured −3 dB below the peak value. The resolution
is associated with the IRW. The narrower the IRW, the higher the resolution.
The peak to sidelobe ratio (PSLR) is defined as the ratio of the peak in largest
side lobe to the peak in the main lobe measured in decibels. The integrated
sidelobe ratio (ISLR) is defined as the integrated energy of all the sidelobes
to the energy in the main lobe. This means that both the ISLR and the PSLR
should be small in order to obtain high local contrast in the image. In practice
this means that it is desired to avoid that dark areas in the image do not get
obscured by energy from nearby strong scatters. Usually the PSLR and ISLR
ratio is too large, since it masks out nearby weaker targets in the image. One
way of reducing this is to use a smoothing window.
3.3.2 Window functions
In terms of raw data processing and pulse compression referring to section 2.3,
a window function or window apodization is applied to the signal spectra. The
window function is symmetric and adds weight to the signal spectra. The center
of the aperture is weighted higher than the ends. The window functions has a
smoothing effect and reduces the leakage of energy from the main lobe to the
side lobes of the signal spectrum. More specifically the window broadens the
main lobe (the nearest side lobe is absorbed), but lowers the side lobes.
When applying awindow, the resolution degrades as a consequence of reduction
in the effective signal bandwidth and because of the broadened main lobe
[12]. Several window functions have been developed with different weighting
coefficients [27] where the Kaiser, Taylor andHamming windows are commonly
used in SAR processing schemes [28] [29]. When choosing an appropriate
window, one has to evaluate the tradeoff between side lobes and resolution.
This means that the overall goal is to gather the highest energy in the main
lobe for a given ISLR.
A Hamming window with different coefficients depending on sub swaths is
used in IPF focusing of Sentinel-1 SLC data. The different coefficients with
respect to subswath are represented in table 3.1.
In a point target analysis done on the ESA IPF, different ISLR, PSLR, and IRW
broadening factors were measured for different Hamming windows, referring
to table 3.2. Here we see that the lower window coefficients, the lower ISLR
and PSLR, and equivalently broader IRW. Section 4.6.2 evaluates how the
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Table 3.1: Hamming window coefficient for each subswath in TOPS IW mode used by
ESA IPF. Table taken from [15].
adjustment of window functions may have an impact in ship detection.
Table 3.2: Hamming window coefficients, IRW, PSLR and ISLR measured from point
target analysis from ESA IPF. Table taken from [15]
3.3.3 Bandwidth
Figure 3.6 c) shows that the total available processing bandwidth Ba(I P F ) for
each target is PRF/Ns after the unfolding and folding procedure in ESA IPF.
In the NRTSAR processor Ba(NRTSAR) is limited to 14PRF for a TOPS system
with three subswaths [30]. This means that Ba(I P F ) > Ba(NRTSAR). The PRF
is different for each subswath and therefore different bandwidths are used to
process data from each subswath. The SLC images processed by ESA IPF, has
Ba for each sub-swath shown in table 3.3. In the prototype of NRTSAR used in
the experimental part, this bandwidth is adjustable.
The total bandwidth BT is also adjustable.To date the ESA IPF process data
with a fixed BT . This ensures that all targets experience the complete AAP
and minimal overlap is achieved. In order to adjust the overlap areas between
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Table 3.3: Processing bandwidth corresponding to each subswath used on TOPS IW
data by ESA IPF, table taken from [31].
bursts, one needs to access the frequencies located in gray shaded areas shown
in the TFD support, referring to figure 3.5. In these areas, the target does not
experience the full AAP and they have less dwell time. However, by expanding
the Doppler bandwidth BT to cover the overlap areas, one will access new areas
in the beginning and at the end of each sub-swath and increase the overlap
area between bursts. These areas will contain less intensity but may be utilized
to detect targets. Considering near real time processing, this means that a
larger burst area is accessible at an earlier stage. By allowing a higher BT in
the NRTSAR processing, the processor will run slower, because of the handling
of larger blocks of data. Thus a tradeoff between overlap area and processing
time must be made. The overlap area is briefly explored in the context of ship
detection in the experimental part 6.3.
3.4 TOPS Deramping
The Sentinel-1 SLC products from TOPS mode have some special spectral
characteristics in azimuth. If a spectrogram is produced from the SLC image, it
will still show a linear frequency rate, and the azimuth spectra are distorted due
to the linear frequency modulation. In order to perform any spectral operations
or perform basic operations like resampling, a deramping procedure is necessary
for each burst. Figure 3.10 show the distortion in the azimuth spectrum (left)
and how this is corrected by the deramping procedure (right). The deramping
is done by multiplying each azimuth line with the chirp defined in equation
3.12:
ϕ(τ ) = exp −jπkt (τ − τr ef )2
	
. (3.12)
Here τ is the azimuth time corresponding to zero Doppler azimuth time in
themiddle of the burst. kt is the Doppler centroid rate in the focused SLC image:
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where ka is the Doppler centroid rate in raw data, and kr is the Doppler rate.
These are range varying parameters, and in order to get the most accurate
result kt is must be estimated for every range sample in the image [33]. The





where kϕ is the constant negative azimuth steering rate, λ is the wavelength
and vs is the satellite velocity. The range/azimuth reference time τr ef . It is the
time in the center of azimuth as a function of range time and is computed as
followed:
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3.4.1 Results deramping TOPS data with ESA IPF andNRTSAR
In relation to each experiment done in this thesis, every SLC data product
is deramped as described in section 3.4. The deramping is needed to correct
the frequency spectra in both azimuth and range. In the metadata there is a
velocity estimate for each second of the burst duration. The velocity estimates
were linearly interpolated, and an estimate for the azimuth time in the middle
of each burst was used. The metadata also contains an estimate of kr for each
burst. This estimate consists of roots of the Doppler rate polynomial denoted
as an vector [c1,c2,c3]. These are multiplied by a range time varying vector tr
in order to get an estimate for each sample in range.
Polynomials for the Doppler Centroid frequency fdc are also found in the
metadata. The fdc is found in two categories, estimates from raw data, and
estimates from orbit geometry. The SLC data focused by ESA IPF uses fdc
estimates from data, while the SLC data focused by NRTSAR uses fdc estimates
from orbit. Thus, the fdc estimated from raw data is used when SLC products
from ESA IPF is deramped, and fdc estimates from orbit is used when SLC
data is focused by NRTSAR. Both are estimated in the same manner as for
the Doppler rate kr . Experience with SLC data focused by ESA IPF has shown
that for SLC images obtained in sub swath 3, (iW3) there is no fdc estimate
for the last burst. In these cases the fdc estimate is repeated for the last two
bursts.
Figure 3.11 shows how the mean azimuth frequency spectrum is corrected by
the deramping procedure. This is an example where the deramping is well
performed. Here we see that the azimuth spectrum is bandlimited and that the
fdc is shifted to zero. The shape of the spectrum show that a Hamming window
is used as a weighting function in the processing. Figure 3.12, on the other hand,
has several artifacts. First of all we see that the Doppler centroid frequency fdc
is not shifted to zero frequency. Secondly the spectrum representing VH has
some strange edge effects. These effects are mentioned in a workshop paper
[34] where the processor is assumed to be the cause. In the subaperture ship
detection algorithms, additional spectrum shifting is done in order to shift fdc
to zero.
Figure 3.13 shows the deramping performed on SLC data focused by NRTSAR.
The processing is done with same bandwidth and weighting function as in the
ESA IPF. As mentioned in section 4.6.1, the total available processing bandwidth
differs between the two processors: Ba(I P F ) > Ba(NRTSAR). This is the reason
why the azimuth spectra in figure 3.12 and 3.11 appear to cover less bandwidth.
The antenna of Sentinel-1 is steered with aZero Doppler Attitude regulation.
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This accounts for the Doppler shift caused by Earths rotation. This means that
it might be more accurate to assume zero fdc than estimating it. In NRTSAR
there is no correction for the fdc , which is assumed to be zero. ESA IPF, on
the other hand, uses Doppler centroid corrections, and this may be the offset
experienced in some spectra.
In ESA IPF additional pattern corrections are applied to the spectra, which is
not accounted for in the NRTSAR processor. This includes a elevation pattern
correction and correction of the azimuth antenna pattern.
Figure 3.11: Deramping SLC product focused by ESA IPF, ( burst 3, IW1 from scene
85B5)
Left: Original Spectra after processing with IPF
Right: Spectra after deramping
Upper row, VH polarization
Lower row, VV polarization
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Figure 3.12: Deramping SLC product focused by ESA IPF, ( burst 3, IW1 from scene
B868) Left: Original Spectra after processing with IPF
Right: Spectra after deramping
Upper row, VH polarization
Lower row, VV polarization
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Figure 3.13: Deramping SLC product focused by NRTSAR, ( burst 3, IW1 from scene
B868)
Left: Original Spectra after processing with NRTSAR
Right: Spectra after deramping
Upper row, VH polarization




Ships and other ocean features were first explored in spaceborne SAR images
at the launch of the SEASAT SAR system in 1978. This satellite was specially
designed to image the ocean [35]. Since then a lot of research and different
ship detection algorithms have been proposed. In this thesis, products suitable
for ship detection is investigated. The actual ship detection is separated into
two main parts. First, a test statistic is made and then a hypothesis test is
stated. This thesis concerns the first part. The algorithms explored in this
chapter produce new images that serves as a test statistic and is closely related
to ship detection.
This chapter begins with describing the important SAR parameters regarding
ship detection. Section 4.1 and 4.1.1 describes the SAR imaging of ocean,
and ships respectively. Section 4.2 presents the quality measures commonly
used to describe the ship to sea contrast, and speckle level. For the sake of
completeness, the actual ship detection is described in section 4.3. Section 4.4
describes the subaperture processing algorithms followed by section 4.5 that
deals with relevant polarimetric algorithms. Lastly, section 4.6 presents the
ship detection potential for Sentinel-1 TOPS mode data.
45
46 CHAPTER 4 SH IP DETECT ION
4.1 SAR imaging of the ocean
In order to evaluate how well TOPS data are suited for ship detection it is
interesting to see how the sea surface is imaged by SAR. In many ship detection
algorithms the contrast between the background (ocean) and the ships are
of concern, and thus it is important to understand the behavior of ocean
backscatter. The high dielectric constant of water results in low penetration
depth of microwaves and we have high reflectivity.
The ocean roughness determines how much of the signal that is backscattered
to the radar. In general the ocean will appear dark on a SAR image because of
low backscattering. As stated in section 2.5 the ocean roughness is dependent
on the height variation of the surface in relation to the radar wavelength or
frequency.
Wind is an obvious factor regarding the roughness of the sea. In Crisp et al.
[35] the relation between the normalized radar cross section σ 0 and the wind
speed vs for a given radar incidence angle was given as:
σ 0 = |vs |γ (4.1)
where γ is a function of radar wavelength and other such parameters. This
shows a general tendency of high wind speed leading to more ocean backscat-
ter.
The wind direction will also affect the strength of the backscatter. It is stated in
Vahon et al. [36] that wind towards the radar results in stronger σ 0 compared
to wind blowing away from the radar and that wind blowing across the scene
result in the smallest σ 0. Increase in incidence angle, referring to figure 2.1,
results in a decreasing σ 0.
The knowledge about the ocean wind and waves is important in ship detection
because it can help in the selection of parameters, the evaluation of the the
detection algorithm, but also give higher order information. The sea condition
affects shipping routes and certain ships will most likely not be found in
certain sea states. One may consider the ocean as a two-scale wave model
where one consider short waves superimposed onto the larger swell waves.
The smaller waves, are called ripple waves and these are related to the ocean
roughness.
For incidence angles above 20 degrees, which is usually the case for opera-
tional SAR systems, the Bragg resonance in equation 2.17 is predominant and
represents the ripple waves [35]. Equation 2.17 shows that both the incidence
angle and the radar frequency changes the Bragg wavelength, and hence the
ocean backscatter. Regarding the motion effects caused by the ocean waves,
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Robinson et al. [37] claims that only the orbital motion of large swell waves
will have an effect on the resulting SAR image. Depending on the viewing
geometry, the orbital motion leads to a varying azimuth shift throughout the
wave cycle which leads to the effect called velocity bouncing. This effect will
not be significant for range traveling waves.
The polarization will also effect the ocean reflectivity. Acquisitions done in
the VV polarization usually record more ocean reflectivity than in the HH
channel, where the difference depends on the radar incidence angle [35] [36].
Oceanographic phenomena and other manmade objects that are likely to be
found in the sea, such as heavy rain, ocean swell, sea ice, ship wakes, islands
and oil rigs, can have similar backscattering behavior as ships or create image
features that cause false alarms.
4.1.1 SAR imaging of Ships
In a SAR image, ships will in most cases stand out from the background as
bright areas compared to the darker ocean background. The spatial resolution
related to the ship size determines if the ship is detectable or not. The radar
backscattering from ships depends on several factors regarding the ship, the
surrounding area and sensor features. The important ship characteristics are
the size, construction material and orientation relative to the radar. Sensor
features relevant for detecting ships are, except for resolution, the polarization
and incidence angle. Studies done on Radarsat-2 data have shown that the
VH polarization is most suitable for ship detection when one is looking for
the best contrast between the ship and the ocean [38]. This is because the
ocean backscatter is lower in the VH polarization compared to the HH and VV
polarization.
Ships are typically constructed by large metal sheets and comprise complex
structures which result in a combination of dihedral and trihedrial surface
scattering mechanisms [39]. Whether or not the ship is loaded or not will also
affect the radar cross section σ . Ships that have heavy loads lay lower in the
water andwill have a lowerbackscatter signal. Ships are usually accompanied by
wakes and these can be used to verify that the detection is correct. Sometimes
these are more detectable than the ship itself since it can cover a large area.
Information regarding the image area may also be of interest, e.g., ships in
oceans will in most cases be of greater size and are constructed with different
materials than those located on the coast. Modelling the SAR signature of a
ship is a complex task, which must also consider the radar viewing geometry.
Therefore most of the literature on ship detection algorithms is based on
modeling the sea backscatter alone.
48 CHAPTER 4 SH IP DETECT ION
4.2 Contrast Measures
In order to evaluate the quality of the ship detection products, different contrast
measurements is used in the literature. This section will explain the contrast
measurements used in the experimental part in section 6.1 and 6.2.
4.2.1 Target to clutter ratio
Signal to clutter ratio [40] or target to clutter ratio (TCR) is a ratio used to
measure the detectability of a target embedded in ocean clutter. In conjunction
with research on the polarization most suitable for ship detection, Yeremy et





where σT is the target RCS, N is the number of pixels in the RCS, and σC is
the mean RCS of the ocean clutter.
4.2.2 Peak to clutter ratio





wheremax(σtarдet ) is the largest RCS in the defined target area,and µbackдround
is the mean RCS of the selected ocean area. PCR is also mentioned in Brekke
et al.[43] when analyzing the ship to sea contrast in different polarization
channels as a function of incidence angle.
4.2.3 Coefficient of variation
The coefficient of variation CV is a measure of the heterogeneity of an area. It
can be used to evaluate the reduction of speckle over the different subaperture
separations. The CV is defined as the standard deviation of the background





Wewish that there is little variation in the background,and thus theσbackдround
must be low, and the µbackдround high in order to have a heterogenous
area.
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4.3 Constant False Alarm Rate
The conventional method for ship detection is to use constant false alarm
rate (CFAR). This is an adaptive threshold algorithm designed to search for
pixel values which are unusually bright compared to those in the surrounding
area. First a hypothesis of the sea clutter statistics is made. Here a probability
density function (PDF) is estimated. The parameters belonging to this model
are estimated locally in the image and a threshold for the statistic is chosen
such that the decision rule is associated with a specific constant false alarm
rate. Pixel values that lie above this threshold, are detected as possible ships
[35].
4.3.1 Sea clutter statistics
Referring to section 4.1.1, the backscatter from ships are complex and depen-
dent on several extern factors. In practice we are not able to model the PDF
of the ship distribution. Therefore we use sea clutter statistics to distinguish
ships from sea. The hypothesis of an observation vector x belonging to the sea
clutter distribution fθ0 or not can be stated as follows [44]:
H0 : x ∼ fθ0(x) (4.5)
H1 : x / fθ0(x) (4.6)
Where H0 is the hypothesis of x belonging to the sea clutter, and H1 that it
belong to the unknown ship distribution.
In order to design a criterium that determines if x belongs to the sea clutter or




0 if x < T
1 if x ≥ T
Defining the probability of false alarm as:
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and the probability of detection PD as:




Here fθ1 is the unknown ship distribution, which must be evaluated by known
ship positions. One wishes that the probability of detection, β , is large and the
probability of false alarm, α , is as small as possible. Thus a specified FAR is set
by the user. This is generally set at the order of 10−7. The constant false alarm
rate is defined as:




whereT is the threshold. The parameters of the ocean pdf fθ0(x) are estimated
locally. The threshold T is then found related to the CFAR. This means that
the percentage of sea clutter pixels that exists above the threshold value is
constant, while theT varies locally. When additional information about the ship
is available, an observed FAR is used to measure the accuracy of the parameter
estimation and the model assumptions [35].
In order to model the sea clutter one has to select a proper estimation window.
Here it desired to avoid that target pixels interferes with the estimation and that
the region selected must be as homogeneous as possible. Because of variation in
the background the parameters are estimated locally in the image and a sliding
window is often used. It is typical to choose a window or several separated
windows that allows a "guard" area between the cell under test (CUT) and the
estimation window. This is to ensure that no pixels in the estimation contains
sidelobes from a possible target. This may be challenging in areas with hight
target density, e.g., near busy harbors and shipping routes.
The distribution hypothesized for the sea clutter depends on whether we
have a single-look, or multilooked intensity image. A single-look intensity
image is generally assumed to follow a negative exponential distribution while
a multilooked intensity image is assumed to follow a gamma distribution
[45].
Several versions of the CFAR algorithm exist, depending on how the assumption
of homogeneous sea clutter is handled. In general the parameters are computed
directly from the estimation window. In order to account for possible ships in
the estimation window, order-statistic CFAR (OS-CFAR) and smallest of CFAR
(SO-CFAR) has been used. In SO-CFAR the sampling window is divided into
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subwindows where the mean is computed separately, and lastly the smallest
mean is chosen. OS-CFAR ranks the pixel values in the estimation window and
then a predefined value is selected. This value is selected based on the median,
the minimum, the maximum, etc [46].
An iterative censoring scheme (IC) can be applied to any CFAR algorithm
before the parameter estimation and threshold determination. In this method
all high pixel values within a range is removed from the image before the sea
clutter estimation. This allows the estimation window to be chosen near the
CUT. Tao et al. [47] points out that it is uncertain how many of the removed
pixels containing false alarms and that one should use truncated statistics
to more precisely model the ocean clutter and to estimate the ocean clutter
parameters.
4.4 Subaperture cross-correlation magnitude
The availability of phase information in complex data has been utilized in
ship detection through measures of correlation between two subapertures. By
computing the correlation between subapertures, one produces a new image
that may be more suitable for ship detection with respect to higher ship to
sea contrast. The litterature comprises little reasearch on how to model the
ocean background from this particular output image. Anfinsen and Brekke
[48] investigated suitable distributions to fit the SCM data in terms of sea state,
herein the gamma, Fisher and K-distribution. The K-distribution showed to fit
the data best in homogeneous to moderate homogeneous sea clutter, while
the Fisher distribution showed best results in heterogeneous areas. How to
set the threshold, and perform ship detection is not addressed in this thesis.
The output of various supaperture algorithms is evaluated in terms of the
contrast measurements described in section 4.2 with respect to future ship
detection.
This section will begin with a summary of the existing subaperture algorithms
and continue with amore thorough review of the theory behind the subaperture
algorithms used in the experimental part.
Splitting the azimuth Fourier spectrum in different subapertures is equivalent
to splitting the beam width in azimuth direction. This is because of the linear
relationship between frequency and time τ stated in equation 2.7. By dividing
the azimuth Fourier spectrum in different subapertures we produce two ormore
images of the same scene. Each of the looks will have a reduced bandwidth,
which results in a decreased azimuth resolution. When an SLC image is divided
into subapertures, one obtains different imaging geometries and different look
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separation times ∆ti between the subaperture images.
Alain Arnaud [49] was the first to apply this in the context of ship detection.
The main idea is that ships have a higher phase coherence than the surrounding
sea, since they are relatively stationary compared to the ocean waves. This
is illustrated in figure 4.2. Arnaud refers to the raw data, and in the azimuth
Fourier domain the data are split into two non-overlapping sub-sets with 25%
of the bandwidth centered on positive and negative frequencies. The sub-sets
are denoted as subapertures, since it is equivalent to splitting the physical
beam into different sections. The split up is illustrated in one dimension in
figure 4.1. Here the orange shaded area represents the frequencies for each
subaperture.
Figure 4.1: Illustration of the devision of subapertures from the azimuth spectrum, as
described in [49]. Here two subapertures (orange) covering 25% of the
total bandwidth. Each subaperture is centered on negative and positive
frequencies.
This produces two uncorrelated raw data sets that are further processed into
two complex images. From these images, a single coherent image is produced
by measuring the phase difference from pixel to pixel by a moving window.
The measure of coherence varies between 0 to 1 where 0 is low coherence
and 1 is high coherence. In order to classify the pixels, a threshold on the
coherence is specified and pixels with coherence value above the threshold are
classified as ships. Arnaud points at different improvements that can make this
method more fine-tuned. In calm sea, both the separation and bandwidths of
each subaperture must be broadened to ensure decorrelation of the sea. The
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Figure 4.2: Illustration of a window from each subaperture S1 and S2. When the
subapertures covers ocean, the result is uncorrelated, while it is correlated
when a coherent target is present. Figure taken from [50].
window size will also influence the coherence measure, and can thus be varied
to improve the detection.
The use of the two-look Internal Hermitian Product (2L-IHP) was introduced
by Souyris et al. [2] based on the principles of Arnaud [49]. The abbreviation
2L-IHP, or simply IHP, is commonly found in the literature but a more precise
notation is the subaperture cross-correlation magnitude (SCM) which was
introduced in [1]. This notation will be used from now on. Letting S1 and S2
define two sub-looks, the subaperture cross-correlation between two complex








where < . > is a spatial averaging and the superscripted ∗ denotes the complex
conjugation. The azimuth frequency spectrum is first separated into two sub-
apertures named "azi-left" and "azi-right", the ρ is computed between the two
producing a new image called ρazi . The same procedure is done by splitting
the range spectra in two subapertures and compute ρrдe . Finally ρazi and ρrдe
may be added incoherently. Thus ρ can be computed by splitting the aperture
in azimuth, in range, or in both. Before applying the SCM-algorithm the SLC
image is Doppler centroid corrected and a prewhitening filter is used. The
center frequency of each look is aligned with each other to avoid a destructive
effect of phase ramp. Souyris et al. also mention that nonstationary targets
may only be visible in subparts of the spectrum and suggest a re-iteration of
the process by splitting the specters further in half. This method was applied
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on simulated SAR data in [51] followed by a CFAR algorithm. The results were
compared to the results with a CFAR algorithm applied directly on a SLC image,
with the conclusion of better detection when SCM was used.
In Johnsen and Larsen [52] A SCM image was computed from ASAR IMS
SLC products before a two parameter CFAR was applied. Their results showed
that the SCM image gave better TCR compared to a intensity image. Their
results also showed that splitting in azimuth only gave the best overall spatial
resolution and target details.
A range of different strategies to vary the subaperture bandwidth to obtain
optimized results based on the sea state have been evaluated in [1]. It was
found that the subaperture could have a partial overlap and still give high
contrast between the ship and the ocean. They point out that in the case of
overlap between the subapertures, the SCM will be undersampled, and thus
an upsampling procedure is required prior to the cross-correlation computa-
tion. This leads to an improved SCM algorithm, which they name the SCM+.
Hereafter this algorithm will be denoted as the SCM.
4.4.1 Algorithm 1: Subaperture Cross-correlationMagnitude
The SCM algorithm is well described in [1]. The SCM algorithm is computed for
various subaperture separation times. In order to allow subapertures to overlap,
they introduce upsampling, low-pass filtering and downsampling. Their dataset
included three SLC quadrature polarimetric images of the same ship acquired at
three different dates. The different images have slightly varying meteorological
features, such as windspeed and wave height. The outline of the algorithm is
shown in figure 4.3.
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Figure 4.3: Flowchart of the SCM algorithm, taken from [1]
In the first processing stage of the algorithm the azimuth frequency spectrum
is corrected. This is done by shifting the azimuth spectrum by the estimate of
fac . The azimuth spectrum is then reduced to a bandwidth B. In stage four the
subapertures are extracted in a manner visualized in figure 4.4.
Both subapertures are assigned the same fraction of B. Each subaperture starts
at one end point of the azimuth frequency spectrum and stretches towards the
other endpoint. This means that in the case where each subaperture covers
10% of B, they also contain the highest frequencies in the spectrum. The
left spectrum in figure 4.4 shows two supapertures together covering 25% of
B. The middle spectrum shows two subapertures covering the total available
bandwidth B but with no overlap. The right spectrum shows how the overlap
extends above the zero frequency point. Here each subaperture covers 75 % of
B.
Brekke et al. define the normalized subaperture bandwidth β = Bs/B where Bs
is the bandwidth of each subaperture. The algorithm is run for β ranging from
0 to 1. β = 1 means total overlap of the subapertures, and β = 0.5 represents
the boundary region where there is no overlap of the subapertures.
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Figure 4.4: Extraction of subapertures from the azimuth frequency spectrum[1]. B:
available bandwidth. In the left spectrum, two supapertures covering 25%
of B is extracted. The middle spectrum shows two subapertures covering
the total available bandwidthB. The right spectrum shows how the overlap
extends above the zero frequency point. Here each sub aperture covers 75
% of B. Figure taken from [1]
The upsampling is done by zero-padding each subaperture to double size in
both azimuth and range direction. The center frequency f0 of each subaperture
is then aligned before the subapertures are converted back to the spatial domain
by an Inverse Fast Fourier Transform (IFFT). In the spatial domain the cross-
correlation is computed between the subapertures by equation , exept from
the spatial averaging. A lowpass filter is then applied. The lowpass filter is
defined from −B/2 to B/2 meaning that the resulting bandwidth of the image
will never exceed the available bandwidth B.
Downsampling is executed in the spatial domain by discarding every other
pixel in azimuth and range direction. This gives an image with equal size of
the original image. Lastly the spatial averaging is done by a moving window.
The performance of the algorithm is evaluated by the TCR and CV described
in section 4.2.1 and 4.2.3, computed as a function of β . The single look intensity
(SLI) image is calculated as SLI = S1 · S∗1 when β = 1, such that S1 = S2.
Brekke et al. mention that the SLI image will be aliased since it is equivalent
to subaperture processing with total overlap between the subapertures. They
define an improved SLI, referred to as SLI+. SLI+ is the output of the SCM
algorithm when β = 1 and when the last averaging step is excluded.
Brekke et al. [1] compare the speckle levels by computing CV for the SLI
and SLI+, and conclude that the SLI+ is an improvement in terms of speckle
content. The TCR computed from the SLI+ is then used as a reference for the
TCR results computed as a function of β . The SCM was computed for VV, VH
and HH polarizations separately. Their results showed that the TCR varied
between the dates. For the image with largest wave height, the largest TCR
was located at β > 0.5. Regarding the other images, the peak TCR had varying
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location. Here they point out that the different orientation and incidence angle
at the ship location could have an impact on the peak point.
4.5 Polarimetric contrast enhancement methods
Polarimetric ship detection commonly utilizes the complex elements of the
polarimetric scattering matrix defined in section 2.7. This section describes
the polarimetric extension of the SCM algorithm, the well known Polarimet-
ric Whitening filter, and lastly a fusion of polarimetric channels used by the
Norgwegian Defence Reasearch Establishment (NDRE).
4.5.1 Algorithm 2: Polarimetric subaperturecross-correlation magnitude
Souyris et al. [2] introduce the polarimetric extension of the SCM. This exten-
sion is based on an optimazation scheme inherited from [53]. The algorithm
was tested on airborne polarimetric image with the conclusion of better con-
trast between the ocean and target, compared to the traditional SCM approach.




























These are complex Pauli target vectors defined in equation 2.24, where the
Reciprocity theorem is applied, and hence it is assumed that Shv = Svh . By


















Here H represents conjugate transpose. [H11], [H22] and [Ω12] represent 3× 3
complex matrixes given by:






















Both H11 H22 are standard Hermitian coherency matrices that contain the
full polarimetric information of each separate image. [Ω12] is a 3 × 3 ma-
trix that in addition to polarimetric information, contains the interferometric
phase relations of the different polarimetric channels between the two subaper-
tures.
Equation 4.4.1 represented the scalar case where S1 and S2 represented scat-
tering coefficients from subaperture 1 and 2. By introducing two normalized
complex vectors which represents two scattering mechanisms, ω̂1 ω̂2, we can
define new scattering coefficients:
µ1 = ω̂
H
1 S1 and µ2 = ω̂
H
2 S2 (4.16)
where the scattering vectors is projected onto the normalized scattering mech-

































ρSCMPOL depends on ω̂1 and ω̂2, which can be tuned locally to maximize the
magnitude of ρSCMPOL and thus increase the contrast. In order to optimize ω̂1












ω̂H2 ω̂2 − 1

(4.21)
where λ1 and λ2 account for the normalization constraints bearing on ω̂1 and
ω̂2: |ω̂1| = |ω̂2| = 1. By setting the partial derivatives to zero and rearranging
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independent real eigenvalues, that are shown to be the same for each matrix;
ν = 4λ1λ∗2.







where α = 1√ν .
















and the maximum value of ρSCMPOL is:



























where (ω̂1max ,ω̂2max ) is the eigenvector pair associated with νmax .
4.5.2 Algorithm 3: Polarimetric whitening filter
The polarimetric whitening filter (PWF) is defined in Novak et al. [54]. The
main idea behind this whitening filter is to minimize theCV ratio of the image
clutter. This means that the goal is to create an image with less speckle content.
They assume a fully polarimetric Gaussian clutter model. Evaluation of the
PWF for non-Gaussian clutter showed that the PWF is optimal when the CV
ratio is considered.









They wish to construct an image y of the form:
y = xHAx (4.31)
where A is a Hermitian symmetric positive definite matrix. They show that in
order to minimize the CV ratio, A represents the inverse covariance matrix
Σ−1 of HH,HV and VV. Thus the PWF is defined as:
y = xHΣ−1x (4.32)
In Novak et al. the PWF was used adaptively in terms of target detection. Here
sample covariance are estimated in a neighborhood surrounding the pixel
represented by x. The estimator is defined as:









where n is the number of samples.
4.5.3 Algorithm 4: Aegir with fusion of polarimetricchannels
The fourth algorithm is not specially designed for complex data, but similar
to the PWF and POL-SCM, it fuses two polarimetric channels. This algorithm
have shown good results and it is in operational use by NDRE, which have long
experience in ship detection. Therefore it is natural to evaluate this algorithm
against the other polarimetric algorithms.
Ever since 1998 the Norwegian authorities have used SAR tomonitor ship traffic,
oil spills and sea ice in the High North. Their main source of information has
been from RADARSAT-1 and RADARSAT-2 satellites. NDER have developed an
automatic ship detector, called Aegir [55]. Aegir analysis each polarization
channel separately or combines two polarization channels to improve the ship
to sea contrast. When fusing two polarimetric channels they use the following
formula, developed by Eldhuset [56]:
y =
|Aco−pol | · |Across−pol |
const
(4.34)
This is a heuristic formula, wherey is the output image, |Aco−pol | is the absolute
value of the co-pol amplitude image, |Across−pol | is the absolute value of the
cross-pol amplitude image. const represents a unknown constant. In this thesis
the constant is the arithmetic mean of the imageproduct: |Aco−pol | · |Across−pol |.
Hereafter this algorithm will be adressed as Aegir-Pol.
4.6 Ship detection adaption to Sentinel-1 TOPSmode
Ocean surveillance is one of the main goals of the Copernicus program and
Sentinel-1 marine application potential was analyzed in Vachon et al. [57].
Their focus is on the IW mode, which is the default mode over coastal areas. In
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the analysis they used a CFAR algorithm where the ocean clutter background
where modeled with a K-distribution. The analysis concludes that IW mode
is suitable for ship monitoring scenarios, but that smaller incidence angles is
preferable in order to detect wakes. SLC data produces by Sentinel-1 IW mode,
operates with the polarizations VV and VH. With reference to section 4.1.1 the
ocean backscatter is low in VH compared to co-pol channels and thus VH is
optimal for ship detection regarding ship to ocean contrast. The next sections
will analyze in more detail the potential of Sentinel-1 TOPSmode ship detection
regarding imaging zones where bursts overlap and limitations of the relative
short dwell time.
4.6.1 Ship detection in TOPS mode overlap regions
The imaging geometry of TOPS was described in section 3.2 and illustrated in
figure 3.3. When considering two successive bursts, there will be an overlap
area where their ends meet in azimuth. There also exists an overlap between
subswaths, where two range ends meet, but this overlap will not be evaluated
here.
Figure 4.5: Overlap area in azimuth of two successive bursts
A target that is located in this overlap zone, is consequently illuminated twice
with a time separation TR . Greindanus et al. [8] mention the possibility of
measuring the speed and course of possible targets in this region, but that only
a fraction of targets in the image could make use of this effect. How to access
this information was explained in section .
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4.6.2 NRTSAR Processing parameters
NRTSAR allows adjustments of several processing parameters that are fixed in
ESA’s standard IPF processor. Generally the choice of the processing window
function andwindow coefficients is made to satisfy amultidisciplinary scientific
community. In the context of subaperture ship detection, Souyris et al. [2]
mentioned the use of a prewhitening filter in order to reduce the sidelobes
from strong point targets and hence remove the correlation between the pixels.
Considering the CFAR algorithm, a final threshold is set based on estimating
the parameters of a predefined ocean clutter distribution. By lowering the
pixel to pixel correlation, we may get more accurate parameter estimates.
With this in mind, it may be sensible to process an image with a Hamming
window of lower coefficients than ESA IPF and investigate if this has any
effect of the ship detection performance. ESA IPF uses Hamming window
coefficients of 0.7 − 0.75. Referring to section 3.3.2 and table 3.2 wee see
that lower Hamming window coefficients, e.g., 0.65 and 0.52 yields better
PSLR and ISLR at the expense of degraded resolution. A Hamming window
with coefficients of 0.5, 0.65 and 0.75 is therefore used in the experimental
part. Increasing the processing bandwidth Ba , results in maximum dwell time,
which may be faveorable in subaperture ship detection since the interlook time
difference between the subapertures is increased. The effect of processing with
full bandwidth is explored in the experimental part.
4.6.3 TOPS Dwell time
SAR images acquired in TOPS mode have short dwell time due to the azimuth
steering which leads to a shrunken footprint compared to standard stripmap.
Studies have shown that the ripple waves of open ocean need 0.05 s or less
to decorrelate in a C-band SAR image, this time is also referred to as the the
ocean coherence time by [58]. Considering this generalized case, this means
that the separation between the center times Ti in each subaperture i must be
longer than 0.05 in order for the ocean to decorrelate.
Ouchi et al. [58] claims that if the background scatter is modeled as a sta-
tistically white stochastic process, meaning that the speckle is Gaussian, the
cross-correlation function (CCF) between the subapertures is independent of
the sea coherence time. In this case the CCF is only dependent on the weighting
function of the subapertures, the dwell time TD , and the time difference be-
tween the center frequencies in each subaperture, ∆T = Ti+1 −Ti . The results
show a steady decrease in the intensity cross-correlation between subapertures
with increasing ∆T . Ouchi et al. further argues that if the cross-correlation
function were dependent on the sea coherence time one would have experi-
enced decorrelation at time lags of similar order. However this is not observed
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in their results.
The dwell time is denoted as the synthetic aperture length ∆xa , referring to








In equation 4.35, any squint angle is neglected, thus R0 is the slant range in the
zero Doppler plane referring to figure 2.1. The 3dB width of the radar beam
is approximated by λ/AA. From section ?? the TOPS antenna is illuminating
a target with a footprint on the ground that is shrunken by a factor α , which






AA(Vs + R0|kϕ |) . (4.36)
The dwell time can also be thought of as the time that it takes for the azimuth
chirp to cover one PRF of the frequency band. In the experimental part different
focusing bandwidths will be evaluated and thus it is convenient to express the





Also here any squint angle is neglected and the 3dB width of the radar beam
is approximated by λ/AA. The dwell time for a target acquired in TOPS mode






2Vs (Vs + R|kϕ |)Ba . (4.38)
5
Data
The data set used in this thesis come from four different scenes: Two scenes
from the south-west coast of Norway, one scene from Bremerhaven, Germany
and one scene from Portsmouth, England. Each scene has two data sets: one
in SLC format and one in unfocused raw format. The raw data are focused
by Kongsberg Spacetec NRTSAR processor to produce SLC images for the
four scenes that are used in the comparison. Several subimages are extracted
for the experimental part. The following sections describes the Sentinel-1
acquisition modes and data formats, and presents the four scenes and the
chosen subimages.
5.1 Sentinel-1 acquisition modes
Sentinel-1 has four different acquisitionmodes; Stripmap,Wavemode, IWmode
and EW mode shown in figure 5.1. According to Greidanus et al. [8] IW and
EW will mostly be used, while stripmap is only reserved for emergencies and
disasters. The data used in the experimental part will therefore only consider
the IW mode which is used routinely over ocean.
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Figure 5.1: Acquisition modes for Sentinel-1, image from [59]
Table 5.1: System parameters for Sentinel-1, table is adapted from [60]
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Table 5.2: Details for Sentinel-1 acquisition modes, table is adapted from [60]
Figure 5.2: SLC image for IW mode consisting of three sub swaths with six bursts
each. IW1 represents the subswath in near range, and IW3 represents the
subswaths in far range. Image taken from [61]
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5.2 Data formats
The data formats provided by Sentinel-1 are defined by three processing levels.
The level 0 products are raw data products. The level 1 products are SLC
images focused by the algorithm in section 3.2.3 and multilooked ground range
detected (GRD) products that are irrelevant for this project.
In the SLC image each subswath consists of a series of burst, where each
burst is processed as a separate SLC image. The focused bursts are assembled
in azimuth time into a single subswath image with black-fill demarcation in
between. Figure 5.2 shows an illustration of this effect for the IW mode. Each
burst has a general dimension of 1500 × 20000 pixels, and for the sub images
selected in the experimental part only specific bursts are considered.
5.3 Scenes
The experimental part consists of images taken from four different areas repre-
sented in table 5.3 and table 5.4. The orange shaded area shows the geographical
area of the scene. The raw data area is larger than the SLC image area. This is
because only parts of the data are used to form a SLC image.
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Table 5.3: System parameters for scenes covering the Norwegian Sea. The table show
details for both SLC format and raw format, Sentinel-1 IW mode. Details
taken frommetadata of each product. Images retrieved from ESA’s Sentinel-
1 Scientific Data Hub [62].
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Table 5.4: System parameters for scenes covering Bremerhaven, Germany and
Portsmouth, England.The table show details for both SLC format and raw
format, Sentinel-1 IW mode. Details taken from metadata of each product.
Images retrieved from ESA’s Sentinel-1 Scientific Data Hub [62]
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5.4 Subimages for subaperture cross correlationmagnitude analysis
Eighteen subimages containing an unidentified target are manually selected.
The size of the subimages are varying between 200×200 and 100×100 pixels.
Figure 5.5 and 5.4 shows four subimages with different ocean features. Large
scale ocean waves are visible in figure 5.5 where subimage no. 15 and 18 are
displayed. The rightmost image in figure 5.4 shows subimage no. 12, which is
an example where little ocean features are visible.
Figure 5.3 shows subimage no. 3 with a centered target. The white corner
squares shows the area which represents the background area, while the
orange square indicates the target region. In general the background area are
four times 50 × 50 pixels for images of size 200 × 200 pixels. In subimages of
size 100 × 100 pixels, the background area is chosen to be four times 25 × 25
pixels. Table 5.5 shows the dimension details for the selected subimages.
Figure 5.3
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Figure 5.4: Amplitude images of VV channel representing subimage no. 1 (left) form
scene B868 and subimage no. 12 (right) from scene 7BC9. The dimension
of the images are 200 × 200 pixels and scaled such that ocean features
are visible
Figure 5.5: Amplitude images of VV channel representing subimage no. 15 (left) and
18 (right) from scene 85B5. The dimension of the images are 100 × 100
pixels and scaled such that ocean features are visible.
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Table 5.5: Dimension details of subimages for subaperture cross-correlatin magnitude
analysis. Im stands for the image number and B is the burst number. The




This chapter presents five experiments that try to answer the main research
questions posed in this thesis.
• Experiment 1: Performance analysis of subaperture processing with TOPS
data focused by ESA IPF.
• Experiment 2: Comparison of image products obtained from TOPS SLC
data focused by ESA IPF.
• Experiment 3: Performance analysis of subaperture processing with TOPS
SLC data focused by NRTSAR.
• Experiment 4: Comparison of image products obtained from TOPS SLC
data focused by NRTSAR, with various processing bandwidths and Ham-
ming window coefficients.
• Experiment 5: Investigation of azimuth burst overlap in TOPS SLC IW3
data.
Each subsection starts by presenting the experiment and explain the choices
made. This is followed by a result and discussion part related to each experi-
ment.
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6.1 Experiment 1: Performance analysis ofsubaperture processing with TOPS SLC datafocused by ESA IPF.
The first experiment consists of evaluating the different subaperture algorithms
described in section 4.4.1 and 4.5.1. These are processed on the 18 subimages
described in table 5.5. The subimages have different size. In all scenes where
there is sufficient ocean surrounding the target, the subimage is chosen to
be 200 × 200 pixels. In situations where the target has other targets or land
nearby, the subimage is chosen to be 100 × 100 pixels.
A polarimetric adaption of the improved SCM described in Brekke et al.[1] is
done by incorporating the polarimetric extension of SCM proposed by Souyris
et al. [2]. The polarimetric extenstion is modified to fit the dual polarization
case of Sentinel-1 SLC data and a spectral prewhitening of the subapertures is
explored.
The experiment is thus divided into two main stages:
• Stage 1: The SCM and POL-SCM are computed for different subaperture
separations β and evaluated by TCR, PCR and CV.
• Stage 2: Prewhitening are applied to the subapertures and stage 1 is
repeated.
6.1.1 Dual polarization subaperture cross-correlationmagnitude
Sentinel-1 provides data with dual polarizations and the IW TOPS mode uses
polarization VV and VH when acquiring SLC data. In order to get the maximum
information yield from both polarizations the POL-SCM introduced in [2] and
described in 4.5.1 is implemented with two-dimensional target vectors. A data
fusion of the polarimetric channels VH and VV is obtained. This is done
by replacing the target vectors S1 and S2 in section 4.5.1 by target vectors
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In the dual polarization case, Ω
12
represents the 2× 2 complex matrix contain-
ing the interferometric phase relations to the VH and VV channels between
subaperture 1 and 2. Both Pauli- and Lexciographic basis sets were investigated.
Since both basis sets are linear combinations of the Sinclair matrix, the re-
sults are expected to be similar. This experiment was computed for both cases.
The results showed that defining target vectors for VH and VV with Lexcio-
graphic basis yielded highest TCR for SCM-POL. One example of the TCR for



































Having a closer look at Ω
12
we see that the diagonal elements in the matrix
are equivalent to the scalar SCM described in 4.4.1. Ω
12
is not Hermitian, but





6.1.2 Contrast and speckle measures
In order to evaluate the resulting SCM image, TCR, PCR and CV measure-
ments are compared for the singlelook intensity images SLI, and SLI+ and
the SCM images. SLI+ is the product of the algorithm in figure 4.3 where
each subaperture covers the entire available bandwidth, but the last spatial
averaging step is excluded. As presented in section 5.4 and shown in figure 5.3
the background information is computed from the white corner squares and
the target information is computed from the centered orange square. Both the
target and background area are manually selected.
The results from the SCM analysis is presented in table 6.1. Table 6.1 shows the
contrast measures TCR and PCR computed for normalized subaperture overlap
β , in the range [0.1 − 1]. The label VH indicates that the SCM algorithm is
computed only for the VH polarimetric channel, VV indicates that the SCM is
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computed for the VV channel and POL indicates the polarimetric SCM algorithm
which combines VH and VV. From now on the algorithms are addressed as
SCM − VH , SCM − VV and SCM − POL. Only the overall highest TCR and
PCR for each subimage is recorded in table 6.1. Here βTCR and βPCR are given
for the β at which the highest contrast was measured. SCMTCR and SCMPCR
indicate which algorithm that achieved the contrast.
Table 6.1: TCR and PCR measurements for the SCM algorithms. VH means that the
SCM − VH algorithm provided best contrast measure, and POL means
that the SCM − POL provided best contrast measure. β is the normalized
subaperture overlap ranging from [0.1 − 1].
In order to visualize the PCR and TCR as a function of β , the results from two
well representative subimages are shown in the following subsections. The
dwell time and incidence angle measured at the center of each subimage are
shown in table 6.3.
6.1.3 Contrast and speckle measurements for subimageno. 1
Figure 6.1 shows the SLC subimages corresponding to image number 1. Both
images are represented in decibels in order to make it easier to visually compare
the features in various subimages. The right image show the VH channel of
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the subimage, while the left image show the VV channel of the subimage. It is
evident that there is more ocean structure visible in the VV channel, and that the
contrast between the target and the ocean is greater in the VH channel.
Recalling that the CV is a measurement of heterogeneity, the computation is
done from the background region, which is represented by the white corner
squares in figure 6.1. Considering figure 6.2, which shows the development of
CV as a function of β , SCM-VV and SCM-POL behaves equally while SCM-VH
remaines at a lower CV value. This is consistent with the fact that the VV image
contains more ocean structures. This also implies that the POL-SCM is strongly
influenced by the scatter contribution of VV, as this trend is seen in all eighteen
subimages. Compared to the CV values computed for the SLI images, all SCM
algorithms greatly suppress speckle at all β . This was observed for all eighteen
subimages and is consistent with the findings of Brekke et al. [1].
Regarding figure 6.3 and 6.4 both the TCR and PCR have similar behavior as a
function of β . As expected, the SCM-VH reaches significantly higher contrast
measures compared to SCM-VV. Naturally the PCR is higher than the TCR, since
the latter accounts for the whole region of scatters within the target, while the
PCR only considers the highest pixel value in the target region. In the same
manner as CV, it is observed that both TCR and PCR experience a decay after
β = 0.73.
The amplitude profile of the original VH subimage is shown in figure 6.5. Here
we observe three peaks belonging to the target. This figure shows that initially,
the VH channel provides good contrast between the target area and the ocean.
Figure 6.6 shows how the result of SCM-VH with an normalized subaperture
overlap β = 0.73. We now observe two peaks in the target region, and the
speckle level is reduced. In the β = 0.73 case, the resolution is degraded as a
consequence of narrower bandwidth and the smoothing filters; averaging and
lowpass filter.
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Figure 6.1: VH and VV channel of subimage no. 1:
Resolution subimage: 4 × 1 km.
Resolution target region: 200 × 100 m.
Figure 6.2: CV for subimage no. 1.
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Figure 6.3: TCR for subimage no. 11. Peak observed at β = 0.73.
Figure 6.4: PCR for image no. 11. Peak observed at β = 0.73.
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Figure 6.5: Original subimage no. 1:
left: VH image before SCM algorithm.
right: Normalized amplitude surface plot.
Figure 6.6: Submage no. 11:
left: SCM-VH image with β = 0.73.
right: Normalized amplitude surface plot, SCM-VH β = 0.73.
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6.1.4 Contrast and speckle measurements for subimageno. 11
The following figures: 6.7 to 6.12 represent subimage no. 11. The original
subimages displayed in figure 6.8 show that there is slightly higher contrast in
the VH image compared to the VV image. In comparison with subimage no.
1, the VV image contains less ocean structures. In contrast to the CV results
from section 6.1.3 we now observe that SCM-VV and SCM-VH yields lower CV
values than SCM-VH. The reason for this may be that the sea is calm and that
the backscatter in the VH channel is hidden below the noise floor.
The TCR and PCR are displayed in figure 6.9 and 6.10. In contrast to the previ-
ous results, referring to section 6.1.3 we now observe that all SCM algorithms
behaves similarly yielding contrast at comparable levels. The SCM-VH is dis-
played in the middle of SCM-POL and SCM-VV regarding TCR, while SCM-VH
yields the lowest PCR of all SCM algorithms.
Figure 6.11 and 6.12 show the amplitude profile of the original VH-image and
the POL-SCM image at β = 0.7. The speckle level is reduced in image 6.12.
Figure 6.11 shows several dominating peak amplitudes in the target region.
The background region contains more noise compared to figure 6.5. This may
be an effect of the signal being hidden below the noise floor. Figure 6.12 shows
that the noisy background region is smoothed. Here three dominant targets
are evident. It seems as though the contrast between the ocean and the center
target is lowered, but this is only because the rightmost target amplitude is
amplified. This illustrates that targets with low backscatter may not be visible
in the VH-channel, but they stand out in the SCM-POL image.
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Figure 6.7: VH and VV channel of subimage no. 11:
Resolution subimage: 4 × 1 km.
Resolution target region: 129 × 135 m.
Figure 6.8: CV for subimage no. 11.
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Figure 6.9: TCR for subimage no. 11. Peak observed at β = 0.71.
Figure 6.10: PCR for subimage no. 11. Peak observed at β = 0.71.
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Figure 6.11: Original subimage no. 11:
left: VH image before SCM algorithm.
right: Normalized amplitude surface plot.
Figure 6.12: Subimage no. 11:
left: SCM-POL image with β = 0.7.
right: Normalized amplitude surface plot, SCM-POL β = 0.7.
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6.1.5 Prewhitening of the subapertures
Souyris et al. [2] mention the need for a spectral prewhitening procedure to
reduce side lobe effects and remove spatial correlation between neighboring
pixels as a result of the antenna weighting function.
The effect of this prewhitening filter is explored by multiplying the azimuth
and range spectra with the inverse of the antenna weighting functions. The
weighting functions are specified in the metadata of each SLC image. Experi-
ence has shown that the spectrum does not get the desired flat signature by
using the specified Hamming window. This may be due to the noted artifacts
in the SLC spectrum from ESA IPF. Therefore, the antenna weighting function
was estimated locally by using a moving average filter on the mean frequency
spectrum in both azimuth and range. Figure 6.13 shows an example of how the
spectrum is prewhitened.
Figure 6.13: Prewhitening of azimuth spectra; Original frequency spectra to the left,
and prewhitened frequency spectra to the right. The upper row show the
prewhitening of the VV channel and the bottom row show the prewhiten-
ing of the VH channel.
The results of the prewhitening is presented in table 6.2. Here the column
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named ∆TCR − PreWhite and ∆TCR − PreWhite represent the difference
in max value of TCR and PCR. Overall there is very little difference, and
in most cases the prewhitening worsens both the PCR and TCR by a small
amount. In some cases, the peak TCR and PCR occur at a larger β value. Visual
examination of the PCR and TCR shows that the prewhitening closely follows
the trend of the nonwhitened behavior of PCR and TCR as a function of β , only
lowered or raised by a small amount. This is illustrated in figure 6.14, where
TCR of subimage 1 is displayed. The dotted lines represent the results when
prewhitening is used. We observe that the prewhitening of the subapertures
yields a approximately equal or slightly lower CV, which means that the speckle
level is unchanged or lowered for all subimages.
Table 6.2: TCR and PCR measurements for the SCM algorithms when prewhitening is
performed. The yellow mark labels the cases where prewhitening have a
positive effect on TCR and PCR as well as where there is a difference in β
value.
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Figure 6.14: PCR with, and without prewhitening for subimage no. 1. Dotted lines
represents the results when prewhitening is used
Figure 6.15: CV with, and without prewhitening for subimage no. 1. Dotted lines
represents the results when prewhitening is used.
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Figure 6.16: PCR with, and without prewhitening for subimage no. 11. Dotted lines
represents the results when prewhitening is used.
Figure 6.17: CV with, and without prewhitening for subimage no. 11. Dotted lines
represents the results when prewhitening is used.
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6.1.6 Dwell time and center time difference betweensubapertures.
Table 6.3 shows the incidence angle, dwell time and center of subaperture time
difference ∆T for each subimage evaluated in the SCM analysis. According to
Ouchi et al. [58] the decorrelation of speckle patterns between subapertures is
independent of sea surface coherence time. The dependency only lies within
the weighting function of the subapertures, theTD and∆T as long as the speckle
is modeled as Gaussian. As ∆T decreases, the correlation between subapertures
increases, and concequently we expect less speckle decorrelation. The dwell
time of the data used in [58] ranged from 0 to 0.8 seconds. The TOPS IW
SLC data yield significantly lower time differences between the subapertures.
This is because of the short dwell time, and it makes it difficult to compare the
results with those given in Ouchi et al.
Considering the Peak PCR an TCR, in most cases they occurred for β ≈ 0.7. In
table 6.3 wee see that for β ≈ 0.7, ∆T ≈ 0.001s. For C-band SAR the ocean
coherence time is proposed to be less than 0.05 s. However since most of
the results gave highest contrast measurements when only the VH channel is
used, it is difficult to draw any conclusions based on the sea state. Additional
weather data and in situ measurements are needed to fully evaluate this effect.
In the analysis in section 6.3, images with larger bandwidth are evaluated,
and thus the dependency of sea conditions can be further investigated. If the
decorrelation is dependent on the sea surface signature, and hence decorrelates
at a certain ∆T , we expect to observe TCR and PCR at a higher β since the ∆T
is then increased between subapertures.
We observe a steady decrease in TCR and PCR after β ≈ 0.7 in all eighteen
subimages. This might be the effect described in [58] where ∆T < 0.001s and
the correlation between subapertures rapidly increases for β > 0.7. However,
the CV also decreases in the same range as TCR and PCR, which means that
both the speckle and the target response is reduced for this β value. The same
behavior of CV was observed in Brekke et al.[1], They explain the decrease in
CV level by considering the clutter mean µc and clutter standard deviation σc .
They argue that µc follows the degree of correlation, and thus is expected to
increase with β .
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Table 6.3: Dwell timeTD , incidence angle θi and time difference between subapertures
∆Tβ at normalized subaperture bandwidth β
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6.1.7 Summary of performance analysis of subapertureprocessing with TOPS data from ESA IPF.
The results of sections 6.1.1-6.1.6 showed that overall, SCM − VH gives best
contrast regarding both TCR and PCR. Referring to section 4.1 we expect
SCM −VH to have the highest contrast since the VH image capture little ocean
backscatter compared to the VV image. There were also some cases where
SCM − POL gave better contrast than SCM −VH . When evaluating the cases
where SCM − POL dominated, a possible explanation could be calm ocean
conditions, and as a consequence, the backscatter in VH was hidden below the
noise floor.
A prewhitening procedure of the subapertures were performed and the results
showed that CV, TCR and PCR decreased in most cases. This indicates that the
decorrelation is dependent on the weighting function of the subaperture, as
claimed in Ouchi et al. [58].
Similar to what was found in the study of Brekke et al.[1], the CV value is
reduced compared to the SLI image for all β values. The overall trend is that
the CV decreases as a function of β . It is observed that when not including the
low-pass filter, three peaks are still visible in the β = 0.7 image in figure 6.6.
This indicates that the low-pass filter can be more fine tuned to preserve target
resolution.
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6.2 Experiment 2: Comparison of image productsobtained from TOPS SLC data.
The second analysis is a comparison of the SCM algorithm against the PWF and
the Aegir-POL algorithm. The various stages in the analysis is as follows:
• Stage 1: The Aegir-Pol is computed and evaluated by TCR PCR.
• Stage 2: The appropriate window size for PWF is evaluated against TCR
and PCR.
• Stage 3: PWF is evaluated by its TCR, PCR.
• Stage 4 : Comparison of SCM, PWF and Aegir-POL images with respect
to TCR and PCR.
6.2.1 Dual polarization PWF
The PWF was derived for full polarimetric SAR data, but can be adapted for
use with a subset of polarimetric channels. When considering the polarizations
available in Sentinel-1; VV and VH, the covariance matrix for the scattering
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Novak et al. [54] estimated Σ−1 for 64 samples. In this experiment the covari-
ance matrix for a given target vector is estimated from a neighborhood of pixels
by using a moving window. This is a computationally simple and fast method










Here n is the number of samples. This estimator is also called the Gaussian
distributed Maximum Likelihood estimator (G-ML). This estimator is compu-
tationally fast and simple, but it does not account for possible texture features
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in the scene. It is also shown to fail in situations where we have rough ocean
clutter [63].
Other iterative covariance estimators which includes texture assumptions and
estimations of pdf parameters exists in the literature. Tao et al.[63] compares
different covariance matrix estimators for sea clutter. The comparison is done
with respect to computation efficiency and accuracy. They conclude that the
iterative M-estimator is a good alternative to the G-ML estimator in situations
with a lot of ocean texture.
In this experiment, only the GL-ML estimator is considered, but the number of
samples in the estimation is investigated. The investigation is done by evaluat-
ing the size of a moving window, which estimates the covariance locally. The
window has dimension [window size × window size] = n. Different window
sizes was investigated with respect to TCR and PCR in order to obtain the
highest possible ship to ocean contrast.
Figure 6.19 show the TCR as a function of window size for all subimages.
Here we see that the TCR and PCR increases with higher window size. When
the window size increases, more samples are included in estimating the local
covariance matrix. Increase of window size also means that the clutter samples
are included in several estimation windows, and that fewer estimates are based
on clutter, alone. We observe that there is little variation in TCR and PCR for
window size above 25. In the following analysis the PWF is thus performed by
measuring the Σ from 27 × 27 = 729 subsamples.
Figure 6.18: Window size as a function of TCR.
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Figure 6.19: Window size as a function of PCR.
Table 6.4 show the highest TCR and PCR measured from the SCM image, the
PWF image and Aegir-Pol image. The yellow color mark in the table highlights
the highest contrast measure. Comparing the different algorithms, one sees that
when it comes to TCR, the SCM algorithm yields the highest contrast regarding
all eighteen subimages. Considering the PCR, we observe that Aegir-Pol gave
higher contrast than the SCM for some sub-images.
Figure 6.20 shows the output image after Aegir-Pol (right) and PWF (left) is
processed on subimage 1. We observe that the target response has increased in
the Aegir-Pol image compared to the original VH-image shown in figure 6.21.
In both the PWF- and Aegir-Pol image we observe visible ocean structure. In
the PWF image it we observe that the ocean clutter is smoothed around the
target within a area comparable to the esitmation window. This is observed
for all eighteen subimages. This means that including clutter in the estimation
window have a positive effect on local TCR and PCR.
The resolution differs between the Aegir-POL, PWF and the SCM image. Re-
garding both Aegir-Pol and PWF, the resolution is unchanged compared to the
original image. In contrast the resolution in the SCM image is degraded as
consequence of decreased bandwidth and filtering.
Figure 6.24 shows the surface plot of the Aegir-POL image (right) and PWF
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Table 6.4: TCR and PCR measurements for SCM, PWF, and Aegir-Pol
image (left) computed for subimage 11. Compared to the original VH image,
we observe that the speckle level is reduced in both images. In the Aegir-POL
image we see that the peak of the center target is amplified, in contrast to
the PWF image where the opposite has occurred. Recalling that three possible
targets were visible in the SCM-POL image, only two targets is present in both
the Aegir-POL image and PWF image. Based on these results the SCM-VH
image and SCM-POL image seems to represent the best candiates for ship
detection products when TOPS SLC data are used.
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Figure 6.20: Polarimetric Whitening Filter (left) and Aegir-Pol (right), subimage no.
1.
Figure 6.21: Original amplitude image of VH (left) SCM-VH for β = 0.7 (right), on
subimage no. 1
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Figure 6.22: Polarimetric Whitening Filter (left) and Aegir-Pol (right) on subimage
no. 11.
Figure 6.23: Original amplitude image of VH (left) SCM-VH for β = 0.7 (right),
subimage no. 11.
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Figure 6.24: Surface plot of Polarimetric whitening filter (left) and Aegir-POL image
(right), representing subimage no. 11.
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6.3 Experiment 3: Performance analysis ofsubaperture processing with TOPS data,focused by NRTSAR.
This analysis considers the second main goal of the thesis: How will the
processing of TOPS data with a different focusing scheme affect the ship
detection product? The raw data of the scene corresponding to three subimages
is focused by NRTSAR with varying processing bandwidths and Hamming
window coefficients. Hereafter Hamming window coefficient is denoted as
HWC. The NRTSAR prototype gives output with narrower azimuth dimension
than ESA IPF. When varying the bandwidth, this means that some information is
cut off in either azimuth direction. This problem, limits the choice of subimages
to be processed, and thus subimage no. 1, 13 and 18 are chosen.
Figure 6.26 shows the three different Hamming windows used in the focusing.
Window coefficients of 0.75, 0.65 and 0.5 is explored. The focusing is done with
three different bandwidths shown in table 6.5. Since the focusing bandwidth is
different for each subswath, the three bandwidth options is chosen such that the
interval between ESA IPF and NRTSAR is approximately the same. Bandwidth
option 1 represents the full bandwidth available in NRTSAR processor. Option 2
represents a bandwidth in between the available bandwidth and the bandwidth
used in ESA IPF. Bandwidth option 3 is the bandwidth used by ESA IPF. The
outline of the processing options for each scene is shown in figure 6.25. Here
we can see that nine new images from each subimage is produced.
Table 6.5: Bandwidths used in azimuth focusing with NRTSAR
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Figure 6.25: Outline of bandwidth and Hamming window coefficient options chosen
for focusing with NRTSAR
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As mentioned in section 3.4.1 the SLC data focused with ESA IPF, have under-
gone additional pattern corrections applied to the frequency spectra. This is
not accounted for in the NRTSAR processing and therefore a direct comparison
of the performances is not valid.
Figure 6.27 and 6.28 shows two examples of SLC data focused with ESA IPF
and SLC data focused with NRTSAR with equal processing parameters. The
difference in CV is depicted in figure 6.27. Considering the SCM-VH,we observe
that the CV measurement is slightly lower regarding the SCM image focused
by NRTSAR compared to the SCM image focused with ESA IPF.
Figure 6.28 show the variation of PCR measurements for NRTSAR and ESA IPF.
The SLI −VH image from NRTSAR gave higher PCR than the SLI −VH image
from ESA IPF. In contrast, we observe no variation considering the SLI −VV
images. Overall we observe a decrease in both PCR and TCR for all SCM images
processed with NRTSAR compared to the SCM images processed with ESA IPF.
This may be the effect of the various corrections applied in ESA IPF.
In the next section, only NRTSAR SLC products are evaluated in terms of
varying bandwidth and HWC. This is because it gives a better basis for com-
parison.
Figure 6.27: SCM computed for subimage no. 1 showing the CV result from ESA IPF
in the dotted lines, and NRTSAR in the smooth lines.
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Figure 6.28: SCM computed for subimage no. 1 showing the PCR result from ESA IPF
in the dotted lines, and NRTSAR in the smooth lines.
6.3.1 Comparison of subaperture image products focusedby NRTSAR with varying processing bandwidth andHamming window coefficients.
This section presents the impact on the SCM algorithm by varying the process-
ing bandwidth and HWC. Recalling from section 3.3.2 and 4.6.1 HWC 0.5 yield
the lowest PSLR and ISLR but will give an image with degraded resolution
because of the widened IRW. HWC 0.75 gives the best resolution but at the
expense of higher PSLR and ISLR. In the following only the main characteristics
are presented, with relevant excerpts from all the results. Tables with detailed
information from this analysis can be found in the Appendix section 8.3. The
evaluation will first consider the CV measurement from the SCM images, and
then evaluate TCR and PCR, respectively.
Considering the CV measurements we observe that all subimages yield similar
measurements regarding both bandwidth and HWC. However there is a small
difference between the various SCM-images. The trend is clear when it comes
to the SCM-VH image. We only consider, CV values for β > 0.6 as this is where
the highest contrast measurements is observed. Full processing bandwidth of
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373 Hz and HWC 0.75 yields the lowest CV for the SCM-VH image. Regarding
the SCM-VV image and SCM-POL image the CV yielded various results. We
observe that the lowest CV values occurs for both 340- and 350 Hz and 313-
and 327 Hz regarding SCM-VV and SCM-POL. This is in contrast to the SCM-VH
image where we observed the lowest CV value at 373 Hz.
Figure 6.29 shows an example of the difference between the SCM-VH and SCM-
VV/POL in terms of CV. Here the SCM algorithm is computed for fixed HWC
0.75 and varying focusing bandwidth for subimage no. 18. Only considering
β > 0.6 we see that 314 Hz gives lowest CV value for SCM-VV and SCM-POL,
while 373 Hz yields lowest CV for SCM-VH.
It is worth noticing that the differences between the bandwidths and HWC are
minimal in all cases, which means less than 0.1 dB. This will most likely not
influence the result of ship detection.
Figure 6.29: SCM computed for subimage no. 18 representing the CV results from
NRTSARwith varying processing bandwidth and fixedHamming window
coefficient 0.75.
The results showed that considering all SCM images a processing bandwidth
of 340 − 50 Hz and 373 Hz, gave highest PCR and TCR regardless of HWC.
However it is observed for subimage no. 13 that the variation of PCR and TCR
is higher as a function of HWCs when a processing bandwidth of 313 Hz is
used. The variation is illustrated in figure 6.30. Here we see that a HWC of 0.5
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yields lowest PCR for SCM-VH, SLI-VH, SCM-VV and SLI-VV. This is as expected
since a lower bandwidth plus HWC 0.5 gives the worst possible resolution in
this context, and therefore the peak value will be less defined.
Figure 6.31 show the PCR results from subimage no. 13 with processing band-
width of 340 Hz. In contrast to figure 6.30 we now se little variation in PCR
as a function of HWC. These results may indicate that in some cases, raising
the processing bandwidth makes the choice of HWC become more arbitrary.
We also observe that the maximum value of PCR and TCR occurs at slightly
lower β value when processing with 313 − 327 Hz compared to 340 − 373 Hz.
Measuring the PCR and TCR may not be the optimal way to evaluate the effect
of different HWC, their influence will most likely be seen when considering
the area in the neighborhood of the target. Here the degree of sidelobes will
vary.
Figure 6.30: PCR results for SCM images obtained from subimage no. 13 focused
by NRTSAR with processing bandwidth 313 Hz and varying Hamming
window coefficients.
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Figure 6.31: PCR results for SCM images obtained from subimage no. 13 focused
by NRTSAR with processing bandwidth 340 Hz and varying Hamming
window coefficients
Increasing the focusing bandwidth yielded higher TCR and PCR for all SCM
images. When increasing the focusing bandwidth, the ∆T is also increased
between the subapertures. The largest range between the focusing bandwidths
were 313−373Hz. Subimage no. 13 was focused with this range of bandwidths
and the consequently range in ∆T at β = 0.7 is then [0.00972 − 0.01158]s
which is an increase of 0.00186 seconds. Comparing the β values at the peak
TCR and PCR with focusing bandwidth 373 and 313, we observe a minor
decrease in β value, which means that ∆T is even higher at this point of the
peak TCR and PCR. This implies that the optimal TCR and PCR is not dependent
on a certain ∆T value and that other factors may be the cause. However this
must be further investigated by processing more subimages with supporting
weather data.
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6.4 Experiment 4: Comparison of image productsobtained from TOPS SLC data focused byNRTSAR, with varying Hamming windowcoefficients and focusing bandwidths
This analysis evaluates the TCR and PCR from PWF images and Aegir-Pol
images when focusing TOPS SLC data with varying HWC and bandwidths.
The evaluation will start with the result obtained from the Aegir-Pol images
considering each subimage separately. Then the evaluation continues with the
results obtained from the PWF images.
The maximum values of TCR and PCR from the Aegir-Pol images is recorded in
table 6.6. The results from image no 1 show that both PCR and TCR increased
with lowering HWC, when each bandwidth is considered separately. When
only considering the limiting bandwidth of 327 Hz and the full bandwidth
373 Hz, we observe that a minimal increase in both TCR and PCR when using
a processing bandwidth of 327 Hz. The maximum TCR is observed at 327
Hz with HWC 0.5, while the maximum PCR is observed at 350 Hz and HWC
0.5.
Overall, Image no. 13 also reports aminimal increase in both TCR andPCRwhen
using a processing bandwidth of 314 Hz, regardless of HWC. One exception
is observed for HWC 0.75. Here the PCR experience a small decrease when
lowering the processing bandwidth. Referring to table 6.6 we see that the
maximum TCR and PCR occurs for 314 Hz, and HWC 0.5.
Regarding image no. 13, and considering bandwidth 373 and 313 Hz, we
observe a minor decrease in TCR and PCR for 313 Hz. There is one exeption for
the TCR with HWC 0.5, here we observe a minor increase. Overall, both TCR
and PCR increases with decreasing HWC. Themaximum values of TCR and PCR
occurs for full bandwidth 373 and at HWC 0.5 and 0.75, respectively.
The maximum values of TCR and PCR from the PWF image are recorded in
table 6.7. Regarding image no. 1, the highest PCR were observed for focusing
bandwidth 373 Hz, with HWC 0.75. The highest TCR were observed with
focusing bandwidth 350 Hz, and HWC 0.65. When evaluating each bandwidth
separately, we observe that TCR have a minor increase with waning HWC. The
opposite is observed for PCR, here the results show a minor decrease with
waning HWC.
Considering subimage no. 13, and comparing with subimage 1 the opposite
trend of TCR and PCR is observed. The TCR decreases with decreasing HWC,
while the PCR increase with waning HWC. This is observed for all three
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bandwidths. Table 6.7 show that the highest PCR were observed for focusing
bandwidth 314 Hz, with HWC 0.75. The highest TCR were observed for 373
Hz and HWC 0.75.
Regarding subimage no. 18, no apparent trend is observed. The highest PCR
and TCR were observed for focusing bandwith 313 Hz with HWC 0.5 and HWC
0.65, respectively.
Table 6.6: Maximum values of TCR and PCR when using the Aegir-POL algorithm,
representing the three selected subimages. HWC represents the Hamming
window coefficient
Table 6.7: Maximum values of TCR and PCR when using the PWF algorithm, repre-
senting three selected sub-images. HWC represents the Hamming window
coefficient
Only three subimages were considered in this analysis, and therefore no strict
conclusions can be made. Regarding the TCR and PCR results for the PWF
and Aegir-POL images no particular trend was observed for all three images.
It is worth noticing that the overall effect on TCR and PCR when adjusting the
focusing bandwidth and HWC is minimal.
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6.5 Experiment 5: Investigation of azimuth burstoverlap in TOPS SLC IW3 data.
The fifth experiment is a brief exploration of the azimuth overlap between two
bursts. As mentioned earlier, both target speed and direction can be derived
in this area. Due to time constraints the analysis is limited. With focus on
the single polarization SCM algorithm, the additional information from the
overlap area is used as an alternative combination when two subapertures
are considered. A TOPS IW scene from Portsmouth England is used. First the
difference in overlap area for TOPS SLC data focused by NRTSAR and ESA IPF
is presented. Then the subimages used in this analysis are presented and the
experiment stages are explained.
6.5.1 Azimuth burst overlap acquired from focusing withESA IPF and NRTSAR
ESA IPF focuses the SLC data such that it results in a minimal overlap between
two successive bursts. An experiment is done on the prototype NRTSAR where
the total bandwidth BT referring to figure 3.5 is expanded to include the gray
shaded areas in the spectrogram. This means that the overlap area in each
burst is widened. The overlap area will suffer from not being seen by the total
antenna pattern, and thus we expect lower intensities in these areas. Figure
6.32 and 6.33 show two successive burst over the same area, processed by ESA
IPF and NRTSAR, respectively. The overlap areas are marked with a yellow
rectangle, and cover an area of approximately 2.2 km in azimuth regarding
figure 6.32 and approximately 11 km in azimuth regarding 6.33.
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Figure 6.32: Burst no 2 and 3 from IW3 Portsmouth, England, processed with ESA IPF.
Overlap area is showed in yellow rectangle.
Burst dimension: 1400 × 25122 pixels
Dimension overlap is approximately 100×25122 pixels, azimuth: 2,2 km
Figure 6.33: Burst no. 2 and 3 from IW3 Portsmouth,England,processedwithNRTSAR,
showing overlap area in yellow rectangle.
Burst dimension: 1600 × 25122 pixels
Dimension overlap is approximately 500× 25122 pixels, azimuth: 11 km
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6.5.2 Subaperture cross correlation magnitude on overlapsubimages
The overlap areas shown in figure 6.32 and 6.33 cover one of Englands most
busy ports, a subimage of 130 × 180 pixels is chosen with high possibility of
ship targets. Because the NRTSAR prototype did not yield correct time stamps
in azimuth when allowing maximum overlap, the subimage had to be manually
selected in each overlap region. The subimage selected from burst no. 2 is
denoted as I1 and the subimage representing burst 3 is denoted as I2. Figure
6.34 and 6.35 shows the location of where the subimages are collected. When
each polarizaton is considered, this results in four subimages covering the
same scene. Hereafter these subimages are denoted as: I1VV ,I1VH , I2VV and
I2VH . Here I1VV and I1VH represents the VV and VH channel for subimage
acquired from burst no 2, and I2VV and I2VH represents burst no. 3.
Figure 6.34: Overlap area of burst no. 2 and the selected subimage area is shown in
red rectangle.
Figure 6.35: Overlap area of burs no. 3 and the selected subimage area is shown in
red rectangle.
6.5 EXPER IMENT 5: INVEST IGAT ION OF AZ IMUTH BURST OVERLAP IN TOPS SLC
IW3 DATA . 113
We want to investigate if computing the cross-correlation magnitude between
images from each overlap area will improve the speckle level in the image when
computing the SCM images. Intuition tells us that the target displacement will
corrupt both TCR and PCR measurements and therefore these computations
are omitted. However, the CV measurements yield information about the po-
tential for speckle decorrelation in this area. The analysis is thus divided into
the following stages:
• Stage 1: Computing reference images: SCM images are computed for
each overlap region separately. The procedure is equivalent to experiment
1.
• Stage 2: SCM images are computed with two subapertures considering
each polarization separately and evaluated with CV.
In stage 2, four possible ways of combining subimages exist for each polarization.
The combinations are illustrated in figure 6.36. Here we see that 1) and 2)
represent the situation where each subaperture is extracted from the left
and right with increasing bandwidth. 4) represents the situation where the
subaperture from I1 is extracted from the left and the subaperture from I2 is
extracted from the right. 4) is the opposite situation of 3).
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Figure 6.36: Combinations of extracting each subaperture from subimage I1 and
subimage I2.
CV 1) Each subaperture is extracted from the left with increasing size
2) Each subaperture is extracted from the right with increasing size
3) Left subaperture from I1 is combined with right subaperture from I2
4) Right subaperture from I1 is combined with left subaperture from I2
6.5.3 Speckle measurements in overlap area
Figure 6.37 and 6.38 show how speckle reduces with β when the SCM is
computed for each overlap subimage. We observe the same decrease in CV
with β as for the previous experiments. Figure 6.39 shows the CV development
with β when the SCM-VV was computed with subaperture combination 3) and
4), referring to figure 6.36. Here we observe that the CV does not experience
a decay after β ≈ 0.7 as for the reference computations. In this case the
subapertures are separated with approximately 2 seconds, and therefore the
∆T is much higher. Hence the correlation is considerably lower compared to
the reference.
The results showed that combination 4) with the VV channel provided the
lowest CV. This occurred for β = 0.81, but in comparison with the reference
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CV, an improvement is not observed. When examining the various surface
plots for increasing β a nearly flat area was observed in the low azimuth,
meaning in the lower part of the subimage. This effect were observed for both
polarizations but only when extracting the subapertures with combination 3)
with β ∈ [0.01−0.3]. Figure 6.40 shows the mean amplitude profile in azimuth
direction. We observe that the flat area is obscuredwith increasing β . This could
be the combination of low resolution and that the overlap area suffers from low
intensity. However, since this effect did not occur with the other subaperture
extraction combinations, the time spacing between the subapertures may play
a role, and thus the possibility that larger ocean waves might have decorrelated
is also present.
Figure 6.37: CV measurements from overlap subimage I1.
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Figure 6.38: CV measurements from overlap subimage I2.
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Figure 6.39: CV measurements from SCM-VV computations from combination 3) and
4). Lowest CV value occurred for β = 0.81.
Figure 6.40: Intensity profile in azimuth for SCM-VV image from subaperture extrac-




This chapter concludes the findings in this thesis and gives suggestions about
future work. This thesis had two overall goals. Number one was to investigate
how contrast enhancement algorithms suitable for SLC data can be adapted to
complex data acquired in TOPS mode. The second goal was to investigate if
processing the TOPS raw data with a different focusing scheme will affect the
performance of the algorithms.
The analysis in this thesis showed that all contrast enhancement algorithms
were adaptable to SLC data in TOPS mode. The polarimetric extension of the
SCM proposed by Souyris et al.[2] were adjusted to fit the dual polarizaition
case with the VV- and VH channel. This adjustment was incorporated in the
improved SCM algorithm from Brekke et al.[1], and denoted as SCM-POL. A
prewhitening of the frequency spectra were performed in conjuction with the
extraction of the subapertures. The results showed that the prewhitening had
a minor effect on the TCR, PCR and CV.
In conjunction with the theory that speckle decorrelates in relation to the
ocean coherence time, the TOPS SLC dwell time in this thesis was in the range
0.03 − 0.04 s. In general, studies have shown that open ocean needs 0.05 s or
less to decorrelate for C-band SAR. However a direct association with the sea
state can not be made due to lack of weather data. The focusing bandwidth
was increased, and consequently the time separation between the subapertures
increased as well. Minor differences to the TCR and PCR were observed but no
firm conclusion about the dependency of the sea state can be made.
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Overall the SCM-VH images gave the highest TCR and PCR. However situations
were the SCM-POL yielded highest TCR and PCR also occurred. The SCM
images were compared to other contrast enhancement products obtained from
the PWF and Aegir-Pol algorithm. In this relation the SCM images yielded
highest TCR for all subimages evaluated. The algorithm which gave the highest
PCR varied between the SCM algorithm and Aegir-Pol algorithm.
TOPS SLC data were processed by NRTSAR with adjustable processing param-
eters with respect to window function and focusing bandwidth. The window
function was chosen to be a Hamming window,with three different coefficients,
and three focusing bandwidths were used.
The SCM image products experienced a minor increase in TCR and PCR with
increasing bandwidth.
This means that better SCM products can be processed by fine tuning the
focusing bandwidth. The results also indicated that the choice of HWC in the
context of TCR and PCR had more effect for lower bandwidths. No particular
trend was observed for the PWF and the Aegir-POL products. The SCM image
gave the highest TCR and PCR when compared to the PWF and Aegir-Pol
products. The results showed that overall, a normalized subaperture overlap
with β ≈ 0.7 gave optimal TCR and PCR. Thus:
The SCM-VH image and SCM-POL image with β ≈ 0.7 is further recommended
as suitable ship detection products for TOPS SLC data.
Lastly an investigation of the azimuth burst overlap in TOPS SLC data were
evaluated. The additional information from the overlap area was used as an
alternative combination when two subapertures were considered for the single
polarization SCM. No improvement of CV were observed.
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7.1 Further work
This thesis evaluated image products suitable for ship detection. These image
products may serve as a test statistic in future ship detection. Further work
should concern modeling the ocean background and derive test hypothesis for
these particular products. The superiority of the SCM approach over conven-
tional CFAR should also be stated by comparing detection results with CFAR
applied to the original products.
Further improvements of the SCM algorithms should also be studied. Here
the lowpass filter used when subapertures overlap needs an evaluation. The
latest research have shown that a subaperture approach which detects coherent
targets, named the generalized likelihood ratio test GLRT have yielded better
target detection results than the SCM approach. In this study the GLRT were
processed with 30 subapertures with 96% overlap. This was compared to a
SCM algorithm with two subapertures with a small overlap were used [64][65].
Therefore the SCM-VH and SCM-POL with a small overlap, e.g.,β = 0.7 should
be compared to the GLRT algorithm.
The overlap area between the burst should be investigated further, both in
range and azimuth. The possibility of using the overlap area as an additional
subaperture, and incorporate it in the SCM-POL should also be investigated.
Speed and heading of ship can be studied aswell as information about the
ocean conditions in this area. A threshold for how much overlap yields useful
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8.1 Graphical representation of the correlationbetween the time-frequency support andaquisition geometry, TOPS
The "explanation" of the TFD support slope marked in red in figure 8.1 is
that when the radar is moving in opposite direction to where the antenna is
pointing this induces negative frequency f−, and when the antenna is pointing
in the same direction as the radar, the frequency is positive f−. Regarding the
doppler histories for each target marked in orange, the doppler shift is positive
f+ as the radar approaches P, it then decreases to zero and becomes negative
f− when the radar is moving away.
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Figure 8.1: Graphical representation of the correlation between figure 3.3 and 3.5
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8.2 Target to clutter ratio and peak to clutterratio computed with target vectors fromPauli basises
Figure 8.2: Peak to clutter ratio computed with target vectors from Pauli basises. Peak
to clutter ratio for SCM-POL is unchanged compared to Lexciographic
based target vectors.
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Figure 8.3: Target to clutter ratio computed with target vectors from Pauli basises.
Target to clutter ratio is lowered compared to Lexciographic based target
vectors.
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8.3 Subaperture cross correlation magnitudeimpact of varying processing bandwidth andHamming window coefficient.
Table 8.1: Subaperture cross correlation magnitude, TCR and PCR when varying
Hamming window coefficient and bandwidth, representing subimage 1.
Table 8.2: Aegir-POL, TCR and PCR when varying Hamming window coefficient and
bandwidth, representing subimage 1.
Table 8.3: PWF, TCR and PCR when varying Hamming window coefficient and band-
width, representing subimage 1.
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Table 8.4: Subaperture cross correlation magnitude, PCR and TCR when varying
Hamming window coefficient and bandwidth, representing subimage 13.
Table 8.5: Aegir-Pol, PCR and TCR when varying Hamming window coefficient and
bandwidth, representing subimage 13.
Table 8.6: PWF, PCR and TCR when varying Hamming window coefficient and band-
width, representing subimage 13.
8.3 SUBAPERTURE CROSS CORRELAT ION MAGN ITUDE IMPACT OF VARY ING
PROCESS ING BANDW IDTH AND HAMM ING W INDOW COEFFIC IENT. 135
Table 8.7: Subaperture cross correlation magnitude, TCR and PCR when varying
Hamming window coefficient and bandwidth, representing subimage 18.
Table 8.8: Aegir, TCR and PCR when varying Hamming window coefficient and band-
width, representing subimage 18.
Table 8.9: PWF, TCR and PCR when varying Hamming window coefficient and band-
width, representing subimage 18.



