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Summary
Primary liver tumor incidence is about 780 new cases per year in Switzerland with
a poor prognosis, where the 5-year survival rate is only 10%. High intensity focused
ultrasound (HIFU) is a non-invasive thermal ablation modality for tumor treatment
which has been widely accepted for about a decade. For image guidance during HIFU
sonication, ultrasound as well as magnetic resonance (MR) imaging can be used. MR
not only provides images of the tumor and its motion, but is also used for temperature
mapping from which the thermal dose is calculated to determine the tissue damage.
MR-guided HIFU has been successfully applied for tumor ablation in immobile organs,
such as uterus, prostate, breast and brain. However, HIFU treatment of abdominal
organs, such as kidney and liver, remains challenging due to respiratory organ motion.
Today, there are two established principles to address the problems of liver motion
in HIFU sonication: the gating and tracking strategy. In this thesis, the self-scanning
method is proposed to handle organ motion. It takes advantage of the perpetual res-
piratory motion to passively scan the tumor. In other words, we are placing the static
focal point of the HIFU into the tumor. The motion caused by breathing shifts the
tumor through this focal point. We anticipate at which time point tumor tissue is
located under the focal spot and modulate the HIFU intensity based on this informa-
tion. Once the tumor has been ablated along the self-scanned trajectory, the focal spot
is relocated to a different but static position within the body. With this method, we
combine the advantages of the gating and the tracking method: a HIFU device with
a fixed focus can be used and a high duty cycle is achieved. Moreover, since with the
self-scanning approach no lateral steering of the focal spot is required, fewer secondary
lobes are generated and position-dependent decay of the focal spot intensity during
lateral steering is avoided. However, this comes at the cost of an increased complexity
at the planning stage.
Three evolutionary steps towards a treatment planning method that can handle non-
periodic respiratory motion are presented. In a first step, a simplified linear model is
assumed to show the feasibility of the self-scanning method. This model is expanded
to a more realistic non-linear model, while repetitive respiratory motion is assumed. In
the third step, the method is modified such that it can handle non-periodic respiratory
motion. In addition, the method provides shorter computational times compared to
the previous approach. Moreover, the temperature model is adapted such that tissue
inhomogeneities are included. The method and temperature model are confirmed
in ex-vivo experiments, showing that a uniform temperature rise can be induced in
the presence of motion and tissue inhomogeneities. These results are a first proof of
principle of the self-scanning approach, confirming that the temperature rise inside the
tumor can be controlled and thus tumor ablation with the self-scanning method inside
the liver is in principle possible in not too slow treatment times.
ix

1 Introduction
1.1 Motivation
Primary liver tumor incidence is about 780 new cases per year in Switzerland with
a poor prognosis, where the 5-year survival rate is only 10% [2]. A non-invasive
modality to treat tumors within the liver is high-intensity focused ultrasound (HIFU)
[15, 17, 34, 36]. HIFU treatments can be guided by magnetic resonance (MR) imaging,
which is used to track the tumor position and measure the induced temperature rise
[27]. HIFU has been successfully used in the treatment of immobile tumors, such as
uterus, prostate, breast and brain [34, 63]. However, HIFU treatment in abdominal
organs, such as liver and kidney, remains challenging due to the respiratory motion
[43]. Up to date, there are two methods to deal with the organ motion: gating and
tracking [34]. The gating method leverages an almost stationary part of the breathing
cycle, during which the tumor is treated. The disadvantage of the gating method is
the long treatment time. The idea of the tracking method on the other hand is to
continuously move the focal point position according to the respiratory motion. This
approach results in shorter treatment times, however, lateral steering of the focal spot
leads to an intensity decay.
In this thesis, a new method called self-scanning is proposed, which takes advantage
of the perpetual respiratory motion. The focal point of the HIFU device is placed
inside the tumor. The motion caused by breathing moves the tissue through this focal
point. Using a motion model, the position of the tumor is anticipated and the HIFU
intensity is modulated based on this information. Once the tumor has been ablated
along the self-scanned trajectory, the focal spot is relocated to a different but static
position within the body. With the proposed self-scanning method, we combine the
advantages of the gating and the tracking method: a static HIFU device can be used
and a high duty cycle is achieved. Moreover, the complexity of the beam forming
problem is reduced. However, this comes at the cost of an increased complexity during
the planning stage.
The aim of this thesis is to provide a method that is able to calculate feasible treat-
ment plans for the self-scanning approach. The treatment plan must ablate the whole
tumor, while minimizing treatment time and healthy tissue treatment. Moreover, the
method should be able to handle non-periodic respiratory motion during treatment.
1.2 Contribution
To verify the concept of the self-scanning approach, we first propose a treatment plan-
ning method based on a simplified model, assuming linear dose delivery. In particular,
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it is assumed that no heat diffusion over time occurs. Shorter treatment times com-
pared to the tracking approach are found, indicating the feasibility of the method.
As a second step, the linear model is extended to include diffusion over time and
the non-linear thermal dose model. This method’s results show that it is possible to
find a feasible treatment plan under the assumption of a repetitive respiratory mo-
tion pattern. In a third step, the planning method is finally extended to non-periodic
respiratory motion. In addition, the number of optimization parameters is reduced,
leading to shorter computational times. An adaptive temperature model that is able
to incorporate tissue inhomogeneities is proposed. The method is verified in ex-vivo
experiments on moving turkey muscle, showing that a uniform temperature rise can
be induced in the presence of motion and tissue inhomogeneities. Overall, this method
is a step towards real-time treatment planning.
1.3 Outline
In Chapter 2, the medical background of this thesis and the physical, physiological and
technical principles of HIFU are explained. Chapter 3 gives an overview of the math-
ematical models describing HIFU, namely how the temperature and the thermal dose
are calculated. Chapter 4 summarizes the mathematical optimization tools utilized
in the proposed treatment planning algorithms. Chapters 5–7 comprise the publica-
tions that resulted from our work to date. Chapter 5 shows a feasibility study for the
self-scanning approach which is based on a simplified model. Chapter 6 expands the
treatment planning method to a more realistic model including the non-linear thermal
dose, while still assuming periodic motion patterns. The method shown in Chapter 7
is applicable to non-periodic respiratory motion patterns and proposes a temperature
model that can adapt to tissue inhomogeneities. We show in ex-vivo experiments that
the method is able to induce a near uniform temperature rise in presence of motion
and tissue inhomogeneities. The thesis is completed with a discussion and conclusion
in Chapter 8.
2
2 Background
2.1 Medical Background
Liver. The liver is located at the upper right portion of the abdomen, just beneath
the diaphragm. It is a large dark-red gland which weighs about 1.5 kg in an adult
[32]. The liver is important in the metabolism of the body. Among its functions is the
secretion of bile, storage and filtration of blood, conversion of sugar into glycogen, the
detoxification of drugs and alcohol, and many other activities [32].
Organ Motion. Breathing is caused by the motion of the diaphragm and the in-
tercostal muscles, inducing a volume change in the lungs. During inhalation, the
abdominal organs move downwards in craniocaudal direction and they move in supe-
rior direction again during exhalation [54]. The motion in the liver is mainly along
the craniocaudal direction, with a motion amplitude of about 5–25 mm during relaxed
breathing [54]. The motion along the latero-lateral direction is less with about 1–
3 mm, while the component in the antero-posterior axis is 1–12 mm [60]. The three
different components of the liver motion can be viewed in Fig. 2.1, where the mean
motion over the whole liver is shown. The liver exhibits nonrigid deformations of up
to 20 mm caused by sliding along the abdominal wall, resulting in variable organ and
tumor shapes [54].
The motion pattern, i.e. the amplitude and the period, is different from subject
to subject, but also varies over time and might even change within a few minutes
[54, 43]. The period of the respiratory motion is in the range of 3–5 s, where shallow
and deep breathing has an influence and might result in shorter or longer period times
[22]. Other reasons for the intrasubject motion variation are different muscle tension,
emotional changes, sighing and coughing [54]. Besides respiratory induced motion, the
heart beat has an influence on the motion on the left side of the liver [60, 43].
Liver Tumors. Tumors that occur in the liver are called hepatic tumors, where hep-
atic comes from the Greek word for liver, hepar. The growth of the tumor can be
either benign (non-invasive tumor) or malignant (cancerous, tending to metastases)
[32]. Most cases of malignant cancer within the liver are metastases from other tu-
mors, where the primary tumor is mostly lying in the breast, lung and the colon [5].
The most frequent malignant primary liver cancer is hepatocellular carcinoma (HCC),
which is the third leading cause of cancer mortality worldwide [2]. In Switzerland,
approximately 2% of all cancer incidences are caused by HCC, which corresponds to
3
2 Background
0 0.5 1 1.5 2 2.5 3 3.5 4
−12
−10
−8
−6
−4
−2
0
2
4
Time [s]
M
ot
io
n
[m
m
]
antero-posterior
latero-lateral
craniocaudal
Figure 2.1: Liver motion in craniocaudally, latero-lateral, and antero-posterior direc-
tion. The mean motion of the whole liver is shown during a representative
breathing cycle of one specific patient, were the data is from [33].
about 780 new cases every year1. Although relatively rare in Switzerland, the prog-
nosis is poor, as HCC is often diagnosed in an advanced disease stage. The 5-year
survival rate is low with approximately 10% [2].
The most important risk factor for HCC is cirrhosis, a long-term effect of many
chronic liver diseases [7]. Mostly, cirrhosis is a consequence of viral Hepatitis and
alcohol abuse [32]. In Europe, 40–50% of all HCC cases are caused by alcohol abuse
[7].
If HCC is detected in a patient, the tumor stage, liver function and physical status of
the patient should be considered to decide which treatment modality is chosen. If the
tumor is already in a progressed stage, there is no effective treatment that improves
survival, and thus the treatment is mainly palliative [7]. Depending on the tumor size,
location and liver function, resection of the tumor can be done. Another treatment
used in early stages is liver transplantation. However, the problem is the shortage of
available organs and a long waiting time. Examples for nonsurgical approaches are
transarterial chemoembolization (TACE), radiofrequency ablation (RFA), microwave
ablation (MWA) and high intensity focused ultrasound (HIFU). There is also a sys-
temic therapy with the drug sorafenib [10]. A staging system for HCC can be found
in [10].
RFA and MWA are minimally invasive methods, where a needle is inserted into the
tumor [12, 23]. In RFA, the needle emits high frequency electric current, while the
MWA needle emits electromagnetic waves. In both cases the temperature inside the
tissue is increased, leading to tumor ablation. A risk of methods that rely on needle
1www.krebsliga.ch/ueber-krebs/krebsarten/leberkrebs-hepatozellulaeres-karzinom (last ac-
cessed on December 21, 2017)
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insertion, like RFA and MWA, is tumor seeding along the needle path [34]. In TACE,
embolic particles and chemotherapeutic drugs are injected through a catheter into the
hepatic artery feeding the tumor [59]. The goal is to cause a local loss of blood supply
(ischemia). HIFU is a non-invasive treatment modality that is based on heating the
tissue by mechanical waves. The advantages of HIFU as compared to other treatment
modalities is the lower morbidity and fewer complications [5]. However, the treatment
of liver tumors is difficult due to respiratory motion. The treatment of abdominal
tumors with HIFU will be explained in more detail in Section 2.2.4.
2.2 High Intensity Focused Ultrasound (HIFU)
2.2.1 Physical and Technical Principles
Ultrasound is a sound wave with frequencies above human hearing, i.e. frequencies
greater than 20 kHz [34, 17]. Sound waves are mechanical waves that propagate
through vibrations of particles. They are classified into transversal (also called shear
waves) and longitudinal waves, depending on the particle movement, which is either
transverse or parallel to the direction of propagation [65]. Longitudinal waves occur
in every medium, whereas transversal waves are only present in solids. Concerning
ultrasound, soft tissue is modeled as liquid and hence shear waves are neglected [18].
The reason for this assumption is that shear waves are not efficiently generated by
ultrasound devices. Moreover, if a shear wave propagates through tissue, it is strongly
absorbed and will not travel far. Note however, that the bone is solid and thus shear
waves occur.
Physical Parameters of Ultrasound Waves. The physical parameters that describe
an ultrasound wave are the frequency, pressure, wavelength, velocity, power and in-
tensity [65]. The frequency is the number of complete oscillations that each particle
undergoes per second. For diagnostic ultrasound, which is used for imaging (e.g. fetal
development), frequencies in the range of 1–20 MHz are used [18]. In focused ultra-
sound, where the waves are focused to a point, frequencies in the range of 0.8–3.5 MHz
are used [34].
The wavelength and the frequency are inversely related. In ultrasound imaging,
decreasing the wavelength (and hence increasing the frequency) results in a higher
spatial resolution, as two separate structures can be more accurately distinguished.
However, high-frequency waves are more attenuated than lower frequency waves, which
means that they can not penetrate deep into the body [13].
The velocity of a wave is defined as the speed of propagation inside the tissue.
Ultrasound travels in tissue at about 1540 m/ s, depending on the tissue type [65].
The power and the intensity are measures of the strength of a wave. Power is the
total energy that passes through a surface per unit time. Intensity is the energy per
unit area per unit time [65]. In high intensity focused ultrasound the intensity is the
highest at the focal spot, where the beam width is the narrowest, with values greater
than 5 W/ cm2 [17].
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Attenuation and Absorption. It takes energy for a wave to travel through tissue, and
as a result the amplitude decreases continuously. This process is called attenuation.
The causes of attenuation are divergence, scattering and absorption [65]. Divergence
of the beam causes an intensity decay due to a larger beam area. Scattering refers
to the reflection of sound from surfaces of heterogeneities in a medium. The greatest
cause of attenuation, however, is absorption. The acoustic energy is absorbed by tissue
and converted into heat. The amount of absorption increases linearly with the wave
frequency. Bone has a higher absorption coefficient compared to soft tissue, which
leads to a shielding effect of bones [27].
Reflection and Acoustic Impedance. At the boundary of two different materials,
some part of the ultrasound waves is reflected while the other part transmits through
the boundary. Acoustic impedance is a measure of the resistance that a material offers
to the passage of ultrasound waves [65]. The greater the difference in the impedance
values at the boundary of two materials, the more energy will be reflected. Because
the difference in the impedance of air and tissue is that large, almost all ultrasound
waves are reflected at their boundary. Hence for transmitting ultrasound waves into
the body, the transducer emitting ultrasound waves should be coupled to the skin
by an acoustic coupling agent (for example gel), which ensures that the waves are
transmitted into the tissue [65].
Transducers. Ultrasound is generated by transducers, which are made of piezoelec-
tric materials [17]. If a harmonically varying electric field is applied, the piezoelectric
material is vibrating and thus creating a sound wave. Ultrasound transducers are con-
structed from multiple piezoelectric pieces that can be lined up in different structures,
resulting in various transducer types [14].
Annular Transducers. Annular transducers consist of concentric ring shaped
piezoelectric crystals. The beam focus can be steered to different depths along the
beam axis by independent control of each of the crystals.
Phased-Array Transducers. The piezoelectric pieces in phased-array transducers
are lined up in an array and each element is controlled independently. By adjusting the
controlling times and delays of each crystal, the beam can be steered in all directions,
not only along the beam axis [31].
2.2.2 Physiological Mechanisms
The damage caused by HIFU in tissue is mainly due to heating and cavitation [36, 34,
17]. There are three types of lesions [24]:
1. Thermally induced lesions with low intensities and long exposure times.
2. Cavitation induced lesions with high intensities and short exposure times.
3. Intermediate exposures (both intensities and exposure times). It seems that in
these lesions cavitation plays an important role, although they have characteris-
tics of thermal damage.
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After the treatment by focused ultrasound, necrotic tissue remains and a gradual
shrinkage of the treated volume occurs over time, indicating the replacement of the
necrotic region with fibrous scar tissue [34]. The lesion is well circumscribed with an
intermediate zone between intact and destroyed cells of several cell layers thickness
[17].
Thermal Effect. The thermal effect arises due to the conversion of mechanical energy
into heat. The tissue damage depends on the temperature rise and the exposure
time. A temperature of 56◦C during 1 s induces cell death [17, 34, 36, 63]. The steep
temperature gradient that is possible with focused ultrasound causes a sharp boundary
between treated and untreated tissue in histological examination [63].
The temperature rise inside the body induces protein denaturation, which means
that the proteins lose their structure, causing them to lose some or all of their char-
acteristics [55]. This results in disruption of the cell activity and may then lead to
coagulative necrosis, which is a type of accidental cell death [53].
The lesion size depends on the used frequency, tissue acoustic properties, ultrasound
intensity, exposure time and transducer geometry [56]. There is a huge variation in
the needed acoustic powers due to variances in the tissue acoustic properties [27].
Cavitation. During the rarefaction (i.e. low pressure) phase of the ultrasound wave,
gas can be drawn from the tissue and forms bubbles, this phenomenon is called cavi-
tation [34]. These gas bubbles oscillate due to the pressure changes induced by ultra-
sound. There are two types of cavitation: non-inertial (stable) and inertial (collapse)
[24]. In the non-inertial case, the bubbles’ size increases during rarefaction and de-
creases during compression. These bubbles then scatter ultrasound, which leads to
prefocal and increased heating [6]. In the inertial case, the bubble will collapse and
induce a local release of energy. As a result, the temperature increases and the energy
release causes fragmentation of the cells [6, 34].
While thermal effects caused by ultrasound are linear with the applied power and
intensities, and are therefore rather easy to predict, cavitation is less predictable and
may have more complications. However, it can increase the ablated tissue volume and
has an influence on lesion forming [17, 6]. It is used to optimize focused ultrasound
treatments by reducing the treatment time [63, 36]. Another modality to use cavitation
for tumor ablation is histotripsy [30].
In thermal treatments, where the intention is to create a thermally induced lesion,
the temperature rise should be below the boiling limit of tissue. If the temperature
inside the tissue is lower than 100◦C, boiling and the resulting gas formation can be
avoided [26].
2.2.3 Focused Ultrasound Surgery
Ultrasound waves can be bundled similar to light, which is called focused ultrasound.
The advantage of focused ultrasound is that while the tissue at the focal spot re-
ceives a high pressure field and thus a temperature rise is induced at these points,
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the surrounding tissue is unaffected [34]. If the intensity of the focused ultrasound
is high, i.e. in the order of 100–10 000 W/ cm2 [17], it is called high intensity focused
ultrasound, short HIFU. Due to the described focusing property, HIFU is the only
non-invasive modality to treat tumors within the body [63].
HIFU tumor treatment. A HIFU treatment consists of a planning stage, the treat-
ment itself and post-therapy imaging [52]. During the planning stage, the tumor is
localized within the body and the sonication points and intensities are determined.
Furthermore, problems like for example organs at risk are identified, and the beam
steering through or beside strongly absorbing bones and organ motion have to be
integrated into the planning [6]. During the treatment, the temperature increase is
monitored, either by ultrasound or magnetic resonance (MR) imaging [17]. From the
temperature, the thermal dose is calculated [51] and the treatment is terminated if a
lethal dosage is achieved inside the tumor.
Frequency Choice. The frequency choice in focused ultrasound has several implica-
tions. As mentioned in Section 2.2.1, the amount of absorption increases linearly with
the wave frequency. This leads to a trade-off between keeping attenuation in near
field tissue low, while maximizing the energy at the focal spot [56]. When using high
frequencies, the energy is more sharply focused as compared to lower frequencies [17].
Advantages. The main advantage of HIFU lies in its non-invasive nature. In contrast
to other tumor treatment modalities it is not tissue specific, as every tissue type
responds to heat [34]. Due to this fact, it is unlikely that a specific tumor resistance
is generated [34]. Moreover, in contrast to ionizing treatments, there is no upper
tolerance for repeated treatments [34]. This means that if after the treatment the
tumor is not yet fully ablated, it can be repeated at a later time. Moreover, HIFU
treatment has very few side effects and serious events are rare [34, 17]. As it may
relieve from pain, it is also useful for palliative care [63, 17].
Limitations. As sound waves do not pass through air because of the large difference
in the acoustic impedance between air and tissue, no treatment of tumors within the
lung or within hollow organs is possible [34, 36]. As the attenuation in solids such
as bone is large, the treatment of structures behind bones, for example organs below
the ribs or brain tumors, is difficult [27]. Despite these difficulties, brain tumors have
been treated through the intact skull and special focusing approaches were developed
to steer through the rib cage [17]. If organs at risk, for example the heart, gall bladder
or bowel, are close to the tumor, the HIFU treatment might be hindered [34].
Another limitation of HIFU is the long treatment time [34]. As the focal spot has
a size of approximately 1 × 1 × 5 mm3, a tumor of larger size needs to be treated by
multiple sonication points, which is time consuming [17, 34]. A method to overcome
this problem is rapid heating and volumetric ablation [17].
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Clinical Use and Side Effects. A detailed review of the clinical cases can be found
in [34, 36, 17]. Up to now, HIFU has already been clinically used in malignant and
benign tumors in the liver, kidney, renal, brain, pancreas, breast tumors and in uterine
fibroids. The clinical results suggest that successful ablation of tumors is possible with
only few complications. HIFU is considered as a potential alternative for surgical re-
section, which means that additional treatment such as chemotherapy or radiotherapy
might still be used.
Most of the reported side effects of HIFU are skin burns, which result as the ab-
sorption in the skin is several times higher compared to internal soft tissue [6, 34, 17].
Reasons for skin burns are improper coupling of the transducer to the skin, scars in
the pathway of the beam, improperly shaved or cleaned skin, which all lead to higher
absorption values [17]. A solution for this problem might be the cooling of the skin
and the transducer [6]. Another side effect of focused ultrasound is local pain [36, 34].
The pain was reported to be mild, short-lived and transient and could be prevented
by moderated sedation [17]. Moreover, transient fever was reported [36, 34].
Rib fracture is a specific side effect of liver tumor treatment, although the incidence
is rare [17]. More frequent side effects are skin burns and and rib heating. It was
found that the temperature inside the ribs is about five times higher compared to the
intercostal space [5]. Steering the focal spot through the rib cage is discussed in more
detail in Section 2.2.4. Another problem in liver tumor when treated with the tracking
approach are secondary hot spots [4].
Image Guidance during Surgery. For tumor, motion and temperature monitoring,
ultrasound and MR imaging are used. Another application of image guidance is that
the local tissue properties can be visualized [49]. This is important as the tissue
properties are patient-specific and can thus not be known prior to the treatment, but
play an important role in the temperature increase [49].
Ultrasound Guidance. Ultrasound can monitor cavitation bubbles, attenuation,
temperature and the displacement of tissue [6]. HIFU induces physical changes of the
tissue, which can be visualized by ultrasound imaging and thus the current status of
the treatment is visualized [6]. If for example proteins denature, the local stiffness
is irreversibly increased and can be measured using elastography [8]. Ultrasound is
inexpensive and available, mobile, easy to apply and the same modality as HIFU.
Moreover, it has a high temporal resolution [36, 17]. However, the image resolution is
poor and the field of view is limited [36]. The real-time thermometry used for focal
spot detection and correction as well as treatment monitoring is not as sophisticated
compared to MR, but this is an area of active research [17]. As the requirements
for focused ultrasound and imaging ultrasound are different, compromises have to be
made to use the same device.
Artifacts in the presence of motion are no problem using ultrasound imaging due
to the high temporal resolution of about 20–50 frames per second [5]. Temperature
mapping, on the other hand is affected if it is based on the heat-related change of
speed of sound [5].
MR Guidance. MR imaging is used for monitoring the tumor and the temperature.
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The advantages of MR are its excellent soft tissue contrast and real-time thermometry
[36, 17]. Real-time thermometry allows to adjust the position of the focal spot, online
calculation of the thermal dose and adjustment of the treatment to unpredictable local
tissue characteristics [17, 27]. However, MR is expensive to use, has large devices and
lower spatial and temporal resolution compared to ultrasound. Moreover, an MR-
compatible HIFU device is needed [17].
The most frequently used MR-thermometry measurement technique is proton reso-
nance frequency (PRF) shift, which uses the linear dependence of water PRF on the
local temperature [48, 22]. However, as the water PRF also depends on the mag-
netic field and local magnetic susceptibility, the PRF shift method needs a calibration
step, and the temperature difference is measured instead of the absolute temperature
[48, 22].
In the presence of respiratory organ motion, the tissue displacement leads to MR-
signal phase changes that are independent of the temperature [21, 5]. The interscan
artifacts in MR-thermometry due to motion have mainly two reasons: the spatial
transformation and the perturbation in the magnetic susceptibility field [21]. The
latter can be analyzed during a pretreatment step, where an atlas of the phase changes
is created under the assumption of periodic motion [21]. Another possibility to correct
for magnetic field changes is a reference-free approach, where the magnetic field is
dynamically recalculated [22]. The spatial transformations can be corrected using a
motion model [21].
2.2.4 Treatment of Abdominal Organs
The challenges that arise in the treatment of tumors in abdominal organs such as
kidney and liver using HIFU are respiratory motion, high perfusion, steering through
the rib cage and associated rib heating. Respiratory motion reduces the treatment
efficiency, increases the treatment of healthy tissue and MR monitoring is hindered
due to artifacts [43]. There are two fundamental methods to deal with the motion:
suppression or tracking [43]. Suppression minimizes the motion, whereas tracking
methods continuously relocate the focal point to compensate the motion.
Motion Suppression. There are different methods to suppress the motion. One of
them is breath-hold, which can be either passive or active. In the passive breath-hold,
mechanical ventilation is used, whereas active breath-hold is achieved by self breath-
hold of the patient [43]. Often mechanical ventilation is preferred over self breath-hold
as active breath-hold is hard or even impossible to achieve for some patients. Moreover,
no general anesthesia can be used, which causes pain [43]. Another method to minimize
the motion is single lung ventilation. High-Frequency jet ventilation is a mechanical
ventilation method where near static conditions are achieved, but this technique has
never been used for HIFU so far [43]. The disadvantage of breath-holding methods is
the prolonged treatment time.
Gating. The gating method takes advantage of the repetitive sine-shaped respiratory
motion pattern. During an almost stationary part of the respiratory motion cycle,
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the tumor is sonicated [22]. The gating window defines the duty cycle. Mechanical
ventilation might enlarge the gating window by an optimized breathing rate where the
stationary part of the motion is enlarged [43]. However, the gating method neglects the
residual motion that is still present during the gating window and long term effects
like organ drift. Moreover, due to the small duty cycle, the treatment time is long
[22, 43].
Tracking. Another method to overcome the respiratory motion is tracking of the
tumor. Here, the focal spot of the HIFU device is actively steered to compensate the
respiratory motion [43]. This approach requires tracking the movement of the tumor,
which is done using a respiratory motion model. Steering of the focal spot induces
an intensity loss at the focal spot, which has to be compensated [43]. As the steering
range is limited, the sonication has to be stopped if the target moves outside this
range [43]. Using the tracking approach, the problem of steering between the ribs is
more complicated, as for each position during the breathing cycle the focal spot has
to be steered through the rib cage. Steering requires a phased-array transducer with
hundreds of elements, which are separately steered. Nevertheless, the duty cycle is
almost 100% and therefore the treatment time can be reduced [43].
Motion Modeling. The tracking approach and the self-scanning method used in this
work are both based on a motion model. A motion model takes surrogate data as
input and gives a motion estimate as output [41]. The surrogate data should have
a strong correlation to the organ motion of interest [41]. There are two approaches
to model the respiratory motion pattern: direct and indirect motion modeling [41,
22]. Direct motion modeling is based on target localization on the surrogate data
itself. The advantage of this approach is that motion changes are captured, which
makes the approach applicable under free-breathing assumptions. However, real-time
motion modeling is hard to achieve. The more complex the algorithm, the longer the
latency. In indirect motion tracking, the surrogate analysis and motion registration
are separated from the treatment. It is assumed that the breathing cycle is periodic, in
particular that the motion pattern before and during treatment are the same. Before
treatment, a motion model is created. For given surrogate data during treatment,
the current state of the breathing cycle is extracted, from which a motion estimate is
calculated using the precalculated model. The advantage of the indirect approach is
that the calculation time is very short. However, changes in the motion pattern are not
captured. In HIFU treatments, the surrogate data are for example MR or ultrasound
images.
Steering through the Rib Cage. Steering the focal spot through the rib cage to reach
abdominal organs such as the liver and kidney is challenging as the ultrasound velocity
differences between the tissue types along the beam path lead to focus aberration, focus
shift and reflection [22]. The result is inefficient heating and undesired tissue damage.
There are different approaches to deal with this problem. Resection of the ribs was
proposed to enlarge the acoustic window [5]. Rib shielding with prefocal acoustic
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obstacles was suggested to avoid heating of the ribs [50]. Phased-array transducers
allow to sonicate between the ribs [22, 5].
2.2.5 Treatment Planning
The focal spot size of the HIFU device is cigar shaped and measures about 1–3 mm in
the transverse and 8–15 mm along the beam axis [34]. Compared to the size of tumors,
this is rather small and thus ablating the whole tumor requires several treatment spots.
The goal of treatment planning is to find focal spot positions with corresponding beam
times and acoustic intensities such that the entire tumor is ablated. Accumulation of
a lethal dose inside the tumor must be guaranteed, while surrounding healthy tissue
should be treated as little as possible [46]. The lethal thermal dose inside the tissue
can be described using the thermal dose formula [51]. The higher the temperature,
the less time is needed to induce necrosis to the tissue. For example, a treatment of
60 min at 43◦C has the same effect as heating for 15 min at 45◦C. The thermal dose
formula is described in Section 3.2.
The need for multiple sonication points to cover the whole tumor leads to long
treatment times, which is one of the limitations of HIFU. Therefore treatment planning
aims to find sonication plans that not only ablate the whole tumor, but also minimize
treatment times. Causes of long treatment times are, beside the number of focal points,
also healthy tissue safety, perfusion-independent heating and near field heating [3]. To
maintain perfusion-independent heating, treatments with the use of small focal zones
are used, which prolongs the therapy [3].
Although the temperature induced by focused ultrasound is the highest at the focal
spot, the tissue between the focal spot and the device is also subjected to ultrasound
waves, meaning that it is moved by mechanical vibrations and thus the temperature is
increased. If the pulse duration is short and the power low, this temperature elevation
can be neglected. However, if the pulse duration gets longer, the tissue in the near
field region is heated to levels which can not be neglected anymore. A possible solution
to near field heating is to introduce delay times to allow the healthy tissue in the near
field region to cool down [26]. One could have fixed heating and cooling times [19].
However, this might lead to increased treatment times. Another possibility is to apply
an approach similar to [44], where the authors optimized the heating and cooling
times and shortened the treatment time significantly. When the planning is based on
numerical simulation of the Pennes bioheat equation, near field heating is included
and thus minimized during optimization [3].
One possibility to plan a treatment is to perform point-by-point ablation, which
means that the tumor is covered by moving the focus side-by-side [63]. Here, the
treatment time is dependent of the number of pulses and the delay time between the
pulses to allow the healthy tissue to cool down [26]. To shorten the treatment time, it
is suggested to maximize the necrosed tissue induced by one pulse, which is achieved
by increasing the power and the pulse duration [26]. This reduces the number of pulses
needed, but near field heating is increased. A compromise has to be found between
pulse duration and the induced near field heating [26].
Heat dissipates over time and if the diffusion is exploited, the treatment time can
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be shortened. A suggested method to leverage heat dissipation is volumetric ablation,
where the focal spot is steered along a prescribed trajectory to increase the ablated
volume [22, 35]. Using phased-array transducers, multiple foci can be simultaneously
generated or fast temporal switching between different foci is achieved [25]. In [35], the
authors electronically steered the focal point along multiple outwards-moving concen-
tric circles. They could improve the treatment time and induce a homogeneous lesion.
However, a problem arising in volumetric ablation is the increased near field heating.
In [16], point-by-point and volumetric heating were compared. Here, volumetric
ablation was defined as the sonication of points in a predefined order and in a cyclic
fashion. The heating time per location was either the same for all points (volumetric
ablation) or varied between the positions (fractionated heating). The treatment time
of each sonication strategy was optimized. Overall, point-by-point sonication gave the
shortest and volumetric ablation the longest treatment times. The reason was that
volumetric ablation can be compared to having a large focal zone, resulting in slower
temperature rises. Moreover, the near field heating region was enlarged. Although it
had been suggested before to reduce the number of focal spots used to shorten the
treatment time in [26], the authors of [16] found that increasing the number of focal
zones yields shorter treatment times. Using a larger number of focal zones, low and
high dosage zones can be avoided, which reduces the needed amount of delivered energy
and thus also the treatment time. However, there is a point at which increasing the
number of focal zones does not improve the treatment time anymore. Overall, they
found that the shortest treatment times can be achieved by axially stacked, collectively
optimized point-by-point heating, with a large number of focal zones at optimal spacing
and high power [16].
A treatment can be either planned using sequential or simultaneous optimization. In
sequential optimization, the treatment is optimized without considering future doses
beyond the current pulse’s effect [16]. Simultaneous optimization, on the other hand,
uses all available knowledge of heating induced by all pulses during a treatment [16].
Using simultaneous optimization, shorter treatment times are expected, as the treat-
ment is optimized at once and all heating effects are included during optimization.
However, the drawbacks of this method are the large number of variables and the fact
that the tissue’s acoustic properties are unknown prior to the treatment. Moreover,
changing respiratory pattern during treatment is not taken into account. In [16], the
authors found that sequential optimization performs almost as good as simultaneous
optimization. The advantage of the simultaneous method becomes most beneficial in
regions where thermal interaction is significant, which is the case between neighboring
focal points. If the perfusion rate is high, the interaction decreases.
The temperature increase depends on unknown tissue parameters, such as attenu-
ation, perfusion and absorption [25]. To achieve the desired dose, Salomir et al. sug-
gested to use a double spiral trajectory using constant power [49]. In the first spiral,
a constant velocity is used. If the tissue parameters were homogeneous over the whole
heated area, already the first spiral would induce a uniform dose. Due to local in-
homogeneities, this is, however, usually not the case. The second spiral is used to
compensate for these inhomogeneities by adapting the velocity of the spiral to the
induced temperature, measured using MR-thermometry [49]. In a follow-up work, the
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inhomogeneities were compensated with a PID regulation algorithm [42]. The PID
controller continuously calculated an error value, here between the measured and de-
sired thermal dose profile, and applies a correction based on proportional (P), integral
(I) and derivative (D) terms.
The treatment planning methods described so far used predetermined trajectories
of the focal spot, and solely the power, spacing along the trajectory, beam and cooling
times are optimized. Full optimization of all the parameters, including trajectory
optimization, is difficult due to the large amount of parameters [37]. Moreover, the
solution is usually not unique.
Different optimal control approaches were suggested for full optimization, where the
norm of the difference between the induced and the desired thermal dose is optimized
[62, 37, 3, 38]. Wan et al. used an analytical solution to the Pennes bioheat equation
to reduce the computational time [62]. Here, the number of focal spots was prede-
termined, and it was found that the more foci were placed, the smoother the induced
thermal dose profile resulted. A weighted norm difference was used, where the transi-
tion region was weighted less than the tumor. Arora et al. found the treatment plan
in two steps [3]. In the first step, an optimal power deposition pattern was found
to achieve the desired thermal dose. In a second step, the power deposition pattern
was then approximated by optimization of the beam times and power values. The
focal spot positions were chosen from predetermined positions. Malinen et al. opti-
mized the trajectory of the focal spot without prescribing the scanning path [38]. In a
first step, the phases and amplitudes of a phased-array transducer were optimized to
get the desired temperature and thermal dose inside the tissue. During treatment, a
feedback controller was used to correct the precalculated treatment plan according to
temperature feedback from MR measurements.
The simulation of the temperature in the optimal control approaches described above
is based on the Pennes bioheat equation, which is mostly solved numerically [37, 3, 38].
Depending on the simulation domain, near field heating is included into simulations
and can thus be directly minimized. We will describe the Pennes bioheat equation in
the next section.
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To plan a HIFU thermal treatment, a temperature model is needed. The HIFU trans-
ducer induces an acoustic pressure, leading to a temperature rise. The acoustic pres-
sure as well as the temperature can be described by partial differential equations
(PDE). These equations can be solved numerically, or, by using some assumptions and
simplifications, they can be solved analytically. In this work, the simulations and the
planning are based on an analytical solution.
3.1 Pennes Bioheat Equation (BHTE)
The temperature inside the body can be described by the Pennes bioheat equation
[45]:
∂T (p, t)
∂t
= D∇2T (p, t)− bT (p, t) +KQ(p, t), (3.1)
where T (p, t) and Q(p, t) are the temperature rise and the heat source at a given point
p and time t, respectively. Moreover, D = κρc , where κ is the thermal conductivity,
ρ the density, and c is the specific heat of tissue. Furthermore, b = wcbρc , with w the
perfusion and cb the specific heat of blood, and K =
1
ρc . The first term represents the
rate of change in heat content, the second conduction, the third is the perfusion heat
transfer, and the last term is the heat source.
Conduction is the transfer of heat by collision of particles. It plays an important
role for focused ultrasound sources with a diameter smaller than the diffusion distance
[15]. On the other hand, thermal conduction can be neglected if the heat source is
broad or applied slowly. In these cases the heat transfer by perfusion dominates [15].
The passage of blood through capillaries is referred to as perfusion. For rapid heating,
perfusion can be neglected [15].
Tissue Properties. To calculate the temperature profile T for a given heat source
Q, tissue properties like the density, ultrasonic absorption, specific heat and perfusion
have to be known. There are different methods to extract these parameters from MR-
thermometry measurements. These mechanisms and methods are briefly described in
Chapter 7.
Closed Form Solution to BHTE. In the following, a closed form solution to the
Pennes bioheat equation (3.1) is derived following [62]. For convenience, we rewrite
Eq. (3.1) as
Tt = D(Trr + Tzz)− bT +KQ, (3.2)
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where the point p = (r, z) is written in cylindrical coordinates.
First, the closed form solution during the power on period is derived, i.e. Q 6= 0. To
solve the differential equation (3.2), we first take advantage of the Fourier transform
(F) property
F(fx)(x) = 2piixF(f)(x).
Applying the Fourier transform to the spatial variables r and z gives
St = −4Dpi2(R2 + Z2)S − bS +Kq,
where S and q denote the Fourier transformed temperature function T and heat
source Q, respectively. The variables R and Z denote the transformed parameters
r and z, respectively. The above equation is a first-order ordinal differential equation
(ODE) in t. Under the assumption that at the beginning there is no temperature rise,
i.e. S(R,Z, 0) = T (r, z, 0) = 0, the solution to the ODE is [1]
S(R,Z, t) = K
t∫
0
exp
[(
4Dpi2(R2 + Z2)− b)(t− τ)] q(R,Z, τ) dτ.
By applying the inverse Fourier transform, we obtain the closed form solution during
the power on time as
Ton(r, z, t) =
K
4Dpi
t∫
0
exp[−b(t−τ)]
t−τ
∞∫∫
−∞
exp
[
− (r−α)2+(z−β)24D(t−β)
]
Q(α, β, τ) dαdβdτ. (3.3)
During the power off period, where the heat source is turned off, i.e. Q = 0, the
Fourier transform gives
St = −D4pi2(R2 + Z2)S − bS,
which is again an ODE. The initial condition at t = 0 is given to be T0(r, z), and hence
S0 = S0(R,Z) = S(R,Z, 0) = F(T (r, z, 0)) = F(T0(r, z)).
The solution to the ODE is calculated as
S(R,Z, t) = S0(R,Z) exp
[(
4Dpi2(R2 + Z2)− b)] .
By back transformation, we obtain the closed form solution of the temperature during
the power off time as
Toff(r, z, t) =
exp[−bt]
4Dpit
∞∫∫
−∞
T0(α, β) exp
[
− (r−α)2+(z−β)24Dt
]
dαdβ. (3.4)
Explicit Formula for Gaussian Beam. The integrals given by the closed form solu-
tions Eq. (3.3) and Eq. (3.4) can be solved analytically when assuming a Gaussian
shaped temperature profile and heat source, as shown by Wan et al. [62]. A brief
description of the derivation is given in Chapter 7.
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Numerical Methods to solve the BHTE. The drawback of the analytical solution is
that some simplifications are used, like for example the hypothesis that the beam as
well as the heat source are Gaussian shaped. Using these assumptions, the near field
heating is for example not modeled. Another possibility is to solve the BHTE numeri-
cally. For this, the heat source Q is not assumed to be Gaussian shaped, but calculated
from the ultrasonic pressure field, given by a differential equation. The advantage of
numerical calculation is that, depending on the used pressure model, nonlinear effects
as well as near field heating are included into the temperature calculations. However,
the drawback is that solving two differential equations numerically is time consuming
and thus the treatment planning method has longer calculation times compared to
using an analytical solution.
3.2 Thermal Dose
The most accepted model to determine how tissue is affected by temperature is de-
scribed by the thermal dose model [51]
C(p, t) =
t∫
0
R43−T (p,τ)dτ, (3.5)
where the constant R depends on the temperature T as follows:
R =

0, T < 39◦C,
1
4 , 39
◦C ≤ T < 43◦C,
1
2 , 43
◦C ≤ T.
The thermal dose equation estimates the cumulative equivalent minutes at a temper-
ature of 43◦C (CEM43). In other words, the effect on tissue of a particular treatment
with a given temperature rise is compared to a treatment at a constant temperature
of 43◦C. The temperature rise is given as input to the thermal dose equation (3.5),
which gives then the equivalent minutes at a constant temperature of 43◦C. Studies
showed that the threshold thermal dosage for tissue to undergo necrosis is between 50
and 240 CEM43, depending on the tissue type [20].
Another measure is given by Rosenberg et al., who found that a lethal thermal dose
can be predicted if the maximal temperature is above 54◦C [47]. The authors observed
that 87.2% of the tissue heated above 52◦C received irreversible damage. As a result,
a lethal temperature threshold of 54◦C was assumed for daily practice [47].
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The goal of this thesis is to find optimal treatment plans that minimize treatment
time and the treatment of healthy tissue. For this, different optimization frameworks
have been used. In this chapter, a brief overview of the different mathematical tools
is given.
4.1 Sparse Optimization
In sparse optimization, one tries to recover a signal x ∈ Rn from only few measure-
ments b ∈ Rm, where often m n. The measurements b and the signal x are related
by
Ax = b, (4.1)
where A ∈ Rm×n is a given matrix [58, 39]. The system defined in Eq. (4.1) is
underdetermined, meaning that there are fewer equations than variables (m < n).
Usually, more than one solution exists to such equations. However, if x is sparse, i.e. if
most of the entries of x are zero, the signal x can be recovered by solving
arg min
x
‖x‖0 such that Ax = b, (4.2)
where ‖x‖0 counts the number of nonzero entries of a vector x and is given by
‖x‖0 := |{i : xi 6= 0}|.
Despite the notation, ‖·‖0 is not a norm. The optimization problem defined by Eq. (4.2)
is a combinatorial problem and thus hard to solve [58]. Hence, instead of solving
Eq. (4.2), the problem is relaxed to the `1-optimization problem
arg min
x
‖x‖1 such that ‖Ax− b‖2 ≤ , (4.3)
where the `1-norm is defined as
‖x‖1 :=
n∑
i=1
|xi|.
The problem defined in Eq. (4.3) is denoted as basis pursuit denoise (BPDN) problem,
where the parameter  represents the noise level of the data [58]. Problem (4.3) can be
used to recover a sparse solution x at the cost of an increasing number of measurements
that have to be taken.
In the following, two methods to solve Eq. (4.3) are briefly described, the spectral
projected gradient algorithm (SPGL1) and the weighted SPGL1 method.
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Spectral Projected Gradient. The SPGL1 algorithm iteratively solves problems of
the form [58]
arg min
x
‖Ax− b‖2 such that ‖x‖1 ≤ σ. (4.4)
The above problem is called Lasso problem. For appropriate choices of σ and , the
solutions of Eq. (4.3) and Eq. (4.4) coincide. However, typically these values are not
known. Note that the Lasso problem (4.4) is easier to solve than the BPDN problem
(4.3), as the absolute value |·| is not differentiable at zero. When solving the Lasso
problem (4.4), the `1-norm is not differentiated, instead an `1-projection is used to
guarantee that ‖x‖1 ≤ σ.
The SPGL1 algorithm links the two problems given by Eq. (4.3) and Eq. (4.4) by
the function
θ(σ) := ‖b−Axσ‖2, (4.5)
and xσ is the optimal solution to the Lasso problem (4.4) with parameter σ. If the
noise level  is known, the root
θ(σ) =  (4.6)
has to be found. It can be shown that the function θ is differentiable and has a known
derivative, and hence Newton’s method can be applied to solve Eq. (4.6). A sequence
σk is found with the property that σk → σ, with θ(σ) =  and thus xσ is a solution
to problem (4.3). More details about the SPGL1 method can be found in [58].
Weighted Spectral Projected Gradient. The WSPGL1 method is a variation of the
SPGL1 algorithm [39]. The difference between the two methods is that problems of
the form
arg min
x
‖Ax− b‖2 such that ‖x‖1,w ≤ σ (4.7)
are solved. The difference to the Lasso problem (4.4) is that the weighted `1-norm is
used, which is defined as
‖x‖1,w =
∑
i
wi|xi|,
where wi ∈ (0, 1] is a weight.
Similar to the SPGL1 algorithm, a sequence of weighted Lasso problems (4.7) are
solved for a sequence {σi}i. After the solution xσi to Eq. (4.7) has been found,
WSPGL1 extracts the set of the k largest entries of xσi , denoted by Γ. The weight
vector w is then chosen to be
wk =
{
ω, k ∈ Γ,
1, else,
(4.8)
with ω ∈ (0, 1]. The weight described in Eq. (4.8) is then used in the consequent
weighted Lasso problem (4.7) with σi+1. A detailed description of the WSPGL1
alorithm can be found in [39].
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In optimal control, the goal is to find a control function u which minimizes a given
cost function J . The cost function is minimized if an optimal state v∗ is induced by
the optimal control function u∗, where differential equations describe how a state v is
induced by the control function u. In HIFU treatment planning, the control function is
the treatment plan and the state the induced thermal dose, which is calculated by the
Pennes bioheat equation and the thermal dose equation. The cost function consists of
the treatment time and a term measuring the treatment of healthy tissue, which both
should be minimized. Mathematically, this gives an optimization problem of the form
min
u
J(u, y) subject to e(v, u) = 0, u ∈ Uad, v ∈ Vad, (4.9)
where Uad and Vad denote the feasible sets of the control u and the state v, respectively.
Moreover, e(v, u) = 0 represents a partial differential equation (PDE) or a system of
PDEs.
If for each control u a unique solution v(u) exists to the PDE constraint e(v, u) = 0,
the optimal control problem given by Eq. (4.9) can be written as the reduced problem
min
u
J(u, y(u)) subject to u ∈ Uad, v(u) ∈ Vad. (4.10)
The reduced problem is then for example solved using the interior-point method de-
scribed in Section 4.3. A comprehensive introduction to optimal control can be found
in [29, 57].
4.3 Interior-Point Method
In this section, we consider optimization problems of the form
min
x
f(x), subject to h(x) = 0, g(x) ≤ 0, (4.11)
where x ∈ Rn and f : Rn → R, h : Rn → Rl and g : Rn → Rm are twice differentiable
functions. The Lagrangian of the problem (4.11) is defined as [9]
L(x, λ) = f(x) +
m∑
i=1
λg,i gi(x) + λ
T
hh(x). (4.12)
Barrier Method. For solving Eq. (4.11), first the inequality constraint is shifted to
the objective, such that Newton’s method can later be used to solve the problem. This
results in the approximate problem
min
x
fµ(x) = min
x
f(x)− µ
m∑
i=1
log(−gi(x)), subject to h(x) = 0. (4.13)
The solution to the approximate problem (4.13) converges to a solution of Eq. (4.11),
for µ → 0. The above problem (4.13) can be solved by Newton’s method, which is
21
4 Mathematical Tools
used to find a root of a function, i.e. find the solution to F (x) = 0 for a given F . The
root finding problem is defined by the first order optimality conditions of Eq. (4.13),
which are given as [9]
∆L(x, λ) = 0,
−λigi(x)− µ = 0, i = 1, . . . ,m,
h(x) = 0,
gi(x) ≤ 0,
λ ≥ 0.
(4.14)
The barrier method consists of solving a series of problems (4.13) defined by µi, where
µi → 0. Each of the problems is solved by applying Newton’s method to the first order
optimality conditions given by Eq. (4.14). More details about the barrier methods, for
example how to choose µi and stopping criteria, can be found in [9]. Note that if the
constraints u ∈ Uad and v ∈ Vad of the optimal control problem described in Section
4.2 can be written as constraints of the type h(x) = 0 or g(x) ≤ 0 for some functions
h and g, it can be solved using the interior-point method.
Interior-Point Algorithm for Non-Convex Optimization. For non-convex optimiza-
tion, the barrier method may converge to non-stationary points (i.e. points with non-
zero derivative) [61]. There are different methods to adapt the barrier method to
non-convex optimization. One is to combine line search and trust region steps [61],
which will be very briefly described in this paragraph. It is based on the barrier
method, where first the optimality conditions are solved using a Newton step, and
the steplength is determined using a backtracking line search. The backtracking line
search updates the steplength until a sufficient decrease is obtained. If the line search
converges to a non-stationary point, the steplength converges to zero [61]. This fact is
used as a criterion on where the line search might not be successful. If the steplength
gets too small, the line search step is replaced by a trust region step. The advantages
of the trust region step is that it is robust even when the problem is ill-conditioned
[61, 11]. The trust region step is explained in the next paragraph.
SQP Iteration with Trust Regions. The problem (4.11) can be solved using a se-
quential quadratic programming (SQP) approach with a trust region instead of using
Newton’s method [11]. Given a current guess of the problem (4.11), the idea of the
trust region algorithm is to use an approximate model near the current point. This ap-
proximate problem is then solved and the solution is used as next iterative point [64].
In the case of the proposed algorithm by [61, 11], the Lagrangian is approximated by
a quadratic model, called SQP. The approximation by the SQP model is only trusted
in a region near the current iterate, called the trust region. Depending on how well
the current model fits the actual problem at the current guess, the trust region can be
enlarged or is reduced. General details on trust region methods can be found in [64],
and the exact formulation of the SQP step used for non-convex problems is described
in [11].
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The treatment planning optimization problem consists of several different objectives,
namely the treatment time and the overtreatment term. This results in a multi-
objective optimization problem, having the form:
min
x∈X
f(x) = min
x∈X
f1(x)...
fk(x)
 , (4.15)
where x ∈ Rn, fi : Rn → R are the different objectives to be minimized, and X ⊆ R is
the feasible set. The above formulation is in general not clear, as normally no solution
x exist that minimizes all constraints simultaneously [40]. Hence, Pareto optimality is
used to describe optimal solutions to problem (4.15). A point x ∈ X is called Pareto
optimal, if there exist no y ∈ X such that f(y) ≤ f(x). Here, the notation a ≤ b,
for some vectors a and b, means that ai ≤ bi and a 6= b. The set of Pareto optimal
solutions is called Pareto frontier.
A way to obtain Pareto optimal solutions is to use the weighted sum method, which
transforms the vector valued function f into a scalar objective function [28, 40]
min
x∈X
n∑
i=1
wifi(x). (4.16)
If the weights wi are positive, then minimizing Eq. (4.16) yields a Pareto optimal
solution [28, 40]. However, if the Pareto frontier is not convex, not all Pareto optimal
solutions can be found using the weighted sum method [40]. In particular, there are
Pareto optimal solutions x for which no weight vector w exists such that problem
(4.16) provides the solution x.
A possible interpretation of the weight choice is the preference between the differ-
ent objectives. Higher weights indicate a higher preference. However, not only the
choice of preferences might be difficult, but also the weights might not represent the
supposed preferences as the magnitudes of the different objective functions can have
huge differences [40]. A possible solution to this problem is to normalize each objective
such that all have similar magnitudes. In this case, the weights are written as
wi =
pi
ηi
, i = 1, . . . , n,
where pi is the preference and ηi the normalization weight for objective i. Normaliza-
tion by itself can be a hard problem as often the range of the objective functions is
not fully known. Different normalization strategies can be found in [28].
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5 Feasibility Study of the
Self-Scanning Approach
The publication in this chapter describes a first feasibility study of the self-scanning
approach. We assume that the tissue undergoes necrosis if it is heated above 54◦C,
resulting in a linearized dose model. Moreover, we simplify the temperature calculation
by assuming that no diffusion over time occurs. The respiratory motion pattern is
assumed to be periodic. With these assumptions, the problem of finding an optimal
treatment plan can be stated as a sparse optimization problem, which is solved using
the WSPGL1 algorithm. The performance of the self-scanning method is compared
to the tracking approach. We obtain shorter treatment times with the self-scanning
approach, while the treatment of healthy tissue is slightly increased.
Publication. The following paper was published on the 18th May 2016 in the journal
Physics in Medicine & Biology (PMB).
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Abstract
In noninvasive abdominal tumor treatment, research has focused on minimizing 
organ motion either by gating, breath holding or tracking of the target. The 
paradigm shift proposed in this study takes advantage of the respiratory organ 
motion to passively scan the tumor. In the proposed self-scanning method, 
the focal point of the HIFU device is held fixed for a given time, while it 
passively scans the tumor due to breathing motion. The aim of this paper 
is to present a treatment planning method for such a system and show by 
simulation its feasibility. The presented planning method minimizes treatment 
time and ensures complete tumor ablation under free-breathing. We simulated 
our method on realistic motion patterns from a patient specific statistical 
respiratory model. With our method, we achieved a shorter treatment time 
than with the gold-standard motion-compensation approach.
The main advantage of the proposed method is that electrically steering 
of the focal spot is no longer needed. As a consequence, it is much easier to 
find an optimal solution for both avoiding near field heating and covering the 
whole tumor. However, the reduced complexity on the beam forming comes at 
the price of an increased complexity on the planning side as well as a reduced 
efficiency in the energy distribution.
Although we simulate the approach on HIFU, the idea of self-scanning 
passes over to other tumor treatment modalities such as proton therapy or 
classical radiation therapy.
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1. Introduction
High intensity focused ultrasound (HIFU) is a well-known non-invasive thermal ablation modal-
ity for tumor treatment which is widely accepted for about a decade (Schwenke et al 2015, 
ter Haar et al 1989, Cline et al 1992). For image guidance during HIFU sonication, ultrasound 
(Kennedy 2005) as well as magnetic resonance (MR) can be used (Hynynen 2010, Petrusca 
et al 2011, 2013). MR not only provides images of the tumor and its motion, but is also used for 
temperature mapping (Hynynen 2010). With MR thermometry, the focal spot position and the 
heating procedure are monitored. Further, the thermal dose is calculated to determine the tissue 
damage (Hynynen 2010, Wijlemans et al 2012). MR-guided HIFU has been successfully applied 
for tumor ablation in immobile organs, such as uterus, prostate, breast and brain (Hynynen 2010, 
Ellis et  al 2013). However, HIFU treatment of abdominal organs, such as kidney and liver, 
remains challenging due to respiratory motion and organ drift (Von Siebenthal et al 2007).
Today, there are two established principles to address the problems of liver motion in HIFU 
sonication: the respiratory-gated and the continuous motion-compensation sonication strate-
gies (De Senneville et  al 2012). In the former ones, an almost stationary part of an adult 
breathing cycle is exploited. Within a temporal window called gating-window of 1–2 s, where 
the liver remains approximately still, the acoustic energy is periodically deposited (Auboiroux 
et al 2014). The disadvantages of the respiratory-gated method is the prolonged treatment time 
and the negligence of the remaining motion during the gating-window.
Continuous motion-compensation sonication, in contrast, is based on the idea of continu-
ously readjusting the focal point position to the current tumor position in order to prevent both 
undesired tissue damage and energy spread (Ries et al 2010, Arnold et al 2011, Celicanin et al 
2014, Holbrook et al 2014). The advantage of this method compared to the respiratory-gated 
approach is the near 100% duty cycle, which results in a shorter treatment time. However, in 
order to steer the focal spot of the HIFU device, a phased-array-transducer with hundreds or 
even thousands of elements is required, each having its own amplifier and delay time. This 
complicates the electrical design of the device and is expensive. Moreover, the lateral steering 
causes an intensity decay at the focal spot (Auboiroux et al 2011).
A further challenge of the motion-compensation sonication is the prediction of the liver 
motion to actively steer the HIFU beam. The idea of direct motion tracking is to detect the 
tumor in real-time and adjust the focal spot accordingly. Due to processing latency, the tumor 
position has to be anticipated to provide direct motion tracking (Ries et al 2010, Celicanin 
et al 2014, Preiswerk et al 2014). Preiswerk and Cattin (2015) used a non-linear Gaussian 
process regression method to predict organ motion based on a model-topology independent 
external respiratory signal.
As solid tumors are much larger than the focal spot of the HIFU device, ablating the whole 
tumor requires several treatment spots. The development of a sonication plan that reduces the 
treatment time and generates a uniform lesion has been addressed before in immobile tissue 
(Salomir et al 2000, Mougenot et al 2004, Hui et al 2009, Zhou 2013). The basic idea is to 
sonicate points in a regular grid, such as a spiral pattern or raster scanning.
The ultrasound waves emitted by the HIFU device cause a pressure field which induces a 
temperature rise at the focal spot. The temperature can be described by Pennes bio-heat equa-
tion (Cline et al 1992, Wissler 1998). The most accepted model to determine how tissue is 
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affected by the induced temperature rise is the thermal dose (Sapareto and Dewey 1984). The 
thermal dose equation estimates the equivalent minutes at a temperature of 43 °C. Another 
study (Rosenberg et al 2013) shows that a temperature of 54 °C can be sufficient to induce 
necrosis.
In this paper, we present a planning method for the proposed self-scanning approach and 
show its feasibility by simulation. The novel method takes advantage of the perpetual respira-
tory motion to passively scan the tumor. In other words, we are placing the static focal point of 
the HIFU into the tumor. The motion caused by breathing moves the tumor through this focal 
point. Based on the motion model of (Preiswerk and Cattin 2015), we anticipate at which time 
point tumor tissue is located under the focal spot and thus modulate the HIFU intensity based 
on this information. Once the tumor has been ablated along the self-scanned trajectory, the 
focal spot is relocated to a different but static position within the body. The main advantage of 
this principle is that no electronic steering of the focal spot is needed. Actively compensating 
for the motion can collide with both avoiding near field heating and covering the sonication 
volume. As a consequence, it is much easier to find an optimal solution for beam forming 
with the proposed self-scanning method. Moreover, the amplitude of the respiratory motion 
is comparable or larger than the steering range of a standard phased-array-transducer. Thus, 
the spatial extension of the sonicated pattern in the tumors referential is equal or larger with 
self-scanning techniques than with electronic steering of the beam. However, the reduced 
complexity on the beam forming comes at the cost of an increased complexity during the plan-
ning stage and a reduced efficiency in the energy distribution. With the proposed method, we 
combine the advantages of the respiratory-gated and motion-compensation method: a fixed 
focus can be used and a high duty cycle is achieved. Moreover, since with the proposed self-
scanning approach no lateral steering of the focal spot is required, position-dependent decay 
of the focal spot intensity during lateral steering is avoided.
In the following, we present a method to determine optimal sonication plans for such a 
system ensuring complete tumor ablation. In section 2, we introduce a mathematical formula-
tion of our model and show how to solve it. The model minimizes treatment time and handles 
complex non-rigid motion and non-time dependent diffusion. In section 3, we simulated our 
method on a patient specific statistical respiratory motion model. We compared the results 
to a continuous motion-compensation approach. The different approaches were evaluated in 
terms of efficiency and treatment time. The efficiency coefficient is a measure to determine 
how emitted energy can be exploited. With simulation, we showed that our method provides 
feasible treatment plans for the proposed self-scanning approach, which yields a faster treat-
ment time than the continuous motion-compensation approach.
2. Method
In the following section, we show how a treatment that takes advantage of the respiratory 
motion can be planned. The task is to find appropriate tumor points which are sonicated by 
the HIFU device. The focal spot will stay fixed during a given time to achieve a precalculated 
temperature rise. During this phase, different liver tissue will pass through the focal spot. The 
points and the corresponding temperature rises have to be chosen such that the whole tumor is 
ablated. To avoid overtreatment, the energy has to be distributed mainly on the tumor and as 
few as possible energy should be spread on healthy tissue. Under these conditions, the treat-
ment time is minimized. The treatment time consists of beam- and changing time. The beam 
time is the overall time where the HIFU device is focused on one point. The HIFU system 
used with the self-scanning method is able to electrically steer the focal spot in depth along 
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the acoustic axis. For the other two directions, mechanical displacement is used. Hence, the 
focal spot can be changed fast along the acoustic axis and slower in the other two directions. 
The time needed to change in the two slower directions is called changing time.
The sonication plans are calculated before treatment. As described in the next section, 
we assume a non-rigid, but repetitive motion and breathing pattern. We therefore calculate 
a lookup table  that tells us at every time point which position inside the target has to be 
sonicated.
2.1. Assumptions
In this first proof of principle study, we assume that there is no heat diffusion over time. This 
means that a liver point will only change its heat value if it is inside the focal spot of the HIFU 
device for a certain time during treatment. In other words we assume linear dose accumula-
tion. We will also not consider heat changes due to blood perfusion and metabolic processes. 
Note that volumetric ablation is less sensitive to diffusion and perfusional sink effects as the 
thermal build up is rather smooth compared to sharp spatial profiles generated by a fixed focus 
in static tissue (Köhler et al 2009). Further, we assume that the liver motion stays periodic over 
time. In other words, we assumed that no organ drift occurs and that the breathing pattern of 
the patient stays constant during treatment. This means that the breathing pattern repeats itself 
after each breathing cycle. This corresponds to the assumption of a regular breathing pattern 
of the patient. Note however, that our model can handle complex non-rigid breathing motion.
In order to determine which tissue has been ablated, the most accepted model is the ther-
mal dose equation (Sapareto and Dewey 1984). However, Rosenberg et al (2013) showed that 
tissue is ablated when heated above a temperature of 54 °C, which we will use in this study.
The above assumptions are simplifications of the real problem in order to show the feasibil-
ity of the self-scanning approach. In our ongoing research, we will include diffusion over time 
as well as perfusion. Moreover, we plan to switch to the thermal dose model.
2.2. Mathematical model
For the mathematical formulation, we consider three sets of points in different coordinate 
systems. The first set consists of points that might be heated up during the treatment. These 
points may be inside or outside the tumor and are in the liver coordinate system. We will call 
this set liver points Pl. The second set includes the target points, which form a subset of the 
liver points, ⊆P Pt l. The target points include tumor points as well as some surrounding tissue 
points. To be sure that all of the tumor cells will be ablated, some surrounding tissue of the 
tumor has to be treated as well (safety margin). The goal of the HIFU treatment is to heat the 
target points and ablate them. The last set consists of points in the world coordinate system 
which can be focused by the HIFU device. We will refer to these as world points Pw. The main 
difference between the two sets Pl and Pw is that the liver points will move in the world coor-
dinate system during breathing, whereas the points from the second set are still.
On the basis of speed and direction of the liver movement, we will set up a cover matrix 
M similar as in Trofimov et al (2005). This matrix indicates which liver points will be heated 
during free-breathing when sonicating a certain point in the world coordinate system. Each 
matrix column j represents the heat profile of all the liver points after a breathing cycle when 
a world point pj is sonicated. These heat profiles can be thought of as cylinders. The shape 
of a cylinder is determined by the liver motion at the specific location (length and direction) 
and the focal spot size (diameter). A cylinder represents the tissue which is heated during one 
breathing cycle when a certain world point is sonicated. In figure 1, a schematic 2D setup is 
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shown. In this case, a column of the covermatrix is drawn as a rectangle that represents the 
treated liver points. For simplicity, the motion of the liver shown in figure 1 is linear. In fact, 
the motion is nonlinear and the rectangles would have a more complex form. Note however, 
that our model handles complex non-rigid breathing motion. The task in finding a feasible 
treatment plan can be formulated as choosing appropriate cylinders which cover the whole 
tumor. Mathematically, this corresponds in finding a vector ∈Rx m, which has positive values 
at the positions where the corresponding cylinders are part of the treatment plan. Note, how-
ever, that all the cylinders represent a heat profile, and thus there have to be some overlaps of 
the cylinders to make sure that all of the target points will be ablated. Moreover, the cylinders 
are banana-shaped due to the ellipsoidal breathing motion.
Suppose we have n liver points { }= =P li inl 1, m world points { }= =P pj jmw 1 and target points 
⊆P Pt l. The cover matrix ∈ ×RM n m is defined as
( )                    ⎧⎨⎩=M
I i j l p, , if is inside the focal spot when is sonicated,
0, otherwise,
ij
i j
 (1)
where I(i, j) is the total temperature rise at liver point li during one breathing cycle when focus-
ing world point pj. Note that for ∈ +Rx m, the values of Mx represent how much the temperature 
rises at each liver point, when pj is sonicated by the HIFU device with intensity xj, for j  = 
1, ..., m. We assume that tissue is ablated when heated above a temperature of 54 °C (Rosenberg 
et al 2013). The goal is therefore to provide a minimal temperature rise of α = 18 °C to each 
∈l Pi t and simultaneously minimize the temperature rise for points outside the target. The 
target vector ∈RT n is defined as:
 ⎧⎨⎩
α
=
∈
T
l P, if ,
0, otherwise.i
i t
To ablate the target, we want to find ∈ +Rx m that satisfies
⩾Mx T . (2)
We call the solution x to the above equation sonication or treatment plan.
We assume that the temperature rise induced by the HIFU device can be approximated with 
a Gaussian blurred ellipsoid with deviations σz in parallel direction, and σr perpendicular to the 
acoustic axis. The formula of I(i, j) used in the definition of the covermatrix M in equation (1) 
is as follows:
( ) ( ( ) ) ( ( ) )∑
σ σ
= −
−
−
−
=
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟I i j v
l t p l t p
, exp
2
exp
2
,i
t t
t
i
r
j
r
r
i
z
j
z
z
2
2
2
2
in
ex
 (3)
where ( ( ) ( ))l t l t,ir iz  denotes the cylindric liver point coordinates li at time t, ( )p p,jr jz  the cylin-
dric coordinates of world point pj, tin is the time of inhalation, tex marks exhalation, and vi is 
a normalization constant. We normalize the matrix row-wise with the constant vi such that 
( )⩽ ⩽ α=Memax k n i k1 , for i  =  1, ..., m and { }ei i the standard basis of Rm. Hence, the maximal 
temperature rise that can be delivered by focusing a certain point pj with intensity xj  =  1 yields 
the lethal temperature rise of 18 °C.
2.3. Optimization
The beam time is related to the number of points that have to be sonicated to ablate the entire 
target volume, i.e. the non-zero entries of x. Hence, we want to minimize equation (2) over the 
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number of non-zero entries of x, which is the 0-norm. However, the minimization problem 
with the 0-norm is an NP-hard problem (Natarajan 1995) and we thus minimize equation (2) 
over the 1-norm of x, which is a good approximation.
∥ ∥   ⩾
⩾
x Mx Tmin subject to .
x 0
1 (4)
Note that when minimizing ∥ ∥x 1, overtreatment outside as well as inside the target is mini-
mized. Here ⩾x 0 means that ⩾x 0k  ∀ k, and the 1-norm is defined as
∥ ∥ ∑=
=
x x .
k
m
k1
1
The above equation can be stated as a linear programming problem in the following way:
      ⩾
⩾
f x Mx Tmin subject to ,
x
T
0 (5)
where f  =  (1, ... , 1)T, T, and M are defined as in section 2.2. Note that f Tx is another formula-
tion for ∥ ∥x 1, if ⩾x 0. The advantage of this approach is that the solution will fulfill the inequal-
ity constraints exactly. The ablation of the whole target volume is thus guaranteed. However, 
the disadvantage of the linear programming algorithm is its computational complexity, which 
is ( )O m3.5  (Robere 2012), where m is the number of variables (in our case, ≈m 63 000).
To reduce the complexity, the minimization problem in equation (4) can also be stated in 
an unconstrained version, which yields a convex problem:
λ+ −x Mx Tmin ,
x 0
1 2
2∥ ∥ ∥ ∥
⩾ (6)
Figure 1. Scheme of the liver motion and the different point sets.
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with λ> 0. The above formulation is a Lagrange Multiplier formulation of the compressed 
sensing problem, which can be minimized with the weighted spectral projected gradient algo-
rithm (wspgl1) proposed by Mansour (2012). The wspgl1 algorithm has a complexity of ( )O m  
(Birgin et al 2014). However, the numerical solution of the 1-formulation in equation (6) will 
not fulfill the equality constraint exactly. This leads to a treatment plan that does not com-
pletely ablate the target volume. To get a feasible sonication plan which ablates the whole 
target volume, the solution x˜ to equation (6) needs to be scaled, which leads to a non-optimal 
sonication plan.
For the scaling, we define the index sets { }= ≠J i M: 0k ki , for { ( ˜) }α∈ < ∈k j Mx l P: ,j j t  
and rescale x˜i for ∈∪i Jk k by
˜
( ˜){ }
α
=
∈
x
x
Mxmin
.i
i
k i J k: k
 (7)
If ∉∪i Jk k, no scaling is needed. For ⩽ ⩽i m1  it holds that ( ) ⩾ ( ˜)Mx Mxi i. For the undertreated 
points lk with α∈ < ∈k j Mx l P: ,j j t{ ( ˜) }, we have after scaling
( ) ˜( ˜) ⩾
( ˜)
( ˜) ⩾{ }∑ ∑
α α
α= =
∈ ∈ ∈
Mx M x
M x
Mx
Mx
Mxmin min
.k
i J
ki i
i J
ki i
k i J k
k
k k:k k k
Thus, the minimal temperature rise inside the target volume is α and the scaled solu-
tion x thus ablates the whole target volume. Note that it is possible that ( ˜) ( )<Mx Mxk k for 
{ ( ) }α∉ <k j Mx: j . Hence, the scaling not only ensures complete target volume ablation, but 
it also enhances overtreatment.
In practice, the treatment plans have to be adjusted during treatment due to unpredictable 
organ drift and changing breathing cycle of the patient during treatment. With these changes 
in the respiratory motion, the calculated treatment plans have to be adjusted to guarantee 
complete target volume ablation. Therefore, the shorter computation time of the compressed 
sensing approach in equation (6) would be preferred.
2.4. Reducing overtreatment
There are two different kinds of overtreatment that occur: treating healthy tissue outside of 
the tumor and heating target volume tissue above the lethal temperature rise α. Both types 
of overtreatment should be avoided, not only to minimize treatment time, but also to avoid 
unwanted tissue damage. When the induced temperature rise inside the target is too high, 
the tissue can start to boil, which is unwanted. To avoid treating tissue outside the target, the 
HIFU device is turned off when healthy tissue is exposed. To account for this, the covermatrix 
is slightly changed to
( ( ) ) ( ( ) )⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟∑ σ σ= −
−
−
−
∈
M v
l t p l t p
exp
2
exp
2
,ij i
t S
i
r
j
r
r
i
z
j
z
z
f
2
2
2
2
j
 (8)
with the same notation as in equation (3). The set Sj denotes the time where most of the points 
inside the focal spot are target tissue. In the specific case, if the target volume is a sphere, Sj 
can be defined as { ⩽ ⩽ ∥ ( )∥ ⩽ }= −S t t t p m t R:j jin ex 22 , where m(t) denotes the target center 
coordinates at time t, and R is the radius around the target center in which the HIFU device is 
allowed to treat tissue.
To reduce overtreatment inside the target, first a treatment plan x has to be calculated by equa-
tions (5) or (6). Then, the breathing cycle is split into p time steps {[ ] [ ]}= =−t t t t t t, , ..., ,p pin 0 1 1 ex . 
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A new covermatrix is calculated which indicates the temperature rise induced by the HIFU 
device during this shorter time periods. When thinking of cylinders, the time splitting means 
that we divide the height of each cylinder into p smaller ones. With the splitting, another 
minimization problem has to be solved to determine the temperature rises at the different time 
steps. Let B  =  {i: xi  >  0} denote the indices of the points that are sonicated in the treatment 
plan x and = ⋅| |a p B . Let { }→| |f B B: 1, ...,  be an enumeration of the set B, define =qk kp⌈ ⌉ , 
and ( )= +t k pmod 1,k . The covermatrix ∈ ×RM n as  is defined as
( ( ) ) ( ( ) )( ) ( )⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟∑ σ σ= −
−
−
−
=
+
M v
l t p l t p
exp
2
exp
2
.ik i
t t
t i
r
f q
r
r
i
z
f q
z
z
s
2
2
2
2
k
k
k k
1
The minimization problem to determine the temperature rise at the different time steps can be 
formulated as
∥ ∥ ⩾
⩾
M x M x Tmin  subject to  .
x 0
s
1
s
 (9)
Note that if we would not calculate a solution x first, the minimization problem in equation (9) 
had ⋅p n variables. With the knowledge of a treatment plan, this number can be reduced to 
⋅| |p B .
2.5. Time measurement
To estimate the beam time, we assume that we need 5 breathing cycles to induce the lethal 
temperature rise α. In other words, a temperature rise of 3.6 °C can be achieved in one breath-
ing cycle. Hence, for the treatment plan x, the beam time can be calculated as
⌈ ⌉∑= ⋅
=
t x5 .
i
m
ibeam
1
 (10)
The treatment time additionally depends on the time needed to change the HIFU device posi-
tion. The time needed to change with the mechanical displacement in the two slower direc-
tions is denoted by c, the electric steering along the acoustic axis can be neglected. If the fast 
direction is along the x-axis, the time function for a change between two points ( )=P x y z, ,1 1 1 1  
and ( )=P x y z, ,2 2 2 2  is as follows:
( ) ⎧⎨⎩=
= =
t P P
y y z z
c
,
0, if   and  , 
, otherwise.
change 1 2
1 2 1 2 (11)
The total changing time is ⋅N c, if we have to perform N mechanical displacements. Therefore, 
we check how many different x-coordinates occur among the focus points of the sonication 
plan in order to calculate the changing time.
2.6. Efficiency coefficient
In order to compare our methods, we calculate the conversion efficiency η. The efficiency 
coefficient measures how much energy is wasted by overtreatment. Overtreatment occurs 
when tissue outside the target is treated or when target tissue is heated above α. The formula 
for η is as follows:
∥ ∥
∥ ∥η = =
E
E
T
Mx
,out
in
1
1
 (12)
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where Ein is the energy that is put inside the patient by the HIFU device, and Eout is the energy 
that can be used to ablate the target. Note that Eout is the minimal energy needed to ablate the 
target, which is ∥ ∥T 1. The efficiency of the optimal solution is η = 1opt .
2.7. Continuous motion-compensation method
To evaluate the different methods, we compare the performance of the results to a continu-
ous motion-compensation approach. In the motion-compensation approach, a covermatrix 
which respects the focal spot steering is computed. As a consequence, the focal spot range 
is smaller and the temperature rise is higher as compared to the self-scanning approach. 
Moreover, we modeled the intensity decay at the focal spot during steering with a Gaussian 
decay in the perpendicular direction to the acoustic axis of the HIFU device (Auboiroux et al 
2011). Along the acoustic axis, the intensity decay can be neglected. We assumed that the 
highest intensity can be achieved at the target center, and that the deviation σI of the Gaussian 
is 12 mm. In the following, the continuous motion-compensation approach is referred to as 
ContMotion.
3. Results
As mentioned in section 2.3, we consider two different optimization problems, a compressed 
sensing and a linear programming approach. With a different choice of the point sets, the 
compressed sensing method is split into two different methods, OT and WL, which will 
be explained in the next section 3.1. In sections 3.3–3.9, the results of our simulations are 
explained. We evaluated the treatment time and the energy distribution efficiency. Further, we 
looked at sagittal and axial slices through the liver and which temperature rise is induced into 
the target points.
We tested our methods on realistic liver breathing motion data using a patient specific 
statistical respiratory motion model (Preiswerk and Cattin 2015). We set the target to be a 
sphere inside the liver such that all the energy delivered by the HIFU device will be emitted 
into the liver. The target with a radius of 15 mm is located at the liver dome, where the motion 
is non-rigid.
If nothing else is mentioned, the results in the following are obtained by minimizing with 
covermatrix M as defined in equation (1) with I(i, j) defined in equation (3).
3.1. Choice of point sets
We made the following choice of the three point sets: Pw consists of target points, since we 
do not want to sonicate healthy tissue. For the liver points we had two different approaches. 
The first one was to consider liver points which fulfill ⊊P Pt l. This leads to a minimi-
zation not only inside, but also outside the target. Therefore, as few as possible energy 
is wasted on healthy tissue. We refer to this method as whole liver method (WL). The 
second approach was to consider solely target points as liver points, i.e. =P Pl t. In other 
words, we exclusively optimize inside the target. The advantage of this approach is that 
the temper ature profile inside the target is more homogeneous. We call this method only 
target method (OT). The two different methods WL and OT are solved with wspgl1. For the 
linear programming method (LinProg), the choice of the liver point set does not matter. 
Both suggested choices of liver points achieved similar results. A summary of the methods 
can be seen in table 1.
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3.2. Focal spot size
The beam time additionally depends on the focal spot size of the HIFU device, σz and σr. In 
figure 1, the two parameters are shown. Notice that in Figure 1, the focal spot is drawn as a 
circle, but in fact has an ellipsoidal shape and therefore σz and σr are not equal. The focal spot 
size along the acoustic axis is denoted by σz, σr denotes the size perpendicular to the acoustic 
axis. The smaller the focal spot, the longer it takes to ablate the target. On the other hand, 
for smaller focal spot size the method is more flexible: When treating a point near the target 
border, less healthy tissue will be treated with a narrower focal spot. We tried different values 
of σz and σr to see the influence on the treatment time and the efficiency. The ratio between the 
two deviations σz and σr is constant and given by the HIFU device (Cline et al 1994). Here, we 
assume that the ratio σ σ:z r is equal to 5.
3.3. Treatment time
The beam-, changing- and total treatment time of the different methods are shown in 
figure 2. The duration in figure 2(a) is calculated from the sonication plan x as described 
in equation (10). It indicates how long the beam time lasts, measured in breathing cycles. 
It can be seen that the number of breathing cycles used decreases with increasing focal 
spot size. The reason is that more tissue can be treated if the focal spot size increases. 
Therefore, less points have to be sonicated to cover the whole target. This yields a shorter 
beam time.
Figure 2(b) shows how many time the HIFU device has to change its position. The num-
ber of changes was calculated by equation (11) with c  =  1. Notice that when setting c  =  1 in 
equation (11), the changing time and the number of changes are in fact the same. Recall that 
the continuous motion-compensation approach does not need any change in HIFU transducer 
position as it can freely steer the beam in all directions.
To estimate the total treatment time, we assume that it takes one breathing cycle to 
change the HIFU device position along the mechanical axes. The total treatment time for 
the continuous motion-compensation approach consist only of the beam time. The results 
can be seen in figure  2(c). WL has a shorter treatment time than OT. However, LinProg 
achieves the shortest treatment time. The total treatment time of ContMotion is in between 
of OT and WL.
In figure 2(d), we see the relative treatment time compared to the ContMotion approach. 
The relative duration shows how the different methods perform compared to the ContMotion 
solution for different focal spot sizes. We can observe that the relative treatment duration of 
OT is increasing over the different focal spot sizes, whereas the relative treatment time of 
LinProg and WL stays almost constant. WL has a relative treatment time around 0.8, LinProg 
achieves values of about 0.59–0.64. OT has a treatment time of 1.2–1.5 times the sonication 
time of ContMotion.
Table 1. Summary of the different methods.
Method Liver points Algorithm
WL ⊊P Pt l wspgl1
Self-scanning OT =P Pt l wspgl1
LinProg ⊆P Pt l Linear programming
Focal spot steering ContMotion Linear programming
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3.4. Efficiency
In figure 3, we see how the efficiency coefficient given by equation (12) evolves with increas-
ing focal spot size. We can see that the efficiency is almost constant for the different focal spot 
sizes. The efficiency is the highest for the ContMotion approach. Since ContMotion follows 
the liver motion, overtreatment can be reduced. However, also with this approach not all over-
treatment can be avoided. The reason is that when ablating the border points of the target, also 
some healthy tissue will be heated. OT performs better than WL, and the LinProg approach has 
the highest efficiency coefficient of our proposed methods.
3.5. Overtreatment
The distribution of the two different kinds of overtreatment is shown in figure 4. The dif-
ference between the two methods WL and OT is the distribution of the overtreatment. WL 
Figure 2. Effect of focal spot size on treatment time. (a) Beam time in breathing cycles 
calculated by equation (10), (b) number of changes calculated by equation (11) with 
c  =  1, (c) total treatment time assuming that one change of the HIFU device takes 
one breathing cycle, (d) relative treatment time compared to the continuous motion-
compensation method (ContMotion).
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induces a higher temperature rise inside the target and treats healthy tissue less. The reason for 
this behavior are the different strategies. The prior target of OT is to avoid temperature rises 
above α inside the target. The treatment of healthy tissue is not minimized. Due to the bigger 
focal spot of the HIFU device with increasing σz and σr, more healthy tissue is affected when 
focusing a point at the target border. This results in an increasing treatment outside the target. 
LinProg combines the advantages of the two. The treatment of tissue outside the target is 
almost the same as with WL, and at the same time the overtreatment inside the target is below 
the level of OT. However, ContMotion achieves the least overtreatment inside and outside the 
target.
3.6. Temperature rise of target points
The dose volume plots for a focal spot size of σ = 5z  mm and σ = 1r  mm can be seen in  figure 5. 
An ideal dose volume plot would have a maximal and minimal temperature rise of 18 °C 
inside the whole target. We see that OT and LinProg achieve similar dose volume plots. WL 
induces a temperature rise of above 60 °C, which can cause boiling. However, the ContMotion 
approach induces the smallest temperature rise inside the target while ablating the whole tar-
get. This result corresponds to figure 4(b), where the overtreatment inside the target is shown.
3.7. Sagittal and axial slices through the liver
To observe the temperature profile after the HIFU treatment, sagittal and axial slices of the dif-
ferent methods are shown in figures 6 and 7, respectively. In these plots, filled circles represent 
target points, whereas unfilled circles are healthy tissue. The focal spot deviations are σ = 5z  mm 
and σ = 1r  mm. In the sagittal slices, we can see that the methods heat up points that lay above 
the target. This is due to the main motion direction, which is along the z-axis. Note that there 
is also motion in the xy-plane due to the non-rigid motion, however the main motion is along 
the z-axis. The LinProg approach induces a lower temperature rise into the points above the 
target as compared to OT. As a results, less volume will be ablated above the target with the 
LinProg approach. WL on the other hand induces the highest temperature rise inside the target, 
this can be seen in figure 8. However, less healthy tissue points are ablated as compared to OT, 
Figure 3. Efficiency coefficient for the different methods calculated by equation (12). 
The efficiency of the optimal solution is 1.
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which can be seen in table 2. The ContMotion approach has the least treatment outside the 
target, due to the motion-compensation. However, at the right and left hand side of the target 
more healthy points are treated than below and above the target. This is due to the focal spot 
shape: more overtreatment occurs along the acoustic axis.
In the axial slices, the heat distribution inside the target can be seen. The ContMotion 
approach achieves a temperature rise of 18–25 °C inside the target, except for two hotspots, 
where the temperature is about 35 °C. WL induces the highest temperature rise inside the tumor, 
Figure 4. Distribution of the overtreatment for different focal spot sizes. (a) 
Accumulated temperature rises in healthy tissue relative to the optimal accumulated 
temperature rises inside the target, which is ∥ ∥T 1, (b) overtreatment inside the target, in 
percent of ∥ ∥T 1.
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Figure 5. Dose volume plots of the different methods. The focal spot deviations are 
σ = 5z  mm and σ = 1r  mm. The abscissa indicates the induced temperature rise, where 
18 °C yields tissue ablation. The ordinate represents the percentage of the target tissue. 
We see that all the methods induce the lethal temperature rise to 100% of the target 
tissue. The optimal solution induces to 100% of the target tissue the lethal temperature 
rise of 18 °C, and to 0% a temperature rise above 18 °C.
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and produces two hot spots with a temperature rise of above 60 °C, which can be seen in fig-
ure 8. This is problematic, since these temperature rises can cause boiling. OT and LinProg 
induce a higher temperature rise at the tumor bottom compared to the remainder of the target.
If we look at table 2, we can see how much healthy tissue is ablated in percentage of the 
target volume. We observe that with the ContMotion approach, healthy tissue of the size of 
0.1% of the target volume is ablated. In our proposed methods, more healthy tissue is heated 
above 18 °C. However, treatment of tissue outside the target can be reduced by turning off the 
beam when the focal spot position is outside the target.
3.8. Minimizing with M f
If minimizing equation (6) with covermatrix M f as defined in equation (8), treatment of tis-
sue outside the target with OT can be reduced. The results can be seen in figure 9. To find 
Figure 6. Sagittal slices through the liver, 12 mm away from the target center. The filled 
circles represent target tissue, unfilled circles represent surrounding tissue. The circle 
color indicates the induced temperature rise after the HIFU treatment. The focal spot 
deviations are σ = 5z  mm and σ = 1r  mm. The acoustic axis of the HIFU device is along 
the x-axis, and the main breathing motion is along the z-axis. (a) LinProg. (b) WL. 
(c) OT. (d) ContMotion.
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appropriate values of R in the definition of Sj, we found out that R  =  3 mm gives the best 
results for the focal spot size of σ = 5z  mm, σ = 1r  mm. When choosing R  =  0 mm, which 
means that the beam is immediately turned off when focusing healthy tissue, the method does 
not improve. Ablation outside and inside the tumor increases (see table 2 and figure 9(e)). The 
problem when choosing R  =  0 mm is that border points of the target have to be heated from 
points that are inside the target. As a result, these points are heated more. In other words, the 
energy can not be equally distributed, which results in high temperature rises outside as well 
as inside the target. However, when choosing R  =  3 mm, i.e. allowing the focal beam to heat 
healthy tissue with a distance of at most 3 mm from the target, better results can be achieved. 
The energy can be distributed more evenly, which results in lower temperature rises. Hence, 
ablation of tissue outside the tumor can be reduced (table 2), while the dose volume plot stays 
almost the same as with OT (figure 9(e)). However, ablation of healthy tissue is still higher 
compared to the other methods.
Figure 7. Axial slices through the liver at the target center. The filled circles represent 
target tissue, unfilled circles represent surrounding tissue. The circle color indicates 
the induced temperature rise after the HIFU treatment. The focal spot deviations are 
σ = 5z  mm and σ = 1r  mm. The acoustic axis of the HIFU device is along the x-
axis, and the main breathing motion is along the z-axis. (a) LinProg. (b) WL. (c) OT, 
(d) ContMotion.
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3.9. Minimizing with Ms
The dose volume plot of WL can be further improved by the minimization problem stated in 
equation (9). We divided the breathing cycle into T  =  10 different time steps. In  figure 10(c), 
it can be seen that the dose volume plot of WL can be improved, the maximal temperature 
rise inside the target is much less compared to WL. However, it is still higher than with the 
OT and LinProg approach. The ablated healthy tissue is much less compared to WL, which 
can be seen in table 2. However, the computational effort is larger with this method than 
computing WL. Further, the treatment time is elongated with this method: the duration is 
about 1.7 times longer than with WL. This is due to the higher intensities used in the treat-
ment plan.
Table 2. Efficiency η and the volume of ablated healthy tissue in percentage of the 
target volume.
Method ⩾  +18 °C (%) η
WL 17.9 0.31
OT 25.9 0.4
LinProg 1.6 0.52
ContMotion 0.1 0.63
WL using M s and T  =  10 0.6 0.54
OT using M f and R  =  0 mm 42.4 0.25
OT using M f and R  =  3 mm 21.5 0.44
Note: The target is a sphere with a radius of 15 mm and the focal spot size is σ = 5z  mm, σ = 1r  mm.
Figure 8. Axial slice through the liver at the target center of the WL method for better 
visualization of the temperature rise. The filled circles represent target tissue, unfilled 
circles represent surrounding tissue. The circle color indicates the induced temperature 
rise after the HIFU treatment. The focal spot deviations are σ = 5z  mm and σ = 1r  mm. 
The acoustic axis of the HIFU device is along the x-axis, and the main breathing motion 
is along the z-axis.
25 30 35 40 45 50 55 60
45
50
55
60
65
70
75
80
x-coordinate (acoustic axis) [mm]
y
-c
o
or
d
in
at
e
[m
m
]
0
20
40
60
80
100
120
◦C
N Möri et alPhys. Med. Biol. 61 (2016) 4247
41
4263
Figure 9. The sagittal and axial slices of the treatment plans from minimization 
problem with matrix M f defined in equation (8), with σ = 5z  mm, σ = 1r  mm, (a) sagittal 
slice with R  =  0 mm, (b) axial slice with R  =  0 mm, (c) sagittal slice with R  =  3 mm, 
(d) axial slice with R  =  3 mm, (e) dose volume plots.
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4. Discussion
We conclude that LinProg combines the advantages of WL and OT. It minimizes overtreat-
ment inside the target, while avoiding damage on healthy tissue. However, in practice the 
sonication plan has to be adjusted during treatment. The breathing pattern of the patient can 
change during treatment which results in a different liver motion. To account for this, the 
treatment plans have to be adapted regularly. Additionally, the thermo-acoustic parameters of 
the tissue can not be predicted with a high accuracy (Zhang et al 2009). This requires a fast 
computation of the treatment plan. The treatment plans computed with the compressed sens-
ing approach (OT & WL) can be calculated in linear time, whereas LinProg has a complexity 
of ( )O m3.5 . However, currently no real-time computation is possible. The presented methods 
are calculated before the treatment. It will be subject of future work to improve the algorithms 
towards on-line computation of the treatment plans. As soon as our treatment planning method 
can be computed in real-time, we will be able to consider non-repetitive breathing patterns of 
the patient. The goal is then to use a pre-calculated sonication plan. As soon as we observe 
a change in the motion pattern, the sonication plan will be adapted to the new conditions. 
However, at the moment this is not yet possible and is subject of future work.
Figure 10. The sagittal (a), axial (b) slices and the dose volume plot (c) of WL after 
adjusting the intensities by minimization problem (9).
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The disadvantage of WL is the high temperature rise inside the target which can cause tis-
sue boiling. This problem can be solved by choosing the covermatrix M s and the minimization 
problem as stated in equation (9). However, the complexity of this problem is higher than the 
compressed sensing approach. The disadvantage of OT on the other hand is treatment outside 
the target. By changing the covermatrix M to M f in the compressed sensing formulation, treat-
ment outside the target can be reduced, while preserving linear complexity. The dose volume 
plots on the other hand stay almost the same.
When comparing our method to ContMotion, we observe that the efficiency is decreased. 
However, we can achieve shorter treatment plans with the self-scanning approach using the 
LinProg method.
The idea of self-scanning shows potential to be adapted in other tumor treatment modalities 
such as proton therapy or classical radiation therapy. The difference between the models is the 
dose accumulation. Therefore, in our proposed model the covermatrix M has to be adjusted to 
the particular therapy.
In our simulation, we did not consider diffusion over time and therefore our results are 
an approximation of the reality. But since the motion-compensation approach was simulated 
with the same model, we are able to compare the methods under the same conditions. The 
main thing that will change when including diffusion over time is that after a certain amount 
of time, the already heated tissue will cool down. As a result, these points have to be heated 
again, which increases the treatment time. At the border of the target, this effect helps to avoid 
ablation of healthy tissue. Inside the target on the other side it is probable that the treatment 
time increases. However, when sonicating the points in an optimal order, especially when 
sonicating neighboring points, the increase of treatment time can be reduced. Moreover, since 
in the presented results both the self-scanning as well as the continuous motion-compensating 
approach were simulated without diffusion, we expect a comparable change in the treatment 
time. However, it remains to be shown that the self-scanning approach has a shorter treatment 
time under real conditions.
Another simplification in our model is the assumption that tissue which is heated above 
54 °C undergoes necrosis. A more accurate measure on the thermal impact of tissue is the 
thermal dose equation. According to the thermal dose equation, it might not be enough in 
some cases to heat tissue above a temperature of 54 °C. However, if tissue is heated for enough 
time to 54 °C, by the thermal dose equation, necrosis can be induced. Including the thermal 
dose model in a further study may thus change our estimated treatment time and it remains 
to be shown that the impact on the self-scanning and the continuous motion-compensating 
approach is in the same range.
Moreover, there are other limitations, such as the reduced ultrasound window due to ribs 
and skin heating (Hynynen 2010, Wijlemans et al 2012, Ellis et al 2013). It has to be shown 
in further studies, how these problems can be solved in detail when using the proposed self-
scanning approach. However, the self-scanning approach simplifies beam forming, as com-
pared to the continuous motion compensating approach, we do no longer have to deal with the 
often contradicting goals of compensation of the motion and avoiding near field heating while 
at the same time covering the sonication volume.
5. Conclusion
In this paper, we proposed a novel self-scanning approach for HIFU in liver and showed its 
feasibility by simulation. We indicated an algorithm to calculate a treatment plan for such a 
setup. Our method achieved a shorter treatment time than the motion-compensation approach. 
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However, we simulated our method on a simplified model. It remains to be shown in fur-
ther studies how the self-scanning method performs under a more realistic model. Moreover, 
the energy distribution efficiency is reduced. Despite the decreased efficiency, the expected 
shorter treatment time and the reduced complexity on the beam forming possible with the 
proposed self-scanning method render the idea of self-scanning attractive.
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The method of this chapter’s publication is based on a more realistic setup. The tem-
perature model used is based on an analytical solution of the Pennes bioheat equation
assuming a Gaussian shaped heat source and temperature rise, from which the thermal
dose is calculated. The optimization problem to obtain treatment plans is based on
an optimal control approach, which is solved using an interior-point algorithm. The
treatment plan is found for the whole treatment at once. The treatment time and
overtreatment obtained with the self-scanning approach is compared to the tracking
approach. We show that the treatment time as well as the amount of overtreatment of
both methods are in the same range. The temperature model is verified with ex-vivo
experiments, showing a good agreement to the measured MR-thermometry data.
An appendix concludes this chapter, giving more details about the method by show-
ing some additional theoretical results of the proposed method.
Publication. The following paper was presented as Poster in Quebec, September
2017, at the 20th International Conference on Medical Image Computing and Com-
puter Assisted Intervention (MICCAI) and was published as part of the conference
proceedings.
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Abstract. In noninvasive abdominal tumor treatment, research has
focused on canceling organ motion either by gating, breath holding or
tracking of the target. This paper is based on the novel self-scanning
method which combines the advantages of the gated and the tracking
method. This approach leverages the respiratory organ motion by hold-
ing the focal spot of the high intensity focused ultrasound (HIFU) device
static for a given time, while it passively scans the tumor due to respira-
tory motion. This enables to use a lower-cost HIFU device. We present
a planning method for such a system that is based on optimal control
theory which optimizes the scanning path and the sonication intensities
simultaneously. The method minimizes treatment time and ensures com-
plete tumor ablation according to the thermal dose under free-breathing.
To verify our method, we simulated a tumor in two dimensions. The
achieved treatment time performs on par to the gold-standard tracking
method. Moreover, we measured the temperature profile of the HIFU
device in a tissue-mimicking phantom to verify our temperature model.
Keywords: Self-scanning · Treatment planning · HIFU
1 Introduction
High intensity focused ultrasound (HIFU) is a well-known non-invasive thermal
ablation modality for tumor treatment which is widely accepted for decades
[3,4]. For image guidance during HIFU sonication, magnetic resonance imaging
(MRI) is often used, which not only provides images of the tumor, but is also
used for temperature mapping [5,11]. The challenge arising in HIFU treatment
of abdominal organs, such as kidney and liver, is respiratory motion and organ
drift [13]. So far, research has focused on minimizing organ motion either by
gating, breath holding or tracking of the target. However, the disadvantage of
gating is the prolonged treatment time, and for tracking, the beam of the HIFU
device has to be steered, which causes an intensity decay at the focal spot [2].
c© Springer International Publishing AG 2017
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In this paper, we use a novel method which takes advantage of the perpetual
respiratory motion to passively scan the tumor. In other words, we are placing
the static focal point of the HIFU into the tumor [8]. The motion caused by
breathing shifts the tumor through this focal point. For tracking of the tumor,
a respiratory motion model can be used, for example the one described in [6].
With the motion model we anticipate at which time point tumor tissue is located
under the focal spot and thus modulate the HIFU intensity based on this infor-
mation. Once the tumor has been ablated along the self-scanned trajectory, the
focal spot is relocated to a diﬀerent but static position within the body. With
the proposed method, we combine the advantages of the gated and the track-
ing method: a lower-priced HIFU device can be used and a high duty cycle is
achieved. Moreover, the complexity of the beam forming is reduced by not steer-
ing the focal spot. However, this comes at the cost of an increased complexity
of the planning stage.
We present an optimal control approach to determine optimal sonication
plans for such a system ensuring complete tumor ablation. Optimal control
approaches have been used before to ﬁnd treatment plans using HIFU in static
tissue [1,7,14]. However, in these approaches the target is still and not moving
as in our case. The novelty of our method compared to the self-scanning app-
roach in [8] is that we modeled a realistic temperature elevation and included
the thermal dose, whereas they used a simpliﬁed temperature and dose model.
Our approach optimizes the scanning path and the sonication intensities simul-
taneously. In a ﬁrst step an optimal scanning path is found. In a second step, we
optimize the thermal dose by adjusting the intensities. We simulated a 2D tumor
and showed the feasibility of our method. Moreover, we experimentally evaluated
our temperature model by sonicating a tissue-mimicking phantom with a HIFU
device and measuring the temperature with MR-Thermometry. We found good
correspondence between our model and the measured data.
2 Method
The task of planning a treatment is to ﬁnd appropriate tumor points which are
sonicated by the HIFU device. The focal spot will stay static for a given time
to achieve a precalculated temperature rise. During this phase, diﬀerent tissue
will pass through the focal spot due to respiratory motion. The points and the
corresponding intensities have to be chosen such that the whole target is ablated.
To avoid overtreatment, the energy has to be distributed mainly on the target
and healthy tissue should be treated the least possible. Under these conditions,
the treatment time is minimized, which consists of beam- and changing time.
The beam time is the overall time where the HIFU device is focused on one point.
The HIFU system used for the self-scanning approach is able to electrically steer
the focal spot rapidly in depth along the acoustic axis. For the other directions,
slower mechanical displacement is used, called changing time.
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Temperature Model. The temperature inside the body is described by Pennes
bioheat equation [10], for which a closed-form solution can be derived [14]. To
calculate the temperature induced by a moving heat source, we discretized over
time and write it as sum of static heat sources. For a temperature with moving
heat source, we can write the temperature rise at point p and time t as
T (p, t) =
∑
i
Toﬀ(γ(p), iΔt, Ii), (1)
where Toﬀ is a closed-form solution for a static heat source similar to [14], γ is
the respiratory motion function, Ii denotes the intensity at the time interval i,
and each time interval has a duration of Δt seconds.
Thermal Dose. The most accepted model to determine how tissue is aﬀected
by temperature is described by the thermal dose model [12], which estimates the
cumulative equivalent minutes at a temperature of 43◦C (CEM43).
Optimal Control. Our aim is to ﬁnd an optimal treatment plan u that mini-
mizes the treatment time and overtreatment while ensuring that the whole target
is ablated. A treatment plan u = (up(t), uI(t)) consists of points that are son-
icated up(t) (one per breathing cycle) and sonication intensities uI(t) (m per
breathing cycle) for each time point t ∈ [0, te], were [0, te] is the treatment time
interval. The treatment plan u induces a temperature rise Tu inside the domain,
which is calculated by Eq. (1). As we want to prevent tissue from boiling, we
claim that a given maximal temperature rise can not be exceeded. From the
temperature rise Tu, the thermal dose Du can be derived to obtain how the
tissue is aﬀected [12]. A treatment plan u is admissible, denoted by u ∈ Uad,
if the induced temperature rise Tu does not exceed a given maximal allowed
temperature rise. Further, the target has to be ablated, which means that the
thermal dose Du inside the target has to reach to the lethal thermal dose. If Tu
and Du satisfy the mentioned constraints, we say that Tu and Du are feasible.
Moreover, the sonication points up(t) have to be inside the domain Ω and the
sonication intensities uI(t) can not exceed the maximal intensity Imax.
Uad = {u = (up(t), uI(t)) |up(t) ∈ Ω, uI(t) ∈ [0, Imax], Tu and Du feasible}.
To get the optimal treatment plan, we ﬁnd u∗ which satisﬁes
u∗ = arg min
u∈Uad
G(u) + ‖w(Du − Dopt)‖, (2)
where G is a functional that measures the treatment time, Dopt denotes the
desired optimal thermal dose distribution and w is a weighting function that
gives less weight to the target border. Note that the target can have any shape
and a target zone around the tumor can be deﬁned by adaption of Dopt. As it is
diﬃcult to not treat the healthy tissue at the border of the target, the weighting
6 An Optimal Control Approach
50
Self-Scanning Treatment Planning 535
ensures that this sort of overtreatment is less penalized. We deﬁne the treatment
time measurement function G as
G(u) =
∑
i
ti(1 − δ0(uI(ti)))︸ ︷︷ ︸

+ η
∑
i
ti max(∇uI(ti), 0)︸ ︷︷ ︸
•
,
where δ0(x) is the Dirac delta at 0 and η is a weighting parameter to ensure that
both sums are penalizing equally. The ﬁrst sum () penalizes nonzero intensities,
i.e. times where the HIFU beam is on, where the multiplication with time ti
ensures that the longer the sonication, the more it costs. The second sum (•)
penalizes breaks of the sonication by preventing to turn the beam on again after
it was turned oﬀ. This ensures that the beam is only turned oﬀ at the end of the
treatment.
As the problem described in (2) is nonconvex and ill-posed, a good initial
value for u is important for the success of the optimization process. To get such
an initial value, we ﬁrst solve the following optimal control problem.
ustart = arg min
u∈Uad
G(u) +
∥∥∥w (max
t
Tu − Topt
)∥∥∥ + f(u), s.t. Topt ≤ max
t
Tu,
where the function f is deﬁned as f(u) =
∑
i ‖(Pac(up(ti+1) − up(ti)))‖, and
penalizes the changing time. Here, Pac the orthogonal projection along the
acoustic axis and Topt is the optimal temperature to be reached. With the
constraint we impose that inside the target a minimal temperature has to be
attained during the treatment. Note that if one chooses an appropriate optimal
temperature Topt, one can predict with a high certainty that the target tissue
will be ablated.
Now, we hold the sonication path deﬁned by upstart(t) ﬁxed, introduce the
sonication gaps resulting from changing the position of the HIFU device, and
optimize the intensities according to the optimization framework in Eq. (2) to
get the optimal treatment plan u∗. Note that after introducing the sonication
gaps, u respects the changing time, which means that when two consecutive
sonication points are not lying in the acoustic axis, the beam has to be turned
oﬀ such that the focal spot can be changed by mechanical displacement. Hence,
an optimal scanning path is found in the ﬁrst step and in the second step, the
number of variables can be reduced by solely optimizing the intensities.
3 Materials and Results
To show how well our model ﬁts the actual temperature, HIFU experiments
were performed on a tissue-mimicking phantom. We used an MRI-compatible
256-element phased-array transducer (Imasonic, Besanc¸on, France), which is
operating in the frequency range of 974–1049 kHz with natural focal length
R = 130mm and aperture d = 140mm. A bath of degassed water coupled the
ultrasound transducer to the phantom. Each sonication was imaged in the coro-
nal and sagittal plane through the focal spot with a resolution of 1× 1× 3mm3.
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The imaging was performed on a 3T clinical MRI-scanner (Prisma Fit, Siemens
AG, Healthcare Sector, Erlangen, Germany). A gradient-recalled echo planar
imaging (GRE-EPI) sequence was used to provide PRFS-sensitive images. The
imaging parameters were: FOV = 128 × 128mm2, TR = 21.7ms, TE = 10ms,
ﬂip angle = 8◦, bandwidth = 550Hz, EPI factor = 7, 11 cm loop coil. The ther-
mal maps were calculated using the time-referenced single baseline 2D PRFS
method, corrected for the background phase drift using three unheated ROIs
for each time frame [9]. The sonications were performed at a displacement of
0mm,±5mm and ±10mm in the radial direction during 3 s, 5 s and 10 s.
We ﬁtted the MRI measurements of the temperature with a least square
approach. To test the temperature model given by Eq. (1), we discretized over
time with Δt = 0.4 s and wrote the static heat source as sum of heat sources
to get T . For Fig. 1, we compared each MR-Thermometry measurement to the
prediction of the temperature model T and the closed-form solution to Pennes
equation Toﬀ . The error was determined by calculating the diﬀerence between
the model prediction and the measured temperature. We achieved correlation
coeﬃcients of 0.86 and 0.82 for Toﬀ and T , respectively. The mean errors are
−0.12◦C and −0.48◦C, the variances 0.87◦C and 1.14◦C, for Toﬀ and T respec-
tively. The ﬁtted lines for the correlation plots have a slope of 1.03 and 1.35 for
Toﬀ and T , respectively. When comparing the MR-Thermometry measurements
to our model, we observe that we are slightly underestimating the temperature.
This can be seen by the slope of the ﬁtted line to the correlation plot and as
the mean error is negative. The error variance is bigger when calculated with T
than with Toﬀ . The reason is that Toﬀ is an approximation to Pennes equation.
If Toﬀ was precise, the discretization T would converge to Toﬀ for Δt → 0. How-
ever, by the approximation, this property is not exactly fulﬁlled. In Fig. 2, this
eﬀect is visualized. At the focal spot during the heating time, the temperature T
converges to Toﬀ for Δt → 0, which shows that in this case the model is correct.
However, during the decay time as well as for points not equal to the focal spot,
the discretization model T underestimates the temperature Toﬀ .
Now that we have calibrated our physical HIFU system to our optimization
framework, we apply the proposed self-scanning idea on a realistic scenario. As
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Fig. 1. (a) Correlation and (b) error between Toﬀ and the MR-Thermometry data, (c)
correlation and (d) error between T and the data. For T , we set Δt = 0.4 s. The solid
lines in (a) and (c) are the fitted lines, the dotted are the identity lines.
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Fig. 2. Comparison of Toﬀ and T , where the solid line represents Toﬀ, the dashed
lines represent T , with red Δt = 0.5 s and green 0.001 s, (a) temperature rise at the
focal spot (r, z) = (0mm, 0mm), (b) at position (r, z) = (1mm, 1mm), (c) at position
(r, z) = (3mm, 3mm).
an example, we set the domain Ω = 15mm × 24mm to be a two dimensional
plane, and the target to a circle with radius r = 5mm. The approximate duration
of a breathing cycle is around 4 s and the motion in anterior-posterior during one
breathing cycle is around 12mm [13]. Hence, for simplicity, we set the respiratory
motion to a sine curve with an amplitude of 6mm and a period of 4 s. To deﬁne
the temperature, we used the results of the temperature ﬁt. The focal spot sizes of
our HIFU system are σr = 1mm, σz = 5mm, and the diﬀusivity is 0.0013 cm
2.
For the time discretization we use a step of Δt = 0.4 s, and the number of
intensity values uI(t) per breathing cycle was for the ﬁrst stage m = 1, and for
the second m = 10. Further, the lethal thermal dose was set to 60CEM43. The
minimal temperature rise to reach inside the target during the ﬁrst step is 20◦C,
the maximal allowed temperature rise is 50◦C. The maximal intensity Imax is
normalized such that an intensity of 1W/mm2 during 10 s induces a temperature
rise of 34◦C at the focal spot without motion, and we set Imax = 1W/mm2. We
Fig. 3. Thermal dose, the filled dots are target tissue, the acoustic axis is along x-axis
and the respiratory motion along y-axis, (a) thermal dose of u∗ using the tracking app-
roach, (b) thermal dose of ustart, and (c) u
∗ using the proposed self-scanning approach.
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compared the our method to the classical tracking approach, where the focal
spot is moved to compensate respiratory motion. We set the intensity decay due
to steering to be a Gaussian in radial direction with variance σ = 12mm.
In Fig. 3, the thermal dose indication for each point in Ω is shown for both
stages of the optimization for the self-scanning and the second stage for the
tracking approach. In both cases, the whole target is ablated, i.e. the lethal
thermal dose of 60CEM43 is reached inside the whole target. The treatment
time found for the self-scanning approach is 268 s, where in this time period 2
changes of the HIFU position have to be made. We set the changing time to last
for 4 s, which means that 8 s are used to change the position of the device. The
tracking approach on the other hand needs 272 s to ablate the target.
4 Discussion
In the ﬁrst step of the optimization when solely the temperature is optimized,
both the target and also some surrounding tissue is ablated. The reason is that
the number of intensities uI(t) per breathing cycle in the ﬁrst step is m = 1,
which means that the intensity can not be changed when the focal spot of the
HIFU device is moving outside the target due to respiratory motion. In the
second step, m = 10, and therefore, the intensity can be turned oﬀ when the
focal spot is outside the target and overtreatment is successfully reduced. When
comparing the results of the self-scanning approach to tracking of the target, we
observe that the amount of overtreatment is slightly higher and the treatment
times are almost the same. We showed that our optimization framework provides
good results in two dimensions with a sine-shaped respiratory motion. Note that
the motion can be easily adapted to any kind of motion by adjustment of the
motion function γ. However, our method uses still some simpliﬁcations, like for
example the breathing pattern is not allowed to change during treatment, and
can thus not yet be used in clinics. We are currently working on generalizing our
method to a more realistic scenario.
When looking at the correlation and the error distribution of the temperature
ﬁt, we observe that we are underestimating the temperature rise. However, as
we want to guarantee that our treatment plans ablate the whole target, we are
on the safe side. The drawback is that there might be more overtreatment of
healthy tissue than foreseen and this may cause treatment elongation, as tissue
is assumed to heat less than it actually does. However, HIFU treatment devices
could be made simpler as only beam steering along the acoustical axis is required.
5 Conclusion
We showed that our optimization framework can be used to calculate feasible
treatment plans for a self-scanning HIFU approach in moving tissue. Only few
healthy tissue is treated and the treatment time performs on par to the tracking
approach. However, the reduced complexity on the beam forming as well as the
lower-cost HIFU device renders the idea of self-scanning attractive. In this paper,
6 An Optimal Control Approach
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we showed on artiﬁcial data that our proposed method for calculating optimal
treatment plans for a self-scanning HIFU approach in moving tissue works and
gives feasible solutions. Further, we showed by HIFU measurements that our
temperature model can be ﬁtted to real data. However, it remains to be shown
in future studies that our temperature model ﬁts also for moving tissue.
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6.A Extended Theoretical Results
Due to the limited space, we could unfortunately not go into every detail of our pro-
posed optimization method. Some of the parameter choices are explained in the fol-
lowing appendix. As a short repetition, the optimal control method is stated as
u∗ = arg min
u∈Uad
G(u) + ‖w(Du −Dopt)‖, (6.1)
where the treatment time G(u) is defined to be
G(u) =
∑
i
ti(1− δ0(uI(ti))) + η
∑
i
ti max(∇uI(ti), 0). (6.2)
In this section, we will have a closer look at the choice of the weighting parameter
w, the influence of the treatment horizon will be discussed, and the treatment time
function G will be analyzed. The results shown in this appendix are obtained by
minimizing the same problem as described in the publication and we consider solely
the self-scanning approach without comparing to the tracking approach.
Weighting Parameter w. There are different possibilities on how to choose the
weighting parameter w. Here, we present three different weights and their influ-
ence on the corresponding optimal treatment plan. The three weights are shown
in Fig. 6.1(a)–(c). The first weight of Fig. 6.1(a) corresponds to the one used in this
chapter’s publication. The second weight of Fig. 6.1(b) is constant, corresponding to
the case where no weight is used. Finally, the third weight of Fig. 6.1(c) uses a smooth
transition region at the boundary of the tumor. For each of the weights, the opti-
mization problem is solved and a feasible solution is found. The thermal dose profiles
induced by the found optimal treatment plan are shown in Fig. 6.1(d)–(f). We observe
that the treatment of healthy tissue is equally distributed using the first weight (see
Fig. 6.1(d)), while the other two solutions induce more overtreatment at the bottom
of the target (Fig. 6.1(e)–6.1(f)). The found treatment times and overtreatment val-
ues are shown in Table 6.1, where the publication result is marked with a star (∗).
The amount of overtreatment is measured with the Dice coefficient d between all the
ablated tissue points and the target size. If there is no overtreatment, the ablated
tissue points and the target coincide, resulting in a Dice coefficient of 1. To have an
increasing measure for increasing overtreatment, we calculated 1−d. We observe that
not only the treatment time, but also the amount of overtreatment is the lowest with
the first weight.
Table 6.1: Treatment time and overtreatment corresponding to the different weights.
Weight Treatment Time [no. of breathing cycles] Overtreatment [1−Dice]
1∗ 67 0.097
2∗ 71 0.132
3∗ 77 0.321
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Figure 6.1: The influence of different weighting parameters w on the resulting thermal
dose profiles. Filled circles correspond to target points, whereas non-filled
points are healthy tissue. Results (a) and (d) are publication results. (a) –
(c): three different weighting parameter choices, (d) – (f): induced thermal
dose profiles by the optimal treatment plan according to the weight shown
above.
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Figure 6.2: The influence of the choice of n on the treatment time (a) and the amount
of overtreatment (b). The red x marks the publication result. Note that
the resulting treatment time can be larger than n due to the changing
times. The changing times are described in more detail in this chapter’s
paper.
Treatment Horizon. As described in this chapter’s publication, there is one treat-
ment point up(t) and m intensity values uI(t) per breathing cycle. However, it is not
mentioned that the number of breathing cycles n has to be chosen manually. In fact,
up ∈ Rd×n and uI ∈ Rm×n, where d is the dimension of the treatment points. In other
words, a maximal treatment duration n has to be chosen before optimization. The
choice of n has an influence on the treatment time and amount of overtreatment, as
shown in Fig. 6.2. The treatment time increases with n, while the amount of overtreat-
ment is decreasing. This indicates a trade-off between a short treatment time and a low
amount of overtreatment. When minimizing the amount of overtreatment, we observe
that n = 80 would yield the best result, while n = 70 gives the second best result.
However, the treatment time is shorter using n = 70 compared to n = 80. Overall,
n = 70 is a good compromise between a short treatment time and low overtreatment
and was chosen for the publication. Nevertheless, other preferences, for example re-
quiring a short treatment time despite higher amount of overtreatment, could lead to
other choices of n.
Treatment Time. A straightforward method to measure the treatment time is to
define it to be the number of breathing cycles during which the HIFU beam is on until
the whole tumor is ablated. A way to do so is to penalize the sonication intensities
which are greater than zero, resulting in the term
G1(u) =
∑
i
1− δ0(uI(ti)), (6.3)
where δ0 is the indicator function of 0. When comparing this equation to the first part
of Eq. (6.2), we observe that the weighting by ti is missing. We added the weighting
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Figure 6.3: (a): The treatment time of the weighted and non-weighted G1, (b): opti-
mizing with G1 compared to the sum G1 +G2.
terms to have a nonlinear increase in the treatment time, which should result in shorter
treatment times of the found sonication plan. The difference of the weighting is shown
in Fig. 6.3(a). We can see that the term G1 results in a linear increase of the treatment
time, whereas the weighted G1 gives a nonlinear increase.
One problem of the formulation given in Eq. (6.3) is that δ0 is not continuous and
is flat (i.e. has no gradient) for uI > 0. A solution to this problem is to approximate
δ0 by the smooth function fp
fp := 1− exp
(−px2) ,
which converges to the indicator function for p → ∞. During optimization, it is
preferable to choose values of p that do not have vanishing gradients to avoid saturation
during optimization.
Another problem of the formulation given in Eq. (6.3) is that the HIFU beam can be
turned off before the end of the treatment without being penalized during the beam-off
duration. This case should be avoided, as the following example shows. Assume that
we have the following intensity values: 1, 0, 1, where each intensity value corresponds
to a breathing cycle. Then, the treatment duration is equal to 3, but G1 would yield a
treatment duration of only 2 as there are two non-zero intensity values. To avoid such
cases, the zero intensities during the treatment, called zero gaps, should be penalized.
To do so, we introduce the term
G2(u) =
∑
i
max
(∇uI(ti), 0) . (6.4)
As with G1, the term G2 is weighted by ti.
Note that in the case of multiple successive zero gaps, like for example if the intensity
is 1, 0, . . . , 0, 1, the term Eq. (6.4) does only penalize one of the zero entries instead
of all. Despite this fact, the term G2 seems to suffice to avoid zero gaps, as shown in
Fig. 6.3(b). A possible explanation is that the zero gaps are removed successively until
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none remains. For Fig. 6.3(b), optimal treatment plans using the weighted treatment
time function G1 and the weighted G1 + G2 were calculated. The intensity values of
these solutions are shown over the whole treatment time for both cases. Using G1, zero
gaps are observed, in fact the treatment itself first starts at the 8-th breathing cycle.
Moreover, towards the end of the treatment, the occurence of zero gaps increases.
The amount of overtreatment is 0.301. However, when introducing the G2 term, the
appearance of zero gaps is avoided, resulting in a shorter treatment time and less
overtreatment with 0.097.
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Self-Scanning
The publication of this chapter is based on the feedback algorithm and ex-vivo exper-
iments on moving turkey muscle. The feedback algorithm calculates a treatment plan
for the next time interval of duration ∆t instead of calculating the whole treatment at
once. As a result, the algorithm is able to adapt the planning to respiratory motion
changes that occur during treatment. Moreover, the analytical temperature model
used in Chapter 6 is extended such that it can model tissue inhomogeneities. The idea
of the feedback algorithm is that not only the respiratory motion model is updated
after each time interval, but also the temperature model is adapted to tissue inho-
mogeneities by incorporating the MR-thermometry measurements. In addition to the
theoretical investigations of the proposed algorithm, ex-vivo experiments present the
feasibility of the self-scanning approach. Turkey muscle is subjected to a respiratory-
like motion pattern. We show that a uniform temperature rise can be induced in the
presence of motion and tissue inhomogeneities.
Publication. The following publication was submitted to the journal International
Journal of Hyperthermia.
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ABSTRACT
In noninvasive abdominal tumor treatment, research has focused on canceling organ
motion either by gating or tracking the target. This paper’s method is based on
an alternative approach called self-scanning, which combines the advantages of the
former methods: a static focus HIFU device and a high duty cycle. The self-scanning
strategy leverages the organ motion by holding the focal spot of the HIFU device
static for a given time, while it passively scans the target due to respiratory motion.
We present a feedback planning algorithm for the self-scanning method, which
adapts the treatment plan continuously to nonperiodic respiratory motion. The used
temperature model is constructed such that it can be online updated to tissue in-
homogeneities by extracting them from temperature measurements.
We tested the proposed algorithm by simulation and compared it to the tracking
method. We show that our method ensures complete target ablation under free-
breathing while sparing healthy tissue in an inhomogeneous medium. The feedback
planning method performs on par to the tracking approach regarding overtreatment,
while the treatment time is slightly longer.
For a feasibility study, we performed MR-guided HIFU ex-vivo experiments on
moving turkey muscle. The samples were continuously sonicated during a robot-
driven movement inside the MR bore, where the sonication power was adapted to
the motion to achieve a uniform temperature rise inside the samples. In addition, we
physically verified our temperature model against PRFS multi-baseline thermometry
and show that it can be adapted to tissue inhomogeneities and is able to accurately
predict the thermal dose.
KEYWORDS
Self-Scanning, Treatment Planning, High Intensity Focused Ultrasound
1. Introduction
High intensity focused ultrasound (HIFU) is a well-known non-invasive thermal ab-
lation modality for tumor treatment which is widely accepted for decades [1,2]. For
image guidance during HIFU sonication, magnetic resonance imaging (MR) is often
used [3–6]. In addition to the position and the motion of the tumor, MR provides
temperature mapping as well [3]. With MR thermometry, the focal spot position and
the heating procedure can be monitored. Further, the thermal dose is calculated to
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determine the tissue damage [3,7]. MR-guided HIFU has been successfully applied for
tumor ablation in immobile organs, such as uterus, prostate, breast and brain [3,8].
However, HIFU treatment of abdominal organs, such as kidney and liver, remains
challenging due to respiratory motion and organ drift [9].
So far, research has focused on minimizing organ motion either by gating, breath
holding or tracking of the target [10–13]. In the gating approach, an almost stationary
part of the breathing cycle is exploited. Within a temporal window of 1-2 seconds,
where the liver remains approximately still, the acoustic energy is periodically de-
posited [14]. The disadvantage of this method is the prolonged treatment time. More-
over, it neglects the motion during the gating-window. The tracking approach on the
other hand is based on the idea of continuously readjusting the focal point position
to the current tumor position in order to prevent both undesired tissue damage and
energy spread [15–18]. The advantage of this method compared to the gated approach
is the near 100% duty cycle, which results in a shorter treatment time [19]. However,
in order to steer the focal spot of the HIFU device, a phased-array-transducer with
hundreds of elements is required, each of which having its own amplifier. This com-
plicates the electrical design of the device and is expensive. Moreover, the steering of
the focal spot generates secondary lobes and the lateral steering causes an intensity
decay at the focal spot [20].
A further challenge of the tracking approach is the prediction of the liver motion to
actively steer the HIFU beam. There are two approaches to deal with that: indirect
or direct motion tracking [10]. Indirect motion tracking takes advantage of the peri-
odicity of the breathing motion. During a training phase, a motion model is created
and later employed in a lookup table [18]. The advantage of this approach is the low
latency. However, this method can not handle organ drift. In [16], they used a statis-
tical exhalation drift model to compensate for organ drift. The idea of direct motion
tracking is to detect the tumor in real-time and adjust the focal spot accordingly.
Due to processing latency, the tumor position has to be anticipated to provide direct
motion tracking [15,17]. In [13], they combined a population-based statistical motion
model and information from 2D ultrasound sequences in order to predict the respira-
tory liver motion. In, [21], they used a non-linear Gaussian process regression method
to predict organ motion based on a model-topology independent external respiratory
signal.
As solid tumors are much larger than the focal spot of the HIFU device, ablating the
whole tumor requires several treatment spots. The development of a sonication plan
that reduces the treatment time and generates a uniform lesion has been addressed
before in immobile tissue [22–25]. The basic idea in these approaches is to sonicate
points in a regular grid. Different sequences of consecutive points are suggested, such
as spiral pattern or raster scanning. To account for diffusion, the intensity and duration
of focusing different points need to be adjusted. Using optimal control, not only the
intensity and duration, but also the trajectory of the focal spot is optimized [26–28].
The main idea is to find optimal focal points with corresponding beam times such that
a desired optimal thermal dose profile is achieved, while minimizing the treatment of
healthy tissue and the treatment time.
For modeling the temperature induced inside the tumor, the thermal and acoustic
properties of the tissue have to be known. The rate-of-heating method measures the
ultrasonic absorption coefficient by observation of the temperature rise at the begin-
ning of the heating period, which is assumed to be linear [29]. However, the method
is limited to the short time at the beginning of heating before significant conduc-
tion takes place. The pulse-decay method accounts for heat conduction and beam
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geometry [30]. In [31], they define the thermal load equation, which allows to fit the
perfusion rate and energy absorption coefficient from temperature measurements. The
diffusion coefficient is fitted by analysis of the spatial spread over time. However, the
thermal load formula can not be applied for tissue inhomogeneities, as it assumes a
constant absorption coefficient over space. In [32], they provide an analytical temper-
ature model to determine the specific absorption rate (SAR), which can also be used
for fitting the thermal properties of tissue. Although they evaluated their model in
uniform tissue, it could also be applied for tissue inhomogeneities.
In this paper, we use the self-scanning method first introduced in [33], which takes
advantage of the perpetual respiratory motion to passively scan the tumor. In other
words, we are placing the static focal point of the HIFU into the tumor [33,34]. The
motion caused by breathing shifts the tumor through this focal point. We anticipate
at which time point tumor tissue is located under the focal spot and thus modulate
the HIFU intensity based on this information. Once the tumor has been ablated along
the self-scanned trajectory, the focal spot is relocated to a different but static position
within the body. With this method, we combine the advantages of the gating and the
tracking method: a HIFU device with a fixed focus and a high duty cycle. Moreover,
since with the self-scanning approach no lateral steering of the focal spot is required,
fewer secondary lobes are generated and position-dependent decay of the focal spot
intensity during lateral steering is significantly reduced. Another benefit of the self-
scanning approach is that the beam-forming problem through the ribs is simplified,
as steering is not needed. However, this comes at the cost of an increased complexity
at the planning stage.
In the following, we present a feedback algorithm for the self-scanning approach
that is capable to continuously incorporate changing respiratory motion patterns and
tissue inhomogeneities. The proposed algorithm relies on a model that predicts the
respiratory organ motion. Moreover, using MR-thermometry measurements, the tis-
sue inhomogeneities are extracted and integrated into the temperature model. Taking
advantage of the online updated motion pattern and tissue properties, the algorithm
updates the treatment plan progressively by optimizing an optimal control problem
similar to the method introduced in [34]. The novelty of the proposed method com-
pared to previous work in [33,34] is that it is based on a temperature model which
includes tissue inhomogeneities, whereas they assumed homogeneous tissue. The tem-
perature model is designed such that it can adapt itself online to the measured tem-
perature data and is more and more fitted to a specific inhomogeneous tissue and is
able to accurately predict the thermal dose. Moreover, the feedback algorithm can han-
dle dynamic and nonperiodic respiratory motion. Overall, the proposed algorithm is a
step in the direction of online self-scanning treatment planning. We showed by simula-
tion that the feedback algorithm provides feasible treatment plans for the self-scanning
approach, which can handle nonperiodic respiratory motion pattern as well as tissue
inhomogeneities. We compared the treatment time and the amount of overtreatment
to the tracking approach. The self-scanning approach induces only few overtreatment.
The overtreatment performs on par to the one observed with the tracking approach,
while the treatment time is slightly longer.
Furthermore, to show the feasibility of the self-scanning approach, we performed
ex-vivo experiments on turkey muscle samples. The samples were moved by an MR-
compatible robot arm to mimic respiratory motion, while the HIFU device contin-
uously sonicated with a precalculated intensity. We showed that using modulated
intensity values, a nearly uniform temperature rise could be induced inside the sam-
ples. Moreover, we showed that our temperature model is able to handle respiratory
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motion and can accurately predict the thermal dose map in the presence of tissue
inhomogeneities.
2. Methods
The task of planning a treatment is to find an optimal treatment plan u which ensures
that the whole target is ablated while sparing healthy tissue. Moreover, the goal in this
work is to adapt the treatment plan during sonication for incorporating nonperiodic
respiratory motion and adapt to tissue inhomogeneities. In the self-scanning approach,
the focal spot is static during a time interval of duration ∆t, called planning interval.
During this phase, different tissue will pass through the focal spot due to respiratory
motion. The HIFU system used for the self-scanning approach is able to electrically
steer the focal spot rapidly in depth along the acoustic axis. For the other directions,
slower mechanical displacement is applied. In the proposed algorithm, we will start the
treatment with an initial sonication point and replan after each ∆t newly to adapt to
the possibly changed respiratory motion. If the calculated sonication point requires a
mechanical change of the HIFU device, the treatment is interrupted for repositioning
of the device, called changing time. Moreover, using MR-thermometry measurements,
the temperature model is continuously adapted to tissue inhomogeneities. To the best
of our knowledge, the concept of updating the model itself during optimization is
a new concept in HIFU treatment planning. The advantage of this method is that
tissue inhomogeneities, which are patient specific and unknown before treatment and
become first visible during the temperature measurements [22], can be included into
the modeling and planning. Moreover, as the tissue parameters change during heating
[35], this parameter development can be incorporated into the model.
In the following, we will explain the proposed algorithm in more detail. First, we
describe the temperature model and how it can be adapted to tissue inhomogeneities.
Then, the optimization problem to derive the optimal treatment plan is described.
2.1. Temperature Model
Pennes Bioheat Equation. The temperature inside the body can be described by
Pennes bioheat equation [36]:
∂T (p, t)
∂t
= D∇2T (p, t)− bT (p, t) +KQ(p, t), (1)
where T (p, t) and Q(p, t) are the temperature rise and the heat source at a given point
p and time t, respectively. Moreover, D = κρc , where κ is the thermal conductivity,
ρ the density, and c is the specific heat of tissue. Furthermore, b = wcbρc , with w the
perfusion and cb the specific heat of blood, and K =
1
ρc . The first term represents the
rate of change in heat content, the second conduction, the third is the perfusion heat
transfer, and the fourth is the heat source.
Static Heat Source. Following [28], we assume that the temperature rise as well as
the heat source of a static HIFU beam are Gaussian. This means that no conduction
occurs during the heating period, which is reasonable for short heating periods. In this
case, a closed form solution can be found to Pennes bioheat equation [28]. If point
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q = (qr, qz) in cylindrical coordinates is sonicated during a time period of ∆τ with
sonication intensity I, the induced temperature at point p = (pr, pz) and time t ≥ ∆τ
is
Ts(p, t; q,∆τ, I) =
Tpeakθ
2
r(∆τ)θz(∆τ)e
−bt
θ2r(t)θz(t)
exp
(
−(pr − qr)
2
2θ2r(t)
− (pz − qz)
2
2θ2z(t)
)
, (2)
where the functions θr and θz are defined as
θi(t) =
√
2Dt+ σi, i ∈ {r, z}.
Here, σr, σz are the focal spot sizes of the HIFU device in radial r and axial z direc-
tion, respectively. Further, Tpeak denotes the maximal induced temperature which is
attained at the focal spot q after a sonication duration of ∆τ and is given by
Tpeak = 2αIKσ
2
rσz
∆τ∫
0
exp(−bτ)
(σ2r + 4Dτ)
√
σ2z + 4Dτ
dτ, (3)
where α is the intensity absorption coefficient of tissue. The derivation of the closed-
form solution to the bioheat equation (1) is derived following [28] and is explained in
more detail in the appendix.
Moving Heat Source. In our case the HIFU beam is not static but moving due to
respiratory motion. To model the moving heat source Qm, we discretize in time and
approximate it as a sum of static heat sources Qqis .
Q∆τm (t) = Q
qi
s (t), t ∈
[
(i− 1)∆τ, i∆τ), i ≥ 1, (4)
where Qqis denotes a static heat source of constant ultrasonic intensity placed at point
qi and of sonication duration ∆τ . Hence, we assume that during the i-th time interval
of duration ∆τ , the heat source is static. When taking ∆τ → 0, the heat source Q∆τm
defined in (4) converges to the continuously moving heat source Qm as schematically
shown in Fig. 1. Considering the above discretization and as Pennes bioheat equation
is linear in T , the temperature rise induced by Q∆τm can be written as
T (p, t) =
∑
i
Ts(p, t; qi,∆τ, Ii), (5)
where Ts(p, t; qi,∆τ, Ii) denotes the solution to Pennes bioheat equation for the static
heat source Qqis with ultrasonic intensity Ii given by Eq. (2) and (3).
2.2. Tissue Inhomogeneities
The temperature model described by Eq. (2) and (3) assumes that the tissue has
homogeneous properties, i.e. it assumes that the parametersD, b, α andK are constant
over the tissue domain and over the whole treatment time. But in reality, this is usually
not the case. Not only that tissue properties vary spatially, but they also alter during
heating as tissue changes its properties while undergoing necrosis [35]. In this section,
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Figure 1. Discretization of the moving heat source Qm. Left: Discretization of the heat source over time, the
ordinate denotes the tissue space and the abscissa the time. The continuous heat source Qm is shown in black
solid line, the dashed red and dotted blue curves represent the discretization for ∆τ1 (Q
∆τ1
m ) and ∆τ2 (Q
∆τ2
m ),
respectively. Right: Discretization of heat source shown in space. The black line represents a simplified respiratory
trajectory in R2, the red and blue dots represent the discretized sonication points qi. As before, blue represents a
finer (i.e. smaller ∆τ) discretization than red.
we show how the temperature model can be adapted to tissue inhomogeneities by
considering non-constant tissue properties.
In the temperature model described by Eq. (2) and (3), there are three parameters
that might change over space and time: the diffusion parameter D, the perfusion b
and the parameter a := αK. In our ex-vivo experiments, there is no perfusion and
hence we set b = 0. Moreover, as the diffusion coefficient D measures the rate of heat
transfer, which is rather a global than a local process, we assume that D does not
vary over space and time. Thus, the temperature can be written as a function of ap,
where the subscript p denotes the space dependency of parameter a.
T (ap) = apf(p, t), (6)
where the closed form of function f can be derived from Eq. (2). Given temperature
measurements at point p in the image domain at measurement times {ti}i, the param-
eter ap is fitted for each point, to which we refer as point correction in the further of
this paper. Note that this is a linear regression problem. On the contrary, when fitting
the parameter a = αK for the whole tissue domain, we refer to overall correction in
the following.
2.3. Thermal Dose
The most accepted model to determine how tissue is affected by temperature is de-
scribed by the thermal dose model [37].
C(p, t) =
t∫
0
R43−T (p,τ)dτ, (7)
where the constant R depends on the temperature T as follows
R =

0, T < 39◦C,
1
4 , 39
◦C ≤ T ≤ 43◦C,
1
2 , 43
◦C ≤ T.
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The thermal dose equation estimates the cumulative equivalent minutes at a temper-
ature of 43◦C (CEM43). Studies showed that the threshold thermal dosage for tissue
to undergo necrosis is between 50 and 240 CEM43, depending on the tissue type [38].
2.4. Optimal Control Problem
The idea of the feedback algorithm is to update the treatment plan for every time
interval of duration ∆t, which we call planning interval in the following. A treatment
plan u consists of a sonication point and m corresponding intensities. During each
planning interval, the HIFU device will focus the current sonication point while the
tissue underneath the focal spot moves through by respiratory motion. The intensity
values will change every ∆tm seconds to adapt to the motion pattern, which allows a
more accurate temperature control. The aim of the optimization problem is to find
an optimal treatment plan u for each planning interval that maximizes the ablated
target tissue volume while minimizing treatment of healthy tissue. The treatment
plan u induces a temperature rise Tu inside the tissue, which is calculated by the
temperature model given by Eq. (5). As we want to prevent tissue from boiling, we
request that a given maximal temperature rise Tm can not be exceeded. From the
temperature rise Tu, the thermal dose Cu can be derived to obtain how the tissue is
affected by Eq. (7). To find such a treatment plan u, we solve the following multi-
objective optimization problem:
u∗ = arg min
u
w1
n1
‖Cu − Copt‖2
+
w2
n2
∑
p∈Ω
(P+[Copt(p)− Cu(p)])2
+
w3
n3
∑
p∈Γ
P+[Topt − Tmaxu (p)],
subject to Tmaxu ≤ Tm,
(8)
where ‖·‖ is the `2-norm, P+[x] := max(x, 0) is the projection onto the positive axis
(i.e. R+ = {x ∈ R : x ≥ 0}) and the maximal temperature attained during treatment
at a point p is denoted by Tmaxu (p) := maxt T (p, t). The current induced thermal
dose profile is denoted by Cu, the desired dose profile is Copt, and Topt is the desired
minimal temperature rise. Moreover, Ω denotes the tissue domain, and Γ ⊂ Ω is the
target to be ablated. The parameters w1, w2, and w3 are the weights of the different
objectives, their selection is discussed in Section 4.1. The weights n1, n2, and n3 are
the normalization factors and are chosen to be the evaluation of the corresponding
objective at the initial value u0, as an example n1 = ‖Cu0 − Copt‖2.
The optimization problem defined in Eq. (8) is defined as a sum of three objectives.
The first objective corresponds to the difference of the current induced thermal dose
profile Cu to the desired profile Copt. The desired profile is defined to be the lethal
thermal dosage inside the target, while at healthy tissue it is defined to be 0. The
second objective penalizes each target point that is not yet ablated. In this way, the
objective gets smaller the more target points are ablated and thus the optimizer is
guided towards a solution that ablates the whole target. Further, the third objective
ensures that the temperature inside the target is close to or higher than the desired
minimal temperature rise Topt. When choosing Topt properly, the induced thermal dose
will be close to the lethal thermal dose. The choice of Topt is explained in Section 3.1.
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Figure 2. Flow chart of the proposed feedback algorithm.
2.5. Feedback Algorithm
Now that we defined the optimization problem to calculate a treatment plan during
a planning interval, we can explain in more detail how the proposed feedback algo-
rithm works. In the following, a theoretical description of the feedback algorithm is
presented. First, a motion pattern is predicted for the next planning interval of du-
ration ∆t. In principle, any motion model can be used to predict the motion. In this
work, we focus on how to plan a treatment, where we assume that a motion model is
given. Then, the initial treatment plan u∗ is calculated by optimizing Eq. (8). During
the first planning interval, u∗ is executed, while simultaneously the induced temper-
ature rise is measured with MR-thermometry. In the next step, we take advantage
of the new gained information to update the temperature model and integrate tissue
inhomogeneities by performing a point correction as described by Eq. (6). Note that
the temporal resolution of the motion prediction and the intensity change is not the
same if m > 1. In these cases, the algorithm is able to compensate possible different
velocities occurring in the motion prediction by adapting the intensity values.
The thermal dose map Cu is updated by applying Eq. (7) to the temperature mea-
surements. Additionally, we predict the accumulated thermal dose for the future. The
thermal dose accumulates over time until the temperature rise is below +2◦C, where
the dose accumulation stops. Hence, the long term effect of the treatment has to be in-
cluded in the planning phase to avoid overtreatment and treatment elongation, which
is done by considering the thermal dose not only retrospectively, but also prospec-
tively. Thus, the thermal dose Cu in the optimization framework Eq. (8) also includes
the future thermal dose accumulation.
Last, the motion pattern is predicted for the next planning interval. If the target
is not yet ablated, i.e. the minimal thermal dose inside the target is below the lethal
dosage, a new treatment plan is calculated for the next planning interval. Again, the
problem given in Eq. (8) is solved. The induced thermal dose Cu and the maximal
induced temperature rise Tmaxu are calculated over the whole treatment time (and in
case of Cu also prospectively). If the recalculated sonication point does not lie on the
acoustic axis of the current HIFU position, the HIFU device has to be changed me-
chanically. During this time, the sonication is interrupted. As the respiratory motion
might change again, the sonication intensities are recalculated and adapted to the
changed motion. After the mechanical change is executed, the sonication is continued.
The procedure is iterated until the whole target has been ablated. A flow chart of the
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feedback algorithm can be seen in Fig. 2. Note that the target and the optimal thermal
dose profile Copt can be adapted to a safety margin around the tumor.
The proposed optimization problem defined in Eq. (8) is similar to the one pro-
posed in our previous work [34], where we used an optimal control approach to find a
treatment plan for a self-scanning approach. The whole treatment plan was optimized
at once and was found in two steps: first, the temperature rise, and in the second
step the thermal dose was optimized. The main difference from our previous method
to the proposed feedback algorithm in this paper is that the treatment time is not
optimized in the feedback algorithm. Here, the treatment time is automatically found
during optimization, as we iteratively find new sonication points until the whole tumor
is ablated. This means that we do not know a priori how long the treatment time will
be. Basically, the treatment plan is updated as long as the target is not yet ablated,
and the treatment stops as soon the whole target is ablated. Moreover, the number of
parameters in the proposed feedback algorithm is dramatically reduced, which makes
the optimization problem given in Eq. (8) easier to solve and we do not need two steps
to find an optimal solution. Hence, the thermal dose can be optimized directly. We
include the third objective in Eq. (8) to support the optimization algorithm to find
an optimal solution. The proposed optimization problem can be viewed as a fusion of
the two optimization problems proposed in our previous work [34].
3. Materials
3.1. Simulations
We applied the proposed feedback algorithm on a scenario with a circular ablation
region and compared our dose maps to the classical tracking approach. We investigated
the influence of motion prediction uncertainties as well as the influence of inaccurately
fitted inhomogeneity parameters. Furthermore, the effect of different perfusion and
absorption coefficients on the treatment time and the amount of overtreatment were
analyzed. We simulated three different settings, which are described in the following.
We compared our feedback algorithm to the same problem as in our previous work
in [34], which we call comparing simulation. We used a sine-shaped motion with an
amplitude of 6 mm and a period of 4 s during the whole treatment and no tissue
inhomogeneities. The tissue domain was Ω1 = 15 mm × 24 mm, and the target was
set to be a circle with radius r = 5 mm. The heat source discretization is ∆τ = 0.4 s,
the planning interval is 4 s and the number of intensity values per planning interval
is m = 10.
For a bigger 2D problem, we defined the tissue domain to be Ω2 = 30 mm×50 mm,
with a circular target of radius r = 10 mm. Furthermore, we tested the algorithm
on a 3D problem with a tissue domain of Ω3 = 20 mm × 30 mm × 10 mm, the target
was defined to be sphere with a radius of r = 7 mm. For both problems we used a
heat source discretization of ∆τ = 0.1 s to model the moving heat source Q∆τm , and
the number of intensity values per planning interval was m = 20, where the planning
interval was 4 s. Note that the heat source discretization ∆τ is not directly related
to the planning interval. For these two problems, we considered nonperiodic motion
with different noise levels, which is described below.
For all simulation experiments, we set the optimal temperature rise inside the target
Topt = +18
◦C, while outside the target it was set to zero. Note that if a minimal
temperature rise of +18◦C is achieved at a tissue point, it is very likely that it will be
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Table 1. Parameters for the sampling of the respiratory motion pattern, which is given as
x sin(2pit/y)+zt per planning interval. The values σ and µ denote the standard deviation
and the mean of the Gaussian distribution, respectively, cov is the covariance over time,
and noise represents the standard deviation of a Gaussian with µ = 0 used for noise
sampling.
x [ mm] y [ s] z [ mm/ s]
Noise level σ µ cov noise σ µ cov noise σ µ cov noise
η0 6 4 2 0 4 3 2.9 0 0 1 0.9 0
η1 6 4 2 2 4 3 2.9 0.05 0 1 0.9 0.2
η2 6 4 2 5 4 3 2.9 0.05 0 1 0.9 0.5
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Figure 3. Examples for motion (left) and tissue inhomogeneities (right) samples for noise level η2 used in the
noise simulations.
ablated [39]. Moreover, the maximal allowed temperature rise to be Tm = +50
◦C, the
lethal thermal dose was set to 120 CEM43 (which is the lethal dose for muscle [40]),
and the thermal dose was calculated for 2 planning intervals into the future. The
sonication point starting value of the optimization problem was set to be the median
point of not yet treated target points, and the intensities are set to be the maximal
allowed intensity, which is normalized such that an intensity of 1 W / mm2 during
10 s induces a temperature rise of 34◦C.
For the irregular motion pattern, we assumed that during each breathing cycle the
motion is of the form x sin (2pit/y) + zt, where x corresponds to the motion depth, y
is the breathing cycle duration, z corresponds to organ drift, and t denotes the time.
The parameters x, y and z are each sampled from the Gaussian normal distribution.
Moreover, to simulate that the predicted may differ from the observed motion pattern,
Gaussian noise is added to the parameters x, y and z to simulate the inaccuracy of
the motion model. In Table 1, the parameters for sampling the values are shown and
Fig. 3 shows an example of a motion sample.
The tissue inhomogeneity parameter ap is sampled from the Rayleigh distribution
and then shifted by a constant offset. To have continuous inhomogeneity maps, the
resulting parameters are smoothed by a Gaussian. To simulate errors in fitting the
inhomogeneities parameters, we added some noise on the inhomogeneities map and
assumed that after a given number of temperature measurements, the error will con-
verge to zero. The number of measurements needed until convergence was sampled
for each point from the Rayleigh distribution and shifted by a constant offset. The
noise on the inhomogeneities map was sampled from the Gaussian distribution, and
both the convergence and noise maps are smoothed with a Gaussian. The observed
tissue inhomogeneity ap at a given point p will then linearly converge from the noisy
to the exact inhomogeneity value, and will coincide to the exact value after the num-
ber of measurements indicated in the convergence map. The parameters for sampling
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Table 2. Parameters for the sampling of the tissue inhomogeneity coefficient ap.
The value σR denotes the Rayleigh distribution parameter, which is shifted by the
parameter shift. The values µG and σG define the mean and variance of a Gaussian,
respectively. For noise level η0, we chose a constant value of ap = 3 over the whole
domain, which is denoted by σR = - and shift = 3.
Tissue inhomogeneity Error Convergence Gauss filter
Noise level σR shift µG σG σR shift σG [mm]
η0 - 3 0 0 20 10 2
η1 2 0.56 0.2 0.5 20 10 2
η2 2 0.56 0.4 0.5 20 10 2
the values are shown in Table 2, and an example of a tissue inhomogeneity sample is
shown in Fig. 3.
For the noise simulations, each of the three different problems Ω1,Ω2, and Ω3 was
optimized with the three different noise levels of the motion and inhomogeneities pat-
tern η0, η2, and η3. The noise level η0 means a homogeneous tissue without noise on ap
and nonperiodic motion pattern without noise. For the noise levels η1 and η2, nonho-
mogeneous tissues are considered, and noise is added to the motion and inhomogeneity
values. To consider the randomness of the sampled motion and inhomogeneity maps,
each of the random patterns was sampled three times. This means that for a given
domain Ωi, and given noise level ηj , three simulation were calculated, each with differ-
ent samples of inhomogeneity and motion patterns from the same distribution. Each
of these simulations was performed for the self-scanning and the tracking approach.
For the comparing simulations to previous work in [34], we used a different param-
eter ap than in the noise simulation. The reason is that in the noise simulations we
used the parameters which were in the range of the values that we observed int the
ex-vivo experiments, whereas in [34] the parameters of a tissue mimicking gel were
used. We noticed that the values examined in the ex-vivo experiments were about
three times higher compared to the ones measured with the tissue mimicking gel. To
simplify, we express the value ap relative to the comparing simulation, meaning that
in these we used a relative ap = 1, where as in the other simulations we used a relative
ap = 3.
To investigate the influence of varying ap values on the treatment time and
overtreatment, we performed simulations on a homogeneous tissue with ap ranging
from 1 to 4 for a nonperiodic motion pattern without noise, i.e. we assumed the mo-
tion to be known (noise level η0). We performed this simulation for both the tracking
and the self-scanning approach and call it absorption simulation.
In addition, we investigated the effect of different perfusion parameters on the
amount of overtreatment and treatment time. We performed simulations on a homo-
geneous tissue with ap = 3, for motion patterns of noise level η0, meaning that we
simulated nonperiodic motion patterns without noise. This simulation was performed
for both the self-scanning and tracking approach, and is called perfusion simulation.
We compared our self-scanning approach to the tracking approach, where the mo-
tion is compensated by steering the focal spot of the HIFU device. The intensity decay
at the focal spot due to steering is modeled to be a Gaussian in radial direction with
a deviation of 12 mm, and optimal treatment plans are obtained with the proposed
feedback algorithm adapted to tracking.
3.2. Ex-Vivo Experiments
For a proof of concept, we performed ex-vivo experiments to show that we are able to
induce a near uniform temperature elevation inside moving tissue. We also evaluated
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the performance of our temperature model and show that it can be adapted to tissue
inhomogeneities as a two step treatment procedure. Moreover, we evaluated the per-
formance of the temperature model not only by evaluating the temperature, but also
the thermal dose.
Ex-vivo turkey breast tissue samples cylindrically shaped were moved by an MR-
compatible robot (Innomotion), which induced a breathing-like periodic motion [41].
The displacement of the motion was 21 mm in the cranio-caudal direction, mimick-
ing general anesthesia with controlled breathing. The motion pattern of the robot is
shown in Figure 4. The motion pattern was extracted before sonication from MR-
images. HIFU sonication was achieved with an MR-compatible 256-element random-
ized phased-array transducer (Imasonic, France, operating frequency 1031 kHz, natu-
ral focal length 130 mm, aperture 140 mm), coupled to the tissue samples through a
bath of degassed water and driven by a 256-channel beam former (Image Guided Ther-
apy, France). Temperature elevation was monitored online with a 3T MRI-scanner
(Prisma Fit, Siemens, Germany) equipped with a receive only single element loop
coil (11 cm diameter) in the coronal plane. 3D planning was achieved with high res-
olution T1-w sequences (0.8 mm isotropic voxel) freezing the motion of the robot.
The MR thermometry slice was positioned coronal in the focal plane and was nor-
mal to the beam axis and parallel to the tissue motion axis. A multi-baseline time-
referenced PRFS temperature-sensitive method was used off-line as described further.
Main acquisition parameters were: FOV 128 mm square, voxel size 1.04× 1× 5 mm3,
phase encode direction LR, TR/TE/flip angle = 90 ms, 10.2 ms/20◦, EPI factor 13,
bandwidth 1184 Hz/pixel, spectral pulse fat saturation. Synchronization of the initial
time point of each breathing with the respective cycle-specific pre-calculated acoustic
power table was performed using an in-bore MR-compatible optical camera according
to Auboiroux et al [14]. The camera was continuously monitoring at 30 fps a high
contrast sight attached to the robotic arm. An optical flow algorithm implemented
under OpenCV interface tracked the sight and generated a displacement curve. The
onset of the robotic arm motion in the positive direction triggered the execution of a
cycle-specific HIFU sonication according to a power table, which is described below.
In order to obtain MR thermometry maps, two kind of motion-related artifacts have
to be taken into account: intra- and inter-scan features. Intra-scan artifacts were not
detected when the position of the robot arm reached the proximal and distal stops,
that is, still images. These images were further used with a multi-baseline method to
generate artifact-free temperature maps. On the other side, during the robotic arm
course between the stops, the MR images contained typical ghosting artifacts and
were discarded, approximately 50% of images.
In order to sort the MR images in two categories, distal and proximal stops of the
robot motion, the moving tissue was automatically segmented from the magnitude
data with a thresholding method and the dynamic measurements where the tissue was
still were identified and used to calculate two interleaved series of temperature maps by
choosing the appropriate reference from a baseline atlas consisting of approximately 30
images per category. These maps at distal and proximal stops of the robot motion were
roughly registered by applying a shift that made coincide the positions of the center of
mass of the segmented tissue among dynamics. Subsequently, the temperature maps
were corrected for background phase drift using three unheated ROIs for each time
frame similar to [23], and their alignment was finally refined by a rigid registration
(rotation and translation). As a last step temperature maps corresponding to the tissue
moving intervals were computed by linear time interpolation from the temperature
maps of the still dynamics.
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Figure 4. The robot motion (left) and the calculated intensity values, which are used as power tables (right).
Here, BC stands for breathing cycle. For a better comparison between the two plots, we added vertical lines at 6,
12 and 18 seconds. The intensity values are higher at high velocity parts of the motion, and lower at low velocity.
Two different kind of ex-vivo experiments were performed in independent exper-
iments: 1) single focal point sonication with HIFU power updated every 1.16 s ac-
cording to pre-calculated power tables, and 2) two interleaved foci (switching period
0.58 s, electronic steering perpendicular to the motion direction at +/− 5 mm lateral
location). Sonication was done in 8 successive breathing cycles for a total period of
approximately 180 s, which was pre-defined before the experiment.
For both independent experiments, two kinds of power tables were used: power-
compensated and non-compensated. For the non-compensated ones, we used constant
power during each breathing cycle. For the single focal spot power-compensated sonica-
tions, we optimized the sonication intensity using the following optimization problem:
u∗I = arg min
u∗I
∑
p∈Γ
(
Tmaxu (p)− Topt(p)
)2
, (9)
where uI denotes the sonication intensities, and Γ is the trajectory of the focal point in
the tissue’s coordinate system due to robot-induced motion. The parameters defining
the temperature T were extracted from MR-measurements, similar to [34]. The result-
ing intensity values u∗I were then exported and used as power tables. We used m = 20
intensity values per cycle. For the two interleaved foci, we took the same power tables,
but alternated between the two focal spots, which gave a total of m = 40 intensity
values per cycle. In the non-compensated cases, the tissue was sonicated with the
same total energy as compared to the power-compensated approach, but the intensity
was held constant over time. The motion pattern of the robot arm and the calculated
intensity values are shown in Figure 4.
In a separate experiment which we call tissue inhomogeneities experiment, we used
the MR-temperature measurements to re-calculate the power tables to include the in-
situ inhomogeneities observed in the thermal patterns. The recalculated power tables
were used as in the power-compensated experiment on a cycle per cycle base.
Note that the above approach is a simplified version to the optimization problem
given in Eq. (8), with w1 = w2 = 0. Moreover, the objective function correspond-
ing to weight w3 is altered such that the difference between the desired and induced
temperature rise is optimized. This means that we do not consider the thermal dose
(w1 = w2 = 0), and the target Γ is given to be the trajectory of the focal spot. As
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we optimize the temperature, the problem is less challenging compared to thermal
dose optimization. Due to the fact that the sonication point is fixed (which is given
by the experimental setup), the problem is further simplified as the number of vari-
ables decreases. However, for a proof of concept, it suffices to show that a uniform
temperature elevation can be established as this will induce a lethal thermal dose if
the temperature is high enough.
3.3. Evaluation Measures
Overtreatment. To calculate the amount of overtreatment, the dice coefficient d
between all the ablated tissue points and the target size was calculated. In a perfect
case, where there is no overtreatment d = 1 as the ablated tissue points will exactly
be the target points and thus both sets coincide. To have a measure which becomes
greater with increasing overtreatment, we calculated 1− d.
Regression Slope. To evaluate how well the MR-thermometry measurements and
the simulation values correspond to each other, we calculated the correlation and what
we call the regression slope. A linear regression between the measurements and the
simulation values gave the regression slope. A correlation value of 1 together with a
regression slope of 1 would mean that the simulation fits the measurements very well.
A regression slope of 0.5 means that the simulation values have to be multiplied by a
factor of 2 to get the measurement results.
4. Results
4.1. Simulations
To know which weighting parameters w1, w2, and w3 should be chosen, we performed
a parameter search on Ω1 with constant motion and no tissue inhomogeneities. We
searched over the parameters w1, w2, w3 ∈ {0, 0.2, . . . , 1} for the self-scanning and
tracking approach independently. For each parameter set, we evaluated the perfor-
mance regarding the amount of overtreatment and the treatment time. For the self-
scanning approach, we found the best parameter set which minimizes the treatment
time to be w1 = 0.8, w2 = 0.4 and w3 = 1, where the parameters which minimized
overtreatment were w1 = 0.8, w2 = 0 and w3 = 0.2. For the tracking approach we
observed different optimal parameters, which were w1 = 1, w2 = 0.8 and w3 = 0.2 for
minimal overtreatment, and w1 = 0.2, w2 = 1 and w3 = 0.2 for minimal treatment
time. We call the optimal parameter sets which optimize overtreatment ot and the
ones that minimize treatment time tr in the following.
In the previous work done in [34], we achieved treatment times of 67 and 68 time
intervals for the self-scanning and the tracking approach, respectively. With the pro-
posed feedback algorithm, we achieved a treatment time duration of 35 time intervals,
and a treatment time of 8 time intervals for the tracking approach in the comparing
simulation.
When comparing the results of the tracking and self-scanning method computed
with the feedback algorithm, we observe that the treatment time is much longer with
the self-scanning approach. However, when looking at the results shown in Table 3
achieved with the noise experiments, we observe that the difference becomes smaller,
especially with the ot parameters. The reason for this effect is the absorption coeffi-
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Figure 5. Results of the absorption simulation: The influence of different relative values of ap as defined in
Eq. (6), on the treatment time and the amount of overtreatment. The four values represent four different motion
samples of noise level η0.
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Figure 6. Results of the perfusion simulation: The influence of different values of the perfusion coefficient on
the treatment time and the amount of overtreatment. The four values represent four different motion samples of
noise level η0.
cient. The relative tissue inhomogeneity factor ap = 1 was chosen for the comparing
simulation, and for the noise simulations the mean value was ap = 3.
The absorption simulation was performed for self-scanning and tracking, the results
can be seen in Figure 5. We observe that the treatment time decreases with increasing
value of ap in the self-scanning approach, while the overtreatment seems not to be
affected. For the tracking on the other side, the treatment time is constant, whereas
the amount of overtreatment is increasing.
The results of the perfusion simulation are shown in Fig. 6. We observe that the
treatment time increases with increasing perfusion value for both, the tracking and the
self-scanning approach. This seems reasonable, as the increased blood flow withdraws
heat and thus the tissue temperature is decreased. The amount of overtreatment on
the other side remains almost stable.
For the noise simulations, we optimized with the two different found parameter
sets ot and tr. The results were evaluated by calculating the treatment time and the
overtreatment and are shown in Table 3.
When comparing the results of the tracking approach to the self-scanning method,
we observe that the amount of overtreatment is in the same range. However, when
looking at the treatment times, the tracking approach achieves slightly shorter treat-
ment times. Note that the near field heating is not yet included in these calculations.
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Table 3. Results of the noise simulations. For each simulation, the treatment time (tr.Time) and the
overtreatment (overtr.) are shown. The overtreatment is measured as 1 - dice coefficient between ablated
tissue and tumor. The treatment time is measured in number of planning intervals used until target
ablation. The domain Ω1 and Ω2 represent a smaller and a bigger 2D tumor, respectively, whereas Ω3 is
a 3D tumor. The noise level η0 represents no noise, whereas η1 some and η2 moderate noise.
Self-Scanning Tracking
Parameter set tr ot tr ot
Simulation tr.Time overtr. tr.Time overtr. tr.Time overtr. tr.Time overtr.
Ω1, η0, sample 1 11 0.16 19 0.08 6 0.26 7 0.20
Ω1, η0, sample 2 9 0.24 19 0.27 7 0.29 18 0.18
Ω1, η0, sample 3 11 0.23 19 0.11 5 0.30 18 0.20
Ω1, η1, sample 1 11 0.34 21 0.33 6 0.18 16 0.27
Ω1, η1, sample 2 11 0.25 27 0.34 6 0.26 11 0.20
Ω1, η1, sample 3 9 0.20 19 0.19 6 0.22 11 0.20
Ω1, η2, sample 1 11 0.29 17 0.27 7 0.30 13 0.24
Ω1, η2, sample 2 13 0.16 21 0.10 7 0.27 13 0.26
Ω1, η2, sample 3 11 0.28 21 0.28 8 0.25 19 0.24
Ω2, η0, sample 1 35 0.11 79 0.13 31 0.20 50 0.13
Ω2, η0, sample 2 31 0.14 36 0.11 25 0.16 55 0.13
Ω2, η0, sample 3 45 0.13 95 0.10 21 0.16 57 0.13
Ω2, η1, sample 1 29 0.14 37 0.11 23 0.16 50 0.14
Ω2, η1, sample 2 47 0.16 75 0.15 30 0.23 53 0.13
Ω2, η1, sample 3 39 0.16 53 0.11 21 0.21 60 0.14
Ω2, η2, sample 1 37 0.14 51 0.11 29 0.20 63 0.20
Ω2, η2, sample 2 49 0.20 83 0.18 21 0.19 53 0.14
Ω2, η2, sample 3 31 0.17 55 0.18 38 0.26 46 0.13
Ω3, η0, sample 1 20 0.41 25 0.32 13 0.50 19 0.37
Ω3, η0, sample 2 27 0.47 33 0.44 10 0.38 18 0.36
Ω3, η0, sample 3 19 0.41 29 0.32 10 0.44 18 0.44
Ω3, η1, sample 1 31 0.51 31 0.42 9 0.39 22 0.43
Ω3, η1, sample 2 47 0.55 47 0.45 12 0.46 19 0.37
Ω3, η1, sample 3 23 0.46 21 0.31 11 0.47 16 0.33
Ω3, η2, sample 1 27 0.53 23 0.36 11 0.40 16 0.30
Ω3, η2, sample 2 20 0.44 27 0.34 13 0.50 17 0.34
Ω3, η2, sample 3 33 0.52 34 0.39 11 0.39 17 0.39
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Figure 7. Maximal temperature projection over time of single focal spot experiment (ex-vivo). The left two
images show the result with constant intensity values (non-compensated), and the right two images are the result
with power-compensated intensity values.
As the tracking approach has no cooling times in our simulation, it is likely that the
treatment time of the tracking approach will be elongated. The self-scanning approach
on the other side already incorporates sonication interruptions due to the changing
times, and thus the elongation due to near field heating is assumed to be less compared
to tracking. Overall, the noise simulations shows that the proposed self-scanning ap-
proach can handle nonperiodic motion patterns in the presence of noise and tissue
inhomogeneities.
4.2. Ex-Vivo Experiments
In Figs. 7 and 8, the maximal temperature elevation during 8 breathing cycles is
shown in a slice perpendicular through the focal spot of the single focal point and
the two interleaved foci experiment for both the power-compensated and the non-
compensated experiment. The maximal temperature of the power-compensated exper-
iments between the two extrema is more uniform as compared to the non-compensated
cases. In particular, when calculating the normalized maximal difference between the
temperatures along the focal spot trajectories, the differences are higher in the non-
compensated cases as shown in Table 4. The difference in the temperature can approx-
imately be halved if the intensity values are compensating for the motion (i.e. power-
compensated intensity values are used). Moreover, as expected, the maximal tempera-
ture is higher in the non-compensated case, as more energy is deposited on the extrema
points compared to the power-compensated approach. The single focal spot experiment
was performed twice for both the power-compensated and non-compensated case. The
difference in the maximal temperature rise map can be explained by local tissue in-
homogeneities.
To evaluate our temperature model, we compared the temperature measurements
during the heating period (i.e. during 8 breathing cycles) and the cooling period
(≈ 90−100 s) to the temperature model prediction calculated by Eq. (5). The errors are
calculated by taking the difference between each data measurement and corresponding
simulation value for each pixel in the FOV and time point, the results are shown in
Table 5. The correlation value of the uncorrected simulation is already high with
values above 0.85. However, the regression slope is between 0.3− 0.7, indicating that
the simulation values and the measurements differ mainly by a linear coefficient. This
linear factor corresponds to the tissue inhomogeneity value ap. When doing an overall
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Figure 8. Maximal temperature projection over time of two interleaved foci experiments (ex-vivo). The left
is with constant intensity values (non-compensated), and the right image is the result from power-compensated
intensity values.
Table 4. The normalized difference of the maximal and minimal measured
temperature along the focal spot trajectory. Here, the abbreviation FS stands for
focal spot.
Type Normalized Difference
Tmax−Tmin
Tmax+Tmin
1FS, comp., ex. 1 0.20
1FS, comp., ex. 2 0.17
1FS, non-comp., ex. 1 0.35
1FS, non-comp., ex. 2 0.37
splitFS, comp. 0.06
splitFS, non-comp. 0.20
tissue inhomo. ex. non-comp. 0.36
tissue inhomo. ex. comp. 0.32
tissue inhomo. ex. comp. inhomo. 0.17
Table 5. The mean error (µ), variance (σ), correlation value (Corr.) and the regression slope (Slope) between the temperature mea-
surements and the model simulation calculated over all pixels and measurement times. 1FS denotes the single spot experiment, whereas
splitFS corresponds to the two interleaved foci experiment.
Type No Correction Overall Correction Point Correction
µ σ Corr. Slope µ σ Corr. Slope µ σ Corr. Slope
1FS, comp., ex. 1 2.7◦C 2.5◦C 0.92 0.55 0.3◦C 3.2◦C 0.92 1.00 0.2◦C 0.8◦C 0.97 0.98
1FS, comp., ex. 2 3.4◦C 7.0◦C 0.91 0.45 0.1◦C 5.0◦C 0.91 1.00 0.1◦C 1.2◦C 0.97 0.98
1FS, non-comp., ex. 1 1.4◦C 2.8◦C 0.85 0.65 0.1◦C 4.2◦C 0.85 1.00 0.2◦C 1.7◦C 0.92 0.93
1FS, non-comp., ex. 2 5.1◦C 10.0◦C 0.93 0.42 0.4◦C 6.1◦C 0.93 1.00 0.2◦C 2.0◦C 0.97 0.98
splitFS, comp. 4.6◦C 12.9◦C 0.86 0.38 0.1◦C 11.0◦C 0.86 1.00 0.3◦C 3.3◦C 0.95 0.96
splitFS, non-comp. 5.8◦C 14.7◦C 0.89 0.31 0.6◦C 11.9◦C 0.89 1.00 0.4◦C 3.8◦C 0.94 0.96
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Figure 9. The thermal dose plots from the one focal spot ex-vivo experiment. The black line indicates the
120 CEM43 isobar, overall correction and point correction are simulation results.
correction, the correlation is not affected, but the mean error decreases, whereas the
variance of the error is not improved, indicating that an overall correction is not
enough. After the point correction (i.e. fitting ap for each pixel independently), the
correlation value and the regression slope are both increased to values above 0.9, which
corresponds to the lower error and variance values.
In Figure 9 and 10, the thermal dose of the different models can be seen. In the
first column the calculated thermal dose from the measurements is shown. For the
second column, we performed an overall correction. In the last column, the point
corrected simulation of the thermal dose is shown. With the overall correction, the
predicted thermal dose is symmetric, whereas the measurement thermal dose is not.
The experimental setup would suggest that the thermal dose profile is symmetric.
However, the asymmetric pattern is a result of the tissue inhomogeneities. Using
the point correction, the inhomogeneities can be modeled accurately, as can be seen
visually and by the calculated dice coefficients in Fig. 11. For the dice coefficients,
we segmented the tissue in two categories: the ablated and the non-ablated. Ablated
means that the thermal dose is above a lethal dose, for which we chose values of the
set {10, 20, 30, 45, 60, 120, 240} and calculated for each of the given lethal doses the
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Figure 10. The thermal dose plots from the two interleaved focal spot ex-vivo experiment. The black line indicates
the 120 CEM43 isobar, overall correction and point correction are simulation results.
dice coefficient between the simulated and the measured thermal dose segmentation.
Fig. 11 shows the resulting 7 values. For the point correction, we achieved a mean dice
coefficient of over 0.95.
Further, we verified if the framework is able to induce a uniform temperature in the
presence of tissue inhomogeneities, in the tissue inhomogeneities experiment. We per-
formed the power-compensated single focal point experiment on a non-homogeneous
tissue part with temperature rises around 20◦C in order to not change the tissue
properties. Note that for the experiments shown in Figs. 7 and 8, the tissue location
was chosen to be as homogeneous as possible. From the measured temperature, the
tissue inhomogeneities were calculated using the point correction approach. The tem-
perature model was updated accordingly and the intensity values were recalculated
to compensate for the tissue inhomogeneities (inhomogeneity-compensated). In a sec-
ond run, after letting the tissue cool down, the same part of the tissue was heated
using the updated intensity values to obtain a more uniform temperature rise. For
comparison, the non-compensated experiment was performed on the same tissue lo-
cation. The results are shown in Fig. 12. The left and the middle images show the
maximal temperature projection over time of the non-compensated and the power-
compensated experiment, respectively. Both have higher temperatures at the extrema
points and lower temperatures in between. It seems that the power-compensation was
not sufficient to induce a uniform temperature, which is due to the inhomogeneous
tissue properties. When updating the temperature model according to the tissue inho-
mogeneities (inhomogeneity-correction), a near uniform temperature rise is induced,
as shown in the right image of Fig. 12. The intensity values used in the power tables
used for the inhomogeneity-correction are shown in Fig. 13, together with the observed
inhomogeneity values.
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Figure 12. Maximal temperature projection over time of the tissue inhomogeneities experiment, all three
different experiments show the same non-homogeneous tissue location. Left: Non-compensated experiment. Middle:
Power-compensated experiment assuming homogeneous tissue. Right: inhomogeneity-compensated experiment
using temperature model adapted to tissue inhomogeneities.
5. Discussion
5.1. Simulations
With the simulations, we showed that the proposed feedback algorithm can handle
nonperiodic respiratory motion and tissue inhomogeneities, even in the presence of
noise. As expected, an increasing level of noise results in more overtreatment and
hence it is important to reduce the noise level. A possibility to reduce the noise level
in the motion prediction would for example be the reduction of the planning interval
duration. However, a limitation on the minimal duration of the planning interval is
the computational time to update the treatment time, i.e. the time needed to find
a solution to Eq. (8) and the time needed to update the temperature model. At the
moment, the treatment plans can not yet be calculated in real time, the calculation
time in the range of 20 s for 2D and 300 s for 3D optimization per breathing cycle,
using GPU (GeForce GTX 970). Another possibility to reduce overtreatment in the
presence of uncertainties could be to introduce a safety margin around the target and
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adapt it according to the expected variances in respiratory motion.
When comparing the treatment time of the feedback algorithm to the results in
[34], we observe that the proposed algorithm achieves treatment times less than half
as long. A reason for the superior results is that our algorithm is easier to solve and
thus a better solution can be found in shorter computational time. Using our feedback
algorithm it is easier to find a local minimum that is closer to the global optima, as
the problem to solve is simplified by using less parameters to optimize. Moreover, the
treatment time is not optimized explicitly, but is optimized in a greedy way. However,
we believe that the treatment time can be further optimized, as it is unlikely that a
global optima is found with the proposed method. To further reduce treatment time,
a term that penalizes mechanical changes could be introduced in the optimization
scheme. However, as we will discuss in Section 5.3, this will have an influence on near
field heating.
When comparing the performance of the self-scanning to the tracking approach
in the noise simulation, we observe that they perform on par. The same amount
of overtreatment is induced and the treatment times of the self-scanning approach
are only slightly longer in the presence of inhomogeneities and changing respiratory
motion. More precisely, when comparing the performance of the tr parameters of
both approaches, we observe that the mean values of the treatment times for Ω1
and Ω2 differ by a factor of about 1.5. The mean amount of overtreatment on the
other side is about 1.3 times higher with the tracking approach. Moreover, as the self-
scanning approach enables to use a HIFU device with a fixed focus and thus reduces
the complexity of the beam forming problem, the self-scanning approach is a promising
alternative to the tracking approach. When looking at the influence of the parameter
ap in the absorption simulation, one can observe that the tracking approach has faster
treatment times for lower ap, whereas the advantage of the self-scanning approach is
that the amount of overtreatment does not increase with ap. An explanation for the
decreasing treatment time with increasing absorption coefficient, as shown in Figure
5, is that if ap is small, the temperature rise is lower. Using the self-scanning approach,
more time is needed for a thermal build-up along the trajectory of the focal spot. For
the tracking method on the other side, the treatment time seems not to be affected, but
overtreatment increases. Here, the thermal build-up is less affected due to tracking.
However, if ap increases, overtreatment is increasing as the temperature rise is higher
at healthy tissue.
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A question that arises when using the feedback algorithm is how to chose ∆t, ∆τ
and m. Generally speaking, it is the better the lower the values ∆t and ∆τ are. In
case of the heat source discretization ∆τ , the simulation results gets the more ac-
curate the smaller ∆τ is. This is due to the convergence property of Q∆τm → Qm,
the error between the discretized heat source becomes smaller, the shorter ∆τ gets.
Some of the implications of the influence of ∆τ are discussed in our previous work
[34]. For the number of intensity values m during an planning interval of duration ∆t
holds basically the same: the more intensity values per planning interval, the more
accurate the motion compensation and thus the planning works. However, both cases,
i.e. lower ∆τ and higher m values, induce longer computational times. For the heat
source discretization, the lower ∆τ , the more summands in Eq. (5) and thus the more
the temperature needs to be evaluated. When increasing m, the optimization problem
in (8) has more parameters to optimize, which then results in longer calculation times.
Therefore, a compromise between accuracy and computational time has to be found.
The planning interval on the other side has to be chosen in a different way. When
looking at the motion prediction, it is the best to have a short ∆t, as this way the
motion prediction will be more accurate. However, the planning interval is mainly
limited to the processing latency: During the planning interval, the temperature mea-
surements need to be evaluated, the tissue inhomogeneities need to be calculated and
the treatment plan is updated. Therefore, ∆t is limited to the computational time.
5.2. Ex-Vivo Experiments
The temperature model defined in Eq. (5) can handle motion and tissue inhomo-
geneities, as shown by ex-vivo experiments. We demonstrate that the model can ac-
curately predict the thermal dose if a point correction is applied to include the tissue
inhomogeneities. Moreover, we could show that a near uniform temperature rise can
be induced despite the presence of tissue-inhomogeneities, whereas heating with the
assumption of homogeneous tissue properties resulted in two hotspots at the extrema
points of the focal point trajectory. As observed in [35], tissue changes its properties
during heating. In this work, we did not account for temporal changes in the tissue
inhomogeneity factor ap. However, this could be done by updating the value ap con-
tinuously during treatment, where not the whole temperature data of the treatment
is accounted for, but only the recent measurements are considered.
The ex-vivo experiments showed the feasibility of the self-scanning approach. We
were able to induce a near homogeneous temperature rise along the focal spot trajec-
tory. However, there are some issues that need to be solved towards in-vivo experi-
ments and real-time experiments. First of all, the computational time of the proposed
algorithm needs to be accelerated. Moreover, the pre-scanning of the motion and the
optical camera to detect the motion stage needs to be replaced by a motion model. As
a further step, the temperature model should include non-zero perfusion. To model
the vessels in liver tissue, the perfusion parameter b should assumed to be space-
dependent, i.e. it should be assumed that b = bp is different for each point. Hence, in
a next step, the temperature model has to be expanded to perfusion inhomogeneities.
Nevertheless, the compensation of inhomogeneities as described in Section 2.2 is valid
for any point-dependent factor, like absorption, diffusion, perfusion: Whatever the
reason that temperature does not rise up enough at a location, the feedback algorithm
will re-enforce the heat deposition at that location based on a posteriori data.
23
7 A Feedback Algorithm for Self-Scanning
84
5.3. Near Field Heating
The used temperature model is limited as it is derived by the assumption that the
temperature rise as well as the heat source are Gaussian distributed. This means for
example that near field heating is not included in the model, which leads to problems
for long treatment times. A possible solution is that the treatment can be paused
until the temperature in the healthy near field region has decreased sufficiently [42,
43]. There are several possibilities to do so. One could be to have fixed heating and
cooling times [42]. However, this might lead to enlarged treatment times. Another
possibility is to apply an approach similar to [44], where they optimized the heating
and cooling times and could shorten the treatment time significantly. They state that
this optimization could be performed independently of the trajectory optimization.
For our temperature model and optimization framework this would mean that we
could first find a treatment plan and then optimize the cooling periods and would
not have to change the proposed optimization framework. The cooling time could
be further minimized by having subsequent sonication points that are far away from
each other to minimize near field heating [27]. Using this, the optimization framework
and the temperature model should be adapted such that sonication points far away
from each other are favored in the presence of near field heating. Moreover, note
that it is likely that the amount of near field heating induced in the self-scanning
approach is less compared to the tracking approach. There are two reasons for this
assumption: First, using the self-scanning approach, mechanical changes are used to
shift the focal spot position lateral to the acoustic axis. During this time the sonication
is interrupted and the tissue in the near field region can cool down. Moreover, the tissue
moves underneath the focal spot, which can be viewed as having several sonication
points during movement. Hence the induced near field temperature rise will be smaller.
However, this depends on the motion pattern and the effect is stronger the larger the
motion amplitude is. Compared to spiral and circular patterns, the proposed feedback
algorithm has a linear pattern and thus less near field heating is induced [45].
6. Conclusion
We showed that the proposed feedback algorithm can be used to calculate feasible
treatment plans for a self-scanning HIFU approach in moving tissue with changing
respiratory motion and in the presence of tissue inhomogeneities. Compared to previ-
ous work in [34], we achieved shorter treatment times. The proposed feedback algorithm
is a step towards online treatment planning. The treatment time is slightly longer,
and the amount of overtreatment performs on par to the tracking approach. The in-
fluence of near field heating and perfusion on the treatment time of the self-scanning
approach has to be further evaluated in future work. However, the advantages of the
self-scanning approach is that steering of the focal spot is not needed. This results
in a reduced complexity of the beam-forming through the ribs, fewer secondary lobes
and no intensity decay due to steering. Hence, these benefits resulting from the fixed
focus HIFU device render the idea of self-scanning attractive.
In ex-vivo experiments, we showed the feasibility of the self-scanning method. We
achieved near uniform temperature rises along the focal point trajectory in moving
tissue. Moreover, we could show that our temperature model accurately predicts the
induced thermal dose and is able to adapt to tissue inhomogeneities.
24
85
Funding
This work was supported by the Swiss National Foundation under Grant
CR33I3 143980. Access to the MR scanner was provided by the Center for Biomedical
Imaging of the University of Geneva.
Disclosure statement
The authors report no conflicts of interest. The authors alone are responsible for the
content and writing of the article.
References
[1] Cline HE, Schenck JF, Hynynen K, Watkins RD, Souza SP, Jolesz FA. MR-guided focused
ultrasound surgery. Journal of computer assisted tomography. 1992;16(6):956–965.
[2] ter Haar G, Sinnett D, Rivens I. High intensity focused ultrasound-a surgical technique for
the treatment of discrete liver tumours. Physics in medicine and biology. 1989;34(11):1743.
[3] Hynynen K. MRI-guided focused ultrasound treatments. Ultrasonics. 2010;50(2):221–229.
[4] Petrusca L, Viallon M, Terraz S, de Luca V, Celicanin Z, Auboiroux V, et al. Simulta-
neous Ultrasound Imaging and MRI Acquisition. In: Interventional Magnetic Resonance
Imaging. Springer; 2012. p. 457–470.
[5] Petrusca L, Cattin P, De Luca V, Preiswerk F, Celicanin Z, Auboiroux V, et al. Hybrid
ultrasound/magnetic resonance simultaneous acquisition and image fusion for motion
monitoring in the upper abdomen. Investigative radiology. 2013;48(5):333–340.
[6] Moonen C, Quesson B, Salomir R, Vimeux FC, De Zwart J, Van Vaals J, et al. Thermal
therapies in interventional MR imaging. Focused ultrasound. Neuroimaging clinics of
North America. 2001;11(4):737–47.
[7] Wijlemans J, Bartels L, Deckers R, Ries M, Mali WTM, Moonen C, et al. Magnetic
resonance-guided high-intensity focused ultrasound (MR-HIFU) ablation of liver tumours.
Cancer Imaging. 2012;12(2):387.
[8] Ellis S, Rieke V, Kohi M, Westphalen AC. Clinical applications for magnetic resonance
guided high intensity focused ultrasound (MRgHIFU): present and future. Journal of
medical imaging and radiation oncology. 2013;57(4):391–399.
[9] Von Siebenthal M, Sze´kely G, Gamper U, Boesiger P, Lomax A, Cattin P. 4D MR
imaging of respiratory organ motion and its variability. Physics in medicine and biology.
2007;52(6):1547.
[10] De Senneville BD, Ries M, Bartels LW, Moonen CT. MRI-guided high-intensity focused
ultrasound sonication of liver and kidney. In: Interventional Magnetic Resonance Imaging.
Springer; 2012. p. 349–366.
[11] Muller A, Petrusca L, Auboiroux V, Valette P, Salomir R, Cotton F. Management of
respiratory motion in extracorporeal high-intensity focused ultrasound treatment in upper
abdominal organs: current status and perspectives. Cardiovascular and interventional
radiology. 2013;36(6):1464–1476.
[12] Aubry JF, Pauly KB, Moonen C, Haar G, Ries M, Salomir R, et al. The road to clinical
use of high-intensity focused ultrasound for liver cancer: technical and clinical consensus.
Journal of therapeutic ultrasound. 2013;1(1):13.
[13] Preiswerk F, De Luca V, Arnold P, Celicanin Z, Petrusca L, Tanner C, et al. Model-
guided respiratory organ motion prediction of the liver from 2D ultrasound. Medical
image analysis. 2014;18(5):740–751.
[14] Auboiroux V, Petrusca L, Viallon M, Muller A, Terraz S, Breguet R, et al. Respiratory-
25
7 A Feedback Algorithm for Self-Scanning
86
gated MRgHIFU in upper abdomen using an MR-compatible in-bore digital camera.
BioMed research international. 2014;2014.
[15] Ries M, De Senneville BD, Roujol S, Berber Y, Quesson B, Moonen C. Real-time 3D
target tracking in MRI guided focused ultrasound ablations in moving tissues. Magnetic
Resonance in Medicine. 2010;64(6):1704–1712.
[16] Arnold P, Preiswerk F, Fasel B, Salomir R, Scheﬄer K, Cattin PC. 3D organ motion
prediction for MR-guided high intensity focused ultrasound. In: Medical Image Computing
and Computer-Assisted Intervention–MICCAI 2011. Springer; 2011. p. 623–630.
[17] Celicanin Z, Auboiroux V, Bieri O, Petrusca L, Santini F, Viallon M, et al. Real-time
method for motion-compensated MR thermometry and MRgHIFU treatment in abdom-
inal organs. Magnetic Resonance in Medicine. 2014;72(4):1087–1095.
[18] Holbrook AB, Ghanouni P, Santos JM, Dumoulin C, Medan Y, Pauly KB. Respiration
based steering for high intensity focused ultrasound liver ablation. Magnetic Resonance
in Medicine. 2014;71(2):797–806.
[19] Celicanin Z, Manasseh G, Petrusca L, Scheﬄer K, Auboiroux V, Crowe LA, et al. Hybrid
ultrasound-MR guided HIFU treatment method with 3D motion compensation. Magnetic
resonance in medicine. 2017;.
[20] Auboiroux V, Dumont E, Petrusca L, Viallon M, Salomir R. An MR-compliant phased-
array HIFU transducer with augmented steering range, dedicated to abdominal ther-
motherapy. Physics in medicine and biology. 2011;56(12):3563.
[21] Jud C, Preiswerk F, Cattin PC. Respiratory motion compensation with topology in-
dependent surrogates. In: Workshop on imaging and computer assistance in radiation
therapy; 2015. .
[22] Salomir R, Palussie`re J, Vimeux FC, de Zwart JA, Quesson B, Gauchet M, et al. Local
hyperthermia with MR-guided focused ultrasound: Spiral trajectory of the focal point
optimized for temperature uniformity in the target region. Journal of magnetic resonance
imaging. 2000;12(4):571–583.
[23] Mougenot C, Salomir R, Palussie`re J, Grenier N, Moonen CT. Automatic spatial and
temporal temperature control for MR-guided focused ultrasound using fast 3D MR ther-
mometry and multispiral trajectory of the focal point. Magnetic resonance in medicine.
2004;52(5):1005–1015.
[24] Hui L, Guofeng S, Yazhu C. Treatment planning of scanning time and path for phased
high-intensity focused ultrasound surgery. In: Biomedical Engineering and Informatics,
2009. BMEI’09. 2nd International Conference on. IEEE; 2009. p. 1–4.
[25] Zhou Y. Generation of uniform lesions in high intensity focused ultrasound ablation.
Ultrasonics. 2013;53(2):495–505.
[26] Arora D, Minor MA, Skliar M, Roemer RB. Control of thermal therapies with moving
power deposition field. Physics in medicine and biology. 2006;51(5):1201.
[27] Malinen M, Huttunen T, Kaipio JP, Hynynen K. Scanning path optimization for ultra-
sound surgery. Physics in medicine and biology. 2005;50(15):3473.
[28] Wan H, Aarsvold J, O’Donnell M, Cain C. Thermal dose optimization for ultrasound
tissue ablation. IEEE transactions on ultrasonics, ferroelectrics, and frequency control.
1999;46(4):913–928.
[29] Arkin H, Holmes K, Chen M, Bottje W. Thermal pulse decay method for simultaneous
measurement of local thermal conductivity and blood perfusion: a theoretical analysis.
Journal of biomechanical engineering. 1986;108(3):208–214.
[30] Parker KJ. The thermal pulse decay technique for measuring ultrasonic absorption coef-
ficients. The Journal of the Acoustical Society of America. 1983;74(5):1356–1361.
[31] Dragonu I, de Oliveira PL, Laurent C, Mougenot C, Grenier N, Moonen CT, et al.
Non-invasive determination of tissue thermal parameters from high intensity focused ul-
trasound treatment monitored by volumetric MRI thermometry. NMR in Biomedicine.
2009;22(8):843–851.
[32] Dillon C, Vyas U, Payne A, Christensen D, Roemer R. An analytical solution for improved
HIFU SAR estimation. Physics in medicine and biology. 2012;57(14):4527.
26
87
[33] Mo¨ri N, Jud C, Salomir R, Cattin P. Leveraging respiratory organ motion for non-
invasive tumor treatment devices: a feasibility study. Physics in medicine and biology.
2016;61(11):4247.
[34] Mo¨ri N, Gui L, Jud C, Lorton O, Salomir R, Cattin PC. An Optimal Control Approach for
High Intensity Focused Ultrasound Self-Scanning Treatment Planning. In: International
Conference on Medical Image Computing and Computer-Assisted Intervention. Springer;
2017. p. 532–539.
[35] Damianou CA, Sanghvi NT, Fry FJ, Maass-Moreno R. Dependence of ultrasonic atten-
uation and absorption in dog soft tissues on temperature and thermal dose. The Journal
of the Acoustical Society of America. 1997;102(1):628–634.
[36] Pennes HH. Analysis of tissue and arterial blood temperatures in the resting human
forearm. Journal of applied physiology. 1948;1(2):93–122.
[37] Sapareto SA, Dewey WC. Thermal dose determination in cancer therapy. International
Journal of Radiation Oncology* Biology* Physics. 1984;10(6):787–800.
[38] Damianou C, Hynynen K. The effect of various physical parameters on the size and
shape of necrosed tissue volume during ultrasound surgery. The Journal of the Acoustical
Society of America. 1994;95(3):1641–1649.
[39] Kickhefel A, Rosenberg C, Weiss CR, Rempp H, Roland J, Schick F, et al. Clinical
evaluation of MR temperature monitoring of laser-induced thermotherapy in human liver
using the proton-resonance-frequency method and predictive models of cell death. Journal
of Magnetic Resonance Imaging. 2011;33(3):704–709.
[40] Damianou CA, Hynynen K, Fan X. Evaluation of accuracy of a theoretical model for pre-
dicting the necrosed tissue volume during focused ultrasound surgery. IEEE transactions
on ultrasonics, ferroelectrics, and frequency control. 1995;42(2):182–187.
[41] Lorton O, Mo¨ri N, Guillemin P, Terraz S, Cattin P, Salomir R, et al. An experimental
demonstration of HIFU self-scanning treatment in moving tissue. In: EU-FUS. Leipzig;
2017. .
[42] Damianou C, Hynynen K. Focal spacing and near-field heating during pulsed high tem-
perature ultrasound therapy. Ultrasound in medicine & biology. 1993;19(9):777–787.
[43] Salomir R, Petrusca L, Auboiroux V, Muller A, Vargas MI, Morel DR, et al. Magnetic
resonance–guided shielding of prefocal acoustic obstacles in focused ultrasound therapy:
application to intercostal ablation in liver. Investigative radiology. 2013;48(6):366–380.
[44] Payne A, Vyas U, Blankespoor A, Christensen D, Roemer R. Minimisation of HIFU
pulse heating and interpulse cooling times. International journal of hyperthermia.
2010;26(2):198–208.
[45] Petrusca L, Auboiroux V, Goget T, Viallon M, Muller A, Gross P, et al. A nonparametric
temperature controller with nonlinear negative reaction for multi-point rapid MR-guided
HIFU ablation. IEEE transactions on medical imaging. 2014;33(6):1324–1337.
Appendix
In [28], a closed-form solution to Pennes bioheat equation for a static heat source Q0s
placed at the origin (q = 0) during the power-off time, i.e. no heat source (Q = 0), is
derived as
Ts(p, t; 0,∆τ, I) =
exp(−bt)
4Dpit
∞∫∫
−∞
T0(α, β) exp
(
−(pr − α)
2 + (pz − β)2
4Dt
)
dαdβ, (10)
for t > ∆τ . Here, T0(pr, pz) is the initial temperature at time t = ∆τ and point (pr, pz).
Now, in [28] they assumed that the temperature rise pattern during the beam-on time
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is Gaussian with time-dependent amplitude and deviation:
Ton(p, t; q,∆τ, I) =
A(t)
2piθ2r(t)θz(t)
exp
(
−
(
p2r
2θ2r(t)
+
p2z
2θ2z(t)
))
, (11)
while at the same time assuming that the heat source is Gaussian too. This then leads
to the conclusion that the time dependent deviation must be of the form
θi(t) =
√
2Dt+ σi, i ∈ {r, z}.
The derivation of these formulas are explained in more detail in [28]. To receive the
formula of an explicit formula for the temperature induced by a static heat source
during the power-off time, we insert Eq. (11) as initial temperature into Eq. (10) and
get after integration
Ts(p, t; 0,∆τ, I) =
A(t0) exp(−bt)
2piθ2r(t)θz(t)
exp
(
−1
2
(
p2r
θ2r(t)
+
p2z
θ2z(t)
))
, (12)
for t ≥ ∆τ . Observe that when defining
Tpeak := Ts(0,∆τ ; 0,∆τ, I) =
A(t0)
2piθ2r(∆τ)θz(∆τ)
, (13)
we derive to the formula Eq. (2). The formula for the maximal temperature at the
focal spot Tpeak can be directly derived from Pennes bioheat equation. For this, we
assume that the static heat source can be written as [32]
Q0s (p, t) = 2αI exp
(
−
(
p2r
σ2r
+
p2z
σ2z
))
.
From [28], we have the implicit solution formula for the beam-on time given as
Ton(p, t; 0,∆τ, I) =
K
4Dpi
t∫
0
e−bτ
t
∞∫∫
−∞
Qs
(
(α, β), τ
)
exp
(
− (pr−α)2+(pz−β)24Dτ
)
dαdβdτ.
Inserting Qs into the formula above, setting p = 0 and solving the integrals, we get
Ton(0, t, 0,∆τ, I) = 2αIKσ
2
rσz
∆τ∫
0
exp(−bτ)√
(σ2z + 4Dτ)(σ
2
r + 4Dτ)
dτ,
which is Eq. (3).
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8 Discussion and Conclusion
Achievements. It was our goal to develop a method for a self-scanning approach to
calculate optimal treatment plans that ablate the whole liver tumor, while minimizing
treatment time and the treatment of healthy tissue. Moreover, the method should be
able to handle nonperiodic respiratory motion.
In a first version (Chapter 5), we showed the feasibility of the self-scanning approach
on a simplified model, assuming a linear dose. We showed that the achieved treatment
time obtained with the self-scanning approach was shorter compared to the tracking
approach, but more treatment of healthy tissue was found. However, the used dose
model was not yet accurate enough to persist in a realistic scenario.
We changed to a more realistic model incorporating the Pennes bioheat equation
and the non-linear thermal dose (Chapter 6). The results are expected to be a better
estimation of reality. We found that the self-scanning and the tracking approach gave
the same treatment times, and also the amount of overtreatment was in the same
range, although the self-scanning approach resulted in slightly more overtreatment.
However, we still assumed repetitive respiratory motion, which is rather unlikely to
occur in the treatment of a patient.
In a third version (Chapter 7), we expanded our approach to include nonperiodic res-
piratory motion. The method is based on an adaptive temperature model, that is able
to model tissue inhomogeneities which only become visible during MR-thermometry
measurements. The advantage of such an approach is that the method can adapt it-
self to inhomogeneities and thus correct for modeling errors. This concept of updating
the temperature model was tested in ex-vivo experiments. We could show that first
of all, the temperature model and the method to adapt the sonication power to the
respiratory motion is feasible. The observed temperature rise induced by the HIFU
device was shown to be as predicted by simulations. Moreover, we could confirm that
we are able to induce a uniform temperature rise along the focal spot trajectory in
moving tissue. In a further step, we showed that not only the motion, but also tissue
inhomogeneities can be corrected by our method. By sonicating a inhomogeneous part
of the tissue, we observed that correcting the sonication power to the motion pattern
is not sufficient. In fact, also tissue inhomogeneities need to be corrected. By adapting
our temperature model to the observed inhomogeneities and recalculating the power
values, we achieved a uniform temperature rise along the focal spot in moving tissue
and in the presence of tissue inhomogeneities. With the ex-vivo experiments, we could
confirm the theoretical findings of this thesis and do a first step towards in-vivo and
clinical experiments.
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Limitations. Although a method could be proposed that is able to handle nonperiodic
respiratory motion and tissue inhomogeneities, there are still many open issues. As
an example, the question on how to deal with near field heating and the influence of
perfusion needs to be answered. Moreover, the computational cost is an issue that
needs to be solved.
The impact of near field heating on the treatment time was already discussed in
Chapter 7. To summarize, near field heating is currently not included into our tem-
perature model. To further shorten the treatment time, it is suggested to include near
field heating into the planning algorithm. There are different possibilities to do so.
For example, a “near field term” could be added to the temperature model. When
introducing such a term, the proposed feedback algorithm from Chapter 7 can be used
with the updated temperature model. The resulting treatment plans would then avoid
heating of healthy tissue in the near field region. This would be a further step towards
more realistic treatment plans. In particular, a more realistic treatment time can be
estimated when including the near field heating. We expect that the algorithm will
then choose sonication points that are more apart to avoid near field heating. This
will probably not much change the treatment time of the self-scanning approach, as
it incorporates already changing times, which minimizes near field heating. For the
tracking approach on the other side, no cooling times are considered so far. Therefore,
we expect that the treatment times for the tracking approach will increase if near field
heating is modeled. However, the exact impact of including the near field heating into
the simulation needs to be further evaluated.
We investigated the influence of perfusion in a simulation in Chapter 7, where we
altered the perfusion coefficient on the whole tissue domain and evaluated its influence
on the treatment time and the amount of overtreatment. This surely gives a first
impression on how the algorithm works in presence of blood perfusion. We showed
that the treatment time increases with increasing perfusion rate, while the amount of
overtreatment does not seem to be affected. However, the perfusion is not a homoge-
neous value over the whole tissue domain, but it rather changes its value depending on
where blood vessels are located and how large they are. We assume that the perfusion
can be expressed as a spatial parameter - similar to the absorption coefficient resulting
in the investigated tissue inhomogeneity parameter. Hence, we suggest to write the
perfusion as a position dependent parameter that changes its value depending on the
location of the blood vessels. To determine the values of the perfusion coefficient, it is
possible that a similar approach can be used as with the tissue inhomogeneities. How-
ever, here the relation will not be linear, but it is an exponential relationship. Hence,
a solution has to be found to fit the tissue inhomogeneities and perfusion parameter
simultaneously.
Another issue of the proposed method is its calculation time. At the moment, it is
not yet possible to calculate the treatment times in real time. As the method needs
to be further expanded by including near field heating into the temperature model
and a more complex fitting method to include non-homogeneous perfusion values,
the computational cost will most likely further increase. There are several possible
solutions to this problem. First of all, although the code of the algorithm consist of
some parts that are already implemented in CUDA to run on a graphics card (GPU),
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most of it still runs on Matlab. We believe that if more work and time is spent by
porting the code to a faster language and by changing the existing CUDA code to a
more efficient one, the computational time can be certainly improved. However, the
question will be if this is already enough. Another possibility is to find a compromise
between accuracy of the temperature simulation, the number of iterations used in the
optimization and computational time. For example, the simulation of the temperature,
which needs to be done several times during optimization, runs much faster if it is
evaluated on a coarse spatial and temporal grid. However, when reducing the spacing,
the simulation gets less accurate. The same holds for the optimization problem: If
less iterations are performed, the computational time will be shorter, but the resulting
treatment plan will not be an optimal solution. Hence, a good compromise has to be
found. There might be some heuristics that help in finding optimal treatment plans in
shorter time: if for example the starting point of the optimization problem is chosen
close enough to a local minimum, less iterations are needed until convergence.
Outlook. In future work, the adaption to tissue inhomogeneities could be further
improved by incorporating the time-dependency of the tissue parameters. To do so,
fitting the tissue inhomogeneity values should not be performed over the whole treat-
ment period, but only on the most recent measurements. The length of the temporal
window needs to be set in an appropriate way, such that there is enough data for a
proper fit, but at the same time it should be short enough to capture temporal changes.
From a more mathematical point of view, it would be very interesting and relevant to
explore the robustness of the method. We already investigated the influence of noise
on the motion prediction and tissue inhomogeneity values in Chapter 7, and could
show that the algorithm is robust. However, the relationship between the different
noise and discretization parameters would be interesting to know. For example, we
used a fixed time interval ∆t, for which the current treatment plan was assumed to be
optimal. After the time interval, the treatment plan was recalculated by considering
the changed organ motion and tissue inhomogeneities. It would be very interesting to
know how the treatment time, overtreatment, the parameter ∆t and the motion noise
are related. This could give an idea on how fast the treatment plan should be updated
in the presence of noise.
It is still a long way towards clinical implementation of the self-scanning approach.
One of the most crucial parts besides the near field and perfusion modeling is that
the treatment plans can at the moment not be calculated in real-time. Moreover, the
treatment planning workflow has to be established to run fully automatically. For
example the processing of MR-thermometry measurements to update the temperature
model is not yet fully automated. In addition, in-vivo experiments and clinical studies
are required and it is important to implement safety constraints to ensure that the
treatment is immediately interrupted if the treatment plan fails.
Conclusion. The advantages of the self-scanning approach is that steering of the focal
spot is not required. Three dimensional steering of the focal spot produces secondary
lobes and the intensity of the acoustic beam is decreased when focusing away from
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the natural spot. These two disadvantages are avoided in the self-scanning approach
due to the fixed focus device. Moreover, the beam-forming problem through the ribs
is more complicated when steering the focal spot, as for each position of the focal
spot the problem needs to be resolved. For the self-scanning approach on the other
side, the beam is static and thus the beam-forming problem has to be solved only
once. Overall, the self-scanning approach to treat tumors within moving tumors is a
promising alternative to the tracking approach.
When comparing the achievements to the goals of this PhD project, we observe
that we found a method that is able to ablate the whole tumor, while minimizing
treatment time and the amount of overtreatment. Moreover, the method is able to
handle nonperiodic respiratory motion and we could proof the performance of our
approach in ex-vivo experiments. Nevertheless, we could not yet find a method that is
able to run in real time, although the computational time has already significantly
improved from the second to the third publication. Instead, we could adapt our
method to tissue inhomogeneities and proof the feasibility of our method in ex-vivo
experiments.
There are still some open problems that arise with the self-scanning method, which
include the near field heating and inhomogeneous perfusion values. Moreover, the
treatment planning workflow has to be automated towards clinical implementation.
Nevertheless, we believe that the results presented in this thesis showed the feasibility
of the self-scanning approach and provides a treatment planning method which showed
its capability in ex-vivo experiments and that is able to model and correct for tissue
inhomogeneities.
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