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Abstract 
The primary objective of the current research is to develop a Computational Fluid 
Dynamics (CFD) model to investigate rigid and flexible aerofoil propulsive charac- 
teristics when the aerofoil is subjected to prescribed oscillatory flapping motions. 
The study is also extended to rectangular wings. The target application of flapping 
flight is primarily in the area of mini and micro unmanned air vehicles. 
Flows past the flapping aerofoils at moderate Reynolds numbers are simulated 
using the two-dimensional incompressible Navier-Stokes equations. The Baldwin- 
Lomax algebraic turbulence model is incorporated to determine eddy viscosity for 
higher Reynolds numbers turbulent flow simulations. Flows past flapping wings are 
simulated using strip theory, which computes the flows in multiple two-dimensional 
planes located at intervals along the wing span. The flows are assumed locally two- 
dimensional and the three-dimensional effects between each section are incorporated 
via the consideration of vortex lattice effects. 
The simulations are modelled using piecewise linear finite element approximation 
method on an unstructured triangular finite element mesh. A dynamic moving mesh 
is used to compute flexible aerofoils and wings. The mesh is remeshed at each fluid 
time step using the spring segment analogy method. A novel treatment of the near- 
wall viscous grids ensures that the good orthogonal properties are maintained to 
facilitate the turbulence computations. 
A wide range of simulations is carried out for an oscillatory heaving NACA0012 
aerofoil. Parametric studies of basic parameters like the amplitude of oscillation, 
its reduced frequency, and the flow freestream Reynolds numbers effects on aerofoil 
performance are conducted. The influences of the flexural profile on the flexible 
aerofoil propulsive characteristics are also investigated. The rectangular wing, of low 
aspect ratio 4 and NACA0012 aerofoil cross-sections, is also simulated in oscillatory 
heaving motion. The chordwise flexural effects of the heaving flexible wing on its 
propulsive characteristics are studied too. 
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Chapter 1 
Introduction 
1.1- General introduction 
The subject of flapping foil propulsion is intimately associated with bird and insect 
flight and aquatic animal propulsion. Flapping wing flights of birds and insects gen- 
erate sufficient lift and thrust to support the body in forward and hover flight. Fish 
and cetaceans use their oscillating tails, which resemble foils, to produce propulsive 
and manoeuvering forces. These creatures often exhibit high efficiency, agility and 
complexities in achieving flapping foil propulsion. Biologists and naturalists have 
attempted to explain the underlying physical phenomena in a scientific manner. 
In terms of aerodynamics and hydrodynamics, these natural phenomenon offer 
many engineering lessons and challenges in the development of aircraft and under- 
water vehicles. Due to the lack of apparent commercial and military applications, 
little effort has been expended in the past to exploit the aerodynamics or hydro- 
dynamics demonstrated by these creatures. In recent years however, the level of 
fundings in the science of biomimetics like the study of flapping foil propulsion have 
gained renewed attention. 
In the hydrodynamics community, interests in submersibles propulsion, manoeu- 
vering and flow control stimulate focus in the area. Applications that could sub- 
stantially benefit from these technologies include the autonomous underwater vehicle 
(AUVs) for operations like surveillance and explosive mine detection. Figure (1.1) 
shows the Rob osal mon-biomi metic autonomous underwater vehicle (Coton 2006), 
developed under the EPSRC studentship funding in the University of Glasgow. 
Figure 1.1: Autonomous underwater vehicle (AUV) (reproduced from Co- 
ton (2006)). 
In the aeronautical environment, there are rapid developments of mini unmanned 
air vehicles (mini UAVs) and micro air vehicles (MAVs) for military reconnaissance 
and civilian applications like fire hotspot detection and fighting. These small vehi- 
cles often carry small payloads like high-speed video cameras and complex imaging 
telemetry systems. Figure (1.2) shows the MAV black widow and mini UAV puma 
(AeroVironment 2007), both products of AeroVironment Inc., and a flapping wing 
prototype design microbat (Pornsin-Sirirak et al. 2001) by AeroVironment Inc., 
California Institute of Technology and University of California, Los Angeles. 
The conventional know-how for fixed wing designs are reasonably successfully 
applied in mini UAV and MAV developments. There is substantial interest in flap- 
ping flight for these air vehicles too. Mini UAVs and MAVs are of the same size and 
speed range typical of birds and insects. It is thus not surprising that the flapping 
mode of flight is increasingly seen as an interesting proposition. 
Flapping wing flight is associated with inherent low speed and hence low Reynolds 
number unsteady aerodynamics. Unlike high Reynolds number aerodynamics which 
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Figure 1.2: Mini unmanned air vehicle (UAV) and micro air vehicle (MAV) 
(reproduced from AeroVironment (2007) & Pornsin-Sirirak 
et al. (2001)). 
is well studied and understood for commerical and military aircraft developments, 
this area of physics has received less attention. Established steady and quasi-steady 
analyses intended for large aircraft in a high Reynolds flow regime, will suffice for 
fixed wing UAVs and low frequency flapping flights at relatively high Reynolds num- 
ber flows (Re >5x 104) (Ames et al. 2001). It is only recently that more emphasis 
and research in the topic of low Reynolds number flows (Re <5x 104) flows for 
wings at low to moderate angles of attack are being carried out. Within this flow 
regime, the flow can be characterized by the presence of laminar separation bubble. 
0 -1 
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Flapping wing flight is also seen as an alternate propulsion system for mini UAN's 
and MAVs. The potential of flapping wing propulsion as an alternative to the poor 
efficiency propellers under the low Reynolds number conditions of mini UAVs and 
MAVs, has led to considerable attention to flapping flights (Spedding et al. 1998). 
The reduced propulsion noise may also enable close to silent surveillance operations 
(ASTIN 2004). 
1.2 Background material and literature survey 
Aerodynamic behaviour of a section of a flapping wing, is associated with heaving 
and/or pitching of an aerofoil in two-dimensional flows. It is well known that these 
motions produce thrust when the amplitude and frequency of oscillation exceed 
certain values. Independent works on the study of this phenomena dated back to 
Knoller (1909) and Betz (1912). Knoller and Betz observed that a flapping wing 
creates an effective angle of attack, resulting in a normal force vector with both 
lift and thrust components. Katzmayr (1922) demonstrated this experimentally in 
wind-tunnel tests for fixed aerofoils in an oscillatory flow field, and is now known as 
the Knoller-Betz effect. Birnbaum (1924a, 1924b) presented the unsteady motions 
of aerofoils, both aeroelastically and as a propulsive force, in incompressible flow. 
von Karman & Burgers (1943) provided the first theoretical explanation of drag or 
thrust production based on the resulting vortex street patterns in the wake. 
Of particular interests to the present study are the analytical /empirical works of 
Garrick (1936) and DeLaurier (1993). Garrick applied Theodorsen's (1935) theory to 
determine the thrust or longitudinal force for a sinuosidally heaving and/or pitching 
aerofoils using linear inviscid potential theory. DeLaurier's design-oriented model 
computes the unsteady aerodynamics and performance of a flapping wing based on a 
modified strip theory approach. The two models are of relevance in providing some 
insights of oscillatory flapping aerofoil and wing performance, and are explained in 
greater detail in a later part of this section. 
Significant experimental work in the past decades has been undertaken to study 
oscillatory flapping foil motions. Koochesfahani (1989) studied the dependence of 
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vortical patterns due to oscillatory motions. Freymuth (1988) visualised the com- 
bined heave and pitch motions of a NACA0015 aerofoil in a wind tunnel at low 
Reynolds numbers. Maxworthy (1979) and Ellington (1984) established the impor- 
tance of unsteady flow mechanisms relating to the three-dimensional wing aerody- 
namics of hovering insect flight. Anderson et al. (1998) investigated thrust pro- 
ducing oscillating foils through force and power measurements. Jones et al. (1996) 
experimentally studied the wake structure behind a sinusoidally heaving aerofoil. 
The analyses of aerofoils have taken on a new dimension with Computational 
Fluid Dynamics (CFD) as an increasingly viable engineering tool for the analyses. 
With improved computational resources in the last thirty years, more and more so- 
phisticated codes are developed, from inviscid flow panel codes (Teng 1987) in the 
1980s to Navier-Stokes solvers (Tuncer & Platzer 1996, Isogai et al. 1999, Rama- 
murti & Sandberg 2001, and Lewin & Haj-Hariri 2003) of today. These numerical 
studies, which are representative of the flow fields, investigated the influence of the 
flapping oscillation's amplitude and frequency on performance characteristics like 
thrust and propulsive efficiency for heaving and/or pitching motions. T'uncer & 
Platzer's viscous simulations showed that the thrust in the absence of large scale 
flow separation agreed well with inviscid potential flow analysis. However, both 
Isogai et al. and Ramamurti & Sandberg highlighted that the propulsive efficiency 
is rapidly degraded when flow separation occurs at low Reynolds number. These 
observations emphasise the importance of turbulence models to accurately repre- 
sent the flow physics particularly the prediction of separation, and subsequently the 
aerofoil and wing performance. 
It is worth noting that while the above works have given substantial insights to 
oscillating flapping aerofoils, they are confined to rigid bodies which have no 
flex- 
ibility. The fluid/structure interaction effect of aerofoil flexibility in unsteady flow 
is not well explored and remains uncertain. 'Iýriantafyllou et al. 
(2000) suggested 
that flexibility is essential for fish agility. Shyy et al. (1999) reported the poten- 
tial of wing flexibility to achieve better performance for low Reynolds number Re 
flows. Heathcote & Gursul (2003) experimentally demonstrated the potential thrust 
generation benefits for a heaving aerofoil at an optimum 
flexibility in still air, repre- 
20 
sentative of insects and birds in hovering mode. It is postulated that similar benefits 
can be associated with low Reynolds number Re flows at non-zero freestream veloc- 
ities (Heathcote & Gursul 2007). These promising findings form the impetus and 
motivation of the present study. 
The remainder of this section presents the key considerations on oscillatory flap- 
ping aerofoils and wings. The theoretical models of flapping aerofoils (Garrick 1936) 
and wings (DeLaurier 1993) are presented in some detail. These models are chosen 
for illustrations because they are simple to model. Whilst lacking in accuracy due to 
the simplistic geometry, motion and flow assumptions, the models provide valuable 
insights on the propulsive performance of flapping aerofoils and wings. 
Oscillatory flapping rigid aerofoils 
Much of the experimental and computational work on flapping geometries has been 
confined to studies of oscillating rigid aerofoils. The purpose of these investigations is 
primarily to attain a better understanding of the physics behind oscillatory flapping 
flights and the associated aerodynamic performance. Jones et al. (1996,1999,2002) 
and Platzer et al. (2001) conducted both experimental testing and computational 
analyses of heaving and/or pitching aerofoils. Substantial computational works are 
also carried out by Tuncer et al. (1996,1998,2000). 
1.2.1.1 Fundamentals 
The Knoller-Betz effect, attributed to independent work by Knoller (1909) and Betz 
(1912), shows that an oscillating rigid aerofoil or wing generates thrust instead of 
drag when the amplitude and frequency of flapping oscillation are at certain values. 
Figures (1-3) to (1.5) illustrate the vortex street patterns for the aerofoil producing 
a drag producing wake, a neutral wake, and a thrust propulsion jet respectively. 
The difference between the drag-indicative and thrust-indicative vortical wake 
patterns shed from the flapping aerofoil trailing edge can be identified by observing 
the orientation of the upper and lower rows of vortices aft of the aerofoil. For a drag 
producing wake, clockwise upper vortices and counter clockwise lower vortices are 
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Figure 1.3: Drag producing wake behind a sinusoidallY heaving aerofoil (re- 
produced from Jones et al. (1996), figure 3). 
Figure IA: Neutral wake behind a sinusoidally heaving aerofoil (reproduced 
from Jones et al. (1996), figure 4). 
Figure 1.5: Thrust generating wake behind a sinusoidally heaving aerofoil 
(reproduced from Jones et al. (1996), figure 5). 
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present (see figure (1.3)). This produces a time-averaged velocity distribution with 
a distinct velocity deficit in the wake between the two rows of vortices, indicative of 
drag. The reverse vortex patterns are observed for the thrust generating jet, that 
is, counter clockwise upper vortices and clockwise lower vortices (see figure (1.5)). 
This wake surplus produces a time-averaged jet velocity distribution between the 
two rows of vortices, resulting in thrust generation instead of drag production. 
1.2.1.2 Oscillatory flapping parameters 
An aerofoil or wing can undergo various types of flapping oscillations. They can be 
subject to heaving or pitching motion, or a combination of both. In most studies, 
the oscillatory flapping motion is sinuosoidal in nature. Heave and pitch motion 
paths like saw-tooth and step input types are possible but are rarely investigated. 
Figure 1.6: Oscillatory heaving aerofoil (reproduced from Platzer & Jones 
(2001), figure 14a). 
Figure 1.7: Oscillatory heaving and pitching aerofoil (reproduced from 
Platzer & Jones (2001), figure 14c). 
Figure (1.6) illustrates an aerofoil's displacement over a complete cycle of period 
T when it undergoes a prescribed heave motion pattern through a stationary 
fluid. 
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The combined heave and pitch motion path of an aerofoil is illustrated in figure 
(1.7). The aerofoil, at any instantaneous time, undergoes heave as well as pitch 
displacements locally. 
The sinuosoidal oscillatory flapping motion for pitch and heave are often quan- 
tified as: 
a= aosin(wt) (1.1) 
hosin(wt + ýo) 
where a, hý a0l ho and w are the pitch angle and heave displacement at time t, the 
amplitude of pitch angle and heave displacement, and radial frequency respectively. 
The phase difference between the heave and pitch motions at any instantaneous 
time is denoted by (p. A positive ýp indicates that the heave motion leads the pitch 
motion. The heave motion lags the pitch motion when ýp is negative. 
It is common to associate the oscillation frequency with the reduced frequency 
k which is given by: 
wc 
u 
(1.3) 
where c and U are the chord length and freestream velocity respectively. Note that 
in the literature, k is also often defined as k= The difference between these two 2U 
definitions depend on the choice of using a characteristic length c or L respectively. 2 
The reduced frequency is an important parameter which can dictate the type of 
propulsive effects the oscillatory flapping motions has on the aerofoil. It determines 
the effect of the vortex wake on the aerofoil, resulting in either drag production or 
thrust generation. 
Figure (1.8) illustrates the existing aerodynamic knowledge database (Ames et al - 
2001) in terms of physical understanding and analysis/prediction know-how, with 
reference to reduced frequency k= and Reynolds number Re. From the figure, 2U 
it is evident that the aerodynamics of low reduced frequency oscillations in small 
amplitude motions is well understood for applications where the chord Reynolds 
number Re, is large, typical of large aircraft. There is little understanding of low 
Reynolds number Re flows due to a lack of practical applications associated with 
this flow regime in the past. Studies are however renewed with the recent interests 
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Figure 1.8: Existing aerodynamic general knowledge database (reproduced 
from Ames et al. (2001), figure 1). 
in mini UAVs and MAVs, which are in general small vehicles operating in low flight 
speeds and Reynolds numbers. These vehicles are often subjected to highly unsteady 
conditions due to wind shears, gusts or quick manoeuvers. Flapping wing flights at 
moderate to high amplitude oscillatory motion and high reduced frequency is itself 
an alternate design philosophy for such vehicles. 
1.2.1.3 Low Reynolds number flow regimes 
Many of the unmanned air vehicles (UAVs) operations occur in low Reynolds number 
Re flow regimes. A micro air vehicle (MAV) (Pines & Bohorquez 2006) has a typical 
wingspan of 15 cm and a weight restriction of 100 g. The maximum flight speed 
is 15 m/s with an operating ceiling of 150 m. This translates to a vehicle that 
operates at chord Reynolds number Re, of 0(10'), as illustrated in figure (1.9). 
Mini unmanned air vehicles (UAVs), with larger size (wingspan > 1.0 M) and heavier 
weight (> 5 kg), operate at relatively higher Reynolds number flows Of 0(105). 
Limited amount of research has been done on problems related to unsteady flows 
at low Reynolds number (Re <2 x105). Most of the works on low Reynolds number 
flow regime are directed to the design and optimization of steady flight. Studies in 
the area of unsteady aerodynamics are confined to higher Reynolds number flows, 
to predict phenomena like aircraft flutter and gust responses. 
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Figure 1.9: Typical Reynold number Re regime of MAVs (reproduced from 
Mueller (1999), figure I). 
Figure (1.10) illustrates the maximum lift coefficient CL,,,,, minimum drag co- 
efficientCDmin, and maximum lift-to-drag ratio for various configurations CD 
over a wide rawze of Reynolds number Re. The figure clearly shows that the aero- 
foil performance deteriorates rapidly as the chord Reynolds number Re, decreases 
to <Ix 10'. This is attributed to the aerofoil boundary layer, which is highly 
sensitive to Reynolds number Re effects. A separated region, if any, at the leading 
edge and/or trailing edge will affect the aerofoil performance. Also, the possible 
transition from laminar to turbulent flows will influence the developments of the 
boundary layer. Depending on the critical Reynolds number, the transition may or 
may not be in time for laminar free shear layer to reattach back to the aerofoil. 
The typical lift-to-drag coefficient (-C: ý--) rn,,, for fixed wing mini UAVs' and MAVs' CD 
section ranges from 2 to 8. These fixed wing vehicles cannot match biological fliers 
like the insects and birds, in terms of aerodynamic performance for stability, ma- 
noeuverability and efficiency. For example, insect wings produce lift more efficiently 
when compared to lift derived using conventional steady-state aerodynamic theories. 
This is the basis for the motivation to explore flapping wing flights for mini UAVs 
and MAVs- 
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1.2.1.4 Garrick's linear inviscid potential thin aerofbil theory 
Garrick's linear inviscid potential thin aerofoil theory (1936) is one of the early 
works in the study of oscilllatory flapping aerofoils. It applies Theodorsen's (1935) 
compact formulae on oscillatory thin airfoil theory to treat the propulsion effect, 
that is, the longitudinal force, for a flapping aerofoil which essentially is a rigid flat 
plate. The theory is given special attention in the thesis for its computation of 
thrust for an oscillating aerofoil. 
The formulation assumes small amplitudes in the various degrees of freedom and 
an infinitely narrow width of the rectilinear vortex wake lying in the freeestream 
direction. The small amplitude motions of a flapping aerofoil are generalised to 
three components, namely, heave translation, pitching motion and aileron motion 
in sinuosidal fashion. Linearization of the theory allows these components to be 
treated separately. For the present investigation, only heave translation, pitching 
motion and their combination are considered. The aim is to gather some insights 
on the performance of oscillatory flapping rigid aerofoils. 
A simple code, based on the above formulation, is implemented to facilitate the 
discussions on the flapping motions of the rigid aerofoil using Garrick's theory. 
leading edge a 
'14-6QZ-ZZ b 
axis 6f rotation trailing edge 
Figure 1.11: Original notation defining the oscillatory flapping aerofoil in 
Garrick's theory (reproduced from Garrick (1936), figure I). 
Figure (1-11) illustrates the original notation used in Garrick's formulation, 
where the aerofoil is represented by a straight chord of 
length c- 2b, extending 
along the x-axis from the leading edge x= -b to the trailing edge x= +b. 
The 
quantity b is chosen as the reference unit 
length. Sinusoidal motions in freestream 
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flow at velocity v for heaving (h, positive downwards in terms of b) and pitching (a 
angle of attack about x=a, positive clockwise) modes are as described in equations 
(1.1) and (1.2) respectively, and are reproduced here for reference: 
a aosin(wt) (1.1) 
h hosin(wt+cp) (1.2) 
The parameter k is the reduced frequency of the oscillations based on character- 
istic length b, which is half of the chord length c. 
wblv (1.4) 
The thrust coefficient, CT, power coefficient, Cpw, and propulsive efficiency, q 
are determined from the energy formula: 
W= E+Fv (1.5) 
The quantity W represents the average work done in unit time to maintain the 
oscillations against lift force and/or pitching moment. 
w 
27r1w 
(Lh + M6z) dt 27r 0 
where L and M are lift force and pitching moment respectively. 
The term F 
,, v represents 
the average work done in unit time by the propulsive 
force F,,. The quantity E in equation (1-5) denotes the average increase in kinetic 
energy in unit time in the vortex wake. 
E=vE wv 
27r1w 
0.5pv(Ao) dt 
27 
fo 
(1.7) 
where E' is mean value of kinetic energy in the wake with reference to time, p is 
freestream density, v' is induced velocity far downstream, and AO is the potential 
difference between points of the wake on the x-axis. 
The relationship of CT, Cpw and 77 with the energy formula (equation (1.5)) is 
presented in equations (1.8) to (1.12). Without going into the complex mathematics, 
equations (1.13) to (1.19) are the formulae for CT and Cpw in their final forms, as 
presented by Garrick (1936). Each set of formulae describes the aerofoil performance 
in heave, pitch and their combined motions. 
F, ý CT = 
pV2cl2 
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Fv c7, 
77 =w- cpw 
CP 
vv - 
CT 
= -cLh - cmä 
77 
L 
CL - pV2c/2 
cm -m (1.12) pV2C2/2 
Heave motion 
CT= 47rk 2h2 (F 2+G 2) = CTh 0 
Cpw = 4,7rk 
2h2F 
0 
Pitch motion 
CT 7rk 
2a2 [(F 2 +G 2) (Ilk 2+ (0-5 - a)2) 0 
(0.5 - F)(0.5 - a) - Flk 2_ (0.5 + a)Glk] 
CTP 
Cpw = 7rk 
2a2 [0.5(0.5 - a) - (a + 0.5)(F(O. 5 - a) + Glk)] 0 
Heave and pitch motion 
CT CTh + CTp + CThp 
Cpw = 47rk 
2 (Fh 2+ C3 Ce2 +2C4hoao) 00 
where 
CThp 
= thrust due to heave and pitch coupling - 47k 
2 ho ao (cl+ C2) 
cl = (F'+G')[-sinýolk+(0.5-a)cosýo]-0.5Fcosýo+0.5Gsinýo 
C2 = 0.5[(0.5 + Glk)cosýo] + Fsinýolk] 
C3 =b2 [0.5(0.5 - a) - (a + 0-5)(F(O-5 - a) + Glk)] 
C4 = 0.5b[(0.5 - 2aF + Glk)cosýo - (Flk - G)sinýo] 
(1.17) 
(1-18) 
(1.19) 
The quantities F (equation (1.20)) and G (equation (1-21)), first cited by von 
Kam 'an & Burgers (1943), are functions of standard Bessel functions JO, JI, Yo and 
Y, of the first and second kinds of argument k. Details on the computation of these 
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Bessel functions can be found in Theodorsen (1935). The functions F and G are of 
fundamental importance in the theory of oscillatory aerofoil. They are respectively 
I 
the real and imaginary parts of Theodorsen's function C of argument k. 
jl(jl + YO) + yl(yl - JO) (1.20) (j + Y)2 + (y - J)2 1010 
Ylyo + ilio 
(j, + yo), + (Yi - jo), 
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Figure 1.12: Heave oscillation of aerofoil with different amplitudes. 
(1.21) 
The heave motion of the aerofoil is shown to develop a thrust force. This is a 
result of leading edge suction arising from the motion. A stationary body of any 
type will not be able to generate thrust from the pressure forces. The dependency of 
thrust coefficient CT on the heave amplitude ho and reduced frequency k is illustrated 
in figure (1-12) for two heave motion amplitudes (ho = 0.2c and ho = 0.4c). Based on 
equation (1.13), the thrust coefficient, CT, at any reduced frequency k is proportional 
to h 2. As such, for inviscid incompressible flows a positive thrust is generated for all 0 
pure heaving motions. Rom figure (1.12), it is also noted that for a fixed 
freestream 
speed v and heave frequency w, more thrust can only be obtained when the aerofoil 
chord c is larger in order to produce a higher reduced frequency 
k value. 
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Garrick's formulation also show that a heaving aerofoil's propulsive efficiency q 
reduces asymptotically to about 50% for infinitely rapid oscillations unless it flaps 
at infinitely slow motion, as shown in figure (1-13). The deterioration in efficiency 
at higher reduced frequency is mainly attributed to more work done to maintain the 
oscillations against the higher forces and moments sustained by the aerofoil. 
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Figure 1.13: Propulsive efficiency for heaving aerofoil. 
The performance of a pitching aerofoil with maximum pitch angle ao of 20 ro- 
tating at quarter-chord position (i. e. a= -0.5) is presented in figure (1.14). It is 
noted that the thrust increases with increasing reduced frequency. A small quantity 
of drag (-0.007 < CT< -0-0006) is computed at low reduced frequencies (k < 0.5) 
but this is attributed to numerical errors and is not physically possible for a po- 
tential flow computation. From equations (1.15-1.16), both the thrust and power 
coefficients, CT, and Cpw, are a function of the square of the maximum pitch angle, 
2 ao* 
In the case of a combined heave and pitch motions of an aerofoil, the phase 
angle between the two motions has to be considered. Figure (1-15) illustrates the 
aerofoil performance where it is heaving at amplitude of 0.2c, pitch amplitude of 
angle ao = 4' about the quarter-chord location at a reduced frequency k=0.3. 
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Figure 1.15: Performance of a combined heaving/pitching aerofoil. 
From the figure, it is evident that the phase for maximum propulsive efficiency (at 
901) corresponds to that for minimum thrust and power coefficients, CT and Cpw. 
Anderson et al. (1998), Týmcer et al. (1998) and Isogai et al. (1999) reported 
that the phase angle between the two motions is a critical parameter in maximising 
propulsive efficiency. 
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1.2.2 Oscillatory flapping rigid wings 
The study of the oscillatory flapping wings in past works is more limited than those 
for the aerofoils. The investigations in the past are mainly confined to developing 
theoretical models (Walker 1927, Kiichemann & von Holst 1941, Betteridge & Archer 
1974). These models, though somewhat lacking in accuracy, provide important 
conclusions on the expected performance characteristics of the flapping wing. With 
the advances in Computational Fluid Dynamics (CFD) and computing technology, 
works on the computational intensive simulations of flapping wings (Neef & Hummel 
2001) are being conducted. Most experimental works are by biologists, whose focus 
is on the aerodynamics of insect (Ellington 1999, Maxworthy 1979) and bird wings 
(Rayner 2001). Some experiments on flapping rigid wing planforms (DeLaurier 
Harris 1982, Ames et al. 2001, Heathcote et al. 2006) are being investigated. 
Theoretical models, computational efforts and experimental works 
Significant effort to develop theoretical models to study the phenomenon of flapping 
wing have been carried out over the years. Walker (1927) made the first attempt to 
quantify the flapping wing characteristics in forward flight. The oscillatory motion 
is in the vertical plane. The flapping wing angular velocity is assumed constant and 
equal during the up-stroke and down-stroke. The angle of attack is also assumed 
constant during each flapping half-cycle, but differs during the up- and down-strokes. 
Wing twist is considered by dividing the wing into three sections, each of which has 
a constant angle of attack. 
The theory by Kiichemann & von Holst (1941) for a heaving wing suggests that 
the propulsive efficiency q is a function of its aspect ratio AR. The propulsive ef- 
ficiency will asymptote and reach 100% with increased aspect ratio AR (see figure 
(1.16)). While this is an idealized situation, where flow separation and other vis- 
cous effects are ignored, it provides the motivation for the study of flapping wing 
aerodynamics. 
Tv 1 
2 (1.22) Pin 1+ AR 
where T, v and Pi,, are the thrust, velocity and input power respectively. 
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Figure 1.16: Propulsive efficiency n with wing aspect ratio AR. 
Betteridge & Archer (1974) developed a model using the lifting-line theory and 
actuator disc theory to predict the aerodynamic loads and propulsive efficiencies for 
a root-hinged flapping wing. DeLaurier's (1993) model is a more recent formulation 
to compute the unsteady aerodynamics of a flapping wing. Further details on the 
model will be later explained in the section. 
Neef & Hummel (2001) simulated Euler solutions for the case of a finite-span 
rectangular wing with aspect ratio 8 and NACA0012 cross sections at freestream 
Reynolds number of 2x 104 . 
The wing undergoes combined root flapping and twist- 
ing motions with varying phase difference, low reduced frequency and amplitude 
oscillations. The study includes the computation of thrust output and propulsive 
efficiency, and comparison with the two-dimensional aerofoil. The pressure distri- 
butions along the span and tip vortices at the wing tip are investigated too. 
Limited experiments are investigated for fixed wing flapping oscillations. Delau- 
rier & Harris (1982) conducted wind tunnel experiments for a heaving and pitching 
wing with aspect ratio of 4 and NACA0012 aerofoil sections in freestream Reynolds 
numbers of 2.78 X 104 and 4.3 x 104 . 
The wing is subject to low reduced frequency 
oscillations, and low to moderate amplitude displacements. The study shows the 
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approximately linear dependence of thrust on reduced frequency. The wing aero- 
dynamic performance are optimal when the pitching motion lags the heave motion 
by the phase angle of 90' - 120'. The thrust produced is highest when the pitch 
amplitude is 12.11. 
Ames et al. (2001) experimentally studies a root flapping wing of aspect ratio 
2.42. The planform is a rectangular plate with a slight camber. The wing under- 
goes low frequency oscillations of dihedral at high pitch displacements. The wind 
tunnel tests' results for cases of high Reynolds number freestream and low reduced 
frequency compare well with predictions from an unsteady panel codes. For cases 
at higher reduced frequency and lower Reynolds number freestream, the panel code 
underpredicts the force by an order of magnitude. 
A more recent experimental study for a heaving rectangular NACA0012 wing in 
freestream Reynolds number of 3x 104 was conducted by Heathcote et al. (2006). 
The water tunnel investigation of the aspect ratio 3 wing showed that thrust in 
general increases with increasing reduced frequency, like the aerofoil. 
1.2.2.2 DeLaurier's aerodynamic flapping wing model 
DeLaurier's (1993) aerodynamic flapping wing model is a design-oriented model for 
unsteady aerodynamics of a flapping wing, based on a modified strip theory ap- 
proach. Vortex wake effects, partial leading edge suction and post stall behaviour 
are captured. Sectional mean angle of attack, camber and friction drag are consid- 
ered too. 
Various assumptions are made in the analysis. A continuous sinusoidal motion 
is assumed. The wing's aspect ratio is deemed large enough that the flow over 
each section is essentially in the chordwise direction, and can be treated as two- 
dimensional locally. When the attached flow range is exceeded, totally separated 
flow is assumed to abruptly occur. The analysis does not account for variable span 
during flapping. 
The subsequent formulation is based on the above assumptions. The configura- 
tion is confined to a heaving rigid rectangular wing only. Details of the full method 
of analysis can be found in DeLaurier (1993). 
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Figure 1.17: Wing section aerodynamic forces and motion variables (repro- 
duced from DeLaurier (1993), figure 1). 
Figure (1.17) shows the nomenclature for the wing section's aerodynamic forces 
and motion variables. The variables a, & and a' represent the relative angle of 
attack at the 1 chord location due to the wing's motion, the rate of change of a 4 
and the flow's relative angle of attack at the .1 chord location respectively. The 4 
parameters are defined as follow: 
hcosO,, 
u 
ä=u (heos0) (1.24) 
OZ 1= 
AR 
- 
[F'(k) 
a+c 
G'(k) 
ýe - 
WO 
(2 + AR) 2U k-U 
The heave velocity and acceleration are denoted by h and ý accordingly. The pa- 
rameters U, 0,,, and c are the freestream velocity, mean pitch angle of chord with 
respect to the flapping axis and chord respectively. The aspect ratio of the wing is 
represented by AR. The term '0 is the downwash term and can be approximated u 
by: 
wo 2(ao + 6) 
U 2+AR 
(1.26) 
where ao and 0 are the angle of section's zero-lift line and pitch angle of chord with 
respect to U respectively. Equations (1.23) to (1.26) are applied to each chordwise 
wing strip with identical aspect ratio, and executing simple harmonic motion similar 
to the entire wing. 
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The parameters Y(k) and G'(k), functions of reduced frequency k= can be 2U 
approximated as: 
FIk Clk 
2 
(k2 + C2) 2 
G'(k) CjC2k 
(k2 + C2) 2 
c1= 
MAR 
(2-32 + AR) 
(1779, 
C2= 0.181+ --, 
AR 
The relative flow velocity at 1 chord location is given by: 4 
vf[ucoso - 
hsino"? + [U(Cý + 
(1.27) 
(1.28) 
(1.29) 
(1-30) 
(1.31) 
For non-separated flows, the chordwise force coefficient (CF , ), normal force co- 
efficient (CN) and the power input (Pi,, ) are as follows: 
e-If 
2+ #)2UV +-1f V2 C, Fx =-[, Os 7r (a' 7rao (a'+ #UV -(cd) x (1.32) U2 2 
CN -u 
[2V(a'+ 
ao + 0) +2 C&I (1-33) 
Pin = F,, hsin#,, + Nhcos#,, (1-34) 
The flow is deemed separated if it does not meet the criterion for attached flow 
over the section. This criterion is reasonable since the application of the strip theory 
model allows for an approximation to localized post stall behaviour. 
(astall) min -< a+0< (astall) max (1.35) 
For this case, complete separated flow is assumed to occur abruptly, resulting in 
negligible chordwise forces. 
F=O (1-36) 
The normal force coefficient (CN,,, ) and the power input (Pinsep) are given by: 
CNs ep ::::::: 
I+ "u&] (1-37) U2n4 
Pinsep ::::::::: NsephCO, 96,, (1.38) 
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where 
V= VV2 + V2 
n 
Vn hcos#w + UsinO 
(1.39) 
(1.40) 
Note that V,, is the midchord normal velocity component due to the wing's motion. 
The heaving wing's performance is denoted by the instantaneous lift coefficient 
CL(t) and thrust coefficient CT(t). 
CL CNcosO + CF , sinO 
CT(t) = CFco8O - CNsinO (1.42) 
The average power input Pin) average power output PO,, t and the average propul- 
sive efficiency are given by: 
i 27r 
Pin = 27r 
fo 
Pin(O)dO (1.43) 
Po,, t = TU (1.44) 
Pout 
(1.45) Pin 
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Figure 1.18: Thrust coefficient CTof heaving wing with different heave am- 
plitudes. 
39 
60 
50 
40 
30 
20 
10 
0 
ho---0.2c ho=O. lc 
--- -- -------- 
-----------------4 
10 
Reduced frequency k 
12 
Figure 1.19: Average efficiency Tj of heaving wing with different heave am- 
plitudes. 
From the results of this theory, the heave motion of a rectangular wing with 
aspect ratio of 20 is shown to develop increasing thrust with increasing reduced 
frequency k. The dependency of thrust coefficient CT on the heave amplitude ho 
and reduced frequency k, is illustrated in figure (1.18) for two heave amplitudes 
(ho = 0.1c and ho = 0.2c). For a given reduced frequency k, the thrust coefficient 
CT increases with increasing heave amplitude ho. The average efficiency 77 peaks 
at a lower reduced frequency k for higher heave amplitude ho. It asymptotes to a 
constant value with larger reduced frequency k for both cases (see figure (1.19)). 
The influence of the wing aspect ratio AR is next investigated. The thrust 
coefficient CTof different heaving wings (aspect ratio AR of 1,4,10 and 100) with 
reduced frequency k is plotted in figure (1.20). The heave amplitude ho is 0.1c for all 
the cases. From the figure, it is clear that for a given reduced frequency k, the thrust 
coefficient CTincreases with wing aspect ratio till AR = 10. For wings with aspect 
ratio AR > 10, AR then has minimal effects on the thrust coefficient CT. This is 
observed from the comparable results for the cases of AR = 10 and AR = 100. It 
is also noted that the thrust coefficient CTincreases with reduced frequency k for a 
fixed wing aspect ratio AR. 
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Figure 1.20: Thrust coefficient CTof heaving wing with different aspect ra- 
tios. 
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Figure 1.21: Average efficiency q of heaving wing with different aspect ra- 
tios. 
The corresponding average efficiency q of the heaving wing is illustrated in figure 
(1.21). The figure shows that for a specified wing aspect ratio AR, the average 
efficiency q reaches a peak value and then asymptotes approximately to a lower 
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constant value with further increase in the reduced frequency k. Similarly, the 
average efficiency q is insensitive to the wing aspect ratio AR when AR > 10. 
1.2.3 Oscillatory flapping flexible aerofoils and wings 
The study of flexible aerofoils and wings has been explored in some detail only quite 
recently. Limited literature on the subject can be found. The flexibility effects on 
the propulsive performances are not well explored and remain largely uncertain. 
Recent works 
Mateescu & Abdo (2003) provided a theoretical inviscid solution for the analysis of 
oscillating flexible aerofoils. The solution of the fluid velocity and pressure coefficient 
is based on the derivation of the singular contributions of the leading edge and 
locations where the boundary conditions change. 
Shyy et al. (1999) computationally demonstrated that a flexible aerofoil, in the 
form of a massless membrane in a portion of the upper surface, yields better over- 
all performance than a similar rigid aerofoil in low Reynolds number oscillating 
freestrearn flows. Miao & Ho (2006) computationally studied the effect of chord- 
wise flexural amplitude on the unsteady aerodynamic characteristics of a heaving 
aerofoil for various combinations of freestrearn Reynolds numbers and reduced fre- 
quency. The results showed that the propulsive efficiency is strongly influenced by 
the reduced frequency. 
Heathcote & Gursul (2007) experimentally showed that a degree of chord-wise 
flexibility was found to increase both thrust and propulsive efficiency of a heaving 
aerofoil. The same conclusion is also obtained when the configuration is extended 
to a heaving rectangular NACA0012 wing (Heathcote et al. 2006). Work is also 
carried out for oscillatory flapping motions in non-forward flight. Heathcote et al. 
(2004) experimented on a flexible flapping aerofoil at zero freestream velocity. The 
results indicate that the optimum flexibility or stiffness to achieve maximum thrust 
varies with heave frequency and amplitude. 
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Biologists and zoologists are another community who have taken an interest 
in deformable wing flight in birds and insects. Studies by Rayner (2001) show 
that wing movements of birds comprise flapping and flexural motions to optimize 
aerodynamic performance. Birds twist and bend their wings to achieve optimal lift 
and thrust while manoeuvering. The experimental and analytical works on animal 
flight by Weis-Fogh (1973) showed that insects are naturally equipped with flexible 
wings to create more circulation and hence higher lift over the wing. Combes (2002) 
investigated the flexural stiffness of insect wings and concluded that it varies quite 
strongly with wing size. 
It is important to note that the motivation for biologists and zoologists is primar- 
ily to explain the physics of natural fliers. Aeronautical designers however endeav- 
our to develop a vehicle based on design-oriented analyses which is not necessarily 
provided by these animal flight investigations. For example, while the issues of sep- 
aration and transition in low Reynolds number flapping flight are critical design and 
performance concerns for the aeronautical designers, the same phenomenon encoun- 
tered by the natural fliers are still not well enough understood to draw any useful 
lessons and pointers to aid the vehicle design process. 
1.3 Aims and objectives 
The aims and objectives of the present work are two-fold. 
Firstly, the development of a CFD code to simulate the oscillatory flapping 
aerofoil and wing. In the case of an aerofoil, the flow is simulated using the two- 
dimensional form of the code. In the case of a wing, the flow over it is treated 
quasi-three-dimensionally via strip theory with a three-dimensional vortex-lattice 
model to communicate the flow physics between the wing's spanwise cross sections. 
The model has some similarity to the lifting line theory. 
Secondly, the developed CFD models are then used to investigate the heaving 
aerofoil's and wing's propulsive performance in low Reynolds number flows. The 
configurations can be structurally rigid or flexible. 
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1.4 Layout of the thesis 
The remaining chapters of the thesis are presented in the format below. 
Chapter 2 presents the numerical methods used in the two-dimensional and quasi 
three-dimensional code, VIVIC-AERO. The revised solver is adapted from an 
existing code VIVIC, which was originally developed for vortex induced vibration 
studies of marine risers. The chapter details the formulations and computational 
models developed and implemented in the Eulerian-Lagrangian Navier-Stokes solver. 
Next, chapter 3 presents and discusses the findings from the study of oscillatory 
flapping aerofoil. The aerofoil chosen for the present investigation is the NACA0012 
aerofoil. It undergoes forced heave sinusoidal motion. The aerofoil is either struc- 
turally rigid or flexible. The flexible aerofoil, besides heaving, also deforms in a 
prescribed flexural sinusoidal path. Parametric studies of the oscillations' reduced 
frequency and amplitude, the freestream Reynolds number, and the phase angle 
between the heave and flexural motions are investigated. Investigations are also 
conducted to determine the optimal propulsive performance of the heaving flexible 
aerofoil. Non-heave related motions like flexural only and rigid pitch displacements 
of the aerofoil are studied too. 
This is followed by chapter 4 which presents and discusses the findings from 
the investigations of an oscillatory flapping wing. The chosen configuration for 
the present study is a rectangular wing of aspect ratio 4, represented by multiple 
spanwise planes of NACA0012 aerofoil cross sections. Studies are conducted for 
forced heave sinusoidal motions of both a rigid and a flexible wing. For the flexible 
wing, only prescribed flexural chordwise sinusoidal motions are considered. The 
wing's propulsive performance is compared with that for the aerofoil configuration. 
Lastly, chapter 5 draws conclusions from the key observations and findings of 
the study in the thesis. 
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Chapter 2 
Computational Fluid Dynamics 
This chapter presents the Computational Fluid Dynamics (CFD) formulations and 
models used in VIVIC-AERO, a two-dimensional Eulerian-Lagrangian Navier-Stokes 
solver adapted for the present investigation. VIVIC-AERO is based on VIVIC, a 
strip theory laminar code developed for the study of flexible marine pipe risers 
(Willden 2003). 
The basic governing equations and methodology of the code are reviewed in sec- 
tion 2.1. Section 2.2 and 2.3 discuss in details the novel grid generation process and 
the incorporated turbulence modelling respectively. A series of validation test cases 
are presented in section 2.4. The boundary conditions' specification, to represent 
forced oscillations of rigid and flexible bodies are explained in section 2.5. Section 
2.6 describes the implementation of vortex lattice method and strip theory to ex- 
tend the code to account for the quasi three-dimensional effects in three-dimensional 
geometries like the wing. 
2.1 Review of CFD solver 
The numerical solver utilises a first order in time hybrid Eulerian-Langragian method 
to solve the incompressible Navier-Stokes equations. The primary dependent vari- 
ables are velocity and vorticity. The vorticity is diffused in an Eulerian manner on 
an unstructured finite element mesh. The convection of the vorticity is via a La- 
grangian approach that employs discrete point vortices. Graham (1988) developed 
the Cloud in Cell method for finite difference approximations on a structured grid. 
The scheme was further extended to its present form by Arkell (1995) for finite 
element method on an unstructured mesh, and developed further more recently by 
Willden (2003). 
The use of vorticity instead of pressure has two distinct advantages. First and 
foremost, it avoids the requirement to determine the pressure field in the solution 
of the flow evolution. Secondly, vorticity is more suited to describe wake structures 
in the study of unsteady flows. The disadvantages of using vorticity are the dif- 
ficulties in enforcing the vorticity boundary condition at the body surface for the 
computational models and a divergence-free three-dimensional flow. 
The rest of this section will focus on the fundamental equations and key solution 
methodologies employed in the code. 
2.1.1 Basic governing equations 
Viscous and incompressible flows are described by the Navier-Stokes equations (equa- 
tion (2.1)) and conservation of mass statement (equation (2.2)). The velocity vector 
and pressure at discrete spatial location in the flow field are given by u and p re- 
spectively. Also, the fluid's density and kinematic viscosity are denoted by p and v 
accordingly. 
Ou 
+ (u. V)u =-1 Vp + VV2U 
at p 
PV. U =0 (2.2) 
The variant form of the Navier-Stokes equations, in terms of velocity u and 
vorticity w, for laminar flows is defined as follows: 
aw 
at 
change with time 
convection stretching & tilting 
+ 
larninar diffusion 
(2.3) 
where 
W=V (2.4) 
46 
The terms on left-hand-side of the vorticity transport equation (2.3) represent the 
change of vorticity with time and the convection of vorticity. Those on the right- 
hand-side describe the stretching and tilting of vorticity and the laminar diffusion 
of vorticity. 
The two-dimensional interpretation of the vorticity transport equation can be 
derived from the above equations. By assuming a xy plane, the spanwise velocity 
component and spanwise derivatives are zero. The only vorticity component is the 
spanwise component w,. Furthermore, the stretching and tilting term in equation 
(2.3) is zero in two dimensions. The two-dimensional vorticity transport equation is 
hence reduced to: 
+ ot 
(2.5) 
A relation between the velocity components u and v in the x and y directions 
with the spanwise vorticity component can also be derived: 
V2U 
OWI 
V2V 
aw, 
ay ax 
(2.6) 
Both equations (2.5) and (2.6) define the velocity-vorticity relationship of two- 
dimensional viscous imcompressible flows. 
Alternatively, the velocity components and spanwise vorticity component can 
also be denoted by the strearnfunction V) in two dimensions: 
a V) 
I V=-ao 
(2-7) 
19Y ax 
V20 = -Wz (2.8) 
The streamfunction-vorticity form of the Navier-Stokes equation is defined as 
follows: 
aw, 
at 
OV) aw, 00 aw, 
ay ax ax ay 
= V172WZ (2.9) 
The set of three equations (equations (2.7) to (2.9)) is an alternate description of 
two-dimensional incompressible laminar flows. 
As mentioned earlier, one of the benefits of the vorticity-velo city formulation is 
not requiring to compute the pressure field. However, this information is necessary 
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to determine the body forces. The following equation relates the pressure p to the 
density and the velocity vector in the following manner: 
vp- 
which in two-dimensional form gives: 
v2p= 
-2p 
( au Ov 
- 
au Ov 
Oy ax Ox ay) 
2.1.1.1 Non- dimensionalization 
(2.10) 
(2.11) 
It is often more efficient to work with non-dimensionalized quantities in CFD ap- 
plications. Non-dimensionalisation of the basic governing equations also allows the 
characterization of the physical phenomenon. In the case of viscous incompress- 
ible flow, by defining a reference length and speed, the Reynolds number Re is 
introduced into the equations presented in section 2.1.1. For the current study, the 
aerofoil chord c is chosen as the characteristic length, and the upstream freestream 
speed U,,,,, the characteristic speed. Denoting non-dimensionalized terms by ()', the 
relation between the absolute spatial coordinates and the velocities with their non- 
dimensionalized quantities are given by: 
u 
U00 (2.12) 
Hence, the non-dimensional time, vorticity, streamfunction, pressure, eddy vis- 
cosity and kinematic viscosity terms are derived as such: 
uoo c 
cwz 
Ljz 
uoo 
I/pI 
CU00 
p 
PU 2 00 
vt = Vt v V- (2.13) 
CU00 cuo" Re, 
It is worth noting that the non-dimensionalized kinematic viscosity is the inverse of 
the Reynolds number based on chord length Re, = 'ý, L-. 
The non-dimensionalisation process when applied to equations (2.5), (2-9) and 
(2.11) yields the following: 
+UV )Wz =V V'2W' (2.14) 
at Iz 
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aw, Ow, aw, 1 Z+- --Z Z '2 (2.15) 
at, ay, ox, ax, ay, Z 
1 au' av, au' ov, 17 '2p = -2(-- - (2.16) Oy' ax, ax, Oy' ) 
Equations (2.14) and (2.15) are respectively the vorticity-velo city and the vorticity- 
strearnfunction representation of the vorticity transport equation. Both equations 
clearly indicate the dependence of incompressible viscous flows on the chord Reynolds 
number. 
For the remainder of the thesis, the ()' notation will be omitted and non- 
dimensional quantities will henceforth be assumed, unless otherwise specified. 
2.1.2 Strearnfunct ion-velo city- vort icity finite element method 
The governing equations presented are solved using a hybrid streamfunction-velo city- 
vorticity method, based on a finite element approach. The hybrid method is fast and 
accurate, utilising the speed of the streamfunction-vorticity formulation and the ve- 
locity accuracy of the velocity-vorticity formulation. The key equations considered 
are equations (2.6), (2.8), (2.14) and (2.16). 
2.1.2.1 Finite element approach 
The flow parameters in the governing equations are modelled using a piecewise linear 
finite element approximation on an unstructured triangular finite element mesh. The 
detailed mesh generation process will be illustrated in section 2.2. The linear finite 
element approximation of a field variable, say O(x) is represented by: 
m 
1: 
M=l 
(2.17) 
where ý is the numerical approximation, M is the total number of mesh points in 
the grid system, and 0, is the value of O(x) at node m. a,,, are coefficients that are 
to be determined numerically. N,,, (x) are the global linear shape functions defined 
over the entire domain, and denoted by: 
N,, (x) = 0, xý Q"' 
Nm (X) Ne -yme 7 n(X) = Cee + 
oe X Y, xGe Ei Qm mm 
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where N,,, (x) is the element local shape function for node m over element e and Qm 
are the elements that are coincident with the node m, as illustrated in figure (2.1). 
-2 . 
Figure 2.1: Global shape function for the mth node: N, (x). 
m 
/----------- 
e 
n p 
Figure 2.2: Element local shape function for the mth node over the eth ele- 
ment: Nen (x). 
The function N,., (x) is defined such that its value is one at node m and is 
zero when x is not interior to the elements coincident with node m. Within these 
elements, N, (x) varies linearly accordingly to the local shape functions given in 
equation (2.18), see figure (2.2). The coefficients ae , 
ý' and -ý, e,, are determined MM 
from the geometrical details of the e1h element: 
ae 
XnYp - XpYn 
m 2Ae 
ýe Yn - Yp 
m 2, Ae 
Me 
Xp - Xn 
2Ae 
where m, n and p are arbitrary nodes of an element, numbered in anti-clockwise 
manner, and A' is the area of the e, h element. 
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2.1.2.2 Galerkin weighted residual method 
The Galerkin weighted residual method is used to model the field variables. Assum- 
ing a differential equation with linear differential operator f (see equation (2.20)), 
which is valid over a domain Q that is bounded by a closed curve F. 
f(q)=p (2.20) 
The linear finite element approximation ý of a field variable 0, is as represented 
by equation (2-17). It is important to note that this approximation must satisfy the 
boundary conditions over the boundary (see equation (2.21)). 
0 Ir= 0 Ir (2.21) 
There will be a difference between the approximation and the actual solution. 
The residual RQ defines the error quantity and is given by: 
Ro =f (ý) - (2.22) 
The aim is to computationally minimize this error, to as close to zero or a value 
that is computationally acceptable. 
In order to achieve this goal, a set of integrals of the weighted residual over the 
domain are forced to zero. The following shows the algebraic form of the approach 
for the lth weighting function Wj: 
f9 
Wj& dQ = Wi(f (ý) - p) dQ =0 (2.23) 
There are many ways to represent the weighting functions. In the Galerkin 
approach, the weighting functions are chosen to be equal to the shape function, 
W, - N1. This results in: 
L 
Nl(f (ý) - p) dQ =01= 112, ... Im 
(2.24) 
To determine the approximation ý will require solving M unknowns and integral 
equations like equation (2.24) to evaluate all a,, coefficients. By combining equations 
(2.17) and (2.24), the following is derived: 
m 
Nif (N,,, ) dQ) 
f 
Nip dQ I=1,21 ... Im 
(2.25) 
M=j 
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The summation is possible outside the integral due to the linearity of the differential 
operator and the non-spatial dependence of a,,. 
The above equation leads to a set of M independent linear algebraic equations. 
which form a matrix system: 
Ma =f (2.26) 
where K is aMxM matrix of which the values are determined from shape functions 
and differential operators. The term f is the load factor and a is the vector of 
unknown coefficients. If the differential operator is f(O) = 0, then the integrand 
on the left-hand-side of equation (2.25) is NN,, and the matrix K becomes the 
mass matrix M. For a more thorough explanation of the Galerkin approximation 
approach, further details can be sought from Zienkiewicz & Morgan (1983). 
2.1.2.3 Streamfunction-vorticity relations 
Using the above presented Galerkin weighted residual approach, equation (2.8) yields 
the following 
N, V2 (ý) dQ =-N, CD, dQ (2.27) 
where the differential operator is the Laplacian V. The application of Green's 
lemma and discretization of the variables as explained in equation (2.22) transforms 
the equation as follows to: 
mm 
VN,. VN,, dQ) = 
(w,,, NjNm dQ) +r NIOý dF 
M=l 
fý2 
M=j 
On 
Kýb = MWz + go 
m 
where K=f VNIVNm dQ 
M= 1 
m 
m=Ef NNm dQ 
1-2 M=j c 
&b = N, H 
jr 
0n 
(2.28) 
The terms Mw,, and gp are the load factors due to the vorticity field and the 
boundary integral respectively. The stiffness matrix K and mass matrix M are 
both symmetric positive definite of size Al x M. The matrix system can thus be 
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solved iteratively using a preconditioned conjugate gradient method. This method 
is a robust and efficient scheme. Note also that the (-) will be dropped in future 
reference and application for ease of explanation, although all parameters are indeed 
approximations based on the Galerkin weighted residual finite element approach. 
The streamfunction boundary conditions for the inflow and outer boundaries 
(except the outflow) is given by: 
O(x, y) = Oo + (U,,,, cosa)y - (U,,,,, sina)x (2.29) 
where V)O is an arbitrary constant, set to zero in the present investigations. It is 
worth noting that equation (2.29) is an approximation which neglects the influence 
of the vorticity and the body on these boundaries. This postulation is valid provided 
the boundaries are far away from the body. The outflow streamfunction boundary 
condition is set to the Neumann condition. 
00 
= U,,, sina an 
(2.30) 
The streamfunction on the body surface is the Dirichlet condition denoted by: 
V-V (2.31) 
The value of V)O in equations (2.29) and (2.31) is set to zero in the current study. 
2.1.2.4 Vorticity- velocity relations 
The development of the vorticity field in incompressible laminar flow is described 
by the vorticity transport equation (equation (2.14)). The temporal derivative is 
discretised using a first order forward Euler approximation. 
OW, n n+l wn 
at 
z 
At 
Z+ O(At) (2.32) 
where n and n+I refer to the present and the next time step respectively. The later 
time step is incremented by At from the current one. 
The vorticity transport equation can be split into two sub-steps, namely, the 
diffusion sub-step (equation (2.33)) and the convection sub-step (equation (2.34)). 
ciz 
-wn 772, n 72ýjz] 
At 
z= v[(l - a) z +a 
(2.33) 
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n+l ci 
z 
At 
z (2-34) 
where u- and cý, are the velocity and vorticity at intermediate time level. 
The computation of the diffusion sub-step (equation (2.33)) develops the in- 
termediate vorticity field Co, at time level n. The vorticity field is diffused on an 
unstructured finite element mesh in a Eulerian manner. The computation of the 
convection sub-step (equation (2.34)) follows that of the diffusion sub-step. The 
field variables at the intermediate time level (fi, Co, ) are used to explicitly compute 
the vorticity field at time level n+1. This is done using a Lagrangian approach that 
employs the convection of discrete point vortices. 
It is important to note that the addition of these two sub-steps and the substi- 
tution of the time derivative approximation (equation (2.32)) recovers the transport 
equation (equation (2.14)) with an error of O(At). The use of the field variables at 
intermediate time levels also introduces errors of O(At). Details of these sub-steps 
are further explained in the following paragraphs. 
First, the diffusion sub-step (equation (2.33)) is considered. The parameter a is 
set to a value of 1 to give the Crank-Nicolson diffusion scheme. By defining the step 2 
change in vorticity Aw, due to diffusion as: 
Aw, = Cj, - w' (2-35) z 
the diffusion sub-step can be described as: 
'ýkýýz 
= (m72, n + a772 AWZ (2.36) At z 
Applying the Galerkin weighted residual approach with linear finite element ap- 
proximation and Green's lemma, equation (2-36) transforms to: 
m 
[Awzm 
av AN,. AN,, dQ + Alt 
N, Nm dQ) 
M=I 
mnwn+ 
aacýz dF 
JF -V wzm 
AN,. ANmdQ +viNl[(I-a)Lz (2-37) 
fý2 I 
r, an On M=1 
The above equation in compact matrix form is given by: 
1 
(avK + -M)Awz = -vKWn + gwz At z 
(2.38) 
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where Awz = 
(AWzl) AWz21 
..., Aw, m)' and w' = (w' , w' ,---, wl 
)' are the vectors z Z1 z2 zm 
of nodal variables. The integral boundary vector g, z is 
gwz =v(N, a) 
aWzn 
+a 
acýz 
dF 
an an 
I (2-39) 
The matrix system derived from equation (2.37) is symmetric positive definite of 
dimensions MxM, and hence similarly can be solved using the preconditioned 
conjugate gradient method. 
The boundary integral term in equation (2.39) is related to the slip velocity u, 
and strearnfunction. 
gwz Nju' dr' 
At rs 
Ni'90 dF (2.40) At 
F 9n 
Comparing with the boundary integral term of equation (2.28), it is noted that a 
relation can be found between the wall portion of the integral vectors on the vorticity 
and strearnfunction flux: 
I 
gwzw 
At gv)w 
(2.41) 
Equation (2.40) defines the wall boundary condition for the vorticity. The vor- 
ticity inflow and outer boundaries (except the outflow) is the Dirichlet condition 
given by: 
Aw, = (2.42) 
The outflow vorticity boundary condition is set to the following Neumann condition. 
OIAWZ 
= 
On 
(2.43) 
The above formulation provides the change in vorticity due to diffusion, Aw, 
after each sub-diffusion step. The intermediate vorticity Cj, can then be computed 
as follows: 
n+ AWz wz = wz (2.44) 
In summary, there are two main procedures in the diffusion sub-step. Firstly, it is 
to determine the streamfunction solution using the Poisson equation (equation (2-8)) 
relating streamfunction and vorticity. This is carried out by applying the Galerkin 
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weighted residual finite element method and solving equation (2.28). This permits 
the strearnfunction boundary integral gp in equation (2.28) to be determined, and 
the wall portion of the vorticity boundary integral g,,, (equation (2.41)) to be 
computed. Secondly, the step change in vorticity due to diffusion is calculated in an 
Eulerian manner by applying the Galerkin weighted residual finite element method 
to the diffusion equation (equation (2.36)), that is, solving equation (2.37). The 
intermediate vorticity field can then be determined using the computed step change 
in vorticity due to diffusion by using equation (2.44). 
Once the diffusion sub-step is completed, the convection sub-step (equation 
(2.34)) is next considered. The intermediate velocities ft and ý are first deter- 
mined from the intermediate vorticity field Co, using equation (2.6), and the Galerkin 
weighted residual finite element approach. The resulting symmetric matrix system of 
size MxM is also determined using the preconditioned conjugate gradient method. 
fim VNI. VN,,, dQ 
cj" f 
NIN,,, dQ) 
ay M=l M=l 
+ Nlafi dI' (2.45) 
r an 
m 
ým VN,. VNm dQ) 
mt acjzm NNm dQ 
M=l M=j ax 
+ N, 
aý 
dr' (2.46) Jr 
an 
The intermediate velocity boundary condition at inflow and outer boundaries 
(except the outflow) are given by: 
ft =U cosa, ý=U,,,, sina (2.47) 
where a is the angle of incidence of the freestream velocity vector. The intermediate 
velocity boundary condition at the outflow is the Neumann condition: 
au- 
= 
01 Oi) 
=0 
an an 
(2.48) 
The velocity boundary condition for the body surface uses the no-slip condition: 
ü=0, ü= (2.49) 
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By adopting a Lagrangian approach, the convection of the point vortices for the 
post diffusion vorticity is next assessed. The locations of these point vortices can be 
determined with the computation of the intermediate velocity field. Each vortex, 
with coordinates (xj, yj), is convected with the local intermediate velocities to its 
new location using a first order scheme. These point vortices carry the updated 
nodal circulation resulting from the step changes in vorticity due to the diffusion 
process. 
n+l n+ ft(xn xi=xij, yjn) At 
71 n+l (2-50) 
, 7j 33 v3 
In summary, there are two main procedures in the convection sub-step. Firstly, 
it is to determine the intermediate velocities ft and ý using equation (2.6) which 
relates velocity and vorticity. This is achieved by applying the Galerkin weighted 
residual finite element method and solving equations (2.45) and (2.46). Secondly, 
the point vortices are then convected using equation (2.50), after the updated nodal 
circulation changes are assigned to them. 
2.1.2.5 P ressure- velocity relations 
The forces on a body comprise two components; one due to viscous shear stress at 
the wall and the other due to pressure. For the purpose of explanation, this sub- 
section will denote the non-dimensional quantities byO'. The non-dimensional wall 
shear stress is related to the vorticity at the wall by: 
Tw = --WZ = -V WZ 
Re 
(2.51) 
The normally acting pressure component is computed using equation (2.16) in 
the Galerkin weighted residual finite element fashion. 
m Irl, V/ OP' 
P' 
f 
VNj. VN,, dQ) =2 Ni 
(OU' OV' dQ +jN, dF (2-52) 
m 
I: (2 
OY, jýx, Ox, OY, r, On' M=1 KI 
The solution of equations (2.51) and (2.52) provides the tangentially acting wall 
shear stress and the normally acting pressure force. The resolved orthogonal Carte- 
sian body components of the two quantities are then integrated about the body 
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surface to give the pressure and viscous shear stress contributions due to lift, FLp 
and FLf, and the pressure and viscous shear stress contributions due to drag, FDp 
and FDf. In terms of non-dimensional force coefficients, since p, U,,, and c are all 
set as unit quantities, these lift and drag components are determined as: 
Fforce 
Cforce 
'I 
pU2 C= 
2Fforce 
2 oo 
(2-53) 
where the subscript f orce = (Lp, Lf, Dp, Df) refers to any of these four components. 
The sectional lift CL and dragCD coefficients are obtained via the summation 
of their components: 
CL = CLP + CLf (2.54) 
CD = CDp + CDf (2-55) 
To describe the pressure field, the pressure coefficient Cp is defined as: 
CP 
-p 
-Poo (2-56) 
1 pU02c) 2 
where p,, is the freestream or unperturbed flow pressure. The non-dimensionalized 
pressure boundary condition at the inflow and outer boundaries (except the outflow) 
is given by setting the arbitrary Dirichlet condition. 
p Pcýo (2.57) 
Based on equations (2.56) and (2.57), the pressure coefficient which quantifies the 
pressure flow field of the investigated domain is given as follows: 
Cp = 2p (2.58) 
such that if Cp =1 then p' =1 too. The pressure boundary condition at the outflow 
is the following Neumann condition: 
19P (2.59) 
On 
The pressure boundary condition at the body surface is given by: 
ap, 
-Vaw, 
(2.60) 
an, as, 
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where s' is the surface tangential curvature. Equation (2.60) is derived by taking 
the scalar product of the primitive variable form of the momentum equation with 
the unit inward normal vector, and noting that the body velocities and their time 
derivatives are zero. The term -95'-T is calculated using first order finite differences. 
The above describes a common method to calculate body forces by the direct 
evaluation of the pressure and the shear stress on the surface of the body. The 
accuracy of the method is dependent on the adequate determination of the velocity 
and vorticity gradients, which can be very large. An alternate technique to determine 
the drag is the pitot-traverse method of measuring boundary layer drag (Jones 1936). 
Figure (2.3) illustrates the plane of measurement PoM, which is close to the 
trailing edge of the wing and taken normal to the local wake centre line. The method 
is based on the postulation that the flow across this plane and a far downstream 
plane are related. This is possible by assuming that the flow between these planes 
are in ordered streamlines and the total pressure along any streamline is a constant. 
While these assumptions are not completely true, the error in predicting the drag is 
generally very small. Starting from the continuity of mass flow along a stream tube, 
an equation for the computation of drag coefficientCDcan be formulated in terms 
of quantities measured in the plane PoM. 
2 r-; - (I 
-, 
CD =c 
fpom 
VIU 2- Cp u) dy (2.61) 
where c is the chord and dy' is the normal distance interval, measured from the 
centre line of the wake. 
Pom 
00 
Figure 2.3: Plane of measurement to compute drag. 
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Calculations of the drag coefficient CD for the case of a stationary NACA0012 
aerofoil at zero incidence in a flow of freestream Reynolds number Re =2x 104 
are conducted using both methods. For the pitot-traverse method, the plane of 
measurement PoM is selected at a 0.5 chord distance c downstream of the aerofoil's 
trailing edge and over normal distance interval -c below and +c above the centre 
line of the wake. 
The direct evaluation of the body pressure and shear stress yields a drag coef- 
ficientCDof 0.03152, whereas the value is 0.03412 computed via the pitot-traverse 
method. The two techniques are thus equally adept in determining the drag com- 
ponent. However, the direct evaluation method is preferred over the pitot-traverse 
method in the present study due to potential difficulties in ascertaining the traverse 
wake plane for incidence flows cases. 
2.1-2.6 Summary of boundary conditions for stationary body 
The following table summarises the boundary conditions for the non-dimensionalized 
parameters in a simulation of flows over a stationary body. 
Description Inflow Outer boundary Outflow Body s 
U U,, cosa U,,, cosa -9U =0 On 0 
v U,,, sina U,,, sina 9v =0 On 0 
Of 
ree 
Ofree 
-U,,,, sina 9n 0 
0 0 09AW;,: =0 
o9n 
"Aloz f (US) 
-9n 
P 2 2 
49P 0 Tn- = 
ap awz_ Tn- 49S 
Note: Ofree (U,,. cosa)y - (U,, sina)x 
Table 2.1: Boundary conditions for stationary body. 
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2.2 Grid generation 
The grid quality of a mesh has significant effects on the solution accuracy of the 
CFD computations. The present study of turbulent flows over bodies inevitably 
dictates the need to have fine resolution grids at the near-wall of body surfaces, in 
order to adequately capture the viscous flow effects. The first node point off the 
wall is normally a very small fraction of the characteristic length of the body. The 
normal distance of this node from the wall is often approximated from an estimate 
of the boundary layer thickness of the flow. Furthermore, the current investigations 
of oscillating flexible bodies require the dynamic remeshing of the grid system with 
time evolution. A computationally-efficient method is needed to remesh the grids, 
while retaining the grid quality of the viscous mesh near the body surfaces. 
The grid generation process to create two-dimensional triangular unstructured 
grids including highly stretched viscous near-wall cells is presented. The method 
behind the spring segment analogy to generate dynamic remeshing grids for flexible 
body is discussed. A novel grid generation approach to move the viscous grids with 
the oscillating body is also described and illustrated. 
2.2.1 Viscous and unstructured grid approach 
Three grid generation codes are used to create the complete two-dimensional tri- 
angular finite element unstructured mesh for numerical flow simulations. They are 
FELISA (Peiro et al. 1994), Delaundo (Miiller 1996), and a viscous near-wall 
unstructured grid generation program based on a hyperbolic-elliptic structured grid 
method (Chew et al. 1998). 
FELISA is an unstructured triangular finite element mesh generator employing a 
variant of the advancing front technique (Peraire et al. 1987). To better resolve the 
laminar and turbulent boundary layers at the near-wall, a separate viscous wedge- 
shaped triangular mesh program is used. The near-wall viscous grids are integrated 
with the external FELISA-generated triangular mesh via a thin two to three layers 
of intermediate grid created using Delaundo. Delaundo generates the intermediate 
triangular grids based on the Frontal Delaunay method (Miiller et al. 1992). 
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IFELISA 'extemal' grid 
viscous grid 
(thicker for illustration clarity) 
Delaundo intennediate (2/3 layers) grid 
Figure 2.4: Grid generation approach. 
Figure (2.4) illustrates the grid generation process to integrate the three sub- 
grids to form the complete grid domain for a generic external flow problem. The 
thin intermediate grid is required as an interface between the viscous grids and 
the FELISA external grids due to a limitation of the author's FELISA version. 
This version of FELISA is unable to use the specified points as exact points on 
its boundary, unlike Delaundo. Hence, Delaundo is employed to generate the thin 
interface grids using the specified points from the viscous grids' outermost boundary 
and FELISA grids' innermost boundary. The three sub-grids are combined via 
simple input/output filter routines to form the complete grid system in FELISA 
grid format, as used in VIVIC and the adapted VIVIC-AERO. 
The present grid generation methodology has both merits and weaknesses. It 
is a laborious process, further compounded by the complexities of having to work 
with three mesh generators to create a desired grid. The main advantage of using 
this approach is the good quality of the grid produced. The method combined 
the strengths of the codes, to give orthogonal viscous grids at near-wall and highly 
controlled off-body cells. It is the view of the author, if an appropriate hybrid grid 
generator can be sourced to produce a mesh with the same or better quality in a 
more time efficient manner, it should be adopted as the choice mesh code in future 
investigations. Figure (2.5) shows a typical mesh for a flat plate problem created 
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with the approach. 
(a) Global mesh. 
(b) Local mesh. 
Figure 2.5: Grid system for a flat plate. 
2.2.2 Spring segment analogy method 
The above mesh generation process creates the numerical grid domain for a rigid 
stationary body. One of the purposes of the present investigation is the study of 
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oscillating flexible body, which uses a remeshed grid with time evolution. A dynamic 
mesh algorithm is hence required. It has to be a robust and computationally efficient 
method, crucial in simulations that require remeshing at every time step to represent 
the geometry of a flexible body. The scheme will also have to maintain a high grid 
quality mesh for possibly large body movement and deformation. Batina's (1990) 
spring segment analogy and its variant improvement techniques (Blom 2000) are 
methods that meet these criteria. 
2.2.2.1 Original scheme 
Batina (1990) proposes that each segment (or edge) of a triangular cell be repre- 
sented by a spring, as illustrated in figure (2-6) for a node i surrounded by 6 nodes 
(j = 1,2,3,4,5,6). The equilibrium lengths of the springs are the initial lengths of 
the segments. 
j=3 
j=5 
j=6 
Figure 2.6: Spring segment analogy. 
Applying Hooke's law to the displacements of the nodes, the force Fj at node i 
is: 
N 
Fj E aij (Jj - ýj) (2-62) 
j=l 
where N is the total number of neighbouring j nodes joined to node i. The spring 
stiffness of each segment is denoted by aij. 6i is the displacement of the interest node 
i and Jj is the displacement of connecting node j to the node i. The summation 
in equation (2.62) is for all j nodes joined to node z. The spring stiffness aij, is 
assumed proportional to the inverse of the segment 
length, which is the distance 
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j=2' " j=l 
between the 2 nodes, i and j: 
aij = 
I 
(2.63) 
VFXTý---ýXj7l T--(Yi --yl-ji), ) 
In order to maintain static equilibrium, the force Fj in equation (2.62) at each 
node must be zero. The deformation of the mesh (or movement of the nodes) is 
calculated by performing Jacobi iterations of the following equation to determine 
node displacements: 
N 
6in+l = 
Ej=l aij6jn (2.64) 
Y: N aij j=l 
where n+1 and n are iterative steps. 
In the present study of external flows over a body, the grid points on the outer 
boundary are held fixed. Those on the inner boundary representing the wall of 
the body are pre-determined by the user or the simulation's previous time step. 
This facilities the prescription of a moving and/or flexible body. With the displace- 
ments of the boundaries known, Dirichlet boundary conditions can be applied to 
solve equation (2.64). The Jacobi iterations are performed until a specified residual 
convergence criteria TOL is met. A stringent value Of 10-5 is used. 
NMAX '+I 
_ 6in) TOL 
(6' (2-65) 
where NMAX is the total number of interior nodes. The new position of each of the 
interior nodes are then determined by adding the displacements in the final iterative 
step 6i"f"" to the position vector x. 
x new x old +jn, 
final 
iii (2.66) 
The method is demonstrated on a grid system for a circular cylinder with 
stretched low aspect ratio near-wall grids, as used by Willden (2003). The inflow and 
outflow boundaries are located 25 diameters upstream and 50 diameters downstream 
of the cylinder's centre. The upper and lower boundaries are positioned 25 diameters 
to either side of the body's centre. The cylinder undergoes small-amplitude heaving 
motion. Figure (2.7) illustrates the effectiveness of the spring segment analogy in 
moving the grid points with the heaving body, without compromising on the quality 
of the mesh. 
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(a) Before heaving. 
4 
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>- 
-2 
-4 
x 
(b) After heaving. 
Figure 2.7: Grid system of a cylinder. 
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2.2.2.2 Boundary and semi-torsional improvement 
Two modifications of the original spring segment analogy method are proposed 
by Blom (2000). These schemes aim to overcome the shortcoming of the original 
method, particularly at dense grid regions like the viscous near-wall and high cur- 
vature areas like the trailing edge of aerofoils. 
In the boundary improvement technique, the spring stiffness has two new con- 
stants, 0 and ý, to enable control of the spring stiffness aij. In the original Batina 
formulation, the parameters are of value I and -0.5 respectively for the entire grid 
system. 
aij = 0[(xi - xj)' + (yi - yj)')]O (2.67) 
The control of aij via 0 and ý manipulation allows the stiffening of the near 
boundary grids so that their perturbations are more constrained and will not move 
or collapse towards the wall. In the current implementation, a choice of either 
stiffening the first layer of grids off the boundary only or nodes within a specified 
distance/perimeter from the wall is available. The remaining grids could be defined 
with a different combination of 0 and 0, which reduces the spring stiffness aij and 
hence allows more movements of the grid points. 
In the semi-torsional improvement method, for a spring segment the constant 
0 in equation (2.67) is divided by the angle (in radians) formed by the other two 
segments in the same triangular cell. The aim of this improvement is primarily to 
prevent cell inversion. For grids with almost equilateral triangles, the angles are each 
approximately 7/3 e-zz, 1, the semi-torsional improvement technique reverts back to 
that of the boundary improvement approach. 
In the present study, the boundary improvement technique is preferred for its ease 
in implementation and lower computational costs as compared to the semi-torsional 
improvement method. The strengths of the boundary improvement technique is il- 
lustrated in figure (2.8) for a heaving NACA0012 aerofoil, with focus on the trailing 
edge's grid representation. The first mesh passes through the aerofoil when dynam- 
ically remeshed with the original method, whereas the second mesh is successfully 
remeshed with the boundary improvement method. 
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(a) Original technique. 
(b) Boundary improvement technique. 
Figure 2.8: Grid system of a heaving NACA0012 aerofoil's trailing edge. 
2.2.3 Novel constrained viscous wall grid method 
The spring segment analogy method and its variants are shown to be effective for 
remeshing dynamic mesh system. While the schemes have inherent features to 
control and maintain the orthogonality of the near-wall viscous grids, some degree 
of distortions are expected. The grid quality is inevitably degraded, particularly for 
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large motion and deformation cases. A novel method is presented here to constrain 
these grids, allowing them to move and distort together with the body geometrý. 
The rest of the grid system is then perturbed and adjusted using the spring segment 
analogy and the variant approaches. In this manner, the highly orthogonal grid 
requirements at the viscous near-wall are adhered to. 
The case of a chord-wise flexible aerofoil is chosen to illustrate the concept of 
the technique. For a NACA 4 digit series aerofoil of thickness t and unit chord, the 
1 thickness t,, along the x-coordinate (0 x 1) is defined as: 2 
t123 
X4) tx = 0.2 
(0.2969X-ýF - 0.126x - 0.3516x + 0.2843x - 0.1015 (2-68) 
distance between two 
adjacent nodes, ds 
outward normal 
n= -(dy/dx)-l 
ý %%% 
flexural profile 
AL 
ýh 
8y 
maximum flexural 
node i+1 amplitude, af 
node i 
.. wwwwOw"*'7-o de j -I 
nominal position 
Figure 2.9: Aerofoil chord-wise flexible nomenclature. 
The near-wall viscous grid elements are moved and adjusted accordingly to the 
chord-wise flexural motion of the aerofoil. The aerofoil is flexed along a flexural 
curve based on a pre-determined quadratic and sinusoidal relation (equation (2-69)) 
with the aerofoil's x-coordinate, as illustrated in figure (2.9). 
yf = aox 2 sin (kf t) 
kf ýWf 
C 
U00 
(2.69) 
where ao is the maximum tip deflection in terms of the chord length c. The terms 
wf and kf are the flexural reduced frequency and its non-dimensionalized 
form. 
The geometry of the flexible aerofoil can be determined from the approach below. 
The step change in lateral (Jx) and vertical (6y) movements of every node on the 
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surface of the aerofoil (see figure (2.9)) is given by: 
6y =± 
Ah 
(2.70) 
Vrl-+ -(dyfldx)2 
6x -- 
dyf6y 
dx 
(2.71) 
where the ± sign in equation (2.70) denotes the upper (+) and lower (-) surface of 
the aerofoil, and Ah is 1 the thickness at each section. The local gradient of the 2 
flexural curve at each section is denoted by: 
dyf 
= 2a, xsin(kft) dx 
(2.72) 
The viscous near-wall grids are transformed in the following manner. Firstly, the 
change in rotation angle 0 from t' to tn+l time step is determined: 
0= tan-, 
dy ý- tan- 1 
dy 
dx t=n+l dx 
ý 
t=n 
(2-73) 
The change in lateral and vertical distances Ax and Ay are the difference between 
the current grid position (Xn and Y,, ) at t=n time step with the pseudo-position 
(Xn'+l and Yn+l) at the next time step t=n+1. 
AX X, Xn 
n+l 
I AY Yn+l - yn (2.74) 
The pseudo-position is based on rotation transformation using the (Xfj, jt=,, and 
Yflex I 
t=n ) position as origin. 
X' = Xcos0 - Ysin0 
Y' = Yco8O + XsinO (2.75) 
The new grid position (X,, +, and Y,, +, ) are finally determined from the 
following: 
Xn+l = AX + Xflexlt=n+l 
Yn+l = AY + Yflexlt=n+l (2.76) 
Figure (2.10) illustrates the mesh of a NACA0012 aerofoil undergoing chord-wise 
flexural motion based on the profile described in equation (2.69). 
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(a) Before chord-wise flexural motion. 
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(b) After chord-wise flexural motion. 
Figure 2.10: Grid system of a flexible aerofoil. 
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2.3 Turbulence formulation 
The velocity-vorticity formulation of the Navier-Stokes equations in section 2.1.1 
is for laminar flows (see equation (2.3)). This section introduces the influence of 
flow turbulence in the equation. The Galerkin finite element formulation of the 
Navier-Stokes equations for turbulent flows and its implementation are discussed. 
The Baldwin-Lomax algebraic turbulence model employed to compute the eddy 
viscosity vt is also described in the section. 
The approach to incorporate turbulence in unsteady flows is akin to the Unsteady 
Reynolds-Averaged Navier-Stokes (URANS) approach. Turbulence is solved in the 
same manner using the RANS methodology, but with the unsteady time component 
retains. The turbulent quantities are treated over a time mean within unsteady flows. 
The time-averaging is deemed small in time scale compared to the unsteadiness for 
the URANS approach to be valid. 
2.3.1 Equations and finite element formulation for turbu- 
lent flows 
The variant velocity-vorticity form of the Navier-Stokes equations (equation (2.1)) 
for three-dimensional turbulent flows is defined as follows: 
OW 
at 
change with time 
convection stretching & tilting 
V772W + pt 
diffusion 
(2.77) 
The laminar (equation (2.3)) and turbulent (equation (2.77)) form of the Navier- 
Stokes equations differ in the additional turbulent diffusion term Pt. It is defined 
as: 002 Ski 
pt = ernij - OXi 04 
( 
Ret 
) (2.78) 
where Ret is the turbulent Reynolds number and Ski is the rate of deformation 
tensor. The quantity c .. ij is the permutation symbol and m= 
11 2,3 refers to the 
wx, wy and w, transport equations respectively. 
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For the w,, transport equation, the turbulent diffusion term according to Hansen 
(1994) is given by: 
Pt (wx) = '7' (vtw. ) 
opt OWX 
Ox Ox 
ý 02 l/ t 
OV 021, / t 
aW 
+2 ay2 OZ 0Z2 ay - 
+ 
02 vt ( au 
+ 
aw) 
- OYOX az ax 
avt awy avt aw, 
ay ax az ax 
a2 vt aw av 
ayaz az ay 
a2 a av a2 11/t 1/t ( ou 
+ 
axaz ay ax aX2 
(2.79) 
The last six terms in equation (2.79), which contain second derivatives of eddy 
viscosity vt, are usually deemed negligible. This assumption has been successfully 
adopted by Arpaci & Larson (1984) and Hansen (1994). The analogous turbulent 
diffusion term in the w, transport equation is then given by: 
pt(wz) = V(Vtwý, ) - 
avt aw, ý 19vt awy avt aw, (2-80) ax az ay az az 19Z 
For flows which are two-dimensional in the mean, the three spanwise spatial 
derivatives terms (equation (2.80)) and the stretching and tilting term (equation 
(2.77)) are zero. The spanwise velocity component is also zero, and the only vor- 
ticity component is the spanwise component w,. These considerations result in the 
following two-dimensional vorticity transport equation for turbulent flows. 
OW, 
+ (U. V)Wz = ,, 
772WZ + 172( vt Wz) 
at 
(2.81) 
Equation (2.81) includes an additional last term to account for turbulence, which is 
omitted in the laminar version of the two-dimensional vorticity transport equation 
(equation (2.5)). 
Using Cj, - w' = Aw,,, the vorticity transport equation in terms of change in z 
vorticity Aw, is given by: 
[V2,, n + a172AWz] + [, 72( v nn) + a172(v nACjz)], (2-82) 
ztzt At N% -- 
additional turbulent terms 
Considering the first additional turbulent term V2( v n, n) of equation (2-82), the tz 
Galerkin weighted residual finite element formulation is denoted by: 
a(, n, n) 
NJ V, (, 
tn, 
n ) dQ VNV(vtnw') dQ + N, t-z dF (2-83) fo 
zzr an 
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The complex portion is the determination of the first term on right-hand-side of 
equation (2.83): 
nf VNV( VN, V(vtnw') dQ w1N,, vtni Ni 
)dQ 
z zm 
M=l 
K' n (2.84) 
z 
where 
m 
i9(N,, N O(N,,, N K=w 1[, JO(N,,, 
N, )+, 
Yla(N,,, 
N, )]+, 
t, + 
n 
tn 
2) 2). 
zm 2 
M=l ax ay 
Pi 
ax ay 
, 9(NmN a(NmN + 
tn 
3) 3) 
. 85) 3 ax + ay 
dQ 
Given that the local shape functions and their product are as follows: 
N,,, = a,,, + ý,,, x 
Nk ý Olk + Al + '-YkY 
NmNk (amak)+ (am0k+ a0m)l + (am"Yk + ak7m)Y + 
(ým'-Yk + Ok7m)IY + (ýmA) 12 + (7m"Yk) Y2 (2.86) 
and also that the geometrical terms (for k=1,2,3) in equation (2.85) are computed 
as: 
a(NmNk) 
+ -ý, 
a(NmNk) AI 
Ox ay 
lmk+ 
Blmkl + CýmkY 
A'lmk A (amA+ a0mWyl (ameYk + ak'-Ym) 
Bf 2ý1ýmA + 71(ým7k + Mm) lmk 
Clmk 2 -yi -ym -yk + A(ým7k + 
Mm) 
Therefore, the matrix K' can be expressed as: 
m 
K A+Bx+Cy 
M=j n 
where 
333 
A 1: vtkA, mk 
B=I: vtkB, mk 
CE VtnkClmk 
k=l k=l k=l 
(2-87) 
(2.88) 
(2.89) 
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It is important to note that the matrix system resulting from the formulation is 
non-symmetric in nature. 
The second additional term (omitting oz coefficient) in equation (2.82) is deter- 
mined in the same fashion: 
NV2 
a(VnAWz) 
(vtAw, ) dQ VNV(vtnAw, ) dQ + N, t dF (2.90) 
fý2 ir 
On 
where 
fn 
VNlV(vtAw, ) dQ = 
m 
E AWZM 
LVN, 
V (N,,, Ni) dQ 
M=l 
K'Awýý 
The summation of the boundary integral terms in equations (2.83) and (2.90) is 
defined as g Substituting cýi, -n= Aw,: z 
g/ 
0(, n,, n) 
N, [(l - a) tz +a dr On an 
a, n N, t dr (2.92) ir 
an z 
By solving the above equation explicitly, that is, a=1, then: 
I 
ov n 
gw =vN, t Wn dF (2.93) 
ir 
an ' 
where 
al,, n al,, n an t nx t+ ny t (2.94) an ax ay 
al, n e3 an e3 t ýie 
tn 
t etn (2.95) 
ax ay 
The Galerkin finite element formulation for the turbulent vorticity transport 
equation (equation (2.81)) is therefore given by: 
I 
(avK + -M + aK')Aw. = -(PK + K)Wn + (gw + g') (2.96) At z 
CA) 
where K, M and g, are the stiffness matrix, mass matrix and the integral boundary 
vector respectively, all of which are previously defined in section 2.1.2.4. 
T-, %. - 
From equation (2-96), it is noted that the matrix system for the turbulent trans- 
port equation becomes non-symmetric due to the non-symmetric matrix K'. For a 
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laminar case, without the turbulent terms, the resulting linear matrix system con- 
verts back to symmetric type. For the non-symmetric linear system, the bi-conjugate 
gradient method with the simple diagonal preconditioner is implemented. The it- 
erative scheme, like the preconditioned conjugate gradient method, is a robust and 
efficient technique. 
2.3.2 Turbulence modelling 
Turbulence is a continuous phenomenon which comprises random fluctuations of flow 
parameters. As such, a statistical averaging approach is employed to quantify this 
phenomenon. The nonlinearity of the Navier-Stokes equations and the time averag- 
ing technique, however, leads to the appearance of additional Reynolds-stress terms 
that are unknown a priori. These unknown stress terms, together with unknown 
mean-flow properties (pressure and velocity), cannot be solved with the fewer num- 
ber of fluid dynamics equations (Reynolds averaged equations of motion and mass 
conservation). This is the classic closure problem of turbulence, which requires mod- 
elled expressions to account for the additional unknowns, and is the primary aim of 
turbulence modelling. Further details describing this closure problem can be found 
in Wilcox (1993). 
Iýirbulence modelling provides mathematical descriptions to estimate the turbu- 
lent information in a viscous flow. A turbulence model can be defined by a set of 
algebraic or partial differential equations to compute the turbulent transport terms 
in flow equations like the vorticity transport equation (equation (2-81)). The models 
are based on empirical hypotheses about turbulent velocity correlations, often via 
declaration of model constants and functions. It is important to note that turbu- 
lence modelling provides insights on the effects of turbulence, but not the details of 
the turbulent motion. 
The many turbulence models employed can be classified into various categories. 
They are algebraic or zero-equation, one-equation and two-equation models, in order 
of increasing complexity. The zero-equation models, being the simplest, are based on 
the mixing-length concept to prescribe an algebraic relation for the eddy viscosity. 
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The one-equation models require solving a differential equation to determine the 
turbulent kinetic energy k, which is defined to be related to the eddy viscosity. The 
two-equation models like the k-E and k-w are more complete but complex models 
that require the solution of two differential equations to compute the turbulent 
kinetic energy k and, either F_ (dissipation) or w (rate of dissipation of energy per 
unit volume and time). 
In the present study, only the Baldwin-Lomax model (Baldwin & Lomax 1978) 
is considered. It is a widely used algebraic turbulence model due to its simplicity 
and ease of implementation, making it a suitable candidate found in many solvers. 
The Baldwin-Lomax model requires vorticity field information, which the current 
streamfunction-velocity-vorticity numerical method readily lends itself to. 
For boundary layer flows, the Baldwin-Lomax model provides good agreement 
with experimental data for reasonable pressure gradients and mild adverse pressure 
gradients (Wilcox 1993). For separated flows, the model is not very reliable for 
extraordinarily complex flows or separated flows (Driver 1991). This is the case for 
algebraic models which do not have the ability to account for flow history effects. 
However, the Baldwin-Lomax model has provided sound engineering solutions in 
most instances (Celik 1999). This view is adopted by the author in the thesis. 
The one-equation and two-equation models are not attempted in the present 
investigation as they are more complex and thus more difficult to implement in the 
solver. The disadvantage of increased computational costs, that will be incurred to 
solve the additional one or two differential equation(s), outweighs the benefits of 
potential improved solution accuracy. 
2.3.2.1 Baldwin-Lomax algebraic model 
The Baldwin-Lomax model is a two-layer algebraic eddy viscosity turbulence model. 
It uses an inner and outer layer eddy viscosity, as described by the following: 
vt = vti Iy <- ym 
Vto 7y> Ym 
(2.97) 
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The location of distance y,,, is the smallest value of y where the inner and outer 
eddy viscosity value is equal. For boundary layer flows, y,,, is the normal distance 
measured from the wall of the body. For free shear flows like the wake behind an 
aerofoil, y, is measured from a reference line extrapolated from the aerofoil chord. 
The model is similar to the Cebeci-Smith model (Cebeci & Smith 1974), which also 
employs a two-layer eddy viscosity approach. The Baldwin-Lomax model has the 
advantage of not having the requirement to determine the boundary layer thickness 
6 and the displacement thickness P. 
The inner eddy viscosity layer is defined by: 
12 Vti mix (2.98) 
where is the mixing length and IwI is the magnitude of the vorticity. The 
present numerical method of using vorticity as a dependent variable, provides readily 
available information for the above computations. The mixing length for the inner 
layer is computed using the Van-Driest formulation: 
ry ey 'o (2.99) 
where r, and AO are empirical constants, and y+ is given by: 
YVI Tw 1 
(2.100) 
v 
The outer eddy viscosity layer with empirical constants a, Cp, 
Ckleb and Cwk is 
defined by: 
where 
Fwake 
F, nax 
vto = aCpF,, akeFkleb Y; 
Ymax ( 
Ckleb 
= Tnin 
[YmaxFmax; 
U2 CwkYmax 
dif 
Fmax 
[max(l,,, 
ix Iw 
Note that y,,,,, is the value of y at which 
(2.101) 
(2.102) 
wI is maximum. The term 
Udif is the difference between maximum and minimum velocity in the profile. For 
boundary layers, Udif is the maximum value of U in the profile. In the case of free 
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shear layers like the wake, Udif is the difference between the maximum velocity in 
the layer and the value of u at y=y,,,,. The intermittency factor Fk1eb is defined 
by: 
Fkleb '--[I + 5.5( y _)6 (2.103) 
Ymax/Ckleb 
I 
The empirical constants used in the Baldwin-Lomax model are denoted by: 
0.4 a=0.0168 A' = 26 0 
C, 
p 1.6 
Ckleb = 0.3 Cwk = 0.25 (2.104) 
2.4 Validation 
A series of validation problems are investigated and presented in this section. The 
studies involve steady flows over a flat plate and a NACA0012 aerofoil. These 
validation cases provide insights on the robustness and feasibility of the numerical 
methods and the grid generation requirements for the present study. 
2.4.1 Flows over flat plate 
Various tests are carried out to determine the numerical requirements for steady 
larninar flows (Re =IX 104 ) and turbulent flows (Re =IX 
106) over a flat plate. 
2.4.1.1 Spatial and temporal convergence 
The spatial convergence of the present numerical method is investigated for the 
steady laminar flow Re -IX 104 over a unit length flat plate of 2% chord thickness. 
The unstructured mesh, as shown in figure (2.5), is used in the study. The grids 
at the near surface are spatially fine through the use of wedge-shape triangular 
mesh to capture the viscous boundary layers. The near wake grids aft of the flat 
plate are also more resolved with finer mesh. The elements off the wall of the 
flat plate are progressively coarsened with distance from the body. The inflow and 
outflow boundaries of the meshes are respectively 10 chords upstream and 14 chords 
downstream from the leading and trailing edges of the flat plate respectively. The 
upper and lower boundaries of the meshes are located 10 chords to either side of the 
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flat plate. With a 2% chord thickness, the effective blockage of the upper and lower 
surfaces on the flat plate is a marginal 0.1%. 
Figure 2.11: Curve segment interval for the flat plate. 
The spatial convergence of the numerical scheme is investigated by systematically 
refining the mesh. The spatial resolution of the meshes is predominantly determined 
by the line segment interval Ax along the flat plate's surface length. The curve 
segment interval Ax,,, i,, at the surface leading edge and trailing edge is more highly 
resolved at a ratio of Ax '- 10 to adequately represent the geometry. This dense AXmin 
clustering of the grids is illustrated for the leading edge in figure (2.11). In the 
present study, Ax ranges from 6x 10-3 to 4x 10-2 . 
The corresponding Ay (distance 
of first grid point off the wall) is such that the aspect ratio (, Ax/, Ay) of the first 
boundary triangular cell is about 40. 
For the mesh with Ax =IX 10-2 , the 
first grid distance Ay is 2.5 x 10-4. 
The y+, based on its definition in equation (2.100), for the first node off the wall is 
approximately 0.24. This is an appropriate value since algebraic turbulence models 
like the Baldwin-Lomax model typically requires y+ of about 1. 
An average of 25 points in the normal direction from each surface node are used 
to represent the boundary layer. The laminar boundary layer thickness 6L at end of 
length L flat plate is estimated from the following equation: 
80 
5.0 6L -- v 'Re, -L 
(2.105) 
where ReL is the Reynolds number based on length of the plate. The densities of 
all elements in the mesh are varied proportionally to these finer mesh near the flat 
plate surface. 
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Figure 2.12: Spatial convergence test - CDfmean (for laminar flow over flat 
plate) - 
The convergence of the numerical method is assessed in terms of the conver- 
gence of two global parameters; mean skin friction drag coefficient, CDf,,, e,, n 
(see 
figure (2.12)), and its standard deviation, CDfstd (see figure (2.13)), and a local 
parameter; stagnation pressure coefficient at leading edge, Cp, (see figure (2.14)). 
Each simulation is run with time step At =2x 10-4 for a period such that the 
initial flow has translated 15 chords downstream. The steady-state parameters are 
determined by analysing the results from the time period where the start flow has 
past 10 - 15 chords downstream. 
Based on analytical higher-order boundary layer theory (van Dyke 1975), the 
skin friction drag, CDf mean i for laminar 
flow over a zero thickness flat plate is given 
as: 1328 2,326 
eL 
CDfmean =2 ýý + (2.106) eL ReL 
where the factor of 2 is to account for both sides of the 
flat plate. 
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Figure 2.14: Spatial convergence test Cp, (for laminar flow over flat plate). 
The test results shown in figure (2.12) suggest that the skin friction parameters, 
CDfmean, converges to a value of approximately 2.35 x 
10-2 with Ax <1X 10-2. 
The standard deviation 
CDfstd illustrated in figure (2.13) also converges with Ax < 
IX 10-2 
. 
The leading edge stagnation pressure coefficient, C,,, (see figure (2.14)), 
of about 1.02 is close to the theoretical value of 1.0 for incompressible 
flows. 
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The under-prediction of CDf,,,,,,, by 13% when compared to the analytical value 
of 2.70 x 10-2 using equation (2.106) is postulated to be due to the flat plate's geomet- 
rical details, that is, its 2%chord thickness, leading and trailing edge radii. To ascer- 
tain this postulation, a thinner flat plate of 0.2%chord thickness (with corresponding 
smaller edge radii) is modelled and simulated using time step At =2x 10-4 , result- 
ing in CDf mean value prediction of 2.68 x 10-2 . The total drag coefficient 
CDrneani 
which comprises both skin frictionCDfrnean and pressure CDpmean drag terms, is 
higher for the thicker flat plate due to the larger contributionOf CDpmean - 
As shown in table (2.2), the computed CDf mean approaches the analytical solution 
for zero thickness flat plate with decreasing thickness. The thicker 2%chord thickness 
flat plate is however used instead in the temporal convergence tests for consistency. 
Description CDf mean 
2%chord thick 2.35 x 10-2 
0.2%chord thick 2.68 x 10-2 
Analytical (equation 2.106) 2.70 x 10-2 
Table 2.2: CDfmean of flat plate, laminar flow at Re =Ix 104. 
The temporal convergence of the numerical method for low Reynolds number 
flows (Re =IX 104) over the flat plate is examined by systematically reducing the 
time step At from 4x 10-2 to 2x 10-4 . 
For these temporal convergence simulations, 
the mesh with Ax =IX 
10-2 is used. The results of the temporal convergence tests 
are presented in figures (2.15) to (2.17). 
The global parameters of skin friction drag coefficientCDf mean, and its standard 
deviation, CDf std, are well converged for At <1X 
10-3. The local parameter 
stagnation pressure coefficient at leading edge, Cp, is however only reasonably well 
converged, that is Cp, e, 1.0 for At <5x 10-'. 
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Figure (2.18) illustrates the boundary layer's velocity profile at x=0.75 location 
of the 0.2% chord thick flat plate. The computation is based on a spatially converged 
mesh 
(AX =IX 10-2 ) and a temporal converged time step (At =2x 10-4). 
COM_ 
paring with the analytical Blasius solution, the simulation demonstrates reasonably 
good agreement. 
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Figure 2.18: IL vs 2, - profile (x = 0.75 for laminar flow at Re =IX 
104). 
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2.4.1.2 Turbulent flows 
The turbulent formulations, in particular the finite element approximation and the 
implemented Baldwin-Lomax algebraic turbulence model, are next evaluated for the 
0.2% flat plate at steady flows of Re =Ix 101. The high Reynolds number Re is 
used so as to represent turbulent flows over a flat plate. The same mesh used for 
the above laminar simulations are employed in the present turbulent computations. 
The first grid distance Ay is 2.5 x 10-4 , giving a y+ of approximately 1.37. The 
turbulent boundary layer region is represented by an average of 20 normal points 
from every surface node. The mesh density is deemed adequate based on equation 
(2-107), which estimates the thickness 6L of the boundary layer at the trailing edge 
of the unit length flat plate as: 
0.16 
6L -1 (2.107) Re'f L 
where ReL is the Reynolds number based on length of the plate. 
The skin friction drag CDf,,,,,,,, for turbulent flow over a zero thickness flat plate 
(White 1988) is given as: 
CDf 
mean =20.031) (2.108) 
Re7 L 
where the factor of 2 is to account for both sides of the flat plate. Simulations 
assuming complete turbulent flows are conducted using the Baldwin-Lomax model. 
The computations for the Re =Ix 10' case is also conducted using the laminar 
formulation to illustrate the degree of inaccuracy and deficiency of the numerics for 
turbulent flow scenarios. All the simulations employ a time step At =2x 10-4. 
Description CDf mean 
Laminar 1.98 x 10-3 
Baldwin-Lomax 8.34 x 10-3 
Analytical (equation (2-108)) 8.61 x 10-3 
Table 2.3: CDf,,,,,,,, of flat plate, turbulent flow at Re =Ix 106. 
Table (2.3) shows that the Baldwin-Lomax model is able to predict the skin 
friction drag reasonably accurately. Using the laminar formulations to compute the 
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turbulent case gives anticipated poor correlation, demonstrating due justification 
for the implementation of the turbulent formulations. 
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Figure 2.19: 2 vs -! ý profile (x = 0.75 for turbulent flow at Re =Ix 
106). 
6U 
Figure (2.19) illustrates the boundary layer's velocity profile at x=0.75 location 
of the flat plate for simulations using the Baldwin-Lomax model. The algebraic 
turbulence model shows overall good agreements with the Prandtl's one-seventh- 
power law approximation. 
40 
35 
30 
25 
20 
15 
10 
5 
0 
+ 
---------- 
u 2. " +_7.57_ 
------------------------------------ 
----------------------------L-------------- 
------------------------------------------------- 
-------------- --------- -------------- -------------- 
------------------T--------------------------- 
------------------------------------- 
10 100 1000 
Y+ 
10000 
Figure 2.20: u+ vs Y+ (x = 0.75 for turbulent flow at Re =Ix 10 6). 
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The relation of u+ with y+ based on the Baldwin-Lomax model computations 
for the near wall viscous sub-layer and log-layer is illustrated in figure (2.20). The 
log-layer, also known as fully turbulent wall layer, is a region that typically lies 
between Y+ = 30 and 10% of the boundary layer thickness 6. The classical law of 
the wall (see equation (2.109)) is applicable in the log-layer. The viscous sub-layer 
is a region that lies between the surface and the log-layer. It is characterized by a 
direct relationship between u+ with y+. 
y 
u+ A lny+ +B 
u+u 
N/-Tw 
sub - layer (y+ < 30) 
: log - layer (30 < y+ < 0.16) 
y+Y 
xl, 
-Tw 
v 
(2.109) 
The parameters 7,, and r, are the non-dimensional wall shear stress and the 
von Karman constant respectively. Coles & Hirst (1969) found from correlation of 
experimental data for a large number of attached incompressible boundary layers, 
with and without pressure gradient, that the von Karman constant K 0.41 and 
B 5.0. Table (2.4) shows quantitatively that the Baldwin-Lomax model predicts 
the log-law region reasonably quite well for the present problem. The sub-layer 
region is also well predicted with the model (see figure (2.20)). 
Description A B 
Baldwin-Lomax 2.99 7.57 
Experimental 2.44 5.00 
2.4.2 
Table 2.4: Coefficients of equation (2-109) to represent log-law layer. 
Flows over NACA0012 aerofoil 
The zero and non-zero incidence flows over the NACA0012 aerofoil at various Reynolds 
numbers are also investigated to assess the viability of the various numerical tech- 
niques. The incident flow Reynolds number ranges 
from 5x 103 to 5x 104. 
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2.4.2.1 Zero incidence flows 
Using the above flat plate simulations as a reference, a non-dimensionalized time 
step At (based on equation (2.13)) of 5x 10-4 is used for the current simulations of 
low and moderate freestream Reynolds number flows over NACA0012 aerofoil. Full 
laminar flow is assumed in the computations. 
(a) Global grid distribution. 
4--- 
(b) Near-wall grid distribution. 
Figure 2.21: Grid system of NACA0012 aerofoil. 
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Figure (2.21) illustrates the grid system of the NACA0012 aerofoil. The surface 
spatial segment Ax on 90% chord of the aerofoil is Ix 10'. The leading edge and 
the trailing edge of the aerofoil has curve segment Ax,,, i,, of 2x 
10-3 
. The ratio 
of Ax at 5 is larger than that specified for the flat plate configuration. This is Axmin 
postulated to be adequate to spatially define the NACA0012 aerofoil's leading edge 
profile with radius of 1.75 x 10-2 , as compared to the 2% chord thick flat plate's 
1X 10-2 . The first grid distance Ay is 5.0 x 
10-4ý giving it a y+ of approximately 
0.53. An average of 22 normal points are radially distributed within a distance of 0.1 
chord length from each node of the aerofoil surface. These postulations are found 
to be satisfactory in predicting the zero incidence laminar flow over the aerofoil. 
The simulations are compared with XFOIL (Drela et al. 2001), an aerofoil 
design and analysis code. XFOIL's analysis module consists of a second-order panel 
method, with a higher order boundary layer technique which is able to handle small 
to medium sized separated regions. Further details of the software can be found 
in the user guide (Drela et al. 2001) and shall not be explained here for brevity. 
XFOIL is a fairly accurate tool for aerofoil aerodynamics analyses, in the absence of 
reliable experimental data at the investigated Re ranging from 5x 103 to 5x 104. 
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Figure 2.22: Aerodynamic performance of zero incidence flows over 
NACA0012 aerofoil. 
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The findings from the VIVIC-AERO simulations at various freestrearn Reynolds 
numbers are plotted in figure (2.22). The result shows that the computed drag 
coefficientCDis in good agreement with XFOIL's, including both the pressure drag 
CDp and skin friction dragCDf coefficients. These coefficients are solved using 
equations (2.52), (2.53) and (2.55), as explained in section 2.1.2.5. 
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Figure 2.23: Pressure distribution near NACA0012 aerofoil leading edge. 
The physics of the flow past the aerofoil is also well-predicted with VIVIGAERO. 
Figure (2.23) illustrates the pressure distribution, in terms of pressure coefficient Cp, 
for the case of freestrearn Reynolds number of Re =2x 104 . The stagnation point 
is found to have a Cp value of -e, 1.0 near the leading edge of the aerofoil. This 
agrees well with analytical results for incompressible flows, where Cp = 1.0 at the 
stagnation location. 
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The investigation demonstrates the feasibility of full laminar computations of 
zero incidence low and moderate freestream Reynolds number (5 x 103 < Re <5x 
104) flows over aerofoils without separation. It is however postulated that turbulence 
modelling is of great significance at higher incidence flows where potential separation 
may occur. The present study of oscillatory heaving and flexural aerofoils leads to 
effective incidence flows over the bodies. Depending on the magnitude of these 
motions, these incidences can vary from small to moderately high angles. Hence, 
there is a need to consider turbulence modelling in the simulations. 
2.4.2.2 Incidence flows 
The investigations are next extended to incidence flows over the NACA0012 aerofoil. 
The freestream Reynolds number is fixed at 2x 104 . The study covers flows at 
incidence angles of up to 201. Simulations are conducted asumming full laminar or 
turbulent flows developed over the length of the aerofoil. Similar to zero incidence 
flows study, the simulations are compared with XFOIL. The same mesh used for the 
zero incidence flow over the aerofoil is employed in the present investigation. The 
y+ for the first point off the aerofoil surface is approximately 1.44. 
The findings from the analyses are plotted in figure (2.24). The results show 
that the lift coefficient CL computed with both laminar and turbulent computations 
are higher than those predicted with the XFOIL data. The calculated lift from the 
turbulent computations in general correlates better. The drag coefficient CD is well 
predicted with both laminar and turbulent computations at low angles of attack, 
with under-predictions at higher incidences. 
The discrepancies in the force predictions can be attributed to VlVIC-AERO's 
assumption of full laminar or turbulent flows. XFOIL is however able to predict 
transition from laminar to turbulent flows over the aerofoil. The XFOIL calculations 
computed transition on the upper aerofoil surface starting from the trailing edge 
when the angle of attack exceeds 51 and progressively moving upstream with further 
increased incidences. 
In order to ascertain this postulation, full turbulent flows simulations are con- 
ducted using two commercial CFD codes CFD-FASTRAN (CFD Research Cor- 
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poration 2001) and FLUENT (Fluent Inc. 2005). The CFD-FASTRAN simula- 
tions use the Baldwin-Lomax turbulence model, whereas the FLUENT simulations 
employ the one-equation Spalart-Allmaras (Spalart & Allmaras 1994) turbulence 
model. From figure (2.24), it is observed that both the CFD-FASTRAN and FLU- 
ENT simulations' force computations show good agreement with the turbulent re- 
sults predicted by VIVIGAERO, but differ from those obtained using XFOIL. 
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Figure 2.24: Aerodynamic performance of incidence flows over NACA0012 
aerofoil. 
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The study indicatively demonstrates that both the laminar and turbulent for- 
mulations are equally adequate for predicting the forces at low incidence flows. At 
higher incidence flows, the turbulent computations' predictions are more appropriate 
than those with the laminar simulations. For a heaving aerofoil where the effective 
incidence can be relatively large, full turbulent flows assumption are deemed the 
choice flow characteristics at low and moderate Reynolds number of the order 0(104) 
or larger. These important deductions dictate the use of turbulent flow simulations 
for the remaining investigations of heaving and/or flexural aerofoils and wings. 
2.5 Forced oscillatory flapping: motion path and 
boundary conditions 
The present study aims to investigate the body response due to forced motions of 
flexible and rigid aerofoils and wings. This section presents the motion path of 
forced heave oscillations, as well as the required boundary conditions for both rigid 
and flexible bodies undergoing the oscillatory motions. 
2.5.1 Forced oscillations 
The simplest form of body response to simulate is that of prescribed motion, where 
the body is subjected to a specific trajectory path. In the present investigations, the 
body can be subjected to pure heave motion or a combination of heave and flexural 
motion. 
The study employs sinusoidal (oscillatory) forced heave motion of the body with 
non-dimensionalized time t. The non-dimensional displacement amplitude ho is 
normalized by the aerofoil chord c. The non-dimensional reduced frequency kh is 
related to the radial frequencyU)h chord c and freestream velocity U,, as such: 
h(t) hosin(kht) 
kh 
7OhC 
U00 
(2.110) 
94 
For a flexural body, a flexural curve needs to be defined to prescribe the motion 
profile. The flexural curve for an aerofoil is based on the quadratic and sinusoidal 
relation discussed in section (2.2.3). It is a simplification on the deformation of an 
aerofoil in order to facilitate analysis of flexural motions. The following equation is 
similar to equation (2.69), with the additional term 0. If kh= kf, then 0 denotes 
the phase angle difference between the heave and flexural motions. Equation (2.111) 
is used in the present investigations of flexural motions. 
yf (t) = aox'sin(kf t+ 0) (2.111) 
where ao is the maximum tip deflection in terms of the chord length c, and kf is the 
non-dimensional flexural reduced frequency. 
2.5.2 Boundary conditions for heaving rigid bodies 
In Computational Fluid Dynamics (CFD), simulations can be conducted in either 
the absolute frame or the body-axis frame. For heaving motions, the body can 
move in the absolute frame or body-axis frame referenced to the body itself. The 
first approach would require the remeshing of the computational mesh as the body 
moves in the absolute frame. It is therefore a computationally expensive method. 
The flow about a heaving body in uniform flow is kinematically equivalent to the 
flow about a stationary body in an inflow with velocity comprising the same uniform 
velocity minus the heave velocity. The flow is however dynamically different if the 
body is accelerating. For a body with only steady translations, the pressure field 
in both the absolute frame and body-axis frame are the same. This is so because 
the pressure formulations' (see equation (2.16)) first spatial derivatives, with only 
velocity-related terms, are spatially invariant. Hence, the choice of frame reference 
would not affect the pressure computations and subsequently the force calculations. 
The body-axis frame approach, that is, a stationary body in oscillating flow 
conditions is adopted in the analysis. The boundary conditions for the parameters 
(velocity, vorticity, streamfunction and pressure) to represent a heaving rigid body 
need to be defined. 
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The velocity boundary condition for inflow and outer boundaries (except the 
outflow) is given by: 
Uoo (t) ::::::::: Uýo - Vb 
(t) (2.112) 
where U, ý in vector form 
(U, ýcosa, U, ýsina) is the onset uniform flow's velocity 
andVb (t) is the heaving velocity of the body. The outflow and body surface velocity 
boundary conditions are the same as that for the stationary body (see table (2.1)) 
The boundary condition for the vorticity parameter remains the same as that 
for a stationary body, as presented in table (2.1). 
The streamfunction boundary conditions are modified due to changes in the 
velocity boundary conditions. The streamfunction boundary conditions at the inflow 
and outer boundaries (except the outflow) is given by: 
0= Oo + (U,,,, cosa - Vb(t))y - (U,, sina - Vb(t))x (2.113) 
The strearnfunction boundary condition at the outflow is described by the Neumann 
condition. 
ý Vb 
i9n 
(2.114) 
The streamfunction boundary condition on the body surface for the heaving body 
is the same as that for a stationary body (see table (2.1)). 
The pressure boundary conditions for the inflow, outflow and outer boundaries 
(except the outflow) are the same as that for the stationary body. The body surface 
pressure boundary condition differs from that for the stationary body. It is denoted 
by: 
ap Ow 
-n. d - v- On as 
(2.115) 
The additional term is the scalar product of the inward normal vector with the 
second time derivative of the heaving displacement vector. 
Table (2.5) summarises the boundary conditions for the non-dimensionalized 
parameters in a simulation of flow over a heaving rigid body. 
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Description F Inflow - [Outer boundary Outflow Body surface 
U U"Cosa U,, Cosa ! 2-U- =0 an 0 
v U,,,,, sina - Vb(t) 
1 
U ... sina - Vb(t) 
2 
-V- =0 o9n 
0 
0* 7p* 
22 * 
, 9n 
0 
0 0 aAwz 0 
, 9n 
(us) 
o9n 
f 
p 2 2 -P- 
0 
9n 
pp 
9n 
V)* = (U,,, cosa)y - (U,, sina - Vb(t))l 
?±*=: 
-U,,,, sina + Vb(t) an 
Op 
-n. d - va'z an as 
Table 2.5: Boundary conditions for heaving rigid body. 
2.5.3 Boundary conditions for heaving flexible bodies 
For a flexible body, the geometrical features changes with time. The study of heaving 
flexible bodies thus require the dynamic remeshing of the mesh as time evolves. 
The absolute frame of reference is preferred in the analysis of such problems. The 
boundary conditions for the various parameters (velocity, vorticity, streamfunction 
and pressure) are somewhat different from those for the heaving rigid body. 
The velocity boundary for the inflow and outer boundaries (except the outflow) 
is the onset uniform flow's velocity, as for the stationary body (see table (2.1)). The 
outflow velocity boundary condition assumes a Neumann condition of value zero, 
similar to that for the stationary body. The velocity boundary condition on the 
body surface is the velocity due to both heave and flexural motions. 
Ub 
--: -- 
(Ub 
i Vb) (2.116) 
The streamfunction boundary condition at the outflow is based on the same 
Neumann condition for the stationary body (see table (2.1)). The strearnfunction 
boundary condition on the body surface needs special consideration as it is 'phys- 
ically moving'. The strearnfunction on the body surface ýb,,, comprises of two com- 
ponents; a 'stationary' term V), t as if the body is static at its present location and 
a term V)mv due to its relative motion. This formulation is suggested and used by 
97 
Anagnostopoulos (1989). 
Ow :::::::: Ost + Omv 
inward normal, n distance between two 
adjacent nodes, ds 
The moving strearnfunction component 0,,, is the surface integral of the velocity 
and the inward normal vector, as illustrated in figure (2.25). 
V)MV = Ub. n ds 
integrate along the body surface, beginning 
and ending at the stagnation point - 
aerofoil leading edge 
vfmv--o 
Figure 2.25: Computation of moving wall strearnfunction. 
Using the trapezoidal rule, the V),,, can be determined as follows: 
(2.117) 
(2.118) 
omv 
Ub i+ Ub i-I 
ýýisi + V)mv i-I 2 
where the subscripts i and i-I denote the current point of interest and its adjacent 
point, separated by a tangential distance Asi (see figure (2.25)). The starting point 
of the surface integral can be arbitrarily set. In the present study of aerofoils, this 
point is fixed at the leading edge. The value at the starting point is set to zero, 
and should be of the same value after completing the surface integration approach 
in equation (2.118). The strearnfunction boundary condition at the inflow and outer 
boundaries (except the outflow) is: 
0 : ý-- (Uoc COSCe) (Y - YLE) - (U since) (x - XLE) (2.120) 
The V) values are referred to the zero streamfunction at the stagnation point, which 
for an aerofoil is the leading edge with coordinates 
(ILE 
i YLE) - 
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The pressure boundary conditions for the inflow, outflow and outer boundaries 
(except the outflow) are the same as those for the stationary body. The body 
surface pressure condition is however unique to the present heaving flexible body. 
It is described by: 
OP 
= -n. 
011 
- n. (u. A)u - Vow (2.121) On Ot Os 
The equation is derived by taking the scalar product of the inward normal vector 
with the momentum equation. 
Table (2.6) surnmarises the boundary conditions for the various parameters in a 
simulation of flow over a heaving flexible body. 
Description Inflow Outer boundary Outflow Body s 
U U,,,, cosa U,,, cosa ! 2-u- 0 an Ub 
v U,,, sina U,,, sina 
Ov 0 Yn- Vb 
V) + V) + aýb- = -Uo,, szna an ow 
Aw, 0 0 49AW, =0 
49n 
IIAWZ f (US) 
o9n 
= 
2 2 =0 
'59 -nP . 
9p + 
5-n 
0 : -- (uc>oC08a)(Y - YLE) - (U, sina) (x - XLE) 
Pk+ - -n. au - n. (u. A)u - vaw, o9n - Tt 09S 
ow = Ost + omv 
Table 2.6: Boundary conditions for heaving flexible body. 
2.6 Quasi three-dimensional formulation 
The computational models formulated and presented up to this point in the thesis 
are confined to solution of two-dimensional problems like aerofoils. This section 
presents the formulation and implementation of the strip theory model and the 
three-dimensional vortex lattice model in the code VIVIC-AERO. The techniques 
allow the simulations and study of three-dimensional bodies like wings. 
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2.6.1 Strip theory model 
The strip theory model (Bisplinghoff & Ashley 1962, DeLaurier 1993, Randall 2002, 
Donaldson 2006) is employed to compute the evolution of flow in multiple two- 
dimensional planes of a large span three-dimensional object. It assumes that the 
local flow is predominantly two-dimensional. For the case of a planform like the 
wing, these two-dimensional planes placed along the wing span represent the wing's 
spanwise cross sections. The present study is restricted to a straight rectangular 
wing, though the theory will be equally feasible for a moderately swept or tapered 
wing. 
wing tip 
U. (Z) 2D planes 
Figure 2.26: Topology of the strip theory for a rectangular wing. 
The topology of the strip theory model for a rectangular wing in a uniform 
freestrearn is shown in figure (2.26). The global coordinate system (xy, z) is located 
at the rectangular wing's root section. The x and y axes are respectively aligned 
with and normal to the freestream, with the origin (x = 0, y= 0) at the leading 
edge of each of the aerofoil cross sections. The positive y axis points into the page 
and the z axis runs along the wing span on its leading edge. The chord c is of unit 
length, and hence the wing span b is equivalent to the wing's aspect ratio AR. The 
two-dimensional planes are each positioned such that they are perpendicular to the 
wing's local axis. 
For a rectangular wing, the flow in each plane is oriented with the global stream- 
wise direction. The freestrearn U,, (z) can be an arbitrary function of z. In the 
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case of the rectangular wing in uniform frestream, the inflow in each plane is the 
freestrearn and is independent of z. 
The strip theory model is dependent on the choice of spanwise resolution. In the 
case of a rectangular wing, it is the spacing between the two-dimensional planes. 
In the present study, the planes are positioned more densely towards the wing tips, 
with the coarsening or the increasing of the spacing away from the two ends. 
2.6.2 Three-dimensional vortex lattice model 
The above strip theory model requires the placement of multiple two-dimensional 
planes at intervals along the span of the rectangular wing. Each of these two- 
dimensional planes represent a cross section of the wing. These planes are linked 
three-dimensionally in the body and wake of the wing using an unsteady three- 
dimensional vortex lattice model (Katz & Plotkin 2001) based on the lifting line 
approach, as illustrated in figure (2.27). 
The vortex lattice includes a region that covers the body and the wake aft 
of the body. The vortex lattice represents all of the vorticity within the two- 
dimensional planes by amalgamating their two-dimensional point vortex circulations 
into a coarser representation of vortex filaments. The amalgamation process will be 
discussed later. These vortex filaments F* are then made to pass perpendicular to n 
the two-dimensional planes. The vortex lattice continuity is ensured by inserting ad- 
ditional vortex rings to bridge the remaining spanwise gaps. These rings' circulations 
are the average of their spanwise neighbours. As such, there is a stepped variation in 
circulation between neighbouring two-dimensional planes in the spanwise direction. 
The present approach is to maintain the two-dimensional computations in the 
two-dimensional planes, and to allow the influence of the three-dimensional vorticity 
field to communicate between these planes. This is achieved in a manner analagous 
to the lifting line theory, whereby the induced three-dimensional velocity perturba- 
tion ui due to the three-dimensional vorticity field at the leading edge of the wing's 
sections is computed. It is given by: 
Ui UM - U2d (2.122) 
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2D plane 
tangular wing 
2D plane 7 
, 
wake lattice 
Figure 2.27: Vortex lattice representation. 
The velocity fieldU3d calculated from the vortex lattice contains a velocity com- 
ponent U2d already represented by the spanwise vorticity in each two-dimensional 
plane. Hence, the subtraction of these two parameters in equation (2.122) to yield 
the induced three-dimensional velocity perturbation ui due to non-spanwise vortic- 
ity and finite spanwise length of the spanwise vorticity. The velocity perturbation 
ui is then used to modify the local two-dimensional flows. This is carried out by 
applying ui as a perturbation to the velocity and streamfunction outer boundary 
conditions on each two-dimensional computational plane. 
The velocity fields UM and U2d are computed from an amalgamated filament 
representation of the in-plane two-dimensional vorticity field, as shown in figure 
(2.27). The process of amalgamation to generate this coarse wake mesh is illustrated 
in figure (2.28). The velocity field U2d is calculated as follows: 
NST-1 
*) -A (2.123) U2d 
(Anrn NSTIP(NST-1) 
n=l 
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2D plane 
rl* 
x 
n=l n=NST 
Figure 2.28: Amalgamated filament representation of the in-plane vorticity 
field. 
where n and NST respectively are the strip location and the total number of strips. 
The first strip covers a whole aerofoil section of the rectangular wing. The vortex 
ring strength is represented by r,, and is the summation of the amalgamated vortex 
circulations (]Fj*; j=1, ..., n) 
from upstream to the evaluated strip n. 
Fn = IP* 
Ei 
j=l 
(2.124) 
It is worth noting that equation (2.123) ensures that all the vortices in the domain 
are represented by the amalgamated filaments. 
NST 
ýý IP* -0 (2.125) 
n=l 
The term A,, in equation (2.123) is given by: 
(ryj -rx)t (2.126) 
n 12 + r2) 27r(Irmin c 
where r,,, i,, is the position vector (r, ry) of the amalgamated filament location ref- 
erenced to the wing's leading edge (x = 0, y= 0). It is derived by computing the 
equivalent 'centroid', given the circulations and positions of all the vortices within 
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the strip. 
rx = E(Xvlrvl) 
E IIFVI 
ry = 
E(Yvlrvl) 
(2.127) 
E Irvi 
The positions of the vortices are x, and y, and their corresponding absolute circu- 
lations are denoted by I IF, 1. 
The core radius r, in equation (2.126) is incorporated to be consistent with the 
implementation for the computation Of UM, where it is used to smooth the singularity 
when I r,, i,, I tends to zero. This is further explained in a later paragraph. This core 
radius r, is set to a small value of 0.1. 
It is assumed that the outflow boundary is sufficiently far downstream that both 
the spanwise and non-spanwise vorticity aft of the outflow boundary is negligble. 
The result is that no representation of the far wake lattice is required. The main 
advantage is the reduced computational costs. There is only the need for one velocity 
influence calculation per computational plane per lattice step. As such, the lattice 
influence is computed at every fluid time step. 
i-I 
J-1 
Figure 2.29: Vortex rings forming the vortex lattice. 
The parameter UM is computed based on the induced velocity due to the vortex 
rings forming the three-dimensional vortex lattice, as illustrated in figure (2.29). 
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The Biot-Savart law of velocity induction is used to calculate the velocity induced 
by these rings at the leading edge of each section of the wing. 
1 
Figure 2.30: Nomenclature for the vector formulation of the Biot-Savart law. 
Based on figure (2.30), the velocity perturbation ýýUM due to each vortex ring 
referenced to its centroid position can be determined from the following equation. 
AUM ::::::::: 
Fij ri x r2 ri r2 (2.128) 
47 jr, x r2 12'L 
U 
(Iril 
jr2l 
where the start and end points of the vortex filament of strength IF are I and 2 
respectively. Equation (2-128) is repeated four times for all the four segments of 
each vortex ring (see figure (2.29)). 
From equation (2.128), it is clear that exceptionally high induced velocities are 
calculated when the point P approaches the filament. These are not representative 
of the velocities induced by a continuous volume of vortex wake which is what the 
vortex lattice is simulating. In order to remove this singularity the induced velocity 
at a field point is multiplied by a factor of. 
_Irminl 
2 
12 + r2 Irmin 
c 
(2.129) 
where jr,, i,, l is the minimum distance between the vortex line and the field point, 
and r, is the same core radius used in equation (2-126). A value of 0.1 for r, is 
deemed appropriate as it is small relative to the vortex lattice mesh size, which is 
typically of 0(1). 
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Chapter 3 
Oscillatory Flapping Aerofoils 
This chapter presents the study on oscillatory flapping aerofoils, both structurally 
rigid and flexible. The test configuration is the NACA0012 aerofoil. For the present 
study, the aerofoil undergoes prescribed oscillatory heave motion. For the flexible 
aerofoil, the body is also subject to predefined flexural motion too. 
The simulations are performed using VIVIC-AERO, the Computational Fluid 
Dynamics (CFD) code described in chapter 2. Moderately high Reynolds numbers 
are considered for which all of the boundary layers and wake are assumed turbulent. 
All the investigations are confined to low and moderate displacement motions. 
Section 3.1 discusses the studies conducted for the heaving rigid NACA0012 
aerofoil. The solution procedures to investigate the heaving aerofoil configuration 
and parametric studies of the oscillation and flow parameters are also presented. 
The flexural effects are next investigated for the heaving flexible NACA0012 
aerofoil in section 3.2. Parametric comparisons and optimization analyses of various 
motion paths and flow parameters are presented to investigate the aerofoil's propul- 
sive performance due to the combined heave and flexural motions. The aerofoil 
undergoing oscillatory flexural motions only is also investigated and compared with 
rigid pitch oscillations about its leading edge. 
3.1 Heaving rigid NACA0012 aerofoil 
The propulsive performance of a heaving rigid NACA0012 aerofoil is presented in 
this section. In all the simulations, the aerofoil is subject to a prescribed forced 
oscillatory heave motion only. 
Problem definition and its implementation 
The oscillatory motion of the aerofoil is simulated in the two-dimensional plane by 
solving the two-dimensional incompressible Navier-Stokes equations. The flows past 
the oscillating aerofoil are at low freestream Reynolds number Re =2x 104 . The 
computations assume fully turbulent flows in the boundary layers and wake, with 
the Baldwin-Lomax turbulence model employed to compute the eddy viscosity. 
Relative to the fluid, the NACA0012 aerofoil is subject to a sinusoidal motion 
path. The aerofoil's non-dimensional heaving displacement, denoted by equation 
(2.110), is reproduced here for reference. 
h(t) - ho sin(kht) (2.110) 
where ho is the heave amplitude non-dimensionalized by the chord length c, and kh is 
the non-dimensional reduced frequency. The simulations are conducted with reduced 
frequency kh varying from 3.925 to 15.7. The heave amplitude ho ranges from 
0.0125 to 0.1. Some of the parameters' values correspond with those numerically 
investigated by Tuncer & Platzer (2000). 
3.1.1.1 Initial conditions, simulation time and analysis interval 
The aerofoil is initially at rest in its mean position in a stationary fluid for all the 
simulations. At time t<0, the heave displacement h(t), the velocity Vb(t) and 
the freestrearn velocity U,,, are hence zero. The aerofoil is then impulsively started 
at time t=0, where h(t) and Vb(t) are defined by the heave motion path and its 
derivative respectively. The non-dimensionalized freestream velocity UOO starts at 
t=0 and is equal to 1 for time t>0. 
The simulation time is dependent on the rate of solution convergence to a steady 
amplitude of oscillatory force. An appropriate analysis interval is taken after the 
107 
numerical solution has converged and is sufficiently long to provide an average quan- 
tification of the data. Hence, the analysis interval is a subset of the simulation time. 
The simulations for the oscillatory heaving rigid NACA0012 aerofoil are con- 
ducted for a duration corresponding to t= 20. Using equation (2.13) and with a 
freestream velocity U,,,, = 1, this implies that the initial flow has travelled past the 
aerofoil 20 chord lengths at the end of the simulation. The typical analysis interval 
for a converged solution is approximately from t= 10 to t= 20, by which time 
effects arising from the impulsive start of the motion have become negligible. 
Mesh size and resolution 
The same mesh system employed for the study of flows over a stationary NACA0012 
aerofoil in chapter 2 is used for the heaving aerofoil. More details of the mesh 
system surrounding the aerofoil is described here. It is made up of 30,144 triangular 
elements and 15,266 nodes. The mesh domain's inflow boundary is located 10 chord 
lengths upstream of the aerofoil's leading edge. The outflow boundary is positioned 
15 chord lengths downstream of the aerofoil's trailing edge. The upper and lower 
surfaces of the mesh domain are 10 chord lengths from the aerofoil. This results 
in an effective blockage of 0.6%, which is deemed small to have any effects on the 
aerofoil. The unstructured mesh system of the heaving rigid NACA0012 aerofoil is 
illustrated in figure (3-1). 
Special attention is given to produce a fine orthogonal grid region near the surface 
of the NACA0012 aerofoil, so as to adequately capture the viscous boundary layers 
of the flows past the body. The y+ of the first node off the wall is approximately 
1.44, based on its definition in equation (2.100). This is deemed appropriate for 
turbulence modelling with the Baldwin-Lomax algebraic model, to resolve the flow 
in the laminar sublayer and the fully turbulent wall layer. High aspect ratio wedge- 
shaped type of triangular elements are employed. The near wake region of the 
aerofoil is also highly resolved to better represent the physics there. The mesh away 
from the boundary layers and the wake is coarsened, in accordance with the expected 
smaller variation in spatial gradient of the flow variables. 
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Figure 3.1: Unstructured triangular mesh used for simulating flows past 
heaving rigid NACA0012 aerofoil. 
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3.1.2 Comparisons of simulations with available data 
Numerical simulations for different heave amplitudes ho ranging from 0.0125 to 0.1 
of chord length c at reduced frequency kh of 7.85 and freestream Reynolds number 
of 2x 104 are conducted. The computations are evaluated for their period-averaged 
thrust coefficient OT, which is defined as: 
T 
OT 
T 
fo 
CTdt (3.1) 
where T and CTare the oscillation period and the instantaneous thrust coefficient. 
The oscillation period T is given by: 
27r 
kh 
2 
1 
>- 
-1 
-2 
(3.2) 
Figure 3.2: Vortex patterns of thrust generating jet behind heaving 
NACA0012 aerofoil. 
The vortex patterns behind the heaving rigid aerofoil are reviewed to better 
understand their relations to the overall propulsive performance of the aerofoil. 
These are investigated by plotting the discrete point vortices behind the aerofoil. 
For the case of heave velocity hokh = 0.785, VIVIC-AERO simulation calculates 
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Figure 3.3: Vortex patterns of drag producing wake behind heaving 
NACA0012 aerofoil. 
a CT> 0 which indicates thrust generation. A distinct vortex pattern, see figure 
(3.2), with count er-clo ckwise upper row vortices and clockwise lower row vortices 
behind the oscillatory heaving aerofoil is exhibited. At heave velocity hokh= 0.098, 
VIVIGAERO simulation computes a CT< 0 which infers drag production. In this 
case of a drag producing wake behind the heaving aerofoil, the reverse vortex pattern 
is observed with the present simulation. Figure (3.3) clearly shows clockwise upper 
row vortices and count er-clo ckwise lower row vortices. 
The drag coefficient CD can be estimated using the von Karman idealized po- 
tential vortex street wake model (Milne-Thomson 1938) to be: 
CD 4( 
-'v )' 
[coth 27b + 
U00 
- 2) 
7rb 
coth 
7rb (3.3) 
7r U,,,, a( uv aaI 
where U... and u, are the freestream velocity and the velocity of the vortices re- 
spectively. The lateral spacing between consecutive vortices in the same row and 
the longitudinal spacing between the two rows of vortices are denoted by a and b 
respectively. These lengths are estimated from VIVIC-AERO simulations via vortex 
pattern plots like figures (3.2) and (3.3). The velocity of the vortices uv translating 
downstream is analyzed through the simulations which capture the time-dependent 
ill 
12345 
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evolvement of the vortex patterns. 
Based on equation (3.3), the drag coefficent CD for the drag producing wake case 
is found to be 0.031. This differs from the 0.026 value computed by the direct evalu- 
ation of the pressure and the skin friction on the surface of the body. For the thrust 
generating jet case, CD is -0-15 when computed with the von Karman approach, 
which also differs with -0.085 calculated from the direct evaluation approach. 
The thrust and drag produced by the heaving aerofoil can also be evaluated by 
considering the mean strearnwise velocity profile downstream of the aerofoil over a 
period T. The strearnwise force coefficient CF is related to the mean streamwise 
velocity profile by the following equation: 
CF 2 
c 
f- 
00 
it (U- - 1) dy (3.4) 
where c is the chord and ii = 
Urnean is the non-dimensionalized mean streamwise U. 
velocity component. A velocity excess gives a positiveCF corresponding to thrust, 
whereas a velocity deficit results in a negative CF implying drag. Equation (3.4) is 
valid for steady flows but can be applied to unsteady flows since the velocity ii in 
the present investigation is time-averaged. 
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Figure 3.4: Mean strearnwise velocity profile (x = 0.5 downstream of heav- 
ing NACA0012 aerofoil). 
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Figure (3.4) illustrates the velocity profile for heave velocity hokh of 0.098 (drag 
producing wake) and 0.785 (thrust generating jet) at a distance 0-5 chord length c 
downstream of the aerofoil's trailing edge. It shows that a velocity defect persists for 
the hokh = 0.098 case, where the streamwise velocity normalised with the freestream 
velocity, is less than 1.0 near the centreline region. This is indicative of a drag 
producing wake. A strearnwise velocity of more than 1.0, with a maximum of 2 times 
the freestream velocity, near the centreline region reveals the presence of a thrust 
generating aerofoil when hokh = 0.785. Based on equation (3.4), the computed drag 
is 0.028 (drag producing wake) and -0.095 (thrust generating jet). 
Description drag producing wake thrust generati 
Direct surface evaluation 0.026 -0-085 
von Karman model 0.031 -0-15 
Mean streamwise velocity profile 0.028 -0.095 
Table 3.1: Drag of heaving aerofoil computed with three different methods. 
The calculation of the drag or thrust of the heaving aerofoil using the three 
methods is shown in table (3.1). The computations show that the direct evaluation 
of the surface pressure and skin friction and the integration of the mean streamwise 
velocity profile in near wake are in agreement with one another. The von Karman 
vortex street model's results differ from that obtained with the two other methods. 
This is likely attributed to its idealized potential theory assumptions. For the re- 
maining of the present investigations of oscillatory flapping aerofoils and wings, the 
direct surface evaluation approach which is relatively easy to compute is employed. 
The non-dimensionalized streamwise velocity u time history over a period T at 
three different normal y locations at x=0.5 downstream of the aerofoil's trailing 
edge are shown in figure (3-5) for the case where the heave velocity hokh is 0.785. 
The three positions are at y= -0.5,0,0.5 chord length vertically from the trailing 
edge. The velocity u for y= -0.5 and y-0.5 are about identical with a phase 
shift of half a period T. For y=0, the velocity u has dominant content at twice the 
heaving frequency, and also a velocity excess for this case. 
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Figure 3.5: Streamwise velocity u over a period T at x=0.5 for Re 
2x 104 1 ho = 0.1, 
kh = 7.85. 
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Figure (3.6) shows the evolution of the computed pressure coefficient Cp around 
the heaving rigid aerofoil during one period T covering a complete heave motion 
cycle. The heave amplitude ho of the oscillatory motion is arbitrary chosen at 
0.0625. At the uppermost location of the aerofoil at T=0.25, the local static 
pressure on the upper surface of the aerofoil is generally less than that on the lower 
surface. The aerofoil hence experiences positive lift at this stage of the heave cycle. 
The opposite is true when the aerofoil is at the lowermost location during T=0.75, 
resulting in negative lift. 
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Figure 3.6: Unsteady turbulent flow over heaving rigid NACA0012 aerofoil 
at k=7.85) ho = 0.0625, Re =2x 104. 
Figure (3.7) shows the computed period-averaged thrust CT plotted against heave 
velocity hokh. The parameters ho = hý and kh = are non-dimensionalized terms. Cu 
The figure indicates a transition from drag producing wake (-ve OT) to thrust gen- 
erating jet (+ve CT) as hokh is increased. Thrust for this motion at Re =2x 104 
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Figure 3.7: Period-averaged thrust coefficient OT of heaving rigid 
NACA0012 aerofoil, kh--7-85. 
is produced when heave velocity hokh> 0.49. The findings are in reasonably good 
agreement with the experiment of Lai & Platzer (1999) at the same Reynolds num- 
ber flows, which showed that a jet and hence thrust is produced when hokh is 
approximately > 0.4. The thrust computation for hokh ::::::: 1.37 is also close to that 
experimentally predicted by Heathcote et al. (2006) where ho is fixed at 0.175. 
Tuncer & Platzer (2000) also conducted simulations at the same Re =2x 
104 conditions, using a compressible Navier-Stokes solver and the Baldwin-Lomax 
turbulence model. The boundary layer and wake flow were also assumed completely 
turbulent and a low freestream Mach number of 0.3 was used. These computations 
show an earlier transition to thrust production at heave velocity hokh> 0.2. 
The corresponding thrust coefficient OT based on Garrick's linear inviscid poten- 
tial thin aerofoil theory is also included for comparison. It is evident that Garrick's 
inviscid thrust calculations are over-predicted and always positive for all reduced 
frequencies, even at lower values. 
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3.1.3 Parametric studies 
The displacements of the heaving rigid NACA0012 aerofoil are described by the 
pre-defined motion profile parameters, namely, the oscillation's non-dimensionalized 
reduced frequency khand heave amplitudes ho. The aerofoil can also be subjected to 
different flow conditions, represented by the freestream Reynolds number. Paramet- 
ric studies are next investigated to assess the influence of these non-dimensionalized 
parameters independently on the propulsive performance of the heaving rigid aero- 
foil. Correlations with aerodynamics characteristics are derived where possible. 
Reduced frequency 
Three moderately high reduced frequencies kh = 7.85,11.775,15.7 are simulated in 
the present study. The lowest kh = 7.85 was studied by Tuncer & Platzer (2000). 
The other kh values represent 1.5 and 2 times the reference kh. Relatively low heave 
amplitudes ho ranging from 0.0125 to 0.1 are employed. The freestream Reynolds 
number is fixed at 2x 10'. 
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The permutation of kh and ho parameters provide period-averaged thrust co- 
efficient OT that demonstrates distinct transition from drag producing wake (-ve 
value) to thrust generating jets (+ve value), as illustrated in figure (3.8). The fig- 
ure evidently shows the OT increases with each of the three investigated reduced 
frequencies kh for a given heave amplitude ho. 
The measured wake wavelengths A are plotted in figure (3.9) as a function of 
heave amplitude ho for the three reduced frequencies kh- It is observed that the 
wavelength increases with increasing heave amplitude for a given reduced frequency. 
In all the three cases studied, a linear relation between the wavelength and the heave 
amplitude for each reduced frequency can be established. 
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Figure 3.9: Effect of reduced frequency kh (wake wave length A vs heave 
amplitude ho). 
The magnitude of the surface pressure coefficient over the aerofoil is also noted 
to increase with increasing reduced frequency kh for the same heave velocity hokh :::::::: 
0.3925. This is illustrated in figure (3-10) where the heaving aerofoil passes over 
the peak of the upstroke motion. The positive and negative Cp distribution for 
each motion are for the lower (pressure) and upper (suction) surface respectively, 
indicative of a positive lift coefficient. 
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Figure 3.10: Surface pressure coefficient, kh = 3.925,7.857 15.7 with hokh 
0.3925. 
3.1.3.2 Heave amplitude 
Simulations at various heave amplitudes are next conducted to investigate their 
influence on the propulsive performance of the aerofoil. The heave amplitudes ho at 
0.05,0.075 and 0.1 are of low values, which gives small heave motion displacements. 
Four different reduced frequencies kh (3.925,7.85,11.775,15.7) are used in the 
present investigation. Similarly, the freestream Reynolds number is fixed at 2x 104 . 
Figure (3.11) clearly shows that the period-averaged thrust coefficient OTincreases 
with heave amplitude ho for a given reduced frequency kh- 
Figure (3.12) illustrates the time history of the drag coefficient CD (-ve for thrust) 
produced by the heaving aerofoil with heave amplitude ho at 0.05,0.075 and 0.1. 
The reduced frequency kh is fixed at 7.85. The figure shows that the maximum and 
minimum values of the drag coefficientCD increases with the heave amplitude ho. 
It is also noted that the aerofoil experiences more thrust (more -ve drag) for longer 
durations over each heave cycle, with increase in the heave amplitude ho. 
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The relationship between the maximum streamwise velocity u,,,, and both heave 
amplitude ho and heave velocity hokh is illustrated in figures (3.13) and (3.14) re- 
spectively. Figure (3.13) indicates an almost linear relationship between u,,,,, X and ho 
at x=0.5 downstream of the aerofoil for the case where the reduced frequency kh is 
7.85. The same conclusion can be derived for u,,,,, x against hokh for various combina- 
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tions of ho and kh (see figure (3.14)). These findings are qualitatively in agreement 
with Lai & Platzer (1999), who experimentally demonstrated that their data for the 
maximum strearnwise velocity u,,,,,, collapsed to non-identical linear relations when 
plotted against the heave velocity hokh at different x locations downstream of the 
aerofoil. 
The measured wake wavelengths A are plotted in figure (3.15) as a function of 
reduced frequency kh for heave amplitude ho = 0.05,0.075,0.1. It is noted that the 
wavelength decreases with increasing reduced frequency for a given heave amplitude. 
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Figure 3.15: Effect of heave amplitude ho (wake wave length A vs reduced 
frequency kh) - 
Figures (3.16) and (3.17) show the velocity field around the leading edge of the 
aerofoil when it is above the mean position during the downstroke, as the heave 
amplitude ho increases from 0.05 to 0.075 for a fixed kh = 7.85. The flow is still 
fully attached when ho = 0.05 (see figure (3.16)). Distinct flow separation with 
formation of a separation bubble, as shown in figure (3.17), occurs when the heave 
amplitude is 0.075. The increments of hokh increases the effectively angle of attack 
of the flows, which eventually leads to flow separations. This observation justifies 
the need to have some form of turbulence model to predict the flow physics. The 
present choice of Baldwin-Lomax model provides a good engineering approximation. 
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Figure 3.17: Flow separation and separation bubble, heave amplitude ho = 
0.075. 
A relationship can be established between the heave amplitude ho and reduced 
frequency kh for the combination of test cases analyzed. From figure (3-18), the 
distinction between attached flows and separated flows over the heaving aerofoil is 
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shown to occur when the heave velocity hokh (combination of ho and kh) is 0.38. 
A similar conclusion is also observed by Tuncer et al. (1998), which showed the 
distinction at hokh = 0.35 for Re =3x 106 flows. 
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Although the above relates the heave velocity hokhwith the flows over the aero- 
foil, the wake structures can be markedly different for flows with the same heave 
velocity. Figure (3.19) illustrates the discrete point vortices between a low and a 
high reduced frequency kh case with hokh = 0.3925. 
3.1.3.3 Freestream Reynolds number 
The influence of the incident flow Reynolds number Re on the heaving aerofoil is 
next investigated. 
Simulations are conducted at moderate Re values of 2x 104 5xlO' and 7.5x 104. 
Similarly, low heave amplitude ho at 0.05,0.075 and 0.1 are considered to give small 
heave motion displacements. The simulations are also conducted at a fixed reduced 
frequency kh = 7.85. Fully turbulent flows are assumed. 
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Figure 3.20: Effect of freestream Reynolds number Re (period-averaged 
thrust coefficient OT vs heave amplitude ho). 
Figure (3.20) clearly shows that the period-averaged thrust coefficient OT, at 
a fixed heave amplitude ho, increases with freestream Reynolds number. Another 
observation is that the transition from drag producing wake to thrust generating jet 
occurs at a smaller heave amplitude ho when it is subjected to higher freestream 
Reynolds number. 
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It is also noted that a kink is present in each of the CTagainst ho curves in figure 
(3-20). This is found to occur near the transition region from a drag producing wake 
to a thrust generating jet. The region covers ho between 0.04 to 0.06. The kink is 
less pronounced at higher reduced frequency kh :: -- 11-775,15.7 (see figure (3.8)). 
An attempt is made to remove the influence of the freestream Reynolds number 
by subtracting from the thrust the viscous drag of the stationary aerofoil at zero 
incidence for each of the three Reynolds number flows. Figure (3.21) illustrates the 
effect of this, showing that the thrust coefficient (minus the viscous drag) for all the 
three flows collapse approximately to a single curve. 
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Figure 3.21: Comparison with linear inviscid theory (period-averaged thrust 
coefficient OT - viscous drag vs heave amplitude ho). 
The thrust determined with Garrick's linear inviscid theory for a flat plate shows 
higher values than the simulated ones for any given heave amplitude ho. The differ- 
ence is mainly attributed to the simplistic approach of subtracting only the viscous 
drag of the zero incidence aerofoil, since the heave velocity hokh effectively represents 
flow incidence for all the simulations studied. 
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3.2 Heaving flexible NACA0012 aerofoil 
The propulsive performance of a heaving flexible NACA0012 aerofoil is discussed 
in this section. Unlike the rigid aerofoil configuration in the previous section, the 
flexible body is subject to prescribed chord-wise flexural deformation in addition to 
the pre-defined forced heave motion. 
Comparisons are made between the heaving rigid and flexible NACA0012 aero- 
foil, to ascertain the influences of flexural deformation on the propulsive perfor- 
mance. 
3.2.1 Problem definition and its implementation 
The single two-dimensional computational plane is dynamically remeshed at every 
time step to accomodate the mesh to the heaving and flexural motion of the aerofoil. 
The flow past the aerofoil is assumed fully turbulent, and is simulated with the 
Baldwin-Lomax algebraic turbulence model. 
The aerofoil is subject to combined flexural deformation and heave motion. The 
heave displacement of the aerofoil is based on a sinusoidal path, the same as that 
prescribed for the heaving rigid aerofoil. Equation (2.110) is shown here for reference. 
h(t) = ho sin(kht) 
where ho is the non-dimensionalized heave amplitude in terms of the chord length 
c, and kh is the non-dimensional heave reduced frequency. 
The aerofoil undergoes chord-wise flexural motion based on a quadratic mode 
shape and sinusoidal time history of the amplitude, as presented in chapter 2. The 
aerofoil deformation profile is a simplification of that exhibited by a flying creature, 
and helps to facilitate the analysis of flexural motions. Equation (2.111) is repro- 
duced here for reference: 
yf (t) = aox'sin(kf t+ 0) (2.111) 
where ao is the non-dimensionalized maximum tip deflection in terms of the chord 
length c, and kf is the non-dimensional flexural reduced frequency. The quantity 0 
describes the phase angle between the heave and flexural motion paths if kh= kf. 
The entire aerofoil is deflected, with the larger displacement towards the trailing 
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Figure 3.22: Combined heave and flexural motion of the NACA0012 aerofoil 
with common frequency over a flapping period. 
Figure (3.22) illustrates the flexible NACA0012 aerofoil's chord profile over a 
combined flexural and heave motion period, for the case where kh = kf and the 
phase angle 0 between the heave and the flexural motions is zero. 
The simulations are conducted with a range of heave kh and flexural kf reduced 
frequency ranging from 3.0 to 25.0. All the computations in the present study assume 
that kh and kf are equal. The heave amplitude ho, varies from 0.03 to 0.2. The 
flexural amplitude ao (based on the aerofoil's trailing edge displacement) likewise 
ranges from 0.03 to 0.2. The flow past the oscillatory heaving flexible aerofoil is at 
the same low freestream Reynolds number Re of 2x 10' used for the rigid aerofoil. 
Initial conditions and temporal parameters 
The NACA0012 aerofoil is initially at rest at its equilibrium position in all the sim- 
ulations, similar to the heaving rigid aerofoil configuration. The heave and flexural 
displacements, and their velocities are of zero value at t<0. Like the rigid aero- 
foil configuration, the flexible aerofoil motions are then impulsively started at time 
t=0. The heave displacement h(t) and flexural displacement yf (t) are defined by 
the heave and flexural motion path. The body effective velocityVb (t) is derived from 
these motions. The freestream velocity is U,,,,. 
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Like those for the rigid heaving aerofoil, the simulations are conducted for a 
duration of t = 20. The analysis interval is also from t= 10 to t- 20. The time 
effects arising from the impulsive start of the motions are negligible by this stage, 
and simulation convergence has been generally attained. 
3.2.1.2 Grid system and parameters 
The same unstructured mesh system (see figure (3.1)) employed for the heaving rigid 
NACA0012 aerofoil study is used. 
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Figure 3.23: Mesh system of a flexible heaving NACA0012 aerofoil at max- 
imum flexural deformation. 
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When the flexural displacement is zero, the mesh is identical to that used for the 
rigid heaving aerofoil. The remeshing of the grids surrounding the flexible aerofoil is 
achieved using the boundary improvement spring segment method and constrained 
viscous near wall grid approach presented in chapter 2. At each flow time step, 
the surface grids and the off-body mesh are reallocated by these dynamic mesh 
techniques. 
Figure (3.23) illustrates the mesh system of the flexible NACA0012 aerofoil when 
the non-dimensionalized flexural displacement ao =1 of the aerofoil's trailing edge C 
is 0.1. The figure shows that the desired grid orthogonality of the quadrilaterals, 
which are subdivided into wedge-shape triangle elements, is closely maintained near 
the viscous wall region, despite the deformation of the aerofoil and the associated 
mesh. 
3.2.2 Validation of the dynamic mesh methodology and mov- 
ing boundary conditions 
In order to test the accuracy of the present dynamic mesh methodology and mov- 
ing boundary conditions definitions in VIVIGAERO, the study of a heaving rigid 
NACA0012 aerofoil is conducted using both the stationary and moving mesh ap- 
proaches. Both the aerofoil and the mesh move together relative to an absolute frame 
in the stationary mesh approach. The aerofoil physically moves in a dynamically- 
remeshed absolute frame mesh system in the moving mesh approach. 
As discussed in section 2.6.2, the dynamically-remeshed grid system method is 
a computationally more expensive approach compared to the fixed mesh system 
approach. It should only be used for simulations where dynamic remeshing of the 
grid system is unavoidable, as is the case for moving flexible bodies. 
Figure (3.24) illustrates the computed force time history of the heaving rigid 
aerofoil with heaving amplitude ho and heave reduced frequency kh at 0.1c and 7.85 
respectively. The figure shows a very good agreement of the results between the 
two solution approaches. Both lift CL and drag CD coefficients computed with both 
methods agree very closely with each other. 
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Figure 3.24: Force time history of a heaving NACA0012 aerofoil computed 
using dynamically-remeshed grid and stationary grid relative 
to aerofoil. 
lt is observed that the computational costs as expected are higher for the dynam- 
ically moving mesh approach than the fixed mesh system approach. The computa- 
tional time per fluid time step is on average about 1.2 times higher. The additional 
time is largely for regenerating the moving mesh and recalculating all geometry- 
related parameters. 
The validation test clearly demonstrates that the dynamic mesh methodology 
and moving boundary conditions approach is an adequate and viable method for the 
simulation of a moving flexible aerofoil. The inherent penalty of the approach is the 
additional computational costs incurred, which at about 20% is deemed acceptable. 
3.2.3 Parametric studies 
The displacements of the heaving flexible NACA0012 aerofoil are described by the 
prescribed heave and flexural motion profiles. The parameters that define the motion 
path are namely, the heave oscillation's reduced frequency kh and heave amplitude 
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ho, the flexural oscillation's reduced frequency kf and flexural amplitude ao. The 
aerofoil can also undergo different flow conditions, characterised by the freestream 
Reynolds number Re. 
Parametric studies are next investigated to assess the influence of these non- 
dimensionalized parameters on the propulsive performance of the heaving flexible 
aerofoil. In order to faciltate comparisons with the heaving rigid aerofoil configura- 
tion studied in section 3.1.3, the simulations are conducted with the same conditions. 
Correlations with aerodynamics characteristics are derived to assess the effects of 
chord-wise flexural deformation. 
3.2.3.1 Phase angle 
Simulations are conducted for various cases, where the oscillatory motion of heave 
and flexural displacements differ by the phase angle 0. Both the heave kh and flexural 
kf reduced frequency are 7.85. The non-dimensionalized heave ho and flexural ao 
amplitude are 0.05. The freestrearn Reynolds number is 2x 104. 
Figures (3.25) to (3.27) show the computed period-averaged thrust coefficient 
CT, the period-averaged input power coefficient Cpi,, and the propulsive efficiency Tj 
respectively, for all the cases plotted against phase angle between heave and flexural 
oscillations. The period-averaged input power coefficient Cpi,, is defined as: 
I 
Fn(t)v,, dt p=T 
fo 
OPin =p (3.5) (-Ipu., Cs)uc)o 2 
where F,,, (t) represents the instantaneous generated pressure force in the normal- 
direction of the aerofoil surface, and T is the oscillation period. The skin friction 
force is ignored since its contribution to the input power is neglible. This is true 
because the aerofoil motion is nearly normal to its surface. The term v,, denotes 
the effective velocity of the flexible aerofoil due to both heave and flexural motions. 
It is calculated by determining the displacement of the aerofoil with time. The 
propulsive efficiency is given by: 
TI - 
CTUOO 
(3-6) 
CPin 
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The aerofoil transits from generating a drag producing wake (-ve OT) to a thrust 
generating jet (+ve OT) when the phase angle 0> 80', see figure (3.25). The 
maximum period averaged thrust coefficient OT occurs at 180'. The period averaged 
thrust coefficient OT for the rigid (aO = 0) heaving aerofoil is plotted for comparison. 
It infers that the flexural motion is beneficial, in terms of thrust production, when 
the phase angle 0> 700. 
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Figure 3.25: Effect of phase angle 0 on period-averaged thrust coefficient 
CT. 
The minimum input power coefficient Opi,, occurs at 0= 30', as illustrated 
in figure (3-26). Similarly, the input power coefficient OPin for the rigid heaving 
aerofoil is included. It infers that the flexural motion will require a greater input 
power coefficient OPin when the phase angle 0> 1050. 
Figure (3.27) shows that the optimum phase angle is 150' for the heaving flex- 
ible aerofoil to generate the maximum propulsive efficiency 77max- When compared 
with the heaving rigid aerofoil, the benefits of the flexural motion are apparent 
for 
situations where the phase angle 0> 750. 
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Figure 3.27: Effect of phase angle 0 on propulsive efficiency 71. 
Miao & Ho (2006) conducted similar FLUENT (Fluent Inc. 2005) simulations at 
higher non-dimensionalized heave ho = 0.4 and flexural ao (0-1-0-7) amplitude with 
lower heave kh and flexural kf reduced frequency of 2.0 in comparable freestream 
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Reynolds number Re = 10' flows. Their findings in general exhibit the same trends; 
maximum period averaged thrust coefficient CT at high phase angle (1500 << 
180'), minimum input power coefficient CPin at low phase angle (300 <0< 600) 
and maximum propulsive efficiency ranging from 900 <0< 1500. 
The maximum strearnwise velocity u,,,,, x at x=0.5 in the wake downstream of 
the aerofoil against different phase angle 0 for combined motions is plotted in figure 
(3.28). The figure indicates a non-linear relationship between u,,,, and 0 for these 
displacements. 
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Figure 3.28: Variation of u,,,,,, with phase angle 0. 
It is also observed that even if u,,,, /U,, exceeds I for the low 0 cases, period- 
averaged thust is not produced. This could be attributed to the more prevailing 
wake component (with u< 1) in other parts of the streamwise velocity profile. 
The following analyses of the effects of flexural amplitude ao, heave kh and flex- 
ural kf reduced frequency and freestream Reynolds number Re are computed with 
the phase angle fixed at the optimum 150' for the present test configuration. 
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3.2.3.2 Flexural amplitude 
The effects of the flexural amplitude ao on the propulsive performance of the heav- 
ing flexible aerofoil are next investigated. The heave kh and flexural kf reduced 
frequency are fixed at 7.85. The non-dimensionalized heave ho amplitude is 0.05. 
The aerofoil is subject to a flow, characterized by a freestream Reynolds number of 
2x 104. Simulations for a wide range of non-dimensionalized flexural amplitude ao 
from 0 (rigid) to 0.175 (significant flexure). 
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Figure 3.29: Effect of flexural amplitude ao on period-averaged thrust coef- 
ficient OT. 
Figure (3.29) illustrates the period-averaged thrust coefficient CTwith respect 
to the flexural amplitude ao. It is observed that the aerofoil experiences thrust 
generating jet when the flexural amplitude ao > 0.01. The optimum propulsive 
efficiency 71max is achieved at ao = 0.1175, as shown in figure (3.30). 
Like the pure heave case, a linear correlation of the maximum streamwise velocity 
Umax with the flexural ao amplitude is obtained, as illustrated in figure (3.31). The 
Umax increments with the combined motions are more significant than with heave 
only motions. This is evident from the higher thrust obtained with the flexural 
effects included. 
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Figure 3.30: Effect of flexural amplitude ao on propulsive efficiency Tj - 
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Figure 3.31: Variation of u,,, a, ý with flexural ao amplitude. 
Figure (3.32) shows the local surface pressure coefficient Cp distribution on the 
aerofoil for the rigid case (ao = 0.0) and two flexural cases (ao = 0.07.0.115). The 
positive and negative Cp distribution for each motion are for the lower and upper 
surface respectively, which are analogous to the pressure and suction sides. indicates 
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Figure 3.32: Surface pressure coefficient with flexural ao amplitude. 
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Figure 3.33: Unsteady turbulent flow over heaving flexible NACA0012 aero- 
foil at kh = kf 7.85, ho ao - 0.05, Re =2x 104. 
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a positive lift coefficient. It is noted that the pressure differential between the 
two surfaces increases as the flexural amplitude is increased. This phenomenon is 
associated with the aerofoil in the upstroke motion. In the downstroke motion, the 
flexible aerofoil is shapewise inverted. The positive and negative pressure now act on 
the upper and lower surfaces respectively, hence inducing a negative lift coefficient. 
The evolution of the computed pressure coefficientCP around the heaving flexible 
aerofoil for one period T over a complete combined heave and flexural motion cycle is 
illustrated in figure (3.33). The displacements are small, with heave ho and flexural 
ao amplitudes at 0.05. The shape of the aerofoil during 0.5 <T<1 is inverted 
compared to the profile during 0<T<0.5. Hence, the variation of the local static 
pressures on the surfaces of the aerofoil are opposite during the two stages of the 
oscillatory flapping motion cycle. 
3.2.3.3 Reduced frequency and freestream Reynolds number 
The effects of the heave kh and flexural kf reduced frequency, and the freestream 
Reynolds number on the aerofoil's propulsive performance are also studied. For 
the present study, both the heave ho and flexural ao amplitude are fixed at 0.05. 
Simulations are conducted for freestream Reynolds number Re at 2x 104 ,5x 104 
and 1X 105 . Both the heave 
kh and flexural kf reduced frequencies are assumed 
equal in value for simplification and ease of analysis. The reduced frequencies' range 
is arbitrarily set from 2.0 to 15.0 to include low and high values. 
The results, as illustrated in figure (3.34), indicate that increasing the reduced 
frequencies, kh and kf, increases the period-averaged thrust coefficient OT. This 
observation is noted for all the three freestream Reynolds numbers tested. It is also 
observed that for a given reduced frequency, kh and kf, the period-averaged thrust 
coefficient OT is higher for greater freestream Reynolds number Re. 
Figure (3.35) shows the effects of freestream Reynolds number Re and the re- 
duced frequencies, kh and kf, on the propulsive efficiency 77 of the heaving flexible 
aerofoil. The computations show that the propulsive efficiency '0 peaks at lower re- 
duced frequencies (khand kf) and asymptotes to a constant value with high increase 
in the frequencies, for all the freestream Reynolds number Re cases. These trends 
139 
are similarly observed in the computational studies by Miao & Ho (2006). 
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Figure 3.34: Effect of freestream Reynolds number Re and reduced fre- 
quency kh = kf on period-averaged thrust coefficient OT. 
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3.2.4 Optimization 
The parametric studies presented earlier demonstrate the effects of the phase angle 
0, the flexural amplitude ao, the flexural reduced frequency kf and the freestream 
Reynolds number Re on the heaving flexible aerofoil. For the present optimization 
analyses, the optimal phase angle O, pt and the optimal propulsive efficiency TI, pt are 
determined for a wide range of test conditions. The optimal phase angle O, pt is 
where the optimal propulsive efficiency %pt is achieved for the range of phase angle 
0' <0< 180'. As for the parametric studies, both the heave kh and the flexural kf 
reduced frequency are assumed equal. The heave ho and flexural ao amplitude have 
been given the same value for this investigation. 
Simulations are conducted for heave kh (also flexural kf) reduced frequency at 
3.51 5.0 and 7.85, as well as heave amplitude ho (also flexural amplitude ao) ampli- 
tude at 0.03,0.05,0.10 and 0.20 with respect to the chord c. The aerofoil undergoes 
the prescribed heave and flexural motion profiles, which differ by the phase angle 0 
ranging from 01 to 1800. The freestream Reynolds number Re is kept constant at 
2x 104. 
3.2.4.1 Optimal phase angle 
The optimal phase angle O, pt for the permutation of test cases, with different reduced 
frequency (heave kh and flexural kf) and amplitude (heave ho and flexural ao), is 
illustrated in figure (3.36). The results are obtained by simulating the range of 
phase angle 0 of 0' to 180'. The figure shows that the optimal phase angle O, pt 
decreases with higher reduced frequency kh and kf for a given amplitude ho and ao. 
The results also indicate that the optimal phase angle 0,, pt decreases with increased 
amplitude (heave ho and flexural ao), with a 'converged' value of about 901 to 1001. 
These observations are consistent with the Re = 10' simulations by Miao & Ho 
(2006) which shows optimal phase angle O, pt = 901a at high amplitude 
(ho = 0.4 
and ao = 0.3) oscillations. The convergence to phase angle 901 is also noted 
for rigid 
aerofoil in combined heave and pitch motions, as observed in the computational 
studies by 'Funcer et al. (1998) for Re = 
105 floWS. 
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3.2.4.2 Optimal propulsive efficiency 
0.25 
The optimal propulsive efficiency 71, pt for the various test cases are shown in 
figure 
(3.37). The test cases are for different combination of oscillation's parameters (heave 
kh and flexural kf reduced frequency, heave ho and flexural ao amplitude), over a 
range of phase angle 0 from 0' to 180' 
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Figure 3.37: Optimal propulsive efficiency 710pt. 
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Figure (3.37) shows that the optimal propulsive efficiency TI, pt peaks at a lower 
reduced frequency (heave kh and flexural kf) with higher heave ho and flexural ao 
amplitude. The optimal propulsive efficiency qOpt asymptotes to a 'converged' value 
at higher heave kh and flexural kf reduced frequency. 
3.2.5 Non-heaving flexible oscillations 
The above investigations of oscillatory flapping aerofoils are confined to heave- 
related motions, with and without flexural displacements. Non-heaving flexible os- 
cillations of the aerofoil is studied here, based on the same quadratic mode shape 
and sinusoidal amplitude time history of equation (2.111) used in the combined 
heave and flexural motion cases. In the present investigations, the phase angle 0 in 
equation (2.111) is irrelevant and omitted. 
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Figure 3.38: Comparison of flexural and heave/flexural modes (period- 
averaged thrust coefficient OTvs flexural amplitude ao). 
Figures (3.38) and (3.39) respectively illustrate the period-averaged thrust co- 
efficient CT and propulsive efficiency q for a flexible aerofoil, undergoing flexural 
motions at freestream Reynolds number Re =2x 104 and flexural reduced fre- 
quency kf = 7.85. The aerofoil is subject to a range of non-dimensionalized flexural 
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Figure 3.39: Comparison of flexural and heave/flexural modes (propulsive 
efficiency q vs flexural amplitude ao). 
amplitude ao from 0.0125 (low flexure) to 0.175 (high flexure). The propulsive perfor- 
mance of a heaving flexible aerofoil is incorporated in the two figures for comparison. 
It heaves with an amplitude ho = 0.05, at heave reduced frequency kh = 7.85 and a 
phase angle 0= 1500 between the heave and flexural motions. 
The computations show that more thrust is produced by a heaving flexible aero- 
foil than a non-heaving flexible aerofoil. This is generally true for all the investigated 
flexural amplitudes ao. In terms of propulsive efficiencyTI, the heaving flexible aero- 
foil is more efficient than the non-heaving flexible aerofoil at low flexural amplitudes 
ao. At higher amplitudes, both modes are comparable in efficiency as the flexural 
motions become more pronounced than the heave motions. 
3.2.5.1 Comparison with rigid pitch oscillations 
The non-heaving flexible aerofoil is compared with the rigid aerofoil in pitching 
mode. The aerofoil is pivoted at its leading edge and has a mean zero angle of 
attack. To enable a comparison, the maximum pitch amplitude ao corresponds 
to the maximum angle between the aerofoil chord and the streamwise x-axis at the 
maximum flexural trailing edge displacement 
for a non-heaving flexible aerofoil. The 
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pitching motion a is based on a sinusoidal time history of the pitch amplitude, as 
presented in chapter 1. Non-dimensionalized form of equation (1.1) is given as: 
aosin(kpt) (3.7) 
where k= is the non-dimensional pitch reduced frequency. Note that the non- PU 
heave flexural motions change the camber of the aerofoil with time, whereas the 
rigid pitch oscillations alter the pitch angle of the aerofoil with time. 
Simulations are conducted at the same flexural kf and pitch kp reduced frequency 
of 7.85, and freestream Reynolds number Re =2x 104 . The propulsive performance 
of the aerofoil for both rigid pitch and flexural modes are compared and illustrated in 
figures (3.40) and (3.41). For ease of reference, the period-averaged thrust coefficient 
CT and propulsive efficiency 77 for the pitching aerofoil are plotted as a function of 
flexural amplitude ao, based on the maximum trailing edge displacement. 
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Figure 3.40: Comparison of rigid Pitch and flexural modes (period-averaged 
thrust coefficient OTvs flexural amplitude ao). 
The computed results show that the rigid pitching aerofoil produces more thrust 
than the non-heaving flexible aerofoil for all flexural amplitude ao. In terms of 
propulsive efficiency 71, both modes are comparable especially at 
higher ao. The 
non-heaving flexible mode provides a marginally better optimum q than the rigid 
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Figure 3.41: Comparison of rigid pitch and flexural modes (propulsive effi- 
ciency 71 vs flexural amplitude ao). 
pitching mode. The analyses therefore indicate that the rigid pitch mode is an 
attractive alternative to the non-heaving flexible mode. 
3.3 Summary 
3.3.1 Heaving rigid aerofoil 
Simulations at a freestream Reynolds number Re =2x 104 are conducted for dif- 
ferent heave amplitudes ho (0.0125 - 0.1) at reduced frequency kh = 7.85. The 
computations are in good correlation with the experiments of Lai & Platzer (1999) 
and Heathcote et al. (2006). 
Simulations with kh (7.85,11.775,15.7) and ho (0.0125 - 0.1) permutations at 
Re =2x 10' show that the period-averaged thrust coefficient CT increases with 
each of the three investigated kh for a given ho. The wake wavelength A is observed 
to increase with increasing ho for a given kh. A linear relation between A and ho 
for each kh can be established. The magnitude of the surface pressure coefficient 
over the aerofoil at the peak of the upstroke motion is also noted to increase with 
increasing kh for the same hokh= 0.3925. 
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Simulations at various ho (0.05,0.075,0.1) and kh (3.925,7.85111-775.15.7) with 
Re =2x 104 show that OT increases with ho for a given kh. The findings also 
illustrate that with a fixed khand Re of 7.85 and 2x 104 respectively, the maximum 
and minimum bound of the drag coefficientCD increases with ho. The aerofoil is 
also observed to experience more thrust (more -ve drag) for longer durations along 
each heave cycle, as ho increases. 
An almost linear relation between the maximum streamwise velocity of the 'jet' 
profile in the wake u,,,, with ho is observed at 0.5 chord downstream of the aerofoil 
trailing edge for the case where kh= 7.85. The same observation is noted for u,,,,, 
against hokh for various combinations of ho and kh. These findings are qualitatively 
in agreement with Lai & Platzer (1999), who experimentally demonstrated that 
their data of u,,,,,,, similarly collapsed to linear relations against hokh at different 
x locations downstream of the aerofoil. The wake wavelength A is also noted to 
decrease with increasing kh for a given ho. 
The velocity field around the leading edge of the aerofoil when it is below the 
mean position during the upstroke, as ho increases from 0.05 to 0.075 for a fixed 
kh = 7.85, is reviewed. The flow is still fully attached when ho = 0.05, with onset 
of flow separation when h=0.0625, and distinct flow separation when ho = 0.075. 
The increments of hokh increases the effectively angle of attack of the flows, which 
eventually leads to flow separations. The distinction between attached flows and 
separated flows over the heaving aerofoil is when the heave velocity hokh = 0.38. 
The wake structures can however be markedly different for flows with the same hokh 
but at low and high kh- 
Simulations at various Re (2 x 104 5x 104 , 7.5 x 
104 ) and ho (0.05,0.075,0.1) 
with a fixed kh= 7.85 show that OTincreases with Re for a given ho. The aerofoil 
is also observed to transit from drag producing wake to thrust generating jet at 
a smaller ho as Re is increased. The thrust coefficient for all the three Re flows 
is also observed to collapse approximately to a single curve if viscous effects are 
approximately corrected by subtracting the mean flow drag coefficient. 
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3.3.2 Heaving flexible aerofoil 
The accuracy of the dynamic mesh methodology and moving boundary conditions 
approach is successfully verified by studying the case of a heaving rigid N'ACA0012 
aerofoil, using both the stationary and moving mesh approaches. The computed 
results with these two approaches show good agreement with one another, thus 
validating the adequacy of the methodology. 
Simulations are conducted for various cases, where the motion profiles differ 
by a non-zero phase angle 0 between the heave and flexural oscillations. Both 
the heave kh and flexural kf reduced frequency are fixed at 7.85. The heave ho 
and flexural ao amplitudes are the same at 0.05. The freestream Reynolds number 
Re is fixed at 2x 101. The computations show that there is an optimum value 
of 0 for which the flexural motion of the heaving flexible aerofoil enhances thrust 
production. For certain 0, the input power coefficient Cpi,, may be lower than that 
for the heaving rigid aerofoil. For some 0, the benefits of flexural motion in terms 
of better propulsive efficiency q is also evident. These trends are also observed from 
FLUENT (Fluent Inc. 2005) simulations by Miao & Ho (2006). 
The maximum streamwise velocityUmm, at 0.5 chord downstream of the aerofoil 
trailing edge plotted against 0 indicates a non-linear relationship for the case where 
ho = ao 0.05 and Re =2x 104. It is also observed that even 
if Urnax 
exceeds I for U00 
the low cases, period-averaged thust is not produced. This could be attributed to 
wake components in other parts of the streamwise velocity profile. 
Simulations at kh -- kf = 7.85 and ho = 0.05 with Re =2x 104 for a wide range 
of ao from 0 (rigid) to 0.175 (highly flexible) show that the aerofoil produces a thrust 
generating jet when ao exceeds certain values. Optimum propulsive efficiency 71max 
is achieved when ao = 0.1175. 
A linear relation correlating Umax with ao is observed for ho = 0.05 and Re 
2x 101. The u,,,,,,, increments with the combined motions are more significant than 
with heave only motions. This can be seen from the higher thrust obtained with the 
flexural effects included. The local surface pressure coefficient Cp distribution on the 
aerofoil for the rigid case (ao = 0.0) and two flexural cases (ao = 0-07,0.115) shows 
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that the pressure differential between the two surfaces increases as ao is increased. 
Simulations with various Re (2 x 104 5x 10411 x 105) and kh= kf (2.0 - 11.0) 
for ho = ao = 0.05 show that increasing kh= kf increases OTfor a given Re. Also. 
for a specified kh= kf, CT is higher for greater Re. The computations also show 
that 71 asymptotes to a constant value with high kh= kf, regardless of Re. These 
trends are similarly observed in the computational studies by Miao & Ho (2006). 
Optimization analyses to determine the optimal phase angle O, pt and the op- 
timal propulsive efficiency %pt are conducted for a wide permutation of test con- 
ditions. Simulations are carried out for various kh = kf (3.5,5.0,7.85) and ho = 
ao (0.03,0.05,0.10,0.20) at Re =2x 104 over a range of phase angle 0' <0< 1800. 
The analyses show that 00pt decreases with higher kh = kf for given ho -- ao. The 
results also indicate that 00pt decreases with increased ho = ao, with an asymptotic 
value of about 900 to 1000. These observations are consistent with the computa- 
tional studies by Miao & Ho (2006), as well as those by Tuncer et al. (1998) for rigid 
aerofoil in combined heave and pitch motions. The optimal propulsive efficiency 77opt 
peaks at a lower kh = kf with higher ho = ao, and also asymptotes to a constant 
value at higher kh = kf. 
The propulsive performance of a non-heaving chord-wise flexible aerofoil is com- 
pared with a heaving flexible aerofoil (ho = 0.05, kh = 7.85,0 = 1501) at Re =2x 101 
over a range of 0.0125 < ao < 0.175. The analyses show that more thrust is pro- 
duced by a heaving flexible aerofoil than a non-heaving chord-wise flexible aerofoil, 
with better propulsive efficiency at low ao. At higher amplitudes, both modes are 
comparable in efficiency as the flexural motions become more pronounced than the 
heave motions. 
The propulsive performance of the chord-wise flexible aerofoil is compared with 
the rigid pitching aerofoil, pivoted at its leading edge and has a mean zero angle of 
attack. Simulations conducted at flexural kf and pitch kp reduced frequency of 71.85, 
and Re =2x 104 show that the rigid pitching aerofoil generates more thrust than 
the chord-wise flexible aerofoil. Their propulsive efficiency is comparable especially 
at higher ao. The chord-wise flexible mode provides a marginally 
better optimum 11 
than the rigid pitching mode. 
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Chapter 4 
Oscillatory Flapping Wings 
This chapter presents the investigations on oscillatory flapping wings. The test con- 
figuration is the rectangular wing with spanwise NACA0012 aerofoil cross sections. 
For the present study, the wing undergoes pre-determined oscillatory heave motion. 
The wing can also be subject to prescribed flexural motion too. Like the oscillatory 
flapping aerofoil computations, the analyses are confined to motions with low and 
moderate displacements. The simulations are also performed using VIVIC-AERO, 
the CFD code described in chapter 2. Moderately high Reynolds numbers are con- 
sidered for which the boundary layers and wake are turbulent. 
Section 4.1 discusses the analyses conducted for the heaving rigid rectangular 
wing. The solution procedures to investigate the configuration as well as the find- 
ings from the studies are also presented. Section 4.2 presents the investigations on 
the heaving flexible rectangular wing. The flexural effects on the heaving wing's 
propulsive performance are reviewed. 
4.1 Heaving rigid NACA0012 rectangular wing 
The propulsive performance of a heaving rigid rectangular wing with NACA0012 
aerofoil cross sections is presented in this section. In all the simulations, the wing 
of aspect ratio AR =4 is subject to prescribed forced heave motion only. 
Problem definition and its implementation 
Mulitple two-dimensional planes representing each of the _NACA0012 aerofoil cross 
sections are employed to simulate the oscillatory motion of the rectangular wing. 
The two-dimensional incompressible Navier-Stokes equations are solved for every 
cross section. The three-dimensional effects are communicated using the strip the- 
ory and vortex-lattice models. Like the heaving aerofoil problem in chapter 3, the 
computations assume fully turbulent flows where the eddy viscosity is determined 
with the Baldwin-Lomax turbulence model. 
The rigid rectangular wing undergoes a sinusoidal motion path, described pre- 
viously in equation (2.110). All the NACA0012 aerofoil cross sections are rigidly 
displaced in cohesion with one another. The wing therefore executes its heave motion 
exactly like the heaving aerofoil illustrated in figure (1.6). The instantaneous heave 
displacement h(t) is dependent on the heave amplitude ho and the non-dimensional 
reduced frequency kh- 
h(t) = ho stn(kht) (2.110) 
4.1.1.1 Initial conditions, time parameters and mesh system 
The initial conditions and time parameters associated with the heaving rigid wing 
problem are similar to those for the heaving rigid aerofoil configuration discussed 
in chapter 3. The wing is impulsively started at t=0 from its mean rest position. 
This assumption is applied for all the simulations. 
The non-dimensionalized simulation time t', based on equation (2.13), is for a 
duration of 20. The initial flow has past the wing 20 chord lengths downstream 
at the end of the simulation. The typical analysis interval to obtain an average 
quantification of the numerically converged solution is approximately from t' = 10 
to t' = 20. 
The same mesh system employed for the heaving NACA0012 aerofoil test case 
(see figure (3.1)) is used for the present study. The mesh domain is applied to all 
the multiple two-dimensional CFD planes representing the NACA0012 aerofoil cross 
sections. 
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4.1.2 Validation of the strip theory and three-dimensional 
a 
vortice lattice models 
Prior to the study of the heaving wing, the feasibility of the strip theory and the 
three-dimensional vortice lattice models in VIVIGAERO is investigated for steady 
flow over a stationary planform like the rectangular NACA0012 wing. The aspect 
ratio AR =4 wing of unit chord length is subject to a freestream Reynolds number 
Re of 2.76 x 104 at flow incidences a= 0', 50. 
The computational model of the wing is represented by 11 two-dimensional CFD 
planes, with smaller spacing near both ends. The spanwise z coordinate of these 
planes are -1.9, -1.75, -1.5, -1.25, -0.75,0.0,0.75,1.25,1.5,1.75 and 1.9. 
The first and last plane are just inboard of the wing tips. The wing model hence 
appropriately assumes a smooth transition to zero thickness at the wing tips. The 
wake lattice aft of the wing is generated from 20 equal-width normal strips that are 
used to amalgamate the vortices in each two-dimensional CFD plane. There is 1 
intersectional panel between each adjacent pair of two-dimensional CFD planes. 
The zero-angle drag coefficientCD ja=O for the whole wing computed from this 
simulation yields 0.02604. Although this differs from the low-speed wind tunnel ex- 
perimental data (DeLaurier & Harris 1982) value of 0.0407, it is deemed acceptable 
given the difficulties in obtaining accurate experimental results and the fact that 
transition is not modelled in the simulation. It is worth noting that the correspond- 
ing value for a zero-angle flat plate with a turbulent boundary layer at Reynolds 
number Re = 2.8 x 104 is 0.0194. Hence, it indicates that the flow over the wing at 
this Reynolds number is predominantly turbulent. 
Figure (4.1) shows the spanwise lift distribution for steady flow over the wing at 
a= 50. The sectional lift at every spanwise location is normalized with the mid- 
span lift. The distribution is plotted for half a wing since it is symmetrical about 
the mid-span. The wing tips experience induced downwash velocity in the negative 
transverse direction, resulting in lower effective angle of incidence and lower lift. The 
computed spanwise loading is in reasonably good agreement with the 
inviscid studies 
of untapered planar wings by Katz 
(1985) Katz also employed a lifting surface 
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model with a vortex lattice method. From the figure, Katz's inviscid computations 
show a weaker three-dimensionality effect than the present viscous simulations. 
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Figure 4.1: Spanwise lift distribution of stationary wing (ratio of sectional 
lift and mid-span lift). 
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Figure 4.2: Spanwise lift distribution of stationary wing (ratio of sectional 
lift and 2-D lift) - 
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Figure (4.2) illustrates the spanwise lift distribution when it is normalized with 
the two-dimensional lift for a NACA0012 aerofoil subject to the same flow conditions 
(incidence a and Reynolds number Re). The plot shows that the sectional lift for 
the three-dimensional wing is consistently lower than the two-dimensional lift for 
the entire distribution. This is due to the presence of induced downwash velocity 
negating the component of the freestream velocity normal to the planform. The 
maximum sectional lift is achieved at the mid-span. The overall three-dimensional 
lift of the wing is about 65% of the two-dimensional lift of the aerofoil. 
The applicability of the strip theory with the three-dimensional vortice lattice 
model is next studied for unsteady flows over a heaving rigid rectangular NACA0012 
wing with aspect ratio AR = 4. The wing is at zero incidence to the freestream Re = 
2x 104 flows , with the 
heave reduced frequency kh and amplitude ho respectively 
7.85 and 0.1. 
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Figure 4-3: Spanwise lift distribution of heaving wing (ratio of sectional lift 
and mid-span lift at peak of the upstroke motion). 
For an oscillatory heaving wing, the lift loading of each of the two-dimensional 
CFD planes is oscillatory in time. Figure (4.3) illustrates the lift loading 
for the 
heaving aspect ratio 4 wing at the peak of the upstroke motion. The sectional 
lift 
loading is normalized with that at mid-span section. The spanwise lift distribution 
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for the stationary wing is plotted for comparison. From the figure, it is evident that 
the spanwise lift loading of the heaving wing in unsteady flow exhibits weaker three- 
dimensional effects than steady flow over a stationary wing. This finding agrees 
with an unsteady flow analysis by Graham & Kullar (1977). 
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Figure 4.4: Lift coefficient CL time history over a period T. 
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Figure 4.5: Thrust coefficient CTtime history over a period T. 
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Figure (4.4) illustrates the integrated three-dimensional wing lift and the two- 
dimensional aerofoil lift over a period T. The figure shows that the wing lift is 
approximately 88% of the aerofoil lift at the peak of the upstroke motion of the 
heaving configurations. It is also noted that the phase lag of the lift coefficient 
CL with the heave motion is reduced for the wing when compared with that for the 
aerofoil. The same observation is noted for the thrust coefficient CT, see figure (4.5). 
The computed period-averaged thrust coefficient OT for the heaving wing is about 
84% of that for the heaving aerofoil. 
The trends observed in figures (4.4) and (4.5) are also noted in the two-dimensional 
and three-dimensional panel simulations by Jones et al. (2002). Lower lift CL and 
thrust CT coefficients with reduced phase lag referenced to the heave motion are 
seen in the wing when compared with the aerofoil. The test cases are NACA0014 
aerofoil and aspect ratio AR =4 rectangular wing, both undergoing high heave 
amplitude ho = 0.4 and low reduced frequency kh = 0.2 oscillations. 
The validation tests demonstrate that the strip theory with three-dimensional 
vortice lattice model are adequate methodologies for the simulation of steady and 
unsteady flows over a three-dimensional planform like the wing. 
4.1.3 Comparisons with rigid aerofoil 
The propulsive performance of a heaving rigid wing is compared with that ob- 
tained for a heaving rigid NACA0012 aerofoil. The aspect ratio AR =4 rectan- 
gular NACA0012 wing used in the above validation test is employed for the present 
investigation. The computational model of the wing is also represented by 11 two- 
dimensional CFD planes positioned at the same designated spanwise locations. The 
effects of heave amplitude ho and reduced frequency kh are reviewed in the study. 
Heave amplitude variation 
The rigid wing is heaved at inflow conditions and heave parameters similar to those 
for the heaving rigid aerofoil. The computations are conducted with reduced fre- 
quency kh = 7.85, and a heave amplitude ho ranging from 0.0 125 to 0-1- The flapping 
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wing is subject to a low freestrearn Reynolds number flow of 2x 10'. 
Figure (4-6) shows that the period-averaged thrust coefficient CT of a heaving 
rigid wing follows the same trend as that for an aerofoil. The heaving wing transits 
from a drag producing wake to a thrust generating jet with increased heave ampli- 
tude ho. It is noted that the wing in general exhibits lower thrust (more drag) than 
the aerofoil for a given heave amplitude ho. 
The lower thrust obtained with the heaving wing becomes more pronounced with 
increased ho. At ho = 0.1, the heaving wing's period-averaged thrust coefficient CT 
is 83% of that computed for the heaving aerofoil. The higher heave velocity hokh 
(with increased ho for a constant kh) translates to higher effective induced angle of 
attack. 
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Figure 4.6: Comparison of heaving rigid aerofoil and wing (p erio d- averaged 
thrust coefficient OTvs heave amplitude ho). 
An attempt is made to establish the influence of the induced drag by subtracting 
from the thrust the viscous drag of the stationary wing at zero incidence. The 
equivalent thrust obtained for an aerofoil is plotted for comparison. 
Figure (4.7) 
shows that the thrust coefficient (minus the viscous 
drag) is in general higher for 
the heaving aerofoil than for the heaving wing. The lower thrust produced by the I 
wing becomes more significant with increases in 
heave amplitude ho. The difference 
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in thrust between the aerofoil and the wing is therefore postulated to be largely due 
to the wing's induced drag. 
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Figure 4.7: Comparison of heaving rigid aerofoil and wing (p erio d- averaged 
thrust coefficient' OT - viscous drag vs heave amplitude ho). 
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Figure 4.8: Comparison of heaving rigid aerofoil and wing (propulsive effi- 
ciency q vs heave amplitude ho). 
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The propulsive efficiency q is also in general lower for the heaving wing when 
compared to the heaving aerofoil (see figure (4.8)). Both configurations follow a 
quite similar trend. The drop in efficiency of the wing is mainly attributed to the 
lower thrust produced, as shown in figure (4.6). 
4.1.3.2 Reduced frequency variation 
Figure (4.9) shows the period-averaged thrust coefficient CT against reduced fre- 
quency 2.0 < kh !ý 15.7 for a given heave amplitude ho = 0.1. The plot compares 
the simulation results obtained with the aerofoil and wing, as well as those from 
DeLaurier (1993) for an aerodynamic flapping wing model. The figure shows that 
the OT for the heaving wing increases with kh, and is lower than that achieved by 
the aerofoil. The computed thrust produced by the heaving aerofoil and wing is also 
observed to be significantly lower than the predicted value with DeLaurier's analyt- 
ical model. The difference is attributed to the model's potential flow assumptions 
compared to the turbulent flow solutions adopted in VIVIGAERO for both aerofoil 
and wing. 
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Figure 4.9: Comparison of heaving rigid aerofoil and wing (period-averaged 
thrust coefficient OT vs reduced frequency kh)- 
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The corresponding propulsive efficiency 71 with reduced frequency kh is illustrated 
in figure (4.10). The plot shows that q for the heaving wing is lower than that for 
the aerofoil. DeLaurier's model however exhibits much higher efficiency. This is a 
result of the model's higher thrust predictions, as shown in figure (4.9). Both the 
simulations and the model show that efficiency q asymptotes to a constant value at 
high reduced frequency kh- 
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Figure 4.10: Comparison of heaving rigid aerofoil and wing (propulsive effi- 
ciency q vs reduced frequency kh) - 
4.2 Heaving flexible NACA0012 rectangular wing 
The propulsive performance of a heaving flexible NACA0012 rectangular wing is 
presented in this section. The wing undergoes prescribed chordwise flexural defor- 
mation and pre-determined forced heave motion. The wing's cross sections deform 
in cohesion with one another, like the rigid wing case. The present study does not 
consider any spanwise variation in deformation or twist of the wing. Comparisons 
are made between the heaving rigid and flexible wing to review the 
flexural effects 
on the propulsive performance. 
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4.2.1 Problem definition and its implementation 
The solver solves the two-dimensional incompressible Navier-Stokes equations for 
each of the NACA0012 aerofoil cross sections. Since the wing's sections displace in 
cohesion with one another, the dynamically remeshing of the wing is required for 
only a single two-dimensional plane representing the cross section. The grid domain 
is remeshed at every time step to simulate the displacements of the rectangular wing. 
The three-dimensional effects between the sections are communicated through the 
strip theory and vortice lattice models. Like the rigid wing, the flow past the flexible 
wing is assumed fully turbulent. The Baldwin-Lomax model is used to determine 
the eddy viscosity. 
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Figure 4.11: Combined heave and flexural motion of the NACA0012 rect- 
angular wing over a flapping period. 
The wing is subject to combined chordwise flexural deformation and heave mo- 
tion. The heave displacement of the aerofoil is based on the same sinusoidal path 
(see equation (2.110)) prescribed for the heaving rigid wing. 
h(t) = ho sin(kht) (2.110) 
Each of the wing's cross section undergoes chordwise flexural motion is based on 
the quadratic and sinusoidal flexural path (see equation 
(2.111) presented in chapter 
2. Both kh and kf are equal in the present investigations. 
yf (t) = ao x'si n (kf t+ 0) 
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Figure (4.11) illustrates the flexible NACA0012 rectangular wing's chord profile 
over a combined flexural and heave motion period T. The illustration is for the 
case where kh= kf and the phase difference 0 between the heave and the flexural 
motions is zero. 
4.2.1.1 Initial conditions, time parameters and mesh system 
Similar initial conditions and time parameters associated with the heaving flexible 
aerofoil configuration in chapter 3 are applied to those for the present wing problem. 
The wing is initially at its mean position, where its heave displacement h(t) and 
velocity Vb(t) are zero. The non-dimensional simulation time t', based on equation 
(2.13), runs from 0 to 20. A typical 'converged' solution is achieved after t 10. 
Hence, the analysis interval is chosen for t' = 10 to t' = 20. 
The same mesh domain employed for the heaving NACA0012 aerofoil test case 
(see figure (3.1)) is applied to each and every one of the multiple two-dimensional 
planes representing the wing's aerofoil cross sections. At each fluid time step, the 
remeshed domain for a two-dimensional planes is applied to all the cross sections of 
the flexible rectangular wing. 
4.2.2 Comparisons with flexible aerofoil 
The propulsive performance of the heaving flexible wing of aspect ratio AR =4 
is compared with that achieved for a heaving flexible aerofoil. The computational 
model of the flexible wing is also represented by 11 two-dimensional CFD planes 
positioned at the same spanwise locations. 
The simulations are conducted with heave kh and flexural kf reduced frequency 
at 7.85. The heave amplitude ho is a constant 0.05 and the flexural amplitude ao 
ranges from 0.03 to 0.125. The phase angle difference between the heave and 
flexural 
motions is fixed at 1501. The flapping wing is also subject to a low 
freestream 
Reynolds number flow of 2x 104. 
Figure (4.12) shows that the period-averaged thrust coefficient 
OTof a heaving 
flexible wing transits from a drag producing Nvake to a thrust generating jet ivith 
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increased flexural amplitude ao, like that for an aerofoil. The heaving wing exhibits 
lower thrust (more drag) than the aerofoil for a given heave amplitude ho. The 
reduced thrust difference increases in magnitude with higher ao. 
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Figure 4.12: Comparison of flexible aerofoil and wing (period-averaged 
thrust coefficient OT vs heave amplitude ho). 
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Figure 4.13: Comparison of flexible aerofoil and wing (propulsive efficiency 
71 vs heave amplitude ho). 
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The propulsive efficiency q is also in general lower for the heaving wing relatiN-e 
to the heaving aerofoil (see figure (4.13)). The wing experiences thrust generating 
jet when the flexural amplitude ao > 0.015, as compared to 0.01 for the aerofoil. The 
optimum propulsive efficiency is achieved at a marginally higher ao of 0.12; ) 
than ao = 0.1175 for the aerofoil. 
4.3 Summary 
4.3.1 Heaving rigid rectangular wing 
The applicability of the strip theory and three-dimensional vortice lattice models is 
successfully verified for a three-dimensional planform like the rectangular NACA0012 
wing of aspect ratio AR 4. The computed spanwise lift distribution for steady 
Re = 2.76 x 104 flow over the stationary wing at 5' incidence agrees reasonably well 
with published studies (Katz 1985) of inviscid untapered planar wings using a lifting 
surface model coupled with a vortex lattice method. Katz's inviscid computations 
show a weaker three-dimensionality effect than the present viscous simulations. The 
results show that the wing tips experience induced downwash velocity in the negative 
transverse direction which lowers the effective local angle of incidence and hence the 
sectional lift. The sectional lift for the three-dimensional wing is consistently lower 
than the two-dimensional lift for the entire distribution, and is the maximum at 
the mid-span. The three-dimensional wing lift is about 65% of the two-dimensional 
aerofoil lift. 
For an oscillatory heaving (kh = 7.85, ho = 0.1) wing in Re =2x 104 unsteady 
flows, the spanwise lift loading of the wing exhibits weaker three-dimensional effects 
than steady flow over a stationary wing. This finding agrees with an unsteadý, flow 
analysis by Graham & Kullar (1977). The wing lift is approximately 88% of the 
aerofoil lift at the peak of the upstroke motion of the heaving configurations. It is 
also noted that the phase lag of the wing lift coefficient CL with the heave motion is 
reduced when compared with that for the aerofoil. The same observation is observed 
for the thrust coefficient CTtime history. The computed thrust for the heaving wing 
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is about 84% of that for the heaving aerofoil. The same trends are also observed 
in the panel simulations by Jones et al. (2002) for NACA0014 aerofoil and aspect 
ratio AR =4 rectangular wing in high heave amplitude ho = 0.4 and low reduced 
frequency kh =0.2 oscillations. 
The same AR =4 wing in Re =2x 104 flow is heaved at kh = 7.85 and ho 
ranging from 0.0125 to 0.1. Like the heaving aerofoil, the heaving wing transits from 
a drag producing wake to a thrust generating jet with increased ho. It is noted that 
the wing in general exhibits lower thrust than the aerofoil for a given ho. The lower 
thrust obtained with the heaving wing becomes more pronounced with increased 
ho. At ho = 0.1, the heaving wing's CT is 83% of that computed for the heaving 
aerofoil. The difference in thrust between the aerofoil and the wing is postulated 
to be largely due to the wing's induced drag. The propulsive efficiency 77 is also in 
general lower for the heaving wing when compared to the heaving aerofoil, mainly 
due to the lower thrust produced. Both configurations follow quite similar trends. 
For a given ho -- 0.1, the OTfor the heaving wing increases with kh, and is lower 
than that achieved by the aerofoil. The computed thrust produced by the heaving 
aerofoil and wing is also observed to be significantly lower than the predicted value 
with DeLaurier's analytical model. The correspondingq for the heaving wing is also 
lower than that for the aerofoil. DeLaurier's model however exhibits much higher 
efficiency. Both the simulations and the model show that q asymptotes to a constant 
value at high kh- 
4.3.2 Heaving flexible rectangular wing 
The heaving flexible aspect ratio AR 4 wing is heaved at ho = 0.05 and flexed 
with reduced frequency of 7.85 in Re =2x 101 flows. The flexural amplitude ao 
ranges from 0.03 to 0.125. The phase angle difference between the heave and 
flexu- 
ral motions is fixed at 150'. The heaving wing exhibits lower thrust and propulsive 
efficiency than the aerofoil for a given heave amplitude ho. The reduced thrust 
difference increases in magnitude with higher ao. The wing experiences thrust gen- 
erating jet at a higher flexural amplitude ao > 0.015, as compared to 
0.01 for the 
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aerofoil. The optimum propulsive efficiency TImax is also achieved at a marginally 
higher ao = 0.125 than ao = 0.1175 for the aerofoil. 
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Chapter 5 
C 
-1 
onclusions 
5.1 Computational Fluid Dynamics 
The most significant differences between the CFD code VIVIC-AERO and its prede- 
cessor VIVIC are in three main areas. Firstly, the implementation of turbulent flow 
analysis capabilites; secondly, the adaptation of dynamic mesh generation meth- 
ods, novel viscous near-wall grid techniques and the determination of the moving 
body boundary conditions for the flexible bodies investigated; thirdly, the account 
of quasi three-dimensional effects via the vortex lattice and strip theory models, to 
approximately represent the physics pertaining to the three-dimensional wing. 
Turbulence modelling 
The Galerkin finite element formulations of the two-dimensional turbulent vorticity 
transport equation requires the solution of a non-symmetric matrix system using 
the preconditioned bi-conjugate gradient method which has been implemented. The 
eddy viscosity parameter is determined from the algebraic Baldwin-Lomax model. 
This turbulence modelling in the code is found to be adequate in providing accept- 
able engineering solutions for the present investigations. 
5.1.2 Moving flexible body (mesh) and boundary conditions 
Dynamic remeshing techniques using the spring segment analogy and the boundary 
improvement variant have been demonstrated to be feasible for redistributing the 
grid system of the moving aerofoil and wing. A novel approach of fixing the vis- 
cous near-wall grids, by treating them as part of the body, ensures that the highly 
orthogonal grid requirements of this region are adhered to. 
The boundary conditions for an oscillatory flapping flexible body are treated 
in the absolute frame of reference. These differ from those for the heaving rigid 
body configuration which was analyzed using the body-axis frame of reference. The 
methodology coupled with the moving mesh techniques have been validated and 
shown be feasible for the flapping flexural body studies. The additional 20% com- 
putational costs incurred are deemed acceptable. 
5.1.3 Quasi three-dimensional formulation 
A strip theory model has been employed to compute the evolution of flow on multiple 
two-dimensional aerofoil sectional planes of the rectangular wing. These planes are 
positioned along the wing span, more densely towards the wing tips and increasingly 
spaced away from the two ends. 
The approach allows the influence of the three-dimensional vorticity field of the 
wake to be communicated to the two-dimensional computational planes. This is 
achieved using a vortex lattice model, in a manner analagous to lifting line theory. 
Both the strip theory and the vortex lattice model are shown to be feasible 
for the 
study of the otcillatory flapping rectangular wing. 
1-1 0 5.1.4 Comparison of VIVIC-AERO with other solvers 
With the implementation of the above three features, VIVIGAERO is capable of 
analyzing turbulent flows over deformable bodies. 
There are commerically available 
CFD codes like FLUENT and CFD-FASTRAN, which 
have similar capabilities. 
However, these solvers require the full three-dimensional flow solution of the 
bodý-. 
VIVIGAERO, on the other hand, allows quasi three-dimensional analysis which 
is 
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computationally less expensive. 
It is acknowledged that FLUENT and CFD-FASTRAN have higher fidelity one- 
equation and two-equation turbulence models, unlike VIVIGAERO which uses a 
simple algebraic Baldwin-Lomax turbulence model. The use of algebraic model has 
its solution accuracy limitations but in most instances provide sound engineering 
solutions. With the Galerkin finite element formulation in place in VIVIGAERO, 
the incorporation of one-equation and two-equation models is realizable and can be 
part of future works. 
5.2 Oscillatory flapping aerofoils and wings 
VIVIGAERO is employed to conduct studies of oscillatory flapping aerofoils and 
wings. The main features developed and implemented in the code assist in the so- 
lutions of the problems investigated. The Baldwin-Lomax turbulence model allows 
the investigation of turbulent flows over the flapping aerofoils and wings. The mov- 
ing body mesh and boundary conditions capabilities enable the studies of flexible 
aerofoils and wings. The quasi three-dimensional formulation makes possible the 
investigation of wing planforms. 
5.2.1 Heaving rigid/flexible NACA0012 aerofoils 
An extensive investigation of the NACA0012 aerofoil is conducted in the present 
studies. The simulations show good agreement with published experimental and 
computational works. 
Parametric studies of heaving rigid aerofoils are conducted in the present in- 
vestigations. The parameters considered are freestream Reynolds numbers, 
heave 
amplitudes and heave reduced frequencies. 
In the case of heaving flexible aerofoils, beside considering these parameters, the 
phase difference between the heave and flexural oscillations is reviewed too. 
Opti- 
mization analyses are also conducted for the heaving 
flexible aerofoil. The optimal 
phase angle, where the optimal propulsive efficiency 
is achieved, is determined from 
a wide permutation of test conditions. 
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The propulsive performance of a non-heaving flexible aerofoil is compared ýN-ith a 
heaving flexible aerofoil. Studies are also conducted to compare the flexible aerofoil 
with the rigid pitching aerofoil, pivoted at its leading edge and has a mean zero 
angle of attack. 
The general conclusion from the analyses is that there are benefits in having 
flexible aerofoils. When compared with rigid aerofoils, the flexible aerofoils are 
capable of achieving improved thrust and better propulsive efficiency. 
5.2.2 Heaving rigid/flexible rectangular NACA0012 wing 
A limited investigation of an aspect ratio of 4 rectangular wing with NACA0012 
cross sections is conducted in the present studies. 
The heaving rigid wing in general exhibits a lower thrust than that for the heaving 
aerofoil. The difference in thrust between the aerofoil and the wing is postulated to 
be largely due to the wing's induced drag. The propulsive efficiency is also generally 
lower for the heaving rigid wing when compared to the heaving rigid aerofoil, mainly 
due to the lower thrust produced. Likewise, the same conclusions can be drawn for 
a heaving flexible aerofoil and wing undergoing chordwise flexural motions. 
5.3 Future works 
The present investigations have primarily focused on the development of a CFD 
tool for the investigations of flapping aerofoil and rectangular wing undergoing pre- 
scribed heave and chordwise flexural motions. It is the view of the author that 
further computational model developments and studies should be conducted to bet- 
ter understand the unsteady aerodynamics of flapping flights. 
5.3.1 Higher fidelity turbulence models in VIVIC-AERO 
VIVIGAERO currently has a simple algebraic Baldwin-Lomax model. The model is 
easy to implement since it uses vorticity field information, which the streamfunction- 
velocity-vorticity numerical method readily lends itself to. The Baldwin-Lomax 
ITO 
model provides sound engineering solutions in most instances like boundary 
I 
layer 
I flows, and small amplitude displacements and reduced frequencies flapping oscil- 
lations. However, its accuracies are compromise for complex flows with adverse 
pressure gradients or separated flows. 
Future works should consider incorporating one-equation (like Spalart Allmaras) 
and two-equations (like k-c and k- w) models. The implementation process in 
VIVIGAERO is expected to be more difficult, with increased computational costs 
to solve one or two additional differential equation(s). However, the anticipated 
improved accuracy maybe relevant and significant for large amplitude displacements 
and high reduced frequencies flapping oscillations where the unsteady flows past the 
flapping aerofoil and wing are more complex in nature. 
5.3.2 Parallelization of VIVIC-AERO 
The present version of VIVIGAERO is not parallelized, as the emphasis has been 
on developing the numerical models to carry out the current investigations. Fu- 
ture works should consider parallelization of the code for wing studies using parallel 
application libraries like Message-Passing Interface, MPI (Gropp, Lusk & Skjellum 
1999). Since VIVIGAERO solves flows over three-dimensional bodies by treating 
the local flows two-dimensionally for a given time step, the use of parallelized ar- 
chitecture to simultaneously determine the flows at each plane should significantly 
reduce the solution time. 
5.3.3 Other oscillatory flapping parameters and modes 
The current investigations are confined to sinusoidal heave and/or flexural motions. 
While sinusoidal profiles are commonly used, alternate non-sinusoidal modes like 
saw-tooth and square wave displacement profiles could be considered. Also, alternate 
flexural profiles instead of the quadratic definition adopted in the present study 
should be evaluated in future works. Spanwise flexural displacements of the wing 
in addition to chordwise flexural motions should be considered too. Future studies 
should also look into high amplitudes and high frequencies 
flapping oscillations. 
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5.3.4 Other aerofoil shapes and wing planforms 
The three-dimensional body studied in the present investigations is a simple rect- 
angular NACA0012 wing. Future works should extend the scope of investigations 
to swept and/or tapered wings, as well as alternate aerofoil cross-sections. 
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