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Abstract— This paper presents a method to approximately
solve stochastic optimal control problems in which the cost
function and the system dynamics are polynomial. For stochas-
tic systems with polynomial dynamics, the moments of the
state can be expressed as a, possibly infinite, system of de-
terministic linear ordinary differential equations. By casting
the problem as a deterministic control problem in moment
space, semidefinite programming is used to find a lower bound
on the optimal solution. The constraints in the semidefinite
program are imposed by the ordinary differential equations for
moment dynamics and semidefiniteness of the outer product of
moments. From the solution to the semidefinite program, an
approximate optimal control strategy can be constructed using
a least squares method. In the linear quadratic case, the method
gives an exact solution to the optimal control problem. In more
complex problems, an infinite number of moment differential
equations would be required to compute the optimal control
law. In this case, we give a procedure to increase the size
of the semidefinite program, leading to increasingly accurate
approximations to the true optimal control strategy.
I. INTRODUCTION
Stochastic optimal control problems frequently arise in
a variety of settings such as engineering, management,
finance, ecology, etc. where a cost function is minimized
by choosing the inputs to a stochastic differential equation
[1]. The solution to a stochastic optimal control problem is
typically formulated using the value function approach [2].
It turns out that aside from a few special cases such as linear
quadratic control problems, it is generally not possible to find
explicit solutions. For other problems, numerical methods
are employed which require discretization of the state-space
and time, incur significant computational cost, and generally
suffer from the curse of dimensionality. Another prevalent
approach to study nonlinear stochastic control problems has
been to linearize the system to be able to apply the linear
stochastic control methods [3]–[5]. However, in these meth-
ods it is difficult to get solutions with satisfactory accuracy
as the linearization is only valid for small deviations.
Alternatively, one can transform the problem to moment-
space wherein the cost function to be optimized is viewed
as a function of moments of the state and control variables.
Particularly when the cost function and the system dynamics
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are polynomial, the moment dynamics of the state is well
characterized by linear ordinary differential equations, which
allows one to study the problem as a deterministic optimal
control problem. In [6], [7], this approach has been used
for few examples considering the system dynamics to be
linear. In general, when the system dynamics is nonlinear,
the system of differential equations for moment dynamics
become infinite dimensional.
Here, we provide a method to approximate the solution
to stochastic optimal control problems wherein the system
dynamics, and cost are polynomials. A lower bound for
the optimal value of the cost function is computed using a
semidefinite programming approach. Moreover, a polynomial
control policy with time-varying coefficients can be extracted
from the semidefinite program, using which an upper bound
on the optimal value of the cost function can be computed
via Monte Carlo simulations. The idea here is that if the
difference between the upper and lower bounds is small,
the controller extracted from the semidefinite program must
be close to the optimal controller. Whereas for the systems
for which moment dynamics is finite dimensional, the lower
bound computed is unique; one can obtain an increas-
ing sequence of lower bounds for a system with infinite-
dimensional moment dynamics by increasing the number
of moment equations and the number of constraints on the
moment dynamics in the semidefinite program. For details
on semidefinite programming, see [8], [9].
The paper is structured as follows. Section II discusses the
problem statement, introduces some examples that we use
to illustrate the method proposed in the paper, and briefly
describes the results. In Section III, a system of ordinary
differential equations characterizing the moment dynamics
is derived for a stochastic differential equation. Section IV
presents the main results of the paper. These results are illus-
trated via examples in Section V. In section VI, conclusion
of the paper and some directions of future work are given.
Notation
Random variables will be denoted in bold: x, and u. Non-
random variables will be non-bold. For example, a specific
value taken by x would be denoted by x. The expected value
of a random variable, x is denoted by 〈x〉.
II. PROBLEM
A. Setup
This paper will provide a method to approximate the
solution to scalar polynomial optimal control problems of
the form:
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minimize
u
〈∫ T
0
c(xt,ut)dt+ h(x(T ))
〉
(1a)
subject to dxt = f(xt,ut)dt+ g(xt,ut)dwt (1b)
bl(xt,ut) ≥ 0 for l = 1, . . . , B (1c)
x(0) = x0. (1d)
Here xt ∈ R is the state and ut ∈ R is the control; f(x, u) :
R × R → R and g(x, u) : R × R → R are polynomials
that describe the system dynamics; bl(x, u) : R× R→ RM
are polynomials describing constraints; and wt is a Weiner
process satisfying
〈dwt〉 = 0,
〈
dwt dw
>
t
〉
= dt. (2)
The control input u(t) is minimized over all Borel measure-
able functions that are adapted to the filtration generated by
w(t). Typically, there is no loss of generality in restricting
the search to Markov control policies, i.e. policies of the
form, ut = γ(xt, t), where γ is a Borel-measurable function.
For details, see [1].
Since it is assumed that all of the functions, c, h, f , and
g are polynomials, without loss of generality they can be
expressed in the form:
c(x, u) =
nx∑
i=0
nu∑
j=0
cijx
iuj , h(x) =
nx∑
i=0
hix
i, (3a)
f(x, u) =
nx∑
i=0
nu∑
j=0
fijx
iuj , g(x, u) =
nx∑
i=0
nu∑
j=0
gijx
iuj ,
(3b)
bl(x, u) =
nx∑
i=0
nu∑
j=0
bl,ijx
iuj . (3c)
Example 1: A simple example where explicit solutions
can be calculated is the linear quadratic regulator problem.
For concreteness, a special case is given by
minimize
〈∫ 1
0
(
x2t + u
2
t
)
dt
〉
(4a)
subject to dxt = utdt+ dwt (4b)
x0 = 0. (4c)
See [10], [11] for more detailed discussion of this problem.
Example 2: Another problem, which will display some
of the more interesting aspects of the problem is given by:
minimize
〈∫ 1
0
(
x2t + 0.1u
2
t
)
dt+ x21
〉
(5a)
subject to dxt =
(
(1.5)2xt − x3t + ut
)
dt+ dwt (5b)
x0 = 0. (5c)
Unlike the linear quadratic regulator problem, it is not clear
how to compute exact solutions to this optimal control
problem.
Example 3: The previous examples had no constraints
constraints of the form (1c). Such constraints often arise in
applications. For example, consider the modified version of
the optimal fisheries management from [12], [13]
maximize
〈∫ T
0
utdt
〉
(6a)
subject to dxt =
(
xt − γx2t − ut
)
dt+ σxtdwt (6b)
x0 = x0 (6c)
xt ≥ 0 (6d)
ut ≥ 0. (6e)
Here xt models the population in a fishery and ut models
the rate of harvesting. As in the earlier works, a constraint
that xt ≥ 0 is required to be physically meaningful. Also,
without this constraint, the optimal strategy would be to set
ut = +∞. In other words, the objective would be unbounded
without the constraint. The constraint that ut ≥ 0 encodes
the idea that fish are only being taken out, not put into the
fishery.
The primary difference between this formulation and that
of [12] and [13], is that the cost is not discounted, and
operates over a fixed, finite horizon.
Note that this is a maximization problem, but this is
equivalent to minimizing the objective multiplied by −1.
The systems are assumed to be scalars for notational
simplicity. Vector systems could be considered at the expense
of extra book-keeping.
B. Description of Results
Let vOPT be the optimal value of (1a). For polynomial
systems, this paper provides a method based on semidefinite
programming to compute a lower bound on the optimal
value, vSDP ≤ vOPT.
Furthermore, a control policy of the form
ut = p0(t) + p1(t)xt + p2(t)x
2
t + · · ·+ pnp(t)xnpt (7)
can be computed from the result of the semidefinite program.
Let vp denote the value of (1a) resulting from this controller,
which can be computed or estimated by simulations. It
follows that
vSDP ≤ vOPT ≤ vp. (8)
While the true optimal value, vOPT is typically unknown,
if vp − vSDP is small, the controller from (7) must be close
to optimal.
III. MOMENT DYNAMICS OF A CONTROLLED SDE
This paper will derive lower bounds for the problem (1)
by solving an optimal control problem for the moments of
xt. This section will derive differential equations for these
moments.
If q(x) is a twice-differentiable, real-valued function, then
the Itoˆ formula implies that [14]
dq(xt) =
∂q(xt)
∂x
(f(xt,ut)dt+ g(xt,ut)dwt)+
1
2
∂2q(x)
∂x2
g(xt,ut)
2dt. (9)
Taking expected values of both sides results in a deter-
ministic differential equation:
d
dt
〈q(xt)〉 =〈
∂q(xt)
∂x
f(xt,ut) +
1
2
∂2q(xt)
∂x2
g(xt,ut)
2
〉
. (10)
The moments of xt and ut will be denoted by:
µx
iuj
t =
〈
xitu
j
t
〉
. (11)
When q(x) is a monomial, q(x) = xk, and f and g are
polynomials, (10) becomes a linear differential equation with
respect to the moments.
Example 4: Recall the dynamics from (5b). Then (10) has
the form
d
dt
〈q(xt)〉 =〈
∂q(xt)
∂x
(
(1.5)2xt − x3t + ut
)
+
1
2
∂2q(xt)
∂x2
〉
. (12)
For q(x) = x, we have that ∂q(x)∂x = 1 and
∂2q(x)
∂x2 = 0.
Thus, the following holds:
d
dt
〈xt〉 = d
dt
µxt
=
〈
(1.5)2xt − x3t + ut
〉
= (1.5)2µxt − µx
3
t + µ
u
t . (13)
A similar argument shows that
dµx
2
t
dt
= 2
(
(1.5)2µx
2
t − µx
4
t + µ
xu
t
)
+ 1 (14)
dµx
k
t
dt
= k
(
(1.5)2µx
k
t − µx
k+2
t + µ
xk−1u
t
)
+
k(k − 1)
2
µx
k−2
t for k ≥ 3. (15)
In this example, we see that the differential equation for
µxt depends on the third moment, µ
x3
t . More generally, the
differential equation for µx
k
t depends on the higher moment,
µx
k+2
t . In this case, no moment, µ
xk
t , can be described using
a finite set of differential equations. In this case, it is said that
the moments are not closed. Several moment closure methods
have been developed to approximate moment dynamics using
a finite number of differential equations both for discrete,
and continuous state Markov models [15]–[20]. Future work
will involve combining the work in this paper with moment
closure methods.
IV. RESULTS
A. Lower Bounds by Semidefinite Programming
The moment differential equations described in the previ-
ous section must be satisfied for any choice of input strategy
for ut. Thus, they form a natural candidate for constraints
in an optimization problem.
Another constraint arises from the fact that outer products
are positive semidefinite, and this semidefinite constraint is
perserved by taking expectations. For example:
〈
1
xt
x2t
ut
 [1 xt x2t ut]
〉
=

1 µxt µ
x2
t µ
u
t
µxt µ
x2
t µ
x3
t µ
xu
t
µx
2
t µ
x3
t µ
x4
t µ
x2u
t
µut µ
xu
t µ
x2u
t µ
u2
t
  0. (16)
Furthermore, if the system has inequality constraints of
the from (1c), then for any r ≥ 1, it must be the case that
(bl(xt,ut))
r ≥ 0, and thus the following must hold
〈(bl(xt,ut))r〉 ≥ 0. (17)
Recall the notation for the polynomials from (3). The fol-
lowing theorem gives a lower bound of the original problem,
(1), based on continuous-time semidefinite programming.
Theorem 1: For any integers K ≥ 1, r1 ≥ 1, . . . rB ≥ 1,
dx ≥ 1, and du ≥ 1, the optimal value of (1) is always at
least as large as the optimal value of the following optimal
control problem:
minimize
∫ T
0
nx∑
i=0
nu∑
j=0
cijµ
xiuj
t dt+
nx∑
i=0
hiµ
xi
T (18a)
subject to
dµkt
dt
= k
nx∑
i=0
nu∑
j=0
fijµ
xi+k−1uj
t (18b)
+
k(k − 1)
2
nx∑
i,r=0
nu∑
j,s=0
gijgrsµ
xi+r+k−2uj+s
t
for k = 1, . . . ,K
µk0 = x
k
0 for k = 1, . . . ,K (18c)∑
i1,...,ir
∑
j1,...,jr
bl,i1j1 · · · bl,irjrµx
i1+···+iruj1+···+jr
t ≥ 0
for l = 1, . . . , B and r = 1, . . . , rl (18d)
1 µxt · · · µx
dx
t µ
u
t · · · µu
du
t
µxt µ
x2
t · · · µx
dx+1
t µ
xu
t · · · µxu
du
t
...
...
...
...
...
µx
dx
t µ
xdx+1
t · · · µx
2dx
t µ
xdxu
t · · · µx
dxudu
t
µut µ
xu
t · · · µx
dxu
t µ
u2
t · · · µu
du+1
t
...
...
...
...
...
µu
du
t µ
xudu
t · · · µx
dxudu
t µ
udu+1
t · · · µu
2du
t

 0.
(18e)
In (18d), the sums over i1, . . . , irl range from 0 to nx, while
the sums over j1, . . . , jrl range from 0 to nu.
Proof: The cost function, (18a), is exactly, the original
cost, (1a), expressed in terms of the moments. Given any
policy for ut, the moments of xt must satisfy (18b) with
initial conditions given by (18c). If the system has inequality
constraints, as in (1c), then (17) must hold. The constraint
from (18d) is exactly (17) written in terms of the moments.
The final constraint on the the matrix of moments, from
(18e), expresses the following semidefiniteness constraint on
the expected value of an outer product:
〈

1
xt
...
xdxt
ut
...
udut


1
xt
...
xdxt
ut
...
udut

T
〉
 0.
Thus, for every policy, the moments of xt and ut must satisfy
(18e). Thus, the constraints (18b), (18c),(18d) and (18e) are
satisfied by every feasible solution for (1). Since their cost
functions coincide, (18) is a relaxation of (1), and so its
optimal solution is a lower bound to the optimal solution of
(1).
Recall that in some systems, as seen in Example 6, the
moments are not closed. Thus, no finite number of moment
equations will be sufficient to describe the dynamics exactly.
In this case, (18) can be used to construct a sequence
of increasing lower bounds by increasing the number of
moment equations, K, and increasing the size of the moment
matrix from (18e) correspondingly. The value of the lower
bound increases because the feasible set becomes more
constrained.
Remark 1: There is a large amount of flexibility in choos-
ing the size of the semidefinite program in (18). One sensible
procedure for choosing the sizes is as follows. Fix dx and
du. This will constrain the moment matrix from (18e) to
be of size (1 + dx + du)× (1 + dx + du). Then choose the
number of moment differential equations, K, and the number
of inequality constraints, r1, . . . , rB to be the largest values
such that every moment in the corresponding constraints is
contained in the moment matrix. This procedure is used in
the examples in this paper.
As with deterministic continuous-time optimal control
problems [21], the cost integral, (18a), can be discretized as
a Riemann sum, and the dynamic constraints, (18b), can be
discretized using Euler integration. This results in a finite-
dimensional semidefinite program. Reasonably sized prob-
lems, can be handled with off-the-shelf tools for numerical
optimization [22], [23]. Future work will developed special-
ized methods for solving this problem that take advantage of
the specialized structure as an optimal control problem.
B. Constructing the Controller
This subsection will describe a procedure for computing
a control strategy of the form in (7) from a collection of
moments of xt and ut.
Assume that the ut is generated according to (7). Then
for every k ≥ 0, the following holds:
µx
ku
t =
〈
xktut
〉
=
〈
xkt
(
p0(t) + p1(t)xt + · · ·+ pnp(t)xnpt
)〉
= p0(t)µ
xk
t + p1(t)µ
xk+1
t + · · ·+ pnp(t)µx
k+np
t .
(19)
Given a collection of moments, as computed from (18),
coefficients that approximately satisfy (19) may be computed
using least-squares optimization, with the following objective
function:∥∥∥∥∥∥∥∥∥

1 µxt · · · µx
np
t
µxt µ
x2
t · · · µx
np+1
t
...
...
...
µx
m
t µ
xm+1
t · · · µx
m+np
t


p0(t)
p1(t)
...
pnp(t)
−

µut
µxut
...
µx
mu
t

∥∥∥∥∥∥∥∥∥
2
.
(20)
Of course, to pose this optimization problem, the number of
moment differential equations, and the size of the moment
matrix from (18) must be large enough so that all of the
moments required for (20) are computed.
In practice, the coefficients, pi(t) are computed at the
discrete time points at which the moments of xt and ut
are computed.
The controller computed from (20) is a Markov policy,
and thus feasible. As discussed in Subsection II-B, the value
of the average cost produced by this controller will always
give an upper bound on the true optimal value.
V. EXAMPLES
Example 5: Recall the linear quadratic regulator problem
from Example 1. This problem can be cast in the form of
(18) as:
minimize
∫ 1
0
(µx
2
t + µ
u2
t )dt (21a)
subject to
dµxt
dt
= µut (21b)
dµx
2
t
dt
= 2µxut + 1 (21c)
µx0 = µ
x2
0 = 0 (21d) 1 µxt µutµxt µx2t µxut
µut µ
xu
t µ
u2
t
  0. (21e)
In this example, the moment equations are closed, since
moments higher than 2 are not required to compute the
solution. The classical theory of optimal control shows that
the optimal solution to the original regulator problem is of
the form
ut = Ltxt,
where Lt is a gain computed from a Riccati differential
equation. Using the Pontryagin maximum principle, it can
be shown that the optimal solution to (21) is given by: 1 µxt µutµxt µx2t µxut
µut µ
xu
t µ
u2
t
 =
1 0 00 µx2t Ltµx2t
0 Ltµ
x2
t L
2
tµ
x2
t

µ˙x
2
t = 2Ltµ
x2
t + 1, µ
x2
0 = 0.
Example 6: Recall the system from Examples 2 and 4.
The cost function, (5a) can be written in moment form as∫ 1
0
(
µx
2
t + µ
u2
t
)
dt+ µx
2
1 .
The problem can be approximated using (18) using this
cost, as well as the moment dynamics from (13), (14), and
(15). Recall that these moment equations are not closed.
Thus, the optimal value can be approximated by solving
(18) for increasingly large numbers of moment equations
and increasingly large moment matrices.
For comparison purposes, Fig. 1 plots the cost-to-go
function, ∫ 1
t
(
µx
2
τ + µ
u2
τ
)
dτ + µx
2
1 , (22)
for various sizes of the optimization problem in (18). For
sufficiently large semidefinite programs, an optimal value of
0.60 is obtained.
Using the least-squares method from Subsection IV-B, an
order-3 controller was constructed from the solution to the
SDP with K = 4 moment equations, and moment matrix
dx = 3 and du = 1. (This corresponds to a moment matrix
of size (1 + dx + du) × (1 + dx + du) = 5 × 5.) Running
2000 trials with this controller resulted in an average cost
of 0.67. Thus, the true optimal value is likely to lie between
0.60 and 0.67. In contrast, with no control, the average value
obtained was 2.4.
Example 7: Recall Example 3 on optimal harvesting for
fisheries. This problem has moment dynamics given by
µ˙xt = µ
x
t − γµx
2
t − µut
µ˙x
2
t = 2
(
µx
2
t − γµx
3
t − µxut
)
+ σ2µx
2
t
µ˙x
k
t = k
(
µx
k
t − γµx
k+1
t − µx
k−1u
t
)
+
1
2
k(k − 1)µxkt
for k ≥ 3.
As with the previous example, the moments are not closed.
Furthermore, this problem has inequality constraints, which
imply moment inequalities, (18d), of the form
µx
r
t ≥ 0, µu
r
t ≥ 0,
for r ≥ 1.
A plot of the results of the SDP, (18), and a controller
computed from the least squares procedure, (20), is shown
in Fig. 2. From these figures, we can see that a strategy
that emerges as the SDP size increases. Through most of the
horizon, harvesting is low and the population is kept near
a constant level. Then, near the end of the horizon, a large
harvest drives the population to 0.
0.0 0.2 0.4 0.6 0.8 1.0
Time
0.0
0.5
1.0
1.5
2.0
2.5
Expected Cost-to-Go
SDP, K=2, dx =2
SDP, K=4, dx =3
SDP, K=10, dx =9
Controlled, K=4, dx =np =3
Uncontrolled
Fig. 1: Values of the cost-to-go function, (22) are plotted.
In all cases, du = 1, which implies the first two moments of
ut are included in the moment matrix. For the smallest SDP,
with K = 2 and dx = 2, the moments are too unconstrained,
and an optimal value of near 0 is obtained. However, with
K = 4 moment equations and dx = 3, an optimal value of
0.53 is obtained. Increasing the size to K = 10 and dx =
9 barely changes this value, or the cost-to-go function. An
order-3 controller was constructed from the K = 4 and dx =
3 SDP solution. The average cost-to-go of 2000 runs with this
controller is plotted. The cost-to-go function is quite close
to cost-to-go from the SDP, aside from a deviation near the
end of the trajectory. For comparison, the average cost-to-go
of 2000 runs of the uncontrolled system is also plotted. The
average controlled cost is 0.66, compared with an average
uncontrolled cost of 2.4.
VI. CONCLUSION
This paper studied a method of solving stochastic optimal
control using moment equations. The approach consists of
formulating a semidefinite program, with constraints and
cost function represented in terms of the moments. Several
extensions of this work are possible. For example, it would
be interesting to investigate whether by using an appropri-
ate moment-closure for nonlinear systems, we can get a
lower bound to the optimal value at low orders of moment
truncation. Furthermore, several other works have used mo-
ment approximations in conjugation with other techniques
for stochastic optimal control [24]–[28]. We would like to
compare the performance of different controllers, including
the computational cost of each.
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