Abstract-Interaction measure determines decentralized and sparse control configurations for a multivariable process control. This paper investigates interval type-2 Takagi-Sugeno fuzzy (IT2TSF) model based interaction measures using two different criteria, one is controllability and observability gramians, the other is relative normalized gain array (RNGA). The main contributions are: first, a data-driven IT2TSF modeling method is introduced; second, explicit formulas to execute the two measures based on IT2TSF models are given; third, two interaction indexes are defined from RNGA to select sparse control configuration; fourth, the calculations to derive sensitivities of the two measures with respect to parametric variations in the IT2TSF models are developed; and fifth, the discussion to compare the two measures is presented. Three multivariable processes are used as examples to show that the results calculated from IT2TSF models are more accurate than that from their type-1 counterparts, and compared to gramian-based measure, RNGA selects more reasonable control configurations and is more robust to the parametric uncertainties.
Interaction Measures for Control Configuration
Selection Based on Interval Type-2 Takagi-Sugeno Fuzzy Model
I. INTRODUCTION

I
NTERACTION measure is used to select a control configuration for a multi-input multi-output (MIMO) process control that determines which of the available process inputs should be used to regulate each of the outputs. A proper control configuration can greatly reduce the burden on control system to handle the interactions. For the popular decentralized control using simplest configuration where only one input is regulating one output, interaction measure can pair inputs and outputs one-for-one with minimum coupling effects among the paired input-output channels to relieve the controller of interactions suppressing. When no decentralized control yields a satisfactory performance due to the limited flexibility of one-for-one control configuration, interaction measure can choose several unpaired elements with relatively large dominance and add them to the pairing structure to determine a sparse control configuration.
Currently, a number of interaction measures are available and can be divided into two broad categories. One is composed of the methods [1] - [6] using controllability and observability gramians, whereas the other is the group led by relative gain array (RGA) [7] . The gramian-based methods assess the interactions by combining the controllability and the observability of each channel. This study was originally proposed in [1] and further discussed in [2] to determine the control configuration for linear MIMO processes. In [3] and [4] , it was extended to bilinear and nonlinear processes. The Hankel interaction index array (HIIA) proposed in [5] and [6] is a similar study and can be included into this category. For the other category, RGA is actually a pioneer for interaction measure and much more widely applied than gramians. It is generally used in conjunction with Niederlinski index (NI) [8] to ensure the stability. RGA and NI are simple to apply because only steady-state gains of the channels are used. However, this fact may cause incorrect results since no dynamic information is included. Samuelsson et al. [9] present a comparison between RGA and HIIA to give a conclusion that both of them can select reasonable decentralized control configurations, but HIIA offers a deeper insight into the interactions. Recently, several studies considering both steady and dynamic properties were proposed to enrich the RGA category, such as the dynamic RGA methods [10] - [12] using transfer functions in lieu of steady-state gains to compute RGA, the effective RGA [13] including bandwidth for interaction measure, and the relative normalized gain array (RNGA) [14] choosing response speed together with RGA and NI to select control configuration. Among them, RNGA gives a comprehensive description of dynamic interactions without requiring specifics of controllers, and offers reasonable results regardless of the process's dimension, and its computational cost is acceptable. Shaker and Stoustrup [3] and Shaker and Komareji [4] state that gramian-based methods are superior to RGA family since gramians can quantify the relative dominance of the unpaired channels for sparse control configuration selection, whereas RGA cannot. The study in [15] uses an RNGA to determine sparse control configurations, which defends the RGA family.
Most of the studies concerning interaction measures are developed based on knowing the exact mathematical functions of the process, and the major part of them are developed using linear transfer functions. In the real applications, exact mathematical process functions are generally difficult to obtain, and the linear transfer function is insufficient to describe the nonlinear and complex processes. In addition, the studies of gramians based on bilinear and nonlinear functions in [3] and [4] determine only one decentralized or sparse control configuration for the whole working range, which ignores the fact that different working conditions may require different control configurations. Xu and Shin [16] and Liao et al. [17] investigated fuzzy-modelbased interaction analyses using RGA and RNGA, respectively, to provide a solution for the aforementioned problems because: first, fuzzy models can be identified to a high degree of accuracy using data samples and human experience, thus no mathematical functions are required [18] , and second, the control configurations are determined by taking working condition into account. To the best of author's knowledge, no work has been presented to implement gramian-based interaction measures based on fuzzy models.
This paper investigates the two interaction measures, gramians and RNGA, based on interval type-2 Takagi-Sugeno fuzzy (IT2TSF) models [19] . The main contributions are as follows.
1) A data-driven method to construct IT2TSF models for the MIMO processes is introduced. 2) Explicit formulas are developed to execute the two measures based on IT2TSF models. 3) Two interaction indexes defined from RNGA are proposed to give a safer and more reasonable criterion to select a sparse control configuration than that in [15] . 4) The calculations to derive the sensitivities of the two measures with respect to parametric variations in the IT2TSF models are presented.
5)
The discussion to analyze and compare the two measures is given. Three MIMO processes are used as examples to demonstrate that the proposed IT2TSF modeling method achieves higher accuracy than its type-1 counterpart, and compared to gramians, RNGA selects more reasonable control configurations and is more robust to the parametric uncertainties.
II. IT2TSF MODELING FOR MIMO PROCESSES
The traditional type-1 T-S fuzzy model can be expressed by
where L is the number of fuzzy rules,
T ∈ R p is the input vector composed of premise variables, Z l is a fuzzy set where the fuzzy membership for . . , p) are local model's coefficients, and y l (k) is the local output. The total output is
Compared to the type-1 T-S fuzzy model, an IT2TSF model is using intervals instead of crisp numbers to characterize fuzzy membership grades and local model's coefficients, which endows it additional design degree and makes it possible to directly describe the situations with inexactness [19] - [21] . An IT2TSF model consists of the following fuzzy rules:
Rule
whereZ l is an interval type-2 fuzzy set where the fuzzy membership for x(k) is an interval denoted byμ
, and μ(x(k)) andμ(x(k)) are lower and upper bounds, respectively, satisfying 
Blending the L local outputsỹ l (k) by the fuzzy membership functionsμ l (x(k)) can give a type-reduced set [19] , which is an interval denoted asỹ(k) = [y(k),ȳ(k)]. Afterwards, the crisp output y(k) can be derived by defuzzifyingỹ(k). A number of type-reduction and defuzzification methods [19] - [23] are available for an IT2TSF system, such as the popular Karnik-Mendel algorithms [19] - [21] , which require iterative calculation. In this paper, we choose the following simple typereduction method [22] , [23] to save the iterative calculation:
Subsequently, the centroid defuzzification is used to derive the crisp total output of the IT2TSF model
This paper proposes a data-driven method to identify fuzzy models. First, a type-1 T-S fuzzy model is built. Afterward, the crisp coefficients of the type-1 fuzzy model are extended to intervals to achieve an IT2TSF model. The steps are as follows.
1) Collect N input-output samples from the original process as:
. . , N, and choose a proper number of fuzzy sets/fuzzy rules as L.
2) Use Gustafson-Kessel clustering algorithm [24] to locate a center, denoted by zc
for each fuzzy set, and subsequently obtain a crisp fuzzy membership matrix for all data denoted by
3) Use weighted least square method to identify the crisp local models' coefficients
where 
where ΔP is a vector consisting of all radiuses of the local model's coefficients as ΔP = [Δa
pled output, and y TS (k) is IT2TSF model's output calculated by (6) ; S(0) = S 0 I pL×pL , S 0 is set as a large positive constant, such as S 0 = 1000; I pL×pL is a pL × pL identity matrix; and ξ ∈ (0, 1] is the forgetting factor, for example, it can be set as ξ = 0.9995. 5) Use gradient descent learning to derive Δμ l as
where η μ is the learning step size, for example, η μ = 0.1;
2 /2; and ∂E y (k)/∂Δμ l (k) is obtained according to [25] Remark 2.1: For the proposed IT2TSF modeling method, the persistent excitation of inputs can improve the identification accuracy, but it is not a necessary condition. In [26] , an analysis is given to prove that using the recursive algorithm in (10) without persistent excitation hypothesis, the projection of the parametric error on the so-called "excitation subspace" tends to zero, whereas the orthogonal component of the error keeps bounded. When giving a new input vector x(k) to the IT2TSF model, first its L crisp fuzzy memberships are calculated by
. Afterward, the upper and lower bounds ofμ l (x(k)) can be derived using (8) replacing z(k) by x(k). The local and total outputs can be obtained through (4) and (6) The following IT2TSF model matrix can describe an n × n process with n inputs u j and n outputs y i , i, j = 1, . . . , n
where f TS,ij denotes the open-loop IT2TSF model for individual channel y i − u j ; it has the following rules:
where
is the time delay of y i − u j , and T is sampling time;
The fuzzy membership of
of the open-loop y i − u j are always obtainable through appropriate excitations [27] for model identification. F TS is the base to derive steady and dynamic information of the MIMO process for interaction measure.
III. INTERACTION MEASURES FOR CONTROL CONFIGURATION SELECTION
A general fuzzy-model-based control system is shown in Fig. 1 , where
T are reference values and
] n ×n is the MIMO controller. The interaction measure selects dominant channels from F TS to from a nominal model, denoted byF TS , to subsequently determine a configuration for G c , whose structure is the transpose of that ofF TS [15] , [28] . For example, a 3 × 3 process F TS , where inputs and outputs are paired one-for-one, has three dominant channels as:
When the one-for-one structure cannot fully handle the channel interactions, we can increase the configuration complexity by adding the unpaired element(s) with relatively large dominance toF TS to give a sparse control configuration for G c . Suppose y 1 − u 1 and y 3 − u 2 in the above example are selected, then
Due to the nonlinear nature of fuzzy model, an operating point should be given to calculate the steady and dynamic information to proceed with the interaction measure as well as to adapt different working conditions. For f TS,ij , given an operating point as
In the working condition around x ij (k 0 ), f TS,ij can be represented using the following linear functions by setting μ
Equation (16) can be expressed in the state-space form
, and
A. Gramian-Based Interaction Measure
For y i − u j , (19) can be used to calculate a controllability gramian W ct,ij ∈ R p×p and an observability gramian W ob,ij ∈ R p×p , which are symmetric and nonnegative definite matrices depending on the state-space realization. The trace of their product, denoted by tr ij = trace{W ct,ij W ob,ij }, is nonnegative and realization independent, and demonstrates a combination of controllability and observability that characterizes the degree of dominance for u j to y i . Thus, it can be used as an interaction measure [2] .
When τ ij = 0 in (19), W ct,ij and W ob,ij satisfy the following Lyapunov equations [2] :
which can be solved by (22) and (23) to obtain tr ij
Denote the controllability and observability gramians and the trace of their product when τ ij = 0 as W
ob,ij , and tr (0) ij , respectively. When τ ij > 0 in (19) , tr ij is derived by [2] tr ij = tr
Note (24) is equal to the element of W (0) ct,ij in row p and column p for (19) . For the overall n × n process, we have TR = [tr ij ] n ×n , and a participation matrix (PM) can be defined as [1] - [4] 
which implies 0 ≤ ψ ij ≤ 1 and n i=1 n j =1 ψ ij = 1. ψ ij quantifies the significance of y i − u j that a larger/smaller ψ ij means f TS,ij has the states easier/harder to control or observe and y i − u j should be/not be a dominant channel. Therefore, the rules to determineF TS based on PM are [2] as follows.
1) The paired elements achieve the maximum sum of ψ ij s.
2) The paired and unpaired channels inF TS achieve ψ ij ≥ 0.7 with minimum number of nonzero elements. Remark 3.1: When using a PM to select input-output pairs for decentralized control, in order to achieve the maximum ψ ij , the channel with largest ψ ij may not be included intō F TS .
Note that (22) and (23) contain the calculation of the sum of a geometric sequence (A 0,ij ) v . Explicit formulas are needed to derive tr ij . We choose two cases of f TS,ij , which are equivalent to first-order and second-order functions that are widely used in applications, to investigate the explicit formulas Case 1: p = 1 and q = 0; Case 2: p = 2 and q = 0. Theorem 3.1: For Case 1, tr ij can be derived by
For Case 2, the formula to obtain tr ij is
Proof: For Case 1, the coefficients in (19) are: A 0,ij = a ij,1 , B 0,ij = b ij,0 , and C 0,ij = 1, according to Assumption 2.1, |a ij,1 | < 1. Then, (22) and (23) can be rewritten by
Submitting (28) and (29) into (24), we can have (26).
], and C 0,ij = [ 0 1 ]. Denote the two eigenvalues of A 0,ij as ρ 1 and ρ 2 , according to Assumption 2.1,
. (30) Using (30), (22) and (23) become
(32) shown at the bottom of this page. where * denotes an element in symmetric matrix. Note that A 0,ij has ρ 1 ρ 2 = −a ij,2 and ρ 1 + ρ 2 = a ij, 1 . Submitting (31) and (32) into (24), after arrangement, we can have (27) .
v can be calculated using Jordan matrix decomposition
Submitting (33) into (22) and (23) can obtain
Note that in this case, A 0,ij has a ij,1 = 2ρ and a ij,2 = −ρ 2 , substituting (34) and (35) into (24), it is easy to find that the tr ij in this case can still be calculated using (27) .
B. RNGA-Based Interaction Measure
Two factors can be derived from (16) to proceed with the RNGA-based interaction measure, one is steady-state gain, denoted by k ij , the other is normalized integrated error, denoted by e ij , which stands for the dynamic property of f TS,ij since larger/smaller e ij implies slower/fast response speed [14] , [17] 
For the overall system, we have two matrices as K = [k ij ] n ×n and E = [e ij ] n ×n , respectively. Consequently, the RGA and the RNGA can be calculated by [14] 
where ⊗ and are element-by-element product and division, respectively, and (·) −T is inverse and transpose. The definitions of relative gain λ ij s and relative normalized gains φ ij s are [14] 
where γ ij =ê ij /e ij is called relative normalized integrated error, andk ij andê ij are the apparent steady-state gain and normalized integrated error of y i − u j when other loops are closed [14] . φ ij reflects the total effect imposed on y i by u j through including both k ij and e ij . Note that the sum of the elements in each column/row of RGA and RNGA is 1. The rules to pair inputs and outputs to determine anF TS for choosing a decentralized control configuration are [14] as follows:
1) λ ij s and φ ij s of all paired elements are positive; 2) φ ij s of paired elements should be closest to 1; and
is the determinant of K after swapping the columns to place the pairs in the diagonal positions if necessary, and n i=1 k ii is the product of the steady-state gains of the paired channels. A positive NI is a necessary condition for a stable control system [8] , [13] - [15] , [17] .
Remark 3.2:
The values of λ ij and φ ij reflect the changes of steady and dynamic properties of y i − u j when other loops are closed. According to (40), it is easy to learn that the closer the λ ij and φ ij to 1, the less the steady-state gain and the normalized integrated error of y i − u j will change, which means that the smaller interacting effects y i − u j will receive from other channels, and thus y i − u j is with higher degree of independence and dominance. Note that λ ij and φ ij can be derived only using the individual open-loop model f TS,ij .
Swapping the columns of F TS to place the paired elements on the diagonal positions if necessary,F TS for a sparse control configuration can be expressed bȳ
where ϑ ij = 1 or 0. We propose two interaction indexes, denoted by = [α ij ] n ×n and ℬ = [β ij ] n ×n , to determine ϑ ij
Equations (42) and (43) imply that if both α ij and β ij are close to 1, the changes of steady and dynamic properties of y i − u j are similar to that of paired channels y i − u i and y j − u j , which means y i − u j receives relatively small coupling effects and has relatively large degree of independence and dominance. Given ε α and ε β , 0 ≤ ε α , ε β ≤ 1, the following criterion can be used to determine the value of ϑ ij in (41):
Note that when ε α , ε β = 0, all the ϑ ij s are 1 to select a full-dimensional control configuration; when ε α , ε β = 1, all the ϑ ij s are 0 to remain the one-for-one decentralized control. The smaller the ε α and ε β are, the richer the control configuration will be. According to experience, generally, the values of ε α and ε β are chosen from [ 0. [15] may select inappropriate sparse control configurations. In this paper, α ij and β ij consider both RGA and RNGA and compare the effects of all inputs on y i as well as the effects of u j on all outputs to offer a safer and more reasonable result.
C. Sensitivities of the Two Interaction Measures
The sensitivities of the two interaction measures with respect to the parametric variations of f T S,ij (i, j = 1, . . . , n) can be used to compare the robustness of the two measures and see whether their decisions on control configurations will change or not under the influence of parametric uncertainties. Based on an operating point given in (15) , suppose the parameters of the model in (16) 
As a result, there will be variations in the elements of PM (ψ ij ), RGA (λ ij ), and RNGA (φ ij ) as follows:
Knowing the values of Δψ ij , Δλ ij , and Δφ ij , we can determine whether the selected elements varying in the ranges of (46) will remain dominant or not in PM, RGA, and RNGA, and then deduce whether the configurations will be the same or may change under the parametric uncertainties in (45).
This section introduces sensitivity calculations to derive Δψ ij , Δλ ij , and Δφ ij . 
For the RGA in (38), ∂λ ij /∂k rs can be obtained by [29] ∂λ ij ∂k rs =
where (·) ij,r s denotes the submatrix of (·) with rows i and r and columns j and s removed. Similarly, for the RNGA in (39), denotek rs = k rs /e rs andK = [k ij ] n ×n , and then ∂φ ij /∂k rs can be obtained using (48) where λ ij , k ij , K, and K ij,r s are replaced by φ ij ,k ij ,K, andK ij,r s , respectively.
The f TS,ij with p = 2 and q = 0 is chosen to investigate the sensitivities. For PM, from (27), we can have 
For RGA and RNGA, from (36) and (37), we have 
IV. DISCUSSION
A qualified interaction measure for control configuration selection should, first, consider a sufficient information of the multivariable process and use reasonable rules to determine the dominant channels for both decentralized and sparse control; second, be robust to uncertainties, i.e., the decisions on a control configuration are not easy to change under the influence of uncertainties within a certain range; third, satisfy necessary condition for stable controller development; and finally, be able to provide useful information, such as the quantified interactions among the channels, to facilitate the following controller design.
The two interaction measures studied in this paper utilize different concepts to select control configurations. Gramianbased method grants the channels with states easy to control and observe high degree of dominance, whereas RNGA chooses the channels with high independence that have strong immunity to the coupling effects from other closed loops. The manners used by both of them in control configuration selection are plausible and meaningful. In the previous studies [2] - [4] , it was stated that gramian-based methods are superior to RGA family mainly because the following statements hold: 1) RGA only considers the process at one particular frequency, whereas gramians take the whole frequency range into account; 2) RGA is not sensitive to time delays, whereas the calculations of gramians include time delays; and 3) RGA can only determine the pairing structure for decentralized control, whereas gramians can select both decentralized and sparse control configurations. Nevertheless, by considering normalized integrated error together with steady-state gain, RNGA as a member of RGA family overcomes the following drawbacks: 1) RNGA covers the whole frequency domain; 2) RNGA considers the dynamic properties of the process, including time delays; and 3) The proposed two interaction indexes and ℬ defined from the RGA and RNGA provide a reasonable criterion for a sparse control configuration selection. Therefore, at present, it is inappropriate to state that gramianbased methods are superior to RGA family.
On the other hand, the dominant channels selected by the RNGA are more independent and less affected by the coupling effects than the rest channels. Therefore, compared to the PM in (25) , the values in the RGA and RNGA for the selected elements should be more robust to the coupling and disturbances from other channels, and the control configurations determined by the RNGA-based interaction measure should be less prone to change than that determined by gramians under the influence of parametric uncertainties.
Besides, RGA family takes NI [8] introduced in Section III-B as a complementary tool to pair inputs and outputs for decentralized control. NI is a necessary condition for stability that, if NI is negative, the multivariable closed-loop control system will be instable for all possible (any) values of controller parameters (i.e., it will be "structurally monotonic instable") [8] , [13] - [15] , [17] . In contrast, no such type of index to guarantee the necessary condition of a stable controller is included in gramian-based measures.
In addition, RGA family can provide the steady and dynamic properties of each channel when other loops are closed, such as thek ij and theê ij of the RGA and RNGA in (40). By virtue of this special skill, the interaction measures in this category cannot only be used to determine control configurations, but also be employed to simplify the subsequent multivariable controller design. Currently, several studies can be found that using dynamic RGA, effective RGA and RNGA to construct a group of so-called "effective models" [15] , [22] , [28] , [30] , [31] to describe a batch of equivalent noninteracting single-input single-output (SISO) processes to represent a MIMO process, such that the multivariable controller design can be decomposed into multiple independent single-loop control system designs. In contrast, the PM cannot provide such type of information. The existing studies of gramian-based interaction measures [1] - [6] , [9] only present the results of control configuration selection, and do not give any explicit description of how to use the quantified interactions for the following decentralized or sparse control system design.
V. CASE STUDIES
A. Example I
Consider a 3 × 3 process [14] with the transfer functions as 
Choose sampling time as T = 1 s, and suppose there are noises random but bounded in [−0.1, 0.1] in the input signals. For each channel, choose L ij = 4, p = 2, and q = 0 for its fuzzy models, collect the input-output data samples, and use the identification method presented in Section II to build a type-1 fuzzy model, and then extend it to type-2. Due to the limited space, we only present the first rules in the two types of fuzzy models for y 1 − u 1 Type-1 fuzzy rule 1:
Type-2 fuzzy rule 1:
The center of Z Paired elements (gramians) Paired elements (RNGA) Table I . It can be seen that compared to type-1 fuzzy models, IT2TSF models reduce the RMSEs up to 66%, and achieve higher accuracy in calculating K, E, and TR. The paired elements for decentralized control selected by two interaction measures are same: y 1 − u 2 /y 2 − u 3 /y 3 − u 1 . In addition, both RNGA (using ε α = ε β = 0.1) and gramians suggest that sparse control is not necessary for this MIMO process.
Suppose there are parametric variations in b ij,0 of (16) with the varying radiuses as Δb ij,0 = 20% × |b ij,0 | for i, j = 1, 2, 3, then the varying ranges of the elements in PM, RGA, and RNGA as shown in (46) can be calculated based on IT2TSF models using (50), (53), and (54) (56)-(58) shown at the bottom of the previous page.
From (56) it can be seen that, under the influence of the parametric uncertainties, the PM elements for y 1 − u 3 and y 2 − u 3 have similar varying ranges, which implies it is possible that y 1 − u 3 replaces y 2 − u 3 to be a paired element. Then, the pairing structure determined by PM changes to y 1 − u 3 /y 2 − u 2 /y 3 − u 1 . In contrast, (57) and (58) demonstrate that the pairing structure selected by RNGA-based measure will be unchanged since the λ ij s and the φ ij s of the paired channels (y 1 − u 2 /y 2 − u 3 /y 3 − u 1 ) always have dominant values in their varying ranges.
B. Example II
Consider a 3 × 3 nonlinear process [22] as follows: Table II , which demonstrates that IT2TSF models are of higher accuracy compared to their type-1 counterparts.
We only present the first fuzzy rule of the IT2TSF model for y 1 − u 1 due to the limited space.
Rule 1: if x 11 (k) isZ According to the above-mentioned arrays, both RNGA (using ε α = ε β = 0.1) and gramians suggest sparse control for this MIMO process. The two measures select the same pairing structure: y 1 − u 3 /y 2 − u 1 /y 3 − u 2 for decentralized control, but different unpaired element(s) for sparse control: gramians choose y 1 − u 1 , whereas RNGA chooses y 1 − u 1 and y 2 − u 3 . We employ the independent design method [15] , [28] together with an effective fuzzy model [22] to devise controllers for this MIMO process to compare these different configurations. The independent design method [15] , [28] converts a multivariable control system design to multiple independent SISO controller designs based on the effective fuzzy models [22] of the selected dominant channels. The gain and phase margins based control algorithm [22] is used to design each SISO controller with the same required gain margin (set as 3) and phase margin (set as π/3) to provide a fair comparison between the two measures. Given the reference values as rv 1 = 0.3, rv 2 = 1, and rv 3 = 0, the results are shown in Fig. 2 , from which it can be seen that the sparse control with the configuration containing one more unpaired element (y 2 − u 3 ) selected by RNGA eliminates the overshoot in y 1 compared to the decentralized control, whereas the difference between decentralized and sparse control with the configuration selected by gramians are miniscule.
Suppose, there are parametric variations in b ij,0 of (16) with the varying radiuses as Δb ij,0 = 10% × |b ij,0 | for i, j = 1, 2, 3, then the varying ranges of the elements in PM, RGA, and RNGA can be calculated and are given as (60)-(62) shown at the bottom of the previous page.
In (60), the varying range of the PM element for y 1 − u 1 has a upper bound (0.4556) much larger than the lower bound (0.2481) of that for y 2 − u 1 , which implies it is possible that y 1 − u 1 instead of y 2 − u 1 is chosen as a paired element under the influence of the given parametric uncertainties. In contrast, (61) and (62) demonstrate that the pairing structure selected by RNGA remains the same since the λ ij s and the φ ij s of the paired channels (y 1 − u 3 /y 2 − u 1 /y 3 − u 2 ) always have dominant values in their varying ranges.
C. Example III
As a practical example, a two continuous stirred-tank reactors process [32] , as shown in Fig. 3 , is considered, where F * , T * , C * , and V * /V stand for flow rate, temperature, concentration, and volume, respectively. T j 10 , T j 20 , and C A 0 are used to regulate T 1 , T 2 , and C A 2 . This process can be characterized by the following six nonlinear ordinary differential equations:
where 31 . The parameters of this process are given in Table III. The time delays are τ ij = 0.1 s for all channels, and the sampling time is T = 0.1 s. The IT2TSF model for each channel is set as L ij = 6, p = 2, and q = 0. When collecting the inputoutput data samples, it can be found that u 2 has no effects on y 1 and y 3 , and u 1 and u 3 cannot influence the value of y 2 . Therefore, there is no need to build the models for channels y 1 − u 2 , y 3 − u 2 , y 2 − u 1 , and y 2 − u 3 . The comparisons of RMSEs between two types of fuzzy model are presented in Table IV . As The above-mentioned arrays indicate that the two measures determine different pairing structures for this process: gramians choose y 1 − u 3 /y 2 − u 2 /y 3 − u 1 and RNGA selects y 1 − u 1 /y 2 − u 2 /y 3 − u 3 . In addition, gramians suggest that there is not necessary to use sparse control while RNGA using ε α = ε β = 0.1 suggests y 1 − u 3 and y 3 − u 1 can be included to form a sparse control. Given the reference values as rv 1 = 10, rv 2 = −2, and rv 3 = −8, the control method used in Example II is applied to this process to compare the two measures. The control performance is shown in Fig. 4 . As can be seen, y 1 and y 3 go divergent using the decentralized control configuration selected by gramians, whereas the process is stable using both decentralized and sparse control configurations selected by RNGA. This phenomenon can be explained using NI [8] introduced in Section III-B: the NI of the pairing structure selected by gramians is a negative number (−5.0243), which implies the process will be instable for all possible (any) values of controller parameters [8] , [13] - [15] , [17] .
Additionally, the left part of Fig. 4 shows that the sparse control with configuration selected by RNGA achieves smaller settling time in y 1 and y 3 than the decentralized control does. 
Suppose there are parametric variations in b ij,0 of (16) with the varying radiuses as Δb ij,0 = 10% × |b ij,0 | for i, j = 1, 2, 3, the varying ranges of the elements in PM, RGA, and RNGA are (64)-(66) shown at the bottom of the previous page.
Equations (64)- (66) indicate that the decisions on the pairing structure made by both gramians and RNGA will not be affected by the parametric uncertainties. However, Fig. 4 shows that the pairing structure selected by gramians is not workable for this process.
The above-mentioned three examples demonstrate the following:
1) IT2TSF models identified by the proposed data-driven method achieve smaller RMSEs compared to their type-1 counterparts. 2) Example I proves that the steady and dynamic information calculated from IT2TSF models are more accurate than that from the type-1 fuzzy models. 3) In the three examples, when the parameters of the models are varying in specified ranges, the pairing structures determined by RNGA remain unchanged, whereas in Examples I and II, the decisions on pairing structure made by gramians may be affected and changed, which means RNGA is more robust to the parametric uncertainty than gramians. 4) The results of Example II demonstrate that the sparse control using the configuration selected by RNGA gives apparent improvement on the decentralized control, whereas the sparse control using the configuration selected by gramians offers the output responses negligibly different from that of decentralized control, which proves that RNGA-based measure provides more reasonable sparse control configuration. 5) In Example III, the pairing structure selected by gramians leads to instability for the closed-loop control system, whereas the MIMO process is stable with both decentralized and sparse control configurations selected by RNGA, and the sparse control give an improvement compared to the decentralized control.
VI. CONCLUSION
This paper studied two interaction measures, one is using controllability and observability gramians, the other is using RNGA, based on IT2TSF models to evaluate the channel interactions and select control configurations for MIMO processes. A data-driven method to identify IT2TSF models was presented. Afterward, explicit formulas to derive gramians and RNGA from the IT2TSF models were introduced, as well as the rules to choose decentralized and sparse control configuration. Next, the sensitivities of the two measures with respect to parametric variations in the IT2TSF models were investigated. Finally, the discussion to analyze and compare the two measures was given. In the case studies, three MIMO processes were used as examples to show that the proposed identification method can produce an IT2TSF model with much smaller errors than its type-1 counterpart, and RNGA-based measure outperforms the gramian-based measure in terms of the control configuration selection and robustness.
