In this article we consider the ergodic risk-sensitive control problem for a large class of multidimensional controlled diffusions on the whole space. We study the minimization problem under a blanket stability hypothesis, and the minimization and maximization problems under a near-monotone condition on the running cost. We establish convergence of the policy improvement algorithm for these models. We also present a more general result concerning the region of attraction of the equilibrium of the algorithm.
Introduction
Given controlled dynamics governed by the Itô equation
for some suitable functions b, and σ, where U is an admissible control taking values in a compact metric space U, and W is a standard Wiener process, we consider the problem of minimizing or maximizing the the functional over all admissible controls U , where c is a suitable running cost function. This is of course known as the (ergodic) risk-sensitive control problem. The presence of the exponential in the functional reduces the possibility of rare but devastating large excursions of the state process. Risksensitive control has attracted a lot of interest because of its applications in large deviations [20] , mathematical finance [14, 18] , missile guidance [25] , and other fields. For a book-length exposition of this topic see [26] . Though this topic has been around for quite sometime, some of major issues such as uniqueness of value functions, verification results, variational representations etc., for the (ergodic) risk-sensitive control problem for a controlled diffusion were resolved fairly recently [4, [8] [9] [10] . The goal of this article is to establish the convergence of the policy improvement algorithm (PIA) for this problem. We are interested in both the minimization and maximization problems. Due to the nonlinear nature of the criterion (w.r.t. c), these two problems behave quite differently. This article complements the results of [17] , where a policy improvement algorithm is considered for skip-free countable state controlled Markov chains with a finite action set, under a near-monotone cost assumption.
To describe our methodology, let us consider the minimization problem which seeks to determine
where U denotes the set of all admissible control. As well known, under suitable hypotheses, E * min is the principal eigenvalue of a certain semilinear PDE. More precisely, there exists a positive V ∈ C 2 (R d ) satisfying
Tr a(x)∇ 2 V (x) + min
where a := 1 2 σσ T . Existence, uniqueness and verification of optimality of stationary Markov controls are studied in [8, 10] . For an early account of this problem we refer to [15, 16, 19, 22, 24] . The PIA can be described as follows: (1) we start with some stationary Markov control v 0 , (2) we determine the principal eigenpair (λ k , V k ), k ≥ 0, solving the eigenvalue problem in R d with drift b(x, v k ) and running cost c(x, v k ), and (3) we improve the control by selecting v k+1 from Arg min ζ∈U b(x, ζ) · ∇V k (x) + c(x, ζ)V k (x) .
We say that the PIA converges if (λ k , V k ) converges to (E * min , V ), in a suitable sense, as k → ∞. Similar problems have been studied for the ergodic control problem with an additive criterion; see for instance [7, 21] and references therein. Recently, [1, 2] study the PIA for ergodic control problems in dimension 1, where the diffusion matrix is also allowed to depend on the control parameter. The analysis of the PIA for the risk-sensitive problem is very different from the the ergodic control problems with additive criteria. Our analysis heavily uses the monotonicity property of the principal eigenvalue, and the recurrence properties of the ground state process [10] . The main results are Theorem 3.2 in Section 3 which studies the minimization problem under uniform ergodicity hypotheses (see Assumption 2.1), and Theorem 4.2 in Section 4 which deals with maximization problem under the near-monotone hypothesis in Assumption 2.2. Also, Theorem 5.1 in Section 5 which is devoted to a more abstract study of the convergence of the PIA, and finally Theorem 5.3 for the minimization problem under a near-monotone hypothesis on the running cost.
1.1. Notation. We denote by τ(A) the first exit time of the process {X t } from the set A ⊂ R d , defined by
The open ball of radius r centered at x ∈ R d is denoted by B r (x), and B r without an argument denotes the ball centered at 0. We let τ r := τ(B r ), andτ r := τ(B c r ). The complement and closure of a set A ⊂ R d are denoted by A c andĀ, respectively, and 1 A denotes its indicator function. Given a, b ∈ R, the minimum (maximum) is denoted by a ∧ b (a ∨ b), respectively, and a ± := (±a) ∨ 0. The inner product of two vectors x and y in R d is denoted as x · y, or x, y , | · | denotes the Euclidean norm, x T stands for the transpose of x, and Tr S denotes the trace of a square matrix S.
The term domain in R d refers to a nonempty, connected open subset of the Euclidean space
) k ≥ 0, refers to the class of all real-valued functions on D whose partial derivatives up to order k exist and are continuous (and bounded), C k c (D) denotes its subset consisting of functions that have compact support, and C k 0 (D) the closure of C k c (D). The space L p (D), p ∈ [1, ∞), stands for the Banach space of (equivalence classes of) measurable functions f satisfying D |f (x)| p dx < ∞, and L ∞ (D) is the Banach space of functions that are essentially bounded in D. The standard Sobolev space of functions on D whose generalized derivatives up to order k are in L p (D), equipped with its natural norm, is denoted by W k,p (D), k ≥ 0, p ≥ 1. In general, if X is a space of real-valued functions on Q, X loc consists of all functions f such that f ϕ ∈ X for every ϕ ∈ C c (X ). Likewise, we define W k,p loc (D).
The constants κ 1 , κ 2 , . . . are generic and their values might differ from place to place.
Model and Assumptions
The controlled jump diffusion process {X t } t≥0 in R d is governed by the Itô equation
Here, W is a d-dimensional standard Wiener process defined on a complete probability space (Ω, F, P). The control process {U t } t≥0 takes values in a compact metric space U, is progressively measurable with respect to F t , and is non-anticipative: for s < t, W t − W s is independent of F s := the completion of σ{X 0 , U r , W r : r ≤ s} relative to (F, P) .
The process U is called an admissible control, and the set of all admissible control is denoted by U. Let a = 1 2 σσ T . We impose the following assumptions to guarantee existence of solution of (2.1). (A1) Local Lipschitz continuity: for some constant C R > 0 depending on R > 0, the function b :
for all x, y ∈ B R , and ζ ∈ U. Furthermore, σ is assumed to be bounded and globally Lipschitz. (A2) Growth condition: For some constant C 0 > 0, we have
It is well known that under hypotheses (A1)-(A2), the stochastic differential equation in (2.1) has a unique strong solution for every admissible control (see for example, [5, Theorem 2.2.4]). By a Markov control, we mean an admissible control of the form v(t, X t ) for some Borel measurable function v :
If v is independent of t, we call it a stationary Markov control, and the set of all stationary Markov controls is denoted by U sm . The hypotheses in (A1)-(A3) imply the existence of unique strong solutions under Markov controls [5, Theorem 2.2.12].
Definition 2.1. Let c : R d × U → R be a continuous function which represents the running cost. We assume that c is locally Lipschitz continuous in its first argument uniformly with respect to the second. Given a control U ∈ U the risk-sensitive criterion is given by
T 0 c(Xs,Us) ds , and the optimal values are defined as
These optimal values are extensively studied in [4, 8-10, 15, 16, 19, 22] . In this article, we impose the following assumption on the growth of c. (A4) Growth of the running cost: For some constant C, we have
Hypotheses (A1)-(A4) are assumed throughout the paper, unless explicitly indicated otherwise.
Definition 2.2. We define the operators A and A c mapping
and for v ∈ U sm , we often use the simplifying notation
In the study of E * min we enforce the following Foster-Lyapunov condition on the dynamics. (a) If c is bounded, we assume without loss of generality that inf R d ×U c = 0, and that there exists some constant γ > c ∞ satisfying
If c is not bounded, we assume that there exists an inf-compact function ℓ such that ℓ − max ζ∈U c(·, ζ) is inf-compact, and
As well known (see [10] ), if a and b are bounded, it might not be possible to find an unbounded function ℓ satisfying (2.4) . This is the reason for (2.3). Also, due to (2.2), it is known from [5, pg. 65 ] that x → E U x [τ(K)] is inf-compact for any admissible control U , and therefore, the Lyapunov function V in (2.3) and (2.4) are also inf-compact.
Before we proceed further, let us exhibit a class of dynamics satisfying Assumption 2.1.
Example 2.1. Suppose that sup ζ∈U b(x, ζ) · x ≤ −κ|x| α outside a compact set for some α ∈ [1, 2] , and a is bounded. Define V(x) := exp(δ |x| 2 + 1). Then an easy calculation shows that
for some constant κ 1 , and a compact set K 1 . Thus, if α > 1, and we choose ℓ ∼ |x| α−1 , (2.4) is satisfied. For α = 1, choosing δ suitably small we obtain (2.3).
To study E * max we use a near-monotone hypothesis (see for example, [4] ). To introduce this, we need the notion of principal eigenvalue defined as follows
We use the following near-monotone type assumption to study E * max .
Assumption 2.2. It holds that ̺ * > lim |x|→∞ max ζ∈U c(x, ζ).
Assumption 2.2 implicitly implies that ̺ * is finite. In fact, from the definition, it follows that
Remark 2.1. One can also study a maximization problem under Assumption 2.1; the results and proofs are similar to the minimization problem. Therefore, we do not discuss the maximization problem under Assumption 2.1.
Principal eigenvalues of linear operators.
In this section we recall some facts about principal eigenvalues which are needed later. Let b, f : R d → R be locally bounded Borel measurable functions. We also assume that x, b(x)
The principal eigenvalue λ * (L f ) of L f is defined as follows [13] :
We denote the principal eigenpair by (λ * , Ψ * ). We now recall the following definition of strict monotonicity from [10] Definition 2.3. We say that λ * is strictly monotone at f , if for some non-trivial nonnegative function h, vanishing at infinity, we have λ * (f −h) < λ * (f ). We also say that λ * is strictly monotone at f on the right, if for any non-trivial nonnegative function h, we have λ * (f ) < λ * (f + h).
Note that strictly monotonicity, implies strictly monotonicity on the right, since the eigenvalue is a convex function of f .
Given an eigenpair (λ, Ψ) we define the twisted process {Y t } t≥0 as a solution to the SDE
5)
where ψ = log Ψ. The twisted process corresponding to a principal eigenpair (λ * , Ψ * ) is called a ground state process. Then we have the following result from [10, Theorem 2.1].
Then, the following hold: (i ) For λ > λ * , the twisted process (2.5) corresponding to any eigenpair (λ, Ψ) is transient. 
Policy improvement for the minimization problem
In this section we prove the convergence of the policy improvement algorithm (PIA) for E * min under Assumption 2.1. We begin with the following result which is an extension of [10, Theorem 4.1].
In addition, with U sm ⊂ U sm denoting the class of Markov controls v which satisfy
the following hold:
Here, U * sm denotes the set of all optimal stationary Markov controls.
Next, we describe the PIA. 
The main result of this section is the following. Theorem 3.2. Grant Assumption 2.1. Then, the following hold:
to the unique solution V of (3.1). In the sequel, we use the notation
Let us start with following lemma.
Proof. From the policy improvement algorithm, we have
It then follows from the definition of the principal eigenvalue that λ k+1 ≤ λ k .
Next we recall the following global estimate from [ 
Continuing, we define
Note that ψ k is a nonnegative function. We write (3.5) in the form
Applying Lemma 3.2 to the equation
for some constant C 1 , where in the last inequality we use (A2) and (A4). Again, using (3.8) together with (3.9), we find that
Thus, from (3.7), we obtain
and let
denote the extended generator of (3.11). It follows by (3.9) that the drift of (3.11) has at most linear growth, and, therefore, {Y k t } t≥0 is non-explosive. An easy calculation shows that, for any positive φ ∈ W 2,p loc (R d ), we have the following identity
We let P k t (x, dy) denote the transition probability of {Y k t } t≥0 . Lemma 3.3. Grant Assumption 2.1. Then the family of invariant probability measures {μ k } k∈N corresponding to the operators { L k } k∈N is tight. In addition, there exist positive constants γ • and C γ• such that
Proof. Consider Assumption 2.1 (a), and let ǫ • ≥ γ − c ∞ . By (3.8) and (3.13), we have
for some constant M . Note that here V V k is, in general, not in C 2 (R d ), so to derive (3.16), we apply [11, Lemma 3.1]. It is well known that linear growth bound in (3.9) implies that
It is also straightforward to show, using the stochastic representation
) which holds for any r > 0 by [10, Theorem 3.2] , and the inequality
On the other hand, applying the Itô-Krylov formula to (3.15) , followed by Fatou's lemma and the Jensen inequality, we obtain 
where · ∞,D denotes the infinity norm of the restriction of a function to D. Thus, by (3.17), (3.19) , and (3.20) we obtain
21)
Since {μ k } k∈N is a tight family, and a is uniformly elliptic, and the drifts of (3.12) are bounded in D uniformly in k ∈ N, the corresponding densities ρ k are bounded above and away from 0 uniformly in k ∈ N (see [ 
Since, V k solves (3.3), and λ k converges by Lemma 3.1, it follows from standard elliptic PDE theory that {V k } k≥0 is locally bounded in W 2,p (R d ) for p > d. Therefore, employing the Cantor diagonal argument we can extract a subsequence {V n k } that converges weakly to some V ∈ W 2,p loc (R d ), p > d. Furthermore, we have V n k → V in C 1 loc (R d ) by Sobolev embedding, and V ∈ o(V) from the proof of Lemma 3.3. Let Λ = lim k→∞ λ k ≥ 0. Then passing to the limit in (3.22) and using Lemma 3.4 we obtain that min
It follows from standard elliptic regularity theory that V ∈ C 2 (R d ).
Next we show that E * min = Λ. It is obvious that E * min ≤ Λ. Suppose that E * min < Λ. Let v ∈ U sm (see Theorem 3.1) and B r ⋑ K. Then, as shown [10] , the solution V of (3.1) has the stochastic representation 
Hence, by the strong maximum principle we must have V = κ V , which implies that E * min = Λ. Thus we reach a contradiction, and we conclude that E * min = Λ. Finally, from Theorem 3.1 (c), it follows that V = V . This also implies that the sequence {V k } converges to V . This completes the proof.
Policy improvement for the maximization problem
In this section we discuss the maximization problem under Assumption 2.2. We start by recalling the following result from [4, Theorem 3.1]. 
Next we state the PIA. 
Existence of unique eigenfunction in (4.3) follows from [4] . Let λ k = λ * (c v k ).
Policy improvement. Choose any
The main result of this section is the following. 1) . We divide the proof in several lemmas. We adopt the notation in (3.4) .
Proof. We assume that λ k > lim |x|→∞ max ζ∈U c(x, ζ), and establish that λ k+1 ≥ λ k . We employ the method of induction. This holds for k = 0. First, we show that
and lim |x|→∞ V k (x) = 0 by Theorem 4.1 (see also [4, Theorem 3.2] ). In particular, Let τ n = τ(B n ). Applying the Itô-Krylov formula to (4.5), we find that
for x ∈ B n . Since c + ∞ < ∞, letting n → ∞ above, and applying the dominated convergence theorem, we obtain
Now dividing by T on both sides and letting T → ∞ we have (4.4) .
To complete the proof, we show that λ k+1 = sup x∈R d E x (c k+1 , v k+1 ). In view of (4.5), the calculations above, and [13, Theorem 1.7], we note that λ k+1 ≤ sup x∈R d E(c k+1 , v k+1 ). Again, in view of Theorem 4.1, if λ k+1 > lim |x|→∞ max ζ∈U c(x, ζ), then we have λ k+1 = E(c k+1 , v k+1 ) for all x. Now suppose that
where the last inequality follows from (4.4). We know from [13] that δ → λ * (c k+1 + δ1 B 1 ) is a convex function. Again, since λ * (c k+1 + δ1 B 1 ) are obtained as a increasing limit of Dirichlet principal eigenvalues, it follows that
where λ 1 (c k+1 + δ) denotes the Dirichlet principal eigenvalue in the unit ball. Thus, we can find a δ • satisfying lim
Therefore, applying Theorem 4.1, it follows that
which is a contradiction. Thus λ k+1 > lim |x|→∞ max ζ∈U c(x, ζ), and this completes the proof.
Next we establish the strict monotonicity of the eigenvalue at every c k (see Definition 2.3). Recall the definition of L k in (3.4).
Lemma 4.2.
For every k ≥ 0, the principal eigenvalue of L k is strictly monotone with respect to the potential c k .
Proof. Let h = 0 be a nonnegative, compactly supported continuous function. From the definition of the principal eigenvalue it is clear that
be the eigenfunction corresponding to the eigenvalue λ i for i = 1, 2. Now, using Lemma 4.1 it follows that
and therefore, lim |x|→∞ Ψ i (x) = 0 and both the eigenfunctions have stochastic representation (4.2).
Since h is compactly supported, by choosing r large enough we obtain
Now choose a constant κ > 0 so that κΨ 2 ≥ Ψ 1 , and equality holds at some point inB r . On the other hand, we also have L k (κΨ 2 − Ψ 1 ) = −hΨ 1 ≤ 0 . Thus, by the strong maximum principle we must have κΨ 2 = Ψ 1 in R d , which contradicts the fact that h = 0. Therefore, λ 1 < λ 2 , thus completing the proof.
Recall that the twisted process is given by Proof. Let ǫ, r > 0 be such that max ζ∈U c(x, ζ) − λ 0 < −ǫ for all x ∈ B c r . It follows by Lemma 4.1, that max ζ∈U c(x, ζ) − λ k < −ǫ for all x ∈ B c r and k ≥ 0. Let L k denote the extended generator of (4.6). Then an easy calculation reveals that, withV k := ( V k ) −1 , we have
and moreover,V k is inf-compact. As done earlier, denote by E k the expectation operator on the canonical space of the process (4.6). Then applying the Itô-Krylov formula and Fatou's lemma, we obtainV
for all x ∈ R d and k ∈ N, it follows from (A2) thatV k is inf-compact, uniformly in k (see for instance, [3, Lemma 5.1]), that is, inf kVk is inf-compact. Then, the result follows from (4.7).
Next, we present the proof of Theorem 4.2.
Proof of Theorem 4.2. Let Λ = lim k→∞ λ k . Existence follows from Lemma 4.1. In view of the proof of Theorem 3.2, it is enough to show that Λ = E * max . As earlier, we define max
Then ψ k satisfies (3.10), and using Lemma 4.3, we obtain
Also, the uniform estimate onV k (see the proof of Lemma 4.3) shows that any limit of { V k } must vanish at infinity. Therefore, we can follow the arguments in Theorem 3.2 together with Theorem 4.1 to complete the proof.
A general result on convergence
In this section we provide sufficient conditions for the PIA to converge, without assuming blanket stability hypotheses or near-monotonicity of the running cost. We apply these to the minimization problem under a near-monotone cost hypothesis in Section 5.1. We address the minimization problem. Let and denote by λ * (G) the generalized principal eigenvalue of the operator G on R d , which is assumed to be finite. In this section, the coefficients a, b, and c are not restricted to satisfy (A1)-(A4). Rather, we assume that they satisfy the more general hypotheses in [9, Section 2.1].
Recall Definition 2.3. Suppose that the eigenvalue λ * (G) of the semilinear operator G is strictly monotone at c on the right. Then, by [8, Lemma 3.6] , there exists a unique Ψ * ∈ C 2 (R d ), which satisfies
Tr
with Ψ * (0) = 1. As already introduced in Theorem 3.1, we let U sm denote the class of v ∈ U sm which are measurable selectors from the minimizer of (5.1). In other words, this is the class of stationary Markov controls v which satisfy (3.2), with V ≡ Ψ * . Let M * denote the class of invariant probability measures, corresponding to the ground state processes with v ∈ U sm . More precisely, M * is the collection of the invariant probability measures corresponding to the extended generators
We adopt the notation
The following assumption is enforced throughout this section, without further mention.
Assumption 5.1. The eigenvalue λ * (G) of the semilinear operator G is strictly monotone at c on the right, and M * = ∅.
We let Ψ v denote the set of eigenfunctions Ψ v obtained as limits of Dirichlet eigenvalue problems, normalized so that Ψ v (0) = 1, and for ρ ∈ R, we define the space of functions
is, the set of eigenfunctions corresponding to eigenvalues not exceeding ρ. It is clear that Ψ(ρ) = ∅ if ρ < λ * (G), and, under Assumption 5.1, Ψ λ * (G) = {Ψ * }.
We let U (ρ) := {v ∈ U sm : λ * v ≤ ρ} . We need the following definition.
Definition 5.1. We say that ρ ∈ (λ * (G), ∞).
(i) We say that ρ has Property A if 
Proof. We follow the proof of Lemma 3.4. It is clear that λ k ≤ λ k−1 for all k ∈ N, so that λ k converges to someλ ∈ [λ * (G), ρ]. Using (3.19) in (3.17) , and evaluating at x = 0, and T = ∞, we have
and we know thatλ k ց 0. Let R > 0, which is used in the proof as a parameter. Define
Letμ k denote the invariant measure of the ground state process {Y k t } t≥0 . These are tight by the hypothesis in Property B. Thus, by invariance, the Harnack property of the densities of the invariant measures together with tightness, and the fact that h k is bounded on each ball B R uniformly in k, there exists a positive constant ǫ 1 depending only on R > 0, such that
It is well known that the supremum of J k (x) on R d is realized atB R [5, Lemma 3.6.1]. Therefore 
Combining (5.5)-(5.7), we have
where in the last inequality we use (5.4) . Sinceλ k → 0 as k → ∞, it follows from (5.8) that h k converges to 0 in L 1 on every ball B R , and thus also converges in L p for any p ≥ 1, since it is uniformly bounded on each ball. The rest follows exactly as in Lemma 3.4. Proof. Suppose that Φ ∈ W 2,p loc (R d ), p > d, solves (5.3) for someλ ∈ [λ * (G), ρ]. Since Φ is a limit of a sequence V k of Algorithm 3.1, it is clear that Φ ≤ sup V ∈Ψ(ρ) V . Let v ∈ U sm be such that the corresponding ground process {Y t } t≥0 has an invariant probability measureμ v ∈ M * , satisfying (5.2) . We have
Therefore, Φ Ψ * (Y t ) t≥0 is a nonnegative submartingale, and is integrable under the invariant prob-
converges a.s., and since the process is recurrent it must converge to a constant. This shows that Φ = κΨ * for some κ > 0. In turn, this implies thatλ = λ * (G).
We are ready to state the main convergence result. Remark 5.1. Theorem 5.1 describes a region of "stability" of the PIA using the abstract properties in Definition 5.1. We have not considered in this section the equality λ * (G) = E * min . This is considered in Section 5.1 which follows next. In general, we say that a function f : X → R defined on a locally compact space is coercive, or near-monotone, relative to a constant β ∈ R if there exists a compact set K such that inf K c f > β.
We start with the hypotheses in [4, Section 5] which we quote here as follows.
Assumption 5.2. In addition to the regularity hypotheses on the data in (A1)-(A2), we assume the following: (i) The drift b and running cost c satisfy, for some θ ∈ [0, 1) and a constant κ 0 , the bound |b(x, ζ)| ≤ κ 0 1 + |x| θ , and |c(x, ζ)| ≤ κ 0 1 + |x| 2θ ∀ (x, ζ) ∈ R d × U . A full characterization of optimality under the above hypotheses can be found in [4, Proposition 5.1]. We state this here in the following form. We also have E * min = λ * (G), and (a)-(c) of Theorem 3.1 hold. In addition, if c is near-monotone with respect to λ * v for some v ∈ U sm , then E x (c, v) = λ * v , and there exists an inf-compact eigenfunction Ψ v ∈ W 2,p loc (R d ) for λ * v . In particular, the diffusion controlled by such a v is exponentially ergodic.
We now state the results concerning the PIA algorithm for this model, whose proof follows directly from Theorems 5.1 and 5.2.
Theorem 5.3. Grant Assumptions 5.1 and 5.2, suppose that c is near-monotone relative to ρ ∈ (ρ * , ∞), and the latter has Properties A and B in Definition 5.1. Then the conclusions of Theorem 5.1 follow.
Remark 5.2. We compare the assumptions in Theorem 5.3 to those in [17, Theorem 5.4 ]. Assumption 5.2 is used to guarantee the existence of a solution to the HJB equation, together with the standard verification of optimality results, in Theorem 5.2, so as to provide a complete set of results for this model. As remarked in that paper, [17, Theorem 3.6] does not assert the existence of a solution to the dynamic programming equation, but rather a dynamic programming inequality. Existence of a solution is imposed as an assumption in the study of the PIA. Then, Assumption 5.1 agrees with [17, (A4)], Property A matches [17, Theorem 5.4 (i)], and Property B is essentially the same as [17, Theorem 5.4 (ii) ].
