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Abstract: We incorporate the effects of redshift space distortions and non-linear
bias in time-sliced perturbation theory (TSPT). This is done via a new method that
allows to map cosmological correlation functions from real to redshift space. This
mapping preserves a transparent infrared (IR) structure of the theory and provides
us with an efficient tool to study non-linear infrared effects altering the pattern of
baryon acoustic oscillations (BAO) in redshift space. We give an accurate description
of the BAO by means of a systematic resummation of Feynman diagrams guided by
well-defined power counting rules. This establishes IR resummation within TSPT as
a robust and complete procedure and provides a consistent theoretical model for the
BAO feature in the statistics of biased tracers in redshift space.
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1 Introduction
Baryon acoustic oscillations (BAO) are one of the most powerful tools of precision
cosmology. The BAO pattern has been observed across various redshifts in the
2-point correlation function of the distribution of galaxies (see [1, 2] for the first
measurements and [3, 4] for recent ones), Lyα forest absorption [5, 6], quasars [7,
8], and voids [9, 10]. Recently, the BAO signal has also been detected in the 3-
point correlation function [11–13]. The significance of the BAO measurements for
cosmology calls for improving the analytic understanding of the BAO feature in the
non-linear regime and robustly controlling the theoretical uncertainty.
It is well known that the BAO peak in position space (located at rBAO ∼
110h/Mpc) is prone to non-linear damping produced by large-scale bulk flows. Qual-
itatively, bulk flows move the pairs of tracers that used to be at separations rBAO
to larger or smaller distances, which degrades their spatial correlation and thus re-
duces the observed BAO signature. This effect is more severe in redshift space where
the apparent separation of tracers along the line-of-sight is additionally altered by
peculiar velocities. Besides, the BAO signal is further deformed by non-linear bias.
Several approaches have been put forward to deal with these effects. Most of the
smearing of the BAO is produced by Lagrangian displacements of matter. Thus, the
process of erasing the BAO signal can be undone by reversing tracers’ trajectories
and moving them back to their initial Lagrangian positions. This method, known
as reconstruction [14–20], has become a standard tool in the BAO data analysis.
Typically, reconstruction is used to increase the signal in measurements of the BAO
scale obtained upon marginalizing over the broad-band shape and amplitude of the
underlying correlation function (or power spectrum), see e.g. [21, 22]. On the other
hand, full shape measurements without reconstruction reveal the rich cosmological
information encoded in the entire power spectrum, see e.g. [23–26]. In particular, the
full shape measurements yield constrains on structure growth rate through redshift-
space distortions [27, 28].
The interpretation of the full shape BAO measurements relies on theoretical
modeling based on perturbation theory. Following early works on the subject [29–
32], it has been realized how the physical effects of bulk flows can be resummed
to all orders in perturbation theory [33–37], and how this procedure, called IR-
resummation, is related to the equivalence principle [38, 39]. The analysis was also
extended to the power spectrum of biased tracers in redshift space [40–42].
An efficient and systematic framework for IR resummation has recently been
proposed in Ref. [35]. So far the analysis has been performed for arbitrary n-point
statistics of matter in real space. In this paper we generalize this framework in order
to capture the non-linear regime of BAO for biased tracers in redshift space. The
basis for our study is time-sliced perturbation theory (TSPT) [43]. This description
is free from spurious IR-divergences plaguing other methods and thus clearly reveals
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the physical structures relevant for the BAO physics.
TSPT describes the evolution of the statistical distribution for cosmological fields
from the initial time slice to the final one. At a first step one solves for the time
dependence of the probability distribution function (PDF), which is governed by the
Liouville equation. In perturbation theory this generates an hierarchy of equations
defining the time evolution of statistical cumulants that can be solved recursively.
At a second step one computes correlators of the density and velocity fields using a
diagrammatic technique similar to Feynman diagrams of a 3-dimensional Euclidean
quantum field theory of a scalar field.
In this paper we show that TSPT provides us with a convenient framework to
study redshift space distortions and biased tracers. The key observation is that the
coordinate transformation relating real and redshift spaces can be seen as a free 1-
dimensional fluid flow. We introduce a fictitious time, over which this flow evolves,
and study the evolution of statistical properties of the flow along the lines of TSPT.
This auxiliary time will be loosely referred to as “redshift time”. In this picture the
initial redshift time slice corresponds to real space, the final one to redshift space.
Using this scheme, the redshift space statistical cumulants can be easily obtained
from their real space counterparts.
Our method gives an alternative way to compute equal-time correlation functions
of cosmological fields in redshift space that explicitly retains their IR safety. This
property helps us identify the physical IR-enhanced contributions and resum them in
a systematic and controllable way, which provides us with a powerful tool to explore
the non-linear BAO physics in redshift space.
In the second part of the paper we discuss how to incorporate bias into our
framework. In the case of deterministic bias the tracers’ density is a function of
the matter density field and thus it is not a statistically independent variable. Such
variables are naturally described in TSPT as composite operators. We will show how
the correlation functions of biased tracers can be obtained within TSPT and discuss
the effect of IR resummation on them.
The paper is organized as follows. In Section 2 we review the standard approach
to redshift space distortions. In Section 3 we introduce a new redshift space mapping
by means of the 1D flow analogy. In Section 4 we construct the redshift-space
probability distribution function and the corresponding TSPT generating functional.
In Section 5 we discuss the IR resummation of matter correlation functions in redshift
space. In Section 6 we include bias in our IR resummation procedure. In Section 7
we describe how to practically evaluate IR resummed power spectra and bispectra at
leading and next-to-leading order. Section 8 is devoted to a quantitative analysis of
our results and their comparison to N-body data. Section 9 draws conclusions and
points future directions. We give a brief review of TSPT in Appendix A. Appendix B
contains the derivation of the soft limit of TSPT vertices. Appendix C is devoted
to some useful expressions for the bias and RSD kernels. In Appendix D we discuss
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possible simplifications of the redshift-space IR-resummed integrands that make them
convenient for numerical evaluation.
2 Review of standard redshift space mapping
Peculiar velocities alter the apparent picture of clustering along the line-of-sight and
lead to the so-called redshift-space distortions (RSD) [44–49]. RSD break the full
rotation symmetry of cosmological correlation functions down to a little group of
azimuthal rotations along the line-of-sight. Qualitatively, one can distinguish two
main effects. At large scales, galaxies in redshift space appear to be closer along-
the-line of sight due to mutually directed infall velocities, which is observed as an
enhancement of the amplitude of fluctuations in this direction. At small scales,
the velocity dispersion in virialized halos elongate structures along the line-of-sight,
which is known as the “fingers of God” effect [44, 46, 47, 50]. This elongation washes
out observed structures and results in a suppression of apparent short-scale power in
the line-of-sight direction.
In what follows we will work in the plane-parallel (flat sky) approximation valid
for separations between points in redshift space much smaller than the distances from
these points to the observer. This approximation is justified for mildly non-linear
scales ∼ 100 Mpc/h typical for perturbation theory considerations.
In the plane-parallel regime the relation between the real space coordinate x and
the redshift space coordinate s is inferred using Hubble’s law,
s = x + zˆ
v
(r)
z (τ,x)
H , (2.1)
where H is the conformal Hubble parameter, zˆ is the unit vector along the line-of-
sight, v
(r)
z (τ,x) is the projection of the peculiar velocity field on the line-of-sight and
τ is conformal time. Following the standard convention, we will denote real space
quantities by the superscript (r), whereas their redshift space counterparts will be
denoted by (s).
The redshift space matter density in the Eulerian picture is obtained via
(1 + δ(s)(τ, s))d3s = (1 + δ(r)(τ,x))d3x , (2.2)
which is dictated by the conservation of mass. In Fourier space1 the above equation
can be rewritten as
δ(s)(τ,k) = δ(r)(τ,k) +
∫
d3x
(2pi)3
e−ik·x
(
e−ikzv
(r)
z (τ,x)/H − 1
)(
1 + δ(r)(τ,x)
)
. (2.3)
1 We use the following conventions:
δk ≡ δ(k) =
∫
d3x
(2pi)3
δ(x)e−ik·x , δ(x) =
∫
d3k δke
ik·x , 〈δkδk′〉 = P (k)δ(3)(k+ k′) .
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In the Eulerian standard perturbation theory (SPT) [52] the velocity field is fully
characterized by its suitably normalized divergence Θ(r),
v
(r)
i = −fH
∂iΘ
(r)
∆
, (2.4)
where we introduced the logarithmic growth rate f defined as
f(τ) =
d lnD
d ln a
, (2.5)
D(τ) is the linear theory growth factor and a(τ) is the scale factor. In what follows
we will also use the rescaled time variable η ≡ lnD.
Working within SPT, one Taylor expands the exponent containing the velocity
field in Eq. (2.3). Next, one uses the SPT expansion for the real space density
δ(r)(η,k) =
∞∑
n=1
D(η)n
∫
[dq]n δ(3)(k− q1...n)Fn(q1, ...,qn)δ0(q1)...δ0(qn) , (2.6)
where we introduced the short-hand notations
[dq]n = d3q1...d
3qn , q1...n ≡ q1 + ...+ qn ,
and an analogous expansion for the velocity divergence Θ(r) with the Gn kernels,
instead of Fn. This allows one to obtain the formal expression
δ(s)(η,k) =
∞∑
n=1
D(η)n
∫
[dq]n δ(3)(k− q1...n)Zn(q1, ...,qn)δ0(q1)...δ0(qn) , (2.7)
where Zn kernels now contain RSD contributions. Expressions for a first few of
them are given in Appendix C. Various correlators of the redshift density field are
computed using the statistical distribution of the initial density field δ0, which is
typically assumed to be Gaussian.
In a matter dominated universe, the linear growth factor coincides with the
scale factor, D(τ) = a(τ), so that f(τ) = 1 and the kernels Fn in (2.6) are time-
independent. This is no longer true in the presence of cosmological constant or dark
energy. Still, it is known that the use of (2.6) with the time-independent kernels Fn
together with the correct growth factor D(τ) provides an accurate approximation
to the exact SPT expression for the density in the real space [51]. This is known
as the Einstein–de Sitter (EdS) approximation. Following the common practice, we
will adopt it this paper; corrections to it can, in principle, be taken into account
perturbatively. Notice that we do not assume any simplifications in the redshift
space mapping (2.3), so that the redshift space kernels Zn explicitly contain the
factors f(τ) with the full time dependence.
A notorious drawback of SPT is spurious IR sensitivity that arises due to ho-
mogeneous translations of small-scale density fluctuations by soft modes. Due to
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the equivalence principle, these large-scale translations must have no effect on equal-
time correlation functions [53, 54]. Indeed, the correlation between two galaxies
should be insensitive to the acceleration produced by a long-wavelength fluctuation.
Technically, the sensitivity of the density field to large-scale translations is encoded
in the poles of the kernels Fn, Gn at low momenta. The presence of these poles
translates into an IR enhancement2 of SPT loop diagrams composed out of Fn or
Gn kernels. The explicit cancellation of this spurious IR enhancement happens only
after summing up all diagrams of a given loop order [55], and becomes intricate for
higher-point functions and at higher orders in perturbation theory.3
The presence of a feature in the initial power spectrum with a characteristic scale
kosc makes the IR cancellation incomplete. The translations produced by modes with
momenta q & kosc give large contributions that have to be resummed. However, the
identification of these physical IR contributions in SPT is obscured by the spurious
IR enhancement.
The situation becomes worse in redshift space. The exponent of the velocity
field in Eq. (2.3) produces new poles compared to those already present in real
space, which brings in new spurious IR enhanced terms and further complicates the
calculations. The way to avoid these difficulties is to work directly in terms of equal-
time correlation functions which are protected from IR divergences by the equivalence
principle. This is precisely the core idea of TSPT. In order to realize this program
and explicitly retain IR-safety in redshift space one has to perform a mapping from
real to redshift space at the level of equal-time correlation functions. We introduce
such a mapping in the next section.
Before moving on, we briefly comment on another problem, namely an unphysical
sensitivity of SPT to short-scale (UV) modes. This sensitivity arises because the
perfect fluid hydrodynamical description breaks down at short scales. This problem
has been addressed within the effective field theory of large scale structure [62, 63],
which captures the departures from Eulerian hydrodynamics by introducing so-called
UV counterterms. Since TSPT deals directly with n-point functions as a traditional
quantum field theory, it provides a natural framework to implement the ideas of UV
renormalization. However, we will refrain from doing it in this paper in order to
focus on IR resummation and its impact on the BAO physics. UV-renormalization
will be addressed elsewhere.
2 This enhancement is sometimes called “IR divergence”, referring to the fact that the loop
integrals would be divergent in IR for power-law spectra P (k) ∝ kν with ν ≤ −1. The ΛCDM
power spectrum vanishes quickly at small k, so these integrals are actually convergent.
3 The cancellation has been formally proven in real space for leading IR divergences to all orders
in perturbation theory in [56] and for subleading IR divergences in [43, 57–61].
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3 Redshift space transformation as a 1D fluid flow
In this section we present a new mapping procedure that allows us to obtain redshift
space correlators directly from real space ones. The core observation is that Eq. (2.1)
can be equivalently rewritten in the form
s = x + zˆ v(r)z (x)T , (3.1)
where T ≡ 1/H. Now assume that the parameter T ranges from 0 to 1/H. Then
Eq. (3.1) turns into an equation describing a flow of particles with Lagrangian coor-
dinates x along the z-axis with initial velocity v
(r)
z (x). The parameter T plays a role
of time in the fictitious dynamics described by Eq. (3.1). This fictitious dynamics can
be described in the Eulerian picture upon introducing the density δ(s) and velocity
v(s) of this flow. If we set the initial conditions
v(s)
∣∣∣
T =0
= v(r)(η,x) ,
δ(s)
∣∣∣
T =0
= δ(r)(η,x) ,
(3.2)
then the value of δ(s) at T = 1/H will give us the redshift space density, while
v(s)(T = 1/H, s) will have the meaning of the fluid velocity at a given position in
redshift space. Note that only orthogonal to the line-of-sight components of this
velocity can, in principle, be observed, so the physical relevance of this quantity is
not clear. However, it appears convenient to use this variable in intermediate steps
when computing the density correlators.
There are no external forces in our fictitious evolution, thus the velocity is con-
served along the flow:
Dv(s),i
DT = ∂T v
(s),i + v(s)z ∂zv
(s),i = 0 . (3.3)
This equation conserves vorticity. In real-space Eulerian perturbation theory the
velocity field is longitudinal. Then the initial conditions (3.2) imply that v(s) is
longitudinal as well, i.e.
v
(s)
i = −fH
∂iΘ
(s)
∆
. (3.4)
It is convenient to rescale our auxiliary time as
T → F = fT H with F ∈ [0, f ] . (3.5)
In this case the equation of motion for the velocity divergence obtained from (3.3)
takes a very simple form independent of cosmology,
∂FΘ(s)(F , s; η) = ∂i
(
∂i∂zΘ
(s)
∆
∂zΘ
(s)
∆
)
, (3.6)
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where we have emphasized that in this equation Θ(s) depends parametrically on the
cosmic time η.
Since Eq. (3.1) describes a simple Lagrangian flow of particles, its density current
j(s) = (1 + δ(s))v(s)
is conserved, which implies the continuity equation:
∂T δ(s) + ∂z[v(s)z (1 + δ
(s))] = 0 . (3.7)
Collecting together Eqs. (3.6) and (3.7) and switching to Fourier space we obtain the
final system
∂Fδ
(s)
k −
k2z
k2
Θ
(s)
k =
∫
[dq]2δ(3)(k− q12)α(s)(q1,q2)Θ(s)q1 δ(s)q2 ,
∂FΘ
(s)
k =
∫
[dq]2δ(3)(k− q12)β(s)(q1,q2)Θ(s)q1 Θ(s)q2 ,
(3.8)
where
α(s)(q1,q2) ≡ q1,z(q1,z + q2,z)
q21
, β(s)(q1,q2) ≡ (q1 + q2)
2q1zq2z
2q21q
2
2
. (3.9)
Note that the system of equations (3.8) contains a closed equation for the velocity
divergence field and in this respect is quite similar to the Zel’dovich approximation
in the Eulerian picture.
4 TSPT partition function and vertices
Our next step is to build a generating functional which produces the correlation
functions of the Θ(s) field4. This can be done by applying the ideas of TSPT to the
system (3.8). A detailed description of the TSPT framework is given in Ref. [43] for
a generic system, here we only outline the main steps. Some details on the TSPT in
real space are summarized in Appendix A.
The PDF of the velocity divergence field undergoes certain evolution in the
auxiliary time F . The initial distribution is given by the PDF in real space and the
final one corresponds to the PDF in redshift space that we are looking for. In order
to describe this evolution, consider the TSPT generating functional at a finite slice
of the redshift time F :
Z[J ;F ] =
∫
DΘ(s) P [Θ(s);F ] exp
{∫
[dk]Θ
(s)
k J(−k)
}
, (4.1)
4We will discuss the density field δ(s) in the next subsection.
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where the PDF P is perturbatively expanded as
P [Θ(s);F ] = exp
{
−
∞∑
n=1
1
n!
∫
[dq]nΓ(s) totn (F ; k1, ...,kn)
n∏
j=1
Θ(s)qj
}
(4.2)
Conservation of probability under the change of redshift time implies
D[Θ(s) + δΘ(s)] P [Θ(s) + δΘ(s);F + δF ] = D[Θ(s)] P [Θ(s);F ] . (4.3)
This leads to the following evolution equations for the TSPT vertices Γ
tot (s)
n :
∂FΓ(s) totn (F ; k1, ...,kn)
+
n∑
m=1
1
(n−m)!m!
∑
σ
I(s)m (kσ(1), ...,kσ(m)) Γ
(s) tot
n−m+1
(
F ;
m∑
l=1
kσ(l),kσ(m+1), ...,kσ(n)
)
= δ(3)
(
n∑
i=1
ki
)∫
[dp]I
(s)
n+1(F ; p,k1, ...,kn) ,
(4.4)
where in the second line the sum runs over all permutations σ of n indices and I
(s)
m
are the kernels determining the dynamical evolution of field Θ(s):
∂FΘ
(s)
k =
∞∑
n=1
1
n!
∫
[dq]nδ(3)(k− q1...n)I(s)n (q1, ...,qn)Θ(s)q1 ...Θ(s)qn . (4.5)
In the case of the system (3.8) we simply have I
(s)
2 = 2βz with all other kernels
vanishing. In particular, I
(s)
1 = 0, in contrast to I
(r)
1 =1 in real space, which makes
the structure of solution to (4.4) somewhat different from the case of real-space TSPT
[43] (see also Appendix A).
It is convenient to split the solution of Eq. (4.4) into the solution of the ho-
mogeneous equation Γ
(s)
n and ‘counterterms’ C
(s)
n sourced by the singular r.h.s. The
corresponding initial conditions are
Γ(s)n
∣∣∣
F=0
= Γ(r)n , C
(s)
n
∣∣∣
F=0
= C(r)n , (4.6)
where Γ
(r)
n and C
(r)
n are TSPT vertices in real space. Their structure is discussed
in Appendix A. In particular, for Gaussian initial conditions and in Einstein-de
Sitter approximation (which we adopt in this paper), the counterterms C
(r)
n are time
independent, whereas the time dependence of Γ
(r)
n factorizes (here we are talking
about the dependence on the physical time η),
Γ(r)n =
Γ¯
(r)
n
g2(η)
. (4.7)
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In this expression we have denoted by g(η) the linear growth factor
g(η) ≡ eη = D(z) . (4.8)
This notation agrees with Ref. [43] and emphasizes that g plays the role of the
expansion parameter in TSPT, similar to a coupling constant in quantum field theory.
We will interchangeably use g and D to denote the linear growth factor in what
follows.
The equations for the Γ
(s)
n vertices take the following form:
∂FΓ(s)n (F ; k1, ...,kn) +
n∑
i<j
I
(s)
2 (ki,kj)Γ
(s)
n−1(F ; k1, ..., kˇi, ..., kˇj, ...,ki + kj) = 0 , (4.9)
where kˇj means that kj is not included in the arguments of Γ
(s)
n−1. Let us start with
the first non-trivial vertex Γ2. We have:
∂FΓ
(s)
2 = 0 , ⇒ Γ(s)2 = Γ(r)2 =
δ(3)(k′ + k)
g2P¯ (k)
, (4.10)
where P¯ (k) is the linear power spectrum at η = 0 and we have used Eq. (A.14a) in
the last equality. Note that the inverse of Γ
(s)
2 gives the linear power spectrum of Θ
(s).
From (4.10) we conclude that the latter coincides with the linear power spectrum of
matter overdensities g2(η)P¯ (k). For n ≥ 3 we consider the Ansatz,
Γ(s)n =
n−2∑
l=0
Γ
(s)
n, l F l . (4.11)
Plugging it into Eq. (4.9) leads to the following recursion relation
Γ
(s)
n, l = −
1
l
n∑
i<j
I
(s)
2 (ki,kj)Γ
(s)
n−1, l−1(k1, ..., kˇi, ..., kˇj, ...,ki + kj) , (4.12)
with the initial condition for l = 0,
Γ
(s)
n, 0 = Γ
(r)
n . (4.13)
The recursion relation (4.12) allows us to obtain all redshift space velocity vertices
from the real space ones (given in Appendix A). Since the redshift space vertices are
sourced by the real space ones through the linear recursion relation Eq. (4.12), in the
case of Gaussian initial conditions they inherit factorized dependence on the coupling
constant g(η) given by (4.7). Another important property of the RSD vertices is that
they are IR safe. The proof essentially repeats the proof of IR safety of the standard
TSPT vertices given in Ref. [43] and we do not present it here.
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The singular counterterms C
(s)
n satisfy the following equations,
∂FC
(s)
1 (F ; k) = δ(3) (k)
∫
[dp]I
(s)
2 (p,k) ,
∂FC(s)n (F ; k1, ...,kn)+
∑
i<j
I
(s)
2 (ki,kj)C
(s)
n−1(F ; k1, ..., kˇi, ..., kˇj, ...ki+kj) = 0 , n > 1.
(4.14)
Using the Ansatz C
(s)
n =
∑n
l=0C
(s)
n, l F l, we find the recursion relations similar to
Eq. (4.12),
C
(s)
1,1 = δ
(3) (k)
∫
[dp]I
(s)
2 (p,k) ,
C
(s)
n, l = −
1
l
∑
i<j
I
(s)
2 (ki,kj)C
(s)
n−1, l−1(k1, ..., kˇi, ..., kˇj, ...,ki + kj) , n > 1 ,
(4.15)
with C
(s)
n, 0 = C
(r)
n . Note that the Cn counterterms appear already in the perfect fluid
description. Their structure is totally fixed by the relevant equations of motion.
4.1 Density field as a composite operator
In cosmological perturbation theory with adiabatic initial conditions there is only
one statistically independent field which can appear as the integration variable in
the generating functional. For studies of the IR structure it appears convenient to
choose the velocity field, as we did above. In this subsection we express the redshift
density field in terms of Θ(s) as a composite operator. We focus on the matter density
for the time being. Biased tracers will be studied in Sec. 6. We introduce the Ansatz,
δ
(s)
k =
∞∑
n=1
1
n!
∫
[dq]nδ(3)(k− q1...n)K(s)n (F ; q1, ...,qn)Θ(s)q1 ...Θ(s)qn . (4.16)
Plugging (4.16) into the equations of motion (3.8), we obtain
∂FK
(s)
1 (k1) =
k2z
k2
,
∂FK(s)n (k1, ...,kn) =
n∑
i=1
K
(s)
n−1(k1, ..., kˇi, ...,kn)α
(s)
(
ki,
∑
j 6=i
kj
)
− 2
n∑
i<j
K
(s)
n−1(k1, ..., kˇi, ..., kˇj, ...,kn,ki + kj)β
(s) (ki,kj) , n > 1 .
(4.17)
The kernels K
(s)
n satisfy the following initial conditions:
K(s)n
∣∣∣
F=0
= K(r)n , (4.18)
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k
= g2(η)P¯ (k),
k1
k2
k3
= −g−2(η)Γ¯
(s)
3 (k1,k2,k3)
3!
k
= −C(s)1 (k),
k
q1
q2
=
K
(s)
2 (q1,q2)
2!
δ(3)
(
k− q12
)
Figure 1. Examples of TSPT Feynman rules in redshift space.
where K
(r)
n are TSPT kernels relating the density and velocity field in real space (see
Appendix A). The first two kernels read,
K
(s)
1 (k1) = 1 +
k2z
k2
f ,
K
(s)
2 (k1,k2) = K
(r)
2 (k1,k2) +
{
k21z
k21
+
k22z
k22
− 2(k1 · k2)k1zk2z
k21k
2
2
}
f ,
(4.19)
where we have made the substitution F → f in the final expressions. Proceeding
along the lines of Ref. [43] one can easily prove that the kernels K
(s)
n are IR safe.
4.2 Feynman rules
The TSPT perturbative expansion is produced by expanding the PDF P in the
generating functional (4.1) over its Gaussian part, which is equivalent to an expansion
in the coupling constant g(η). This calculation can be represented as a sum of
Feynman diagrams. Our redshift space mapping does not produce new diagrammatic
elements, thus we can use the same Feynman rules as in real space, see Ref. [43]. The
first elements of the perturbative expansion in redshift space are shown in Fig. 1:
the linear power spectrum (inverse of Γ
(s)
2 ) is represented by a line (propagator), the
different elements Γ
(s)
n (with n > 2) and C
(s)
n correspond to vertices, and K
(s)
n are
depicted as vertices with an extra arrow. To compute an n-point correlation function
of the velocity divergence Θ(s) one needs to draw all diagrams with n external legs.
For the correlators of the density field δ(s) one has to add diagrams with external
arrows (composite operators) and multiply each external line with momentum k by
a factor K
(s)
1 (k). For instance, at linear order we have the following expression for
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the correlator of the δ(s) field,
P (s)mm(η; k) =
K
(s)
1 K
(s)
1
= (K
(s)
1 (k))
2g2P¯ (k) =
(
1 + f(η)
k2z
k2
)2
g2(η)P¯ (k) ,
(4.20)
which reproduces the famous Kaiser formula [48].
5 IR resummation
The absence of spurious IR enhancement of loop integrals in TSPT allows one to
easily extract the physical IR effects responsible for deforming the BAO pattern in
redshift space. In this section we work out the ingredients necessary for systematic IR
resummation along the lines of [35]: perform the decomposition of the redshift space
vertices into ‘wiggly’ and ‘smooth’ parts, introduce power counting rules, identify
the leading IR contributions, and resum them. In this section we will be discussing
only the redshift space quantities and omit the superscript (s) on TSPT vertices to
simplify notations. In all vertices and kernels we set F → f . We also introduce
primed notations for quantities stripped of the momentum delta functions, e.g.,
Γ(s)n (k1, ...,kn) = δ
(3) (k1...n) Γ
′(s)
n (k1, ...,kn) . (5.1)
5.1 Wiggly-smooth decomposition
One starts from the observation that the linear power spectrum can be decomposed
into an oscillating (wiggly) component corresponding to BAO and a smooth (non-
wiggly) part5,
P¯ (k) = P¯nw(k) + P¯w(k) . (5.2)
The period of oscillations of P¯w is set by kosc = r
−1
BAO ∼ 9 · 10−3h/Mpc. Interaction
with long-wavelength modes differently affects these two components leading to ex-
ponential damping of the wiggly part in the non-linear power spectrum. In principle,
the decomposition (5.2) is not unique; two possible algorithms are described in [35].
In practice, the two algorithms lead to essentially identical results in real space and
we expect this to be true also with inclusion of RSD.
Since the TSPT vertices Γ¯n depend on the linear power spectrum, the decompo-
sition (5.2) produces a similar decomposition of vertices,
Γ¯n = Γ¯
nw
n + Γ¯
w
n . (5.3)
Here Γ¯wn is of order O(P¯w/P¯nw) and one can neglect terms O(P¯
2
w/P¯
2
nw) as they pro-
duce sub-percent corrections. The counterterms Cn and kernels Kn are not subject
5In [35] the subscript “s” was used to denote the smooth part. In this paper we change this
notation to “nw” (non-wiggly) in order not to be confused with the superscript (s) referring to the
redshift-space quantities.
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to wiggly-smooth decomposition as they are not functionals of the initial power spec-
trum. Their momentum dependence is purely smooth. Throughout the paper we will
use the same graphic representation for the redshift-space propagators and vertices
as in [35], see Fig. 2.
k
= g2(η)P¯w(k) ,
k1
k2
k3
= −g
−2(η)
3!
Γ¯w3 (k1,k2,k3) ,
k
= g2(η)P¯nw(k) ,
k1
k2
k3
= −g
−2(η)
3!
Γ¯nw3 (k1,k2,k3) .
Figure 2. Examples of Feynman rules for wiggly and smooth elements in redshift space.
5.2 IR-enhanced diagrams and power counting
Consider a TSPT n-point vertex Γ¯n(k1, ...,kn) whose arguments ki may belong to
two different domains: either the soft one, denoted by q, or the hard one, denoted
by k, with
q  k . (5.4)
Let us first take a look at the wiggly three-point vertex Γ¯′w3 (k1,k2,k3). From
Eq. (4.12) it is found to be
Γ¯′w3 (k,q,−k−q)=J2(k,q)
P¯w(|k+q|)
P¯ 2nw(|k+q|)
+J2(−k−q,q) P¯w(k)
P¯ 2nw(k)
+J2(k,−k−q) P¯w(q)
P¯ 2nw(q)
,
(5.5)
where we have defined
J2(k1,k2) ≡ (k1 + k2)
2
k21k
2
2
(
(k1 · k2) + fk1,zk2,z
)
. (5.6)
In the limit (5.4) the rightmost term in Eq. (5.5) is negligibly small, while the other
two terms yield the expression
Γ¯′w3 (k,q,−k− q) =
(k · q) + fkzqz
q2
P¯w(|k + q|)− P¯w(k)
P¯ 2nw(k)
+O(1) . (5.7)
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Here we have Taylor expanded the smooth power spectrum P¯nw(|k + q|) = P¯nw(k) +
O(q/k). We observe that at
kosc < q  k (5.8)
the first term is enhanced by O(k/q). For yet softer q  kosc, one can write,
P¯w(|k + q|)− P¯w(k) ≈ (k · q)
k
dP¯w
dk
. (5.9)
Taking into account that dP¯w/dk ∼ P¯w/kosc, we see that the enhancement of (5.7)
becomes O(k/kosc). Note that despite the enhancement, the vertex (5.7) remains
finite in the limit q → 0, in line with the IR safety of the TSPT expansion discussed
in Sec. 4.
For general values of q in the range (5.8) the expansion (5.9) does not provide
a good approximation to the finite difference on the l.h.s. Indeed, the latter oscil-
lates with the period q ∼ 2pikosc, whereas the r.h.s. of (5.9) is linear in q. As we
want to include the range (5.8) in our analysis, we work in what follows with the
representation (5.7), where the finite difference of the wiggly power spectra is kept
explicitly.
The enhanced contribution (5.7) can be written in a compact form by introducing
a linear operator D(s)q acting on the wiggly power spectrum,
D(s)q [P¯w(k)] =
(k · q) + fkzqz
q2
(
P¯w(|k + q|)− P¯w(k)
)
=
Pabkaqb
q2
(eq·∇k′ − 1)P¯w(k′)
∣∣∣
k′=k
,
(5.10)
where
Pab ≡ δab + f zˆazˆb . (5.11)
This operator has the following properties. First, it scales as
D(s)q [P¯w] = O(1/ε)P¯w , (5.12)
where ε ∼ q/k. We will come back to the precise definition of this parameter shortly.
Second, this operator commutes with itself and in any expression acts only on occur-
rences of P¯w, leaving the smooth components intact. It is a simple generalization of
the operator D(r)q which controls the IR enhancement in real space and is obtained
from D(s)q by replacing Pab with the Kronecker symbol δab (see Appendix A).
In Appendix B we prove that the expression (5.7) generalizes to an arbitrary
n-point vertex with m hard momenta ki and n−m soft momenta qj uniformly going
to zero,
Γ¯′wn
(
k1, ...,km −
n−m∑
i=1
qi,q1, ...,qn−m
)
= (−1)n−m
(
n−m∏
j=1
D(s)qj
)[
Γ¯′wm (k1, ...,km)
]
(1 +O(ε)) .
(5.13)
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The leading IR enhancement of this vertex isO(ε−n+m), and the maximum is achieved
for n− 2 soft wavenumbers,
Γ¯′wn
(
k, − k−
n−2∑
i=1
qi,q1, ...,qn−2
)
= (−1)n−2
(
n−2∏
j=1
D(s)qj
)
Γ¯′w2 (k,−k)(1 +O(ε))
= (−1)n−1
(
n−2∏
j=1
Pabkaqbj
q2j
(eqj ·∇k − 1)
)
P¯w(k
′)
P¯ 2nw(k)
∣∣∣∣∣
k′=k
(1 +O(ε)) .
(5.14)
On the other hand, it is straightforward to verify that the smooth vertices do not
receive IR enhancements as their arguments go to zero, in line with the fact that
bulk flows have significant effect only on wiggly correlation functions.
We now discuss the power counting rules that will help us identify IR enhanced
diagrams. These rules are completely similar to those discussed in Ref. [35], where
the reader can find further details. The first relevant parameter is the separation
scale kS that cuts loops into hard and soft parts. This scale should be lower than
the characteristic momentum k of interest, but at the same time high enough for
the soft part of the loop to capture as many relevant IR modes as possible. Apart
from that, the precise choice of kS is arbitrary. As discussed below, the sensitivity
of the final result to kS can be used to estimate the theoretical uncertainty. The
second parameter is the characteristic IR scale q ≡ εk at which the IR loop integrals
are saturated. This is the scale where the loop integrands peak and roughly it is of
the order of the maximum point of the linear power spectrum corresponding to the
modes entering the horizon at the radiation–matter equality, keq ∼ 0.02h/Mpc. The
two other parameters are the variances of the linear power spectrum in the IR and
UV, which control the loop corrections coming from the corresponding domains,
σ2S ' g2
∫
q<kS
d3q P¯nw(q) , (5.15a)
σ2h ' g2
∫
q>kS
d3q P¯nw(q) . (5.15b)
Although σ2S is small, the IR loops involving wiggly vertices receive an enhancement
by inverse powers of ε, resulting in O(1) corrections at low redshift. These are the
corrections we intend to resum. Owing to Eq. (5.13), the resummation procedure is
totally analogous to the one discussed in [35], with the only difference that we have to
substitute the real-space operator D(r)q , kernels and vertices with their redshift-space
counterparts.
It is instructive to consider the leading IR correction to the matter power spec-
trum at one loop. It is given by the following graph:
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Γ¯w4
=
g4
2
K21(k)
∫
q<kS
[dq]P¯nw(q)D(s)q D(s)−qP¯w(k) ≡ −g4K21S(s)[P¯w] ,
(5.16)
where in the last equality we defined a new linear operator S(s) acting on the wiggly
power spectrum,
S(s)[P¯w] = PabPcdkakc
∫
q<kS
[dq]P¯nw(q)
qbqd
q4
(
1− cosh (q · ∇k′)
)
P¯w(k
′)
∣∣∣
k′=k
. (5.17)
Within our power counting rules,
g2S(s)[P¯w] ∼ O(1/ε2 × σ2S) P¯w . (5.18)
As discussed previously, the product 1/ε2×σ2S is O(1) at low redshifts and therefore
this one-loop contribution is of the same order as the linear wiggly power spectrum,
which points to the need for IR resummation.
To determine the order of an arbitrary TSPT diagram with L loops (i.e. scaling
as g2L), one must
1. choose for each propagator and each vertex whether it is smooth or wiggly.
Since we are interested in diagrams that contain one power of P¯w, at most one
element (either propagator or vertex) can be wiggly.
2. assign each loop to be either hard (q > kS) or soft (q < kS). The number of
hard loops is denoted by Lh and the number of soft loops by Ls. As L = Lh+Ls,
the diagram contributes at order (σ2S)
Ls × (σ2h)Lh .
3. count the number of soft lines that are attached to the wiggly vertex. We call
this number l. According to (5.13), this vertex brings an IR enhancement of
order 1/εl.
Then the order of a contribution characterized by the numbers (Lh, Ls, l) is given by
O
(
(σ2S)
Ls × (σ2h)Lh × 1/εl
)
. (5.19)
For a diagram without wiggly vertices l = 0 and there is no IR-enhancement. The
most IR-enhanced contributions have the largest value of l. As a single loop cannot
contain more than two lines attached to the same vertex, we have the inequality
l ≤ 2Ls.
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5.3 IR resummation at leading order
Let us first consider the density power spectrum. The most IR-enhanced contribu-
tions correspond to l = 2L and Lh = 0, i.e. all loops are soft and attached to wiggly
vertices. They scale as
(σ2S × 1/ε2)L . (5.20)
Resummation of these daisy diagrams is graphically represented as follows,
P (s) IR res,LOmm,w (η; k) = +
Γ¯w4
(5.21)
+
Γ¯w6
+
Γ¯w8
+ + ...
Using Eq. (5.13) we find that the L-th contribution here has the form,
g2K21(k)P¯
2
nw(k)
1
L!
[
g2
2
∫
q<kS
[dq]P¯nw(q)D(s)q D(s)−q
]L
Γ¯′w2 (k,−k)
= g2K21(k) ·
1
L!
(− g2S(s))LP¯w(k) , (5.22)
up to ε–suppressed corrections. Summing the series (5.21) leads to the exponentiation
of the operator (5.17), which we have already encountered at one loop order, i.e.
P (s) IR res,LOmm (η; k) = g
2K21
(
P¯nw + e
−g2S(s)P¯w
)
, (5.23)
where we have also added the smooth part which is unaffected by IR resummation.
The time dependence of the resummed power spectrum comes from its explicit de-
pendence on g(η), as well as implicitly through the dependence of the kernel K1 and
the operator S(s) on f(η). The practical method to evaluate the exponential operator
appearing in (5.23) will be discussed in Sec. 7.
Similarly, one can show by following the arguments of [35] (see also Appendix A)
that IR resummation of an arbitrary n-point function at the leading order (LO)
amounts to simply substituting the wiggly part of the linear spectrum, P¯w by its
resummed version e−g
2S(s)P¯w in all tree-level diagrams. This can be summarized in
the following compact form,
C(s) IR res,LOn (k1, ...,kn) = C
(s) tree
n
[
P¯nw + e
−g2S(s)P¯w
]
(k1, ...,kn) , (5.24)
– 18 –
where Ctreen should be understood as a functional of the linear power spectrum. Note
that the leading IR-enhanced contributions are essentially the same for velocity and
density correlators.
5.4 Next-to-leading order corrections and hard loops
There are two different types of next-to-leading order corrections to the above results:
(1) Soft diagrams with non-maximal IR enhancement, characterized by l = 2Ls−1
(see Eq. (5.19)), as well as subleading terms in the daisy diagrams considered
above. Formally, these contributions are suppressed by one power of ε relative
to the leading order.
(2) Diagrams with one hard loop, Lh = 1, and otherwise maximal IR enhancement
l = 2Ls. These diagrams are suppressed by one factor of σ
2
h relative to the
leading order.
Naively, one expects the corrections of the first type to scale as
ε× (σ2S × 1/ε2)Ls , (5.25)
in which case they should have O(ε) ∼ keq/k ∼ 10% effect. However, in contradiction
to this expectation, in Ref. [35] these corrections were found to have a sub-percent
effect at the BAO scales. We now argue that the smallness of the NLO soft cor-
rections is a consequence of the specific shape of the linear power spectrum in the
ΛCDM cosmology. As was shown in [35], the integrands of the LO and NLO soft
contributions are different, so that the estimate (5.25) should be properly written as
(σ2S,NLO × 1/ε)× (σ2S,LO × 1/ε2)Ls−1 . (5.26)
Here σ2S,LO receives contributions from momenta kosc . q . kS and is saturated in
the vicinity of the maximum of the power spectrum at q ∼ keq > kosc. It is indeed
of the order6 (5.15a). On the other hand, the integrand in the subleading soft loop
corrections schematically has the form,
(σ2S,NLO × 1/ε) ∝ g2
∫
q<kS
d3q
(q · k)
q2
P¯nw(q)
(
1− ei q·kˆkosc )
∼ g2k
∫ kS
0
dq qP¯nw(q)
[
j1
(
q
kosc
)]
,
(5.27)
where j1 is the spherical Bessel function. The integral is effectively cut at q ∼ kosc,
before the linear power spectrum reaches its maximum. Recalling that in this region
the ΛCDM power spectrum behaves as P¯nw(q) ∝ q, we find that
σ2S,NLO/σ
2
S,LO ∼ (kosc/keq)3 ∼ 0.1 . (5.28)
6Essentially, σ2S,LO coincides with k
2
eqΣ
2, where Σ2 is the BAO damping factor given in Eq. (7.5a)
below. Its numerical value is plotted in Fig. 3.
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This leads to additional numerical suppression of the NLO soft corrections. The
same should be true for redshift space, as our argument only appeals to the shape of
the ΛCDM power spectrum and the structure of mode coupling which is similar in
real and redshift space7.
Note that in a hypothetical universe with keq  kosc the situation would be
different, with σ2S,NLO being of the same order as σ
2
S,LO. The power-counting rules of
Sec. 5.2 are formulated in full generality and do not rely on the precise shape of the
linear power spectrum.
The upshot of our discussion is that in the ΛCDM cosmology the soft NLO
corrections are numerically suppressed and can be neglected for the purposes of
this paper. Their resummation for the matter power spectrum in real space was
performed in [35]. We leave the analysis of the modifications due to redshift space
and bias for future work. We point out that, albeit small, these corrections are
necessary for a robust estimation of the shift of the BAO peak
We now focus on contributions with one hard loop and maximal IR enhancement.
These contributions scale as
σ2h × (σ2S × 1/ε2)Ls (5.29)
and their resummation proceeds in a straightforward manner along the lines of
Ref. [35]. The key observation is that due to Eq. (5.13) the redshift space vertices
have the same factorization property as the real space vertices, see Eq. (A.20). Thus,
dressing hard-loop diagrams with soft loops results in the simple replacement of the
wiggly power spectrum appearing in propagators and vertices with its resummed
version. For instance, the IR-resummed matter power spectrum at NLO reads
P (s) IR res,LO+NLOmm = g
2K21
[
P¯nw+(1+g
2S(s))e−g2S(s)P¯w
]
+P (s) 1−loopmm
[
P¯nw+e
−g2S(s)P¯w
]
,
(5.30)
where P
(s) 1−loop
mm is the one-loop contribution understood as a functional of the linear
power spectrum8. The above formula has a simple meaning: one has to use the lead-
ing order IR-resummed linear power spectrum as an input in the 1-loop calculation
and correct the tree-level result in order to avoid double-counting. We emphasize
7Qualitatively, the result (5.28) can be understood as follows. The NLO soft corrections are
responsible for the shift of the BAO peak. This shift can be seen as shrinking of the BAO scale in
an overdense region that locally behaves as a universe with positive spatial curvature [64]. Hence,
the shift is sensitive only to the curvature of this “universe”, which is generated by modes with
wavelengths bigger than rBAO. Thus, the NLO soft contributions should be saturated at kosc. On
the other hand, the damping of the BAO feature (which is produced by LO soft corrections) is
affected by modes with wavelengths down to the width of the BAO peak [38]. Thus, the LO soft
corrections should include contributions from wavenumbers q  kosc.
8Formally, P
(s) 1−loop
mm should contain only the hard part of the loop. However, it is convenient
to extend it to include soft momenta. This introduces a difference of order of soft NLO corrections
which, as we argued, are numerically small.
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that Eq. (5.30) is not a phenomenological model but an outcome of the rigorous
resummation of IR-enhanced corrections at order (5.29). The result (5.30) can be
easily generalized to higher-order statistics, i.e. for an arbitrary n−point function
one obtains
C(s) IR res,LO+NLOn = C
(s) tree
n
[
P¯nw+(1+g
2S(s))e−g2S(s)P¯w
]
+C(s) 1−loopn
[
P¯nw+e
−g2S(s)P¯w
]
.
(5.31)
Further, it is possible to include higher order hard loop corrections, i.e. to resum the
graphs that scale as (σ2h)
2 × (σ2S × 1/ε2)Ls . For the power spectrum the net result
reads
P (s),IR res, LO+NLO+NNLOmm = g
2K21
[
P¯nw +
(
1 + g2S(s) + 1
2
(
g2S(s))2)e−g2S(s)P¯w]
+ P (s) 1−loopmm
[
P¯nw + (1 + g
2S(s))e−g2S(s)P¯w
]
+ P (s) 2−loopmm [P¯nw + e
−g2S(s)P¯w] .
(5.32)
Generalization to other correlation functions and higher hard-loop orders is straight-
forward.
6 Bias
Bias is the relation between the density of observed tracers (e.g. galaxies, halos,
etc.) and the density of the underlying matter field [65–70], see [71] for a recent
comprehensive review. This relation can be written involving the matter density
field at the initial (Lagrangian biasing) or final (Eulerian biasing) time slice. As
TSPT is formulated in terms of Eulerian fields at a finite time slice, in what follows
we adopt the Eulerian biasing scheme. As long as perturbative treatment is valid,
it is possible to describe deterministic bias as a local in time and space operator
expansion [69, 71],
δ
(r)
h (τ,x) =
∑
n
∑
O(n)
bO(n)(τ)O(n)(τ,x) (6.1)
where δ
(r)
h stands for the density contrast of biased tracers in real space and O(n) are
operators constructed out of the density field to the n’th power, i.e. O(n) ∼ O(δn).
The coefficients bO(n) are called bias parameters; in general, they are functions of
time. The first sum runs over orders in perturbation theory, and the second sum
runs over all independent operators at a given order. Note that in general the bias
expansion should also include stochastic (noise) contributions, generated by small-
scale fluctuations that are uncorrelated with the long-wavelength density field. The
formal inclusion of stochastic terms into TSPT is straightforward. However, we
defer the detailed treatment of these contributions for two reasons. First, the effect
of stochastic bias is expected to be negligibly small at the BAO scales. Second, noise
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terms clearly have a UV origin and thus should be treated on the same footing as
the UV counterterms, which are left beyond the scope of this paper.
Due to the equivalence principle, the density of tracers cannot depend on the
value of the Newtonian potential and its first derivatives. Thus, the operators O(n)
must be constructed using the tidal tensor
Π
[1]
ij = ∂i∂jΦ (6.2)
and its derivatives. Here Φ is the suitably normalized gravitational potential related
to the standard Newtonian potential φ via Φ ≡ 2φ/(3ΩmH2). A convenient basis is
constructed as follows. One introduces a sequence of tensors,
Π
[1]
ij = ∂i∂jΦ , (6.3a)
Π
[n]
ij =
1
(n− 1)!
[
1
fH
D
Dτ
Π
[n−1]
ij − (n− 1)Π[n−1]ij
]
, (6.3b)
where D/Dτ is the convective derivative,
D
Dτ
=
∂
∂τ
+ vi∂i =
∂
∂τ
− fH∂iΘ
(r)
∆
∂i , (6.4)
and in passing to the last equality we used that only the longitudinal component
of the peculiar velocity is present in perturbation theory. The use of convective
derivative accounts for the fact that the evolution of tracers is determined by the
physical conditions along the fluid flow [71]. The second term in (6.3b) is adjusted
to subtract O(δn−1) contributions, so that Π[n]ij has homogeneous dependence on δ of
order O(δn). Despite the fact that the tensors (6.3b) contain partial time derivatives,
it is always possible to eliminate them by using the equations of motion for matter.
The bias operators at n’th order are given by all possible contractions of the
tensors (6.3) with total order n, e.g.
1st Tr[Π[1]] ,
2nd Tr[(Π[1])2] , (Tr[Π[1]])2 ,
3rd Tr[(Π[1])3] , Tr[(Π[1])2]Tr[Π[1]] , (Tr[Π[1]])3 , Tr[Π[1]]Tr[Π[2]] ,
...
(6.5)
Note that the terms Tr[Π[n]] are excluded at the n’th order (except n = 1) as they are
degenerate with other operators in the basis. The basis (6.3) does not contain higher-
derivative terms. In principle, they can always be added by applying derivatives to
the tidal tensor and making all possible contractions analogous to (6.5). As the bias
expansion preserves the equivalence principle [69], it contains no IR poles. We give
explicit expressions for a few first bias operators relevant for one-loop computations
in Appendix C.
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All in all, the bias expansion takes the following form:
δ
(r)
h (τ,k) =
∞∑
n=1
1
n!
∫
[dq]nδ(3)(k− q1...n) M˜n(τ ; q1, ...,qn)
n∏
i=1
δ(r)(τ,qi) . (6.6)
In order to incorporate bias into TSPT, it is convenient to rewrite (6.6) in terms of
the velocity divergence field. Using that the matter density field can be expressed in
perturbation theory through the velocity divergence via (A.5), the relation (6.6) can
be rearranged in the desired form:
δ
(r)
h (τ,k) =
∞∑
n=1
1
n!
∫
[dq]nδ(3)(k− q1...n)M (r)n (τ ; q1, ...,qn)
n∏
i=1
Θ(r)(τ,qi) . (6.7)
The kernels M
(r)
n relevant for the 1-loop calculation are given in Appendix C. In
principle, the M
(r)
n kernels may have arbitrary time-dependence, that is why we will
not treat them as functions of the coupling constant g in the TSPT perturbative
expansion. The bias parameters are expected to evolve slowly, with the rate compa-
rable to that of the growth of matter. Note that the bias parameters are subject to
UV renormalization [69, 72]. This issue will be addressed elsewhere.
The tracers’ velocity field can, in principle, also be biased, so within the validity
of perturbation theory it will be expressed as a power series in Θ(r),
Θ
(r)
h (τ,k) =
∞∑
n=1
1
n!
∫
[dq]nδ(3)(k− q1...n)Vn(η; q1, ...,qn)
n∏
i=1
Θ(r)(τ,qi) . (6.8)
However, as long as the effect of relative velocities between different matter compo-
nents can be neglected, the velocity bias will be absent at the lowest order in spatial
derivatives. The difference of Θ
(r)
h from Θ
(r) will appear only at higher derivatives.
For example,
V1(τ ; k) = 1 + b∇2v(τ)k
2 . (6.9)
We conclude that the velocity bias has the same order in the derivative expansion as
the UV counterterms, and thus its treatment goes beyond the scope of this paper.
In what follows we will neglect all the effects related to velocity bias.
6.1 IR resummation for biased tracers in real and redshift space
The goal of this section is to incorporate bias into TSPT and perform IR resummation
for correlation functions of biased tracers in real and redshift space.
We start by discussing real space. In this case Eq. (6.7) describes the density of
biased tracers as a composite operator analogous to the density of matter. Thus, we
can use the technique developed in [43] by simply using the kernels Mn instead of
Kn in the relevant Feynman diagrams. Since the bias vertices are IR safe, they do
not produce additional contributions to be resummed. IR resummation thus goes in
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full analogy with the IR resummation of the density correlators in real space [35].
The result of this procedure in real space has been anticipated in Ref. [71]: one
simply has to substitute the linear power spectrum by its IR-resummed version in
all expressions for the correlation functions of biased tracers.
Generalization to the case of redshift space is straightforward. The redshift
coordinate of the tracer is related to the real-space one by means of the tracer’s
velocity v
(r)
h (x),
sh = x + zˆ
v
(r)
h,z(x)
H . (6.10)
As pointed out before, we do not consider velocity bias in this paper, thus in the rest
of it we will assume that tracers are comoving with matter and simply replace
v
(r)
h → v(r) (6.11)
in Eq. (6.10). In order to transform the bias kernels M
(r)
n into redshift space we use
the same trick of introducing a fictitious 1D flow described in Sec. 3. In this way
we obtain the same equations of motion as (3.8), but with δ(s) replaced by δ
(s)
h . At
the next step we use these equations to derive the kernels relating the tracer density
field with the redshift space velocity Θ(s). We obtain
δ
(s)
h (F ; τ,k) =
∞∑
n=1
1
n!
∫
[dq]nM (s)n (F ; q1, ...,qn)Θ(s)q1 ...Θ(s)qn , (6.12)
with M
(s)
n ’s satisfying the same equations of motion as (4.17) with an obvious change
in the initial conditions,
M (s)n
∣∣∣
F=0
= M (r)n . (6.13)
This procedure allows us to unambiguously map the real space bias parameters to
redshift space ones. It should be noted that some tracers (e.g. Lyα forest, 21 cm
intensity) may have additional biases in redshift space [71, 73, 74]. In this case one
has to supplement (6.12) with relevant extra bias operators.
An immediate consequence of the above construction is that the kernels M
(s)
n
are IR-safe and are not functionals of the initial power spectra. Thus, they do not
receive any IR enhancement which, as before, affects solely the vertices Γ¯
w (s)
n . The
diagrams involving these vertices are resummed, as has been shown in the previous
sections. The net result at leading order is that one has to use the “dressed” power
spectrum
P¯nw + e
−g2S(s)P¯w , (6.14)
instead of the linear one in all tree-level calculations. At first order in hard loops one
has to use the power spectrum (6.14) in the loop diagrams and correct the tree-level
result for double-counting. At higher loop order this procedure iterates, as illustrated
by Eq. (5.32).
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7 Practical implementation and comparison with other me-
thods
In this section we formulate the practical prescription to evaluate the IR-resummed
power spectra and bispectra. We then compare our results with other analytic ap-
proaches. While our results have been derived within the TSPT framework, they
can be easily reformulated in the language of the standard perturbation theory [52],
which may be convenient for implementation within existing numerical codes, e.g.
FAST-PT [75, 76] or FnFast [77].
7.1 The power spectrum and bispectrum at leading order
In order to simplify notations in this section we drop the explicit time dependence
of the power spectra and use the shorthand
P (k) ≡ D2(z)P¯ (k) . (7.1)
Having decomposed the linear power spectrum into wiggly and smooth parts, e.g.
using one of the methods described in [35], we have to evaluate the derivative operator
acting on the wiggly part. Since Pw is a function oscillating with the period kosc =
h/(110 Mpc), we have
∇α1 · · · ∇α2nPw(k) = (−1)n
kˆα1 · · · kˆα2n
k2nosc
Pw(k)
(
1 +O(ε)
)
, (7.2)
where ε ' keq/k is the small expansion parameter controlling the IR enhancement
and kˆ = k/k. Then the action of the operator S(s) (Eq. (5.17)) at leading order in ε
reads,
g2S(s)[Pw(k)] = PabPcdkakc
∫
q<kS
[dq]Pnw(q)
qbqd
q4
[
1− cos
(
(q · kˆ)
kosc
)]
Pw(k) , (7.3)
which reduces to a k-dependent multiplicative factor. Evaluating the integral we
obtain,
g2S(s)[Pw(k)] = k2
[(
1+fµ2(2+f)
)
Σ2 +f 2µ2(µ2−1)δΣ2]Pw(k)×(1+O(ε)) , (7.4)
with µ ≡ kz/k and
Σ2 ≡ 4pi
3
∫ kS
0
dq Pnw(q)
[
1− j0
(
q
kosc
)
+ 2j2
(
q
kosc
)]
, (7.5a)
δΣ2 ≡ 4pi
∫ kS
0
dq Pnw(q) j2
(
q
kosc
)
. (7.5b)
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Figure 3. Left panel: the dependence of the BAO damping factors Σ2 and δΣ2 on the
separation scale kS at redshift zero (in the cosmological model of [78], f = 0.483). Right
panel: the dependence of two contributions to the damping factor on the angle µ between
the Fourier wavevector and the line-of-sight; kS is fixed to 0.2h/Mpc.
Here jn are spherical Bessel functions and kS is the separation scale of long and short
modes in the loop integrals. Thus, the LO IR-resummed power spectrum of biased
tracers (say, halos) in redshift space is given by
P
(s) IR res,LO
hh (k, µ) =(b1 + fµ
2)2
(
Pnw(k) + e
−k2Σ2tot(µ;kS)Pw(k)
)
, (7.6)
where
Σ2tot(µ; kS) ≡
(
1 + fµ2(2 + f)
)
Σ2 + f 2µ2(µ2 − 1)δΣ2 . (7.7)
Note that the damping factor Σ2 has already appeared as a result of IR resummation
in real space [35, 38], while δΣ2 is a new contribution. The form of the first term in
(7.7) has a simple physical meaning: one has to keep the perpendicular (real space)
rms displacement Σ of soft modes intact while multiplying the rms displacements
along the line-of-sight by a factor (1 + f), as prescribed by the Kaiser formula, i.e.
k2‖(1 + f)
2Σ2 + k2⊥Σ
2 = Σ2(1 + fµ2(2 + f)) , (7.8)
where k‖ = kz, k⊥ =
√
k2 − k2z . Note that the contribution proportional to δΣ2 is
negative and thus it somewhat reduces the BAO damping compared to the simple
formula (7.8). The form of exponential damping (7.7) does not depend on bias
parameters. This is consistent with physical intuition, as the degradation of the BAO
feature in the statistics of biased tracers is caused by displacements of underlying
matter, in agreement with the equivalence principle [71].
We plot the dependence of the damping factors Σ2 and δΣ2 on the choice of kS in
the left panel of Fig. 3. At small kS  kosc the damping functions have the following
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asymptotic behavior:
Σ2(kS)→ 2pi
5
∫ kS
0
dq
q2
k2osc
Pnw(q) , δΣ
2(kS)→ 4pi
15
∫ kS
0
dq
q2
k2osc
Pnw(q) . (7.9)
The integral in δΣ2(kS) is cut off at kosc by the Bessel function and becomes a
constant equal to
δΣ2(kosc) ' 4pi
15k2osc
∫
q.kosc
dq q2Pnw(q) , (7.10)
whereas Σ2(kS) keeps growing up to q ∼ 0.2h/Mpc where it approaches its asymp-
totic value σ2v ≡ 4pi
∫
dq Pnw(q)/3. The integral in Σ
2(kS) receives the dominant
contribution from q & keq and is significantly bigger than δΣ2(kS). This numerical
hierarchy is due to the specific shape of the ΛCDM power spectrum which is strongly
suppressed at q . kosc; if the power spectrum peaked at momenta smaller than kosc,
the damping factors Σ2(kS) and δΣ
2(kS) would have comparable magnitudes.
As discussed in Sec. 5.2, the scale kS should be chosen high enough to include
the contributions of all relevant soft modes. At the same time, it should be smaller
than the momentum k of interest. In the numerical calculations below we will vary
kS in the range (0.05÷0.2)h/Mpc. The dependence of the final result on the precise
choice of kS should be considered as a measure of theoretical uncertainty.
In order to understand the effect of damping in redshift space let us rewrite the
expression (7.7) as Σ2tot = Σ
2
1 + Σ
2
2 with
Σ21(µ; kS) ≡ (1 + fµ2(2 + f))Σ2 ,
Σ22(µ; kS) ≡ f 2µ2(µ2 − 1)δΣ2.
(7.11)
Σ21 and Σ
2
2 as functions of µ are plotted in the right panel of Fig. 3. We fix kS =
0.2h/Mpc. For visualization purposes we multiply Σ22 by factor 100 and flip its
sign. We observe that Σ22 is much smaller than Σ
2
1 for all wavevector directions. Its
relative effect somewhat increases at high redshifts where the suppression by factor
f 2 is mitigated. As for the Σ21 contribution, we see that it grows monotonically with
µ and thus, as expected, the BAO signal is more suppressed for the wavevectors
aligned with the line-of-sight.
The IR-resummed bispectrum at leading order is easily obtained from the general
formula (5.24). Making use of the well-known SPT result we get,
B
(s) IR res,LO
hhh (k1,k2,k3) = 2
∑
1≤i<j≤3
(b1 + fµ
2
i )(b1 + fµ
2
j)Z2(ki,kj)
×
(
Pnw(kj)Pnw(ki) + e
−k2jΣ2tot(µj)Pw(kj)Pnw(ki) + e−k
2
i Σ
2
tot(µi)Pw(ki)Pnw(kj)
)
,
(7.12)
where µj ≡ kˆj · zˆ. As everywhere else in the paper, we have retained only linear
terms in Pw. The expression for the SPT kernel Z2 is given in Appendix C.
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7.2 The power spectrum and bispectrum at next-to-leading order
At NLO the IR-resummed power spectrum can be written as
P
(s) IR res,LO+NLO
hh (k, µ) =(b1 + fµ
2)2
(
Pnw(k) + (1 + k
2Σ2tot(µ))e
−k2Σ2tot(µ)Pw(k)
)
+ P
(s) 1−loop
hh
[
Pnw + e
−k2Σ2tot(µ)Pw
]
.
(7.13)
Note that the power spectrum that must be used as an input in the loop contribution
is anisotropic due to the angular dependence of the damping factor. This complicates
evaluation of the loop integral, as it prevents from using the standard procedure of
integrating over the azimuthal angle and reducing P
(s) 1−loop
hh to a finite series in µ
2.
To cast (7.13) in a more convenient form, we isolate the wiggly terms,
P
(s) 1−loop
hh,w = 6Z1(k)e
−k2Σ2tot(µ)Pw(k)
∫
d3pZ3(k,p,−p)Pnw(p)
+ 6Z1(k)Pnw(k)
∫
d3pZ3(k,p,−p)Pw(p)e−p2Σ2tot(µp)
+ 4
∫
d3p
(
Z2(p,k− p)
)2
Pnw(|k− p|)Pw(p)e−p2Σ2tot(µp) ,
(7.14)
where µp ≡ (pˆ · zˆ). The first term contains an integral of the isotropic smooth power
spectrum and its evaluation does not pose any problem. The second term is an
integral of a quickly oscillating function and is exponentially suppressed within our
power counting. Indeed, approximating Pw with the sine we have
9,∫
[dp] sin(p/kosc)fsmooth(p/k) ∼ e−k/kosc ∼ e−1/ε . (7.15)
Similarly, the hard part of the third integral, i.e. the contribution from |p−k| > kS,
is also exponentially suppressed. On the other hand, in the vicinity |p−k| < kS the
damping factor can be approximated as
e−p
2Σ2tot(µp) = e−k
2Σ2tot(µ)
(
1 +O(ε)
)
. (7.16)
The difference pertains to NLO soft corrections which we neglect in this paper.
We conclude that the damping factor can be pulled out of the loop integrals without
changing the order of approximation in our power counting. This allows us to rewrite
the IR-resummed power spectrum in the form involving only integration over the
isotropic initial power spectrum,
P
(s) IR res,LO+NLO
hh (k, µ) =(b1 + fµ
2)2
(
Pnw(k) + (1 + k
2Σ2tot(µ))e
−k2Σ2tot(µ)Pw(k)
)
+ P
(s) 1−loop
hh [Pnw] + e
−k2Σ2tot(µ)P (s) 1−loophh,w ,
(7.17)
9The kernel Z3(k,p,−p) is not regular at p→ 0. However, this singularity does not contribute
because Pw(p) vanishes at the origin.
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where P
(s) 1−loop
hh [Pnw] is evaluated on the smooth power spectrum only and
P
(s) 1−loop
hh,w = 6Pw(k)Z1(k)
∫
d3pZ3(p,−p,k)Pnw(p)
+ 4
∫
d3p
(
Z2(p,k− p)
)2
Pnw(|k− p|)Pw(p) .
(7.18)
An expression similar to (7.17) was obtained for the 1-loop IR resummed real-space
power spectrum in Ref. [38].
For higher-point correlation functions the “isotropisation” of the IR resummed
loop integrands is in general impossible. However, some partial contributions to the
total result may still be simplified. Thus, in Appendix D we show that the 1-loop
bispectrum in redshift space can be written in the following form,
B(s) IR res,LO+NLO =B(s) tree
[
Pnw+(1+k
2Σ2tot)e
−k2Σ2totPw
]
+B(s) 1−loop
[
Pnw+e
−k2Σ2totPw
]
≈B(s) tree[Pnw+(1+k2Σ2tot)e−k2Σ2totPw]+B(s) 1−loop[Pnw]
+ B˜
(s)
411,w + B˜
(s)
321−I,w + B˜
(s)
321−II,w + B˜
(s)
222,w ,
(7.19)
where all terms except B˜
(s)
222,w involve isotropic power spectra inside the momentum
integrals. The ‘approximately equal’ sign between the first and second lines means
that the two expressions are equal up to NLO soft correction. The formulae for
B˜
(s)
411,w, B˜
(s)
321−I,w, B˜
(s)
321−II,w and B˜
(s)
222,w are given in Eqs. (D.5) of Appendix D.
7.3 Comparison with other approaches
Let us compare our results to other methods. At the phenomenological level the
suppression of the BAO feature in redshift space is well described by a µ-dependent
exponential damping acting on the wiggly part of the linear power spectrum. The
aim of analytic approaches is to derive this result from first principles and consistently
generalize it to higher orders in perturbation theory, where the effects beyond this
simple damping are relevant. In this section we will focus on a few methods to
describe the BAO peak which are most common in the literature.
The simplest model describing the suppression of the BAO peak in redshift space
is given by
P (s)(k, µ) = (b1 + fµ
2)2
(
Pnw(k) + e
−k2A2(1+fµ2(2+f))Pw(k)
)
, (7.20)
with two possible choices of the damping factor A:
A2 = σ2v ≡
4pi
3
∫ ∞
0
dqP (q) , following [29, 32] ,
(7.21a)
A2 = Σ2∞ ≡
4pi
3
∫ ∞
0
dqP (q)
[
1− j0
(
q
kosc
)
+ 2j2
(
q
kosc
)]
, following [31, 79] .
(7.21b)
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The model (7.20) explicitly takes into account the fact that bulk flows significantly
affect only the wiggly part of the power spectrum. On the other hand, the damping
factors in (7.21) are different from ours, given in Eq. (7.7). The rms velocity dis-
placement in (7.21a) is enhanced at very low q, whereas the modes with q  kosc
should not affect the BAO feature as dictated by the equivalence principle. On the
other hand, the integrand (7.21b), as well as in our expressions (7.5), tends to zero
in the IR, and thus is consistent with the physical expectations. The damping factor
(7.21b) has the structure similar to our (7.5a) but is evaluated at kS = ∞. This
choice of kS contradicts the logic that only long-wavelength modes should be re-
summed and should be contrasted with our expressions which explicitly reflect this
argument. Indeed, only for the soft modes with q  k the mode coupling affecting
the BAO is enhanced.
As shown in Fig. 3, the numerical value of our damping factor appears to be
quite close to both (7.21a) and (7.21b) for the ΛCDM cosmology. It was already
pointed out in [35, 38] that if our universe had more power at large scales, q . kosc,
the damping factor (7.7) would be notably different10 from σ2v . On the other hand, if
there were more power at short scales, using (7.21b) one would significantly overdamp
the BAO signal. Last but not least, the models (7.21) do not take into account the
δΣ2 contribution, which, albeit small in the ΛCDM cosmology, could be sizable if keq
were smaller than kosc.
The leading order IR-resummed power spectrum (7.6) coincides with the ex-
pression found in Ref. [81]. The approach used in [81] is related to the framework
developed in Refs. [82, 83]. We point out that the accurate description of the BAO
feature requires including loop corrections and thus goes beyond the simple expo-
nential damping prescribed by (7.20).
Our results for the power spectrum are consistent with those obtained within the
effective field theory of large scale structure [33, 34, 36, 37, 41, 84, 85]. Our expres-
sions (5.30) and (5.32) agree, up to higher order corrections11, with those obtained
in Ref. [84]. We emphasize that TSPT gives a simple diagrammatic description of
IR resummation and provides a tool to examine and extend the results found in
Ref. [84]. IR resummation in TSPT readily generalizes beyond the power spectrum
and applies to any n-point correlation functions with an arbitrary number of hard
loops. The power counting, outlined in this paper, allows one to go beyond next-to-
leading order in a systematic way. In particular, TSPT allows one to systematically
10 It would be interesting to understand if this can account for the discrepancy between σ2v and
the actual damping factor found in simulations of a toy cosmological model with a bigger kosc
in [80].
11Note that [84] essentially applies the operator e−g
2S(s) to the whole power spectrum, including
its smooth part. This is equivalent to a partial resummation of IR corrections to the smooth power
spectrum. These corrections are not enhanced and therefore their resummation is not legitimate
within our power-counting rules.
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compute the subleading soft corrections relevant for the shift of the BAO peak. We
leave their detailed study for future work.
8 Numerical results and comparison with N-body data
In this section we show the results for the 2-point correlation function and the power
spectrum of matter in redshift space, although our analysis can be easily extended to
biased tracers. We will first discuss the 2-point correlation function, which allows us
to clearly illustrate the effect of IR resummation on the BAO feature due to a better
separation between the BAO peak and short scales. Then we compare our predictions
for the IR-resummed power spectrum at one loop against N-body data. To the best
of our knowledge, there are no publicly available data on the 2-point correlation
function in redshift space. That is why in this paper we limit the comparison to the
power spectrum, even though it is not optimal for the visualization of the BAO.
As common in redshift space analysis, we will study Legendre multipoles of the
power spectrum and the 2-point correlation function, defined via12
P`(k) =
2`+ 1
2
∫ 1
−1
L`(µ)P
(s)(k, µ)dµ ,
ξ`(r) = 4pi i
`
∫
P`(k)j`(kr)k
2dk ,
(8.1)
where L` is the Legendre polynomial of order `. We will focus on the monopole,
quadrupole and hexadecapole moments (` = 0, 2, 4), which fully characterize the
linear correlation function in redshift space.
We consider the cosmological model corresponding to the N-body simulations
performed in [78]. The linear power spectrum is produced with the Boltzmann code
CLASS [86] and then decomposed into the wiggly and non-wiggly components using
the spline approximation of the broadband power spectrum [35]. The redshift space
one-loop integrals are evaluated using the FFTLog algorithm [87, 88]. A similar
technique is used to compute the correlation function multipoles from those of the
power spectrum.
8.1 2-point correlation function: quantitative study
In the left panel of Fig. 4 we show the leading-order IR resummed monopole corre-
lation function for three different values13 of kS. For comparison we also show the
prediction of linear theory. As expected, the damping of the BAO described by a
12 Recall that in our Fourier transform convention ξ(x) =
∫
d3keikxP (k).
13 Alternatively, one could consider a k-dependent separation scale [38] to account for the fact
that the enhancement only takes place for modes with k  q. In order to avoid the uncertainty
related to the precise form of k-dependence, we prefer to keep kS as a free parameter that allows
us to control the theoretical error of our method.
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Figure 4. The monopole (` = 0) moment of the 2-point correlation function of matter in
redshift space at z = 0. Left panel: linear theory (orange, dashed) vs leading order (LO)
IR resummed results for several choices of kS (blue). Right panel: LO for kS = 0.2h/Mpc
(blue, dashed) vs next-to-leading order (NLO) IR resummed results (black).
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Figure 5. The quadrupole (` = 2) moment of the 2-point correlation function of matter
in redshift space at z = 0. Left panel: linear theory (orange, dashed) vs LO IR resummed
results for several choices of kS (blue). Right panel: LO for kS = 0.2h/Mpc (blue, dashed)
vs NLO IR resummed results (black). The three NLO curves are virtually indistinguishable.
simple exponential suppression of the wiggly component translates into a suppression
of the BAO peak. On the other hand, the scatter induced by the choice of kS is quite
sizable at leading order. To reduce this uncertainty one has to go to next-to-leading
order. The corresponding correlation function is displayed in the right panel of Fig. 4.
For comparison we also show the LO result for kS = 0.2h/Mpc. We observe that the
1-loop contribution slightly lifts the correlation function at short scales. The NLO
predictions have a very mild (sub-percent) dependence on the separation scale kS
which indicates the convergence of our resummation scheme.
Fig. 5 shows the result for the quadrupole, ` = 2. In the left panel we plot the
correlation function in linear theory and at the leading order of IR resummation for
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Figure 6. The hexadecapole (` = 4) moment of the 2-point correlation function of matter
in redshift space at z = 0. Left panel: linear theory (orange, dashed) vs LO IR resummed
results for several choices of kS (blue). Right panel: LO for kS = 0.2h/Mpc (blue, dashed)
vs NLO IR resummed results (black). Note that different choices of kS lead to virtually
identical curves.
three choices of kS. Since the quadrupole contribution is proportional to the deriva-
tives of the real-space correlation function [49], instead of a single peak we observe
an oscillating pattern at the BAO scales in linear theory. After IR resummation this
pattern becomes almost invisible. This happens because the broadband part of the
quadrupole has a significant amplitude at the BAO scale, which makes it difficult
to distinguish a much smaller BAO contribution. We note that the dependence on
the separation scale is quite mild both at leading (left panel) and next-to-leading
order (right panel). We also observe the relative impact of the one-loop contribution
becomes more sizable as compared to the monopole.
Fig. 6 shows the result for the hexadecapole, ` = 4. Similarly to the previous
case, we observe that the oscillating pattern corresponding to the BAO is strongly
suppressed after the IR resummation. The dependence on the separation scale is mild
both at LO and NLO. We observe that the broadband part is significantly altered
by the one-loop correction to the smooth power spectrum.
8.2 Matter power spectrum: comparison with N-body data
In this section we compare our predictions for the power spectrum and its multipoles
at LO and NLO with the N-body simulations performed in [78]. The results of this
section should be taken with a grain of salt as they do not take into account UV
counterterms whose inclusion is necessary for a consistent description of the short-
scale dynamics. The analysis including UV counterterms will be reported elsewhere.
Fig. 7 shows the results for the power spectrum in real space at z = 0 (up-
per left panel) and the power spectrum multipoles: monopole (upper right panel),
quadrupole (lower left panel), and hexadecapole (lower right panel) divided by the
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Figure 7. Matter power spectrum in real space (upper left panel) and power spectrum
multipoles in redshift space: monopole (upper right panel), quadrupole (lower left panel),
and hexadecapole (lower right panel), normalized to the corresponding linear non-wiggly
power spectra. Bands show variation of the IR-resummed results when kS changes between
0.05 and 0.2h/Mpc. For NLO results the bands are barely visible. All results are shown
for z = 0, f = 0.483.
corresponding linear non-wiggly power spectra. We show the predictions of linear
theory (orange, dashed), leading order (blue) and next-to-leading order (black) IR re-
summation models. For IR resummed power spectra we show bands corresponding to
the theoretical uncertainty caused by variation of kS in the range (0.05÷0.2)h/Mpc.
Note that for the NLO spectra this band is barely visible. The error bars correspond
to sample variance from an overall simulation volume 160 × (2.4Gpc/h)3. They do
not take into account systematic errors due to discreteness effects, which become big
for higher-order power spectrum multipoles at large scales. In particular, we observe
that the fluctuations in the measured hexadecapole power spectrum are very large
even at mildly non-linear scales.
Qualitatively, we observe that the LO result does not improve much over linear
theory as it misses the correct broadband information, while upon including the 1-
loop corrections at NLO the agreement between the data and the theory improves.
The monopole and quadrupole moments clearly exhibit the finger-of-God suppression
at short scales. It reduces the range of agreement between the data and the theory as
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Figure 8. Matter power spectrum in real space (upper left panel) and power spectrum
multipoles in redshift space: monopole (upper right panel), quadrupole (lower left panel),
and hexadecapole (lower right panel), normalized to the corresponding linear non-wiggly
power spectra. Bands show variation of the IR-resummed results when kS changes between
0.05 and 0.2h/Mpc. For NLO results the bands are barely visible. All results are shown
for z = 1.5, f = 0.916.
compared to real space and implies that UV counterterms should play a significant
role is redshift space [36, 85].
In Fig. 8 we demonstrate the results for z = 1.5, which display an improvement
in the agreement between the data and the theory over a wider range of scales in
line with the suppression of non-linearities at large redshifts.
9 Summary and outlook
In this paper we embedded redshift space distortions and bias in time-sliced per-
turbation theory. We developed a manifestly IR-safe framework which allows us to
perturbatively compute non-linear equal-time correlation functions of biased tracers
in redshift space. The key observation is that the coordinate transformation from real
to redshift space can be viewed as a fictitious 1D fluid flow, which maps real space
correlation functions to the redshift space ones. Once this mapping is done, one can
systematically resum the enhanced IR corrections affecting the BAO feature. The
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IR resummation of cosmological correlators proceeds in a straightforward manner
along the lines of [35]. IR resummation in TSPT is based on physically motivated
power counting rules and has a clear diagrammatic representation, which allows to
compute the relevant corrections in a systematic and controllable way.
Our analysis gives a simple prescription for the numerical evaluation of the IR-
resummed cosmological correlation functions. First, one has to isolate the oscillating
part of the power spectrum as only this contribution is susceptible to non-linear
damping due to bulk flows. IR resummation at leading order amounts to replacing
the usual linear power spectrum by the “improved” one,
P (k)→ Pnw(k) + e−k2Σ2tot(µ;kS)Pw(k) , (9.1)
where µ is the cosine of the angle between the wavevector k and the line-of-sight,
kS is the separation scale defining the range of modes which are resummed, and
the damping factor Σ2tot is given in (7.5). Applying this prescription we obtained
the explicit expressions for the IR-resummed power spectrum (7.6) and bispectrum
(7.12) of biased tracers in redshift space.
At first order in hard loops IR resummation amounts to computing loop diagrams
using the IR-resummed power spectrum (9.1) as an input. This must be accompanied
by modification of the input power spectrum in the tree-level part to avoid double
counting. The general formula for n-point IR-resummed redshift-space correlator
reads,
C(s) IR res,LO+NLOn (k1, ...kn) =C
(s) tree
n
[
Pnw + (1 + k
2Σ2tot)e
−k2Σ2totPw
]
(k1, ...kn)
+ C(s) 1−loopn
[
Pnw + e
−k2Σ2totPw
]
(k1, ...kn) ,
(9.2)
where C
(s) tree
n and C
(s) 1−loop
n are the tree-level and 1-loop contributions understood as
functionals of the input power spectrum. Equation (9.2) applies both to the density
and velocity correlators, as well as to biased tracers. It also admits a straightforward
generalization to higher orders in hard loops.
The angular dependence of the damping factor Σ2tot in (9.2) reduces the symmetry
of one-loop integrands and complicates the numerical evaluation. We have shown
that for the one-loop power spectrum it is possible to rearrange our result in an
equivalent form, Eq. (7.17), suitable for numerical implementation using standard
algorithms. We also derived a simplified expression for the redshift-space 1-loop
bispectrum, see Eq. (7.19).
The separation scale kS is a priori arbitrary and any dependence on it should
be considered as part of the theoretical uncertainty. We show that the scatter of our
results w.r.t variations of this scale in the reasonable range (0.05÷ 0.2)h/Mpc is not
negligible at LO, but substantially reduces when including NLO corrections. This
testifies the convergence of our resummation procedure.
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We compared our results with available N-body data on the power spectrum
of matter in redshift space and found that IR resummation at NLO significantly
improves the range of agreement between theory and data compared to linear theory
and LO IR resummation. The results of our comparison are preliminary at the
moment as we have not included into calculation the UV-counterterms. Taking into
account these counterterms is expected to further improve the agreement. We leave
this task for future study.
Our results suggest several directions for future research. On one hand, one can
accurately assess the shift of the BAO peak in redshift space and for biased tracers.
Although the expression (7.17) already contains some contributions into the shift,
its precise value must be validated by computing full NLO soft corrections. On
the other hand, our results may be useful for elucidating systematic uncertainties
of the reconstruction algorithms, see Ref. [24] for a recent work in this direction.
Finally, our theoretical template may be used for analyzing the data from full-shape
measurements of galaxy clustering without reconstruction.
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A Review of time-sliced perturbation theory for matter in
real space
In this section we give a brief review of TSPT for matter in real space with emphasis
on IR resummation [35, 43]. For clarity we will omit the superscripts (r) in the
notations for cosmological fields. We are interested in the correlation functions of
the overdensity field δ = (ρ− ρ¯)/ρ¯ and the velocity divergence field Θ ∝ ∇·v, whose
time-evolution is governed by the continuity and Euler equations for the peculiar
flow velocity v,
∂δ
∂τ
+∇ · [(1 + δ)v] = 0 , (A.1a)
∂v
∂τ
+Hv + (v · ∇)v = −∇φ , (A.1b)
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where ∇2φ = 3
2
H2Ωmδ and H = aH. Here τ is conformal time and Ωm is the
matter density fraction. It is well-known [52] that in the case of an Einstein–de
Sitter universe these equations can be cast in a form free from any explicit time
dependence by introducing the time parameter η = lnD, where D is the linear
growth factor, and appropriately rescaling the velocity divergence
Θ = −∇ · vHf (A.2)
with f = d lnD/d ln a. For the realistic ΛCDM cosmology, the substitution (A.2)
into (A.1) leaves a mild residual time dependence which, however, has little effect
on the dynamics. Following conventional practice we will neglect this explicit time
dependence in the equations of motion, but keep the factor f when it appears in
redshift space quantities.
In Fourier space Eqs. (A.1) can be rewritten as
∂ηδk −Θk =
∫
[dq]2δ(3)(k− q12)α(q1,q2)Θq1δq2 ,
∂ηΘk +
1
2
Θk − 3
2
δk =
∫
[dq]2δ(3)(k− q12)β(q1,q2)Θq1Θq2 ,
(A.3)
with non-linear kernels
α(k1,k2) ≡ (k1 + k2) · k1
k21
, β(k1,k2) ≡ (k1 + k2)
2(k1 · k2)
2k21k
2
2
. (A.4)
The main idea of the TSPT approach is to substitute the time evolution of the over-
density and velocity divergence fields, δ and Θ, by that of the their time dependent
probability distribution functional. This idea is particularly useful when one is only
interested in equal time correlation functions. For adiabatic initial conditions only
one of the two fields is statistically independent. We choose it to be the velocity
divergence field Θ and denote its probability distribution functional by P [Θ; η]. At
any moment in time, the field δ can be expressed in terms of Θ as
δk = δ[Θ; η,k] ≡
∞∑
n=1
1
n!
∫
[dq]nK(r)n (q1, ...,qn) δ
(3)(k− q1...n)
n∏
j=1
Θ(η,qj) , (A.5)
with K
(r)
1 = 1. Equation (A.5) can be used to eliminate the density field from
Eq. (A.1) and obtain a closed equation for the velocity divergence,
∂ηΘ(η,k) = I[Θ] ≡
∞∑
n=1
1
n!
∫
[dq]nI(r)n (q1, ...,qn) δ
(3)(k− q1...n)
n∏
j=1
Θ(η,qj) , (A.6)
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with I
(r)
1 ≡ 1 corresponding to the growing mode in the perfect fluid approximation.
The kernels K
(r)
n and I
(r)
n are found recursively using the relations,
K
(r)
2 (k1,k2) =
4
7
(
1− (k1 · k2)
2
k21k
2
2
)
, (A.7a)
I
(r)
2 (k1,k2) = 2β(k1,k2) +
3
2
K
(r)
2 (k1,k2) , (A.7b)
K(r)n (k1, ...,kn) =
2
2n+ 3
[ n∑
i=1
α
(
ki,
∑
1≤j≤n,j 6=i
kj
)
K
(r)
n−1(k1, ..., kˇi, ...,kn)
−
∑
1≤i<j≤n
I
(r)
2 (ki,kj)K
(r)
n−1(ki + kj,k1, ..., kˇi, ..., kˇj, ...,kn)
− 3
2
n−1∑
p=3
1
p!(n− p)!
∑
σ
K(r)p
(
kσ(1), ...,kσ(p)
)
K
(r)
n−p+1
( p∑
l=1
kσ(l),kσ(p+1), ...,kσ(n)
)]
,
(A.7c)
I(r)n (k1, ...,kn) =
3
2
K(r)n (k1, ...,kn) , n ≥ 3 . (A.7d)
Equal-time correlation functions for Θ and δ can be obtained by taking functional
derivatives with respect to the external sources J and Jδ, respectively, of the following
partition function,
Z[J, Jδ; η] =
∫
[DΘ] P [Θ; η] exp
{∫
[dk]ΘkJ(−k) +
∫
[dk]δ[Θ; η,k]Jδ(−k)
}
.
(A.8)
The probability density functional satisfies the Liouiville equation which reflects the
conservation of probability,
∂
∂η
P [Θ; η] +
∫
[dk]
δ
δΘ(k)
(I[Θ; η]P [Θ; η]) = 0 . (A.9)
In perturbation theory one can represent (logarithm of) P [Θ; η] as a power series in
Θ,
P [Θ; η] = N−1 exp
{
−
∞∑
n=1
1
n!
∫
[dk]n Γ(r) totn (η; k1, ...,kn)
n∏
j=1
Θkj
}
, (A.10)
where N is a normalization factor. Substituting this representation into (A.9) and
using Eq. (A.6) we obtain the following chain of equations on the vertices,
∂ηΓ
(r) tot
n (η; k1, ...,kn) +
n∑
m=1
1
m!(n−m)!
∑
σ
I(r)m (η; k1, ...,km)
× Γ(r) totn−m+1(η;
m∑
l=1
kσ(l),kσ(m+1), ...,kσ(n)) = δ
(3) (k1...n)
∫
[dp]I
(r)
n+1(η; p,k1, ...,kn) .
(A.11)
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It is convenient to decompose the solution of these equations into two pieces:
Γ(r) totn = Γ
(r)
n + C
(r)
n , (A.12)
where Γ
(r)
n is the solution of the homogeneous equations (A.11) with the initial con-
ditions reflecting the initial statistical distribution, and C
(r)
n is the solution of the
inhomogeneous equations with vanishing initial conditions. The Γ
(r)
n vertices have
the physical meaning of 1-particle irreducible tree-level correlators with amputated
external propagators, and C
(r)
n are counterterms, whose role is to cancel divergences
in the loop corrections [43].
For the Gaussian initial conditions the time-dependence of the vertices Γ
(r)
n fac-
torizes,
Γ(r)n = δ
(3)(k1...n)
Γ¯
′(r)
n
g2(η)
, (A.13)
where the time-independent kernels Γ¯
′(r)
n are given by
Γ¯
′(r)
2 (k1,k2) =
1
P¯ (k1)
, (A.14a)
Γ¯′(r)n (k1, ...,kn) = −
1
n− 2
∑
1≤i<j≤n
I
(r)
2 (ki,kj)Γ¯
(r)
n−1(ki+kj,k1, ..., kˇi, ..., kˇj, ...,kn)
− 3
2(n− 2)
n−1∑
p=3
1
p!(n− p)!
∑
σ
K(r)p
(
kσ(1), ...,kσ(p)
)
× Γ¯(r)n−p+1
( p∑
l=1
kσ(l),kσ(p+1), ...,kσ(n)
)
, n ≥ 3 . (A.14b)
The counterterms C
(r)
n do not depend on time and are given by:
C(r)n (k1, ...,kn) =
1
n
[
δ(3)(k1...n)
∫
[dp]I
(r)
n+1(p,k1, ...,kn)
−
n∑
p=2
1
p!(n− p)!
∑
σ
I(r)p
(
kσ(1), ...,kσ(p)
)
C
(r)
n−p+1
( p∑
l=1
kσ(l),kσ(p+1), ...,kσ(n)
)]
.
(A.15a)
A.1 IR resummation in real space
IR resummation in real-space TSPT proceeds in three steps [35]:
1. One notices that the vertices Γ¯
(r)
n are functionals of the linear power spectrum
P¯ (k). Hence, the decomposition of P¯ (k) into the smooth and wiggly parts induces
a similar decomposition of the vertices,
Γ¯(r)n = Γ¯
nw (r)
n + Γ¯
w (r)
n , (A.16)
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where the terms O(P¯ 2w/P¯
2
nw) are neglected.
2. One identifies IR-enhanced contributions. These are characterized by inverse
powers of the small parameter ε ∼ q/k  1, where q is a soft (loop) momentum
and k is an external momentum. The enhancement takes place only for the wiggly
vertices which have the following asymptotic behavior in the limit q/k → 0:
Γ¯′w (r)n
(
k1, ...,km −
n−m∑
i=1
qi,q1, ...,qn−m
)
= (−1)n−m
( n−m∏
i=1
D(r)qi
)[
Γ¯′w (r)n (k1, ...,km)
]
(1 +O(ε)) ,
(A.17)
where the operator D(r)q acts on the wiggly power spectrum as follows,
D(r)q [P¯w(k)] =
(k · q)
q2
(eq·∇k′ − 1)P¯w(k′)
∣∣∣
k′=k
. (A.18)
From (A.18) we see that the wiggly vertex is enhanced as
Γ¯′w (r)n
(
k1, ...,km −
n−m∑
i=1
qi,q1, ...,qn−m
)
∼ O(ε−n+m) . (A.19)
3. One introduces power counting rules and resum all the contributions at a
desired order. The power counting rules in real and redshift spaces are the same,
see Sec. 5.2. The procedure of IR resummation in TSPT has a simple diagrammatic
interpretation. The leading soft corrections correspond to daisy diagrams with multi-
ple soft loops dressing a single wiggly vertex. This is true irrespective of the number
of hard loops in the diagram. The soft loop contributions factorize, which allows to
easily resum them to all orders in perturbation theory. For a generic wiggly vertex
with n hard wavenumbers dressed by L soft loops one has
V L−loopw,n =
•
q1
•
•
qL
kn
kn−1
•
k2
k1
Γ¯
w(r)
n+2L
•
•
=
1
(n+ 2L)!
· (2L+ n)...(2L+ 1) · (2L− 1)!!
×
L∏
i=1
[∫
qi<kS
[dqi] g
2P¯nw(qi)
]
g−2Γ¯′w (r)n+2L(k1, ...,kn,q1,−q1, ...,qL,−qL) .
(A.20)
– 41 –
Using Eq. (A.17) we obtain
V L−loopw,n =
1
L!
[
g2
2
∫
q<kS
[dq] P¯nw(q)D(r)q D(r)−q
]L
g−2Γ¯′wn (k1, ...,kn) . (A.21)
Clearly, the summation over the number of soft loops leads to an exponentiation of
the differential operator
− g2S(r) ≡ g
2
2
∫
q<kS
[dq] P¯nw(q)D(r)q D(r)−q . (A.22)
For n = 2 we obtain
Γ
′w,(r) IR res,LO
2 = e
−g2S(r)Γ′w2 . (A.23)
Adding the smooth part and inverting the whole vertex we obtain the LO result for
the power spectrum
P (r) IR res,LO(η; k) = g2(η)
(
P¯nw(k) + e
−g2(η)S(r)P¯w(k)
)
. (A.24)
Approximating the differential operator as (7.2) leads to
P (r) IR res,LO(η; k) = Pnw(k) + e
−k2Σ2(η)Pw(k) , (A.25)
where the damping factor Σ2 is given in Eq. (7.5a) and we have switched to the com-
pact notation for the time-dependent linear power spectrum (7.1). IR resummation
at first order in hard loops amounts to evaluating the loop integrals using (A.24) and
accounting for double counting in the tree-level result, e.g. for the power spectrum
we have
P (r) IR-res,LO+NLO =Pnw + (1 + k
2Σ2(η))e−k
2Σ2(η)Pw
+ P (r) 1−loop[Pnw + e−k
2Σ2Pw] .
(A.26)
This procedure generalizes to higher point functions C
(r)
n , i.e.
C(r) IR res,LO+NLOn (k1, ...,kn) =C
(r) tree
n
[
Pnw + (1 + k
2Σ2)e−k
2Σ2Pw
]
(k1, ...,kn)
+ C(r) 1−loopn
[
Pnw + e
−k2Σ2Pw
]
(k1, ...,kn) .
(A.27)
These expressions are valid up to next-to-leading order soft corrections which are
numerically small.
B Asymptotic behavior of RSD vertices in the soft limit
In this Appendix we prove the asymptotic formula (5.13) for the redshift space ver-
tices. For clarity we will omit the superscript (s) in the notation for the wiggly
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vertices and keep in mind that these quantities are evaluated in redshift space. In
what follows it is useful to define the operator
Dzq[P¯w(k)] =
kzqz
q2
(eq·∇k′ − 1)P¯w(k′)
∣∣∣
k′=k
. (B.1)
To prove (5.13) we proceed by induction. In Eq. (5.7) we have verified this
formula for n = 3. Now, suppose it is valid for n− 1 and any m. Our aim is to prove
it for n. Using the recursion relation (4.9) we write
Γ′wn (f ; k1, ...,km −Q,q1, ...,qn−m) = Γ′w (r)n (f ; k1, ...,km −Q,q1, ...,qn−m)
−
∫ f
0
dF
[ ∑
1≤i<j<m
I
(s)
2 (ki,kj) Γ
′w
n−1(F ; ki + kj, ..., kˇi, ..., kˇj, ...)
+
m−1∑
i=1
I
(s)
2 (ki,km −Q) Γ′wn−1(F ; ..., kˇi, ...,km + ki −Q, ...)
+
m−1∑
i=1
n−m∑
j=1
I
(s)
2 (ki,qj) Γ
′w
n−1(F ; ...,ki + qj, ..., qˇj, ...)
+
n−m∑
j=1
I
(s)
2 (km −Q,qj) Γ′wn−1
(
F ; ...,km −
∑
l 6=j
ql, ..., qˇj, ...
)
+
∑
1≤i<j 6=n−m
I
(s)
2 (qi,qj) Γ
′w
n−1(F ; ...,qi + qj, ..., qˇi, ..., qˇj, ...)
]
,
(B.2)
where we have introduced a shorthand notation Q ≡∑n−mi=1 qi. Let us estimate the
enhancement of various terms in this expression. The real-space vertex Γ
′w (r)
n is of
order O(ε−n+m), as seen from Eq. (A.17). The vertices in the second and third lines
have n − m soft arguments and thus are also enhanced as O(ε−n+m) according to
our induction hypothesis. The vertices in the last three lines have one soft argument
less and thus are only O(ε−n+m+1). In the fourth and fifth lines, however, this is
compensated by the poles in the I
(s)
2 kernels,
I
(s)
2 (ki,qj) ≈
ki,zqj,z
q2j
= O(1/ε) . (B.3)
Keeping only the terms O(ε−n+m) we arrive at
Γ′wn = Γ
′w (r)
n −
∫ f
0
dF
[ ∑
1≤i<j≤m
I
(s)
2 (ki,kj) Γ
′w
n−1(F ; ki + kj, ..., kˇi, ..., kˇj, ...)
+
n−m∑
j=1
m−1∑
i=1
ki,zqj,z
q2j
Γ′wn−1(F ; ...,ki + qj, ..., qˇj, ...)
+
n−m∑
j=1
km,zqj,z
q2j
Γ′wn−1
(
F ; ...,km −
∑
l 6=j
ql, ..., qˇj, ...
)]
.
(B.4)
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Next, we use that km = −
∑m−1
i=1 ki due to momentum conservation and rewrite the
last two terms as
n−m∑
j=1
m−1∑
i=1
ki,zqj,z
q2j
[
Γ′wn−1(F ; ...,ki + qj, ..., qˇj, ...)− Γ′wn−1(F ; ...,km −
∑
l 6=j
ql, ..., qˇj, ...)
]
=
n−m∑
j=1
DzqjΓ′wn−1(...,km −
∑
l 6=j
ql, ..., qˇj, ...)
≈ (−1)n−m−1
n−m∑
j=1
Dzqj
∏
l 6=j
(D(r)ql + FDzql) Γ′wm (F ; k1, ...,km)
= (−1)n−m−1 ∂
∂F
(
n−m∏
l=1
(D(r)ql + FDzql)) Γ′wm (F ; k1, ...,km) .
(B.5)
On the other hand, the first term in square brackets in (B.4) reads,∑
1≤i<j≤m
I
(s)
2 (ki,kj) Γ
′w
n−1(F ; ki + kj, ..., kˇi, ..., kˇj, ...)
≈ (−1)n−m
n−m∏
l=1
(D(r)ql + FDzql) ∑
1≤i<j≤m
I
(s)
2 (ki,kj) Γ
′w
m−1(F ; ki + kj, ..., kˇi, ..., kˇj, ...)
= (−1)n−m−1
n−m∏
l=1
(D(r)ql + FDzql) ∂∂F Γ′wm (F ; k1, ...km) ,
(B.6)
where in the last equality we again used the relation (4.9). Combining Eqs. (B.5)
and (B.6) we obtain,
Γ′wn = Γ
′w (r)
n + (−1)n−m
∫ f
0
dF ∂
∂F
( n−m∏
l=1
(D(r)ql + FDzql) Γ′wm (F ; k1, ...km)) . (B.7)
Integration and use of Eq. (A.17) for the real space vertex Γ
′w (r)
n yields the formula
(5.13). QED
C Bias expansion at one loop
In order to obtain the bias kernels Mn at one loop we have to go to the second order
in Π, i.e. we need only
Π
[1]
ij =
∂i∂jδ
∆
,
Π
[2]
ij =
∂i∂j
∆
(Θ(1 + δ)− δ) + ∂i∂j
∆
(
∂lδ
∂lΘ
∆
)
− ∂i∂j∂lδ
∆
∂lΘ
∆
.
(C.1)
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At first order there is a single operator in the bias expansion, trΠ[1] = δ. At second
order there are two operators,
O[2]1 ≡
1
2
(tr[Π[1]])2 =
δ2
2
,
O[2]2 ≡
1
2
tr[(Π[1])2] =
1
2
∂i∂jδ
∆
∂i∂jδ
∆
.
(C.2)
At third order we have:
O[3]1 ≡
1
6
(tr[Π[1]])3 =
δ3
6
,
O[3]2 ≡
1
2
tr[(Π[1])2]tr[Π[1]] =
1
2
∂i∂jδ
∆
∂i∂jδ
∆
δ ,
O[3]3 ≡
1
6
tr[(Π[1])3] =
1
6
∂i∂jδ
∆
∂i∂lδ
∆
∂l∂iδ
∆
,
O[3]4 ≡
1
2
tr[Π[2]Π[1]] =
1
2
{
∂i∂j
∆
(Θδ + Θ− δ)∂i∂jδ
∆
+
[
∂i∂j
∆
(
∂lδ
∂lΘ
∆
)
− ∂i∂j∂lδ
∆
∂lΘ
∆
]
∂i∂jδ
∆
}
.
(C.3)
Going into Fourier space and using the decomposition (A.5) we obtain (6.12) with
the following kernels:
M
(r)
1 (k) = b1 ,
M
(r)
2 (k1,k2) = b1K2(k1,k2) + b2 + bO[2]2
(k1 · k2)2
k21k
2
2
,
M
(r)
3 (k1,k2,k3) = b1K3(k1,k2,k3) + b2[K2(k1,k2) + perm.]
+ bO[2]2
[
(k1 · k23)2
k21k
2
23
K2(k2,k3) + perm.
]
+ b3 + bO[3]2
[
(k1 · k2)2
k21k
2
2
+ perm.
]
+ bO[3]3
(k1 · k2)(k2 · k3)(k3 · k1)
k21k
2
2k
2
3
+ bO[3]4
[
(k1 · k23)2
k21k
2
23
(
1− 1
2
K2(k2,k3)
)
+
(k3 · k2)
k223k
2
1k
2
2k
2
3
[
(k1 · k2)(k1 · k3)(k22 + k23)− (k2 · k3)
(
(k1 · k3)2 + (k1 · k2)2
)]
+perm.
]
,
(C.4)
where ‘perm.’ means terms obtained by cyclic permutations of the momenta k1,k2,k3.
Note that the M
(r)
n kernels written above are manifestly IR safe. The kernels in red-
shift space are obtained using the recursion relations similar to (4.17). In particular,
we have
M
(s)
1 (k) = b1 + fµ
2 ,
M
(s)
2 (k1,k2) = M
(r)
2 (k1,k2) +
{
µ21 + µ
2
2 − 2
(k1 · k2)
k1k2
µ1µ2
}
b1f ,
(C.5)
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where µi ≡ (kˆi · zˆ). The expression for M (s)3 is rather cumbersome and we do not
present it here.
For reference we also write down the SPT kernels for biased tracers in redshift
space. Compared to [52] we add the tidal bias. It appears convenient to change the
bias basis and consider
δh = b1δ +
b2
2
δ2 + bG2G2 +
b3
6
δ3 + bG3G3 + b(G2δ)G2δ + bΓ3Γ3 , (C.6)
where
G2(Φ) = (∂i∂jΦ)2 − (∂2Φ)2 ,
G3(Φ) = −∂i∂jΦ∂j∂kΦ∂k∂iΦ− 1
2
(∂2Φ)3 +
3
2
(∂i∂jΦ)
2∂2Φ ,
Γ3 = G2(Φ)− G2(Φv) ,
(C.7)
and we introduced we velocity potential defined via ∆Φv = Θ. Acting along the lines
of Sec. 7.4.1 of [52] we obtain
Z1(k) = b1 + fµ
2 , (C.8a)
Z2(k1,k2) =
b2
2
+ bG2
(
(k1 · k2)2
k21k
2
2
− 1
)
+ b1F2(k1,k2) + fµ
2G2(k1,k2)
+
fµk
2
(
µ1
k1
(b1 + fµ
2
2) +
µ2
k2
(b1 + fµ
2
1)
)
, (C.8b)
Z3(k1,k2,k3) =
b3
6
+ bG3
[
−(k1 · k2)(k2 · k3)(k3 · k1)
k21k
2
2k
2
3
− 1
2
+
3
2
(k1 · k2)2
k21k
2
2
]
+ b(G2δ)
[
(k1 · k2)2
k21k
2
2
− 1
]
+ 2bΓ3
[
(k1 · (k2 + k3))2
k21(k2 + k3)
2
− 1
] [
F2(k2,k3)−G2(k2,k3)
]
+ b1F3(k1,k2,k3) + fµ
2G3(k1,k2,k3) +
(fµk)2
2
(b1 + fµ
2
1)
µ2
k2
µ3
k3
+ fµk
µ3
k3
[
b1F2(k1,k2) + fµ
2
12G2(k1,k2)
]
+ fµk(b1 + fµ
2
1)
µ23
k23
G2(k2,k3)
+ b2F2(k1,k2) + 2bG2
[
(k1 · (k2 + k3))2
k21(k2 + k3)
2
− 1
]
F2(k2,k3) +
b2fµk
2
µ1
k1
+ bG2fµk
µ1
k1
[
(k2 · k3)2
k22k
2
3
− 1
]
, (C.8c)
where k = k1 + k2 + k3 and the kernel Z3 must be symmetrized in its arguments.
D Simplification of NLO IR resummed integrands: example
of bispectrum in redshift space
At face value, IR resummation requires using the dressed anisotropic power spectrum
Pnw(p) + e
−p2Σ2tot(µp)Pw(p) (D.1)
– 46 –
as an input in loop calculations. This prescription causes technical complications that
one would like to minimize. We have seen in Sec. 7.2 that in the case of one-loop
power spectrum one can pull the anisotropic damping factor outside the momentum
integral without changing the order of approximation of the final result. Here we
discuss the general situation for an 1-loop n-point correlator and illustrate it on the
example of bispectrum. We will work in terms of SPT diagrams.
Consider an SPT one-loop diagram for some n-point function and substitute the
linear power spectrum in it by its IR-resummed counterpart (D.1). Depending on
the topology of the diagram the wiggly power spectrum can be:
(a) outside the loop and depend only on an external momentum. In this case the
loop integral contains only the isotropic smooth power spectrum Pnw and its
evaluation is straightforward.
(b) inside the loop and be multiplied by a combination of kernels without IR sin-
gularities at finite values of the loop momentum p (we choose p to coincide
with the argument of Pw). An example of such contribution is given by the
second term in (7.14) which is part of P13 diagram in SPT language. As we
discussed in Sec. 7.2, such contributions are exponentially suppressed and can
be safely neglected.
(c) inside the loop and be multiplied by a combination of kernels with a single IR
singularity at p = p0, where p0 is a linear combinations of external momenta.
This is the case of the third term in (7.14) which comes from the P22 diagram.
In such diagram the argument of the damping factor can be substituted by p0,
e−p
2Σ2tot(µp)Pw(p)→ e−p20Σ2tot(µp0 )Pw(p) . (D.2)
Then the damping factor can be taken out of the loop integral.
(d) inside the loop and be multiplied by a combination of kernels with more than
one IR singularity. We are not aware of any convenient method to simplify
these contributions, so in this case the anisotropic damping factor must be
kept inside the integral.
Applying the above algorithm to the one-loop correction to the bispectrum we
obtain the following expression,
B(s) IR res,NLO(k1,k2,k3) = B
(s) 1−loop[Pnw] + B˜(s) 1−loopw (k1,k2,k3) , (D.3)
where B(s) 1−loop[Pnw] is evaluated using only the smooth power spectrum and
B˜(s) 1−loopw = B˜
(s)
411,w + B˜
(s)
321−II,w + B˜
(s)
321−I,w + B˜
(s)
222,w . (D.4)
– 47 –
Here the individual terms read,
B˜
(s)
411,w = 12Z1(k2)Z1(k3)
[
e−k
2
2Σ
2
tot(µ2)Pw(k2)Pnw(k3) + e
−k23Σ2tot(µ3)Pnw(k2)Pw(k3)
]
×
∫
[dp]Z4(−p,p,−k2,−k3)Pnw(p) + 2 cyclic perm. ,
(D.5a)
B˜
(s)
321−II,w = 6Z1(k2)Z2(k2,k3)
[
e−k
2
2Σ
2
tot(µ2)Pw(k2)Pnw(k3)+e
−k23Σ2tot(µ3)Pnw(k2)Pw(k3)
]
×
∫
[dp]Z3(−p,p,k3)Pnw(p) + 5 permutations ,
(D.5b)
B˜
(s)
321−I,w =6Z1(k3)e
−k23Σ2tot(µ3)Pw(k3)
×
∫
[dp]Z3(−p,p− k2,−k3)Z2(p,k2 − p)Pnw(p)Pnw(|k2 − p|)
+ 12Z1(k3)Pnw(k3)e
−k22Σ2tot(µ2)
×
∫
[dp]Z3(−p,p− k2,−k3)Z2(p,k2 − p)Pw(p)Pnw(|k2 − p|)
+ 5 permutations,
(D.5c)
B˜
(s)
222,w = 8
∫
[dp]Z2(−p,p + k1)Z2(−p− k1,p− k2)Z2(p + k2,p)
× e−p2Σ2tot(µp)Pw(p)Pnw(|p + k1|)Pnw(|p− k2|) + 2 cyclic perm.
(D.5d)
We observe that the terms (D.5a), (D.5b) are of type (a), the term (D.5c) is of type
(c), whereas (D.5d) is of type (d).
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