1 log jzj, *denotes convolution, 17 = ( :x, :y) and 17 J_ = ( :y -a: ) . Here 1.1>0 denotes the viscosity constant. As far as strong solutions concerns, (0.1) is equivalent to the Navier-Stokes equation. In fact, u(t, z) turns to be the velocity field described by the NavierStokes equation. Conversely we can get v from u as v =curl u. Since the two dimensional Navier-Stokes equation is an equation of a vector valued function, a probabilistic treatment is not easy, while the vorticity equation (0.1) is nothing but a McKean's type non-linear equation (see [3] ). Such an observation for the two dimensional Navier-Stokes equation was made by Marchioro-Pulvirenti in [2] .
Let {Zt} denote the McKean process associated with (0.1);
(0.2) u(t, z) = (17 J_G)*(Zt o P)(z)
where a 2 =21.1, {Bt} is a 2-dimensional Brownian motion. The precise definition of the McKean process associated with (0.1) will be presented in Section 2.
The n particle system associated with (0.1) are described by the following SDEs, However, if it starts out side of N, it can be shown that this diffusion process does not hit N (see Section 2 and Osada [6] ). Now we prepare some notations. For a separable metric space S, Jt(S) denotes the set of probalilities on S. Form e Jt(S) and a measurable function f, we set < m,f) = L f dm. A sequence of symmetric probabilities mn on sn is said to be m-chaotic for a probability m on S, if for Ji, · · ·, fk e Cb(S), k lim <mn,fi®· · ·®fk®I®· · ·®1)= IT <m,f't), n---+oo i=l holds. If we denote by (X1, ... ' Xn) E sn a random variable with the distribution mn, it can be shown (see Tanaka [12] , Sznitman [10] ) that being m-chaotic is equivalent to the convergence in law of Xn=(I/n) L:1= 1 oxi towards the non-random m.
In the following, C will denote C ([O, oo )-+ R 2 ).
Let { Z~ = (Z~, ... , zm (resp. {Zt}) be the solution of (0.3) ((0.2)) with an initial distribution "1rn(Z1, ... 'Zn)dz1 . .. dzn ( t(z)dz) and p n (P) be the probability on en ( C)
induced by {zn ({Zt}). Now we state our main result: Marchioro-Pulvilenti [2] presented first this propagation of chaos problem for the vorticity equation and Goodman [1] discussed also this problem. Their results are valid for all v >O. However their arguments are not complete in two points. First they did not construct a diffusion process associated with (0.3). Second they discussed the propagation of chaos not from (0.3) but from another equation approximating (0.3). In the above theorem, we have proved the original problem without any modification.
As we shall remark in Section 2, Zc o P(dz) has a smooth density if In Section 1, we prepare some uniform estimates for fundamental solution of parabolic equation to obtain a tightness result of { P n}· This tightness result is valid for all v > 0. In Section 2, we obtain a uniqueness result for a weak solution of (0.1) and give a precise meaning to (0.2). In Section 3, we identify the limit of { P n} and complete the proof. In Section 4 we prove a certain uniform estimate of moments of fundamental solutions.
We explain the basic idea. Let Ln be the generator of (0.3);
n Ln=vLl+(n-1)- 
We can obtain by applying Ito's formula to R(Z 2 )= -l/(4n 2 JZzl2) that
LG)(Z;-z;)ds).
The second term is bounded from above because R < 0 and t e L =(R In this section we prepare analytical estimates which will be used throughout this paper and obtain tightness results.
Let a~/t), a~/t, x), ci/t, x) and m(x) be measurable functions. Set (1.1) where 
We callp a regular fundamental solution of at-A (A e G(n; a, [3, r) where pk is a fundamental solution of at-Ak. Lemma 1.1. Let A e G(n; a, [3, 
r). Then there exists a regular fundamental solution of at -A. Moreover, an arbitrary regular fundamental solution p(s, x, t, y) satisfies
for alls< t and x, y e Rn with positive constants C 1 and C 2 depending only on a, [3, rand n, that
for all T<t-s, t' -s' < oo and x, y, x', y' E Rn, where C 3 depends only on a, f3, r, n and T(T>O), and f) (O<O< 1) depends only on a, (3, rand n.
See Theorem 1 and 2 in [8] for a proof.
Lemma 1.2. Let A be G.D.F. defined by (1.1). Let u(t, x) is a solu-tion of the Cauchy problem of at-A on [a, b]XRn with u(a, ·) e L2(Rn)n L1(Rn). Suppose bi E Lr 0 c(Rn) and that
(1.5) (1.7)
We shall prove Lemma 1.3 in Section 4. Now let Ln be the generator of then-particle system (0.3). Then
Let L~ be the formal adjoint of Ln with respect to Lebesgue measure. Then
). Moreover there exists a unique regular fundamental solution Pn(s, x, t, y) of at -L~ satisfying
where {Z~} is the solution of (0.3).
See [6] and example 2 in Section 1 in [8] for proof.
As a corollary of Lemma 1.1 and Lemma 1.4, we have the following estimate, which will be used frequently in Section 3.
(1.9)
for all x, y E Rn, O<t-s< oo.
We show finally tightness results for { z;} appearing in Theorem.
Proposition 1.1. Let {z;,m} be the first m components of {zn. Then
(ii) { P n} is tight.
Proof. By Lemma 1.3 and Lemma 1.4, we have
Here we used the symmetry of (z:, · · ·, Z~).
This proves (i). It is well known that (ii) follows from (i). § 2. Uniqueness results for the non-linear process
Let {Zt} be a R 2 valued measurable process and {µt} be the distribution of {Zt}· {µt} is said to be a weak solution of (0.1) with an initial distribution µ 0 , if {µt} satisfies the following conditions;
for all ¢ E cmo, oo) X R 2 ) and 0 < t < oo. It should be noted that
follows from the definition immediately. We present a uniqueness result for weak solutions of (0.1). We show first (2.4). By (0.6) and the definition of u, we have
U1(t, Z)=l7 xa1*µlz)+l7 ya2*µt(z) u 2 (t, z)= -17 xaa*µtCz)-17 ya 1 *µlz).
Since llai(z)llLoo<R2)<1/4 (i=l, 2, 3), we have
Hence we obtain (2.4). Next we shall show that µ is a solution of the is P martingale with respect to the canonical filtration. Here µ is the distribution of (Zt, P) and L~ is the operator defined by (2.26)
LGhµi(z)).
The expression for L~ is formal, however owing to (2.24), the second term of (2.25) has always a finite expectation.
We call this PE ..4(C) to be a McKean process associated with (0. Then P is unique.
Proof It is clear that {µ(t, z)dz} is a weak solution of (0.1). Then it follows from Proposition 2.2 that {µ(t, z)dz} is unique. Hence the generator Lµ is determined uniquely. Since u(t, z) is bounded measurable, the martingale problem for L~ starting from (0, z) is well posed (see [9] ). Then we obtain the uniqueness of martingale solutions. Throughout this section, we shall denote an arbitrary convergent subsequence of {Pn}, also, by {Pn}, and its limit by P 00 • The purpose of this section is to show P 00 concentrates on P&;J · · · &;; P to complete the proof of Theorem.
For m E Jt(C We prepare first the following two lemmas to show the above proposition. 
Define for O<. <1, .fi(z)=min {f(z), 1-i-"} and gz(Z)= -G*fi(z).
Here * denotes convolution. Then it is clear that Llg= f and Llgi = fi. By Ito's formula and symmetry of (Z!, ... , Z~), we have <Pn, gz(Z!-Z;))ls=t
= -
-t <Pn, ft (17gz)(Z!-Z;) ·(PJ_G)(Z!-Z;)ds)
n-1 i=2 s By (1.9), we can apply Lebesgue's convergence theorem to the both sides of (3.3). Hence <Pn, g(Z!-Z;)) 1:::
+2v<Pn, J:1icz;-z;)as)
~.(2v-1 )<Pn, ft fi(Z;-z;)as). rr(l-a) e
Here we used the symmetry of (Z}, · · ·, Z~) and
.
a+I a+I
By Lemma 1.3, we have
Here C is a positive constant independent of t, e and n. Lemma 3.2 follows from (3.4) and (3.6) immediately.
We can do this in such a way that (3.8) for all ( 
where C1 =maxi,z l,h(z)! and C 2 =max<t,z> 1¢(t, z)I. Here we used (3.8).
(ii) follows from this immediately. We prepare first several notations. Let rP be the function defined by
Proof of Proposition
where
We set r(z 1 )=r 1 (z 1 ). Let* denote convolution as before and ® denote the following operation;
for functions f defined on R 2 P and g defined on R 2 q.
Define and
It is easy to see that Combining these results with (3.14) yields (i).
Now we proceed the proof of (ii). Let r;=rlz 
We now have kq is not of C 2 -class. However by the device similar to the proof of Lemma 3.2, we can apply Ito's formula for kq to obtain (Pn, kq(z:-z:, z:-z:)) J: + 2v(P 00, ( m, J: g;,(Z;-z;)ds)).
Here we used Lemma 3.2 to show the convergence of the first two terms of the right hand side of (3.29).
Now we see 
Here we used Lemma 1.3 and (0.4) to show the second term of (3.33) is bounded from above. By (i) of Lemma 3.6 and (3.32), we have lim;.-o 11 2 \ < oo. Collecting these results yields (i). The proof of (ii) is similar to that of (i). Hence we omit it. Then by (i) of Lemma 3.6, we obtain (3.34), which completes the proof of (i). It is clear that (ii) follows from (i). The purpose of this section is to prove estimates for fundamental solutions of G.D.F. which are independent of dimension n and to prove Lemma 1.3. In case of divergence form Lemma 1.3 has been already shown in [5] . Our argument here is based on that of in [5] 
Proof of Proposition
The proof of (i) and (ii) is elementary. Hence we omit it.
In the following succesive four lemmas, we shall estimate M(p, q) from above. 
Let Ik denote the k-th term of the right-hand side of ( 4.6). Let Ik denote the k-th term of the right-hand side of ( 4.9). Then by the uniform ellipticity of {aiJ} we have (4.10) Moreover by ( On the other hand, by (4.19) and (4.21) we have 
