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We present a comprehensive study of the statistical features of a three-dimensional time-reversible
Navier-Stokes (RNS) system, wherein the standard viscosity ν is replaced by a fluctuating thermostat
that dynamically compensates for fluctuations in the total energy. We analyze the statistical features
of the RNS steady states in terms of a non-negative dimensionless control parameter Rr, which
quantifies the balance between the fluctuations of kinetic energy at the forcing length scale `f and
the total energy E0. For small Rr, the RNS equations are found to produce “warm” stationary
statistics, e.g. characterized by the partial thermalization of the small length-scales. For large
Rr, the stationary solutions have features akin to standard hydrodynamic ones: They have compact
energy support in k-space and are essentially insensitive to the truncation scale kmax. The transition
between the two statistical regimes is observed to be smooth but rather sharp. Using insights from
a diffusion model of turbulence (Leith model), we argue that the transition is in fact akin to a
continuous phase transition, where Rr indeed behaves as a thermodynamic control parameter, e.g.
a temperature. A relevant order-parameter can be suitably defined in terms of a (normalized)
enstrophy, while the symmetry breaking parameter h is identified as (one over) the truncation
scale kmax. We find that the signatures of the phase transition close to the critical point R?r can
essentially be deduced from a heuristic mean-field Landau free energy. This point of view allows
us to reinterpret the relevant asymptotics in which the dynamical ensemble equivalence conjectured
by Gallavotti, Phys.Lett.A, 223, 1996 could hold true. We argue that Gallavotti’s limit is precisely
the joint limit Rr >→ R?r and h >→ 0, with the overset symbol “>” indicating that these limits
are approached from above. The limit therefore relates to the statistical features at the critical
point. In this regime, our numerics indicate that the low-order statistics of the 3D RNS are indeed
qualitatively similar to those observed in direct numerical simulations of the standard Navier-Stokes
(NS) equations with viscosity chosen so as to match the average value of the reversible viscosity.
This result suggests that Gallavotti’s equivalence conjecture could indeed be of relevance to model
3D turbulent statistics, and provides a clear guideline for further numerical investigations at higher
resolutions.
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I. INTRODUCTION
Describing the irreversible behaviors of macroscopic
observables arising from time-reversible microscopic dy-
namics is the central long-standing theme of non-
equilibrium statistical mechanics [1–3]. When there ex-
ists a wide scale separation between the microscopic and
the macroscopic scales, the emergence of irreversibility
can in general be formalized using a variety of reduction
techniques including but not limited to stochastic equa-
tions, diffusion or projection operator formalisms that
model the collective evolution of the fast variables [4–
7]. The scope of many other promising strategies is still
an active area of research [8–12]; therefore, a system-
atic framework is lacking that allows to derive, from first
principles, a non-equilibrium thermodynamic formalism
to account for the macroscopic irreversibility.
∗ research.vishwanath@gmail.com
† simon.thalabard@impa.br
In the context of three-dimensional (3D) stationary
homogeneous isotropic turbulence, a hallmark of irre-
versibility is the phenomenon of anomalous dissipation,
namely the fact that the rate of energy dissipation 
becomes finite as the separation between the injection
and the dissipative viscous scales become infinite. The
breaking of detailed balance is then made apparent
through the celebrated four-fifth law (see, e.g. Ref. [13]),
which ties  to the average of the cube of the longitudinal
velocity increments. This is an anomalous feature, as
in the limit of vanishing viscosity (infinite Reynolds
number) the flow could in principle formally be described
by the time-symmetric Euler equations.
A thorough description of irreversibility in turbulence
requires to underpin its precise features and in recent
years this problem has witnessed a renewed interest.
In particular, non-trivial signatures of irreversibility
have been identified on the Lagrangian statistics: Both
experiments and large numerical simulations have
demonstrated that these depend on the forward-in-time
or backward-in-time conditioning [14–17]. For instance,
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2both fluid and heavy particles tend to gain kinetic
energy slowly but loose it rapidly along their Lagrangian
trajectories [18–20]: This is a clear example of an irre-
versible behavior, whose origin is related to the vortex
stretching and generation of small length scales [21]; this
persists even in the limit of vanishing viscosity.
One important difficulty in studying turbulent irre-
versibility comes from its asymptotic nature. Even mas-
sive computational effort in numerically integrating the
NS equations may fail in clearly disentangling the finite-
Reynolds-number effects from its truly asymptotic fea-
tures [22, 23]. An alternative approach is to modify the
governing equations to make them time-reversible, and
then study whether the irreversible signatures of turbu-
lence are still present under suitably defined limits. An
early example of such an approach is that of the “con-
strained Euler system” considered in Ref. [24], wherein
the energies contained within narrow wave number shells
are held constant in time. The resulting system was
shown to reproduce many of the standard statistical fea-
tures of isotropic Navier-Stokes (NS) turbulence, includ-
ing intermittency.
In Ref. [25], another time-reversible governing equation
was proposed, based on the assumption that the fluid is
not subjected to the usual viscous dissipation, but rather
to a modified dissipation mechanism, obtained by impos-
ing a global constraint on the system. This results in a
time-reversal invariant dissipative term characterized by
the appearance of a “reversible viscosity” that balances
the energy injection by behaving like a “thermostatting
term”, while a prescribed macroscopic observable such as
the total energy or the total enstrophy remains constant
in time. An equivalence between these time-reversible
formulations and the standard NS dynamics was postu-
lated to hold true in the limit of high Reynolds number
[25], as a consequence of a more general equivalence of
dynamical ensembles for non-equilibrium systems [26]. If
this “equivalence conjecture” is true, at least for suit-
able choices of thermostat, then the statistical features
of turbulent flows in the inertial range can be obtained
by adopting two distinct approaches, which model mi-
croscopic dissipation differently, but yield an equivalent
macroscopic behavior.
The use of the reversible formulation opens up the pos-
sibility to explore the implications of the chaotic hypoth-
esis [27] for the fluctuations of the local observables and
the Lyapunov spectrum. This perspective has motivated
many investigations, including numerical [28–31] and ex-
perimental ones [32].
Numerical tests probing the equivalence of dynamical
ensembles have been performed in various settings, but
so far only for simple models rather than the full 3D NS
equations. For instance, the time-reversible version of the
shell model of turbulence obtained by imposing a global
constraint of energy conservation was investigated in [28].
It was found that as the amplitude of the external force
is varied, from zero to high values, the system exhibits
a smooth transition from an equilibrium state to a non-
equilibrium stationary state with an energy cascade from
large to small scales.
Such models have also been studied in combination
with various kinds of thermostats. Recent results suggest
that the relevance of the equivalence conjecture might
crucially depend on which macroscopic observable is cho-
sen to be held constant [33, 34]. Insights on how macro-
scopic irreversibility is linked to the non-equilibrium en-
ergy cascade process rather than to the explicit breaking
of the time-reversal invariance due to viscous dissipation
were also reported in Ref. [35].
The validity of the equivalence conjecture along with
various consequences of the chaotic hypothesis were
tested for incompressible two-dimensional (2D) flows [29,
31]. Direct numerical simulations (DNS) of the incom-
pressible 2D NS equations were compared to their re-
versible counterpart, in order to examine the fluctua-
tions of global quadratic quantities in statistically sta-
tionary states. A comparative study of the Lyapunov
spectra showed that they overlap [31]. These studies
naturally went beyond the reduced models of turbulence
and dealt with the full governing equations, though with
small number of Fourier modes, and provided an addi-
tional support in favor of the conjecture.
The above discussion suggests that the (time) Re-
versible Navier-Stokes (RNS) systems, as prescribed by
the equivalence conjecture, can perhaps provide a gen-
eralized framework which is capable of producing gen-
uine turbulent statistics arsing from a time-reversible dy-
namics. This is especially useful for understanding the
anomalous turbulent signatures. Therefore, the recent
works based on the shell models of turbulence [33, 35]
are a step forward in understanding the Gallavotti’s con-
jecture.
To the best our knowledge, no systematic attempt has
been made so far in order to clearly achieve the limit in
which the equivalence conjecture could supposedly hold
true, e.g. the limit ν → 0 for the full 3D NS equations.
The obvious reason for this, is the fact that this question
is both subtle and a priori difficult to tackle from a
numerical perspective. Any numerical scheme involves
a cutoff scale kmax, and the desired asymptotics is then
necessarily a joint limit kmax → ∞, ν → 0. In principle,
these two limits do not commute. In the context of
Gallavotti’s original equivalence conjecture, one should
clearly let kmax → ∞ before letting ν → 0, and in
our view even a phenomenological hint as to whether
the equivalence conjecture should reasonably hold in
this limit is perhaps currently lacking. To gain such
an intuition, one should probably first understand the
nature of statistical regimes that the RNS dynamics is
likely to generate. Yet, systematic overviews, to this
day, at best are either essentially qualitative or simply
absent, especially for the case of 3D RNS. The present
paper intends to fill this gap.
Our work offers a comprehensive study of the statisti-
3cal features of a 3D time-reversible NS system, in which
the standard viscosity is replaced by a fluctuating ther-
mostat that dynamically compensates for fluctuations in
the total energy. To identify different statistical regimes
of this system, we introduce a non-negative dimension-
less control parameter Rr = f0`f/E0, which quantifies
the balance between the injection of kinetic energy at the
forcing length-scale `f and the total energy E0. We find
that the system exhibits a smooth transition from a high-
enstrophy, truncation effects dominated phase at small
Rr to low-enstrophy, hydrodynamical states at large Rr
. This transition has features akin to a continuous phase
transition, with average enstrophy as an order parameter.
For small values of Rr, the RNS equations produce
steady states that exhibit close-to-equilibrium Gibbs-
type statistics at small length-scales. Following Ref. [36],
we refer to such states as warm states (solutions). The
terminology is simply meant to convey the idea that the
spectra being partially thermalized at the ultra-violet
end, should behave akin to a heat-bath, a feature
previously observed in truncated fluid models [37–39].
For large Rr, the stationary solutions have compact
energy support in k-space and are found to be essentially
insensitive to the cutoff scale kmax (later precisely
defined) and we refer to these kind of states as being of
hydrodynamic type. Furthermore, using insights from
a reversible non-linear diffusion model of turbulence
(Leith model), we argue that the transition is in fact
akin to a continuous phase transition, and that Rr
indeed behaves as a thermodynamic control parameter,
e.g. a temperature. Also, as mentioned above, a relevant
order-parameter can be suitably defined in terms of a
(normalized) enstrophy, while the symmetry breaking
parameter h is identified as (one over) the truncation
scale kmax. We find that the signatures of the phase
transition close to the critical point R?r can essentially
be deduced from a heuristic mean-field Landau free
energy. This point of view allows us to reinterpret the
relevant asymptotics in which Gallavotti’s conjecture
could hold true. Gallavotti’s limit precisely corresponds
to the joint limit Rr >→ R?r and h >→ 0, with overset
“>” meaning that the critical point is approached
from above. It therefore relates to the statistics in the
neighborhood of the critical point. In this regime, our
numerics indicate that the 3D RNS steady statistics
mimic their standard NS counterpart, with viscosity
matching the average value of the reversible viscosity.
This result hints towards the validity of the equivalence
conjecture.
The remainder of this paper is organized as follows.
§ II introduces the RNS equations and the control pa-
rameter Rr. We schematically discuss the expected sta-
tistical features of the RNS states in the two opposite
asymptotic limits: Rr → 0 and Rr →∞. § III describes
the outcomes of our RNS numerics, and presents a de-
tailed overview of the different statistical regimes which
we observe. We identify a small crossover range of Rr,
wherein the RNS states continuously transits from being
“warm” to “hydrodynamic”. § IV discusses insights ob-
tained from the analysis of a suitably defined “reversible
Leith model”, the statistical regimes of which are inter-
preted within the framework of a mean-field second-order
Landau theory. § V extends the discussion to the RNS
system, and reformulates the equivalence in a thermo-
dynamic framework. We compare low-order RNS and
NS statistics at values of Rr that are slightly above the
critical point, and argue that this is indeed the relevant
regime to consider. § VI summarizes our findings and
presents some perspectives.
II. THE (TIME) REVERSIBLE
NAVIER-STOKES EQUATIONS
A. Formal definitions
The spatio-temporal evolution of the velocity field
u(x, t) describing an incompressible fluid flow within a
spatial domain D is governed by the Navier-Stokes (NS)
equations
∂u
∂t
+ (u · ∇)u = −∇p+ ν∇2u + f , (1)
where ν is the kinematic viscosity, p is the pressure field
and f is the forcing term, acting at large length-scales, to
sustain a statistically steady state. The incompressibility
is ensured by requiring ∇ · u = 0 and the fluid density is
set to 1.
In presence of the viscous dissipation term ν∇2u, the
resulting macroscopic dynamics is clearly irreversible, as
the NS equations (1) are not invariant under the trans-
formation
T : t→ −t; u→ −u. (2)
We now follow Ref. [25], and alter the dissipation opera-
tor term to make it invariant under the transformation T .
The modification consists in transforming the dissipation
operator into a thermostat, so that a certain macroscopic
quantity, such as the total energy or the total enstrophy,
becomes a conserved quantity. While Ref. [40] discusses
several implementations of this idea, we here choose to
follow Ref. [28, 29], and impose a constraint on the total
kinetic energy. An elementary calculation shows that in
order for the energy to be held constant, the viscosity
must fluctuate as
νr[u] =
∫
D f · u dx∫
D (∇× u)2 dx
. (3)
The “reversible viscosity” is a functional of u and de-
pends on the state of the system. We refer to the equa-
tions obtained by replacing the constant in time viscosity
ν in the NS equations (1) with the state dependent νr as
the “Reversible Navier-Stokes” (RNS) equations:
∂u
∂t
+ (u · ∇)u = −∇p+ νr∇2u + f , (4)
4where we still enforce incompressibility as ∇ · u = 0.
B. Control parameter Rr
To characterize the statistical steady states of the RNS
system, we use the dimensionless control parameter
Rr = f0`f
E0
, (5)
where E0 is the total (conserved) energy fixed by the
initial state, f0 is the forcing amplitude and `f is the
energy injection length scale.
Despite its suggestive name, the control parameter
Rr should not be interpreted as either a “Reversible
Reynolds number” or an inverse thereof : None of the
two asymptotic regimes Rr → 0 and Rr →∞ describe a
fully-developed turbulent state. This is perhaps slightly
counter-intuitive as when Rr → 0 the RNS dynamics
formally reduces to the freely evolving Euler equations.
There is yet no reason to expect this limit to produce
a “fully developed turbulent” steady state, as it corre-
sponds to a very specific joint limit, where both the vis-
cous and the forcing term simultaneously vanish. Fully
developed turbulence is in principle generated from the
NS equations in a different manner, that is by letting the
standard viscosity ν → 0 at fixed value of the forcing
f0 [13]. There is therefore no reason that both limits
coincide.
The present work relies on numerical integration of the
RNS equations. The fact that the limit Rr → 0 is not
linked with the fully-developed turbulence becomes clear
from the following arguments. Indeed, any numerical
calculation involves a finite resolution, or equivalently a
finite number of degrees of freedom. At fixed resolution,
the limit Rr → 0 does not yield the Euler equations but
rather their truncated counterpart. Hence, the numeri-
cal integration of the truncated RNS equations, in the
limit Rr → 0, will converge towards an absolute equilib-
rium equipartition state that corresponds to the equipar-
tition of energy among the modes; this state has Gaussian
statistics quite unlike a fully developed turbulent state.
We refer the reader to Appendix A for further details on
absolute equilibria and truncated Euler flows.
The limit Rr →∞, on the contrary, resembles an over-
damped dynamics: In this limit, the forcing is infinitely
large compared to the energy retained in the system.
Therefore, any energy injected at length-scale `f should
in principle be immediately removed by the reversible
viscosity, thereby suppressing the nonlinear transfer of
energy. This asymptotic steady state is mostly insensi-
tive to the number of modes used in the numerical sim-
ulations.
The two asymptotic phases should obviously cross over
at intermediate values of Rr, and this is very schemati-
cally summarized by the diagram sketched in Fig. 1. Our
numerical simulations intend to substantiate this crude
phenomenological overview, and in particular provide a
FIG. 1. A schematic illustration of the phase diagram of the
(truncated) RNS system. The smallRr truncation dominated
regime and the large Rr hydrodynamic regimes are separated
by a crossover region, in accordance with the heuristic de-
scription of § II B based on the two asymptotic limits Rr → 0
and Rr →∞.
detailed characterization of the RNS statistical regimes
when Rr takes a finite value.
III. NUMERICAL EXPERIMENTS
We begin this section with a brief overview of our nu-
merical methods that we use to study the RNS system,
followed by a comprehensive description of the results
obtained from the numerical simulations. We show that
the phase diagram depicted in Fig. 1 is correct. The
RNS system indeed has two distinct statistical regimes
separated by a crossover region; the transition between
these two regimes has the character of a continuous-phase
transition.
A. Details of the simulations
1. Numerical schemes
We perform numerical simulations of the 3D NS
Eqs. (1) and the 3D RNS Eqs. (4) by using the Fourier
pseudo-spectral method, implemented in an efficient,
parallel numerical code VIKSHOBHA [41].
The velocity field u is solved inside a cubic domain D
of side 2pi, and is prescribed to be triply-periodic. There-
fore, it can be represented by the Fourier series
u(x, t) =
∑
k
uˆ(k, t) exp (ik · x),
where k = (k1, k2, k3), ki ∈ [−Nc/2, Nc/2 − 1] represent
the 3D wave vectors and Nc is the number of colloca-
tion points. The incompressibility condition is used to
eliminate the pressure term by introducing a transverse
projection operator Pi,j(k) = δi,j − kikj/k2 that projects
the nonlinear term on a plane perpendicular to k. The
Fourier pseudo-spectral method relies on the computa-
tion of the linear terms in Fourier space and the nonlin-
ear terms in real space, before transforming them back
to Fourier space. Aliasing errors are removed using the
standard 2/3-dealiasing rule, so that the maximum wave
number in our simulations is kmax = Nc/3. Both the
5NS and the RNS dynamics are evolved in time using a
second-order Runge-Kutta scheme. In our RNS numer-
ics, the time-step was kept very small dt = 7.5 × 10−4,
and this allowed us to have a very accurate conservation
of the energy; errors are below 0.03 percent in our runs.
2. Initial data and forcing
Both the RNS and NS runs are initiated from the fol-
lowing Taylor-Green velocity field:
ux = u0 sin(x) cos(y) cos(z),
uy = −u0 cos(x) sin(y) cos(z),
uz = 0,
where the coefficient u0 sets the value of the initial energy.
In order to obtain statistically steady states, we inject
energy in the system by using the Taylor-Green forcing:
fx = f0 sin(k˜fx) cos(k˜fy) cos(k˜fz),
fy = −f0 cos(k˜fx) sin(k˜fy) cos(k˜fz),
fz = 0,
where f0 and k˜f are respectively the forcing amplitude
and wave number. We write kf :=
√
3k˜f as the norm of
the forcing wave vector kf =
(
k˜f , k˜f , k˜f
)
.
As an aside, let us recall that the Taylor-Green flow
has a vanishing total helicity, e.g.
∫
D u.(∇× u) = 0.
3. Conventional definitions
We compute the isotropic energy spectrum as
E(k, t) :=
1
2
∑
k:
k− 12<|k|≤k+ 12
|uˆ(k, t)|2,
from which both the (total) energy E :=
∑kmax
k=1 E(k, t)
and the enstrophy Ω :=
∑kmax
k=1 k
2E(k, t) are estimated.
The non-linear energy fluxes are defined through
Π(k, t) =
∑
|k|≥k
T (k, t), where
T (k, t) := <
 ∑
i,j=1,2,3
uˆ?i [k, t] Pi,j(k)
[
̂u× (∇× u)
]
j
[k, t]

represents the energy transfer function.
We finally define the forcing timescale as τ = `f/
√
E0,
with E0 denoting either the prescribed RNS energy or a
suitable time-averaged NS energy. Please observe that in
Fourier space, the reversible viscosity defined in Eq. (3),
is computed as
νr[u] = inj/Ω, with Ω the enstrophy,
and inj := <

∑
k:|k|≤kmax
i=1,2,3
fi(k, t) · u?i (k, t)

(6)
representing the injected power due to the external forc-
ing.
4. Parameters of the Simulations
In order to carry out a systematic investigation of the
RNS system at fixed Nc and fixed forcing wave number
kf =
√
3, we follow two protocols: (A) vary u0 so that
the runs have different E0 for fixed f0; (B) vary f0 using
the same prescribed initial velocity amplitude u0 = 1
(in which case all the corresponding RNS runs have the
same total energy). Our discussion is based on three sets
of runs of resolution up to 1283, the details and labels of
which are summarized in Table I.
Set Nc kmax E0 f0
A64 64 21.3 From 0.06 to 2.2 0.13
A128 128 42.6 From 0.06 to 2.2 0.12
B128 128 42.6 0.125 From 0.012 to 0.12
TABLE I. The three sets of runs discussed in the present
work.
B. Results
We now present our results from DNSs of the RNS
system. We find that the time-averaged value of the
enstrophy and reversible viscosity, as a function of the
control parameter Rr, provides an insightful way to dis-
tinguish between the different statistical regimes of the
RNS system. They serve as a relevant order parameter
that clearly demarcates the phase diagram in two regions
Rr < R−r ' 2 and Rr > R+r ' 3.2, in accordance with
the two asymptotic states Rr → 0 and Rr →∞. We re-
fer to the low-Rr regime as a “warm” statistical states, as
they are characterized by the presence of a partial ther-
malization at small length-scales and therefore are sensi-
tive to the cutoff wave number kmax. The high-Rr regime
is insensitive to this non-physical cutoff, and hence we re-
fer to these states as being of “hydrodynamic” type. The
rangeR−r ≤ Rr ≤ R+r is a crossover region over which the
mean value of the order parameter smoothly decreases
from a finite positive values to a nearly vanishing one.
Moreover, the vicinity of the critical point is character-
ized by the presence of strong fluctuations (bursts) in the
enstrophy time series, whose origin in our understanding
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FIG. 2. Signatures of the RNS phase transition. (a) Time-averaged reversible viscosity νr vs. Rr. Dotted lines represent
the scaling νr ∼ R2r , prescribed by the asymptotics Rr → 0 (see text for details). For Rr > R?r , the reversible viscosity becomes
independent of the cutoff kmax. This signals that the regime is of hydrodynamic type. (b) Time-averaged normalized enstrophy
Ω˜ vs. Rr, exhibiting a smooth transition in the vicinity of R?r ' 2.75. Ω˜ ∈ [0, 1] acts as an order parameter. (c) Time series of
the normalized enstrophy (Ω˜ := Ω/Ωeq) for representative values of the control parameter Rr from Set B128. (d) Time-variance
of Ω˜ vs. Rr showing the enhancement of the enstrophy fluctuations near Rr ∼ R?r . In every figure, the grey-shaded area
indicates a transition range delimited by R−r ' 2 and R+r ' 3.2.
is linked to a non-trivial, ultra-violet multi-scale dynam-
ics.
1. Statistical states of the RNS system
The enstrophy Ω is particularly sensitive to the on-
set of a thermalization at small length-scales (large wave
numbers). For our purposes here, we find it conve-
nient to normalize the enstrophy as Ω˜ := Ω/Ωeq, where
Ωeq = 3k
2
maxE0/5 is the absolute equilibrium value (see
Appendix A for details).
Note that the (non-signed) reversible viscosity, defined
by Eq. (6), is also sensitive to the fluctuations at small
length scales. Therefore, the time-averaged enstrophy
and the reversible viscosity emerge as a natural choice
for the order parameter, which allows us to distinguish
between the different phases (statistical regimes) of the
RNS system. In the asymptotic limit Rr → 0, i.e. in
case of full thermalization, 〈νr〉 → 0 and 〈Ω˜〉 → 1, while
the opposite limit Rr →∞ (over-damped regime) corre-
sponds to 〈νr〉 → ∞ and 〈Ω˜〉 → 0.
Figures 2 (a)-(b) show the values of 〈νr〉 and 〈Ω˜〉
as function of the control parameter Rr, on which the
crudely depicted “crossover region” of Fig. 1 between
the small-Rr thermalized and the large-Rr hydrodynam-
ical can be identified as the critical region in the close
vicinity of R?r = 2.75.
This information can be refined by monitoring the dy-
namical behavior of the order parameters, rather than
7their time-averaged values. To simplify the discussion,
we choose to comment only on the fluctuations of the nor-
malized enstrophy, which we show in Fig. 2(c) and (d).
Specifically, Fig. 2 (c) displays the dynamical evolution Ω˜
for representative values of Rr corresponding to the RNS
Set B128, while Fig. 2 (d) shows the relative amplitude of
the fluctuations (standard-deviation of Ω˜ relative to 〈Ω˜〉)
for all three sets of runs A64, A128 and B128 as a function
of the control parameter Rr. The combined insight from
both the averaged and dynamical behavior of Ω˜ leads us
to identify three sub-ranges of the control parameter Rr
that correspond to three different statistical regimes of
the RNS system that we describe below.
a. The hydrodynamic range: Rr > R+r ' 3.2.
In this range, the time-averaged reversible viscosities 〈νr〉
reach finite positive values. The data collapse observed
in Fig. 2 (a) suggests that these values are described by
an increasing function of Rr, independent of both the
chosen protocol and the cutoff scale kmax. This feature
is compatible with the normalized enstrophy 〈Ω˜〉 being
nearly vanishing and behaving as a decreasing function
of Rr. Note that 〈Ω˜〉 has some dependence on kmax, this
is evident from the observation that its profile for set A64
in Fig. 2 (b) lies above those for sets A128 and B128.
Furthermore, the enstrophy time-series indicate that
in this range ofRr, typical statistically steady states have
low-amplitude enstrophy fluctuations. Empirical fits
shown in Fig. 2 (d) reveal that the normalized temporal
standard-deviations of the enstrophies are reasonably
well described by [Var(Ω˜)]1/2 ' A+〈Ω˜〉/(Rr/R?r − 1),
with A+ = 0.05 and R?r = 2.75, independent of kmax.
b. The warm range: Rr < R−r ' 2.
In this range of Rr, the order parameters show some de-
pendence on kmax, as visible in Fig. 2 (a) and (b). For
the reversible viscosity, this can be accounted for by using
the Kubo dissipation theorem to estimate 〈inj〉 ∼ f20 τeq
in the limit Rr → 0. The timescale τeq ∼ `fE−1/20 is the
equilibrium velocity correlation time at forcing length-
scale, and is here prescribed by the statistics of the fully
thermalized state of the truncated Euler flows [42, 43].
Combining this estimate with the definitions (5) and (6),
and using Eq.(A2) found in Appendix A, one obtains
〈νr〉 ∼ R
2
rE
3/2
0
Ωeq`f
∝ R
2
r
k2max
as Rr → 0. (7)
This asymptotics indeed accounts for the scaling behav-
iors observed in our numerics, which in fact is present in
the entire warm range of Rr.
For the normalized enstrophy, the time-average
〈Ω˜〉 observed for the higher resolved sets of runs
prove to be very accurately fitted by the square-root
profile 〈Ω˜〉 = (1 − Rr/R?r )1/2. The representative
time-series of Fig. 2 (c) indicate that warm dynamics
quickly reach steady states characterized by vanishing
levels of fluctuations for the enstrophy. As a func-
tion of Rr, these are fairly well described by the fit
[Var(Ω˜)]1/2 ' A−〈Ω˜〉/(1−Rr/R?r ), with A− = 0.025.
At the present stage, the specific shapes of the fitting
profiles should be considered as mere observations.
Clearly, these fitting laws indicate a critical behavior,
which is amenable to a mean-field treatment and is
suggestive of a potential continuous phase transition.
Yet, we postpone any further informed comments on the
mean-field treatment up until § IV C 3, where similar
behaviors will again appear but in a somewhat simplified
setting, hence it is easier to gain insight.
c. The transition range: Rr− < Rr < R+r .
Within this narrow range of Rr, the order parameters
sharply but smoothly transit between their warm and hy-
drodynamic behaviors: This precisely corresponds to the
crossover region anticipated in Fig. 1. Let us observe
that the critical value R?r ' 2.75 previously obtained as
a fitting parameter lies in this range. In fact, the mixed
phase is essentially identified from the dynamical behav-
ior of the enstrophy that becomes bursty, characterized
by the appearance of successive peaks (cf. Fig. 2 (c)).
This behavior is found to persist up to the maximal in-
tegration time that we considered. The bursty behavior
implies that the enstrophy fluctuations get drastically en-
hanced with respect to their the mean enstrophy values
when approachingR?r from either the warm or the hydro-
dynamic side, as is evident form Fig. 2 (d). At Rr = R?r
for example, we observe [Var(Ω˜)]1/2/〈Ω˜〉 ∼ 1 for all three
sets of runs, meaning that the temporal fluctuations are
of the order of the time-averages. This behavior indicates
finite-size effects and an associated potential continuous
phase transition that occurs in the limit of infinite reso-
lution, i.e. kmax →∞.
2. Spectral signatures of the RNS states
Here we document the RNS energy spectra and fluxes
observed in the different statistical regimes, with an
aim to further characterize the phase diagram of the
RNS system, without associating them with their NS
counterpart or the equivalence conjecture, at least for
now. Let us recall that the RNS dissipative term relies
on an intrinsic direct dynamical coupling with the
forcing length-scale. It is therefore highly non-local in
Fourier space, in sharp contrast with the standard NS
viscous damping, which is local in k-space. A priori,
the spectral signatures of the different RNS states are
not obvious; it is unclear whether we should at all
expect the RNS system to even mimic the standard NS
phenomenology for prescribed ranges of Rr.
a. Warm spectra vs. hydrodynamic spectra.
The analysis of § III B 1 revealed that within the
warm and the hydrodynamic phases, RNS dynamics has
non-equilibrium steady states characterized by very low
enstrophy fluctuations. In both of these phases, it is
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therefore natural to focus on time-averaged quantities.
We define the (stationary) energy spectrum as the time-
average E(k) := 〈E(k, t)〉, where the bracket indicates
an average over the total duration of the simulations. As
shown in Fig. 3, both the warm and the hydrodynamical
phase have distinct spectral signatures, which naturally
links with the behavior of the order parameter studied
in § III B 1.
In the hydrodynamical phase, Rr > R+r , the energy
spectra have compact support in k-space, as shown in
Fig. 3 (a). For Rr  R+, the supports is narrow, the
spectra being contained within a small k-range around
the forcing wave number. This means that the effec-
tive scale-by-scale damping mechanism generated from
the reversible viscosity is large and dominates over the
non-linear transfer, somewhat akin to a laminar regime.
As Rr decreases down to R+r , energy spreads towards
the higher wave numbers k > kf . The system is then
in a non-trivial non-equilibrium steady-state, with non-
zero flux of energy, and multi-scale statistics being es-
sentially independent of kmax: This could be taken as a
heuristic definition of a turbulent state [44]! From this
qualitative point of view, the RNS statistics observed at
Rr = 3.48 & R+r do indeed describe a turbulent motion.
At this stage, the rather modest resolution of our
numerics compared to current state-of-the-art NS simu-
lations precludes us from drawing any conclusion as to
whether higher-resolved RNS simulations would indeed
produce fully developed turbulent statistics, e.g., akin
to those found in numerical and experimental datasets
related to extreme regimes of fluid motion [45, 46]. This
issue is related to the equivalence conjecture and we will
discuss it in details in § V A, in connection with our
discussion on turbulent limits.
In the warm phase, here identified as Rr < Rr− ' 2,
the spectra are contaminated by the finite cutoff, as
shown in Fig. 3 (b). Specifically, they resemble some
of the transients commonly observed in numerical
simulations of the truncated Euler dynamics [37, 38, 47],
in the sense that a seemingly infra-red traditional
hydrodynamic scaling at small k coexists with a near
equilibrium ultra-violet power law scaling, that is
E(k) ∼ kα, where α progressively increases towards
the Gibbs exponent α = 2 as Rr decreases towards 0.
The separation between the two regions is identified in
terms of a thermal wave number kth, defined as the local
minimum of the energy profile. The inset of Fig. 3 (b)
shows that as Rr → 0, kth decreases linearly towards
a value close to the forcing scale kth =
√
3, e.g. close
to the smallest wavenumber k0 = 1. This is compatible
with the fact that at Rr = 0, the RNS steady state in
fact corresponds to a fully thermalized equilibrium state
of the truncated Euler equations, as explained in § II B.
Naturally, the approximate ultra-violet thermalization
at k > kth accounts for the fact that the warm phase has
a non-vanishing order parameter 〈Ω˜〉, as indeed observed
in Fig. 2, and explained with more technical details in
Appendix A.
b. Energy spectra in the transition range.
In the transition region, as evidenced by the violent
fluctuations observed in the enstrophy time series, it is
unclear whether the system genuinely reaches a steady
state. It proves therefore more instructive to comment on
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the dynamics of the instantaneous energy spectra E(k, t),
rather than on their time-averaged values. In fact, the
peaks observed in Fig. 2 (c) clearly relates to oscilla-
tions of the ultra-violet behavior near kmax. We illus-
trate this by using the RNS run of set B128, correspond-
ing to Rr = 2.76, a value close to the identified criti-
cal point R?r = 2.75 at which the fluctuations are the
most enhanced. Fig. 4(a) reports the dynamical evolu-
tion of the energy spectra E(k, t) on a short time inter-
val 18τ < t < 22τ , over which the normalized enstrophy
abruptly varies from Ω˜ ' 0.03 at t ' 18.3τ to Ω˜ ' 0.3
at t ' 19.7τ back to Ω˜ ' 0.01 at t = 21.2τ . Over this
time interval, the infra-red energy spectra near the forc-
ing length-scale remains essentially unchanged, but the
ultra-violet profile drastically varies. It transits between
being exponentially damped and being algebraic, with
time-dependent scaling E(k, t) ∝ kα(t), over a scaling
range whose size increases with the exponent α.
As the enstrophy increases in time towards its peak
value, the exponent α(t) itself switches from negative to
positive values, and the scaling-range develops on a grad-
ually increasing range. Let us observe, that the maxi-
mum value reached by the scaling exponent is 1.4 and
not 2, as would be expected if the system was partially
thermalized.
We know that the enstrophy is particularly sensitive
to the dynamical evolution of small length-scales. This
is further illustrated in Fig. 4, where time-averages of
the energy spectra conditioned on prescribed enstrophy
values are indeed observed to yield very different ultra-
violet scaling ranges. For example, conditioning on Ω˜ <
0.05 yields a close-to-hydrodynamic type spectrum, while
conditioning on the highest values Ω˜ > 0.2 produce ultra-
violet scaling reminiscent of a warm one. Again, a closer
inspection reveals that the relevant scaling exponent is
only 1.2 and not 2.
This implies that while a finite kmax indeed produces
non-zero values for the order parameter 〈Ω˜〉, the latter
should vanish in the limit kmax → ∞. This naturally
hints that the crossover range should disappear in this
limit. This would imply R−r = R+r = R?r asymptotically,
and strongly suggests that the transition between the
warm states and the hydrodynamics states becomes
a genuine continuous phase transition in the limit
kmax →∞.
c. Energy fluxes.
In order to conclude our overview of the RNS states,
let us briefly comment on the RNS energy fluxes, whose
profiles for set B128 are shown in Fig. 5, wherein they
have been normalized by the time-averaged injected
power 〈inj〉. The transition from the hydrodynamic to
the warm regime is reflected by the k-space profiles of
the time-averaged fluxes Π(k) := 〈Π(k, t)〉, as shown in
Fig. 5 (a).
The flux profiles observed within the hydrodynamic
range clearly mirror the energy spectra observations
of § III B 2 a. For large Rr > R+r , fluxes are indeed
non-zero only in a small range of wave numbers k & kf .
As Rr decreases down to R+r , the spectral extension
of the fluxes increases. For example, at Rr ≈ 3.48,
where the energy spectra suggest that RNS dynamics is
multi-scale, we observe an energy flux that is significant
up to k ≈ 10 kf : This is in qualitative agreement with
standard NS phenomenology at low Reynolds number.
In particular, it is not evident from the fluxes that the
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reversible dissipation is defined as a non-local operator
in k-space.
Within the warm range Rr < R−r , the fluxes follow
a universal profile, that is seemingly independent of the
specific value of Rr, as indicated by the data collapse
observed for 0.58 . Rr . 1.89. This is a clear signature
of the warm statistical regime, but is counter-intuitive.
On the one hand, except for their abrupt decay to zero
at the ultra-violet end, the fluxes are mostly constant
over the entire k-range above the forcing scale, e.g. here
2kf . k . 20kf : This signals an out-of-equilibrium state,
that should imply Kolmogorov-scaling for the spectra.
On the other hand, the corresponding energy spectra do
not show this Kolmogorov spectra. Instead, Fig. 3 (b) in-
dicates close-to-equilibrium statistics, with a “distance”
towards full thermalization monitored by the scale kth
becoming arbitrarily close to 1 as Rr → 0. This grad-
ual convergence towards the equipartition state is not
reflected by the flux profiles.
A qualitative explanation could be that the energy
flux is an integrated quantity (see § III A 3). Hence, if
the range k > kth is indeed nearly thermalized as pre-
scribed by the equipartition statistics, then they do not
contribute to the flux. An impatient and puzzled reader
can however jump to the discussion of Eq. (16) at the end
of § IV C 1 to find that this kind of profile is in fact fully
compatible with near-equilibrium and partially thermal-
ized statistics.
As an aside, let us point out that in the “warmest
range” Rr . 0.5, not shown here, Π(k) begins to fluc-
tuate wildly from the ultra-violet end. The amplitude
of the normalized fluctuation grows with decreasing Rr
and destroys the plateau behavior. The amplitude of
the non-normalized Π(k) however correctly goes to zero
and this is compatible with the truncated Euler limit
with E(k) ∼ k2 across the full k-range.
Within the transition range R−r < Rr < R+r , Fig. 5
indicates that the large enstrophy fluctuations reflect the
fact that the instantaneous fluxes Π(k, t) oscillate in time
between a narrow-band hydrodynamic-type profile (at
t = 21.2τ for example) and a multitude of full-band pro-
files, which for instance include the constant profile at
t = 20.5τ or the non-monotonic bumpy profile peaked at
k ' 10kf in the vicinity of kmax at t = 19.7τ , and corre-
sponds to the local maximum monitored in the enstrophy
time series.
IV. INSIGHTS FROM A REVERSIBLE
LEITH-TYPE TOY MODEL
Our numerical analysis so far shows that the RNS
system undergoes a continuous phase transition at
the critical point R?r , whereby steady RNS solutions
transit from being hydrodynamic to being warm, in
the sense that their ultra-violet statistical features
become affected by truncation scale and eventually
thermalize. The smoothness of the transition is however
a necessary consequence of our RNS runs having a finite
resolution. Even though the behavior of the order-
parameters (see Fig. 2) appears to be consistent with
the phenomenology a second-order transition occurring
at R?r ' 2.75, the numerical evidence is only suggestive.
Our runs have finite resolutions, and this in principle
precludes true divergence of any first derivative of the
control parameter at the candidate critical point. For a
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similar reason, while we argued that the RNS equations
at Rr & Rr? produce multi-scale steady states that
fit the heuristic definition of “turbulence”; we are well
aware that such a statement is only qualitative, due to
the modest resolutions of our RNS runs. Consequently,
it cannot provide a firm assessment regarding the
validity of the equivalence conjecture. This is the reason
why no quantitative comparison with NS runs have been
commented on so far.
Even though higher resolutions simulations are desir-
able, nevertheless, further insights about the nature of
the transition can be obtained at a smaller numerical
cost from a simplified non-linear diffusion spectral model
of turbulence, namely a modified Leith model of turbu-
lent cascade [48], which mimics the statistical proper-
ties of the RNS system. This model is easier to analyze
as its steady solutions can determined semi-analytically
[36, 49–51]. Note that the terminology “warm solutions”
used in the present paper is borrowed from the concept
of “warm cascades” introduced in Ref. [36], which is a
stationary solution of the inviscid Leith model that ex-
hibits simultaneously the Kolmogorov infra-red scaling
and thermalized Gibbsian ultra-violet statistics.
Our analysis of the reversible Leith model suggests
that its steady solutions indeed undergo a second-order
phase transition, which separates the hydrodynamic scal-
ing from the warm solutions. The transition is controlled
by a parameter RL, similar to the control parameter
Rr of the RNS system, and the phase diagram at finite
kmax is qualitatively similar to the one inferred from the
RNS simulations. The parameter 1/kmax plays the role
of a symmetry breaking parameter, which is reminiscent
of the magnetic field in the Ising model. In the limit
kmax → ∞, this system undergoes a genuine continuous
phase transition, at which a suitably defined suscepti-
bility diverges. Moreover, we find that the statistical
features of this phase transition can be captured by con-
structing a mean-field Landau free energy. We argue that
this picture extends to the RNS system and has practical
implications for the equivalence conjecture.
A. Description of the Reversible Leith model
The inviscid Leith model [36] consists in approximat-
ing dynamics of the energy spectrum in k-space using
a well-chosen second-order non-linear diffusive operator.
We here combine this non-linear evolution for the energy
profile E(k, t) with a thermostat. The Reversible Leith
(RL) dynamics is then simply described by
∂E(k, t)
∂t
= −∂pi(k, t)
∂k
− νLk2E(k, t),
where pi(k, t) = −Ck11/2E1/2(k, t) ∂
∂k
[E(k, t)
k2
] (8)
represents an energy flux and C is a dimensional constant
that can be set to 1 for the present purpose. The wave
numbers k range from prescribed k0 to the truncation
wave number kmax. In analogy with the RNS system, we
interpret the parameter νL as a reversible viscosity that
guarantees the conservation of the total energy∫ kmax
k0
E(k, t) dk = E0 (prescribed). (9)
We seek to characterize the non-equilibrium steady en-
ergy spectra E(k) and the associated flux pi(k), generated
by the RL dynamics (8), when the following fluxes are
prescribed at the boundaries :
pi(k0) = 0 and pi(kmax) = 0. (10)
Combining the stationarity condition
− ∂pi(k)
∂k
= νLk
2E(k) (11)
with the boundary flux conditions Eq. (10), the reversible
viscosity can be explicitly tied to the stationary energy
profile E(k) as
νL =
0∫ kmax
k0
k2E(k) dk
. (12)
The independent parameters that control the behavior
of the steady energy profile are k0, kmax, E0, together
with the infra-red boundary flux 0. Letting kmax →
∞ and νL → 0 allows the possibility of non-vanishing
constant flux solutions, characterized by the Kolmogorov
scaling E(k) ∼ k−5/3. Such Kolmogorov solutions have
finite capacity spectra, namely
∫ +∞
k0
E(k) dk < ∞. In
other words, the value of the total energy is independent
of kmax when kmax →∞; therefore, it is natural to define
a dimensionless number independent of kmax, as
RL = 2/30 `2/30 E0−1, with `0 = 2pi/k0. (13)
The factor 2pi entering the definition of the small scale
`0 is purely cosmetic. Although it is defined in terms
of a flux rather than in terms of a forcing intensity, the
dimensionless number RL is the Leith analogue of our
previously defined Rr for the RNS system. It is the ratio
of the injected energy at scale `0 and the total energy
present in the system.
B. Construction of RL steady solutions
1. Grebenev parametrization
In order to construct steady solutions for the RL
dynamics without resorting to direct numerical sim-
ulations of Eq.(8), we resort to the general strategy
described in [51]. The idea is to introduce a suitable
parametrization (hereafter referred to as the “Grebenev
parametrization”) of the energy profile that transforms
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the stationarity condition Eq. (11) into an autonomous
bi-dimensional dynamical system.
The specific form of the Grebenev parametrization
is not particularly intuitive, but proves to be highly
efficient. It consists in describing the steady energy
profile using the change of variables k,E(k), E′(k) →
τ, f(τ), g(τ) defined through
τ :=ν
1/2
L
∫ k
k0
dκ (κE(κ))−1/2,
f(τ) :=
(
E(k)ν−1L k
−1)1/2, and g(τ) := f ′/f − f. (14)
In terms of these variables, the stationary condition (11)
transforms into the dynamical system
f ′(τ) = f(f + g),
g′(τ) = −2(f + g)2 − 7
2
f(f + g) + 2f2 +
1
2
f.
(15)
This system admits a stable fixed point (0, 0) and its
phase portrait is shown in Fig. 6.
2. Practical use of the Grebenev parametrization
For a practical use of the Grebenev parametrization
(14), it is convenient to work with the non-normalized
energy spectra and fluxes, respectively defined as
E˜(k) := E(k)/ν2L = kf
2(τ),
and p˜i(k) := −pi(k)/ν3L = k4f2(f + 2g).
For given k0 and kmax, we can then obtain RL steady
solutions by integrating the system Eq. (15) from τ = 0
with initial conditions f0, g0 until time τmax, implicitly
defined from Eq. (14) as τmax =
∫ kmax
k0
dk/(kf(τ)). To
construct the admissible solutions that satisfy the bound-
ary conditions of type Eq. (10), we proceed in the follow-
ing manner:
1. Pick an initial value p˜i0 for the non-normalized flux
at point k0. Initial admissible (f0, g0) are then such
that p˜i0 = k
4
0f
2
0 (f0 + 2g0).
2. Find (f0, g0), such that f(τmax|f0, g0) +
2g(τmax|f0, g0) = 0. This ensures that pi(kmax) = 0
(up to some prescribed threshold).
3. Compute νL =
(∫ kmax
k0
dkE˜(k)
)−1/2
.
4. Deduce 0 = ν
3
Lp˜i0.
The resulting solution is a steady-solution for the RL dy-
namics, with infra-red flux 0. Examples of trajectories in
the (f, g)-plane that parametrize either a hydrodynamic
solution or a warm solution are represented in Fig. 6.
C. Transition between Warm and Hydrodynamical
steady states
1. Qualitative overview
Using the Grebenev parametrization, we generate the
RL steady energy and flux profiles for fixed k0 = 10
−2,
and various kmax ranging from 5k0 to 1000k0. For each
pair (k0, kmax), we typically vary the non-normalized
infra-red flux p˜i0 from 10
−10 to 1010. The total energy
E0 is set to unity. We observe that at fixed k0 and kmax,
the steady RL solutions are uniquely determined by the
value of the infrared-boundary flux 0. The correspond-
ing values of the reversible viscosity are then uniquely
determined.
Figure 7 provides a qualitative overview of the various
statistical regimes of the RL system that are generated by
using our algorithm, which depend on the values of RL.
To provide an illustrative example, we take k0 = 10
−2
and kmax = 1. In Fig. 7 (a) and (b) we show the energy
spectra and the corresponding energy fluxes, respectively,
for various values of RL. It is clear that the RL dynamics
exhibits a transition similar to the one observed for the
RNS system. Moreover, RL system refines the overall
picture, as it allows us to have a broader range of scales
and also because of its intrinsic simplicity compared to
the RNS system.
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FIG. 7. Transition between warm and hydrodynamic states in the Leith model. Top panel shows the evolution of the
steady profiles of (a) energy spectra and (b) energy fluxes, for fixed values of k0 = 1/`0 = 10
−2 and kmax = 1. Above R?L ∼ 5.4,
the energy spectra have compact support and exhibit inertial range Kolmogorov scaling. Below R?L, both Kolmogorov and
equipartition scalings coexist: This is the warm regime. The corresponding energy fluxes are then constant throughout the scales
and their normalized profile become independent of RL. Bottom panel shows the behavior of the RL viscosity as a function
of RL for different values of kmax: (c) with a suitable normalization illustrating the warm asymptotics νL ∼ R3/2L /Ωeq`0; (d)
without normalization, illustrating universality of the hydrodynamic regime with respect to kmax.
At large values of RL, the energy spectrum has com-
pact support in k-space and is therefore of hydrodynamic
type. For RL ' 29.3, the highest values considered, the
energy spectrum E(k) lacks any scaling region and is con-
centrated around the smallest wave number k0. This is
also true for the energy flux. This corresponds to an over-
damped regime, wherein the non-linear terms are unable
to transfer the injected energy to smaller length-scales.
When RL is decreased (RL & 5.3), the solutions de-
velop an inertial range with Kolmogorov energy spectra
E(k) ∼ k−5/3, followed by a fast exponential decay to
zero at high wave numbers; for RL Kolmogorov scaling
is present almost over the entire range of wave numbers.
This is accompanied by the associated energy flux becom-
ing essentially constant over an increasing range of wave
numbers. Let us remark that the development of a pure
Kolmogorov scaling range in this hydrodynamic regime
is less obvious than it would seem at first thought: In
particular, this is in contrast with the anomalous scaling
solutions that typically appear in freely decaying infinite-
range Leith models, whose infra-red scaling exponents are
known to be systematically larger than the constant-flux
exponents [36, 50].
At RL ∼ 5.3 the statistical character of the RL
dynamics sharply changes to that of a warm regime.
For 0 < RL . 1.5, both the Kolmogorov scaling
E(k) ∼ k−5/3 and the thermalization scaling E(k) ∼ k2
coexist on the energy spectrum. Note that as RL de-
14
creases down to 0, the thermalization gradually invades
the entire available wave number range. The associated
warm energy fluxes are non-vanishing and mostly
constant, irrespective of the size of the thermalized wave
number region on the energy spectrum. This exactly
mimics the counter-intuitive behavior observed in the
RNS system (see Fig. 5) [52].
In the Leith case, this puzzling but robust signature
of the warm regime can however be accounted for. Let
us first note that at fixed k0 and E0, the definition of
RL implies that RL → 0 as 0 → 0. We caution that the
apparent constant nature of the normalized energy fluxes
in Fig. 7 (b) in the RL → 0 limit should not misguide
the reader into thinking that the flux is non-vanishing
in the limit RL → 0. We emphasize that this is not the
case here; this non-anomalous feature is in due agreement
with the statement that RL → 0 corresponds to fully
thermalized statistics. We also remark that in the limit
RL → 0, the reversible viscosity νL → 0, as is clear from
Figs. 7 (c) and (d).
The fact that the flux is constant across the scales is
then a direct consequence of the stationarity condition
Eq. (11), which reduces to ∂kpi(k) = 0 in the limit of
vanishing reversible viscosity νL. Solving for the corre-
sponding energy profiles up to an overall normalization
constant, we obtain
E(k) ∝
(
5
(
k
kth
)3
+ 6
(
k
kth
)−5/2)2/3
, (16)
where kth is the wavenumber at which E(k) reaches its
minimum; note that kth depends on the initial condi-
tions (0, k0). It is readily checked that E(k) ∼ k−5/3 for
k  kth and E(k) ∼ k2 for k  kth: Eq. (16) provides an
explicit example of a RL warm solution! There is there-
fore no contradiction in the simultaneous occurrence of
a constant flux and a warm spectrum. Although the
diffusion approximation is not valid in the RNS system,
we believe that the property will carry through the RNS
equations. Even though counter-intuitive, the constant
fluxes observed at low Rr in Fig. 5 are fully compatible
with the statement that the RNS statistics are warm in
that regime.
2. Reversible viscosity and the continuous phase transition
The above description of the statistical regimes of
the RL dynamics, at fixed values of (k0, kmax), holds
in general and is mostly insensitive to the specific
choice of kmax, provided that kmax/k0 is sufficiently
large. This can be directly inferred by monitoring the
behavior of the reversible viscosity as a function of
RL, which we show in Fig. 7 (c) and (d) for different
values of kmax. The partitioning between the warm and
the hydrodynamic regimes is clear and the transition
value to a first order approximation is independent
of kmax. The sharpening of the reversible viscosity
profile ∂RLνL|RL=R?L → ∞ in the thermodynamic limit
kmax →∞ suggests that the system undergoes a genuine
phase transition at RL = R?L ' 5.4. The observed
continuity of the reversible viscosity at RL ≈ R?L
indicates the phase transition is continuous. The warm
and hydrodynamic regimes can therefore be identified as
genuine thermodynamic phases.
In the warm phase RL < R?L, the scaling behavior
of νL for finite kmax, is easily deduced from the defini-
tions Eq. (12) and Eq. (13). As RL → 0, we indeed
obtain νL ∼ 0/Ωeq ∼ (E0RL)3/2/(`0Ωeq), with Ωeq de-
noting the value of the enstrophy when the energy spec-
trum is fully thermalized and ∝ k2. Fig. 7 (c) shows
that the scaling in fact extends up until RL <→ R?L.
Please observe that the dependence of νL on the cutoff
parameter through Ωeq ∝ k2max signals partial thermal-
ization of small length-scales, and implies that νL → 0
as kmax →∞.
In the hydrodynamic phase, the reversible viscosity is
independent of kmax (see Fig. 7 (d)). This reflects the fact
that the statistics observed at finite νL > 0 are mostly
independent of kmax as kmax →∞. The continuity of the
reversible viscosity implies νL → 0 as RL >→ R?L.
3. Mean-field Landau free energy
The interpretation of the RL “Warm/Hydrodynamic”
transition in terms of a continuous phase transition can
in fact be further substantiated and described in terms of
a heuristic Landau theory (see, e.g., [53]) involving the
parameters
r := RL/R?L − 1 (“reduced temperature”),
µ := Ω˜1/2 = (Ω/Ωeq)
1/2
(“magnetization”),
h := k0/kmax (“magnetic field”).
(17)
Our choice of parameters is essentially data-driven and
motivated by a succession of empirical trials. Note that
the order parameter µ can as well be defined using the
reversible viscosity as µ ∝ ν−1/2L . This hydrodynamic
analogue of magnetization is sensitive to ultra-violet ther-
malization and takes value 1 at RL = 0. In the hydrody-
namic phase, it is non vanishing for finite kmax, but con-
verges to 0 at R?L as kmax → ∞. This feature together
with the fact that the transition is smooth (absence of
singular behavior) for finite values of kmax is the main
indication as to why (one over) kmax may be suitable as
a smoothing symmetry breaking parameter. Let us now
consider the mean-field Landau free energy
φL(µ, h, r) := −3hµ+ 1
2
r2µ2 +
1
4
µ4,
defined for µ ≥ 0, h ≥ 0, r ≥ −1.
(18)
In spite of its simplicity, Fig. 8 reveals that the mean-
field free energy φL captures the essential signatures of
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FIG. 8. Mean-field behavior of the RL transition. Panel (a) shows the spontaneous RL magnetization µ as a function of
Rr for h = k0/kmax ranging from 0.2 to 0.001. The color scale is indicated by the color of the dots in Panel (b). In Panel (b),
the main figure shows the RL magnetization at critical point µ(r = 0, h) as a function of h. The inset shows the corresponding
susceptibility χ(r, h) near the critical point estimated through finite-difference scheme. No estimates are provided for h = 0.2.
The dashed lines indicate the mean-field predictions Eq. (19).
the RL transition between the warm and hydrodynamics
phases. In particular, it predicts the following magneti-
zation profiles
µ(r, h = 0+) =
√
1− r if r > 0 and 0 otherwise,
µ(r = 0, h) = (3h)1/3,
χ(r, h) :=
∂µ
∂h
=
3
r
if r > 0 and
3
2r
otherwise.
(19)
Fig. 8 shows that the lowest order predictions for the
magnetization are in excellent agreement with the RL
data. The spontaneous magnetization µ(r, h) indeed
seems to converge towards the mean-field prediction as h
is decreased towards 0. At the critical point, the scaling
with h is close to perfect over two decades. This suggests
that as h → 0, the susceptibility χ(r = 0, h) indeed
genuinely diverges, and that the RL transition is a con-
tinuous phase transition. However, we notice deviations
from our mean-field prediction for the susceptibility.
The mean-field exponent is compatible with the data,
but a finer assessment would require reaching higher
resolutions. We remark that the behavior of χ(r, h) in
the hydrodynamic phase is seemingly independent of h,
as predicted by Eq. (19). This is not the case in the
warm phase and results in deviations from our heuristic
mean-field predictions.
Our partial conclusion at this point is that in spite of
the warm second-order deviations from the mean-field,
Fig. 8 suggests that the RL transition between warm and
hydrodynamic states indeed fits into a general thermody-
namic framework and corresponds to a continuous phase
transition. It is unclear whether specific properties of
the transition could be deduced from first principles, but
these considerations are beyond the scope of the present
work.
D. From Reversible-Leith to Reversible
Navier-Sokes dynamics
Even though the RL model has a very simple dy-
namics, it is naturally tempting to infer that the RNS
statistics fits into a similar general thermodynamic
framework as the one identified in the Leith case. We
shall not refrain from doing so in § V, in order to explore
a thermodynamic formulation of Gallavotti’s conjecture
that could have practical implications for its rigorous
numerical assessment. Prior to this, let us however
briefly point out some important differences between the
RL and the RNS formulations.
a. RL vs. Rr.
The specific definition of the reversible control parame-
ter is different in the RNS and RL formulations, being
dependent on the reversible dynamics in the respective
systems. Therefore, we do not expect the RL free energy
Eq. (18) to account for the finite-size effects observed in
our RNS numerics. We can investigate the RNS system
in terms of the following redefined control parameter
R˜r := 〈inj〉2/3`2/3f E−10 ; (20)
this would provide an exact analogue of the definition
Eq. (13). This definition is more appropriate for a com-
parative study of the RNS system under different forc-
ing schemes. The only drawback of such a definition
is that it relies on a data-driven measurement, namely
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that of 〈inj〉. In the present work, we see this only as a
minor issue, with no relevance for the forthcoming dis-
cussion. In our view, this is one of the reason why the
RNS mean-field description fails to account for the RNS
statistics in a strict sense. However, upon defining the
RNS hydrodynamic magnetization as µRNS := Ω˜ rather
than the square-root RL definition Eq. (17), and using
rRNS := Rr/R?r − 1 as the RNS reduced temperature,
it is apparent that the mean-field free-energy prescribed
by Eq. (17) correctly accounts for the phenomenologi-
cal square-root fit of Fig. 2. Note that higher-resolution
runs are needed to examine the role of kmax on the RNS
transition.
b. Dynamical behavior within the transition region.
Another difference between the present RNS and RL
formulations relates to the fact that the injected power
fluctuates in time in the former. We think that this
feature prevents the RL dynamics from having a notice-
able transition region at finite kmax. Specifically in the
Leith model, for a given input flux 0 and prescribed
finite kmax only one steady solution exists. It is either
a warm solution or a hydrodynamic solution: In other
words there is no multi-stability of solutions. This could
well be the case in the RNS system, if the injected
power was constant in time. However, in our RNS
formulation the injected power inj is constant only on
average. For the fixed total energy, the input parameter
f0 only imposes the upper bound: |inj| ≤ 2E0|f0|.
The enstrophy fluctuations observed in the transition
region for the RNS simulations could therefore be simply
due to power fluctuations, selecting either a warm
solution or a hydrodynamic solution as a function of the
instantaneous value of inj. These fluctuations therefore
are not captured by the mean-field Landau description
Eq. (17). Further intuitions on this matter could
perhaps be obtained by generalizing the deterministic
RL framework to a stochastic one, but this is beyond
the scope of the present work.
It is insightful to use the RL analysis as a guiding
framework, irrespective of the intrinsic differences be-
tween the RNS and RL systems, to interpret the RNS
transition as a genuine continuous phase transition in
the limit kmax → ∞. This has practical implications for
the Gallavotti’s equivalence conjecture, which we discuss
in the next section.
V. TURBULENT LIMIT, CRITICAL POINT
AND GALLAVOTTI’S CONJECTURE
So far, we have focused on the RNS statistics, without
any reference to the standard NS statistics, except for
some very qualitative comments. However, as explained
in the introduction, the motivation in studying reversible
dynamics is to assess whether Gallavotti’s equivalence
conjecture holds true. In essence, the conjecture states
an identity between the RNS and NS invariant measures,
hereafter denoted as 〈·〉E0 and 〈·〉ν , respectively. We
quote directly from Ref. [33] and state the equivalence
as an (asymptotic) statistical identity valid for a suitable
class of observable O, e.g.
〈O〉ν = 〈O〉E0 (1 + ◦(1)), (21)
where ◦(1) denotes a vanishing quantity in a suitable
joint limit ν → 0, kmax → ∞ [54]. We will no further
comment on the notion of a “suitable class of observ-
ables”, except that the latter must contain the energy E,
so that the following reflexivity property holds:
〈E〉ν = E0 (1 + ◦(1)). (22)
The notion of a “suitable joint limit” ν → 0, kmax →∞,
however needs further substantiation. In Ref. [33], the
authors consider the limit ν → 0 at fixed value of
kmax. This limit is particularly relevant in the perspec-
tive of the many interesting recent developments related
to Galerkin-truncated dynamics [37, 38, 47, 55–57]. In
this limit, it is now known that the NS equations gener-
ate quasi-equilibrium flows [58]. It is therefore not the
relevant asymptotics in the context of describing fully de-
veloped turbulence, which the (truncated) NS equations
in principle generate in the joint ordered limit
kmax →∞ first, ν → 0 then, (23)
at fixed forcing statistics. Within the turbulent limit
(23), the statistical identity (21) describes a dynamical
equivalence between the full RNS and the full NS
statistics. To the best our understanding, this also cor-
responds to the original formulation of the equivalence
conjecture [25, 40].
Let us now explicitly assume that the RNS steady
statistics are described by a continuous phase transition
at R?r as h := k0/kmax → 0. One can then precisely iden-
tify the turbulent limit as the critical point asymptotics,
approached from the hydrodynamic phase.
A. Turbulent limit and critical point asymptotics:
Rr →R?r & h→ 0.
The identification of the turbulent limit as the critical
point asymptotics is a consequence of the transition
being continuous. Indeed, recalling the warm behavior
〈νr〉 ∝ h2 → 0 illustrated in Fig. 2 (a) and Fig. 7 (c), we
infer that the reversible viscosity is uniformly vanishing
for Rr < R?r in the limit h → 0. Assumed continuity
of the transition then yields 〈νr〉 = 0 at Rr = R?r .
Besides, for example, assuming a constant energy E0
as Rr → R?r , the forcing amplitude converges towards
a finite limit, so that f0 → f?0 := R?rE0/`f : We have
recovered the turbulent limit (23).
We comment on two salient features of this thermody-
namic reformulation of the RNS turbulent limit.
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FIG. 9. RNS vs. NS at Rr & R?r . Panel (a) superimposes the times series of the normalized enstrophy (main panel)
for the B128 RNS run at Rr = 3.48 and a corresponding NS run, with same Taylor-Green forcing and standard viscosity set to
ν = 〈νr〉. Inset shows the corresponding data for the energy time series, showing the validity of the reflexivity property (see
text). The dashed-red lines indicate NS time-averages. Panel (b) compares the time-averaged energy spectra (main panel) and
fluxes (inset) for both the RNS and NS runs. Kolmogorov scaling is indicated by a dashed line with label k−5/3. E0 is the
conserved total energy of the RNS run.
a. Order of the limits:
In the limit h→ 0, the warm states are strictly speaking
ill-defined as a consequence of the ultra-violet catas-
trophe, as partially explained in Appendix A. Hence,
approaching the critical point from below necessarily
requires taking the limit Rr <→ R?r before h → 0. In
contrast, the hydrodynamic states are well defined even
as h → 0: We have extensively argued throughout
our exposition that the statistics are independent of
the cutoff in this phase. We therefore conjecture that
approaching the critical point from above can therefore
also be done by taking the thermodynamic limit before
the critical limit; in other words, the limits h
>→ 0,
and Rr >→ R∗r should in principle commute. We can
therefore unambiguously refer to the (unordered) joint
limit h
>→ 0, Rr >→ R∗r as the “turbulent limit”.
b. Anomalous dissipation:
In the limit h
>→ 0, Rr >→ R∗r , we could in principle
expect anomalous dissipation from the RNS statistics.
This is yet better seen if the alternative definition R˜r
of Eq. (20) indeed could be used as a valid reversible
control parameter. We will then obtain 〈inj〉 → ? :=
`fE
3/2
0 R˜?r 3/2 < ∞. This argument suggests that the
scale-by-scale energy budget and the associated 4/5 laws
could be deduced following the exact same steps as for
the standard NS equations [13], hinting at the equiva-
lence between those two dynamics at the critical point.
B. RNS vs. NS near criticality: Illustrative
numerics
As a final illustration of the relevance of the joint limit
kmax → ∞, Rr >→ R?r , let us here explicitly compare
the RNS statistics from Set B128 to their NS counterpart
at Rr ∼ 3.48 > R+r , a value which corresponds to the
lower end of the hydrodynamic regime for our resolution.
As stated before, the RNS system then produces a non-
trivial statistical state, which involves multitude of length
and time scales. To generate corresponding NS steady
states, we integrate the NS equations with same Taylor-
Green forcing amplitude f0 and set the standard viscosity
to ν = 〈νr〉. The main results are summarized in Fig. 9.
The inset of Panel (a) shows that the NS energy fluctu-
ates around the imposed RNS value, e.g. 〈E〉ν ' 0.99E0,
and this reflects the approximate validity of the reflex-
ivity condition prescribed by Eq. (22). The main panel
shows that the NS and the RNS enstrophy time-series
fluctuate around a similar mean value. The fluctuations
are more or less commensurate with each other (slightly
larger for the RNS run).
Fig. 9 (b) shows that the RNS and the NS dynamics
in this regime have in fact similar large-scale features. In
particular, both the spectra and the fluxes show excellent
agreement on a decade of wave numbers (k < 10kf), be-
fore starting to deviate in the ultra-violet range k > 10kf .
This is a consequence of our simulations having finite res-
olution, and these differences would probably disappear
upon taking larger kmax for same f0.
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VI. CONCLUDING REMARKS
Time-reversible formulations of forced-dissipative hy-
drodynamical equations, addressing Gallavotti’s equiv-
alence conjecture of (hydro)dynamical ensembles have
emerged in recent years as an important framework to
provide an out-of-equilibrium thermodynamic perspec-
tive on the issue of turbulent irreversibility. Yet, in spite
of many promising recent numerical results using reduced
models, circumstances under which the equivalence con-
jecture might hold true remains unclear. Also, the at-
tention has recently shifted to analyze (reversible) mod-
els wherein thermostats preserve various other quadratic
quantities, and not necessarily the total energy. Within
these frameworks, the equivalence conjecture has been as-
sessed in the near equilibrium regime, which corresponds
to the vanishing viscosity at finite resolution [33–35]. In
the present work, we have followed a completely different
route, in order to provide intuition on the potential valid-
ity of the equivalence conjecture for the full 3D dynamics,
in the limit kmax →∞, ν → 0. To this end, our analysis
has focused on studying the dynamics of the RNS sys-
tem that preserves the total kinetic energy. We carried
out an extensive numerical study of the RNS system to
fully explore its statistical regimes and also provide an il-
lustrative comparison of the RNS and NS statistics. We
find this approach particularly insightful.
Our numerics show that the RNS system undergoes a
continuous phase transition controlled by a non-negative
dimensionless parameter Rr = f0`f/E0, which quantifies
the balance between the fluctuations of kinetic energy
at the forcing length-scale `f and the total energy
E0; f0 is the forcing amplitude. In our opinion, it is
possible to use an alternative definition (data driven)
of the control parameter, without modifying the overall
picture: R˜r = 〈inj〉2/3`f 2/3/E0, where 〈inj〉 is the
stationary value of the injected power. For small Rr, the
RNS dynamics produces a “warm” stationary statistics,
e.g. characterized by the partial thermalization of the
small length-scales and an intrinsic dependence on the
cutoff kmax. At large Rr, the stationary solutions have
a hydrodynamic behaviour, characterized by compact
energy support in k-space and are essentially insensitive
to the truncation scale kmax.
The transition between the two statistical regimes is
observed to be smooth, with a narrow crossover range in
the vicinity of R?r ' 2.75. It is characterized by a highly
bursty dynamical behavior of the enstrophy, whose fluc-
tuations are commensurate with its mean. In this regime,
the system exhibits multi-stability: It oscillates between
a hydrodynamic-type low-enstrophy regime and a high-
enstrophy regime, whose small length-scale statistics are
yet far from being thermalized and exhibit non-trivial
power law scalings. The enhancement of the enstrophy
fluctuations in this transition region hints at a continuous
phase transition between the warm regime and the hydro-
dynamic regime, with time-averaged reversible viscosity
FIG. 10. A refined phase diagram for the RNS steady-state.
Our numerical simulations suggest R?r ≈ 2.75.
(or equivalently normalized enstrophy) emerging as an
order parameter. The transition in principle occurs only
in the thermodynamic limit kmax → ∞. Therefore, a
strict characterization of the transition must necessarily
involve finite-size scaling analysis.
To further substantiate this idea, we used a simple
one-dimensional non-linear “Leith-type” diffusion model,
modified to preserve energy, so that it mimics the RNS
system. The main difference between the RL and the
RNS system is the forcing scheme, which in the former
is imposed by requiring constant energy fluxes at the
boundaries. RL formulation allows the computation of
steady states without relying on the direct numerical
integrations of the RL equations, but rather using a
non-trivial parametrization and ideas from the theory
of dynamical systems. Similar to the RNS analysis,
the RL steady regimes were classified depending on a
dimensionless control parameter RL and these mimic the
smooth transition between the warm and hydrodynamics
states.
The simplicity of the RL formulation allowed us
to investigate in detail the finite-size effects and the
related influence of the cutoff kmax. This asymptotic
analysis substantiated the idea of a continuous phase
transition: In fact, we find that the signatures of the
phase transition close to the critical point R?r can be
obtained by constructing a heuristic mean-field Landau
free energy. In this picture, Rr indeed behaves as a
thermodynamic control parameter, e.g. a temperature;
the relevant order-parameter is defined in terms of a
suitably normalized enstrophy, while the symmetry
breaking parameter h is identified as the cutoff length-
scale 1/kmax.
Naturally, the RL dynamics only reproduces the ideal-
ized features of the RNS transition and differs from the
RNS system in important ways. In the Leith model, the
critical control parameter is exclusively identified from
the properties of the average steady state, and therefore
it does not account for the dynamical signatures of the
transition that are found in the RNS system, namely
the enhancement of enstrophy variance in the vicinity
of the critical point. Also, the high-enstrophy region
(RL < R?L) exhibits close to thermalization spectra
E(k) ∼ k2 up until R?L; this is in contrast with the
RNS observations, wherein close to the critical value
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R?r , the power-law exponents of the energy spectra
at small length-scales are observed to fluctuate, but
are bounded by 2. This signals a clear departure
from the Gibbsian equipartition in the RNS system,
and this is not captured by the simplified model. In
our view, these differences can for the most part be
traced back to the fact that the injected energy fluctuates
in the RNS system, but is held constant in the RL model.
In spite of the above differences, it is quite evident that
the RNS systems exhibits a continuous phase transition;
therefore, the phase diagram is qualitatively similar to
the one obtained for the RL model (Fig. 10). This makes
it possible to examine the Gallavotti’s equivalence con-
jecture by formulating the turbulent limit in terms of the
critical point asymptotics Rr >→ R?r , h >→ 0, with the
overset symbol “>”, where limit is approached from the
hydrodynamic regime. We have argued that in this limit
the RNS states should have anomalous energy dissipation
and formally vanishing thermostat effects, thereby hint-
ing at the validity of the conjecture; a comparison of the
RNS and NS numerics indeed suggests that this is true.
Moreover, we strongly believe that the limits Rr >→ R?r
and h
>→ 0 commute, compared to the standard formu-
lation of the turbulent limit as kmax → ∞, ν → 0 in the
NS equations, this will then constitute a major simpli-
fication, and hopefully will pave the way for systematic
assessment of the equivalence conjecture in future stud-
ies.
In the present work, we have restricted ourselves to
DNSs involving rather modest numbers of grid points (up
to N3c = 128
3) and our description is based on one point
statistical quantities. The complete characterization of
the statistical regimes of the RNS system with larger
grid sizes is computationally very demanding, given that
many of the runs require long temporal evolution. Yet,
our results suggest to study the asymptotic behavior of
RNS only at the transition, namely by letting Nc → ∞
at fixed Rr & R?r . While we have provided the evidence
that in this regime the RNS system correctly reproduces
the macroscopic properties of the NS equations, a
systematic asymptotic analysis is still desirable, to
investigate the nature of the agreement at higher
Reynolds number. Moreover, a careful investigation of
more refined statistical properties, beyond the relatively
low-order statistics considered here, is needed to com-
plete the picture, but we leave it for future investigations.
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Appendix A: Absolute equilibria of the truncated
Euler equations
ForRr = 0, the numerical integration of the RNS equa-
tions exactly reduces to integrating the so-called “trun-
cated Euler” equations. These are in fact obtained by
performing a Galerkin truncation of the Euler equation
at a cutoff wave number kmax. In practice, Galerkin
truncations consist in suppressing all the triadic interac-
tions involving wave numbers larger than kmax, whereby
yielding a high-dimensional conservative set of non-linear
ordinary differential equations. Truncated Euler flows
exactly preserve the quadratic invariants of the original
equations and satisfy a Liouville theorem. Hence, they
typically converge towards thermal statistical states with
Gibbsian statistics known as “absolute equilibria” [60–
62], and the thermalization process usually exhibits in-
teresting transients [37, 38, 47]. For the non-helical 3D
truncated Euler flows that we consider in the present
paper, the relevant absolute equilibrium state is partic-
ularly simple and prescribed by each Fourier velocity
mode having independent centered Gaussian statistics
with variance ∝ E0/N3c . This equilibrium state describes
an equipartition of the total kinetic energy E0 among the
different modes. Assuming a continuous distribution of
wave numbers, the corresponding energy spectrum can
be estimated as
Eeq(k) =
3E0
k3max
k2, (A1)
and the absolute equilibrium enstrophy is then
Ωeq :=
∫ kmax
1
k2Eeq(k) dk ∼
kmax→∞
3
5
E0k
2
max. (A2)
In the limit kmax →∞, the absolute energy equilibria
become ill-defined, as the resulting energy spectra cannot
be normalized, unless they are trivial and the total energy
is vanishing. This phenomenon is the so-called “ultra-
violet catastrophe”, which also prevents the warm RNS
states to be properly defined in the limit kmax →∞.
