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Abstract
In this paper we consider metrics determined by hierarchical posets and give explicit formulae for
the main parameters of a linear code: the minimum distance and the packing, covering and Chebyshev
radii of a code. We also present ten characterizations of hierarchical poset metrics, including new
characterizations and simple new proofs to the known ones.
Index Terms
Poset codes, hierarchical posets, canonical decomposition.
I. INTRODUCTION
The study of metrics induced by posets, originally introduced in 1995, by Brualdi, Graves
and Lawrence [1], became an interesting and productive area of research, partially because a
number of unusual properties arise in this context, including the intriguing relative abundance
of MDS and perfect codes, noticed, for example, in [2] and [3]. Moreover, the study of classical
metric invariants of Coding Theory, when considering unusual distances, raises many questions
regarding very traditional and known results.
Over the years, the following code-related properties were proven to hold when considering
a metric determined by a hierarchical poset: (i) the weight enumerator of a code is completely
determined by the weight enumerator of its dual code (MacWilliams-type Identity), [4]; (ii) a
linear code determines an association scheme, [5]; (iii) isometric linear isomorphism between
codes may be extended to the entire space (MacWilliams Extension Theorem), [6]; (iv) the
packing radius of a code is a function of its minimum distance, [7]. These properties appear
dispersed throughout the literature and were proved by using many different combinatorial and
algebraic tools: characters, association schemes, matroids, etc.
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2In this work, we prove that the previous properties (among others) are actually characterizations
of hierarchical posets, in the sense that they hold (for any linear code, if the case) if, and only if,
the metric is determined by a hierarchical poset. For all those properties (including the known
ones) we give simple and short proofs. The proofs are based on the existence of a canonical
decomposition introduced by Felix and Firer [7] and on a simple counterexample.
Since this work gives a unifying treatment to many different problems concerning codes with
poset metrics, we make some efforts to present the context in which some relevant results were
originally developed and also to explain (without proving) some key results. For this reason,
we start with a relatively lengthy section (Section II) presenting the preliminaries concepts and
introducing some basic examples that follow us all along the work. In Section III we present and
explain the main result concerning poset codes that will be used in the sequence, namely, the
existence of a canonical form of a code. Finally, in Section IV we present the original results of
this work: explicit formulae for the invariants of a code when considering a hierarchical poset
metric and ten different characterizations of hierarchical posets given in terms of coding theory
properties.
II. PRELIMINARIES
A. Poset metrics
Although the concept of order is much wider, in this text we consider only orders over finite
sets. Inasmuch, without loss of generality, we let [n] = {1, 2, . . . , n} be a finite set. We say that
the pair P = ([n],P ) is a partially ordered set (abbreviated as poset) if P is a partial order
relation on [n], that is, for all a, b, c ∈ [n] we have that: (i) a P a; (ii) a P b and b P c
implies a P c; (iii) a P b and b P a implies a = b.
An ideal in a poset P = ([n],P ) is a subset I ⊆ [n] such that, given a ∈ [n] and b ∈ I ,
if a P b, then a ∈ I . Given A ⊆ [n], we denote by 〈A〉P the smallest ideal of P containing
A and call it the ideal generated by A. An ideal 〈{a}〉P generated by a set A = {a} with a
single element (a singleton) is called a prime ideal. For simplicity we denote 〈a〉P = 〈{a}〉P .
An element a of an ideal I ⊆ [n] is called a maximal element of I if a P x for some x ∈ I
implies x = a. The set of all maximal elements of an ideal I is denoted byMP (I). It is easy to
see that, given an ideal I ⊆ [n],MP (I) is the minimal set such that 〈MP (I)〉P = I . We remark
that an ideal is prime if, and only if, it contains only one maximal element. Furthermore, this
maximal element is also the generator of the ideal.
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3We say that b covers a if a  b, a 6= b and there is no extra element c ∈ [n] such that
a P c P b. When considering “small” posets, i.e., small values of n, a good way to figure
out the properties of the poset is a visual representation, called the Hasse diagram of a poset
P = ([n],P ). The Hasse diagram is a directed graph whose vertices are the elements of [n]
and an edge connects b to a if and only if b covers a. When drawing it on a paper, we assume
that b is “above” a if b covers a so that the direction is always assumed to be downwards. In
Table I we picture the Hasse diagram of some posets over [3].
Order Relation Hasse Diagram
1 2
3
2 P0 3
1 2
3
1 P1 3 and 2 P1 3
1
2 3
1 P2 2 and 1 P2 3
Order Relation Hasse Diagram
1
2
3
1 P3 2, 1 P3 3 and 2 P3 3
No relation (anti-chain) 1 2 3
TABLE I: The Hasse diagrams of posets over [3].
The posets pictured in the table are all hierarchical, except for the poset P0, which will play
an important role in this work, since it is a counterexample to many properties dealt with here,
so we will call it Tiny Counterexample. A rigorous definition of poset isomorphism is postponed
to Section III, but it is worth to note that, up to isomorphism, these are all the posets over [3].
In the context of coding theory, a poset over [n] enables us to define a metric which may play
a role similar to that of the usual Hamming metric. Let Fnq be an n-dimensional vector space
over the finite field Fq. Given u ∈ Fnq , the support and the P -weight of u are defined respectively
as
supp(u) = {i ∈ [n] : ui 6= 0}
and
wtP (u) = |〈supp(u)〉P |,
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4where | · | denotes the cardinality of the given set. For simplicity, the set of maximal elements
in the ideal generated by supp(u) is denoted as MP (u). For u, v ∈ Fnq ,
dP (u, v) = wtP (u− v)
defines a metric over Fnq called the poset metric, or just the P -distance between u and v. The
space Fnq , when endowed with a poset metric dP , is called a P -space. Considering the five posets
presented at Table I and the vector u = 011 ∈ F3q , we have that wtP1(u) = wtP2(u) = wtP3(u) =
3 and wtP (u) = 2 in the other cases.
An anti-chain is a poset P with a minimal set of relations, i.e., for any a 6= b ∈ [n] neither
a P b nor b P a. Considering an anti-chain poset, we have that 〈supp(u)〉P = supp(u), hence
it induces the well-known Hamming metric. Besides the anti-chain poset, there is another poset
that can also be considered as an extremal one, the one having a maximal number of relations,
the chain poset. In this case, any two elements of [n] are comparable (or related), i.e., given
a, b ∈ [n], either a P b or b P a. The poset P3 of Table I is an example of a chain over
[3]. Those two posets, the anti-chain and the chain, being posets determined by a minimal or
maximal number of relations, also gives rise to metrics that, in some sense, are extremal ones.
The Hamming metric, determined by an anti-chain, is the discrete counterpart of the Euclidean
space, which models our sensorial perception of the world. The chain poset, on the other hand,
gives rise to a very different type of metric, known as an ultra-metric. In an ultra-metric, the
triangular inequality (d(x, z) ≤ d(x, y)+d(y, z)) is exchanged by the much stronger ultra-metric
inequality (d(x, z) ≤ max d(x, y), d(y, z)). This condition has a strong impact on the metric that
appears in many places. Just as an example, considering a metric determined by a chain, the
formula for the packing radius of a code is d(C)− 1 and not the usual bd(C)−1
2
c, where d(C) is
the minimum distance (see [3] for details).
It is worth noting that despite the fact that the metric determined by a chain defies our intuition,
it is actually a very simple setting and the geometry of codes under this metric was described
in details in [8], including the characterization of perfect and MDS codes.
In the general case, the behaviors determined by chains and anti-chains are mixed together,
and computing the geometric invariants of a code becomes a very hard task, so the researchers
started to consider different ways to combine chains and anti-chains. By performing disjoint
unions of finite chains or by (hierarchically) relating families of anti-chain posets, we obtain the
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5two most studied family of poset metrics: the Niederreiter-Rosembloom-Tsfasman (NRT) and
hierarchical families of posets.
The NRT metrics are determined by a poset which is a disjoint union of chains. They have
been widely investigated in the literature, see [9], [10], [11] and [12]. Its role as a metric model
of a channel is well established, while the geometry of the space and the metric parameters of
a code are not yet understood.
The hierarchical posets, which are the subject of study of this work, are another possible
generalization of both chain and anti-chain. Before we define what a hierarchical poset is, as an
“appetizer”, we can say that a metric determined by a hierarchical poset is the true generalization
of the Hamming metric in many different aspects. Just as an example, the only posets metrics
where the minimum distance of a code determines its packing radius are the ones induced by
hierarchical posets. Let us now introduce some concepts needed to define hierarchical posets.
The height h(a) of an element a ∈ P is the cardinality of a largest chain having a as the
maximal element. The height h(P ) of the poset is the maximal height of its elements, i.e.,
h(P ) = max {h(a) : a ∈ [n]}. The i-th level ΓPi of a poset P is the set of all elements with
height i, i.e.,
ΓPi = {a ∈ [n] : h(a) = i}.
We stress that each level of a poset has the order structure of an anti-chain. On Table I, the
posets P0, P1 and P2 (on the left side) all have 2 levels, while on the right side we have a chain
(with 3 levels) and an anti-chain with a single level.
Definition 1: A poset P = ([n],P ) is said to be hierarchical if elements at different levels
(anti-chains) are always comparable, i.e., if a ∈ ΓPi and b ∈ ΓPj , then a P b if, and only if,
i < j. A hierarchical space is a P -space, with P a hierarchical poset.
Consider the posets P and Q over [4] determined by the Hasse diagrams on Figure 1: P is
hierarchical and Q is not, because 1 ∈ ΓQ1 , 4 ∈ ΓQ2 but 1 and 4 are not related (in Q).
1 2
3 4
1 2
3 4
P Q
Fig. 1: P is hierarchical, Q is not hierarchical
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6From here on, if no confusion may arise, we will omit P as a superscript in ΓPi and as a
subscript in P , 〈·〉P , wtP and MP .
III. BASIC PROPERTIES OF POSET SPACES AND POSET CODES
One of the most basic and initial results in coding theory is the fact that, given a linear code
C ⊆ Fnq there is an equivalent code C ′ that has a generator matrix in a standard form. To achieve
the standard form we need to use basic operations on rows to obtain a row-echelon form of
the generator matrix, followed by a permutation of the columns. We should remark that basic
operations on rows preserve the code, just giving another basis for it; while permutation of
columns, being symmetries of the space relative to the Hamming metric, gives an equivalent
(not necessarily equal) code.
When considering metrics determined by hierarchical posets, it was shown in [7] that generator
matrices can be characterized by a form similar to the standard one, known as canonical-
systematic form. The important part of this characterization is the canonical part, so we refer to
it as the canonical form of a code. In order to describe it, we will first characterize the group of
linear isometries of a P -space, which was completely described in [13]. Let us start with some
definitions.
A map T : Fnq → Fnq is called a P -isometry if dP (T (u), T (v)) = dP (u, v) for every u, v ∈ Fnq .
We denote by GLP (Fq) the group of linear isometries of a P -space, i.e.,
GLP (Fq) := {T : Fnq → Fnq : T is a linear P -isometry}.
Two linear codes C, C ′ ⊆ Fnq are said to be P -equivalent if there is T ∈ GLP (Fq) such that
T (C) = C ′. This definition agrees with the usual equivalence of codes in the Hamming setting.
We stress that two P -equivalent codes are, geometrically speaking, indistinguishable.
Let P and Q be two posets over [n]. Given X, Y ⊆ [n], an order isomorphism (according
to P and Q) between X and Y is a bijection φ : X → Y satisfying i P j if, and only if,
φ(i) Q φ(j) for every i, j ∈ X . When X = Y and P = Q, we call φ a P -automorphism. We
denote by Aut(P ) the group of automorphisms of the poset P . Note that two isomorphic posets
can always be represented by the same Hasse diagram, hence the posets P and Q of Figure 1
are not isomorphic.
For j ∈ [n], let ej ∈ Fnq be the vector whose j-th coordinate is equal to 1 and supp(ej) = j. We
denote by βn = {e1, . . . , en} the usual basis of Fnq . Given T ∈ GLP (Fq), in [13] it was proved
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7that the ideal generated by supp(T (ej)) is prime. This implies that T ∈ GLP (Fq) determines
a map ΦT : [n] → [n] mapping j ∈ [n] into M(T (ej)) which, a posteriori, happens to be a
P -automorphism. Actually, it also works on the other way: given φ ∈ Aut(P ), the linear map
Tφ defined by Tφ(ei) = eφ(i) is an element of GLP (Fq). This leads to a characterization of the
linear isometries of a poset space: every isometry T ∈ GLP (Fq) is the product T = Tφ ◦ TU
where Tφ is induced by an automorphism φ and TU is the linear map determined by
TU(ej) =
∑
iP j
uijei with ujj 6= 0, for all j ∈ [n].
We use the notation TU to indicate that the transformation is determined by an n × n matrix
U = (uij), with ujj 6= 0 for all j ∈ [n] and uij = 0 if i /∈ 〈j〉P . We summarize the main results
of [13] (described in the previous paragraphs) in the next theorem.
Theorem 1: Let P = ([n],) be a poset. Then the following three conditions hold:
(i) The ideal 〈supp(T (ei))〉 is prime for every T ∈ GLP (Fq) and every i ∈ [n];
(ii) If T ∈ GLP (Fq), then the map ΦT : P → P given by
ΦT (i) =M (T (ei))
is a P -automorphism.
(iii) T ∈ GLP (Fq) if, and only if,
T (ej) =
∑
iP j
uijeΦT (i),
where ΦT is a P -automorphism (a posteriori defined as in item (ii)) and uij are scalars with
ujj 6= 0 for every j ∈ [n].
The canonical form is a key result to this work, so we shall outline the main steps used in its
construction.
Let P be a poset over [n] and let C ⊆ Fnq be a k-dimensional linear code with generator matrix
G. We assume that the i-th level Γi has ni elements and we write N1 = 0 and Ni =
∑i−1
j=1 nj
for 1 < i ≤ h(P ). Without loss of generality (up to an isomorphism of posets), we may assume
that the ni columns of G labeled by Ni + 1 ≤ j ≤ Ni+1 correspond to the elements of the i-th
level Γi of P . Furthermore, since elementary operations with rows does not change the code,
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8we may assume that G is in a “lower triangular” form and each pivot giri is the unique non-null
entry in the ri-th column of the matrix:
G =

g11 · · · g1r1 0 · · · 0 0 · · · 0 0 · · · 0
g21 · · · 0 g2(r1+1) · · · g2r2 0 · · · 0 0 · · · 0
...
... 0
...
... 0
... · · · 0
gk1 · · · 0 gk(r1+1) · · · 0 gk(r2+1) · · · gkrk 0 · · · 0
 .
In addition, given a vector u ∈ Fnq , it follows from item (iii) of Theorem 1, that it is possible to
construct an isometry TU such that the support of TU(u) contains only the maximal elements of
the support of u, i.e., supp(TU(u)) =M(u). We call the vector (TU(u)) the cleaned form of u.
Now, we use the pivot giri of the i-th row to clean the vector corresponding to this row. Since
we are using pivots to obtain the cleaned form of the rows, the cleaning operation in a row does
not “spoil” the cleaned ones. By doing so, we get a matrix G˜ that is a generator matrix of a
code C˜ which is P -equivalent to C (since G˜ was obtained from G by considering a sequence
of linear isometries). The matrix G˜ = (g˜ij)i=1,...,k,j=i,...,n has the property that j P ri or j > ri
implies g˜ij = 0.
Just now we shall assume that P is a hierarchical poset. By doing so, we get that g˜ij = 0 if
j ≤ Nl < ri for some l. This happens because j ≤ Nl < ri means that j belongs to a level at
most equal to l and ri belongs to a level at least equal to l+1 and, assuming P to be hierarchical,
this means that j P ri.
The matrix G˜, formed by cleaned vectors, has a block diagonal structure
G˜ =

0 · · · 0 G˜1r1 0 · · · 0 0 0 · · · 0 · · · 0 0 · · · 0
0 · · · 0 0 0 · · · 0 G˜2r2 0 · · · 0 · · · 0 0 · · · 0
...
...
...
...
...
... 0
...
0 · · · 0 0 0 · · · 0 0 0 · · · 0 · · · G˜trt 0 · · · 0

where each G˜iri is a ki × nri matrix, corresponding to the columns on the level Γri of P . This
is called a canonical form of the generator matrix, as introduced in [7].
The special form of G˜, ensured by the hierarchical structure of P , has a striking consequence,
that lays in the kernel of this work. It may be better grasped when restated in terms of codes,
instead of generator matrices. Consider the submatrix of G˜ consisting of the rows that contains
August 25, 2018 DRAFT
9G˜iri . This matrix generates a code C˜ri such that supp(C˜ri) ⊆ Γri for every i ∈ [t]. So, the code
C˜ generated by G˜, which is P -equivalent to C, can be expressed as
C˜ = C˜1 ⊕ C˜2 ⊕ · · · ⊕ C˜h(P ), (1)
where supp(C˜i) ⊆ Γi. We note that we may have C˜i = {0}, or equivalently, supp(C˜i) = ∅.
This decomposition is called the P -canonical decomposition of C. We say that a code admits
a P -canonical decomposition if it is P -equivalent to a code that is decomposed as in (1). We
stress that, as previously outlined, in the hierarchical case every code admits a P -canonical
decomposition.
We remark that, for a Hamming metric, which is induced by an anti-chain poset, every code
is in its canonical decomposition, since the poset has a unique level. For other posets, it is
not the case. Just as an example, let n = 3, and C = {000, 101} ⊆ F32. Considering P as
either P1, P2 or P3, we have that C is P -equivalent to C˜ = {000, 001} and since supp(C˜) is
a singleton, it is contained in a unique level, namely ΓP12 , Γ
P2
2 or Γ
P3
3 respectively. However,
considering the tiny counterexample P0, the unique non-identity element of GLP0(F2) is the
map T (x1e1 +x2e2 +x3e3) = x1e1 + (x2 +x3)e2 +x3e3 and since T (101) = 111, it follows that
C does not admit a P0-canonical decomposition. The existence of a P -canonical decomposition
of any given code is a property shared only by hierarchical posets.
Theorem 2: A poset P = ([n],) with l levels is hierarchical if, and only if, any linear code
C ⊆ Fnq admits a P -canonical decomposition.
Proof: If P is hierarchical, then the existence of a P -canonical decomposition follows
from the construction just described, for more details, see [7, Corollary 1]. Suppose P is not
hierarchical and let i ∈ [l] be the lowest level of P for which there are a ∈ Γi and b ∈ Γi+1
such that a 6 b, i.e., b is not greater than a according to P . The 1-dimensional linear code
C = span{ea + eb} does not admit a P -canonical decomposition. Indeed, Theorem 1 ensures
that for any linear isometry T ∈ GLP (Fq), the ideals 〈supp(T (ea))〉 and 〈supp(T (eb))〉 are both
prime, generated by ΦT (a) and ΦT (b) respectively, where ΦT is the P -automorphism described
in Theorem 1. Since ΦT is a P -automorphism, it follows that ΦT (a) ∈ Γi and ΦT (b) ∈ Γi+1.
Moreover, since a 6 b, we have that ΦT (a) 6 ΦT (b). It follows that M(T (span{ea + eb})) =
{ΦT (a),ΦT (b)} is not contained in a single level. Since dim(C) = 1 and T ∈ GLP (Fq) is
arbitrary, we find that C does not admit a P -canonical decomposition.
August 25, 2018 DRAFT
10
Let P be a poset over [n] with l levels. For every i ∈ [l], if ni = |Γi| and
F˜niq = {u ∈ Fnq : supp(u) ⊆ Γi},
then the entire space can be decomposed according to the levels of P , i.e.,
Fnq =
⊕
i∈[l]
F˜niq = F˜n1q ⊕ F˜n2q ⊕ · · · ⊕ F˜nlq .
We call this the P -level decomposition of Fnq . By definition, the parcels C˜i of a P -canonical
decomposition are subspaces of F˜niq . Since F˜niq ⊆ Fnq is naturally isomorphic to Fniq , even though
Fniq 6⊆ Fnq , we will use Fniq and F˜niq interchangeable and, from here on, write C˜i ⊆ Fniq .
IV. CHARACTERIZATIONS AND METRIC INVARIANTS OF CODES ACCORDING TO
HIERARCHICAL POSET METRICS
A. Metric Invariants
Many important properties of codes are determined by metric invariants. For example, the
error correction capability of a code is determined by its packing radius, which in turn, may (or
not) be determined by its minimum distance. In this section we will characterize invariants that
are central to describe some important properties of codes.
Since the distance dP assumes only values in [n] ∪ {0}, for u ∈ Fnq and r ∈ [n], let
B(u, r) = {v ∈ Fnq : dP (u, v) ≤ r}
and
S(u, r) = {v ∈ Fnq : dP (u, v) = r}
be the ball and sphere with radius r and center u, respectively. If S is a subset of Fnq , then:
(i) The Minimum distance of S is the smallest distance between two distinct elements of S,
i.e.,
dP (S) = min{dP (x, y) : x, y ∈ S, x 6= y};
(ii) The Packing Radius of S is the largest positive integer PP (S) such that the balls of radius
PP (S) centered at the elements of S are pairwise disjoint, i.e.,
PP (S) = max{i ∈ Z : B(u, i) ∩ B(v, i) = ∅ ∀ u, v ∈ S with u 6= v};
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(iii) The Covering Radius of S is the smallest positive integer Cov,P (S) such that the balls of
radius Cov,P (S) centered at the elements of S cover Fnq , i.e.,
Cov,P (S) = min
{
i ∈ Z : Fnq =
⋃
u∈S
B(u, i)
}
;
(iv) The Chebyshev Radius of S is the smallest positive integer RP (S) such that there is a ball
centered in a vector u ∈ Fnq with radius RP (S) containing S, i.e.,
RP (S) = min{i ∈ Z : S ⊆ B(u, i) for some u ∈ Fnq }.
A vector u reaching this minimum is called a Chebyshev center of S.
If no confusion may arise, we may omit the index P and write just d(S),P(S), Cov(S) and
R(S) for the minimum distance, packing, covering and Chebyshev radii, respectively. By using
the P -canonical decomposition, in [7], the authors gave explicit formulae for the minimum
distance and the packing radius. We will describe those results and provide explicit formulae
for the remaining invariants, the covering and Chebyshev radii. We stress that all the formulae
are expressed in terms of the invariants obtained according to the Hamming metric considered
on each component of a P -canonical decomposition of a code.
Before we give such explicit formulae, note that by suitable relabeling a poset P , we may
assume that an ideal I of P with |I| = s is, by itself, a poset over [s]. We call it the subposet
structure induced on I by P . The next proposition ensures that the packing radius of a code C
(the most relevant of the metric invariants previously introduced), depends only on the subposet
structure of the ideal generated by the support of C.
Proposition 1: Let C be a linear code and let I = 〈supp(C)〉 be the ideal generated by the
support of C and let Ĉ be the code obtained by puncturing C on [n]\ I . Then, the packing radius
of Ĉ according to I coincides with the packing radius of C according to P .
Proof: If x ∈ Fnq , c ∈ C and r > 0, then
x ∈ BP (0, r) ∩BP (c, r)⇒ x̂ ∈ BI(0̂, r) ∩BI(ĉ, r)
where s = |I|, x̂, 0̂ ∈ Fsq and ĉ ∈ Ĉ are the punctured vectors of x, 0 and c respectively. Hence,
RP (C) ≥ RI(Ĉ).
Let c ∈ Ĉ and y ∈ Fsq. Since supp(C) ⊆ I , there is a unique c′ ∈ C such that ĉ′ = c. We
denote by y′ the unique vector of Fnq satisfying supp(y) ⊆ I and ŷ′ = y. Consider 0̂ ∈ Fsq and
0 ∈ Fnq the null vectors in the corresponding spaces. It follows that
y ∈ BI(0̂, r) ∩BI(c, r)⇒ y′ ∈ BP (0, r) ∩BP (c′, r),
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hence RI(Ĉ) ≥ RP (C).
Considering the subposet structure induced on an ideal I of P , it may happen that P is not
hierarchical, while I is so. Indeed, the tiny counterexample P0 is not hierarchical but for any
I ⊆ [3], with |I| = 1 or |I| = 2, we have that the subposet induced on I by P0 is hierarchical.
Example 1: Let P and Q be the posets with Hasse diagrams depicted in Figure 2. If C =
{000000, 101100} then I = 〈supp(C)〉P = {1, 2, 3, 4}. Hence, Q = I and Ĉ = {0000, 1011}.
Furthermore, RP (C) = 3 = RQ(Ĉ) = RI(Ĉ).
1 2 3
P
4 5
I
1 2 3
Q
4
6
Fig. 2: Hasse diagrams of P and Q.
Now we give explicit formulae for the main metric invariants of a code.
Proposition 2: Let P = ([n],) be a hierarchical poset with l levels and denote ni = |Γi|.
Let {0} 6= C ⊆ Fnq be a linear code and C1 ⊕ C2 ⊕ · · · ⊕ Cl a P -canonical decomposition of C.
Then:
(i) The minimum distance of C is given by
dP (C) =
t1−1∑
i=1
ni + dH(Ct1),
where t1 = min{i ∈ [l] : Ci 6= {0}} and dH(Ct1) is the minimum distance of Ct1 considered
as a code in the Hamming space Fnt1q ;
(ii) The packing radius of C is given by
P(C) =
t1−1∑
i=1
ni +
⌊
dH(Ct1)− 1
2
⌋
;
(iii) The covering radius of C is given by
Cov(C) =
h−1∑
i=1
ni + C
H
ov(Ch),
where: CHov(Ch) is the covering radius of Ch considered as a code in the Hamming space
Fnhq ; h = min{i ∈ [l − 1] : Cj = Fnjq ,∀j > i} if Cl = Fnlq or h = l if Cl 6= Fnlq ;
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(iv) The Chebyshev radius of C is given by
R(C) =
r−1∑
i=1
ni +RH(Cr),
where r = max{i ∈ [l] : Ci 6= {0}} and RH(Cr) is the Chebyshev radius of Cr considered
as a code in the Hamming space Fnrq .
Proof: As a general remark for the proof, since all the radii and measures are invariant
by any linear P -isometry, we may assume, without loss of generality, that C is a P -canonical
decomposition of itself, i.e., C = C1 ⊕ C2 ⊕ · · · ⊕ Cl and supp(Ci) ⊆ Γi.
For item (i), since C is linear, the minimum distance equals the minimum weight and since
P is hierarchical, the characterization of the minimum weight follows immediately from the
definition. Item (ii) was first proved in [7], Propositions 3. The main idea is to proof that P(C) =∑t1−1
i=1 ni+PH(Ct1) where PH(Ct1) is the packing radius of Ct1 according to the Hamming metric
on Fnt1q , and, as is well known, it is fully determined by dH(Ct1): PH(Ct1) =
⌊
dH(Ct1 )−1
2
⌋
. We
shall prove the last two items.
(iii) Suppose there is u ∈ Fnq such that
dP (u, c) >
h−1∑
i=1
ni + C
H
ov(Ch)
for every c ∈ C. Since dP (u, c) =
∑h−1
i=1 ni + dH(uh, ch) for every c ∈ C satisfying ∅ 6=
M(u− c) ⊆ Γh, then dH(uh, ch) > CHov(Ch), which is a contradiction. Therefore
Cov(C) ≤
h−1∑
i=1
ni + C
H
ov(Ch).
If the equality does not hold in the previous equation, then, for each u ∈ Fnq , there is c ∈ C
such that dH(uh, ch) < CHov(Ch). This contradicts the minimality of CHov(Ch).
(iv) Considering the Hamming metric over Cr, let u ∈ Fnrq ⊆ Fnq be a Chebyshev center of
Cr ⊆ Fnrq . Since P is hierarchical, given 0 6= v ∈ Fnq , we have that M(v) ⊆ Γi for some
i ∈ [l]. The maximality of r ensures that if c ∈ C then M(c) ⊆ Γj for some j ≤ r and
since M(u) ⊆ Γr, we get that M(u − c) ⊆ Γs for some s ≤ r. Also, by the P -level
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decomposition of Fnq and the canonical decomposition of C, we may write u = ur and
c = c1 + · · ·+ cl where ci ∈ Ci. With this notation we have that
dP (u, c) = n1 + n2 + · · ·+ ns−1 + dH(us, cs)
≤ n1 + n2 + · · ·+ nr−1 + dH(ur, cr)
≤ n1 + n2 + · · ·+ nr−1 +RH(Cr),
where the equality follows from the definition of the P -distance when P is hierarchical. The
first inequality follows from the fact that s ≤ r and the second inequality is a consequence
of the definition of the Chebyshev radius. It follows that
R(C) ≤ n1 + n2 + · · ·+ nr−1 +RH(Cr).
For the opposite inequality, let v ∈ Fnq be the Chebyshev center of C. Then M(v) ⊆ Γs
for some s ≤ r, since otherwise, by the maximality of r, dP (0, c) < dP (v, c) = wt(v) for
every c ∈ C, i.e., v would not be a Chebyshev center. The maximality of r also ensures
that for every c ∈ C, there is s ≤ r such that M(v − c) ⊆ Γs.
Let cr ∈ Cr be a codeword such that dH(vr, cr) is maximal. Since Cr 6= {0}, there are at least
two codewords in Cr hence dH(vr, cr) > 0. As a consequence, we have thatM(v−cr) ⊆ Γr.
The definition of the Chebyshev radius ensures that dP (v, cr) ≤ R(C), and so
dP (v, cr) = n1 + n2 + · · ·+ nr−1 + dH(vr, cr) ≤ R(C).
Since dP (vr, cr) ≥ dP (vr, c′r) for every c′r ∈ Cr, we have that RH(Cr) ≤ dH(vr, cr).
Therefore,
n1 + n2 + · · ·+ nr−1 +RH(Cr) ≤ dP (v, cr) ≤ R(C).
The formulae for the packing and the covering radii of a code enable us to characterize the
P -perfect codes.
Corollary 1: Let P = ([n],) be a hierarchical poset with l levels, C ⊆ Fnq a linear code and
t1 = min{i ∈ [l] : Ci 6= {0}}. The code C is P -perfect if, and only if,
C = Ct1 ⊕
(
l−t1⊕
i=1
Ft1+iq
)
and Ct1 is a perfect code in Ft1q according to the Hamming metric.
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Proof: By definition, a linear code C is P -perfect if, and only if, the packing and covering
radii are equal. From Proposition 2 it follows that C is P -perfect if, and only if,
Cov(C)− P(C) =
h−1∑
i=t1
ni + C
H
ov(Ch)−
⌊
dH(Ct1)− 1
2
⌋
= 0.
From the definition of t1 and h, we have that t1 ≤ h. Since nt1 >
⌊
dH(Ct1 )−1
2
⌋
it follows that
h = t1 and this implies that CHov(Ct1) =
⌊
dH(Ct1 )−1
2
⌋
. Therefore, Ct1 is a perfect code when
considering the Hamming metric on Ft1q .
Reciprocally, if C is decomposed as C = Ct1 ⊕
(⊕l−t1
i=1 Ft1+iq
)
and Ct1 is perfect as a code in
the Hamming space Ft1q , then, by comparing the expressions for the covering and packing radii
(items (ii) and (iv) of Proposition 2) we find that P(C) = Cov(C).
In binary spaces, the complement set of BH(u, r) is the ball BH(uc, n− r− 1) where uci = 0
if ui = 1 and uci = 1 if u
c = 0 (uc is known as the complement vector of c). For the Hamming
case, as was proved in [14], the covering and the Chebyshev radii are related as follows:
CHov(C) = min
{
i ∈ Z : Fnq =
⋃
u∈S
B(u, i)
}
= max
{
i ∈ Z : C ∩ B(u, i) = ∅ for some u ∈ Fnq
}
+ 1
= max
{
i ∈ Z : C ⊆ B(u, n− i− 1) for some u ∈ Fnq
}
+ 1
= max
{
n− r − 1 ∈ Z : C ⊆ B(u, r) for some u ∈ Fnq
}
+ 1
= n− 1−min{r ∈ Z : C ⊆ B(u, r) for some u ∈ Fnq}+ 1
= n−RH(C),
where r = n − i − 1. We remark that this identity was previously proved in [15]. Out of this,
we have the following:
Corollary 2: Let P = ([n],) be a hierarchical poset with l levels. Let C ⊆ Fn2 be a binary
linear code and C1 ⊕ C2 ⊕ · · · ⊕ Cl be a P -canonical decomposition of C and let r = max{i ∈
[l] : Ci 6= {0}}. Then, the Chebyshev radius of C is given by
R(C) =
r∑
i=1
ni − CHov(Cr).
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Proof: From Proposition 2, item (iii), R(C) = ∑r−1i=1 ni+RH(Cr). Since we are considering
binary codes, we know that CHov(C) = n−RH(C) and it follows that
R(C) = n1 + · · ·+ nr−1 + nr − CHov(Cr).
Remark 1: Considering the code C = {00, 11, 22} ⊆ F23, we have that RH(C) = 2 and
CHov(C) = 1. It follows that Corollary 2 does not hold for q 6= 2. Despite that, from the proof of
Corollary 2, it is clear that any relation between the Chebyshev radius and the covering radius
in a q-ary Hamming space will ensure a similar relation for any hierarchical P -space.
B. Characterizations of hierarchical poset metrics
In this section we present some metric properties of codes, each of which is a characterization
of hierarchical posets in the sense that, any linear code satisfies the given metric property if,
and only if, the metric poset is determined by a hierarchical poset. Despite the fact that most of
these properties can be restated by considering any metric in place of the metric Hamming, they
are formulated here as related to the poset, not to the metric. Most of those properties are well
known in coding theory, sometimes just taken for granted in the case of the Hamming metric.
As we shall see in Theorem 3, none is obvious by itself, but the metric taken into consideration
may turn it so.
We start with one of the main invariants of coding theory, the weight enumerator, which is
simply generalized as the P -weight enumerator of a linear code C ⊆ Fnq :
W PC (X) =
n∑
i=0
APi (C)X i,
where
APi (C) = |{c ∈ C : wtP (c) = i}|.
In 1961, a remarkable result was presented by Jessie MacWilliams [16], the MacWilliams
Identity, which relates the weight enumerators of a code C and its dual C⊥. Over the years,
relations between weight enumerators of pairs of dual codes have been explored on a large
number of metrics, see [17] and [18], for example. In the case of poset metrics, to attain such
a relation one needs to consider the dual poset: given a poset P = ([n],P ), the dual poset is
the poset P = ([n],P ) defined by the opposite relations, i.e., given i, j ∈ [n], then
i P j ⇐⇒ j P i.
August 25, 2018 DRAFT
17
Definition 2: (MacWilliams’ Identity property) A poset P = ([n],) a MacWilliams’ Identity
if, for any linear code C ⊆ Fnq , the P -weight enumerator W PC (X) of C determines the P -weight
enumerator W PC⊥(X) of the dual code C⊥.
For poset metrics, the MacWilliams Identity was first investigated in [19]. In [4] it was proved
that the hierarchical posets are the only posets admitting a MacWilliams’ identity, furthermore,
explicit formulae for those identities was obtained.
Another classical result due to F. J. MacWilliams in the context of Hamming metric is the
MacWilliams Extension theorem, which basically states that the notion of equivalence between
codes may be determined locally. The subject has been studied in many different contexts, and
several papers were devoted to this subject, including [6], [20] and [21].
Definition 3: (MacWilliams’ Extension property) A poset P = ([n],P ) satisfies the MacWilliams
Extension property if for any pair of linear codes C and C ′ and any linear map t : C → C ′
preserving the P -distance, there is a linear isometry T ∈ GLP (Fq) such that T |C = t.
In [6] it was shown that hierarchical posets are the unique posets satisfying this property.
Association schemes, which is a classical structure studied in algebraic combinatorics, came
into the picture in [5] in order to provide a proof of the MacWilliams identity which is more
direct than the one given in [4].
Definition 4: Let X be a finite set. Given an integer m, consider a set R = {R0, R1, . . . , Rm}
of m+ 1 binary relations Ri on X such that R is a partition of X ×X . The pair (X,R) is said
to be an association scheme if the following conditions are satisfied:
(i) R0 is the diagonal, i.e., R0 = {(u, u) ∈ X ×X : u ∈ X};
(ii) Ri is symmetric, i.e., (u, v) ∈ Ri if, and only if, (v, u) ∈ Ri;
(iii) If (u, v) ∈ Rk, then the number of elements w ∈ X such that (u,w) ∈ Ri and (v, w) ∈ Rj
is a constant depending only on i, j and k.
Whenever we have a metric structure on X , a partition of X × X may be obtained by
considering the part Ri to be determined by pairs of points at distance i. As was shown by
Delsarte in [22], this was the key to translate the MacWilliams Identity problem to a distribution
problem in the association scheme.
Definition 5: We say that a poset P = ([n],) determines an association scheme if the pair
(Fnq ,RdP ) is an association scheme, where RdP = {R0,dP , R1,dP , . . . , Rn,dP } and
Ri,dP = {(u, v) ∈ Fnq × Fnq : dP (u, v) = i}.
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Conditions to ensure that a poset metric determines an association scheme were described in
[5] and, doing it without considering the P -canonical decomposition was a quite difficult task.
Other results relating association schemes and poset codes include, for example, conditions over
the poset to ensure that the association scheme is self-dual [23].
When considering posets consisting of multiple disjoint chains, a MacWilliams’ identity is
not available. To overcome this difficulty, the shape of a vector was introduced in [10] as a
refinement of the weight. We give here a very generic definition of a shape:
Definition 6: Let P = ([n],) be a poset and m ∈ Z be a positive integer. A map ζ : Fnq → Zm
is a shape mapping if for every u, v ∈ Fnq ,
ζ(u) = ζ(v) ⇐⇒ there is T ∈ GLP (Fq) such that T (u) = v.
A shape mapping is “good” if it has a simple description with m as small as possible. In
some cases, we may have m = 1 and the shape mapping being very simple: ζ(u) = wtP (u). As
we shall see, it happens if, and only if, P is hierarchical.
Considering partial orders as a particular case of directed graphs, they may be studied con-
sidering properties of the adjacency matrix, as it is usually done in spectral graph theory, and
this is last structure we are interested in.
Definition 7: Let P = ([n],) be a poset. The adjacency matrix AP of P is an n× n matrix
with entries satisfying Aij = 1 if i  j with i 6= j and zero otherwise.
Now we are in place to present our main result, a vast collection of coding properties, each of
which characterizes the hierarchical posets.
Theorem 3: Let P = ([n],) be a poset with l levels. Then, P is hierarchical if, and only if,
any of the (equivalent) properties below holds:
P0 Every linear code admits a P -canonical decomposition;
P1 P admits a MacWilliams’ Identity;
P2 P satisfies the MacWilliams Extension property;
P3 P determines an association scheme;
P4 The group of linear isometries acts transitively on spheres of a fixed radius, i.e., wt(u) =
wt(v) if, and only if, there is T ∈ GLP (Fq) such that T (u) = v;
P5 The packing radius P(C) of a linear code C is a function of its minimum distance d(C);
P6 The P -weight is a shape mapping;
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P7 For each v ∈ Fnq , the set M(v) is contained in Γi for some i ∈ [l];
P8 The entries of the adjacency matrix AP satisfy the triangle inequality, i.e., Aij ≤ Aik +Akj ,
for all i, j, k ∈ [n];
P9 Given two ideals I, J ⊆ [n], then |I| = |J | if, and only if, they are isomorphic.
The characterization given by property P0 was actually done in Theorem 2; the subscript index
0 is introduced to stress its key role in the proof of the other statements. Before we proceed to
the proof, we recall that some of those statements are known: items P1, P2, P3 and P4 are
proved in [4], [6], [5] and [24]; item P5 is partially proved in [7]. Nevertheless, we do present
a complete proof for each of these statements, since the P -canonical decomposition allows us
to do it in an elegant and short way.
We remark that some of these properties are stronger than they might appear at first sight.
Consider for example the relation between the packing radius and the minimum distance of a
code (Property P5). Even when the minimum distance is known, determining the packing radius
in the smallest non-trivial case (1-dimensional codes) may be a surprisingly difficult problem: it
was proved in [25] that, in general, it is an NP-hard problem. We now proceed to the proof.
Proof of Theorem 3: As we have already noted, Theorem 2 says thatP0 is a characterization
of hierarchical posets. For the other nine items, we split the proof into two parts: we first prove
the “if” part (arguing by contraposition) for each of the nine statements and, after that, we prove
the “only if” part.
For the “if” part, let us suppose that P is non-hierarchical and denote by α the first level
where P “fails” to be hierarchical, i.e., there is α ∈ [l] and elements a ∈ ΓPα−1 and b ∈ ΓPα such
that a 6 b. Let us assume that α is minimal with this condition. In this situation, there must be
an element c ∈ ΓPα−1 such that c  b and the structure induced on {a, b, c} by P is isomorphic
to the tiny counterexample P0. To illustrate this situation consider Figure 3. We stress that, on
Figure 3, the shaded subposet is the one isomorphic to P0.
Considering the subposet {a, b, c} we construct two codes that will be a counterexample to
many of the listed properties: C1 = span{eb} and C2 = span{u}, where u =
∑
i∈〈{a,b}〉∩ΓPα−1 ei.
The ideals I1 = 〈supp(eb)〉 = 〈b〉 and I2 = 〈supp(u)〉 = 〈{a, b}〉 \ {b} generated by the support
of each of this (the shaded subposets on Figure 4) are hierarchical subposets of P .
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c a
b
Γ1
Γα−1
Γα
Γl
...
· · ·
· · ·· · ·
...
...
...
· · ·
...
...
...
...
Hierarchical
Subposet
a 6 b
Fig. 3: The shaded subposet {a, b, c} is isomorphic to P0, the smallest non-hierarchical poset.
c a
b
· · ·
· · ·· · ·
...
...
...
· · ·
...
...
...
c a
b
· · ·
· · ·· · ·
...
...
...
· · ·
...
...
...
I1 I2
Fig. 4: The ideals I1 = 〈supp(C1)〉 and I2 = 〈supp(C2)〉.
From here on, we consider the level α, the vector u, the codes C1 and C2 and the (hierarchical)
ideals I1 and I2 as defined in the precedent paragraphs. We shall now proceed to prove that
properties P1 to P9 does not hold if the poset P is not hierarchical.
P1 : Clearly, the P -weight enumerators of C1 and C2 are both equal to 1 + (q − 1)X |〈b〉|. In
order to prove that W PC⊥1 (X) 6= W
P
C⊥2
(X), it is enough to show that the coefficients APλ (C⊥1 ) and
APλ (C⊥2 ) are different for some λ ∈ [n]. We recall that ni is the cardinality of the i-th level of
P , i.e., ni = |ΓPi |.
Let λ = n −∑α−2i=1 ni = ∑li=α−1 ni. Since we assume that P is hierarchical up to the level
α− 1, given v ∈ Fnq we have that wtP (v) = λ if, and only if, MP (v) = ΓPα−1. Hence,
APλ (C⊥i ) = |{c ∈ C⊥i : MP (v) = ΓPα−1}| (2)
for i ∈ {1, 2}. Furthermore, the condition MP (v) = ΓPα−1 establishes that vi 6= 0 for every
i ∈ ΓPα−1 and that vi = 0 for every i ∈ 〈ΓPα−2〉.
Since C⊥1 = {(v1, . . . , vn) ∈ Fnq : vb = 0}, for every v ∈ C⊥1 we have that vi ∈ Fq may assume
any value for each i ∈ ΓPα ∪ΓPα+1∪ . . .∪ΓPl . Furthermore, as |ΓPα ∪ΓPα+1∪ . . .∪ΓPl | = λ−nα−1,
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from Equation (2), it follows that
APλ (C⊥1 ) = |{v ∈ Fnq : MP (v) = ΓPα−1 and vb = 0}|
= (q − 1)nα−1qλ−nα−1−1 (3)
= (q − 1)tqλ−nα−1 (q − 1)
nα−1−t
q
.
where t = nα−1 −
∣∣{i ∈ ΓPα−1 : i  b}∣∣.
On the other hand, considering the vector u, by definition we have that ui = 1 if i ∈ 〈{a, b}〉∩
ΓPα−1 and ui = 0 if i 6∈ 〈{a, b}〉 ∩ ΓPα−1. Thus, as C2 is spanned by u, a vector v ∈ Fnq belongs
to C⊥2 if, and only if,
∑n
i=1 viui =
∑
i∈〈{a,b}〉∩ΓPα−1 vi = 0. Hence, from Equation (2),
APλ (C⊥2 ) = |{v ∈ Fnq : MP (v) = ΓPα−1 and
∑
i∈〈{a,b}〉∩ΓPα−1 vi = 0}|.
Let m = |〈{a, b}〉 ∩ ΓPα−1|. Given a vector v counted in the determination of APλ (C⊥2 ), all the
nα−1 − m coordinates corresponding to ΓPα−1 \ 〈{a, b}〉 must be non zero and those non-zero
coordinates does not appear as part of the sum
∑
i∈〈{a,b}〉∩ΓPα−1 vi = 0. Since nα−1 −m = t− 1
and, as before, the λ− nα−1 coordinates ΓPα ∪ ΓPα+1 ∪ . . . ∪ ΓPl may assume any value,
APλ (C⊥2 ) = (q − 1)t−1qλ−nα−1|{v ∈ Fmq :
∑m
i=1 vi = 0 and vi 6= 0}|.
The number of solutions of
∑m
i=1 vi = 0, with vi ∈ Fq \ {0}, denoted by Sm, is the number of
m-compositions over Fq (in the combinatorial sense, see [26]). It is known by [27] that
Sm =
(q − 1)m + (−1)m(q − 1)
q
.
Therefore,
APλ (C⊥2 ) = (q − 1)t−1qλ−nα−1Sm. (4)
Since Sm 6= (q−1)mq , considering equations (3) and (4) we find that APλ (C⊥1 ) 6= APλ (C⊥2 ) hence
the P -weight enumerators of C⊥1 and C⊥2 are different.
P2 : For every non-zero λ ∈ Fq, the map t : C1 → C2 defined by t(λ ·eb) = λ ·u is a
linear P -isometry between C1 and C2. This map cannot be extended to a linear P -isometry of
Fnq , indeed, item (i) of Theorem 1 ensures that if T ∈ GLP (Fq), then 〈supp(T (eb))〉 is a prime
ideal, but T (eb) = t(eb) = u and 〈supp(u)〉 is clearly not prime.
P3 : Conditions (i) and (ii) in the definition of an association scheme are satisfied in-
dependently of the metric. Thus, assuming that P is not hierarchical, we provide a general
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counterexample to prove that the condition (iii) in Definition 4 is not satisfied. Let s =
∑α−2
i=1 ni.
By definition (0, eb) ∈ Rwt(eb),dP . Moreover, the set
{z ∈ Fnq : (0, z) ∈ Rs+1,dP and (eb, z) ∈ Rwt(eb)−1,dP }
is empty, because dP (0, z) = s + 1 implies zb = 0 and dP (eb, z) = wt(eb) − 1 implies zb = 1.
On the other hand, by the choice of u, we have that (0, u) ∈ Rwt(eb),dP . However, the set
{z ∈ Fnq : (0, z) ∈ Rs+1,dP and (u, z) ∈ Rwt(eb)−1,dP }
is not empty, since dP (0, ea) = s + 1 and dP (u, ea) = wt(eb) − 1. It follows that P does not
determine an association scheme.
P4 : Since wt(eb) = wt(u) and supp(eb) generates a prime ideal while supp(u) does not,
it follows, from item (i) in Theorem 1, that eb cannot be mapped into u by any P -isometry
T ∈ GLP (Fq).
P5 : Proposition 1 ensures that in order to obtain the packing radius of both C1 and C2, we may
puncture C1 and C2 on the coordinates corresponding to the ideals I = 〈b〉P and J = 〈a, b〉P \{b},
respectively. Furthermore, since both I and J are hierarchical posets (shaded posets in Figure
4), the packing radius of C1 and C2 are determined in item (ii) of Proposition 2:
P(C2) =
α−2∑
i=1
ni +
⌊ |ΓPα−1 ∩ 〈b〉|
2
⌋
and
P(C1) =
α−2∑
i=1
ni + |ΓPα−1 ∩ 〈b〉P |.
Since |ΓPα−1 ∩ 〈b〉P | > 0 we find that P(C1) > P(C2) but, by construction, d(C1) = d(C2).
P6 : If the P -weight is a shape mapping, then the group of linear isometries acts transitively
on spheres of a fixed radius, but, as seen in the proof of P4, the vectors u and eb have the same
weight and are not in the same orbit, since there is no linear P -isometry T such that T (u) = eb.
P7 : If we take v = ea + eb, then we have that M(v) ∩ ΓPα−1 = {a} and M(v) ∩ ΓPα = {b}.
P8 : Since b ∈ ΓPα and c ∈ ΓPα−1 satisfy c  b, it follows that Acb = 1. On the other hand,
Aca = Aab = 0. Therefore, the triangle inequality does not hold.
P9 : The ideals I = 〈b〉 and J = {a} ∪ (I\{b}) have same cardinality. However, there is no
isomorphism between I and J , because I is prime while J is not.
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To prove the “only if” part, consider P to be a hierarchical poset with l levels and let ni = |ΓPi |
for every i ∈ [l]. Let C ⊆ Fnq be a linear code. Without loss of generality (ensured by Theorem
2), we assume that C = C1 ⊕ · · · ⊕ Cl, with supp(Ci) ⊆ ΓPi and i ∈ [l].
P1 : The weight enumerator of C is given by
W PC (X) = 1 +WC∗1 (X) +X
s1WC∗2 (X)|C1|+ · · ·
+Xsl−1WC∗l (X)|C1||C2| · · · |Cl−1|,
where C∗i = Ci\{0}, WC∗i (X) is the Hamming weight enumerator of C∗i ⊆ Fniq and sj =
∑j
i=1 ni.
Let us define Di = {v ∈ C⊥i : supp(v) ⊆ ΓPi }. It is clear that each Di is a vector subspace
contained in C⊥ and, from simple dimensionality reasoning, it follows that C⊥ = D1 ⊕ D2 ⊕
· · · ⊕Dl. Moreover, this is, by itself, a P -canonical decomposition of C⊥. Thus, the P -weight
enumerator of C⊥ may be written as
W PC⊥(X) = 1 +WD∗l (X) +X
s1WD∗l−1(X)|Dl|+ · · · (5)
+Xsl−1WD∗1 (X)|D2||D3| · · · |Dl|,
where D∗i = Di \ {0}, WD∗i (X) is the Hamming weight enumerator of D∗i ⊆ Fniq and sj =∑l
i=l−j+1 ni. For each i ∈ [l], the punctured codes obtained by puncturing Ci and Di on [n] \
ΓPi have the same Hamming weight enumerator of Ci and Di, respectively. Furthermore, the
punctured codes are dual to each other and then, the classical MacWilliams identity ensures
that the parcel WD∗i (X) of the weight enumerator of C⊥ is uniquely determined by the parcel
WC∗i (X) of the weight enumerator of C. It follows that the P -weight enumerator of C⊥ may be
fully determined once the P -weight enumerator of C is given.
P2 : Let C ′ = C ′1 ⊕ · · · ⊕ C ′l be a linear code on Fnq and t : C → C ′ be a linear map that
preserves the P -weight. Since t is assumed to preserve the P -weight, given ci ∈ Ci, we have that
t(ci) = ti(ci) + fi(ci) where fi : Ci →
⊕
j<i C ′j , ti : Ci → C ′i and ti is a P -isometry. Moreover,
since t is assumed to be a linear map, we have that both ti and fi are linear. The linearity of t
ensures that, given c = c1 + · · ·+ cl with ci ∈ Ci, we have that
t(c) =
l∑
i=1
ti(ci) + fi(ci).
Since P is hierarchical and supp(Ci) and supp(C ′i) are subsets of Γi, it follows that ti is also a
linear isometry according to the Hamming metric. The classical MacWilliams Extension ensures
the existence of a linear isometry Ti : Fniq → Fniq such that Ti|Ci = ti. Because P is hierarchical
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and supp(Fniq ) = ΓPi , the map Ti is a linear isometry according to the poset metric P . For each
i ∈ [l], let us consider Fniq as the direct sum Fniq = Ci ⊕Wi and define Fi : Fniq → Fnq as the
linear map determined by Fi(u + w) = fi(u) for u ∈ Ci and w ∈ Wi. Since each v ∈ Fnq may
be uniquely decomposed as v = vi + · · ·+ vl with supp(vi) ⊆ ΓPi for every i ∈ [l], the map
T : Fnq → Fnq
v1 + · · ·+ vl 7→
∑l
i=1 Ti(vi) + Fi(vi)
is well defined. Furthermore, by construction, T is a linear P -isometry satisfying T |C = t.
P3 : Since P -distances are invariant by translations, in order to prove the condition (iii) of
Definition 4, when considering a pair of vectors (u, v) ∈ Rk, we may assume u = 0. So, it is
enough to show that the cardinality of the sets Svi,j = {w ∈Fnq : dP (v, w) = j and wt(w) = i}
does not depend on the choice of v ∈ Fnq but only on wt(v) = k. Consider u, v ∈ Fnq such that
wt(u) = wt(v). By the MacWilliams Extension property (P2), there is T ∈ GLP (Fq) such that
T (u) = v. Hence, w ∈ Sui,j if, and only if, T (w)∈ Svi,j . Therefore, |Sui,j| = |Svi,j|.
P4 : Given r ∈ Z and u, v ∈ SP (0, r), the map defined by t(λu) = λv for every λ ∈ Fq is a
linear map between the spaces generated by u and v preserving the P -weight. The MacWilliams
Extension property (P2) ensures that t may be extended to a map T ∈ GLP (Fq). Since T (u) = v,
the group GLP (Fq) acts transitively on SP (0, r).
P5 : Follows direct from the formula of the packing radius given in Proposition 2.
P6 : Given v ∈ Fnq , from Property P4 we have that
{T (v) : T ∈ GLP (Fq)} = SP (0,wtP (v)),
and so the P -weight is a shape mapping.
P7 : Given v ∈ Fnq , the elements of M(v), being maximals, are not comparable to each
other. On the other hand, since P is hierarchical, two elements belonging to different levels are
always comparable. Hence, M(v) ⊆ Γs for some s ∈ [l].
P8 : If Aij = 0, there is nothing to be proved. Let us assume that Aij = 1. This implies that
i  j and i 6= j. We need to prove that either Aik = 1 or Akj = 1. Given k ∈ [n], if k = i then
Akj = 1. Suppose k 6= i, then k and i are either comparable or not comparable. In the first case,
if i  k, then Aik = 1, on the other hand, if k  i, then k  j since i  j, hence Akj = 1. For
the second case, Akj = 1 because i  j and the elements i and k belong to the same level of
P .
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P9 : Since P is hierarchical, given two ideals I, J ⊆ [n], it follows that |I| = |J | if, and
only if, |M(I)| = |M(J)| and M(I),M(J) ⊆ Γr, for some r ∈ [l]. Hence, if |I| = |J |, then
I =
(
r−1⋃
j=1
Γj
)
∪M(I) and J =
(
r−1⋃
j=1
Γj
)
∪M(J)
for some r ∈ [l]. Consider a map φ : I → J determined as follows: φ(M(I)) =M(J) is any
bijection and φ|⋃r−1
j=1 Γj
is the identity function. By the construction of φ and since P is assumed
to be hierarchical, we have that φ is an isomorphism between the ideals I and J .
To conclude the work, we make explicit the MacWilliams identity for hierarchical posets,
which existence was proved in Theorem 3.
In order to simplify the notation we consider the polynomial
AC(X) = (1 + (q − 1)X)nWC
(
1−X
1− (q − 1)X
)
− 1, (6)
where WC(X) is the weight enumerator of C relative to the Hamming metric.
Corollary 3 (The MacWilliams Identity): Let P be a hierarchical poset with l levels and
ni = |Γi|. Let C ⊆ Fnq be a linear code, C1⊕· · ·⊕Cl its canonical decomposition and ki = dim(Ci).
Then, the P -weight enumerator of its dual code is given by
W PC⊥(X) = 1 +
1
qkl
ACl (X) +X
s1
qnl−kl
qkl−1
ACl−1 (X) + · · ·+Xsl
qn2−k2qn3−k3 · · · qnl−kl
qk1
AC1 (X) ,
where sj =
∑l
i=l−j+1 ni.
Proof: From the classical MacWilliams Identity we have that
WDi(X) =
1
qki
ACi(X) + 1, (7)
where Di = {v ∈ C⊥i : supp(v) ⊆ Γi}. The identity follows straightforward from equations (5)
and (7).
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