Towards Cover Song Detection with Siamese Convolutional Neural Networks by Stamenovic, Marko
Towards Cover Song Detection with Siamese Convolutional Neural Networks
Marko Stamenovic 1
Abstract
A cover song, by definition, is a new performance
or recording of a previously recorded, commer-
cially released song. It may be by the original
artist themselves or a different artist altogether
and can vary from the original in unpredictable
ways including key, arrangement, instrumenta-
tion, timbre and more. In this work we propose a
novel approach to learning audio representations
for the task of cover song detection. We train a
neural architecture on tens of thousands of cover-
song audio clips and test it on a held out set. We
obtain a mean precision@1 of 65% over mini-
batches, ten times better than random guessing.
Our results indicate that Siamese network config-
urations show promise for approaching the cover
song identification problem.
1. Introduction
The proliferation of cheap digital media creation tools and
free web based publishing platforms has led to an ever-
expanding universe of audio-visual content. Although much
of this content is original in nature, a stunning amount is
cover material. For example, a recent search of a popu-
lar video sharing site for the term Beatles cover turned up
3.97 million matches. Over their entire career, The Bea-
tles released a total of 257 songs. Applications of cover
song detection include copyright infringement detection and
content-based music recommendation among others.
Classical approaches to cover-song detection use feature ex-
traction combined with a distance metric. Chroma features,
which globally bin spectral semitone energy, are widely used
as as input feature representations. Ellis (Ellis, 2006) used
beat-synchronous chroma features and cross-correlation to
detect cover songs. Ellis and Cotton (Ellis & Cotton, 2007)
built on this work by tuning the cross correlation results and
the tempo estimation. Serra et al. (Serra` et al., 2008) used
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dynamic time warping to align a chroma-based features be-
fore similarity evaluation. More recently, Silva et al. (Silva
et al., 2016) used an approach based on subsequence compar-
isons, Seetharaman and Rafii (Seetharaman & Rafii, 2017)
proposed a method based on a two-dimensional Fourier
transform of a binarized constant-Q spectrogram, and there
have been a wide variety of approaches based on feature
and sensor network fusion (Chen et al., 2017; Tralie, 2017).
There is less literature with respect to machine learning
approaches. Chang et al. (Chang et al., 2017) use a
chroma self-similarity matrix as input to convolutional neu-
ral network and frame the problem as a classification task.
Humphrey et al. (Humphrey et al., 2013) use sparse-coding
with two-dimensional Fourier magnitude coefficients ex-
tracted from chroma features.
In this work we propose a Siamese convolutional network
(convnet) based approach to cover song detection. First,
we train the network to predict whether a pair of songs is
a cover pair or not. We then use the trained network as a
feature extractor to generate feature vectors which we use
to calculate cover-song similarity.
Our approach differs from previous approaches to cover-
song detection in that, outside of our initial time-spectral
representation, the bulk of our feature extraction is done
using machine learning rather than hand-tuned features.
2. Related Work
Siamese networks have been used since the early 1990s
for learning similarity representations. The networks are
referred to as “Siamese” networks because they consist
of two identical sub-networks used to extract task-salient
feature representations from the two input items to be com-
pared. Baldi and Chauvin (Baldi & Chauvin, 1993) propose
Siamese network for fingerprint recognition. Bromley et al.
(Bromley et al., 1994) describe such a network for verifying
written signatures on a pen-input tablet.
There has been much work done in recent years using CNN’s
on spectro-temporal audio representations for classification
tasks (Hershey et al., 2017; Gemmeke et al., 2017; Choi
et al., 2017). Siamese networks have been applied to audio
tasks as well, including by Zhang and Duan (Zhang & Duan,
2017) for search by vocal imitation.
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3. Overview
3.1. Dataset
Our raw data consists of 64 Kbps 22.5 kHz MP3s from
7-Digital preview clips of songs in the Second-Hand-Songs
Dataset (SHS) (Bertin-Mahieux et al., 2011a) train set,
which is a subset of the Million Song Dataset (MSD) (Bertin-
Mahieux et al., 2011b). Preview clips range from 30 to 60
seconds of the song pulled from random parts of the the
track. The SHS contains a training set of 12,960 unique
song clips, divided into 4,128 cliques, or version-groups
of the same original song. For example there may be 5
versions of the same song, which would make up one clique.
Overall, the dataset contains 24,986 cover-song pairs. Dur-
ing training we stochastically generate an equal amount of
non-cover-song pairs by sampling songs from SHS which
do not appear in the same clique. This amounts to 49,972
total song-pairs evenly split between cover-song pairs and
non-cover-song pairs. We hold out 1000 song pairs as a
validation set.
3.2. Input Representation
We use a time-frequency log-spectral representation of the
audio based on the Constant Q Transform (CQT) (Brown
et al., 1992) which we extract using the Librosa python
toolbox (McFee et al., 2017). The CQT is a transform with
a logarithmic frequency resolution, mirroring the Western
music scale and the human auditory perception of music.
We use a time resolution corresponding to approximately
0.23 seconds per time frame and a frequency resolution of
one semi-tone per frequency bin spanning 7 octaves from
C1 (32Hz) to B7 (3951 Hz).
3.3. Network Architecture and Hyperparameters
Our network consists of a Siamese convolutional architec-
ture shown in Figure 1. We train the model with a NVidia
Titan X GPU for 5 epochs and a mini-batch size of 16 using
the ADAM optimizer to update weights. To prevent overfit-
ting, a dropout factor of 0.5 is used on the fully connected
layers in addition to an L2 regularization lambda factor of
0.005.
3.4. Objective Function
To formalize the problem, our network is trying to learn
a feature extraction function f between two query songs
xa and xb to classify them as either a cover or non cover-
song pair. Let va, vb = f(xa, xb), where va, vb are the
output representations of xa and xb, respectively, and f
is the convnet feature extractor. We then pass the output
representations to a comparison function p, shown below,
where σ is the sigmoidal activation function and α is an
additional learned parameter weighting the importance of
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Table 1. System precision for various network configurations 
CONV1: 3X3X128
MP: 4X2
RELU
SHARED WEIGHTS
Song A
CONV2: 3X3X96
MP: 5X3
RELU
SHARED WEIGHTS
320x42x128
CONV3: 3X3X64
MP: 8X3
RELU
SHARED WEIGHTS
CONV4: 3X3X32
MP: 8X5
RELU
SHARED WEIGHTS
320x42x128
64x14x96
8x5
x64
V  = 1X1X32
1280x84x1
Song B
1280x84x1
V   =1X1X32
               (V - V )
Non Cover-Pair
Fully-Connected                                   Binary Softmax
Cover-Pair
64x14x96
8x5
x64
Introduction
Data Preprocessing
Evaluation
• A cover song, by definition, is a new performance or recording of
    a previously recorded, commercially released song. It may be by 
 the original artist themselves or a different artist altogether and 
 can vary from the original in unpredictable ways including key, ar
 rangement, instrumentation, timbre and more.  
• We propose a neural architecture to learn a relationship S, fea-
 ture extraction functions f1 and f2 and a comparison function g, 
 between two query songs A and B to classify them as either
 cover or non cover song pair such that:
VA ,VB = f1(A), f2(B)
S = g (VA , VB) 
Dataset
• Our raw data consists of 64 kbps 22.5 kHz MP3’s scraped from 
 7-Digital preview clips of songs in the Second Hand Song Data-
 set (SHS), which is a subset of the Million Song Dataset (MSD).
• The SHS contains a training set of 12,960 unique songs, divided 
 into 4,128 cliques, or version-groups of the same original song.
• We use a frequency resolution of one half-tone per frequency 
 bin spanning 7 octaves from C1 (32Hz) to B7 (3951 Hz).
    25,000 unique cover song pairs.
Feature Extraction
• We use a time-frequency log spectral representation of the 
 audio based on the Constant Q Transform (CQT).
• The CQT is a transform with a logarithmic frequency resolution, 
 mirroring the Western music scale and the human auditory per-
 ception of music.
• We use a time resolution corresponding to approximately 0.23 
 seconds per time frame.
• We use a frequency resolution of one half-tone per frequency 
 bin spanning 7 octaves from C1 (32Hz) to B7 (3951 Hz).
The Recurse Center
Objective Function
A  B
V  =
• Our objective function is a binary cross-entropy loss h(P,Q) on the 
 true labels P and output of the network Q. Q is a binary output fed 
 by a fully connected layer on the squared pointwise difference VO 
 of the extracted feature vectors VA ,VB:
Vo = (VA - VB)
 Q = softmax(WVo + B)
h (P,Q)= - ∑ P log (Q)
O
2
Filter Layout Precision
128, 96, 64, 32
96, 64, 32, 24
8, 8, 16, 24
8, 12, 32, 64
128, 256, 128, 64
65.0%
61.9%
60.0%
58.0%
52.5%
A B
2
• The system was evaluated on a test set of 1,000 held out cover song
 pairs on five different architectures as shown above. Precision as re-
 ported above refers to the amount of correct predictions divided by 
 the entire test set.
• In each case, the network was trained using Tensorflow with a Nvidia 
 Titan Black GPU for 5 epochs and a minibatch size of 16 using the 
 ADAM optimizer to update weights.
• To prevent overfitting, a dropout factor of 0.5 was used on the fully
 connected layers in addition to an l2 regularization lambda factor of 
 0.005.
• The network was easily prone to overfitting.
Conclusion and Future Work
• We 1) show that it is possible to train a neural network to predict 
 binary classification on this dataset 2) provide an novel network
 for evaluating cover song pairs and 3) provide code to reproduce our 
 experiments at https://github.com/markostam/coversongs-dual-convnet.
• There are many avenues for future work including including: different 
 optimizers, depths, kernel shapes, loss functions and configurations.
• We would also like to test a 3-legged convolutional architecture in 
 which each leg is a separate pipeline for an original song, cover, and 
 non-cover in order to drastically increase the training set size and thus 
 combat overfitting.
Figure 1. Network architecture and hyperparameters of the pro-
posed algorithm.
each index of p. This comparison function computes the
final similarity score between the output representations and
fuses the Siamese network.
p(xa, xb) = σ
∑
j
αj(v
(j)
a − v(j)b )2
Our objective function is a binary cross-entropy loss
L(xa, xb) on the true labels y(xa, xb) and output of the
network p, where we assume y(xa, xb) = 1 for each cover-
song pair and y(xa, xb) = 0 for each non cover-song pair.
L(xa, xb) = y(xa, xb) log p(xa, xb)+
(1− y(xa, xb)) log(1− p(xa, xb))
3.5. Evaluation
Performance of the network is evaluated by extracting fea-
tures from the penultimate layer of the network and mea-
suring cosine distance. We use a metric of mean precision
at one (Prec@1) over a mini-batch size of 16. If a song is
nearer to its cover pair than any other song in the mini-batch,
we score it as correct and vice-versa.
4. Results
Our best configuration yields a a Prec@1 score of 65.0%
over a mini-batch of 16. Since we evaluate over a mini-
batch size of 16, random guessing would yield a Prec@1 of
0.0625%.
Cover Song Detection with Siamese Networks
Table 1. Mean precision at one; our system compared to other
published results. Note that ours is evaluated and averaged over
mini-batches of 16 on the SHS while the other results use the
MIREX Mixed Collection for evaluation.
SYSTEM PREC@1
(ELLIS & COTTON, 2007) 49.7
(BELLO, 2007) 45.8
(SERRA` ET AL., 2008) 73.3
(CHEN ET AL., 2017) 76.6
OURS 65.0
We compare our results on the SHS subset to various pub-
lished results on the US Pop Music Collection Cover Song
dataset (Mixed Collection) from MIREX (Downie et al.,
2010) in Table 1. This dataset consists of 30 cliques, each
with 11 different versions, for a total of 330 songs.
We evaluate a variety of convolutional network structures
inspired by (Choi et al., 2016) by varying the amount of
filters per layer and whether the amount of filters per layer is
increasing or decreasing proportional to network depth. We
find that in general for this task starting with a large amount
of filters at the input layer and gradually decreasing yields
better performance. We also find that the network tends to
overfit quickly, which is why we employ a relatively high
rate of dropout and L2 regularization.
5. Conclusion and Future Work
In this work we show a novel machine-learning based ap-
proach to the cover song detection task, evaluate different
network configurations to find a best suited architecture
and provide code to reproduce our experiments 1. In future
work we would like to like to better evaluate the network to
more closely match work done in the cover song detection
space. We are also interested in exploring network struc-
tures such as attention that can map similarities between
different temporal pieces of audio, triplet networks, and data
augmentation.
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