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Dans tout cet article, nous appellerons graphe de Pascal, et nous noterons
Γ, le graphe infini, connexe et re´gulier de valence 3 repre´sente´ par la figure
1. Ce graphe peut se construire de la fac¸on suivante. On e´crit le triangle
de Pascal et on en efface les valeurs paires des coefficients du binoˆme. Dans
ce dessin, on joint chaque point a` ceux de ses voisins les plus proches qui
n’ont pas e´te´ efface´s. On obtient ainsi un graphe dans lequel tout point a
trois voisins, sauf le sommet du triangle, qui en a deux. On prend alors deux
copies de ce graphe, qu’on joint par leurs sommets : on obtient bien un graphe
re´gulier de valence 3. C’est le graphe Γ.
Soit ϕ une fonction de Γ dans C. Pour p dans Γ, on pose ∆ϕ(p) =∑
q∼p ϕ(q). Alors, comme tout point de Γ a exactement trois voisins, l’ope´ra-
teur line´aire ∆ est auto-adjoint pour la mesure de comptage sur Γ, c’est-a`-dire
que, pour toutes fonctions ϕ et ψ a` support fini, on a
∑
p∈Γ ϕ(p)(∆ψ(p)) =∑
p∈Γ(∆ϕ(p))ψ(p). Dans cet article, nous allons comple`tement de´terminer
les invariants spectraux de l’ope´rateur ∆ dans l’espace ℓ2(Γ) des fonctions de
carre´ inte´grable sur Γ.
Pour e´noncer nos re´sultats, notons f : R → R, x 7→ x2 − x − 3. Soit Λ
l’ensemble de Julia de f , c’est-a`-dire, dans ce cas, l’ensemble des x dans R
pour lesquels la suite (fn(x))n∈N reste borne´e. C’est un ensemble de Can-














, pour tout ε = (εn)n∈N dans {−2, 3}N, il ex-
iste un unique x dans Λ tel que, pour tout n dans N, on ait fn(x) ∈ Iεn
et l’application {−2, 3}N → Λ ainsi de´finie est un home´omorphisme bi-
ho¨lde´rien qui conjugue f et l’application de de´calage dans {−2, 3}N. Pour
x dans Λ, posons ρ(x) = x
2x−1 et, si ϕ est une fonction continue sur Λ,
Lρϕ(x) =
∑
f(y)=x ρ(y)ϕ(y). On ve´rifie aise´ment qu’on a Lρ(1) = 1. Alors,
d’apre`s le the´ore`me de Ruelle-Perron-Frobenius (voir [1, § 2.2]), il existe une
1
Fig. 1 – Le graphe de Pascal
unique mesure bore´lienne de probabilite´ νρ sur Λ telle que L
∗
ρνρ = νρ. La
mesure νρ est diffuse et f -invariante. Enfin, on remarque que, si h de´signe la




Notons p0 et p
∨
0 les deux sommets des triangles infinis qu’on a recolle´s
pour construire le graphe Γ. Soit ϕ0 la fonction sur Γ qui vaut 1 en p0, −1
en p∨0 et 0 partout ailleurs. Nous avons le




−n(0). La mesure spectrale de ϕ0 pour ∆ dans ℓ2(Γ)
est la mesure hνρ, les valeurs propres de ∆ dans ℓ





−n(−2) et les sous-espaces propres associe´s sont
engendre´s par des fonctions a` support fini. Enfin, l’orthogonal de la somme
des sous-espace propres de ∆ dans ℓ2(Γ) est le sous-espace cyclique engendre´
par ϕ0.
Un proble`me semblable a e´te´ aborde´ par A. Teplyaev dans [3], qui a e´tudie´
le graphe de Sierpin´ski, repre´sente´ par la figure 2. Le graphe de Sierpin´ski
peut eˆtre vu comme le graphe des areˆtes du graphe de Pascal, ou` l’on joint
deux areˆtes quand elles ont un point commun. En particulier, notre descrip-
tion du spectre de ∆ de´coule des travaux de Teplyaev. En revanche, la de-
scription exacte des composantes cycliques de ∆ et de son spectre continu
sont nouvelles et re´pondent a` la question pose´e par Teplyaev dans [3, § 6.6].
A` la section 14, nous expliquerons pre´cise´ment comment faire le lien entre
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Fig. 2 – Le graphe de Sierpin´ski
l’e´tude spectrale du graphe de Sierpin´ski et celle du graphe de Pascal
Les me´thodes de´veloppe´es dans cet article permettent de de´crire la the´orie
spectrale d’autres ope´rateurs, lie´s au graphe Γ. Notons Γ0 le graphe complet
a` quatre sommets a, b, c et d. Le graphe Γ est un reveˆtement du graphe Γ0,
ainsi que le montre la figure 3. Construisons, pour tout entier n un graphe
fini de la fac¸on suivante : si le graphe Γn a e´te´ construit, le graphe Γn+1 est le
graphe obtenu en remplac¸ant chaque point de Γn par un triangle (ce proce´de´
est de´taille´ plus formellement a` la section 2). On note toujours ∆ l’ope´rateur
de somme sur les voisins, agissant sur les fonctions de´finies sur Γn. Posons,
pour x dans R, k(x) = x+ 2, l(x) = x et m(x) = x− 2. Nous montrerons le
The´ore`me 1.2. Pour tous entiers naturels m ≥ n, il existe des reveˆtements
Γm → Γn et Γ→ Γn. Le polynoˆme caracte´ristique de ∆ dans ℓ2(Γn) est
(X − 3)(X + 1)3
n−1∏
p=0
(m ◦ f p(X))3(l ◦ f p(X))2.3n−1−p(k ◦ f p(X))1+2.3n−1−p .
Venons-en a` la motivation initiale de cet article, qui e´tait l’e´tude d’un
phe´nome`ne de syste`mes dynamiques. Soit X ⊂ (Z/2Z)Z2 le syste`me a` trois
points, c’est-a`-dire l’ensemble des familles (pk,l)(k,l)∈Z2 d’e´le´ments de Z/2Z





















Fig. 3 – Un reveˆtement Γ→ Γ0
Z/2Z). On munitX de l’action naturelle de Z2, engendre´e par les applications
T : (xk,l) 7→ (xk+1,l) et S : (xk,l) 7→ (xk,l+1). Ce syste`me est un analogue de
l’extension naturelle de l’action du doublement et du triplement de l’angle
sur le cercle et, comme dans la conjecture de Fu¨rstenberg, le proble`me de
la classification des probabilite´s bore´liennes sur X qui sont Z2-invariantes
est ouvert. On note Y l’ensemble des p dans X tels que p0,0 = 1. Alors, si
p est un point de Y , il existe exactement trois e´le´ments (k, l) de l’ensemble
{(1, 0), (0, 1), (−1, 1), (−1, 0), (0,−1), (1,−1)} tels que T kSlx appartienne a`
Y . Cette relation munit l’espace Y d’une structure de graphe re´gulier de
valence 3 (avec des areˆtes multiples). Si p est un point de Y , sa composante
connexe Yp dans cette structure de graphe est exactement l’ensemble des
points de l’orbite de p sous l’action de Z2 qui appartiennent a` Y , c’est-a`-dire
la classe d’e´quivalence de p dans la relation d’e´quivalence induite sur Y par







Si λ est une probabilite´ bore´lienne invariante par l’action de Z2 sur X telle
que λ(Y ) > 0 (c’est-a`-dire telle que λ ne soit pas la masse de Dirac en la
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famille nulle), la restriction µ de λ a` Y ve´rifie ∆¯∗µ = 3µ et ∆¯ est un ope´rateur
auto-adjoint de L2(Y, µ).
A` l’origine de ce travail, nous souhaitions nous inte´resser aux phe´nome`nes
d’intersection homocline de X. Rappelons que, si φ est un diffe´omorphisme
d’une varie´te´ compacte M et si p est un point fixe hyperbolique de f , une
intersection homocline est un point d’intersection q de la feuille stable de p
et de sa feuille instable. Pour un tel point, on a en particulier φn(q) −−−−→
n→±∞
p. Cette notion posse`de un analogue en dynamique symbolique. Notons M
l’espace (Z/2Z)Z, φ l’application de de´calage et p le point deM dont toutes les
composantes sont nulles. Si q est un e´le´ment deM dont toutes les coordonne´es
sauf un nombre fini sont nulles, on a φn(q) −−−−→
n→±∞
p. En particulier, le point q
tel que q0 = 1 et dont toutes les autres composantes sont nulles posse`de cette
proprie´te´. Dans notre situation, on ve´rifie qu’il existe un unique e´le´ment q de
X tel qu’on ait q0,0 = 1, que, pour tous k dans Z et l ≥ 1, on ait qk,l = 0 et que,
pour tous k ≥ 1 et l ≤ −1−k, on ait qk,l = 0. Alors, il existe un isomorphisme
du graphe Γ dans Yq envoyant p0 sur q : c’est l’origine de la repre´sentation
plane de Γ donne´e a` la figure 1. Dore´navant, on identifiera q a` p0 et Yq a` Γ.
Notons que, si p de´signe l’e´le´ment de X dont toutes les composantes sont
nulles, pour tous entiers l > k > 0, on a (T−kSl)n(p0) −−−−→
n→±∞
p. Soit Γ¯
l’adhe´rence de Γ dans Y : on peut voir Γ¯ comme un ensemble de graphes
pointe´s plans. Notre objectif est de de´terminer les structures induites sur
Γ¯ par l’action de Z2 sur X. Pour tout p dans Γ¯, on notera Γp pour Yp.
Notons qu’alors, si Θp de´signe le graphe des areˆtes de Γp, les graphes Θp
sont exactement les graphes e´tudie´s par Teplyaev dans [3]. En particulier,
d’apre`s [3, § 5.4], si Γp ne contient pas p0 ou` l’une de ses six images par
l’action naturelle du groupe die´dral d’ordre 6 sur l’espace X, le spectre de
l’ope´rateur ∆ dans ℓ2(Γp) est discret.
Tout point p de Γ¯ appartient a` un unique triangle dans Γp. Notons a
l’ensemble des e´le´ments p de Γ¯ pour lesquels ce triangle est {p, T−1p, S−1p},
b celui des points p pour lesquels il est de la forme {p, Tp, TS−1p} et c l’ensem-
ble des points p pour lesquels ce triangle est {p, Sp, T−1Sp}. L’ensemble Γ¯
est la re´union disjointe de a, b et c. Notons θ1 : Γ¯ → {a, b, c} l’application
naturelle associe´e a` cette partition. Nous dirons qu’une fonction ϕ de Γ¯ dans
C est 1-triangulaire si elle factorise a` travers θ1. Nous noterons E1 l’espace
des fonctions 1-triangulaires ϕ telles que ϕ(a)+ϕ(b)+ϕ(c) = 0 : il s’identifie
naturellement a` C30 = {(s, t, u) ∈ C3|s+ t+u = 0}. On munira C30 du produit
scalaire e´gal a` un tiers du produit canonique.
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Notons ζ : Λ → R∗+, x 7→ 13 (x+3)(x−1)2x−1 et, comme ci-dessus, de´signons par
Lζ l’ope´rateur de transfert associe´ a` ζ pour la dynamique du polynoˆme f .
Comme on a Lζ(1) = 1, il existe une unique mesure bore´lienne de probabilite´
νζ sur Λ telle que L
∗
ζνζ = νζ . Alors, si j de´signe la fonction Λ→ R, x 7→ 13 3−xx+3 ,




The´ore`me 1.3. Pour tout p dans Γ¯, l’ensemble Γp est dense dans Γ¯. Il existe
une unique probabilite´ bore´lienne µ sur Γ¯ telle que ∆¯∗µ = 3µ et l’ope´rateur








est le meˆme que celui de ∆ dans ℓ2(Γ). Pour tout ϕ dans E1, la mesure spec-




est ‖ϕ‖22 jνζ et la somme des sous-espaces




spectre de ∆¯ dans l’orthogonal de ce sous-espace est discret et ses valeurs pro-




Le plan de l’article est le suivant.
Les sections 2, 3, 4, 5 et 6 sont consacre´es a` l’e´tude du graphe Γ. Dans
la section 2, nous construisons pre´cise´ment Γ et e´tablissons des proprie´te´s
e´le´mentaires de sa ge´ome´trie. Dans la section 3, nous de´terminons le spectre
de ∆ dans ℓ2(Γ) et, dans la section 4, nous de´montrons un re´sultat essentiel en
vue du calcul des mesures spectrales des e´le´ments de cet espace. Dans la sec-
tion 5, nous de´crivons la structure des espaces propres de ∆ dans ℓ2(Γ). Enfin,
a` la section 6, nous appliquons l’ensembles de ces re´sultats pre´liminaires a` la
de´monstration du the´ore`me 1.1.
A` la section 7, nous utilisons les techniques mises aux points pre´ce´dem-
ment pour de´montrer le the´ore`me 1.2.
Dans les sections 8, 9, 10, 11, 12 et 13, nous e´tudions l’espace Γ¯. A` la
section 8, nous de´crivons en de´tail la ge´ome´trie de l’espace Γ¯ et, a` la sec-
tion 9, nous introduisons des espaces de fonctions localement constantes re-
marquables sur cet espace. La section 10 est consacre´e a` la de´finition de
l’ope´rateur ∆¯ et a` la de´monstration de l’unicite´ de sa mesure harmonique.
La section 11 e´tend a` Γ¯ les proprie´te´s de´montre´es pour Γ dans les sections 3 et





Enfin, dans la section 13, nous achevons la de´monstration du the´ore`me 1.3.
Dans la section 14, nous expliquons rapidement comment transfe´rer nos





(r, p) (s, p)
(p, q)
(p, s)(p, r)
Fig. 4 – Construction du graphe Φˆ
2 Pre´liminaires ge´ome´triques
Dans toute la suite, nous appellerons graphe un ensemble Φ muni d’une
relation syme´trique ∼ telle que, pour tout p dans Φ, on n’ait pas p ∼ p. Pour
p dans Φ, nous appellerons voisins de p l’ensemble des e´le´ments q de Φ tels
que p ∼ q. Nous dirons que Φ est re´gulier si tous ses e´le´ments ont le meˆme
nombre (fini) de voisins. Dans ce cas, nous appellerons ce nombre la valence
de Φ. Nous dirons que Φ est connexe si, pour tous p et q dans Φ, il existe une
suite de points r0 = p, r1, . . . , rn = q de Φ telle que, pour tout 1 ≤ i ≤ n, on
ait ri−1 ∼ ri. Nous appellerons une telle suite un chemin de p a` q et l’entier
n la longueur de ce chemin. Si Φ est connexe et si ϕ est une fonction sur Φ
telle que, pour tous points p et q de Φ avec p ∼ q on ait ϕ(p) = ϕ(q), ϕ est
constante.
Nous dirons qu’une partie T d’un graphe Φ est un triangle si T est con-
stitue´e d’exactement trois points p, q et r et qu’on a p ∼ q, q ∼ r et r ∼ p.
Soit Φ un graphe re´gulier de valence 3. On note Φˆ l’ensemble des couples
(p, q) d’e´le´ments de Φ avec p ∼ q et on le munit de la structure de graphe pour
laquelle, si p est un point de Φ, de voisins q, r et s, les voisins de (p, q) sont
(q, p), (p, r) et (p, s). Si Φ est connexe, Φˆ est connexe. Ge´ome´triquement, Φˆ est
le graphe obtenu en remplac¸ant chaque point de Φ par un triangle. Ce proce´de´
est repre´sente´ a` la figure 4. On note Π l’application Φˆ→ Φ, (p, q) 7→ p.
Notons ℓ2(Φ) l’espace des fonctions ϕ : Φ→ C telles que ∑p∈Φ |ϕ(p)|2 <
∞, muni de sa structure naturelle d’espace de Hilbert 〈., .〉. Si Φ est re´gulier
de valence 3, l’application Π induit une application line´aire borne´e de norme




. Par abus de langage, on note encore Π




→ ℓ2(Φ) qui, a` une
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, associe la fonction dont la valeur en un point p de
Φ est
∑
q∼p ϕ(p, q). On a ΠΠ
∗ = 3.
E´tendons la de´finition du graphe des triangles a` des graphes plus ge´ne´-
raux. Nous dirons qu’un graphe Φ est re´gulier de valence 3 a` bord si tous
les points de Φ ont deux ou trois voisins. Dans ce cas, nous appellerons bord
de Φ et nous noterons ∂Φ l’ensemble des points de Φ qui ont deux voisins.
Si Φ est un graphe re´gulier de valence 3 a` bord, nous noterons Φˆ l’ensemble
forme´ de la re´union de ∂Φ et de l’ensemble des couples (p, q) d’e´le´ments de
Φ avec p ∼ q. Nous munirons Φˆ de la structure de graphe pour laquelle, si p
est un point de Φ − ∂Φ, de voisins q, r et s, les voisins de (p, q) sont (q, p),
(p, r) et (p, s) et, si p est un point de ∂Φ, de voisins q et r, les voisins de
p dans Φˆ sont (p, q) et (p, r) et les voisins de (p, q) sont (q, p), p et (p, r).
Ainsi, Φˆ est a` nouveau un graphe re´gulier de valence 3 a` bord et le bord de
Φˆ est en bijection naturelle avec celui de Φ. A` nouveau, si Φ est connexe, Φˆ
est connexe. On note encore Π l’application naturelle Φˆ→ Φ et Π∗ et Π les









Lemme 2.1. Soit Φ un graphe re´gulier de valence 3 a` bord. Alors, les trian-
gles de Φˆ sont exactement les parties de la forme Π−1(p) ou` p est un point
de Φ. En particulier, tout point de Φˆ appartient a` un unique triangle.
De´monstration. Si p est un point de Φ, l’ensemble Π−1(p) constitue clairement
un triangle. Re´ciproquement, donnons-nous un point p de Φ−∂Φ, de voisins
q, r et s. Alors, les voisins de (p, q) sont (q, p), (p, r) et (p, s). Par de´finition,
comme p 6= q, le point (q, p) ne peut pas eˆtre voisin de (p, r) ou de (p, s).
Par conse´quent, le seul triangle contenant (q, p) est Π−1(p). De meˆme, si p
appartient a` ∂Φ, et si les voisins de p sont q et r, comme p n’a que deux
voisins dans Φˆ, p n’appartient qu’a` un seul triangle et, comme p 6= q, aucun
des voisins de (q, p) n’est voisin de (p, q), donc (p, q) n’appartient qu’a` un
seul triangle.
Si Φ est un graphe, nous dirons qu’une bijection σ : Φ → Φ est un
automorphisme du graphe Φ si, pour tous p et q dans Φ avec p ∼ q, on a
σ(p) ∼ σ(q). L’ensemble des automorphismes de Φ constitue un sous-groupe
du groupe des bijections de Φ, qu’on note AutΦ. Si Φ est re´gulier de valence
3 a` bord et si σ est un automorphisme de Φ, on a σ(∂Φ) = ∂Φ et il existe un
unique automorphisme σˆ de Φˆ tel que Πσˆ = σΠ.
Lemme 2.2. Soit Φ un graphe re´gulier de valence 3 a` bord. L’application
σ 7→ σˆ,AutΦ→ Aut Φˆ est un isomorphisme de groupes.
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De´monstration. Cette application e´tant clairement un morphisme injectif,
il suffit de de´montrer qu’elle est surjective. Soit donc τ un automorphisme
de Φˆ. Comme τ permute les triangles de Φˆ, d’apre`s le lemme 2.1, il existe
une unique bijection σ : Φ → Φ telle que Πτ = σΠ. Soient p et q des
points de Φ tels que p ∼ q. Alors, on a (p, q) ∼ (q, p), donc τ(p, q) ∼ τ(q, p)
et, comme ces deux points de Φˆ n’appartiennent pas a` un meˆme triangle,
σ(p) = Πτ(p, q) ∼ Πτ(q, p) = σ(q). Donc σ est un automorphisme de Φ et
τ = σˆ, ce qu’il fallait de´montrer.
Nous allons a` pre´sent de´finir une famille importante de graphes re´guliers
de valence 3 a` bord. Si a, b et c sont trois e´le´ments distincts, on note
T (a, b, c) = T1(a, b, c) l’ensemble {a, b, c}muni de la structure de graphe pour
laquelle on a a ∼ b, b ∼ c et c ∼ a et on dit que T (a, b, c) est le triangle ou
le 1-triangle de sommets a, b et c. On le conside`re comme un graphe re´gulier
de valence 3 a` bord. On de´finit alors par re´currence une famille de graphes
re´guliers a` bord en posant, pour tout n ≥ 1, Tn+1(a, b, c) = ̂Tn(a, b, c). Pour
tout n ≥ 1, on appelle Tn(a, b, c) le n-triangle de sommets a, b et c.
On note S(a, b, c) le groupe des permutations de l’ensemble {a, b, c}. Par
de´finition et d’apre`s le lemme 2.2, on a le
Lemme 2.3. Soit a, b et c, trois e´le´ments distincts. Alors, pour tout n ≥ 1,
Tn(a, b, c) est un graphe connexe re´gulier de valence 3 a` bord et ∂Tn(a, b, c) =
{a, b, c}. L’application qui, a` un automorphisme σ de Tn(a, b, c), associe sa
restriction a` {a, b, c} induit un isomorphisme de groupes de AutTn(a, b, c)
dans S(a, b, c).
Si Φ est un graphe et n un entier ≥ 1, nous dirons qu’une partie T de
Φ est un n-triangle s’il existe des points p, q et r de T tels que la partie T ,
munie de la restriction de la relation ∼, soit isomorphe au graphe Tn(p, q, r).
Par abus de langage, nous appellerons 0-triangles les points de Φ.
Soit Φ un graphe re´gulier de valence 3 a` bord. Notons Φˆ(0) = Φ, Φˆ(1) = Φˆ
et, pour tout entier n, Φˆ(n+1) =
̂ˆ
Φ(n). Par re´currence, pour tout entier n, tout
automorphisme σ de Φ induit un unique automorphisme σˆ(n) de Φˆ(n) tel que
Πnσˆ(n) = σΠn.
Des lemmes 2.1 et 2.2, on de´duit imme´diatement, par re´currence, le
Lemme 2.4. Soient Φ un graphe re´gulier de valence 3 a` bord et n un en-
tier naturel. Les n-triangles de Φˆ(n) sont exactement les parties de la forme
Π−n(p) ou` p est un point de Φ. En particulier, tout point de Φˆ(n) appartient
a` un unique n-triangle. L’application σ 7→ σˆ(n),AutΦ → Aut Φˆ(n) est un
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isomorphisme de groupes.
Corollaire 2.5. Soient Φ un graphe re´gulier de valence 3 a` bord, n ≥ m ≥ 1
des entiers naturels, p un point de Φˆ(n), T le n-triangle contenant p et S
le m-triangle contenant p. On a S ⊂ T . Si p est un sommet de T et si p
n’appartient pas a` ∂Φˆ(n), l’unique voisin de p dans Φˆ(n) qui n’appartient pas
au 1-triangle contenant p est lui-meˆme le sommet d’un n-triangle de Φˆ(n).
De´monstration.D’apre`s le lemme 2.4, on a T = Π−n(Πnp) et S = Π−m(Πmp),
donc S ⊂ T . Supposons que p appartient a` ∂T − ∂Φˆ(n). Alors, p posse`de un
unique voisin dans Φˆ(n) qui n’appartient pas a` T . Soient q un voisin de p et
R le n-triangle contenant q. Si q n’est pas un sommet de R, tous les voisins
de Q appartiennent a` R et, donc, on a p ∈ R. Comme, d’apre`s le lemme
2.4, p appartient a` un unique n-triangle de Φˆ(n), on a T = R, et, donc, q
appartient a` T , si bien que le voisin de p qui n’appartient pas a` T est un
sommet du n-triangle qui le contient.
Corollaire 2.6. Soient n un entier ≥ 2 et a, b et c des e´le´ments distincts.
Alors, il existe des e´le´ments uniques ab, ba, ac, ca, bc et cb de Tn(a, b, c)
tels que Tn(a, b, c) soit la re´union des trois (n − 1)-triangles Tn−1(a, ab, ac),
Tn−1(b, ba, bc) et Tn−1(c, ca, cb) et que l’on ait ab ∼ ba, ac ∼ ca et bc ∼ cb.
De´monstration. Pour n = 2, le corollaire se de´montre directement. On en
de´duit le cas ge´ne´ral en appliquant le lemme 2.4.
Donnons-nous a` pre´sent un e´le´ment a et deux suites d’e´le´ments distincts
(bn)n≥1 et (cn)n≥1 telles que, pour tous n ≥ 1, on ait bn 6= a, cn 6= a et bn 6= cn.
D’apre`s le corollaire 2.6, pour tout n ≥ 1, on peut identifier Tn(a, bn, cn) a`
une partie de Tn+1(a, bn+1, cn+1) graˆce a` l’unique isomorphisme de graphes
envoyant a sur a, bn sur abn+1 et cn sur acn+1. On appelle alors triangle infini
issu de a et on note T∞(a) l’ensemble
⋃
n≥1 Tn(a, bn, cn) muni de la structure
de graphe qui induit sur chacun des Tn(a, bn, cn), n ≥ 1, sa structure de
n-triangle. Des e´tudes pre´ce´dentes, on de´duit le
Lemme 2.7. Soit a un e´le´ment. Le graphe T∞(a) est connexe, re´gulier de
valence 3 a` bord et ∂T∞(a) = {a}. Si b et c sont les deux voisins de a dans
T∞(a), il existe un unique isomorphisme de T∞(a) dans T̂∞(a) qui envoie a
sur a, b sur (a, b) et c sur (a, c). Pour tout entier naturel n, cet isomorphisme
induit une bijection naturelle entre les points de T∞(a) et les n-triangles de
T∞(a) et tout point de T∞(a) appartient a` un unique n-triangle. Enfin, T∞(a)
posse`de un unique automorphisme non-trivial ; cet automorphisme est une
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involution qui fixe a et qui, pour tout n ≥ 1, e´change les deux sommets
diffe´rents de a du n-triangle contenant a.
Dans tout cet article, on fixe deux e´le´ments distincts p0 et p
∨
0 . On appelle
graphe de Pascal et on note Γ l’ensemble T∞(p0)∪T∞(p∨0 ) muni de la structure
de graphe qui induit la structure de triangle infini sur T∞(p0) et sur T∞(p∨0 )
et pour laquelle on a p0 ∼ p∨0 . Du lemme 2.7, on de´duit la
Proposition 2.8. Le graphe de Pascal est un graphe infini, connexe et
re´gulier de valence 3. Si q0 et r0 sont les deux voisins de p0 dans T∞(p0)
et q∨0 et r
∨
0 les deux voisins de p
∨
0 dans T∞(p∨0 ), il existe un unique isomor-






0 , p0), q0 sur (p0, q0),












0 ). Pour tout entier naturel n,
cet isomorphisme induit une bijection naturelle entre les points de Γ et les
n-triangles de Γ et tout point de Γ appartient a` un unique n-triangle.
Une repre´sentation plane du graphe de Pascal est donne´e a` la figure 1.
On identifiera dore´navant Γ et Γˆ par l’isomorphisme de´crit dans la propo-
sition 2.8. En particulier, on conside´rera donc de´sormais que Π∗ et Π sont
des endomorphismes borne´s de ℓ2(Γ).
On notera Θ le graphe des areˆtes de Γ. Plus pre´cise´ment, Θ sera constitue´
de l’ensemble des paires {p, q} d’e´le´ments de Γ avec p ∼ q, muni de la relation
pour laquelle, si p et q sont deux points voisins de Γ, si r et s sont les deux
autres voisins de p et t et u les deux autres voisins de q, les voisins de {p, q}
sont {p, r}, {p, s}, {q, t} et {q, u}. On appellera Θ le graphe de Sierpin´ski.
C’est un graphe infini, connexe et re´gulier de valence 4. Une repre´sentation
plane en est donne´e a` la figure 2.
Si Φ est un graphe re´gulier de valence k, pour toute fonction ϕ de Φ dans
C, on notera ∆ϕ la fonction p 7→ ∑q∼p ϕ(q). Alors, ∆ induit un ope´rateur
auto-adjoint de norme ≤ k de l’espace ℓ2(Φ). On appellera spectre de Φ le
spectre de cet ope´rateur.
3 Le spectre de Γ
Soit Φ un graphe re´gulier de valence 3. Dans cette section, nous allons
e´tudier le lien entre les proprie´te´s spectrales de Φ et celle de Φˆ. Notre e´tude
est fonde´e sur le
Lemme 3.1. On a (∆2 −∆− 3)Π∗ = Π∗∆ et Π(∆2 −∆− 3) = ∆Π.
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De´monstration. Soient ϕ une fonction sur Φ, p un point de Φ et q, r, s les trois
voisins de p. Supposons que ϕ(p) = a, ϕ(q) = b, ϕ(r) = c et ϕ(s) = d. Alors,
on a Π∗ϕ(p, q) = a, ∆Π∗ϕ(p, q) = 2a + b et ∆2Π∗ϕ(p, q) = (2b+ a) + (2a +
c)+(2a+d) = 5a+2b+c+d. Il vient bien (∆2−∆−3)Π∗ϕ(p, q) = b+c+d =
Π∗∆ϕ(p, q). La seconde relation s’obtient en passant aux ope´rateurs adjoints
dans la premie`re.





. Nous aurons recours a` des re´sultats e´le´mentaires d’analyse fonction-
nelle.
Lemme 3.2. Soient E un espace de Banach et T un ope´rateur borne´ de
E. On suppose que tous les e´le´ments du spectre de T ont une partie re´elle
strictement positive. Alors, si F ⊂ E est un sous-espace ferme´ stable par T 2,
F est stable par T .
De´monstration. Soient 0 < α < β et γ > 0 tels que le spectre S de T soit
contenu dans l’inte´rieur du rectangle R = [α, β] + [−γ, γ]i et U ⊃ R et V
des ouverts de C tels que l’application λ 7→ λ2 induise un bi-holomorphisme
de U dans V . Il existe une fonction holomorphe r sur V telle que, pour tout
λ dans U , on ait r(λ2) = λ. Comme R est simplement connexe, d’apre`s le
the´ore`me de Runge, il existe une suite (rn)n∈N de polynoˆmes dans C[X] qui
converge uniforme´ment vers r sur R2. Alors, comme le spectre de T 2 est S2,
qui est contenu dans l’inte´rieur de R2, la suite rn(T
2) converge vers T dans
l’espace des endomorphismes de E. Pour tout entier n, rn(T
2) laisse stable
F , donc T laisse stable F .
Lemme 3.3. Soient H un espace de Hilbert, T un endomorphisme auto-
adjoint borne´ de H et π un polynoˆme du second degre´ a` coefficients re´els.
On suppose qu’il existe un sous-espace ferme´ K de H tel que π(T )K ⊂ K et
que K et TK engendrent H. Alors, l’image par π du spectre de T dans H
est e´gale au spectre de π(T ) dans K et, si on a en outre T−1K ∩K = {0},
le spectre de T dans H est exactement l’ensemble des λ dans R tels que π(λ)
appartienne au spectre de π(T ) dans K.
De´monstration.Apre`s avoir e´crit π sous sa forme canonique, on peut supposer
qu’on a π(X) = X2. NotonsE la re´solution spectrale de T : pour tout bore´lien
B de R, E(B) est un projecteur de H qui commute a` T . Soit B un bore´lien
de R tel que B = −B. Alors, pour toute mesure de Radon µ sur R, dans
L2(µ), la fonction caracte´ristique de B est la limite d’une suite de polynoˆmes
pairs. On a donc E(B)K ⊂ K.
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Le spectre de T 2 dansH est exactement l’ensemble des carre´s des e´le´ments
du spectre de T dans H . Comme T 2 est auto-adjoint et que K est stable par
T 2, le spectre de T 2 dans K est contenu dans son spectre dans H , et donc,
dans l’ensemble des carre´s des e´le´ments du spectre de T . Re´ciproquement,
supposons qu’il existe des e´le´ments du spectre de T dont le carre´ n’appar-
tienne pas au spectre de T 2 dans K. Alors, il existe un ouvert V de R,
syme´trique et tel que V contienne des e´le´ments du spectre de T , mais que V 2
ne contienne pas d’e´le´ments de celui de T 2 dans K. On a E(V )K ⊂ K, mais,
comme V 2 ne contient pas d’e´le´ments du spectre de T 2 dans K, E(V )K = 0.
Or, puisque K et TK engendrent H , E(V )K et TE(V )K = E(V )TK en-
gendrent E(V )H . Il vient E(V )H = 0, ce qui contredit le fait que V contient
des valeurs spectrales de T . Le spectre de T 2 dans K est donc exactement
l’ensemble des carre´s des e´le´ments du spectre de T dans H .
Supposons a` pre´sent qu’on a T−1K∩K = {0}. Pour conclure, il nous reste
a` prouver que le spectre de T est syme´trique. Supposons que ce ne soit pas le
cas. Alors, on peut, quitte a` remplacer T par −T , trouver des re´els 0 < α < β
tel que U =]α, β[ contienne des e´le´ments du spectre de T et que −U n’en
contienne pas. Mais alors, on a E(U) = E(U ∪ (−U)) et, donc, E(U)K ⊂ K.
Si L de´signe l’image de E(U) dans H , on a donc T 2(K∩L) ⊂ K∩L. Comme
le spectre de la restriction de T a` L est contenu dans R∗+, on a, d’apre`s le
lemme 3.2, T (K ∩ L) ⊂ K ∩ L et, donc, par hypothe`se, K ∩ L = 0. Comme
E(U)K ⊂ K, il vient E(U) = 0 sur K. Comme K et TK engendrent H , on
a E(U) = 0, ce qui contredit le fait que U contient des e´le´ments du spectre
de T . Le spectre de T est donc syme´trique. Le lemme en de´coule.
Pour appliquer ces re´sultats dans des espaces de fonctions de carre´ inte´-
grable sur des graphes, nous aurons besoin de re´sultats de ge´ome´trie des
graphes. Soient Φ un graphe connexe et P et Q deux sous-ensembles disjoints
de Φ tels que Φ = P ∪ Q. Nous dirons que Φ est partage´ par la partition
{P,Q} si tout voisin d’un e´le´ment de P appartient a` Q et tout voisin d’un
e´le´ment de Q appartient a` P . Nous dirons que Φ est partageable s’il existe
une partition de Φ en deux sous-ensembles qui le partage. On ve´rifie aise´ment
que Φ est partageable si et seulement si, pour tous p et q dans Φ, les chemins
joignant p a` q sont soit tous de longueur paire, soit tous de longueur impaire.
En particulier, si Φ est partageable, la partition {P,Q} qui le partage est
unique, deux points p et q appartenant au meˆme atome si et seulement s’ils
peuvent eˆtre joints par un chemin de longueur paire.
Lemme 3.4. Soit Φ un graphe connexe et soit L l’espace des fonctions ϕ sur
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Φ telles que, pour tout p dans Φ, ϕ est constante sur les voisins de p. Alors,
si Φ n’est pas partageable, L est e´gal a` l’espace des fonctions constantes.
Si Φ est partage´ par la partition {P,Q}, L est engendre´ par les fonctions
constantes et par la fonction 1P − 1Q.
De´monstration. Soit ϕ dans L, p et q des points de Φ et r0 = p, r1, . . . , rn = q
un chemin de p a` q. Pour tout 1 ≤ i ≤ n − 1, on a ri−1 ∼ ri ∼ ri+1,
donc ϕ(ri−1) = ϕ(ri+1) et, si n est pair, ϕ(p) = ϕ(q). Par conse´quent, si
ϕ(p) 6= ϕ(q) et si P = {r ∈ Φ|ϕ(r) = ϕ(p)} et Q = {r ∈ Φ|ϕ(r) = ϕ(q)}, la
partition {P,Q} partage Φ. Le lemme s’en de´duit facilement.
Nous utiliserons le principe du maximum sous la forme du
Lemme 3.5. Soit Φ un graphe connexe re´gulier de valence 3. Soit ϕ dans
ℓ2(Φ) telle que ∆ϕ = 3ϕ. Si Φ est infini, on a ϕ = 0 et si Φ est fini, ϕ est
constante. Soit ψ dans ℓ2(Φ) telle que ∆ψ = −3ψ. Si Φ est infini ou non
partageable, on a ψ = 0 et, si Φ est fini et partage´ par la partition {P,Q}, ψ
est proportionnelle a` 1P − 1Q.
De´monstration. Comme ϕ est dans ℓ2(Φ), l’ensemble M = {p ∈ Φ|ϕ(p) =
maxΦ ϕ} n’est pas vide. Comme ∆ϕ = 3ϕ, pour tout p dans M , les voisins
de p appartiennent tous a` M et, donc, comme Φ est connexe, M = Φ et
ϕ est constante. Si Φ est infini, comme ϕ est dans ℓ2(Φ), elle est nulle. De
meˆme, supposons ψ 6= 0 et posons P = {p ∈ Φ|ψ(p) = maxΦ ψ} et Q =
{q ∈ Φ|ψ(q) = minΦ ψ}. Comme ∆ψ = −3ψ, on a minΦ ψ = −maxΦ ψ et les
voisins des points de P appartiennent a` Q tandis que les voisins des points
de Q appartiennent a` P . Par connexite´, on a P ∪ Q = Φ, le graphe Φ est
partageable et ψ est proportionnelle a` 1P − 1Q. Enfin, comme ψ est dans
ℓ2(Φ), le graphe Φ est fini.
Rappelons qu’on a note´ f le polynoˆme x2 − x − 3. Du lemme 3.1, on
de´duit le
Corollaire 3.6. Soient Φ un graphe connexe re´gulier de valence 3 et H le




engendre´ par l’image de Π∗ et par l’image de
∆Π∗. Alors H est stable par ∆ et le spectre de la restriction de ∆ a` H est,
(i) si Φ est infini, l’image inverse par f du spectre de ∆ dans ℓ2(Φ).
(ii) si Φ est fini, mais non partageable, l’image inverse par f du spectre
de ∆ dans ℓ2(Φ) prive´e de −2.
(iii) si Φ est fini et partageable, l’image inverse par f du spectre de ∆
dans ℓ2(Φ) prive´e de −2 et de 0.
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De´monstration. Notons K l’image de Π∗. Comme 1√
3
Π∗ induit une isome´trie
de ℓ2(Φ) dans K, d’apre`s le lemme 3.1, le spectre de f(∆) dans K est e´gal
au spectre de ∆ dans ℓ2(Φ). Nous allons appliquer le lemme 3.3 a` l’espace H
et a` l’ope´rateur ∆. Pour cela, e´tudions l’espace ∆−1K ∩K. Soit L l’espace
des ϕ dans ℓ2(Φ) tels que ∆Π∗Φ appartienne a` K et soit ϕ dans L. Si p est
un point de Φ, dont les voisins sont q, r et s, posons ϕ(p) = a, ϕ(q) = b,
ϕ(r) = c et ϕ(s) = d. Alors, on a ∆Π∗ϕ(p, q) = 2a+ b, ∆Π∗ϕ(p, r) = 2a+ c
et ∆Π∗ϕ(p, s) = 2a + d. Comme ∆Π∗ϕ appartient a` K, il vient b = c = d.
Re´ciproquement, si ϕ est un e´le´ment de ℓ2(Φ) qui, pour tout point p de Φ,
est constant sur l’ensemble des voisins de p, alors ϕ appartient a` L.
Si Φ est infini, d’apre`s le lemme 3.4, on a L = {0}, et l’on peut appliquer
le lemme 3.3 a` H . Le spectre de ∆ dans H est alors bien l’image re´ciproque
par f de celui de ∆ dans ℓ2(Φ). Si Φ est fini, mais non partageable, d’apre`s
le lemme 3.4, L est la droite des fonctions constantes et l’on peut appliquer
le lemme 3.3 a` l’orthogonal des fonctions constantes dans H . On obtient
le re´sultat puisque f(−2) = f(3) = 3 et que, d’apre`s le lemme 3.5, les
fonctions constantes sont les seules fonctions propres de valeur propre 3 pour
∆ dans ℓ2(Φ). Enfin, si Φ est fini et partage´ par la partition {P,Q}, d’apre`s
le lemme 3.4, L est engendre´ par les fonctions constantes et par la fonction
1P −1Q. Alors, Π∗(1P −1Q) est un vecteur propre de valeur propre 1 dans H .
On applique le lemme 3.3 a` l’orthogonal du sous-espace de H engendre´ par
les fonctions constantes et par Π∗(1P − 1Q). Le re´sultat en de´coule puisque
f(0) = f(1) = −3 et que, toujours d’apre`s le lemme 3.5, les fonctions propres
de valeur propre −3 dans ℓ2(Φ) sont les multiples de 1P − 1Q.
Il nous reste a` de´terminer le spectre de ∆ dans l’orthogonal de H . C’est
l’objet du
Lemme 3.7. Soient Φ un graphe connexe re´gulier de valence 3 et H le sous-




engendre´ par l’image de Π∗ et par l’image de ∆Π∗.
Le spectre de ∆ dans l’orthogonal de H est e´gal a` {0,−2}. L’espace propre









telles que Πϕ = 0 et que, pour tous p et q voisins dans Φ, on ait








telles que Πϕ = 0 et que, pour tous
p et q voisins dans Φ, on ait ϕ(p, q) = −ϕ(q, p).
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De´monstration. Soit ϕ dans l’orthogonal de H et soit p un point de Φ, de
voisins q, r, s. Posons a = ϕ(p, q), b = ϕ(p, r), c = ϕ(q, p) et d = ϕ(r, p). Enfin,
notons ψ la fonction indicatrice de {p} sur Φ. Comme ϕ est orthogonale a` Π∗ψ
et a` ∆Π∗ψ, on a ϕ(p, s) = −a−b et ϕ(s, p) = −c−d. Il vient ∆ϕ(p, q) = c−a
et ∆2ϕ(p, q) = (a− c)+ (d− b)+ (−c−d+a+ b) = 2a−2c. On a donc, dans
l’orthogonal de H , ∆2+2∆ = 0, et, pour ϕ dans cet espace, on a ∆ϕ = 0 si et
seulement si, pour tous p et q voisins dans Φ, ϕ(p, q) = ϕ(q, p) et ∆ϕ = −2ϕ
si et seulement si, pour tous p et q voisins dans Φ, ϕ(p, q) = −ϕ(q, p).
Pour terminer la de´monstration du lemme, il nous reste a` montrer que
Π n’a pas de vecteur propre de valeur propre 0 ou −2 dans H . Pour cela,
donnons-nous donc ϕ dans H tel que ∆ϕ = −2ϕ. On a alors, d’apre`s le
lemme 3.1, ∆Πϕ = Π(∆2 −∆ − 3)ϕ = 3ϕ. Si Φ est infini, d’apre`s le lemme
3.5, Πϕ est nulle. On a donc Πϕ = 0 et Π∆ϕ = −2Πϕ = 0. Donc, comme
ϕ appartient a` H qui est engendre´ par l’image de Π∗ et par l’image de ∆Π∗,
on a ϕ = 0. Si Φ est fini, toujours d’apre`s le lemme 3.5, Πϕ est constante.
Comme ϕ est orthogonale aux fonctions constantes, on a donc, a` nouveau,
Πϕ = 0 et Π∆ϕ = 0, ce qui implique ϕ = 0.
Si, a` pre´sent, ϕ est un e´le´ment de H tel que ∆ϕ = 0, on a ∆Πϕ = −3Πϕ.
A` nouveau, d’apre`s le lemme 3.5, si Φ est infini ou non partageable, on a
Πϕ = 0 et, donc, ϕ = 0, tandis que, si Φ est partage´ par la partition {P,Q},
Πϕ est proportionnelle a` 1P − 1Q. Or, Π∗(1P − 1Q) est un vecteur propre
de valeur propre 1 pour ∆, donc 〈Πϕ, 1P − 1Q〉 = 〈ϕ,Π∗(1P − 1Q)〉 = 0 et
Πϕ = 0, si bien que ϕ = 0.
Rappelons que, pour tout entier n, on a note´ Φˆ(n) le graphe obtenu en





des fonctions propres a` support fini de valeur propre −2 et 0, comme on peut
le voir sur la figure 5, ou` l’on n’a repre´sente´ que les valeurs non nulles des
fonctions.
Nous avons donc le





propres de valeur propre −2 et 0.
Rappelons qu’on a note´ Λ l’ensemble de Julia de f . En appliquant le
corollaire 3.6 et le lemme 3.7 a` Γ, on obtient le
















Fig. 5 – Fonctions propres sur Φˆ(2)
De´monstration. D’apre`s la proposition 2.8, Γˆ est isomorphe a` Γ. Par conse´-
quent, d’apre`s le lemme 3.8 et le corollaire 3.6, le spectre de Γ contient⋃
n∈N f
−n(0) et, donc, l’adhe´rence de cet ensemble, qui est pre´cise´ment la
re´union de Λ et de
⋃
n∈N f
−n(0). Or, comme −2 appartient a` Λ, si x est un
point du spectre de Γ qui n’appartient pas a`
⋃
n∈N f
−n(0), d’apre`s le corollaire
3.6, pour tout n dans N, le re´el fn(x) appartient au spectre de Γ et, donc, la
suite (fn(x))n∈N est borne´e, si bien que x appartient a` Λ.
4 Les mesures spectrales de Γ
Soit toujours Φ un graphe connexe re´gulier de valence 3. Dans cette sec-
tion, nous allons expliquer comment calculer les mesures spectrales de cer-




. Pour cela nous utiliserons le
Lemme 4.1. On a Π∆Π∗ = 6 +∆ et, donc, pour tous ϕ et ψ dans ℓ2(Φ),
〈∆Π∗ϕ,Π∗ψ〉 = 6〈ϕ, ψ〉+〈∆ϕ, ψ〉 = 2〈Π∗ϕ,Π∗ψ〉+1
3
〈(∆2−∆−3)Π∗ϕ,Π∗ψ〉.
De´monstration. Soient ϕ dans ℓ2(Φ) et p un point de Φ, de voisins q, r, s.
Posons a = ϕ(p), b = ϕ(q), c = ϕ(r) et d = ϕ(s). Alors, on a ∆Π∗ϕ(p, q) =
2a+ b et, donc, Π∆Π∗ϕ(p) = (2a+ b)+ (2a+ c)+ (2a+d) = 6a+(b+ c+d),
d’ou` la premie`re identite´. La deuxie`me en de´coule, en appliquant le lemme
3.1 et la relation ΠΠ∗ = 3.
E´tudions a` pre´sent les conse´quences abstraites de ce type d’identite´.
Lemme 4.2. Soient H un espace de Hilbert, T un endomorphisme auto-
adjoint borne´ de H, K un sous-espace ferme´ de H et π(x) = (x−u)2+m un
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polynoˆme unitaire a` coefficients re´els du second degre´. On suppose qu’on a
π(T )K ⊂ K, que K et TK engendrent H et qu’il existe des nombres re´els a
et b tels que, pour tous v et w dans K, on ait 〈Tv, w〉 = a〈v, w〉+b〈π(T )v, w〉.
Alors, pour tout x 6= u dans le spectre de T , on a
1 +
a− u+ bπ(x)
x− u ≥ 0.
De´monstration. Apre`s avoir mis π sous forme canonique, on peut supposer
qu’on a π(x) = x2. Soit v un vecteur unitaire de K. Alors, pour tout nombre
re´el s, on a
0 ≤ 〈Tv + sv, Tv + sv〉 = 〈Tv, Tv〉+ 2s〈Tv, v〉+ s2
= 〈T 2v, v〉+ 2s(a+ b〈T 2v, v〉) + s2.
D’apre`s le lemme 3.3, les carre´s des e´le´ments du spectre de T dans H appar-
tiennent au spectre de T 2 dans K. Si x est un e´le´ment du spectre de T , il
existe donc des vecteurs unitaires v de K tels que 〈T 2v, v〉 soit aussi proche
que l’on veut de x2. Alors, par la remarque ci-dessus, pour tout nombre re´el
s, on a x2+2s(a+ bx2) + s2 ≥ 0. Le discriminant de ce polynoˆme du second
degre´ est donc ne´gatif, c’est-a`-dire qu’on a x2 − (a+ bx2)2 ≥ 0. Le lemme en
de´coule.
Soient π(x) = (x − u)2 + m un polynoˆme unitaire du second degre´ a`
coefficients re´els. Donnons-nous une fonction bore´lienne θ sur R−{u}. Alors,
si α est une fonction bore´lienne sur R − {u}, on note, pour tout y dans
]m,∞[, Lπ,θα(y) =
∑
π(x)=y θ(x)α(x). Soit µ une mesure bore´lienne positive
sur ]m,∞[. Si, pour µ-presque tout y dans ]m,∞[, θ est positive sur les
deux images inverses de y par π, on note L∗π,θµ la mesure bore´lienne ν sur







Lemme 4.3. Soient H un espace de Hilbert, T un endomorphisme auto-
adjoint borne´ de H, K un sous-espace ferme´ de H et π(x) = (x−u)2+m un
polynoˆme unitaire a` coefficients re´els du second degre´. On suppose qu’on a
π(T )K ⊂ K, que K et TK engendrent H et qu’il existe des nombres re´els a
et b tels que, pour tous v et w dans K, on ait 〈Tv, w〉 = a〈v, w〉+b〈π(T )v, w〉.
Alors, pour tout v dans K, si µ est la mesure spectrale de v pour π(T ) et ν
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sa mesure spectrale pour T , si µ(m) = 0, on a ν(u) = 0 et ν = L∗π,θµ ou`,










De´monstration. Notons que, comme µ(m) = 0, d’apre`s le lemme 3.3, la
mesure µ est concentre´e sur ]m,∞[. De plus, si w est un vecteur de H tel
que Tw = uw, on a π(T )w = mw et, par hypothe`se, 〈v, w〉 = 0. On a donc
ν(u) = 0.
D’apre`s le lemme 4.2, la fonction θ est positive sur le spectre de T prive´
de u. Soit n dans N. D’une part, on a∫
R−{u}




D’autre part, pour tout x 6= u, on a θ(x) + θ(2u− x) = 1 et, donc, pour tout







De meˆme, pour tout tout x dans R, posons α(x) = xπ(x)n. D’une part, on a
alors∫
R−{u}
α(x)dν(x) = 〈Tπ(T )nv, v〉







D’autre part, pour tout x 6= u, comme (2u− x)− u = u− x, on a













= aπ(x)n + bπ(x)n+1
et, donc, pour tout y dans ]m,∞[, Lπ,θα(y) = ayn+byn+1. Il vient a` nouveau∫
R−{u} αdν =
∫
]m,∞[ Lπ,θαdµ. Par conse´quent, pour tout polynoˆme α, on a∫
R−{u} αdν =
∫
]m,∞[Lπ,θαdµ. En particulier, la mesure positive L
∗
π,θµ est









Des lemmes 4.1 et 4.3, on de´duit le
Corollaire 4.4. Soient ϕ dans ℓ2(Φ), µ la mesure spectrale de ϕ pour ∆










= 0 et, si, pour tout x 6= 1
2
, on pose θ(x) = x(x+2)
2x−1 , on a ν = L
∗
f,θµ.












= 0 et le corollaire de´coule des lemmes 4.1
et 4.3 par un calcul e´le´mentaire.
5 Fonctions propres dans ℓ2(Γ)
Dans cette section, nous allons comple´ter les informations donne´es par le
lemme 3.7 en de´crivant plus pre´cise´ment les espaces propres de ∆ dans ℓ2(Γ)




−n(−2) et dans ⋃n∈N f−n(0) graˆce au





engendre´ par l’image de Π∗ et par celle de ∆Π∗. Alors, pour
tout x dans R − {0,−2}, x est valeur propre de ∆ dans H si et seulement
si y = f(x) est valeur propre de ∆ dans ℓ2(Φ). Dans ce cas, l’application
Rx qui, a` une fonction propre ϕ de valeur propre y dans ℓ
2(Φ), associe (x−
1)Π∗ϕ+∆Π∗ϕ induit un isomorphisme entre l’espace propre de valeur propre
y dans ℓ2(Φ) et l’espace propre de valeur propre x dans H et, pour tout ϕ,
on a ‖Rxϕ‖22 = x(x+ 2)(2x− 1) ‖ϕ‖22.
De´monstration. Soit ψ 6= 0 dans H tel que ∆ψ = xψ. Puisque ψ est dans
H , on a Πψ 6= 0 ou Π∆ψ 6= 0. Comme Π∆ψ = xΠψ, on a Πψ 6= 0.
D’apre`s le lemme 3.1, on a ∆Πψ = yΠψ, donc y est valeur propre de ∆







< −3 ≤ −‖∆‖2, on a x 6= 12 .
Re´ciproquement, si ϕ est un e´le´ment de ℓ2(Φ) tel que ∆ϕ = yϕ, on a, d’apre`s
le lemme 3.1,
∆Rxϕ = ∆((x− 1)Π∗ϕ+∆Π∗ϕ)
= (x− 1)∆Π∗ϕ+Π∗∆ϕ + (∆+ 3)Π∗ϕ
= x∆Π∗ϕ+ (x2 − x)Π∗ϕ = xRxϕ.
Or, d’apre`s le lemme 4.1, on a Π∆Π∗ = 6 + ∆, donc, si ∆ϕ = yϕ, on
a, par un calcul imme´diat, ΠRxϕ = x(x + 2)ϕ et, comme on a suppose´
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x(x + 2) 6= 0, Rx est injectif et ferme´. Il nous reste a` montrer que Rx est
surjectif. Pour cela, conside´rons ψ dans H tel que ∆ψ = xψ mais que ψ soit
orthogonal a` l’image de Rx. Pour tout ϕ dans ℓ
2(Φ) tel que ∆ϕ = yϕ, on a
〈ψ,Rxϕ〉 = (x − 1)〈Πψ, ϕ〉 + 〈Π∆ψ, ϕ〉 = (2x − 1)〈Πψ, ϕ〉 et donc, comme
x 6= 1
2
, 〈Πψ, ϕ〉 = 0. Comme ∆Πψ = yΠψ, on a Πψ = 0. Comme ψ est dans
H , on a ψ = 0. L’ope´rateur Rx est donc un isomorphisme. Le calcul de norme
est alors direct, en utilisant les lemmes 3.1 et 4.1.




Soit n un entier ≥ 1. Rappelons que, d’apre`s le corollaire 2.5, si T est un
n-triangle de Γ et si p est un sommet de T , le voisin de p qui n’appartient
pas a` T est le sommet d’un n-triangle. On appellera areˆtes exte´rieures aux n-
triangles les areˆtes joignant deux points qui sont des sommets d’un n-triangle.
On notera Θn l’ensemble des areˆtes exte´rieures aux n-triangles et on le munira
de la structure de graphe pour laquelle deux areˆtes diffe´rentes sont voisines
si deux de leurs extre´mite´s sont sommets d’un meˆme n-triangle. On ve´rifie
aise´ment qu’alors le graphe Θn est naturellement isomorphe au graphe de
Sierpin´ski Θ introduit a` la fin de la section 2. On identifiera de´sormais Θ et
Θn. Si ϕ est une fonction sur Γ qui est constante sur les areˆtes exte´rieures
aux n-triangles, on notera Pnϕ la fonction sur Θ dont la valeur en un point
de Θ est la valeur de ϕ sur l’areˆte exte´rieure aux n-triangles associe´e. Enfin,
rappelons que, comme Θ est re´gulier de valence 4, la norme de ∆ dans ℓ2(Θ)
est ≤ 4.
D’apre`s le lemme 3.7, les fonctions propres de valeur propres 0 sont con-
stantes sur les areˆtes exte´rieures aux 1-triangles. On a le
Lemme 5.2. L’application P2 induit un isomorphisme d’espaces de Banach
de l’espace propre de ℓ2(Γ) associe´ a` la valeur propre 0 dans ℓ2(Θ). On note
Q0 sa re´ciproque. Pour tout ψ dans ℓ




De´monstration. En utilisant la caracte´risation du lemme 3.7, on ve´rifie aise´-
ment qu’e´tant donne´es trois valeurs a, b et c aux sommets d’un 2-triangle,
une fonction propre de valeur propre 0 prenant ces valeurs aux trois sommets
doit avoir a` l’inte´rieur du triangle les valeurs repre´sente´es sur la figure 6.
Rappelons qu’on a identifie´ les graphes Θ et Θ2. Pour toute fonction ψ sur
Θ, notons Q0ψ la fonction sur Γ qui, sur une areˆte exte´rieure a` un 2-triangle
de Γ, est constante, de valeur la valeur de ψ en le point de Θ associe´ a` cette
















Fig. 6 – Les fonctions propres de valeur propre 0
la figure 6. Par un calcul e´le´mentaire, pour tous re´els a, b et c, la somme des










si bien que, pour toute fonction ψ sur Θ, on a ‖Q0ψ‖2ℓ2(Γ) = 3 ‖ψ‖2ℓ2(Θ) −
1
2
〈∆ψ, ψ〉ℓ2(Θ). Comme −4 ‖ψ‖2ℓ2(Θ) ≤ 〈∆ψ, ψ〉ℓ2(Θ) ≤ 4 ‖ψ‖2ℓ2(Θ), la fonction
ψ appartient a` ℓ2(Θ) si et seulement si Q0ψ appartient a` ℓ
2(Γ). Le lemme en
de´coule.
Des lemmes 5.1 et 5.2, nous allons de´duire une description des espaces
propres associe´s aux e´le´ments de
⋃
n∈N f












Proposition 5.3. Soit x dans
⋃
n∈N f
−n(0). Les fonctions propres de valeur
propre x dans ℓ2(Γ) sont constantes sur les areˆtes exte´rieures aux (n(x)+1)-
triangles dans Γ. L’application Pn(x)+2 induit un isomorphisme d’espaces de
Banach de l’espace propre de ℓ2(Γ) associe´ a` la valeur propre x dans ℓ2(Θ).
On note Qx sa re´ciproque. Alors, pour tout ψ dans ℓ
2(Θ), on a ‖Qxψ‖2ℓ2(Γ) =
κ(x)
(
3 ‖ψ‖2ℓ2(Θ) − 12〈∆ψ, ψ〉ℓ2(Θ)
)
.
De´monstration. On de´montre ce re´sultat par re´currence sur n(x). Le cas
n(x) = 0 a fait l’object du lemme 5.2. Supposons le lemme de´montre´ pour
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n(y) avec y = f(x). Et choisissons ϕ dans ℓ2(Γ) tel que ∆ϕ = xϕ. Alors,
comme n = n(x) ≥ 1, on a x /∈ {−2, 0} et, donc, d’apre`s le lemme 3.7,
ϕ appartient a` H . D’apre`s le lemme 5.1, on a donc ϕ = Rxψ, pour une
fonction ψ telle que ∆ψ = yψ. Par re´currence, ψ est constante sur les areˆtes
exte´rieures aux n-triangles. Soient donc p un sommet d’un (n + 1)-triangle
dans Γ et q son voisin exte´rieur. Les points Πp et Πq sont des sommets
voisins de n-triangles de Γ. On a donc Π∗ψ(p) = ψ(Πp) = ψ(Πq) = Π∗ψ(q)
et ∆Π∗ψ(p) = 2ψ(Πp)) + ψ(Πq)) = 3Π∗ψ(p). Il vient ϕ(p) = Rxψ(p) =
(x + 2)ψ(p) = ϕ(q) : la fonction ϕ est constante sur les areˆtes exte´rieures
aux (n+1)-triangles et Pn+2ϕ = (x+2)Pn+1ψ. Comme, par re´currence, Pn+1
induit un isomorphisme de l’espace propre de valeur propre y sur ℓ2(Θ),
d’apre`s le lemme 5.1, Pn+2 induit un isomorphisme de l’espace propre de
valeur propre x sur ℓ2(Θ). Le calcul de norme est alors une conse´quence de
la re´currence et de la formule Pn+2Rx = (x+ 2)Pn+1.
Corollaire 5.4. Pour tout x dans
⋃
n∈N f
−n(0), l’espace propre associe´ a` x
dans ℓ2(Γ) est de dimension infinie et engendre´ par des fonctions a` support
fini.
Pour les e´le´ments de
⋃
n∈N f
−n(−2), on ne dispose pas d’un analogue a`
la proposition 5.3. Cependant, nous allons e´tendre le corollaire 5.4. Com-
menc¸ons par traiter le cas de la valeur propre −2. Rappelons qu’on a note´
p0 et p
∨
0 les sommets des deux triangles infinis de Γ.
Lemme 5.5. Soit ϕ une fonction propre de valeur propre −2 dans ℓ2(Γ).
Alors, pour tout n ≥ 1 la somme des valeurs de ϕ sur les sommets de chaque
n-triangle de Γ est nulle et ϕ(p0) = ϕ(p
∨
0 ) = 0. L’espace propre associe´ a` la
valeur propre −2 est de dimension infinie et engendre´ par des fonctions a`
support fini.
De´monstration. Un calcul imme´diat utilisant le lemme 3.7 montre que les
valeurs de ϕ dans un 2-triangle ve´rifient les re`gles de´crites par la figure 7. En
particulier, la somme de leurs valeurs aux sommets de chaque 2-triangle est
nulle. Par re´currence, en employant le corollaire 2.6, on en de´duit que, pour
tout n ≥ 1, la somme de leurs valeurs aux sommets de chaque n-triangle est
nulle. Notons alors, pour tout n ≥ 1 , pn et qn les deux autres sommets du n-
triangle issu de p0, de fac¸on a` ce qu’on ait, avec les notations du corollaire 2.6,
p0pn+1 = pn et p0qn+1 = qn. On a, pour tout n ≥ 1, ϕ(p0) = −ϕ(pn)−ϕ(qn).
Comme ϕ est de carre´ inte´grable, on a ϕ(pn) −−−→
n→∞
0 et ϕ(qn) −−−→
n→∞
0. Il
vient ϕ(p0) = 0 et, de meˆme, ϕ(p
∨
0 ) = 0. En particulier, pour tout n ≥ 1,
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Fig. 8 – La fonction ϕn
Montrons que ϕ est limite d’un suite de fonctions a` support fini. Notons
toujours, comme dans la section 2, T∞(p0) le triangle infini de Γ issu de p0.
Alors, comme ϕ(p0) = 0, ϕ1T∞(p0) est encore un vecteur propre de valeur
propre −2 et on peut supposer qu’on a ϕ = 0 sur T∞(p∨0 ). Pour tout entier
n, notons ϕn la fonction sur Γ qui est nulle en dehors du (n + 1)-triangle
Tn+1(p0, pn+1, qn+1), qui est e´gale a` ϕn sur le n-triangle Tn(p0, pn, qn) et qui est
invariante par l’action des e´le´ments de signature 1 du groupeS(p0, pn+1, qn+1)
sur le (n+ 1)-triangle Tn+1(p0, pn+1, qn+1). Vu le corollaire 2.6, les valeurs de
ϕn aux sommets des n-triangles sont celles repre´sente´es par la figure 8. Alors,
d’apre`s le lemme 3.7, pour tout n ≥ 1, ϕn est un vecteur propre de valeur
propre −2 et on a ‖ϕn‖22 ≤ 3 ‖ϕ‖22. La suite (ϕn) tend faiblement vers ϕ dans
ℓ2(Γ). La fonction ϕ appartient a` l’adhe´rence faible du sous-espace engendre´
par les fonctions propres de valeur propre −2 a` support fini, et, donc, a` son
adhe´rence forte.
Enfin, l’espace des fonctions propres de valeur propre −2 est de dimension
infinie puisque, d’apre`s la figure 5, tout 2-triangle contient le support d’une





−n(−2), notons n(x) l’entier n tel que fn(x)(x) = −2.
Un raisonnement par re´currence fonde´ sur le lemme 5.1 permet de de´duire
du lemme 5.5 le
Corollaire 5.6. Soient x dans
⋃
n∈N f
−n(−2) et ϕ une fonction propre de
valeur propre x dans ℓ2(Γ). Alors, les valeurs de ϕ sur les areˆtes exte´rieures
aux (n(x) + 1)-triangles sont oppose´es, pour tout n ≥ n(x) + 1 la somme
des valeurs de ϕ sur les sommets de chaque n-triangle est nulle et ϕ(p0) =
ϕ(p∨0 ) = 0. L’espace propre associe´ a` la valeur propre x est de dimension
infinie et engendre´ par des fonctions a` support fini.
6 De´composition spectrale de ℓ2(Γ)
Notons ϕ0 la fonction sur Γ qui vaut 1 en p0,−1 en p∨0 et 0 partout ailleurs.
Dans ce paragraphe, nous allons montrer que ℓ2(Γ) est la somme directe





−n(0) et du sous-espace cyclique engendre´ par ϕ0. Commenc¸ons par
de´crire ce dernier. Un calcul imme´diat de´montre le
Lemme 6.1. On a Π∗ϕ0 = (∆+ 2)ϕ0.
Cette relation et le corollaire 4.4 vont nous permettre de de´terminer la
mesure spectrale de ϕ0. Rappelons pour cela les proprie´te´s des ope´rateurs
de transfert que nous serons amene´s a` utiliser : elles de´coulent de la version
du the´ore`me de Ruelle-Perron-Frobenius donne´e dans [1, § 2.2]. Si κ est une
fonction bore´lienne sur Λ, on notera Lκ pour Lf,κ.
Lemme 6.2. Soit κ : Λ→ R∗+ une fonction ho¨lde´rienne. Munissons l’espace
C0(Λ) de la topologie de la convergence uniforme. Alors, si λκ > 0 est le
rayon spectral de l’ope´rateur Lκ dans C0(Λ), il existe une unique probabilite´
bore´lienne νκ sur Λ et une unique fonction continue strictement positive lκ
sur Λ telles qu’on ait Lκlκ = λκlκ, L
∗
κνκ = λκνκ et
∫
Λ
lκdνκ = 1. Le rayon
spectral de Lκ dans l’espace des fonctions d’inte´grale nulle pour νκ est < λκ











gdνκ. La mesure νκ est diffuse est son support est Λ.




2x−1 . On a h ◦ f = hk. Du lemme 6.1, nous de´duisons, graˆce au
corollaire 4.4, le
Corollaire 6.3. Soit νρ l’unique probabilite´ bore´lienne sur Λ telle que L
∗
ρνρ =
νρ. La mesure spectrale de ϕ0 est hνρ.
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De´monstration. Soit µ la mesure spectrale de ϕ0. Pour x 6= 12 , posons θ(x) =
x(x+2)
2x−1 = k(x)ρ(x). La mesure spectrale de (∆+2)ϕ0 est k
2µ. Par conse´quent,
d’apre`s le corollaire 4.4 et le lemme 6.1, on a µ(1
2
) = 0 et k2µ = L∗θµ. Or,
d’apre`s le lemme 5.5, si ϕ est une fonction propre de valeur propre −2 dans
ℓ2(Γ), on a ϕ(p0) = ϕ(p
∨
0 ) = 0 et, donc, 〈ϕ, ϕ0〉 = 0, si bien que µ(−2) = 0.




Par ailleurs, d’apre`s le lemme 3.5, on a µ(3) = 0. Par conse´quent, comme






La mesure bore´lienne 1
h
µ sur R est concentre´e sur le spectre de ∆. Or,
d’apre`s la proposition 5.3, pour tous x dans
⋃
n∈N f
−n(0) et ϕ dans ℓ2(Γ) tel
que ∆ϕ = xϕ, on a ϕ(p0) = ϕ(p
∨






= 0 et, d’apre`s le corollaire 3.9, µ est concentre´e sur Λ.
La fonction ρ est ho¨lde´rienne et strictement positive sur Λ et on a Lρ(1) =
1 sur Λ. D’apre`s le lemme 6.2, il existe une unique mesure bore´lienne de
probabilite´ νρ sur Λ telle que L
∗
ρ(νρ) = νρ et, pour toute fonction continue g








et, donc, proportionnelle a` νρ. Donnons-nous une fonction continue positive





gdµ <∞. Il existe un
















dµ < ∞. Par conse´quent, la
mesure 1
h
µ est un multiple de νρ. Or, on a µ(Λ) = ‖ϕ0‖22 = 2 et, par un
calcul imme´diat, Lρ(h) = 2, si bien que
∫
Λ
hdνρ = 2. Il vient donc bien
µ = hνρ.
Pour tout polynoˆme p dans C[X], notons pˆ la fonction p(∆)ϕ0 sur Γ.
Par de´finition, l’application g 7→ gˆ se prolonge en une isome´trie de L2(hνρ)
dans le sous-espace cyclique Φ de ℓ2(Γ) engendre´ par ϕ0. Notons l la fonction
x 7→ x sur Λ. On a la
Proposition 6.4. Le sous-espace Φ est stable par les ope´rateurs ∆, Π et Π∗.
Pour tout g dans L2(hνρ), on a
∆gˆ = l̂g
Πgˆ = L̂ρg
Π∗gˆ = ̂k(g ◦ f).
De´monstration. Par de´finition, Φ est stable par ∆ et on a la formule concer-
nant ∆.
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Par un calcul direct, on montre qu’on a Lρ(l) = 1. Soit n dans N. On a
Lρ(f
n) = lnLρ(1) = l
n et Lρ(f
nl) = lnLρ(l) = l
n. Or, d’apre`s le lemme 3.1,
on a Π(f(∆)nϕ0) = ∆
nΠϕ0 et Π(f(∆)
n∆ϕ0) = ∆
nΠ∆ϕ0 et, donc, comme
Πϕ0 = Π∆ϕ0 = ϕ0, l’espace Φ est stable par Π et, pour tout p dans C[X],
Πpˆ = L̂ρp. Enfin, par convexite´, pour toute fonction mesurable g sur Λ, on a
|Lρ(g)|2 ≤ Lρ






(|g|2) hdνρ = ∫
Λ








donc l’ope´rateur Lρ est continu dans L
2(hνρ) et, par densite´, pour tout g
dans L2(hνρ), Πgˆ = L̂ρg.
Enfin, d’apre`s les lemmes 3.1 et 6.1, pour tout polynoˆme p dans C[X], on
a Π∗(p(∆)ϕ0) = p(f(∆))Π∗ϕ0 = p(f(∆))(∆+2)ϕ0. Par conse´quent, l’espace
Φ est stable par Π∗ et, pour tout p dans C[X], Π∗pˆ = ̂k(p ◦ f). Or, pour tout
g dans L2(hνρ), on a∫
Λ
|k(g ◦ f)|2 hdνρ =
∫
Λ








et, donc, par densite´, pour tout g dans L2(hνρ), Π
∗gˆ = ̂k(g ◦ f).
Pour de´terminer la structure spectrale comple`te de ∆, nous allons nous
inte´resser a` d’autres e´le´ments remarquables de ℓ2(Γ). Commenc¸ons par noter
ψ0 la fonction sur Γ qui vaut 1 en p0 et en p
∨
0 et 0 partout ailleurs. Nous
avons le
Lemme 6.5. On a Π∗ψ0 = ∆ψ0.
Nous en de´duisons le
Corollaire 6.6. La mesure spectrale de ψ0 est discre`te. Plus pre´cise´ment,
la fonction ψ0 est contenue dans la somme directe des espaces propres de ∆




De´monstration. Soit µ la restriction de la mesure spectrale de ψ0 a` Λ. D’apre`s
le corollaire 3.9, il s’agit de montrer qu’on a µ = 0.
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Pour x /∈ {0, 1
2
}, posons τ(x) = (x+2)
x(2x−1) et σ(x) =
1
x(2x−1) . La fonction σ
est ho¨lde´rienne et strictement positive sur Λ. En raisonnant comme dans la
de´monstration du corollaire 6.3, on voit que, comme 0 /∈ Λ, on a, d’apre`s
le lemme 6.5, L∗τµ = µ. Or, comme h ◦ f = hk, pour tout x dans R, pour
tout entier n, on a Lnτ (h) = hL
n
σ(1). Notons λσ le rayon spectral de Lσ et
νσ sa mesure d’e´quilibre, comme dans le lemme 6.2. Par un calcul direct, on
montre que, pour tout x dans Λ, on a Lσ(1)(x) =
1
x+3
. En particulier, pour
x 6= −2, on a Lσ(1)(x) < 1, si bien que λσ =
∫
Λ
Lσ(1)dνσ < 1 et, donc,
la suite (Lnσ(1))n∈N converge uniforme´ment vers 0 sur Λ. Par conse´quent, la




si bien que µ(Λ − {3}) = 0. D’apre`s le lemme 3.5, on a µ(3) = 0, et, donc,
µ = 0.
Notons que, en utilisant le lemme 6.5, on pourrait e´tablir une formule
donnant, pour tout x dans
⋃
n∈N f
−n(0), la valeur de la norme de la projection
de ψ0 sur l’espace des fonctions propres de valeur propre x.
E´tudions les invariants spectraux d’un dernier e´le´ment de ℓ2(Γ). Pour
cela, notons q0 et r0 les deux voisins de p0 diffe´rents de p
∨
0 et χ0 la fonction
sur Γ qui vaut 1 en q0, −1 en r0 et 0 partout ailleurs. De meˆme, on note q∨0
et r∨0 les deux voisins de p
∨
0 diffe´rents de p0 et χ
∨
0 la fonction sur Γ qui vaut
1 en q∨0 , −1 en r∨0 et 0 partout ailleurs. On pourrait a` nouveau remarquer
qu’on a Π∗χ0 = (∆2+2∆)χ0 et e´tudier la mesure spectrale de χ0 en utilisant
les meˆmes me´thodes que dans les corollaires 6.3 et 6.6. Nous allons utiliser
une autre approche, plus ge´ome´trique, analogue a` celle de la de´monstration
du lemme 5.5.
D’apre`s le lemme 2.7, il existe un unique automorphisme ι du graphe Γ
tel que ι(q0) = r0 et que ι(q
∨
0 ) = r
∨
0 et ι est une involution. Notons H l’espace
des e´le´ments ϕ de ℓ2(Γ) tels que ι(ϕ) = −ϕ et K (resp. K∨) le sous-espace
de H forme´ des e´le´ments de H qui sont nuls sur le triangle infini issu de p∨0
(resp. de p0). On a H = K ⊕K∨, χ0 ∈ K, χ∨0 ∈ K∨ et les sous-espaces K
et K∨ sont stables par les endomorphismes ∆, Π et Π∗. Pour tout n ≥ 1,
notons Tn le n-triangle issu de p0 et T ∨n le n-triangle issu de p∨0 . Les groupe de
permutations S(∂Tn) et S(∂T ∨n ) agissent sur les triangles Tn et T ∨n . On note
Kn (resp. K
∨
n ) l’espace des fonctions ϕ sur Tn (resp. T ∨n ) telles que, pour tout
s dans S(∂Tn) (resp. dans S(∂T ∨n )), on ait sϕ = ε(s)ϕ, ou` ε est le morphisme
de signature. On identifie Kn et K
∨
n a` des sous-espaces de dimension finie de
K et K∨. On a alors ∆Kn ⊂ Kn, Π∗Kn ⊂ Kn+1 et, si n ≥ 2, ΠKn ⊂ Kn−1,
et les identite´s analogues dans K∨.
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Nous avons le








De´monstration. Soit ϕ une fonction dans K. Pour tout entier n ≥ 2, on note
ϕn l’unique e´le´ment de Kn qui est e´gal a` ϕ sur Tn−1. On a ‖ϕn‖2 ≤
√
3 ‖ϕ‖2.




n≥1Kn est faiblement dense dans H et l’espace vectoriel qu’il
engendre est, par conse´quent, fortement dense. Le re´sultat pour K∨ s’en
de´duit par syme´trie.
Corollaire 6.8. Le spectre de ∆ dans H est discret. Ses valeurs propres sont




De´monstration. Comme, pour tout n, les sous-espaces Kn et K
∨
n sont stables
par ∆ et de dimension finie, le caracte`re discret du spectre de ∆ dans H
est une conse´quence imme´diate du lemme 6.7. La de´termination exacte des
valeurs propres s’obtient en raisonnant comme dans la section 3. Une formule
pour le polynoˆme caracte´ristique de ∆ dans Kn est donne´e a` la proposition
13.6.
Nous pouvons a` pre´sent terminer la de´monstration du the´ore`me 1.1 graˆce
a` la
Proposition 6.9. Soit Φ⊥ l’orthogonal dans ℓ2(Γ) du sous-espace cyclique
Φ engendre´ par ϕ0. Alors le spectre de ∆ dans Φ
⊥ est discret et l’ensemble




Avant de de´montrer cette proposition, e´tablissons un re´sultat pre´limi-
naire. Pour ϕ et ψ dans ℓ2(Γ), notons µϕ,ψ l’unique mesure complexe bore´-




〈p(∆)ϕ, ψ〉. On a le
Lemme 6.10. Pour tous ϕ et ψ dans ℓ2(Γ), on a µΠϕ,ψ = f∗µϕ,Π∗ψ.
De´monstration. Pour p dans C[X], on a, d’apre`s le lemme 3.1,∫
R




De´monstration de la proposition 6.9. D’apre`s les corollaires 5.4 et 5.6, les
espaces propres associe´s aux e´le´ments de
⋃
n∈N f
−n(−2) ∪⋃n∈N f−n(0) sont
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non-triviaux. Notons P le projecteur orthogonal sur Φ⊥ dans ℓ2(Γ). D’apre`s
la proposition 6.4, l’ope´rateur P commute a` ∆, Π et Π∗. Pour de´montrer
la proposition, il suffit d’e´tablir que, pour tout ϕ a` support fini, pour tout
ψ dans ℓ2(Γ), la mesure µPϕ,ψ est atomique et concentre´e sur l’ensemble⋃
n∈N f
−n(−2) ∪⋃n∈N f−n(0).




0 les voisins de p0 et p
∨
0 et, pour tout entier n,
Tn le n-triangle issu de p0 et T ∨n le n-triangle issu de p∨0 . On note Ln l’espace
des fonctions sur Γ dont le support est contenu dans la re´union de Tn, de T ∨n ,
et des voisins des sommets de Tn et de T ∨n . On a, pour n ≥ 1, ΠLn ⊂ Ln−1 et
Π∆Ln ⊂ Ln−1. Montrons, par re´currence sur n, que, pour toute fonction ϕ
dans Ln, pour tout ψ dans ℓ





Pour n = 0, L0 est l’espace des fonctions qui sont nulles en dehors de
l’ensemble {p0, q0, r0, p∨0 , q∨0 , r∨0 }. On ve´rifie aise´ment que cet espace est en-
gendre´ par les fonctions ϕ0, ∆ϕ0, ψ0, ∆ψ0, χ0 et χ
∨
0 . Dans ce cas, la descrip-
tion des mesures spectrales de´coule imme´diatement des corollaires 6.3, 6.6 et
6.8.
Si le re´sultat est vrai pour un entier n, donnons-nous ϕ dans Ln+1. Alors,
les fonctions Πϕ et Π∆ϕ sont dans Ln et, par re´currence, pour tout ψ dans




−n(−2) ∪ ⋃n∈N f−n(0). D’apre`s le lemme




−n(−2)∪⋃n≥1 f−n(0). Or, d’apre`s le lemme
3.7, le spectre de ∆ dans l’orthogonal du sous-espace de ℓ2(Γ) engendre´ par
l’image de Π∗ et par celle de ∆Π∗ est e´gal a` {−2, 0}. Par conse´quent, pour
tout ψ dans ℓ2(Γ), la mesure µPϕ,ψ est atomique et concentre´e sur l’ensemble⋃
n∈N f
−n(−2) ∪⋃n∈N f−n(0). Le re´sultat en de´coule.
7 Quotients finis de Γ
Dans ce paragraphe, nous appliquons les me´thodes de´veloppe´es pre´ce´dem-
ment a` la description du spectre de certains graphes finis fortement relie´s a`
Γ.
Soient Φ et Ψ des graphes. Nous dirons qu’une application ̟ : Φ→ Ψ est
un reveˆtement si, pour tout p dans Φ, l’application ̟ induit une bijection de
l’ensemble des voisins de p dans celui des voisins de ̟(p). La composition de








Fig. 9 – Construction du reveˆtement ˜̟
valence 3 et si ̟ : Φ→ Ψ est un reveˆtement, il existe un unique reveˆtement
ˆ̟ : Φˆ→ Ψˆ tel que Π ˆ̟ = ̟Π. Re´ciproquement, en raisonnant comme dans
le lemme 2.2, on montre que tout reveˆtement Φˆ→ Ψˆ est de cette forme.
Fixons quatre e´le´ments distincts, a, b, c et d. On note Γ0 le graphe
obtenu en munissant l’ensemble {a, b, c, d} de la relation qui lie tous les
points distincts : c’est un graphe re´gulier de valence 3. Le groupe de ses au-
tomorphismes est e´gal au groupe S(a, b, c, d) des permutations de l’ensemble
{a, b, c, d}.
Lemme 7.1. Soient Φ un graphe re´gulier de valence 3 et ̟ : Φ → Γ0 un
reveˆtement. Alors, l’application ˜̟ : Φˆ→ Γ0, (p, q) 7→ ̟(q) est un reveˆtement.
L’application ̟ 7→ ˜̟ est une bijection S(a, b, c, d)-e´quivariante de l’ensemble
des reveˆtements Φ→ Γ0 dans l’ensemble des reveˆtements Φˆ→ Γ0.
La construction du reveˆtement ˜̟ est repre´sente´e par la figure 9.
De´monstration. Soit p un point de Φ et soient q, r et s les voisins de p.
Quitte a` permuter les e´le´ments de {a, b, c, d}, supposons que l’on a ̟(p) = a,
̟(q) = b, ̟(r) = c et ̟(s) = d. Alors, on a ˜̟ (p, q) = b, ˜̟ (q, p) = a,
˜̟ (p, r) = c et ˜̟ (p, s) = d et, donc, ˜̟ est bien un reveˆtement.
Re´ciproquement, soit ω : Φˆ→ Γ0 un reveˆtement. Soit toujours p un point
de Φ, de voisins q, r et s. A` nouveau, quitte a` permuter, supposons qu’on a
ω(p, q) = b, ω(p, r) = c et ω(p, s) = d. Alors, comme ω est un reveˆtement,
on a ne´cessairement ω(q, p) = ω(r, p) = ω(s, p) = a. Il existe donc une
application ̟ : Φ→ Γ0 telle que, pour tous p et q dans Φ avec p ∼ q, on ait
ω(q, p) = ̟(p). Par construction, ̟ est un reveˆtement et on a ˜̟ = ω.
Pour tout entier naturel n, on note Γn = Γˆ
(n)
0 le graphe obtenu en rem-
plac¸ant les points de Γ0 par des n-triangles. D’apre`s le lemme 2.2, le groupe
des automorphismes de Γn s’identifie naturellement a` S(a, b, c, d). Du lemme
7.1, on de´duit le
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Corollaire 7.2. Pour tous entiers naturels n ≤ m, il existe des reveˆtements
Γm → Γn. Le groupe S(a, b, c, d) agit simplement transitivement sur l’ensem-
ble de ces reveˆtements.
De´monstration. Les reveˆtements Γ0 → Γ0 sont exactement les bijections
de Γ0 dans lui-meˆme et le corollaire est donc vrai pour m = n = 0. Par
re´currence, d’apre`s le lemme 7.1, le corollaire est vrai pour tout entier m et
pour n = 0. Enfin, comme, si Φ et Ψ sont des graphes re´guliers de valence 3,
les reveˆtements Φ→ Ψ et Φˆ→ Ψˆ sont en bijection naturelle, a` nouveau par
re´currence, le corollaire est vrai pour tous entiers m ≥ n.
Revenons a` pre´sent a` Γ. Notons q0 et r0 les deux voisins de p0 diffe´rents




0 les deux voisins de p
∨
0 diffe´rents de p0. Nous avons le
Lemme 7.3. Il existe un unique reveˆtement ̟ : Γ→ Γ0 tel que ̟(p0) = a,
̟(q0) = c, ̟(r0) = d, ̟(p
∨
0 ) = b, ̟(q
∨
0 ) = c et ̟(r
∨
0 ) = d.
Ce reveˆtement est repre´sente´ par la figure 3.
De´monstration. Soient n un entier ≥ 1 ou l’infini et T un n-triangle. Soit ̟ :
T → Γ0. Disons que ̟ est un quasi-reveˆtement si, pour tout point p de T −
∂T , ̟ induit une bijection de l’ensemble des voisins de T dans Γ0−{̟(p)}
et si, pour tout point p de ∂T , les valeurs de ̟ sur les voisins de p sont des
e´le´ments distincts de Γ0−{̟(p)}. Dans ce cas, on note encore ˜̟ l’application
Tˆ → Γ0 telle que, pour tous p et q dans T avec p ∼ q, on ait ˜̟ (p, q) = ̟(q)
et que, pour tout p dans ∂T = ∂Tˆ , si les voisins de p dans T sont q et r,
˜̟ (p) soit l’unique e´le´ment de Γ0−{̟(p), ̟(q), ̟(r)}. En raisonnant comme
dans la de´monstration du lemme 7.1, on ve´rifie aise´ment que l’application
̟ 7→ ˜̟ est une bijection S(a, b, c, d)-e´quivariante de l’ensemble des quasi-
reveˆtements T → Γ0 dans l’ensemble des quasi-reveˆtements Tˆ → Γ0.
Par conse´quent, pour tout n ≥ 1, si Tn est le n-triangle de Γ contenant p0,
il existe un unique quasi-reveˆtement ̟n de Tn dans Γ0 tel que ̟n(p0) = a,
̟n(q0) = c et ̟n(r0) = d. Par unicite´, ̟n et ̟n+1 sont e´gaux sur Tn. Il
existe donc un unique quasi-reveˆtement ̟∞ du triangle infini T∞ issu de p0
dans Γ0 tel que ̟∞(p0) = a, ̟∞(q0) = c et ̟∞(r0) = d. De meˆme, si T ∨∞
de´signe le triangle infini issu de p∨0 , il existe un unique quasi-reveˆtement ̟
∨
∞
de T ∨∞ dans Γ0 tel que ̟∞(p∨0 ) = b, ̟∞(q∨0 ) = c et ̟∞(r∨0 ) = d. L’application
̟ : Γ→ Γ0 dont la restriction a` T∞ est ̟∞ et la restriction a` T ∨∞ est ̟∨∞ est
donc bien l’unique reveˆtement de Γ dans Γ0 ayant les proprie´te´s demande´es.
A` nouveau, des lemmes 7.1 et 7.3, on de´duit le
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Corollaire 7.4. Pour tout entier naturel n, il existe des reveˆtements Γ→ Γn.
Le groupe S(a, b, c, d) agit simplement sur l’ensemble de ces reveˆtements.
Cette action posse`de deux orbites : d’une part, l’ensemble de reveˆtements ̟
tels que ̟(q0) = ̟(q
∨




Nous allons a` pre´sent de´crire, pour tout entier n, la the´orie spectrale du
graphe Γn. Notons k le polynoˆme X+2, l le polynoˆme X,m le polynoˆme X−
2, et, comme toujours, f le polynoˆme X2−X−3. Les me´thodes de´veloppe´es
dans la section 3 et la section 5 nous permettent de de´montrer la
Proposition 7.5. Pour tout entier naturel n, le polynoˆme caracte´ristique de
∆ dans ℓ2(Γn) est
(X − 3)(X + 1)3
n−1∏
p=0
(m ◦ f p(X))3(l ◦ f p(X))2.3n−1−p(k ◦ f p(X))1+2.3n−1−p .
Rappelons que, a` la section 3, nous avons introduit la notion de graphe
partageable. La de´monstration utilise le
Lemme 7.6. Soit Φ un graphe connexe re´gulier de valence 3. Le graphe Φˆ
n’est pas partageable. En particulier, pour tout entier naturel n, le graphe Γn
n’est pas partageable.
De´monstration. Comme tout point de Φˆ est contenu dans un 1-triangle, tout
point peut eˆtre joint a` lui-meˆme par un chemin de longueur impaire et, donc,
Φˆ n’est pas partageable. De meˆme, tout point de Γ0 peut eˆtre joint a` lui-meˆme
par un chemin de longueur impaire. Le lemme en de´coule.
De´monstration de la proposition 7.5. Nous allons de´montrer ce re´sultat par
re´currence sur n. Pour n = 0, l’espace ℓ2(Γ0) est de dimension 4 et, pour
l’action naturelle du groupe S(a, b, c, d), il est la somme de deux sous-espaces
irre´ductibles non isomorphes, l’espace des fonctions constantes et l’espace
des fonctions ϕ telles que ϕ(a) + ϕ(b) + ϕ(c) + ϕ(d) = 0. L’ope´rateur ∆
commute a` l’action deS(a, b, c, d) et laisse donc stables ces deux sous-espaces.
Dans le premier, il agit par multiplication par 3 et, dans le deuxie`me, par
multiplication par−1. Son polynoˆme caracte´ristique est donc (X−3)(X+1)3.
Supposons le re´sultat de´montre´ pour n. D’apre`s le lemme 7.6, Γn n’est
pas partageable. Par conse´quent, si H est le sous-espace vectoriel de ℓ2(Γn+1)
engendre´ par l’image de Π∗ et par celle de ∆Π∗, d’apre`s le corollaire 3.6 et le
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(m ◦ f p+1(X))3(l ◦ f p+1(X))2.3n−1−p(k ◦ f p+1(X))1+2.3n−1−p
et, donc, comme f(X)+ 1 = (X +1)(X − 2), le polynoˆme caracte´ristique de
∆ dans H s’e´crit
(X − 3)(X + 1)3
n∏
p=0
(m ◦ f p(X))3
n∏
p=1
(l ◦ f p(X))2.3n−p(k ◦ f p(X))1+2.3n−p .
Il nous reste a` de´terminer les dimensions des espaces propres de valeur
propre 0 et −2 dans l’orthogonal deH dans ℓ2(Γn+1). Ceux-ci sont de´crits par
le lemme 3.7. Or, si n ≥ 1, les 2-triangles de Γn+1 sont les images inverses par
Π2 des points de Γn−1 et tout point de Γn+1 appartient a` un unique 2-triangle.
En raisonnant comme dans le lemme 5.2, on voit alors que l’espace propre
de valeur propre 0 de ∆ dans ℓ2(Γn+1) est isomorphe a` l’espace des fonctions
sur les areˆtes de Γn−1. Comme Γn−1 est un graphe re´gulier de valence 3 et
qu’il contient 4.3n−1 points, il contient 2.3n areˆtes et l’espace propre de valeur
propre 0 de ∆ dans ℓ2(Γn+1) est de dimension 2.3
n. Si n = 0, en utilisant la
caracte´risation du lemme 3.7, on ve´rifie par un calcul direct que la dimension
de l’espace propre de valeur propre 0 dans ℓ2(Γ1) est 2. Alors, comme, d’apre`s
le corollaire 3.6 et le lemme 5.1,H est de dimension 2 dim ℓ2(Γn)−1 = 8.3n−1,
l’orthogonal de H et de l’espace propre de valeur propre 0 est de dimension
4.3n+1 − (8.3n − 1) − 2.3n = 2.3n + 1. D’apre`s le lemme 3.7, cet espace est
l’espace propre de valeur propre −2 de ∆ et le polynoˆme caracte´ristique de
∆ dans ℓ2(Γn+1) a bien la forme donne´e par l’e´nonce´.
8 Le compactifie´ plan de Γ
Nous conside´rons de´sormais l’ensemble X des e´le´ments (pk,l)(k,l)∈Z2 de
(Z/2Z)Z
2
tels que, pour tous entiers k et l, on ait pk,l+pk+1,l+pk,l+1 = 0 dans
Z/2Z. C’est un espace topologique compact pour la topologie induite par la
topologie produit. On note T et S les deux applications de X dans X telles
que, pour tout p dans X, on ait Tp = (pk+1,l)(k,l)∈Z2 et Sp = (pk,l+1)(k,l)∈Z2 .
Les home´omorphismes T et S engendrent l’action naturelle de Z2 sur X.
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Pour p dans X et k et l dans Z, on a pk,l + pk−1,l+1 + pk−1,l = 0 et










permute les trois paires de vecteurs
{(1, 0), (0, 1)}, {(−1, 1), (−1, 0)} et {(0,−1), (1,−1)} de Z2. En particulier,
le groupe S agit naturellement sur X : pour tous p dans X et s dans S, pour
tous k et l dans Z2, on a (sp)k,l = ps−1(k,l). L’action de S sur les trois paires
de vecteurs {(1, 0), (0, 1)}, {(−1, 1), (−1, 0)} et {(0,−1), (1,−1)} identifie S
et le groupe des permutations de cet ensemble a` trois e´le´ments.
Soit Y l’ensemble des points p de X tels que p0,0 = 1. L’ensemble Y
est stable par l’action de S. Pour tout p dans Y , on note Yp l’ensemble
des points de l’orbite de p sous l’action de Z2 qui appartiennent a` Y . Si p
est un point de Y , on a p1,0 + p0,1 = 1 dans Z/2Z et, donc, un et un seul
des points Tp et Sp appartient a` Y . De meˆme, un et un seul des points
T−1p et T−1Sp appartient a` Y et un et un seul des points S−1p et TS−1p
appartient a` Y . Pour p et q dans Y , notons p ∼ q si q appartient a` l’ensem-
ble {Tp, Sp, T−1Sp, T−1p, S−1p, TS−1p}. Cette relation est syme´trique et S-
invariante.
De meˆme, si p appartient a` Y , on note Y˜p l’ensemble des (k, l) dans Z
2 tels
que pk,l = 1 et, pour (i, j) et (k, l) dans Y˜p on note (i, j) ∼ (k, l) si (i−k, j−l)
appartient a` l’ensemble {(1, 0), (0, 1), (−1, 1), (−1, 0), (0,−1), (1,−1)}. Alors,
Y˜p est un graphe re´gulier de valence 3. Si le stabilisateur dans Z
2 de p est
trivial, Yp est un graphe re´gulier de valence 3 et l’application naturelle Y˜p →
Yp est un isomorphisme de graphes.
Notons u l’unique e´le´ment de (Z/2Z)Z
2
tel que uk,l = 0 si et seulement si
k− l est congru a` 0 modulo 3. L’e´le´ment u est pe´riodique sous l’action de Z2
et son stabilisateur est l’ensemble des (k, l) dans Z2 tels que k− l soit congru
a` 0 modulo 3. On ve´rifie que u appartient a` X. Son orbite sous l’action de
Z2 est e´gale a` {u, Tu, Su} et elle est stable par l’action de S : les e´le´ments
de signature 1 de S fixent u, Tu et Su et les e´le´ments de signature −1 fixent
u et e´changent Tu et Su. Nous avons le
Lemme 8.1. Soit p dans Y . Le graphe Y˜p est connexe. Si p est diffe´rent de
Tu et de Su, l’ensemble Yp, muni de la relation ∼, est un graphe connexe
re´gulier de valence 3 et l’application naturelle Y˜p → Yp est un reveˆtement.
De´monstration. Montrons que Y˜p est connexe. Soit (k, l) dans Yp. Quitte a`
faire agir le groupe S et a` e´changer les roˆles de (0, 0) et de (k, l), on peut
supposer k et l positifs. Montrons dans ce cas, par re´currence sur k + l, que
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(k, l)
(k + i, l − i)
(0, 0)
(k + i, l − i− 1)
Fig. 10 – Connexite´ de Y˜p
(k, l) appartient a` la meˆme composante connexe de Y˜p que (0, 0). Si k+ l = 0,
c’est imme´diat. Supposons donc k + l > 0 et conside´rons les ph,k+l−h avec
0 ≤ h ≤ k+ l. Si tous ces e´le´ments de Z/2Z e´taient e´gaux a` 1, on aurait, pour
tous entiers positifs i et j avec i+j ≤ k+ l−1, pi,j = 0, ce qui est impossible,
vu que p0,0 = 1. Quitte a` encore faire agir S, on peut donc supposer qu’il
existe un entier naturel 0 ≤ i ≤ l − 1 tel que, pour tout 0 ≤ j ≤ i, on
ait pk+j,l−j = 1, mais pk+i+1,l−i−1 = 0. Cette situation est repre´sente´e a` la
figure 10. Alors, les points (k + i, l − i) et (k, l) appartiennent a` la meˆme
composante connexe de Y˜p et, comme pk+i+1,l−i−1 = 0, on a pk+i,l−i−1 = 1 et
(k + i, l− i− 1) appartient a` Y˜p. Comme (k + i) + (l − i− 1) = k + l − 1, le
re´sultat en de´coule par re´currence.
Comme l’application naturelle Y˜p → Yp est surjective, pour conclure,
il nous reste a` montrer que, pour p /∈ {Tu, Su}, les points de l’ensemble
{p, Tp, Sp, T−1Sp, T−1p, S−1p, TS−1p} sont deux a` deux distincts. Posons
Vp = {Tp, Sp, T−1Sp, T−1p, S−1p, TS−1p} et commenc¸ons par supposer que
p appartient a` Vp. Alors, quitte a` faire agir le groupe S, on peut supposer
qu’on a p = Tp et p0,−1 = 1 et, donc, p1,−1 = p0,−1+p0,0 = 0, ce qui contredit
le fait que Tp = p. On a donc p /∈ Vp. Supposons a` pre´sent que deux des
e´le´ments de l’ensemble Vp sont e´gaux. Quitte a` encore faire agir S, on peut
supposer qu’on a Tp = Sp, Tp = T−1p ou Tp = T−1Sp. Si Tp = Sp, on a
S−1Tp = p et on vient de montrer que c’est impossible. Si Tp = T−1p, on a
T 2p = p et la famille q = (p2k,2l)(k,l)∈Z2 appartient a` Y et ve´rifie Tq = q : a`
nouveau, on vient de montrer que c’est impossible. Enfin, si T−2Sp = p, sup-
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posons toujours, quitte a` permuter, qu’on a p0,−1 = 1. Alors, on a p1,−1 = 0,
et, donc, comme T−2Sp = p, p−1,0 = 0. De meˆme, on a p−2,0 = p0,−1 = 1
et p−1,−1 = p0,−1 + p−1,0 = 1. A` nouveau, ceci implique p−3,0 = p−1,−1 = 1,
p−2,−1 = p−1,−1 + p−2,0 = 0 et, enfin, p−3,−1 = p−2,−1 + p−3,0 = 1, si bien
que le point q = T−3p ve´rifie a` nouveau T−2Sq = q et q0,0 = q0,−1 = 1. Par
re´currence, on en de´duit que, pour tout entier k ≤ 0, on a pk,0 = 1 si k est
congru a` 0 ou 1 modulo 3 et que pk,0 = 0 si k est congru a` 2 modulo 3. En
raisonnant de la meˆme fac¸on, on voit que p−1,1 = p−1,0 + p0,0 = 1 et que,
comme T 2S−1p = p, p1,0 = 1. Il vient p2,0 = p0,1 = p0,0 + p1,0 = 0, puis
p3,0 = p1,1 = p1,0 + p2,0 = 1 et p3,−1 = p1,0 = 1. Le point r = T 3p ve´rifie donc
aussi T−2Sr = r et r0,0 = r0,−1 = 1, si bien que, pour tout k dans Z, on a
pk,0 = 0 si et seulement si k est congru a` 2 modulo 3. En particulier, la suite
(pk,0)k∈Z est 3-pe´riodique. Comme T−2Sp = p, pour tout l dans Z, la suite
(pk,l)k∈Z est 3-pe´riodique et, donc, T 3p = p. Par conse´quent, pour tous k et
l dans Z, si k − l est congru a` 0 modulo 3, on a T kSlp = p. Comme on a
p0,0 = u1,0, p−1,0 = u−1,1 et p−1,1 = u−1,2, il vient p = Tu. Par conse´quent,
si p n’appartient pas a` {Tu, Su}, la relation ∼ munit bien l’ensemble Yp
d’une structure de graphe re´gulier de valence 3. Par de´finition, l’application
naturelle Y˜p → Yp est alors un reveˆtement. En particulier, Yp est connexe.
Soient ε et η dans {0, 1}. NotonsX(ε,η) l’ensemble des e´le´ments p deX tels
que, pour tous k et l dans Z, si (k, l) est congru a` (ε, η) dans (Z/2Z)2, on a
pk,l = 0. Si p appartient a`X
(ε,η), pour tous k et l dans Z, on a p2k+1+ε,2l+1+η =
p2k+ε,2l+1+η = p2k+1+ε,2l+η. En particulier, pour (ε
′, η′) 6= (ε, η), on a X(ε′,η′)∩
X(ε,η) = {0} et, si p est un point de Y (ε,η) = Y ∩X(ε,η) (on a alors (ε, η) 6=
(0, 0)), le point p appartient a` un triangle dans le graphe Yp.
Le groupe S agit naturellement sur (Z/2Z)2 et, pour tout s dans S,
pour tout (ε, η) dans (Z/2Z)2, on a Xs(ε,η) = sX(ε,η). Dore´navant, on notera
a = (1, 1), b = (0, 1), c = (1, 0) et T1 = {a, b, c}. On conside´rera T1 comme
un 1-triangle. Le groupe S s’identifie au groupe de permutations S(a, b, c).
On pose Yˆ = Y a ∪ Y b ∪ Y c : cette re´union est disjointe et l’ensemble Yˆ est
invariant par l’action de S. Les e´le´ments de Y a, Y b et Y c sont de´crits par la
figure 11.
Soit p un point de Y . Nous noterons pˆa, pˆb et pˆc les points de (Z/2Z)Z
2
tels que, pour tous k et l dans Z, on ait,




2k,2l−1 = pk,l et pˆ
a
2k−1,2l−1 = 0.




2k+1,2l−1 = pk,l et pˆ
b
2k+2,2l−1 = 0.

















(−1, 1) (0, 1)
(1, 0)
(−1, 1) (0, 1)
(−1, 2)a b
c
Fig. 11 – Les ensembles Y a, Y b et Y c
On ve´rifie que, par construction, on a pˆa = T pˆb = Spˆc et que, pour tout s





Lemme 8.2. Soit d dans T1. L’application p 7→ pˆd induit un home´omor-
phisme de Y dans Y d. Re´ciproquement, un point p de Y −{Tu, Su} appartient
a` Yˆ si et seulement si, pour tout q dans Yp, q appartient a` un triangle contenu
dans Yp. Il existe alors un unique d dans T1 et un unique point r de Y tel
que p = rˆd et le triangle contenant p est {rˆa, rˆb, rˆc}.
La de´monstration utilise le
Lemme 8.3. Soit p un point de Y − {Tu, Su} tel que chaque point de
Yp soit contenu dans un triangle. Alors, le triangle contenant p est soit
{p, T−1p, S−1p}, soit {p, Tp, TS−1p}, soit {p, Sp, T−1Sp}. S’il est de la forme
{p, T−1p, S−1p}, le troisie`me voisin q de p est soit Tp, soit Sp. Enfin, si
q = Tp, le triangle contenant q est {q, T q, TS−1q} et si q = Sp, le triangle
contenant q est {q, Sq, T−1Sq}.
De´monstration. Soit p comme dans l’e´nonce´. Quitte a` faire agir S, on peut
supposer que le triangle contenant p contient le point T−1p. Alors, par de´-
finition, les seuls voisins communs possibles pour p et T−1p sont T−1Sp
et S−1p. Or, comme T−1p appartient a` Y , on a p−1,0 = 1, donc p−1,1 =
p0,0 + p−1,0 = 0 et T−1Sp /∈ Y . Par conse´quent, le triangle contenant p est
{p, T−1p, S−1p}. Les autres cas s’en de´duisent en faisant agir S.
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Dans le cas ou` le triangle contenant p est {p, T−1p, S−1p}, le troisie`me
voisin q de p est, par construction, ne´cessairement dans {Tp, Sp}. Supposons,
quitte a` encore faire agir S, qu’on a q = Tp. Alors, on a p0,1 = 0 = p1,−1 et,
donc, T−1Sq et S−1q n’appartiennent pas a` Y . Le triangle contenant q est
donc {q, T q, TS−1q}. L’autre cas s’en de´duit par syme´trie.
De´monstration du lemme 8.2. On ve´rifie aise´ment que, pour d dans T1, le
point pˆd appartient a` Y d et que l’application ainsi de´finie induit un home´o-
morphisme de Y dans Y d.
Re´ciproquement, soit p un point de Y − {Tu, Su}, tel que tout e´le´ment
de Yp soit contenu dans un triangle de Yp. Alors, par de´finition et d’apre`s
le lemme 8.1, tout point de Y˜p est contenu dans un triangle de Y˜p. Soit
(k, l), un point de Y˜p. D’apre`s le lemme 8.3, le triangle contenant (k, l) est
de la forme {(k, l), (k − 1, l), (k, l − 1)}, {(k, l), (k + 1, l), (k + 1, l − 1)} ou
{(k, l), (k, l + 1), (k − 1, l + 1)}. On note (ε(k, l), η(k, l)) l’unique e´le´ment de
(Z/2Z)2 qui n’est pas congru aux e´le´ments de ce triangle.
Montrons que, pour tous (i, j) et (k, l) dans Y˜p avec (i, j) ∼ (k, l), on
a (ε(i, j), η(i, j)) = (ε(k, l), η(k, l)). Si (i, j) et (k, l) appartiennent au meˆme
triangle, c’est imme´diat. Sinon, quitte a` faire agir S, d’apre`s le lemme 8.3, on
peut supposer que le triangle contenant (k, l) est {(k, l), (k− 1, l), (k, l− 1)},
que (i, j) = (k + 1, l) et, donc, que le triangle contenant (i, j) est {(k +
1, l), (k + 2, l), (k + 2, l − 1)}. Alors, par de´finition, on a (ε(i, j), η(i, j)) =
(ε(k, l), η(k, l)).
Comme, d’apre`s le lemme 8.1, le graphe Y˜p est connexe, la fonction (ε, η) y
est constante. Par de´finition, pour tous entiers k et l, on a p2k+ε,2l+η = 0, donc
p appartient a` Y (ε,η). La proprie´te´ sur les triangles de´coule imme´diatement
de la de´finition des objets.
Soit p un point de Yˆ . On note Π¯p et θ1(p) les uniques e´le´ments de Y
et de T1 pour lesquels on a ̂¯Πpθ1(p) = p. Par construction, on a θ1(p) = a
(resp. b, resp. c) si et seulement si le triangle contenant p est {p, T−1p, S−1p}
(resp. {p, Tp, TS−1p}, resp. {p, Sp, T−1Sp}). Les applications Π¯ et θ1 sont
S-e´quivariantes. L’application Π¯ est continue et θ1 est localement constante.
Pour tout p dans Yˆ , θ1 induit une bijection du 1-triangle contenant p dans
T1.
Lemme 8.4. Soit p dans Y − {Tu, Su}. Il existe un unique isomorphisme
de graphes σ : Yˆp → Π¯−1(Yp) tel que Π¯σ = σΠ.
De´monstration.D’apre`s le lemme 2.2, un tel isomorphisme est ne´cessairement
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unique. Montrons son existence. Soit q le voisin de p appartenant a` {Tp, Sp},
r son voisin dans {T−1p, T−1Sp} et s son voisin dans {S−1p, TS−1p}. On pose
σ(p, q) = pˆa, σ(p, r) = pˆb et σ(p, s) = pˆc. Alors, les trois points σ(p, q), σ(p, r)
et σ(p, s) sont voisins dans Yp. Ve´rifions, par exemple, que σ(p, q) est voisin
de σ(q, p). Quitte a` faire agir S, on peut supposer qu’on a q = Tp. Alors,
on a p = T−1q et, donc, σ(q, p) = qˆb. Par construction, on a alors T pˆa = qˆb,
donc σ(q, p) = Tσ(p, q), ce qu’il fallait de´montrer.
Dore´navant, pour tout p dans Yˆ , on identifie les graphes Yˆp et Π¯
−1(Yp).
Nous allons a` pre´sent construire un e´le´ment p de Y pour lequel le graphe
Yp est isomorphe au graphe de Pascal. Posons, pour tous k, l ≥ 0, p−k,−l =
pk+l+1,−l = Ckl+k dans Z/2Z et, pour tous k, l dans Z avec soit l > 0, soit
k ≥ 1 et k + l ≥ 0, pk,l = 0. On ve´rifie aise´ment que p appartient a` X, et
donc a` Y puisque p0,0 = 1. Nous avons la
Proposition 8.5. Le point p appartient a` Yˆ et on a Π¯p = p et θ1(p) = a. Il
existe un isomorphisme du graphe de Pascal Γ dans Yp envoyant p0 sur p et
p∨0 sur Tp.
Cette repre´sentation plane du graphe de pascal apparait dans la figure 1.
La de´monstration utilise le
Lemme 8.6. Soient 0 ≤ k ≤ n des entiers. Alors, les entiers Ckn, C2k2n, C2k2n+1
et C2k+12n+1 sont congrus modulo 2.
De´monstration. Soient A et B des inde´termine´es. Dans l’anneau Z/2Z[A,B]









2kB2n−2k. Par conse´quent, par unicite´, pour tout 0 ≤ k ≤ n, on a,






2n = 0. Par l’identite´ classique, on a















De´monstration de la proposition 8.5. En utilisant le lemme 8.6, on ve´rifie
qu’on a p = pˆa. Par conse´quent, p appartient a` Yˆ , Π¯p = p et θ1(p) = a.
Par re´curence, en utilisant le lemme 8.4, on en de´duit que, pour tout entier
n, p est le sommet d’un n-triangle contenu dans Yp. Donc p est le sommet
d’un triangle infini contenu dans Yp. De meˆme, on a Π¯(Tp) = Tp, θ1(Tp) = b
et Tp est le sommet d’un triangle infini contenu dans Yp. D’apre`s le lemme
8.1, le graphe Yp est connexe et, donc, il est la re´union de ces deux triangles
infinis. L’existence de l’isomorphisme demande´ en de´coule.
Dore´navant, on identifie p a` p0, Tp a` p
∨
0 et Γ a` Yp. On note Γ¯ l’adhe´rence
de Γ dans Y et, pour tout p dans Γ¯, on pose Γp = Yp. On a Π¯Γ¯ = Γ¯.
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Nous allons de´crire plus en de´tail l’ensemble Γ¯. Pour cela, introduisons une
partition de Yˆ en six sous-ensembles, qui raffine la partition Yˆ = Y a∪Y b∪Y c.
Soit p un point de Yˆ . Alors, d’apre`s le lemme 8.3, l’ensemble des voisins de p
est soit {Tp, T−1p, S−1p}, soit {Sp, T−1p, S−1p}, soit {T−1p, Tp, TS−1p}, soit
{T−1Sp, Tp, TS−1p}, soit {S−1p, Sp, T−1Sp} ou {TS−1p, Sp, T−1Sp}. Ap-
pelons bre´chet de p l’ensemble des q dans Yˆ pour lesquels on a {(k, l) ∈
Z2|T kSlp ∼ p} = {(k, l) ∈ Z2|T kSlq ∼ q}. Les bre´chets constituent six
sous-ensembles ferme´s de Yˆ sur lesquels le groupe S agit simplement tran-










. L’e´le´ment i s’identifie a` la transposition (ab) de {a, b, c}
et r s’identifie au cycle (cba).
Pour tout entier n, posons Yˆ (n) = Π¯−nY . Alors, par une re´currence
imme´diate, d’apre`s les lemmes 8.2 et 8.4, pour tout entier n, Yˆ (n) est l’ensem-
ble des e´le´ments p de Y −{Tu, Su} pour lesquels tout point de Yp appartient




Lemme 8.7. Soient n un entier et p et q dans Yˆ (n+1) tels que, pour tout
0 ≤ m ≤ n, Π¯mp et Π¯mq appartiennent au meˆme bre´chet. Alors, pour tous k
et l dans Z avec k ≥ −2n, l ≥ −2n et k + l ≤ 2n, on a pk,l = qk,l.
De´monstration. Montrons ce re´sultat par re´currence sur n. Pour n = 0,
supposons, quitte a` faire agir S, qu’on a p, q ∈ B0. Alors, on a p−1,0 =
p0,0 = p1,0 = p0,−1 = 1, si bien que p−1,−1 = p−1,0 + p0,−1 = 0 et, de meˆme,
p1,−1 = p−1,1 = p0,1 = p−1,2 = 0 et p2,−1 = 1. Comme ceci est aussi vrai pour
q, le lemme est vrai pour n = 0.
Supposons donc n ≥ 1 et le lemme de´montre´ pour n − 1. Donnons-nous
p et q comme dans l’e´nonce´. Alors, comme p et q sont dans le meˆme bre´chet,
on a θ1(p) = θ1(q). Quitte a` faire agir S, on peut supposer qu’on a θ1(p) = a,
si bien que p = ̂¯Πpa et que q = ̂¯Πqa. Le re´sultat de´coule alors de la re´currence
et de la de´finition de l’application r 7→ rˆa.
Lemme 8.8. Soit p dans Yˆ tel que le bre´chet de p soit B0. Alors, le bre´chet
de pˆa est B0, celui de pˆ
b est iB0 et celui de pˆ
c est rB0 et pˆ
a est le sommet
d’un 2-triangle dans Γ¯. Si q et r sont deux points de Yˆ (2) tels que Π¯q et Π¯r
appartiennent au meˆme bre´chet, il existe r′ dans le 1-triangle contenant r
dans Yr tel que q et r
′ appartiennent au meˆme bre´chet.
De´monstration. Le premier point de´coule imme´diatement de la construction
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des objets en question. Donnons-nous donc q et r comme dans l’e´nonce´.
Quitte a` faire agir S, on peut supposer que le bre´chet de Π¯q et de Π¯r est
B0. La premie`re partie du lemme implique alors clairement l’e´nonce´.
Soit Σ l’ensemble des suites (sn)n∈N d’e´le´ments de S telles que, pour tout
entier n, on ait sn ∈ {sn+1, sn+1i, sn+1r}. On munit Σ de la topologie induite
par la topologie produit et on note σ : Σ→ Σ l’application de de´calage. On
fait agir S sur Σ par multiplication a` gauche sur tous les facteurs. L’ensemble
Γ¯ est de´crit par la
Proposition 8.9. On a Γ¯ =
⋂
n∈N Yˆ
(n). Pour tout p dans Γ¯, pour tout entier
n, soit sn(p) l’unique e´le´ment de S tel que le bre´chet de Π¯
np soit sn(p)B0.
L’application s ainsi de´finie induit un home´omorphisme S-e´quivariant de Γ¯
dans Σ et on a σs = sΠ¯. L’image du point p0 par s est la suite constante de
valeur e et les points fixes de Π¯ dans Γ¯ sont exactement les six images de p0
par l’action du groupe S. Enfin, pour tout p dans Γ¯, l’ensemble Γp est dense
dans Γ¯.




ble Γ¯ l’est aussi. Re´ciproquement, remarquons que chacun des six points
T−1p0, T−2p0, T−2S−1p0, T−1S−2p0, S−2p0 et S−1p0 appartient a` un bre´chet
diffe´rent. Par conse´quent, si p est un point de
⋂
n∈N Yˆ
(n), il existe un point
q de Γ tel que p et q appartiennent au meˆme bre´chet. Par re´currence, en
utilisant le lemme 8.8, on en de´duit que, pour tout entier n, il existe un point
qn de Γ tel que, pour tout 0 ≤ m ≤ n, Π¯mp et Π¯mqn appartiennent au meˆme
bre´chet. D’apre`s le lemme 8.7, on a alors qn −−−→
n→∞
p et p appartient a` Γ¯.
Soit p dans Γ¯. Comme on vient de le voir, le point p est comple`tement
de´termine´ par la suite s(p) = (sn(p))n∈N. L’application s est clairement con-
tinue et S-e´quivariante et, par de´finition, on a sΠ¯ = σs. Par ailleurs, d’apre`s
le lemme 8.2, si p est un point de Γ¯, il posse`de exactement trois ante´ce´dents
par Π¯ et, d’apre`s le lemme 8.8, les bre´chets de ces trois ante´ce´dents sont
s0(p)B0, s0(p)iB0 et s0(p)rB0. On en de´duit que l’application s prend ses
valeurs dans Σ et qu’elle induit un home´omorphisme de Γ¯ dans Σ.
Par construction, on a s0(p0) = e et, comme, d’apre`s la proposition 8.5,
Π¯p0 = p0, pour tout entier naturel n, sn(p0) = e. En particulier, les autres
points fixes de Π¯ sont les images de p0 par l’action de S.
Enfin, si p est un point de Γ¯, d’apre`s les lemmes 2.4 et 8.4, pour tout
entier naturel n, le n-triangle contenant p dans Γp est l’ensemble Π¯
−n (Π¯np).
Comme r et i engendrent le groupeS, on ve´rifie aise´ment que le sous-de´calage
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de type fini (Σ, σ) est transitif, si bien que, pour tout t dans Σ, l’ensemble⋃
n∈N σ
−n(σnt) est dense dans Σ. Par conse´quent, pour tout p dans Γ¯, Γp est
dense dans Γ¯.
9 Fonctions triangulaires et inte´gration sur Γ¯
Dans cette section, nous e´tudions une classe particulie`re de fonctions lo-
calement constantes sur Γ¯. Nous utilisons ces fonctions pour de´terminer les
proprie´te´s d’une mesure de Radon remarquable sur Γ¯. Pour p dans Γ¯, on note
toujours, comme a` la section 8, (sn(p)B0)n∈N la suite de bre´chets associe´e.
Soient n un entier ≥ 1 et T un n-triangle dans Γ¯. Alors, d’apre`s le lemme
8.4, l’ensemble Π¯n−1T est un 1-triangle de Γ¯. Par conse´quent, l’application
θ1 ◦ Π¯n−1 induit une bijection de l’ensemble des sommets de T dans T1 =
{a, b, c}. On note an (resp. bn, resp. cn) l’ensemble des sommets p de n-




= a (resp. b, resp. c) et θn l’application
qui, a` un sommet p d’un n-triangle de Γ¯, associe l’e´le´ment de {an, bn, cn}
auquel il appartient. Soit Tn le n-triangle Tn(an, bn, cn). D’apre`s le lemme 2.3,
l’application θn se prolonge de manie`re unique en une application Γ¯ → Tn,
encore note´e θn, qui, pour tout n-triangle T de Γ¯, induit un isomorphisme
de graphes de T dans Tn. Cette application est localement constante. Pour
n = 1, cette de´finition est cohe´rente avec les notations de la section 8, en
identifiant a et a1, b et b1 et c et c1. Par abus de langage, on conside´rera parfois
que T0 est un ensemble contenant un seul e´le´ment et que θ0 est l’application
constante Γ¯→ T0.
Pour tout n ≥ 1, le groupe S agit sur Tn en s’identifiant a` S(an, bn, cn)
et l’application θn est S-e´quivariante. On identifiera Tn+1 et Tˆn a` travers la
bijection S-e´quivariante de {an, bn, cn} dans {an+1, bn+1, cn+1} qui envoie an
sur an+1, bn sur bn+1 et cn sur cn+1. En particulier, on notera Π : Tn+1 → Tn
l’application de contraction des triangles provenant de cette identification et
Π∗ et Π les ope´rateurs associe´s ℓ2(Tn)→ ℓ2(Tn+1) et ℓ2(Tn+1)→ ℓ2(Tn).
Notons, pour tout n ≥ 2, anbn, ancn, bnan, bncn, cnan et cnbn les points
de Tn de´finis par le corollaire 2.6. Les principales proprie´te´s des applications
θn, n ≥ 1, que nous utiliserons par la suite sont de´crites par le
Lemme 9.1. Soit n un entier ≥ 1. On a Πθn+1 = θnΠ¯. Si p et q sont des
points de Γ¯ tels que θn+1(p) = θn+1(q), on a θn(p) = θn(q). En particulier, on
a θn(p) = an si et seulement si θn+1(p) est an+1, bn+1an+1 ou cn+1an+1. Soient
p et q dans Γ¯, tels que θn(p) = θn(q). Pour tout 0 ≤ m ≤ n, si θn(p) n’est pas
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contenu dans le m-triangle issu d’un des sommets de Tn, on a sm(p) = sm(q).
De´monstration. Soit T un (n+1)-triangle de Γ¯. L’application θn+1 induit un
isomorphisme de T dans Tn+1 et l’application θn induit un isomorphisme du
n-triangle Π¯T dans Tn. Comme, par de´finition, les applications θnΠ¯ et Πθn+1
co¨ıncident sur l’ensemble ∂Tn, on a, d’apre`s le lemme 2.2, Πθn+1 = θnΠ¯.
Soient p, q et r les sommets de T , de sorte que θn+1(p) = an+1, θn+1(q) =
bn+1 et θn+1(r) = cn+1. Par de´finition, on a θn(p) = an. Montrons qu’on


















= Πn−1θn+1(rp) = c2a2, si bien qu’on est
ramene´ au cas ou` n = 1. Alors, avec les notations de la section 8, si s = Π¯2p,
on ve´rifie qu’on a qp = ̂ˆsba et rp = ̂ˆsca, d’ou` le re´sultat.
En particulier, si S est un n-triangle de Γ¯, la restriction de θn a` ∂S est
comple`tement de´termine´e par la restriction de θn+1 a` ∂S. Par de´finition, les
valeurs de θn+1 sont donc de´termine´es par celles de θn.
Soient enfin p et q tels que θn(p) = θn(q) et montrons par re´currence
sur n ≥ 1 la proprie´te´ du lemme. Si n = 1, cette proprie´te´ est vide. Sup-









et, pour tout entier m avec 1 ≤ m ≤ n, si




n’appartient pas au (m−1)-triangle issu d’un des sommets de Tn−1 et, donc,








= sm(q). Il nous reste a`
traiter le cas ou` m = 0. Supposons donc que θn(p) n’est pas un sommet de
Tn et montrons que s0(p) = s0(q). Remarquons, que, par la premie`re par-
tie de la preuve, on a θ1(p) = θ1(q). Quitte a` faire agir S, supposons que
θ1(p) = a1. Alors, soient T le n-triangle de Γ¯ contenant p et p′ le voisin de p
qui n’appartient pas au 1-triangle contenant p. Comme p n’est pas un som-
met de T , p′ appartient a` T et, d’apre`s le lemme 8.3, s0(p) est B0 ou riB0,
suivant que θ1(p
′) est b1 ou c1. Or, comme θn induit un isomorphisme de T
dans Tn, θn(p′) ne de´pend que de θn(p) et, donc, toujours par la premie`re
partie du lemme, la valeur de θ1 en p
′ est comple`tement de´termine´e par la
valeur de θn en p. Par conse´quent, la valeur de s0 en p est de´termine´e par la
valeur de θn en p, ce qu’il fallait de´montrer.
Pour tout entier n ≥ 1, d’apre`s la proposition 8.5, on a θn(p0) = an =
θn(rip0), si bien que le codage de Γ¯ par les applications θn, n ≥ 1, posse`de
des ambigu¨ıte´s. Elles sont de´crites par le
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Corollaire 9.2. Soient p et q dans Γ¯ tels que, pour tout entier n, on ait
θn(p) = θn(q). Alors, si p 6= q, il existe s dans S tel que p appartienne au
triangle infini issu de sp0 dans sΓ et que q appartienne au triangle infini issu
de srip0 dans sriΓ.
De´monstration. Supposons qu’on a p 6= q. Alors, d’apre`s la proposition 8.9,
il existe un entier m tel que sm(p) 6= sm(q). D’apre`s le lemme 9.1, pour tout
n ≥ m, le point θn(p) = θn(q) appartient aum-triangle issu de l’origine de Tn.
Posons p′ = Π¯mp et q′ = Π¯mq. D’apre`s le lemme 9.1, pour tout entier n, on
a θn(p
′) = Πmθn+m(p) = Πmθn+m(p) = θn(q′) et ce point est un des sommets
de Tn. Comme, pour tout entier n ≥ 1, on a θn(an+1) = an, θn(bn+1) = bn
et θn(cn+1) = cn, on peut supposer, quitte a` faire agir S, qu’on a, pour tout
entier n ≥ 1, θn(p′) = θn(q′) = an. Comme θ1(p′) = a1, le bre´chet de p′
est B0 ou riB0. Quitte a` faire agir S, supposons que ce bre´chet soit B0.





= Πθ1(p) = a1, le bre´chet de Π¯p
′ est B0 et, par re´currence, pour
tout entier n, on a sn(p
′) = e, si bien que, d’apre`s la proposition 8.9, p′ = p0
et que p appartient au triangle infini T∞(p0) issu de p0 dans Γ. De meˆme, on
a q′ = p0 ou q′ = rip0 et q appartient au triangle infini issu de p0 dans Γ ou
au triangle infini issu de rip0 dans riΓ. Pour tout entier n, l’application θn
induit une bijection du n-triangle de Γ issu de p0 dans Tn. Par conse´quent, si
p′′ est un point de T∞(p0) tel que, pour tout entier n, on ait θn(p′′) = θn(p),
on a p′′ = p. Comme on a suppose´ p 6= q, q appartient au triangle infini issu
de rip0 dans riΓ, ce qu’il fallait de´montrer.
Soit n un entier. Nous dirons qu’une fonction ϕ : Γ¯→ C est n-triangulaire
si elle s’e´crit ψ◦θn, pour une certaine fonction ψ sur Tn. Quand il n’y aura pas
d’ambigu¨ıte´, pour alle´ger les notations, on identifiera ϕ et ψ. D’apre`s le lemme
9.1, une fonction n-triangulaire est (n + 1)-triangulaire. En particulier, les
fonctions triangulaires constituent une sous-alge`bre de l’alge`bre des fonctions
localement constantes sur Γ¯. Comme, pour toute fonction triangulaire ϕ, on





de la convergence uniforme.
Dore´navant, on notera µ la probabilite´ bore´lienne sur Γ¯ dont l’image
par l’application de codage de la proposition 8.9 est la mesure d’entropie
maximale pour σ sur Σ. En d’autres termes, µ est l’unique mesure telle que,
pour toute suite t0, . . . , tn d’e´le´ments de S, si, pour tout 0 ≤ m ≤ n−1, on a
tm ∈ {tm+1, tm+1i, tm+1r}, alors µ
(





Par de´finition, la mesure µ est Π¯-invariante et S-invariante.
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Pour toute fonction bore´lienne ϕ sur Γ¯, on note Π¯∗ϕ = ϕ ◦ Π¯. Pour tout
1 ≤ p ≤ ∞, l’ope´rateur Π¯∗ pre´serve la norme dans Lp (Γ¯, µ). On note Π¯ son
adjoint, c’est-a`-dire que, pour toute fonction bore´lienne ϕ sur Γ¯, pour tout p
dans Γ¯, on a Π¯ϕ(p) = 1
3
∑
Π¯(q)=p ϕ(q). On a Π¯1 = 1 et, pour tout 1 ≤ p ≤ ∞,




. Enfin, on a Π¯Π¯∗ = 1.
L’inte´grale des fonctions triangulaires pour la mesure µ se calcule na-
turellement :








En d’autres termes, la mesure image de µ par θn est la mesure de comptage
normalise´e de Tn.
De´monstration. De´montrons le re´sultat par re´currence sur n. Si n = 0, ϕ est
constante et le lemme est e´vident. Si n ≥ 1, comme, d’apre`s le lemme 9.1, on
















p∈Tn ϕ(p), d’ou` le
re´sultat.





. D’apre`s le lemme 9.1, cette suite de partitions est




= 0 et, d’apre`s le
lemme 9.2, pour tous p et q dans l’ensemble de mesure totale Γ¯ −⋃s∈S sΓ,






pour tout entier n, on note E(ϕ|θn) l’espe´rance conditionnelle de ϕ sachant θn,











. En particulier, l’espace des fonctions tri-




. De meˆme, l’espace des fonctions trian-































re´sulte de la discussion pre´ce´-
dente et de proprie´te´s ge´ne´rales des partitions des espaces de probabilite´.
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La densite´ des fonctions triangulaires nulles aux sommets de leur triangle
de de´finition en de´coule, vu que, d’apre`s le lemme 9.4, pour tout n ≥ 1, la
mesure de l’ensemble des e´le´ments de Γ¯ qui sont sommet d’un n-triangle est
3n−1. Enfin, les formules liant les espe´rances conditionnelles sachant θn+1 et
θn de´coulent du lemme 9.1 et du fait que, d’apre`s le lemme 9.3, la mesure
image de µ par θn est la mesure de comptage normalise´e de Tn.
De´crivons enfin un home´omorphisme Γ¯ → Γ¯ qui nous sera utile pour
la suite. Pour tout p dans Γ¯, on note α(p) l’unique voisin de p dans Γ¯ qui
n’appartient pas au triangle contenant p. L’application α : Γ¯ → Γ¯ est une
involution sans points fixes. D’apre`s le corollaire 2.5, pour tout entier n ≥ 1,
α laisse stable l’ensemble des points de Γ¯ qui sont sommet d’un n-triangle.
Pour p dans Tn − ∂Tn, on note encore αn(p) l’unique voisin de p dans Tn qui
n’appartient pas au triangle contenant p.
Lemme 9.5. Pour tout entier n, pour tout p dans Γ¯, si p n’est pas le sommet
d’un n-triangle de Γ¯, on a θn(α(p)) = αn(θn(p)). L’application α pre´serve la
mesure µ et, pour tous n ≥ 1, ϕ dans L1 (Γ¯, µ) et p dans Tn − ∂Tn, on a
E (ϕ ◦ α|θn) (p) = E(ϕ|θn)(αn(p)).
Comme les fonctions triangulaires ne sont pas denses dans C0 (Γ¯), pour
ve´rifier que α pre´serve la mesure µ, nous aurons recours au
Lemme 9.6. Soit X un espace me´trique compact et soit A une sous-alge`bre
de C0(X) stable par conjugaison complexe et ferme´e pour la topologie de la
convergence uniforme. Soit Y l’ensemble des e´le´ments x de X pour lesquels
il existe y 6= x dans X tel que, pour tout ϕ dans A, ϕ(y) = ϕ(x). L’ensemble
Y est bore´lien et, si λ est une mesure complexe bore´lienne sur X telle que
λ|Y = 0 et que, pour tout ϕ dans A,
∫
X
ϕdλ = 0, on a λ = 0.
De´monstration. Soient S le spectre de la C∗-alge`bre commutative A et π :
X → S la surjection continue duale de l’injection naturelle de A dans C0(X).
Par hypothe`se, la mesure complexe π∗λ est nulle sur S. Notons p la projection
sur la premie`re composante X × X → X et posons D = {(x, x)|x ∈ X} ⊂
X ×X et E = {(x, y) ∈ X ×X|π(x) = π(y)}. On a Y = p(E −D). Comme
E et D sont des ferme´s de l’espace compact me´trisable X, l’ensemble E−D
est une re´union de´nombrable de compacts, donc Y et π(Y ) le sont aussi. En
particulier, ces ensembles sont bore´liens et π induit un isomorphisme bore´lien
de X − Y dans S − π(Y ). Par conse´quent, la restriction de λ a` X − Y est
nulle. Comme sa restriction a` Y est nulle, on a λ = 0.
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De´monstration du lemme 9.5. La premie`re partie du lemme re´sulte de la
de´finition de α et du fait que θn induit un morphisme de graphes du n-
triangle contenant p dans Tn.
Soit n ≥ 1. Comme, α permute les points de Γ¯ qui sont sommet d’un
n-triangle, si ϕ est une fonction n-triangulaire nulle aux sommets de Tn, on
a, d’apre`s le lemme 9.3,
∫
Γ¯
ϕ ◦ αdµ = ∫
Γ¯
ϕdµ. Comme, a` nouveau d’apre`s
le lemme 9.3, pour tout entier n ≥ 1, la mesure de l’ensemble des points de
Γ¯ qui sont sommet d’un n-triangle est 3n−1, on en de´duit que, pour toute
fonction triangulaire ϕ, on a
∫
Γ¯
ϕ ◦ αdµ = ∫
Γ¯
ϕdµ.
Soit A ⊂ C0 (Γ¯) l’adhe´rence de l’alge`bre des fonctions triangulaires pour
la topologie de la convergence uniforme. D’apre`s le corollaire 9.2, l’ensemble
des e´le´ments p de Γ¯ pour lesquels il existe q 6= p tel que, pour tout ϕ dans A,
on ait ϕ(p) = ϕ(q) est
⋃
s∈S sΓ. Comme µ n’a pas d’atomes, cet ensemble est
de mesure nulle pour µ et pour α∗µ. Pour tout ϕ dans A, on a
∫
Γ¯
ϕ ◦ αdµ =∫
Γ¯
ϕdµ. D’apre`s le lemme 9.6, on a donc α∗µ = µ.
Notons enfin Θ¯ le quotient de Γ¯ par l’application α et munissons-le de
la mesure λ, image de µ par la projection naturelle. L’espace Θ¯ peut se
voir naturellement comme l’espace des areˆtes de Γ¯ et il peut-eˆtre muni d’une
structure de graphe re´gulier de valence 4. L’image de Γ dans Θ s’identifie alors
de manie`re naturelle au graphe de Sierpin´ski Θ et forme une partie dense de
Θ¯. On appelle fonctions triangulaires sur Θ¯ les fonctions qui proviennent de
fonctions triangulaires nulles aux sommets de leurs triangles de de´finition et
α-invariantes sur Γ¯. Alors, les re´sultats de cette section se transportent en
des re´sultats analogues sur Θ¯.
10 L’ope´rateur ∆¯ et ses mesures harmoniques
Nous allons a` pre´sent e´tudier un ope´rateur sur Γ¯ qui est un analogue de
l’ope´rateur ∆ sur Γ.
Soit ϕ une fonction bore´lienne sur Γ¯. Pour tout p dans Γ¯, on pose ∆¯ϕ(p) =∑
q∼p ϕ(q). Pour e´tudier les proprie´te´s de cet ope´rateur sur les fonctions
triangulaires, notons encore, pour tout entier naturel n, pour toute fonction
ϕ sur Tn, pour tout p dans Tn − ∂Tn, ∆ϕ(p) =
∑
q∼p ϕ(q) et, pour tout p
dans ∂Tn, ∆ϕ(p) = ϕ(p) +
∑
q∼p ϕ(q).
Lemme 10.1. Pour tout entier n ≥ 1, l’ope´rateur ∆ est auto-adjoint dans
ℓ2(Tn). Si ϕ est une fonction n-triangulaire constante sur ∂Tn, on a ∆ϕ =
∆¯ϕ.
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De´monstration. Le caracte`re auto-adjoint de l’ope´rateur ∆ dans Tn se ve´rifie
aise´ment. Par ailleurs, comme θn induit des isomorphismes de graphes des




1θ−1n (q) = ∆1θ−1n (p).
De meˆme, comme pour tout point p de Γ¯ qui est le sommet d’un n-triangle,
l’unique voisin de p n’appartenant pas a` ce n-triangle est lui-meˆme le sommet
d’un n-triangle, on a ∆¯
∑
p∈∂Tn 1θ−1n (p) = ∆
∑
p∈∂Tn 1θ−1n (p) et, donc, pour toute
fonction n-triangulaire ϕ constante sur ∂Tn, ∆¯ϕ = ∆ϕ.
Nous pouvons alors e´noncer les proprie´te´s principales de ∆¯ dans la
Proposition 10.2. L’ope´rateur ∆¯ commute a` l’action de S. Il est continu
de norme 3 dans l’espace des fonctions continues sur Γ¯ et on a ∆¯∗µ = 3µ.














〈∆¯ϕ, ψ〉 = 〈ϕ, ∆¯ψ〉.
De´monstration. La premie`re assertion est e´vidente. Comme ∆¯ est positif et
que ∆¯1 = 3, ∆¯ est de norme 3 dans l’espace des fonctions continues.
Rappelons qu’on a note´ α l’application Γ¯→ Γ¯ qui, a` un point p, associe
son unique voisin qui n’appartient pas au triangle contenant p. Pour ϕ dans
C0 (Γ¯), on a ∆¯ϕ = 3Π¯∗Π¯ϕ + ϕ ◦ α − ϕ. Comme les ope´rateurs Π¯ et Π¯∗
pre´servent µ et que, d’apre`s le lemme 9.5, l’home´omorphisme α pre´serve µ,
on a ∆¯∗µ = 3µ.
Pour tout 1 ≤ p ≤ ∞, l’ope´rateur positif ∆¯ agit donc bien dans Lp (Γ¯, µ)





D’apre`s le lemme 9.4, les fonctions triangulaires nulles aux sommets de leurs


















〈∆¯ϕ, ψ〉 = 〈ϕ, ∆¯ψ〉. Comme les ope´rateurs apparaissant dans cette identite´








, elle est encore vraie pour
p = 1 et q =∞.
Nous allons a` pre´sent montrer que la mesure µ est, a` multiplication par un
scalaire pre`s, la seule mesure complexe bore´lienne λ sur Γ¯ telle que ∆¯∗λ =
3λ. Commenc¸ons par nous inte´resser aux mesures de ce type qui sont S-
invariantes :
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Lemme 10.3. Soit λ une mesure complexe bore´lienne S-invariante sur Γ¯





De´monstration. Soit ϕ : p 7→ λ(p),Γ → C. Alors ϕ appartient a` ℓ1(Γ) et
on a ∆ϕ = 3ϕ. D’apre`s le principe du maximum, on a donc ϕ = 0. Par
conse´quent, la restriction de λ a`
⋃
s∈SsΓ est nulle. D’apre`s le corollaire 9.2
et le lemme 9.6, il suffit donc de ve´rifier que λ est proportionnelle a` µ sur
l’espace des fonctions triangulaires. Soit n un entier ≥ 1 et, pour tout p
dans Tn, soit ϕn(p) = λ(θ−1n (p)) =
∫
Γ¯
1θ−1n (p)dλ. D’apre`s le lemme 10.1, si
p n’est pas un sommet de Tn, on a ∆¯1θ−1n (p) = ∆1θ−1n (p) et, donc, comme
∆¯∗λ = 3λ, ∆ϕn(p) = 3ϕn(p). De plus, comme λ est S-invariante, ϕn est
constante sur ∂Tn. Par le principe du maximum, ϕn est constante. Comme∑









re´sultat, d’apre`s le lemme 9.3.





. Nous aurons a` utiliser le
Lemme 10.4. Soient n un entier ≥ 1, ϕ dans L1 (Γ¯, µ) et p dans Tn− ∂Tn.





De´monstration. Notons toujours α et αn comme dans le lemme 9.5. On a





(p) = Π∗ΠE (ϕ|θn) (p) + E (ϕ|θn) (αn(p))− E (ϕ|θn) (p)
= ∆E (ϕ|θn) (p),
ce qu’il fallait de´montrer.
Pour tout n ≥ 1, on note Hn l’espace des fonctions ϕ sur Tn telles que,
pour tout p dans Tn qui ne soit pas un sommet, on ait ∆ϕ(p) = 3ϕ(p). D’apre`s




, si ∆¯ϕ = 3ϕ, on a E(ϕ|θn) ∈ Hn. On
identifie C3 et l’espace des fonctions a` valeurs complexes sur T1 en conside´rant
(1, 0, 0) (resp. (0, 1, 0), resp. (0, 0, 1)) comme la fonction caracte´ristique du
singleton {a1} (resp. {b1}, resp. {c1}) et on note ηn l’application line´aire
S-e´quivariante Hn → C3, ϕ 7→ (ϕ(an), ϕ(bn), ϕ(cn)). Par ailleurs, on note




. On montre facilement qu’on a sn −−−→
n→∞
0. Soit C30 l’ensemble
des e´le´ments de C3 dont la somme des coordonne´es est nulle. Nous avons le
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Lemme 10.5. Soit n ≥ 1. Pour tous ϕ dans Hn et p dans Tn, on a |ϕ(p)| ≤
max{|ϕ(an)| , |ϕ(bn)| , |ϕ(cn)|}. En particulier, l’application ηn est un isomor-
phisme. Supposons n ≥ 2. Soient ϕ dans Hn tel que ηn(ϕ) appartienne a` C30
et ψ = E(ϕ|θn−1). Alors ψ appartient a` Hn−1 et on a ηn−1(ψ) = 23sn−1+5ηn(ϕ).
De´monstration. La majoration de´coule du principe du maximum applique´ a`
l’ope´rateur 1
3
∆. Elle implique que, pour tout n ≥ 1, l’ope´rateur ηn est injectif.
Soit ϕ une fonction sur Tn et, pour tout p dans Tn, posons δnϕ(p) = ∆ϕ(p)−
3ϕ(p) si p n’est pas un sommet et δnϕ(p) = ϕ(p) si p est un sommet. Comme
ηn est injectif, δn l’est aussi et est donc un isomorphisme ; en particulier, ηn
est surjectif et, donc, c’est un isomorphisme.
Pour tout n ≥ 2, posons tn = 3sn−1+23sn−1+5 et un = 13sn−1+5 . Rappelons que,
comme dans le corollaire 2.6, si S est un n-triangle et si p et q sont deux
sommets de S, on note pq l’unique point de S appartenant au (n−1)-triangle
contenant p et dont un voisin appartient au (n − 1)-triangle contenant q.
Soient dn et en les deux voisins de an dans Tn. Montrons par re´currence sur
n ≥ 2 que, pour tout ϕ dans Hn, on a ϕ(dn) + ϕ(en) = sn(ϕ(bn) + ϕ(cn)) +
2(1−sn)ϕ(an) et ϕ(anbn) = tnϕ(an)+un(2ϕ(bn)+ϕ(cn)). Pour n = 2, c’est un
calcul imme´diat. Si n ≥ 3 et si la formule est vraie pour n− 1, donnons-nous
une fonction ϕ dans Hn. Alors, comme ∆ϕ(anbn) = 3ϕ(anbn), en appliquant
la re´currence a` la restriction de ϕ au (n− 1)-triangle contenant an, on a
sn−1(ϕ(an) + ϕ(ancn)) + 2(1− sn−1)ϕ(anbn) + ϕ(bnan) = 3ϕ(anbn).
Comme ηn est un isomorphisme, il existe un unique (x, y, z) dans C
3 tel que,
pour tout ϕ dans Hn, on ait ϕ(anbn) = xϕ(an)+ yϕ(bn)+ zϕ(cn). Comme ηn
est S-e´quivariant, on a, pour tout ϕ dans Hn, ϕ(bnan) = xϕ(bn) + yϕ(an) +
zϕ(cn) et ϕ(ancn) = xϕ(an) + yϕ(cn) + zϕ(bn). Il vient
sn−1(1 + x) + 2(1− sn−1)x+ y = 3x
sn−1z + 2(1− sn−1)y + x = 3y
sn−1y + 2(1− sn−1)z + z = 3z.
En re´solvant ce syste`me, on obtient x = tn, y = 2un et z = un. Enfin, par
re´currence, on a
ϕ(dn) + ϕ(en) = sn−1(ϕ(anbn) + ϕ(ancn)) + 2(1− sn−1)ϕ(an)
= 3sn−1un(ϕ(bn) + ϕ(cn)) + 2(1− sn−1 + sn−1tn)ϕ(an),
d’ou` le re´sultat puisque 3sn−1un = sn = sn−1(1− tn).
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ϕ(q). Comme θn−1 induit un isomorphisme de graphes de
chacun des (n− 1)-triangles de Tn dans Tn−1, on en de´duit que ψ appartient









((1 + 4un)ϕ(an) + (tn + un) (ϕ(bn) + ϕ(cn)))
=






ou`, pour l’avant-dernie`re e´galite´, on a utilise´ la relation ϕ(an) + ϕ(bn) +
ϕ(cn) = 0. Par S-e´quivariance, on a la formule analogue aux autres sommets
de Tn et, donc, ηn−1(ψ) = 23sn−1+5ηn(ϕ).




tel que ∆¯ϕ = 3ϕ et que
∑
s∈Sϕ◦s =
0. On a ϕ = 0.
De´monstration. Pour tout entier n ≥ 1, posons ϕn = E(ϕ|θn). D’apre`s le
lemme 10.4, on a ϕn ∈ Hn. Comme
∑
s∈Sϕ ◦ s = 0, on a ηn(ϕn) ∈ C30. Par
conse´quent, si n ≥ 2, d’apre`s le lemme 10.5, comme ϕn−1 = E(ϕn|θn−1), on
a ηn−1(ϕn−1) = 23sn−1+5ηn(ϕn). Or, pour tout n ≥ 1, on a ‖ϕn‖∞ ≤ ‖ϕ‖∞







= 0. Par conse´quent, on a ne´cessairement,
pour tout n ≥ 1, ηn(ϕn) = 0, donc, d’apre`s le lemme 10.5, ϕn = 0, et, d’apre`s
le lemme 9.4, ϕ = 0.










tel que ∆¯ϕ = 3ϕ. La fonction ϕ est
constante µ-presque partout.
De´monstration. On peut supposer que ϕ est a` valeurs re´elles. Ramenons-
nous alors au cas ou` ϕ est positive. Comme ∆¯ est positif, on a ∆¯ |ϕ| ≥∣∣∆¯ϕ∣∣ = 3 |ϕ| et, donc, comme ∆¯ est de norme ≤ 3, ∆¯ |ϕ| = 3 |ϕ|. Quitte
a` e´tudier les fonctions |ϕ| − ϕ et |ϕ| + ϕ, on peut donc supposer qu’on a
ϕ ≥ 0. Posons ψ = ∑s∈Sϕ ◦ s. La mesure λ = ψµ est S-invariante et on
a ∆¯∗λ = 3λ. D’apre`s le lemme 10.3, λ est proportionnelle a` µ, c’est-a`-dire






Comme on a 0 ≤ ϕ ≤ ψ, ϕ est dans L∞ (Γ¯, µ). Alors, d’apre`s le corollaire
10.6, on a ϕ− 1
6
ψ = 0.
Pour e´tendre ce re´sultat a` toutes les mesures complexes sur Γ¯, nous utilis-
erons un lemme ge´ne´ral sans doute classique. SoitX un espace me´trique com-
pact. On munit l’espace C0(X) de la topologie de la convergence uniforme.
Si λ est une mesure complexe bore´lienne sur X, rappelons que la variation
totale |λ| de λ est la mesure bore´lienne positive et finie sur X telle que, pour
toute fonction continue positive g sur X, on ait∫
X









(on pourra se re´fe´rer a` [2, Chapter 6]). En particulier, |λ| est la plus petite
mesure de Radon positive telle que, pour toute fonction continue positive g







Lemme 10.8. Soient X un espace me´trique compact et P un ope´rateur
positif de norme ≤ 1 sur l’espace des fonctions continues sur X. Pour toute
mesure complexe bore´lienne λ sur X, on a |P ∗λ| ≤ P ∗ |λ|. En particulier, si
P ∗λ = λ, on a P ∗ |λ| = |λ|.







Pgd |λ|. Comme la mesure P ∗ |λ| est positive, il vient
|P ∗λ| ≤ P ∗ |λ|. Si P ∗λ = λ, on a |λ| ≤ P ∗ |λ|, d’ou` l’e´galite´, puisque P est
de norme 1.
Nous en de´duisons enfin la
Proposition 10.9. Soit λ une mesure complexe bore´lienne sur Γ¯ telle que





De´monstration. On peut supposer que λ est a` valeurs re´elles. D’apre`s le
lemme 10.8, applique´ a` l’ope´rateur 1
3
∆¯, on a ∆¯∗ |λ| = 3 |λ| et, donc, quitte a`
e´tudier les mesures |λ| − λ et |λ| + λ, on peut supposer que λ est positive.
Alors, d’apre`s le lemme 10.3, la mesure
∑
s∈S s∗λ est proportionnelle a` µ.
Comme on a 0 ≤ λ ≤∑s∈Ss∗λ, λ est absolument continue par rapport a` µ.
D’apre`s le lemme 10.7, λ est donc proportionnelle a` µ.
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11 Spectre et mesures spectrales de Γ¯
Nous allons a` pre´sent aborder l’e´tude spectrale de l’ope´rateur Γ¯. Com-
menc¸ons par remarquer que, comme dans le lemme 3.1, on a le
Lemme 11.1. On a (∆¯2 − ∆¯− 3)Π¯∗ = Π¯∗∆¯ et Π¯(∆¯2 − ∆¯− 3) = ∆¯Π¯.
Rappelons que nous avons note´ α l’application qui, a` un point p de Γ¯
associe le voisin de p qui n’appartient pas au 1-triangle contenant p. Comme
dans la section 3, on de´duit du lemme 11.1 le









telles que Π¯ϕ = 0 et que ϕ ◦ α = −ϕ. L’espace propre associe´





Π¯ϕ = 0 et que ϕ ◦ α = ϕ.









engendre´ par K et par ∆¯K. D’apre`s le




K ⊂ K et, comme Π¯∗ est une isome´trie de L2 (Γ¯, µ)









Nous allons chercher a` appliquer le lemme 3.3 a` l’ope´rateur ∆¯ dans H . Pour
cela, montrons que ∆¯−1K ∩K est re´duit aux fonctions constantes. Soient ϕ




telles que ∆¯Π¯∗ϕ = Π¯∗ψ. Pour tout entier n ≥ 1, posons
ϕn = E(ϕ|θn) et ψn = E(ψ|θn). D’apre`s les lemmes 9.4 et 10.4, pour tout p
dans Tn+1−∂Tn+1, on a ∆Π∗ϕn(p) = Π∗ψn(p). En raisonnant comme dans la
de´monstration du corollaire 3.6, on en de´duit que, pour tout q dans Tn, ϕn est
constante sur les voisins de q. Comme tout point de Tn est contenu dans un
triangle et que Tn est connexe, ϕn est constante. Comme, d’apre`s le lemme






, ϕ est constante. L’espace ∆¯−1K ∩ K
est donc e´gal a` la droite des fonctions constantes. D’apre`s les lemmes 3.3 et
11.1, le spectre de ∆¯ dans H est donc e´gal a` la re´union de {3} et de l’image






Par ailleurs, en raisonnant comme dans le lemme 3.7, on voit que l’orthog-









tels que Π¯ϕ = 0 et que ϕ ◦ α = −ϕ et de l’espace L0 des




tels que Π¯ϕ = 0 et que ϕ ◦ α = ϕ. On a ∆¯ = −2 sur
L−2 et ∆¯ = 0 sur L0. En raisonnant comme dans le lemme 3.8 et en utilisant le
lemme 10.1, on voit que ces deux espaces ne sont pas re´duits a` {0}, puisqu’ils
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contiennent des fonctions triangulaires. Comme dans la de´monstration du




est e´gal a` la




Enfin, comme dans la de´monstration du lemme 3.7, il nous reste a` montrer
que L−2 et L0 sont exactement les espaces propres de ∆¯ associe´s aux valeurs
propres −2 et 0, c’est-a`-dire que ∆¯ ne posse`de pas de vecteur propre de
valeur propre −2 ou 0 dans H . Soit ϕ dans H tel que ∆¯ϕ = −2ϕ. D’apre`s
le lemme 11.1, on a ∆¯Π¯ϕ = 3Π¯ϕ et, donc, d’apre`s le lemme 10.7, Π¯ϕ est
constante. Comme ϕ est orthogonale aux fonctions constantes, on a Π¯ϕ = 0
et Π¯∆¯ϕ = −2Π¯ϕ = 0. Comme ϕ est dans H , il vient ϕ = 0. De meˆme, si ϕ
est dans H et si ∆¯ϕ = 0, on a ∆¯Π¯ϕ = −3Π¯ϕ. Or, par un calcul imme´diat,
−3 n’appartient pas au spectre de ∆¯. Il vient Π¯ϕ = 0 et, donc, ϕ = 0, ce
qu’il fallait de´montrer.
Nous avons aussi un analogue du lemme 4.1 :
Lemme 11.3. On a Π¯∆¯Π¯∗ = 2 + 1
3






















∆¯2 − ∆¯− 3) Π¯∗ϕ, Π¯∗ψ〉 .
Comme dans la section 4, on en de´duit le
















) = 0 et, si, pour tout x 6= 1
2
, on pose τ(x) = x(x+2)
3(2x−1) , on a ν = L
∗
f,τµ.




Dans cette section, nous allons reprendre le plan de la section 5, pour




. Comme dans la section 5,
en utilisant les lemmes 11.1 et 11.3, on montre l’analogue suivant du lemme
5.1 :





de Π¯∗ et par celle de ∆¯Π¯∗. Alors, pour tout x dans R−{0,−2}, x est valeur






. Dans ce cas, l’application R¯x qui, a` une fonction propre ϕ de valeur




, associe (x− 1)Π¯∗ϕ+∆¯Π¯∗ϕ induit un isomorphisme




et l’espace propre de
valeur propre x dansH et, pour tout ϕ, on a
∥∥R¯xϕ∥∥22 = 13x(x+2)(2x−1) ‖ϕ‖22.




nous allons raisonner comme dans la section 5. Pour cela, remarquons a`
nouveau que, pour tout entier n ≥ 1, l’espace des areˆtes exte´rieures aux
n-triangles de Γ¯ s’identifie de manie`re naturelle a` Θ¯. Si ϕ est une fonction
sur Γ¯ qui est constante sur les areˆtes exte´rieures aux n-triangles, on note
P¯n(ϕ) la fonction qui, en tout point de Θ¯, a pour valeur la valeur de ϕ sur
l’areˆte exte´rieure aux n-triangles de Γ¯ associe´e. Par ailleurs, on note encore
∆¯ l’ope´rateur qui, a` une fonction ψ sur Θ¯, associe la fonction dont la valeur
en un point p de Θ¯ est
∑
q∼p ψ(q). Cet ope´rateur ve´rifie ∆¯
∗λ = 4λ et il est




, ou` λ est la mesure sur Θ¯ introduite
a` la fin de la section 9.
Lemme 12.2. L’application P¯2 induit un isomorphisme d’espaces de Banach



















L2(Θ¯,λ) − 112〈∆ψ, ψ〉L2(Θ¯,λ).
De´monstration. On raisonne comme dans le lemme 5.2 en utilisant la car-
acte´risation des fonctions propres de valeur propre 0 donne´e dans le corollaire
11.2. La formule se ve´rifie aise´ment sur les fonctions triangulaires nulles aux
sommets de leur triangle de de´finition et le cas ge´ne´ral s’en de´duit par densite´.
Rappelons que, pour x dans
⋃
n∈N f
−n(0), on a note´ n(x) l’entier n tel







Des lemmes 12.1 et 12.2, on de´duit l’analogue suivant de la proposition 5.3 :
Proposition 12.3. Soit x dans
⋃
n∈N f
−n(0). Les fonctions propres de valeur




sont constantes sur les areˆtes exte´rieures aux (n(x)+
2)-triangles dans Γ¯. L’application P¯n(x)+2 induit un isomorphisme d’espaces



























Corollaire 12.4. Pour tout x dans
⋃
n∈N f





est de dimension infinie et engendre´ par des fonctions trian-
gulaires nulles aux sommets de leur triangle de de´finition.




−n(−2) est moins pre´cise.
Commenc¸ons par le cas de la valeur propre −2. Nous allons avoir besoin
de renseignements supple´mentaires sur les fonctions triangulaires qui sont
vecteurs propres de valeur propre −2. Pour cela, donnons-nous un entier
n ≥ 1 et un n-triangle S et notons, pour tout entier n ≥ 1, ES l’espace
des fonctions ϕ sur S telles que Πϕ = 0 et que, pour tout point p de S qui
ne soit pas un sommet, si q est le voisin de p n’appartenant pas au triangle
contenant p, on a ϕ(q) = −ϕ(p). Si S est Tn, on note En pour ETn . D’apre`s





que ∆¯ϕ = −2ϕ, pour tout entier n ≥ 1, on a E(ϕ|θn) ∈ En. En raisonnant
comme dans le lemme 5.5, on montre le
Lemme 12.5. Soient n ≥ 1, S un n-triangle de sommets p, q et r, et ϕ dans
ES . On a ϕ(p) + ϕ(q) + ϕ(r) = 0.
L’espace C30 = {(s, t, u) ∈ R3|s + t + u = 0} est stable par l’action de
S sur C3. On le munit de la norme hermitienne S-invariante ‖.‖0 telle que,
pour tout (s, t, u) dans C30, on ait ‖(s, t, u)‖20 = 13
(|s|2 + |t|2 + |u|2). Pour
tout n ≥ 1, on note ρn l’application line´aire S-e´quivariante En → C30, ϕ 7→
(ϕ(an), ϕ(bn), ϕ(cn)), Fn le noyau de ρn et Gn l’orthogonal de Fn dans En




. D’apre`s le lemme 10.1, les e´le´ments de Fn sont
des vecteurs propres de valeur propre −2 de ∆¯.
Lemme 12.6. Soit n ≥ 1. On a dimFn = 12(3n−1 − 1). L’application ρn est





si n ≥ 2 et si ψ = E(ϕ|θn−1), ψ appartient a` Gn−1 et ρn−1(ψ) = 23ρn(ϕ).
De´monstration. Soient n ≥ 1, S un n-triangle et p et q des sommets distincts
de S. De´finissons une fonction ϕp,qS sur S de la fac¸on suivante. Si n = 1, on
pose ϕp,qS (p) = 1 et ϕ
p,q
S (q) = −1 et on dit que ϕp,qS est nulle au troisie`me
point de S. Si n ≥ 2, notons toujours pq et qp les point de´crits dans le












Fig. 12 – Les fonctions ϕa2,b22 et ψ2
dans S, le point qp appartient au (n − 1)-triangle Q de sommet q dans S
et les points pq et qp sont voisins. On de´finit alors ϕp,qS comme la fonction
dont la restriction a` P est ϕp,pqP , dont la restriction a` Q est ϕqp,qQ et dont la
restriction au troisie`me (n − 1)-triangle de S est nulle. On ve´rifie aise´ment
par re´currence que ϕp,qS appartient a` ES . Si S = Tn, on note ϕp,qn pour ϕp,qTn .
Comme on a ρn(ϕ
an,bn
n ) = (1,−1, 0) et ρn(ϕan,cnn ) = (1, 0,−1), l’application
ρn est surjective.
Pour n ≥ 2, notons ψn la fonction sur Tn dont la restriction au (n − 1)-
triangle An (resp. Bn, resp. Cn) de sommet an (resp. bn, resp. cn) est e´gale a`
ϕanbn,ancnAn (resp. ϕ
bncn,bnan
Bn , resp. ϕ
cnan,cnbn
Cn ). Alors, on ve´rifie aise´ment que ψn
appartient a` Fn.
Ces fonctions sont repre´sente´es a` la figure 12.
E´tablissons par re´currence sur n ≥ 1 les formules du lemme sur la dimen-
sion de Fn et la norme des e´le´ments de Gn. Pour n = 1, on a F1 = {0} et
l’application ρ1 est un isomorphisme, si bien que la formule sur les normes
de´coule du lemme 9.3. Supposons donc n ≥ 2 et les formules de´montre´es pour
n−1. Nous allons construire explicitement l’inverse de ρn en fonction de celui
de ρn−1. Pour tout triangle S, on de´signe par FS l’ensemble des e´le´ments de
ES nuls aux sommets de S et par GS l’orthogonal de FS dans ES pour le
produit scalaire de ℓ2(S). Pour tout (s, t, u) dans C30, notons τ(s, t, u) l’unique












en cnbn et dont la restriction
a` An (resp. Bn, resp. Cn) est dans GAn (resp. GBn , resp. GCn). Alors, claire-
ment, τ(s, t, u) appartient a` En et ρn(τ(s, t, u)) = (s, t, u). Par ailleurs, on a,
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d’apre`s le lemme 9.3 et par re´currence,























((t− s)− (u− s) + (u− t)− (s− t)
+(s− u)− (t− u)) = 0
Re´ciproquement, on ve´rifie aise´ment, graˆce a` un calcul de produit scalaire
analogue que, si ϕ est un e´le´ment de En orthogonal a` ψn dont la restriction
a` An (resp. Bn, resp. Cn) est dans GAn (resp. GBn, resp. GCn), alors ϕ ap-
partient a` l’image de τ . En particulier, l’espace Gn est contenu dans l’image
de τ . Comme ces deux espaces sont de dimension 2, ils co¨ıncident et τ est
l’inverse de ρn. En particulier, Fn est engendre´ par ψn et des e´le´ments nuls
aux sommets des (n− 1)-triangles, si bien que dimFn = 3dimFn−1+1, d’ou`
le calcul de la dimension, par re´currence. Par ailleurs, a` nouveau d’apre`s le
lemme 9.3 et par re´currence, pour tout ϕ dans Gn, si ρn(ϕ) = (s, t, u), on a,






|s|2 + |t|2 + |u|2 + 2
∣∣∣∣s− t3
∣∣∣∣2 + 2 ∣∣∣∣t− u3








(|s|2 + |t|2 + |u|2)
(sans oublier, pour la dernie`re e´galite´, que s+ t+u = 0). La formule concer-
nant les normes en de´coule par re´currence.
Enfin, pour n ≥ 2, donnons-nous ϕ dans Gn et posons ψ = E(ϕ|θn−1).
Comme dans la de´monstration du lemme 10.5, on de´duit du lemme 9.4 et du
fait que θn−1 induit des isomorphismes entre les (n−1)-triangles de Tn et Tn−1
que, comme ϕ appartient a` En, ψ appartient a` En−1. Comme les e´le´ments de
Fn−1 sont nuls aux sommets des (n−1)-triangles, ils appartiennent aussi a` Fn,
donc ils sont orthogonaux a` ϕ, si bien que ψ appartient a` Gn−1. D’apre`s les
lemmes 9.1 et 9.4, on a ψ(an) =
1
3
(ϕ(an)+ϕ(bnan)+ϕ(cnan)) et, donc, d’apre`s










et ρn−1(ψ) = 23ρn(ϕ).
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Nous pouvons alors de´crire l’espace propre de valeur propre −2 de ∆¯ :
Lemme 12.7. L’espace propre associe´ a` la valeur propre −2 est de dimension
infinie et engendre´ par des fonctions triangulaires nulles aux sommets de leur
triangle de de´finition.
De´monstration. Comme, d’apre`s le lemme 12.7, pour tout n ≥ 1, l’espace Fn
est de dimension 1
2
(3n−1−1) et que, d’apre`s le lemme 10.1, ses e´le´ments sont
des fonctions propres de valeur propre −2, l’espace propre associe´ a` la valeur
propre −2 est de dimension infinie.
Soit ϕ une fonction propre de valeur propre −2 dans L2 (Γ¯, µ) qui soit
orthogonale a` toutes les fonctions propres triangulaires nulles aux sommets de
leur triangle de de´finition. Montrons que ϕ est nulle. Pour tout entier n ≥ 1,
soit ϕn = E(ϕ|θn). D’apre`s le corollaire 11.2, on a Π¯ϕ = 0 et ϕ ◦ α = −ϕ
et, donc, d’apre`s les lemmes 9.4 et 9.5, pour tout n ≥ 1, ϕn appartient a`
En. Comme ϕ est orthogonale aux e´le´ments de Fn, ϕn appartient a` Gn. Si
n ≥ 2, comme ϕn−1 = E(ϕn|θn−1), d’apre`s le lemme 12.7, on a ρn−1(ϕn−1) =
2
3
ρn(ϕn). Il existe donc v dans C
3























ne´cessairement v = 0, donc, pour tout n ≥ 1, ϕn = 0 et ϕ = 0, ce qu’il
fallait de´montrer.
Des lemmes 12.1 et 12.7, on de´duit par re´currence le
Corollaire 12.8. Pour tout x dans
⋃
n∈N f
−n(−2), l’espace propre associe´
a` la valeur propre x est de dimension infinie et engendre´ par des fonctions
triangulaires nulles aux sommets de leur triangle de de´finition.








est la somme di-
recte orthogonale de l’espace des fonctions constantes, des espaces propres as-
socie´s aux e´le´ments de l’ensemble
⋃
n∈N f
−n(−2)∪⋃n∈N f−n(0) et des espaces
cycliques engendre´s par les fonctions 1-triangulaires ϕ telles que Π¯ϕ = 0.
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2s+ t 2s+ t
2s+ u
Fig. 14 – Valeurs de Π¯∗ϕ et de ∆¯Π¯∗ϕ
Comme a` la section 12, on note E1 l’espace de ces fonctions. Commenc¸ons
par de´crire leurs espaces cycliques.












De´monstration. Soit (s, t, u) = (ϕ(a1), ϕ(b1), ϕ(c1)). On a, par de´finition,
s+ t+u = 0. Soit p dans Γ¯. Quitte a` faire agir le groupe S, on peut supposer
que Π¯p appartient au bre´chet B0 de la section 8. Alors, les valeurs de ϕ et de
∆¯ϕ sur le 1-triangle contenant p et sur ses voisins sont de´crites par la figure
13. De meˆme, les valeurs de Π¯∗ϕ et ∆¯Π¯∗ϕ sur le 1-triangle contenant p et sur





ϕ(p) = 2s+ 2t+ u = s + t =
(





ϕ(p) = 2s + t + 2u = s + u =
(






Par de´finition, on a Π¯ϕ = 0, si bien que, en appliquant Π¯ a` l’identite´









pour la dernie`re e´galite´, on a utilise´ le lemme 11.3.
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Graˆce au lemme 13.1, nous allons proce´der comme dans la section 6 pour
de´terminer les mesures spectrales des e´le´ments de E1. Commenc¸ons par mon-
trer que ces mesures ne chargent pas les points −2 et 0.





. On a 〈ϕ, ψ〉 = 0.
De´monstration. Supposons que ψ est un vecteur propre de valeur propre 0.
D’apre`s le corollaire 11.2, on a Π¯ψ = 0 et ψ ◦ α = ψ et, d’apre`s le corollaire
12.4, on peut supposer que, pour un certain entier n ≥ 2, ψ est n-triangulaire,
de valeur nulle aux sommets de Tn. Soient p, q et r les sommets d’un 2-
triangle S de Tn et soient pq, qp, pr, rp, qr et rq les autres points de S, avec
la convention du corollaire 2.6. Alors, on a ψ(qp) = ψ(pq) et ψ(rp) = ψ(pr),
donc ψ(p) + ψ(qp) + ψ(rp) = 0 et, en utilisant les identite´s analogues sur les
autres 1-triangles de S, d’apre`s le lemme 9.1, comme ϕ est 1-triangulaire, on
a ∑
s∈S
ϕ(s)ψ(s) = ϕ(p) (ψ(p) + ψ(qp) + ψ(rp))
+ ϕ(q) (ψ(q) + ψ(pq) + ψ(rq)) + ϕ(r) (ψ(r) + ψ(pr) + ψ(qr)) = 0
et, donc, d’apre`s le lemme 9.3, 〈ϕ, ψ〉 = 0.
Inte´ressons-nous a` pre´sent au cas de la valeur propre −2. Pour tout n ≥ 1,
notons En et Fn comme a` la section 12. Soit (s, t, u) = (ϕ(a1), ϕ(b1), ϕ(c1)).
Montrons par re´currence sur n que, si ψ appartient a` En, on a∑
p∈Tn
ϕ(p)ψ(p) = 2n−1(sψ(an) + tψ(bn) + uψ(cn)).
Pour n = 1, le re´sultat est trivial. Supposons n ≥ 2 et le re´sultat e´tabli pour
n. Alors, en appliquant la re´currence a` la restriction de ψ au (n−1)-triangles
de Tn, on obtient, comme ϕ est 1-triangulaire, d’apre`s le lemme 9.1,∑
p∈Tn
ϕ(p)ψ(p) = 2n−2(ψ(an)s+ ψ(anbn)t+ ψ(ancn)u
+ ψ(bn)t+ ψ(bnan)s+ ψ(bncn)u+ ψ(cn)u+ ψ(cnan)s+ ψ(cnbn)t).
Or, on a ψ(anbn)+ψ(bnan) = 0 et, d’apre`s le lemme 12.5, ψ(an)+ψ(anbn)+
ψ(ancn) = 0, si bien que ψ(bnan) + ψ(cnan) = ψ(an). En utilisant cette
identite´ et les formules analogues aux autres sommets de Tn, il vient∑
p∈Tn
ϕ(p)ψ(p) = 2n−1(sψ(an) + tψ(bn) + uψ(cn)),
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ce qu’il fallait de´montrer. En particulier, pour ψ dans Fn, on a, d’apre`s le
lemme 9.3, 〈ϕ, ψ〉 = 0 et, donc, d’apre`s le lemme 12.7, ceci est encore vrai
pour tout vecteur propre ψ de valeur propre −2.




−n(−2) ∪⋃n∈N f−n(0). On a 〈ϕ, ψ〉 = 0.
De´monstration. D’apre`s le corollaire 11.2 et les lemmes 12.1 et 13.2, il suffit
de montrer que, pour x dans R, si ψ est un vecteur propre de valeur propre
x et si 〈ϕ, ψ〉 = 0, on a 〈ϕ, Π¯∗ψ〉 = 〈ϕ, ∆¯Π¯∗ψ〉 = 0. Or, d’une part, par





























〈ϕ, ψ〉 = 0,
ce qu’il fallait de´montrer.




et, pour x 6= 1
2




Comme pour le corollaire 6.3, nous de´duisons du lemme 13.1 et du corollaire
11.4 le
Corollaire 13.4. Soit νζ l’unique probabilite´ bore´lienne sur Λ telle qu’on ait
L∗ζνζ = νζ . Pour tout ϕ dans E1, la mesure spectrale de ϕ est ‖ϕ‖22 jνζ .
De´monstration. Comme la de´monstration de ce re´sultat est analogue a` celle
du corollaire 6.3, nous en reprenons seulement les grandes lignes. Soit λ la
mesure spectrale de ϕ. D’apre`s le lemme 13.2, on a λ(−2) = 0. Posons, pour
x /∈ {−2, 1
2
}
, θ(x) = x(x−1)
2
3(x+2)(2x−1) . On a θ =
j
j◦f ζ et, d’apre`s le corollaire 11.4
et le lemme 13.1, λ = L∗θλ. D’apre`s le lemme 9.3, ϕ est orthogonale aux
fonctions constantes. Par conse´quent, d’apre`s le lemme 10.7, on a λ(3) = 0.
De plus, d’apre`s les corollaires 11.2 et 13.3, la mesure λ est concentre´e sur Λ.
La fonction ζ est strictement positive sur Λ et Lζ(1) = 1. D’apre`s le lemme
6.2, il existe une unique probabilite´ bore´lienne νζ sur Λ telle que L
∗
ζνζ = νζ .
En raisonnant comme dans la de´monstration du corollaire 6.3, on montre
que les mesures λ et jνζ sont proportionnelles. Comme on a Lζj = 1, il vient
λ = ‖ϕ‖22 jνζ .
Notons toujours l la fonction x 7→ x sur Λ et posons, pour x 6= 1, m(x) =
x+2




engendre´ par les e´le´ments de E1 et par leurs images par les puissances de ∆¯
et, comme a` la section 12, de´signons par ρ1 l’isomorphisme S-e´quivariant
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de E1 dans C
3
0. Munissons toujours C
3
0 de la norme hermitienne ‖.‖0 e´gale
a` un tiers de la norme canonique et notons 〈., .〉0 le produit scalaire associe´.
D’apre`s le lemme 9.3, l’application ρ1 est une isome´trie. Identifions les espaces
de Hilbert L2 (jνζ,C
3
0) et L
2 (jνζ)⊗C30 et, pour tout polynoˆme p dans C[X] et




ρ−11 (v). Nous avons un analogue
de la proposition 6.4 :
Proposition 13.5. L’application g 7→ gˆ induit une isome´trie S-e´quivariante
de L2 (jνζ ,C
3
0) dans Φ¯. Le sous-espace Φ¯ est stable par les ope´rateurs ∆¯, Π¯
et Π¯∗. Pour tout g dans L2 (jνζ ,C30), on a
∆¯gˆ = l̂g
Π¯gˆ = L̂ξg
Π¯∗gˆ = m̂(g ◦ f).
De´monstration. Soit p dans C[X]. L’application
C30 ×C30 → C
(v, w) 7→ 〈p (∆¯) ρ−11 (v), ρ−11 (w)〉L2(Γ¯,µ)
est une forme sesquiline´aire S-invariante. Comme la repre´sentation de S
dans C30 est irre´ductible, cette forme sesquiline´aire est proportionnelle au
produit scalaire 〈., .〉0. D’apre`s le lemme 9.3 et le corollaire 13.4, pour v dans















par conse´quent, pour tous p et q dans C[X], pour tous v et w dans C30, on a〈
p̂⊗ v, q̂ ⊗ w
〉
L2(Γ¯,µ)
= 〈v, w〉0〈p, q〉L2(jνζ)
et, donc, l’application g 7→ gˆ induit une isome´trie de L2 (jνζ ,C30) dans un




. Comme ce sous-espace est engendre´ par les
e´le´ments de E1 et leurs images par les puissances de ∆¯, il est, par de´finition,
e´gal a` Φ¯.
La suite de la de´monstration est analogue a` celle de la proposition 6.4.
La stabilite´ de Φ¯ par ∆¯ et la formule pour ∆¯ re´sultent de la de´finition
meˆme des objets concerne´s.
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Un calcul direct montre que Lξ(1) = 0 et que Lξ(l) = 1 +
1
3
l, si bien que,
pour tout entier naturel n, on a Lξ(f































ϕ. L’espace Φ¯ est donc stable par Π¯ et,
pour tous p dans C[X] et v dans C30, on a Π¯p̂⊗ v = ̂Lξ(p)⊗ v. Comme ζ
est partout > 0 sur Λ, il existe un re´el c > 0 tel que, pour tout x de Λ,
on ait |ξ(x)| ≤ cζ(x), si bien que, pour toute fonction bore´lienne g sur Λ,
on a |Lξ(g)| ≤ cLζ (|g|). En raisonnant comme dans la de´monstration de la
proposition 6.4, on montre que Lζ est borne´ dans L
2(jνζ). On en de´duit que
Lξ est borne´ et l’identite´ concernant Π¯ en de´coule, par densite´.
Enfin, d’apre`s les lemmes 11.1 et 13.1, pour tous p dans C[X] et ϕ dans
E1, on a
(
∆¯− 1) Π¯∗ (p (∆¯)ϕ) = p (f (∆¯)) (∆¯ + 2)ϕ. D’apre`s le corollaire
11.2, 1 n’appartient pas au spectre de ∆¯, si bien que, par densite´, pour toute









= (m(p ◦ f)) (∆¯)ϕ et, donc, l’espace Φ¯ est stable par Π¯∗. De
plus, comme, pour tout x dans Λ, on a m(x)2 j(x)
j(f(x))
= x(x+2)
(x−1)(x+3) , il vient, par





= 1 et, pour tout g dans L2(jνζ),∫
Λ












La formule pour Π¯∗ en de´coule, par densite´.





. Notons ε : S → {−1, 1} le morphisme de signature. Nous
dirons qu’une fonction ϕ sur Γ¯ est (S, ε)-semi-invariante si, pour tout s dans
S, on a ϕ ◦ s = ε(s)ϕ. Notons toujours k et l les fonctions x 7→ x + 2 et
x 7→ x.
Proposition 13.6. Pour tout entier n ≥ 1, l’espace des fonctions n-trian-
gulaires S-invariantes sur Γ¯ est stable par ∆¯ et le polynoˆme caracte´ristique




(l ◦ f p(X)) 3
n−2−p+2n−2p−1




Pour tout entier n ≥ 2, l’espace des fonctions n-triangulaires (S, ε)-semi-
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invariantes sur Γ¯ est stable par ∆¯ et le polynoˆme caracte´ristique de ∆¯ y est
n−2∏
p=0
(l ◦ f p(X)) 3
n−2−p
−2n+2p+3




De´monstration. Ces espaces sont stables d’apre`s le lemme 10.1. Le calcul des
polynoˆmes caracte´ristiques s’obtient en raisonnant comme dans la de´mons-
tration de la proposition 7.5.
De cette proposition on de´duit, graˆce au lemme 9.4, le









−n(−2) ∪⋃n∈N f−n(0). Le spectre de ∆¯ dans l’espace des




est discret. Les valeurs propres




La de´monstration du the´ore`me 1.3 s’ache`ve avec la




. Le spectre de





La de´monstration de cette proposition est analogue a` celle de la propo-
sition 6.9. Elle exige que nous introduisions des objets qui joueront un roˆle
semblable a` celui des espaces Ln, n ∈ N, de cette de´monstration.
Reprenons les notations de la section 8 et rappelons que, par construction,
si p est un point de Γ¯ tel que θ1(p) = a1, le bre´chet de p est B0 ou riB0. Pour
tout entier n ≥ 1, notons Bn l’ensemble constitue´ de la re´union de Tn − ∂Tn
et de l’ensemble des six couples de la forme (d,B) ou` d est un e´le´ment de
∂Tn et B un des deux bre´chets pour lesquels il existe des points p de B
tels que θn(p) = d. Notons τn l’application localement constante Γ¯ → Bn
telle que, pour tout p dans Γ¯, si p n’est pas le sommet d’un n-triangle, on a
τn(p) = θn(p) et, si p est le sommet d’un n-triangle, τn(p) est le couple forme´
de θn(p) et du bre´chet qui contient p. Enfin, disons qu’une fonction ϕ sur Γ¯
est τn-mesurable si on a ϕ = ψ ◦ τn, ou` ψ est une fonction de´finie sur Bn.
L’inte´reˆt de cette de´finition provient du
Lemme 13.9. Soient n un entier ≥ 1 et ϕ une fonction τn+1-mesurable sur
Γ¯. Alors les fonctions Π¯ϕ et Π¯∆¯ϕ sont τn-mesurables.
De´monstration. Soit p un point de Γ¯. Si p n’est pas le sommet d’un n-triangle,
le triangle Π¯−1p ne contient pas de sommet d’un (n+ 1)-triangle. De meˆme,
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aucun des voisins des points de Π¯−1p n’est le sommet d’un (n + 1)-triangle.
Pour tous les points q en question dans le calcul de Π¯ϕ(p) et de Π¯∆¯ϕ(p),
on a donc τn(q) = θn(q). Par conse´quent, par de´finition de θn et d’apre`s le
lemme 9.1, Π¯ϕ(p) et Π¯∆¯ϕ(p) ne de´pendent que de θn(p).
Si, a` pre´sent, p est le sommet d’un n-triangle, le voisin q de p qui n’appar-
tient pas a` ce n-triangle est lui-meˆme le sommet d’un n-triangle, et, d’apre`s
le lemme 8.3, le bre´chet de q est de´termine´ par le bre´chet de p. En particulier,
τn(q) est de´termine´ par τn(p). Un seul des trois ante´ce´dents du point p par
l’application Π¯ est le sommet d’un (n + 1)-triangle. D’apre`s le lemme 8.8, il
s’agit de celui dont le bre´chet est e´gal a` celui de p. En particulier, l’image par
τn+1 de ce point r est de´termine´e par τn(p). De meˆme, l’image par τn+1 de
l’unique ante´ce´dent s de q qui est le sommet d’un (n+1)-triangle ne de´pend
que de τn(q), et donc de τn(p). Le point s est le voisin de r qui n’appar-
tient pas a` Π¯−1p. Enfin, les deux autres points de Π¯−1p et leurs voisins qui
n’appartiennent pas a` Π¯−1p ne sont pas des sommets d’un (n + 1)-triangle
et, donc, leur image par τn+1 est leur image par θn+1 qui ne de´pend que de
θn(p). A` nouveau, Π¯ϕ(p) et Π¯∆¯ϕ(p) ne de´pendent que de τn(p).
De´monstration de la proposition 13.8. D’apre`s le lemme 10.7, la valeur pro-
pre 3 de ∆¯ est simple. D’apre`s les corollaires 12.4 et 12.8, les espaces propres
associe´s aux e´le´ments de
⋃
n∈N f
−n(−2)∪⋃n∈N f−n(0) sont non-triviaux. No-









, notons λϕ,ψ l’unique mesure complexe bore´lienne sur R telle que,












proposition 13.5, l’ope´rateur P¯ commute a` ∆¯, Π¯ et Π¯∗. D’apre`s le lemme 9.4,
pour de´montrer la proposition, il suffit d’e´tablir que, pour tout entier n ≥ 1,










Montrons ce re´sultat par re´currence sur n.
Pour n = 1, les fonctions τ1-mesurables sont les fonctions qui ne de´-
pendent que du bre´chet. On ve´rifie aise´ment que cet espace est engendre´ par
les fonctions constantes, une droite de fonctions (S, ε)-semi-invariantes, les
e´le´ments de E1 et leurs images par ∆¯. Dans ce cas, la description des mesures
spectrales de´coule imme´diatement des corollaires 13.4 et 13.7.
Si le re´sultat est vrai pour un entier n ≥ 1, donnons-nous une fonction
τn+1-mesurable ϕ. Alors, d’apre`s le lemme 13.9, les fonctions Π¯ϕ et Π¯∆¯ϕ sont











−n(3)∪⋃n∈N f−n(0). En raisonnant comme dans le lemme
6.10, on en de´duit que les mesures λP¯ϕ,Π¯∗ψ et λ∆¯P¯ ϕ,Π¯∗ψ = λP¯ ϕ,∆¯Π¯∗ψ sont atom-
iques et concentre´es sur l’ensemble
⋃
n∈N f
−n(3)∪⋃n≥1 f−n(0). Or, d’apre`s le




engendre´ par l’image de Π¯∗ et par celle de ∆¯Π¯∗ est e´gal a` {−2, 0}. Par








−n(3) ∪ ⋃n∈N f−n(0). Le re´sultat en de´coule.
14 Le graphe de Sierpin´ski
Dans cette section, nous expliquons rapidement comment les re´sultats
obtenus dans cet article pour le triangle de Pascal Γ se transportent au
graphe de Sierpin´ski Θ repre´sente´ a` la figure 2. Comme on l’a vu a` la section
2, le graphe Θ s’identifie au graphe des areˆtes de Γ. Si ϕ est une fonction sur
Γ, on note Ξ∗ϕ la fonction sur Θ telle que, pour tous points voisins p et q de
Γ, la valeur de Ξ∗ϕ sur l’areˆte associe´e a` p et q soit ϕ(p) + ϕ(q). On note Ξ
l’adjoint de Ξ∗ et on ve´rifie imme´diatement le
Lemme 14.1. On a (∆ − 1)Ξ∗ = Ξ∗∆ et ΞΞ∗ = 3 + ∆. La restriction de
∆ a` l’orthogonal de l’image de Ξ∗ dans ℓ2(Θ) est une homothe´tie de rapport
−2.
A` travers ce lemme, l’ensemble des re´sultats de cet article se transportent
du graphe de Pascal au graphe de Sierpin´ski. Ils pourraient d’ailleurs s’obtenir
directement dans le graphe de Sierpin´ski, en conside´rant les ope´rateurs ade´quats
dans ℓ2(Θ). Nous nous contenterons ici de de´crire le spectre continu de Θ et
de traduire le the´ore`me 1.1 : ceci re´pond a` la question pose´e par Teplyaev
dans [3, § 6.6].
Pour x dans R, posons k(x) = x+ 2 et t(x) = x+ 1. Du lemme 14.1, on
de´duit le
Lemme 14.2. Soient ϕ dans ℓ2(Γ), µ la mesure spectrale de ϕ pour ∆ dans
ℓ2(Γ) et λ la mesure spectrale de Ξ∗ϕ pour ∆ dans ℓ2(Θ). Alors, on a λ =
k(t∗µ).
Pour tout x dans R, on pose g(x) = x2 − 3x = f(x − 1) + 1. On note
Σ = t(Λ) l’ensemble de Julia de g. Pour tout x dans R, soit c(x) = (x +
2)(4 − x) = k(x)h(x − 1) et, pour x 6= 3
2
, γ(x) = x−1
2x−3 = ρ(x − 1). On note
νγ = t∗νρ l’unique mesure de probabilite´ Lg,γ-invariante sur Σ.
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Notons toujours ϕ0 la fonction sur Γ apparaissant a` la section 6 et posons
θ0 = Ξ
∗ϕ0 (c’est la fonction note´e 1∂∂V dans [3, § 6]). Du the´ore`me 1.1
et des lemmes 14.1 et 14.2, on de´duit le the´ore`me suivant, qui comple`te la
description du spectre de Θ effectue´e par Teplyaev dans [3] :
The´ore`me 14.3. Le spectre de ∆ dans ℓ2(Θ) est constitue´ de la re´union de
Σ et de l’ensemble
⋃
n∈N g
−n(−2). La mesure spectrale de θ0 pour ∆ dans
ℓ2(Θ) est cνγ, les valeurs propres de ∆ dans ℓ
2(Θ) sont les e´le´ments de⋃
n∈N g
−n(−2) ∪⋃n∈N g−n(−1) et les sous-espaces propres associe´s sont en-
gendre´s par des fonctions a` support fini. Enfin, l’orthogonal de la somme des
sous-espaces propres de ∆ dans ℓ2(Θ) est le sous-espace cyclique engendre´
par θ0.
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