ABSTRACT In this paper, a multiobjective differential evolution (MODE) algorithm is developed by incorporating the memory mechanism of particle swarm optimization. That is, the personal best concept is used in the MODE to memorize the evolution of each solution through maintaining a set of non-dominated solutions found by each solution. Besides the adaptive selection of multiple mutation operators that are often adopted in the MODE, an adaptive refining method is used to improve the global external archive. The MODE is referred to as the adaptive MODE with evolution memory (AMODEEM). A set of 30 benchmark problems selected from the literature are used to evaluate its performance. The computational results illustrate that the proposed AMODEEM is competitive or even superior to several powerful MODEs in the literature for most problems.
I. INTRODUCTION
In practical industries such as iron & steel industry and petrochemical industry, most optimization problems need to optimize multiple conflicting objectives simultaneously. For example, in the pyrolysis production process in ethylene plant, the input naphtha is cracked into ethylene, propylene and so on through a cracking furnace. The yields of the two main products (ethylene and propylene) are conflicting with each other. That is, the increase of one product's yield will inevitably result in the decrease of the other's yield. In addition, the maximization of yields of product will require a higher cracking temperature, which is also conflicting with the objective of minimizing the energy consumption. The three conflicting objectives, as well as complex process constraints, make the operation optimization a very challenging work for practical operation workers.
Evolutionary algorithm (EA) is considered very suitable for the multiobjective optimization problem (MOP) because it can evolve a swarm of solutions simultaneously at one generation while the task of MOP needs to find a set of non-dominated solutions evenly distributed in the objective space instead of a single solution for single-objective optimization [1] - [4] .
As one of EAs, differential evolution (DE) [5] has illustrated very promising performance and now it has become one of the state-of-the-art EAs for both global optimization problems and MOPs [6] - [12] . The Pareto differential evolution (PDE) [13] first attempted to extend single-objective DE to MOPs. Similar to [13] , Madavan [14] also introduced the Pareto concept into DE and presented a multi-objective DE (MODE) named PDEA. The difference between PDEA and PDE was that the fast non-dominated sorting method of NSGA-II [1] was adopted in PDEA to generate the next population. A differential evolution algorithm for multiobjective optimization (DEMO) was designed by Robic and Filipic [15] , where the Pareto-based ranking and crowding-based sorting were used to achieve both convergence and diversity. Santana-Quintero and Coello Coello [16] presented a MODE in which a secondary population was used to retain non-dominated solutions and the concept of -dominance was incorporated to improve diversity. Kukkonen and Lampinen [17] developed a generalized DE (GDE) by extending the selection operator of traditional DE to handle constrained MOPs. Later, they proposed a new version of GDE (GDE3) [18] that could handle arbitrary number of objectives and constraints. Huang et al. [19] proposed a multiobjective self-adaptive DE (named MOSaDE) which can adaptively select appropriate mutation strategies. Later, a new version with objective-wise learning strategies (OWMOSaDE) was developed in [20] . Different form MOSaDE, OWMOSaDE adaptively selects appropriate mutation strategies and crossover parameters for each objective separately. Zhang and Sanderson [21] presented a selfadaptive MODE algorithm in which the direction information from archived inferior solutions to current population was utilized in new solution generation process. In the adaptive DE algorithm for multiobjective (ADEMO) proposed by Qian and Li [22] , the authors preferred to store the trial solutions in a solution set instead of using them to replace solutions in the current population through selection operation, and then the new population was generated by truncating the union of the current population and the set of trial solutions. Wang et al. [23] designed a crowding entropy diversity measure tactic in the self-adaptive MODE to preserve the diversity of Pareto front. In the MODE proposed by Santana-Quintero et al. [24] , a local search based on rough set theory was incorporated to solve the constrained MOPs. Ali et al. [25] developed a multi-objective differential evolution algorithm (MODEA), in which the opposition-based learning strategy was adopted to generate the initial population. Liang et al. [26] developed a novel MODE algorithm in which a new constraint handling method is designed to guide the search of individuals in the population using a certain number of good infeasible solutions. As far as the practical application of MODE is concerned, Wang and Tang [27] presented a genetic operator based MODE for the naphtha pyrolysis operation optimization problem, in which the mutation strategy of DE were replaced with crossover operators of genetic algorithm. Sharma and Rangaiah [28] presented a MODE for three chemical engineering applications, in which the taboo list was incorporated to avoid revisiting the regions that had been searched. The motivation of this strategy was that the evaluation of constraints in practical problems was generally computationally expensive. Xu et al. [29] investigated the operation optimization of p-xylene oxidation reaction process and developed a MODE with self-adaptive strategy for trial vector generation and parameter control. In addition, the pseudo feasible concept was proposed to effectively utilize the useful information behind infeasible solutions. Baatar et al. [30] proposed a MODE with adaptive parameter control strategy and non-dominated ranking for the multi-objective optimization of electromagnetic problems.
In most MODEs in the literature, the number of solutions maintained in the population is generally fixed, and the new solution is generated through three steps: mutation, crossover and selection. In the selection procedure, the target solution X can be replaced by the new trial solution U only if U dominates X ; otherwise the new trial solution U is discarded. Since the trial solution U may be better than the other solutions in the population, some MODEs ( [14] , [15] , [22] ) prefer to store the trial solutions and subsequently generate the new population by truncating the union of solutions in the current population and the new trial solutions based on Pareto dominance ranking and crowding metrics. Although this population update method can help to maintain and use the useful information stored in the inferior solutions, the useful search information carried by the evolution process of each solution cannot be maintained and used to guide its evolution direction. However, this information has been shown to be very useful by the particle swarm optimization that uses personal search process of each solution to guide its next search direction. That is, the efficiency of incorporating the personal search process into MODE algorithm still needs to be evaluated.
Therefore, this paper presented a new variant of MODE named the adaptive MODE with evolution memory (denoted as AMODEEM). The main features of the AMODEEM are as follows.
• To memorize the evolution process of each solution, a personal best archive is adopted in MODE. With the help of this archive, the useful information carried by the search process of each solution is incorporated into the evolution.
• Besides the traditional adaptive selection of multiple mutation operators, a global external archive is adopted and an adaptive refining procedure is used to improve it so that it can give good guidance for the solution evolution.
II. PROPOSED AMODEEM ALGORITHM
In the multiobjective optimization, the two most important issues are the convergence and diversity. A well-designed MOEA should be able to converge to the true Pareto front as quickly as possible and at the same time maintain a good distribution of the obtained non-dominated solutions along the true Pareto front. With the two aims in mind, in this section we first describe the search process of solutions with evolution memory and discuss its advantage in accelerating convergence and maintaining diversity. Then the mutation operators and the adaptive selection strategy proposed in [19] are introduced. After that, the adaptive refining procedure performed on the global external archive is given. At last, we present the complete procedure of the proposed AMOD-EEM algorithm.
A. EVOLUTION MEMORY BASED SEARCH PROCESS
In traditional MODEs, only the better one between the trial solution and the target solution can be allowed to survive in the next generation. In the experiment, we found that many target solutions might not be able to be updated for many consecutive generations, especially in the later stage of the evolution process. However, many solutions that are non-dominated by the target solution can be found and these solutions may have a better quality than the other target solutions. That is, if these solutions can be stored and used to update the population, the MODE can achieve a better convergence speed. Similar idea has been used in the particle swarm optimization (PSO), i.e., the personal best solution. In the view of PSO, all these non-dominated trial solutions can be considered as the personal best solutions found by a solution during evolution, and in this paper we call them the evolution memory of a solution.
The framework of the AMODEEM is presented in Fig. 1 , in which B i denotes the ith personal best archive, N is the size of population P, g is the number of generation,
As shown in Algorithm1, after the population is initialized, each solution is added to the corresponding personal best archive. At each generation of MODE, we first randomly select a solution from the current personal best archive to be the target solution. After the mutation and crossover operations, on one hand the trial solution U i,g will update the target solution and the global external archive if it can dominate the target solution. On the other hand, it can be used to update the personal best archive that is nearest to it if it is not dominated by the target solution. That is, U i,g can be allowed to the next generation without the requirement that it should dominate the target solution.
During evolution, we also monitor the evolution of personal best archives. If a certain personal (e.g., B k,g ) has not be updated for a given consecutive generations, then all solutions in B k,g will be removed and B k,g will be re-initialized with a solution that is randomly selected from the global external archive. Such a strategy can help to guarantee a good evolution pressure and accelerate the convergence.
Through the incorporation of personal best archives, the size of the population in AMODEEM is not fixed because the population is constructed by randomly select a solution from each of the N personal best archives whose size may also change during the evolution. Therefore, there are much more solutions stored in the evolution while only N randomly selected solution can be used to evolve new solutions, which can help to maintain better diversity with comparison to a Algorithm 1 Brief Framework of MODE With Evolution Memory 1: Initialize the population P with N random solutions and set g=0.
Update the global external archive with solutions in P. 4: while the termination criterion is not reached do 8:
Randomly select a solution from B i,g to be the target solution denoted as
Adaptively select a certain mutation operator and apply it to solutions selected from the other personal best archives, and generate a perturbed vector V i,g . 7:
Generate the trial solution U i,g from X i,g and V i,g using the crossover operator. 8:
Set X i,g = U i,g . Update the global external archive with U i,g.
10:
else if U i,g and X i,g are non-dominated solutions do 11:
Get the personal best archive B k,g that is nearest population with only N solutions. Since only N new solutions are generated at each generation, the computational complexity is not significantly increased. In addition, the useful information carried by the search process of individual solutions can be memorized, and it can help to improve the convergence with comparison to the traditional population update method of classical MODEs.
B. MUTATION OPERATORS AND ADAPTIVE SELECTION METHOD
Since different mutation operators may have different search behaviors, in AMODEEM we also prefer to adopt multiple mutation operators that are listed as follows.
DE/rand/1:
In the above operators, V i denotes the generated perturbed vector, F is the control parameter, X best is the non-dominated solution randomly selected from the global external archive, and X r1 , X r2 , X r3 , X r4 , and X r5 are solutions randomly selected from different personal best archives. Based on the four mutation operators, the adaptive selection method used in MOSaDE [19] is adopted to adaptively select appropriate mutation operator. The main idea of this method can be briefly described as follows. Firstly, each mutation operator will have an equal selection probability during the first L generations (also called learning period). At each generation g, we memorize the success and failure counts of each selected mutation operator. Once a mutation operator is selected to generate a new trial solution U i,g , it is viewed to be successful if U i,g succeeds to update the target solution or the personal best archive nearest to it; otherwise, it is viewed to be failed. Secondly, when g becomes larger than L, the selection probability of each mutation strategy (denoted as p kg ) is calculated according to their success and failure counts during the previous L generations, that is, p kg = S kg K k=1 S kg in which S kg is the success ratio of mutation operator k in the previous L generations. The success ratio S kg (k=1, 2, . . . , 4) is defined as
in which s kl and f kl are respectively the success and failure counts of mutation operator k. Finally, based on the values of p kg the roulette wheel is used to adaptively select a mutation operator.
C. ADAPTIVE REFINING PROCEDURE ON EXTERNAL ARCHIVE
In the above mutation operators and update of personal best archives, the non-dominated solutions selected from the global external archive are involved and consequently their quality and diversity will have great impact on the search efficiency. If the quality and diversity of non-dominated solutions in the global external archive can be improved, it can guide solutions towards promising regions more efficiently [31] . So in our algorithm an adaptive refining procedure is adopted. In this procedure, four kinds of operators with different local search behaviors are used, e.g., the blend crossover BLX-α [32] , the SBX operator [33] , the SPX operator [34] , and the parent centric crossover (PCX) [35] . The selection probability of each operator is calculated through a similar way described in Section II.B. Firstly, each operator has an equal selection probability of 1/4 within the first L generations and we memorize its success and failure counts. An operator is considered to be successful only if the new solution generated by it is at least not dominated by any solution in the external archive; otherwise it is considered as failed. After the generation L, the selection probability of each operator is determined by its success ratio in the previous L generations.
The procedure of the adaptive refining procedure is presented in Algorithm 2, in which n size is the maximum iteration number. 
D. UPDATE OF PERSONAL BEST ARCHIVES AND EXTERNAL ARCHIVE

E. CONSTRAINT HANDLING
When comparing two solutions for a MOP with constraints, solution X 1 is said to dominate X 2 if any one of the following cases is met (similar to NSGA-II): both solutions are feasible and X 1 dominates X 2 ; or X 1 is feasible but X 2 is infeasible; or both solutions are infeasible but the total constraint violation of X 1 is smaller than that of X 2 .
F. COMPLETE PROCEDURE OF AMODEEM
The complete procedure of the proposed AMODEEM is given in Algorithm 3. A parameter adjustment procedure similar to that used in the MOSaDE [19] is used in the AMODEEM. In addition, a perturbation step based on the polynomial mutation is applied on the V i,g . We prefer to use this strategy because in the experiment it is found that the U i,g in the later evolution process becomes very similar to those parent solutions and such a strategy can help to improve the search diversity. The time complexity of AMODEEM is mainly determined by the update procedure of personal archives (line 15) since the distance between each solution in B k,g and U i,g should be calculated and the adaptive refining procedure of A. In the worst case, i.e., each new solution U i,g and the target soltuion X i,g are non-dominated, the complexity of the update of all personal archives will be O(M × N 2 × |B k,g | max ) where M denotes the time needed for the calculation of the Euclidean distance between two solutions and |B k,g | max is the upper bound on the size of each personal archive. The time complexity of the adaptive refining procedure of A is O(n size × m × |A| max ) in the worst case in which m is the number of objectives and |A| max is the maximum size of the external archive A. Since in the implementation of AMOD-EEM, |A| max is set to be equal to N and n size is set to be N /4, The time complexity of the adaptive refining procedure of A becomes O(m × N 2 ). Due to the fact that m < M , the overall VOLUME 7, 2019 for i:
Randomly select a solution from B i,g to be the target solution denoted as X i,g = (x i,1,g , . . . , x i,D,g ).
9:
Adaptively select a certain mutation operator m and apply it to solutions selected from the other personal best archives, and generate a perturbed vector V i,g . 10:
Generate the trial solution U i,g from X i,g and V i,g using the crossover operator.
11:
Apply the polynomial mutation to U i,g .
12:
if U i,g dominates X i,g do 13:
Set 
III. EXPERIMENT SETTING
The AMODEEM is implemented in C++ and all experiments based on 30 benchmark MOPs are performed on a PC with the Intel Core I5-4690 CPU (3.5 GHz for a single core) and the Windows 7 operating system.
A. TEST PROBLEMS AND PERFORMANCE METRICS
A set of 30 benchmark MOPs are selected from the literature, and the detailed information of these MOPs are as follows 1) 15 unconstrained bi-objective problems: ZDT [36] , LZ_09 (except the tri-objective problem LZ_09_F6) hbox [37] , OKA1 and OKA2 [38] . 2) 5 constrained bi-objective problems: CF3, CF4, CF5 [39] , KITA [40] , and Constra [1] . 3) 10 unconstrained tri-objective problems: DTLZ [41] , LZ_09_F6 [37] , UF9 and UF10 [39] .
To test the performance of the AMODEEM and compare it with the other state-of-the-art MOEAs in the literature, the Inverted Generational Distance (IGD) metric is adopted because IGD metric can be used to evaluate the performance efficiency (coverage and diversity) of the proposed algorithm beside other metrics. In the experiment, all testing algorithms will be performed for 30 independent runs so as to calculate the statistical results.
B. PARAMETER SETTINGS
The initial value of F mean is set to 1.0 and at each generation F is generated by N (F mean , 0.1). For generation g<L, the value of C r,mean for all mutation strategy is set to 0.2. The frequency of applying adaptive refining procedure is set to 1 for bi-objective problems and 2 for tri-objective problems. The learning period L is set to 50. The number of personal best archives (N ) is set to 100, the maximum size of the external archive (|A| max ) is set to 100, and the maximum size of each personal archive (B k,g | max ) is set to 10. The iteration of the adaptive refining procedure n size is set to N /4, and E max (the maximum evaluations of functions) is set to 30,000 for bi-objective problems and 50,000 for tri-objective problems.
IV. EFFICIENCY ANALYSIS OF STRATEGIES A. EFFICIENCY ANALYSIS OF EVOLUTION MEMORY
To amplify the effect of the evolution strategy with personal best archive, in this experiment the adaptive refining method is not used. Computational results of the mean and standard deviation of IGD metric obtained by the algorithms without and with the evolution memory (denoted as AMODEEM 1 and AMODEEM 2 respectively) are given in Table 1 , in which the symbols ''+'', ''−'', and ''='' means that the performance of the latter algorithm (with the improved strategy) is significantly better than, worse than the first one based on the Wilcoxon's rank sum test at a 5% significance level.
From Table 1 , it can be seen that AMODEEM 2 algorithm obtains better results for 25 out of the 32 benchmark MOPs, and the performance difference is significant for all the 25 problems. The evolution processes of the run with the best IGD metric for some MOPs are given in Fig. 1 , in which the horizontal axis is the evaluations of the objectives. From this figure, it can be seen that the evolution memory based on personal best archives can help to significantly improve the IGD metric.
As analyzed before, the advantage of this strategy comes from the following two aspects:
1) The evolution memory based on the personal archives can memorize more good quality solutions than the traditional population with a fixed size N . So the diversity during evolution process can be guaranteed. 2) Each non-dominated solution in the personal archive has equal opportunity to be selected to take part in the offspring generation, so the algorithm can achieve the ability of getting out of local Pareto optimal regions.
B. EFFICIENCY ANALYSIS OF ADAPTIVE SELECTION ON MUTATION OPERATORS
In this experiment, the adaptive refining and the evolution memory strategy are not used to amplify the effect of the adaptive selection strategy. The algorithm without and with the adaptive mutation strategy are denoted as AMODEEM 3 and AMODEEM 4 respectively, and in AMODEEM 3 a mutation operator is randomly selected from the four ones. The mean and standard deviation of the IGD metric for the two algorithms are presented in Table 2 . From this table, it appears that AMODEEM 4 (i.e., with the adaptive selection strategy) succeeds to obtain better results for 28 out of the 32 problems and the performance difference is significant for 21 problems. Fig. 2 illustrates the evolution processes of the best run for some MOPs, from which it is clear that the adaptive selection strategy has a superior performance.
C. EFFICIENCY ANALYSIS OF ADAPTIVE REFINING ON EXTERNAL ARCHIVE
To test the effect of the adaptive refining procedure, in this section we compared the AMODEEM without and with the adaptive refining procedure (denoted as AMODEEM 5 and AMODEEM 6 respectively). In this experiment, the evolution memory strategy based on personal archives is not used so as to amplify the effect of the adaptive refining procedure. The mean and standard deviation of the IGD metric obtained by the two algorithms are given in Table 3 . The comparison results show that the adaptive refining procedure has a positive effect because AMODEEM 6 succeeds to achieve better results for 24 out of 32 benchmark problems and the performance difference is significant for 22 problems. The evolution process of the best run among the 30 independent runs for some MOPs are illustrated in Fig. 3 , from which it can be seen that the quality of the external archive can be significantly improved by the adaptive refining procedure, especially in the early stage of the evolution process. In turn, the improvement of the external archive can help to guide solutions to promising regions more efficiently. It also appears that the adaptive refining procedure may cause the algorithm to lose some diversity for some MOPs (e.g., LZ_09_F1, CF3 and CF5). However, it should be pointed out that this disadvantage can be alleviated by the personal archive strategy.
V. COMPARISON WITH OTHER POWERFUL MODES
In this section, the proposed AMODEEM is compared with some powerful MODEs in the literature such as the GDE3 [18] , ADEMO [22] , MODEA [25] , MOSaDE in Wang et al. [23] (denoted as MOSADE-W), and OWMOSaDE [20] . Among these MODEs, the GDE3 was implemented by Java in the software jMetal 4.5, and the other algorithms were re-implemented by C++. We choose these algorithms for comparison because they are very powerful MODEs.
In the experiment, the parameter settings of these MODEs are set according to the original papers (these MODEs have their own adaptive ways to determine the value of F and Cr). To make a fair comparison, the population size of GDE3, ADEMO, and MODEA was set to 100. Since the population size of the MOSADE-W and OWMOSaDE was set to 50 according to the original paper, an external archive whose size was 100 was used to collect the non-dominated solutions.
The mean values of the IGD metric obtained by the testing algorithms are presented in Table 4 . In this table, the symbol ''+'' means that the proposed AMODEEM algorithm achieves a significantly better result than a certain rival with a confidence level of 95% and ''Nos.+/=/−''is the sum of problems for which the AMODEEM's result is significantly better than, worse than or similar to a certain rival. Based on the results, it appears that the AMODEEM algorithm has a superior performance than its rivals, especially on the complex MOPs such as LZ_09 series in [37] and CEC2009 problems in [39] . More specifically, it can succeed to achieve significantly better results for 22 problems than GDE3, for 28 problems than ADEMO, for 29 problems than MODEA and MOSADE-W, and for 26 problems than OWMOSaDE. Since the algorithms GDE3, OWMOSaDE and AMODEEM have a much better performance than the others, in Fig. 4 we only present their evolution processes for some problems. From this figure, it can be seen that AMODEEM has a better convergence speed, especially in the early evolution stage.
VI. COMPARISON WITH OTHER POWERFUL MOEAS
In this section, we further compare AMODEEM with some other state-of-the-art MOEAs in the literature, e.g., SMPSO [42] , AbYSS [4] , indicator based evolutionary algorithm (IBEA) [43] , and CellDE [44] that replaces the crossover and mutation operations of MOCell [45] with reproductive operations used in differential evolution. These algorithms were implemented in the jMetal software and we took the default parameter setting of jMetal except that the external archive was set to 100 and the maximum number of function evaluation was set to E max (30,000 for bi-objective problems and 50,000 for tri-objective problems). In SMPSO, the velocity can be very high and an external archive is adopted. AbYSS is a multi-objective scatter search hybrid with randomized operators typically used in EA. IBEA uses the set-based indicator (e.g., hypervolume) to consider the convergence and diversity simultaneously in the selection of solutions. We chose these algorithms because they are very powerful MOEAs that have been incorporated into jMetal.
The comparison of the IGD metric among these algorithms is shown in Table 5 , from which it appears that the performance of the AMODEEM is better and more robust because it obtains comparative or superior results for 22 out of 30 problems. More specifically, the AMODEEM succeeds to achieve a significantly better result for 24 out of the 30 problems than SMPSO and AbYSS, 27 out of the 30 problems than IBEA, and 22 out of the 30 problems than CellDE.
VII. CONCLUSIONS
In this paper, a new kind of MODE algorithm was developed. Instead of a traditional population with a fixed size, an evolution memory mechanism based on a set of personal best archives for each solution was developed to store the search process of each solution. An adaptive mutation selection strategy and an adaptive refining procedure were proposed to improve the search efficiency and the quality of the global external archive, respectively. An extensive of experiments based on 30 benchmark problems were carried out to test the proposed algorithm. The computational results illustrated the efficiency of the improvement strategies. That is, the evolution memory mechanism with personal best archives can help to improve the convergence and maintain diversity. The adaptive mutation selection strategy can also help to improve the convergence of MODE. The refining procedure can improve the quality of global external archive, especially in the early stage of the search process. With these strategies, the proposed AMODEEM algorithm can achieve better performance than some other powerful MODEs and some state-of-theart MOEAs in the literature. Our future research will be the application of the AMODEEM algorithm for some complex multiobjective optimization problems in practical industries. He is currently an Associate Professor of with Tianjin Polytechnic University. He has published over 10 papers in international journals. His current research interests include multiobjective optimization, production scheduling, and modeling and optimization in process industries based on process operation optimization. She is currently an Associate Professor with Tianjin Polytechnic University. Her main research interests are modeling, control, and optimization in complex industrial system.
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