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Abstract
We derive scalar boundary integral equation formulas for both interior and exterior biharmonic equations with the
Dirichlet boundary data. They are based on indirect boundary integral equation formulas, so-called the Chakrabarty and
Almansi formulas. The scalar formulas are derived through an unconventional variational approach. The unique solvability
results of the formulas are also obtained. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider the biharmonic equation with the Dirichlet boundary data
=2w(x) = 0; x∈;
w(x) = f(x); x∈;
@w
@n
(x) = fn(x): (1.1)
Here the domain  is a simply connected bounded domain with smooth or piecewise smooth bound-
ary  in R2. The vector n represent the outward unit normal vector on the boundary.
We are looking for a weak solution, w∈H 2() with the boundary data =w∈H−1=2() and
@=w=@n∈H−3=2(). Here Hp() and Hp() are the usual Sobolev spaces. The weak solution here
is a bit stronger than the usual weak solution for the biharmonic equation, that needs only w∈H 2().
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The above equation has physical applications in plane elasticity and 2-D Stokes Eow problem
[1,4,8–10].
Costabel et al. [2], Fuglede [3], Jeon [5] and many other authors have suggested some boundary
integral equation methods and have given related numerical analysis. But those methods lead us to
a non-symmetric 2 × 2 matrix system of integral equations by two boundary conditions prescribed
(so-called a vector method). A 2 × 2 non-symmetric system can pose diHculties in mathematical
analyses including ellipticity analysis, especially in the presence of corners on the boundary. Ellip-
ticity of an integral operator is essential for stability of numerical methods. Even though we have
not done here, a scalar integral equation is likely to make some mathematical analyses much easier.
The aim of the paper is to propose scalar integral equation formulas for the biharmonic equation.
We also provide some uniqueness results. Earlier in [6], Jeon has proposed scalar integral equation
formulas (it turned out to be the same formula as the Chakrabarty formula in this paper). The
derivation of the formulas is based on factoring Eq. (1.1) into v==w and =v=0; then represent v
as the single- or double-layer potentials and apply the Green’s second identity. In this paper we use
a diJerent approach (a variational approach). Firstly, we derive a variational form of Eq. (1.1) but
the test functions are harmonic. Using the single-layer potential representation for the harmonic test
function, we are led to an integral equation, that is the Euler–Lagrange equation of a minimization
problem. Then, using the Almansi or Chakrabarty formulas for the representation of the biharmonic
function, we have scalar integral equations.
The paper is organized in the following way. In Section 2 we derive scalar integral equation
formulas for the interior problem, and the unique solvability results are presented in Section 3. In
Section 4 we present some discussions on the exterior problem and concluding remarks follow in
Section 5.
2. Derivation of formulas for interior problem
According to Jaswon and Symm [4], any biharmonic function w can be expressed in the form
w(;  ) =Bi() +H( ); i = 1; 2; (2.1)
where Bi() and H( ) are the integral representations of the biharmonic and harmonic parts of w,
respectively. For example,
(a) B1(x) =
∫
 G(x − y)(y) dSy; x∈;
(b) B2(x) = |x − a|2
∫
 g(x − y)(y) dSy; x∈;
and
H(x) =
∫

g(x − y)(y) dSy; x∈:
Here a is a point in the domain , and G and g are the biharmonic and harmonic fundamental
solutions, respectively:
G(x − y) = 1
8(|x − y|
2 log |x − y| − |x − y|2)
and
g(x − y) = 1
2 log |x − y|:
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Here w with B1 is called the Chakrabarty representation and w with B2 is called the Almansi
representation [4].
Remark 1. In (2.1) we may use alternative layer potential representations for Bi’s. That is,
(a′) B′1(x) =
∫

@G
@ny
(x − y)(y) dSy; x∈
(b′) B′2(x) = |x − a|2
∫

@g
@ny
(x − y)(y) dSy; x∈:
The traditional integral equation methods for Eq. (1.1) derive a 2 × 2 matrix system of integral
equations with unknowns  and  [2,3,5]. But the following observation opens a way to derive
scalar integral equation methods.
Suppose u=Bi() is solved in Eq. (2.1). The Green’s second identity and the fact, =(u−w)=0,
yield
−
∫

(u− w)(y)(x − y) dy=
∫

(un − fn)(y)g(x − y) dSy
−
∫

(u− f)(y) @g
@ny
(x − y) dSy; x∈:
Then,
w(x) = u(x) +
∫

(un − fn)(y)g(x − y) dSy
−
∫

(u− f)(y) @g
@ny
(x − y) dSy; x∈; (2.2)
and we have a complete solution w. Here,  is the Dirac distribution and un represents the normal
derivative of u on the boundary from here on. Therfore, we only need to solve for the density  in
formula (2.1) to have the solution w.
Before proceeding to derive scalar integral equations, we introduce a term, ‘weakly biharmonic’,
and it assumes stronger regularity on the boundary than the conventional one as mentioned in
Section 1. We call u weakly biharmonic if u∈H 2(), =u∈H−1=2(), (=u)n ∈H−3=2(), satisOes∫

=u(x)=v(x) dx =
∫

=u(y)vn(y) dSy −
∫

(=u)n(y)v(y) dSy (2.3)
for all v∈H 2().
Applying the Green’s second identity to Eq. (1.1), we have∫

=w(x)v(x) dx =
∫

fn(y)v(y) dSy −
∫

f(y)vn(y) dSy (2.4)
for any v harmonic. Based on (2.4), we suggest a boundary integral method for (1.1): Ond a weakly
biharmonic u such that∫

un(x)v(x) dSx −
∫

u(x)vn(x) dSx =
∫

fn(x)v(x) dSx −
∫

f(x)vn(x) dSx
[
≡
(∫

=u(x)v(x) dx =
∫

=w(x)v(x) dx
)]
(2.5)
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for all harmonic function v. Taking the harmonic test function is an unconventional technique. Eq.
(2.5) is the equilibrium equation of a minimization problem (see Theorem 1 in Section 3). According
to Theorem 1, u is unique up to a harmonic function, that is, =(u−w)=0, where w is the solution
of (1.1). Therefore, if we take u as an appropriate harmonic perturbation of w, for example u=Bi
in (2.1), we can determine u uniquely in Eq. (2.5), and we have the solution by Eq. (2.2).
In Eq. (2.5), since =v= 0, represent v as a single-layer potential:
v(y) =
∫

g(y − x) (x) dSx; y∈ P; (2.6)
where the representation is unique if Cap() = 1 [4]. Then
vn(y) =−(y) (y) +
∫

@g
@ny
(y − x) (x) dSx; y∈: (2.7)
Here,
(x) = lim
→0
({y∈: |y − x|¡})
({y∈R2: |y − x|¡}) ;
where  is the volume measure. Physically, (x) is a measurement of the interior angle at x, and
(x) = 1=2 if x is a point on a smooth boundary. Substituting v and vn in (2.5) with those in (2.6)
and (2.7), we have∫

un(y)
∫

g(y − x) (x) dSx dSy +
∫

(x)u(x) (x) dSx −
∫

u(y)
∫

@g
@ny
(y − x) (x) dSx dSy
=
∫

fn(y)
∫

g(y − x) (x) dSx dSy +
∫

f(x)(x) (x) dSx
−
∫

f(y)
∫

@g
@ny
(y − x) (x) dSx dSy
By changing the order of integrations, since  is arbitrary, we are led to the Euler–Lagrange equation:∫

g(x − y)un(y) dSy + (x)u(x)−
∫

@g
@ny
(x − y)u(y) dSy = F(x); x∈; (2.8)
where
F(x) =
∫

g(x − y)fn(y) dSy + (x)f(x)−
∫

@g
@ny
(x − y)f(y) dSy:
In a symbolic form, we rewrite (2.8) as
Sun(x) + (x)u(x)−Du(x) = F(x); (2.9)
where
Sun(x) =
∫

g(x − y)un(y) dSy;
Du(x) =
∫

@g
@ny
(x − y)u(y) dSy:
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Now, using u =Bi and un =Bn; i():=@Bi()=@n in (2.8), we have the following scalar integral
equations:
Li(x):=
∫

Li(x; z)(z) dSz = F(x); i = 1; 2; (2.10)
where
Li(x):=(SBn; i + (x)Bi −DBi)(x):
Note that
B1()(y) =
∫

G(y − z)(z) dSz; y∈;
Bn;1()(y) =
∫

@G
@ny
(y − z)(z) dSz; y∈;
and
B2(y) = |y − a|2
∫

g(y − z)(z) dSz; y∈;
Bn;2()(y) = 2(y − a) · ny
∫

g(y − z)(z) dSz
+|y − a|2
(
−(y)(y) +
∫

@g
@ny
(y − z)(z) dSz
)
; y∈:
Then the kernels {L1; L2} of the operators {L1;L2} have the following representations.
Formula 1. The operator L1 has the kernel
L1(x; z) = (x)G(x − z)−
∫

@g
@ny
(x − y)G(y − z) dSy +
∫

g(x − y) @G
@ny
(y − z) dSy:
Formula 2. The operator L2 has the kernel
L2(x; z) = 2
∫

(y − a) · nyg(x − y)g(y − z) dSy
−(z)|z − a|2g(x − z) +
∫

|y − a|2g(x − y) @g
@ny
(y − z) dSy
+(x)|x − a|2g(x − z)−
∫

|y − a|2 @g
@ny
(x − y)g(y − z) dSy:
3. Uniqueness theorems
In this section, we prove that the integral equations in (2.10) are uniquely solvable.
Theorem 1. The weakly biharmonic solution of Eq. (2:5) is uniquely solvable up to a harmonic
function.
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Proof. Consider an energy functional:
E(u) =
(∫

un(y)=u(y) dSy −
∫

u(y)(=u)n(y) dSy
)
−2
(∫

fn(y)=u(y) dSy −
∫

f(y)(=u)n(y) dSy
)
: (3.1)
If u is weakly biharmonic, E(u) satisOes
E(u) =
∫

=u(x)=u(x) dx − 2
∫

=w(x)=u(x) dx:
Then, simple calculation yields that Eq. (2.5) is the equilibrium equation of the variational problem:
Ond a weakly biharmonic u that minimize E(u).
Now, it is always possible to express =u= c1 =w+ c2 =w⊥ for some constants c1 and c2, where
=w⊥ is chosen so that
∫
 =w(x)=w
⊥(x) dx = 0. Then
E(u)¿−
∫

=w(x)=w(x) dx;
where the equality holds only when c1 = 1 and c2 = 0, that is, =u==w.
Theorem 2. Assume Cap() = 1 in R2. Integral equations in (2:10) are uniquely solvable.
Proof. Let  be a solution of the equation Li = 0. We will show that  = 0. If Li = 0, then
u=Bi() satisOes Eq. (2.8) with F(x)=0. Then u satisOes Eq. (2.5) with f=fn=0. Let w be the
biharmonic function with the boundary data f = fn = 0. Then, w ≡ 0 in  and u has a harmonic
diJerence with w by Theorem 1. Therefore, =u= 0 in .
When u=B1,
=u(x) =
∫

g(x − y)(y) dSy = 0; x∈
and = 0 if Cap() = 1 [4].
When u=B2, Orstly write u(x) = |x − a|2p(x), where p is harmonic. Then,
=u(x) = 4p(x) + 4(x − a) · ∇p(x) = 0:
In the polar coordinate system, the equation becomes
=u= 4p+ 4r
@p
@r
= 0;
where r = |x − a|. Solving the above partial diJerential equation, we have
p(x) =
k(#)
r
:
Since p must be harmonic in , we must have k ≡ 0.
Therefore,
p(x) =
∫

g(x − y)(y) dSy = 0; x∈;
and = 0 if Cap() = 1.
This completes the proof.
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4. Exterior problem
Let us consider an exterior problem: Ond a weakly biharmonic w such that
=2w(x) = 0; x∈c;
w(x) = f(x); x∈;
@w
@n
(x) = fn(x);
w(x) = O(|x|) as x →∞:
(4.1)
Here, n is the outward unit normal vector on  as in the interior problem. For simplicity, we assume
that the domain  contains the origin, and a=0 in the Almansi representation. It is known that the
solution w has the asymptotic representation [1] such that
w(x) = c1x1 + c2x2 + c3 + c4 log|x|+O(1) as x →∞: (4.2)
For simplicity, we use the abbreviation k(x) = O(1=|x|p) for k(x) = O(1=|x|p) as x → ∞. Then we
can see that
=w(x) = O
(
1
|x|2
)
as x →∞:
Now, the energy functional E(u) is bounded (in the sense that the divergence theorem works in c)
for the weakly biharmonic u, where
E(u) =−
(∫

un(y)=u(y) dSy −
∫

u(y)(=u)n(y) dSy
)
;
+2
(∫

fn(y)=u(y) dSy −
∫

f(y)(=u)n(y) dSy
)
;
=
(∫
c
=u(x)=u(x) dx − 2
∫
c
=w(x)=u(x) dx
)
: (4.3)
The biharmonic minimizer u of the functional E(u) satisOes the equilibrium equation:∫

un(x)v(x) dSx −
∫

u(x)vn(x) dSx =
∫

fn(x)v(x) dSx −
∫

f(x)vn(x) dSx
[
≡
(
−
∫
c
=u(x)v(x) dx =−
∫
c
=w(x)v(x) dx
)]
; (4.4)
where v is harmonic in c and v(x) =O(1=|x|2). As in Theorem 1, we have =(w(x)− u(x)) = 0. In
view of Eq. (4.2) and since =(c1x1 + c2x2 + c3 + c4 log|x|+ r(x)) = 0 in c for a harmonic function
r with r(x) = O(1=|x|), we have
w(x) = u(x) + c1x1 + c2x2 + c3 + c4 log|x|+ r(x): (4.5)
Like Eq. (2.2) for the interior problem, we have a corresponding formula for the exterior problem
as below.
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Using the facts that∫

@r(y)
@n
g(x − y) dSy −
∫

r(y)
@g
@ny
(x − y) dSy
=−
∫
c
=r(y)g(x − y) dy +
∫
c
r(y)(x − y) dy = r(x); x∈c;
∫

@log |y|
@n
g(x − y) dSy −
∫

log |y| @g
@ny
(x − y) dSy
=
∫

2(y)g(x − y) dy −
∫

log |y|(x − y) dy = log |x|; x∈c
and ∫

@(c1y1 + c2y2 + c3)
@n
g(x − y) dSy −
∫

(c1y1 + c2y2 + c3)
@g
@ny
(x − y) dSy
=−
∫

(c1y1 + c2y2 + c3)  (x − y) = 0; x∈c;
we will have
w(x) = u(x) + c1x1 + c2x2 + c3 −
∫

(un − fn)(y)g(x − y) dSy
+
∫

(u− f)(y) @g
@ny
(x − y) dSy; x∈c: (4.6)
Therefore, we need to determine (u(x) + c1x1 + c2x2 + c3) to have a complete solution w. Then we
propose a modiOed equilibrium equation instead of Eq. (4.4): Ond a weakly biharmonic U (x) such
that ∫

Un(x)v(x) dSx −
∫

U (x)vn(x) dSx =
∫

fn(x)v(x) dSx −
∫

f(x)vn(x) dSx; (4.7)
where v(x) = a log |x|+ %(x) and % is harmonic in c with %(x) = O(1=|x|). The diJerence between
Eqs. (4.4) and (4.7) is that we use an augmented test function space. Then as will be seen in
Theorem 3, the solution U of the modiOed equation will satisfy
w(x)− U (x) = c log |x|+ r(x); (4.8)
where r is harmonic in c with r(x) = O(1=|x|). Now, we have
w(x) = U (x)−
∫

(Un − fn)(y)g(x − y) dSy +
∫

(U − f)(y) @g
@ny
(x − y) dSy; x∈c (4.9)
and U will determine the solution w completely.
Note that, in this case,∫

Un(x)v(x) dSx −
∫

U (x)vn(x) dSx = −
∫
c
=U (x)v(x) dx
since Green’s second identity does not hold because of the poor decay condition of v and growth
condition of U at inOnity.
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Theorem 3. The solution U of (4:7) is unique up to a logarithmically growing harmonic function;
that is; U − w = c log |x|+ r(x), where =r(x) = 0 and r(x) = O(1=|x|).
Proof. Notice that a harmonic test function in Eq. (4.7) has the representation,
v(x) = d1log |x|+ d2 x1|x|2 + d3
x2
|x|2 + v˜(x);
where v˜ is harmonic and v˜(x) = O(1=|x|2). Therefore, Eq. (4.7) can be rewritten as∫

Un(x)v˜(x) dSx −
∫

U (x)v˜n(x) dSx =
∫

fn(x)v˜(x) dSx −
∫

f(x)v˜n(x) dSx; (4.10)
and ∫

Un(x)log |x| dSx −
∫

U (x)
@log |x|
@n
dSx =
∫

fn(x)log |x| dSx −
∫

f(x)
@log |x|
@n
dSx;
∫

Un(x)
x1
|x|2 dSx −
∫

U (x)
@(x1=|x|2)
@n
dSx =
∫

fn(x)
x1
|x|2 dSx −
∫

f(x)
@(x1=|x|2)
@n
dSx;
∫

Un(x)
x2
|x|2 dSx −
∫

U (x)
@(x2=|x|2)
@n
dSx =
∫

fn(x)
x2
|x|2 dSx −
∫

f(x)
@(x2=|x|2)
@n
dSx: (4.11)
From Eq. (4.10), as in (4.5), we have
w(x) = U (x) + c1x1 + c2x2 + c3 + c4log |x|+ r(x);
where r is harmonic and r(x) = O(1=|x|).
Using the facts that∫

@(c4 log |x|+ r(x))
@n
log |x| −
∫

(c4 log|x|+ r(x))@log |x|@n = 0
and ∫

@(c4log |x|+ r(x))
@n
xi
|x|2 −
∫

(c4 log|x|+ r(x))@(xi=|x|
2)
@n
= 0; i = 1; 2;
Eq. (4.11) is reduced to∫

@(c1x1 + c2x2 + c3)
@n
log |x| dSx −
∫

(c1x1 + c2x2 + c3)
@log |x|
@n
dSx = 2c3 = 0;
∫

@(c1x1 + c2x2 + c3)
@n
x1
|x|2 dSx −
∫

(c1x1 + c2x2 + c3)
@(x1=|x|2)
@n
dSx = 0;
∫

@(c1x1 + c2x2 + c3)
@n
x2
|x|2 dSx −
∫

(c1x1 + c2x2 + c3)
@(x2=|x|2)
@n
dSx = 0: (4.12)
Simple calculation yields∫

@xi
@n
xj
|x|2 dSx −
∫

xi
@(xj=|x|2)
@n
dSx =
∫
@BR
@xi
@n
xj
|x|2 dSx −
∫
@BR
xi
@(xj=|x|2)
@n
dSx = 2ij
for i=1; 2, where BR is an arbitrary disk of radius R with the center 0 containing . Then we have
c1 = c2 = c3 = 0. Now, w(x) − U (x) = c4 log |x| + r(x) for some constant c4 and some harmonic r
with r(x) = O(1=|x|).
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Now, we proceed to derive scalar integral equation formulas. Simple calculation yields
log |x − y|= log |x| − x · y|x|2 +
(
1
2
|y|2
|x|2 −
(x · y)2
|x|4
)
+O
(
1
|x|3
)
;
|x|2log |x − y|= |x|2log|x| − (x · y) +
(
|y|2
2
− (x · y)
2
|x|2
)
+O
(
1
|x|
)
; (4.13)
|x − y|2(log |x − y| − 1)= |x|2(log|x| − 1)− 2x · y(log|x| − 1)
+|y|2(log|x| − 1)− x · y +
(
|y|2
2
+
(x · y)2
|x|2
)
+O
(
1
|x|
)
as x → ∞. Then to have the desired asymptotic behavior at inOnity, we should modify the
Chakrabarty and Almansi representations accordingly. Then, the Almansi representation is
w(x) =
1
2 |x|
2
∫

log|x − y|(y) dSy + c + 12
∫

log|x − y| (y) dSy; (4.14)
where  satisOes∫

(y) dSy = 0:
In the Chakrabarty representation, the condition,
∫
(y1; y2)
T(y) dSy = 0 removes not only
(x · y log|x|)-term but also (x · y)-term. Then we must have
w(x) =
1
8
∫

|x − y|2(log|x − y| − 1)(y) dSy + c1x1 + c2x2 + c3
+
1
2
∫

log|x − y| (y) dSy; (4.15)
where  satisOes∫

(y) dSy = 0;
∫

(y1; y2)T(y) dSy = 0:
Here x = (x1; x2).
To obtain scalar integral equations, according to Theorem 3, we should use
U (x) =
1
2 |x|
2
∫

log|x − y|(y) dSy + c (4.16)
with ∫

(y) dSy = 0
for the Almansi representation, and we use
U (x) =
1
8
∫

|x − y|2(log|x − y| − 1)(y) dSy + c1x1 + c2x2 + c3 (4.17)
with ∫

(y) dSy = 0 and
∫

(y1; y2)T(y) dSy = 0
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for the Chakrabarty representation. Moreover, the test functions should be in the form
v(x) =
1
2
∫

log|x − y|*(y) dSy: (4.18)
Substituting U and v in (4.7) with those in (4.16)–(4.18), we will have the corresponding scalar
integral equation formulas for the exterior problem.
5. Concluding remarks
Formula (1) is derived already in [6] in a diJerent way as mentioned in the Introduction. In
there, the fact that L1 : Hp−3=2() → Hp+3=2(); p¿0 is elliptic and bijective is shown through
the Fourier analysis when the boundary is smooth in R2. Formula (2) looks like an order-1 integral
operator since the Almansi representation contains only a logarithmic singularity. But from the
observation,
B2(x) =
∫

(|x − a|2 − |y − a|2) g(x − y)(y) dSy +
∫

g(x − y)|y − a|2(y) dSy
and the fact that harmonic perturbation does not aJect the solution of our integral equation, we
will have L2 : Hp−1() → Hp+1() by a similar way to the one in [6]. Therefore, formula (2)
is advantageous over formula (1) in the sense of condition number when discretized. Especially in
presence of corners on the boundary , we need a graded mesh around corners to accelerate the
convergence of a numerical method. In that case, the condition number deteriorates as the mesh
concentration becomes higher around corners, and the advantage of formula (2) will be clearer [7].
In [7], simple numerical methods avoiding the direct calculation of complicated kernels are presented.
Vector methods based on the Almansi representation have not received much attention from bound-
ary element society even though they are assumed to be stabler than the methods with the Chakrabarty
representation. The reason is that there is a tricky and cumbersome part for complete analyses even
for the smooth boundary case within author’s knowledge and experience. In a forthcoming paper, a
complete ellipticity and numerical analysis for the scalar method, based on Almansi representation,
will be given even for piecewise smooth boundaries.
Considering the scalar methods versus vector methods, the scalar methods are stabler in the nu-
merical sense and easier for mathematical analyses but the vector methods can be more versatile in
implementing many diJerent numerical schemes.
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