Modern spectral synthesis codes need the thermally averaged free-free Gaunt factor defined over a very wide range of parameter space in order to produce an accurate prediction for the spectrum emitted by an ionized plasma. Until now no set of data exists that would meet this need in a fully satisfactory way. We have therefore undertaken to produce a table of very accurate non-relativistic Gaunt factors over a much wider range of parameters than has ever been produced before. We first produced a table of non-averaged Gaunt factors, covering the parameter space 10 log i = −20 to +10 and 10 log w = −30 to +25. We then continued to produce a table of thermally averaged Gaunt factors covering the parameter space 10 log γ 2 = −6 to +10 and 10 log u = −16 to +13. Finally we produced a table of the frequency integrated Gaunt factor covering the parameter space 10 log γ 2 = −6 to +10. All the data presented in this paper are available online.
INTRODUCTION
One of the oldest problems in quantum mechanics is calculating the line and continuous spectrum of hydrogenic ions. An early overview of the problem can be found in Menzel & Pekeris (1935, hereafter MP35) . In this paper we will revisit the problem of calculating the free-free emission and absorption of such an ion.
The problem is customarily described by using the freefree Gaunt factor (Gaunt 1930) , which is a multiplicative factor describing the deviation from classical theory. For brevity we will sometimes refer to the free-free Gaunt factor simply as the Gaunt factor below. Further details on the definition of the Gaunt factor can be found in MP35 and Karzas & Latter (1961, hereafter KL61) and will not be repeated here. Several papers have been dedicated to calculating the Gaunt factor in the past (e.g., MP35; KL61; Hummer 1988; Sutherland 1998 , hereafter S98) and they progressively increased the size of the parameter space and improved the precision of the results. However, despite the long history of the problem, there is still no fully satisfactory set of Gaunt p.vanhoof@oma.be factors available. This is a result of the fact that calculating the necessary data is challenging, even with the aid of modern computers.
A modern spectral synthesis code, such as Cloudy (Ferland et al. 2013) , needs accurate values for the Gaunt factor over a very wide range of parameter space. Unfortunately none of the existing data sets fulfills that requirement. Analytic expressions for the limiting behavior of the Gaunt factor have been derived in the past (for an overview see Hummer 1988 and Beckert et al. 2000) . However, extrapolating tabulated data of a two-dimensional function beyond their limits using these expressions is awkward and can easily lead to discontinuities in the final result. This is exactly what has happened in the current release of Cloudy (version c13.03) . This fact has prompted us to recalculate the Gaunt factor, using ab-initio theory, to a high degree of accuracy over a very wide range of parameter space. The coverage of the new tables will be large enough to avoid any need for extrapolation. These results will be included in the upcoming release of Cloudy. The paper that comes closest to what we are undertaking here is S98 and we will be following this paper closely. We will also present a comparison of our re-sults to those of S98. In the process we will fix several errors that we found in the literature.
In Sect. 2 we will describe the calculation of nonaveraged free-free Gaunt factors. In Sect. 3 we will describe the calculation of the thermally averaged Gaunt factors, and in Sect. 4 we will describe the calculation of the total Gaunt factor which is integrated over frequency. Finally, in Sect. 5 we will present a summary of our results. All the data presented in this paper are available in electronic form from MNRAS as well as the Cloudy web site at http://data.nublado.org/gauntff/.
THE FREE-FREE GAUNT FACTOR
We will be considering the process where an unbound electron is moving through the Coulomb field of a positively charged nucleus and absorbs a photon of energy hν in the process. It will be assumed that the nucleus is a point-like charge, which implies that the theory is only strictly valid for fully stripped ions, though it is routinely used as an approximation for other ions as well. The theory we use is non-relativistic and is therefore not valid for very hightemperature plasmas. Comparison of the results we present below with those of Nozawa et al. (1998) shows that our results should be accurate up to electron temperatures of roughly 100 MK. For higher temperatures our results will start deviating increasingly from the correct relativistic results. We will nevertheless include results for those temperatures in our tables simply because Cloudy needs these data. Gaunt factors calculated using the relativistic Elwert approximation will be presented in a forthcoming paper.
Basic definitions
We follow the theory and notations given in KL61, S98, and references therein. Here we will only repeat those definitions needed to compute the free-free Gaunt factor. The formulas needed to calculate the opacity and emissivity can be found in KL61. We denote the scaled initial and final energy of the electron as
where E is the energy of the electron, Z is the charge of the nucleus in elementary charge units, and Ry is the infinitemass Rydberg unit of energy given by 1 Ry = α 2 mec 2 /2 ≈ 2.17987 × 10 −18 J, where α is the fine-structure constant, me is the electron mass, and c is the speed of light. We can also define the scaled photon energy as
From the scaled energies we can derive the quantities
as well as
From these definitions it is clear that ηi and η f are real numbers which are larger than zero. Furthermore, since w > 0 we have ηi > η f . We will also use the following custom variables
and
From these definitions it is clear that x ∈ (−∞, 0), α ∈ (0, 1) and β ∈ (1, ∞).
Exact calculation of the free-free Gaunt factor
The free-free Gaunt factor is given by Eq. 16 of KL61 (based on Biedenharn 1956 )
Here I0 and I1 are defined by
where Γ is the gamma function. In turn G l is defined by
where 2F1(a, b; c; x) is the hypergeometric function. This function can be evaluated using the Taylor series expansion
where the Pochhammer symbol (a)n is defined as
This series expansion has a radius of convergence |x| < 1. For values |x| > 1, the standard transformation used in the literature is given by Eq. 15.3.7 of Abramowitz & Stegun (1972) :
Using Eq. 12 assures that |x| 1 for all evaluations of the hypergeometric function. However, we found that for |x| close to 1, the evaluation of the Taylor series in Eq. 11 is extremely slow. We therefore decided to use an additional transformation given in Eq. 15.3.4 of Abramowitz & Stegun (1972) :
For −1 x < 0 we will combine Eq. 10 with Eq. 13, which yields
Here we used the fact that β is positive, as well as the identities 2F1(a, b; c; x) = 2F1(b, a; c; x) and 1 − x = β 2 .
For x < −1 we will combine Eq. 10 with Eqs. 12 and 13, (in that order, this is equivalent to using Eq. 15.3.8 in Abramowitz & Stegun 1972) , which yields:
where we additionally used the identities 2F1(a, b; c; z) = 2F1(a, b; c; z) and Γ(z) = Γ(z).
Using these transformations instead of the standard ones found in the literature has a number of advantages.
(i) For all values of x only a single evaluation of the hypergeometric function is needed for each evaluation of G l .
(ii) The last argument of the hypergeometric function is between 0 and 1 /2 for all values of x. This greatly speeds up the evaluation of this function.
(iii) For each evaluation of g ff only 2 or 3 evaluations of the gamma function are needed by using Γ(z) = Γ(z) and Γ(z + 1) = zΓ(z), implying that we can reuse the results for I0 when calculating I1. This discounts the trivial evaluation of Γ(2l + 2) which is hardwired in the code.
Numerically evaluating Eq. 8 can lead to severe cancellation problems. For this reason we decided to implement our code in C++ using arbitrary precision floating point variables. We use libgmp version 5.1.2 for the basic arithmetic functions, libmpfr 3.1.2 for the transcendental functions, and libmpfrc++ by Pavel Holoborodko (version Nov. 2010 ) to get a convenient C++ wrapper around libgmp and libmpfr. These libraries allow the user to choose the number of bits b of the mantissa of the floating point number as a free parameter. In our implementation we start our calculations using b = 128. We then calculate the Gaunt factor including an estimate of its relative error (taking into account cancellation effects in intermediate results). If the relative error is less than 10 −15 the result is accepted, otherwise b will be doubled and the calculation is started again. This procedure is repeated until either the Gaunt factor is accepted or b exceeds a maximum precision of the mantissa. For most calculations we use bmax = 4096, but in some cases we allowed it to go higher. The precision of the floating point numbers that we use is approximately b/ 2 log 10 decimal places. So this ranges between ∼ 38 decimal places for b = 128 and ∼ 1233 decimal places for b = 4096. The choice of b is illustrated in Table 1 where we give the value of 2 log b used as a function of i and w in the region where the cancellation problems are worst.
In libmpfr there is no routine to calculate the complex gamma function. So we implemented an arbitrary precision routine ourselves based on Spouge's approximation (Spouge 1994) . This algorithm also suffers from severe cancellation problems, so internal calculations are done using twice the number of bits used for the Gaunt factor itself.
In some parts of the parameter space even using a 4096 bit mantissa is not enough to successfully calculate the Gaunt factor due to complete loss of precision in intermediate results. In that case, we will use the series expansion presented in Sect. 2.3 since doubling the number of bits in the mantissa further would lead to unacceptable CPU time consumption. The area where this can happen has a roughly triangular shape inside the following boundaries 
Note that we attempt an exact calculation first, even inside this region, and only if that fails will we use the series expansion discussed below. To speed up the calculations, all tables were calculated using a parallel version of the code using the message passing interface (MPI).
Approximating the free-free Gaunt factor
In the region where the exact calculation of the Gaunt factor fails, we will use the series expansion given in MP35. When testing this procedure we noted that the highest order term of Eq (1.41) of MP35 is incorrect. We therefore repeated the derivation outlined in the Appendix of MP35 to fix the error, and added an extra term in the process. The details can be found in Appendix A. The resulting corrected formula is (note that in MP35, κ ≡ η f and l ≡ ηi)
= 0.01714285714..., and 0.00135
Eq. 19 was derived by comparing the series expansion with exact calculations for various values of the ratio η f /ηi between 0 and 1. This is possible because the numerator of R is a polynomial in η f /ηi, and for every value of the ratio η f /ηi a combination of values η f and ηi can be found for which the exact calculation succeeds. Thus the minimum and maximum value of the numerator of R can be determined. We will use the upper limit of Eq. 19 as an estimate for the error in the series expansion in our calculations. The exact calculation of the Gaunt factor may fail in the triangular region bounded by Eqs. 16 and 17. Using Eq. 19 we could determine that the absolute error in Eq. 18 is certainly less than 5.5 × 10 −10 everywhere in this region. The worst case behavior of Eq. 18 is at the corner of the triangular area delimiting its use (i.e., 10 log i = −6 2 /3, 10 log w = −6). We explore the error in the series expansion further in Table 1 where we show the residual of the series expansion as a function of i and w in this region. It is clear that the residual is less than 10 −10 everywhere, which is more than sufficient for our needs.
We can understand this result also in a different manner. Near the boundary given by Eq. 17, the criterion w/ 3/2 i 10 4 can be rewritten as follows:
This clearly shows that the remainder R in Eq. 18 is guaranteed to be very small. The combination of this criterion with Eq. 16 also guarantees that ηi 1 and η f 1, which are also necessary conditions for the series expansion to be valid.
A table of Gaunt factors
Using the procedure outlined in the previous sections we computed a large grid of Gaunt factors, covering the range 10 log i = −20(0.2)10 and 10 log w = −30(0.2)25. The notation −20(0.2)10 indicates that the Gaunt factor was tabulated for all values of 10 log i ranging from −20 to 10 in increments of 0.2 dex, and similarly for 10 log w. This range vastly extends the parameter range computed by S98. The data are shown in Fig. 1 . The full table is available in electronic form (see Sect. 5). The electronic table gives the Gaunt factors in 11 significant digits and is accurate in all digits, apart from possible rounding errors in some entries computed with the series expansion. In addition to the table, we also provide simple programs which allow the user to interpolate the table. Testing of the interpolation algorithm showed that the relative error was less than 1.5 × 10 −4 everywhere.
In Table 2 we give an excerpt from the electronic table covering the same parameter space presented in S98. Apart from the obvious fact that in S98 the parameters i and w were transposed, both in their Table 1 and Fig. 1 (but not the electronic version of this table), we can also see that the data in S98 don't reach the claimed precision everywhere.
Comparing the electronic version of the table from S98 with our calculations (which covers a slightly larger range in parameter space than Table 1 in S98) we find that the largest discrepancy is almost 7.3% for the entry for 10 log i = −9 and 10 log w = −8. Also the entries near the edge towards the upper right corner of Table 1 in S98 don't reach the claimed precision. One example is the entry for 10 log i = − 2 /3 and 10 log w = −8 in the electronic table with a discrepancy of slightly more than 0.57%. The median relative discrepancy is better than 10 −8 however, indicating that the majority of the entries in the electronic table of S98 are accurate in all printed digits.
The claim in S98 that the Gaunt factors tend to a limiting value for i → 0 is correct, but the numeric values for this limit given in his Table 1 are not accurate for low values of w. From Eq. 18 we can derive the following series expansion for this limit . . . −6.25 9.34−12 (12) 9.30−12 (12) 9.23−12 (12) 9.15−12 (11) 9.14−12 (11) 9.57−12 (10) 1. 21−11 (10) . . . −6.00 2.01−11 (12) 2.01−11 (12) 2.00−11 (12) 1.98−11 (12) 1.97−11 (10) 1.96−11 (10) 2.06−11 (10) 2.61−11 (9) Table 2. g ff ( i , w). Entries 1.0011+0 mean 1.0011 × 10 +0 . All entries in this table were calculated using the exact method. The online electronic version of this table samples a much larger parameter space, has a finer spacing, and gives more significant digits.
10 log i 10 log w −8.00 −7.00 −6.00 −5.00 −4.00 −3.00 −2.00 −1.00 0.00 −8.00 1.0011+0 1.0078+0 1.0731+0 1.5690+0 3.0305+0 4.8916+0 6.7931+0 8.6931+0 1.0550+1 −7.00 1.0010+0 1.0024+0 1.0168+0 1.1527+0 1.9606+0 3.6375+0 5.5244+0 7.4236+0 9.2803+0 −6.00 1.0018+0 1.0021+0 1.0052+0 1.0359+0 1.3062+0 2.4606+0 4.2607+0 6.1544+0 8.0108+0 −5.00 1.0037+0 1.0038+0 1.0044+0 1.0111+0 1.0763+0 1.5709+0 3.0304+0 4.8871+0 6.7414+0 −4.00 1.0079+0 1.0079+0 1.0081+0 1.0095+0 1.0238+0 1.1589+0 1.9627+0 3.6332+0 5.4727+0 −3.00 1.0168+0 1.0168+0 1.0168+0 1.0171+0 1.0202+0 1.0506+0 1.3172+0 2.4589+0 4.2093+0 −2.00 1.0348+0 1.0348+0 1.0348+0 1.0348+0 1.0355+0 1.0420+0 1.1053+0 1.5837+0 2.9811+0 −1.00 1.0679+0 1.0679+0 1.0679+0 1.0679+0 1.0680+0 1.0693+0 1.0826+0 1.2067+0 1.9284+0 0.00 1.1040+0 1.1040+0 1.1040+0 1.1040+0 1.1040+0 1.1042+0 1.1065+0 1.1290+0 1.3149+0 1.00 9.5465−1 9.5465−1 9.5465−1 9.5465−1 9.5465−1 9.5466−1 9.5479−1 9.5610−1 9.7004−1 2.00 5. 10 log i 10 log w 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 9.00 −8.00 1.2129+1 1.3453+1 1.4728+1 1.5998+1 1.7268+1 1.8537+1 1.9807+1 2.1076+1 2.2345+1 −7.00 1.0859+1 1.2183+1 1.3458+1 1.4729+1 1.5998+1 1.7268+1 1.8537+1 1.9807+1 2.1076+1 −6.00 9.5896+0 1.0914+1 1.2189+1 1.3459+1 1.4729+1 1.5998+1 1.7268+1 1.8537+1 1.9807+1 −5.00 8.3201+0 9.6441+0 1.0919+1 1.2190+1 1.3459+1 1.4729+1 1.5998+1 1.7268+1 1.8537+1 −4.00 7.0507+0 8.3746+0 9.6500+0 1.0920+1 1.2190+1 1.3459+1 1.4729+1 1.5998+1 1.7268+1 −3.00 5.7815+0 7.1052+0 8.3805+0 9.6506+0 1.0920+1 1.2190+1 1.3459+1 1.4729+1 1.5998+1 −2.00 4.5142+0 5.8358+0 7.1111+0 8.3811+0 9.6507+0 1.0920+1 1.2190+1 1.3459+1 1.4729+1 −1.00 3.2610+0 4.5672+0 5.8416+0 7.1117+0 8.3812+0 9.6507+0 1.0920+1 1.2190+1 1.3459+1 0.00 2.0912+0 3.3046+0 4.5726+0 5.8422+0 7.1117+0 8.3812+0 9.6507+0 1.0920+1 1.2190+1 1.00 1.1971+0 2.0838+0 3.3070+0 4.5730+0 5.8423+0 7.1117+0 8.3812+0 9.6507+0 1.0920+1 2.00 5.9451−1 1.0564+0 2.0692+0 3.3065+0 4.5730+0 5.8423+0 7.1117+0 8.3812+0 9.6507+0 3.00 2.3001−1 4.2101−1 9.9968−1 2.0633+0 3.3062+0 4.5730+0 5.8423+0 7.1117+0 8. for w 1. Here we used the fact that η f /ηi = 0 and η f = w −1/2 for i = 0. In Hummer (1988) additional terms can be found for this series expansion in his Eq. 2.23a.
THE THERMALLY AVERAGED FREE-FREE GAUNT FACTOR
When modeling astrophysical plasmas, it is commonly assumed that the electrons have a Maxwellian energy distribution, characterized by the electron temperature Te. We therefore need to average the Gaunt factors derived in Sect. 2 over such a distribution. For this we define the following scaled quantities
Using these definitions, we can give the following expression for the thermally averaged Gaunt factor
For further details see KL61, S98 and references therein. Note that Eq. 14 of S98 contains a typo which has been corrected here.
Cloudy can model plasmas over a very wide parameter range: 3
Te 10 10 K and 10 −8 hν 7.354 × 10 6 Ry (100 MeV), with Z 30. Substituting these values into Eq. 21 yields −4.81 < 10 log γ 2 < 7.68 and −12.81 < 10 log u < 11.59. This clearly shows that the parameter range for the thermally averaged Gaunt factor presented in S98 is insufficient for our needs (especially the coverage in u). This can also be stated in a different manner. When modeling a photoionized hydrogen plasma at the canonical temperature Te = 10 000 K, the longest wavelength that can be modeled with the S98 data is ∼ 1.44 cm. Radio observations at longer wavelengths are routinely made and Cloudy should be able to model those. In the view of the stated facts, we have used a much larger parameter space in our calculations:
10 log γ 2 = −6(0.2)10 and 10 log u = −16(0.2)13. This is larger even than the current needs of Cloudy and anticipates possible future modifications to the code, such as the addition of higher-Z elements and/or lowering the low-frequency cut-off.
The integration shown in Eq. 22 is carried out using an adaptive stepsize algorithm based on Eq. 4.1.20 of Press et al. (1992) for carrying out a single step. This algorithm is open at the lefthand side, thus avoiding the awkward evaluation of the integrand at x = 0. During the evaluation of the integral, at every step an estimate is made of the remainder of the integral to infinity by assuming that g ff is constant. This estimate is reasonable as g ff is only slowly increasing. The integration is terminated when this estimate is less than 1% of the requested tolerance. The requested tolerance of the thermally averaged Gaunt factor is a free parameter and the routine calculates an estimate of the actual error in the final result taking into account both the imprecisions due to the finite stepsize and the error in the non-averaged Gaunt factor. For the electronic table we used a requested relative tolerance of 10 −5 . The data are presented in Fig. 2 and Table 3. The data can also be downloaded in electronic form (see Sect. 5). Note that the data shown in Table 3 were calculated to a higher precision to assure that all numbers shown are correctly rounded. In addition to the electronic table, we also provide simple programs which allow the user to interpolate the table. Testing of the interpolation algorithm showed that the relative error was less than 1.5×10 −4
everywhere.
Comparing our results with those of S98, we noted the serious problem that the parameters 10 log γ 2 and 10 log u were transposed in Table 2 of S98, as well as in the electronic version of that table. After correcting for this error, there were some minor discrepancies when we compared the numerical values in the electronic table of S98 to our results. The largest relative error is for 10 log γ 2 = −1.8 and 10 log u = 0.5 and amounts to almost 0.13%. The median relative discrepancy is approximately 5 × 10 −5 . So it appears that the discrepancies we reported in Sect. 2.4 did not have a significant impact on the calculation of the thermally averaged Gaunt factor by S98. Table 3 . g ff (γ 2 , u) . Entries 1.0601+1 mean 1.0601 × 10 +1 . All entries have an approximate relative error of 3 × 10 −8 , assuring that they are all correctly rounded as shown. The online electronic version of this table samples a much larger parameter space, has a finer spacing, and is calculated using an approximate relative tolerance of 10 −5 (an estimate for the error in each number is included in the table).
10 log γ 2 10 log u −4.00 −3.00 −2.00 −1.00 0.00 1.00 2.00 3.00 4.00 −8.00 1.0601+1 1.0598+1 1.0573+1 1.0449+1 1.0073+1 9.4852+0 8.8548+0 8.2207+0 7.5863+0 −7.00 9.3319+0 9.3280+0 9.3033+0 9.1795+0 8.8036+0 8.2160+0 7.5859+0 6.9524+0 6.3194+0 −6.00 8.0624+0 8.0586+0 8.0340+0 7.9103+0 7.5347+0 6.9477+0 6.3190+0 5.6882+0 5.0606+0 −5.00 6.7931+0 6.7894+0 6.7651+0 6.6421+0 6.2678+0 5.6835+0 5. 
THE TOTAL FREE-FREE GAUNT FACTOR
For completeness we will also include a calculation of the total free-free Gaunt factor which is integrated over frequency. This quantity is useful if one wants to calculate the total cooling due to Bremsstrahlung without spectrally resolving the process. The formula for this quantity is given by KL61 and S98
Due to the similarity of the integrals in Eqs. 22 and 23 we can use the same adaptive stepsize algorithm discussed in Sect. 3 to calculate the data. For the evaluations of g ff (γ 2 , u) we used a relative tolerance of 10 −6 to prevent them dominating the error in g ff (γ 2 ) . The results are shown in Table 4 and Fig. 3 . The computed values are also available in electronic form (see Sect. 5) . The data in Table 4 show a small systematic offset w.r.t. the data in Table 3 of S98, ranging between +0.00069 for 10 log γ 2 = −4 and +0.00021 for 10 log γ 2 = 4. This offset is likely due to the missing part of the integral below u = 10 −4 in S98. The extended range in γ 2 of the data presented here makes the limiting behavior of the function clear. Both for for γ 2 → 0 and γ 2 → ∞ the function approaches an asymptotic value. Using our data we determined the following fits to the limiting behavior of the function.
These extrapolations are expected to reach a relative precision of 10 −5 or better everywhere they are defined. The data in Table 4 can be interpolated using rational functions
where g = 10 log γ 2 . To limit the degree of the rational function, we made two separate fits for the range −6 g 0.8 and 0.8 g 10. These fits achieve a relative error less than 3.5 × 10 −5 everywhere in its range for the first fit and 8.8 × 10
−5 for the second. The coefficients are given in Table 5. We have implemented Eqs. 24, 25, and 26 in simple programs which have been made available on the Cloudy web site (see Sect. 5).
SUMMARY
Modern spectral synthesis codes like Cloudy need the thermally averaged free-free Gaunt factor defined over a very wide range of parameter space in order to produce an accurate prediction for the spectrum emitted by an ionized plasma. Several authors have undertaken to calculate these atomic data in the past, however none could produce a fully satisfactory set of results that would match the needs of a code like Cloudy.
We have therefore undertaken to produce a table of very accurate non-relativistic Gaunt factors over a much wider range of parameter than has ever been produced before. For this purpose we have created a C++ program using arbitrary precision variables to avoid the severe cancellation problems that occur in the calculations, which would lead to complete loss of precision otherwise. While creating the program, we discovered several errors in the literature which have been corrected here. The most important is an error in the series expansion of the Gaunt factor reported by MP35. We also added an extra term to this series expansion to make it more accurate. We furthermore presented new transformations of the hypergeometric function, which help in speeding up the calculations. Despite all these efforts, there is still a region of parameter space where we cannot calculate the Gaunt factor to arbitrary precision because it would consume too much CPU time. In this region we fall back to the series expansion, which we show can produce sufficiently accurate results everywhere it is needed.
Using this code, we first produced a table of nonaveraged Gaunt factors, covering the parameter space 10 log i = −20(0.2)10 and 10 log w = −30(0.2)25. We compare these results to those of S98 and find that not all data of S98 reach the claimed precision, with the worst deviation being larger than 7%. Most data points are in excellent agreement though. We then continued to produce a table of thermally averaged Gaunt factors covering the parameter space 10 log γ 2 = −6(0.2)10 and 10 log u = −16(0.2)13, which is more than sufficient for the current needs of Cloudy. This table will be used in upcoming releases of Cloudy. A comparison of our data with S98 shows that most are in good agreement with a worst discrepancy of 0.13%. At this point we need to warn the reader that in several places in S98 the parameters of the Gaunt factor were transposed, most importantly in the electronic version of the table of thermally averaged Gaunt factors. Finally we produced a table of the frequency integrated Gaunt factor covering the parameter space 10 log γ 2 = −6(0.2)10. We find a small systematic offset between our data and those of S98, which is likely due to the omission of the part of the integral below u = 10 −4 by S98. We present fits to the limiting behavior of this function, as well as rational function fits to the data in the table.
All data presented in this paper are available in electronic form from MNRAS as well as the Cloudy web site at http://data.nublado.org/gauntff/. In addition to these data tables, the Cloudy web site also presents simple interpolation routines written in Fortran and C. They use a 3rd-order Lagrange scheme to interpolate the linear Gaunt data. This reaches a relative precision better than 1.5 × 10 −4 everywhere. The next release of Cloudy will contain a vectorized version of the interpolation routine which is faster, while maintaining the same precision. It is based on the Newton interpolation technique. The supplied interpolation routines work both on the non-averaged and thermally averaged Gaunt factor tables. Separate programs are provided for interpolating the frequency integrated Gaunt factors based on the fits reported in this paper. The program used to calculate all data is also available from this web site.
APPENDIX A: A SERIES EXPANSION FOR THE FREE-FREE GAUNT FACTOR
The procedure to derive a series expansion for the free-free Gaunt factor is described in great detail in the Appendix of MP35. Here we will discuss only those steps that need to be modified in order to correct the error in the series expansion and derive one additional term. All calculations were carried out with Maxima v5.31.3. First we need to extend Eq. A (9) from MP35 to include higher order terms and also correct a typo in the leftmost term: 
