We explore the scattering of particles evolving in a two degree of freedom Hamiltonian system, in which both degrees of freedom are open.
Introduction
Transport, and particularly escape phenomena in non-linear systems, has become a very active research area. Their interest spans many elds and their implications are far reaching. A vast array of application areas lend themselves to be modelled in terms of these systems. Applications include superconductors [1] , nano-engines [2] , and particle transport in biological systems [3] . This short list is an indication of the breadth of research currently being carried out under the umbrella of transport phenomena in non-linear systems. In this paper we investigate particle transport processes modelled by systems of coupled oscillators, evolving in periodic potential landscapes.
Two particles will evolve in a so-called washboard potential and interact locally with each other via a coupling whose strength strongly inuences the dynamics that are seen.
In many systems, the generation of a directed current has been instigated by an external time-dependent eld [4] [7] . In extended chaotic systems a non-zero current can be obtained as the time-averaged velocity of an ensemble of trajectories in the chaotic component of phase space and the chaotic transport proceeds ballistically and directedly [7] , [8] . Once this eld is removed or eectively nullied there is no longer a directed current. Other research has focused on autonomous systems with no external eld [9] [14] .
In these systems, a current is generated through the interaction between various components of the system, and does not rely on a time dependent external eld. A further aspect of current generation is current reversal and this has been examined extensively, particularly in the domain of ratchet potentials [15] [17] .
In our system, two coupled particles will evolve in a symmetric and periodic washboard potential. Initially, one particle will be sent into the interaction region where this particle will interact with another that is initially at rest. (These particles will henceforth be named particle A and particle B respectively). The interaction between these particles will be dependent on the strength of coupling between them, and their relative distance from one another. For large distances, the two particles will eectively decouple and individual regular motion will ensue. The objective of this study is to explore the nature of current suppression and reversals of its direction relative to the coupling parameter.
The paper is organised as follows: In Section 2 we will describe the setup of the system. In addition we shall show sample trajectories illustrating some of the dynamics present in this model. Particle current is examined in Section 3. In Sections 4 and 5 we examine how long the particles spend in the interaction region, and additionally how energies are distributed between the particles at the end of simulation time. In Section 7 the implications of the symmetries of the system for the emergence of a current are considered. In Section 8 we explore the structure of phase space. In particular we investigate the invariant sets in the dynamics connected with chaotic saddles. Further we relate the character of the underlying dynamics, involving almost integrable motion, transient chaos and permanent chaos, to the different transport scenarios. Finally, we summarise and draw conclusions from our investigation.
The System of Coupled Particles
The model used is Hamiltonian and of the form
where q n and p n (n = 1, 2) are the canonically conjugate positions and momenta of coupled particles of unit mass evolving in a spatially symmetric and periodic washboard potential. The potential, of unit period, is given by U (q) = U (q + 1) = 1 − cos(2πq) 2π .
The particles are coupled via the interaction term
which is dependent on the distance d = |q 1 −q 2 |. 
An example of the landscape of the eective potential is shown in Fig. 1 with −2.5 ≤ q 1 ≤ 2.5 and −2.5 ≤ q 2 ≤ 2.5. We see energies in the potential ranging from 1.21 (dark orange) to 0 (dark blue). Crucially, along the diagonal (blue area) we have the interaction region which is where the complexity in the system is manifested.
The equations of motion are given bÿ The initial conditions, q 2 = p 2 = 0, for the dynamics are chosen such that (isolated) particle B is situated at the bottom of a well of the washboard potential and hence, possesses no energy. Particle A, possessing a sucient amount of energy to overcome the washboard energy barriers, will be sent from the asymptotic free region into the region containing particle B and here an energy transfer will take place, the extent of which depends on the coupling strength.
For D = 0 we have an uncoupled system. Thus the dynamics of the system will be decided by two integrable subsystems. In eect this means that the particles initially with energy will hold onto this energy for all time.
These particles will pass through the potential landscape unhindered and consequently remain in regular motion. In contrast, the particles that are initially at rest will be unable to gain any energy via an interaction with the other particles and will thus remain at rest for all time.
For D = 0 the particles can interact via the interaction potential and exchange energy. This exchange will excite the additional (initially resting) particle and, to varying degrees, inuence the motion of the particle that has entered the interaction region. Again, it is important to note that both components of this system are open and thus it is feasible that either particle will escape. For large |q 1 − q 2 | 1 the interaction between the particles vanishes, and again we see the dynamics represented by regular rotational motion, with the possibility of both particles escaping independently excluded (see Section 6).
As mentioned earlier, the initial conditions for particle B will be q 2 = p 2 = 0. The particle A starts as a virtually free particle in the asymptotic region, i.e. it approaches the interaction region from a far distance. The initial amount of energy E = 0.9 lies above the highest possible energy of the saddle-centre points, but below almost all of the saddle-saddle points of the eective potential (see further in Section 6). The initial positions of the particles A are contained within the well whose minimum is located at q −25 and the corresponding initial momenta are determined as those points populating, densely and uniformly, the level curve
in the (q 1 , p 1 )-plane. Asymptotically, the interaction potential attains a value approaching D. Therefore, as the particles begin in the asymptotic region and as the initial conditions depend explicitly on D, no two sets of initial conditions will be the same. Two examples of these initial conditions are shown in Fig. 2 . The energy will be xed at E = 0.9, which is almost three times the barrier height of the washboard potential, E b = 1/π ≈ 0.3183. It should be emphasised that for particle B to escape, it must gain a sucient amount of energy from its interaction with particle A. With no interaction this system will contain a strong positive current, as particle A can escape of to innity feeling no eect from particle B.
There are a number of questions that we will address: Firstly, can particle B gain enough energy to escape from its starting potential well, or is particle B's presence of little or no consequence to the overall dynamics of the system? Secondly, in the case that particle B does escape, what subsequently happens to both particles? Finally, assuming that particle B's presence is signicant, can it inuence the dynamics in such a way that there is a reversal of the direction of the current, or even a suppression of the current?
These questions will be answered in the subsequent sections.
To partially answer the rst and second questions, we will illustrate some of the qualitatively dierent transport scenarios that are present in this system by varying the strength of the coupling parameter D. Before this however, we present a table of D values that will be frequently used in this paper along with their respective currents. Particle current is assessed quantitatively by the mean momentum, which is dened by taking the averaged momentum of an ensemble of particles, i.e.
where T s is the simulation time, and the ensemble average is given by
with N being the number of initial conditions. The current will be discussed in detail in section 3. and q 2 (0) = 0, and the initial momentum of particle A follows from the relation in (7) while particle B has zero momentum, p 2 (0) = 0. Slightly altering these initial conditions can have a large impact on the path that the particles will take, as for a large range of the coupling strength the dynamics will be chaotic. In addition, for the same D values, Fig. 4 illustrates the time evolution of the partial energies which are dened as
with E 1 and E 2 being the partial energies of particles A and B respectively, and with the interaction energy being divided evenly between the particles.
From conservation of energy, the quantity E = E 1 + E 2 remains constant.
It is important to note that as D increases so does the initial amount of energy held in the interaction potential therefore giving less portion of the total energy to the rst two terms of the energy of particle A in (10) . With D = 0.3 (Figs. 3a, 4a ) we see that particle A is able to pass straight through the interaction region almost unscathed. Particle B does receive some energy from the interaction, but this energy only allows for small oscillations about its starting position. This set-up favours a strong, positive current. With regard to particle B leaving its initial potential well, there appears a blow-up at D ≈ 0.562, after which we can expect both particles to travel multiple potential wells together. As can be seen in Figs. 3b, 3c, both with D < 0.562, particle B can largely inuence the path of particle A without actually leaving its starting potential well. Setting D to 0.5613 (Fig. 3b, 4b ) we see that the dynamics of the system is quite dierent. The interaction between the particles is such that particle A can pass through the interaction region (to a certain extent) and subsequently be pulled back, escaping in the negative q direction and thus contributing to current reversal. Again particle B receives little energy from the interaction as can be seen in Fig. 4b . A similar phenomenon can be seen for D = 0.5617 (Fig. 3c, 4c ). This time particle A oscillates around q = 0 a number of times before escaping in the positive q direction maintaining the original direction of the current. Some of the most interesting behaviour observed in this system can be seen in the remaining two gures. Figs. 3d, 4d show a trajectory with D = 0.5672. There are number of striking things that can be noted about this trajectory. Firstly, the duration of time that the trajectories stick together before one escapes. In this case particle B escapes in the positive q direction. This is substantially longer than the escape times presented in the previous gures. Also, both particles take excursions to the left and right before the escape of particle B. However, the most notable thing about this gure is that it is particle B that escapes, not particle A as for the previous D values. Thus, particle B is able to gain enough energy to escape from its starting potential well, and subsequently from any force that it feels from particle A. Particle A has sacriced its energy and has become trapped.
This situation describes an interchange of the roles played by particles, with the initially free particle becoming trapped and the initially trapped particle becoming free. The nal gures (Fig. 3e, 4e ), with D = 0.56169, show similar behaviour in that the particles seem to stick together. However, neither particle escapes, but instead are, in some sense, stuck to each other for the duration of the simulation. This is a process known as dimerisation, where the particles, each acting as a monomer, form a bound unit. This process is evident in some of the previous gures, however in this case, the process is permanent. Both particles undergo large excursions along the line q 1 = q 2 . It can be seen in Fig. 4e that, for this particular D value, the particles are in a continual and most importantly, a substantial energy exchange.
This allows the particles to travel together in an erratic fashion undergoing multiple changes of direction and visiting multiple potential wells.
A characteristic of each gure is that when particle A enters the interaction region there is a slight increase in its momentum. This acceleration is due to the dip in the potential landscape, created by the interaction potential. Particle A thus usurps some of the energy contained in the interaction potential. Importantly, the escape of one particle at the expense of the other, and therefore an increase in the distance between the particles, restores the initial amount of energy contained in the interaction potential.
Particle Current
We now consider the current induced by directed particle transport. Fig. 5 shows the current, as dened in Eq.8, for the system as a function of D. for the initial dynamics, as D increases so does the energy contained in the interaction potential and consequently particle A has less energy. More concretely, as D → (0.9 − 1/π ≈ 0.5817) then E A → 1/π ≈ 0.3142 (barrier height of the washboard potential). Therefore, particle A will have sucient energy to make it over the potential barriers it passes while travelling to the interaction region, but once there will not be able to pass through and must interact with particle B.
Another interesting feature of this plot is the numerous plateaus that appear for negative values of the current. This indicates that there are certain ranges of D where the current does not oscillate erratically, but rather, it stays almost constant. Fig. 3 . Again, the temporal evolution of particle A is shown by the red (solid) line, and particle B by the green (dashed) line. This corresponds to the bottom right corner of the inset.
Particles Sojourn in Interaction Region
A more direct way of examining the eect that the coupling strength has on the particles is to calculate the amount of time that particles A and B spend in the interaction region. More formally, we have calculated the time that the particles satisfy the condition
outside of which, the gradient of the potential will almost be equal to zero. Finally in the case that D = 0.58169 (Fig. 6 -right panel) , corresponding
to a vanishingly small current, we see all of the particles spend the entire duration of the simulation in the interaction region (50,000 time units). This is a possible mechanism that allows for the reduced current that can be seen.
Energy Redistribution Processes
In order to gain more insight into the dynamics of the system a statistical analysis, going beyond the consideration of individual trajectories (cf.
section 2), is carried out. Previously we have looked at the partial energies for particles A and B at the end of a simulation, using an ensemble of N = 10 3 initial conditions (discussed in section 2). Now we will make use of histograms displaying the distribution of particle energies, again using an ensemble of N = 10 3 initial conditions, at the end of the simulation time T s = 10 5 . For continuity, we will examine the histograms corresponding to the ve D values used earlier in the sections.
In Fig. 7a (D = 0.3) we see that at the end of the simulation it is particle A, for the entire ensemble, that possesses the majority of the energy in the system. While particle B does possess some energy, it is not sucient for it to escape from its starting potential well. Since the energy of particle B is below the energy of the conning centre-saddle points escape of particle B over the barriers is prevented. A more detailed consideration of the potential landscape will be presented in the next section.
We see a similar histogram in Fig. 7b (D = 0.5613) . The dierence this time is that particle A has sacriced some of its energy to particle B. This is not unexpected if we consider the example trajectory shown in Fig. 3b - the interaction with particle B has a signicant impact on the trajectory of particle A.
Again in Fig. 7c (with D = 0.5617) we have a similar histogram as seen in 7a and 7b with a further loss in energy for particle A, and a gain for particle B, and thus the nal particle energies lie closer together. A slightly more intriguing histogram is presented in Fig. 7d (D = 0.5672) . This D value corresponds to that of Fig. 3d where it is particle B not particle A that escapes. Consequently, the histograms shows that indeed, there are some particles B that possess the majority of the energy at the end of the simulation. However, it is clear that for the ensemble, the majority of particles that contain most of the energy are in fact particle A.
Finally, Fig. 7e (D = 0.58169), we see that there is a large distribution in the nal energies of each particle, with no obvious bias favouring the partial energy of any particle.
These histograms for the various D values, do not give a full indication of what the current will be for those respective D values. They do however allow us to make assumptions. For example, Fig. 7a shows that particles A contain almost all of the energy at the end of the simulation. We therefore expect that particle A, for the entire ensemble, will make a large contribution to the net current. Further, if we were to naively, to include the corresponding example in our assumption, we might conclude that there will be a large positive net current for the ensemble.
If we were to look at the next D value and make similar assumptions, we would conclude that again there is a large positive net current. This time however, the current would not be quite as strong, as the nal energies for the ensemble indicate that particle A has less energy. Now, if we were to take the nal D value, we might conclude that, because of the spread of energies for both particles, the current will be quite small.
Importantly though, nothing denite can be said about the current for an ensemble of particles until a further investigation of the phase space structure has been carried out. This we do now. To ensure accuracy is maintained, the value of the energy is monitored over the integration time frame. Our aim here is to show, for these D values, some of the various channels that a particle can take that will result in current reversals and current suppression.
The left panel in Fig. 8 shows the scattering nature of this system. We see that, with D = 0.5617, channels along the unstable manifold exist for both coordinates, q 1 and q 2 , in the positive and negative directions (inset in left panel). However, it is clear that the favoured channel takes the particles in the positive q 1 direction where, subsequent to the period of transient chaos, it becomes asymptotically free by settling on regular motion. This is in direct agreement with the current value produced using this D value.
The right panel in Fig.8 illustrates partially how a vanishingly small current has emerged from the system when D = 0.58169. The dynamics shows that, provided the corresponding trajectory follows the invariant manifolds of the chaotic saddle, particle A (respectively B) is locked in paths provided by the unstable manifold that will see it undergo many crossings of the line q 1 = 0 (respectively q 2 = 0), and thus many changes of direction. Subsequently, the contribution to the net current by particle A and particle B, while the particles are locked in such a path, will on average be zero. However, as the example trajectories show, the particles can wander in much wider regions of conguration space as the the corresponding trajectory is captured in the intricate network of the chaotic invariant sets consisting of homoclinic and heteroclinic tangles. Nonetheless, due to the symmetric extension of the chaotic invariant set no preferred direction for the trajectories exist.
As Fig. 5 has shown, the dynamics of the system are sensitively dependent on the strength of the coupling. For a low D value, particle A can pass through the interaction region unscathed. With increasing D, particle A can no longer nd a direct route through the interaction region. Instead, it enters into an energy exchange with particle B with both particles trying to nd a path out of the interaction region. As, previously discussed, there Centre-centre points are indicated by a star, saddle-centre by a cross, and saddle-saddle by a plus sign.
are numerous possible scenarios for particles A and B, once particle A has reached the interaction region. An explanation for these scenarios comes from the saddle point energies corresponding to the various D values. In Fig. 9 , some of the locations of the equilibria of the system (for D = 0.58169), in the range −10 ≤ q 1 ≤ 10 and −0.7 ≤ q 2 ≤ 0.7 are shown in the (q 1 , q 2 )-plane. Let (q 1 i , q 2 j ) denote the equilibrium point with q 1 i i/2 and q 2 j j/2. The distortion in conguration space is clear to see. Notably, there is a lack of q 1 → −q 1 and q 2 → −q 2 reection symmetry. It is this distortion which allows particle B to become excited and potentially leave its starting potential well. The reason being that, with the path of least resistance no longer being along the line q 2 = 0, particle A deviates from its hitherto straight line path and thus stimulates particle B. Another interesting observation that can be made from these gures is that above D ≈ 0.12 the saddle energies create barriers that, with the simulation energy E = 0.9, only one particle can pass over. In particular, some of the saddle energies attain values greater than 4.5 which eliminates the possibility of both particles undergoing independent escapes. Below D ≈ 0.12, it is energetically feasible that both particles can have enough energy to mount independent escapes. However, the low coupling strength excludes the possibility of particle B attaining enough energy from the interaction with particle A. Therefore, if one particle escapes, it will be at the expense of the other which must remain trapped for the entire simulation.
The green lines (negative slope) superimposed on both plots in Fig. 10 going from the points (0.0, 0.9) to (0.5817, 1/π) show the initial energy of particle A as a function of D. In the left plot we see that for D 0.28 particle A will initially possess enough energy to overcome all of these barriers. Increasing D beyond this value will mean that for particle A to escape, it will need additional energy which has to come from the interaction potential.
When D is suciently large, particle A will have insucient energy to overcome any of the potential barriers. This means that a signicant interaction will ensue and that particle B's role in the dynamics will be fundamental. A similar situation unfolds in the right hand plot. However, many of the saddle points become energetically inaccessible for increasing D, meaning that the particles will be unable to obtain enough energy from the interaction potential to overcome these barriers. 1) and (1, 3) can be overcome. As already noted, all of the saddle points (0, 2i + 1) are energetically accessible. However, those saddle points with i > 4 have energies that tend to 0.9. Thus for a particle to pass over these barriers requires that the particle holds all energy contained in the system. The strength of the coupling almost certainly precludes such a situation and therefore both particles are forced to wander chaotically in the interaction region. Importantly, as D increases, so does the the size of the energetically inaccessible regions. With increasing D, these regions join forming an impenetrable barrier that the particles cannot pass, and thus leaving them to wander in the interaction region. This is depicted in Fig. 11 .
Symmetries Considerations
To gain more insight into the occurrence of the dierent transport scenarios it is illustrative to consider the symmetries present in the system. Firstly, the washboard potentials, U (x), are each periodic (of period 1) in their respective arguments, and in addition, they are invariant under reections U (x) = U (−x) (13) Also, the interaction potential, H int (q 1 , q 2 ), is invariant with respect to changes in the sign of its argument, i.e.
H int (q 1 , q 2 ) = H int (−q 1 , −q 2 ) (14) Notice that with the inclusion of H int the eective potential U ef f = U (q 1 ) + U (q 2 ) + H int (q 1 , q 2 ) is not periodic. Most importantly, the system exhibits the particle exchange symmetry (p 1 , q 1 ) ←→ (p 2 , q 2 ). Apart from these spatial symmetries the Hamiltonian is even in the momenta p 1,2 establishing time-reversible symmetry of the system. As a consequence, for a set of uniformly distributed initial conditions populating the entire energy surface, the current will be zero. However, the energy surface is unbounded along the coordinates and thus, cannot in practise be populated with a nite set of initial conditions. In fact, for our scattering problem, when one of the particles is sent from a certain nite range of positions −∞ < q l ≤ q 1 (0) ≤ q r < 0 in the asymptotically free region towards the other particle with p 2 (0) = q 2 (0) = 0, the corresponding sets of initial coordinates, (q 1 (0), q 2 (0)), are nite and spatially localised. Moreover, as the incoming free particles are sent in from one side only they have momentum of denite sign, p 1 (0) > 0, so that a current exists at least as long as the incoming (travelling) particle has not yet reached the interaction region. From the above symmetry considerations it follows that the Hamiltonian is inversion symmetric with regard to the momenta and coordinates, i.e. H(p 1 , p 2 , q 1 , q 2 ) = H(−p 1 , −p 2 , −q 1 , −q 2 ). However, inversion symmetry is not reected in our choice of localised initial conditions. Crucially, in the absence of the corresponding counter-propagating particles emanating from initial conditions (−q 1 (0), q 2 (0) = 0) and (−p 1 (0), p 2 (0) = 0) the inversion symmetry is broken. It depends then on the interaction process between the two particles (the scattering process in the landscape of the eective potential U eff (q 1 , q 2 )) whether the current is preserved or reversed or even suppressed. In the context of current suppression it is illustrative to recall Curie's principle which states that if a phenomenon is not prohibited by a specic symmetry then in general the phenomenon will occur [26, 27] which, in other words rules out the presence of accidental symmetries. Nevertheless, in our system accidental symmetries [26, 27] , reected in a vanishing current, occur as a result of ne tuning of the coupling strength parameter (cf. Fig. 5 ). It should be stressed that upon arbitrarily slight tuning of the coupling strength parameter away from the position of a vanishing current a non-zero current results, that is the accidental symmetry is destroyed which is the hallmark of structural instability.
Phase Space Dynamics
In Section 2 we illustrated some qualitatively dierent transport scenarios that are present in the system. As a further illustration of the phase space dynamics, we present here a method that illuminates the dynamics of each particle, using various values of D. Trajectories, evolving in the four dimensional phase space on the three dimension energy hypersurface can be represented by examining the following surfaces
and Σ 2 = {q 2 , p 2 |U (q 1 ) = 0}, (16) where the surface of section Σ 1 will show the dynamics of particle A, and Σ 2 that of particle B, respectively. Note that for both surfaces, the coordinates q 1 and q 2 are shown mod(1). It should be noted that the dimension of the phase space is four and thus Arnold Diusion is possible. However, Arnold diusion will only happen on timescales much larger than those relevant for particle transport [28] , and therefore we do not consider it further. . We see that for a fairly low value, D = 0.3, exclusively regular motion occurs. Importantly, particle A always maintains a strong positive momentum characterised by the densely covered curves associated with rotational motion, while particle B's motion is bounded with it undergoing small oscillations about its starting position. With this D value, particle B contributes nothing to the net current. However, with the signicant contribution from particles A, with all trajectories evolving in the range of positive velocities, we can expect a strong positive current. Increasing the coupling strength to D = 0.5672 we see much more interesting and complex behaviour in phase space. In particular, many of the particles initially at rest escape from their starting potential well. This escape happens after a chaotic transient which sees particle B gaining enough energy to escape. On the surfaces Σ 1 and Σ 2 this motion is characterised by scattered points (representing the chaotic transient) and densely covered curves (representing the rotational motion that ensues after a particle has escaped). Further, as there is only sucient energy for one particle to escape, the remaining particle becomes trapped, and oscillates around the bottom of a potential well.
This can be seen on the surfaces as the area occupying the centre of these gures.
There do however remain particles that stay trapped in this potential well. Zooming in on the central region of this gure, reveals that there is indeed regular dynamics present in the system. In addition, there is also chaotic motion for some of the particles. This corresponds to the chaotic transient that the particles experiences before one escapes. Furthermore, as was seen in Section 2, it is possible for particle B to escape. This is reinforced by Fig. 3d . Finally, for a strong coupling D = 0.58169 both surfaces are largely covered by scattered points (bottom panels). This indicates that the motion of the particles is highly chaotic. There does appear to be some transport in the dynamics, but this has two explanations. Firstly, the motion is initially regular with particle A being free. Secondly, as was seen in 
Results and Conclusion
We have studied the Hamiltonian dynamics of particles evolving in symmetric and periodic washboard potentials. A free particle A is sent into a region containing particle B, which is at rest, where they interact. This interaction is local in that, if the distance between the particles is large, then neither particles motion will be aected by the other. Some of the numerous qualitatively dierent transport scenarios present in this system have been demonstrated, together with the corresponding energy transfer that takes place between the two particles. The most interesting of these scenarios is that in which it is particle B, not particle A that escapes. The gure containing the partial energies of the particles clearly shows the chaotic exchange of energy that results in particle A sacricing its energy allowing particle B can escape. This scenario is particularly interesting as both particles momentum contributes to the net current. Particular attention has been given to the particle current, notably current reversals and current suppression, and how this is eected by changes in the coupling strength. The sensitive dependence of a current on this coupling parameter is extremely pronounced, with small changes in this strength reversing the direction of the current. In this sense, the coupling strength acts as a switch that when ipped changes the direction of the current. Most astonishing is the fact that it is possible to suppress the current for certain values of this coupling parameter.
In summary, we have demonstrated that it is possible for a system with a strong positive current to undergo multiple current reversals and even current suppression, without the need for external driving or damping, just by varying the coupling parameter.
Finally, as forthcoming investigations are concerned we point to the corresponding quantum mechanical scattering problem. In particular in the context of molecular physics as well as cold-atom physics the inuence of quantum eects on the formation of n-body bound states related with the distinct scenarios of regular motion, on the one hand, and transient and permanent chaos in the potential landscape needs to be explored. Furthermore, for the formation of n-mers out of more than two isolated monomers the key question is whether the interaction between the particles, taking place in a high-dimensional phase space, proceeds such that the energy distribution among them leads to closed channels, i.e. bond formation, as in the way described in this manuscript for the dimer case.
