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Re´sume´ – Cette contribution est consacre´e a` l’e´valuation des performances d’estimation (bornes d’estimation ainsi que per-
formances d’estimateurs particuliers) pour des mode`les a` temps continu de type “file d’attente” observe´s a` des instants discrets
et de manie`re irre´gulie`re. Il s’agit d’un proble`me important dans le domaine de la me´trologie des re´seaux. Les solutions que
nous apportons sont de nature algorithmique et permettent l’e´valuation nume´riques des performances statistiques. Ces me´thodes
apportent de nouveaux re´sultats concernant l’efficacite´ relative de certains sche´mas d’e´chantillonnage utilise´s en me´trologie des
re´seaux (re´guliers, en paires, etc.)
Abstract – In this contribution, we study the problem of performance evaluation for the estimation of the parameters of a
queuing model observed at, possibly irregular, discrete instants. This is a crucial problem for evaluating the parameters of a
communication network from sampled measurements. To our knowledge, effective computations of the information for such models
has not been addressed so far. We provide algorithms which allow for the numerical evaluation of statistical performances. These
methods are applied for comparing different sampling schemes proposed in the field of active network measurements (random
Poisson sampling, regular sampling, packet pairs...)
1 Contexte
Une campagne de mesure active consiste a` envoyer des
sondes d’un point a` un autre du re´seau et a` recueillir les
donne´es auxquelles celles-ci permettent d’acce´der : de´lais,
pertes, informations de routage, etc. L’objectif de ces me-
sures est de permettre d’estimer des parame`tres physiques
du re´seau ainsi que les parame`tres du trafic empruntant
la meˆme route que les sondes. Les travaux fondateurs
e´tudiant les possibilite´s offertes par ce type de mesures
remontent a` un peu moins d’une de´cennie [3], [4], [8].
A partir de mode`les probabilistes de files d’attente (qui
rendent compte de la dynamique des de´lais dans le re´seau),
l’estimation des parame`tres de re´seau par mesure active
se rame`ne a` un proble`me d’estimation statistique des pa-
rame`tres d’une file d’attente e´chantillonne´e a` des instants
discrets {C(tk), t1 < · · · < tn}. Dans ce cadre, une solu-
tion simple [1] consiste a` utiliser des estimateurs de mo-
ments (de la forme f(1/n
∑n
l=1 g(Ctl))) base´s sur la loi sta-
tionnaire du mode`le conside´re´. Dans le cas de la file d’at-
tente M/M/1 conside´re´ ci-dessous, 1/n
∑n
l=1 1(C(tl) > 0)
permet (par exemple) d’estimer le taux de charge de la file.
Toutefois meˆme pour ces estimateurs de forme tre`s simple,
la question des performances d’estimation et, en particu-
lier, de leur de´pendance vis a` vis du choix des instants
d’observations t1, . . . , tn n’a pas de re´ponse simple. Cette
proble´matique, souvent e´voque´e dans ce type de proble`me,
concerne le choix des instants d’envoi des sondes. Dans
un cadre plus ge´ne´ral, nous nous demanderons comment
choisir la re´partition temporelle des observations d’une file
d’attente pour optimiser l’estimation de ses parame`tres.
Dans cet article, nous ne de´taillerons que le cas, plus
simple, ou` les observations portent sur le nombre de clients
(ou taˆches) pre´sentes dans la file d’attente a` des instants
donne´s. Le cas ou` les observations correspondent a` des
mesures du temps de traitement, aussi appele´ “charge”
du serveur (dans le cas des re´seaux, celui-ci est lie´ la taille
totale des donne´es pre´sentes dans la file d’attente), est
plus complexe mais peut eˆtre traite´ avec une extension de
l’approche propose´e. Dans la suite nous conside´rerons une
file d’attente du type M/M/1. Soit (C(t))t∈R+ la chaˆıne
de Markov a` temps continu qui repre´sente l’e´volution du
nombre de clients dans la fille d’attente. On suppose que
l’on dispose de mesures (non bruite´es) de l’e´tat du proces-
sus a` des temps t1, . . . , tn. La principale difficulte´ pose´e
par ce mode`le statistique est que les observations ne four-
nissent qu’une observation tre`s partielle du syste`me. A
contrario, si l’on observait toute la trajectoire (a` temps
continu) entre les dates t1 et tn, l’estimation au sens du
maximum de vraisemblance se rame`nerait a` proble`me bien
maˆıtrise´. Ce proble`me est concre`tement pose´ par le fait
que les matrices de transition de la chaˆıne e´chantillonne´e
sont plus difficiles a` manier pour le calcul des quantite´s ha-
bituellement utilise´es en the´orie de l’estimation. Ce type
de question a e´te´ e´tudie´ dans le contexte de l’estimateur
par maximum de vraisemblance des processus Markovien
de sauts (voir [5]).
Une hypothe`se importante de ce travail consiste a` consi-
de´rer que le processus de mesure utilise´ ne perturbe pas
l’e´tat du syste`me. En pratique, il est clair que l’envoi de
paquets sondes sur le re´seau est susceptible de modifier,
au moins marginalement, son e´tat [1]. Dans un premier
temps, il nous semble toutefois plus informatif d’investi-
guer les performances d’une technique de mesure suppose´e
non intrusive.
2 Rappels sur la file M/M/1
Nous faisons un rappel tre`s succinct sur la file M/M/1.
Le lecteur pourra avec profit se reporter aux nombreux ou-
vrages existants (citons [2]). Une file d’attente mode´lise un
syste`me de traitement de taˆches. Celles-ci arrivent a` des
temps mode´lise´s par un processus d’arrive´e et a` chacune
d’elles est assigne´ un temps de traitement. La strate´gie
de traitement conside´re´e est PAPS (premier arrive´, pre-
mier servi). Pour une file M/M/1 les arrive´es, disons a`
partir de t = 0 (l’e´tat de la file e´tant donne´ a` l’instant
t = 0 par des conditions initiales), sont mode´lise´es par
un processus ponctuel de Poisson homoge`ne d’intensite´ λ
marque´ par des temps de traitements i.i.d. de loi expo-
nentielle de parame`tre µ et inde´pendants des temps d’ar-
rive´es. Le processus du nombre de clients (C(t))t∈R+ est
un processus de vie et de mort, les clients arrivant aux
instants de´finis par le processus de Poisson des arrive´es
de´ja` mentionne´, et sortant (tant que la file est non-vide)
a` des instants correspondant a` un processus de Poisson
inde´pendant d’intensite´ µ. Nous conside´rons le cas ou` la
file est stable c’est-a`-dire, λ < µ. Dans ces conditions,
la file converge ge´ome´triquement vers sa loi stationnaire
et repasse re´gulie`rement vers l’e´tat vide (en un temps
d’espe´rance finie).
3 Information de Fisher
Conside´rons une observationXn = (X0 · · · Xn) ∈ X (n+1)
associe´e a` un mode`le statistique parame´trique domine´ {Pθ =
pθ(·) dγ(·) , θ ∈ Θ} ou` Θ ⊂ Rd. On de´finit la matrice d’in-
formation de Fisher par
In(θ) = Eθ
[∇θLθ(X)∇Tθ Lθ(X)] = covθ (∇θLθ(X)) , (1)
ou` Lθ
def= log pθ. Sous des hypothe`ses supple´mentaires





. L’inverse de la matrice d’information
de Fisher permet de minorer la variance des estimateurs
sans biais de θ (“borne de Cramer-Rao”) et fournit, dans
les mode`les re´guliers, un e´quivalent asymptotique de la
variance de l’estimateur du maximum de vraisemblance
quand le nombre d’observations n tend vers l’infini. Dans
la suite, nous nous rame`nerons toujours (e´ventuellement
par discre´tisation et troncature) au cas ou` X est un en-
semble fini (de cardinal note´ r) et l’on ne fait donc pas
figurer la mesure de domination γ dans les expressions
ci-dessous.
On s’inte´resse ici au cas particulier ou` Xn correspond a`
l’observation d’un nombre fini de valeurs successives d’une
chaˆıne de Markov inhomoge`ne, a` valeur dans un ensemble
X fini. Plus pre´cise´ment,




{Pθ,k : X 2 → [0, 1], k ∈ N} e´tant une se´quence de ma-
trices de transition parame´tre´es par θ, νθ la distribution
initiale (elle aussi parame´tre´e par θ). Pour une mesure ν et
une matrice de transition P , la notation νP de´signe classi-
quement la mesure de´finie par
∑
x ν(x)P (x, ·) (les mesures
sont donc assimile´es a` des vecteurs lignes). L’e´le´ment d’in-
dices x, x′ de la matrice de transition Pθ,k correspond a`
Pθ(Xk+1 = x′|Xk = x). Soient Iν(θ) la matrice d’infor-
mation de Fisher associe´e a` νθ et Ik : X × Θ → R2d
la matrice d’information conditionnelle associe´e a` la loi
Pθ,k(x, ·), c’est-a`-dire,
Ik(x, θ) = covθ (∇θ logPθ,k(x,Xk+1)) .
Par conditionnements successifs, il est aise´ de ve´rifier que
la matrice d’observation de Fisher a une structure additive
(en le nombre d’observations) :
In(θ) = (Iν(θ) + )
n−1∑
k=0
Eθ [Ik(Xk, θ)] . (2)
Dans la suite, la partie entre parenthe`ses (lie´e a` la condi-
tion initiale) ne nous inte´ressera pas dans la mesure ou`,
lorsque le nombre d’observations n augmente, elle est clai-
rement ne´gligeable face au second terme.
On conside`re dore´navant le cas ou` l’on e´chantillonne un
processus de Markov homoge`ne a` temps continu (X(t), t ≥
0), de loi parame´tre´e par θ, a` des instants t0, . . . , tn. De
par la proprie´te´ de Markov, on est ramene´ dans le contexte
e´tudie´ pre´ce´demment a` condition de conside´rer les noyaux
de transition
Pθ,k(x, x′) = Pθ(X(tk+1) = x′|X(tk) = x).
L’inhomoge´ne´ite´ est ici cause´e uniquement par le fait que
le processus a` temps continu n’est pas (ne´cessairement)
e´chantillonne´ de manie`re re´gulie`re. Si Qθ de´signe le ge´ne´-
rateur infinite´simal associe´ au processus a` temps continu [2],
on dispose de l’expression explicite suivante
Pθ,k = exp [(tk+1 − tk)Qθ] , (3)
ou` exp de´signe l’exponentielle matricielle. Une autre con-
se´quence importante, est que dans ce cas particulier, les
matrices de transition Pθ,k bien qu’elles soient inhomo-
ge`nes, posse`dent toutes la meˆme loi stationnaire qui est
celle du processus a` temps continu X(t) (que nous note-
rons piθ). En particulier, si la loi initiale νθ co¨ıncide avec
piθ, l’espe´rance qui figure dans l’e´quation (2), se fait tou-
jours par rapport a` la loi piθ puisque Xk = X(tk) suit
la loi piθ (quel que soit l’indice k). Nous nous placerons
dans ce cas par la suite. Il est alors clair que l’ordre des
termes figurant dans la somme de l’e´quation (2) peut eˆtre
modifie´ sans que la matrice d’information de Fisher ne
soit modifie´e. Par exemple, le sche´ma d’e´chantillonnage
“en paires” (t2i = i, t2i+1 = i + ) pour i = 0, . . . , `
(avec  < 1) conduit a` la meˆme matrice d’information
que (ti = i)0≤i≤` suivi de (ti = ` + (i + 1)(1 − ))0≤i≤`
(e´chantillonnage a` une cadence rapide, puis lente). Rap-
pelons une fois encore que l’on ne conside`re ici que les
performances statistiques en ignorant les perturbations
apporte´es au trafic par la mesure (aspect sous lequel les
deux sche´mas e´voque´s ci-dessus sont probablement assez
distincts).
4 Me´thodes de calcul nume´rique
On conside`re maintenant diverses approches permet-
tant d’e´valuer nume´riquement la matrice d’information
de Fisher donne´e par (2) dans le cas de l’e´chantillonnage
d’un processus de Markov a` temps continu stationnaire.
D’apre`s la discussion qui pre´ce`de, il suffit alors de par-
venir a` e´valuer le terme ge´ne´rique de (2) qui s’e´crit en





∇θLθ,(h)(x, x′)∇Tθ Lθ,(h)(x, x′),
ou` Pθ,(h)
def= exp(hQθ) et Lθ,(h)
def= logPθ,(h), h ∈ R+
de´signant l’e´cart ge´ne´rique entre deux instants d’e´chantil-
lonnage successifs.
Nous avons mis en œuvre trois me´thodes diffe´rentes per-
mettant d’e´valuer nume´riquement cette information de Fi-
sher :
Evaluation nume´rique directe Tous les environnements
de calcul nume´riques comportent en ge´ne´ral une fonction
permettant de calculer directement l’exponentielle matri-
cielle. La me´thode re´pute´e la plus fiable nume´riquement
utilise une approximation de type Pade´ [7]. On peut donc
calculer directement Pθ,(h) et e´valuer approximativement
∇θ logPθ,(h) par diffe´rences finies (en e´valuant l’exponen-
tielle matricielle en d points “proches” de θ). Cette ap-
proche a le me´rite d’eˆtre facilement imple´mentable et de
ne reque´rir aucune connaissance sur la de´pendance en θ de
Qθ (autre que d’eˆtre capable de l’e´valuer nume´riquement).
Elle est toutefois lourde a` mettre en œuvre quand X est
un ensemble de cardinal r e´leve´ et fournit une e´valuation
du gradient dont la pre´cision est impossible a` quantifier
pre´cise´ment (de´pend de la de´rive´e seconde dans la direc-
tion des perturbations).
De´composition propre et calcul ope´rateur Une autre
solution consiste a` calculer nume´riquement une de´compo-
sition propre de Qθ sous la forme Qθ = VθDθV −1θ ou` Dθ
est une matrice diagonale contenant les valeurs propres
(dθ,k)1≤k≤r. De`s lors, on peut e´valuer exp(hQθ) sous la
forme VθDθ,(h)V −1θ ou` Dθ,(h) est une matrice diagonale
dont les e´le´ments valent ehdθ,k . Par ailleurs, l’exponentielle








ou` Γ est un contour de C englobant les valeurs propres
dk [6]. En utilisant la formule des re´sidus, il est possible
















ou` G(h),kk = h ehdk et G(h),kl = (ehdk − ehdl)/(dk − dl)
pour k 6= l (le symbole  de´signe le produit dit de Hada-
mard ou terme a` terme). Cette me´thode, qui suppose de
savoir de´river (analytiquement) Qθ par rapport a` θ four-
nit une forme relativement explicite de la de´rive´e de Qθ.
Elle est e´galement moins couˆteuse en temps de calcul en
cas d’e´valuations re´pe´te´es pour des valeurs de h diffe´rentes
puisque la de´composition propre n’est calcule´e qu’une fois.
Elle est malheureusement moins stable nume´riquement [7],
en particulier pour des grandes valeurs de r.
Discre´tisation temporelle Lorsque h tends vers 0, on
sait que Pθ,(h) est approximativement e´gal a` P̂θ,(h) ou`
P̂θ,(h) est une matrice de transition dont le terme d’in-
dices k, l (pour k 6= l) vaut hQθ,kl [2]. En fixant un pas de






Cette me´thode est lie´e a` celle (plus ge´ne´rique) qui consiste
a` tronquer le de´veloppement en se´rie entie`re de exp(hQθ)
mais elle garantit que l’approximation de Pθ,(h) obtenue
est bien une matrice de transition. On peut montrer que
cette me´thode est stable dans le sens ou` pour tout h, et
toute loi initiale ν,
‖νP̂θ,(h),l − νPθ,(h)‖1 ≤ Cθ/l,
Cθ e´tant une constante qui ne de´pend que de r et de
maxx∈X {−Qθ(x, x)}.Pour e´valuer les de´rive´es, on utilise
simplement une relation de re´currence obtenue en de´rivant
(4) par rapport a` θ. Cette dernie`re approche a le de´faut
d’eˆtre sensible a` la valeur absolue des taux Qθ(x, x′), une
discre´tisation plus fine devenant ne´cessaire lorsque les taux
augmentent. Elle a toutefois le me´rite de montrer qu’il est
possible d’approcher la vraisemblance (et ses de´rive´es) par
un calcul re´cursif, ce qui sugge`re une possible imple´menta-
tion (approche´e) adaptative de l’estimateur du maximum
de vraisemblance.
5 Simulations et re´sultats
A titre d’exemple, nous conside´rons ici le processus du
nombre de clients (C(t), t ∈ R+) associe´ a` la file d’attente
M/M/1 dans laquelle le processus d’arrive´e des clients est
de taux λ et le processus de traitement de taux µ.



























Fig. 1: De haut en bas: Ecarts-types pour λ, µ et coeffi-
cient de corre´lation en fonction de h. Superpose´s en ti-
rets, les comportement the´orique des e´carts-types pour les
faibles valeurs de h.
Les figures 1 et 2 montrent les re´sultats obtenus pour
λ = 2, µ = 5 en utilisant la troisie`me me´thode d’e´valuation
nume´rique mentionne´e au paragraphe pre´ce´dent, avec l =




























Fig. 2: De haut en bas: Ecarts-types pour ρ, α et coeffi-
cient de corre´lation en fonction de h. Superpose´s, en ti-
rets, les comportement the´orique des e´carts-types pour les
faibles valeurs de h et, en traits pointille´s, le comporte-
ment de l’e´cart-type sur ρ pour les fortes valeurs de h.
500. Notons que pour l’imple´mentation, il est e´galement
ne´cessaire de tronquer l’espace d’e´tat du syste`me, les fi-
gures 1 et 2 correspondent en fait a` un mode`le M/M/1/20
(ou le nombre maximal de clients est 20), mais cette tron-
cature est sans effet sur les re´sultats pre´sente´s ici. Sur
ces figures, on repre´sente les e´le´ments de I−1(h)(θ) plutoˆt
que ceux de I(h)(θ) en prenant la racine carre´ pour les
termes diagonaux pour obtenir des grandeurs homoge`nes
a` des e´carts-types et la forme normalise´e (coefficient de
corre´lation) pour le terme hors diagonale.
La figure 1 concerne la parame´trisation originale θ =
(λ, µ). Sur ces courbes, on constate que les performances
d’estimation sont optimales pour des valeurs de h de l’ordre
du temps moyens entre deux e´ve´nements (arrive´e ou de´-
part) dans la file e´tudie´e. Les performances se de´gradent
tre`s rapidement lorsque h augmente avec des erreurs for-
tement corre´le´es sur λ et µ. En effet, la file e´tant stable,
Pθ,(h) tend assez rapidement vers la loi stationnaire du
syste`me, or cette dernie`re (loi ge´ome´trique de parame`tre
λ/µ) ne de´pend que du rapport λ/µ. Pour les faibles va-
leurs de h, il est possible de faire une analyse simplifie´e en
conside´rant que les trois seuls e´ve´nements de probabilite´s
significatives susceptibles de se produire pendant la dure´e
h sont l’arrive´e d’un client (probabilite´ λh), le de´part d’un
client (probabilite´ µh, sauf si la file est de´ja` vide), ou` le








qui correspond aux courbes repre´sente´es en traits poin-
tille´s.
Compte tenu de ces re´sultats, il est plus sain de consi-
de´rer la parame´trisation θ = (ρ, α) = (λ/µ, µ−α) comme
sur la figure 2. Le plus frappant ici est que les perfor-
mances d’estimation pour ρ s’ame´liorent de manie`re mo-
notone avec h pour atteindre (pour les grandes valeurs
de h) l’information correspondant a` la loi stationnaire
Ipi(ρ) = 1/(ρ(1 − ρ)2). La figure 2 sugge`re que pour l’es-
timation de ρ, l’e´cart temporel entre les observations im-
porte peu, du moment qu’il est suffisant, et que la situation
la plus favorable correspond au cas de quasi inde´pendance
entre les observations successives (grandes valeurs de h).
Pour la diffe´rence des taux α, les performances d’estima-
tion sont faibles et se de´gradent assez rapidement lorsque
h augmente. Il est a` noter que dans le contexte de la me-
sure active de re´seau ou` l’observation se fait par e´mission
d’un paquet sur le re´seau, la plage de h qui semble la
plus favorable sur la figure 2 (temps de l’ordre du temps
moyen entre deux e´ve´nements) correspond en fait a` des
re´gimes tous a` fait irre´alistes dans lequel le trafic ge´ne´re´
par les paquets sondes n’est plus du tout ne´gligeable face
au trafic re´el de donne´es. Par conse´quent, la partie la plus
pertinente de la courbe est la partie droite qui montre une
se´ve`re de´gradation pour les performances d’estimation de
α (lorsque h augmente). Qualitativement, on obtient les
meˆmes conclusions pour toutes les files M/M/1 nettement
stables (telles que ρ soit nettement infe´rieur a` 1) ce qui
correspond au cas le plus repre´sentatif pour les mesures
de trafic de bout en bout.
6 Conclusions
L’approche pre´sente´e ci-dessus fournit une e´valuation
nume´rique des performances statistiques qui s’ave`re fruc-
tueuse en ce qu’elle permet effectivement de comparer di-
vers sche´mas d’e´chantillonnage propose´s dans la litte´rature,
dans le cadre d’un mode`le (Markovien) de file d’attente.
Il est e´galement possible d’e´tendre directement cette ap-
proche au cas du processus de charge de la file M/M/1
stable graˆce a` un re´sultat d’approximation du ge´ne´rateur.
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