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In the present study, the mechanisms of bed form generation are investigated by using 
a linear instability analysis approach. The linear analysis suggests that under bed-load 
sediment dominant conditions, two parameters play key roles in bed instability: the 
slope factor and the perturbed bed shear stress.  
 A conceptual bed-load transport model with a well-formulated slope term is 
introduced in the present study. The slope factor formulated in this bed-load model is 
different from those in all previous bed form studies, in that it is composed of two 
terms: one dependent on the ratio between critical and the skin-friction shear stresses, 
the other a constant. In contrast to previous studies, the conceptual bed-load transport 
model and its slope factor used here are validated and strongly supported by some 
relevant laboratory data. 
 A slip velocity model (SV-model) based on constant eddy viscosity assumption 
has been adopted by most previous sand wave studies to predict the perturbed bed 
shear stress. However, the slip velocity model in most of these studies neglects the 
correlation between the constant eddy viscosity and the associated slip factor. This 
enables those models to predict very good agreements via tuning the two parameters. 
In the present study, a slip velocity model is also proposed but the proper correlation 
between the two parameters is retained. In addition, another flow model, the 
GM-model, is also proposed in the present study based on a much more realistic 
near-bed linearly varying eddy viscosity. The validation of the flow models with some 
experimental data reveals that both flow models tend to under-estimate the magnitude 
of perturbed shear stress with the GM-model performing slightly better.  
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The models are applied to predict dunes in channel flows and the comparisons 
between predictions and measurements reveal that the wave numbers predicted by 
both models are smaller than the measurements. The GM-model affords slightly better 
agreements, but is by no means perfect.  
 Due to their importance in coastal waters, the effects of wind waves are taken into 
account for the first time ever in the present sand wave study. The analysis suggests 
that strong waves cause sand waves to decay, whereas weak and moderate waves may 
make sand waves grow. This prediction is supported by the observation of ephemeral 
sand waves in a surf zone area along the Florida panhandle. Another case study on 
sand waves along the Danish west coast reveals that the decrease of sand wave height 
in strong storm conditions during a few days is comparable to the increase of sand 
wave height by normal wave conditions during a few years. This indicates that 
observed sand wave equilibrium may be a result of balance between short-duration 
storm wave and long term mean wave conditions.  
 Improvements of the present model in future studies, e.g. improving the perturbed 
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In rivers, estuaries, coastal waters and the continental shelf seas, water motion over 
sandy beds often leads to the formation of regular bed-forms with various spatial 
scales. Depending on their characteristics, bed forms in rivers are usually classified as 
sand ripples, dunes and anti-dunes and sand bars, etc.. Current ripples are transverse 
bed forms, i.e. their crests are in the perpendicular direction to the flow, which 
normally have heights of less than 0.04m and lengths below 0.6m. Dunes have much 
larger dimensions than current ripples and may have heights up to several meters and 
wavelength up to hundreds of meters. Observations and measurements suggest that 
lengths of dunes are about 3-18 times of water depth (Yalin, 1977). Similar to current 
ripples, dunes are also transverse bed forms and have steep downstream slopes and 
mild upstream slopes. Anti-dunes (Yalin, 1977; Allen, 1982) have much different 
features from ripples and dunes as they occur only in strong super-critical flow. 
Compared with dunes, anti-dunes have smaller amplitude and a much more 
symmetrical sinusoidal stream-wise shape (Allen, 1982) and are in phase with 
somewhat steeper surface waves (Kennedy, 1963). Unlike current ripples and dunes 
which migrate downstream, anti-dunes move in the upstream direction. Another type 
of bed form in rivers, sand bars (Schielen, et al., 1993) usually have alternating 
transversal structures with wavelength of the same order as river width and height up 
to several meters. Sand bars propagate in the downstream direction at a speed of 
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several meters each day.  
 In coastal waters, bed forms are usually classified as ripples, mega-ripples, sand 
waves, sand ridges and sand banks, etc.. These bed forms are observed in various 
estuaries, coastal waters and continental seas all around the world, such as those in 
Long Island Sound, USA (Fenster et al., 1990), in the Northern Bering Sea (Field et 
al., 1981), on the continental shelf of the Sea of Japan (Ikehara, et. al., 1994), in the 
Yellow Sea, southwest Korea (Klein et al., 1982), in the Bahia Blanca Estuary, 
Argentina (Aliotta et al., 1987), in the Lower Cook Inlet, Alaska (Bouma et al., 1980), 
in the Southeast African continental margin (Flemming, 1980), in the North Sea 
(Terwindt, 1971; McCave, 1971; Langhorne et al., 1973; Anthony et al., 2002), in the 
Yangtze river estuary (Li et al., 2005). Off (1963) analyze the distribution of large 
sand bodies all over the world based on the bathymetric charts. 
 Among these bed forms in coastal waters, sand ripples (Blondeaux, 1990; Vittori 
et al., 1990) are known to occur on the sandy bed in the near-shore region and are 
induced by surface waves. They are also found on the surface of large bed forms in 
deeper waters. The wavelength of sand ripples is usually 6-12cm and the height up to 
several centimeters.  
 Mega-ripples occur frequently in the near-shore area (Gallagher, 2003) with 
wavelength of 1-5m and heights of about 10-50cm. They are also found on the surface 
of sand waves (Bartholdy et al., 2004) with lengths close to local water depth and 
heights up to half a meter. The formation mechanism of mega-ripples is not yet well 
understood.  
 Unlike rivers which have a limited dimension in the transverse direction, coastal 
waters have large spatial scales in all horizontal directions. This makes it possible to 
generate very large bed forms in coastal waters, e.g. sand banks and sand ridges. Tidal 
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sand banks and ridges Off, 1963; Huthance, 1982; Dyer and Huntley, 1999) are very 
large and nearly flow-parallel bed forms, which have wavelengths of 2-10km and 
heights of several tenths of meters. Sand banks and ridges hardly move and their 
crests are oriented slightly cyclonic with respect to the principal tidal flow.  
 Sand waves (Off, 1963; Hulscher, 1996; Nèmeth et al., 2002; Anthony and Leth, 
2002) usually have wavelengths from several tenths of meters to hundreds of meters 
and height of several meters. They have nearly symmetrical sinusoidal shape in the 
direction of the principal tidal current. Similar to dunes in rivers, sand wave lengths 
are also several times the local water depth.  
 A thorough review of sedimentary structures in both unidirectional and 
multi-directional flows was given by Allen (1982). Blondeaux (2001) reviewed the 
mechanics of sandy bed forms in coastal waters. Dyer and Huntley (1999) analyzed 
very large bed forms, sand banks and sand ridges, including their origin, classification 
and modeling in continental shelf seas. 
 Among all types of natural sandy bed forms, dunes in alluvial rivers and sand 
waves in coastal waters have relatively large size and high migration speeds. These 
features make dunes and sand waves great concerns in engineering as they could 
significantly influence the safety of navigation, underwater structures as well as water 
environment. Consequently, understanding the mechanisms of dune and sand wave 
formation has significant importance from a practical point of view, since it would 
enhance the overall safety of riverine and coastal environments.  
 
1.2 Literature review 
By means of mathematical models, many studies have been done to explore the 
formation mechanism of dunes in alluvial rivers and sand waves in coastal waters. 
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Generally, two types of mathematical models have been employed. One is potential 
flow models that neglect viscous effect and the other is rotational models that consider 
viscous effect. Early investigations of bed instability in alluvial channels were mainly 
using potential flow models (e.g., Kennedy, 1963; Kennedy, 1969). Later works on 
bed form generation in alluvial channels (e.g., Engelund, 1970; Fredsøe, 1974; 
Richards, 1980) and nearly all sand wave studies (e.g., Hulscher, 1996; Komorova 
and Hulscher, 2000; Gerkema, 2000; Besio et al., 2003; Nèmeth, 2003) are based on 
rotational flow models.  
 
1.2.1 Studies on bed form generation in open channels 
Prescribing an arbitrary lag distance between potential flow and sediment transport, 
Kennedy (1963, 1969) proposed a potential model to predict occurrences of a set of 
bed forms, including ripples, dunes and anti-dunes, and obtained good agreements 
with experimental data in flumes. The major weakness of Kennedy’s model is that the 
phase shift is prescribed rather than computed from a rigorous mathematical 
formulation.  
  Taking into account of viscous effects, Engelund (1970) developed a rotational 
analysis model to predict the formation of anti-dunes. In his model, the eddy viscosity 
is assumed to be constant, which leads to a slip velocity at the bottom and a slip factor 
in the bottom boundary condition. Both suspended load and bed-load sediment 
transports are taken into account. This model is able to predict the occurrence of 
anti-dunes. Since the bed slope effect is not included, the model cannot predict dune 
formation. Engelund’s (1970) model was improved by Fredsøe (1974) by inclusion of 
a slope term in the bed-load transport model to predict both dunes and anti-dunes. In 
this bed-load model, the constant bed slope factor is quite different from that adopted 
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in some other bed-load transport models e.g., Bagnold, 1956; Madsen, 1993). This 
difference leads to a much smaller bed slope term predicted by Fredsøe’s model, and 
therefore leads to more unstable beds.  
 Richards (1980) proposed a linear analysis model with a more advanced turbulent 
scheme by employing a turbulent closure model, in which the eddy viscosity is solved 
from the flow condition. Considering bed-load sediment transport only, his model is 
capable of predicting both current ripples that are shown to have length depending on 
bottom roughness and dunes with length related to the water depth. The more realistic 
turbulence formulation in this model makes the predicted basic state and perturbed 
flow structures much more realistic than those computed by the models with constant 
eddy viscosity (e.g., Engelund 1970, Fredsøe 1974). One weakness is that the neglect 
of suspension effect makes the model less capable for conditions with fine sediments 
and strong flows. In addition, the author derived the bed slope term by combining 
Bagnold’s (1956) bed-load transport model and the bed slope term proposed by 
Fredsøe (1974). This combination yields another type of bed slope factor that leads to 
more significant bed slope effect than that of Fredsøe’s model and other bed-load 
models (e.g., Bagnold’s 1956; Madsen, 1993).  
 
1.2.2 Studies on sand wave formation in coastal waters 
In contrast to dune studies, almost all sand wave studies are carried out using 
rotational flow models.  
 A mathematical analysis on sand wave formation has been conducted by Hulscher 
(1996) by solving a three dimensional flow model, in which a constant eddy viscosity 
is presumed and a bed-load sediment transport model that neglects critical shear stress 
is applied. This model is able to predict the occurrence of both sand banks and sand 
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waves. A diagram is presented in the paper to provide the separation condition for the 
occurrence of different types of bed configurations, such as sand banks, sand waves, 
sand ridges and flat bed, depending on the different values of slip factor and eddy 
viscosity. A significant weakness of this model is that the constant eddy viscosity and 
slip factor are chosen arbitrary and independently, which neglects the physical 
inter-dependence between these two parameters. This makes the predictions and the 
diagram in the paper less meaningful.  
 Extending the work of Hulscher (1996), Komarova and Hulscher (2000) studied 
sand wave generation by using a two dimensional flow model based on the constant 
eddy viscosity assumption and a bed-load transport model. The effect of eddy 
viscosity perturbation is explored in the study by presuming a bed wave related 
expression of eddy viscosity perturbation. The result suggests that the incorporation of 
the perturbed eddy viscosity causes the decay of very long bed waves. The real case 
study in the paper shows that the model-predicted sand wave length matches the 
observations quite well. However, the arbitrary choice of the eddy viscosity and the 
associated slip factor were again chosen independently and the significance of the 
model’s ability to achieve the good agreements with measurements may therefore be 
questioned. In addition, the slope factor in the bed-load transport model is treated as 
an independent variable in the paper although it has been derived in the paper that this 
factor is related to bed shear stress. This also contributes to obtain the good agreement, 
since this may be obtained by adjusting the value of the slope factor. Furthermore, the 
neglect of a critical shear stress in the bed-load transport model results in physically 
unrealistic predictions as the good agreement in the paper is actually obtained for 
conditions in which no transport should be taking place.  
Also employing a flow model with constant eddy viscosity model and a bed-load 
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transport model, Gerkema (2000) investigates the sand wave formation by solving for 
the perturbed flow using three different approaches, i.e. an asymptotic expansion 
method, a convergent power-series method and the method of harmonic truncation 
that was also adopted by Hulscher (1996). The differences of the three approaches are 
discussed in the paper. In the study, the basic tidal flow solution is represented by a 
quasi-steady solution. This simplification requires the local water depth is much 
smaller than the tidal boundary layer thickness. This criterion can be readily satisfied 
if the constant eddy viscosity is chosen arbitrary as done in the paper. However, this 
may result in unrealistic conditions. Additionally, the critical shear stress effect is also 
neglected in this study, which leads to similar problems in the case study as those 
mentioned for Komarova and Hulscher’s (2000) study, i.e. good agreement is 
obtained for conditions of no sediment transport.  
A recent analysis on sand wave formation with a constant eddy viscosity model 
by Besio et al. (2003) has incorporated the critical shear stress in the bed-load 
transport model. In addition, although still being selected separately, the correlation 
between the constant eddy viscosity and the associated slip factor is recognized in the 
paper in a similar way to that in the dune studies of Engelund (1970) and Fredsøe 
(1974). The quasi-steady tidal flow solution proposed by Gerkema (2000) is also 
applied in this study. And the slope term proposed by Fredsøe (1974) is employed in 
this study with selection of an even smaller slope factor than the one originally 
suggested. This small slope factor may play an important role in obtaining good 
agreement with observations in the real case study.  
Most recently, Blondeaux and Vittori (2005a, 2005b) developed a three 
dimensional linear model by prescribing a vertical eddy viscosity profile. This eddy 
viscosity model leads to the logarithmic profile of velocity. With consideration of both 
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bed-load and suspended load transport, the model is applied to simulate the evolution 
of a general bed form, such as a trench. With the same model, Besio et al. (2006) 
analyzed the formation of sand waves as well as large scale sand banks. These are the 
first linear analysis models on sand wave formation with a realistic eddy viscosity 
model. One problem in these studies is the bottom boundary condition, since it 
requires the bed roughness parameter to be much larger than the amplitude of the bed 
disturbance to ensure the validity of Taylor series expansion. As the consequence, the 
disturbance amplitude must be required to be much smaller than the sediment 
diameter, which is a somewhat unrealistic situation.  
 
1.2.3 Weaknesses in previous studies 
As described above, the mechanisms of bed form generation have been explored in 
many studies. The models proposed in all previous studies are able to predict bed 
form occurrences and obtain quite good agreement with observations. However, some 
of these good agreements are potentially due to the weaknesses or deficiencies in 
these models and their application. These weaknesses include the neglect of 
correlation between the constant eddy viscosity and the associated slip factor in the 
slip velocity models, the application of non-verified slope factors in bed-load 
transport models, etc..  
In addition, it is well known that wind waves could have a significant influence 
on sediment transport in coastal waters since they are able to markedly enhance 
near-bed turbulence. As a result, the wind wave effects on sand wave generation could 
be significant and therefore should be taken into account in studying sand wave 
formation. In Besio et al.’s (2006) study, wind wave effects have been formally 
included in the sediment transport model. However, no analysis is presented in which 
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wind wave effects on sand wave formation have been quantitatively accounted for. 
Surprisingly, it seems that no bed form analysis study has ever verified the chosen 
model’s capability of predicting perturbed bed shear stress, although this is a key 
parameter in predicting bed instabilities. In fact, some relevant experimental data on 
shear stress over a wavy bed are available for this purpose, such as Hsu and Kennedy 
(1971), Thorsness (1975), Zilker et al. (1977). The same problem exists in the 
determination of bed slope factor in bed-load transport models. Although several 
types of slope factors have been proposed, no one appears to have validated the 
particular choice of slope factor with experimental data. This results in slope terms 
predicted by different linear models showing significant differences, e.g. for a typical 
flow condition, the value of the slope term computed by Gerkema’s (2000) model 
could be several times larger than that computed by Fredsøe’s (1974) and Besio’s 
(2003) models, or it, could be several times smaller than that computed by Richards’ 
(1980) model.  
As introduced in Section 1.1, sand waves in coastal waters have some similar 
features to dunes in alluvial channels, e.g. both of them have length of several times 
the local water depth. Moreover, the quasi-steady tidal flow solution has been used in 
some sand wave studies, i.e. an oscillatory tidal flow is represented by a sequence of 
steady flows. Despite these similarities, no sand wave study has tried to use the 
readily available dune data to validate the sand wave model.  
 
1.3 Motivations 
Since sandy bed forms may be considered associated with some sort of bed instability, 




 To carry out a linear instability analysis, it is necessary to define a basic state and 
introduce a disturbance which will generate a perturbed state. For bed instability 
problems, the basic state can be defined as a plane bed condition and the disturbance 
is therefore a small bed level change. Then, the basic and perturbed state flows and 
sediment transport rates can be solved by relevant models. The evolution of the bed 
disturbance can then be examined and the bed instability status can then be 
determined.  
 It is known that the flow in nature, such as in alluvial rivers and coastal seas, is 
totally turbulent flow and extremely complicated. To accurately model the flow field, 
an appropriate turbulent closure scheme must be obtained. In considering the 
applicability and simplicity in the linear analysis, an eddy viscosity model could be a 
good choice among different types of turbulent closure models. According to the 
“Law of The Wall”, the near bed eddy viscosity is proportional to the distance from 
the bed and friction velocity, i.e. zut *∝ν (seen in Figure 1.1a). This eddy viscosity 
model leads to the logarithmic velocity distribution near the bed (seen in Figure 1.1b).  
 











 Even though the linearly varying eddy viscosity model is very simple, the 
problem is still complicated as the large near bed velocity gradient of the logarithmic 
velocity distribution may cause some difficulties in the linear analysis approach. To 
overcome this difficulty, the eddy viscosity model can be further simplified to its most 
simple form, i.e. a constant (seen in Figure 1.1c), which leads to a pseudo-laminar 
flow. This constant eddy viscosity model has been widely employed in previous bed 
instability studies (Engelund, 1970; Fredsøe, 1974; Gerkema, 2000; Komorova and 
Hulscher, 2000; etc.). Corresponding to the constant eddy viscosity, a slip velocity at 
the bed must be introduced and a polynomial velocity profile will be obtained (seen in 
Figure 1.1d). To close the system with this slip velocity, an additional bottom 
boundary condition is commonly introduced to connect bed shear stress to the slip 
velocity through a parameter, the slip factor. Just as the constant eddy viscosity, this 
slip factor is related to other parameters.  
Obviously, the slip velocity model with constant eddy viscosity predicts a very 
unrealistic near-bed velocity structure, which may cause some problems because 
near-bed flow structure is very important to bed shear stress prediction and sediment 
transport calculations. Therefore, it would be better if we could reduce the complexity 
of the real problem and, at the same time, retain the more realistic near-bed flow 
structure. To realize this, we may make use of the similarity between the perturbed 
flow over a wavy bed and an oscillatory wave motion, in which the former oscillates 
in space and the latter oscillates in time. If the spatial oscillation can be transformed 
into the oscillating motion in time, the perturbed flow can be solved by using an 
existing wave boundary layer model, such as the wave-current interaction model 
proposed by Grant and Madsen (1979).  
 This transformation can be done in the following way. Looking at a steady 
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uniform flow U over a stationary wavy bed as shown in Figure 1.2a, the bed-induced 
perturbed flow oscillates in space. Now, if we assume an observer to move together 
with the current, i.e. at the speed U ,  s/he would experience an periodic motion at 
the period of ULT /= with L the bed wave length. Consequently, the spatially 
perturbed flow can be transformed to an oscillatory flow in time as shown in Figure 
1.2b, in which the time varying motion has period ULT /=  and angular frequency 
kU=σ with k being the bed wave number. With this transformation, the total flow 
can be expressed as the sum of base flow U  and the periodic perturbed flow 
ikxeu ~' , which is the same as the combined flow of wave motion tieu σ~'  and 
steady current U . Therefore, a wave current boundary layer solution can be applied 









Figure 1.2 Illustration of transform of spatial varying perturbed flow into temporal 











1.4 Limitations of linear instability analysis 
Linear instability analysis has been widely used to study bed form generation because 
it is relatively simple and usually gives rise to analytical solution. However, it does 
have some disadvantages. The major one is that it requires the bed slope to be very 
small so that the flow over the bed wave surface can be approximated by linear flows. 
This means that the linear stability analysis is only valid to the bed forms with very 
mild slopes, such as bed forms at their initial stages. Unfortunately, most observed 
bed forms are in the fully developed stages. Therefore it needs to be very careful 
when comparing predictions from linear stability analysis method with observations. 
Most previous bed form studies didn’t discuss the validity of linear model application 
in predicting fully developed bed forms, such as dune studies by Kennedy (1963), 
Englund (1970) and Fredsøe (1974), etc. and sand wave studies in coastal waters, 
such as Komorova and Hulscher (2000), Gerkema (2000), Besio, et al. (2003), etc.. 
Dunes and sand waves are the main concerns in the present study. Fully 
developed dunes in rivers and flumes have asymmetrical shape with very steep 
downstream slope which causes significant flow separation and therefore the flow 
over dunes is fully nonlinear flow. Mclean (1990) discussed the effect of flow 
separation on dune formation and pointed out that the nonlinear effect is significant 
due to flow separation. Hence, it is hard to judge the linear model’s capability via 
comparing predicted wavelength with fully developed dunes as it is very likely that 
the dune length at very initial stage is different from that in fully developed state. 
Much different from dunes, most observed sand waves (such as Anthony and Leth, 
2002 and Németh, 2003) have much smaller slopes and quite symmetric shapes due to 
oscillatory tidal flows. Therefore, the linear stability analysis is usually invalid for 




The overall objective of the present study is to seek a better understanding of the 
mechanism of the formation of large scale sandy bed forms, such as dunes in rivers 
and sand waves in coastal waters. To realize this objective, appropriate flow models 
and sediment transport models must be utilized. Most importantly, the weaknesses 
existing in previous studies need to be improved. In particular, to achieve this goal, 
the following tasks have been identified: 
• Develop a more rigorous slip velocity flow model with consideration of the 
correlation between the constant eddy viscosity and the associated slip factor.  
• Develop a more advanced flow model based on a linearly varying eddy 
viscosity model to avoid the unrealistic near-bed velocity structures predicted 
by the slip velocity model. 
• Validate and compare the two flow models by using experimental data on bed 
shear stress on a wavy boundary. 
• Propose a well formulated bed-load transport model with the slope term being 
verified by comparison with experimental data.  
• Apply the models to investigate dune formation in open channel flow. 
• Propose a sediment transport model for combined wave-current condition to 
fully take into account the wave effect on sediment transport and apply the 
model to the prediction of sand wave formation in coastal waters and 





1.6 Thesis outline 
In this thesis, the mechanisms of the formation of dunes and sand waves are explored 
by using a linear instability analysis approach. The effects of wind waves on sand 
wave formation are investigated by means of a wave-current interaction model.  
 In Chapter 2, a conceptual bed-load sediment transport model is introduced and 
validated with laboratory data in steady channel flow and in unsteady wave motion. In 
Chapter 3, the essence of the bed instability is presented to demonstrate the key roles 
played by the perturbed bed shear stress and the slope factor in predicting bed form 
generation for bed-load dominant conditions. Then two types of slope factor models 
are compared in Chapter 4 and the one that is validated by experimental data is 
chosen as our subsequent analysis of bed form instability. In Chapter 5, two linear 
flow models are developed to calculate perturbed bed shear stress, in which one is 
based on the linearly varying eddy viscosity and the other is in accordance with a 
constant eddy viscosity and associated slip factor. Having the slope factor and 
perturbed bed shear stress formulations available, the dune formation in open channel 
flow is investigated in Chapter 6. In Chapter 7, sand wave formations in coastal 
waters with wind wave effects are studied. As a prerequisite to this, a wave-current 
interaction model is introduced to compute bed shear stress for combined 
wave-current flows and a bed-load transport model accounting for wind wave effects 
is derived. Finally, some concluding remarks and suggestions on future work are 





BED-LOAD SEDIMENT TRANSPORT MODEL 
 
To investigate the mechanism of sandy bed form generation, a sediment transport 
model must be well formulated because the bed forms are formed due to sediment 
motion. In this chapter, a conceptual bed-load sediment transport model proposed by 
Madsen (1991 and 1993) is introduced and validated by experimental data.  
 
2.1 General formulation 
Assuming a sediment grain on a submerged sloping bed is in its critical state of 





































    (2.1a) 
Where d is sediment diameter, DC is the fluid drag coefficient, sρ  is density of 
sediment,  ρ is density of water, β,cru  is the critical flow velocity for initiation of 
sediment motion on the inclined bottom, g is the gravitational acceleration, β is the 
angle of the inclined bottom which is taken positive for upslope in the flow direction, 




























         (2.1b) 
In the above, we obtain the critical drag velocity by analyzing immobile sediment 
grains in their critical stage. If the sediment grain starts to move, either rolling or 
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sliding on the sloping bed, the situation will be different. Similarly, the balance of the 
fluid drag, gravity and dynamic frictional forces gives 
 


































  (2.2a) 
Where mφ is the dynamic friction angle, fu is a characteristic fluid velocity and su is 































       (2.2b) 
Thus, we can obtain the expression for the velocity of a sediment grain su by 










crfs uuu           (2.3) 
If the instantaneous skin-friction shear stress ( )tbsτr  is greater than the critical 
shear stress, i.e. the sediment is moving, the excess skin friction βττ ,crbs −
r
 must be 
carried by moving sediment grains. Defining the number of grains in motion per unit 
area, i.e. the number density, to be N, the excess skin friction will be equal to the total 
drag force on all moving grains in a unit area. Considering the drag force on a single 
























   (2.4) 







dN pi represents the volume of moving sediment per unit area. 
With the velocity of sediment grains expressed in (2.3), we can write the bed-load 
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sediment transport rate as 
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   (2.5) 
Following Madsen (1991), the fluid velocity fu and β,cru  which are used to 
compute the fluid drag force can be taken as the flow velocity at dz 8.0=  in the 
logarithmic velocity profile with bottom roughness dkN = . Thus, the fluid velocity 











and ρτ βββ /88 ,,*, crcrcr uu =≈ with *u  and β,*cru the shear velocity and the critical 
shear velocity respectively. With this relation, we have the instantaneous bed-load 
transport rate 













































    (2.6) 
In addition, since 2
,
2
,*, βββ ρτ crcrcr uu ∝= , it can be readily obtained from (2.1b) 
that the relation between the critical shear stress on a sloping bed βτ ,cr  and that for a 



















           (2.7) 
The critical shear stress crτ for a horizontal flat bed can be computed by using the 
formula employed by Herrmann and Madsen (2007) to represent Shields Criterion for 
initiation of motion 






       (2.7a) 
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=  is 
the fluid-sediment parameter introduced by Madsen and Grant (1976).  
 
2.2 Determination of friction angles 
From the bed-load sediment transport formula, (2.6), it can be seen that the friction 
angles mφ and sφ must be obtained before we can compute the bed-load transport 
rates based on given sediment diameter, shear velocity and bed slope. The dynamic 
friction angle of grains in neutral shearing granular flow has been measured by 
Bagnold (1954) for wax grains with diameter of 1.3mm and density close to water 
density. Bagnold’s study suggest that this angle has a constant value of about 37 
degree in the so-called macro-viscous flow region in which the flow is very weak and 
viscous effects dominate. On the other hand, at high flow speed or so-called 
grain-inertia region, the value of this angle is close to o18 . As bed-load transport in 
nature is usually in grain-inertia region, it can be deduced from Bagnold’s 
experiments that the dynamic friction angle is about o18=mφ . However, Hanes and 
Inman (1985) pointed out that the neutral buoyancy condition in Bagnold’s 
experiments may not be able to represent a realistic situation and their measurements 
on more realistic grains, glass beads with diameter of 1.1 mm and 1.85mm, show that 
the dynamic friction angle is about o32=mφ  in fully shearing grain motion in water 
and about o26=mφ in partially shearing grain motion.  
In his study on avalanching of granular solids on slopes, Allen (1970) measures 
the “angle of initial yields”, which can be considered as the static friction angle sφ , 
and also the angle of the slope at which avalanching starts, which is equivalent to the 
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dynamic friction angle mφ . Allen’s experimental results are summarized in Table 2.1 
for natural sands in water and in Table 2.1 for glass beads in water. The results suggest 
that the friction angles for glass beads are about 10 degrees smaller than those for 
natural sands. Allen’s experimental results reveal that the application of friction angles 
obtained in experiments by using non-natural sands, such as Bagnold’s (1954) and 
Hanes and Inman (1985), to natural sediment transport may not be appropriate. If 
excluding the case with very coarse sand of 3.17mm in Table 2.1, Allen’s 
measurements give an average static friction angle of about o8.46  and an averaged 
dynamic angle of o5.32 . The measurements of critical shear stresses on sloping beds 
in the experimental work of Luque and Beek (1976) also suggest the static friction 
angle is close to o47 .  
According to the experimental results and for convenience, we may choose the 
dynamic friction angle of o30=mφ  and the static friction angle of o50=sφ  to be 
used in the present bed-load transport model given by (2.6). These two values of 
friction angles lead to the value of 7.0tan/tan ≈sm φφ which is consistent with 
measurements obtained in Luque and Beek’s (1976) experiments. 
 
Table 2.1 Allen’s (1970) experiments for natural sands 
cases 1 2 3 4 5 6 7 
Grain size (mm) 0.27 0.37 0.48 0.89 1.04 1.77 3.17 
)(osφ  44.6 48.1 46.3 46.6 46.9 48.2 53.1 






Table 2.2 Allen’s (1970) experiments for glass beads 
Cases 1 2 3 4 5 
Grain size (mm) 3.07 0.62 0.47 0.3 0.26 
)(osφ  34.5 32.6 31.2 30.7 31.6 
)(omφ  24.1 23.2 22.6 23.5 23.6 
 
With these values for friction angles, the bed-load transport formula (2.6) can be 
written as 












































   
 (2.8a) 
If the bottom is flat, i.e. 0=β , the formula can be simplified to 
 
( ) ( ) [ ]

























         (2.8b) 
2.3 Validation of the model 
In deriving this bed-load transport model, it is assumed that sediment grains roll or 
slide on the inclined bottom. This indicates that the present model can be expected to 
work well in relatively weak flow because sediment grains jump or even go beyond 
jumping and go into suspension when the flow is strong. To check the capability of 
the present bed-load model in predicting bed-load transport in weak flow and also in 
moderate and strong flow conditions, some comparisons between the model 
predictions and experimental data are shown here for bed-load transport in steady 
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channel flows and unsteady wave motions.  
2.3.1 Bed-load transport in steady channel flow 
A large number of experiments have been carried out to measure bed-load transport 
rates in channel flows corresponding to a negligible bed slope, i.e. 0≈β , such as the 
measurements of Meyer-Peter and Mueller (1948) in low transport situations, 
Gilbert’s (1914) measurements in relatively moderate transport situations and 
Wilson’s (1966) work in high transport conditions. The data from these three studies 
are used here to validate the present conceptual bed-load transport model. In addition, 
the results predicted by the bed-load model proposed by Meyer-Peter and Muller 
(1948) (MPM model) are also shown for comparison, since the MPM model has been 
applied to several studies on bed form generation (Fredsøe, 1974; Komorova and 







=Φ           (2.9) 
Where the Shields Parameter Ψ  corresponding to skin friction shear stress is 





=Ψ . For convenience, the present bed-load transport model 
for 0=β , (2.8b), can be expressed in terms of the Shields Parameter as 
 
( )( )crcr Ψ−ΨΨ−Ψ=Φ 7.09.13           (2.10) 
To make comparisons with experimental data, we may select the constant critical 
Shields Parameter 047.0=Ψcr  and then plot the lines of Φ versus Ψ  for plane 
near- horizontal bed conditions. Results are shown in Figure 2.1 together with the 
three sets of experimental data. It can be seen from the figure that the present model 
predicts bed-load transport rates in better agreement with experimental data than the 
MPM model for nearly all flow conditions, especially for strong flow condition.  
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Figure 2.1 Comparison with the MPM model and measurements 
 
To more precisely see the difference between the present bed-load model and the 


















          (2.11) 
Where ΨΨ== // crbscrcr ττµ  .  
It can be readily shown that the ratio has a value of 3=bedloadR  for 0=crµ  
and ∞=bedloadR  for 1=crµ . The infinite value for 1=crµ means nothing as both 
models predict near zero transport rates for 1→crµ . The value of this ratio for all 
values of crµ  between 0 and 1 are computed numerically and plotted in Figure 2.2. 
The results suggest that the ratio has a minimum value of about 24.1=bedloadR  at 
49.0=crµ . Therefore, the present model always computes larger bed-load transport 
rates than the MPM model. This ratio increases from the minimum value to 3  
when crµ  approaches zero. This difference may be significant as small crµ usually 
corresponds to strong sediment transport condition.  
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Cheng (2002) computed the ratio 2/3/ ΨΦ=C  based on measurements of 
Wilson (1966) in strong flow condition where 0=Ψcr  can be assumed. Cheng’s 
regression suggests 13≈C . Obviously, the present model has 9.13=C  whereas the 
MPM model gives 8=C . This is the reason why the difference between the two 
model predictions in strong transport condition is significant as seen in Figure 2.1. 
Therefore, the MPM model is not a good choice to compute bed-load transport rate in 
strong transport condition, i.e. strong flow or fine sediment condition. In fact, Yalin 
(1977) advised not to use this MPM model for sediment transport with grain size 
smaller than 2mm.  
 
Figure 2.2 Variation of the ratio between the transport rate computed by the present 
bed-load transport model and that computed by the Meyer-Peter and Muller’s model 
versus the ratio between the critical shear stress and the skin friction. 
 
2.3.2 Bed-load transport induced by unsteady wave motion on horizontal beds 
In the preceding section, we showed that the present conceptual bed-load transport 
model is in good agreement with experimental data for steady channel flows in weak, 
moderate and strong transport conditions, even though it is assumed that the sediment 
grain rolls or slides on the bed in deriving the model. Since the bed-load transport 


























model is also supposed to apply to combined wave and current conditions in the 
present bed instability study, it is worthwhile to check the model’s capability of 
predicting sediment transport in unsteady wave motion. Some comparisons of this 
kind have been conducted by Gonzalez-Rodriguez and Madsen (2007) by using the 
experimental data measured by King (1991). The results suggest that this model is 
able to predict quite good agreements for the condition of 7.2/
*
<fwm wu  with wmu*  
the maximum wave shear velocity and fw  the fall velocity of sediment particles. In 
this section we provide additional comparisons between the model predictions and 
King’s experimental data. 
Three types of sediments were used in King’s experiments, which have grain 
sizes of 0.135mm, 0.44mm and 1.1mm, respectively. For each type of sediment, a 
variety of wave conditions are applied to investigate bed-load transport in a half 
period wave cycle. To compute the bed-load transport rates, we calculate the 
maximum bottom wave stress 2





















































    (2.13b) 
Where  wf  is the wave friction factor, bmU  is the maximum bottom wave orbital 
velocity, and wω  is the angular frequency of waves.  
 Based on wave parameters in the experiments and equation (2.12), the computed 
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ratios fwm wu /* are larger than 1.6 for all the cases with fine sediment, 0.135mm. The 
values of fwm wu /*  for the other two coarse sediments are all smaller than about 1.2, 
with the maximum value of fwm wu /*  for the 0.44mm sediment being 1.22 and for 
the 1.1mm sediment about 0.64. This implies that the bed-load sediment transport 
should be dominant for the two coarse sediment cases. As indicated by 
Gonzalez-Rodriguez and Madsen (2007), some of the cases with 0.135mm sediment 
should also be bed-load dominant cases. However, it is hard to say that the present 
bed-load model can be employed to predict sediment transport rates for conditions 
with fwm wu /*  smaller than a certain value such as 2.7. One sure thing is that the 
model should perform better for conditions with smaller value of fwm wu /* . Therefore, 
it is necessary to examine the comparisons between the measurements and predictions 
before applying the present bed-load model in our linear instability study.  
To make the comparisons, we compute the non-dimensional bed-load transport 
rates Φ as defined in (2.9) for the measurements and predictions. The results are 
plotted in Figure 2.3a for all experimental cases with horizontally flat bed and 
7.2/
*
<fwm wu . The results in Figure 2.3a suggest that the bed-load model is able to 
predict bed load transport rates in quite good agreement with measurements. 
Assuming the ratio between the measurements and predictions is a constant, i.e. 
1/ PPM =ΦΦ , the linear regression based on the data in Figure 2.3a leads to 
91.01 ≈P (with standard error of 01.0± ) which reveals that the model over-predicts 
the bed-load transport rates by about 10%. The linear regression also gives 89.02 ≈R
which means that the fitted line represents the variation of the data quite well. In 
addition, it may be worth to take a look at the mean and deviation of the logarithmic 
values of the ratio PM ΦΦ / , i.e. ( )PM ΦΦ /ln . Basic statistical analysis of the data 
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of ( )PM ΦΦ /ln  shows that the mean is -0.068 and the standard derivation is 0.824, 
which correspond to the exponential values of 0.934 and 2.3. This suggests that the 
mean of PM ΦΦ / is about 0.934 and the bed-load transport model is able to predict 
bed-load transport rate within a factor of 2.3, compared to the measurements.  
Although quite good agreements are obtained for data shown in Figure 2.3a, it is 
apparent that the data with fine sediment of 0.135mm (black squares) seem more 
scattered than most of the data corresponding to the two coarser sediments. 
Meanwhile, as mentioned above, all cases with 0.135mm sediment have the value of 
fwm wu /* greater than 1.6 which is bigger than the largest value of fwm wu /* for the 
coarser sediments. It is therefore worthwhile to take a look at the data exclusively for 
the two coarse sediments. The results are shown in Figure 2.3b, in which the best 
fitted line has the slope of 0.90 that is a bit smaller than the one with inclusion of fine 
sediment cases in Figure 2.3a. However, the value of 92.02 =R is larger than the one 
in Figure 2.3a. The statistical analysis of the ratio ( )PM ΦΦ /ln  based on the data in 
Figure 2.3b gives the mean and standard deviation of 0.003 and 0.696, respectively. 
These suggest that the mean of PM ΦΦ /  is about 1.003 and the present bed-load 
model can predict the bed-load transport rate within a factor of 2.01. These statistical 
analysis results are better than those with inclusion of 0.135mm sediment data. 
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Fitted line (red): ΦM=P1*ΦP 
  
Chi^2 =  0.07495














Fitted line (red): ΦM=P1*ΦP
  
Chi^2 =  0.0524
R^2 =  0.92471
  
P1 0.89547 ±0.01294












Figure 2.3 Measured and predicted bed-load transport rates averaged over a half wave 
cycle on a flat bed: (a) data with 0.135mm sediment cases; (b) data without 0.135mm 
sediment cases. The black solid line represents the ratio 1:1 between predictions and 




2.3.3 Bed-load transport induced by unsteady wave motion on sloping beds 
As the present instability study should be able to deal with sediment transport on an 
inclined bottom, it is necessary to validate the present bed-load transport model is 
prediction of sediment transport on sloping beds. There are some measured data in 
King’s (1991) experiments, which can be used for this purpose. Similar to the data on 
horizontally flat beds, the same three types of sediments are used in King’s 
experiments on sloping beds, i.e. 0.135mm, 0.44mm and 1.1mm. The comparisons of 
measured and predicted (from equation 2.8a) averaged non-dimensional bed-load 
transport rates on the inclined bottom are shown in Figure 2.4a for all three sediments 
and in Figure 2.4b for the two coarser sediments.  
It can be seen from Figure 2.4a that the best fitted line has a slope of 0.81, which 
means that the model over-predicts bed-load transport rates by about 20%. The large 
value of 96.02 =R suggests that the fitted line represents the data variation very well. 
The statistic analysis on the logarithmic values of the ratios ( )PM ΦΦ /ln  in Figure 
2.4a shows that the mean of PM ΦΦ / is 0.756 and the predictions agree with 
measurements within a factor of 1.51. It can be seen that the model predictions show 
poorer agreement with measurements for sloping bed cases than for the flat bed cases 
shown in Figure 2.3a, but have relatively smaller deviations.  
It is obvious in Figure 2.4a that the two fine sediment cases (two sets of black 
squares with one for up-slope motion and the other for down-slope motion) leads to a 
smaller slope of the fitted line as both of them fall well below the line of perfect 
agreement. It is evident that the bed-load transport rate for horizontal bed conditions 
with the same wave and sediment conditions (the second set of black squares from the 
right in Figure 2.3a) is larger than either set of transport rates shown in Figure 2.4a. 
This is inconsistent with physics as sediment transport rate must be larger on a 
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downward slope in the flow direction than that on a zero-slope bed. This suggests that 
this group of data may not be reliable. Thus, we exclude the two fine sediment cases 
and plot the coarser sediment data in Figure 2.4b. The best fitted line has a little better 
slope of 0.82 and the value of 97.02 =R , compared to 0.81 and 0.96 in Figure 2.4a. 
The statistical analysis on the values of ( )PM ΦΦ /ln  also gives a little better value 
of mean and the factor of accuracy for PM ΦΦ / , which are 0.788 and 1.46 compared 
with 0.756 and 1.51 for the data in Figure 2.4a. 
 











Fitted line (red): ΦM=P1*ΦP 
  
Chi^2 =  0.04123
































Fitted line (red): ΦM=P1*ΦP 
  
Chi^2 =  0.02872


















Figure 2.4 Measured and predicted bed-load transport rates averaged over a half wave 
cycle on a sloping bed: (a) data with 0.135mm sediment cases; (b) data without 
0.135mm sediment cases. The black solid line represents the ratio 1:1 between 
predictions and measurements and the red lines are the best linear fitted lines. 
 
2.4 Summary of bed-load formulation 
In this chapter, a conceptual bed-load transport model (Madsen, 1991 & 1993) has 
been introduced. It is expressed by 












































    (2.14) 
Where 
ρ =density of water  
ρρ /ss = = specific weight of sediment with sρ the density of sediment 
β =the angle of the inclined bottom which is taken positive value for upslope in 
the flow direction 
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81.9=g =the gravitational acceleration 
o50=sφ =the static friction angle  
o30=mφ =the dynamic friction angle  
bsτ
r
= the instantaneous bed shear stress 
βτ ,cr = the critical shear stress for initiation of sediment motion on an inclined 



















 with crτ  obtained from the Shields Diagram or 
computed by (2.7a). 
In this bed-load transport model, the values of friction angles, i.e. o50=sφ  and 
o30=mφ , have been validated by using relevant experimental data in Section 2.2. The 
comparisons with experiments suggest that this conceptual bed-load transport model 
is able to predict bed-load transport rates in good agreements with experiments in 
both steady channel flow and unsteady wave motion as discussed in Section 2.3. The 
comparisons with experiments in wave motion also suggest that 7.2/
*
<fwm wu
appears to be a reasonable criterion for assuming bed-load to be the dominant 
transport mode. Most important in the present context, this model has the rigorously 
verified bed slope effect that is very important in bed instability analysis. Overall, 
comparisons in Section 2.3.1 suggest that the present conceptual model is superior to 
the MPM model which has been adopted in several other bed form studies. 
Consequently, we should be confident in applying this conceptual bed-load transport 
model in our bed instability analysis, both for dunes in channel flow and sand waves 




THE ESSENCE OF BED INSTABILITY  
 
It is evident that the bed instability is caused by sediment transport. For bed-load 
dominant conditions, sediment transport can be predicted by the bed-load transport 
model introduced and validated in the preceding chapter. Before carrying out 
sediment calculations, we may take a look at the essence of bed instability in this 
chapter by presuming that the sediment transport rate is known.  
 
3.1 General mechanism 
Experiments suggest that regular bed forms can be generated on a plane bed due to 
sediment motion. Thus, we may assume a bed is plane initially and then introduce a 
disturbance to this plane bed. If sediment transport causes the disturbance to decay, 
we may say this disturbance is a stable mode. On the other hand, if this disturbance 
grows, it would be an unstable mode. To interpret the mechanism, we assume the 
disturbance has a single harmonic shape in time and space as written by 
 ( ) ( )[ ] ( )tkxeAeAtx Rtbtkxib I Ω−== ΩΩ− cosRe,ς        (3.1) 
where  
 k = the wave number of the wavy disturbance which is a real parameter; 
bA = amplitude of the wavy disturbance which is a real parameter and assumed to 
be very small, i.e. 1<<bkA  
IR iΩ+Ω=Ω = the complex angular frequency of the wavy disturbance with the 
imaginary part IΩ representing initial exponential growth rate (grow if 0>Ω I  ) 
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and the real part RΩ  related to phase speed of the bed form, kc Rb /Ω= .  
In accordance with this small amplitude wavy bed disturbance, the perturbed 
sediment transport rate should have the same wavy form but with a phase shift caused 
by the bed friction, which is expressed by 
 
( ) ( )[ ] ( )ϕ+Ω−== Ω− tkxqeqtxq Rtkxi cos'~'~Re,'        (3.2) 
where 
 '
~q = the complex amplitude of the perturbed sediment transport rate; 
ϕ  = the phase shift between sediment transport rate and bed disturbance, which 
is computed by 
 ( ) ( )'~Re/'~Imtan qq=ϕ              (3.3) 
Based on the formulae (3.1) and (3.2), we can illustrate the wavy bed disturbance 
and its induced perturbed sediment transport rate together in Figure 3.1, in which both 
parameters have been scaled by their respective amplitudes. In the case shown in 
Figure 3.1 where steady unidirectional base flow is assumed, the phase shift ϕ  has a 
positive value, i.e. the perturbed sediment transport rate leads the wavy bed 
disturbance in space by the phase angle ϕ .  
It can be judged from Figure 3.1 whether the disturbance grows or decays. 
Evidently, the disturbance for the case shown in Figure 3.1 will grow as the bed 
elevation at peak area increases and that in trough area decreases. For example, 
comparing the sediment transport rates at two points, pA  and pB , on the two sides 
of a peak, it can be seen that the sediment transport rate decreases from pA  to pB . 
This means that the sediment will accumulate between points pA  and pB , i.e. in 
peak areas. Similarly, it can be deduced that erosion will take place in trough areas by 
considering transport rates at locations tA  and tB on either side of a trough. 
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Therefore, the disturbance will grow or we can say that this disturbance is unstable. 
From this analysis, it can be concluded that a bed is unstable if the perturbed sediment 
transport rate leads (in space) the prescribed disturbance. In contrast, the bed is stable 
if the perturbed sediment transport rate lags the wavy disturbance. And a neutral state 











Figure 3.1 Perturbed total sediment transport rates and bed waves 
 
The above conclusion can be proved mathematically by using the mass 











              (3.4) 
Where the effects of porosity and the time dependent term of suspended sediment 
volume within the water column are neglected and the total sediment transport rate 
( )xqT   is described by ( ) ( )xqqxq TT '0 +=  with 0Tq denoting the spatial invariant 
basic state sediment transport rate corresponding to a plane bed. Substituting (3.1) and 
(3.2) into (3.4), we have the growth rate of the disturbance, i.e. the imaginary part of 
angular frequency, to be given by 








( ) bI Aqk /'~Im⋅=Ω                (3.5) 
 It follows from (3.5) that, the disturbance will grow if the imaginary part of the 
perturbed sediment transport rate is positive. A positive imaginary part results in a 
phase lead of perturbed sediment transport rate relative to the bed wave from (3.3) 
since the real part perturbed sediment transport rate always has a positive value in the 
direction of base flow. This is in accordance with the physical analysis of the case 
depicted in figure 3.1. Therefore, the all important parameter in predicting bed form 
generation is the sign of the imaginary part of the perturbed sediment transport rate.  
 
3.2 Perturbed bed-load sediment transport rate 
For bed-load dominant conditions, we may neglect the suspension effect and therefore 
the bed instability is determined purely by the perturbed bed-load transport rate. 
Assuming the bed disturbance (3.1) is fixed in space, it can be described by 
 ( ) [ ] kxAeAx bikxb cosRe ==ς            (3.6) 






ςβ             (3.7) 
In the presence of this small bed disturbance, the total shear stress will be 
composed of two parts, the basic state 0τ corresponding to a flat bed and the 
perturbed state 'τ , i.e. 
 
'
0 τττ +=bs                (3.8) 
Due to the small amplitude of the bed disturbance as described in (3.7), the 
perturbed bed shear stress 'τ  should be much smaller than the basic state bed stress 




' ττ <<                (3.8a) 
With (3.7), we have 1tan/tan <<mφβ  and 1tan/tan <<sφβ as o30=mφ   and 
o50=sφ , and also  1cos ≅β , and we may then simplify the bed-load transport 
model (2.8a) for small slope as 
( ) [ ]
















































  (3.9) 
Where bscrcr ττµ /= and the relation ms φφ tan2tan ≅ has been applied.  






















































, i.e.  3/2<crµ . In 
other words, the bed shear stress should not be very close to the threshold shear stress.  
Therefore, assuming that crµ  is not very close to 1 and neglecting the terms 
with orders higher than ( )mO φβ tan/tan , the equation (3.9) can be written as 
[ ] ( )( )xcrbscrbsBq γζττττα −−⋅−⋅= 17.0        (3.10) 
Where 








































     (3.10b) 
 To further check the error caused by the linearizing process involved in obtaining 
the equation (3.10) from (2.8a), we may calculate the ratio between (3.10) and (2.8a) 
for varying values of crµ  and a certain number of bed slopes. The results shown in 
Figure 3.2 suggest that the linearized formula cause smaller errors for smaller value of 
crµ  and smaller slopes. There is a discontinuity occurring at a certain value of crµ
for a given negative slope and this value of crµ will approach unity as the slope 
approaches zero, e.g. for bed slope angle of o2 , the discontinuity occurs at 
97.0=crµ and the error is less than 10% for 93.0=crµ . Since a very small slope, 
1<<bkA , is presumed in the present bed instability study, we can apply the linearized 
bed-load formula (3.10) with confidence in most cases of the present study.  























  β=-10o;   β=-6o;   β=-2o
  β=-0o
  β=2o;   β=6o;   β=10o
 
Figure 3.2 Ratios between bed-load transport rates predicted by the original formula 
(2.8a) and the formula (3.10) with linearized slope terms 
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Introducing (3.8) in (3.10), we can express the total bed-load transport rate as  
'
0 BBB qqq +=               (3.11) 
where 0Bq and 
'
Bq  are basic and perturbed state bed-load transport rates, respectively. 
With the relation (3.8a), the basic and perturbed state bed-load transport rates can be 
expressed as 
[ ] [ ]crcrBq ττττα ⋅−⋅−⋅= 7.0 000          (3.12a) 
( )[











       (3.12b) 







 must be satisfied. 
Thus we again need to assume that the value of crµ is not very close to 1.  This may 
again not be a problem as the perturbed flow is assumed to be infinitesimal small in 
the present study. The formula (3.12b) can be re-written as 
[ ]xB BAq ζγτα ττ ⋅⋅−⋅⋅= ''            (3.12c) 
Where τA   and τB  are parameters related to base flow conditions as expressed by 
crcrA τττττ ⋅−−= 7.0/5.05.1 00          (3.13a) 
[ ] [ ]crcrB τττττ ⋅−⋅−= 7.0 00           (3.13b) 
The perturbed bed-load transport rate and the perturbed bed shear stress can be 
expressed as the sum of a cosine term and a sine term, i.e. 
 kxkx sc sincos' '' τττ +=             (3.14a) 
 kxqkxqq BSBCB sincos ''' +=            (3.14b) 
Substituting (3.14a) and (3.14b) into (3.12b), we have the imaginary perturbed 
transport rate  
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 ( ) [ ]bsBSB kABAqq ⋅⋅+⋅⋅−=−= ττ γτα '''~Im         (3.15) 
















         (3.16) 
Where  













 with 0/ττµ crcr =     (3.16b) 
Due to the linear problem, 'sτ  should have a magnitude of order 1, i.e. 
( )1~' Osτ , which is comparable to the magnitude of the slope factorγ given by 
(3.10b). Since the flow perturbation must cause the bed shear stress to shift upstream, 
we can always expect to have a negative value of 'sτ . Hence, as seen in (3.16), the 
perturbed shear stress will always give a positive value to the growth rate, i.e. it leads 
to an unstable bed. In contrast, the slope term will always make the bed stable. So the 
state of the bed will be determined by the combination of the effects from these two 
terms and the neutral state may be described mathematically by  
0' =−⋅− γττ sC              (3.17a) 
Or τγτ Cs /' −=               (3.17b) 
Where slope factor γ is given by (3.10b) and τC  is given by (3.16b). 
 The line described by (3.17b) is plotted in Figure 3.3a for the slope factor given 
by (3.10b) and in Figure 3.3b for a simplified constant slope factor 3=γ  similar to 
that employed in some other studies (such as Gerkema, 2000; Richards, 1980). As 
seen in Figure 3.3a and 3.3b, the bed would be stable for any value of the two 
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parameters below the line where the stabilizing effect from the bed slope term is more 
significant, whereas an unstable bed would be obtained for any value of the two 
parameters above the line as the destabilizing effect from the perturbed bed shear 
stress is more significant. For the case where the two parameters fall right on the line 
in Figure 3.3a or 3.3b, a neutral state is obtained where stabilizing and destabilizing 
effects balance and the growth rate in (3.16) is zero. It is suggested by comparing 
Figure 3.3a and Figure 3.3b that the inclusion of the first two terms in (3.10b) to the 
slope factor makes it more difficult to acquire bed instability for large value of crµ . 
For example, if 8.0=crµ , the unstable bed can be obtained once 'sτ  is greater 
than 0.27 for case (b), compared to 1.05 for case (a).  
 
 
Figure 3.3 Illustration of bed state depending on parameters 'sτ  and crµ , (a) with 
slope factor given by (3.10b); (b) with constant slope factor 3=γ  
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In particular, it can be shown in an extreme example where the bed stress is much 
larger than the critical value, i.e. 0ττ <<cr  or 0≅crµ  that the first two terms in 
(3.10b) vanish and 
5.1=τC               (3.18) 
Thus, the initial growth rate can be written  
[ ] 2' 35.1/ kB sI −−⋅=Ω τα τ            (3.19) 
It can be seen from (3.19) that the prescribed bed disturbance is unstable as long 
as the normalized sine part perturbed bed shear stress 'sτ  has a magnitude greater 
than 15.15.1/3 = .  
Therefore, for the investigation of the bed form instability in bed-load dominant 
conditions, the most important parameters are the perturbed normalized bed shear 
stress 'sτ  and the slope factor γ  in (3.10b). In other words, before applying a 
model to predict bed instability, we should validate our model’s ability to accurately 
predict the perturbed bed shear stress and the slope factor or, at least, we should be 











CHAPTER FOUR  
MODELS FOR SLOPE FACTORS  
 
In the preceding chapter, the essence of bed instability was discussed and it was found 
that the slope factor in the bed-load transport formula plays a very important role in 
bed instability analysis. So most published bed instability studies with a viscous flow 
model have accounted for the slope effect on bed-load sediment transport. Regardless 
of the importance of the slope factor, nearly all studies just picked a bed-load 
transport model and did not validate the associated slope factor. Consequently, the 
value of the slope factor, denoted by γ  and given by (3.10b) in the present study, 
varies significantly in different instability studies.  
Among these studies, Fredsøe(1974) derived a slope term without a clear 
interpretation of the physical underpinnings of his final formulation and selected the 
slope factor in his bed-load formula that is much smaller than the one derived in the 
present study for typical conditions. Fredsøe’s slope factor formulation is also used by 
Besio et. al. (2003), but with an even smaller value. Gerkema (2000) computed the 
slope factor based on Bagnold’s (1954) experiments to obtain a value for γ  ranging 
from 1 to 3. Richards (1980) combined Fredsøe’s (1974) bed-load formula and 
Bagnold’s (1954) formula to get a bed slope factor which is normally much larger 
than the one used by Fredsøe (1974). In Komorova and Hulscher’s (2000) study, the 
bed slope factor is treated as an independently varying parameter in their instability 
analysis, although it is shown in their derivation that the factor depends on base flow 
conditions.  
 In this Chapter, we will re-derive the slope term used by Fredsøe (1974) with a 
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clearer interpretation and compare it to our slope factor. Some experimental data are 
used to validate the slope factors in bed-load transport model.  
 
4.1 Fredsøe’s (1974) formula 
In his linear analysis model, Fredsøe (1974) incorporated the slope effect in a 
different way from our model by adopting the MPM bed-load transport model, with a 
slope-dependent correction term, i.e. he took 











         (4.1) 
Where Ψ = the Shields Parameter, 047.0=Ψcr = critical Shields Parameter, s = the 
density ratio between sediment and water, ββ tansin ≈=I =the bed slope and = 
the slope factor. The constant value of 1.0=µ  is assumed by Fredsøe (1974). A 
similar slope factor, but with a value of , 05.0=µ  was used by Besio et al. (2003). 
To derive this formula, it is argued in Fredsøe’s paper that “The agitating shear 
force in the dimensionless Shields Parameter is . When the bed is inclined, the 
additional gravity force component is given by , where W is the submerged 
weight of the grains, I is the slope of the bed and  a dynamic friction coefficient, 












The area and volume coefficients, i.e. , have been absorbed in the 
factor  as described in Fredsøe’s paper. The author also claims, without offering 
















0.1 in his stability calculation without further verification. Rigorously speaking, there 
are two weaknesses in Fredsøe’s derivation of the slope term. One is that  seems 
not to be a friction coefficient as the force WI  is the component of the gravity force 
parallel to the sloping bed instead of the normal force more commonly used in the 
formulation of frictional forces. Another weakness is that the chosen value of  
should be somehow justified rather than just picking a value that appears somewhat 
arbitrary.  
Following the idea in the paper, here we re-derive the formula with a clearer 
physical meaning and give an estimation to the value of . First, assuming a grain 
with diameter d moves on a sloping bed with small slope angle β, the effective shear 
stress with consideration of gravity force component along the sloping bed can be 
computed via the following expression 
 
( ) βρpiτpiτpi sin1
644
322 gdsCdCd RReff −+⋅=⋅        (4.2) 
Where  = the effective shear stress on a sloping bed, = the shear stress 
corresponding to a flat bed, RC  = the ratio between the real drag force acting on the 
grain and the shear force over the bed with an area of a spherical grain occupied, i.e. 








           (4.3) 
Where RC3/2=µ = the slope factor and ββ sintan ≈=I is the bottom slope, taken 
to be positive if bottom is sloping down in the flow direction. Obviously, the 
parameter RC  needs to be estimated to calculate the value of the slope factor . To 
obtain such an estimate, we consider the force balance for grains on a flat bed at 









( ) sRcr gdsCd φρpiτpi tan164
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−=⋅
           (4.4)
crsRC Ψ= 3/tan2 φ               (4.5) 
Therefore, the slope factor  should be written by 
scr φµ tan/Ψ=               (4.6) 
Thus, with 2.1tan =sφ , for our choice of o50=sφ , we have from (4.6) that 
04.02.1/047.0 ≈=µ  which is close to the value 05.0=µ used by Besio et al. (2003) 
in their linear analysis on sand wave formations, whereas Fredsøe’s (1974) choice of 
1.0=µ  in his study on dune and anti-dune generation in alluvial channel flows 
appears to be twice the value obtained from our derivation. 
To compare this bed slope factor with our formulation described in Chapters 2 and 3, 
Fredsøe’s bed-load transport rate formula can be re-written as 































     (4.7) 
Thus, we can obtain the relation between our slope factor , given by (3.10b), 






















=     (4.8) 
Where ΨΨ== // crbscrcr ττµ  and ms φφ tan2tan = were introduced. 
It can be seen that the expression (4.8) is identical to the first term in our slope 
factor in (3.10b) except that (4.8) is larger than the first term in (3.10b) by a factor 1.5. 
This similarity reveals that the slope factor (4.8) represents the similar physical 
meaning as the first term in (3.10b), i.e. it represents the bed slope effect on the 






for the slope effect on bed-load transport.  
Without taking into account the slope effect on critical shear stress, i.e. taking 
0→crµ  by assuming a bed shear stress far beyond the critical value, the slope factor 
in our bed-load formula (3.10b) would approach the constant value of 
. However, if adopting the slope factor given by (4.8) for this 
strong transport condition, the corresponding value of  will approach zero as
0→crµ . In general, the equivalent  obtained from (4.8) is a function of , and 
could be bigger or smaller than 1.73, e.g. the equivalent 3.0=γ for , and
5=γ  for 8.0=crµ , when o30=mφ  is chosen, in (4.8). 
 
4.2 Slope factor in our conceptual bed-load model 
Based on the bed-load formula (2.8a) or directly from (3.10b), we may describe the 
bed slope factor in our bed-load transport model as 
21 γγγ +=                (4.9) 



















γ              (4.10b) 
The second part of the bed slope term is constant whereas the first part is 
dependent on bscrcr ττµ
r/= , and can be neglected for strong flow, i.e. 01 =γ  for 
0→crµ . The variation of 1γ  with crµ is shown in Figure 4.1, in which the value of 







crµ  close to 1 have been avoided, since, as discussed in Section 3.2, the first right 
hand side term in (4.10a) is not valid only if crµ  is close to unity. The results suggest 
that 1γ  would have a value that is close to 2γ  when crµ  is about 0.5. This means 
the slope factor γ is doubled for 5.0=crµ  in comparison to the case where the shear 
stress is much larger than the critical shear stress, i.e. 01 =γ  and 73.12 =γ  for 
0=crµ .  
 
Figure 4.1 Values of 1γ  against 0/ bcrcr ττµ =  
 
4.3 Validation on slope factor with experimental data of King (1991) 
In Section 4.1, we have re-derived the slope factor µ in (4.6) used by Fredsøe (1974) 
and Besio et al. (2003), which is much different from the slope factor γ  in our 
bed-load transport model described in Section 4.2. Similar to γ  in (4.8) that is 
equivalent to Fredsøe’s (1974) slope factor µ  in (4.6), the inclusion of bed slope 
effect on critical shear stress makes our slope factor (4.10a) vary significantly with 










crµ . Furthermore, the slope factors used in other bed stability studies (such as 
Richards, 1980; Gerkema, 2000; Komorova and Hulscher, 2000) are somewhat 
different from the above two types of slope factors. Therefore, it is necessary to 
validate the slope factor formulation before applying it to predict bed instability.  
The experimental work of King (1991) provides data which can be employed to 
validate the slope term and slope factors. In his work, King (1991) measured bed-load 
sediment transport rates during a half cycle wave motion over a variety of sloping 
beds with small slopes.  The bed slope factor was estimated by King (1991) by 




















            (4.11) 
In comparing with our formula in (2.8a) or (4.10), the slope effect on the critical 
shear stress is neglected in the expression (4.11), i.e. it is equivalent to our bed slope 
term when we assume 01 =γ  or mφγγ tan/12 == .  
 Eight experiments over sloping beds have been conducted with a certain number 
of slopes and repeated runs for each experiment in King’s experimental work with 
details listed in Table 4.1. Among them, two experiments (EXP1 and EXP2) are for 
fine sediment with grain size of 0.135mm, in which suspended sediment transport is 
the dominant mode in most of runs as discussed in Section 2.3.2 of Chapter 2. 
Another experiment (EXP5) has some strange outliers in the measured bed-load 
transport rates. Finally experiment (EXP8) for coarse sediment of 1.1mm in very 
weak flow is thought to be not in the fully developed bed-load regime. These four 
experiments are not taken into account in computing the slope factor in King’s study. 
As shown in Table 4.1, the computed friction angles based on data in EXP1, 2 and 5 
have very large derivations.  The rest four experimental cases (EXP3, 4, 6 and 7) 
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shown in Table 4.1 suggest that the dynamic friction angle mφ  is o2.28 . Or, the 
slope factor γ from King’s measurements is about 86.12.28tan 1 == − oγ . This is 
quite close to our slope factor if the slope effect on critical shear stress is neglected, 
i.e. 01 =γ . It needs to be noted that the computed friction angle based on EXP8 is 
very well-defined (small variability) although the angle is much smaller than those 
from EXP3, 4, 6 and 7. 
 
Table 4.1 Summary of Sloping Bed Experiments. n & ns = number of runs and 
number of slopes in the experiment, d = grain size (mm), T = wave period (second), 
bmU = maximum orbital velocity above wave boundary layer (cm/s), mφ  is the 
corresponding repose angle in degrees obtained from a best fit of (4.11) to data. 95% 
is the range of mφ values within a 95% confidence interval. 
EXP n ns d  T  U  mφ  95% 
1 12 3 0.135 4.64 117.6 49.8 36.6->60 
2 12 3 0.135 8.00 59.5 18.8 <15-49.8 
3 12 3 0.44 2.50 43.4 30.2 25.6-37.4 
4 39 4 0.44 4.64 117.6 29.4 26.0-34.0 
5 40 9 0.44 5.00 64.5 47.8 37.0->60 
6 36 6 0.44 8.00 59.3 27.0 22.8-34.0 
7 23 6 1.1 4.64 117.6 28.6 26.6-31.0 
8 24 6 1.1 8.00 59.5 18.0 16.4-20.8 
3,4,6,7 110 19 - - - 28.2 24.8-33.4 
 
 To validate the slope term of our bed-load formula, we need to make sure the 
conditions used in the experiments are appropriate for our bed-load model, i.e. the 
flow condition should satisfy the criterion 7.2/
*
<fwm wu as discussed in Section 2.3.2. 
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To do this, we use the wave boundary layer formulation proposed by Madsen (1994) 
to compute the maximum bed wave shear stress and the results are given in Table 4.2. 
Since the experiments were stopped whenever ripples started to form (King, 1991), 
the bottom roughness Nk  is taken equal to the grain size d in the calculations. The 
maximum bottom wave stress wmτ  can then be computed by equations (2.12), (2.13a) 
and (2.13b). 
 
Table 4.2 Hydrodynamic Characteristics of wmcrcr ττµ /= , fwm wu /* , 1γ  = the slope 
factor corresponding to slope effects on critical shear stress, 21 γγγ += =the total 
slope factor, ( )γφ /1tan 1
_
−
=Cm = the computed equivalent “friction angle” 











1 0.04 4.79 0.18 1.91 27.6 0.08 
2 0.15 2.46 0.48 2.21 24.4 0.36 
3 0.19 0.55 0.59 2.32 23.3 1.11 
4 0.04 1.17 0.18 1.91 27.6 0.21 
5 0.13 0.69 0.42 2.16 24.9 0.66 
6 0.16 0.60 0.50 2.24 24.1 0.90 
7 0.08 0.64 0.29 2.02 26.3 0.41 
8 0.36 0.33 1.12 2.85 19.3 1.47 
 
The results in Table 4.2 show that the value of fwm wu /*  for EXP1 is 4.79 which 
is much larger than 2.7. This means that the data from EXP1 cannot be applied in this 
section because of strong suspension effect. In fact, the computed friction angle from 
EXP1 in Table 4.1 suggests that the uncertainty in mφ  is very large, which may be 





=fwm wu  is quite large although smaller than 2.7. This means that one may 
need exercise caution when interpreting the results in EXP2. For all the other six 
experimental cases, the values of fwm wu /* are smaller than 1.2. This indicates that it 
is fine to employ our bed-load transport model to compute the bed-load transport rates 
in these experimental cases.  
It has been shown that the four experimental cases (3, 4, 6 and 7) in King’s 
experiments provide very strong support for a constant slope factor of mφγ tan/1= , 
which is the slope factor in our bed-load formula with neglect of bed slope effect on 
critical shear stress. Alternatively, if we take into account the slope effect on critical 
shear stress, i.e. the slope factor given by (4.9) with 1γ  from (4.10a) and 2γ  from 
(4.10b), the slope factor could be different from King’s results. By using the 
computed shear stress as shown in Table 4.2 and assuming that wmcrcr ττµ /= , we can 
obtain 1γ  for all the eight cases as listed in Table 4.2, in which  1γ  for EXP8 has 
the maximum value of 1.12 due to coarse sediment and weak flow condition and the 
minimum value is 0.18 for EXP1 and EXP4 due to strong flow conditions. The 
corresponding estimations of friction angle based on our formulation are also listed in 
Table 4.2. All the predicted angles are smaller than 30 degrees due to the presence of 
1γ . For EXP3, 4, 6 and 7, the predicted friction angles, 23.3, 27.6, 24.1 and 26.3 
degrees are not much different from the experimental results based on equation (4.11), 
30.2, 29.4, 27.0 and 28.6 degrees, especially for EXP4 and 7. Due to large deviations 
of experimental results for EXP1, 2 and 5, it is not meaningful to compare the 
predicted angles and those obtained from experimental data.  
However, it is worthwhile to take a look at the experimental case with weak flow 
condition, i.e. EXP8. It can be seen from Table 4.1 that the friction angle of 18 
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degrees obtained from experimental data has very a small deviation ( )o2± . This 
result can not be explained by the formulation (4.11) in King’s study and was 
therefore excluded by King in obtaining the average friction angle. According to our 
formulation of the slope terms, the term 1γ  should be more important in weaker flow 
condition which is not taken into account in King’s study and therefore results in 
smaller “friction angle”. As shown in Table 4.2, crµ has a value of 0.36 for EXP 8, 
which leads to the value of 12.11 =γ . The equivalent “friction angle” predicted by 
our model for EXP8 is 19.3 degrees which is quite close to the one obtained from 
experimental data, i.e. 18 degrees. Therefore, EXP8 provides strong support for our 
slope term formulation’s consideration of the slope effect on critical shear stress.  
The effects of different slope factors can be seen more clearly in Figure 4.2a-h, in 
which the ratio 0/ BB qq β  for the constant slope factor 73.130tan/1 ==
oγ  and the 
slope factors in (4.9) with 1γ calculated based on wmcrcr ττµ /=  are plotted to 
compare with experimental data. Since the bed slope is up to 10 degrees in some 
experimental runs, the slope effect on the transport is taken into account in a more 
accurate way with inclusion of some higher order term related to 2γ . This can be done 





=BB qq          (4.14) 
Where, the slope factor related to critical shear stress on a sloping bed has been 
linearized so that the simple term ( )βγ tan1 1−  in (4.14) can be obtained. This 
approximation is valid for crµ not close to 1 and leads to a slight under-estimation of 
the ratio 0/ BB qq β  by (4.14) for relatively large bed slope angle. The experimental 
value of 0Bq is taken as the averaged transport rates over a zero-slope bed. 
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 Thus, the ratio 0/ BB qq β  corresponding to two types of slope factors are 
computed and plotted to compare with experimental data and shown in Figure 4.2a-h, 
in which the first case is the one done by King by neglecting 1γ , the second case is 
based on our slope factor formulation (4.9). It is noted that the experimental data of 
0Bq used by King (1991) in his study is not the mean value of the bed-load transport 
rates over zero-slope bed cases. Instead, he used the formula 
o30tan/tan1
1/ 0 ββ +=BB qq to obtain an average value from all the data in each 
experimental case. This may not be appropriate as the friction angle of 30 degrees is 
assumed to be correct in the calculation of 0Bq and the value of 0Bq is applied to 
prove the correctness of 30 degrees.  
The comparisons between computed and experimental data in Figure 4.2a-h show 
that the inclusion of the effect of 1γ  in our slope term does not provide significant 
improvement with measurements over the case with 01 =γ  for EXP1, 2, 4, 5, 6 and 
7 (seen in Figure 4.2a-b,c-g) as 1γ  is relatively small in these cases (See Table 4.2). 
Obviously, the two lines for EXP1 are not able to represent the variation of 
experimental data with slope angles, which is consistent to best fitted friction angle of 
49.8 degrees based on the data due to strong suspension effect. For EXP2 as shown in 
Figure 4.2b, the bed-load transport rates for zero-slope bed have larger values than 
those for down-slope beds, which is physically problematic. This indicates the data in 
this case are not appropriate to use in validating the slope effect.  
For EXP3, 4, 6 and 7 which are used in King’s study to obtain the friction angle, 
the results in Figure 4.2c-d, f-g show that our formulation also predicts reasonable 
results compared to scattered experimental data although the equivalent friction angle 
from our formula is a bit smaller than those obtained in King’s study. For EXP5 with 
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quite scatted data, the model predictions are still reasonable as the lines do go across 
the scatted data.  
Again, for EXP8, a good case for validating our formulation of slope effect due to 
weak flow condition, our formulation does give a better agreement with 
measurements than the formula obtained by King (1991) as seen in Figure 4.2h.  
Based on the above comparisons and analysis, we are confident in the validity of our 
formulation of the bed slope factor (4.9) in the bed-load transport model. Therefore, 
this will be applied in our later calculations of bed instability analysis.  
In Section 4.1, we introduced the slope term used by Fredsøe (1974) and Besio et 
al. (2003) which provide slope factors much different from ours. Given Fredsøe’s 
slope factor 1.0=µ , the equivalent slope factor γ  to our bed-load formulation can 






















       (4.15) 
With this equivalent γ , the ratio between the bed-load transport rates over sloping 
bed and zero-slope bed can be estimated by  
( )βγβ tan1/ 0 −≈BB qq             (4.16) 
This may appear slightly inconsistent with our analysis with (4.14) as equation (4.14) 
considers some higher order terms in βγ tan2 . However, this should not produce any 
large difference, since the bed slope angles considered here are small. The results are 
also plotted in Figures 4.2a-h for the eight experimental cases, respectively.  
Clearly, it can be seen from the comparisons in Figure 4.2a-h that the bed-load 
formula with the slope factor 1.0=µ proposed and used by Fredsøe (1974) predicts 
much poorer agreement of slope effect with experimental data than our bed-load 
formula. It can be imagined that the agreement predicted by the bed-load formula 
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used by Besio et al. (2003) should be even poorer as 05.0=µ is employed. 
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Figure 4.2 Comparisons of bed-load transport ratio 0/ BB qq β   between bed-load 
formula with different slope factors and King’s measurements. (a) EXP1; (b) EXP2; 





MODELS FOR PERTURBED BED SHEAR STRESS 
 
In Chapter 4, we discussed formulations for the slope factor in bed-load transport 
models, which is one of the two key parameters for bed instability analysis as 
discussed in Chapter 3. The other important parameter is the perturbed bed shear 
stress. To compute the perturbed bed shear stress, we need to have a flow model to 
accurately compute the base flow corresponding to a plane bed and the perturbation 
induced by a wavy bed disturbance. In this chapter, two types of flow models are 
proposed: one based on a linear varying eddy viscosity profile and the other 
corresponding to a constant eddy viscosity. The relative performances of the models 
are examined by comparisons with measured wall stresses obtained in laboratory 
experiments.  
 
5.1 Governing equations and boundary conditions 
Since dunes and sand waves usually have much longer transverse dimension than 
the wave length, the present study can be carried out in two-dimensional x-z space 
(seen in Figure 5.1) with x denoting horizontal direction and z representing vertical 
direction where 0=z at the undisturbed bed and z=h at the undisturbed water surface. 
The disturbed free surface is expressed by ( ),, txhz η+=  and the disturbed bed is 




Figure 5.1 Sketch of study domain 
  
5.1.1 Governing equations 
Assuming the fluid, in our case, is incompressible and neglecting the effect of small 
density changes in sea waters, the Reynolds averaged equations for turbulent flow can 








































































































































( )wu, = velocity components in x and z direction, respectively; 
 gp  , = pressure and gravity acceleration (=9.81), respectively; 
 tν , nν = the tangential and normal eddy viscosity. 
To close the system, we need to have appropriate initial and boundary conditions. 
In the present bed instability study, some assumptions make the initial condition 
unnecessary, which will be discussed in later sections. Similarly, lateral boundary 







conditions are not required also due to plane or wavy bed. Hence, only the surface and 
bottom boundary conditions are introduced in the following 
 
5.1.2 Boundary conditions 
(1) Free surface boundary conditions 
At the free surface as described by ( ),, txhz η+=  the kinematic condition is 
expressed by 
 










at            0ηη
        (5.2) 
This boundary condition indicates that the fluid particle at the free surface will 
stay on the boundary. In addition to the kinematic boundary condition, the force 
balance at the free surface yields 
 






 @ ( )txhz ,η+=       (5.3a) 
and 
















=   @ ( )txhz ,η+=       (5.3b) 
Where ap = air pressure exerted on the water surface and sτ = the shear stress at the 
water surface, e.g. wind shear stress.  
(2) Bottom boundary conditions 
If a no-slip condition is applied at the “solid” bottom boundary, ( )txz ,ς= , the 
boundary conditions can be readily expressed by 






       @ ( )txz ,ς=        (5.4b) 
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    @ ( )txz ,ς=        (5.5) 
For slip-velocity condition, an additional condition is required, which can be 
obtained by relating the bottom shear stress to the slip-velocity. The bottom shear 

















tb νρτ /     @ ( )txz ,ς=        (5.6) 
Then the dynamic bottom boundary condition can be a linear friction condition 
 ςρτ == zb uS*/               (5.7a) 











             (5.7b) 
where 
*
S  (a parameter with same unit as velocity) and nS* (a dimensionless 
parameter) are slip factors for linear and nonlinear friction conditions, respectively. 
Obviously, if expressions for tν and nν are available, we should be able to obtain 
the solution for the three unknowns, u, w, and p from the governing equations and 
associated boundary conditions. Since there is no proper expression for the normal 
eddy viscosity nν  in turbulent flows, we may simply assume  
tn νν =                 (5.8) 
Therefore, to obtain the flow solution, the only unknown now is the eddy 




5.2 Models for eddy viscosity tν   
To obtain an simple analytical flow solution, we have to prescribe a closed-form 
formulation for the eddy viscosity tν . Two types of simple eddy viscosity models are 
introduced in the present study, in which one varies linearly with the distance from the 
wall and the other is the simplest one, take the eddy viscosity to be constant.  
 
5.2.1 Linear varying eddy viscosity 
It is common in natural river flow and tidal flow that shear stresses, in particular the 
bottom shear stress, plays an important role in determining the velocity profile, 
( )tzu , . Focusing on near bottom conditions, the shear stress can be assumed constant 
based on the “Law of the Wall” arguments. Consequently, the eddy viscosity near the 
solid bottom is proportional to the distance from the bottom as  
zut *κν ≈                (5.9) 
 Where κ = von Karman’s constant, 0.4, z  is the small distance from the solid wall 
and 
*
u  is the shear velocity that is defined by 
 ρτ /
* bu =               (5.9a) 

































=               (5.10) 
Which is the classical log-profile, and 0z represents the distance above the theoretical 
bottom ( 0=z ) where 0=u , i.e. the location of the non-slip condition, which can be 




30/0 Nkz =                (5.11) 
Whereas (5.10) serves as an excellent representation of the velocity near a plane solid 
boundary, it is less obvious how the eddy viscosity near a free surface is best modeled. 
There is some evidence that support a log-profile velocity also near a free surface, and 
with this support we may take a simple, yet realistic, model for the turbulent eddy 
viscosity in the entire water column as 
 
( )hzzut /1* −= κν             (5.12) 
 
5.2.2 Constant eddy viscosity  
In the preceding section we have introduced a linearly varying eddy viscosity which 
leads to the logarithmic velocity profiles. The singularity associated with the 
log-profile as 0→z may cause difficulties in a linear analysis study. To avoid this 
singularity, we could employ a pseudo-laminar model, i.e. assuming a constant eddy 
viscosity. With this constant eddy viscosity Constct ==νν , a simple pressure 
gradient flow could produce a polynomial velocity profile that in no way resembles 
the rapid variation of the logarithmic profile ( )zu  in (5.10) as the bottom is 
approached. However, a model that combines a constant eddy viscosity with a 
slip-velocity at the bottom may retain some semblance of a log-profile flow, as 
illustrated in Figure 5.2. 
In the present study, we assume this constant eddy viscosity to be equal to the 





c ==−= ∫ *0 * 6
1/11 κκν









 pseudo-laminar (no slip)
 
Figure 5.2 Sketch of different velocity profiles, all 
having the same depth-averaged velocity 
 
5.3 Base flow solutions 
Having the models of eddy viscosity, we can now solve the base flow corresponding 
to a plane bed. Since the present study aims at investigating the generation mechanism 
of sandy bed forms in alluvial rivers and coastal waters, we need to have base flow 
solutions for both steady river flow and the oscillatory tidal flow.  
5.3.1 Steady river flow 
In rivers, the flow is induced by bed slope or surface slope, which is more or less 
steady. So we may represent the river flow by the flow driven by a constant surface 
pressure gradient, i.e. )(xpp a=  at η+= hz . From (5.1b) with constxpa =∂∂ / , 
we have for steady, uniform flow that 0// =∂∂=∂∂ xt , and therefore 0== wη . 




( ) ( )xpzhgp a+−= ρ             (5.14) 














             (5.15a) 
where C is a constant. With the boundary condition at hhz =+= η , given by (5.3b) 















∂ )(1            (5.15b) 
Assuming 0=sτ and the eddy viscosity model in (5.12), the solution of (5.15b) 













hxpu ab ∂∂==            (5.16a) 
If the constant eddy viscosity (5.13) is employed, we obtain the velocity profile 
from (5.15b) to be a polynomial profile  














           (5.17) 
where bu = the slip-velocity at the bottom in accordance with the constant eddy 
viscosity model. If assuming that (5.17) and (5.16) give the same velocity at the 
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=∫∫   (5.19a) 


















=∫∫         (5.19b) 
Now, since 2
*
/ ub =ρτ , the formulations (5.7a) and (5.7b) can be rewritten as 












           (5.20a) 
for linear friction condition and 






















         (5.20b) 







=              (5.21a) 











S κ             (5.21b) 
With cν  from (5.13) and *S  from (5.21a) or nS*  from (5.21b), the 
slip-velocity base flow solution produces the same shear stress as the log-profile and 
resembles the more realistic log profile in most water levels except for the 
near-bottom region.  
For convenience, we write the slip velocity base flow solution as  













































           (5.22a) 
 
5.3.2 Oscillatory tidal base flow solution 
Tidal flow in coastal waters is composed of a series of harmonic components, among 
which usually one is dominant, e.g. semi-diurnal or diurnal tides. Considering this 
feature of tidal flow, we may regard a real tidal flow as a simple harmonic flow, which 
can be represented as the flow induced by an oscillatory surface pressure gradient. If 
this pressure gradient, imposed at the surface, is oscillating in time, but constant in 
space, i.e. if txxptxp aa  cos/~),( ω⋅⋅∂∂=  with Constxpa =∂∂ /~ , we will again have 
uniform condition, 0/ =∂∂ x , and 0=w . In this case the vertical momentum 
equation (5.1c) again reduced to hydrostatics, i.e. pressure p is given by (5.14) with 
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      (5.24a) 
where ( ) ( )[ ]tiaa exptxp ω⋅= ~Re, . Assuming ( ) [ ]tiaa eutu ω⋅= ~Re  with au~  constant, 
we have 
 { } [ ]tiatiaa euieutt










~Re~Re         (5.24b) 











              (5.25) 
Introducing (5.24a) in (5.23), we have 
 



















ν          (5.26) 
Where 
( ) ( )[ ]tiezutzu ω⋅= ~Re,             (5.26a) 
 This equation (5.26) is identical to the equation for oscillatory wave bottom 
boundary layer motion, in which the pressure gradient is imposed from the overlying 
fluid motion. Again, tν  is needed in order to solve (5.26) for ( )zu~  or ( )tzu , . 
(1) Tidal flow solution with linearly varying eddy viscosity model 
For the oscillatory tidal flow, we assume the eddy viscosity model (5.9) is valid 
within the entire tidal boundary layer with thickness δ  and assume the eddy 
viscosity is invariant with time by  replacing 
*
u  in (5.9) by its maximum value mu* , 
i.e. 
zu mt *κν =      for δ<z         (5.27) 
Where the maximum shear velocity and the tidal boundary layer thickness δ  are 




⋅=                (5.28) 
Where au~  is given by (5.25) and bC
~
 can be obtained by matching the flow velocity 
( )zu~  and the free stream velocity au~ at the upper level of the boundary layer, i.e. at 
δ=z . The thickness of tidal boundary layerδ is scaled by ωκ /
*





*mu=               (5.29) 
Particularly, for the case where the tidal boundary layer thickness is much larger 
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than the local water depth which is not difficult to satisfy for tidal flows in coastal 
waters, i.e. δ<<h , we have that the velocity profile may be represented by the 
log-profile  














piϕ =              (5.31) 
Requiring (5.30) matches potential velocity au~ at the edge of the boundary layer, we 
have  
 ( )[ ]{ }02.7//~5.5exp2/~ 12.021 −== −Nawb kufC ω        (5.32) 
Where wf  is the wave friction factor as given by Madsen (1993) and the formulation 
(5.32) is valid for relatively small roughness values, i.e. ( ) 1//~ >>Na ku ω , which can 
be readily satisfied for tidal flows in coastal waters. 
(2) Tidal flow solution with constant eddy viscosity model 
If a constant eddy viscosity model is applied, the problem will be significantly 
simplified. Similar to the treatment of eddy viscosity above, the magnitude of the 





               (5.33) 
The linear friction condition (5.7a) is applied in order to obtain analytical solution 









=              (5.34) 




[ ]tidad euuuu ω⋅=−= ~Re             (5.35) 














             (5.36) 
Equation (5.36) has a general solution of 
 
( ){ } ( ){ }δδ /1exp/1exp ziBziAud +−⋅++⋅=          (5.37) 
where A and B are complex constants and the scale of the viscous boundary layer 
thickness is 
 ωνδ /2 c=               (5.38) 
In order to obtain the constant A and B in (5.37) we apply the boundary 
conditions. The free surface is treated as a rigid lid and the surface shear stress is 
assumed to be zero. So we have 








c   hz =@   
Introducing the notation 
 
( ) δλ /1 hi+=               (5.39) 
we have then 
 02 =− BAe λ               (5.40) 
At the bottom 0=z , the slip condition (5.7a) gives 
 
( ) ( ) ( )BAuSBAi ac ++=−+ ~/1 *δν        
By introducing the notation 
 cSs ν/~ *=                (5.41) 
The bottom boundary condition becomes 
 
( )[ ] ( )[ ] ausBsiAsi ~ ~~1~1 δδδ =++−−+          (5.42) 
From (5.40) and (5.42), we can obtain the parameters A and B 
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 aucA ~~=                 (5.43a) 
 auceAeB ~~
22 λλ
==              (5.43b) 
where 




−=           (5.44) 
Introducing (5.43a) and (5.43b) in (5.37), we have 
 ( ){ } tiahz eueecu ωλλ ~1~1 /2++=            (5.45) 
Making use of (5.44) the solution may be expressed as 
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( ) ( )( ) ( )
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      (5.46) 
Limit for steady flow ( )0→ω  
Many sand wave studies (Gerkema, 2000; Komorova and Hulscher, 2000; Besio et al., 
2003) employ a quasi-steady assumption to simplify the tidal flow solution 
corresponding to the constant eddy viscosity model. With this assumption, the 
unsteady tidal flow solution is simply expressed by the series of the steady flow 
solution (5.22) and the unsteady term tωcos . This solution is different from the 
general solution (5.46). To investigate how good the quasi-steady solution is, we may 
look at the behavior of the solution (5.46) by assuming 0→ω . From the definition 
of δ , (5.38), it follows that 0→ω results in ∞→δ . Thus, we may obtain the 
behavior of our general solution, (5.46), by examining the behavior as 0/ →δh , or, 
given (5.39), the limit as 0→λ .  
To achieve this we recognize that for 0→λ  
 ⋅⋅⋅−+−= 53 15
2
3
1tanh λλλλ            (5.47a) 
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11cosh λλλλ         (5.47b) 































































    (5.48) 
It is noted that the above expansion is valid only for 1<ε . This translates into (5.48) 
being valid only if 






















hihSc        (5.49) 
Normally, (5.49) can be satisfied for 1/ <<δh  as ( ) ( )1~/5.1ln/6~ Okhhs N= . 
With (5.47b), we obtain the expansion of the z-dependent term in (5.46) 
 
( )[ ]






















  (5.50) 
Where  
( )hzb /1−=                (5.51) 
This expansion is limited to the condition  
 ( ) 1/2/ 22 <<= δλ h              (5.52) 
Introducing (5.48) and (5.50) in the general solution (5.46), we have the solution 


















































        (5.53) 
The term in curly brackets is exactly the same as the steady solution (5.22), i.e. 
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the solution (5.53) becomes the quasi-steady solution employed in other sand wave 
studies. Thus, the quasi-steady solution is valid if 1/ <<δh  and obviously, the error 
of the quasi-steady becomes larger with increasing values of δ/h . In considering 
that ( )110~/3/ 1
*
−= Ouhh mκωδ , one must be careful when adopting the 
quasi-steady solution. 
 
5.4 Perturbed flow models 
Having obtained the base flow solutions, we may move on to developing models for 
calculating perturbed shear stress induced by a bed disturbance. Two models are 
proposed in this section, in which one is the slip velocity model (SV-model) 
corresponding to constant eddy viscosity model and the other is the GM-model based 
on linearly varying eddy viscosity model.  
5.4.1 Equations for linear perturbed flow 
If a small amplitude bed disturbance ( ) 0, ≠= txz ς is present on a flat bed, the base 
flow will be disturbed accordingly. In this case, the total flow can be expressed by the 
sum of the base flow corresponding to a flat bed and the perturbed state flow induced 
by the bed disturbance 
 
( ) ( ) ( )tzxutzutzxu ,,',,, 0 +=            (5.54a) 
 
( ) ( ) ( )tzxwtzwtzxw ,,',,, 0 +=            (5.54b) 
 
( ) ( ) ( )tzxptzxptzxp ,,',,,, 0 +=           (5.54c) 
 
( ) ( ) ( )zxzzxt ,', 0 ννν +=             (5.54d) 
 
( ) ( ) ( )txtxtx ,',, 0 ηηη +=             (5.54e) 
where 0u , 0w , 0p , 0ν  and 0η are the variables corresponding to a flat bed, i.e. 
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0=ς , and the primed variables denote the perturbations induced by the bed 
disturbance 0≠ς .  
Introducing (5.54a-b) in the governing equations (5.1a), the continuity equation 












              (5.55a) 
Introducing (5.54a-d) in (5.1b) and retaining only linear terms in the perturbed flow, 

















































































  (5.55b) 









































































    (5.55c) 
For convenience in a linear analysis, we assume that the bed disturbance has a 
wavy form expressed by 
( ) ( )[ ] ( )tkxeAeAtx Rtbtkxib I Ω−== ΩΩ− cosRe,ζ        (5.56) 
Where the real variable k  is the wave number of the wavy bed, IR iΩ+Ω=Ω  is 
the complex angular frequency of the bed wave with IΩ  denoting the growth rate of 
the disturbance and RΩ  related to the phase speed kc Rb /Ω= , and the real variable 
bA  is the small amplitude of the bed wave satisfying the condition 
1<<bkA                (5.57) 
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Thus, the first order perturbed flow is dominant and the perturbations induced by 
the wavy disturbance can be written by 
 
( ) ( )ςς Otzuu +⋅= ,' 1              (5.58a) 
 
( ) ( )ςς Otzww +⋅= ,' 1              (5.58b) 
 
( ) ( )ςς Otzpp +⋅= ,' 1              (5.58c) 
 
( ) ( )ςςνν Otz +⋅= ,' 1              (5.58d) 
 
( ) ( )ςςηη Ot +⋅= 1'              (5.58e) 
With these relations, the linearized governing equations in terms of ( )111 ,, pwu
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      (5.59c) 
For a 2D incompressible flow, it is convenient to further simplify the equations 

















               (5.60b) 
Similar to other variables, the perturbed stream function can be assumed to be 
( ) ( ) ςψ ⋅= tzFtzx ,,,              (5.61) 
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Therefore, we have 
 zFzFu =∂∂= /1               (5.62a) 
ikFw −=1                (5.62b) 
With (5.62a) and (5.62b), continuity equation (5.59a) is satisfied automatically. The 







( ) ( )( )[ ]






























   (5.63) 
Where kcb /Ω= is the complex phase speed of the wavy disturbance. For dunes in 
alluvial rivers and sand waves in coastal waters, the complex phase speed is expected 
to be much smaller than the flow velocity, i.e. 0ucb << . Thus, the term with bc can 
be dropped from (5.63). 
 
5.4.2 Perturbed flow solution with constant eddy viscosity: Slip velocity model 
In the above, we have derived the governing equation in terms of a function ( )tzF ,  
for any eddy viscosity model. In this section, we further simplify the equation by 
employing the constant eddy viscosity ( ) cz νν = , ( ) 00 cz νν =  and ( ) 11 cz νν = , i.e. a 
slip velocity model. For convenience, the basic and perturbed state eddy viscosities 
0cν  and 1cν  are expressed by cν  and 1ν  in later sections of the present study. 
5.4.2.1 Governing equation 





( ) ( )[ ]


















       (5.64) 
This is a fourth order one dimensional time-dependent equation. For the bed 
forms we are concerned with, dunes in alluvial rivers are generated by steady flow, 
which means that the equation (5.64) can be reduced to be a steady equation. For sand 
waves induced by long period tidal flows, non-dimensional analysis (Gerkema, 2000) 
suggests that the unsteady term for sand waves in a tidal flow of radian frequency ω , 
i.e. the first term on the left hand side of (5.64), would be unimportant if 
1/0 >>ωkU  is satisfied with 0U  representing magnitude of tidal flow. For sand 
waves in a tidal flow, this criterion can be safely assumed to be satisfied since 
( ) ( ) ( )420 10/)10(1~/ −−⋅ OOOkUO ω ( )210~ O .  
Therefore, in our study of dune and sand wave formation, we will neglect the 
unsteady term of perturbed flow in (5.64). This approximation is called the 
quasi-stationary assumption here, and reduces the unsteady tidal flow problem to be a 
series of steady problems. Equation (5.64) is then reduced to a steady equation 
( )[ ]














       (5.65) 
Equation (5.65) can be used to solve the perturbation of both steady flow and 
oscillatory tidal flow. According to the quasi-stationary assumption, oscillatory tidal 
flow in one tidal cycle will be divided into a certain number of segments and the base 
flow is assumed to be steady in each of these segments. So the perturbed tidal flow in 




5.4.2.2 Boundary conditions 
Having the governing equation, we need boundary conditions to solve the 
equation. At the bottom, the boundary condition for the perturbed flow can be either 
linear or nonlinear conditions in accordance with conditions (5.7a) or (5.7b). The 
water surface can be treated as either a rigid lid surface or a free surface with free 
deformation. Accordingly, the surface boundary condition can be rigid lid condition or 
free surface condition.  
(1) Bottom Boundary Conditions 
Introducing (5.54) and (5.59a-b) to the kinematic bottom boundary condition (5.5), 
we have 
 








   
( )tx,@ ς=z       (5.66a) 











     0@ =z        (5.66b) 
Introducing (5.56), (5.58b) and (5.62b) in (5.66b) and neglecting wc relative to 0u , 
as done previously, the condition in terms of the function ( )zF  is  
 0uF −=       0@ =z        (5.66c) 
Substituting (5.54) and (5.60a), (5.60b) into (5.6) and (5.7a), we have the 
dynamic boundary condition for linear friction condition  
 ( ) ( )zxxzzzcb uSu ψψψντ +=−+= 0*0'  ( )tx,@ ς=z       (5.67a) 
Similarly, we have the boundary condition for non-linear friction from (5.6) and 
(5.7b)  
 
( ) ( ) zznxxzzzcb uuSu ψψψψντ +⋅+=−+= 00*0'  ( )tx, @ ς=z    (5.67b) 
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To obtain the dynamic bottom boundary conditions for perturbed flow, we 
introduce the perturbed state slip factors so that the slip factors in the presence of a 
bed disturbance can be described by ς⋅+=+= 1*0*'*0** SSSSS and 
ς⋅+=+= 1*0*'*0** nnnnn SSSSS . Thus, expanding the equations (5.67a-b) to 0=z  
and retain only the first order terms, we have the conditions in terms of function 
( )zF  by using (5.61) 
For linear friction the condition is 
 ( ) ( ) zzzzzzzc uuSuFSFkuF 0101*00*20 νν −++=++     0@ =z   (5.68a) 
For nonlinear friction condition 
( ) ( ) znzznzzzzc uuSuFuSFkuF 01201*000*20 2 νν −++=++  0@ =z    (5.68b) 
 Thus, we have the bottom boundary conditions for the perturbed flow with 
kinematic condition (5.66c) and dynamic boundary condition (5.68a) or (5.68b). 
(2) Free Surface Boundary Conditions 
For free surface boundary conditions, the perturbation of surface elevation induced by 
bed disturbance must be considered.  The free surface elevation η  can be written  
 
( ) ( ) ( ) ( )txtxtxtx ,',',, 0 ηηηη =+=           (5.69) 
Where ( ) 0,0 ≡txη  is applied as the base flows in the present study are assumed to be 
driven by the surface pressure gradient as discussed in Section 5.3; 
 
( )tx,'η  = the surface elevation induced by bed disturbance. 





ηηη hzzhzhz uuu          (5.70) 














 hz =@        (5.71) 
Retaining only first order terms in (5.71), we have the kinematic free surface 












    hz =@        (5.72) 
From (5.3b) with consideration of zero stresses at the surface, i.e. 0  =sτ , the 

















cν      
'@ η+= hz       (5.73) 
In the presence of a bed disturbance, we expand (5.73) to hz =  with retaining 
terms up to the first order 
 0'00 =−+⋅+ xxzzzzz uu ψψη    hz =@        (5.74) 
Thus we have dynamic free surface boundary condition for the perturbed state flow as 
 
 0'0 =−+⋅ xxzzzzu ψψη     hz =@        (5.75) 
Now, we have the kinematic free surface boundary condition (5.72b) and 
dynamic boundary condition (5.75b) for the perturbed flow. One more unknown is 
introduced in these two boundary conditions, i.e. perturbed free surface elevation 
( )tx,'η . To obtain this unknown, we use the remaining dynamic free surface boundary 













    
'@ η+= hz       (5.76) 




























































   (5.77) 
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when only first order terms are retained. Integration of (5.77) from hz =  to 



















































==+=    (5.78) 






        hz =@     (5.79) 













  hz =@     (5.80) 
Considering the assumption cn νν =  in the present study, we obtain that for 
perturbed flow 
 ( )xxzzzzczxxzztx uug ψψνψψψη 3' 00 +++−−=  hz =@     (5.81) 
Therefore, we have three free surface boundary conditions (5.72), (5.75) and 
(5.81) with an additional variable 'η . It is, however, possible to remove 'η  from the 






















        hz =@     (5.82b) 



























   hz =@     (5.83a) 























  hz =@     (5.83b) 
Hence, the free surface boundary conditions (5.83a) and (5.83b) are obtained for 
solving the system, where perturbed surface elevation is removed from the 
formulations. The perturbed surface elevation can be readily computed by using 
equation (5.75) once the solution for ψ  is obtained. Assuming  cn νν =  the free 






















































 hz =@   (5.84b) 
Neglecting the effects of bed wave movement 0ucw << and also the unsteady term by 
application of the quasi-stationary assumption, we have from (5.84a) and (5.84b) 
 
( ) 0/ 002 =−+ FuukF zzzz         hz =@   (5.85a) 
 
[ ] ( ) 0/3 0002 =+++− FuugikFikukF zzczzzc νν   hz =@   (5.85b) 
Therefore, the free surface boundary conditions in terms of the function ( )zF  are 
described by (5.85a) and (5.85b). 
(3) Rigid lid surface boundary condition 
For sand waves in coastal waters or dunes in alluvial rivers, especially for very 
subcritical flows, the bed disturbance usually induces very small surface elevations 
due to the relatively weak flow. In this case, the free surface elevation can be 
neglected and the free surface boundary conditions can be significantly simplified to 
be the rigid lid conditions. 
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  Assuming the zero perturbed elevation 0'≡η , we have rigid lid surface boundary 
conditions for perturbed flow from (5.72b) and (5.75b), 
 
0=xψ         hz =@        (5.86a) 
 
0=− xxzz ψψ       hz =@        (5.86b) 
Expressed in terms of ( )zF , the rigid lid surface boundary conditions are given by 
  0=F         hz =@        (5.87a) 
  02 =+ FkFzz       hz =@        (5.87b) 
 
5.4.2.3 Effects of the perturbations of eddy viscosity and slip factors 
In order to solve equation (5.65), it is necessary to know the expression for the eddy 
viscosity perturbation 1ν . In addition, the perturbed slip factors 1*S  are 1*nS are also 
needed in dynamic bottom boundary conditions. In this study, 1ν , 1*S  or 1*nS  are 
also assumed to be constants, i.e. vertical variations of these perturbations are 
neglected. From the definition of eddy viscosity (5.13) and slip factors (5.21a) and 
(5.21b), we can see that 1ν  and 1*S  are related to the perturbation of the shear 
velocity, whereas 01* =nS  since  nS*  is only dependent on the fixed water depth 
and bottom roughness. Obviously, to obtain 1ν  and 1*S , the shear velocity 
perturbation needs to be solved. From the definition of shear velocity, we have the 
total shear velocity 
*
u  in the presence of wavy bed disturbance  
 















       (5.88) 
Where bτ  and 'bτ are the total and perturbed state bed shear stress in the presence of 













              (5.89) 
For the slip velocity model, the perturbed bed shear stress is computed from the linear 
friction relation 
 ( ) ςςρτ bzbzbb u S FuS 01*00*' / +⋅+=          (5.90a) 
Or from nonlinear friction relation 
( ) ςρτ ⋅+= zbzbbnb FuuS 00*' 2/            (5.90b) 
Where bu0  is the bottom base flow, zbu0  is the first order velocity derivative at the 
bottom and zbF is the first order derivative of function F  at the bottom. Substituting 
(5.90a) and (5.90b) to (5.89), we have the perturbed shear velocity for linear friction 
conditions 






++=          (5.91a) 
And for nonlinear friction condition 
  ( )[ ]
 FuuS
u




           (5.91b) 
And the linear slip factor perturbation can be written by 
 
( )



















       (5.92) 
Considering the expression for bu0  obtained in (5.18), the equation (5.92) becomes 
 
( ) bzbzb uFuSS 000 *1* / +=             (5.93) 
Substituting (5.93) into (5.90a), we have  
( ) ςρτ ⋅+= zbzbb FuS 00*' 2/            (5.94) 
If neglecting the perturbations of eddy viscosity and slip factor for linear friction 
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condition, the perturbed bed shear stress is computed by (5.90a) with  01* =S . Thus, 
in comparison (5.90a) (with  01* =S ) with (5.94),  if the perturbed flow for linear 
friction condition is not affected by the perturbations of eddy viscosity and slip factor, 
i.e. the function F is unchanged, the disturbed bed shear stress is doubled due to 
these perturbations for linear friction condition. If noting that bn uSS 0*0* = , we can 
see that, in the presence of the eddy viscosity and slip factor perturbations, the 
perturbed state bed shear stresses for linear friction condition in (5.90a) or (5.94) and 
for nonlinear friction condition in (5.90b) or perturbed shear velocity in (5.91a) and 
(5.91b) are identical.  
To see how the perturbed flow is affected by the eddy viscosity and slip factor 
perturbations, we need to have the expression of the perturbed eddy viscosity 1ν , 
which can be obtained by using the perturbed shear velocity 










ν      
 (5.95) 
The expressions of 1ν   will be same for linear and nonlinear friction conditions 
since (5.91a) and (5.91b) were shown to be identical. Therefore, the governing 
equation (5.65) will be independent of the choice of bottom friction condition. As a 
result, the bottom boundary condition (5.68a) for linear friction and (5.68b) for 
nonlinear friction are also identical in the presence of the eddy viscosity and slip 
factor perturbations. 
In addition, examining at the term in governing equation (5.65) that is related to 
the eddy viscosity perturbation, i.e. [ ]zzzz uku 0201 +⋅ν , the term 00 ≡zzzu for slip 
velocity base flow and zuk 02  is an unimportant term for most bed forms of our 
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concern. Therefore, the perturbed eddy viscosity term in the governing equation can 
be neglected in most cases.  
For the dynamic surface boundary conditions, the perturbed eddy viscosity is not 
taken into account in our surface boundary condition derivation. In fact, the eddy 
viscosity perturbation affects the surface boundary conditions in a term as zsu01ν  
with zsu0  denoting the first order base flow derivative at the surface. From the base 
flow solution in (5.22), 00 ≡zsu can be obtained. Consequently, the eddy viscosity 
perturbation has no influence on the surface boundary conditions.  
With the above relations, i.e. same perturbed eddy viscosity and perturbed bed 
stress for linear and nonlinear friction relations, we can show that the dynamic bottom 
boundary conditions (5.68a) and (5.68b) become identical when the perturbations of 
eddy viscosity and slip factors are taken into account. Furthermore, it has been shown 
that the linear dynamic bottom boundary condition with the effect of those 
perturbations is identical to the condition without those perturbations since the last 
two terms in (5.68a) cancel out, i.e. 00101* =− zbb uuS ν from (5.93) and (5.95a). 
Moreover, it has been shown that the nonlinear dynamical boundary condition in 
(5.68b) will be identical to the linear condition (5.68a) if taking into account those 
perturbations.  
 Therefore, for the linear friction condition, if neglecting the eddy viscosity term 
that is proportional to 2k in the governing equation, the perturbed flow solution with 
the eddy viscosity and slip factor perturbations is exactly same as that without those 
perturbations. And for the nonlinear friction condition, the perturbed flow solution is 
changed to be same as that with linear friction condition by the presence of those 
perturbations since (5.68a) and (5.68b) become identical. For the perturbed bed shear 
stress, the predictions from linear and nonlinear conditions in (5.90a) and (5.90b) are 
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identical if taking into account the eddy viscosity and slip factor perturbations and 
they are different without the perturbations. For this reason, we will employ only the 
linear friction condition for most cases in the following unless we investigate the 
different effects of the linear and nonlinear friction condition without accounting for 
the perturbations of eddy viscosity and slip factor. 
 
5.4.2.4 Numerical Methodology  
In most previous studies, the equation similar to (5.65) has been solved by analytical 
methods based on certain assumptions. For example, Fredsøe (1974) solved the 
similar equation analytically by assuming the entire water column to be composed of 
a near-bed viscous layer and the overlying potential layer. Gerkema (2000) has 
proposed a convergent power series method to solve the equation. Besio et al. (2003) 
solved their equation numerically by use of second order Runga-Kutta method. In the 
present study, we will employ a second order finite difference method to solve 
equation (5.65) and associated boundary conditions. The details of the numerical 
discretization and finite difference equations are given in Appendix. 
 
5.4.2.5 Model tests 
In this section, we choose some typical parameters to test the proposed model. For 
convenience, the perturbed velocity is normalized by the base flow and bed slope, i.e. 
we take bkAUuu //'' =  with U  the depth-averaged base flow velocity. All the 
perturbed parameters can be expressed as the sum of a sine term and a cosine term, 
such as ( ) tutuu cs Ω+Ω= cossin'Re '' . This notation is also applied to the normalized 
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parameters like 'su  and 
'
cu . Similarly, the perturbed shear stresses are scaled as 
( )0'' / τττ bss kA=  and ( )0'' / τττ bcc kA= .  
 In the test, the wave disturbance with 1=kh is prescribed in the water domain 
with depth mh 1=  and a flow Froude number 2.0/ == ghUFr . The profiles of 
perturbed velocities, corresponding to bottom roughness  mmkN 2.0= and 
mmkN 1= , and both linear and nonlinear bottom boundary conditions, are plotted in 
Figure 5.3a for 'su , in Figure 5.3b for 'cu  and in Figure 5.3c for the phase shift 
between velocity perturbations and the bed form, and in Figure 5.4a for 'sτ , in 
Figure 5.4b for 'cτ  and in Figure 5.4c for the phase shift between shear stress 
perturbations and the bed form, respectively. It can be observed that the perturbed 
velocities have finite values at the bottom which is in accordance with the finite slip 
velocity in the base flow solution. This is also much different from those in the real 
condition which should approach to zero on the bed. 
 Since the depth mean velocity (Froude number) is fixed in this test, the increasing 
bottom roughness will result in the increase of bottom shear stress or the shear 
velocity 
*
u . As a result, the bottom slip velocity will be decreased and the magnitude 
of bottom perturbed velocity should be decreased accordingly. The results in Figure 
5.3b for 'cu , the dominant part of perturbed velocity, confirm this change, in which 
near bed 'cu  has smaller value for bigger roughness for both linear and nonlinear 
bottom boundary conditions. In contrast, as shown in figure 5.3a, the sine part 
perturbed velocity 'su  shows different variation with roughness, in which the near 
bed 'su  increases with increasing bottom roughness for both linear and nonlinear 
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conditions. This difference is probably caused by the larger slip factors for bigger 
roughness as shown in figure 5.3c. As given in (5.21a) and (5.21b) larger slip factors 
produce more resistance to the perturbed flow, which reduces velocity magnitude and 
induces bigger phase shift between perturbed flow and bed wave. From Figure 5.3a 
and Figure 5.3b, it is also seen that the bottom roughness only affects the velocity 
perturbations near the bed and its influences become insignificant when leaving the 
bed, especially for 'cu  in Figure 5.3b. 
 Two types of dynamic bottom boundary conditions have been applied in this test. 
From (5.19), (5.21a) and (5.21b), we have bn uSS 0** ⋅= . Introducing this into (5.7b) 
and comparing with (5.7a), we find that, neglecting eddy viscosity and slip factor 
perturbations, the two conditions have same left hand side terms whereas the right 
hand side for the nonlinear condition is twice that of the linear condition. This 
indicates that the nonlinear condition will produce more resistance to the flow than 
the linear condition and results in smaller near-bed perturbed velocity magnitude and 
bigger phase shift between perturbed flow and bed wave. This is confirmed by the 
perturbed velocity profiles in Figure 5.3a -c.  
 Perturbed shear stresses in Figure 5.4a and 5.4b show that 'sτ  has a negative 
value at the bed and 'cτ  has a positive value. One interesting feature for 
'
sτ  is 
that it increases from a negative value at bottom to the maximum positive value at a 
distance that is related to the disturbance wave number, e.g. 1.0/ ≈hz for 1=kh in 
Figure 5.4a, and then decays to very small values at the surface. As seen in Figure 
5.4b, 'cτ  decreases from a positive value to be a minimum (negative) value at a 
distance that is larger than that for the maximum 'sτ  and then decays to zero at the 
free surface. Similar to the perturbed velocities, the nonlinear condition and bigger 
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roughness lead to bigger magnitude of near bed 'sτ  as shown in figure 5.4a. In 
contrast, the nonlinear condition and bigger roughness result in smaller magnitude of 
near bed 'cτ as seen in figure 5.4b which are different from the cosine part perturbed 
velocity near the bed. As a result, the phase shift of near bed shear stress changes only 
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Figure 5.3 Sine (a) and Cosine (b) part of normalized horizontal velocity perturbations 
and the phase shift (c) between velocity perturbations and bed form for various 
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Figure 5.4 Sine (a) and Cosine (b) part of normalized shear stress perturbations and 
the phase shift (c) between shear stress perturbations and bed form for various bottom 
roughness and bottom boundary condition 
 
5.4.3 Perturbed Flow with linearly varying eddy viscosity: GM-model 
In Section 5.4.2, we developed a slip-velocity model (SV-model) to solve the 
perturbed flow based on the constant eddy viscosity model. The constant eddy 
viscosity simplifies the problem by preventing the large near-bed velocity gradient 
present in more realistic logarithmic flows. However, the velocity predicted by the 
SV-model is significantly different from the real flow due to the large near-bed eddy 
viscosity. Consequently, the SV-model is very weak at predicting basic and perturbed 
state velocity near the bed, which makes the predicted perturbed bed shear stress less 
reliable. To overcome this weakness of the slip-velocity model, we seek another 
solution for the perturbed flow over a wavy bed in this section by employing a 



















 For a steady current U flowing over a wavy bed, if a particle moves at the same 
speed as the flow, it will experience a periodic motion with a period of ULT /=
where L  is the bed wave length. In this case, the total flow can be expressed as the 
sum of a base flow U  and the periodic bed wave induced perturbed flow tieu σ~'  
with kUT == /2piσ and k the wave number of the bed wave. Therefore, the flow 
over a wavy bed is similar to a combined wave-current flow over a flat bed and can be 
solved by making use of the similarity between this bed wave induced flow and a 
combined wave-current boundary layer flow. The wave current interaction model 
developed by Grant and Madsen (1979) is adopted to solve this linear perturbed flow.  
 To do this, it is first assumed that viscous effects are only important in a thin layer 
near the bottom with the thickness scaled by σκ /
*
u . Then the perturbed flow above 
this boundary layer can be described by a potential flow solution. Finally, the 
perturbed flow within the bottom boundary layer is solved by using the wave 
boundary layer solution. 
5.4.3.1 Potential base flow  
Considering a constant pressure gradient flow with a parabolic eddy viscosity model 
(5.12), i.e. ( )hzzut /1* −= κν , the base flow velocity corresponding to a flat bed can 









              (5.97) 
where 30/0 Nkz = = the bottom roughness parameter at which velocity vanishes and 
Nk = the apparent roughness.  
If we assume that the water is an ideal fluid, the corresponding potential base flow 
velocity will be invariant in the vertical direction, i.e. ( ) Constuzu p == 00 . To obtain 
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this constant potential flow solution, we assume the same mass transports in this 
potential flow and the real base flow (5.97). Thus we have the z-independent potential 








              (5.98) 
 
5.4.3.2 Potential perturbed flow solution  
As described in the wave boundary layer theory (Grant and Madsen, 1979), the 
viscous effect for oscillatory perturbed flow is important only near the bottom, i.e. 
within the bottom boundary layer. Above the bottom boundary layer, the viscous 
effect can be neglected. So neglecting viscous terms, equation (5.65) becomes  
( ) 00200 =⋅+− FukuFu zzzz            (5.99) 
Where the basic state velocity is replaced by the potential base flow solution pu0  in 
(5.98). Thus, we have 00 ≡zzu  and the equation is re-written by  
02 =⋅− FkFzz               (5.100) 
The kinematic bottom boundary condition can be obtained from (5.66c) as  
 puF 0−=      0@ =z          (5.101a) 
And the free surface boundary condition can be obtained from (5.85b) by considering 
constant base flow and zero eddy viscosity, which gives  
 zp FguF ⋅= /
2
0     hz =@          (5.101b) 
If assuming the surface is a rigid lid, the corresponding rigid lid surface condition is 
given by 
 0=F       hz =@          (5.101c) 





eAeAF −+= 21              (5.102) 
Where real constants 1A  and 2A can be obtained from the boundary conditions 
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=            (5.104) 
with ghuF pr /0
2
=  the Froude number of the base flow. Then the perturbed 


















































































              (5.105c) 
If rigid lid surface condition (5.101c) is applied, the solution becomes simpler, 
and can be readily obtained by introducing 12 =c  to (5.105a-c). 
The scaled perturbed surface elevation in (5.105c) reveals that it will be negative 




2 >  since 12 >c  is assured from (5.104). This 
gives the separation condition of the positive and negative perturbed elevation which 



















            (5.106a) 
which can be re-written as 
 khkhFr /tanh=              (5.106b) 
With consideration of the definition of the Froude number as ghuF pr /0
2
= , 
(5.106b) is exactly same as the dispersion relation for a linear wave with phase speed 
of  pu0 . This suggests that the perturbed surface elevation will change its sign from 
positive to negative when the base flow velocity is greater or less than the phase speed 
of the linear perturbed wave induced by the bed disturbance. This critical condition is 
plotted in Figure 5.5 for given wave number and Froude numbers based on (5.106b). 
The region below the border line is the sub-critical region, within which the perturbed 
surface elevation is out of phase with the bed disturbance. On the other hand, the 
region above the border line is the super-critical region, within which the perturbed 
elevation is in phase with the bed wave. Additionally, it can be seen from the figure 
that that no sign change can be obtained when 1>rF , i.e. all flow are in supercritical 
region if 1>rF , whatever the value of kh is. This is because khkh >tanh results in 
a value of 2c  that is always greater than the value of khe 2  and therefore leads to 
positive value of 1η .  
 The border line computed numerically by the SV-model is also plotted in Figure 
5.5 for comparison with present analytical potential flow solution. The results in 
Figure 5.5 suggest that the border lines from the two solutions are quite close for 
flows with Froude number greater than about 0.35. For flow with Froude number 
smaller than 0.35, no super critical state can be obtained from the SV-model which 




Figure 5.5 Critical lines where discontinuity occurs calculated from  
the potential theory and the slip velocity model 
 
5.4.3.3 Perturbed velocity solution within bottom boundary layer 
In the preceding section, we got the potential solution that is valid above the bottom 
boundary layer. In this section, we seek the perturbed flow solution within the bottom 
boundary layer by using the similarity between the perturbed flow over a wavy bed 
and the wave bottom boundary layer solution proposed by Grant and Madsen (1979). 
Since the boundary layer is thin, it is assumed that the eddy viscosity varies linearly 
with distance from bed, i.e.  
zu mt *κν =               (5.107) 
where mu*  is the maximum shear velocity of the base flow which is given by 
0** uu =  for a steady flow case.  
Considering the constant potential base flow, the governing equation for the 


























0 ν            (5.108) 


















where pu0 = potential basic state velocity, 'u , 'w , 'p = the perturbed velocities and 
perturbed pressure in the presence of a small bed disturbance. In the coordinate 
system moving at speed puU 0= , the stationary wavy bed disturbance can be 
re-written as 
 
[ ] [ ]tibtuikbikxb eAeAeA p σς ReReRe 0 ===         (5.109) 
Where puk 0=σ is an equivalent radian frequency.  Then, by using the expressions 
of the perturbed quantities in (5.58a-c), the governing equation for perturbed flow 

















*11 κσ            (5.110) 
It is noted that the perturbation of the eddy viscosity has been neglected in this 
study for convenience. The perturbed pressure is assumed to be independent of z 
within the boundary layer and therefore it is equal to the perturbed pressure at the 
upper boundary of the boundary layer which can be obtained from the potential 
perturbed flow solution above the boundary layer as 1ikpui bm −=σ .  The velocity 



















pbm             (5.111) 
Thus, the equation (5.110) can be written by  


















         (5.112a) 
This equation is exactly the same as the one derived by Grant and Madsen (1979) 
for wave bottom boundary layer flows. In order to obtain the solution, we assume 
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∂ ivvξξξ              (5.112b) 
The solution of this equation can be expressed by the Kelvin functions of zeroth 
order as 
 ( ) ( )2/12/12/12/111 2222 ξξξξ iKeiKerBiBeiBerAuuv bm +++=−=   (5.113) 
where the non-dimensional parameter ξ  is defined by bz δξ /=  with bδ the 










κδ δδ ==             (5.114) 
Where δA  is a factor that accounts the interaction of unidirectional base flow and 
oscillatory perturbed flow which will be discussed later. Non-slip boundary condition 
is applied at 0zz = , i.e. at bz δξξ /00 == , which gives 
  01 =u     bz δξ /@ 0=          (5.115a) 
And the perturbed velocity will decay to zero at infinity 
 bmuu =1     ∞→ξ@           (5.115b) 
From boundary conditions (5.115a) and (5.115b), we obtain 




0 22 ξξ iKeiKer
uB bm
+
−=            (5.116b) 




















uu bm          (5.117) 
The perturbed vertical velocity can be readily calculated from the continuity equation 
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(5.59a) with non-slip bottom boundary condition  01 =w  0@ zz = . 
Neglecting eddy viscosity perturbation and also assuming constant (with respect 
to time) basic state shear stress within the bottom boundary layer in accordance with 
the eddy viscosity expression (5.107), the perturbed shear stress, ςττ 1'= , can be 







*1 κτ               (5.118) 
 Calculation of the factor δA  
The factor δA  in (5.114) can be computed by using the wave current interaction 
model proposed by Madsen (1993) considering that the total flow in the presence of 
bed disturbance can be expressed as the sum of a steady base flow and an oscillatory 
perturbed flow. In terms of bed shear stress, it can be described as 
 
ςτττ 10 +=b                (5.119) 













= κτ              (5.120) 
And the factor δA is computed based on Grant and Madsen’s (1979) model from 










              (5.122a) 





               (5.122c) 
For the linear perturbed flow, we have that the perturbed bed stress is much smaller 
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than the basic state bed stress, i.e. 01 ττ <<bA . This leads to the approximation of 







τµµ =≈               (5.123a) 















          (5.123b) 
Thus, we can calculate the factor from (5.121) and (5.123b). With the relation 
(5.123a), this factor becomes independent of the amplitude of the bed wave. In 







, the value of X can be approximated to  
( )NkkOX /1~ . In the present study, the wave number for bed forms is approximately 
1=kh  and the roughness is scaled by grain size d . Thus we have ( )dhOX /~ . As 
water depth h  ranges from the order of ( )110−O  in flumes to ( )10O  in coastal 
waters and the grain size could range from 0.1mm to 10mm. Thus, we have the 
possible range of X  to be given by 61010 << X . In this range of X , the value of 
δA can be computed from (5.121), which gives δA  approximately from 2.8 to 0.7 as 




Figure 5.6 Variation of the factor δA with the value of X  
 
 It is obvious, from (5.121) and (5.123b), that the factor δA is related to perturbed 
flow. At the same time, to obtain the perturbed flow solution (5.117), the factor δA
needs to be known. Thus, the factor δA and the perturbed velocity (5.117) are coupled 
and an iterative procedure needs to be employed to obtain the perturbed flow solution 
within the boundary layer. In practice, we start with 2=δA  and stop the iteration 
procedure when δA  has no change to 3 digits in comparing with δA  in the previous 
iteration.   
 Limitation of hb /δ  in GM-model 
It needs to be noted that the present GM model is based on the assumption that 
the viscous effect is important only in a thin layer near the bed, i.e. the boundary layer 
thickness bδ should be much smaller than the water depth h , i.e. hb <<δ . To satisfy 




( ) hkuuA pmb <<= 0* /κδ δ             (5.124) 
This gives ( ) 03.010/16.02~/11ln// 20* ≈×=>> Npm khAuuAkh κκ δδ . 
Therefore, to adopt the GM-model in linear instability analysis, we need to exclude 
those disturbances that have values of kh  smaller than about 0.1. More details on the 
scales of bottom boundary layer thickness are shown in Figure 5.7, in which the 
boundary layer thickness for given wave number 0.11.0 << kh  and the ratio 
410/10 << Nkh are plotted by assuming 1=δA . The results in the figure suggest the 
value of hb /δ  for most common conditions are smaller than 0.2 which assures the 
validity of the application of the GM-model. Even assuming 2=δA , the value of 
hb /δ  is still small enough for stability analysis on those bed form we are concerned 
with, i.e. dunes in river flows and sand waves in sea waters.   
 
Figure 5.7 Contours of hb /δ  for varying wave number kh  and ratio Nkh /  
 
 Adjustment to the perturbed vertical velocity within the b.b.l. 
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It can be shown that the perturbed vertical velocity 'w  within the boundary layer 
computed by the GM-model introduced in the above is not physically correct since 
the near-bed streamline does not parallel the wavy bed as it should do. This is 
probably caused by the application of constant potential base flow within the 
boundary layer in the GM-model. This problem results in the normalized vertical 









 the logarithmic base flow, i.e. the 
ratio between the streamline slope and bed slope, approaching zero rather than unity.  
To obtain a more realistic vertical perturbed velocity, we need to adjust the 
vertical perturbed velocity to make the streamline parallel to the wavy bed. This can 
be done by noting that the near-bed perturbed flow can be approximated by the 
potential solution as the eddy viscosity approaches zero. Thus, we may add a vertical 
velocity component based on potential theory to the solution obtained by the 
GM-model. This potential component may be obtained by making use of the potential 
perturbed flow solution above the bottom boundary layer and replacing the constant 












GM ⋅+=              (125) 
Where 'GMw is vertical perturbed velocity solution computed by the GM boundary 
layer model assuming constant potential base flow within the boundary layer, 'pw  is 
the potential perturbed velocity solution above the boundary layer. 
We choose a test case to see the variation of vertical perturbed velocity change 
after making this adjustment. Parameters mh 25.0= , mmdkN 28.0== , 1=kh  and 
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4.0=rF  are used in this test. These parameters give shear velocity scmu /73.2* =  
and potential base flow smu p /63.00 = .  
 The ratios of streamline slope to bed slope within the b.b.l., ( )0/' ukAw b wR , are 
computed and plotted in Figure 5.8. It can be seen from Figure 5.8 that the ratio 
between the streamline slope and the bed slope approaches 1 after the adjustment, 
compared to zero without this adjustment. Therefore, this adjustment improves the 
predicted vertical perturbed velocity dramatically. 
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Figure 5.8 Profiles of ratios between near bed streamline and bed slopes 
 
5.4.3.4 Model test 
Here only the perturbed shear stress is shown due to its importance in bed stability 
analysis. Parameters and conditions used in this test are given in the legend of the 
figures.  
 As shown in Figure 5.9a and 5.9b, the near bed structure of the perturbed shear 
stress show significant difference from those predicted by the slip velocity model 
(seen in Figures 5.4a and 5.4b). The GM-model’s predicted perturbed shear stresses 
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change very little in the near-bed region whereas those computed by the slip velocity 
model vary rapidly. The GM-model predictions make more senses as the nearly 
constant shear stress is consistent with the “Law of the Wall”.  
The results in Figures 5.9a and 5.9b show that the bigger bottom roughness 
produces larger amplitude 'sτ  which is the same as obtained from the slip-velocity 
model. It is noted that 'cτ  at the upper level of the boundary layer has a finite value 
rather than zero as expected. This is because the perturbed flow solution is obtained 
based on an asymptotic boundary condition (5.115b) which only assure zero shear 









































Figure 5.9 Sine (a) and Cosine (b) part of perturbed shear stresses within  
the bottom boundary layer for different roughness 
 
5. 5 Comparison of the linear models with experimental data 
In section 5.4, we have derived the slip-velocity linear model (SV-model) based on 
constant eddy viscosity assumption and the GM-model by using the similarity 
between the wave-current interaction and the linear perturbed flow to solve linear 
perturbed flow induced by wavy bed disturbances. Comparing the two models, the 
SV-model predicts very unrealistic near bed perturbed flow structure due to the 
constant eddy viscosity assumption, whereas the GM-model predicts a more realistic 
perturbed near-bed flow structure. As far as the most important parameter, the 
sine-term perturbed shear stress, is concerned in the present context, a few tests show 
that both linear models predict reasonable values, i.e. ( )1~' Osτ . To further check 
the models’ capability of predicting 'sτ , in this section, we validate the linear 
models by comparing model predictions with a more advanced flow model and also 
with laboratory measurements of the perturbed shear stress over wavy walls.  
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5.5.1 Comparison with Richards’ (1980) model 
Richards’ (1980) has proposed a linear model by solving linear perturbed flow using 
streamline coordinates and incorporating a turbulent closure scheme. Theoretically 
speaking, his model should be far more advanced than the slip-velocity (SV) and 
GM-models introduced in the present study since less assumptions were introduced in 
his model. There is a case study conducted by Richards to compute the scaled 
perturbed bed shear stresses for a disturbance with 1=kh  and 1600/ 0 =zh . His 
model predicts 34.2' −=sτ  and 21.4
'
=cτ . By taking the same parameters, our 
slip velocity model predicts 41.0' −=sτ  and 12.4
'
=cτ , and the GM-model 
predicts 80.0' −=sτ  and 06.2' =cτ . Obviously, both of our models predict 
smaller sine term perturbed shear stress than Richards’ model. However, the 
GM-model does a better job than the SV-model. 
 
5.5.2 Validation with experimental data 
There is no doubt that a better validation is to compare with measurements. The 
perturbed bed stresses extracted from the experimental data measured by Thornsness 
(1975) are applied here for model verifications. Those experiments were conducted in 
an enclosed channel to study the flow over solid wavy surface with small amplitude. 
The enclosed channel used in the experiments has a rectangular cross section of 2 inch 
height and 24 inches in a 27.5 feet long test section. The bed wave has a wavelength 
of 2 inches and an amplitude of 0.0114 inch, i.e. the bed slope of 0114.0/2 =λa . 
The wall shear stresses along one wave at different Reynolds numbers, 25200Re = , 
18400Re = , 9900Re =  and 5650Re = , have been measured. Here Reynolds 
number is defined by the bulk velocity and half depth as ν/hUR be = with half depth 
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cmh 54.2''1 ==  and the bulk velocity bU defined by ( )∫= hb dzzuhU 0
1
. The 
measured and model-predicted perturbed bed stresses are listed in Table 5.1 together 
with experimental parameters.  
 It can be seen from the table that the SV-model predicts similar magnitude of 
perturbed stress as the GM-model. However, both model-predict perturbed stress 
magnitudes for all the four cases that are much smaller than the experimental results 
with values of only about 20% the experimental results. For the phase shifts, the 
SV-model predicts much smaller values than both the GM-model predictions and the 
measurements. In comparing with measurements, the phase shifts predicted by the 
GM model are also small. Due to the smaller predictions of phase shifts by the 
SV-model than the GM-model and quite close predictions of perturbed stress 
magnitude, the GM-model predicts closer 'sτ  than the SV-model to the 
experimental data, e.g. for case 1 with Reynolds number of 25,200, the value of 'sτ  
predicted by SV-model, GM-model and experiment are -0.28, -0.6 and -7.8, 
respectively.  
It needs to be noted that these four experimental cases are actually in laminar 
flow or smooth turbulent flow regime due to low Reynolds numbers and the smooth 
bed. This means that there is a viscous layer above the bed in which the physical 
viscosity is dominant. However, both of our flow models, the SV-model and 
GM-model, do not take into account of the effect of this viscous layer on bed shear 
stress prediction. Therefore, the under-predictions could be caused by inappropriate 
applications of our linear models. The calculations by the GM-model suggest that 
boundary layer thickness ( )pb kU0/2/2 νσνδ =≈  is smaller than the viscous 
sub-layer thickness computed by
*
/6.11 usub νδ = . The results of the thickness of the 
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two layers are listed in Table 5.1. This indicates that our flow models by assuming 
rough turbulent flow conditions are actually invalid to calculate perturbed bed shear 
stress in these cases. 
 
Table 5.1 Parameters and results in the experiments and model predictions 
 Case 
Parameters 
1 2 3 4 
ν/UhRe =  25200 18400 9900 5650 
h (cm) 2.54 2.54 2.54 2.54 
λ/2a  0.0114 0.0114 0.0114 0.0114 
U  (cm/s) 99.2 72.4 39.0 22.2 
*
u (cm/s) 4.78 3.61 2.09 1.27 
Nk  (mm) 0.0691 0.0914 0.1582 0.2590 
'
cτ  (EXP) 1.89 3.09 5.57 6.54 
'
sτ  (EXP) -7.77 -7.90 -8.28 -7.63 
ϕ∆
 (EXP) 76.3 68.6 56.1 49.4 
'
cτ  (SV) 2.16 2.17 2.20 2.24 
'
sτ  (SV) -0.28 -0.28 -0.30 -0.31 
ϕ∆
 (SV) 7.3 7.4 7.7 8.0 
'
cτ  (GM) 1.86 1.87 1.88 1.94 
'
sτ  (GM) -0.67 -0.70 -0.75 -0.82 
ϕ∆
 (GM) 19.8 20.5 21.7 22.9 
bδ (mm)
 
0.13 0.15 0.20 0.27 
subδ (mm)
 
0.24 0.32 0.56 0.91 
'




-3.4 -3.7 -4.4 -5.1 
 
The present GM-model can be readily modified to calculate the perturbed shear 
stress magnitude in these cases (Madsen, 1993). To do this, we assume that the flow 
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within the bottom boundary layer is totally laminar flow and compute the magnitude 
of perturbed shear stress by 2
2
1
' bmwuf=τ  with bpbbm AkUAu 0== σ the bottom 
perturbed velocity amplitude from potential solution and the friction factor
ν//2Re/2 bbmw Auf == . Thus, the normalized perturbed shear stress magnitude 






////'' ukUkUkAu ppb νττ =>=< . In this circumstance, 
the phase shift between the perturbed shear stress and the bed wave predicted by the 
GM-model would be a constant of 45 degrees. Then the sine and cosine terms of the 
normalized shear stress are listed in Table 5.1. Apparently, this solution gives much 
closer predictions to the experimental data. 
Some more comparisons between model predictions and the experimental data on 
perturbed bed shear stresses are shown in Figure 5.10a and 5.10b. Some parameters 
are the same as those in Table 5.1 and more flow conditions are tested with Reynolds 
number varying from about 4,000 to 40,000. The comparison show similar results as 
those in Table 5.1, in which the perturbed stress magnitudes predicted by the 
SV-model and GM-model for rough turbulent flows are quite close for all flows but 
much smaller than the measurements. Another difference between model predictions 
for rough turbulent flow conditions and the measurements is that the magnitude of 
measurements decreases evidently with increasing Reynolds number, whereas the 
model predictions vary only slightly with Reynolds number.  
Again, we compute the perturbed shear stress by GM-model with consideration 
of laminar flow condition in the bottom boundary layer. This is reasonable as the 
calculations suggest that the thickness of viscous sub-layer is about 4 times the 
thickness of boundary layer for Re=3,600 and about 2 times for Re=32,000. Even 
increasing the laminar boundary layer thickness by a factor of 3 which gives more 
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accurate thickness of lamimar boundary layer, the two thicknesses are still quite 
cloase. So we can assume that the flows within the boundary layer are totally laminar 
flow. The result in Figure 5.10a suggests that the GM-model predictions with laminar 
flow conditions are smaller than the EXP data with a factor of about 1.5, which are 
much better than those predictions by assuming rough turbulent flow in the boundary 
layer which has a factor of about 5. 
For the phase shift with different flow conditions as shown in Figure 5.10b, the 
model predictions for turbulent flow conditions are much smaller than the 
measurements. In addition, the model predictions decrease a little with increasing 
Reynolds number which is totally different from the measurements which increase 
quite a lot with increasing Reynolds number. In comparing predictions by the two 
linear models, the GM-model predicts much larger phase shift than the SV-model. 
Considering that the two models predict similar magnitude of perturbed shear stresses 
as seen in Figure 5.10a, the GM-model predicts larger 'sτ  than the SV-model. 
However, as the flow within the boundary layer is nearly laminar flow, the phase shift 
should be a constant of about 45 degrees, which are much closer to the measurements. 
Since the sine part or the imaginary part of the perturbed bed shear stress is the 
one contributing to bed instability, we plot the imaginary part perturbed shear stress in 
Figure 5.11. Obviously, the model predictions with assuming rough turbulent flow 
conditions have under-predictions by a factor of nearly 10. In contrast, the more 
rigorous predictions with GM-model by considering laminar flow condition in the 
boundary layer show much better agreements which have under-predictions by a 


















































Figure 5.10 Comparisons of perturbed bed stress magnitude (a) and phase shifts (b) 




































Figure 5.11 Comparisons of imaginary part of perturbed bed stress between model 
predictions and experimental results for varying Reynolds number 
 
 
The above comparisons suggest that, due to the laminar flow condition near the 
smooth bed, the SV-model and the GM-model by assuming rough turbulent flow 
conditions significantly under-predict the perturbed bed shear stresses. While 
considering the laminar flow condition within the boundary layer, the modified 
GM-model is able to predict quite good agreements. Unfortunately, no appropriate 
data in rough turbulent flows could be found to validate the linear flow models. Even 
though, due to quite good performance of GM-model in laminar (or smooth turbulent) 
flow conditions, we may have some confidences to apply the GM-model to predict 
bed instability in rough turbulent flow conditions.  
 
5.6 Extension to unsteady tidal flow 
The perturbed shear stress in steady flow has been solved by the SV-model and the 
GM-model in Section 5.4 and validated in Section 5.5. With this, the dune formation 
can be investigated. To study sand wave formation in coastal waters, we need to 
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extend the methods and solutions to unsteady tidal flow so that we can obtain the 
perturbed shear stress in a tidal flow. To achieve this, as discussed in Section 5.3, we 
adopt the quasi-stationary assumption to neglect the time derivative terms in the 
perturbed stream function equation but retain the unsteadiness of base flow. This 
assumption has been employed in most previous sand wave studies (such as Gerkema, 
2000; Komarova and Hulscher, 2000, etc.). With this assumption, we can solve 
perturbed tidal flow in a simple way.  
 
5.6.1 Perturbed tidal flow with the SV-model 
 Assuming constant eddy viscosity, the exact solution of tidal base flow is given in 
(5.46), which can be re-written as 
 


































     (5.126) 
where ( ) ir iBBzB +=  is a complex function with real part rB  and imaginary part 















.            (5.126a) 
Hence, the velocity can be written as 
 










































          
           
,
          (5.127) 
where 
 
( ) ir BBz /tan −=φ              (5.127a) 
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It can be shown that the phase angle ( )zφ  changes only a few degrees at 
different water level for the typical value of δ/h . Thus we may assume ( )zφ  is a 
constant and express tidal base flow as 
 
( ) ( ) tzutzu m ωcos, ⋅=              (5.128) 
where 






            (5.128a) 
 Thus, we may divide the base flow (5.128) into a series of segments and solve the 
perturbed flow by treating the base flow as steady flow in each segment. Then add up 
perturbed flow solutions corresponding to all segments to give a tidal period averaged 
perturbed flow. Or even simpler, we may solve a steady problem with maximum tidal 
base flow ( )zuu m=  and then add the time varying term tωcos  or tωsin , in which 
the cosine term perturbed flow should have same time dependency as the base flow, 
i.e. tωcos , whereas the sine term is different from the perturbed flow and always has 
upstream phase shift so that the time varying term should be tωsin . Thus, we can 
express the perturbed velocity as 




=               (5.129a) 




=               (5.129b) 
Where ' maxsu and ' maxcu are the perturbed velocities corresponding to the steady 
problem with base flow ( )zuu m= .  
 
5.6.2 Perturbed tidal flow with the GM-model 
 Based on the quasi-stationary assumption and the analysis on the tidal base flow 
in Section 5.6.1, we may apply the same treatment for the GM-model, i.e. simply 
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assume that the tidal base flow can be expressed by 








0 ⋅=            (5.130) 
 This log-profile is a good approximation of velocity within the lower part of tidal 
wave boundary layer, i.e. it is not good in the upper level of the boundary layer and 
above the boundary layer. For simplicity, we may assume the logarithmic profile is 
valid over the entire boundary layer piωκδ /
*
u=  if 1/ <hδ  or over the whole 
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*
0         (5.131) 
 With this base flow solution, the perturbed flow can be solved in the same 
manner as done in Section 5.6.1, i.e. solve a steady problem based on the maximum 


























   if         11ln
   if       11ln
*
*
0           (5.132) 
Then the perturbed flow can be computed by using the formulae (5.129a) and 
(5.129b). 
5.6.3 Model tests 
With the derivations in Section 5.6.1 and 5.6.2, we can now calculate the 
unsteady perturbed flow induced by a wavy bed disturbance. By employing the 
quasi-stationary assumption and neglecting effects of the slow movement of bed 
waves, the tidal perturbed flow can be computed by (5.129a) and (5.129b). A simple 
test for typical conditions is carried out and the perturbed bed shear stresses within a 
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tidal cycle are plotted in Figure 5.12a for the sine term and in Figure 5.12b for the 
cosine term. In the test, semi-diurnal tidal flow with 14104.1 −−×= sω ,  water depth 
mh 20= , shear velocity scmu m /5* = , roughness mmkN 1=  and 5.0=kh  are 
applied. The parameters give 65.0/ =δh , which makes the second order 
approximate base flow solution (quasi-steady solution) not very accurate, as discussed 
in Section 5.3.2.  
 It needs to be noted that the prescribed shear velocity mu*  in the case study only 
represents the maximum surface pressure gradient as huxp ma //
2
*
ρ=∂∂  rather than 
the real maximum shear velocity. Thus, the real maximum bed shear velocities for 
different base flow solutions may be different, in which only the maximum shear 
velocities for the 2nd order approximation and the GM-model base flow are equal to 
the prescribed mu* .  
 For the SV-model predictions in Figures 5.12a and 5.12b, the quasi-steady base 
flow solution predicts much larger perturbed bed stresses than the exact base flow 
solution for this typical coastal case, with about 50% larger for the sine part and 70% 
larger for the cosine part, respectively. This suggests that we need to be careful when 
employing the quasi-steady base flow solution to represent tidal flow. 
 It can be also seen in the figures that the GM-model-predicted sine part bed stress 
is larger than the SV-model predictions with the exact base flow solution, whereas the 
GM-model predicts a slightly smaller cosine part bed stress than the SV-model. This 
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Figure 5.12 Sine (a) and Cosine (b) part of the perturbed bed stress  







DUNES FORMED IN OPEN CHANNEL FLOW 
 
We have derived the bed-load transport model in Chapter 2 and solved and validated 
the two key parameters, the slope factor and the perturbed bed shear stress, in Chapter 
4 and 5, respectively. Hence we can now go on to predict bed instability for bed-load 
dominant conditions. In this chapter, we will focus on dune formation in open channel 
flow. The initial growth rate of a prescribed bed disturbance is calculated by using 
equation (3.5) and the disturbance with the maximum initial growth rate is supposed 
to be the predicted bed form that eventually will appear as the dominant bed form. 
The sensitivity analysis is first given to investigate the effect of a variety of 
parameters and conditions on dune prediction. Then the models are applied to predict 
dunes obtained in laboratories.   
 
6.1 Sensitivity analysis  
There are some parameters and conditions that may affect the predictions of bed 
instabilities, such as bottom boundary condition in the SV-model, surface boundary 
condition for both the SV-model and GM-model, flow strength (Froude number and 
shear velocity), apparent bottom roughness and sediment diameters, etc.  
 The effects of these parameters and conditions on predicted bed forms, i.e. the 
wave number of the most unstable mode hkmax , are investigated in a channel with 
depth mh 1= . Six scenarios are considered in terms of these conditions, which are: 




Scenario 2: SV-model with non-linear bottom boundary condition, free surface 
boundary condition  
Scenario 3: SV-model with eddy viscosity and slip velocity perturbations, rigid lid 
surface boundary condition  
Scenario 4: SV-model with eddy viscosity and slip velocity perturbations, free 
surface boundary condition  
Scenario 5: GM-model with rigid lid surface boundary condition  
Scenario 6: GM-model with free surface boundary condition  
 Three parameters are set to be varying in these scenarios, which are Froude 
number rF , bottom roughness Nk and sediment diameter d . By fixing two of them, 
the effects of the third parameter on predicted wave number hkmax  are investigated 
with the following selected parameters: 
Case 1: fixed mmd 6.0= , cmkN 1= , varying rF , the results are plotted in Figure 
6.1; 
Case 2: fixed 2.0=rF , mmd 28.0= , varying Nk  , the results are plotted in Figure 
6.2; 






Figure 6.1 hkmax  variation with Froude numbers for different scenarios 
 
















































Figure 6.3 hkmax  variation with sediment diameter for different scenarios 
 
6.1.1 Froude number 
It is evident that, when flow becomes stronger, the magnitude of perturbed flow and 
perturbed sediment transport rates must be larger. However, this doesn’t mean that 
this increase will make the bed more unstable since the bed instability is not 
determined by the maximum magnitude of growth rates. Instead, it is determined by 
the wave number corresponding to the maximum growth rate, i.e. hkmax . The 
predicted hkmax  with varying Froude numbers from 0.16 to 0.7 for different 
conditions are plotted in Figure 6.1. Due to coarse sediment applied, the value of 
fwu /*  is up to 1.1 for 7.0=rF  which is far smaller than 2.7. This means it is 
justified to apply the present bed-load transport model in this case study.  
The results show that, in the cases that free surface effect is taken into account, i.e. 
























weak flow and then increases or changes very little when Froude number is greater 
than a certain value. If rigid lid surface boundary condition is employed (scenarios 3, 
5), hkmax  decreases all the way. This difference should be caused by the stronger free 
surface effect at higher Froude numbers. Although the present bed-load transport 
model was shown to predict good agreements with measurements for 7.2/
*
<fwu , 
the model prediction for flows at higher Froude number may not be so reliable since 
suspension effects may be significant. Actually, the validity of the present bed-load 
model for 7.2/
*
<fwu  is obtained in wave motion which induces strong turbulence 
only in a thin layer near the bottom. For steady channel flow that generates strong 
turbulence over the entire water column and therefore drives more sediment into 
suspension, the neglect of suspension may produce big errors if the value of fwu /*  
is big. Therefore, we may say, in general, the predicted hkmax  decreases with the 
Froude number in relatively weak flow. This is consistent with the experimental data 
in flumes as shown in Figure 6.5 or in Tables 6.1-3.  
 
6.1.2 Bottom roughness effects 
Experiments show that, when sediment starts to move, usually small bed forms, such 
as ripples, could be first generated and longer bed forms, such as dunes, are formed 
more slowly than ripples. This means that the ripples may have some influences on 
dune formation. We know that the presence of ripples will increase apparent bottom 
roughness and therefore may influence the formation of dunes. To account for the 
effect of ripples, we need to compute total bed shear stress in accordance with rippled 
bed and also the skin friction shear stress which is responsible for sediment transport. 
Unfortunately, we do not have a good model to compute skin friction shear stress on a 
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rippled bed in alluvial channels. 
One thing for sure is that the skin friction shear stress, which is only a portion of 
the total bed shear stress, is related to the small bottom roughness scaled by sediment 
grain size whereas the total shear stress is determined by a larger roughness scaled by 
ripple height. So we may obtain a rough estimate on the skin friction shear stress by 
assuming it is determined by the small roughness dkN =  and the same mean 
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Tbs ττ             (6.2) 
We define a reduction factor τR  as the ratio between the skin friction shear stresses 
and the total shear stresses as  
 TbsR τττ /=                (6.3) 
and assume that the perturbed skin friction shear stress has the same reduction factor 
as the total perturbed shear stress, i.e. the total perturbed shear stress for rippled bed is 
reduced by the factor τR  to give perturbed skin friction shear stress. The perturbed 
bed-load transport can be computed by using the reduction factor τR  and the basic 
and perturbed state total bed shear stress. In addition, the varying part of slope factor 
described in (3.10b) will be computed based on the skin friction shear stress rather 
than the total shear stress.  
With this treatment, the effects of bottom roughness on predicted bed waves are 
explored and the results are shown in Figure 6.2 for roughness ranging from 0.28mm 
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to 150mm. As shown in Figure 6.2, the values of hkmax  for all scenarios increases 
with the increasing bottom roughness and the increasing rate is bigger for smaller 
roughness. It can be seen also that the roughness has a more pronounced influence on 
the SV-model predictions (Scenarios 1-4) than on the GM-model predictions 
(Scenarios 5-6), especially for larger roughness. Actually, when the roughness is large, 
it has very little influence on hkmax  predicted by the GM-model as for scenario 5 and 
6 in Figure 6.2. 
 
6.1.3 Sediment diameter 
If bottom roughness is prescribed, i.e. it does not vary with the sediment diameter, the 
sediment diameter can affect sediment transport only through its effect on critical 
shear stress. From the formula (3.16), we can see that the influence of grain size on 
instability prediction in this case is determined by how the factor τC  in (3.16b) and 
the slope factor γ in (3.10b) change with grain size or crµ . The analysis suggests 
that both τC  and γ  increase with increasing crµ . This implies that the influences 
of these two parameters on bed instability prediction may somehow counteract each 
other and therefore the predicted wave number of dunes changes very little with grain 
size. Obviously, if critical shear stress is neglected, there is no change on predicted 
instability with varying grain size.  
The results of sediment size effects are shown in Figure 6.3 for sediment ranging 
from 0.1mm to 1mm, which confirm the above expectation that, in all scenarios, the 
predicted hkmax  changes very little with increasing sediment diameter, especially for 
small grain sizes. Among the scenarios, the GM-predictions show more sensitivity to 
the sediment size, especially for grain size larger than about 0.6mm as shown in 
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Figure 6.3.  
6.1.4 Bottom boundary condition in the SV-model 
For the SV-model, there are two types of bottom boundary conditions applied in the 
present model, i.e. linear friction condition and nonlinear friction condition. If eddy 
viscosity and slip factor perturbations are taken into account, the perturbed flow with 
these two boundary conditions are identical. Thus, we have three scenarios relating to 
bottom boundary conditions, which are the condition with eddy viscosity and slip 
factor perturbations, and the linear and nonlinear bottom conditions without those 
perturbations. As discussed in Chapter 5, the nonlinear friction condition leads to 
largest amplitude of the sine part of the perturbed bed stress and the linear condition 
results in the smallest in the three scenarios. Those results indicate that the nonlinear 
friction condition predicts more bed instability, i.e. larger value of hkmax .  
 The comparisons of bottom boundary conditions can be seen from results of 
scenario 1, 2 and 4 in Figures 6.1- 6.3.  The predicted hkmax  suggest that the 
SV-model predicted hkmax  with eddy viscosity and slip factor perturbations (scenario 
4) has medium values in all tests, which is larger than predictions with linear friction 
condition and smaller than those with nonlinear friction condition. The results in these 
figures also show that the difference among the three kinds of conditions (scenarios 1, 
2, 4) behaves quite similarly for different Froude numbers (Figure 6.1) and sediment 
diameters (Figure 6.3) and becomes bigger with increasing values of bottom 
roughness (Figure 6.2).  
 
6.1.5 Surface boundary condition 
It has been shown that the influence of surface boundary condition on perturbed flow 
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is more significant for stronger flow. As a result, the growth rates must be affected in 
a similar way. Comparisons between the rigid lid and free surface boundary 
conditions can be found from the scenarios 3 and 4 or the scenarios 5 and 6 in Figures 
6.1-6.3. Results in Figure 6.1 suggest that the differences in hkmax  between the two 
types of boundary conditions is quite small for weak flow and increases with the 
increasing Froude number, especially for predictions by the GM-model. As shown in 
Figure 6.2 and 6.3, the differences in hkmax  between the two types of surface 
boundary conditions changes very little with increasing roughness and sediment 
diameter. 
 There is an interesting finding in investigating the effects of surface boundary 
conditions. As shown in Figure 6.4, the growth rates of very long disturbances with 
free surface boundary conditions always have negative values, whereas those with 
rigid lid surface conditions are always positive. Only SV-model predictions for long 
disturbance are investigated here since the GM-model is not applicable for very long 
disturbances due to the limitation of small ratio of hb /δ . These stable modes 
corresponding to free surface boundary condition are obtained because the very long 
disturbances result in relatively strong perturbed surface elevations which then induce 





Figure 6.4 Initial growth rates for very long disturbance and different  
surface boundary condition from SV-model 
 
6.1.6 SV-model versus GM-model 
In most sensitivity tests in this section, the comparisons between the SV-model and 
GM-model predictions are provided. The main differences of instability predictions 
between the two models are: 
• The GM-model is less sensitive to the bottom roughness than the SV-model as 
shown in Figure 6.2, especially for large roughness. 
• The GM-model predicts more bed instability, i.e. larger hkmax , than the 
SV-model for most conditions except for very large roughness as seen in 
Figure 6.2.  
• The GM-model is more sensitive to the effects of free surface boundary 
condition than the SV-model in the predicted hkmax  as seen in the 
comparisons between the difference of scenarios 3 and 4 and that between 
scenarios 5 and 6 in Figures 6.1, 6.2 and 6.3. 
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• The GM-model is a bit more sensitive to the sediment diameter than the 
SV-model as shown in Figure 6.3. 
 
6.2 Application to the prediction of dunes in flumes  
A number of experimental works on sediment transport and bed form formation in 
alluvial flumes have been done at the Colorado State University between 1956 and 
1961. The collected data in these experiments have been summarized by Guy et al. 
(1966). In this section, we validate our linear analysis models, the SV-model and the 
GM-model, by using some dune data collected in these experiments.  
 
6.2.1 Experimental data 
Some data relevant to our bed form study are listed in Table 6.1 for 0.28mm sediment, 
in Table 6.2 for dunes with 0.47mm sediment and in Table 6.3 for dunes with 0.93mm 
sediment. The mean water depth h and depth mean velocity U as measured in the 
experiments are also given in the tables. Accordingly, the Froude numbers of the flow 
are computed by ghUFr /= . The scaled dune lengths kh  for all experimental 
cases are also listed in the tables. Assuming plane bed condition, i.e. dkN = , the 
shear velocities are computed and listed in the tables. With sediment fall velocity fw
calculated from Jimenez and Madsen (2003), the parameter fwu /* is shown in the 
tables, which suggest that for all cases 1/
*
<fwu . This means that we can be 
somewhat confident in applying the bed-load transport model proposed in Chapter 2 
to simulate dune formation for all the cases in Tables 6.1, 6.2 and 6.3. 
The diagram of these measured dune wave numbers kh  versus Froude numbers 
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rF  are plotted in Figure 6.5. These measured data show that the dunes for very coarse 
sediment of 0.93mm diameter have relatively larger wave numbers and the dunes for 
0.28mm and 0.47mm sediments have quite similar values. This is consistent with the 
sensitivity analysis in the previous section that the predicted wave numbers change 
very little for sediment finer than about 0.6mm and more significant for sediment 
coarser than 0.6mm. 
 
Table 6.1 Dunes in 8-foot flume for mmd 28.050 = ( scmw f /79.3= ) 
rF  h  (m) L (m) 
U
(m/s) kh  *u  (m/s)  
fwu /*  
0.32 0.323 1.890 0.567 1.074 0.024 0.633 
0.34 0.268 2.164 0.549 0.779 0.024 0.625 
0.37 0.320 2.926 0.658 0.687 0.028 0.735 
0.38 0.280 3.414 0.628 0.516 0.027 0.713 
0.41 0.326 2.987 0.725 0.686 0.031 0.810 
0.42 0.198 1.768 0.579 0.704 0.026 0.683 
0.37 0.311 2.377 0.643 0.822 0.027 0.720 
0.56 0.277 3.597 0.920 0.485 0.040 1.045 
0.42 0.198 1.890 0.585 0.659 0.026 0.690 
0.41 0.268 2.316 0.661 0.728 0.029 0.753 
0.55 0.186 3.566 0.747 0.328 0.034 0.885 







Table 6.2 Dunes in 8-foot flume for mmd 47.050 = ( scmw f /69.6= ) 
rF  h  (m) L (m) U (m/s) kh  *u  (m/s)  fwu /*  
0.32 0.189 1.829 0.442 0.649 0.021 0.315 
0.32 0.192 1.402 0.436 0.861 0.021 0.310 
0.35 0.177 1.311 0.466 0.847 0.022 0.335 
0.35 0.195 1.250 0.488 0.981 0.023 0.348 
0.36 0.189 1.707 0.494 0.696 0.024 0.353 
0.43 0.168 1.615 0.552 0.652 0.027 0.400 
0.38 0.186 1.646 0.509 0.710 0.024 0.363 
0.35 0.198 1.676 0.482 0.743 0.023 0.343 
0.38 0.192 1.737 0.515 0.694 0.024 0.365 
0.35 0.195 1.341 0.488 0.914 0.023 0.348 
0.41 0.174 1.768 0.539 0.617 0.026 0.388 
0.37 0.198 1.554 0.512 0.801 0.024 0.363 
0.47 0.162 1.311 0.591 0.774 0.029 0.430 
0.34 0.247 1.585 0.530 0.979 0.024 0.365 
0.4 0.277 1.768 0.652 0.986 0.030 0.445 
0.38 0.280 1.981 0.634 0.889 0.029 0.433 
0.4 0.274 1.615 0.652 1.067 0.030 0.445 
0.37 0.287 1.798 0.622 1.001 0.028 0.423 
0.42 0.265 1.554 0.671 1.072 0.031 0.460 
0.39 0.274 1.646 0.643 1.047 0.029 0.438 
0.47 0.244 2.621 0.728 0.584 0.034 0.503 





Table 6.3 Dunes in 8-foot flume for mmd 93.050 = ( scmw f /7.11= ) 
rF  h  (m) L (m) U (m/s) kh  *u  (m/s)  fwu /*  
0.37 0.177 0.853 0.488 1.302 0.026 0.218 
0.39 0.165 0.884 0.500 1.170 0.026 0.225 
0.35 0.317 1.097 0.619 1.815 0.030 0.258 
0.44 0.162 0.884 0.549 1.148 0.029 0.248 
0.37 0.305 1.067 0.640 1.795 0.031 0.268 
0.43 0.171 1.006 0.558 1.066 0.029 0.250 
0.4 0.283 1.585 0.674 1.124 0.033 0.285 
0.49 0.140 1.189 0.573 0.741 0.031 0.265 
0.43 0.338 2.012 0.774 1.057 0.037 0.320 
0.48 0.168 1.067 0.622 0.987 0.033 0.280 
0.46 0.317 1.768 0.817 1.127 0.040 0.340 
0.49 0.180 1.372 0.652 0.824 0.034 0.290 
0.49 0.311 1.920 0.847 1.017 0.041 0.353 
0.56 0.280 2.256 0.920 0.781 0.045 0.388 
0.57 0.174 1.798 0.750 0.607 0.039 0.335 
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Figure 6.5 Dune measurements in flumes (Guy, 1966) 
 
6.2.2 Model predictions 
To obtain a diagram similar to that shown in Figure 6.5, the average water depth is 
assumed to be a constant based on the measurements (given in Tables) for each 
sediment case. They are 0.25m for the cases with sediment 0.28mm and 0.93mm and 
0.2m for the case with sediment 0.47mm. Both the SV-model and GM-model are 
applied to predict the dune formation by using the same flow condition and sediment 
parameters as in the experiments. The model predictions are plotted in Figure 6.6a-c 
for the three sediment cases together with measured data. Four scenarios of model 
predictions for each sediment case are computed, which are the GM-model prediction 
with roughness dkN =  and hkN 1.0=  and the other two are the SV-model 
predictions with roughness dkN =  and hkN 1.0= . The simple method described in 
Section 6.1 is applied here to compute skin friction shear stress for the large bottom 
roughness values. The free surface boundary condition is applied to all calculations to 
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be consistent with the experiments.   
The predictions for 0.28mm sediment case shown in Figure 6.6a suggest that both 
the SV-model and the GM-model with small roughness predicts poor agreements with 
measurements. If larger roughness is applied, the models’ predictions become better, 
especially for strong flow conditions. For each of the two roughness values, the 
GM-model predicts better agreement with measurements than the SV-model although 
the GM-model’s predictions are still considerably smaller than the measured wave 
numbers for most of the cases. These disagreements may be caused by the 
under-estimation of sine term perturbed bed shear stresses by both flow models as 
investigated in Chapter 5.  
The predictions for the coarser sediment cases, i.e. 0.47mm and 0.93mm 
sediment cases, are shown in Figure 6.6b and 6.6c, respectively. The situations in 
these two coarse sediment cases are quite similar to that for 0.28mm sediment case in 
Figure 6.6a, i.e. most model predictions are smaller than the measured wave numbers 
and the GM-model with large roughness predicts the best agreement among the four 
prediction cases. Similarly, the predictions with large roughness agree better with the 

















































































Figure 6.6 Comparisons of dunes between the measurements and predictions for (a) 
0.28mm sediment case; (b) 0.47mm sediment case and (c) 0.93mm sediment case 
 
In the above comparisons, the water depth is assumed to be constant for each 
sediment case. However, as listed in Tables 6.1 to 6.3, the water depth for each 
sediment case actually varies quite significantly with different runs. So we may make 
more rigorous comparisons by using the real water depth and flow conditions for each 
run as given in the tables. Again, both the SV-model and the GM-model are employed 
to simulate each case with two prescribed bed roughness, dkN =  and hkN 1.0= . 
The results are plotted in Figure 6.7a for 0.28mm sediment, in Figure 6.7b for 
0.47mm sediment and in Figure 6.7c for 0.93mm sediment.  
Similar to the findings for predictions with fixed water depth, the SV-model 
predictions with dkN =  are much smaller than the measurements and the SV-model 
predictions with hkN 1.0=  agree better with measurements. The GM-model 
predictions with each bottom roughness have better agreement with the measurements 
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than the corresponding SV-model predictions. Again, nearly all predictions 
under-estimate the wave numbers compared to the measurements except for two 
GM-model predictions and one SV-model prediction as shown in Figure 6.7a and the 
GM-model with large roughness predicts the best agreement among the four cases.  
The predictions for 0.47mm and 0.93mm sediment cases are shown in Figure 
6.7b and 6.7c. Obviously, the results are quite similar to that for 0.28mm sediment 
case, i.e. the GM-model predictions agree better with measurements than the 
SV-model predictions for each of the two roughness cases and the GM-model 
prediction with hkN 1.0=  provides the best agreement among the four cases. 
 







































































Figure 6.7 Comparisons of dunes between the measurements and predictions for (a) 
0.28mm sediment case; (b) 0.47mm sediment case and (c) 0.93mm sediment case. 





In general, as seen in Figures 6.6a-c and 6.7a-c, the predictions suggest that 
predicted dunes by both linear models are much longer (smaller wave numbers) than 
the measurements for small roughness and the predictions become better if a large 
roughness is prescribed but still underestimate the wave numbers. It can also be 
observed in Figures 6.6a-c and 6.7a-c that the agreements are poorer for dunes with 
larger wave numbers.  
Since the slope factor in the present bed-load sediment transport model has been 
well verified in Chapter 4 and the GM-model predicted sine term perturbed bed shear 
stress 'sτ  also show quite good agreements with experimental data while 
considering laminar flow condition in the bottom boundary layer as discussed in 
Section 5.5, the most possible reason we can figure out here is that the linear flow 
models are invalid in these dune cases because these observed dunes are in fully 
developed stage with asymmetric shapes and flow separation occurring at steep 
downstream slopes. So the flows over these fully developed dunes should be fully 
nonlinear flows. The nonlinear effects may cause the fully developed dunes to have 
much different wavelengths from dunes in very initial stages when linear stability 
analysis is valid. And more reasonable comparisons should be made between linear 
model predictions and dunes in very initial stages when they have symmetric shape 
and very small slopes. Unfortunately, we could not found any measured data for 
dunes in very initial stages. In addition, tt has been mentioned by Mclean (1990) that 
“the lee side of the bedform quickly becomes steep …”. Some experiments of 
Coleman and Melville (1996) show that ripples in channel flows develop to have 
asymmetric shape in very short period. These imply that even measurements of dunes 




6.2.3 Comparison with other slope factor model 
As discussed in Chapter 3, the slope factor plays a key role in bed instability 
predictions as a stabilizing factor and it has been shown that the slope factor proposed 
by Fredsøe (1974) under-estimates the slope effect for most typical flow conditions. 
This slope factor has been applied to predict dune formation by Fredsøe (1974) and 
sand wave generation by Besio et al. (2003). Here, we make use of measured dune 
data to check the difference between the predictions obtained with Fredsøe’s slope 
factor and those obtained with our slope factor. The cases in Figure 6.6a-c are used 
here, in which the bottom roughness  dkN =  is applied for all cases and Fredsøe’s 
slope factor 1.0=µ  is prescribed which gives equivalent slope factorγ  greater than 
1.73 for very weak flow and smaller than 1.73 for strong flow as discussed in Chapter 
3. Both GM-model and SV-model are employed in this calculation and the results are 
shown in Figures 6.8a, 6.8b and 6.8c for 0.28mm, 0.47mm and 0.93mm sediments, 
respectively.  
As seen in Figure 6.8a for 0.28mm sediment case, the SV-model with slope factor 
1.0=µ predicts larger kh  than the SV-model with γ  given by (3.10b), which 
makes the predictions closer to the measurements, especially for strong flow 
conditions due to small slope factor. For the GM-model, the application of slope 
factor 1.0=µ results in no most unstable mode predicted for 35.0>rF due to weak 
slope effect caused by small equivalent slope factor γ . Similar results can be 
observed in Figures 6.8b and 6.8c for the other two sediment cases. These results 
suggest that the employment of this small slope factor can help the models to obtain 
better agreements than the large slope factor with rigorous verifications for some 
values of Froude numbers, e.g. 45.0≈rF for 0.47mm sediment and 52.0≈rF for 
0.93mm sediment. However, if looking at the variation of wave number of dunes with 
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Froude numbers, the predictions with slope factor 1.0=µ have poorer agreements 
with measurements than those with our slope factors. Evidently the measured wave 
number decreases with increasing Froude number for all three sediment cases. It can 
be seen from Figure 6.8a-c that the predicted wave number with our slope factor 
increases slightly with increasing Froude number, whereas the wave number with 
slope factor 1.0=µ  increases rapidly with increasing Froude number. More 
importantly, the small slope factor is not supported by the experimental data as 
discussed in Chapter 3. Furthermore, as discussed in the previous sub-section that the 
linear models are invalid in predicting fully developed dunes due to strong nonlinear 
effects. Therefore, some good agreements associated with small slope factor are 
actually obtained due to the counteraction of the error from flow models and that from 
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Figure 6.8 Comparisons of dunes between the measurements and predictions with 
various slope factors for (a) 0.28mm sediment case; (b) 0.47mm sediment case and (c) 





CHAPTER SEVEN  
SAND WAVES FORMED IN TIDAL FLOWS 
 
The tidal flow, normally the dominant flow in coastal waters, is thought to be the 
main forcing that causes sand wave formation. In addition, wind waves in most 
coastal areas may have a significant influence on sand wave formation since wind 
waves could significantly increase the bottom shear stress which is responsible for 
sediment transport. Therefore, to investigate sand wave formation in coastal waters, 
both wind waves and tidal currents must be taken into account, including their 
coupling effect on bed shear stress. To do this, a wave-current interaction model 
developed by Madsen (1993) and some later improvements will be first introduced in 
this chapter which is able to compute total bed shear stress with inclusion of form 
drag and skin-friction which contribute to sediment transport for combined wave 
current conditions. Then the formulation of basic and perturbed bed-load transport 
rates will be derived for combined wave-current conditions. Finally, the model is 
applied to predict sand waves in coastal waters.  
 
7.1 A wave-current interaction model 
For a general combined wave-current condition, the wave motion can be 
specified by its near-bed orbital velocity 
 
( ) tAtUU wwbmwbmb ωωω coscos ==          (7.1a)  
Where wω  the angular frequency of the wave motion, bmU  is the maximum bottom 
orbital velocity and wbmbm UA ω/= is the bottom excursion amplitude. bmU and bmA  
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can be computed by linear wave theory based on known mean wave height H , wave 
period T  and water depth h . This wave motion generates bottom shear stress wτ   
( ) ( )ττ ϕωρϕωττ +=+= tut wwmwwmw coscos 2*        (7.1b) 
Where wmτ  is the maximum wave shear stress, wmu*  is the corresponding maximum 
shear velocity and τϕ  represents the phase shift between the shear stress and the free 
stream flow above wave boundary layer.  
 The current is specified by its velocity at a reference level rz which is above the 
wave boundary layer 
ru  at rzz =               (7.2a) 
The current-produced shear stress cτ is defined by 
 
2
*cc uρτ =                (7.2b) 
Where cu*  is the current shear velocity.  
 The current is supposed to be at an angle to the wave propagation direction 
specified as 
cwφ                  (7.3) 
The sediment is described by its grain size  
 d                  (7.4a) 
And its specific density s  
ρρ /ss =                (7.4b) 
Where sρ and ρ  are density of sediment and water, respectively. 
 Generally, the parameters described in (7.1a), (7.2a), (7.3), (7.4a) and (7.4b) are 
known before conducting wave-current interaction calculations. Shear stresses or 
shear velocities in (7.1b) and (7.2b) and apparent roughness Nak  are supposed to be 
149 
 
the output of the wave-current interaction model. To obtain them, the bottom 
roughness Nk  is another input parameter for wave-current interaction calculation 
which can be obtained based on wave parameters and sediment size.  
 The sea bed would be flat when there is no sediment transport or very strong 
sediment transport that produces sheet flow condition. In the flat case, the shear 
stresses (7.1b) and (7.2b) computed by wave-current interaction model can be directly 
applied to compute sediment transport. On the other hand, weak and moderate 
sediment transport under wave motion will generate a rippled bed. If this happens, the 
shear stresses (7.1b) and (7.2b) are composed of skin friction and form drag that is 
induced by the pressure difference around ripples. Since form drag has no 
contribution to sediment transport, we need to separate the skin friction shear stress 
from the total shear stresses (7.1b) and (7.2b) so that we can compute sediment 
transport. The skin friction shear stresses are defined by 
2
*wmswms uρτ =               (7.5a) 
2
*cscs uρτ =                (7.5b) 
where wmsτ  and csτ  are skin friction shear stresses corresponding to wave and 
current, respectively. To compute skin friction shear stresses, the bottom roughness 
NSk , which is related to skin friction for rippled bed condition, needs to be provided. 
In addition, the reference current velocity (7.2a) needs to be changed according to 
NSk , and is prescribed to be the current velocity at the upper level of the wave 
boundary layer.  
Another parameter that will be computed by the wave-current interaction model 
for rippled bed conditions is the reduction factor which is defined by the ratio between 
the current skin friction shear stress and the total current shear stress 
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 ccsdR ττ /=                (7.6) 
 
7.1.1 Model description 















         
        
*
*
            (7.7) 
Where mu*  is the shear velocity corresponding to the maximum shear stress mτ




cos2 cwcwmcwmmm u φττττρτ ++==         (7.8) 
And cwδ is the wave boundary layer thickness for combined wave-current conditions 
and is computed from 
 
( )( ) 3.16//6/ PeP wwcw δδδ ==           (7.9) 
Here cwδ is the improved boundary layer thickness by matching current velocity 
profiles based on (7.7) and a more realistic eddy viscosity model. The boundary layer 































A µ          (7.10a) 
And the parameter P  in (7.9) is obtained by matching the current velocity matching 
above the boundary layer with the velocity corresponding to (7.7) and a more realistic 



























// wmcwmcw uu== ττµ             (7.12a) 
{ } 2/12cos21/ wwcwwmmC µφµττµ ++==         (7.12b) 
With the bilinear eddy viscosity model (7.7), the current velocity profile within and 
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        (7.13) 
Where Nk  is the bottom roughness computed from wave conditions which is no 
smaller than the roughness corresponding to smooth turbulent boundary layer flow, 
i.e. 
 
{ }mNN ukMaxk */3.3, ν=             (7.14a) 
And the apparent roughness Nak  is the roughness experienced by the current in the 
presence of waves, which is obtained by matching the two velocity profiles in (7.13) 
at cwz δ=  as 
 ( ) mc uuNwcwcNa kk ** //3030 −= δδ            (7.14b) 
Since we know the current velocity ru  at rzz = , we may use this information and 




































      (7.15) 
Where 30/0 Nkz = . 
Based on the eddy viscosity model (7.7), the wave shear stress can be obtained 
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wmwm        (7.16) 
It is evident that total shear velocity mu*  implicitly appear in (7.15) and (7.16) 
which also influences the boundary layer thickness calculation in (7.9). Thus, to 
obtain the current and wave shear stresses and the boundary layer thickness, the 
coupled system of (7.9), (7.15) and (7.16) must be solved via an iterative procedure. 




1/ bmcwwm Uf=ρτ              (7.17) 
Then, we can rewrite (7.16) in terms of the wave friction factor by considering 


















































Cf   (7.18) 
The solution for the wave friction factor expressed by (7.18) may be 










XXCfcw 100           30.761.5exp
1001.0   82.802.7exp
109.0
078.0







               (7.19a) 
Therefore, the wave and current shear stresses (7.1b) and (7.2b) in combined 
wave current flows with specified wave and current parameters can be solved by 
using (7.9), (7.15), (7.17) and (7.19) via an iterative procedure. The apparent 
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roughness can be computed from (7.16b) based on obtained shear stresses and 
boundary layer thickness. 
 
7.1.2 Solution procedure 
 In the preceding section, we have proposed a model to compute current, wave and 
total shear stresses, the wave boundary layer thickness and apparent roughness under 
combined wave-current conditions. For a general problem with known wave 
parameters and current velocity at a reference level, we may solve the combined wave 
current problem in the following procedure 
 Determine the type of sandy bed by considering pure wave motion, i.e. 
either one of flat bed, rippled bed, flat bed with sheet flow conditions, and 
determine the bottom roughness, Nk . 
 Compute the shear stresses cτ , wmτ and mτ , and the wave boundary layer 
thickness cwδ  as well as the apparent roughness Nak . These shear 
stresses include both skin friction and form drag if ripples are present on 
the bed. 
 If the bed is flat, the shear stresses obtained in the previous step can be 
used to compute sediment transport. If we have a rippled bed, the bottom 
roughness related to skin friction, NSk , and the reference current velocity 
rsu  at rszz = need to be determined. The wave current interaction is 
employed again to solve the skin friction shear stresses wmsτ  and bcsτ  
based on NSk  and rsu . The reduction factor ccsdR ττ /=  is computed 
which is necessary for calculating perturbed bed-load transport rate for 
rippled bed condition.  
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Details are described in the following sub-sections: 
(1) Determination of the bed type  
Only wave motions are considered here, i.e. the bed status is assumed to be 
determined by pure wave conditions. The bed status and the corresponding movable 
bottom roughness  Nk can be computed by 
Flat bed:  dkN =  crmfor Ψ<Ψ '         (7.20a) 
Rippled bed: wNk η4=  35.018.0 ' <Ψ<Ψ< mcrandZfor   (7.20b) 
Sheet flow: dk mN '15Ψ=  35.018.0 ' >Ψ> morZfor     (7.20c) 
where 'mΨ  is Shield skin-friction parameter and crΨ  is the critical Shield’s 








=Ψ               (7.21a) 
With '
*wmu  is the maximum wave bottom shear velocity corresponding to bottom 




bmwwm Ufu =                                              (7.21b) 
Where the wave friction factor wf  can be computed by (7.19).  The parameter Z  is 
defined by 
*
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η               (7.21d) 
(2) Computation of total bed shear stress  
With the bottom roughness, Nk , obtained and given wave and current parameters, the 






// wmcwmcw uu== ττµ  











XXCfcw 100           30.761.5exp
1001.0   82.802.7exp
109.0
078.0




1/ bmcwwmwm Ufu ⋅==ρτ  
⑤ wmm C ττ µ ⋅=  or wmm uCu ** ⋅= µ  



























































The first iteration is started from ①  with µ  computed from 
dzuu rrc /30ln/* κ=  and wmu* computed based on pure wave condition with 
roughness Nk  obtained in section (1) . We then perform calculations in ② through 
⑥ and finally update cu*  from ⑦. Then go back to ① to obtain an updated value 
for µ  and the procedure is repeated. The iteration can be stopped when µC  has no 
change to 3 digits as compared with µC  in the previous iteration. Thus, we obtain 
the wave boundary layer thickness cwδ and the wave and current shear stresses. The 
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apparent roughness can then be computed from (7.16b), which is used to compute the 
current profile above the wave boundary layer. 
 
(3) Computation of skin friction shear stresses for rippled bed condition 
If the bottom is rippled, it is necessary to separate the total bottom shear stress into 
two components, form drag and skin friction, in which the skin friction is what we 
need for sediment transport calculations.    
 The skin friction shear stresses can be computed based on a bottom roughness 
that we shall call “the sediment transport bottom roughness”, NSk , whereas the total 
flow resistance is based on the movable bed roughness, Nk . Obviously we must have
NNS kk < . Here we make use of bottom roughness for sheet flow condition in (7.20c) 
and assume it is applicable to all conditions so long as it is greater than the grain size, 
i.e.   
)  ,15( ' ddMaxk mNS Ψ=              (7.22) 
Besides the sediment transport roughness NSk , we also need to specify the 
current parameters to calculate skin friction shear stresses. The reference current 
velocity given in (7.2a) is not appropriate here since it is specified at cwrzz δ>= . So 









δ 30ln)( * ⋅===
          (7.23) 
Thus we may now carry out a similar calculation as that in section (2) to obtain 
the skin friction shear stresses by replacing ru  with (7.23) and bottom roughness 
with (7.22). Then the skin-friction shear stresses csτ  and wmsτ  can be obtained. The 




[ ]cwwwmscscwwwmsbs ttt φωττφωττ sin)cos(  ,cos)cos()( ⋅⋅+⋅⋅=r     (7.24a) 
Where the phase angle in wmsτ  is not included since it disappears after 
time-averaging over a wave period and we only consider period average bed-load 
transport rate in the present study. 
Since a tidal current, the dominant current in coastal waters, is an oscillatory flow 
rather than a steady flow, the current skin friction shear stress cs*τ  should vary in 
time rather than being a constant. For simplicity, we just perform the wave-current 
interaction calculation for the maximum tidal current to obtain the maximum current 
shear stresses max_cτ  and max_csτ . Then we simply assume that the instantaneous 
current shear stresses cτ  and csτ  are expressed by multiplying this maximum value 
with a time dependent term tωcos  with ω  the angular frequency of tidal flow.  
Since our linear analysis is conducted based on the current profile related to the 
total stress rather than the skin friction shear stress, it is better to establish a 
relationship between the two shear stresses, i.e. the reduction factor dR  defined (7.6). 
With this factor and assuming that this reduction factor is also applicable to the 
perturbed shear stress, we can compute perturbed skin friction shear stress from total 
perturbed shear stress by multiplying by this reduction factor dR . With this reduction 
factor, (7.24a) can be re-written by 
 
( )cwwwmscdcwwwmsbs tRtt φωττφωττ sin)cos(  ,cos)cos()( ⋅⋅+⋅⋅=r    (7.24b) 
 
7.2 Bed-load transport rates with wind wave effects 
Having skin friction shear stresses in (7.24a) or (7.24b) computed by the wave-current 
interaction model, the bed-load transport rates can be computed as outlined in this 
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section. To compute the perturbed transport rate, the perturbed skin friction shear 
stresses must be computed. In the present study, the perturbed wave shear stress is 
neglected. For the flat bed case, the current skin friction shear stress can be obtained 
directly from the perturbed flow model based on the apparent roughness from the 
wave current interaction model. For rippled bed conditions, the perturbed current 
stress computed by the perturbed flow model is based on apparent roughness and 
includes the stress perturbation of both form drag and skin friction. In this case, the 
current skin friction shear stress is computed by multiplying the total perturbed 
current stress by the factor dR  in (7.6) which is the ratio between the basic state skin 
friction shear stress and total shear stress computed by the wave-current interaction 
model.  
 
7.2.1 General formulation 
 
Figure 7.1 Illustration of wave, current and total shear stresses 
 
In the presence of wind waves, the instantaneous sediment bed stress (skin 
friction shear stress) bsτ
r
 in (7.24a) or (7.24b) is illustrated in Figure 7.1, in which the 
angle between bsτ
r









sediment shear stress, the instantaneous bed-load transport rate which is in the same 
direction as this instantaneous combined shear stress can be calculated.  
In the present bed instability study, the prescribed bed wave gives maximum bed 
slope in the current direction. So the bed slope in the direction of the instantaneous 
shear stress can be computed by 
βαζβ costan ⋅= x              (7.25) 
Where βα  is the angle between the maximum slope and the instantaneous total 
shear stress. Thus we have τβ αα = . With consideration of the small value βtan , i.e. 
1tan <<β , the bed-load transport formula (2.8a) can be written by 
 













































































































Where βτ ,cr  given by (2.7) is applied. 
To obtain the expressions of basic state and perturbed state bed-load transport 









τµ =                (7.27b) 
twωθ =                 (7.27c) 




( ) ( )cwcwcwmsbs t φθφθµττ sincos,coscos ⋅+⋅=r        (7.28a) 
And its magnitude 
 
( ) 2/122 coscos2cos ccwcwmsbs µφθµθττ ++⋅=r        (7.28b) 
In the presence of the bed disturbance, the current bed shear stress can be 
described as the sum of the basic state and the perturbed state values. As a result we 








µµµ +=+=            (7.29) 
Where the perturbation of the wave shear stress induced by bed disturbance has been 
neglected.  
 The neglect of wave-induced perturbed stress is reasonable based on our wave 
current interaction model which gives bmcwwms Ufu ⋅= 2/*  with bmU  the maximum 
bottom orbital velocity. The orbital velocity profile from linear wave theory can be 
expressed by zkUU wbmm cosh=  with 0=z  denoting un-disturbed sea bed. In the 














as ...2/1cosh 2 ++≈ αα  for small α . In addition, it can be proved that the gradient 
of maximum orbital velocity vanishes at bottom as 
0sinh/ 00 == == zwwbmzm zkkUdzdU . Hence, to the first order approximation, bmU  is 














1 ςς . So without consideration of the 
perturbation of the wave friction factor cwf , the perturbation of wave shear stress can 
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         (7.30b) 
where 
 ( ) 2/12002 coscos2cos ccwcA µφθµθθ ++=         (7.31a) 
0coscos ccwB µφθθ +=             (7.31b) 























        (7.32) 
With consideration of the condition 0' cc µµ <<  in the present study, we may replace 
cµ with 0cµ in (7.32) to calculate the direction of the instantaneous total sediment 
























         (7.33) 
With above relations, we can rewrite the bed-load transport formula (7.26) as 
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( ) ( )
( ) ( )
( )
( ) ( )

































         










         

























































































































  (7.34) 
Where 0Bf  is the function related to the basic state bed-load transport rate, τBf  is 
related to the perturbed bed-load transport rate contributed by the perturbed bed shear 
stress, βBf is related to perturbed transport rate due to slope effect on moving 
sediment and sediment in critical state. These three parts can be written as 
( ) ( )crcrB AAf µµ θθ 7.00 −⋅−=           (7.35a) 
( )2/32//7.0/5.1 θθθθθθτ µµ ABABABf crcrB −−=       (7.35b) 
















fAAf  (7.35c) 
The term ( )ττ αα sin,cos  in (7.34) gives the corresponding values of transport in the 
x (current direction) and y (perpendicular to the current direction) directions, 
respectively.  
Since the time scale of wind waves is much smaller than the tidal flow and sand 
waves, we can integrate the transport rate over a wave period to consider only the 
period averaged effect of wind waves on sand wave formation. Therefore we can have 
period averaged bed-load transport formula in the current direction, i.e. the x direction 
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       (7.36c) 
Where the over bars denote period average, BSτ~  and BCτ~  are the sine and cosine 
term of the perturbed current bed stress 'cτ  as kxkx BCBSc cos~sin~' τττ +=  with k the 
bed wave number. 
 
7.2.2 Simplified formulation for special cases 
Generally, to obtain the basic and perturbed state bed-load transport rates, we need to 
evaluate (7.36a-c) numerically. However, for some special cases, we may obtain 
explicit expressions for bed-load transport rates under combined wave current 
conditions. For example, the case in which wave and current are in the same direction 
and the wave dominates bed shear stress, i.e. 0=cwφ , 1<<cµ  and 0=βα . For this 


















          (7.37) 
Then the bed-load formula (7.26) becomes 











           (7.38) 
where 
 ( ) [ ] [ ]     
cos
cos










−⋅−+⋅−+= xcrccrc ttf γςθ
θµµθµµθθ  (7.38a) 
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where ( )xt γζ5.011 +=  and γ  is given by Equation (4.9) in Chapter 4. Then the 
period-averaged bed-load transport rate can be obtained by evaluating  
 




            (7.39) 
To obtain an explicit expression for (7.39), we re-write (7.38a) using 1<<cµ  and 




























































































    (7.40) 
Taking period average to (7.40), we have 
 

































     (7.41) 
Where the terms with xcςµ are assumed to be of second order accuracy and are 
therefore neglected and the terms with zero period averaged values are not shown. 
The period-averaged terms give 
 763.0cos 1/2 ≅θ               (7.42a) 
 556.0cos 3/2 ≅θ               (7.42b) 
 
636.0cos ≅θ
              (7.42c) 
 67.1cos -1/2 ≅θ               (7.42d) 
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Substituting (7.42a) through (7.42d) into (7.41) and keeping terms up to linear order 
of cµ , we get 
 ( ) crxcrc BAf ⋅−⋅= γςµθ             (7.43) 
Where 
 
2/1835.07.0144.1 crcrcrA µµ −−=           (7.43a) 
2/32/1 7.0763.0445.0556.0 crcrcrcrB µµµ +−−=        (7.43b) 
Introducing (7.43) with (7.43a) and (7.43b) in (7.38) we have 













        (7.44) 












            (7.45) 
And the perturbed bed-load transport rates  




      (7.46a) 






          (7.46b) 
It can be seen from (7.46a) that, the slope effect is dominated by waves. As 
0>crB , it implies that the presence of strong wind waves in the same direction as the 
current significantly increases the slope effect on bed-load transport and therefore 
makes the sea bed more stable. 
Therefore, the initial growth rate of a prescribed bed wave for combined 
wave-current conditions can be computed using formula (3.5) in Chapter 3 with 
perturbed bed-load transport computed from (7.36c) or, from (7.46c) for very strong 
wave conditions. For oscillatory tidal flow, a constant initial growth rate can be 
obtained by taking an average growth rates over a tidal cycle. This treatment is 
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appropriate because the time scale of sand waves is much larger than the principal 
tidal period.  
 
7.3 Sand waves in the Grådyb tidal inlet channel in the Danish 
Wadden Sea 
Before considering complex combined wave-current conditions, we may apply our 
model to pure tidal flows to check model capabilities. One real case is selected, which 
is the sand wave in a tidal inlet channel in the Danish Wadden Sea (Ernstsen et al., 
2004). In this channel, the wave effect may be neglected due to the narrow channel 
and relatively strong tidal flow.  
Measurements (Ernstsen et al., 2004) show large dunes (sand waves) in the 
Grådyb tidal inlet channel in the Danish Wadden Sea. Along the central line of the 
channel, the water depth is 10-13m, the averaged dune length and height are 122m 
and 3.1m, the mean grain size is 0.48mm and the maximum mean tidal velocity is 
about 1.02m/s over dune crests and 0.88m/s over troughs. With these data, the scaled 
wave number is 67.0~52.0=kh . And the bed slope is up to a few percents which 
indicates that our linear models are valid in this application. 
 As wind waves could be weak in the narrow tidal inlet with width of 1km, we 
neglect wind wave effects to treat this as a pure tidal flow case. The computed growth 
rate will be averaged over a tidal period to obtain a time invariant averaged growth 
rate. The constant water depth of 13m is selected in this case study. Since no bottom 
roughness data were obtained, we predict sand wave for various bottom roughness 
from dkN =  to about cmkN 80= with bigger roughness assumed to be induced by 
bed ripples. In the case of a rippled bed, the skin friction shear stress is roughly 
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Tbs ττ with Tτ  the total shear stress corresponding to 
Nk  and bsτ  the skin friction shear stress corresponding to roughness equal to grain 
size. The model predictions for various roughness are shown in Figure 7.2, by both 
SV-model and GM-model.  
The results (seen in Figure 7.2) show that the predicted values of hkmax , 
corresponding to roughness of 0.48mm to 80cm by the SV-model are 06.0max =hk  
to 25.0max =hk whereas those predicted by the GM-model are 12.0max =hk  to
39.0max =hk , respectively. Evidently, the SV-model predicts sand waves with much 
smaller wave numbers than the observation of 67.0=kh . In contrast, the GM-model 
predictions are closer to the observations, especially for the case with larger bottom 
roughness even though it also under-predicts the wave number compared to the 
observation.  
 
Figure 7.2 Model predictions with varying bottom roughness for 
sand waves in the Graadyb tidal inlet 


















7.4 Stability analysis in coastal waters with wind waves effects 
The formula for bed-load transport with wind wave effects has been derived in 
Section 7.2 based on skin friction shear stresses computed by the wave-current 
interaction model introduced in Section 7.1. Having perturbed bed-load transport rates, 
we may predict sand waves by computing initial growth rate for prescribed bed waves 
from the formula given by (3.5).  
 
7.4.1 Idealized case study 
Before applying the model to predict sand waves for real field conditions, we take a 
few idealized cases to investigate how wave height and angle between wave and 
current would influence sand wave formation in the current direction. Some typical 
coastal parameters are selected for these idealized case studies, which are water depth 
mh 10= , amplitude of semi-diurnal tidal velocity smU /.50 = , sediment diameter
mmd 4.0= and various wave parameters. Both the SV-model and the GM-model are 
employed with the quasi-steady base flow solution, eddy viscosity perturbation are 
applied to the SV-model. For this quite coarse sediment, the fall velocity is 5.7cm/s 
computed by the method proposed by Jimenez and Madsen (2003) and the critical 
shear velocity is scmu cr /52.1* = obtained from the modified Shields Diagram 
(Madsen and Grant, 1976).  
Typical wave parameters are introduced to predict sand wave formation, which 
are fixed wave period sT 8= , varying root mean square wave height from 0 to 3m 
and varying the angle between wave and currents from 0 to 90 degrees. Before 
predicting bed instability, the wave-current interaction model is employed to compute 
bottom boundary layer flow and provide skin friction shear stresses for sediment 
transport calculation. Some results computed by the wave-current interaction model 
169 
 
are listed in table 7.1 and 7.2, in which the results for wave heights of 1m, 2m and 3m 
with wave and current in the same direction are given in Table 7.1, and those for the 
angle of 30, 60 and 90 degrees and fixed wave height of 2m are shown in Table 7.2. 
As shown in Table 7.1, the rippled bed is obtained for wave heights of 1m and 2m 
and the bed becomes sheet flow condition when the wave height increases to 3m. 
Correspondingly, the skin friction shear stress for both waves and currents increase 
with increasing wave height. The ratios between the total skin friction shear velocity 
and the sediment fall velocity, fm wu /* , given in the table suggest that it is smaller 
than 2.7 for all cases considered. This indicates that the neglect of suspended load 
sediment transport is an acceptable approximation in these tests. As expected, the 
parameters in Table 7.2 for a wave height of 2m and three different directions show 
that the wave direction has little effect on the magnitude of bed shear stress. However, 
the angle between wave and current may have a significant effect on bed instability 
predictions since only sediment transport in the current direction influences sand 
wave predictions.  
The bed instability corresponding to various wave heights and two selected 
angles predicted by both the GM-model and the SV-model are plotted in Figure 7.3 
with wave height increasing from 0.1m to 2.0m for two angles of 0=cwφ  and 
o75=cwφ . The calculations (not shown in the figure) for pure current condition with 
roughness of  dkN = suggest that the GM-model predicts continuously increasing 
growth rate due to  the weak flow condition, i.e. no most unstable mode is obtained. 
In contrast, the SV-model predicts 07.0max =hk for pure current condition.  
When the wind wave effect is taken into account, as shown in Figure 7.3, both 
models predict wave numbers that start to decrease with increasing wave height for 
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relatively weak wave conditions, then increase to the maximum value for moderate 
wave height and decrease again after reaching the maximum value. For example, the 
GM-model predicted sand wave with o75=cwφ decreases from 39.0max =hk at 
mHm 1.0=  to zero at about mH m 9.0~7.0= , then increases to a maximum value of 
35.0max =hk at about mH m 1= and then decreases again to zero for wave height 
greater than 2m. It is noted that, for the case of 0=cwφ , the GM-model predicts 
continuously increasing growth rates for wave height greater than 0.7m and smaller 
than 1.0m. Thus, there are no most unstable mode wave numbers in this range of 
wave heights shown in Figure 7.3 for the GM-model predictions with 0=cwφ .  
The analysis suggests that the variation of predicted wave number hkmax  with 
increasing wave height is caused by the variation of the terms in (7.35b) and (7.35c). 
It can be readily explained that the decreases of predicted hkmax for strong wave 
conditions (with wave height greater than about 1m) in Figure 7.3 is caused by the 
slope term which by using the formula (7.46a) is proportional to the cubic of the 
maximum wave shear velocity whereas the perturbed shear stress term has a linear 
relation to it. For the weak wave conditions (with wave height smaller than about 
0.6m) in Figure 7.3, the wave effect on the stabilizing slope term should also increase 
faster than on the destabilizing term so that the predicted wave number decreases with 
wave height as shown in Figure 7.3. When the wave-induced shear stress and current 
shear stress are comparable, i.e. the moderate wave height in Figure 7.3, the situation 
is more complicated. The results in Figure 7.3 reveal that the wave effect on the 
destabilizing term is more significant than that on stabilizing effect for wave height 
smaller than the one corresponding to the maximum hkmax  as shown in Figure 7.3.  
Compared to the GM-model predictions, the SV-model usually predicts smaller 
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wave numbers of sand waves in this case study for nearly all wave conditions as 
shown in Figure 7.3. And the GM-model predictions seem closer to typical 
observations in the field. It can also be seen from Figure 7.3 that the model 
predictions for two selected angles are quite different at very weak and moderate 
wave conditions for both linear models. This is caused by the different rates at which 
the wave direction influences the destabilizing term in (7.35b) and the stabilizing term 
in (7.35c) although the increase of the angle would reduce both effects.  
Additional predictions for varying the angle between waves and current cwφ  are 
provided in Figure 7.4 for two selected wave heights, 1.5m and 2m. For these two 
wave heights, the wave shear stresses are dominant as seen from Table 7.1 and Table 
7.2. Since only the bed-load transport in the current direction is taken into account in 
sand wave predictions, the relative direction between waves and current must affect 
the sand wave predictions. From (7.35b), (7.35c) and (7.36c), we can see that the 
slope term in the perturbed sine part of the bed-load transport formula is proportional 
to ( )2cos τα , whereas the perturbed shear stress term has linear relation to ταcos . 
This implies that the destabilizing term could decrease faster than the stabilizing term 
with increasing angle cwφ  and consequently larger value of hkmax  could be 
predicted for bigger value of cwφ . This is confirmed by the sand waves predicted by 
both the SV-model and GM-model as shown in Figure 7.4.  
It can be observed from Figure 7.4 that for all the four cases the predicted hkmax  
increases with the angle slowly for the angle smaller than about o75=cwφ  and much 
faster afterward, e.g. the GM-model predicted  hkmax  with wave height of 2m 
increases only 0.01 from 0=cwφ  to o76=cwφ , i.e. from 07.0max =hk  to 
08.0max =hk , but has a value of 0.34 for o90=cwφ .  
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Same as the finding in Figure 7.3, the GM-model usually predicts larger wave 
number hkmax  than the SV-model e.g. the GM-model predicts 34.0max =hk  for 
mH rms 2= and o90=cwφ whereas the SV-model predicts 15.0max =hk . This could be 
related to the fact that the GM-model predicts a larger sine term perturbed bed shear 
stress than the SV-model as discussed in Chapter 5. 
 
Table 7.1 Parameters computed by wave-current interaction model  
for various wave heights and 0=cwφ  
rmsH  (m) 1 2 3 
bmU (m/s) 0.39 0.78 1.17 
Bed type rippled rippled Sheet 
flow 
Nk  (cm) 29 13 0.42 
Nak  (cm) 92 99 17.4 
Nsk  (cm) 0.06 0.21 0.42 
wmu* (cm/s) 10.1 13.8 9.8 
cu*  (cm/s) 4.2 4.2 3.1 
wmsu* (cm/s) 2.9 6.1 9.8 
csu*  (cm/s) 0.9 1.6 3.1 
cµ  0.11 0.07 0.1 
crµ  0.38 0.08 0.03 
dR  0.05 0.14 1.0 






Table 7.2 Parameters computed by wave current interaction model  
for various wave directions and 2m height 
cwφ
(degree) 30 60 90 
bmU (m/s) 0.78 0.78 0.78 
Bed type rippled rippled rippled 
Nk  (cm) 13 13 13 
Nak  (cm) 98 95 90 
Nsk  (cm) 0.21 0.21 0.42 
wmu* (cm/s) 13.8 13.6 13.5 
cu*  (cm/s) 4.2 4.2 4.2 
wmsu* (cm/s) 6.1 6.1 6.0 
csu*  (cm/s) 1.6 1.6 1.6 
cµ  0.07 0.07 0.07 
crµ  0.08 0.08 0.09 
dR  0.14 0.14 0.14 








Figure 7.3 Predicted sand wave numbers for various wave height  
by the GM-model and the SV-model 



























Figure 7.4 Predicted sand wave numbers for various wave directions  
by the GM-model and the SV-model 
 
































7.4.2 Real case study for combined wave current conditions 
In the preceding section, the wave effects on sand wave predictions have been 
investigated by a few tests with typical coastal conditions，which suggest that the 
appropriate wave condition may help the formation of sand waves by a tidal current. 
Now we apply our model to predict observed sand waves in coastal waters to validate 
our linear model. As shown in the tests in the previous section, there is no qualitative 
difference between the SV-model and GM-model predictions while the GM-model 
predictions seem closer to typical field data. Thus, only the GM-model is applied to 
the real case studies. Two real cases are selected, in which one is sand waves 
measured by Anthony et al. (2002) on the Danish west coast and the other is sand 
waves in a surf zone induced by alongshore currents during a storm period measured 
by Kennedy et al. (2008).  
The observations show that the sand waves have very mild slopes, up to a few 
percents, and quite symmetric shapes. This means that the flow over these sand wave 
surfaces can be approximated by linear flow, which is totally different from the strong 
nonlinear flow conditions over fully developed dunes due to flow separation on the 
downstream slopes. Therefore our models are valid in these applications. 
 
(1) Sand waves in Danish west coast (Anthony et al., 2002)  
The measured sand waves in the eastern North Sea off the Danish west coast have 
length of 350m-700m in the area with depth of 12-18m. The sand wave area is a few 
kilometers away from the shore which is quite far from the breaker line. The median 
grain size is from 0.2mm on the upstream slope of the sand wave to 0.6mm on the 
downstream side. If we select the average water depth of 15m, the observed sand 
waves have a wave number 27.0~14.0=kh . The continuous monitoring of the 
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coastal area for 1.5 years (Anthony et al. 2000) suggests that two types of strong 
storm waves are experienced by these sand waves, in which one has deep water 
significant wave height of mH s 15.50 =  propagating from the NW direction and the 
other has mH s 5.50 = from the WSW direction. These correspond to root mean deep 
water wave heights of 3.64m and 3.89m, respectively. Accordingly, the currents 
during the storm periods are 0.33m/s and 1.2m/s north going flows, respectively. The 
current for strong waves out of NW is small because of the presence of strong 
south-going flow due to wind setup. The daily tidal variation has maximum north 
going current of 0.41m/s and south going current of 0.23m/s at the location of this 
sand wave area.  
Based on the measurements, we choose three scenarios to predict sand wave 
formation in accordance with two strong wave conditions and the ordinary condition 
without strong storm induced waves. The details of these three scenarios are listed in 
Table 7.3. The wave period for scenario 1 and 2, i.e. the two strong wave cases, are 
assumed to be 12 seconds due to lack of data. The wave heights and incident angles to 
the shore normal in scenario 1 and 2 are computed by considering shoaling and 
refraction of wave from deep water with root mean heights of 3.64m and 3.89m to the 
sand wave region with water depth of 15m. This simple calculation gives the root 
mean wave height of 3.56m and 3.80m for scenario 1 and 2, respectively. And the 
wave directions at this location are o3.25  and o4.13  to the shore normal, which 
correspond to the angles between wave and currents of o7.64  and o6.76 , 
respectively. The scenario 3 is an ordinary situation with current dominated by tidal 
flow and presumed weak to moderate wave conditions. The red color data in Table 7.3 
are assumed data based on typical conditions. The data for direction denotes the 
incident wave angle to shore-normal, from which the angle between wave and current 
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are obtained by subtracting this angle from o90  as the current is almost in the 
alongshore direction. Since sediment size is quite scattered, we choose three types of 
sediment sizes in this study, 0.2mm, 0.4mm and 0.6mm. 
 
Table 7.3 Scenarios for various wave and current conditions 
scenarios Wave height 
(m) 
Period (s) Direction Current (m/s) 
1 3.56 12 25.3 0.33 
2 3.80 12 13.4 1.20 
3 0-2 8 0-45 0.41~-0.23 
 
 
 Scenario 1 
In scenario 1, as seen in Table 7.3, the wave is very strong, whilst the current is quite 
weak. This implies that the bed could be very stable because the instability is mainly 
contributed by the current induced perturbed stress and the strong waves usually lead 
to significant stabilizing slope effect. The results from the wave-current interaction 
model are shown in Table 7.4. It is shown in the table that sheet flow bed conditions 
are induced by the strong waves for all the three types of sediment sizes. The wave 
and current related skin friction shear stresses are quite similar for the three sediment 
conditions. The ratio fm wu /*  for 0.2mm sediment is greater than 2.7 and smaller 
than 2.7 for the other two sediment conditions. This indicates that the instability 
prediction for 0.2mm sediment may not be reliable since the neglected suspension 
effect could be significant.  
  The growth curves for the three sediment sizes in scenario 1 are plotted in 
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Figure 7.5. It can be seen that the three curves are very close. This is because the 
strong wave condition makes the critical shear stress very small as 04.0<crµ  for all 
three cases. It can be observed from Figure 7.5 that the growth rates are negative for 
nearly all prescribed bed waves. This means the strong wave condition makes the 
existing sand waves with 27.014.0 << kh  decay as the bed waves in this range have 
negative growth rates as shown in the figure. For example, the growth rate for the 
sand wave with 2.0=kh  is about 18100.3 −−×− s . With this negative growth rate, the 
time needed for the sand wave height to decay by a factor of e is yearss 1103/1 8 ≈× − . 
This implies that the sand wave change would be insignificant during one strong 
storm lasting hours to days. This prediction is consistent with the observations by 
Anthony et al. (2002), which showed little changes to the sand waves in the 1.5 year 
period during which two strong storms took place.  
 
Table 7.4 Parameters computed by wave current interaction model  
for Scenario 1 with different grain size 
d (mm) 0.2 0.4 0.6 
Bed type Sheet flow Sheet flow Sheet flow 
wmsu* (cm/s) 9.12 9.35 9.49 
cµ  0.055 0.054 0.053 
crµ  0.020 0.026 0.036 







































Figure 7.5 Growth curves for various grain sizes in Scenario 1 
 
 Scenario 2 
The wave condition for the second scenario is also strong like that in scenario 1 which 
leads to sheet flow condition for all the three types of sediment. The difference from 
the first scenario is that the current is also strong, i.e. depth mean velocity 
smU /2.1= . This produces a much bigger value of cµ  as shown in Table 7.5. Due 
to the strong wave and current, the total shear velocity is bigger than that in scenario 1 
as seen in Table 7.4. This results in larger values of the ratio fm wu /* . Again, this 
ratio is greater than 2.7 for 0.2mm sediment and less than 2.7 for other two coarser 
sediments.  
  Due to the strong currents in this scenario, it is expected that the bed is more 
unstable than in scenario 1, i.e. predicting bigger hkmax . The growth curves in Figure 
7.6 suggest that the model predicts 07.0max =hk  for all three sediment sizes. 
Nevertheless, the growth rates for bed waves with wave numbers of 27.014.0 << kh  
are still negative due to strong waves. Thus, same as for scenario 1, the existing sand 
waves may decay during the storm condition of scenario 2. In this case, the growth 
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rate for sand wave 2.0=kh is about 18100.2 −−×− s  which is about two thirds the 
one in Scenario 1. This means that it will take about 1.5 years to cause the sand wave 
height to decay by a factor e under conditions in Scenario 2. Again, this indicates that 
little change could be made by the strong storm in scenario 2 due to short period of 
the storm. 
 
Table 7.5 Parameters computed by wave current interaction model  
for Scenario 2 with different sediments 
d (mm) 0.2 0.4 0.6 
Bed type Sheet flow Sheet flow Sheet flow 
wmsu* (cm/s) 10.1 10.4 10.5 
cµ  0.33 0.33 0.33 
crµ  0.016 0.021 0.029 
fm wu /*  4.45 1.93 1.34 


































Figure 7.6 Growth curves for various grain sizes in Scenario 2 
 
 
 Scenario 3 
For scenario 3, there are no measured wave data, so we need to assume some typical 
wave conditions, which are shown in Table 7.3. The mean wave height is assumed to 
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be from 0 to 2m and the incident angle is assumed to be from 0 to 45 degrees which 
give the angle between wave and current of oo 9045 << cwφ . The current is 
dominated by daily tidal flow, which is assumed to be symmetrical semi-diurnal tidal 
flow with amplitude of 0.4m/s. It can be computed that the critical shear velocities for 
the three sediment sizes are 1.31cm/s, 1.52cm/s and 1.80cm/s, respectively. 
Correspondingly, if assuming pure current and plane bed condition, the maximum bed 
shear velocities are 1.17cm/s, 1.24cm/s and 1.28cm/s, respectively. Obviously, there is 
no sediment transport for pure current and plane bed condition. Therefore, the existing 
sand waves should be formed by certain combined wave and current conditions in 
scenario 3. 
 Still choosing three types of sediment sizes, 0.2mm, 0.4mm and 0.6mm, the 
results of the wave-current interaction model predictions are not shown here. 
However, it can be expected that the ratio fm wu /*  should be smaller than 2.7 in 
scenario 3 due to relatively weaker waves and currents, i.e. the present bed-load 
transport model is applicable for scenario 3. The predicted sand wave numbers by the 
GM-model for varying wave heights with fixed o75=cwφ and varying cwφ  with fixed 
height of 2m are plotted in Figures 7.7 and 7.8, respectively.  
It can be seen in Figure 7.7 that the results are quite similar to the idealized case 
study shown in Figure 7.3, i.e. sand wave can be predicted in weak and quite strong 
wave conditions. As shown in Figure 7.7, the predicted sand wave number for 0.4mm 
sediment has a maximum value of 16.0max =hk for mH 6.0=  and then decreases to 
about 05.0max =hk  for mH 9.0= in weak wave regime. For waves with height 
ranging from 1.3m to 2.0m, the predicted value of sand wave number increases from 
05.0max =hk  to the maximum value 11.0max =hk  and decreases to 08.0max =hk .  
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Similarly, the prediction with 0.2mm sediment has a maximum value of 0.14 for weak 
wave regime and 0.11 in the moderate wave regime. For 0.6mm sediment case, these 
two wave numbers are 0.1 and 0.09, respectively. These results suggest that, for the 
median sediment size d=0.4mm, the model predicted hkmax  in weak wave condition, 
i.e. 16.0max =hk for mH 6.0= , is within the range of observed san wave numbers of 
27.014.0 << kh , though a bit smaller than the median value of about 0.21. The 
growth rate corresponding to this predicted sand wave 16.0max =hk  is about 
11110233.1 −−× s which is about 2400 times smaller than that obtained from the strong 
storm in Scenario 1. Therefore, it will take about 2400 years for the sand wave with 
16.0max =hk  to increase by a factor of e in this weak wave condition. 
 The predictions for various wave angles with fixed mH 5.1=  are shown in 
Figure 7.8. It can be seen that the prediction with 0.2mm sediment increases with cwφ  
which is much different from the predictions for the other two cases with predicted 
wave number decreasing with increasing cwφ . For the tested ordinary wave 
conditions, the predicted maximum wave number are 14.0max =hk , 20.0max =hk  
and 24.0max =hk  for 0.2mm, 0.4mm and 0.6mm sediments, respectively. Again, the 
prediction with the median size sediment mmd 4.0=  is within the range of the 
observations. The growth rate for this predicted 20.0max =hk with mmd 4.0= is 
about 1101057.8 −−× s which is about 35 times smaller than that obtained from the 
strong storm condition in Scenario 1. Thus, it will take about 35 years for the sand 
wave with 20.0max =hk
 
to increase by a factor of e in this moderate wave condition 
( mH 5.1= ). These estimations suggest that the magnitude decrease caused by strong 
storm waves during days is equal to the magnitude increase induced by weak and 
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moderate wave conditions during years. This may be used to explain why most 
observed sand waves in equilibrium state have mild slopes, i.e. the equilibrium state is 
caused by the balance of the sand wave decreases during strong storm wave 
conditions and the increase in weak and moderate wave conditions. This makes sense 
as the duration of strong storms is usually a few days during a year. 
One interesting finding here is that the predicted wave number decreases with the 
increasing cwφ for 0.4mm and 0.6mm sediment cases rather than increases with 
increasing cwφ as for 0.2mm sediment case and the idealized case in Figure 7.4. This 
is probably caused by the direction effect in (7.36c) which is not only present in the 
term τθcos  but also in the terms θA  and θB in (7.31a) and (7.31b). And for certain 
values of cµ  and crµ , such as the 0.4mm and 0.6mm sediment cases in this section, 
the direction effect caused by the term ταcos may be less important than it is in θA  
and θB  in (7.31a) and (7.31b) and therefore results in a totally different variation of 
predicted wave numbers with cwφ .  





















Figure 7.7 Predicted sand wave numbers with GM-model for various wave heights 
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Figure 7.8 Predicted sand wave numbers with GM-model for various wave directions 
 
 Based on the predictions for the above three scenarios, we may conclude that: (1) 
both current and waves play important roles in sand wave formation in coastal waters 
as, without waves, the current may not be strong enough to set sediment into motion, 
and, without currents, waves just decay sand waves; (2) Sand waves are formed 
during normal period with tidal current and weak or moderate wave conditions; (3) 
During storm period, very strong waves would decay the existing sand waves and the 
decrease of sand wave height should be quite little in a single storm period; (4) The 
amount of sand wave decrease during a few day strong storm wave condition is 
similar to the amount of sand wave increase during a few year weak and moderate 
wave conditions. This may be used to explain why most observed sand waves in 
equilibrium state have mild slopes. 
 
(2) Ephemeral sand waves in surf zone generated by Hurricane Dennis 
Some interesting sand waves with an average length of 33m ( 1≈kh ) have been 
observed in a surf zone area along the Florida panhandle with sediment median size of 
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0.25mm and water depth of 5m by Kennedy et al. (2008), which were formed during 
the period of Hurricane Dennis in 2005. One interesting feature of these sand waves is 
that they are not permanent like those found in coastal waters outside surf zone. 
Instead, they may disappear some time after the storm period as no sand waves were 
observed in the same area some time after other strong storms in 2004-2006. The 
modeling by Kennedy et al. (2008) suggest that strong alongshore currents during the 
storm period have magnitude of 1-2m/s in the sand wave area and the wave bottom 
orbital velocity during the storm period is about 1.25m/s. After the storm, the 
alongshore current becomes very weak whereas wave motion is still quite strong. 
According to our derivation and analysis of the wave effect on sand wave formation, 
we may conjecture what happens in this surf zone region: the strong alongshore 
current causes sand wave formation during the hurricane period and the pure wave 
motion destroys these sand waves after the current becomes very weak. In the 
following, we will apply our linear analysis model, the GM-model, to investigate the 
formation of these sand waves.  
 From the paper (Kennedy et al., 2008), the deep water waves have significant 
height of 5m, wave period of 13s and propagate at 45 degree to the shore normal. We 
may assume the wave propagation angle within the surf zone is the same as that at the 
breaker line, which can be estimated by considering shoaling and refraction of the 
deep water waves to the location with depth of 5m where waves are about to break. 
This gives the angle between wave and current of o1.76=cwφ  and the significant 
wave height of 6.1m. And based on modeled results shown in the paper, we have the 
maximum wave bottom orbital velocity of about smUbm /25.1= and the alongshore 
current ranging from 1 to 2m/s. Hence, we have the following data on which to base 
our prediction: smUbm /25.1= , sT 13= , o1.76=cwφ , smU /21−= , mh 5=  and 
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mmd 25.050 = .  
 So we compute bottom shear stresses by using the wave-current interaction model 
for three selected alongshore current, 1m/s, 1.5m/s and 2m/s. The results in Table 7.6 
suggest that, for all the three current conditions, the ratio fm wu /*  is greater than 2.7. 
This implies that the neglect of suspension effect in this case study may cause some 
errors. Despite of this, it is worth to perform the simulation by considering only 
bed-load transport as it may show us some qualitative features.  
The instability predictions are shown in Figure 7.9 for various current magnitudes. 
It is shown that the predicted wave numbers of sand waves increases with increasing 
alongshore current with 06.0max =hk
 
for smU /1= to 12.0max =hk  for smU /2= . 
These predicted wave numbers are much smaller than the average observations of 
133/52 ≈×= pikh . The predictions corresponding to water depth mh 5.6=  with 
inclusion of 1.5m storm surge are also shown in Figure 7.9. The predicted wave 
numbers, from 05.0max =hk to 11.0max =hk , are a little smaller than those for 
mh 5= .  
Therefore, the predictions suggest that our model is able to predict the occurrence 
of sand waves in the surf zone with consideration of combined wave and current 
effect. The comparisons with measurements show that the model under-predicts the 
wave number of the sand waves. These under-predictions could be caused by the 
neglect of suspension effect in this strong wave and current conditions due to large 
values of fm wu /*  as shown in Table 7.6. Nevertheless, the qualitative results have 
been obtained by using our linear model and obviously, the destruction of sand waves 
after the storm period can be predicted by our linear model since nearly pure wave 
motion will produce negative growth rates for the observed sand waves.  
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Table 7.6 Parameters computed by wave current interaction  
model different currents 
U (m/s) 1.0 1.5 2.0 
Bed type Sheet flow Sheet flow Sheet flow 
wmsu* (cm/s) 9.52 9.93 10.42 
cµ  0.35 0.59 0.85 
crµ  0.022 0.020 0.018 
fm wu /*  3.09 3.42 3.84 
 
 























Figure 7.9 Sand wave numbers predicted by GM-model for  
various alongshore currents 
 
7.5 Comparisons of case studies with other models 
As described in Chapter 1, there are some weaknesses in other studies on sand wave 
formation. One of the major weaknesses is that, in most studies by using a 
slip-velocity model, the correlation between the constant eddy viscosity and the slip 
factor is not rigorously taken into account. This helps in predicting good results with 
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physically unrealistic choices of parameters. Another weakness, in some studies, is the 
employment of unverified slope factors in bed-load transport models. Here we 
re-analyze some case studies from these papers to see how good predictions are 
obtained. 
 
7.5.1 The case in Gerkema (2000) 
In his paper, Gerkema (2000) developed a linear slip-velocity model to predict sand 
wave formation by separately selecting a constant eddy viscosity and the associated 
friction factor. One test case in the paper has the following parameters: water depth 
mh 20= , the constant eddy viscosity smc /01.0 2=ν , the linear friction factor 
smS /105 3
*
−×= , depth mean velocity smU /88.0= (computed from (2.8) in the 
paper) and the slope factor in the bed-load formula of 2=γ . With these parameters, 
the shear velocity can be computed by scmuSu b /45.212.0105 3** =××== −
(bottom slip velocity bu  computed from (2.8) in the paper).  If assuming a 





== .  
The major weakness of Gerkema’s study is that the constant eddy viscosity and 
the friction factor are arbitrarily selected. Based on our more realistic elaboration of 
the slip-velocity model in Chapter 5, we can compute the shear velocity and bottom 
roughness based on the parameters given in the paper, which gives 






Obviously, this shear velocity is too small to move sediment with diameter larger than 
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about 0.07mm and the extremely small bottom roughness is unrealistic for coastal 
environment. Therefore, the reasonable prediction obtained in Gerkema’s study is 
actually obtained from unrealistic parameters. 
 
7.5.2 The case in Komarova and Hulscher (2000) 
Komarova and Hulscher choose a typical case based on the field data from North Sea 
with parameters: water depth mh 45= , magnitude of tidal velocity smU /5.0= , the 
constant eddy viscosity smc /107 23−×=ν , the linear friction factor 
3
*
107.4 −×=S  
and the slope factor in the bed-load formula is treated as an independent variable  
although the derivation in the paper suggested that it is related to bottom shear stress. 
The bottom shear velocity magnitude can be computed from bottom shear stress 
magnitude (as given in (31) of the paper) as scmu /87.1105.3 4
*
≈×= − . Assuming a 





== .  
 Similar to the calculation to the Gerkema (2000) case, we have the shear velocity 
of scmhu c /23.0/6* == κν . This is even smaller than the one in Gerkema’s case and 
it definitely can not move any sand. The roughness is given by mkN 75104.1 −×=  
which is even more unrealistic than that obtained in Gerkema’s case. Actually, based 




= , the base flow condition in this case may not be able to initiate any 
sediment motion, e.g. scmuscmu cr /50.1/22.1 ** =<=  for a typical sediment size of 
mmd 4.0= . Therefore, the sand wave formation in this region must be due to 
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combined effect of wave and current.  
7.5.3 The case in Besio et al. (2003) 
In the slip-velocity linear analysis model developed by Besio et al. (2003), the 
correlation between the constant eddy viscosity and slip factor is considered. However, 
they adopt a very small slope factor in the bed-load transport model for their case 
studies. Therefore, their model is able to predict good agreements with measurements 
although their flow model is very similar to our slip velocity model. Actually, they 
used the slope factor proposed by Fredsøe (1974) which has been proved to be in poor 
agreement with experimental data as discussed in Chapter 4. 
 Parameters in the real case study in the paper are: water depth mh 21= and 
bottom roughness cmkN 7.10=  based on rippled bed with ripple height of 3.57cm. 
The observed sand wave lengths are from 165m to 255m. From non-dimensional 
parameters given in the paper, other relevant parameters can be derived, which are the 
depth mean velocity smU /65.0= , constant eddy viscosity smc /1067.4 22−×=ν
and the linear slip factor smS /1027.2 3
*
−×= . The sediment diameter can be 










give mmd 14.0= . By using the parameters: mh 21= , mU 65.0=  and 
cmkN 7.10= , our linear slip velocity model calculates the eddy viscosity and the slip 
factor of smc /1074.4
22−×=ν and smS /1038.2 3
*
−×= , which are close to those 
used in the paper. 
 The slope term described in the paper is the same as the one used by Fredsøe 
(1974), i.e. the constant parameter µ  described in Chapter 4, but with a smaller 
value of 05.0=µ . Based on the parameters mh 21= , mUm 65.0= , cmkN 7.10=
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and mmd 14.0= , this slope factor corresponds to 17.0=γ (from Equation (4.15)) in 
our bed-load model which is 20 times smaller than ours 41.3=γ .  
Therefore, there are two problems with their case study. One of them is the 
application of the unverified very small slope factor which makes their model able to 
predict more instability. The other is that the form drag for rippled bed is not excluded 
in the calculation of sediment transport. More rigorous predictions by using our slip 
velocity model gives 13.0max =hk  and that by the GM-model gives 27.0max =hk , 
corresponding to sand wave length of 1151m and 554m (the prediction in the paper is 
315m). Hence, both our proposed slip-velocity model and the GM-model over-predict 
the sand wave length, in which our GM-model prediction is closer to the field 
















CONCLUSIONS AND FUTURE WORK 
 
8.1 Conclusions 
In the present study, the mechanisms of bed form generation have been investigated 
by using a linear instability analysis approach. The linear analysis suggests that under 
bed-load sediment dominant conditions, two parameters play key roles in bed 
instability: one is the slope factor and the other is the perturbed bed shear stress. To 
carry out the linear analysis, two linear flow models are proposed to calculate 
perturbed bed shear stress: one based on a constant eddy viscosity and the other 
corresponding to a linearly varying eddy viscosity. In addition, a conceptual bed-load 
transport model with a well-formulated slope term is introduced. The models are 
applied to predict dune formation in laboratory flumes and sand wave generation in 
coastal waters.  
 
8.1.1 Flow models 
 To conduct a linear analysis of bed instability, the bed shear stress must be 
computed. In the present study, two types of flow models have been proposed based 
on different eddy viscosity models, in which one is the slip-velocity model (SV-model) 
and the other is the GM-model. Due to constant eddy viscosity assumption, the 
SV-model predicts a very unrealistic near-bed velocity structure, which makes its 
predictions less reliable. In contrast, the GM-model predicts a near-bed flow structure 
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that is much more realistic than the SV-model since a more realistic linearly varying 
eddy viscosity model is employed, in accordance with the “Law of The Wall”.  
 In theory, the GM-model is superior to the SV-model. In practice, the measured 
bed shear stresses over a small-amplitude wavy wall in laboratory have been used to 
validate the two linear flow models. The results suggest that, in terms of the sine term 
perturbed bed shear stress, one of the key parameters in predicting bed instability, the 
GM-model predictions in most cases agree better with measurements than do the 
predictions of the SV-model, though both linear models tend to under-predict the sine 
term perturbed bed shear stress. Further analysis suggests that the under-predictions 
are obtained because the flows in the experiments are actually laminar flow or smooth 
turbulent flows due to low Reynolds numbers and smooth bed waves. While 
modifying the GM-model with consideration of near bed laminar flow conditions, the 
predictions are much closer to the measurements. This implies that the GM-model 
could also predict reasonable results for rough turbulent flow conditions where we 
could not find experimental data for comparison.  
 It needs to be pointed out that the present SV-model is different from SV-models 
in most previous sand wave studies as the correlation between the constant eddy 
viscosity and the associated slip factor has been rigorously adhered to. This may make 
the present SV-model’s predictions of perturbed shear stress in poorer agreement with 
measurements than some previous SV-models since the selected eddy viscosity and 
slip factor in those models can be chosen to obtain good agreements.  
 To investigate sand wave formation, the unsteady tidal base flow must be solved. 
The so-called quasi-steady solution has been commonly adopted in previous sand 
wave studies to simplify the tidal base flow solution. This simplification is valid if the 
tidal boundary layer thickness is much larger than the water depth. Our analysis 
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suggests that, if considering the correlation between the eddy viscosity and the slip 
factor, this criterion may be violated in some sand wave areas with large water depth 
and relatively weak flow. Therefore, one should be careful while employing the 
quasi-steady assumption in solving tidal base flow. 
 
8.1.2 Bed-load sediment transport model 
 A conceptual bed-load sediment transport model proposed by Madsen (1991) and 
extended to include a bottom slope effect in Chapter 2 has been applied in the present 
study. This bed-load transport model has a rigorously formulated slope term. Some 
comparisons show that the model predicts good agreements with measured bed-load 
transport rates in channel flow for weak, moderate as well as strong transport 
conditions. Meanwhile, some validations of bed-load sediment transport induced by 
unsteady wave motions suggest that the model is able to predict quite good 
agreements for both flat and sloping beds for conditions where 7.2/
*
<fwm wu  where 
wmu* is the maximum shear velocity induced by wave and fw  is the sediment fall 
velocity. 
 The important factor in the bed-load transport model, the slope factor, has been 
discussed in Chapter 4, where the slope factor in the present bed-load transport model 
was compared with another slope factor proposed by Fredsøe (1974) which was also 
adopted by Besio, et al. (2003). It was shown that, in most typical flow conditions, the 
Fredsøe’s slope factor leads to much weaker slope effect than the one used in the 
present conceptual bed-load transport model. Some relevant laboratory data were used 
to validate the slope factors and provide strong support for the slope factor in the 
present bed-load transport model. Meanwhile, some comparisons of bed-load 
transport over a mildly sloping bed with measurements in Chapter 4 suggest that the 
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present bed-load transport model affords much better agreements than the bed-load 
transport model used in Fredsøe (1974) or in Besio et al. (2003). 
 
8.1.3 Stability analysis for bed-load dominated conditions 
Having perturbed shear stresses solved and validated in Chapter 5 and the slope factor 
proposed and validated in Chapter 2 and 4, the bed instability was investigated in 
Chapter 6 for dune formation in steady channel flow and in Chapter 7 for sand wave 
formation in unsteady tidal flow with wind wave effects. 
 
8.1.3.1 Sensitivity of parameters and conditions 
Before applying the models to predict dune and sand wave formation in the laboratory 
and in the field, some sensitivity analysis was carried out in Chapter 6 by assuming 
some typical flow and sediment conditions, which is summarized in the below: 
 Bottom roughness  
The sensitivity analysis suggests that increasing bottom roughness leads to larger 
values of most unstable wave number hkmax . It is also suggested that the roughness 
has a more pronounced influence on the SV-model predictions than on the GM-model 
predictions, especially for larger roughness.  
 Critical shear stress 
The effect of critical shear stress is neglected in some previous sand wave studies (e.g.  
Komorova and Hulscher, 2000; Gerkema, 2000), which leads to some sand waves 
being predicted for no transport conditions. Our analysis suggests that the critical 
shear stress may have a significant influence on bed instability predictions, especially 
when bed shear stress is close to the critical shear stress, i.e. for large values of 
bscrcr ττµ /= . The value of crµ  can be affected by both the bottom shear stress and 
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the sediment diameter.  
 The sensitivity analysis shows that larger values of the most unstable wave 
number hkmax  can be predicted for conditions with larger crµ , or for weaker flow 
and coarser sediment conditions.  
 Bottom boundary condition in the SV-model 
Two types of bottom boundary conditions were applied in the present SV-model: one 
with a linear friction condition, the other with a nonlinear friction condition. If eddy 
viscosity and slip-factor perturbations are taken into account, the perturbed flow with 
these two boundary conditions becomes identical. The analysis revealed that the 
SV-model predicted larger hkmax  with eddy viscosity and slip factor perturbations 
included than predictions with linear friction condition and smaller values than those 
obtained with nonlinear friction condition.  
 Surface boundary condition 
Both the rigid lid and free surface boundary conditions have been applied in the 
present study. The bed instability predictions suggest that the free surface boundary 
condition leads to larger values of hkmax , than the rigid lid condition and the 
discrepancy between the two types of boundary conditions is quite small for weak 
flow and increases with increasing flow Froude number. In addition, this free surface 
effect is more significant in the GM-model predictions than in the SV-model 
predictions.  
 An interesting finding in the sensitivity analysis is that the free surface boundary 
condition always causes ultra-long bed waves to decay, whilst the rigid lid condition 
always makes them grow.  
 SV-model versus GM-model 
The sensitivity analysis suggests the main differences of instability predictions 
197 
 
between the two linear models are: 
i. The GM-model predicts larger hkmax  than the SV-model for most 
conditions except for very large roughness.  
ii. The GM-model is less sensitive to the bottom roughness than the 
SV-model, especially for large roughness. 
iii. The GM-model is more sensitive to the effects of free surface boundary 
condition than the SV-model. 
iv. The GM-model is more sensitive to the sediment diameter than th.3e 
SV-model. 
 
8.1.3.2 Model predictions of dune formation 
In Chapter 6, the flow models and the bed-load transport model were applied to 
predict dune formation in laboratory flumes. Three group s of data are used in 
accordance with three types of sediments, 0.28mm, 0.47mm and 0.93mm. All flow 
conditions in the application satisfy the condition 0.1/
*
<fm wu , i.e. the bed-load 
transport should be dominant and the neglect of suspension effects is reasonable. Two 
types of bottom roughness were applied with one corresponding to plane bed 
condition and the other corresponding to rippled bed condition.  
 The results show that, for all cases, the GM-model predicts better agreements 
with measurements than the SV-model. In addition, the predictions with large bottom 
roughness agree better with the measurements than those with small roughness. These 
results are consistent with comparisons of model predicted perturbed bed shear stress 
with measurements in Chapter 5 and the sensitivity analysis of the bottom roughness 
in Chapter 6. It is also suggested by the results that both models tend to under-predict 
the most unstable mode wave number hkmax .  
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These under-predictions of hkmax  should be caused by inappropriate 
applications of our linear models to predicting observed fully developed dunes which 
always have asymmetric profile and very steep downstream slopes. Fully nonlinear 
flows over these dune surfaces make our linear models not valid. The dunes in very 
initial stages may be used to cmpare with model predictions, but no this type of data 
could be found. It has been shown that the predictions of dunes can be improved in 
some specific cases by using a small slope factor, such as the one proposed by 
Fredsøe (1974). However, this small slope factor is not supported by experimental 
data and the predictions show very different variation with flow Froude numbers from 
the variation of measurements. Therefore, the poor agreements can be expected and 
good agreements obtained in previous studies using SV-model are mainly due to the 
selection or tuning of some parameters, such as constant eddy viscosity, slip factor 
and slope factor.  
 
8.1.3.3 Model predictions of sand wave formation with wind wave influence 
Sand wave formation in coastal waters was studied in Chapter 7. Due to their 
importance in coastal waters, the effects of wind waves were taken into account for 
the first time ever in the present sand wave study. To do this, a wave-current 
interaction model is introduced to compute total bed shear stress and skin friction 
shear stress for combined wave current conditions. Based on the bed-load transport 
model introduced in Chapter 2, a bed-load transport model with consideration of wind 
wave effects is derived to calculate wave period averaged bed-load transport rates for 
general combined wave current conditions. 
 A simple case study was first employed to test the wave effects on sand wave 
predictions, including wave height and the angle between wave and current. The 
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results suggest that, for a given current condition, the predicted sand wave number 
hkmax  first decreases with increasing wave height until zero due to the increased 
slope effect. While wave height keeps increasing, the predicted hkmax  starts to 
increase until obtaining a maximum value at a certain value of wave height due to 
combined wave current effect on the destabilizing term and then decreases to zero due 
to significant slope effect induced by strong waves. In this test case, the variation of 
hkmax  with the angle between wave and current looks quite simple, i.e. the predicted 
hkmax increases with the increasing angle all the way to its maximum when the angle 
is 90 degrees. However, this variation is not always obtained, e.g. the predictions in a 
real case study as shown in Figure 7.8 suggest that the predicted hkmax  decreases 
with increasing angle for some cases. Further investigations (not shown) suggest that 
whether the predicted hkmax  increases or decreases with increasing angle depend on 
the parameter cµ  and crµ .  
 Two real sand wave cases, one for sand waves along the Danish coast of the 
North Sea and the other for ephemeral sand waves in the surf zone, were examined 
after the simple test. Much different from those fully developed dunes, observed sand 
waves in these two locations have quite small bed slopes, which are up to a few 
percents, and have quite symmetric shapes. This suggests that our linear flow models 
are valid in these sand wave cases.  
Based on assumed typical wave conditions for non-storm seasons, the predicted 
wave numbers of sand waves by GM-model are quite close to those observed in the 
Danish west coast. This reveals that our GM-model is able to predict reasonable 
results if used approximately.  
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The calculation with strong wave conditions during storm seasons shows that, to 
reduce the height of existing sand waves by a factor of 718.2=e , the strong wave 
conditions need to last about one year. This means that the sand waves should be 
changed very little by a single storm, which is consistent with the field observations in 
the Danish west coast. The comparisons of growth rates between different wave 
conditions suggest that the amount of sand wave decrease during a few day strong 
storm wave condition is similar to the amount of sand wave increase during one year 
ordinary wave conditions. This may be used to explain why most observed sand 
waves in equilibrium state have mild slopes.  
The calculation of the sand waves in the surf zone shows that they can be 
generated by the combined effect of strong waves and wave-induced alongshore 
currents. The analysis on sand wave formation in combined wave current conditions 
indicates that the sand waves could be destroyed by relatively strong waves and very 
weak currents in post-storm conditions, which make these sand waves ephemeral. The 
under-prediction of sand wave number in this application could be caused by the 
neglect of suspension effect in this very strong storm condition. 
 Moreover, some sand wave case studies in previous investigations have been 
re-analyzed using our models in Chapter 7. It was shown that in some cases (such as 
those in Komorova and Hulscher, 2000; and Gerkema, 2000), if taking into account 
the critical shear stress effect and the correlation between the constant eddy viscosity 
and the slip factor, the pure currents actually cannot induce any sediment transport, 
which implies that waves could play a very important role in the formation of these 




8.2 Future work 
As concluded in Section 8.1, two types of linear models in accordance with two eddy 
viscosity models have been developed in the present study, i.e. the SV-model based 
on constant eddy viscosity and the GM-model based on linearly varying eddy 
viscosity. From a physical point of view, the GM-model is superior to the SV-model 
as it is able to compute more realistic near-bed velocity structure that is crucial to 
sediment transport. In addition, the comparisons with measured perturbed bed shear 
stresses in Chapter 5 suggest that the GM-model performs better than the SV-model. 
Moreover, the predictions of dunes in flumes and sand waves in coastal waters reveal 
that the GM-model predicts bed form wave numbers in better agreements with 
measurements and observations than the SV-model, though both models tend to 
under-predict the wave number of bed forms. Although having better formulation and 
performance than the SV-model, the GM-model does hold some limitations and 
weaknesses which could be eliminated in the future study. 
 The first weakness is regarding to perturbed bed shear stress prediction. As 
discussed in Chapter 5, the GM-model under-predicts perturbed bed stress compared 
to laboratory measurements even though it performs better than the SV-model. Thus, 
the GM-model needs to be improved to predict more accurate perturbed bed shear 
stresses. In addition, the test in Chapter 5 suggests that the GM-model’s predictions of 
vertical perturbed velocity need to be adjusted to give physically correct results. To 
remove this weakness, we may solve the perturbed flow in a similar way to 
Kobayashi and Madsen’s (1985) analytical solution which was obtained by using a 
coordinate transformation. 
Another weakness of the GM-model is related to the eddy viscosity model as the 
GM-model assumes zero eddy viscosity above a thin layer. This makes the model not 
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applicable to very long bed forms. To improve it, a better eddy viscosity needs to be 
considered, e.g. applying the parabolic eddy viscosity profile over the entire water 
column or incorporating a turbulent closure model to solve the eddy viscosity. With a 
more advanced eddy viscosity model, the perturbed flow can be solved numerically in 
a curvilinear coordinate system (such as Richards, 1980; Thorsness, 1975). 
 Another weakness in the present study is related to suspension effects on bed 
instability predictions. As discussed in Chapter 2, the bed-load transport model in the 
present study can be applied to predict sediment transport in wave motions with  
7.2/
*
<fwm wu  with wmu* the maximum wave shear velocity and fw the fall velocity 
of sediment particle. For sediment transport in steady flow, this criterion should be 
stricter as the boundary layer is much thicker in steady flow than that in pure wave 
motion. Furthermore, strong storm waves usually violate this criterion, e.g. the case of 
sand waves in surf zone investigated in Chapter 7 has fwm wu /*  greater than 3.0. In 
this case, the suspension effect must be taken into account so that more accurate 
prediction can be obtained. So far, the suspension effect is neglected by most sand 
wave studies except Besio et al. (2006).  Although the suspension effect is 
qualitatively considered by Besio et al. (2006), the influence of suspension effects on 
bed instability prediction is not actually quantified in the study. In addition, the 
suspension effects have been taken into account by Engelund (1970) and Fredsøe 
(1974) to predict dune and anti-dune formation in alluvial channels. However, due to 
assuming constant eddy viscosity in their studies, the unrealistic near-bed velocity and 
concentration structures make those predictions physically unreliable. In accordance 
with the above proposed perturbed flow solution, a better way to obtain suspended 
load sediment transport over a wavy bed is to solve it in a curvilinear coordinate 
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APPENDIX   
NUMERICAL SCHEME FOR SV-MODEL 
 
1. Computational domain and grid system 
To apply finite difference method, we first discretize the domain hz ≤≤0 , as sketched 
in figure blow, into mm1 segments with the grid point 0=m  denoting the bottom 
boundary and 11 +== mmmmm representing the surface boundary, and the internal 
grid points are from mmm ≤≤1  that are unknowns to be computed. Since there is a 
fourth order term in the equation, we introduce two so-called ghost points, 1−=m  
outside the bottom boundary and 22 +== mmmmm  outside the surface boundary. 
The values of function F  at the two ghost points and the two boundary points, can be 
expressed by the values of F  at adjacent internal grid points via the four boundary 
conditions. 
 
Sketch of computational domain (black: internal points;  
blue: boundary points; red: ghost points) 
 
2. Numerical discretization of governing equation 
Eemploying a second order central finite difference scheme, the different order 
derivatives of function F  at the grid point m , i.e. zmz ∆⋅=  with 1/ mmhz =∆ can 
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    (3c) 
with zmzuu m ∆== @00 , and zmzuu zzzzm ∆== @00 . 
 It can be observed from differential equation (2a-b) that the coefficient matrix is a 
non-symmetrical banded complex matrix with five bands. To obtain the expressions of 
2101 ,,, mmmm FFFF− , we need to use the boundary conditions. 
 
3. Bottom boundary conditions 
Kinematic boundary condition (5.66c) is discretized to be 
 buF 00 −=                 (4) 
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Dynamic boundary condition with linear friction (5.68a) gives 
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    (5b) 
By using (4), (5b) can be written as 
 2111 cFcF +=−                (6) 
where 
 
( ) ( )










      (6a) 
Similarly, from nonlinear condition (5.68b), we can obtain 
 nn cFcF 2111 +=−                (7) 
where 
 
( ) ( )














    (7a) 
With the boundary condition (4) and (6) or (7), we can re-write differential equation (2b) 
at the point 1=m  and 2=m , as 
At  1=m , we have, from (2b), 
  
0113212311210111 =⋅+⋅+⋅+⋅+⋅− aFaFaFaFaF        (8a) 
Introduce (4) and (6) to (8a) we obtain, for linear friction condition, 
  
( ) 112210113212111311 acaAuaFaFacaF bb −⋅=⋅+⋅++⋅       (8b) 
For nonlinear friction condition, the equation will be readily obtained by just replacing 
21 ,cc  with nn cc 21 , . 




0124223322221120 =⋅+⋅+⋅+⋅+⋅ aFaFaFaFaF        (9a) 
Introduce (4) to (9a) we obtain, for both linear and nonlinear friction conditions, 
 120124223322221 aAuaFaFaFaF bb ⋅=⋅+⋅+⋅+⋅        (9b) 
 
4. Rigid lid surface boundary condition  
From (5.87a), we have 
 
01 =mmF                 (10) 












             (11a) 
By virtue of (10), (11a) would be 
 mmmm FF −=2                  (11b) 
Thus, we can obtain the differential equation near the surface boundary, 
At  mmm = , we have, from (2b), 
 0
,12,21,3,21,12 =⋅+⋅+⋅+⋅+⋅ −− mmmmmmmmmmmmmmmmmmmm aFaFaFaFaF   (12a) 
Introduce (10) and (11b) to (12a) we have  
 ( ) 0
,1,3,21,12 =−⋅+⋅+⋅ −− mmmmmmmmmmmmmm aaFaFaF       (12b) 
At  1−= mmm , we have, from (2b), 
 01,111,21,311,221,13 =⋅+⋅+⋅+⋅+⋅ −−−−−−−− mmmmmmmmmmmmmmmmmmmm aFaFaFaFaF (13a) 
with (10), we have 
 01,21,311,221,13 =⋅+⋅+⋅+⋅ −−−−−−− mmmmmmmmmmmmmmmm aFaFaFaF    (13b) 
 
5. Free surface boundary condition 

























       (14a) 
To discretize (5.85b), we re-write the third order derivative (1) at the boundary point 
1mmm =  to be 
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Hence, with free surface boundary condition (16), we can re-write the differential 
equation for the points near surface boundary as following. 
At  mmm = , we have, from (2b), 
 0
,12,21,3,21,12 =⋅+⋅+⋅+⋅+⋅ −− mmmmmmmmmmmmmmmmmmmm aFaFaFaFaF   (17a) 
Introduce (16) to (12a) we have  
 
( )










     (17b) 
At  1−= mmm , we have, from (12b), 
 01,111,21,311,221,13 =⋅+⋅+⋅+⋅+⋅ −−−−−−−− mmmmmmmmmmmmmmmmmmmm aFaFaFaFaF (18a) 
with (16), we have 
 
( )










    (18b) 
 
6. Numerical linear system and solver  
So far, with help of boundary conditions, we replaced the values of boundary points and 
the ghost points in the differential equation (2b) for all internal points, i.e. mmm ≤≤1 . 
To solve the linear system, we write the system in matrix form as 
 lmlm BFA =⋅                (19) 
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In particular, the values of lmA  and lB  near boundaries will be different from those in 
(20) due to the incorporation of boundary conditions. For different boundary conditions, 
the relevant values that need to be modified are, 
 1111,311 acaA +=  (Linear friction condition), or       (21a) 
  1111,311 acaA n+=  (Nonlinear friction condition)      (21b) 





















 (Free surface condition)   (21d)
 1,121,201 acaAuB bb −⋅=   (Linear friction condition), or    (21e) 
 1,121,201 acaAuB nbb −⋅=   (Nonlinear friction condition)    (21f) 
 2,102 aAuB bb ⋅=               (21g) 
 Therefore, with the coefficient matrix lmA  and right hand side array lB  given in 
the above, the complex linear system (19) can be readily solved. In this study, we use a 
solver from “LAPACK” (http://www.netlib.org/lapack/) library, which is specialized in 
solving linear complex system with general banded coefficient matrix. 
 
