Abstract. We present a Lexicalized Tree Adjoining Grammar with lexical meaning specifications in Frame Semantics for the analysis of complex situations. Frame Semantics is extended by a notion of quantifier frames, which provide the basis for a translation function from frames to underspecified type-logical representations. An analysis of repetitive and restitutive readings of achievements with the adverb again demonstrates the interaction of all components of the new semantic architecture.
Introduction
The goal of this paper is to develop an architecturally and conceptually clear grammar architecture that unifies lexical meaning specifications in Frame Semantics and a truth-conditional sentential semantics with generalized quantifiers and other operators favored by many formal semanticists. To obtain a framework with computational properties that are amenable to implementation, Frame Semantics and formal semantics are combined in a Tree Adjoining Grammar, and the type-logical logical representations of semantics are phrased as underspecified representations with dominance constraints.
The framework of Frame Semantics, nowadays most prominently known from the Berkeley FrameNet project [2] , takes a lexicographically oriented approach to the investigation of meaning. It perceives word meanings as expressible by schematic representations of conceptual structures that stand in a web of mutual relationships, not unlike the (multiple) inheritance hierarchies of feature logical grammars. The lexical cognitive structures encode the speakers' knowledge of situations or states; moreover, they record the relationships between word senses and morphosyntactic realization patterns. With the increasing inclusion of grammatical constructions, frame semantic descriptions have decidedly moved beyond their lexical roots. Inspired by work from cognitive psychology (Barsalou, [3]), Löbner [4] takes the empirical scope of frames even further and hypothesizes that in fact the entire human cognitive system employs frames as an all-comprising single data format.
To test the viability of this research program for linguistics, a number of recent investigations have used frame semantic insights in the formulation of a syntax-semantics interface that combines the rich conceptual structures of frames with techniques of formal semantics: [5] conclude from their analysis of FrameNet that the systematicity and consistency of FrameNet's relations and its predictions concerning linking generalizations could benefit from frame representations whose structure reflects the internal stucture of events. They aim at a decompositional Frame Semantics that analyzes the structure of situations and events along the lines of a denotationally interpretable decompositional lexical semantics [6] . The idea of a denotational semantics for frames in terms of an intensional logic to analyze causation, situations, aktionsarten and result states is then taken up by [7] in a fragment of Lexicalized Tree Adjoining Grammar (LTAG) that captures the behavior of lexically and syntactically complex direct motion expressions, and of the dative alternation in English. The proposal combines LTAG with representations of lexical and constructional meaning, given in the form of frames that are taken to be representations of mental concepts. [7] define frames as feature structures, and the structure of their frames is suggestive about possible ways to obtain an event-logical characterization of the truth conditions of a sentence from its frame. However, the relation to truth conditions needs further clarification. Moreover, a considerable gap remains between this analysis and full-fledged Montagovian semantics: So far, frames do not foresee quantificational operators, which precludes the treatment of such standard constructs as negation or nominal phrases as generalized quantifiers.
Thus at the current stage, Frame Semantics is of limited interest to semanticists working on sentential semantics. Our main goal in this paper is to bridge this gap and connect the vision of a rich Frame Semantics embedded in a general theory of human cognition to the achievements of model-theoretic semantics. After outlining current assumptions about embedding Frame Semantics into LTAG (Section 2), we extend Barsalou frames by quantifier frames in Section 3. Intuitively, a quantifier frame embodies the idea of a concept of a quantifier, or the cognitive correlate of a quantifier. With a quantifier frame, we are able to specify frames for sentences with quantificational NPs. In order to determine the truth value of such sentences in a given model, a translation of frames into underspecified semantic representations is given, which receives its usual interpretation. The following sections demonstrate how the new architecture works: Section 4 discusses a case of a quantifier ambiguity with nested quantifiers and confirms that the syntax-semantics interface of simpler architectures without Frame Semantics can be preserved. Section 5 is dedicated to an analysis of scope ambiguities observed with repetitive and restitutive readings with the adverb again in which the lexical semantic analysis of causes and states in frames interacts in interesting ways with the quantificational properties of again. We obtain an architecture that is suitable for syntactic parsing with underspecified semantic representations with quantificational operators that benefits from lexical and constructional meaning analyses and linking in Frame Semantics.
