We study the Cauchy problem for a nonlocal Zakharov equation, namely i' t + ' = r(? ) ?1 r:(n');
Introduction
Our aim is to prove some results about a nonlocal Zakharov equation introduced by Zakharov (see 14] , 15]). The derivation of this system is carried out for x 2 R 3 , however we will suppose that x 2 R N ; N = 1; 2; 3:
We study the following system i _ + = ?B(n ); ?2 n ? n = j j 2 ;
where B = r ?1 r: .
We consider the initial value problem, that is 8 < :
(x; 0) = 0 (x); n(x; 0) = n 0 (x); n t (x; 0) = n 1 (x): This article is divided into three parts. In Part 2, we derive the equation from the physical equations according to Zakharov (see 14] ). In Part 3, we study the local Cauchy problem for ( 0 ; n 0 ; n 1 ) 2 H For the existence and the uniqueness for the Cauchy problem, we reason as in 9]. It is possible to adapt the method because of the continuity of the nonlocal operator B in a large number of spaces. The same results on the Cauchy problem would be obtained if we have an other operator instead of B, provided we always have these continuity results.
To pass to the limit when tends to 1, we adapt the proof in 10].
Lots of complications are due to the nonlocal term. First of all we have to write the initial system as the dispersive perturbation of a symmetric hyperbolic system, the nonlocal term yields some additional terms which make the derivation far more complicated. Then we encounter some di culties in estimating the di erent nonlocal operators of this new system and need the use of the theory of commutators to solve these new problems. As for the previous problem, we may want to extend our results to some other operator B. We need the same properties as before, and some others. For example, we need to be able to de ne an operator A such that rB = Ar .
A nonlinear, nonlocal Schr odinger equation is studied by T. Colin ( 4]-5]). It consists in taking = 1. He obtains some results about the local and global Cauchy problem, some nite time blow-up results and also standing waves and their stability. The limit we obtain when tends to 1 turns out to be the solutions to this equation.
Origin of the nonlocal Zakharov system
This article deals with some equations introduced by V.E. Zakharov (cf. e.g. 14] , 15]), to describe Langmuir plasma turbulence. The physical description follows exactly these two articles.
We consider the hydrodynamical equations, the system of the Vlasov equations for the particle distribution functions and the Maxwell equations for the elds. This system is quite complicated, so we rst simplify it. The idea is based on the fact that we can distinguish slow and fast processes in a plasma. We assume the plasma is su ciently uniform, the magnetic eld is su ciently weak, the nonlinearity level is not too high, there are no tranverse high-frequency electromagnetic waves, then the fastest process is the Langmuir oscillation, whose period is L 1=! pl , ! pl being the Langmuir frequency. The other time scale (when there is no magnetic eld) is the period of ionacoustical oscillations, their minimal value being p m i =m e times higher than L , where m i and m e denote the ion and electron masses. We average the dynamical equations on a period L . We only consider long wave oscillations with phase velocities far larger than thermal ones. We neglect quasi-linear e ects. We also neglect interactions between the di erent high-frequency oscillations, and we obtain the linearized hydrodynamical equations: @ @t n e + div (n 0 + n)Ṽ e = 0; 
Moreover, we suppose that: n = n 0 + n + n e ; n; n e n 0 : n is the electron density, n is the given lowfrequency plasma nonuniformity and n e is the density variation due to the Langmuir oscillations.Ẽ is the electric eld and V e is the variation of the electron velocity. c is the ion sound velocity. 
We multiply (7) 
We assume that the damping rate s is zero.
After some changes of scale, we obtain the equations, we study. For the rst hypothesis, we obtain: We set = r . This leads to the system that we are going to study: i _ + = r ?1 r:(n ); n ? n = j j 2 : (12) In the study, we omit the fact that is a gradient. We nevertheless have i _ + = rf with f = ?1 r:(n 
We now follow the work of Ozawa and Tsutsumi 9]. The system (12) 
We consider the following initial conditions 8 < :
We work in R N with 1 N 3. We set To begin with, we want to obtain the existence and the uniqueness of a solution of (16-17) in X using a xed point method. We set N = (N 1 ; N 2 ) with 
This xes . We also know that
. Using the rst lemma and the continuity property (13) of B, we have
Hence, we have Using the third lemma and (13), we obtain that 
Using the fourth lemma and (23), we have Using once more the fourth lemma and (23): 
Collecting the four results (21 -22 -24 -25), we conclude that N maps Y into itself (for T small). 
We obtain immediately that 
Fds) + nF(t)) + F(t) :
The right hand term belongs to C(0;T;L This gives us the existence of a solution of (15 On the other hand i _ + = ?B(n ), this gives us the following conservation law: 
There only remains to prove the uniqueness of ( ; n) in a convenient space, which is equivalent to show the uniqueness of (F; n) in X. For the time being, we only know that (F; n) is unique in Y .
If we have two solutions to the problem, (F; n) and (F 0 ; n 0 ), we may associate a maximal time of existence in X (T and T 0 ) and a value a and a 0 such that Our goal is to show that the solutions (n; E) to (36) tend to (?jẼj 2 ;Ẽ) when goes to in nity, whereẼ is the solution to iẼ t +rẼ = B(jẼj 2Ẽ ). We follow the work of Schochet and Weinstein 10]. We have encountered some new di culties due to the nonlocal term. This complicates the transformation of the initial system and makes useful the use of commutators. We rst have to prove the existence of solutions in H s with s > k 2 + 3 for an interval of time which may be very small but independent of . To do that we proceed in two steps: the rst one consists in writing the system as the perturbation of a symmetric hyperbolic system and the second one in computing the solution to this equivalent system as the limit of a sequence.
Transformation of the system
We want to describe the system (36) as a dispersive perturbation of a symmetric hyperbolic system. We set ( In order to treat A 1 and A 2 , we have:
Let M be the operator which creates a (k 2 ?k 2 )-dimensional block-diagonal matrix with identical blocks. Then
Summing up, we have the following system: Q t + r:V + t Fr:L ? t Gr:H + In what follows, we assume that s > k 2 + 3.
Moreover we set kjU 0 kj s = " and let > ". There remains to specify the rst two points.
A lemma
In what follows, we use the following result: Let us consider the problem 
Estimation for the large norm
We are going to show the result by induction: we consider the following assumption (H p ) 80 l p kjU l kj s;T . We choose T su ciently small such that e t ? 1 < 1 80 t T.
Convergence in low norm
Hence we obtain the convergence in the low norm.
Return to the initial problem
We suppose that the Cauchy problem is posed for the following initial data: 8 < :
n(0; x) = n 0 (x); @ t n(0; x) = n 1 (x); E(0; x) = E 0 (x):
V t + rQ = 0 is one of the given equations. F t ? The demonstration is carried out as follows. We di erentiate with respect to the time the equation (44), and obtain: U tt + k X j=1 fR(A j (U)U x j t + A j (U t )U x j ) + C j U x j t g +S(B t (U)U +B(U)U t ) = K U t :
with v = U and kf 3 The regularity of the solutions enables us to return as before to the initial equations and we have: iẼ t + Ẽ = B(jẼj
2Ẽ
): Remark The di erent constants which are used in this section are said to depend only on (they, of course, also depend on the space dimension). We may be more precise and give additional information about how these constants depend on in order to estimate T. In the proof of the lemma, we obtain in fact the following estimate d dt ku(t)k 
