A semilinear elliptic problem E λ with concave-convex nonlinearities and multiple Hardy-type terms is considered. By means of a variational method, we establish the existence and multiplicity of positive solutions for problem E λ .
Introduction and Main Results
In this paper, we consider the following semilinear elliptic problem: and, by the standard elliptic regularity argument, we have that u ∈ C 2 Ω \ {a 1 , a 2 , . . . , a k } ∩ C 1 Ω \ {a 1 , a 2 , . . . , a k } . The energy functional corresponding to problem E λ is defined as follows:
then J λ u is well defined on H and belongs to C 1 H, R . The solutions of problem E λ are then the critical points of the functional J λ .
It should be mentioned that, for 0 ∈ Ω, λ > 0, 1 ≤ q < 2, 0 ≤ μ < μ, 0 ≤ s < 2 and 2 * s 2 N − s / N − 2 is the critical Sobolev-Hardy exponent. Note that 2 * 0 2 * , the following semilinear elliptic problem: had been extensively studied, and the existence and multiplicity results of positive solutions had been obtained; see 3-7 and references therein. For the case k ≥ 2, our problem E λ can be regarded as a perturbation problem of the following semilinear elliptic problem:
1.6
In 8 , by using Morse iteration, the authors studied the asymptotic behavior of solutions for problem 1.6 ; by critical point theory, the authors also proved the existence of nontrivial solutions to problem 1.6 . On the other hand, the authors in 9 also studied problem 1.6 ; they discussed the corresponding Rayleigh quotient and gave both sufficient and necessary Abstract and Applied Analysis 3 conditions on masses and location of singularities for the minimum to be achieved. In 9 , both the case of the whole R N and bounded domains are taken into account. To proceed, we make some motivations of the present paper. In 6 , the authors studied more general problem than problem 1.5 with μ ∈ 0, μ , s 0, and they proved that there exists Λ > 0 such that problem 1.5 has at least two positive solutions for all λ ∈ 0, Λ . A natural question is whether the above results remain true for problem E λ with multisingular inverse square potentials. In recent work 10 , the author studied problem 1.1 with Q x ≡ 1 on Ω and showed that there exists Λ > 0 such that problem 1.1 has at least two positive solutions for all λ ∈ 0, Λ . In this paper, we continue the study of 10 by considering the more general function Q x instead of Q x ≡ 1 and extend the results of 10 to the more general function Q x .
For 0 ≤ μ i < μ and a i ∈ Ω, i 1, 2, . . . , k, we can define the best constant
and from 11 , we get that S μ i is independent of Ω.
the authors in 1, 2 proved that S μ i is attained in R N by the function
and, moreover, for all ε > 0, V
and satisfy
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Note that S μ is a decreasing function of μ for μ ∈ 0, μ and
also attains S μ i for i 1, 2, . . . , k. Now we recall the following standard definition. Assume that X is a Banach space and X −1 is the dual space of X. The functional I ∈ C 1 X, R is said to satisfy the Palais-Smale condition at level c PS c in short , if every sequence {u n } ⊂ X satisfying I u n → c and I u n → 0 in X −1 has a convergent subsequence.
In this paper, we will take I J λ and X H. To proceed, we need the following assumptions:
H 2 Q x is a positive bounded function on Ω, and there exists an x 0 ∈ Ω such that Q x 0 is a strict local maximum. Furthermore, there exists τ > μ − μ l N / μ such that
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We define the following constants:
The main result of this paper is the following theorem. i If λ ∈ 0, Λ 0 , then problem E λ has at least one positive solution.
ii If λ ∈ 0, q/2 Λ 0 , then problem E λ has at least two positive solutions.
This paper is organized as follows. In Section 2, we give some properties of Nehari manifold. In Sections 3 and 4, we complete proofs of Theorem 1.1. At the end of this section, we explain some notations employed in this paper.
|Ω| is the Lebesgue measure of Ω. B r x is a ball centered at x with radius r. O ε t denotes |O ε t |/ε t ≤ C, and o n 1 denotes o n 1 → 0 as n → ∞. C, C i will denote various positive constants and omit dx in the integration for convenience.
Nehari Manifold
In this section, we will give some properties of Nehari manifold. As the energy functional J λ is not bounded below on H, it is useful to consider the functional on the Nehari manifold
Thus, u ∈ M λ if and only if
Note that M λ contains every nonzero solution of problem E λ . Moreover, we have the following results.
Lemma 2.1. The energy functional J λ is coercive and bounded below on
Proof. If u ∈ M λ , then by 1.15 , 2.2 , and Hölder inequality,
Similarly, using 1.15 , 2.8 , and Hölder inequality, we have that
which implies that
Hence, we must have
which is a contradiction. This completes the proof.
In order to get a better understanding of the Nehari manifold and fibering maps, we consider the function ψ u : R → R defined by
Clearly tu ∈ M λ if and only if ψ u t λ Ω |u| q . Moreover,
and so it is easy to see that, if tu ∈ M λ , then t q−1 ψ u t ϕ u t . Hence, tu ∈ M λ or tu ∈ M − λ if and only if ψ u t > 0 or ψ u t < 0 .
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For u ∈ H \ {0}, by 2.15 , ψ u has a unique critical point at t t max u , where
and clearly ψ u is strictly increasing on 0, t max u and strictly decreasing on t max u , ∞ with lim t → ∞ ψ u t −∞. Moreover, if λ ∈ 0, Λ 0 , then
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Therefore, we have the following lemma.
Lemma 2.4. Let λ ∈ 0, Λ 0 . For each u ∈ H \ {0}, one has the following:
i there exist unique 0 < t t u < t max u < t 
Existence of Ground State
First, we remark that it follows from Lemma 2.3 that
Abstract and Applied Analysis 9 for all λ ∈ 0, Λ 0 . Furthermore, by Lemma 2.4 it follows that M λ and M − λ are nonempty, and by Lemma 2.1 we may define
Then we get the following result.
Theorem 3.1. One has the following.
i If λ ∈ 0, Λ 0 , then one has α λ < 0.
ii
In particular, for each λ ∈ 0, q/2 Λ 0 , one has α λ α λ .
Proof. i Let u ∈ M λ . By 2.7 ,
and so
Moreover, by 1.15 , we have that
This implies that
By 2.3 and 3.7 , we have that
3.8
Thus, if λ ∈ 0, q/2 Λ 0 , then
for some positive constant d 0 . This completes the proof.
Remark 3.2.
i If λ ∈ 0, Λ 0 , then by 1.15 , 2.8 , and Hölder inequality, for each u ∈ M λ , we have that
3.10 and so
ii If λ ∈ 0, q/2 Λ 0 , then by Lemma 2.4 i and Theorem 3.1 ii , for each u ∈ M − λ we have that
Now, we use the Ekeland variational principle 16 to get the following results. Proof. The proof is almost the same as that in Wu 17, Proposition 9 . Now, we establish the existence of a local minimum for J λ on M λ .
Theorem 3.4. Assume that condition H holds.
If λ ∈ 0, Λ 0 , then J λ has a minimizer u λ in M λ and it satisfies the following:
Proof. By Proposition 3.3 i , there is a minimizing sequence {u n } for J λ on M λ such that
Since J λ is coercive on M λ see Lemma 2.1 , we get that {u n } is bounded in H. Going if necessary to a subsequence, we can assume that there exists u λ ∈ H such that u n u λ weakly in H,
3.14 Thus, we have that
First, we claim that u λ is a nonzero solution of problem E λ . By 3.13 and 3.14 , it is easy to see that u λ is a solution of problem E λ . From u n ∈ M λ and 2.2 , we deduce that
Let n → ∞ in 3.16 ; by 3.13 , 3.15 , and α λ < 0, we get
Thus, u λ ∈ M λ is a nonzero solution of problem E λ . Now we prove that u n → u λ strongly in H and J λ u λ α λ . By 3.16 , if u ∈ M λ , then
In order to prove that J λ u λ α λ , it suffices to recall that u n , u λ ∈ M λ , by 3.18 and applying Fatou's lemma to get
3.19
This implies that J λ u λ α λ and lim n → ∞ u n . In particular, we have t 0 < t
there exists t 0 < t ≤ t − 0 such that J λ t 0 u λ < J λ tu λ . By Lemma 2.4 i ,
which is a contradiction. Since J λ u λ J λ |u λ | and |u λ | ∈ M λ , by Lemma 2.2, we may assume that u λ is a nonzero nonnegative solution of problem E λ . By Harnack inequality 19 , we deduce that u λ > 0 in Ω. Finally, by 3.10 , we have that
and so u λ → 0 as λ → 0 .
Proof of Theorem 1.1
In this section, we will establish the existence of the second positive solution of problem E λ by proving that J λ attains a local minimum on
Proof. The argument is similar to that of 10, Lemma 4.1 , and here we omit the details.
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We recall that
then there exists a subsequence of {u n } converging weakly to a nonzero solution of problem E λ .
Proof. Let {u n } ⊂ H be a PS c sequence for J λ with c ∈ 0, c * . We know from Lemma 4.1 that {u n } is bounded in H, and then there exists a subsequence of {u n } still denoted by {u n } and u 0 ∈ H such that u n u 0 weakly in H,
4.3
It is easy to see that J λ u 0 0 and
Next we verify that u 0 / ≡ 0. Arguing by contradiction, we assume that u 0 ≡ 0. By the concentration compactness principle see 20, 21 , there exist a subsequence, still denoted by {u n }, at most countable set J, a set of different points {x j } j∈J ⊂ Ω \ {a 1 , a 2 , . . . , a k }, nonnegative real numbers μ x j , ν x j , j ∈ J, and nonnegative real numbers
14
Abstract and Applied Analysis where δ x is the Dirac mass at x. By the Sobolev-Hardy inequalities, we infer that
We claim that J is finite and, for any j ∈ J, either
4.7
In fact, let ε > 0 be small enough such that a i / ∈ B ε x j for all 1 ≤ i ≤ k and B ε x i ∩ 
4.8
Thus we have that 0 lim
By the Sobolev inequality, S 0 ν x j 2/2 * ≤ μ x j for j ∈ J; hence we deduce that 
4.11
Thus we have that 0 lim On the other hand, from the above arguments and 4.4 , we conclude that 
4.16
In particular, α 
4.18
We first study Case I. The definition of c * implies that 
4.19
Motivated by some ideas of selecting cut-off functions in 22 , we take such cut-off function η a l x that satisfies η a l x ∈ C ∞ 0 B 2δ 0 a l , η a l x 1 for |x − a l | < δ 0 , η a l x 0 for |x − a l | >
