First, noncompact Cantor sets along with their defining trees are introduced as a natural generalization of p-adic numbers. Secondly we construct a class of jump processes on a noncompact Cantor set from given pairs of eigenvalues and measures. At the same time, we have concrete expressions of the associated jump kernels and transition densities. Then we construct intrinsic metrics on noncompact Cantor set to obtain estimates of transition densities and jump kernels under some regularity conditions on eigenvalues and measures . Finally transient random walks on the defining tree are shown to induce a subclass of jump processes discussed in the second part.
Introduction
As is pointed out in the introduction of Albeverio and Karwowski [2] , various theories of physics have been constructed on the collection of p-adic numbers Q p . Some of them took advantage of the algebraic structure and symmetries of Q p and others made use of the hierarchical structure of it. See [12, 9, 19] for concise reviews and detailed references.
In this paper, we are going to study the construction and asymptotic behaviors of jump processes on noncompact Cantor sets, which are generalization of p-adic numbers Q p from the view point of hierarchical structure. Recall that the p-adic numbers Q p is the collection of "limit points" of the homogeneous tree with degree p + 1 in a particular order. See Figure 1 for the case p = 2. We will generalize this respect of Q p and define noncompact Cantor set as the collection of "limit points" of an ordered tree which is called the defining tree of a noncompact Cantor set. Such a generalization has been formulated by Albeverio and Karwowski in [2] , where a noncompact Cantor set is called leaves of multibranching trees. Topologically, a noncompact Cantor set turns out to be merely the (ternary) Cantor set minus one point by Proposition 2.6. This is why we call those "limits points" of an ordered tree noncompact Cantor set. From physical point of view, we give a description of how stochastic particles are moving around on a limit of a hierarchical structure.
There are numeous studies of stochastic processes on totally disconnected state spaces. For example, Evans has considered Lévy processes on a totally disconnected group in [13] . In this direction, Aldous and Evans has constructed Dirichlet forms on general totally disconnected spaces in [5] .
As for p-adic numbers Q p , a class of jump processes has been intensively studied by Albeverio, Karwowski and their coworkers in [1, 17, 4, 3, 2] . They first considered transition probabilities from balls to balls and then obtained a continuous time process and associated Dirichlet form as a limit in [1] . Moreover, the eigenfunctions of the associated self-adjoint operator have been shown to form a kind of Haar's wavelet basis on Q p . In [17] , the construction of processes in [1] has been extended to cases with inhomogeneous underlying measures on Q p and the asymptotic and spectral results as in [1] have been obtained for this broadened class in [4] . Furthermore, an exact expression of the heat kernel associated to a process constructed in [1] has been presented in [3] in relation with trace formula. In [2] , most of the parts of those results have been generalized to a class of jump processes on leaves of multibranching trees, which we mentioned above.
On the other hand, regular Dirichlet forms on the Cantor set have been constructed as traces of random walks on trees in [18] . (A regular Dirichlet form naturally corresponds to a Hunt process, which is a jump process in our case. See [14] for example.) Note that the Martin boundary of a random walk on a tree is (homeomorphic to) the Cantor set by [10] . By this fact, if f is a real valued function on the Cantor set belonging to a suitable class like bounded measurable or L 1 for example, we have a harmonic function Hf on the tree with given boundary value f on the Cantor set as (Hf )(x) = Σ G(x, y) G (φ, y) f (y)ν φ (dy),
where φ is a fixed reference point, Σ is the Cantor set, G is the Green function of the random walk, ν φ is the hitting distribution starting from φ. In [18] , a regular Dirichlet form on the Cantor set was constructed as the energy of the harmonic function Hf associated with the random walk. It was shown that eigenfunctions of the associated self-adjoint operator formed a kind of Haar's wavelet on the Cantor set as in the case of p-adic numbers Q p obtained in [1, 17, 2] . Moreover, an explicit expression and asymptotic behaviors of associated transition density have been obtained by introducing an intrinsic metric on the Cantor set. Since a noncompact Cantor set is the Cantor set minus one point, one may naturally expect to obtain a class of jump processes on a noncompact Cantor set from the processes constructed above on the Cantor set by ignoring the one point removed from the Cantor set. (See Section 11 for the exact meaning of "ignoring".) In fact, we are going to see that this is the case. Consequently, we have two classes of stochastic processes (Hunt processes and/or regular Dirichlet forms to be exact) on a noncompact Cantor set. One of them has been constructed by Albeverio and Karwowski in [1] and the other has induced by random walks on the trees associated with the noncompact Cantor set. These two classes have one feature in common. Namely, the associated eigenfunctions form a kind of Haar's wavelet basis. However, one is not a subset of the other although they have non-empty intersection. In this paper, we introduce a natural class of regular Dirichlet forms on a noncompact Cantor set which includes both classes. More precisely, let us denote a noncompact Cantor set by Σ + . We are going to construct a closed form Q on Σ + from a pair (λ, µ) of nonnegative function λ on the tree defining Σ + and a Radon measure µ on Σ + so that λ and the counterpart of Haar's wavelet basis associated with µ give the eigenvalues and the eigenfunctions respectively of the non-negative self-adjoint operator associated with the closed form Q. Under a suitable condition, which is easily verified by the pair (λ, µ), the closed form Q is shown to give a regular Dirichlet form on L 2 (Σ + , µ) which has the following expression:
1) where J(·, ·) is a nonnegative kernel explicitly determined by (λ, µ) and λ I is the infimum of λ. By [14, Theorem 3.2.1], the first part of the above expression of Q regarding the integral kernel J(·, ·) corresponds to jumps and the latter part λ I (u, v) µ represents the decay of the total probability P x (X t ∈ Σ + ), where ({X t } t>0 , {P ω } ω∈Σ + ) is the Hunt process associated with the regular Dirichlet form Q on L 2 (Σ + , µ). If λ I = 0, then Q is shown to be conservative in Theorem 3.7.
Our next interest is the existence and asymptotic behaviors of a transition density p(t, ω, τ ), which corresponds to a fundamental solution in the case of parabolic PDE's. In brief, p(t, ω, τ ) is a transition density of a regular Dirichlet form Q, i.e. a Hunt process ({X t } t>0 , {P ω } ω∈Σ + ) if (e −Lt f )(ω) = E ω (f (X t )) = Σ + p(t, ω, τ )f (τ )µ(dτ )
for any bounded measurable function f and any ω ∈ Σ + , where L is the nonnegative self-adjoint operator associated with Q and E ω is the expectation with respect to P ω . Under a mild assumption, we will explicitly construct a transition density p(t, ω, τ ) in terms of λ and µ in Section 4.
To consider asymptotic behaviors of p(t, ω, τ ), the first question is to find the best metric, if it ever exists, for the purpose. Note that there exist plenty of metrics on Σ + which provide the topology of Σ + as the Cantor set minus one point. Among them, we need to search the one which yields a nice estimate of p(t, ω, τ ). In Section 5, we actually construct such an intrinsic metric d λ from λ in an analogous way as in [18] . Roughly, it is defined so that the reciprocal of λ gives the diameters of balls. Assuming a kind of regularity of the decay of λ and µ, we have the following estimate of the transition density in terms of d λ in Theorem 6.2: there exists c > 0 such that
for any ω, τ , where B(ω, r) = {τ |d λ (ω, τ ) < r}. The right-hand side of (1.2) represents one of typical asymptotic behaviors of transition densities for jump processes. See [11] for example. We also have this type of transition density estimate in the case of the Cantor set in [18] . Note that the first term in the minimum of (1.2) is realized on {(t, ω, τ )|d(ω, τ ) ≥ t}, which is called the offdiagonal part, whereas the second term is realized on {(t, ω, τ )|d(ω, τ ) ≤ t}, which is called the near-diagonal part. For the near-diagonal lower estimate, we will have c µ (B(ω, t) ) ≤ p (t, ω, τ ) if d λ (ω, τ ) ≤ ϵt, where c, ϵ > 0 are some given constants which are independent of t, ω and τ . The off-diagonal lower estimate is a little tricky. In general, it holds on certain proportion of the whole space. To be exact, there exist a set U ⊆ Σ + × Σ + and γ > 0 which satisfy
for any ω and any r 2 > r 1 > 0, where A(ω, r 1 , r 2 ) is an annulus defined as B(ω, r 2 )\B(ω, r 1 ) and
, where c is a constant depending only on ϵ > 0. Moreover, this estimate is best possible in the sense that there exists an example in Section 8 where (1.3) can not hold on the complement of U for any ϵ > 0 . This kind of peculiar behavior of the transition density in the off-diagonal part has never been observed before. It is interesting to know how common such a phenomena is in general.
Apart from transition densities, we also study different kind of problem on the processes induced by the random walks on the tree defining the noncompact Cantor set. Recall that originally we have a process on the Cantor set and make it a process on the noncompact Cantor set by ignoring one point which is removed from the Cantor set. Intuitively, if the original random walk on the tree hits the removed point with positive probability, we may not just "ignore" this point. There must be some difference. This intuition is rationalized in Theorem 10.8, where the resulting process on the noncompact Cantor set is shown to be conservative, i.e. λ I = 0 if and only if the hitting probability of the removed point is 0.
The organization of this paper is as follows. In Section 2, we give the basic notions regarding trees, ordered trees and the associated noncompact Cantor sets. In Section 3, we construct a closed form (Q, D), where Q is a form and D is its domain, on a noncompact Cantor set from a pair (λ, µ) and show that (Q, D) is a regular Dirichlet form under additional assumptions. At the same time, we give an explicit expression for the jump kernel J(·, ·) appearing in (1.1). We also prove that the Dirichlet forms introduced by Albeverio and Karwowski belong to the collection of Dirichlet forms (Q, D) given by (λ, µ). Section 4 is devoted to transition densities. As we mentioned above, we obtain an exact expression of transition densities under a mild assumption. An intrinsic metric for asymptotic estimates of a transition density is given in Section 5. Using the intrinsic metric, we present asymptotic estimates of a transition density explained above in Section 6. Section 7 is devoted to proving the asymptotic estimates given in Section 6. In Section 8, we give various examples in the case of 2-adic numbers Q 2 . From Section 9, we study the class of Dirichlet forms induced by random walks on the defining tree. In Section 9, we review the fundamental results on random walks on trees including the energy, transience, resistances, harmonic functions and the Martin boundary. Then we show relations between resistances and hitting distributions in Section 10. In Section 11, these relations help us to show that Dirichlet forms on a noncompact Cantor set induced by random walks on its defining tree are of the form of (Q, D) given in Section 3. Finally in Section 12, we consider the inverse problem: when is a Dirichlet form (Q, D) on noncompact Cantor set given in Section 3 derived from a random walk on its defining tree.
In this paper we use the following convention: Let f and g be real valued functions defined on a set A. We write f (x) ≃ g(x) on A if and only if there exist positive constants c 1 , c 2 
Ordered trees and noncompact Cantor sets
In this section, we introduce the fundamental notions on an infinite (ordered) tree and associated noncompact Cantor set, which corresponds to the p-adic numbers as a special case. First we review the basics on an infinite tree and its boundary which consists of the ends of the tree. The boundary is (homeomorphic to) the Cantor set in general. Later, to obtain a noncompact Cantor set, we are going to choose an arbitrary point in the boundary and introduce an order on the tree associated with the chosen point. In this paper, (T, A) is always a locally finite tree and the number of neighbors of any vertex is no less than 3. Namely, we assume the followings troughout this paper. A) is a tree. 3 ≤ #(V (x)) < +∞ for any x ∈ T , where #(·) is the number of elements of a set.
Assumption 2.2. (T,
Even without the above assumption, most of the results in this paper essentially remain true. However the exact statements may become more complicated than those given in the present paper.
Next we define structures of a tree with a vertex x as the root. See Figure 1 .
Definition 2.3. Let (T, A) be a tree.
(1) The unique simple path between two vertices x and y is called the geodesic between x and y and denoted by xy. We write z ∈ xy if xy = (x 0 , x 1 , . . . , x n ) and z ∈ x i for some i.
(2) For x, y ∈ T , define T x y = {z|z ∈ T, y ∈ xz}. We regard T x y as a tree with an adjacent matrix
is called an infinite geodesic ray originated from x 0 if and only if (x 0 , . . . , x n ) = x 0 x n for any n ≥ 0. Two infinite geodesic rays (x 0 , x 1 , . . .) and (y 0 , y 1 , . . .) are equivalent if and only if there exists k ∈ Z such that x n+k = y n for sufficiently large n. An equivalent class of infinite geodesic rays is called an end of T . We use Σ to denote the collection of ends of T . Furthermore, we define
x as the collection of infinite geodesic rays originated from x ∈ T . For any y ∈ T , Σ x y is defined as the collection of elements of Σ x passing through y, namely
x , x n = y for some n ≥ 1} [21, Section 6 .B] for the proof of the above proposition. In light of the above proposition, T is called the end compactification of T . Σ = T \T is the topological boundary of T in T . Under Assumption 2.2, Σ is a Cantor set with respect to the relative topology, i.e. it is compact, perfect and totally disconnected under the topology O Σ = {U ∩ Σ| U ∈ O}.
Next we fix φ * ∈ Σ and introduce a partial order ≤ associated with φ * . In other words, we are going to determine a natural direction of every (x, y) with A(x, y) = 1 towards φ * . Note that there exists a unique (x,
which is identified with φ * for any x ∈ T . See Figure 2 for the special case where (T, A) is the homogeneous tree with degree 3.
n (x) for x ∈ T and n ≥ 0, where (π φ * ) n is the n-th iteration of π φ * . For x, y ∈ T , we write y ≤ x if and only if y = x 
Choosing a reference point φ ∈ T , we may introduce an (absolute) degree of a vertex x ∈ T . Fix φ ∈ T . For any x ∈ T , since both (φ, φ 
Note that |x| takes value in Z. For example |φ
By the analogy using family tree, φ introduces an absolute scale of generations. More precisely, |x| is the generation of a individual x and T n is the collection of individuals in the n-th generation.
For any ω ∈ Σ + , we may correspond two-sided infinite geodesic ray representing ω and φ * in positive and negative directions respectively. Such a two-sided infinite geodesic ray is unique. More precisely, we have the following proposition. If no confusion may occur, we always use ω ∧ τ in place of ω ∧ φ * τ throughout this paper.
Example 2.9 (p-adic numbers). Fix an integer
there exists N ∈ Z such that a i = 0 for any i < N } and let
m . We may naturally regard π as a map from 
If p is a prime number, then Σ + is naturally identified with the p-adic numbers Q p which is defined as 
Dirichlet forms on noncompact Cantor set
In this section, we are going to construct a family of Dirichlet forms on Σ + from a map λ : T → [0, ∞) and a Radon measure µ on Σ + . This class of Dirichlet forms includes those on p-adic numbers (or, more generally, leaves of multibranching trees) studied in the series of papers, [1] and [2] for example, by Albeverio and Karwowski. See Definition 3.12 and Proposition 3.13.
Throughout this section, we fix a locally finite non-directed tree (T, A), φ * ∈ Σ and φ ∈ T which satisfies Assumption 2.2. Let T = (T, A, φ * ). We use π to denote π φ * . First we define a symmetric quadratic form on
The symmetric quadratic form (Q Γ , D Γ ) is shown to be a closed form in Theorem 3.4. In fact, we may describe associated eigenfunctions as follows.
where a y ∈ R for any y, Since (T, A) is locally finite, N (x) is finite. Moreover, N (x) ≥ 2 for any x ∈ T by Assumption 2.2. One can easily prove the following proposition.
The basis (ϕ
If no confusion may occur, we sometimes omit Γ in the notations and use Q and D instead of Q Γ and D Γ respectively.
Proof. For x ∈ T , define
This fact immediately imply the desired statements.
The next question is when (Q Γ , D Γ ) is a regular Dirichlet form. This problem is solved by finding a integral kernel of the closed form (Q Γ , D Γ ). To obtain an integral kernel, we assume the following condition (λ1) on λ ∈ ℓ + (T ) in the rest of this section:
More precisely, the infinite sums in the both sides of (3.1) are absolutely convergent and the inequality (3.1) holds.
The left-hand side of (3.1) is actually the integral kernel of (Q Γ , D Γ ). We will show that (Q Γ , D Γ ) is a regular Dirichlet form if the integral kernel is nonnegative in Theorem 3.7.
which satisfies (λ1). We use J Γ (x) to denote the value of the infinite sum in the left-hand side of (3.1). Furthermore, abusing a notation, we define
, λ satisfies (λ1) and
. As is the case of D and Q, we use J in place of J Γ if no confusion may occur.
Remark. For any (λ, µ) ∈ Θ + (T ), it follows from Lemma 3.16 that
We call Q c Γ the conservative part of Q Γ . The following proposition is immediate.
We will give a proof of Theorem 3.7 at the end of this section. For the moment, we present two classes of (λ, µ) included in Θ + (T ). The first one is called the monotone class. The Dirichlet forms on Σ + induced by random walks on T are shown to belong to this class in Section 11.
Definition 3.9 (Monotone class). λ ∈ ℓ
+ (T ) is said to be monotone if and
The second class is the Albeverio-Karwowski class, AK class for short. Albeverio and Karwowski have constructed and studied the correspondent class of jump processes on p-adic numbers in [1] and on general noncompact Cantor set Σ + in [2] . We start from the construction of a Radon measure µ T .
Proposition 3.11. There exists a unique Radon measure
µ T on Σ + which satisfies µ T (Σ + φ ) = 1 and µ T (Σ + π(x) ) = N (π(x))µ T (Σ + x ) for any x ∈ T . Note that µ T (Σ + ) = +∞ since N (x) ≥ 2 for any x ∈ T by Assumption 2.2.
Definition 3.12 (AK class). For any
Moreover, define
Proof. In this proof, we write η m = η(m) for ease of notation. Let 
for any x ∈ T and any m ≥ 0. Since
Hence (λ1) is satisfied. Now by a routine calculation, we obtain
There are examples of (λ,
The rest of this section is devoted to proving Theorem 3.7. In the followings, Γ = (λ, µ) ∈ Θ + (T ). We use the following notations. Define
Definition 3.14. Define
Y is a finite subset of T and α : Y → R .
Proof.
Hence (3.4) yields the desired equality.
Lemma 3.16. (1) For any ϕ ∈ C and any
u ∈ L 1 (Σ + , µ) ∪ L ∞ (Σ + , µ), J ϕ,u is µ × µ-integrable on Σ + × Σ + . In particular, C ⊆ D. Moreover, if ϕ = χ Σ + x , then Σ + ×Σ + J ϕ,u (ω, τ )µ(dω)µ(dτ ) = λ(π(x)) − λ * − 2J(π(x))µ(x) Σ + x udµ − 2µ(x) ∞ m=1 J(x − m ) Σ + x − m \Σ + x − m−1 udµ (3.6) (2) Q(ϕ, u) = (λ(x) − λ * )(ϕ, u) µ for any x ∈ T , ϕ ∈ E x,µ and u ∈ D. In particular, λ * = λ I .
Proof. (1) To prove the integrability, it is enough to choose
The first infinite sum of the right-hand side of above inequality is finite by Lemma 3.15.
, then again using Lemma 3.15, we see
Therefore, J ϕ,u is integrable. (3.6) follows by the similar arguments.
∈ E x,µ . (3.6) along with the fact that 
, then the condition (j.1) is equivalent to that j m (ω) is locally integrable. By Lemma 3.15,
is the sense of supremum norm. Hence C is a core of the Dirichlet form (Q, D).
We may assume that λ I = 0 and hence 
Transition density
In this section, we establish the existence of the transition density p Γ (t, ω, τ ) associated with the regular Dirichlet form (Q Γ , D Γ ). See (4.8) for the exact definition of "transition density". As in the last section, (T, A) is a locally finite tree satisfying Assumption 2.2, φ * ∈ Σ and φ ∈ T . We let T = (T, A, φ * ) and use π to denote π φ * .
By Theorem 3.4, we have all the eigenfunctions and eigenvalues of the selfadjoint operator L Γ associated with the Dirichlet form (Q Γ , D Γ ). Formally we may obtain a fundamental solution of the equation ∂u/∂t = −L Γ u from those data. In this case, the formal expression of transition density turns out to be (4.1), which is shown to be convergent by the next proposition.
for ω ̸ = τ ∈ Σ + and z ∈ C. Then for any z ∈ C and any ω ̸ = τ ∈ Σ + , the infinite sum in
For AK class on p-adic numbers, the expansion (4.1) has been given in [3] . Note that µ n (ω) = p −n and λ n (ω) does not depend on ω in such a case. If no confusion may occur, we write p(t, ω, τ ) in place of p Γ (t, ω, τ ). To prove the above proposition, we need the next lemma. Lemma 4.2. Let {α n } n≥1 and {β n } n≥1 be sequences of real numbers which satisfy that 0 < α n ≤ α n+1 for any n ≥ 1, that sup n≥1 |β n | < +∞, and that
Therefore, the infinite sum in the definition of G(z) is uniformly convergent on any compact subset of C. Therefore F (z) = e β1z G(z) is an entire function. Assume κ ≥ 0. It is easy to see that G(0) = 0 and G
This suffices for (4.2).
Proof of Proposition 4.1. Let x ̸ = y ∈ T with |x| = |y| = M . It is enough to show the claims of the proposition in the case when (ω,
Now applying Lemma 4.2, we have the desired statements.
To verify that p Γ (t, ω, τ ) is really the transition density, we need to assume that λ m (ω) → +∞ as m → ∞ for any ω ∈ Σ + .
Definition 4.3. (1) Define
for a measurable function u : Σ + → R whenever the integral makes sense. Assume (λ1) and the following condition (λ2)
(2) For any x ∈ T , any ω ∈ Σ + and any t ∈ (0, ∞)
where τ is chosen so that τ ∈ Σ + x and |ω ∧ τ | ≤ |x|. (3) For any x ∈ T and for any ϕ ∈ E x,µ ,
(4) For any ω ̸ = ξ ∈ Σ + and for any s, t ∈ (0, ∞),
For the monotone class, the condition (λ2) always holds if λ ∈ ℓ + ∞ (T ) by Proposition 4.6.
for any ω ∈ Σ + and any Borel measurable bounded function f : Σ + → R. 
We will give a proof of the above theorem at the end of this section. For the monotone class, λ ∈ ℓ + ∞ (T ) is enough for the condition (λ2). More precisely we have the following proposition. 
−λI t for any t ≥ 0 and any ω ∈ Σ + . Thus we have (λ2).
For the Albeverio-Karwowski class, we have the next results.
Proof. (1) is immediate by the definition. To verify (2), fix t > 0 and let
By the similar discussion as the proof of Proposition 3.13, we see that Φ − (ω, t) is bounded and continuous on 
is the continuous function which vanishes at the infinity. Since
is identified with {u|u ∈ C(Σ), u(φ * ) = 0}. We assume that Γ = (λ, µ) ∈ Θ + ∞ (T ) and λ satisfies (λ2) in the following lemmas. Moreover, we write 
Hence by Dini's theorem, Ψ m (t, ω) converges to 0 as m → ∞ uniformly on Σ
and τ n ∈ Σ + x for any n ≥ 1. Since |ω ∧ τ n | → +∞ as n → ∞, Lemma 4.8 and
Using (λ1) and (λ2), we see that
Proof. Note that p(0, ω, τ ) = 0 for any ω ̸ = τ ∈ Σ + . By (4.5), it follows that
as t ↓ 0 for any u ∈ C, where C is defined in Definition 3.14. Let f ∈ C ∞ (Σ + ). Then, for any ϵ > 0, there exists u ∈ C such that ||f − u|| ∞ < ϵ. Note that ||p t,ω || 1 = 1 by (4.4) and Proposition 4.1. Hence we have 
Intrinsic metric and volume doubling property
In this section, we are going to introduce a metric on Σ + which is suitable for describing asymptotic behaviors of the transition density p Γ (t, ω, τ ). We continue to assume that (T, A, φ * ) is a locally finite ordered tree and φ ∈ T . Recall that N (x) = #(S + (x)) ≥ 2 for any x ∈ T by Assumption 2.2 and that π = π φ * . Recall that the fundamental system of neighborhoods of ω ∈ Σ + is given by {Σ
Next we introduce the volume doubling property of a measure. It is known that the volume doubling property is an indispensable part of the set of conditions which implies "good behaviors" of transition densities on the Riemannian manifolds, fractals and metric measure spaces. See [15, 20, 16, 7, 6] for example. 
The condition (EL) implies several good property of µ as follows, which are used to show the above theorem.
Proof. γµ(x) ≤ µ(y) for any x ∈ T and any y ∈ S + (x). Summing this for all y ∈ S + (x), we have γ#( 
Hence (EL) follows with γ = 1/β. Using Proposition 5.5, we have
. Then the above inequality yields 2D([ω] n )/3 > D([ω] n+m ). Thus we have shown (λ3).
Conversely, assume (EL) and (λ3). For any r > 0, we may choose n which satisfies
(B(ω, r)).
This implies the volume doubling property.
Even if µ has the volume doubling property with respect to d λ , (Σ + , d λ ) may not be uniformly perfect. See Example 8.5.
Definition 5.6. Let (X, d) be a metric space. Define an annulus
A d (x, r 1 , r 2 ) for x ∈ X, r 1 , r 2 > 0 by A d (x, r 1 , r 2 ) = B d (x, r 2 )\B d (x, r 1 )
. (X, d) is called uniformly perfect if and only if there exists α ∈ (0, 1) such that A(x, αr, r)
In the rest of this section, we consider equivalent conditions for the uniformly perfectness of (Σ + , d λ ) in terms of Γ = (λ, µ).
for any m ∈ Z and any ω ∈ Σ + . exists a 1 > 1 such that F λ (s, ω) ≤ a 1 s for any s ∈ (0, D λ ) and
Theorem 5.8. Let λ ∈ ℓ + ∞ (T ). Then the following three conditions (UP1), (UP2) and (UP3) are equivalent:
We use A(ω, r 1 , r 2 ) to denote A d λ (ω, r 1 , r 2 ) in the following proof. Also we set D(x) = D λ (x) for ease of notation.
Proof. (UP3) ⇒ (UP2): By (UP3), it follows that a
, where a 2 = 1/α.
Asymptotic behaviors of transition density
In this section, we study asymptotic behaviors of p Γ (t, ω, τ ). Let (T, A, φ * ) be a locally finite ordered tree satisfying Assumption 2.2 and let φ ∈ T . We keep using π = π φ * .
First we present estimates of p Γ (t, ω, τ ) and J(ω, τ ) which hold whenever p Γ (t, ω, τ ) makes sense. Proposition 6.1. Let Γ ∈ (λ, µ) ∈ Θ + ∞ (T ) and assume that (λ2) holds. Then, for ω ̸ = τ ∈ Σ + and any t > 0,
Proof. Let
which is the lower part of (6.1). For the upper estimate, we have
and hence we obtain (6.1). Thus it follows that
Letting t ↓ 0, we have (6.2).
With further assumptions, we have more detailed asymptotic estimate of p Γ (t, ω, τ ). In the case of the monotone class, the assumptions of the following theorem essentially mean that µ has the volume doubling property with respect to d λ . See Remark (2) 
((B(ω, t))
≤ p Γ (t, ω, τ ) (6.6)
for any r 1 , r 2 > 0 and any ω ∈ Σ + , where γ ∈ (0, 1) is the constant in the definition of (EL) and U λ,ω = {τ |(ω, τ ) ∈ U λ } is the ω-section of U λ , and there exists c 3 > 0 such that
for any (ω, τ ) ∈ U λ . Furthermore, for any ϵ > 0, there exists c 4 > 0 such that
+ and any t > 0. For any θ ∈ (0, 1), there exist c 5 , c 6 > 0 such that
for any t > 0 and any ω ∈ Σ + , where ϵ > 0 is the constant given in the above statement (3). In particular, if (Σ + , d λ ) is uniformly perfect, then, for any θ ∈ (0, 1),
for any t > 0 and any ω ∈ Σ + , where c 7 and c 8 is a positive real number which are independent of t and ω.
The asymptotic behaviors (6.5), (6.6) and (6.9) of the transition density are similar to those obtained for certain class of jump processes on a metric measure space with the volume doubling property. See [11] for details. Also, in [18] , we have the same estimate for the transition density of the Dirichlet form on the Cantor set derived from a random walk on the associated tree.
We will prove this theorem in the next section.
Remark (1). If (λ1) and (λ4) hold, then λ I = 0 and λ m (ω) → +∞ as m → +∞ for any ω ∈ Σ + .
Remark (2). If
Hence (λ3) holds if and only if (λ4) holds. In this case, the assumption of the above theorem, which is that µ satisfies (EL) and that λ satisfies (λ2) and (λ4), is equivalent to the fact that µ has the volume doubling property with respect to d λ by Theorem 5.4.
Remark (3). (6.7)
shows that U λ is a relatively large subset of Σ + × Σ + . In particular, every annulus A(ω, r 1 , r 2 ) contains τ ∈ U λ,ω unless it is empty. Moreover, (6. 
7) yields µ(U λ,ω ∩ B(ω, r)) ≥ γµ(B(ω, r))
for any ω ∈ Σ + and any r > 0.
Hence the lower estimates (6.8) and (6.9) of the jump kernel J and the transition density p Γ (t, ω, τ ) hold for all ω ̸ = τ ∈ Σ + . On the contrary, if λ is not monotone, then (6.8) and (6.9) may fail in general on the complement of U λ . In Example 8.4, we will present an example of Γ = (λ,
Note that if there exists δ > 0 such that (6.9) holds on t ∈ (0, δ) for given pair (ω, τ ) with ω ̸ = τ , then 
One can find a proof of this corollary in the next section.
Proof of the results in Section 6
This section is devoted to proving the results in Section 6. As in the previous sections, (T, A, φ * ) is a locally finite ordered tree and φ ∈ T . Throughout this section, we assume that Γ = (λ, µ) ∈ Θ + (T ), that µ satisfies (EL) and that λ satisfies (λ2) 
for any m ∈ Z and any n ≥ 0. Other useful estimates are
Lemma 7.1. There exist δ ≥ 1 and β ∈ (0, 1) such that
for any ω ∈ Σ + , any n ∈ Z and any k ∈ N. Moreover, (λ3) holds and µ has the volume doubling property with respect to d λ .
Hence λ M ≥ γλ M −1 for any M ∈ Z and any ω ∈ Σ + . Combining this with (λ4), we see that there exists δ ≥ 1 and β ∈ (0, 1) such that (7.3) holds for any ω ∈ Σ + , any n ∈ Z and any k ∈ N. The rest of the statement is straightforward.
Lemma 7.2.
δ
for any ω ∈ Σ + and any m ∈ Z. In particular,
for any (ω, τ ) ∈ Σ + , where we let λ(ω ∧ ω) = +∞.
m by definition. Lemma 7.1 implies that λ m ≤ δλ n for any m ≤ n and any ω ∈ Σ + . Hence δ
where M = |ω ∧ τ | and
Combining Lemmas 7.1 and 7.3, we immediately obtain Theorem 6.2-(1).
Proof. We show that the infinite sum in the right-hand side of (4.1) By (EL), we have µ
Since β > 1, the infinite sum 
The rest is straightforward by the definition of p Γ (t, ω, τ ). Using (7.1), (7.2) and (7.3), we have the following estimate.
Lemma 7.4. Define
Note that w(s) is monotonically decreasing and sx α w(s) → 0 as s → +∞ for any α ≥ 0.
Proof of Theorem 6.2-(2). By Lemma 7.2, λ(ω
Combining (7.7), (7.8) and (7.9) with Lemma 7.3, we obtain µ(B(ω, t) ) ,
where c = w(1/δ) + 1.
Proof. The first part of the inequality is immediate from (7.2) and the fact ω, r) . This implies the second part of the inequality.
Proof of Theorem 6.2-(3). Let
. By Lemma 7.5 and (7.5),
where c = γ 2−log δ/ log β /e and α = log γ/ log β. Note that there exists s 0 > 0 such that s α (w(s)+e −s ) ≤ c/2 for any s ≥ s 0 . Combining the above inequalities with (7.4), (7.5) and (7.6), we see that
for any s ≥ s 0 . Hence by (7.10), if λ M t ≥ s 0 , then (B(ω, t) ) .
The following lemma can be shown by an inductive argument. A(ω, r 1 , r 2 ) = ∅, then (6.7) is trivial. Assume that A(ω, r 1 , r 2 ) ̸ = ∅. In particular we have r 2 > r 1 .
Proof of Theorem 6.2-(4). First we prove (6.7). If
Next we show (6.8). Let (ω, τ ) ∈ U λ . Choose N ≥ 1 so that δβ N −1 < 1. Then by (λ2), Lemmas 7.6 and 7.2,
Finally (6.8) along with (6.1) implies (6.9).
Proof of Theorem 6.2-(5). Note that
First we consider the lower estimate.
⊆ U λ,ω for any i ≥ 1. Hence by (6.9),
For the upper estimate, we divide Σ + into two parts Σ
Hence by (6.5),
where c is independent of ω and t. On the other hand by (6.5), ω, t) ) .
Now it follows that µ(ω, ϵt)
This and the above inequality yields
Thus we have the upper estimate. If (Σ + , d λ ) is uniformly perfect, then Theorem 5.8 shows that F λ (ϵt, ω) ≤ a 1 ϵt, where a 1 > 1 is independent of ω and t. This completes the proof.
Proof of Corollary 6.3. First assume that (M) holds
is immediate from (6.2) and (6.8). We easily have (6.11) from Theorem 6.2 except the near diagonal estimate for ϵt ≤ d λ (ω, τ ) ≤ t if ϵ given in Theorem 6.2-(3) is less than 1. Even so, we still have (6.9) 2d λ (ω, τ ) ), the volume doubling property shows that there exists c
Thus we have the near diagonal lower estimate.
Next we assume that (AK+) holds. Upper estimates in (6.10) and (6.11) are obvious by (6.2) and (6.5). Since η(|x|) ≤ λ η (x) ≤ 2η(|x|), we have
Hence we have the lower estimate in (6.10) and the off diagonal lower estimate in (6.11). The near diagonal lower estimate is verified by the same argument as in the monotone case.
Examples
In this section, we present examples. For simplicity, we set T = T (2) and adopt the settings of Example 2.9. Consequently, Σ + is identified with the 2-adic numbers Q 2 . In this case, N (x) = 2 for any x ∈ T . Hence µ T (Σ
We use µ * to denote µ T . Next we define a class of self-similar measures on Σ + including µ * as a special case. µ * is the self-similar measure on Σ + with weight (1/2, 1/2). 
log s/ log 2 , where n 2 (·) is the 2-adic norm. In this case,
Thus we may easily verify (λ2) and (λ4) and apply Theorem 6. 
However, if ϵ ∈ (0, 1), then the condition (AK+) in Corollary 6.3 holds and hence we have asymptotic estimates (6.10) and (6.11) on (0, ∞) × Σ + × Σ + . On the contrary, if ϵ ∈ {0, 1}, then lower parts of these estimates fail on the complement of U λϵ . As a matter of fact, (3.3) implies that J(ω, τ ) = 0 for any (λ4) is satisfied. Also µ * satisfies (EL). Hence we have (6.10) and (6.11) . In this case, however, (Σ + , d λ ) is not uniformly perfect. In fact, we have
Therefore, for any θ ∈ (0, 1) and any ω ∈ Σ + , lim sup
Random walks on trees
In the rest of this paper, we study Dirichlet forms on noncompact Cantor sets induced by transient random walks on trees. We will review fundamental notions and results on random walks on trees and their Martin boundaries in this section. As a reference, one can see [22] for the details on random walks. In this and the following sections, T = (T, A, φ * ) is a locally finite ordered tree where Assumption 2.2 holds and φ ∈ T is a fixed reference point. We use π to denote π φ * .
First we define random walks on trees. In the following definition, (T, A) can be general non-directed graph.
Definition 9.1. C : T × T → [0, ∞) is called a weight on the tree (T, A) if C(x, y) = C(y, x) and C(x, y) > 0 if and only if
A(x, y) > 0. For a weight C, define C(x) = y∈T C(x, y), q(x, y) = C(x, y)/C(x). Moreover, we define q (n) (x, y) inductively by q (0) (x, y) = δ xy , q (n+1) (x, y) = z∈T q(x, y)q (n) (x, y). Also G(x, y) = n≥0 q (n) (x,
y). G(x, y) is called the Green function of (T, C).
The quantity q (n) (x, y) is the transition probability from x to y at time n. There exists a reversible Markov chain ({Z n } n≥0 , {Q x } x∈T ) on T such that q (n) (x, y) = Q x (Z n = y) for any x, y ∈ T . We call (T, C) a random walk on T .
Definition 9.2. A random walk (T, C) is called transient if and only if G(x, y) < +∞ for any x, y ∈ T .
It is well-known that (T, C) is transient if G(x, y) < +∞ for some x, y ∈ T . Next we introduce a quadratic form associated with a random walk (T, C).
and, for any u, v ∈ F (T,C) ,
It is easy to see that (F (T,C) , E (T,C),x ) is a Hilbert space.
Definition 9.4. Let F 0 be the closure of C 0 (T ) with respect to E (T,C),x , where C 0 (T ) = {u| supp(u) is finite}.
Note that F 0 is independent of the choice of x. If no confusion may occur, we use F, E and E x in place of F (T,C) , E (T,C) and E (T,C),x respectively. In terms of (E, F), we have the following equivalent condition for transience by [23, 24] . See [22, 4 .51] for details. By the celebrated work of Cartier [10] , we may identify the Martin boundary of the random walk (T, C) with Σ, which is the collection of ends. Consequently we obtain Proposition 9.8 and Theorem 9.11 below. See [22, Chapter 7] for details.
Proposition 9.5. (T, C) is transient if and only if
sup u∈C0(T ),u̸ =0 u(x) 2 E(u,u) < +∞ for any x ∈ T . Definition 9.6. For x ∈ T , define R x (T, C) = sup u(x) 2 E (T,C) (u, u) u ∈ C 0 (T ), E (T,C) (u, u) ̸ =
Proposition 9.8. There exists a Σ-valued random variable Z ∞ such that
. ν x is called the hitting distribution of Σ starting from x. ν x is naturally extended to a Borel regular complete probability measure on A. We use ν x to denote the extended measure as well. Assumption 9.7 is equivalent to the condition that the support of ν x is Σ.
Since ν x = y∈V (x) q(x, y)ν y , all ν x 's for x ∈ T are mutually absolutely continuous and the Radon-Nikodym derivative dν y /dν x is bounded. Hence
Definition 9.10. f : T → R is said to be harmonic on T if and only if y∈T q(x, y)f (y) = f (x) for any x ∈ T . The collection of all harmonic functions is denoted by H.
for any x ∈ T , where ℓ(T ) = {u|u : T → R}. Then Hf is harmonic on T and independent of z.
The kernel K z (x, y) is called the Martin kernel.
Resistances and hitting distributions
A random walk (T, C) can be regarded as a electrical network consisting of resistors with resistances r(x, y) = C(x, y) −1 between x and y belonging to T . In this respect we consider R y (T . In this section, we study relations between such resistances and hitting distributions.
As in the last section, T = (T, A, φ * ) is a locally finite ordered tree which satisfies Assumption 2.2, π = π φ * , φ ∈ T is a fixed referee point and (T, C) is a weight on (T, A) which satisfies Assumption 9.7 throughout this section. 
for any z ∈ T and any y ∈ S + (z). 
By the definition of ν * , we also have 
Using Lemma 10.4 again, we obtain
for any Borel set A ⊆ Σ + . By letting λ(x) = λ + x , the constant λ + turns out to correspond to λ I in Section 11. The above theorem says that the Dirichlet form on Σ + associated with (T, C) is conservative if and only if the hitting probability of the single point φ * by the original random walk (T, C) is 0.
To prove Theorem 10.8, we need series of lemmas.
Lemma 10.9.
Tn ). Let R n , r n and R n be the same as in the proof of Lemma 10.5 
As is indicated in Figure 4 , the definitions of ρ n , R n and R n imply
and 1
(1) By (10.8), it follows that
, we obtain the desired statement. (2) By (10.5), we have
This implies the desired equivalence.
Let a n = R n /ρ n and let b n = r n / R n−1 . Then by (10.9), we have R n = (1 − a n )(1 + b n ) R n−1 . Hence,
where
Note that A n < A n−1 and B n > B n−1 . From Lemma 10.9, we have the following statements.
The following lemma is the essential part of our proof of Theorem 10.8.
If (10.14) holds then n≥1 r n < +∞. Note that
Proof. ⇒: (10.12) shows that
Hence by (10.13) and Lemma 10.10-(2),
Using (10.12), we have
Therefore by (10.13),
Since (10.14) implies n≥1 r n < +∞, λ + > 0 follows from the above inequality.
Next, let x n = R n /ρ n , where ρ 0 = R 0 , and let y n = r n /R n . Then by (10.8), it follows that R n+1 = R n /(1 − x n )(1 + y n+1 ). Hence 16) where
By Lemma 10.9, we have the following fact.
Finally we conclude our proof of Theorem 10.8. 
By (10.15), we have (10.14).
At the end of this section, we present another fundamental relation between resistances, which will play an essential role in the proof of Theorem 11.3.
Theorem 10.13. For any
m ≥ 0, m k=0 (X m+1 ) 2 ρ k X k X k+1 = 1 R m+1 + r m+1 + R m ,(10.
19)
where we let X 0 = 1 and R 0 = ρ 0 .
Proof. We use an induction on m. If m = 0, then (10.19) is 
Dirichlet forms induced by random walks
In this section, we will show that the Dirichlet form on Σ + induced by a random walk (T, C) belongs to the class of Dirichlet forms studied in the earlier sections of this paper.
As in the last section, T = (T, A, φ * ) is an ordered tree which satisfies Assumption 2.2, π = π φ * , φ ∈ T is a fixed referee point and (T, C) is a weight on (T, A) which satisfies Assumption 9.7 throughout this section.
By Lemma 10.5, we may immediately verify the following statement.
where c > 0 is independent of f .
In light of the above lemma, we naturally regard
In this manner, we identifyf with f . Now we present how can we induce a Dirichlet form on Σ + from a random walk on a tree. The basic idea is to extend a function on Σ + to a harmonic function on T by using the Martin kernel as in Theorem 9.11 and then consider the energy of the harmonic function.
Definition 11.2. Define
for any u, v ∈ F Σ + , where H is defined in Theorem 9.11.
Since Γ = (λ, ν * ) is determined by the ordered tree T = (T, A, φ * ) and weight C on (T, A), we write Γ = Γ(T , C).
We use the following result obtained in [18, Section 5] to prove Theorem 11.3.
y , and any u ∈ F Σ . 
Proof of Theorem 11.3. First we show that (E
It is immediate to see that Γ ∈ Θ Example 11.5 (Self-similar weight on 2-adic numbers). Let T = T (2) and let (T, A, φ * ) be that given in Example 2.9. Naturally, Σ + is the set of 2-adic numbers Q 2 . We consider a self-similar weight C γ on T . For x = (α i ) i≤m ∈ T (2) m , define K(x) = max{j|j ≤ m, α i = 0 for any i ≤ j}. Let γ = (γ 0 , γ 1 ) ∈ (0, ∞) 2 . We define C γ by C γ (π(x), x) Hence λ = λ(T , C γ ) essentially belongs to the family discussed in Example 8.3.
More precisely, λ = λ s /R with s = (s 0 , s 1 ), where s 0 = s 1 = (γ 0 ) −1 + (γ 1 ) −1 . Note that even if γ 0 ̸ = γ 1 , λ is homogeneous, i.e. it only depends on |x| and d λ (ω, τ ) = n 2 (ω − τ ) log s/ log 2 R, where s = s 0 = s 1 and n 2 (·) is the 2-adic norm. As is discussed in Example 8.3, Γ = Γ(T , C γ ) satisfies (EL) and (λ4) and hence we may apply Corollary 6.3 to obtain estimates of the transition density p Γ (t, ω, τ ) and the jump kernel J * (ω, τ ). Moreover, we have Hence choosing {λ(n)} n∈Z , one may build an example of (T, C) where p(t, ω, τ ) and J * (ω, τ ) have desired asymptotic behaviors. Note that (11.2) has been obtained in [3] as a formal expansion of a transition density in the case of 2-adic numbers.
Inverse problem
In Section 11, we have observed that the regular Dirichlet form (E Σ + , F Σ + ) on L 2 (Σ + , ν * ) associated with a transient random walk on T belongs to the class of Dirichlet forms defined in Section 3. To be precise, let λ(x) = λ + x for any x ∈ T and let Γ = (λ, ν * ). Then (E Σ + , F Σ + ) = (Q Γ , D Γ ).
In this section, we consider the inverse problem. Namely, we first give λ : T → [0, ∞) and a Borel regular measure µ on Σ with (λ, µ) ∈ Θ + (T ). Then we are going to ask whether or not there exists a transient random walk (T, C) such that the associated Dirichlet form (E Σ + , F Σ + ) on L 2 (Σ + , ν * ) coincides with (Q Γ , D Γ ) on L 2 (Σ + , µ). By Theorem 11.3, it is enough to show that Γ(T , C) = (λ, µ) to identify (E Σ + , F Σ + ) with (Q Γ , D Γ ). Proposition 10.7 implies that a necessary condition for the existence of a random walk is λ(π(x)) < λ(x) for any x ∈ T . Under this condition, the assumption (λ1) holds as we have remarked.
As in the previous sections, (T, A, φ * ) is a locally finite ordered tree which satisfies Assumption 2.2 and φ ∈ T in this section. We use π to denote π φ * . Thus we have shown that (T, C) is the desired random walk.
