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Resumen: Proyecto emergente centrado en la deteccio´n e interpretacio´n de meta´fo-
ras con me´todos no supervisados. Se presenta la caracterizacio´n del problema me-
tafo´rico en Procesamiento del Lenguaje Natural, los fundamentos teo´ricos del pro-
yecto y los primeros resultados.
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Abstract: The main objective of this project is the identification and interpretation
of metaphors through unsupervised methods. We present the metaphor processing
problem in Natural Language Processing, the project background and first results.
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1. Caracterizacio´n del problema
La meta´fora es un feno´meno lingu¨´ıstico
ubicuo y resbaladizo. Aparece en cualquier
tipo de texto y es determinante para su co-
rrecta interpretacio´n. Pero la interpretacio´n
automa´tica de la meta´fora es compleja ya que
establece relaciones sema´nticas y conceptua-
les no convencionales de alto poder signifi-
cativo. En palabras de Goatly (1997, p. 8):
“Metaphor occurs when a unit of discourse is
used to refer unconventionally to an object,
process or concept, or colligates in an uncon-
ventional way”.
Para el procesamiento automa´tico del
feno´meno metafo´rico se han especificado dos
pasos: la deteccio´n de la expresio´n metafo´rica
y su interpretacio´n (Shutova, 2010). E´ste es
el ma´s complejo, pues se debe determinar au-
toma´ticamente el significado de la expresio´n
metafo´rica asumiendo que ninguno de los sen-
tidos literales es el correcto. Dada la compleji-
dad del feno´meno, hoy d´ıa no hay una aproxi-
macio´n bien definida al problema. La mayor´ıa
de los sistemas de Procesamiento del Lengua-
je Natural (PLN) asumen la “meta´fora cog-
nitiva” de Lakoff y Johnson (2004 (1980)),
cuya interpretacio´n se basa en determinar la
relacio´n conceptual subyacente a la meta´fora.
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2. Marco teo´rico y metodolo´gico
En este proyecto queremos explorar nue-
vas perspectivas. Como marco teo´rico asu-
mimos los estudios sobre la meta´fora que se
esta´n desarrollando en Lingu¨´ıstica de Cor-
pus (Stefanowitsch y Gries, 2006). E´stos con-
sideran u´nicamente la meta´fora como un
feno´meno lingu¨´ıstico, independientemente de
que sea o no reflejo de una relacio´n concep-
tual subyacente. As´ı, analizan la meta´fora a
partir de rasgos y relaciones lingu¨´ısticas.
Como marco metodolo´gico seguimos apro-
ximaciones no supervisadas (clustering) a la
sema´ntica computacional, basados sobre to-
do en el Modelo de Espacio Vectorial (Tur-
ney y Pantel, 2010). Este modelo asume
que el significado de las palabras y expre-
siones lingu¨´ısticas depende de su uso en un
contexto determinado, por lo que una pala-
bra tendra´ tantos sentidos como contextos
de aparicio´n diferentes (hipo´tesis distribucio-
nal). Los usos metafo´ricos, con ello, tendra´n
contextos de aparicio´n espec´ıficos y diferentes
a los usos literales. Esta agrupacio´n de sen-
tidos en funcio´n de los diferentes contextos
es lo que pretendemos modelar con te´cnicas
de clustering, tratando de determinar los con-
textos metafo´ricos.
3. Objetivos cient´ıficos
En tanto que proyecto emergente, nos pro-
ponemos sentar las bases para un proyecto
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futuro de mayor envergadura, trabajando en
los siguientes objetivos:
Proponer un modelo formal de represen-
tacio´n del significado metafo´rico basado
en rasgos lingu¨´ısticos (palabras).
Crear un corpus piloto anotado a mano
con significados metafo´ricos, como base
para un futuro goldstandar de evalua-
cio´n de sistemas de deteccio´n e interpre-
tacio´n de meta´foras.
Analizar diferentes algoritmos no super-
visados y diferentes configuraciones de
rasgos contextuales para la deteccio´n e
interpretacio´n de usos metafo´ricos a par-
tir de sus contextos de aparicio´n.
4. Primeros resultados y l´ıneas
de desarrollo
En los seis primeros meses de proyecto, se
ha trabajado en la creacio´n del corpus y en
el ana´lisis de algunos algoritmos.
En primer lugar, se ha creado un pequen˜o
corpus de evaluacio´n en ingle´s y espan˜ol. El
corpus lo forman oraciones extra´ıdas de los
corpus del Cross Language Evaluation Forum
(CLEF) que contienen usos literales y me-
tafo´ricos dentro de un patro´n sinta´ctico ti-
po (ESP) “N de N” o (ING) “N of N” con
las palabras “desierto de” (512 oraciones en
espan˜ol, 2010 en ingle´s), “oasis de” (141 es-
pan˜ol, 173 ingle´s), “tormenta de” (2750 es-
pan˜ol, 3681 ingle´s) y “torrente de” (74 es-
pan˜ol, 80 ingle´s). Hasta ahora, de este pe-
quen˜o corpus se han marcado a mano los
usos literales y metafo´ricos de la palabra
(ESP) “torrente” (46 casos metafo´ricos y 28
no metafo´ricos), (ING) “torrent” (58 casos
metafo´ricos y 22 no metafo´ricos), y (ESP)
“desierto” (25 casos metafo´ricos y 487 no me-
tafo´ricos).
Para representar formalmente la informa-
cio´n metafo´rica, se ha definido un modelo de
anotacio´n en XML que especifica (i) el gra-
do de metaforicidad (Hanks, 2006) de la ex-
presio´n (“high”, “middle”, “low” o “literal”),
(ii) el sentido literal y (iii) el significado me-
tafo´rico. E´ste u´ltimo se representa median-
te un conjunto difuso de palabras denomina-
do “Metaphor Related Words”, formado por
aquellas palabras que, a juicio del anotador,
representan el contenido metafo´rico de la pa-
labra en ese contexto.
Con este modelo se han anotado, por aho-
ra, 80 instancias de “torrent”: 58 metafo´ricas
(53 “high” y 5 “low”) y 22 no metafo´ricas.
En los meses restantes, se continuara´ anotan-
do el corpus y se ampliara´ con otros tipos de
meta´foras.
En segundo lugar, se han realizado los pri-
meros experimentos con algoritmos no super-
visados para analizar si los usos metafo´ri-
cos y no metafo´ricos se agrupan en clus-
ters definidos o no. Para evaluar los algo-
ritmos se han utilizado los ejemplos marca-
dos de (ESP) “torrente” e (ING) “torrent”.
El corpus se representa mediante una matriz
palabra× contexto, donde cada contexto re-
presenta un uso concreto de la palabra (me-
tafo´rico o literal). El baseline se ha situado
considerando todas las palabras como me-
tafo´ricas (dado que en este corpus la mayor´ıa
de palabras son metafo´ricas), resultando un
0.62 de precisio´n para espan˜ol y 0.73 para
ingle´s. El mejor resultado, por ahora, se ha
obtenido con el algoritmo K-means, que ha
obtenido una precisio´n de 0.77 en espan˜ol y
0.84 para ingle´s. Esta mejora, a falta de ana´li-
sis en profundidad, nos indica que las hipo´te-
sis del proyecto son ajustadas y los objetivos
alcanzables.
En los meses restantes, se analizara´n dife-
rentes formas de modelar el contexto, otros
algoritmos y dema´s informacio´n que pueda
ser de utilidad. Se analizara´ especialmente la
discrepancia entre la distancia sema´ntica a
nivel le´xico y la distancia sema´ntica a nivel
contextual (co-ocurrencia) como medida de-
finitoria de usos metafo´ricos.
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