This paper presents an augmented Lagrangian methodology with a stochastic population based algorithm for solving nonlinear constrained global optimization problems. The method approximately solves a sequence of simple bound global optimization subproblems using a fish swarm intelligent algorithm. A stochastic convergence analysis of the fish swarm iterative process is included. Numerical results with a benchmark set of problems are shown, including a comparison with other stochastic-type algorithms.
Introduction
This paper presents a stochastic augmented Lagrangian methodology for solving continuous nonlinear constrained global optimization problems in the form: minimize x∈Ω f (x) subject to g i (x) ≤ 0 , i = 1, . . . , p
where f : R n → R, g i : R n → R are nonlinear continuous functions and Ω = {x ∈ R n : l ≤ x ≤ u}. Any equality constraint h(x) = 0 is converted into an inequality one using |h(x)| − ε ≤ 0, for a small fixed ε > 0. This is a common procedure in stochastic methods for global optimization. Since we do not assume convexity, problem (1) may have several minima and convergence to the global minimum is not guaranteed by gradient-based algorithms. Specially for medium-and large-scale problems, derivative-free and stochastic methods are promising alternatives. Some well-known derivative-free methods like the deterministic pattern search method [23] cannot guarantee convergence to the global minimum. Stochastic algorithms based on a point-by-point search, like the filter-set-based simulated annealing [15] , and on a population of points, like the particle swarm optimization [19, 29] , genetic algorithm [3, 11, 36] and the electromagnetism-like mechanism [5] have been widely used in the past. Global optimization techniques are commonly used to solve important practical problems, such as those derived from the control of variance reduction techniques when applied to accelerators used in cancer therapy [14] , the global kinetic modelling of the 2-chlorophenol oxidation in supercritical water [18] (a problem frequently found in waste waters), as well as the credit rating and the probability of default bucket problem [22] (that arises in the field of quantitative finance), and the analog integrated circuit design problem [28] . The Artificial Fish Swarm (AFS) algorithm is a recent and easy to implement artificial life computing algorithm that simulates fish swarm behaviors and has been successfully used in some engineering applications [20, 21, 37, 38] . A variety of techniques have been proposed to handle the equality and inequality constraints of the problem. The most widely used techniques rely on penalty functions. Here we are interested in a particular class of penalty functions known as augmented Lagrangian functions.
The area of Lagrange multiplier methods for constrained minimization has undergone a radical transformation starting with the introduction of augmented Lagrangian functions and methods of multipliers in 1968 by Hestenes [16] and Powell [30] in order to eliminate the duality gap between an equality constrained problem and its Lagrangian dual problem. Later, Rockafellar [32, 33] extended this method to deal with inequality constraints. Lagrangian dual methods have been serving as a fundamental solution methodology in convex programming. It is well known, however, that classical Lagrangian dual methods may fail to identify the optimal solution of the nonconvex problem (1) due to the existence of a duality gap. Since then, various modified augmented Lagrangian methods have been proposed. The strong duality properties and exact penalization of different types of augmented Lagrangians or nonlinear Lagrangians have been studied by many researchers (see for example, [4, 34] ).
Mangasarian [27] analyzed the local convergence of a class of augmented Lagrangians that include Rockafellar's augmented Lagrangian as a special case. Global convergence of augmented Lagrangian methods for convex programming has been studied in [4, 32] . Convergence properties of the primal-dual methods based on Rockafellar and Wets' augmented Lagrangian function for inequality constrained global optimization problems can be seen in [25, 26] . Global convergence of the augmented Lagrangian method for nonconvex equality constrained problems was analyzed in [4, 30] . An indispensable assumption in most existing global convergence analysis for augmented Lagrangian methods is that the sequence of multiplier vectors generated in the algorithms is bounded. This restrictive assumption confines applications of augmented Lagrangian methods in many situations. Conn et al. [9] , Conn, Gould, and Toint [10] , and Lewis and Torczon [23] presented modified augmented Lagrangian methods for nonconvex optimization with equality constraints and proved global convergence results without appealing to this assumption. Andreani et al. [1, 2] , and Birgin, Castillo and Martínez [6] investigated the augmented Lagrangian methods for nonconvex constrained problems using safeguarding strategies of first-order Lagrange multiplier updates.
Constrained global optimization has been one of the challenging subjects in nonlinear optimization. On one hand, implementable methods for constrained global optimization have been developed only for some special problems such as concave minimization and monotone optimization. On the other hand, various deterministic and stochastic methods have been proposed for unconstrained global optimization (see, e.g., [8, 17] ). In an augmented Lagrangian method a constrained global optimization problem is reduced into a sequence of unconstrained global optimization problems so that the methods developed for unconstrained global optimization can be used. Many deterministic global optimization methods rely on auxiliary functions to move from one local solution to another better one. These auxiliary functions aim to penalize a found local solution assigning heavy weights to it. This solution scheme was adopted in [41] . An alternative for escaping from a local minimizer of a constrained global optimization problem, is proposed in [39] where a filled function in unconstrained global optimization is combined with an idea of penalty function in constrained optimization. In [8] an augmented Lagrangian approach combined with a deterministic global optimization method (the αBB method) and its convex α-underestimation techniques is used.
The algorithm herein presented is a stochastic optimization method based on the augmented Lagrangian framework to solve constrained global optimization problems. To solve the bound constrained minimization subproblems, we propose a modified version of the AFS algorithm. This is the first attempt to integrate the AFS heuristic into an augmented Lagrangian framework. For completeness, we include a convergence analysis of the fish swarm algorithm. We present the condition that guarantees convergence of the fish swarm iterative process in mean square.
The remainder of this paper is organized as follows. Section 2 presents the main ideas concerned with the augmented Lagrangian framework, and Section 3 describes the proposed AFS algorithm and its convergence properties. In Section 4 we report our numerical experiments, including a comparison with other stochastic methods. Finally, Section 5 contains the conclusions and ideas for future work.
Augmented Lagrangian Framework
This section introduces a common constraint-handling method known as penalty technique. An augmented Lagrangian technique solves a sequence of very simple subproblems where the objective function penalizes all or some of the constraints violation. With most penalty functions, the solution of the constrained problem is reached for an infinite value of the penalty parameter. An augmented Lagrangian is a more sophisticated penalty function for which a finite penalty parameter value is sufficient to yield convergence to the solution of the constrained problem [4] .
This work has been motivated by other papers published on this subject, for example [6, 8, 23] . The herein used augmented Lagrangian function for solving problem (1) is the following:
where μ = (μ 1 , . . . , μ p ) is the vector of Lagrange multipliers associated with g i (x) ≤ 0, i = 1, . . . , p, and ρ is a positive penalty parameter. In this context, the corresponding subproblem is formulated as:
for fixed values of ρ k and μ k . The problem of choosing the initial value for the penalty parameter is problematic. We use a proposal presented in recent work by Birgin, Floudas and Martínez [8] ,
where x 0 is an arbitrary initial approximation and [g(x)] + ∈ R p denotes the vector with components defined by max(0, g i (x)), i = 1, . . . , p. Our updating of the penalty relies on a strategy that allows ρ to vary both upward and downward. Besides defining positive lower and upper bounds for the penalty updating, ρ − and ρ + respectively, so that the subproblems (3) are maintained well conditioned, a fixed constant γ > 1 is used in the updating process. See Algorithm 1 below. The algorithm also updates the Lagrange multipliers using first order estimates and safeguarding schemes to maintain the sequence {μ
, for all k, where μ + is a sufficiently large positive constant. The algorithm stops when a certain degree of constraints violation, measured by the norm of the vector ν k , given by
is satisfied, for a given tolerance * ; otherwise, the algorithm runs until a maximum of (outer) iterations, k max , is reached. We note that ν is also used to decide when the penalty parameter should be updated. If constraints violation improves, i.e., if ν k ≤ α ν k−1 , with 0 < α < 1, then the penalty is maintained; otherwise we allow the penalty to increase in some cases, and decrease in others. When the degree of constraints violation, at iteration k, is under a certain tolerance k then the penalization could be relaxed. Our suggestion is to decrease the penalty parameter (see Algorithm 1). The tolerance k is also used to compute the approximate solution of subproblem (3) and is reduced as k increases, as follows:
The algorithm AFS based on the augmented Lagrangian (AFS aL) is presented below.
Algorithm 1. AFS aL Algorithm
Given μ
Step 1. Randomly generate x 0 in Ω;
Step 2. Compute ρ 1 using (4), and set k = 1;
Step 3. Repeat
For a certain tolerance k , find an approximate minimizer x k to the subproblem (3) using the AFS Algorithm; Update ν k using (5);
The herein proposed technique for solving (3) uses a population-based algorithm that relies on swarm intelligence to converge towards the minimum value of the augmented Lagrangian function. This is the subject of the next section. Since the AFS algorithm provides a population of solutions, x k is the best solution. We emphasize the importance of using x k as one of the points of the population for the subproblem (3), at iteration k + 1. The remaining points of the population are randomly generated in the set Ω.
Artificial Fish Swarm Algorithm
In this section we present a stochastic population-based algorithm that simulates fish swarm behaviors to solve subproblem (3). This is an artificial life computing algorithm that has been used in some engineering context [20, 21, 37, 38] . We will use the words 'fish' and 'point' interchangeably throughout the paper. The artificial fish swarm algorithm is based on swarm intelligence and uses a population (or swarm) of points to identify promising regions looking for a global solution. For completeness, a condition that guarantees convergence of the fish swarm iterative process is derived. The specific and used notation in the AFS algorithm is as follows: x i (t) ∈ R n denotes the ith point of the population at time/iteration t; x i j (t) ∈ R is the jth (j = 1, . . . , n) component of the point x i ; and p size is the number of points in the population.
Fish Swarm Behaviors
The fish swarm behaviors inside water are: (i) random behavior (in general, fish looks at random for food and other companion); (ii) searching behavior (when fish discovers a region with more food, it will go directly and quickly to that region); (iii) swarming behavior (when swimming, fish will swarm naturally in order to avoid danger); (iv) chasing behavior (when a fish in the swarm discovers food, the others will find the food dangling after it). The term food in the fish swarm system corresponds to a minimum in the optimization context.
The points in the population are evaluated using a fitness function. In this augmented Lagrangian framework the fitness function is
. A crucial parameter of the artificial fish swarm algorithm is a positive constant v that represents the ray of a closed neighborhood of
where δ is a positive visual parameter that is reduced over the iterative process using the update formula δ = max {δ min , κ δ δ}, with 0 < κ δ < 1, and δ min > 0. Further, let I i be the set of indices of the points inside the 'visual scope' of point x i , where i / ∈ I i and I i ⊂ {1, . . . , p size }, and let np i be the number of points inside the 'visual scope'. Depending on the relative positions of the points inside the visual, the list of moves applied to each point x i is the following:
When np i = 0, the 'visual scope' is empty, and the point x i , with no other points in its neighborhood to follow, moves randomly inside the visual searching for a better region.
When the 'visual scope' is considered crowded, i.e., when
where θ ∈ (0, 1) is a crowd parameter, the point simulates the searching behavior. The point searches for a better region, choosing at random another point inside the visual, x rd , and moves towards it if the new point improves over x i ; otherwise the point moves randomly inside the visual.
When the 'visual scope' is not crowded, the point is able either to chase moving towards the best point inside the visual, denoted by x min , or to swarm moving towards the central of the visual. First, if the condition
is satisfied, x i is moved towards x min ; otherwise, the swarming behavior is tried.
The swarming behavior is characterized by a movement towards the central point of the 'visual scope' of x i , defined by
However, this movement is carried out only if the central point improves over x i . If there is no improvement then the searching behavior is tried, as previously described.
The AFS algorithm is based on a set of trial moves mutually exclusive and sequentially simulated until a better position for each point is found. This can be simply described by the following iterative equation for the jth component (j = 1, . . . , n):
where r is a random number uniformly distributed in [0, 1]. The bound constraints are enforced through a projection of the point x i onto the set Ω, component by component given by:
The AFS algorithm includes a procedure aiming to gather the local information around the best point of the population, the point with least fitness value
It corresponds to a simple random line search applied component by component to x best . The main steps are as follows. For each component j (j = 1, . . . , n), x best is assigned to a temporary point y. Next, a random movement of length
is carried out and if a better point is obtained within max local iterations, x best is replaced by y, the search ends for that component and proceeds to another component. This iterative process proceeds for a maximum of l max iterations until the
avg is the average fitness of all points in the population.
Fish Swarm Convergence in Mean Square
If we consider the position of a point from the population as a stochastic vector, the expectation and variance of the position, herein denoted by E[x i (t)] and V[x i (t)] respectively, can be calculated and the convergence property of the AFS algorithm can be analyzed. This is the first attempt to analyze the stochastic convergence of the AFS algorithm. In a stochastic context, the point population system is said to converge to P if for all i = 1, . . . , p size , x i (t) converges in mean square to P , i.e., lim
where P is a position in the search space. Noting that E[(x(t)−P )
], the convergence of x i (t) in mean square to P is equivalent to convergence of E[x i (t)] to P and V[x i (t)] to 0 simultaneously. The values of x min (t), x(t), x rd (t) and v(t) vary throughout the iterative process. However, for this analysis we assume that they are kept constant for a set of iterations. Thus, all points move independently and, for any i, only the point i needs to be analyzed. For simplicity, we consider one-dimensional vectors. For the convergence purpose, we rewrite the iterative equation in the form
where t represents the iteration counter and c 1 , c 2 , c 3 , c 4 are integer parameters from the set {0, 1} subject to c 1 + c 2 + c 3 + c 4 = 1. Using (8), the following non-homogeneous recurrence relation is obtained
Since x(0) and r(t) are random numbers, each x(t) is a random variable and the iterative process {x(t)} is a stochastic process.
For the convergence study, we first analyze the convergence of E[x(t)]. According to (9), the iteration equation of {E[x(t)]} is E[x(t + 1)] = E[x(t)] (1 − E[r(t)](c
noting that x(t) is independent on r(t) and E[r(t)] = Proof. Using (10), we obtain the iteration equation of V[y(t)]: Using previously defined relations, we obtain the iteration equation of V[x(t)]:
(t) = x(t) − μ, and obviously E[y(t)] = E[x(t)] − μ and V[y(t)] = V[x(t)]. From (9) we then get y(t + 1) = y(t) − r(t)(c
and the corresponding characteristic equation is
Since equation (11) depends on E[x(t)], convergence condition in Theorem 1 should also be satisfied. Since the root of the characteristic equation must satisfy
we conclude that condition c 1 + c 2 + c 3 = 1 guarantees convergence of {V[x(t)]}. The convergent value is obtained from (11) as follows:
which gives V[x] = 0.
Numerical Experiments
In this section, we report the results of our numerical study, after running a set of 30 benchmark constrained global problems: g01 to g24 (g02, g03, g08 and g12 are maximization problems) described in [24] , and Problem 1, Problem 2 (a),(b),(c),(d) and Problem 3 in [7] . The algorithm was coded in C#, and the results were obtained in a computer Core 2 Duo 2.0 GHz, with 2 GB 667MHz, running Microsoft Windows XP SP2.
Since the algorithm relies on some random parameters and variables, we solve each problem 10 times and take average of the obtained solutions, herein denoted by f avg . The best of the solutions found after all runs is denoted by f best . Our test set contains problems of different dimensions, from n = 2 to n = 24. Thus, the size of the population depends on n, with an upper bound to reduce the overall computational effort: p size = min{10n, 200}. Some of the fixed parameters are set in this study as follows: ρ − = 10 −12 , ρ + = 10 12 , μ + = 10 12 , * = 10 −12 , and γ = 10, α = 0.5 as proposed in [8] . The initial multiplier vector is set to the null vector. Several tests were done in order to choose appropriate values for the parameters. Common values for the parameter ε vary from 10 −3 to 10 −6 [15, 24, 29, 31] . We observed that setting ε = 10 −5 gave a slightly better performance than with the other values. In the AFS algorithm, we set the initial δ to 1, and κ δ = 0.9, δ min = 10 −8 , θ = 0.8. According to the sensitivity study carried out in [13] , these values led to good accuracy solutions at a reasonable computational cost. Since the local search is similar to that proposed in [5] , we use the values therein suggested, i.e., = 0.001 in (7) and max local = 10. The chosen values for the upper bounds of the penalty parameter and Lagrange multipliers have no significant effect on the performance of the algorithm as long as they are sufficiently large. The same is true for the lower bounds. The parameters γ, l max and k max have been subject to a sensitivity study as shown below.
Sensitivity analysis of some parameters
To analyze the effect of some parameters in the performance of the proposed augmented Lagrangian algorithm, we use the Dolan and Moré's [12] performance profiles. The presented profiles are based on the metrics: f avg and f best . If P and S correspond to the set of problems and the set of solvers in comparison, respectively, and m p,s is the value of the metric obtained when solving problem p ∈ P by solver s ∈ S, then the comparison uses the following performance ratio:
where β is a small positive parameter. The overall performance of the solver s is assessed by the probability (for s ∈ S) that r p,s is within a factor τ ∈ R of the best possible ratio, i.e., by ρ s (τ ) = (no. of problems where r p,s ≤ τ )/(total no. of problems). The value of ρ s (1) gives the probability that the solver s will win over the others in the set, and for large values of τ , the ρ s (τ ) measures the solver robustness. The higher the ρ s the better the solver is. l max = max{50, 10n}); AFS aL 3 (with γ = 10 in ρ update, k max = 100 and l max = max{20, 2n}). The plots on the left represent the profiles of f best and the ones on the right show the profiles of f avg . From the profiles we may conclude that the most efficient version is AFS aL 2 followed by AFS aL 1 and then by AFS aL 3. Decreasing the number of (AFS) inner iterations while increasing the number of outer (augmented Lagrangian) iterations did not improve solutions accuracy. We report in Table 1 the average number of function evaluations required by each of the three versions in comparison. From Figure 1 and Table 1 we conclude that reducing the number of allowed outer iterations and at the same time increasing the number of inner iterations (of the AFS algorithm) yields more accurate solutions, although at a cost of more function evaluations (about 10000 evaluations).
To further analyze the effect of the maximum number of AFS algorithm iterations on the performance of the algorithm, we selected two small problems. g06 has a cubic objective function with n = 2, two nonlinear inequality constraints, and the size of the feasible region has been estimated as 0.0066% [24] . Its optimum solution is −6961.814. g13 has an exponential objective function with n = 5 and three nonlinear equality constraints. The reported size of the feasible region is 0.0000% and the solution is 0.05395. We plot in Figure 2 the best function value obtained at each outer iteration. The 'solid', 'dash' and 'dot' lines show the convergence histories using different l max values: l max = 100n, l max = 50n and l max = 10n respectively. In all cases we set k max = 20. Clearly l max = 100n (the solid line) leads to a convergence that is steady and approaches the neighborhood of the solution more quickly.
Effect of population size on the algorithm
To analyze the effect of population size on the algorithm, problems g04, g09, g14 and g19 were selected and run with three different values of p size . In these experiments, we choose 10n, 20n and 30n. The results concerning the best function value, the standard deviation ('st. dev.') of the function values, over the 10 runs, and the average number of outer iterations ('k avg ') are listed in Table 2 . We may conclude that efficiency and consistency of the algorithm do not depend too much on the population size.
Comparison with other stochastic algorithms
We compare our results with those in [3, 15, 31, 40] . In [3] , an adaptive penalty technique is implemented within a genetic algorithm. The authors in [15] use a filter-set-based procedure in a simulated annealing method. A particle swarm optimization (PSO) combined with a constraint-handling mechanism is proposed in [31] and in [40] , a hybrid PSO with Nelder-Mead simplex search is proposed. The results reported in the Table 3 were taken from the original references. Our comparison only includes problems g01-g13 since this is the set that mostly appears in the literature. The table lists the known reference solutions, f * , as reported in [24] , the best obtained function value after the runs, f best , the average of the obtained function values, f avg , and the average number of function evaluations, nf eval avg . The character '-' means that the result is not available in the paper. We gather that the minimum number of function evaluations in [3] is 100000, since 1000 iterations with a population of 100 points are implemented. Our results are obtained with k max = 20, l max = max{50, 10n} and use a population of min{10n, 200}. They are quite satisfactory except for problem g02. Solution consistency seems adequate regarding the reduced number of function evaluations required. Problems g01, g02 and g03 are the exceptions. In terms of computational costs (number of function evaluations) our approach wins over the others in problems g07, g09, g10 and g13. As far as the best and/or average function values are concerned, our results for g04, g07, g09, g10 and g13 attain solutions nearer the optimal than most of the other methods in comparison. The results in Table 3 seem to show that the algorithm in [40] outperforms the others in comparison. This is expected since the algorithm uses gradient information derived from the constraint set in order to direct infeasible solutions towards the feasible region. All the others are derivative-free techniques.
Conclusions
A stochastic augmented Lagrangian methodology has been presented in this paper. The main issues addressed in the paper include the integration of the artificial fish swarm heuristic into an augmented Lagrangian framework, the stochastic convergence analysis of the fish swarm algorithm, and the practical analysis of the effect of some parameters on the performance of the algorithm.
Comparison with other stochastic-type methods allows us to conclude that the herein proposed augmented Lagrangian fish swarm based method is mostly able to converge to the solutions with a specified tolerance and is not expensive in terms of function evaluations. Despite using the methodology of converting equality constraints into inequality ones, the results show that our approach is competitive in the sense that good accuracy solutions are obtained with a reasonable computational effort. We remark that the herein implemented AFS algorithm does not seem suitable for parallelization aiming to reduce significantly the CPU time, since each point moves along one direction at a time. Our next step concerning this stochastic augmented Lagrangian paradigm is to include a separate penalty term into the augmented Lagrangian function for equality constraint-handling. Then, the extended augmented Lagrangian approach will also be tested in the solution of some engineering practical problems. 
