In this paper, we investigate existence of global-in-time strong solutions to the kinetic Cucker-Smale model coupled with the Stokes equations in the whole space. By introducing a weighted Sobolev space and using space-time estimates for the linear non-stationary Stokes equations, we present a complete analysis on existence of global-in-time strong solutions to the coupled model, without any smallness requirements on initial data. 2 C. JIN in the sequel.
Introduction
In the present paper, we are concerned with global existence of strong solutions to the following kinetic Cucker-Smale model coupled with the Stokes equations in the whole space R 3 . For convenience, ∇ are abbreviated for ∇ x , in someplace of the paper. The coupled kinetic-fluid model reads as
∇ · u = 0, subject to the initial data (1.2) f | t=0 = f 0 , u| t=0 = u 0 , with u 0 satisfying the compatibility condition ∇ · u 0 = 0. Here f (t, x, v) is the particle distribution function in phase space (x, v) at the time t, (x, v) ∈ R 3 × R 3 . u and P represent the fluid velocity and pressure, respectively. L[ f ] is given by
where ϕ(·) ∈ C 1 b is a positive non-increasing function, standing for the interaction kernel. Without loss of generality, we postulate that max{|ϕ|, |ϕ |} ≤ 1 were introduced to overcome the difficulty induced by unboundedness of the domain. Along this direction, then the author [20] investigated the blowup criteria for strong solutions to the kinetic Cucker-Smale model coupled with the isentropic compressible Navier-Stokes equations in the whole space. It was shown that the integrability in time of the spatial W 1,∞ -norm on the fluid velocity controlled the blowup of strong solutions to the coupled model. Based on this observation, we are intended to explore the global-in-time strong solutions to the kinetic Cucker-Smale model coupled with the Stokes equations as the beginning. Before stating our theorem, we introduce the following weighted Sobolev space.
and
The weight ω(x, v) is introduced to overcome the difficulty arising from the coupling term. The reader will understand why we introduce such type of weight from the derivation of (3.34) in Sect. 3. Of course, the weight is not unique and even optimal, but it is convenient for our analysis. In this paper, we adopt the following simplified notations for homogeneous Sobolev Spaces. 
, ∇ · ψ = 0 . Denote by B(R 0 ) the ball centered at the origin with a radius R 0 . Then the theorem in this paper can be stated as follows.
Then the Cauchy problem (1.1)-(1.2) admits a unique global-in-time strong solution in the sense of Definition 1.1. Remark 1.1. In terms of derivation of the kinetic Cucker-Smale model, it is reasonable to postulate boundedness of v-support of f 0 (x, v), since particle velocities are finite initially. Due to absence of the convection term in the Stokes equations, we do not require any smallness assumptions on the initial data.
Even though the coupled model (1.1) has been studied in [4] , however the current paper differs from [4] mainly in two repects. First, our study is set in the whole space, instead of the spatial-periodic domain. We need to introduce some new weighted Sobolev space to overcome the difficulty caused by unboudedness of the domain. Second, the proof in [4] essentially is based on regularity of weak solutions to the Stokes equations, while our proof lies in a priori estimates on the coupled system, together with the local existence analysis. The key to the proof is to obtain a priori estimate on T 0 |u(t)| W 1,∞ dt for all 0 < T < ∞. Using spacetime estimates for the Stokes equations, cf. Proposition 2.2 in Sect. 2, and the Sobolev inequality, we can transform the estimate on
However, it is impossible to obtain estimates on ρ(t, x) and j(t, x) in L ∞ (0, T ; L p (R 3 )) for p ≥ 2, employing the traditional interpolation method. We circumvent this difficulty by means of the following strategy. Split the estimate on T 0 |u(t)| W 1,∞ dt into two steps. We first estimate T 0 |u(t)| L ∞ dt. If this step is done, then we can obtain estimates on
2 . This yields estimates on ρ(t, x) and j(t, x) in L ∞ (0, T ; L q (R 3 )), 3 < q ≤ 6, using Hölder's inequality. In order to obtain the estimate on T 0 |u(t)| L ∞ dt, we still use the space-time estimates for the Stokes equations and the Sobolev inequality to transform this estimate into estimates on ρ(t, x) and j(t, x) in L ∞ (0, T ; L 2 (R 3 )). It is sufficient to estimate f v 3 in L ∞ (0, T ; L 2 (R 3 ×R 3 )) to obtain these two estimates. Fortunately, the estimate on f v 3 in L ∞ (0, T ; L 2 (R 3 × R 3 )) can be achieved, by means of the v 6 -weighted energy estimate on (1.1) 1 . With the estimate on T 0 |u(t)| L ∞ dt at hand, we further obtain the estimate on T 0 |u(t)| W 1,∞ dt by a bootstrap argument. The analysis in this section is completely new. Using the idea developed in this paper, it is an interesting problem to extend our result to the coupled model with the incompressible Navier-Stokes equations, under suitable conditions on initial data.
The rest of the paper is organized as follows. In Sect. 2, we present some preliminary results used in the subsequent analysis. In Sect. 3, we construct localin-time strong solutions to the coupled model by iteration. In Sect. 4, we derive some a priori estimates on the coupled model. Sect. 5 is devoted to the proof of our theorem.
Notation. Throughout the paper, C represents a general positive constant that may depend on ϕ, ϕ , and the initial data. We write C( ) to emphasize that C depends on . Both C and C( ) may differ from line to line. The domain of a function norm is the whole space by default, for example, |u(t, ·)| D 2 is short for |u(t, ·)| D 2 (R 3 ) .
Preliminary
2.1. The kinetic Cucker-Smale model. When the number of particles is sufficiently large, it is not convenient to track dynamics of each particle using the ODEs model. Following the strategy from statistical physics, the kinetic Cucker-Smale model can be derived, by taking the mean-field limit to the particle Cucker-Smale model. Incorporating influences of surrounding media, the alignment term f L[ f ] should be replaced by f L[ f ] + f (u − v). Under some assumptions on the fluid velocity u, Jin [20] recently provide a detailed analysis on (1.1) 1 in the weighted Sobolev space. Consider
and a(t, x) :=
The following result is taken from Proposition 2.1 in [20] .
where C := C(ϕ, f 0 ).
2.2.
Linear non-stationary Stokes equations. The fluid can be well approximated by a Stokes flow, when the velocity is very slow or the viscosity is very large. Given g(t, x) ∈ L 2 (0, T ; L 2 ∩ L q (R 3 )), 3 < q ≤ 6, consider the initial value problem to the following linear non-stationary Stokes equations.
with u 0 satisfying the compatibility condition ∇ · u 0 = 0. The following result is summarized from Theorem 2.8 in [12] , Theorem 1.5.2 and Lemma 1.6.2 in [21] . It will be used in the construction of approximate solutions to (1.1).
The Cauchy problem to the linear non-stationary Stokes equations (2.2) admits a unique strong solution(u, ∇P) satisfying
for all 0 < T ≤ ∞. Moreover, there exists some constant C, independent of T , such that |u t | L 2 (0,T ;L p ) +|∇ 2 u| L 2 (0,T ;L p ) +|∇P| L 2 (0,T ;L p ) ≤ C |u 0 | H 2 +|g| L 2 (0,T ;L p ) for all 2 ≤ p ≤ q.
2.3. The Helmholtz decomposition in R 3 . It is well-known that any smooth vector field in R 3 that falls off sufficiently fast at large distances can be uniquely decomposed as the sum of a divergence-free part and a gradient part. Denote by
This decomposition is referred to as the Helmholtz decomposition. The corresponding Helmholtz projection P :
This decomposition is widely used in fluid mechanics. We often project fluid equations on the space of divergence-free vector fields, to eliminate ∇P. The Helmholtz decomposition in R 3 , cf. Remark III.1.1 and Theorem III.1.2 in [11] , is summarized as follows.
Local Existence of Strong Solutions to the Coupled System
In this section, we establish the local existence of strong solutions to the coupled system (1.1)-(1.2). Our strategy is as follows. We first linearize the system and construct the approximate solutions by iteration. It is shown that there exists some T * > 0, depending only on the initial data and the model parameter, such that the approximate solutions are uniformly bounded in [0, T * ]. Then we prove that the approximate solution sequence is convergent in some lower-order regularity function spaces, and further show that the limit is the desired local strong solution. The result in this section is summarized as follows.
Then there exists some T 0 > 0, depending only on the initial data and the model parameter, such that the Cauchy problem (1.1)-(1.2) admits a unique strong solution in [0, T 0 ], satisfying
Next we use results in Sect. 2 to finish the proof of Proposition 3.1.
Proof of Proposition 3.1. We first construct approximate solutions by iteration.
subject to the initial data
with u 0 satisfying the compatibility condition ∇ · u 0 = 0. From Proposition 2.1 and 2.2, we know ( f n+1 , u n+1 , ∇P n+1 ) is well-defined. In the iteration procedure, u 0 is set by
It is easy to see
Moreover, it holds that
Uniform Bound on Approximate Solutions
Define
Next we prove by induction that (3.5) holds for all n ∈ N. Using the induction hypothesis (3.5) and taking T 1 := T 1 (ϕ, f 0 , R 0 , C 0 ) suitably small, we infer from Proposition 2.1 that
Multiplying (3.1) 2 by u n+1 and integrating the resulting equation over R 3 , we have
where we have used the inequality
Multiplying (3.1) 2 by u n+1 t and integrating the resulting equation over R 3 , we deduce that
Differentiating (3.1) 2 with respect to t, we infer that
Take u n+1 t as the test function. It follows from (3.11) that
Using (3.1) 1 , we estimate the right-hand side of (3.9) as follows.
(3.13)
In the derivation of the last inequality in (3.13), we have used the following inequalities.
Substituting (3.13) into (3.12), and integrating the resulting inequality over [0,
where we have used the induction assumption (3.5), (3.8), and (3.14) . Take T 2 := T 2 ( f 0 , C 0 ) suitably small. We know from (3.8), (3.10), and (3.15) that
Project (3.1) 2 on the divergence-free field to eliminate the pressure term. We obtain
From elliptic estimates on (3.17), we deduce that
We employ the elliptic estimates on (3.17) again to obtain
where we have used the Sobolev inequality 
Let T * := min{T 1 , T 2 , T 3 }. Adding (3.16), (3.19) and (3.22 ) together, we obtain
From (3.4), we know u 0 (t, x) also satisfies (3.5). Thus, we conclude by induction that (3.5) holds for all n ∈ N.
Convergence of Approximate Solutions
Multiplying (3.24) 2 by u n+1 and integrating the resulting equation over R 3 , we deduce that (3.26)
, that is,
where we have used the following inequality
Multiplying (3.28) by 3 2 
We estimate each N i (i = 1, 2, 3, 4) as follows.
;
In the above estimates, we have used the following inequalities.
≤C|∇ v f n | L 2 ω . Substituting the estimates on N i (i = 1, 2, 3, 4) into (3.30), we deduce that
Similarly, we have (3.31) , and (3.32) , we obtain (3.33)
Solving the above Gronwall inequality in [0, T 0 ] (0 < T 0 ≤ T * ), we obtain
where A(T 0 ) is given by
Using the uniform bound on the approximate solutions, we take T 0 suitably small, so that
Thus, we have
Summing (3.35) over all n ∈ N gives
We deduce from (3.36) that there exists ( f, u) such that
From (3.37), it is easy to show that ( f, u) verifies (1.1) in the sense of distributions.
Continuity in Time
By induction, we know (3.6) and (3.23) hold for all n ∈ N. Using uniqueness of the weak limit, we deduce by (3.37) that u n u, weakly in L 2 (0, T 0 ; D 2,q ), as n → ∞.
It follows from (3.37) and (3.38) that
where C([0, T 0 ]; H 2 − W) means continuity in [0, T 0 ] with respect to the weak topology in H 2 . Using the regularity of u, we can also demonstrate that Project (1.1) 2 on the divergence-free fields. We obtain
Using elliptic estimates on (3.42), and Lemma 2.1, we deduce that for all t 1 , By virtue of (3.39), it is easy to find that
Therefore, ( f, u) is the desired strong solution in the sense of Definition 1.1. The uniqueness of strong solutions can be proved in the same way as in the derivation of (3.33). This completes the proof.
A Priori Estimates
In this section, we derive some a priori estimates on the coupled model. Define the energy of the system as
and the initial energy E 0 := E(0). 
Proof. (i) From f 0 ∈ H 1 ω , we deduce that
(ii) Denote by (X(t; x 0 , v 0 ), V(t; x 0 , v 0 )) the characteristic issuing from (x 0 , v 0 ). It verifies
Recall that
Solving the equation (2.1) by the method of characteristics gives
From (4.2), (4.5) and the initial condition f 0 (x, v) ∈ L ∞ (R 3 × R 3 ), we deduce that
(iii) Multiplying (1.1) 1 by 1 2 v 2 , and integrating the resulting equation over R 3 × R 3 lead to (4.7)
Multiplying (1.1) 2 by u, and integrating the resulting equation over R 3 give
Adding In order to derive the key estimate on T 0 |u(t)| L ∞ dt, we need the following lemma. Proof. Multiplying (1.1) 1 by 2 f v 6 , we obtain (4.9)
Integrating (4.9) over R 3 × R 3 yields (4.10)
We estimate each I i (i = 1, 2, 3) as follows.
, where in the above estimate, we have used Lemma 4.1. Substituting the estimates on I i (i = 1, 2, 3) into (4.10), we get 
Proof. Using Proposition 2.2, we know
It is easy to see that
and the Sobolev inequality
From (4.13), we deduce that (4.15)
Substituting (4.15) into (4.12), we obtain by Lemma 4.1 and 4.2 that (4.16)
Using (4.14) again, we deduce that
Multiplying (4.18) by q f v k q−1 , we obtain
Integrating ( 
Using the assumption that supp v f 0 (x, ·) ⊆ B(R 0 ) for all x ∈ R 3 and (4.17), we solve the above Gronwall's inequality to obtain (4.21)
Employing Proposition 2.2 again, we know
It is easy to see that (4.23)
and the Sobolev inequality in R 3 ,
From (4.23), we deduce that (4.25)
Substituting (4.25) into (4.22), we obtain by Lemma 4.1, and (4.21) for k = 4 that (4.26)
where C := C(q, ϕ, R 0 , f 0 , u 0 , E 0 ). Using the Sobolev inequality in R 3 ,
we deduce that
where C := C(q, ϕ, R 0 , f 0 , u 0 , E 0 ). Adding (4.17) to (4.28) yields
where C := C(q, ϕ, R 0 , f 0 , u 0 , E 0 ). This completes the proof.
With Lemma 4.3 at hand, we then deduce the a priori estimates on f and u in the strong solution space. 1, if ( f, u) is a classical solution to (1.1)-(1.2), then it holds for all T ∈ (0, ∞) that
Proof. (i) Using Proposition 2.1, Lemma 4.1 and (4.29), we know
where C := C(q, ϕ, R 0 , f 0 , u 0 , E 0 ). Multiplying (1.1) 2 by u t , and integrating the resulting equation over R 3 give (4.32)
Differentiating (1.1) 2 with respect to t yields 
We estimate each Q i (i = 1, 2) as follows.
(4.35)
(4.36)
. Substituting (4.35) and (4.36) into (4.34) results in (4.37) 1 2
Adding (4.32) to (4.37) gives (4.38) d dt
Since u t ∈ C([0, T ]; L 2 ), we have (4.39) 
where C := C(q, ϕ, R 0 , f 0 , u 0 , E 0 ). Using (4.40) and the elliptic estimate on (3.42), we deduce that where C := C(q, ϕ, R 0 , f 0 , u 0 , E 0 ). This completes the proof.
Global Existence of Strong Solutions
Combining the local-in-time existence result with the a priori estimates on the coupled model, we present the proof of Theorem 1.1.
Proof of Theorem 1.1. From Proposition 3.1, we know there exists some T 0 > 0 such that (1.1)-(1.2) admits a unique strong solution in [0, T 0 ]. Take the supremum among all the T 0 , and denote the life span by T * . Next, we prove T * = ∞ by contradiction. Suppose not, i.e., T * < ∞. We mollify the initial data by convolving with the standard mollifier, and then take limit to the approximate classical solutions. It follows from Lemma 4.4 that the local strong solutions satisfy In term of the continuity of f (t), u(t) and R(t), we can define From (5.1) 1 , we know R(T * ) ≤ C(T * ). Thus, we can take f (T * ), u(T * ) as an initial datum, and use Proposition 3.1 to extend the life span beyond T * . Therefore, T * = ∞, i.e., the system (1.1)-(1.2) admits global-in-time strong solutions. The uniqueness of strong solutions can be proved in the same way as in Proposition 3.1. This completes the proof.
