Abstract. We consider a class of symmetric tridiagonal matrices which may be viewed as perturbations of Toeplitz matrices. The Toeplitz structure is destroyed since two elements on each off-diagonal are perturbed. Based on a careful analysis of the corresponding characteristic polynomial, we derive sharp bounds for the extremal eigenvalues of this class of matrices in terms of the original data of the given matrix. In this way, we also obtain a lower bound for the smallest singular value of certain matrices. Some numerical results indicate that our bounds are extremely good.
with given entries α, β, γ, δ ∈ R. Matrices of this form arise quite frequently in many contexts, and the eigenvalues of such matrices can often be used to compute eigenvalues of more complicated matrices which arise, e.g., from the discretization of partial differential equations.
Our aim is to give sharp bounds for the smallest and largest eigenvalues of such a matrix. To the best of our knowlegde (and somewhat to our own surprise), there is no previous treatment of this problem in the literature. There exist many results for more general matrices like Gershgorin's, Ostrowski's or Brauer's Theorem (see, e.g., [4, 5, 12] ) that estimate the area to which the eigenvalues belong to, however, the bounds one obtains from these results for the particular class of matrices considered here are by far too weak. The lower bound on the smallest eigenvalue for the matrix J may also be used to obtain a lower bound for the smallest singular value of a possibly nonsymmetric matrix. This lower bound seems to be much stronger than existing ones, see, e.g., [7, 8, 10] .
To obtain our results, we take a closer look at the class of matrices from (1) and exploit heavily the particular structure using a careful analysis of the corresponding characteristic polynomial. To this end, we begin with some preliminary results in Section 2. The main results are contained in Section 3, where, depending on the relative (absolute) sizes of the matrix entries α, β, γ, and δ, we give suitable bounds for the two extremal eigenvalues. We apply our results to the discretization of a partial differential equation in Section 4 where matrices arise that can be decomposed as a Kronecker product of tridiagonal matrices of the above kind. This kind of application was, in fact, the original motivation for our investigations.
Notation: Given an arbitrary matrix A ∈ R m×m , we denote by A s := and ordered in such a way that σ 1 (A) ≤ σ 2 (A) ≤ . . . ≤ σ m (A), in particular, σ 1 (A) and σ m (A) denote the smallest and the largest singular value of A, respectively. Similarly, given a symmetric matrix A ∈ R m×m , the corresponding (real) eigenvalues are denoted by λ i (A) (i = 1, . . . , m) and ordered in such a way that λ 1 (A) ≤ λ 2 (A) ≤ . . . ≤ λ m (A) so that the symbol λ 1 (A) (λ m (A)) always stands for the smallest (largest) eigenvalue of A. We sometimes also write λ min (A) (λ max (A)) for the smallest (largest) eigenvalue of A. Given a vector x ∈ R m , the symbol x denotes the Euclidean norm of x. Finally, the identity matrix in R m×m is denoted by I m .
Preliminaries
Let us begin by recalling some known facts about symmetric tridiagonal matrices of the form q 0 (x) := 1, q 1 (x) = α 1 − x, (2) q k+1 (x) = (α k+1 − x)q k (x) − β 2 k+1 q k−1 (x) ∀k = 1, 2, . . . , m − 1.
Furthermore, the next result is also well-known, see [4, Thm. 8.4.1] or [12, Section 5.6 ].
Theorem 2.1 (Sturm Sequence Property)
Assume that β k = 0 for all k = 2, . . . , m. Then the following statements hold:
(a) The eigenvalues of all principal submatrices T k are real and simple.
(b) The eigenvalues of T k−1 strictly separate the eigenvalues of T k in the sense that λ 1 (T k ) < λ 1 (T k−1 ) < λ 2 (T k ) < . . . < λ k−1 (T k ) < λ k−1 (T k−1 ) < λ k (T k ).
(c) Let w(λ) denote the number of sign changes in the Sturm sequence {q 0 (λ), q 1 (λ), . . . , q m (λ)} (where we use the convention that vanishing entries q k (x) = 0 are removed from this sequence before counting the sign changes). Then w(λ) equals the number of eigenvalues of the matrix T that are strictly less than λ.
An immediate consequence of the previous result is the following one which can be used to develop the well-known bisection method to compute single eigenvalues of symmetric tridiagonal matrices.
Corollary 2.2 Let a, b ∈ R be given with a < b. Then w(b) − w(a) is the number of eigenvalues of the symmetric tridiagonal matrix T lying in the interval [a, b).
We next want to give a lower bound for the smallest singular value of a given positive (semi-) definite (but asymmetric) matrix A in terms of the smallest eigenvalue of the corresponding symmtric part A s . We suspect that this result is known, but were not able to find an explicit reference. Lemma 2.3 Let A ∈ R m×m be positive semidefinite (not necessarily symmetric). Then
Proof. For an arbitrary (not necessarily symmetric or positive definite) matrix A, we have min
In particular, the assumed positive semidefiniteness of A implies the inequality λ 1 (A s ) ≥ 0. In order to verify the first inequality, let us define the matrix B := A − λ 1 (A s )I. This definition implies
Since λ 1 (A s ) ≥ 0 is the smallest eigenvalue of A s , it follows that 0 is the smallest eigenvalue of B s . The symmetry of B T + B therefore gives
Using the fact that the smallest eigenvalue of the symmetric matrix A T A is given by (σ 1 (A)) 2 , cf. [3, Thm. 3.3] , and taking into account the definition of the matrix B, we therefore obtain
Taking the square root and using the fact that σ 1 (A) ≥ 0 and (as already noted) λ 1 (A s ) ≥ 0, we obtain the desired statement.
Applying Gershgorin's Theorem to λ 1 (A s ) and using Lemma 2.3 gives the lower bound
for the smallest singular value of a possibly nonsymmetric matrix A which is precisely the bound given in [7, Theorem 1] . Assume, for the moment, that A ∈ R m×m is symmetric positive definite. Then σ 1 (A) = λ 1 (A) = λ 1 (A s ), so that the inequality from Lemma 2.3 is actually an equality. Now, since both the singular values and the eigenvalues of A and A s , respectively, depend continuously on the entries of the corresponding matrices, it follows that we still have σ 1 (A) ≈ λ 1 (A s ) for matrices A which are close to being symmetric, hence the estimates from Lemma 2.3 are likely to provide very sharp bounds in this case. Of course, this is not true for highly asymmetric matrices. However, later, in our applications, we have to deal with matrices which are close to being symmetric.
We next investigate some properties of the one-dimensional mapping
that will play an essential role in Section 3. Here α, γ, and x are given, whereas y is the variable. We are particularly interested in the properties of the corresponding fixed point iteration y k+1 := f (y k ) for k ∈ N. The following result gives all the necessary information.
Lemma 2.4 Let z := α − x. Choose an initial element y 1 > 0 and define y k+1 := f (y k ) recursively for k ∈ N. Then the following statements hold:
Case z ≥ 2 |γ|: Here f has a repelling fixed point
and an attracting fixed
which coincide for z = ±2 |γ|.
(a) For y 1 ∈ (f 1 , f 2 ) we have
for all k ∈ N. Furthermore, it holds that lim k→∞ y k = f 2 .
(b) For y 1 > f 2 we have f 2 < . . . < y k+1 < y k < . . . < y 3 < y 2 < y 1 for all k ∈ N. Furthermore, it holds that lim k→∞ y k = f 2 .
(c) For
(e) For y 1 ∈ (0, f 1 ) we have
and there exists a smallest k 0 ∈ N with y k 0 ≤ 0. From that on, the sequence is no longer well-defined.
Case z < 2 |γ|: Here f has no fixed points. We have y > f (y) for all y > 0, and for every starting point y 1 > 0, we obtain
and there is a smallest k 0 ∈ N with y k 0 ≤ 0. From that on, the sequence is no longer well-defined. Instead of giving the simple proof, we illustrate this result in Figure 1 . The left picture shows the first case where we have two (possibly identical) fixed points f 1 and f 2 . When f 1 < f 2 (so the two fixed points do not coincide), then the derivative f at the first fixed point is larger than one, hence this fixed point is repelling, whereas the derivative at the second fixed point is smaller than one, hence this fixed point is attracting. The right picture, on the other hand, illustrates the second case where y > f (y) holds for all y > 0, so that no fixed points exist.
Estimates for the Extremal Eigenvalues
Here we investigate the symmetric tridiagonal matrix J from (1) and assume, without loss of generality, that β ·γ ·δ = 0 and that m ≥ 4, since otherwise J is not defined properly. Our aim in this section is to develop accurate estimates for the smallest and largest eigenvalue of J. For the special case where β = γ = δ, the matrix J becomes a tridiagonal Toeplitz matrix whose eigenvalues are known explicitly and given by
cf. [1, Thm 2.4].
Remark 3.1 Consider, for the moment, once again the special case β = γ = δ and let us denote the corresponding Toeplitz matrix by T . Then it follows from (4) that λ min (T ) = α + 2|γ| cos m m+1
π and λ max (T ) = α + 2|γ| cos
π . In particular, for increasing dimension m → ∞, we therefore get λ min (T ) → α−2|γ| and λ max (T ) → α+2|γ|. For the general case, where β, γ, and δ are not necessarily equal, this still implies that for any bound of the form λ min (J) ≥ α − K and λ max (J) ≤ α + K for some suitable constant K > 0, we must have K ≥ 2|λ| if this bound should hold for all (sufficiently large) dimensions m ∈ N. This observation follows from the previous fact by noting that we can reorder the entries of J by a symmetric permutation such the first m − 2 principal submatrices of J are Toeplitz matrices T of different dimensions, hence the claim follows from the interlacing property from Theorem 2.1 (b).
For the matrix J, which may be viewed as a (small) perturbation of the Toeplitz case, an analytic representation of the eigenvalues is not known. Our aim is therefore to obtain suitable lower and upper bounds for the extremal eigenvalues of J. Simple estimates can be obtained using Gershgorin's Theorem, see [4, Thm. 7.2.1] , which implies that λ min (J) ≥ α − max 2|γ|, |β| + |γ|, |δ| + |γ| and λ max (J) ≤ α + max 2|γ|, |β| + |γ|, |δ| + |γ| .
These estimates can be improved using suitable scalings of J, but it seems that the corresponding estimates are still worse than those that we develop in our subsequent theory.
To this end, let J k be the principal k × k submatrix of J, and let
be the corresponding characteristic polynomial. From (2), we obtain that these polynomials satisfy the following recursion:
Here, p m (x) is the characteristic polynomial of J. In view of Theorem 2.1, the characteristic polynomials p k (x) have real and single roots. Furthermore, given an arbitrary α ∈ R, the number w(α), denoting the number of sign changes in the Sturm sequence p 0 (α), p 1 (α), . . . , p m (α), is equal to the number of roots of p m (x) which are smaller than α.
Based on the above recursion and a simple induction argument, we can easily deduce that the polynomials p k are symmetric in the following sense:
In particular, for k = m, this implies that α − y is an eigenvalue of J if and only if α + y is an eigenvalue of J, hence the eigenvalues of J are distributed symmetrically around the point α. Consequently, α−K is a lower bound for the smallest eigenvalue (for some K > 0) if and only if α + K is an upper bound for the largest eigenvalue. Hence we only have to find suitable lower bounds for the smallest eigenvalue of J.
The basic idea to find suitable estimates of K is the following: We will find conditions (on K and, sometimes, also on the dimension m) which guarantee that all the numbers p k (α − K) have the same sign which is equivalent to saying that all these numbers are positive since K > 0 is equivalent to p 1 (α − K) > 0. Then it follows from our previous considerations that w (α − K) = 0, hence all zeros of p m must be greater or equal to α−K. However, since p m (α − K) > 0, all zeros must actually be greater than α − K.
Instead of studying the Sturm sequence {p 1 (x), p 2 (x), . . . , p m (x)} directly, we consider the quotients
Using the recursion of the polynomials p k (x) in (5), we obtain the corresponding recursion
. . , m − 3, and(9)
Based on these quotients, we have the following criterion. holds, where
Proof. First suppose that all numbers p 1 (x), . . . , p m (x) are positive. Then (7) immediately implies r k (x) > 0 for all k = 1, . . . , m − 2 (and also for k = m − 1, but this part is not needed for our assertion). Furthermore, since p m−2 (x) > 0, we have the following equivalences that will also be used in order to verify the converse direction:
Since, in the proof of this direction, we have p m (x) > 0, the above chain of equivalences therefore gives r m−2 (x) > h(x).
Conversely, assume that r 1 (x), . . . , r m−2 (x) are all positive, and that, in addition, we have r m−2 (x) > h(x). Since the recursion (7) implies
and since we have p 1 (x) = α − x > 0 by assumption, we immediately obtain p k+1 (x) > 0 for all k = 1, . . . , m − 2. In particular, we therefore have p m−2 (x) > 0. The chain of equivalences (11) then shows that we also have p m (x) > 0.
Note that, in the statement of Proposition 3.2, we could alternatively require the positivity of r k (x) only for all k = 1, . . . , m − 3 since r m−2 (x) > 0 follows directly from the additional condition r m−2 (x) > h(x) due to the fact that h(x) is positive in view of the assumption that x < α. We further note that it is indeed enough to consider the positivity of the Sturm sequence {p 1 (x), . . . , p m (x)} instead of {p 0 (x), p 1 (x), . . . , p m (x)} since p 0 (x) ≡ 1 is positive by definition and therefore does not imply additional sign changes.
The interesting part of Proposition 3.2 is the fact that we can characterize the positivity of all members from the Sturm sequence p 1 (x), . . . , p m (x) in terms of the quotients r 1 (x), . . . , r m−2 (x) (together with the function h(x) from (10)). Hence the quotient r m−1 (x) is not needed in this characterization which is important since the recursion for r m−1 is different from the recursion of all the other quotients r k (x).
This observation is also useful from the following point of view: We will sometimes consider the dimension m of the given matrix J to be variable, i.e., we consider matrices of the form J with different dimensions. Now, the polynomials p k and, therefore, also the quotients r k obviously depend on the dimension of J. However, taking into account the particular structure of J, it follows immediately that, for two diffent dimensions m andm with m <m, the quotients r k (x) (k = 1, 2, . . . , m − 2) are the same for both matrices.
never never ∀m ≤ m 0 Table 1 : Lower bounds x for λ min (J) depending on the sizes of r 1 (x) and h(x)
We now take a closer look at the recursion (9) . The initial element r 1 (x) is given by (8) , whereas the recursion itself can be written as
by using the function f from (3). The (fixed point) properties of the mapping f were already discussed in Lemma 2.4. In particular, it follows from this result that, in the only interesting case x ≤ α − 2|γ|, there are two fixed points f 1 and f 2 , with f 1 being a repelling fixed point and f 2 being an attracting fixed point. Since these fixed points depend on the given x, we denote them by f 1 (x) and f 2 (x) from now on. In view of Proposition 3.2 we want the sequence r 1 (x) , . . . , r m−3 (x) (note that r k (x) plays the role of y k in Lemma 2.4) to be positive and, in addition, r m−2 (x) > h (x). Obviously, whether these relations hold depend on how the starting point y 1 = r 1 (x) and the number h(x) > 0 are related to the fixed points of f . In fact, using Proposition 3.2 and Lemma 2.4, we have the situation from Table 1 whose entries will be explained immediately.
This table assumes (implicitly) that x ≤ α − 2|γ| and shows in which situation and under which conditions the given x provides a lower bound for the smallest eigenvalue of the matrix J.
More precisely, the table has the following meaning: There are nine cases depending on whether h(x) is smaller than the fixed point f 1 (x) or strictly between the two fixed points f 1 (x) and f 2 (x) or larger than f 2 (x), and whether the quotient r 1 (x) is smaller than f 1 (x), between f 1 (x) and f 2 (x) or larger than f 2 (x). For simplicity of presentation, we do not consider the (often trivial) cases where h(x) or r 1 (x) are equal to one of the two fixed points. Then the entry "never" indicates that the given x does not provide a lower bound on the smallest eigenvalue of J regardless of the dimension m of J. The entry "for all m ∈ N" indicates that the given x is a lower bound of the smallest eigenvalue of J for all dimensions m ∈ N, whereas the entries "∀m ≤ m 0 " and "∀m ≥ m 0 " indicate that the given x provides a lower bound on the smallest eigenvalue of J for all sufficiently small and all sufficiently large m, respectively.
We still have to explain how these entries were obtained. We do not consider all nine cases since the argument is often the same, but let us take a closer view at some of these cases. First, consider the case h(x) < f 1 (x) and r 1 (x) < f 1 (x). Lemma 2.4 then implies that the sequence r k (x) is monotonically decreasing and eventually becomes negative. Hence, only the first few elements of this sequence are positive, and the additional requirement r m−2 (x) > h(x) can therefore also hold only for sufficiently small (possibly no) dimensions m. In view of Proposition 3.2, it therefore follows that the given x is a lower bound for the smallest eigenvalue of J only for all sufficiently small m, i.e., for all m ≤ m 0 with some m 0 ∈ N. This explains the corresponding entry in the upper left corner of Table 1 .
Next, consider the case h(x) < f 1 (x) and r 1 (x) ∈ f 1 (x), f 2 (x) . Then Lemma 2.4 shows that the sequence r k (x) is monotonically increasing and converges to the fixed point f 2 (x). In particular, r k (x) is positive for all k, and r k (x) > h(x) holds for all k ∈ N, especially, this holds for k = m − 2 for any given dimension m ∈ N. Hence it follows from Proposition 3.2 that the given x provides a lower bound on the smallest eigenvalue of J for all dimensions m ∈ N which again explains the corresponding entry in this case. Now consider the case h(x) ∈ f 1 (x), f 2 (x) and r 1 (x) < f 1 (x)
Finally, consider the case h(x) ∈ f 1 (x), f 2 (x) and r 1 (x) ∈ f 1 (x), f 2 (x) . Lemma 2.4 then implies that the sequence r 1 (x), r 2 (x), r 3 (x), . . . is monotonically increasing and converges to the fixed point f 2 (x). Hence, all these quotients are positive, and eventually they are larger than the number h(x). In particular, for sufficiently large dimensions m ∈ N, we have r m−2 (x) > h(x). Hence Proposition 3.2 shows that x is a lower bound for J's smallest eigenvalue for all sufficiently large dimensions m. In addition, the following note holds for this case (which is of particular interest in our further development).
Remark 3.3
Consider once again the case h(x) ∈ f 1 (x), f 2 (x) and r 1 (x) ∈ f 1 (x), f 2 (x) . Then it is possible that we already have r 1 (x) > h(x). Using a similar reasoning as before, this implies r m−2 (x) > h(x) for all dimensions m ∈ N. Consequently, and in addition to the corresponding entry in Table 1 , it follows from Proposition 3.2 that x is a lower bound for the smallest eigenvalue of J for all dimensions m ∈ N. -We further note that the condition r 1 (x) > h(x) is equivalent to x < α − β 2 + δ 2 (provided that x < α).
All the other entries in the Table 1 follow by a similar reasoning. Now, it is clear how to proceed. The previous table gives clear statements on how to get lower bounds for the smallest eigenvalue of J in terms of r 1 (x) and h(x) compared to the two fixed points f 1 (x) and f 2 (x). Our aim is therefore to re-interpret these conditions in terms of the original data of the matrix J. The following technical result investigates these data and shows how r 1 (x) is related to the fixed points f 1 (x) and f 2 (x) depending on the relation between the data β and γ of the matrix J whose dimension m is fixed in this lemma.
Lemma 3.4 Let x ≤ α − 2 |γ|, f 1 (x) and f 2 (x) be the fixed points of the function f , and let r 1 (x) be the first quotient from (8) . Then the following statements hold:
, whereas the inequality r 1 (x) < f 2 (x) always holds (i.e. this inequality holds for all x ≤ α − 2|γ|).
2. Case |β| = √ 2 |γ|: Then f 1 (x) < r 1 (x) < f 2 (x) holds for all x < α − 2 |γ| (whereas at the boundary point x = α − 2 |γ|, we have r 1 (x) = f 1 (x) = f 2 (x).)
Case
Proof. To simplify the notation, we set z := α − x, so that x ≤ α − 2 |γ| is equivalent to z ≥ 2 |γ|. We divide the (technical, but completely elementary) proof into three steps: Part (A) contains some facts that will be used in the subsequent parts. In part (B), we study how r 1 (x) and f 1 (x) relate to each other, and in part (C) we study the relation between r 1 (x) and f 2 (x).
(A) We start by finding candidates x ≤ α − 2 |γ| for which r 1 (x) = f 1 (x) or r 1 (x) = f 2 (x) is possible. We do this simultaneously for both fixed points. To this end, note that
Hence, for both equations, we have the same necessary condition. It is satisfied for
. Therefore, the possible candidates are
. We call them the roots of the above equation. Using (12) , it is also clear that there are no (real) roots if |β| = |γ| or |β| < |γ|.
(B) Here we discuss the relation between r 1 (x) and the fixed point f 1 (x) in terms of the orginal data of the matrix J. To this end, first note that, since α − x ≥ 2|γ| > 0, we have
and the last inequality obviously holds for all sufficiently small x. We call this observation (O1). At this point, we have to discuss several cases:
1. Let |β| > √ 2 |γ|. In this case, it turns out, by inserting the two candidate points x 1 and x 2 , that x 2 is the only root in the interval (−∞, α − 2|γ|). Together with observation (O1), it therefore follows that r 1 (x) > f 1 (x) if x < x 2 , whereas we have
2. Let |β| = √ 2 |γ|. Here we can write x 1/2 = α ± 2 |γ|. A simple calculation shows that both candidates are indeed roots. Since x 2 < x 1 , we obtain from observation (O1) that r 1 (x) > f 1 (x) for x < x 2 (note that x ≤ α − 2 |γ| = x 2 was the prerequisite of this lemma, so the case x > x 2 does not occur), whereas we have r 1 (x) = f 1 (x) at x = x 2 since x 2 is a root of our equation.
3. Let |γ| < |β| < √ 2 |γ|. Here it is easy to see that x 1 is the only root among the two candidates. Together with observation (O1), we therefore get r 1 (x) > f 1 (x) for x < x 1 . However, in this case, we have x 1 > α−2 |γ|. Hence, we obtain r 1 (x) > f 1 (x) for all x ≤ α − 2 |γ|.
Let |β| ≤ |γ|. In this case, there are no roots in view of part (A). It therefore follows
from observation (O1) that r 1 (x) > f 1 (x) holds for all x ≤ α − 2|γ|.
(C) Here we discuss the relation between r 1 (x) and the fixed point f 2 (x), again in terms of the orginal data of the matrix J. The considerations are similar to those from part (B). To this end, we first note that r 1 (x) > f 2 (x) is equivalent to 2β
g (z). Using l'Hospital's rule, we obtain lim z→∞ g (z) = lim
Taking into account that z = α − x, it follows that r 1 (x) > f 2 (x) for all x sufficiently small if |β| < |γ|. Similarly, one can show that r 1 (x) < f 2 (x) for all x sufficiently small if |β| > |γ| (whereas the case |β| = |γ| has to be treated separately). We call these statements observation (O2). Like before, we proceed by considering several cases:
1. Let |β| > √ 2 |γ|. Through simple calculation, we get that x 1 is the only root. Observation (O2) therefore implies r 1 (x) < f 2 (x) for all x < x 1 . But since x 1 > α − 2 |γ| we even have r 1 (x) < f 2 (x) for all x ≤ α − 2 |γ|.
2. Let |β| = √ 2 |γ|. Here x 1/2 = α ± 2 |γ| are the two roots, but x 1 is greater than α − 2 |γ| and hence irrelevant for our case. Using observation (O2) once again, we get r 1 (x) < f 2 (x) for all x < α − 2 |γ| as in the previous case, whereas we have r 1 (x) = f 2 (x) at the boundary point x = x 2 = α − 2|γ|.
3. Let |γ| < |β| < √ 2 |γ|. Then x 2 is the only root, and observation (O2) gives r 1 (x) < f 2 (x) if and only if x < x 2 .
4. Let |β| = |γ|. We know from part (A) that there are no roots in this case, hence either r 1 (x) < f 2 (x) or r 1 (x) > f 2 (x) holds for all x ≤ α − 2|γ|. To decide which of these two inequalities holds, observation (O2) cannot be applied directly. However, direct calculation shows that 2β 2 = 2γ 2 < 4γ 2 = g (2 |γ|) , so that observation (O2) now gives r 1 (α − 2 |γ|) > f 2 (α − 2 |γ|). Hence r 1 (x) > f 2 (x) holds for all x ≤ α − 2 |γ|.
5. Let |β| < |γ|. According to part (A), there are no roots in this case. Together with observation (O2), it follows that r 1 (x) > f 2 (x) holds for all x ≤ α − 2 |γ|.
The statement now follows by summarizing all subcases considered in parts (B) and (C).
The following result is similar to the previous one (so we skip its proof) and shows how the number h(x) is related to the two fixed points f 1 (x) and f 2 (x) depending on the original data δ and γ of our matrix J whose dimension m is again assumed to be fixed.
Lemma 3.5 Let x ≤ α − 2 |γ|, f 1 (x) and f 2 (x) be the fixed points of the function f , and let h (x) be defined by (10) . Then the following statements hold:
, whereas the inequality h (x) > f 1 (x) always holds (i.e. for all x ≤ α − 2|γ|).
Case |δ|
for the boundary point x = α − 2 |γ|).
, whereas the inequality h (x) < f 2 (x) always holds (i.e. for all x ≤ α − 2|γ|).
Case |δ| ≤ |γ|: Then we always have
Now we are going to combine the previous results in order to get estimates for the extremal eigenvalues of the matrix J. We stress, however, that it cannot be avoided that these bounds (in addition to the data of the matrix) sometimes also depend on the dimension m of this matrix, cf. Table 1 and the discussion to derive the entries of this table. Unfortunately, we have to distinguish several cases in the presentation of our main result. In view of Lemmas 3.4 and 3.5, there are actually 16 different cases to consider, namely those that occur by combining the four possibilities 
(b) for all sufficiently large dimensions m ∈ N with the (usually sharper) constant K from the following table:
Proof. In view of our previous observation, α−K is a lower bound for λ min (J) if and only if α + K is an upper bound for λ max (J) for some K > 0. Hence it is enough to verify the lower bounds for the minimum eigenvalue of J. We further note that, in view of Remark 3.1, we (have to) assume throughout this proof that x ≤ α − 2 |γ| since there cannot be a lower bound greater than α − 2 |γ| that fits for all (sufficiently large) matrix sizes m. We begin by stating some elementary inequalities (without proof) that are useful for the subsequent considerations: (e) If |β| ∈ |γ|, √ 2|γ| and |δ| = √ 2|γ|, thenβ ≥ β 2 + δ 2 .
We now verify statements (a) and (b) simultaneously. In principle, we have to consider each of the possible 16 cases separately. However, it will be enough to consider only one of these cases (in fact, one of the more interesting ones), since the remaining cases can be treated in essentially the same way by referring to the corresponding cases from Lemmas 3.4 and 3.5 as well as to the corresponding entries of Table 1 .
The case that we consider in more detail is the one where |β| > √ 2|γ| and |δ| > √ 2|γ| holds. Then Lemma 3.4 shows that r 1 (x) < f 2 (x) holds for all x ≤ α − 2|γ|, whereas r 1 (x) > f 1 (x) is equivalent to x < α −β. Moreover, Lemma 3.5 shows that h(x) > f 1 (x) holds for all x ≤ α − 2|γ|, whereas we have h(x) < f 2 (x) if and only if x < α −δ. Table 1 therefore shows that, for all x < min{α −β, α −δ} and all x ≤ α − 2|γ|, this x provides a lower bound for λ min (J) provided that the dimension m is sufficiently large. By continuity, we therefore get the lower bound
for all m ∈ N sufficiently large. Using observations (a) and (b), this lower bound reduces to
This is precisely the lower bound given for the case considered here in statement (b). However, in this particular case, we can also apply Remark 3.3 and obtain a lower bound for λ min (J) for all dimensions m ∈ N if, in addition, x is chosen in such a way that r 1 (x) > h(x). Since this condition is equivalent to x < α − β 2 + δ 2 according to Remark 3.3, it follows, together with our previous considerations, that the lower bound
holds for all dimensions m ∈ N. In view of observation (c), this lower bound boils down to
and therefore justifies the corresponding bound given in statement (a).
We close this section with some remarks about the previous result.
Remark 3.7 (a) Except for the trivial case |β|, |δ| ≤ |γ|, our bounds on the extremal eigenvalues of the matrix J are better than those that come from Gershgorin's Theorem.
(b) The case |β| = |δ| = √ 2|γ| gives α − 2|γ| and α + 2|γ| as lower and upper bounds for λ min (J) and λ max (J), respectively. However, in this case these bounds are exact, i.e. λ min (J) = α−2|γ| and λ max (J) = α−2|γ|. This follows from the recursion (5) which, in this case, gives for p 0 (x) = 1, p 1 (x) = 2|γ|, p 2 (x) = 2|γ| 2 , p k (x) = 2|γ| k for all k = 3, . . . , m − 1 and p m (x) = 0 for x := α − 2|γ|.
(c) Consider a matrix of the form
Define β, γ ∈ R in such a way thatβ ×β = β 2 andδ ×δ = δ 2 . Suppose that there is an element γ ∈ R withγ i ×γ i = γ 2 for all i = 3, . . . , m − 1. Then the characteristic polynomials of all principal submatrices of A coincide with the polynomials p k (x) from (5). Consequently, all the previous considerations for the matrix J also hold for the nonsymmetric matrix A. In particular, the same bounds for the extremal eigenvalues are valid for A.
(d) Statement (b) of Theorem 3.6 holds only for all sufficiently large dimensions m, say, for all m ≥ m 0 . Here, the smallest dimension m 0 can be computed in the following way: We are in the situation where r 1 (x) > f 1 (x) and h(x) < f 2 (x) for x = α − K, K the bound given in the tables of Theorem 3.6. Then the sequence r 1 (x), r 2 (x), r 3 (x), . . . is monotonically increasing and converges to f 2 (x). So there exists a smallest integer s such that r s (x) > h(x). Then m 0 = s + 2 is the required dimension since r s (x) determines the behaviour of p s+2 (x). Hence we need to compute r 1 (x) and h(x) as well as (if still necessary) the other quotients r k (x) for k ≥ 2 via the corresponding recursion (9) until, for the first time, r s (x) is greater than h(x).
(e) Theorem 3.6 (b) shows that λ min (J) ≥ α − K holds for all dimensions m ≥ m 0 with the constant K given in the corresponding table and a sufficiently large dimension m 0 ∈ N that can be computed via the previous remark. However, in some cases it might be enough to satisfy a weaker bound of the form λ min (J) ≥ α −K for someK ≥ K. This bound is certainly satisfied for all dimensions m ≥ m 0 , but it might already be satisfied for smaller dimensions, say, for all m ≥m 0 with somem 0 ≤ m 0 . The practical computation ofm 0 can be done as in (d) with x = α − K replaced by x = α −K.
Application
In this section we want to discuss an example which demonstrates the usefulness of the previous results. To this end, let us consider the linear homogeneous partial differential In addition, we assume that we have boundary conditions described by a Dirichlet condition on the left border and by Neumann conditions on the other boundaries of the domain. This PDE describes, for example, the convection and diffusion of a chemical species in the ground water, where c is the concentration of this species. The scalar constants θ, q, β l , β t > 0 are used to specify some further properties of the given problem. For some background material regarding this particular application, we refer the interested reader to [9, 2] .
Since we have a rectangular domain, the simplest discretization is by finite differences. To this end, we denote by h the step size in the spatial directions x and y, and by τ the step size for the discretization in time. Then we have n = . With c i,j := c (t l , i · h, j · h) and c old i,j := c (t l−1 , i · h, j · h) we denote the concentrations of the species at the discretized point (ih, jh) in the current time step t l = l · τ and the previous time step, respectively.
To obtain a suitable finite difference approximation of the original PDE, we use forward differences for the first term we use the standard central difference approximation. We also apply a secondorder central difference approximation to the first-order derivative q ∂c(t,x,y) ∂x
. The resulting approximation in each grid row j = 0, . . . , m for the inner grid points i = 2, . . . , n − 1 is
while for i = 1 the value of c 0,j is known from the Dirichlet boundary condition, so we obtain the approximation 2β l q h 2 c 1,j + −
whereas for i = n we get, taking into account the Neumann boundary condition on the right side of the domain, the discretization
To write these expressions in matrix notation, we define the vectors 
Now the resulting equations for each grid row j = 0, . . . , m read
Similarly, applying the standard central difference approximation to the second-order derivative −β t q ∂ 2 c(t,x,y) ∂y 2
, we obtain in each grid column i = 1, . . . , n for the inner points j = 1, . . . , m − 1 (each boundary point in y direction has a Neumann condition) the discretized equation
whereas on the lower bound j = 0 and the upper bound j = m, we have
respectively. Like before we define for every grid column i = 1, . . . , n the vectors 
Using this notation, we can write these expressions in every grid column i = 1, . . . , n in matrix-vector form as L y · c i .
We now want to write all these n · (m + 1) equations in one linear system. To this end, we order our unknowns c i,j in time step l lexicographically into one big vector by stacking together the grid rows c j into We do the same for the previous time step and call the resulting vector c old h , whose entries are no longer unknowns in the current time step t l . We now formulate the matrix of the full linear system with the help of L x and L y . Writing l y i,j for the elements of L y and defining the n(m + 1) × n(m + 1) matrix
the resulting linear system in one time step becomes
In order to solve this sparse linear system efficiently by an iterative solver, we study the properties of the system matrix θI n(m+1) + τ L h . In particular, we are interested in the smallest singular value to know whether the matrix is nonsingular and to compute the condition number. Moreover, we would like to show that this matrix is positive definite (although nonsymmetric), because this guarantees that, e.g., the restarted GMRES solver used in our numerical test is known to converge in this case, cf. [11] . To this end we shortly review the notions of the Kronecker product and the Kronecker sum together with some basic properties. The following results can be found in [6, Section 4.2 and 4.4]. Let A = (a i,j ) be a real k × k matrix and let B = (b i,j ) be a real l × l matrix. Then the Kronecker product is defined as the kl × kl matrix
Given another l × l matrix C, it holds that
Similarly, we also have
for all matrices A, B, C of appropriate dimension. For any real scalar r, we obviously have
In addition, it is known that
holds for all suitable matrices A, B. Finally, the Kronecker sum of A ∈ R k×k and B ∈ R l×l is defined as the kl × kl matrix
The eigenvalues µ i,j of the Kronecker sum are given by λ i (A) + λ j (B) for all i = 1, . . . , k and all j = 1, . . . , l. Now let us go back to our example. Using the notion of the Kronecker sum, the matrix L h can be written as L h = I m+1 ⊗ L x + L y ⊗ I n , so that the matrix of the linear system (13) becomes
We want to compute a lower bound for the smallest singular value of this matrix. To this end, we first give a lower bound for the smallest eigenvalue of the corresponding symmetric part which is given by
The previous considerations show that the smallest eigenvalue of this symmetric part is given by
Hence we obtain a lower bound for the smallest eigenvalue λ 1 (L s (τ, h)) by calculating lower bounds for λ 1 (L (1), we can apply the theory from the previous section. Note, however, that these bounds depend on our step size h. We will show that, for suitable choices of these step sizes, the matrix L s (τ, h) has only positive eigenvalues. This implies that the (nonsymmetric) system matrix L(τ, h) itself is positive definite (recall that a nonsymmetric matrix A is positive definite if and only if its symmetric part A s is positive definite). Furthermore, Lemma 2.3 then also gives a lower bound for the smallest singular value of L(τ, h).
Before we proceed, we note that it would alternatively be possible to consider the nonsymmetric matrix L(τ, h) directly since Remark 3.7 (c) can be applied in our particular application. The subsequent analysis, however, deals with the symmetric part L s (τ, h) and calculates a lower bound for the smallest eigenvalue using the representation from (14).
Let us first consider the matrix
. We now give a lower bound for the smallest eigenvalue of the n × n matrix
We adapt the results from the previous section and get the following corollary.
holds for all n ≥ 4, where d = −1.5 + 0.5b is the perturbed entry of M s x .
Proof.
We first consider the case b ∈ 3 − 2 √ 2, 3 + 2 √ 2 which is equivalent with |−1.5 + 0.5b| ≤ √ 2. With Theorem 3.6 (a) applied in the case "|β| ≤ |γ| and |δ| ≤ √ 2|γ|", we get the first estimate. The case b < 3 − 2 √ 2 or b > 3 + 2 √ 2 is equivalent to |−1.5 + 0.5b| > √ 2. Using Theorem 3.6 (a) once again, but applied in the case "|β| ≤ |γ| and |δ| > √ 2|γ|", we obtain 2 −
as a lower bound. The restriction regarding the dimension is simply due to the fact that all considerations in the previous section implicitly assumed that the matrices are at least 4 × 4-dimensional.
Note that 2 − To achieve the most accurate bounds, we distinguish different matrix sizes. We further use the scalars τ = 0.1, β l = 0.3, β t = 0.03, q = 0.18 and θ = 0.3. Depending on the choice of h, we now get different matrix sizes and eigenvalues. In the following table we compare the lower bound of λ min (L s (τ, h)) according to our theory (column 'λ min lower bound') with the exact eigenvalue calculated from the corresponding system matrix with the MATLAB function eigs (column 'λ min exact'). 
