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Abstract
The three species asymmetric ABC model was initially defined on
a ring by Evans, Kafri, Koduvely, and Mukamel, and the weakly asym-
metric version was later studied by Clincy, Derrida, and Evans. Here
the latter model is studied on a one-dimensional lattice of N sites with
closed (zero flux) boundaries. In this geometry the local particle con-
serving dynamics satisfies detailed balance with respect to a canonical
Gibbs measure with long range asymmetric pair interactions. This
generalizes results for the ring case, where detailed balance holds, and
in fact the steady state measure is known only for the case of equal
densities of the different species: in the latter case the stationary states
of the system on a ring and on an interval are the same. We prove that
in the limit N →∞ the scaled density profiles are given by (pieces of)
the periodic trajectory of a particle moving in a quartic confining po-
tential. We further prove uniqueness of the profiles, i.e., the existence
of a single phase, in all regions of the parameter space (of average den-
sities and temperature) except at low temperature with all densities
equal; in this case a continuum of phases, differing by translation, co-
exist. The results for the equal density case apply also to the system
on the ring, and there extend results of Clincy et al.
1
21 Introduction
One dimensional systems play an important role in statistical mechanics. In
addition to their intrinsic interest as models of physical systems in confined
quasi-linear geometries, they are in many cases exactly solvable and in fact
are, with few exceptions, the only exactly solvable many body systems [1,
2, 3, 4]. These exact solutions provide insights into both equilibrium and
non-equilibrium collective behavior in higher dimensions.
An interesting connection between equilibrium and non-equilibrium
phase transitions in one dimension is provided by the ABC model intro-
duced by Evans et al. [5] (a model with similar behavior was discussed in
[6]): a one dimensional system consisting of three species of particles, labeled
A,B,C, on a ring containing N lattice sites (one may equivalently regard it
as a model with two species and empty sites, or as a “clock” model with three
states). We will here typically let α = A, B, or C denote a particle type, and
make the convention that α+ 1, α+ 2, . . . denote the particle types which
are successors to α in the cyclic order ABC. The system evolves by particle
conserving nearest neighbor exchanges with asymmetric rates: αγ → γα
(clockwise) with rate qα,γ , where qα,α+1 < qα+1,α; the total numbers Nα
of particles of each species are conserved and satisfy
∑
αNα = N . Evans
et al. argued that this system will, in the limit N → ∞ with Nα/N → rα
and with rα > 0 for all α, segregate into pure A, B, and C regions, with
rotationally invariant distribution of the phase boundaries. For the case
qAB = qBC = qCA = q < 1 and qBA = qCB = qAC = 1, the only case we
will consider here, they showed further that when NA = NB = NC = N/3
the dynamics satisfies detailed balance with respect to the Gibbs measure
of a certain Hamiltonian having a long range pair interaction, so that the
stationary state is an equilibrium state.
In a later development Clincy et al. [7] considered a weakly asymmet-
ric version of this model in which q = e−β/N ; the stationary state for the
equal density case Nα = N/3 then becomes a Gibbs measure of the form
exp{−βEˆN}, with energy EˆN equal, up to a constant, to the Hamiltonian of
[5] divided by N . The parameter β thus plays the role of an inverse temper-
ature: T = β−1. (The energy is written as EN in [7], but here we adopt the
convention that quantities with and without a circumflex refer respectively
to the ring geometry and to the interval geometry introduced below.) Clincy
et al. obtained the Euler-Lagrange equations for the minimizers of the free
energy functional, which here is equivalent to the large deviation functional
(LDF), of the rescaled particle densities ρα(x), in the limit N → ∞ with
Nα/N → 1/3 and i/N → x, and showed that the uniform density profiles
3ρα(x) = rα = 1/3 are always a solution of these equations, but that for
temperatures T below the critical temperature Tc = β
−1
c = (2π
√
3)−1 there
is also a nonuniform solution of the linearized equations which has a lower
free energy than the uniform state. They interpreted this as a second order
transition at Tc from the uniform to the nonuniform state, and confirmed
by numerical simulations that for T > Tc the system is in a single phase
with essentially no correlations (they are O(1/N)) between the locations of
particles of different species, while for T < Tc there is segregation of the
different species. They further argued that this transition will persist (pos-
sibly becoming first order) for unequal densities. In this case the stationary
state is no longer an equilibrium state and is in fact unknown; despite this,
they were able to obtain the LDF to order β2 for all densities (see also [8]).
In the present work we consider the weakly asymmetric ABC system
on a one-dimensional lattice of sites i = 1, ..., N with zero flux boundary
conditions: the dynamics are the same as above, except that a particle at
site i = 1 (respectively i = N) can only jump to the right (respectively
left). We shall refer to this geometry as an interval. In contrast to the
situation on the ring, there is for this system always, whatever the values
of NA, NB, and NC , an energy function EN (see (2.1) below) such that the
dynamics satisfies detailed balance with respect to an equilibrium measure
νβ = Z
−1 exp{−βEN}.
When NA = NB = NC = N/3 the energy EN for the system on the
interval agrees with the energy EˆN on the ring [7], in the sense that if
we (mentally) connect site N to site 1 clockwise, and thus identify each
configuration ζ in the interval with a corresponding configuration ζˆ on the
ring, then EN (ζ) and EˆN (ζˆ) agree up to a constant which depends only on
the Nα. Thus the probabilities of the configurations ζ and ζˆ (at the same
β) are the same, and the invariance under rotations of EˆN implies a rather
surprising “rotation” invariance of EN and of the Gibbs measure on the
interval. It follows also that all the results obtained in the present paper for
the interval model in the case of equal densities give corresponding results
on the ring. When the Nα are not all equal one might of course use EN
similarly to define an energy of a ring configuration, but this energy would
then depend on which site is chosen for the origin. The resulting Gibbs
measure on the ring would be neither rotationally invariant nor invariant
under the time evolution of the ABC dynamics.
Using the Gibbsian nature of the invariant measure and following [7] we
can obtain the free energy functional F(ρA, ρB , ρC) of the density profiles
ρα(x) in the scaling limit N →∞, i/N → x. The parameters of the model
4in this limit are the inverse temperature β and the mean densities rα =∫ 1
0 ρα dx. Our main goal is to determine, for given values of these parameters,
whether F has a unique minimizing profile or whether, conversely, there is
more than one minimizer and thus coexistence of phases, and in either case
the form of the minimizing profile(s). We are able to establish uniqueness at
high temperatures by a direct study of the functional F . We further show
that minimizers must satisfy the Euler-Lagrange equations for F , and by
a study of the solutions of these equations we establish the nonuniqueness
of minimizers when rA = rB = rC = 1/3 and T < Tc; the nonuniqueness
corresponds to the lack of rotational invariance for the minimizers on the
ring. Conversely, we establish uniqueness of the minimizers (on the interval)
whenever the densities are not all equal. In the process we also obtain the
form of the minimizing density profiles as elliptic functions corresponding to
pieces of the periodic trajectory of a particle moving in a quartic confining
potential.
We remark that work on the ABC model on the ring has been carried
out recently by Bodineau et al. [8]. They investigated analytically the pair
correlations, and thus also the local density fluctuations, in the uniform
state, and showed that the latter diverge as T ց Tc. They also suggested
a possible formula for the large deviation and discussed the possibility of
deriving this from the macroscopic fluctuation theory [9]. The model on
the ring was also studied, in a different context, by Fayolle and Furtlehner
[10], who obtained results which agree, for the case in which the system on
the ring has the same stationary Gibbs measure as does the system on the
interval, with those obtained here. Results concerning the relation between
the hydrodynamic equations for the ABC model and the LDF were obtained
by Bertini et al. [9].
The outline of the rest of the paper is as follows. In Section 2 we de-
fine the Gibbs measure with respect to which the dynamics satisfy detailed
balance. We then study some properties of this measure; in particular,
we describe its ground states, which are nonunique whenever two species
have equal mean densities which are greater than or equal to 1/3. We in-
vestigate also some properties of the microscopic correlation functions at
finite-temperature: the mean field nature of the interactions in this system
leads in the N →∞ limit to local measures which are exchangeable.
In Section 3 we consider the scaling limit of the model and briefly dis-
cuss the nature of possible limiting density profiles. In Section 4 we ob-
tain the Helmholtz free energy F as a functional of the scaled densities
ρα(x), x ∈ [0, 1] (this is equivalent to obtaining the LDF) as well as the
Euler-Lagrange equations satisfied by minimizers of F ; the proof that mini-
5mizers exist and must satisfy these equations is postponed until Section 10.
In Section 5 we investigate the minimizers of F by studying in detail the
solutions of the Euler-Lagrange equations. These solutions, which describe
all stationary points of F , are given by periodic (elliptic) functions describ-
ing the motion of a particle in a one dimensional quartic potential. There
are many such solutions for large β; despite this, we prove uniqueness of the
globally minimizing density profiles for all β so long as the mean densities
are not all equal. Details of the uniqueness proof are given in Sections 6 and
7. In Section 8 we discuss the phase diagram of the model and describe a
perturbation expansion around the uniform state. In Section 9 we show that
F is a convex functional of the ρα(x)’s (with fixed rα’s) at high temperature,
which gives an alternate proof of the uniqueness of minimizers of F in this
regime. A concluding discussion is given in Section 11.
2 The steady state of the model
A configuration ζ of the ABC model on the interval is an N -tuple
(ζ1, . . . , ζN ), with ζi = A, B, or C. We will let ηα(i) be a random variable
which specifies whether a particle of species α is present at site i: ηα(i) = 1
if ζi = α and ηα(i) = 0 otherwise, so that ηA(i) + ηB(i) + ηC(i) = 1 and
Nα =
∑N
i=1 ηα(i). The time invariant measure for the weakly asymmetric
dynamics described in Section 1 is a canonical Gibbs measure,
νβ(ζ) = Z
−1 exp[−βEN (ζ)], (2.1)
where
EN (ζ) =
1
N
N−1∑
i=1
N∑
j=i+1
[ηC(i)ηB(j) + ηA(i)ηC(j) + ηB(i)ηA(j)] (2.2)
and Z is the usual equilibrium normalization factor, that is, the (canonical)
partition function with fixed particle numbers Nα. To verify this invariance
one checks detailed balance for the dynamics: if ζ is a configuration with
particles of types α and α + 1 on sites i and i + 1, respectively (recall the
convention that α, α+1, . . . run cyclically through A, B, and C), and ζi,i+1
is the configuration with these particles interchanged, then the transition
rates are that ζ → ζ i,i+1 at rate e−β/N and ζi,i+1 → ζ at rate 1, and the
detailed balance condition e−β/N ·νβ(ζ) = 1·νβ(ζ i,i+1) follows from (2.1) and
(2.2). For β <∞, νβ is the unique stationary measure; this follows from the
transitivity of the dynamics on the set of all N !/(NA!NB !NC !) configurations
6consistent with
∑
i ηα(i) = Nα. When β = 0 all these configurations are
equally likely.
One can rewrite (2.2) in various forms which differ from each other only
by functions of NA, NB , and NC , and this does not affect νβ when the Nα
are fixed. As an example, an equivalent energy is
E∗N =
1
N
{ N∑
j=1
j[ηB(j)− ηA(j)] + 3
N−1∑
i=1
N∑
j=i+1
ηB(i)ηA(j)
}
. (2.3)
We shall generally use the form EN (ζ) given in (2.2), as it clearly exhibits
the cyclic symmetry between the different species.
Remark 2.1. (a) The energy E∗N of (2.3) is of particular interest when
the B species is not present, i.e., when NB = 0. In this case we may
call the A particles just particles and the C particles holes, and the model
reduces to the weakly asymmetric simple exclusion process (WASEP). Then
E∗N = −N−1
∑
j jηA(j), which is the energy arising from an external field of
magnitude N−1 pushing the particles to the right. See [11] and Section 7.2.2
of the review [12] for discussions of the partially asymmetric simple exclusion
process on an interval.
(b) On the ring, the stationary measure for the WASEP gives equal weight to
all
( N
NA
)
configurations. In contrast to the situation on the interval, however,
the dynamics is not reversible, i.e., does not satisfy detailed balance, with
respect to this stationary measure. We thus have a true nonequilibrium
stationary state (NESS).
2.1 Ground states
For β = ∞ there are many configurations stationary for the dynamics:
all those of the form · · ·ABCAB · · · , where a boldface letter denotes a
block of particles of the corresponding species. These configurations are
local minimizers of the energy EN (ζ), in the sense that any interchange of
adjacent particles of different species will raise the energy, but not all of them
are obtained as limits of νβ when β →∞. In this limit the measure will be
concentrated on the ground states of EN , that is, on the global minimizers
of EN (ζ) [13]. As we will see, the energy per particle in the ground state ζ
is e0 = N
−1EN (ζ) = min{rArB, rArC , rBrC}, where rα ≡ Nα/N .
We describe the ground states by considering several cases. It is helpful
to note that (2.2) may be summarized as saying that there is a contribution
of 1/N to the energy each time a B particle lies to the left of an A particle,
7a C to the left of a B, or an A to the left of a C. We also remark that if
a local minimizer contains a sequence BCAB of four blocks with a total of
kα particles of type α, then one may lower the energy by regrouping these
particles into three blocks, BCA, ABC, or CAB, unless kA = kC ≥ kB
(and similarly for ABCA and CABC).
(i) If one species is not present, say Nα = 0, then the ground state energy
is zero and there is a unique ground state configuration with all particles
of type α + 1 to the left of all particles of type α + 2. This is the WASEP
discussed in Remark 2.1. In this case there are no local minimizers other
than the global minimizer.
From now on we suppose that none of the Nα vanish.
(ii) If one of the Nα is greater than the other two, say NB > max{NA, NC}
(other cases can then be found by cyclic permutation), then it is easy to see
that there is a unique ground state ζ consisting of three blocks ordered as
ABC, with e0 = rArC .
(iii) If two of the Nα are equal and the third is smaller, say NA = NC > NB ,
the ground state will be NB + 1 fold degenerate, consisting of three or four
blocks ordered as BCA, CAB, or BCAB, that is, some of B’s will be at
the left side of the interval, followed by all the C’s, then all the A’s, and
finally the remaining B’s. Here e0 = rArB = rBrC .
(iv) If all of the Nα are equal, NA = NB = NC , then the ground states are
the shifts, by an arbitrary number of sites, of the configuration with three
blocks ordered asABC; see the discussion in Section 1 of the correspondence
in this case with the model on the ring. The ground state is thus N -fold
degenerate, and e0 = 1/9.
The ground state phase diagram of the system in the right triangle where
rA, rB ≥ 0 and rA + rB ≤ 1 is given in Figure 1 (remember that rC =
1−rA−rB). The ground state is unique everywhere except on the three line
segments originating from rA = rB = 1/3 and terminating at the midpoints
of the sides of the triangle, corresponding to cases (iii) and (iv) above. On
the edges of the triangle the system reduces to the WASEP.
2.2 Finite temperature correlations and local states
The correlation functions at finite β are
〈ηα1(i1)ηα2(i2) · · · ηαn(in)〉, (2.4)
where 〈·〉 denotes the expectation with respect to the Gibbs measure νβ. We
point out here some simple relations that these satisfy, both in finite volume
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Figure 1: The (rA, rB) ground state phase diagram. It exhibits three phases
separated by three first order lines. In region (a), the A density is larger
than that of the B’s and C’s and hence the order is such that the A-block is
in the middle. Similarly (b) and (c) correspond to regions where B and C
densities are largest.
and in the limit N →∞, Nα/N → rα. (With some abuse of notation we will
use rα to denote both the density Nα/N in a finite system and the limiting
value of the density in the N →∞ limit.)
First, it is easy to check from (2.1) and (2.2) that, whenever all the Nα
are positive,
〈ηα(N)〉
〈ηα(1)〉 = e
β[rα+2−rα+1], (2.5)
and this implies that for all N ,
3∏
α=1
〈ηα(N)〉 =
3∏
α=1
〈ηα(1)〉. (2.6)
Note that when r = (1/3, 1/3, 1/3) and the system on the interval coincides
with that on the ring, (2.6) is a consequence of the translation invariance of
the latter.
Next we note that there is a constant K, which depends only on β and
the rα, such that for fixed x ∈ (0, 1), j1 and j2 integers with 0 < j1 < j2,
and α0, α1, and α2 distinct particle species,
lim
N→∞
〈ηα0(⌊xN⌋)ηα1(⌊xN⌋ + j1)ηα2(⌊xN⌋+ j2)〉 = K, (2.7)
9where ⌊xN⌋ denotes the largest integer less or equal to xN . To see that
the limit in (2.7) is independent of x, j1, j2, α0, α1, and α2 we first write
i0 = ⌊xN⌋, i1 = ⌊xN⌋ + j1, and i2 = ⌊xN⌋ + j2, and observe that if ζ
is a configuration with ζi0 = α0, ζi1 = α1, and ζi2 = α2, and ξ is the
configuration on N − 3 sites which is obtained from ζ by omitting the sites
i1, i2, and i3 and renumbering, then EN (ζ) = EN−3(ξ) + 1 + ∆; here the
terms 1+∆ arise from those terms in the energy (2.2) involving the particles
on sites i1, i2, and i3, and ∆, which depends on ξ, the ik, and the αk, satisfies
|∆| ≤ j2/N . Thus from (2.1) and (2.2),
Z−1〈ηα0(i0)ηα1(i1)ηα2(i2)〉 =
∑
ξ
e−βEN−3(ξ)+1+∆. (2.8)
The corresponding expression for a different choice of the ik and αk will
differ from (2.8) only in the replacement of ∆ by some ∆′, from which the
result follows.
The results (2.6) and (2.7) are closely related: each shows that a product
of three occupation numbers, or their expectations, is site independent. We
will see another such relation in Section 5: for all scaled density profiles ρα(x)
which are stationary points of the free energy functional (see Section 4) the
product ρA(x)ρB(x)ρC(x) is in fact independent of x.
Similar identities can help us understand the nature of local states [14]
in this model. By the local state µ(x) at position x ∈ (0, 1) we mean the
infinite volume state, if it exists, whose correlation functions for particles of
type α1, . . . , αh at sites ⌊xN⌋+ j1, . . . , ⌊xN⌋ + jh are given by
lim
N→∞
〈 h∏
i=1
ηαi(⌊xN⌋ + ji)
〉
. (2.9)
(If such a local state does not exist then one may identify subsequences
Nk along which all the limits (2.9) do exist, and thus obtain a family of
local states.) An argument similar to that establishing (2.7) shows that for
x ∈ (0, 1), j1, . . . , jh fixed, and P any permutation of {1, . . . , h},
lim
N→∞
〈∏h
i=1 ηαi(⌊xN⌋+ ji)
〉
〈∏h
i=1 ηαP (i)(⌊xN⌋+ ji)
〉 = 1. (2.10)
This implies [15] that µ(x) is a product measure or a superposition of product
measures, which of course reflects the mean field nature of the interaction.
Dynamically this corresponds to the fact that when N →∞, the exchanges
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become symmetric and the invariant measures are just superpositions of
extremal product measures [14]. (In fact this last argument applies also on
the ring with unequal densities rα.)
3 The scaling limit
We now turn to the properties of the model in the macroscopic scaling limit
N →∞, Nα/N → rα, i/N → x. (3.1)
We say that there is a unique (macroscopic) density profile in this limit when
there exists a function ρ(x) = (ρA(x), ρB(x), ρC(x)) such that [16]
lim
N→∞
Prob
{∣∣∣∣∣ 1N
N∑
i=1
ηα(i)ϕα
(
i
N
)
−
∫ 1
0
ρα(x)ϕα(x) dx
∣∣∣∣∣ > δ
}
= 0, (3.2)
for all α, all δ > 0, and all piecewise smooth functions ϕα(x) on the interval
[0,1]. Such ρα(x) must, of course, satisfy the conditions
0 ≤ ρα(x) ≤ 1 and
∫ 1
0
ρα(x)dx = rα for α = A,B,C,∑
α
ρα(x) = 1.
(3.3)
Equation (3.2) expresses the convergence, in a certain sense, of the ran-
dom profile N−1
∑
i ηα(i)δi/N to the non-random profile ρα(x): specifically,
for each ϕα the random variableN
−1
∑
i ηα(i)ϕα(i/N) converges in the sense
of (3.2) to the non-random quantity
∫
ρα(x)ϕα(x) dx. It may happen, on
the other hand, that the limiting profile is itself random, in the sense that
there is some family of limiting profiles ρ(ω) = {ρα(ω;x)}, indexed by the
variable ω lying in some sample space Ω and each satisfying (3.3), and a
measure κ on Ω, such that for each test function ϕα(x),
lim
N→∞
1
N
∑
i=1
ηα(i)ϕα
(
i
N
)
=
∫ 1
0
ρα(·;x)ϕα(x) dx (3.4)
in the sense of convergence in distribution. (In fact, (3.2) is also convergence
in distribution, to a non-random limit.) We would then say that the limiting
profile is not unique and that the system can exist in more than one phase,
i.e., is in a phase transition region. This is exactly what happens to the
ferromagnetic Ising model in two or more dimensions in a periodic box at
11
temperatures below the critical temperatures and fixed magnetization m ∈
(−m∗,m∗), where m∗ is the spontaneous magnetization [17]. In our system
this happens, as we shall see, if and only if rA = rB = rC and T < (2π
√
3)−1.
More generally, it may be that the limit in (3.4) will not exist; in that
case, one would expect to obtain a limit in the given form by passing to a
subsequence.
4 The free energy
The question of whether or not there exists a limiting profile(s) as given
by (3.2) or (3.4), and of which of these alternatives applies, is related to
the question of the existence and uniqueness of minimizers of the LDF for
this system [18]. If n(x) = (nα(x))α=A,B,C denotes a general continuum
density profile satisfying (3.3) (written in terms of n rather than ρ) then the
logarithm of the probability of finding the profile n(x) in the scaling limit
is asymptotically −NFLD({n(x)}, where FLD is the LDF. Possible limiting
density profiles are thus those which minimize FLD.
To obtain from the microscopic measure the probability of finding the
profile n(x) it is necessary (roughly speaking) to sum νβ(ζ), as given in (2.1),
over all (microscopic) configurations ζ consistent with n(x); this summation
will yield a restricted partition function divided by the full partition function
Z. Taking the logarithm of this ratio, dividing by N , and taking the scaling
limit of the result will then yield
FLD({n(x)}) = F({n(x)}) − inf
n(x)
F({n(x)}), (4.1)
where β−1F({n(x)}) is the Helmholtz free energy of the system restricted
to having a density profile n(x):
F({n(x)}) = βE({n(x)}) − S({n(x)}). (4.2)
Here the macroscopic energy E({n(x)}) and entropy S({n(x)}) are the limits
of the microscopic energy and entropy per site; as indicated, these limits
depend only on the profile n(x). For the energy, this is due to the mean
field nature of the microscopic energy EN of (2.2). For the entropy, which
is the logarithm of the number of microscopic configurations consistent with
n(x), this is due to the Bernoulli nature of each component of the local
measure, which implies that all microscopic configurations consistent with
n(x) have the same energy and hence the same weight. Thus
F ({n}) = β
∫ 1
0
dx
∫ 1
x
dz [nA(x)nC(z) + nB(x)nA(z) + nC(x)nB(z)]
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+
∫ 1
0
dx [nA(x) lnnA(x) + nB(x) ln nB(x) + nC(x) ln nC(x)]
=
∑
α
∫ 1
0
[
β
∫ 1
0
Θ(z − x)nα(x)nα+2(z) dz + nα(x) lnnα(x)
]
dx.(4.3)
The profiles n(x) minimizing (4.3)—that is, the candidates for limiting den-
sity profiles—will represent a compromise between the entropy, which wants
to keep all the densities uniform, and the energy, which wants to keep the
different particle types segregated.
The next theorem establishes the existence and properties of these min-
imizers.
Theorem 4.1. Suppose that 0 < β < ∞. Then given positive numbers rA,
rB, and rC with rA + rB + rC = 1, let F (rA, rB , rC) denote the infimum the
values of F({n}) over (measurable) profiles n(x) satisfying the constraints
(3.3). Then there exist infinitely differentiable functions ρA(x), ρB(x) and
ρC(x), possibly non-unique, that satisfy these constraints and achieve the
minimum:
F({ρ}) = F (rA, rB , rC) . (4.4)
Moreover, there is a δ > 0 so that each ρα satisfies δ < ρα(x) < 1− δ for all
x; thus the minimizer is an interior point with respect to the constraint of
taking values in [0, 1] and so satisfies the Euler-Lagrange equations (ELE)
obtained from F .
The proof of this theorem is given in Section 10. We note here, how-
ever, that the minimizers lie in the interior of the constraint region essen-
tially because the entropy term has infinite normal derivative at the bound-
ary. For β = ∞, when only the energy counts, the densities minimizing
limβ→∞ β
−1F = E will be the continuum limit of the ground state configu-
rations described in section 2.1 and need not satisfy the ELE.
To obtain the Euler-Lagrange equations satisfied by the minimizing pro-
files we must take the variational derivatives of F ({n}) with respect to two
of the density profiles while maintaining
∑
α nα = 1 and
∫ 1
0 nα(x) dx = rα;
here we will treat nA(x) and nB(x) as independent, with nC(x) = 1−na(x)−
nB(x). Defining Fα(x) = δF/δnα(x) to be the variational derivative taken
as if the profiles nA(x), nB(x), and nC(x) were independent, we will then
have
δF
δnA
∣∣∣∣
nC=1−nA−nB
= FA −FC , δF
δnB
∣∣∣∣
nC=1−nA−nB
= FB −FC . (4.5)
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Imposing the constraints
∫ 1
0 nα(x) dx = rα leads to the ELE
FA −FC = constant, FB −FC = constant, (4.6)
where
Fα(x) = log nα(x) + β
∫ x
0
[nα+1(z)− nα+2(z)] dz + 1 + βrα+2. (4.7)
Simple manipulations then show that under the constraint
∑
α nα(x) = 1
the derivatives Fα satisfy ∑
α=A,B,C
nα
∂
∂x
Fα = 0, (4.8)
which implies, rather surprisingly, that solutions of (4.6) will satisfy Fα(x) =
constant for all α, i.e., that the functional derivatives of F can be taken as
if the nα were independent. From (4.7), then, the minimizing profile ρ(x)
must satisfy the ELE
ρα(x) = ρα(0)e
β
R x
0 [ρα+2(y)−ρα+1(y)]dy , (4.9)
for all x ∈ [0, 1]. It follows that
ρα(1) = ρα(0)e
β(rα+2−rα+1), (4.10)
which is consistent with (2.5). The ELE may also be written in differential
form:
dρA
dx
= βρA (ρC − ρB) , (4.11a)
dρB
dx
= βρB (ρA − ρC) , (4.11b)
dρC
dx
= βρC (ρB − ρA) . (4.11c)
These equations were derived in [7] for the case r = (1/3, 1/3, 1/3). One
obtains minimizing profiles by solving these equations with the constraints∫ 1
0
ρα(x) dx = rα. (4.12)
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Remark 4.2. As indicated above, one may consider F as a function of
nA and nB alone, with nC(x) = 1 − nA(x) − nB(x). The corresponding
variational derivatives λA(x) and λB(x) are the local chemical potentials for
the density profiles,
λA = FA −FC , λB = FB −FC . (4.13)
which are constant at a stationary point of F (see (4.6)). These are given
by
δF
δnA(x)
= λA({nA}, {nB})
= log
[
nA(x)
nC(x)
]
− β
∫ x
0
(1− 3nB(z))dz + β(rC − rB), (4.14)
δF
δnB(x)
= λB({nA}, {nB})
= log
[
nB(x)
nC(x)
]
− β
∫ x
0
(1− 3nA(z))dz + β(rA − rC), (4.15)
with the replacements nC(x) = 1− nA(x)− nB(x) and rC = 1− rA − rB .
5 Solutions of the ELE equations
We now turn to a detailed study of the solutions of the Euler-Lagrange equa-
tions (4.11) with the constraints (4.12). As already noted in Theorem 4.1,
for any given β and rA, rB , rC there must exist at least one solution of these,
corresponding to a minimizer of F . There may, however, be many solutions;
these will all correspond to stationary points of F , and more than one of
these stationary points may be a minimizer. In this section we determine
all the minimizers.
5.1 The WASEP
We first consider briefly the case in which one of the densities is zero, say
rB = 0, when the system reduces to the WASEP (see Remark 2.1). This
system, which can be solved explicitly on the interval, has in the scaling limit
a unique limiting density profile—i.e., minimizer of the free energy—given
by the solution of (4.11) with ρB(x) = 0:
ρA(x) =
Deβx
1 +Deβx
= 1− ρC(x), x ∈ [0, 1]. (5.1)
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The constant D is determined by the constraint
∫ 1
0 ρA(x)dx = rA = 1− rC .
When β → ∞, (5.1) reduces to the ground state configuration in which all
the A particles are pushed to the right:
ρA(x)
∣∣
β=∞
=
{
0, if 0 ≤ x ≤ 1− rA,
1, if 1− rA ≤ x ≤ 1.
(5.2)
The local measure µ(x) in this model is, as expected, the Bernoulli measure
with density ρA(x). (On the ring the stationary state of the WASEP is a
nonequilibrium one in which all configurations have equal weight and the
limiting scaled density profile is constant.)
5.2 Properties of solutions.
Through the remainder of this section we suppose that all the rα are strictly
positive. Let us begin by discussing the properties of some given solution
ρ(x) = (ρA(x), ρB(x), ρC(x)) of the ELE equations (4.11) with the con-
straints (4.12). By differentiating log(ρA(x) ρB(x) ρC(x)) with respect to x
we see that the ELE imply that there is a constant K such that
ρA(x) ρB(x) ρC(x) = K, 0 ≤ x ≤ 1, (5.3)
and that the condition
ρA(x) + ρB(x) + ρC(x) = 1, 0 ≤ x ≤ 1, (5.4)
is preserved by the equations. Equation (5.3) is the scaling limit version of
(2.7).
Since ρA(x) and ρC(x) have sum 1 − ρB(x) and product K/ρB(x) they
must be the two roots of the equation r2 + (1 − ρB(x))r + K/ρB(x) = 0,
from which
ρA(x)− ρC(x) = ±
√
ρB(x)(1− ρB(x))2 − 4K
ρB(x)
. (5.5)
Then squaring (4.11b) and using (5.5) we find that ρB(x) is a solution of
ρ′(x)
2
+ 8β2UK(ρ(x)) = 0, (5.6)
where
UK(ρ) ≡ 1
2
Kρ− 1
8
ρ2(1− ρ)2. (5.7)
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Of course, the same argument shows that ρA(x) and ρC(x) must also be
solutions of (5.6).
To study (5.6) we write t = 2βx and let y(t) = ρ(t/2β); then y satisfies
1
2
y′(t)
2
+ UK(y(t)) = 0. (5.8)
This is the equation of the zero energy solution of a mass 1 particle moving
in a potential UK . Because UK is quartic in y the solutions are elliptic
functions; see Appendix A. For K > 1/27, UK(y) is strictly positive for
0 < y < 1 and so no solutions with y in this range exist. For K = 1/27,
UK(y) has a local minimum with value 0 at y = 1/3, and (5.8) has constant
solution y(t) = 1/3. For 0 < K < 1/27, UK has four zeros, 0, a(K), b(K),
and c(K), where 0 < a < b < 1 < c and UK(y) < 0 for a < y < b.
See Figure 2. Since we are interested in solutions of (4.11) which satisfy
0 < ρα(x) < 1 we consider only the solutions of (5.8) which oscillate between
a and b. Let yK denote the solution of (5.8) which satisfies yK(0) = a; yK(t)
then has period
τK = 2
∫ b
a
dy√
−2UK(y)
. (5.9)
For 0 ≤ t ≤ τK/2, yK(t) is determined by inverting the relation
t = t(y) =
∫ y
a
dw√−2UK(w) ; (5.10)
yK(t) is then obtained for all t by extending to an even function of period
τK .
Remark 5.1. We note some properties of this solution; those listed in (a)
are elementary, and we relegate the proofs of (b) and (c) to Appendix B.
(a) yK(t) is even, is periodic with minimal period τK , has local minima at
integer multiples of τK and local maxima at half integer multiples of τK , and
is monotonic between these points. Moreover, yK(t) = yK(s) if and only if
either s+ t or s− t is an integer multiple of τK .
(b) limKր1/27 τK = 4π
√
3 = 2βc and limKց0(τK/ ln(1/K)) = 6. Moreover,
for any ǫ > 0,
lim
K→0
1
ln(1/K)
∫ ǫ
a
dy√
−2UK(y)
= 2, (5.11)
and
lim
K→0
1
ln(1/K)
∫ b
b−ǫ
dy√−2UK(y) = 1. (5.12)
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Figure 2: Plots of UK(y) for K = 1/20, 1/27, 1/50, 1/100, and 1/1000.
This means that in the limit K → ∞ the trajectory yK(t) will spend two-
thirds of its time near the origin and one-third near y = 1; see for example
the third trajectory shown in Figure 4.
(c) τK is a strictly monotonic decreasing function of K for 0 < K ≤ 1/27.
Now for α = A,B,C there must be a phase shift tα such that
ρα(x) = yK(2β(x − 1/2) + tα), 0 ≤ x ≤ 1, (5.13)
that is, each ρα(x) is obtained by looking at the solution yK(t) within a
window of length 2β centered at some value tα, and rescaling from t to x.
The phase shifts are not independent; in fact,
tA = tB + τK/3 and tC = tB − τK/3 (5.14)
(see (27) of [7]). In verifying (5.14) the requirement (4.12) of certain average
densities is not relevant. What matters is that we consider three solutions of
the ELE (4.11) or equivalently (with the rescaling t = 2βx) three solutions
yK,α(t) of (5.8) satisfying
y′K,A = yK,A(yK,C − yK,B)/2,
y′K,B = yK,B(yK,A − yK,C)/2,
y′K,C = yK,C(yK,B − yK,A)/2,
(5.15)
with yK,α(t) = yK(t+tα). We may assume that these are defined for all t and
without loss of generality that tB = 0. It is helpful to view the trajectories
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in the y-y′ phase plane; see Figure 3. At time t = 0 the B trajectory lies at
the point on the y axis marked B1. Since the velocity on the B trajectory
is zero at this point, it follows from (5.15) that yK,A(0) = yK,C(0), that
is, the A and C trajectories lie at points such as those marked A1 and C1,
respectively; again from (5.15) we know that A1 must be in the upper half
of the phase plane, since y′K,A(0) > 0. Now follow the motion for a time
period ∆t until yK,A reaches the y axis at point A2; since now y
′
K,A(∆t) = 0
it follows that the B and C trajectories are at points B2 and C2 with equal
y coordinates, and it follows immediately (using the symmetry around the y
axis) that the travel time along each of the six orbital segments in the figure
is ∆t. Thus ∆t = τK/6, tA = tB + 2∆t = tB + τK/3, and tC = tB − τK/3.
Figure 3: Phase plane orbit of yK(t) for K = 1/100. The time intervals
between the six marked points are all equal.
Let us introduce the notation
〈z〉I = 1|I|
∫
I
z(t) dt, (5.16)
where |I| = ∫I dt, for the average of the function z over the set I (which
will always be a union of intervals), and define YK(t) = 〈yK〉[t−β,t+β]. Then
with (5.13) and (5.14), (4.12) becomes
YK(tB) = rB , YK(tB + τK/3) = rA, YK(tB − τK/3) = rC . (5.17)
The problem of solving (4.11) and (4.12) is now the problem of finding K
and tB satisfying (5.17). If either K = 1/27 so that yK(t) = 1/3 is constant,
or 2β is an integer multiple of τK , then YK(t) = 1/3 is constant and (5.17)
has a solution (with arbitrary tB) if and only if rA = rB = rC = 1/3.
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Figure 4 shows the curves yK(t) and yK(t ± τK/3) for several values of
K. To obtain a solution of (5.17) for some K one views the corresponding
three curves in a window of length 2β (corresponding to the full lattice, i.e.,
to the original unit interval after the variable change in (5.13)) centered at
tB . In this context we label a solution by an integer which is one more than
the number of full periods (plus, perhaps, a fraction of a period) fit into the
window: we say that a solution ρ(x) of (5.17) with K < 1/27 is of type n,
for n = 1, 2, . . ., if
(n− 1)τK < 2β ≤ nτK. (5.18)
We do not assign a type to the constant solution yK = 1/3, which exists for
K = 1/27, rA = rB = rC = 1/3, and every value of β, as discussed above.
5.3 Uniqueness of solutions
The next theorem summarizes our results about solutions of the ELE and
answers the questions posed in the first paragraph of this section. We con-
sider the problem of finding yK and tB satisfying (5.17).
Theorem 5.2. (a) If rA = rB = rC = 1/3 then there exist (i) the constant
solution, (ii) for β > nβc = 2πn
√
3, n = 1, 2, . . ., a solution of type n unique
up to translation, and (iii) no other solutions. The minimizer of the free
energy is, for β ≤ βc, the (unique) constant solution and, for β > βc, the
type 1 solution.
(b) For values of r other than (1/3, 1/3, 1/3) there exists for all β a unique
type 1 solution which is a minimizer of the free energy.
In the remainder of this section we prove part (a) of this theorem and
give an overview of some parts of the proof of part (b). More technical
parts of the proof of (b) are given in Sections 6 and 7. Before beginning, we
summarize some simple properties of the function YK of (5.17).
Remark 5.3. (a) As remarked above, if either K = 1/27 or 2β is a multiple
of τK then YK(t) = 1/3 for all t.
(b) For all K,β other than those of (a) a plot YK(t) and YK(t± τK/3) will
look much like one of the sets of curves in Figure 4. In particular, since yK
is even and τK-periodic, so is YK , and from Y
′
K(t) = (2β)
−1[yK(t + β) −
yK(t−β)] it follows that YK is strictly monotonic between integer multiples
of τK/2. From this we see that if YK(t) = YK(s) then either s + t or s − t
must be an integer multiple of τK .
(c) To find all triples (rA, rB , rC) for which (5.17) has a solution for a given
K it suffices to consider values of tB satisfying 0 ≤ tB ≤ τK/6. For such tB
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Figure 4: Plots of yK(t) (solid), yK(t + τK/3) (dotted), and yK(t − τK/3)
(dashed) for K = 1/50 (top), K = 1/6400 (middle), and K = 5−22−40 =
1/27487790694400 (bottom).
the possible triples satisfy rB ≤ rC ≤ rA; other orderings of the same sets
of values are found for other ranges of tB .
Proof of Theorem 5.2(a): When r = (1/3, 1/3, 1/3), (5.17) becomes
YK(tB) = YK(tB + τK/3) = YK(tB − τK/3) = 1/3. (5.19)
For every β, one solution of (5.19) is the constant yK(t)(= ρα(x)) = 1/3
corresponding to K = 1/27. Moreover, if 2πn
√
3 < β ≤ 2π(n + 1)√3 then
by Remark 5.1 there exist n one-parameter families of nonconstant solutions
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(indexed by tB) obtained by solving
2β = jτKj , j = 1 . . . , n, (5.20)
for Kj . Note that the solution (5.20) is of type j. No other solutions are
possible, because (5.19) is inconsistent with the final observation in Re-
mark 5.3(b).
To complete the proof we note that, as is easily seen, perturbing the
uniform solution via ρα(x)→ 1/3+ ǫ cos(2π(x+xα)), where xA = xB +1/3
and xC = xB − 1/3, decreases the free energy when β > βc, so that this
solution cannot be a minimizer, and that we will prove in Section 7 (see
Theorem 7.1) that no solution of type n with n ≥ 2 can minimize the free
energy.
Proof of Theorem 5.2(b): It was shown in Theorem 4.1 that for any positive
rA, rB , and rC which satisfy
∑
α rα = 1 there exists at least one minimizer of
the free energy F , and that this minimizer satisfies the ELE. By Theorem 7.1
no solution of type n with n ≥ 2 can minimize the free energy, so this
minimizer must be of type 1. It remains to prove uniqueness of this solution;
we will give the full proof in Section 6 (see Theorem 6.1), but here we
illustrate the idea of the proof by sketching the argument for the special case
rB < 1/3, rA = rC > 1/3, in which symmetry considerations considerably
simplify the discussion.
We suppose then that for some such r and some β there are two distinct
type 1 solutions of (5.17), and derive a contradiction. It follows from rA = rC
and Remark 5.3(b) that the phase shift tB must be zero for each solution,
so that we are looking at some z1 = yK1 and z2 = yK2 on the interval
J = [−β, β] which satisfy (see (5.16))
〈z1〉J = 〈z2〉J = rB. (5.21)
We take K2 < K1 and write θi = τKi/2, so that (because these are type 1
solutions) β < θ1 < θ2. The situation is as in Figure 5.3; the qualitative
features of this figure, which we use below, are obtained from z2(0) < z1(0)
(which holds because yK(0) = a(K), the smallest positive zero of the poten-
tial UK(ρ) (5.7), decreases with K), the symmetry, and the fact that (5.21)
implies that the curves z1 and z2 must cross in the interval J . In the full
proof below we will verify that the curves cross exactly twice, as shown.
We write I1 = [−θ1, θ1] and I2 = [−θ2, θ2] and observe that
〈z1〉I1 = 〈z2〉I2 = 1/3. (5.22)
22
Figure 5: Configurations of two solutions z1, z2 which are candidates to
satisfy 〈z1〉J = 〈z2〉J = rB .
Since 〈z2〉I2 is a (weighted) average of 〈z2〉J = rB < 1/3 and 〈z2〉I2\J ,
necessarily
〈z2〉I2\J > rB. (5.23)
Moreover,
〈z2〉I2\J ≥ 〈z2〉I1\J > 〈z1〉I1\J . (5.24)
where the first inequality holds because z2 is decreasing to the left of the
origin and increasing to the right, and the second because z2 > z1 on I1 \ J .
But then
〈z1〉I1 =
β
θ1
rB +
θ1 − β
θ1
〈z1〉I1\J
= rB +
θ1 − β
θ1
(〈z1〉I1\J − rB)
< rB +
θ1 − β
θ1
(〈z2〉I2\J − rB)
< rB +
θ2 − β
θ2
(〈z2〉I2\J − rB)
= 〈z2〉I2 , (5.25)
which contradicts (5.22).
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6 Uniqueness of type 1 solutions
Our goal in this section is to prove
Theorem 6.1. For any β > 0 and any positive rA, rB, and rC which
satisfy
∑
α rα = 1 and are not all equal to 1/3 there exists at most one
type 1 solution of (5.8) satisfying (5.14)–(5.17).
Throughout the section we will consider two solutions yK1 , yK2 of (5.8)
with 0 < K2 < K1 < 1/27; we write τi rather than τKi, i = 1, 2, for the
corresponding periods, and note that τ1 < τ2 by Remark 5.1(c). We begin
with a preliminary result.
Lemma 6.2. (a) For any t0 ∈ R and n ∈ Z the curves yK1(t + t0) and
yK2(t) intersect exactly once in the interval (nτ2/2, (n + 1)τ2/2).
(b) (i) If 0 ≤ t ≤ τ2/6 then
yK2(2τ2/3− t) > yK1(2τ1/3− t), (6.1)
and (ii) if in addition τ2 ≤ 3τ1 then
yK2(τ2 − t) < yK1(τ1 − t). (6.2)
Proof. (a) Suppose that n is even so that yK2 is increasing on the interval
(nτ2/2, (n+1)τ2/2); the proof for n odd is similar. For all t and t0 the zeros
a(K) and b(K) of UK (see (5.7)) satisfy
a(K2) < a(K1) ≤ yK1(t+ t0) ≤ b(K1) < b(K2), (6.3)
and since yK2(nτ2/2) = a(K2) and yK2((n+1)τ2/2) = b(K2), the existence of
at least one intersection follows from the intermediate value theorem. On the
other hand, if yK1(t+t0) = yK2(t) = y for some t ∈ (nτ2/2, (n+1)τ2/2) then
from (5.7) and (5.8), |y′K1(t + t0)| =
√
−2UK1(y) <
√
−2UK2(y) = y′K2(t),
and this is inconsistent with the existence of two such intersection points.
(b) It follows from (a) that for any t1, t2, yK1(t + t1) and yK2(t + t2) can
intersect at most once on any interval of monotonicity of yK2(t+ t2). Thus
it suffices to verify that (6.1) and (6.2) hold for t = 0 and t = τ2/6. For
(6.1) this follows from yK2(τ1/2) = b(K2) (see (6.3)) and
yK2
(2τ2
3
)
=
1− a(K2)
2
>
1− a(K1)
2
= yK1
(2τ1
3
)
. (6.4)
For (6.2) it follows from yK2(τ2) = a(K2) and
yK2
(5τ2
6
)
=
1− b(K2)
2
<
1− b(K1)
2
= yK1
(5τ1
6
)
< yK1
(
τ1 − τ2
6
)
, (6.5)
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where at the last step we have used monotonicity of yK1 on [τ1/2, τ1] and
the condition τ2 ≤ 3τ1.
In the remainder of this section we suppose that, given appropriate phase
shifts, the solutions yK1 and yK2 considered above provide two type 1 so-
lutions satisfying (5.17)–(5.14) for the given rA, rB , and rC , and from this
derive a contradiction. It is convenient to view these solutions in the same
interval, which we take to be J = [−β, β]. This means that there are phase
shifts t1 and t2 such that if zi(t) = yKi(t+ ti) and wi(t) = yKi(t+ ti+ τi/3)
for i = 1, 2, then
〈z1〉J = 〈z2〉J = rB and 〈w1〉J = 〈w2〉J = rA. (6.6)
By Remark 5.3(c) we may again assume that rA ≥ rC ≥ rB and that
0 ≤ ti ≤ τi
6
, i = 1, 2. (6.7)
The fact that these are type 1 solutions, and our assumption that K1 > K2,
imply that
β <
τ1
2
<
τ2
2
. (6.8)
The key idea in the proof is the same as that for the simple case consid-
ered in Section 5.3, but the general case presents two additional difficulties.
First, without guidance from symmetry the choice of the intervals I1 and I2
is more delicate, and in fact we must consider two distinct cases in which
they are chosen by different prescriptions. Second, one must in some cases
apply the reasoning to z1 and z2, and in others to w1 and w2, and one must
show that one or the other is possible. Sorting out these cases requires some
detailed analysis of the geometry of the curves.
Proof of Theorem 6.1: Equation (6.6) implies that the curves z1(t) and
z2(t) must intersect at least once in the interior of the interval J , and since
the length 2β of J is less than τ2, Lemma 6.2(a) implies that they cannot
intersect more than three times. On the other hand, from (4.10) it follows
that z1(β)/z2(β) = z1(−β)/z2(−β). It is convenient then to consider two
possible alternatives:
z1: z2(β) > z1(β), z2(−β) > z1(−β), and the curves z1 and z2
intersect precisely twice within J ;
z2: z2(β) ≤ z1(β), z2(−β) ≤ z1(−β), and either both inequalities
are strict and the curves intersect precisely twice within J , or both
are equalities and the curves have one intersection within J .
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A similar analysis leads to corresponding alternatives for w1 and w2:
w1: w2(β) < w1(β), w2(−β) < w1(−β), and the curves w1 and w2
intersect precisely twice within J ;
w2: w2(β) ≥ w1(β), w2(−β) ≥ w1(−β), and either both inequalities
are strict and the curves intersect precisely twice within J , or both
are equalities and the curves have one intersection within J .
We will first show that if z1 (respectively w1) occurs then the argument of
Section 5.3 may be applied to z1 and z2 (respectively w1 and w2) to derive
a contradiction. Then we show that either z1 or w1 or must occur.
Now observe that necessarily β > t2. For otherwise, 0 ≤ t2−β < t2+β ≤
τ2/3, so that z2(t) = yK2(t + t2) is increasing on J and by Lemma 6.2(a)
cannot intersect z1(t) more than once there. It is then helpful to further
subdivide the situation into two cases in which we can explicitly identify
intervals on which z2 is monotonic:
Case 1: β+ t2 > τ2/2. In this case we write J = J1∪J2 ∪J3, where
J1 = [−β,−t2], J2 = [−t2, τ2/2− t2], and J3 = [τ2/2− t2, β].
Case 2: β + t2 ≤ τ2/2. Here we write J = J1 ∪ J2, where J1 =
[−β,−t2] and J2 = [−t2, β].
Then z2 is decreasing on J1 and J3 and increasing on J2.
Suppose now that z1 occurs. Since z2(−β) > z1(−β) and z2(−t2) =
yK2(0) < z1(−t2) it follows from Lemma 6.2(a) that z1(t) and z2(t) intersect
once on J1. We now consider separately the two cases introduced above.
Case 1: Define I1 = [β − τ1, β] and I2 = [β − τ2, β], so that J ⊂ I1 ⊂ I2.
Since Ii has length τi, we again have (5.22) and therefore (5.23). Moreover,
(5.24) follows from the monotonicity of z2 on I2 \ J and then the fact that
z2 > z1 on I1 \ J , which follows from this monotonicity, Lemma 6.2(a), and
the fact that z2 intersects z1 on J1. But then we may deduce a contradiction
between (6.6) and (5.22), just as we did in (5.25).
Case 2: The argument is similar. Let I2 = [−t2− τ2/2, τ2/2− t2] = Iℓ2 ∪ Ir2 ,
where Iℓ2 = [−t2 − τ2/2,−t2] and Ir2 = [−t2, τ2/2 − t2]. Let I1 = Iℓ1 ∪ Ir1 ,
where Iℓ1 = [−a,−t2] and Ir2 = [−t2, b], be an interval of length τ1 satisfying
J ⊂ I1 ⊂ I2, with a and b chosen so that
|Iℓ1 \ J |
|Iℓ2 \ J |
=
|Ir1 \ J |
|Ir2 \ J |
. (6.9)
Now by arguing as in Case 1 we find that (5.24) holds with I2 and I1 replaced
either by Iℓ2 and I
ℓ
1 or by I
r
2 and I
r
1 . Averaging these two equations (the
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weights for this averaging,
|Iℓi \ J |
|Iℓi \ J |+ |Iri \ J |
and
|Iri \ J |
|Iℓi \ J |+ |Iri \ J |
(6.10)
are independent of i by (6.9)) we again find that (5.24) itself holds, and the
argument proceeds to a contradiction as in Case 1.
If w1 occurs then we may derive a contradiction similarly: we need only
replace zi by wi throughout and change the sign of some of the inequalities.
It remains to show that either z1 or w1 must occur; to do so we assume
that z2 occurs and show that then w1 must also. The occurrence of z2
implies that we must be in Case 1, i.e., that
β + t2 >
τ2
2
, (6.11)
since if z2(−β) < z1(−β) there can be no intersection of z1 and z2 on J1 and
hence the two intersections of these curves must occur on J2 and J3, while
if z2(−β) = z1(−β) then there are three intersections which must occur on
J1, J2 and J3. We claim further that necessarily
t2 − 2τ2
3
> t1 − 2τ1
3
. (6.12)
For if (6.12) does not hold then
z2(β) = yK2(β + t2) ≥ yK2
(
β + t1 +
2(τ2 − τ1)
3
)
> yK1(β + t1) = z1(β).
(6.13)
Here for the first inequality we have used (6.7), (6.8), (6.11), and the falsity
of (6.12), which together imply that
τ2
2
< β + t2 ≤ β + t1 + 2(τ2 − τ1)
3
<
2τ2
3
, (6.14)
and then the monotonicity of yK2 on [τ2/2, 2τ2/3]. For the second inequality
we use Lemma 6.2(b.i), which is applicable by (6.14). But now
w2(β) = yK2
(
β + t2 +
τ2
3
)
< yK1
(
β + t2 + τ1 − 2τ2
3
)
< yK1(β + t1 + τ1/3) = w1(β), (6.15)
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which implies w1. Here the first inequality is from Lemma 6.2(b.ii), appli-
cable because (6.7), (6.8), and (6.11) imply
0 ≤ 2τ2/3− β − t2 ≤ τ2/6, (6.16)
and (6.11) implies that β > τ2/3 and so τ2 < 3τ1/2, and the second from
(6.12) and the monotonicity of yK1 on [2τ1/3, τ1], which is applicable by
(6.16) and the observation that (6.11) implies that β > τ2/3 > τ1/3.
7 Solutions of type n, n ≥ 2
It is easy to see that type n solutions of (5.17) with n ≥ 2 do exist for
certain but not all values of β and r. The next result, however, shows that
these solutions are not of physical interest.
Theorem 7.1. No type n solution of (5.17) with n ≥ 2 minimizes the free
energy.
We begin by rewriting the free energy in terms of the variable t = 2βx.
Consider then triples z(t) = (zA(t), zB(t), zC(t)) of functions, defined in
some interval [c, d] of length 2β and satisfying 0 < zα(t) < 1 and
∑
α zα(t) =
1. The free energy F({z(t)}) of z is (see (4.3))
F({z(t)}) = (4β)−1(E({z(t)}) − S({z(t)})), (7.1)
where
E({z}) =
∫ d
c
dt
∫ d
t
ds [zA(t)zC(s) + zB(t)zA(s) + zC(t)zB(s)] (7.2)
is the energy and
S({z}) = −2
∫ d
c
dt [zA log zA + zB log zB + zC log zC ] (7.3)
the entropy. We will use a rearrangement procedure for these triples.
Let c = t0 < t1 < · · · < tm = d be a partition of [c, d] and for k =
1, . . . ,m let Ik = (tk−1, tk]. Given a permutation σ of {1, 2, . . . ,m} we may
rearrange the intervals Ik in [c, d], together with the restrictions of z to
each interval, into the order Iσ(1), . . . , Iσ(m), thus defining in the obvious
way a new function w on [c, d], the rearrangement of z. A formal definition
of w (which we will not use in the sequel) may be given as follows: The
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permuted intervals arise from the partition c = s0 < s1 < · · · < sm = d,
with sj =
∑
{i|σ(i)≤j}(ti− ti−1), and this permutation is implemented by the
map ψ : [c, d]→ [c, d] defined by
ψ(c) = c, ψ(x) = x− tk−1 + sk−1 if x ∈ Ik. (7.4)
The rearrangement of z is then w = z ◦ ψ−1, i.e., wα(ψ(t)) = zα(t).
The entropy of z and w are the same. The energy of z is
E({z(t)}) =
m∑
i=1
Ei +
∑
1≤i<j≤m
Eij (7.5)
where
Ei =
∫
t∈Ii
dt
∫
s∈Ii,s>t
ds [zA(t)zC(s) + zB(t)zA(s) + zC(t)zB(s)], (7.6)
and for i < j, with z¯iα =
∫
Ii
zα(t) dt,
Eij =
∫
t∈Ii
dt
∫
s∈Ij
ds [zA(t)zC(s) + zB(t)zA(s) + zC(t)zB(s)] (7.7)
= z¯i,Az¯j,C + z¯i,B z¯j,A + z¯i,C z¯j,B.
It is natural to think of (7.7) as expressing E({z(t)}) as a sum of “self
energies” of the restrictions of z to the intervals Ii and “interaction energies”
between the portions of z in different intervals. The energy E({w(t)}) is
obtained similarly; the self energy contribution will be the same and the
interaction energies will differ only for interval pairs Ii, Ij whose order is
interchanged by the rearrangement; thus
F({w(t)}) −F({z(t)}) = E({w(t)}) − E({z(t)})
=
∑
{i,j|i<j, σ(j)<σ(i)}
∆Ei,j, (7.8)
where
∆Ei,j = [z¯i,C z¯j,A + z¯i,Az¯j,B + z¯i,B z¯j,C − z¯i,Az¯j,C − z¯i,B z¯j,A − z¯i,C z¯j,B]. (7.9)
Proof of Theorem 7.1: Suppose that the triple z(t) as above gives a solution
of (5.17) on the interval [c, d]; specifically, this means that for some K and
some phase shift tB , c = tB − β, d = tB + β, and zA(t) = yK(t + τK/3),
zB(t) = yK(t), and zC(t) = yK(t − τK/3). Suppose also that the solution
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is of type n for some n ≥ 2, which implies in particular that τ = τK < 2β.
We will show that for some rearrangement w of z the change in free energy
(7.8) is negative. Since clearly 〈wα〉[c,d] = 〈zα〉[c,d] for all α, w will satisfy
the same constraints as z; thus z cannot be a minimizer of the free energy
under those constraints.
The desired rearrangement will be defined in terms of a partition
t0, . . . , tm with t0 = c, tk = (k0 + k)τ/3 for k = 1, . . . ,m − 1, and tm = d;
here k0 is the largest integer such that k0τ/3 ≤ c and m is the smallest
integer such that (k0+m)τ/3 ≥ d. Note that here I1 and Im have length at
most τ/3 and Ij, j = 2, . . . ,m− 1, has length exactly τ/3. It is easy to see
that (m − 2)τ/3 < 2β ≤ mτ/3, so that from (5.18), 3n − 2 ≤ m ≤ 3n + 1
and in particular m ≥ 4.
Now for each j, j = 1, . . . ,m, there will be an α ∈ {A,B,C} such that
zα(t) ≥ zα±1(t) for all t ∈ Ij (see Figure 4); we will then say that Ij is a full
α-interval if it has length τ/3 and a partial α-interval if it has length less
than τ/3 (which is possible only if j = 1 or m). The types of the intervals
are in cyclic order (again see Figure 4): if Ij is an α-interval then Ij+1 is an
(α+1)-interval. Recalling that m ≥ 4 we focus on four consecutive intervals
Ii, . . . , Ii+3. Without loss of generality we may assume that Ii is an A-
interval, and we will then write Ii = Al, Ii+1 = B, Ii+2 = C, and Ii+3 = Ar,
i.e., the initial configuration is AlBCAr. Consider then the permutation of
these intervals in which we first exchange B and C, then interchange Al
with C (they are now adjacent) and Ar with B, and finally exchange Al and
Ar, leading to C,Ar, Al, B. We will show that this rearrangement lowers the
energy, completing the proof of the theorem.
The calculation is simplest when all four of the intervals are full, so we
consider that special case first. For a full α-interval Ij we have z¯j,α = ζ and
z¯j,α±1 = ζˆ, where
ζ =
∫ τ/3
0
zA(t) dt, and ζˆ =
∫ τ/3
0
zB(t) dt =
∫ τ/3
0
zC(t) dt, (7.10)
and so ζ > ζˆ. We may then compute from (7.9) and (7.10) the energy
difference ∆Eij arising from reversing the order of a full αi-interval Ii and
a full αj-interval Ij, where i < j: if αj = αi then ∆Eij = 0, while if
αj = αi ± 1 then ∆Eij = ±e, where e = (ζ − ζˆ)2 > 0. Rearranging the
intervals as above thus first increases the energy by e, then decreases it by
2e; the final exchange of Al and Ar leaves the energy unchanged. The net
change of energy is −e.
We now consider the general case in which either Al or Ar or both may
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be partial intervals. After a translation, if necessary, of [c, d] by a multiple
of τ we may assume that Al = (u, τ/3], B = (τ/3, 2τ/3], C = (2τ/3, τ ],
and Ar = (τ, τ + v] for some u, v with 0 ≤ u < v ≤ τ/3; the condition
u < v comes from the fact that if Ar is full then u = 0 and if Al is full then
v = τ/3, while if both are partial then v + τ − u = d − c = 2β > τ . The
energy change from the rearrangement is the sum, with j = i+ 3, of
• (ζ − ζˆ)2 from the exchange of C and B,
• −(ζ − ζˆ)(z¯i,A − z¯i,B) from the exchange of Ar and C,
• −(ζ − ζˆ)(z¯j,A − z¯j,C) from the exchange of B and Ar, and
• z¯i,C z¯j,A + z¯i,Az¯j,B + z¯i,B z¯j,C − z¯i,Az¯j,C − z¯i,B z¯j,A − z¯i,C z¯j,B from the
exchange of Al and Ar.
This energy may conveniently be expressed in terms of
η(1)α =
∫ u
0
zα(t) dt, η
(2)
α =
∫ v
u
zα(t) dt, and η
(3)
α =
∫ τ/3
v
zα(t) dt,
(7.11)
using
zi,α = η
(2)
α + η
(3)
α , zj,α = η
(1)
α + η
(2)
α , ζ = η
(1)
A + η
(2)
A + η
(3)
A , (7.12)
and
ζˆ = η
(1)
B + η
(2)
B + η
(3)
B = η
(1)
C + η
(2)
C + η
(3)
C (7.13)
(see Figure 6). Finally, if we introduce the strictly positive quantities θ
(k)
B =
η
(k)
A −η(k)B and θ(k)C = η(k)A −η(k)C , then the total energy change may be written,
using the identity displayed in (7.13), in the manifestly negative form
− θ(2)B θ(3)C − θ(2)C θ(1)B − θ(2)B θ(2)C . (7.14)
Remark 7.2. Energy considerations for full intervals correspond closely
to those of single particles: cyclic order ABC is energetically favored, the
energy cost of a reversed pair BA, CB, or AC is independent of the species
involved, etc. The conclusion above that CAAB is favored over ABCA
parallels the conclusion of Section 2.1 that the ground state of a particle
system with a majority of A’s has a block containing all the A′s between
blocks of the C’s and the B’s. For partial intervals, energy considerations
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Figure 6: Plots of zA, zB , and zC in the interval [0, τK/3] for K = 0.005,
with typical values of u and v.
are more subtle; the final step in the rearrangement above, the interchange
of Al and Ar, is irrelevant when these intervals are full but is needed when
they are partial because Ar is richer in species C than in B and the reverse
is true for Al.
8 Phase diagram of the ABC model
Our results about the minimizers of F for specified β, rA, and rB provide
the following picture of the canonical phase diagram of the model (see Fig.
7). The three first order lines in the T = 0 plane, discussed in Section 2, do
not extend to finite temperatures. There is a first order line for rA = rB =
rC = 1/3 which starts at T = 0 and terminates at the critical temperature
Tc = (2π
√
3)−1, i.e., as one crosses this line by varying the overall densities
rα, the density profiles change discontinuously for T < Tc. On the line of
equal densities the transition at Tc is second order; the divergence of the
variance in local density fluctuations as one approaches Tc from above on
this line was investigated by Bodineau et al. [8] via a study of the 1/N
dependence of the correlation function.
To see how the density profiles change as a function of the average den-
sities near the rα = 1/3 line we take rA = rC and vary rB. The density
profiles change continuously at high temperatures β < βc as the profiles
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Figure 7: The (T, rA, rB) phase diagram: The temperature is added as a
vertical axis to the right triangle. The T = 0 phase transition lines do not
extend to T 6= 0, except at the equal density point rα = 1/3 where it extends
as a first-order line at low T and ends at the critical point β = 2π
√
3.
become uniform at rα = 1/3. However, when β > βc, the B particles prefer
to be in the middle section of the interval for rB > 1/3 and to be symmet-
rically arranged at both ends for rB < 1/3, and this change of profile is
discontinuous. To see this discontinuity we define an order parameter,
πB = 2
∫ 3/4
1/4
ρB(x)dx, (8.1)
and calculate it in the steady state. Figure 8, shows the order parameter
πB as a function of rB for β = 10, 12 and 15. Clearly, for low temperatures,
β > βc, πB shows a discontinuity at density rB = 1/3.
8.1 Perturbation expansion
In this section we apply a perturbation expansion to calculate the density
profiles for average densities which deviate slightly from 1/3. In particular
we carry out a perturbation expansion of the profiles for average densities
rA = 1/3+ ǫ+η , rB = 1/3−2ǫ and rC = 1/3+ ǫ−η with small parameters
ǫ and η . For ǫ = η = 0 the density profiles are homogeneous (namely,
ρα(x) = 1/3) at high temperatures, and they become non-homogeneous at
β < βc = 2π
√
3 . We now expand the density profiles around the homoge-
neous densities:
ρA(x) =
1
3
+ a(x), ρB(x) =
1
3
+ b(x), and ρC(x) =
1
3
+ c(x) (8.2)
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Figure 8: The order parameter πB defined in (8.1) is shown as function
of ǫ ≡ (rB − 1/3)/2 for different temperatures β = 10, 12 and 15. Other
parameters are, rA = rC = (1− rB)/2. Data were obtained via a mean-field
dynamical solution in a system of 200 sites.
with small deviations a(x), b(x) and c(x) which satisfy a(x)+b(x)+c(x) = 0.
As a result of this constraint, one is left with two independent functions
which we choose to be b(x) and s(x) ≡ a(x) − c(x). The average densities
are then fixed by,∫ 1/2
−1/2
b(x)dx = −2ǫ and
∫ 1/2
−1/2
s(x)dx = 2η, (8.3)
where, for convenience, the interval is taken to be −1/2 ≤ x ≤ 1/2. In terms
of b(x) and s(x) the equations for the minimizers (4.11) reduce to
db
dx
=
β
3
s+ βbs
ds
dx
= −βb+ 3β
2
b2 − β
2
s2 (8.4)
We proceed by expanding b(x) and s(x) in terms of two small parameters
u and v, which, at the end of the calculation, will be determined by ǫ and
η . To be explicit, let us write
b(x) =
∞∑
k=1
bk(x), and s(x) =
∞∑
k=1
sk(x), (8.5)
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where bk(x) and sk(x) are functions of x which are of order k in the small
parameters u and v. To first order in u and v (8.4) yields the following
equations for b1(x) and s1(x)
db1
dx
=
β
3
s1 and
ds1
dx
= −βb1 .
Solving these equations one finds
b1(x) = u cos(αx) + v sin(αx)
s1(x) = −u
√
3 sin(αx) + v
√
3 cos(αx) (8.6)
with α = β/
√
3 . Expanding b(x) and s(x) to second order in u and v the
following equations are obtained for b2(x) and s2(x),
db2
dx
=
1√
3
αs2 − 3α
2
(u2 − v2) sin(2αx) + 3αuv cos(2αx)
ds2
dx
= −
√
3αb2 +
3
√
3α
2
(u2 − v2) cos(2αx) + 3
√
3αuv sin(2αx) .(8.7)
These equations can be solved to yield
b2(x) =
1
2
(u2 − v2) cos(2αx) + uv sin(2αx)
s2(x) =
√
3
2
(u2 − v2) sin(2αx) −
√
3uv cos(2αx). (8.8)
The equations for the third order terms, b3(x) and s3(x) , are then
db3
dx
=
1√
3
αs3 +
3
2
αuw2 sin(αx) − 3
2
αvw2 cos(αx)
ds3
dx
= −
√
3αb3 +
3
√
3
2
αuw2 cos(αx) +
3
√
3
2
αvw2 sin(αx) , (8.9)
where w2 = u2 + v2. To proceed with the analysis one eliminates s3(x)
from the equation for b3(x) to obtain the following second order differential
equation for b3(x)
d2b3
dx2
+ α2b3 = 3α
2uw2 cos(αx) + 3α2vw2 sin(αx) . (8.10)
This equation may be solved to yield
b3(x) =
3
2
αuw2x sin(αx)− 3
2
αvw2x cos(αx) . (8.11)
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Inserting this solution in (8.9) results in the following solution for s3
s3(x) =
3
√
3
2
αuw2x cos(αx) +
3
√
3
2
αvw2 sin(αx) . (8.12)
In summary, to third order in u the density profiles are given by
b(x) = u cos(αx) + v sin(αx) +
1
2
(u2 − v2) cos(2αx) + uv sin(2αx)
+
3
2
αuw2x sin(αx) − 3
2
αvw2x cos(αx),
s(x) = −u
√
3 sin(αx) + v
√
3 cos(αx) +
√
3
2
(u2 − v2) sin(2αx)
−
√
3uv cos(2αx) +
3
√
3
2
αuw2x cos(αx)
+
3
√
3
2
αvw2x sin(αx). (8.13)
To third order in u these equations may be reexpressed as
b(x) = u cos(γx) + v sin(γx) +
1
2
(u2 − v2) cos(2γx)
+ uv sin(2γx) +O(u4, v4) ,
s(x) = −u
√
3 sin(γx) + v
√
3 cos(γx) +
√
3
2
(u2 − v2) sin(2γx)
−
√
3uv cos(2γx) +O(u4, v4) , (8.14)
with
γ = α− 3
2
αw2. (8.15)
Note that s(x) = b(x + 2π/3γ) − b(x − 2π/3γ), which is consistent with
(5.13)–(5.14).
The expansion parameters u and v may be expressed in terms of ǫ and
η using (8.3). This leads to
− 2ǫ =
[
2
γ
sin(γ/2)
]
u+
[
1
2γ
sin γ
]
(u2 − v2)
2η =
[
2
√
3
γ
sin(γ/2)
]
v −
[√
3
γ
sin γ
]
uv . (8.16)
For ǫ = η = 0 a nonzero solution of (8.16) exists only if sin γ/2 = 0, and
thus by (8.15) only if α > 2π, i.e., β > βc. For β ≤ βc, then, all profiles are
homogeneous. For β > βc there exist type n solutions with γ = 2nπ and
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w small whenever β is just above nβc. Their amplitude w = (u
2 + v2)1/2
is determined by β via (8.15) but u and v are otherwise undetermined,
corresponding to the translation invariance of the set of solutions.
For non-vanishing ǫ or η it is convenient to expand (8.16) to third order:
− 2ǫ =
[
2
α
sin(α/2)
]
u+
[
1
2α
sinα
]
(u2 − v2)
+
3
2
[
− cos(α/2) + 2
α
sin(α/2)
]
uw2
2η =
[
2
√
3
α
sin(α/2)
]
v −
[√
3
α
sinα
]
uv
+
3
√
3
2
[
− cos(α/2) + 2
α
sin(α/2)
]
vw2 . (8.17)
Then (8.17) has one or more non-vanishing solutions for u or v at any tem-
perature. The equilibrium (minimizing) solution is the one which is of type
1. The minimizing density profiles, as has been shown, are non-homogeneous
both above and below βc; they vary continuously with the temperature β,
and no phase transition takes place.
The small u and v expansion may be used to verify the first order nature
of the transition at ǫ = η = 0 just below the critical point. To demonstrate
this point we take, for simplicity, η = 0 and consider small ǫ and α = 2π+∆α
with ∆α > 0. In this case v = 0, the amplitude u satisfies
2ǫ =
1
2π
(∆α− 3πu2)u , (8.18)
and the density profile is given by
b(x) = u cos(2π +∆α− 3πu2)x . (8.19)
At ǫ = 0, equation (8.18) has three solutions,
u = 0 , ±
√
∆α
3π
. (8.20)
Since the stable solution satisfies ∆α− 3πu2 < 0, it follows from (8.18) that
for the stable solution one has ǫ/u < 0. Thus for ǫ > 0 the negative u
solution is stable and limǫց0 u = −
√
∆α/3π, while for ǫ < 0 the positive u
solution is stable and limǫր0 u =
√
∆α/3π. The density profile is therefore
discontinuous at ǫ = 0; see Figure 8.
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9 Convexity of the free energy at high tempera-
ture
It follows from Theorem 5.2 that if β < βc = (2π
√
3) then for any positive
rA, rB and rC with
∑
α rα = 1 there is a unique solution of the ELE (4.11)
with the constraints (4.12); that is, a unique stationary point of the free
energy F under those constraints. One would then like to know also the
nature of the fluctuations about this equilibrium profile, and in particular
to show that these fluctuations are Gaussian with a finite covariance. To
establish this it is necessary to show that the free energy has a positive
definite second variation at the minimizer in the space of density profiles
satisfying the above constraints, which implies that it is a strictly convex
functional in a neighborhood of the minimizer. We believe that this is
indeed true generally, with the obvious exception of the line segment β ≥ βc,
rA = rB = rC = 1/3. In this section we show a global convexity property
in a restricted temperature range: for β < 4π/3 = (4/3
√
3)βc, F (with the
mean density of species α constrained to be rα) is globally strictly convex.
To establish the convexity we compute the second variation. Consider
the free energy functional F({n(x)}) on the convex set of nonnegative den-
sities satisfying
nA(x) + nB(x) + nC(x) = 1 and
∫ 1
0
nα(x)dx = rα. (9.1)
To make the variations, let φA and φB be bounded continuous functions
with ∫ 1
0
φA(x)dx =
∫ 1
0
φB(x)dx = 0 . (9.2)
Then for small values of t,
(nA, nB , nC)→ (nA + tφA, nB + tφB , nC − t[φA + φB ]) (9.3)
is an admissible variation, and all admissible variations are of this form.
The order t2 contribution from the entropy is
1
2
∫ 1
0
dx
[
1
nA(x)
φ2A(x) +
1
nB(x)
φ2B(x) +
1
nC(x)
(φA(x) + φB(x))
2
]
≥
∫ 1
0
dx
[
φ2A(x) + φ
2
B(x)
]
, (9.4)
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where we have used the fact that for any positive a, b, and c with a+b+c = 1
the matrix [
a−1 + c−1 − 2 c−1
c−1 b−1 + c−1 − 2
]
(9.5)
is positive semidefinite, since its diagonal entries are nonnegative and its
determinant is (abc)−1[(a − b)2(1 − c) + c(1 − c/2)2 + 3c3/4]. Because the
energy is quadratic, the order t2 contribution from the energy is independent
of (nA, nB, nC); it is
β
∫ 1
0
dx
∫ 1
0
dyΘ(y − x)[−φA(x)(φA(y) + φB(y))
+ φB(x)φA(y)− (φA(x) + φB(x))φB(y)
]
. (9.6)
However, since for functions f and g with
∫ 1
0 f(x)dx =
∫ 1
0 g(x)dx = 0,∫ 1
0
dx
∫ 1
0
dyΘ(y − x)f(x)g(y) = −
∫ 1
0
dx
∫ 1
0
dyΘ(y − x)g(x)f(y) , (9.7)
(9.6) reduces to
3β
∫ 1
0
dx
∫ 1
0
dyΘ(y − x)φB(x)φA(y) , (9.8)
Now let H be the Hilbert space of square integrable functions f on [0, 1]
with
∫ 1
0 f(x)dx = 0, and define on operator K on H
Kf(x) = P
(∫ 1
x
f(y)dy
)
, (9.9)
where P is the orthogonal projection onto H in L2([0, 1]). Then it is easy
to see that ∫ 1
0
dx
∫ 1
0
dyΘ(y − x)φB(x)φA(y) = 〈φB ,KφA〉H . (9.10)
Combining the entropy bound (9.4) with (9.8) and (9.10), we see that the
second variation is bounded below by∫ 1
0
dx(φ2A(x) + φ
2
B(x)) + 3β〈φB ,KφA〉H . (9.11)
We need to show that this quadratic form is nonnegative definite for β <
4π/3, which we shall do with a spectral calculation.
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To do the calculation, define
ϕn(x) =
√
2 sin(n2πx) and ψn(x) =
√
2 cos(n2πx) . (9.12)
Then one has
Kϕn(x) =
1
n2π
ψn(x) and Kψn(x) = − 1
n2π
ϕn(x) . (9.13)
If we now write
φA =
∞∑
n=1
(anϕn + bnψn) and φB =
∞∑
n=1
(cnϕn + dnψn) , (9.14)
then (9.11) becomes
∞∑
n=1
[
(a2n + b
2
n + c
2
n + d
2
n) +
3β
n2π
(−cnbn + dnan)
]
. (9.15)
This is nonnegative as long as β ≤ 4π/3, which proves the strict positivity
of the second variation, and hence the convexity of F for such β
We also remark that if in the equal density case rA = rB = rC =
1
3
one considers quadratic variations around the constant profile then one can
improve the lower bound (9.4) on the second variation of the entropy to
3
∫ 1
0
(φ2A + φ
2
B + φAφB) dx. (9.16)
Some modification of the remainder of the argument then shows that the
constant profile is indeed a local minimum all the way to βc.
10 Existence of minimizers
In this section we prove Theorem 4.1, that is, we show that there exist
profiles ρ(x) which minimize the free energy functional F({n(x)}) of (4.3)
and that these satisfy the corresponding Euler Lagrange equations. The
latter cannot be taken for granted, as there may be situations in which
the minimizing density profile {ρ(x)} is on the boundary of the permissible
domain, e.g., one might have ρA(x) = 0 for some values of x, and when
that happens the minimizing profile need not satisfy the ELE. In the proof
of existence we will consider the weak L1 topology on profiles, in which a
sequence {fk} converges to f , where fk, f ∈ L1([0, 1]), if and only if
lim
k→∞
∫ 1
0
dx fk(x)φ(x) =
∫ 1
0
dx f(x)φ(x) (10.1)
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for all bounded and measurable functions φ. We will use the fact that, by
the Dunford-Pettis Theorem [19], the subset K := {f | 0 ≤ f(x) ≤ 1 a.e.} of
L1([0, 1]) is compact in this topology (since it is clearly uniformly integrable).
We need also one other preliminary result.
Lemma 10.1. The free energy F is lower semicontinuous in the weak
L1 topology, that is, if n = (nA, nB , nC) and nk = (nk,A, nk,B, nk,C),
k = 1, 2, . . ., are profiles with each sequence {nk,α} converging to nα in
the sense of (10.1) then lim infk→∞F({nk}) ≥ F({n}).
Proof. It suffices to show that if limn→∞ fn = f and limn→∞ gn = g in the
weak L1 topology then
lim
n→∞
∫ 1
0
dx
∫ 1
0
dzΘ(z − x)fn(x)gn(z) =
∫ 1
0
dx
∫ 1
0
dzΘ(z − x)f(x)g(z)
(10.2)
and
lim inf
n→∞
∫ 1
0
dx fn(x) ln fn(x) ≥
∫ 1
0
dx f(x) ln f(x) . (10.3)
To verify (10.2), define hn(x) =
∫ 1
0 dzΘ(z − x)fn(x) and h(x) =
∫ 1
0 dzΘ(z−
x)f(x), and notice that by the definition of weak convergence,
lim
n→∞
hn(x) = h(x) (10.4)
almost everywhere. Then as each hn takes its values in [0, 1], the dominated
convergence theorem implies that hn converges to h strongly in the L
1 norm.
Fix ǫ > 0, and pick N so that ‖hn − h‖1 < ǫ for all n ≥ N . Then∣∣∣∣∫ 1
0
dx gn(x)hn(x)−
∫ 1
0
dx g(x)h(x)
∣∣∣∣
≤
∣∣∣∣∫ 1
0
dx (gn(x)− g(x))h(x)
∣∣∣∣ + ∣∣∣∣∫ 1
0
dx gn(x)(hn(x)− h(x))
∣∣∣∣ . (10.5)
But
∣∣∣∫ 10 dx gn(x)(hn(x)− h(x))∣∣∣ ≤ ‖gn‖∞‖hn − h‖1 ≤ ǫ since 0 ≤ gn ≤
1. Likewise, since 0 ≤ h ≤ 1, limn→∞
∫ 1
0 dx (gn(x) − g(x))h(x) = 0
by the definition of weak convergence. Thus for all n sufficiently large,∣∣∣∫ 10 dx gn(x)hn(x)− ∫ 10 dx g(x)h(x)∣∣∣ < 2ǫ, and (10.2) follows.
Equation (10.3) is an easy consequence of the convexity of the function
−S(f) = ∫ 10 dx f(x) ln f(x) on K. Indeed, for any real number a, the set
Ka = {f ∈ K : −S(f) ≤ a} is convex. It is also closed in the L1 norm
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topology, for if {fn} is a norm convergent sequence in Ka with limit f
then there is a subsequence converging almost everywhere, and passing to
the subsequence and using the dominated convergence theorem, with the
obvious bound |fn| ≤ 1/e, yields −S(f) = limn→∞−S(fn) ≤ a, so that
f ∈ Ka as well. But by a theorem of Mazur [20], a convex set in a Banach
space is closed if and only if it is weakly closed, and so Ka is weakly closed.
It follows easily from this that if {fn} converges weakly to f , then
− S(f) ≤ lim inf
n→∞
−S(fn) , (10.6)
which is (10.3).
Proof of Theorem 4.1: Let {nA,k, nB,k, nC,k} be a minimizing sequence for
F , with nk,α ∈ K,
∑
α nα,k = 1, and
∫ 1
0 nα(x) dx = rα, so that
lim
k→∞
F({nk(x)}) = F (rA, rB , rC) (10.7)
By the weak compactness of K we can choose a subsequence along which
each nα,k converges to some ρα ∈ K. From (10.1) it follows immediately that∫ 1
0 dx ρα(x) = rα, from
∑
α nα,k = 1 that
∑
α ρα = 1, and from Lemma 10.1
that
F({ρ(x)}) ≤ lim inf
n→∞
F({nk(x)}) = F (rA, rB , rC) . (10.8)
Thus, F({ρ(x)}) = F (rA, rB , rC).
We next show that each ρα is uniformly bounded below by some constant
δ > 0. Suppose for example that this is not the case for ρA, so that for each
δ > 0, the set Dδ = {x | ρA(x) < δ} has strictly positive measure |Dδ|. We
can then “fill in the hole” in ρA: we transfer some mass from the larger of ρB
and ρC to ρA, in a way that preserves the constraint ρA(x)+ρB(x)+ρC(x) =
1, and then transfer mass in the opposite direction on a certain “safe” setM
to restore the constraints
∫ 1
0 ρα dx = 1. Because “entropy abhors a vacuum”,
these transfers will, for δ sufficiently small, strictly lower the value of F , thus
contradicting the optimality of {ρα}.
On the set M , ρA should be strictly bounded below; we take M = {x |
ρA(x) > rA/2} and note that |M | > 0 because ρA has mean value rA. Next,
let Eδ be any subset of Dδ with 0 < |Eδ| ≤ |M |, let Fδ be the subset of Eδ
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on which ρB ≥ ρC , and let Gδ = Eδ\Fδ . Finally, define {ρ˜α} by
ρ˜A(x) = ρA(x) + δ 1Eδ(x)− δ
|Eδ |
|M | 1M (x) , (10.9)
ρ˜B(x) = ρB(x)− δ 1Fδ(x) + δ
|Fδ |
|M | 1M (x) , (10.10)
ρ˜C(x) = ρC(x)− δ 1Gδ (x) + δ
|Gδ |
|M | 1M (x) . (10.11)
Using the fact that, on Dδ, max{ρA(x) ρB(x)} ≥ (1 − δ)/2, and on M ,
ρB(x), ρC(x) ≤ 1− ρA/2 < 1, one sees easily that if 0 < δ < min{rA/2, 1/3}
then ρ˜α satisfies 0 ≤ ρ˜A(x) ≤ 1.
It is now easy to verify that for all δ sufficiently small,
− S(ρ˜A) = −S(ρA) +
(
δ ln(δ) +O(δ)
)|Eδ|. (10.12)
Moreover, changes in S(ρB), S(ρC), and the energy components of F are
of order O(δ)|Eδ |, and thus, for δ sufficiently small, F({ρ˜α}) < F({ρα}),
which contradicts the optimality of {ρα}. Hence for some δ > 0, it must be
the case that Dδ is a null set. The same argument applies of course to ρB
and ρC , and hence each of the {ρα} is uniformly bounded below by a strictly
positive constant. Then from the fact that ρA(x)+ρB(x)+ρC(x) = 1 almost
everywhere, it follows that ρα(x) < 1− 2δ for almost every x and each α.
Finally, since we have an interior minimum, {ρα} must satisfy the ELE
for F , that is, FA − FC and FB − Fc must be constant (see (4.6)), which
from (4.7) implies that ρA/ρC and ρB/ρC are differentiable. From this the
constraint
∑
α ρα(x) = 1 implies readily that all the ρα are differentiable,
and the argument of Section 3 them shows that they satisfy the ELE in the
form (4.9). This implies infinite differentiability.
11 Discussion and Conclusion
The dynamics defining the weakly asymmetric ABC model on the interval
are entirely local and identical to those for the model on a ring, except
for the insertion of a barrier between sites N and 1. Remarkably, when
NA = NB = NC = N/3 this has no effect on the stationary state of the
system, which (as was known before for the ring) is given by a Gibbs measure
with mean field type asymmetric long range pair interactions (see (2.1),
(2.2)). When the species numbers are unequal, however, the stationary
state on the ring is a nonequilibrium one, with a net current, while the state
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on the interval is again given by a canonical Gibbs measure with the same
interactions.
In the scaling limit N → ∞, Nα/N → rα, the system on the ring
with rA = rB = rC = 1/3 was known to have a second order transition
at β = βc = 2π
√
3 from a macroscopic state with uniform density profiles
ρα(x) = 1/3 to one in which the density profiles are periodic, with period
one. This transition, which by the isomorphism between the ring and in-
terval systems at equal densities carries over to the interval, corresponds to
a broken symmetry in which the phase of the typical density profile in the
scaling limit is uniformly distributed over [0, 1]. This corresponds in (3.4)
to Ω = [0, 1], with the measure κ uniform on Ω.
In the case of the ring there is strong evidence [8], but no proof so far, that
there will be a transition from uniform to nonuniform typical configurations
also for a range of unequal, but strictly positive, densities. It might then be
natural to conjecture that something similar happens on the interval. Our
results here, however, prove that this is not the case: for unequal densities
the change from β = 0 to β = ∞ is smooth, with unique density profiles
ρα(x) for each β < ∞. In the limit β → ∞ the system will segregate into
three or four blocks of different species; see the discussion in Section 2.1 of
the ground states of the finite system. When 0 < rB < rA = rC the limiting
configuration has four blocks of particles, BCAB, with the B particles
evenly divided between the left and right ends of the interval, that is, the
degeneracy of the ground state of the finite system, in which the B particles
could be arbitrarily divided between the two ends, is broken in the scaling
limit when β →∞.
A striking characteristic of the resulting (T, rA, rB) phase diagram
(Fig. 7) is that one observes a phase transition at precisely one value of
the external parameters (here rA and rB) as the temperature is lowered.
Such a feature is typically encountered for grand canonical ensembles of
systems in the presence of an ordering field (e.g. the (T,Hx,Hy) phase dia-
gram of the XY model in a magnetic field ~H = (Hx,Hy)). Note, however,
that here we are considering a mean field model and permitting only those
changes in the system in which the densities rA, rB , and rC are kept strictly
fixed. The question of what happens for more general variations, that is, if
we consider a grand canonical ensemble, has to be investigated separately
(see note 5 below). This is unlike the case of systems with short range inter-
actions, where one has an equivalence of ensembles. What is interesting in
this model compared with the usual mean field situation is the rich spatial
structure of the equilibrium states, which is due entirely to the directional
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asymmetry of the interactions. Thus if we modified the energy function
in (2.2) to involve a sum over all j 6= i, not just j > i, we would obtain
EmfN = NANB + NANC + NBNC which, in the canonical ensemble, would
give uniform minimizing density profiles at all temperatures, since the in-
teraction would not depend on the spatial structure and the entropy term
prefers the uniform state.
As we have shown, the minimizing profiles are given by pieces of the
graphs of elliptic functions yK describing the τ -periodic trajectory of a par-
ticle with zero energy in a quartic confining potential. It follows from the
general analysis of the Euler-Lagrange equations that these elliptic func-
tions have the property that yK(t) + yK(t + τ/3) + yK(t − τ/3) = 1 while
yK(t)yK(t+ τ/3)yK(t− τ/3) = K is independent of t. It is not clear to us
whether or not this property of these elliptic functions yK(t) is known in
the literature.
We note that, as pointed out in Section 2, the local measures µx must
be either product measures or superpositions of product measures. Clearly
when (3.2) holds, as it will wherever the minimizers are unique, µx = νρ(x)
will be a product measure with density ρ(x), while for rA = rB = rC = 1/3
and β > βc the µx will be a superposition of the measures µρ(z) as z varies
uniformly over [0, 1].
We end this section with several open problems.
1. It follows from our analysis that for large β there will be solutions of the
ELE of type n > 1 which are stationary points, but not global minimizers,
of F . We have not determined whether or not these correspond to local
minima.
2. It follows from the proof (see Section 9) of the strict convexity of F{n(x)}
for small β that the fluctuations about the minimizing ρ(x) at fixed rα are
(constrained) Gaussian. We know that this is not true for β > βc and
rA = rB = rC = 1/3, due to the existence of a one parameter family of
minimizing profiles. What of the fluctuations about minimizing densities
for other values of rα when β is not very small?
3. As mentioned in the introduction, Evans et al. considered the ABC model
on the ring with general rates qα,γ (α 6= γ) and found that the stationary
state is Gibbsian whenever N−1α log(qα+1,α+2/qα+2,α+1) is independent of α.
This is possible, of course, only when the ratio of any two of these logarithms
is rational, and then only when N is a multiple of some smallest possible
system size, just as for the model considered in the body of this paper the
stationary state can be Gibbsian only if N is divisible by 3. To study the
weakly asymmetric scaling limit one would take qα,α+1 = e
−βcα/Nqα+1,α
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with some normalization, say
∑
α cα = 1. The energy
EN =
1
N
N−1∑
i=1
N∑
j=i+1
∑
α
cαηα+1(i)ηα(j). (11.1)
would then be translation invariant when Nα = cαN . As in the current pa-
per, however, one may use (11.1) to obtain a Gibbs measure Z−1 exp[−βEN ]
on the interval for any values of the Nα, and then study the scaling limit
(3.1). It would be interesting to carry out an analysis of the free energy
minimizing profiles also for this model.
4. The ABC model can be extended to higher dimensions either on a torus
or in a box [21]. There does not, however, seem to be any natural way to
extend the Gibbs measure to these systems for any values of the rα’s.
5. Our analysis of F({n}) has been carried out entirely for the canonical
ensemble, the natural one for the exchange dynamics. From the point of
view of the Gibbs measure (2.1) it is natural to consider also the grand
canonical ensemble in which the Nα are not fixed. In that case one would
have to consider variations in the grand canonical partition function, the
pressure, for fixed chemical potentials. It turns out that in this case there is
a phase transition at values of β less than βc. We have also found a natural
generalization of the ABC dynamics which leads to a grand canonical Gibbs
measure: one considers the system on a ring of N +1 sites, with one special
particle (of type X) replacing the boundaries in the interval model, and
permits exchanges AX ↔ XB, and cyclic permutations of these, at rates
which satisfy detailed balance with the given chemical potentials. This will
be the subject of future work.
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A The profiles as elliptic functions
The function t(y) defined in (5.10) is an elliptic function, since UK(y) is a
quartic polynomial in y. To identify this function explicitly we introduce a
fractional linear or Mo¨bius transformation which sends the four roots 0, a,
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b, and c of UK(y) to the four roots of the polynomial which appears in the
incomplete elliptic integral of the first kind [22],
F (x, k) =
∫ x
0
dt√
(1− x2)(1− k2x2) . (A.1)
We choose the parameter k to satisfy k ≥ 1 and map (0, a, b, c) →
(−1,−1/k, 1/k, 1). The formula for the transformation is
y → z = f(y) = α+y − 1
α−y + 1
, (A.2)
where
α± =
±ab+
√
ab(c− b)(c− a)
abc
, (A.3)
which implies
k =
1 + α−a
1− α+a. (A.4)
Writing the inverse Mo¨bius transformation of (A.2) as
z → y = g(z) = 1 + z
α+ − α−z , (A.5)
we can write (5.10) as
t =
∫ f(y)
−1/k
(α+ + α−)dz
(α+ − α−z)2
√
−2UK(g(z))
= κ
∫ f(y)
−1/k
dz√
(1− z2)(1− k2z2)
= κ
[
F
(
1
k
, k
)
+ F (f(y), k)
]
,
(A.6)
where
κ =
2(α+ + α−)√
(1− α+c)(1 − α+b)(1 − α+a)
. (A.7)
The period of oscillation (5.9) is then
τ =
4
κ
F
(
1
k
, k
)
. (A.8)
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The inverse of the elliptic integral F (x, k) is the Jacobi elliptic function
sn(x, k), that is, F (sn(x, k), k) = x. Then f(y(t)) = sn(κt−F ( 1k , k) , k), so
that
y(t) =
1 + sn(κt− F ( 1k , k) , k)
α+ − α− sn(κt− F
(
1
k , k
)
, k)
(A.9)
is the required solution to (5.8). The density profiles are then
nA(x) =
1 + sn(2κβx− 73F
(
1
k , k
)
, k)
α+ − α− sn(2κβx− 73F
(
1
k , k
)
, k)
,
nB(x) =
1 + sn(2κβx− F ( 1k , k) , k)
α+ − α− sn(2κβx− F
(
1
k , k
)
, k)
,
nC(x) =
1 + sn(2κβx+ 13F
(
1
k , k
)
, k)
α+ − α− sn(2κβx+ 13F
(
1
k , k
)
, k)
.
(A.10)
As a check we have derived expressions for values of the elliptic func-
tions at the special points 13F
(
1
k , k
)
and −73F
(
1
k , k
)
in a way analogous
to computing sin 5π/12 (i.e., by showing that the desired value is the root
of a polynomial obtained using trigonometric addition formulae), and then
used the addition formulae of the elliptic functions [22] to verify directly the
constancy of the sum (5.4) and the product (5.3) of the densities. These
computations were very intensive and were assisted with the help of com-
puter algebra package, MapleTM.
B Proofs for Remark 5.1
Proof of Remark 5.1: (b) It is convenient to change variables in the integrals
occurring in (5.9) and (5.11)–(5.12) by writing y = a+ (b− a)s, so that for
example (5.9) becomes
τK = 4
∫ 1
0
ds√
a+ s(b− a)
√
s(1− s)
√
c− (a+ s(b− a)) . (B.1)
Then as K ր 1/27 the points a, b, and c approach 1/3, 1/3, and 4/3,
respectively, so τK approaches 4
√
3
∫ 1
0 ds/
√
s(1− s) = 4π√3. Under this
change of variable the integral in (5.11) becomes (assuming that K is so
small that a < ǫ)
I1 ≡ 2
∫ ǫ(K)
0
ds√
s(s+ a)
√
s+ a
(a+ s(b− a))(1 − s)(c− (a+ s(b− a))) (B.2)
48
where ǫ(K) = (ǫ − a)/(b − a). As K ց 0, a = 4K + O(K2) and b± =
1 ± 2√K + O(K), so that e(K) = ǫ+ O(K) and the second square root in
(B.2) is η(s) = 1 +O(K) uniformly on the integration range, from which
lim
Kց0
I1
ln(1/K)
= lim
Kց0
2
ln(1/K)
∫ ǫ
0
ds√
s(s+ a)
= 2. (B.3)
The argument for the limit in (5.12) is similar; the difference in the limiting
values arises because 1 − b is of order √K for K small. Finally, a similar
analysis shows that ∫ 1−ǫ
ǫ
dy√
−2UK(y)
(B.4)
is bounded as K ց 0 which, with (B.1), shows that limKց0(τK/ ln(1/K)) =
6.
(c) The proof is long, computational, and unilluminating. We show that
dτK/dK > 0; as mentioned in Section 5.2, it is most convenient to consider
a ∈ (0, 1/3) as the fundamental parameter and show that dτK(a)/da > 0
(recall that K(a) = a(1− a)2/4 so dK/da > 0). Our starting point is (B.1);
writing
h(a, s) ≡ (a+ s(b− a))(c − (a+ s(b− a))) (B.5)
and R =
√
a(4− 3a) we find that
dτK
da
= 4
∫ 1
0
dh(a, s)
ds
ds
h(a, s)3/2
√
s(1− s) =
4
R
∫ 1
0
g(a, s) ds
h(a, s)3/2
√
s(1− s) ,
(B.6)
where
g(a, s) = 3a(1−a)(1+s)+(9a2−12a+2)s2+(1−3a−(5−9a)s+(2−3a)s2)R.
(B.7)
Unfortunately, g(a, s) is not nonnegative for all a, s, but the sum of g
and its reflection around the point s = 1/2 is. This follows from the next
lemma, whose proof is given immediately below.
Lemma B.1. For 0 ≤ a ≤ 1/3 and 0 ≤ s ≤ 1/2, (i) h(a, s) ≤ h(a, 1 − s);
(ii) g(a, s) ≥ 0, and (iii) g(a, s) + g(a, 1 − s) ≥ 0.
49
Using the lemma, we have from (B.6)
dτK
da
=
4
R
∫ 1/2
0
[
g(a, s)
h(a, s)3/2
+
g(a, 1 − s)
h(a, 1 − s)3/2
]
ds√
s(1− s)
≥ 4
R
∫
0≤s≤1/2
g(a,1−s)≤0
[
g(a, s)
h(a, s)3/2
+
g(a, 1 − s)
h(a, 1 − s)3/2
]
ds√
s(1− s)
≥ 4
R
∫
0≤s≤1/2
g(a,1−s)≤0
[
g(a, s) + g(a, 1 − s)] ds
h(a, s)3/2
√
s(1− s)
≥ 0,
(B.8)
where the three inequalities in (B.8) are justified by parts (ii), (i), and (iii)
of the claim, respectively. Note also that the first inequality is strict unless
g(a, s) ≤ 0 for all s ∈ [1/2, 1], in which case the last inequality will be strict
(here we use the fact that neither g(a, s) nor g(a, s) + g(a, 1 − s) vanish
identically in s for any a); thus (B.8) actually implies dτK/da > 0.
Proof of Lemma B.1: For (i), note that
h(a, 1− s)− h(a, s) = (b− a)(1 − 2s)(R− a); (B.9)
each of the factors on the right hand side is easily seen to be nonnegative
for the range of variables in question. Before proceeding to (ii) and (iii) we
make two preliminary observations. First, the coefficient
λ(a) ≡ (9a2 − 12a+ 2) + (2− 3a)R (B.10)
of s2 in g(a, s) (which is a quadratic polynomial in s) is positive for all
a ∈ [0, 1/3), for from λ(0) = 2, λ(1/3) = 0, and λ′(1/3) = −8 we see
that a zero of λ in the open interval (0, 1/3) would imply two roots of
λ′′ there, contradicting λ′′′(a) = 48/R5 strictly positive. Second, κ(a) =
g(a, 1/2) is positive on [0, 1/3), for κ′′′(a) = −6/(a2R(4−3a)) is negative on
(0, 1/3) and since, as one easily checks, κ′′(1/2) = κ′(1/2) = κ(1/2) = 0, we
conclude that κ′′(a), −κ′(a), and κ(a) are all positive. These observations
immediately imply (iii) of the claim, since they imply that g(a, s)+g(a, 1−s)
is for any a a parabola in s with positive minimum at s = 1/2.
We turn finally to (ii) of the claim. For fixed a the minimum of g(a, s)
occurs at
s0(a) =
3a(1− a) + (5− 9a)R
2(9a2 − 12a+ 2 + (2− 3a)R) . (B.11)
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For those a for which s0(a) ≥ 1/2, the observations in the preceding para-
graph imply g(a, s) ≥ 0, s ∈ [0, 1/2]. But s0 is an increasing function of a,
since
s′0(a) =
5(2 − 3a) + 18a2(2− a) + 3R
R(9a2 − 12a+ 2 + (2− 3a)R)2 ; (B.12)
moreover, if a0 = 2/25 then s0(a0) = (107
√
47 − 69)/(88√47 + 686) > 1/2.
Thus it suffices to show that
g(a, s0(a)) =
a(−22 + 45a− 36a2 + 9a3) + (4− 9a+ 18a2 − 9a3)R
2(9a2 − 12a+ 2 + (2− 3a)R)
(B.13)
is nonnegative for a ∈ (0, a0). The denominator in (B.13) is easily seen to be
positive in this range. We denote the numerator by φ(a); then φ(0) = 0 and
φ(a0) > 0, and positivity will follow once we prove that there is an a1 with
0 < a1 < a0 such that φ
′(a) > 0 for a ∈ (0, a1 and φ′(a) < 0 for a ∈ (a1, a0).
But if ψ(a) = Rφ′(a) then
ψ(a) = 108a4−288a3+234a2−66a+8+(36a3−108a2+90a−22)R (B.14)
then, as is easily checked, ψ(0) > 0, ψ(a) < 0, and ψ′(a) < 0 on (0, a + 0),
since ψ′(a) = (ψ1(a) + ψ2(a)R)/R, where
ψ1(a) = −22 + 303a− 810a2 + 738a3 − 216a4 (B.15)
and
ψ2(a) = −33− 432a2 + 234a+ 216a3, (B.16)
when written as polynomials in a − a0, have negative constant term and
alternating signs, and hence are negative on (0, a0).
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