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MODULES HOMOTOPIQUES
par
Fre´de´ric De´glise
Re´sume´. — En s’appuyant sur certains de nos pre´ce´dents articles, nous comparons
au-dessus d’un corps parfait k la cate´gorie des faisceaux invariants par homotopie
avec transferts introduite par V. Voevodsky a` celle des modules de cycles introduite
par M. Rost : la premie`re est une sous-cate´gorie pleine de la seconde. Utilisant la
construction re´cente par D.C Cisinski et l’auteur d’un version non effective DM(k)
de la cate´gorie des complexes motiviques, nous e´tendons ce re´sultat et montrons que
la cate´gorie des modules de cycles et le coeur d’une t-structure naturelle sur DM(k)
qui ge´ne´ralise la t-structure homotopique des complexes motiviques. Nous illustrons
ces re´sultats en prouvant que la suite spectrale du coniveau pour la cohomologie
d’un k-sche´ma lisse repre´sente´e par un objet de DM(k) co¨ıncide avec la suite spec-
trale d’hypercohomologie pour la t-structure homotopique, ge´ne´ralisant un re´sultat
classique de S. Bloch et A. Ogus.
Abstract (Homotopy modules). — Based on previous works, we compare over a
perfect field k the category of homotopy invariant sheaves with transfers introduced
by V. Voevodsky and the category of cycle modules introduced by M. Rost : the
former is a full subcategory of the latter. Using the recent construction by D.C. Ci-
sinski and the author of a non effective version DM(k) of the category of motivic
complexes, we show that cycle modules form the heart of a natural t-structure on
DM(k), generalising the homotopy t-structure on motivic complexes. We enlighten
these results by proving that the coniveau spectral sequence for the cohomology of a
smooth k-scheme represented by an object of DM(k) coincides with the hypercoho-
mology spectral sequence for the homotopy t-structure, generalising a classical result
of S. Bloch and A. Ogus
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Introduction. —
The´orie de Voevodsky. — Dans sa the´orie des complexes motiviques sur un corps par-
fait k, V. Voevodsky introduit le concept central de faisceau Nisnevich invariant par
homotopie avec transferts, que nous appellerons simplement faisceau homotopique.
Rappelons qu’un faisceau homotopique F est un pre´faisceau de groupes abe´liens sur
la cate´gorie des k-sche´mas alge´briques lisses, fonctoriel par rapport aux correspon-
dances finies a` homotopie pre`s, qui est un faisceau pour la topologie de Nisnevich. Un
exemple central d’un tel faisceau est donne´ par le pre´faisceauGm qui a` un sche´ma lisse
X associe le groupe des sections globales inversibles sur X . La cate´gorie des faisceaux
homotopiques, note´e ici HI(k), a de bonnes proprie´te´s que l’on peut re´sumer essen-
tiellement en disant que c’est une cate´gorie abe´lienne de Grothendieck, mono¨ıdale
syme´trique ferme´e.
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Un des points centraux de la the´orie est la de´monstration par Voevodsky que tout
faisceau homotopique F admet une re´solution de Gersten (1). Un cas particulier de ce
re´sultat est le fait que pour tout sche´ma lisse X , le groupe abe´lien F (X) admet une
re´solution par un complexe de la forme :
(G) C∗(X, Fˆ∗) :
⊕
x∈X(0)
Fˆ (κ(x))→ . . .
⊕
x′∈X(n)
Fˆ−n(κ(x
′))→ . . .
Suivant Voevodsky, F−n = HomHI(k)(G
⊗n
m , F ). On a note´ X
(n) l’ensemble des points
de codimension n de X . En degre´ n, ce complexe est forme´ par la somme des fibres
du faisceau F−n en les points du topos Nisnevich de´finis par κ(x), le corps re´siduel
de x.
Un corollaire de cette re´solution de Gersten est que les faisceaux homotopiques
sont essentiellement de´termine´s par leurs fibres en un corps de fonctions. La question
centrale de cet article est de savoir jusqu’a` quel point ils le sont.
The´orie de Rost. — Pour de´finir un complexe de Gersten, du type (G), on remarque
qu’il faut essentiellement se donner un groupe abe´lien pour chaque corps re´siduel d’un
point de X . M. Rost axiomatise cette situation en introduisant les modules de cycles.
Un module de cycles est un foncteur φ de la cate´gorie des corps de fonctions au-
dessus de k vers les groupes abe´liens gradue´s, muni d’une fonctorialite´ e´tendue qui
permet de de´finir un complexe C∗(X,φ) du type (G). Pour avoir une ide´e de cette
fonctorialite´, le lecteur peut se re´fe´rer aux proprie´te´s de la K-the´orie de Milnor – mais
aussi a` la the´orie des modules galoisiens. Rost note l’analogie entre ce complexe et le
groupe des cycles de X – comme l’avaient fait Bloch et Quillen avant lui – et utilise le
traitement de la the´orie de l’intersection par Fulton pour montrer que la cohomologie
du complexe, note´e A∗(X,φ), est naturelle en X par rapport aux morphismes de
sche´mas lisses.
Une comparaison. — Re´pondant a` la question finale du premier paragraphe, nous
comparons la the´orie de Rost et celle de Voevodsky. D’une manie`re vague, notre
re´sultat principal affirme que l’association F 7→ Fˆ∗ de´finit un foncteur pleinement
fide`le des faisceaux homotopiques dans les modules de cycles, avec pour quasi-inverse
a` gauche le foncteur φ 7→ A0(., φ).
Pour eˆtre plus pre´cis dans la formulation de ce re´sultat, on est conduit a` e´largir la
cate´gorie des faisceaux homotopiques. On de´finit un module homotopique F∗ comme
un faisceau homotopique Z-gradue´ muni d’isomorphismes ǫn : Fn → (Fn+1)−1. La
1. Les complexes du type (G), ci-dessous, ont e´te´ introduits par Grothendieck sous le nom
re´solution de Cousin, remplac¸ant la the´orie des faisceaux homotopiques par celle des faisceaux
cohe´rents. Graˆce a` la suite spectrale associe´e a` la filtration par coniveau d’apre`s Grothendieck,
ils ont e´te´ re´introduits un peu plus tard dans le contexte des the´ories cohomologiques, par Brown et
Gersten en K-the´orie et finallement par Bloch et Ogus dans une version axiomatique. Notons que ces
derniers auteurs parlent plutoˆt de ≪ arithmetic resolution ≫ et il semble que le terme de re´solution
de Gersten se soit impose´ par la suite. La fonctorialite´ de la re´solution de Gersten par rapport a` un
morphisme de sche´mas lisses a e´te´ traite´e dans le cas de la K-the´orie par H. Gillet (voir [Gil85])
puis e´tendue dans le cas des modules de cycles par M. Rost.
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cate´gorie obtenue, note´e HI∗(k), est encore abe´lienne de Grothendieck, syme´trique
mono¨ıdale ferme´e. De plus, elle contient comme sous-cate´gorie pleine la cate´gorie
HI(k) – si F est un faisceau homotopique, le module homotopique associe´ a pour
valeur G⊗nm ⊗ F (resp. F−n) en degre´ n ≥ 0 (resp. n < 0).
De`s lors, on peut montrer que le syste`me Fˆ∗ des fibres d’un module homotopique
F∗ en un corps de fonctions de´finit un module de cycles. De plus, pour tout module de
cycles φ, le groupe A0(X,φ), de´pendant fonctoriellement d’un sche´ma lisse X , de´finit
un module homotopique.
The´ore`me (cf. 3.4). — Les deux associations de´crites ci-dessus de´finissent des fon-
teurs quasi-inverses l’un de l’autre.
La re´solution de Gersten obtenue par Voevodsky est maintenant e´quivalente au
re´sultat suivant :
Corollaire (cf. 3.6). — Si F∗ est un module homotopique et X un sche´ma lisse,
Hn(X,F∗) = A
n(X, Fˆ∗).
(2)
L’interpre´tation motivique. — Rappelons qu’un complexe motivique est un com-
plexe (3) de faisceaux Nisnevich avec transferts dont les faisceaux de cohomologie sont
des faisceaux homotopiques. La cate´gorie des complexes motiviques DM eff(k) porte
ainsi naturellement une t-structure au sens de Beilinson, Bernstein et Deligne dont le
coeur est la cate´gorie HI(k).
La cate´gorie DM eff(k) est triangule´e mono¨ıdale syme´trique ferme´e. Elle contient
comme sous cate´gorie pleine la cate´gorie des motifs purs modulo e´quivalence ration-
nelle de´finie par Grothendieck. C’est ainsi une cate´gorie ≪ effective ≫, dans le sens ou`
le motif de Tate 1(1) n’a pas de ⊗-inverse. Suivant l’approche initiale de Grothen-
dieck, on est conduit a` introduire une version non effective des complexes motiviques ;
c’est ce qui est fait par D.C. Cisinski et l’auteur dans [CD09b]. Il est naturel dans le
contexte des complexes motiviques de remplacer la construction habituelle pour in-
verser 1(1) par l’approche des topologues pour de´finir la cate´gorie homotopique stable
S H top. La cate´gorie DM(k), dont les objets seront appele´s les spectres motiviques,
est ainsi construite a` partir du formalisme des spectres et des cate´gories de mode`les.
C’est la cate´gorie mono¨ıdale homotopique (4) universelle munie d’un foncteur de´rive´
mono¨ıdal
Σ∞ : DM eff(k)→ DM(k)
admettant un adjoint a` droite Ω∞ et telle que l’objet Σ∞ 1(1) est ⊗-inversible. Notons
que dans le cadre des complexes motiviques, le foncteur Σ∞ est pleinement fide`le
d’apre`s le the´ore`me de simplification de Voevodsky [Voe02].
2. L’identification obtenue ici est naturelle, non seulement par rapport au pullback, mais aussi
par rapport aux correspondances finies et par rapport au pushout par un morphisme projectif.
3. Originellement, ces complexes sont suppose´s borne´s supe´rieurement. Nous abandonnons cette
hypothe`se dans tout l’article suivant [CD09b].
4. c’est-a`-dire la cate´gorie homotopique associe´e a` une cate´gorie de mode`les mono¨ıdale.
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Dans cet article, nous montrons que l’on peut e´tendre la de´finition de la t-structure
homotopique a` la cate´gorieDM(k), de telle manie`re que le foncteur Ω∞ est t-exact. Le
coeur de la t-structure homotopique sur DM(k) est la cate´gorie HI∗(k) des modules
homotopiques, qui est donc canoniquement identifie´e a` la cate´gorie des modules de
cycles d’apre`s le the´ore`me 3.4 de´ja` cite´.
Ceci nous permet de donner une interpre´tation frappante du module de cycles
Fˆ∗ associe´ a` un module homotopique F∗, a` travers la notion de motifs ge´ne´riques
de [De´g08b]. (5) Le motif ge´ne´rique associe´ a` un corps de fonctions E est le pro-
motif de´fini par tous les mode`les lisses de E. On conside`re la cate´gorie DM
(0)
gm(k)
forme´e par tous les twists de motifs ge´ne´riques par 1(n)[n] = 1{n} pour n ∈ Z.
Alors, Fˆ∗ est simplement la restriction du foncteur repre´sente´ par F∗ dans DM(k) a`
la cate´gorieDM
(0)
gm(k). La cate´gorieDM
(0)
gm(k) est une cate´gorie de ≪ points ≫ pour les
spectres motiviques, et la fonctorialite´ des modules de cycles est interpre´te´e en termes
de morphismes de spe´cialisations entre ces points. De ce point de vue, les modules
homotopiques correspondent a` des syste`mes locaux ou` le groupo¨ıde fondamental est
remplace´ par la cate´gorie DM
(0)
gm(k).
Filtration par coniveau. — Comme on l’a de´ja` mentionne´, la filtration par coniveau
d’un sche´ma lisse X est lie´e a` la re´solution de Gersten : elle induit pour tout module
homotopique F∗ une suite spectrale convergente
Ep,q1,c (X,F∗)⇒ H
p+q(X,F∗)
dont le premier terme est concentre´ sur la ligne q = 0 et s’identifie canoniquement au
complexe C∗(X, Fˆ∗). Sa de´ge´ne´rescence explique donc le corollaire 3.6.
Ce re´sultat peut eˆtre e´tendu aux spectres motiviques. Pour un sche´ma lisse X et un
spectre motivique E, on noteHp(X,E) le groupe des morphismes dansDM(k) entre le
motif de X et E[p]. On note aussi Hq∗(E) (resp. Hˆ
q
∗(E)) le module homotopique (resp.
module de cycles) correspondant au q-ie`me groupe de cohomologie pour la t-structure
homotopique. La filtration par coniveau sur X induit une suite spectrale
Ep,q1,c = C
p(X, Hˆq∗(E))0 ⇒ H
p+q(X,E).
Par ailleurs, la filtration sur E pour la t-structure homotopique de´termine une suite
spectrale
Ep,q2,t = H
p(X,Hq∗(E))0 ⇒ H
p+q(X,E).
The´ore`me (cf. 6.4). — L’identification du corollaire 3.6 de´termine un isomor-
phisme canonique de suites spectrales
Ep,qr,c = E
p,q
r,t , r ≥ 2.
On en de´duit que la filtration par coniveau relativement a` X sur H∗(X,E) co¨ıncide
avec la filtration pour la t-structure homotopique relativement a` E. On en de´duit aussi
que la suite spectrale du coniveau satisfait de bonnes proprie´te´s de fonctorialite´ par
5. Cette notion a aussi e´te´ introduite par A.Beilinson dans [Bei02].
6 FRE´DE´RIC DE´GLISE
rapport au sche´ma lisse X : compatibilite´ aux pullbacks, pushouts, transferts et a`
l’action de la cohomologie motivique (cf. 6.5 pour plus de pre´cisions).
Ce re´sultat doit eˆtre compare´ a` un the´ore`me de Bloch et Ogus montrant que la suite
spectrale du coniveau sur la cohomologie de De Rham coincide avec la suite spectrale
d’hypercohomologie Zariski du complexe de De Rham (cf. [BO74]). Plus pre´cise´ment,
on retrouve ce the´ore`me graˆce a` la notion de the´orie de Weil mixte introduite par
Cisinski et l’auteur dans [CD09a]. Toute the´orie de Weil mixte correspond en effet
a` un spectre motivique E auquel on peut appliquer le the´ore`me pre´ce´dent, et la
cohomologie de De Rham en caracte´ristique 0 est un cas particulier de the´orie de Weil
mixte. Pour retrouver le re´sultat sur la cohomologie de De Rham, il faut pre´ciser que
le module homotopique Hq∗(E) coincide en degre´ 0 avec la cohomologie non ramifie´e
(6)
associe´e a` E, a` savoir le faisceau Zariski associe´ au pre´faisceau X 7→ Hq(X,E). De
ce point de vue, les re´sultats de cet article apparaissent dans le prolongement direct
des travaux de Bloch et Ogus ; la notion de module homotopique exprime ainsi la
structure des faisceaux de cohomologie non ramifie´e.
Plan du travail. — L’article est divise´ en trois parties.
Dans la premie`re partie, on introduit la cate´gorie des modules homotopiques (def.
1.15) apre`s quelques rappels sur les faisceaux homotopiques. On rappelle aussi les
grandes lignes de la the´orie des modules de cycles et on e´tablit le the´ore`me central 3.4
cite´ pre´ce´demment en s’appuyant sur les articles [De´g06] et [De´g08b] pour construire
chaque foncteur de l’e´quivalence de cate´gories. On notera que tout le sel de ce the´ore`me
re´side dans l’e´tude de la fonctorialite´ de la re´solution de Gersten. C’est ce qu’on
exploite notamment en e´tudiant l’identification de 3.6 a` la fin de cette partie.
Dans la seconde partie, on rappelle la the´orie des complexes motiviques de Voevod-
sky en utilisant le travail effectue´ dans [CD09b] sur les cate´gories de mode`les. Graˆce
a` cela, on peut introduire la cate´gorie DM(k) aise´ment et donner la de´finition de la
t-structure homotopique sur cette cate´gorie, ainsi que l’identification du coeur. La fin
de cette seconde partie est consacre´e a` la comparaison 6.4 des suites spectrales du co-
niveau et de la t-structure homotopique, qui s’appuie de manie`re essentielle sur l’e´tude
de la suite spectrale du coniveau de´ja` effectue´e dans [De´g08a]. On exploite ici la no-
tion de ≪ filtration de´cale´e ≫ introduite par Deligne, sur le mode`le de [Par96]. Dans
un assez long pre´liminaire 6.1, nous avons essaye´ de clarifier les diverses constructions
des suites spectrales qui interviennent, l’une par un couple exact et l’autre par un
complexe filtre´. C’est l’axiome de l’octae`dre qui apparaˆıt central ici et qui explique
de manie`re frappante la dualite´ entre ces deux approches.
La troisie`me partie est consacre´e a` diverses applications et comple´ments. Le pre-
mier de ceux-ci illustre la remarque de´ja` faite sur l’importance de l’e´tude de la fonc-
torialite´ de la re´solution de Gersten : elle nous permet de montrer que le morphisme
de Gysin (cf. [De´g08a]) et la transpose´e d’un morphisme fini co¨ıncident dans la
6. Ce type de faisceau a e´te´ introduit pour la premie`re fois dans [BO74] mais la terminologie
utilise´e ici est apparue un peu plus tard.
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cate´gorie DM(k). La deuxie`me application montre que pour une large classe de mo-
dules de cycles, la graduation structurale est borne´e infe´rieurement. Cette classe est
de´termine´e par une notion de constructibilite´ sur les modules homotopiques intro-
duite a` cette occasion, et compare´e a` d’autres de´finitions. On montre ensuite en quoi
la the´orie des groupes de Chow a` coefficients dans un module de cycle est parti-
culie`rement inte´ressante dans le cas des sche´mas singuliers, en les identifiant (dans les
cas ou` on peut) avec l’homologie de Borel-Moore du module homotopique correspon-
dant (7). On termine l’article sur une comparaison entre les motifs ge´ne´riques et les
motifs birationnels introduits par B. Kahn et R. Sujatha (cf. [KS02]) qui permet de
comple´ter la fonctorialite´ des motifs ge´ne´riques.
Perspective. — Comme on l’a de´ja` remarque´, la cate´gorie DM(k) est analogue a` la
cate´gorie homotopique stable topologique. C’est dans le cadre de la cate´gorie homo-
topique stable des sche´mas que cette analogie prend tout son sens. Ainsi, F. Morel
a introduit et largement e´tudie´ l’analogue des faisceaux homotopiques dans ce cadre
(les faisceaux Nisnevich strictement invariants par homotopie, [Mor05]). Il a aussi
introduit l’analogue des modules homotopiques, interpre´te´s comme objets du coeur
de la cate´gorie homotopique stable des sche´mas dans [Mor04]. Sa notion de module
homotopique est plus ge´ne´rale que la noˆtre. (8) Dans un travail en pre´paration, nous
montrons une conjecture de Morel pre´disant que les modules homotopiques introduits
ici sont e´quivalents aux modules homotopiques orientables. Cette conjecture s’inscrit
plus ge´ne´ralement dans le tableau actuel qui veut que la cate´gorie DM(k) s’identifie
a` la cate´gorie des spectres orientables avec loi de groupe formelle additive – ceci est
connu a` coefficients rationnels et devrait se ge´ne´raliser sur une base quelconque (cf.
[CD07]). (9)
Le re´sultat concernant la comparaison de suites spectrales a e´te´ conside´re´
inde´pendemment de nous par M.V. Bondarko dans son travail sur les structures de
poids (cf. [Bon08]). Notons pour terminer que notre de´monstration s’appuie sur la
preuve de Deligne (10) et que nous nous sommes particulie`rement inspire´s de [GS99]
et [Par96].
7. On notera ainsi que dans la de´finition des diffe´rentielles du complexe C∗(X, φ), on utilise de
manie`re centrale le proce´de´ de normalisation pour de´singulariser les sous-sche´mas ferme´s de X en
codimension 1. Cette re´solution (faible) des singularite´s explique dans une certaine mesure les bonnes
proprie´te´s des groupes A∗(X, φ).
8. On peut re´soudre la contradiction entre les deux terminologies en utilisant l’expression ≪ mo-
dule homotopique avec transferts ≫ pour de´signer les objets conside´re´s ici. Une autre possibilite´
est d’appeller ≪ modules homotopiques ge´ne´ralise´s ≫ les objets conside´re´s par Morel, venant de la
cate´gorie homotopique stable.
9. Ceci soule`ve aussi un proble`me de terminologie pour diffe´rencier les objets de la cate´gorie
DM(k) de ceux de la cate´gorie SH(k). La terminologie de ≪ spectres motiviques ≫ a e´te´ employe´e
par plusieurs auteurs – dont malheureusement Voevodsky – pour de´signer les objets de SH(k). Il
nous semble plus opportun, pour des raisons historiques e´videntes, de re´server cette terminologie aux
objets de la cate´gorie DM(k) et de parler de ≪ spectres motiviques ge´ne´ralise´s ≫ pour de´signer les
objets de SH(k). Cette terminologie pre´sente l’avantage d’eˆtre conforme a` celle utilise´e en topologie
alge´brique.
10. Elle est mentionne´e par Bloch et Ogus dans [BO74] mais n’a pas e´te´ re´dige´e par Deligne.
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Remerciements. — Mes remerciements vont en premier lieu a` F. Morel qui a dirige´
ma the`se, dans laquelle le re´sultat central de cet article a e´te´ e´tablit. L’influence de
ses ide´es est partout dans ce texte. Je remercie aussi A. Suslin et A. Merkurjev qui
ont e´te´ les rapporteurs de cette the`se et dont les rapports m’ont beaucoup aide´s dans
la re´daction pre´sente, ainsi que D.C. Cisinski pour sa relecture et son inte´reˆt pour
mon me´moire de the`se. Enfin, je remercie J. Ayoub, A. Beilinson, J.B. Bost, B. Kahn,
J. Riou, C. Soule´ et J. Wildeshaus pour leur inte´reˆt et des discussions autour du sujet
de cet article.
Notations. — On fixe un corps parfait k. Tous les sche´mas conside´re´s sont des k-
sche´mas se´pare´s. Nous dirons qu’un sche´ma X est lisse si il est lisse de type fini sur
k. La cate´gorie des sche´mas lisses est note´e Lk.
Nous disons qu’un sche´ma X est essentiellement de type fini s’il est localement
isomorphe au spectre d’une k-alge`bre qui est une localisation d’une k-alge`bre de type
fini.
On appelle corps de fonctions toute extension de corps E/k de degre´ de transcen-
dance fini. Un corps de fonctions value´ est un couple (E, v) ou` E est un corps de
fonctions et v est une valuation sur E dont l’anneau des entiers est essentiellement de
type fini sur k.
Un mode`le de E/k est un k-sche´ma lisse connexe X muni d’un k-isomorphisme entre
son corps des fonctions et E. On de´finit le pro-sche´ma des mode`les de E :
(E) = ” lim
←−
”
A⊂E
Spec(A)
ou` A parcourt l’ensemble ordonne´ filtrant des sous-k-alge`bres de type fini de E dont
le corps des fractions est E.
Voici une liste des cate´gories principales utilise´es dans ce texte :
– DM effgm (k) (resp. DMgm(k)) de´signe la cate´gorie des motifs ge´ome´triques effectifs
(resp. non ne´cessairement effectifs).
– DM eff(k) de´signe la cate´gorie des complexes motiviques (que l’on ne suppose
pas ne´cessairement borne´s infe´rieurement).
– DM(k) de´signe la cate´gorie des spectres motiviques, version non effective de
DM eff(k).
– HI(k) (resp. HI∗(k)) de´signe la cate´gorie des faisceaux (resp. modules) ho-
motopiques. C’est le coeur de la t-structure homotopique sur DM eff(k) (resp.
DM(k)).
– MCycl(k) de´signe la cate´gorie des modules de cycles.
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PARTIE I
MODULES HOMOTOPIQUES ET MODULES DE CYCLES
1. Modules homotopiques
1.1. Rappels sur les faisceaux avec transferts. —
1.1. — SoientX et Y des sche´mas lisses. Rappelons qu’une correspondance finie deX
vers Y est un cycle de X×Y dont le support est fini e´quidimensionel surX . La formule
habituelle permet de de´finir un produit de composition pour les correspondances finies
qui donne lieu a` une cate´gorie additive L cork (cf. [De´g07, 4.1.19]). On obtient un
foncteur γ : Lk → L
cor
k , e´gal a` l’identite´ sur les objets, en associant a` tout morphisme
le cycle associe´ a` son graphe. La cate´gorie L cork est enfin mono¨ıdale syme´trique. Le
produit tensoriel sur les objets est donne´ par le produit carte´sien des sche´mas lisses ;
sur les morphismes, il est induit par le produit exte´rieur des cycles (cf. [De´g07,
4.1.23]).
1.2. — Un faisceau avec transferts est un foncteur F : (L cork )
op → A b additif contra-
variant tel que F ◦ γ est un faisceau Nisnevich. On note Shtr(k) la cate´gorie des
faisceaux avec transferts munis des transformations naturelles. Cette cate´gorie est
abe´lienne de Grothendieck (cf. [De´g07, 4.2.8]). Une famille ge´ne´ratrice est donne´e
par les faisceaux repre´sentables par un sche´ma lisse X :
Ztr(X) : Y 7→ c(Y,X).
Il existe un unique produit tensoriel syme´trique ⊗tr sur Shtr(k) telle que le foncteur
Ztr est mono¨ıdal syme´trique. La cate´gorie Shtr(k) est de plus mono¨ıdale syme´trique
ferme´e (cf. [De´g07, 4.2.14]).
De´finition 1.3. — Un faisceau homotopique est un faisceau avec transferts F inva-
riant par homotopie : pour tout sche´ma lisse X , le morphisme induit par la projection
canonique F (X)→ F (A1X) est un isomorphisme.
On note HI(k) la sous-cate´gorie pleine de Shtr(k) forme´e des faisceaux homoto-
piques. Le foncteur d’oubli e´vident O : HI(k)→ Shtr(k) admet un adjoint a` gauche
h0 : Sh
tr(k)→ HI(k), h0(F ) e´tant de´fini comme le faisceau associe´ au pre´faisceau
(1.3.a) X 7→ coKer
(
F (A1X)
s∗0−s
∗
1−−−−→ F (X)
)
avec s0 (resp. s1) la section nulle (resp. unite´) de A
1
X/X (cf. [De´g07, 4.4.4, 4.4.15]).
D’apre`s loc. cit., le foncteur O est exact. La cate´gorie HI(k) est donc une sous-
cate´gorie e´paisse de Shtr(k). En particulier, c’est une cate´gorie abe´lienne de Gro-
thendieck dont une famille ge´ne´ratrice est donne´e par les faisceaux de la forme
h0(X) := h0(Z
tr(X)). On ve´rifie aise´ment que le foncteur O commute de plus a` toutes
les limites projectives ce qui implique que HI(k) admet des limites projectives.
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1.4. — Pour un corps de fonctions E, on de´finit la fibre de F en E comme la limite
inductive de l’application de F au pro-sche´ma (E) :
Fˆ (E) = lim
−→
A⊂E
F (Spec(A))
Les foncteurs F 7→ Fˆ (E) forment une famille conservative de foncteurs fibres (11) de
HI(k) (cf. [De´g07, 4.4.7]).
Remarque 1.5. — Ce dernier re´sultat repose sur la proprie´te´ tre`s inte´ressante des
faisceaux homotopiques suivante :
Proposition 1.6. — Pour toute immersion ouverte dense j : U → X dans un
sche´ma lisse, le morphisme induit
j∗ : h0(U)→ h0(X)
est un e´pimorphisme dans HI(k).
Cette proposition est une conse´quence du corollaire 4.3.22 de [De´g07] : il existe un
recouvrement ouvert W
π
−→ X et une correspondance finie α : W → U telle que le
diagramme suivant est commutatif a` homotopie pre`s
W
α
xxrrr
rr π
U j // X.
Elle implique en particulier que pour tout sche´ma lisse connexeX de corps des fontions
E, le morphisme canonique F (X)→ Fˆ (E) est un monomorphisme.
1.7. — Dans une cate´gorie abe´lienne de Grothendieck A , une classe de fle`ches W
est dite localisante si :
(i) W est stable par limite inductive.
(ii) Soit f et g des fle`ches composables de A . Si deux des constituants de (f, g, gf)
appartiennent a` W , le troisie`me appartient a` W .
Si S est un classe de fle`che essentiellement petite, on peut parler de la classe de fle`ches
localisante engendre´e par S.
Lemme 1.8. — Il existe un unique produit tensoriel syme´trique ⊗Htr sur HI(k) tel
que le fonteur h0 est mono¨ıdal syme´trique.
De´monstration. — D’apre`s ce qui pre´ce`de, HI(k) s’identifie a` la localisation de la
cate´gorie Shtr(k) par rapport a` la classe de fle`ches localisante engendre´e par les mor-
phismes Ztr(A1X) → Z
tr(X) pour un sche´ma lisse X arbitraire. Ainsi, pour tout
sche´ma lisse X , W⊗tr Ztr(X) ⊂ W . Donc le produit tensoriel ⊗tr satisfait la pro-
prie´te´ de localisation par rapport a` W ce qui de´montre le lemme.
11. i.e. exacts commutant aux limites inductives.
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La cate´gorie HI(k) munie du produit tensoriel ⊗Htr obtenu dans le lemme
pre´ce´dent est mono¨ıdale syme´trique ferme´e. Ce produit tensoriel est caracte´rise´ par
la relation h0(X)⊗
Htr h0(Y ) = h0(X × Y ) de´duite du lemme pre´ce´dent.
De´finition 1.9. — Soit s : {1} → Gm l’immersion du point unite´. On appelle sphe`re
de Tate le conoyau de h0(s) dans la cate´gorie HI(k). On la note S
1
t .
D’apre`s l’invariance par homotopie, on obtient encore une suite exacte courte
scinde´e dans HI(k) :
0→ S1t → h0(Gm)
j∗
−→ h0(A
1
k)→ 0.
ou` j est l’immersion ouverte e´vidente. D’apre`s la proposition 2.2.4 de [De´g08b], la
sphe`re de Tate est isomorphe en tant que faisceau au groupe multiplicatif Gm – les
transferts induits sur Gm se calculent a` l’aide de l’application norme suivant loc. cit.
Lemme 1.10. — L’automorphisme de permutation des facteurs sur S1t ⊗
Htr S1t est
e´gal a` −1.
De´monstration. — Ce fait est bien connu du point de vue de la cohomologie moti-
vique. On donne ici une de´monstration e´le´mentaire base´e sur un argument de Suslin
et Voevodsky. Pour tout sche´ma affine lisse X = Spec(A), on obtient par de´finition
des e´pimorphismes :
Gm(X)⊗Z Gm(X)
α
−→ Γ(X,h0(G
2
m))
β
−→ Γ(X,S1t ⊗
Htr S1t ).
On conside`re le sous-sche´ma ferme´ H de A1 × X × Gm = Spec(A[t, u, u
−1]) de´finit
par l’e´quation
t(u− a)(u− b) + (1− t)(u − ab)(u− 1) = 0.
Il est de codimension 1 et domine A1X . C’est donc une correspondance finie de A
1
X
dans Gm. D’apre`s l’e´quation ci-dessus, H ◦ s0 = {ab}+ {1} et H ◦ s1 = {a}+ {b}. Si
δ de´signe l’immersion diagonale de Gm, l’homotopie δ ◦H montre donc la relation
α(ab, ab) + α(1, 1) = α(a, a) + α(b, b).
On en de´duit βα(b, a) = −βα(a, b) ce qui conclut d’apre`s le lemme de Yoneda.
1.11. — Pour un entier n ≥ 0, on note Snt la puissance tensorielle n-ie`me de S
1
t
dans HI(k). Si F est un faisceau homotopique, on pose F−n = HomHI(k)(S
n
t , F ). Par
de´finition, pour tout sche´ma lisse X ,
F−1(X) = F (Gm ×X)/F (X).
Le foncteur ?−n est le n-ie`me ite´re´ du fonteur ?−1. Ainsi la proposition 3.4.3 de
[De´g08b] entraine :
Lemme 1.12. — L’endofoncteur HI(k)→ HI(k), F 7→ F−n est exact.
Le re´sultat suivant est un corollaire du the´ore`me de simplification de Voevodsky
[Voe02].
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Proposition 1.13. — L’endofoncteur HI(k) → HI(k), F 7→ Snt ⊗
Htr F est pleine-
ment fide`le.
De´monstration. — Il suffit de conside´rer le cas n = 1. La preuve anticipe la suite
de l’expose´ puisqu’elle utilise la cate´gorie DM eff− (k) des complexes motiviques de
Voevodsky de´finie dans [Voe02]. Le the´ore`me central de loc. cit. affirme que le twist
de Tate est pleinement fide`le dans DM eff− (k). Il en re´sulte que le morphisme cano-
nique F → HomDMeff
−
(k)(Z
tr(1)[1], F (1)[1]) est un isomorphisme. D’apre`s [De´g08b,
3.4.4], le membre de droite est e´gal a` H0(F (1)[1])−1. Or par de´finition, H
0(F (1)[1]) =
S1t ⊗
Htr F et la transformation naturelle correspondante F → (S1t ⊗
Htr F )−1 est l’ap-
plication d’adjonction.
1.2. De´finition. —
1.14. — On note Z−HI(k) la cate´gorie des faisceaux homotopiques Z-gradue´s. Pour
un tel faisceau F∗ et un entier n ∈ Z, on note F∗{n} le faisceau gradue´ dont la
composante en degre´ i est Fi+n. Si F est un faisceau homotopique, on note encore
F{n} le faisceau gradue´ concentre´ en degre´ −n e´gal a` F . La cate´gorie Z−HI(k) est
abe´lienne de Grothendieck avec pour ge´ne´rateurs la famille (h0(X){i}) indexe´e par
les sche´mas lisses X et les entiers i ∈ Z.
Cette cate´gorie est mono¨ıdale syme´trique :(
F∗ ⊗ˆ
Htr
G∗
)
n
= ⊕p+q=nFp⊗
HtrGq.
Pour la syme´trie, on adopte la convention donne´e par la re`gle de Koszul :
⊕p+q=nFp⊗
HtrGq
∑
(−1)pq.ǫpq
−−−−−−−−→ ⊕p+q=nGq ⊗
Htr Fp
ou` ǫpq de´signe l’isomorphisme de syme´trie pour la structure mono¨ıdale des faisceaux
homotopiques.
On note S∗t le faisceau homotopique gradue´ concentre´ en degre´ positif, e´gal en
degre´ n a` Snt . Compte tenu de la re`gle de Koszul ci-dessus et du lemme 1.10, c’est un
mono¨ıde commutatif dans Z−HI(k). On note S∗t −mod la cate´gorie des modules sur
S∗t . C’est une cate´gorie abe´lienne mono¨ıdale de Grothendieck avec pour ge´ne´rateurs
(S∗t ⊗
Htr h0(X){i}) pour X un sche´ma lisse et i ∈ Z. Le morphisme structural d’un
S∗t -module (F∗, τ) est de´termine´ par la suite de morphismes S
1
t ⊗
Htr Fn
τn−→ Fn+1,
appele´s morphismes de suspension.
De´finition 1.15. — Un module homotopique est un S∗t -module (F∗, τ) tel que le
morphisme adjoint a` τn
ǫn : Fn → HomHI(k)(S
1
t , Fn+1) = (Fn+1)−1
est un isomorphisme. On noteHI∗(k) la sous-cate´gorie de S
∗
t−mod forme´e des modules
homotopiques.
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1.16. — Compte tenu du lemme 1.12, le foncteur d’inclusion HI∗(k)→ S
∗
t−mod est
exact et conservatif. Il admet de plus un adjoint a` gauche L de´finit pour tout faisceau
homotopique F par la formule
L
(
S∗t ⊗
Htr F{i}
)
n
=
{
Sn+it ⊗
Htr F si n+ i ≥ 0
Fn+i si n+ i ≤ 0
en adoptant la notation de 1.11. Le fait que L prend ses valeurs dans les faisceaux
homotopiques re´sulte de 1.13. On pose plus simplement σ∞ F{i} = L
(
S∗t ⊗
Htr F{i}
)
.
La cate´gorie HI∗(k) est donc une sous-cate´gorie abe´lienne de S
∗
t −mod, avec pour
ge´ne´rateurs la famille
(1.16.a) h0,∗ = σ
∞ h0(X){i}
pour un sche´ma lisse X et un entier i ∈ Z – le symbole ∗ correspond a` la graduation
naturelle de module homotopique.
Si (F∗, τ) est un module homotopique, on pose ω
∞ F∗ = F0. On obtient ainsi un
couple de foncteurs adjoints
σ∞ : HI(k)⇆ HI∗(k) : ω
∞
tels que σ∞ est pleinement fide`le (prop. 1.13) et ω∞ est exact (lemme 1.12). Ainsi,
pour tout sche´ma lisse X , tout module homotopique F∗ et tout (n, i) ∈ Z
2,
(1.16.b) HomHI∗(k)(h0,∗(X), F∗{i}[n]) = H
n
Nis(X ;Fi).
Lemme 1.17. — Il existe sur HI∗(k) une unique structure mono¨ıdale syme´trique
telle que le foncteur L est mono¨ıdal syme´trique.
De´monstration. — Compte tenu de ce qui pre´ce`de, le foncteur L est un foncteur
de localisation : pour tout sche´ma lisse X et tout entier n ∈ Z, on obtient par
de´finition (S∗t ⊗
Htr h0(X){n})−n+1 = S
1
t ⊗
Htr h0(X). Par adjonction, l’identite´ de
S1t ⊗
Htr h0(X) induit donc un morphisme de S
∗
t -modules
S∗t ⊗
Htr(S1t ⊗
Htr h0(X){n− 1})→ S
∗
t ⊗
Htr h0(X){n}.
Utilisant a` nouveau le jeu des adjonctions introduites ci-dessus, HI∗(k) est la locali-
sation de S∗t−mod par rapport a` la classe de fle`ches localisanteW (cf. 1.7) engendre´e
par les morphismes pre´ce´dents. Pour tout couple (Y,m), Y sche´ma lisse, m ∈ Z, il
est e´vident que W ⊗ˆ
Htr
(S∗t ⊗
Htr h0(Y ){m}) ⊂ W . Ainsi, ⊗ˆ
Htr
ve´rifie la proprie´te´ de
localisation par rapport a` W ce qui conclut.
La cate´gorie HI∗(k) est donc mono¨ıdale syme´trique ferme´e avec pour neutre le
module homotopique S∗t . Le foncteur σ
∞ est de plus mono¨ıdal syme´trique. Enfin,
l’objet σ∞ S1t est inversible pour le produit tensoriel avec pour inverse σ
∞ Ztr{−1}.
Remarque 1.18. — La cate´gorie HI∗(k) est la cate´gorie mono¨ıdale abe´lienne de
Grothendieck universelle pour les proprie´te´s qui viennent d’eˆtre e´nonce´es. La construc-
tion donne´e ici est parfaitement analogue a` la construction de la cate´gorie des spectres
en topologie alge´brique, comme le sugge`re nos notations – en particulier pour le fais-
ceau S1t qui joue le roˆle de la sphe`re topologique. La construction ici est facilite´e parce
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que nous sommes dans un cadre abe´lien et que la sphe`re S1t est anti-commutative. Le
the´ore`me de simplification 1.13 rend la construction du foncteur L plus facile mais
n’est pas indispensable.
1.3. Re´alisation des motifs ge´ome´triques. — Rappelons que la cate´gorie des
motifs ge´ome´triques effectifs DM effgm (k) de´finie par Voevodsky est l’enveloppe pseudo-
abe´lienne de la localisation de la cate´gorie Kb(L cork ) des complexes de L
cor
k a`
e´quivalence d’homotopie pre`s par la sous-cate´gorie triangule´e e´paisse engendre´e par
les complexes suivants :
1. . . . 0→ U ∩ V → U ⊕ V → X → 0 . . .
pour un recouvrement ouvert U ∪ V d’un sche´ma lisse X .
2. . . . 0→ A1X → X → 0 . . .
induit par la projection canonique pour un sche´ma lisse X .
Rappelons que cette cate´gorie est triangule´e mono¨ıdale syme´trique. Pour un sche´ma
lisse X , on note simplementM(X) le complexe concentre´ en degre´ 0 e´gal a` X vu dans
DM effgm (k).
Pour tout complexe borne´ C de L cork , on note Z
tr(C) le complexe de
faisceau avec transferts e´vident. Pour un faisceau homotopique F , posons
ϕF (C) = HomD(Shtr(k))(Z
tr(C), F ). Rappelons que pour un sche´ma lisse X ,
HomD(Shtr(k))(Z
tr(X)[−n], F ) = HnNis(X ;F ) (cf. [De´g07, 4.2.9]) ; la cohomologie
Nisnevich de F est de plus invariante par homotopie (cf. [De´g07, 4.5.1]). On en
de´duit que le foncteur ϕF ainsi de´fini se factorise et induit un foncteur cohomologique
encore note´ ϕF : DM
eff
gm (k)
op → A b.
On de´finit le motif de Tate suspendu (12) Z{1} comme le complexe
. . .→ Spec(k)→ Gm → 0 . . .
ou` Gm est place´ en degre´ 0, vu dans DM
eff
gm (k). Avec une convention le´ge`rement
diffe´rente de celle de Voevodsky, adpate´e a` nos besoins, on de´finit la cate´gorie des
motifs ge´ome´triques DMgm(k) comme la cate´gorie mono¨ıdale syme´trique universelle
obtenue en inversant Z{1} pour le produit tensoriel. Un objet de DMgm(k) est un
couple (C, n) ou` C est un complexe de L cork et n un entier, note´ suggestivement
C{n}. Les morphismes sont de´finis par la formule
HomDMgm(k)(C{n}, D{m}) = lim−→
r≥−n,−m
HomDM effgm (k)(C{r + n}, D{r + n}).
Cette cate´gorie est de manie`re e´vidente e´quivalente a` la cate´gorie de´finie dans
[Voe00b] obtenue en inversant le motif de Tate Z(1) = Z{1}[−1]. Elle est donc
triangule´e mono¨ıdale syme´trique.
Conside´rons maintenant un faisceau homotopique (F∗, ǫ∗). Pour tout motif
ge´ome´trique C{n}, on pose
ϕ(C{n}) = lim
−→
r≥−n
HomD(Shtr(k))(Z
tr(C){r + n}, Fr)
12. En effet, Z{1} = Z(1)[1].
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ou` les morphismes de transitions sont
HomD(Shtr(k))(Z
tr(C){r + n}, Fr)
ǫr∗−−→ HomD(Shtr(k))(Z
tr(C){r + n}, (Fr+1)−1)
= HomD(Shtr(k))(Z
tr(C){r + n+ 1}, Fr+1).
Comme dans le cas des motifs effectifs, ceci induit un foncteur de re´alisation coho-
mologique associe´ a` (F∗, ǫ∗) :
ϕ : DMgm(k)
op → A b
Notons que ce foncteur est naturellement gradue´ ϕn(Z
tr(C){r}) = ϕ(Ztr(C){r − n})
de sorte que, d’apre`s le the´ore`me de simplification 1.13, pour tout sche´ma lisse X ,
ϕn(Z
tr(X)) = Fn(X)
Remarque 1.19. — Ce foncteur obtiendra une interpre´tation plus naturelle dans la
partie II. Notons qu’il re´sulte du the´ore`me de simplification 1.13 que ϕ(M(X){n}) =
F−n(X).
2. Modules de cycles
2.1. Rappels. — Rappelons brie`vement la the´orie des modules de cycles sur k
due a` M. Rost. Tous ces rappels concernent la the´orie telle qu’elle est expose´e dans
[Ros96]. Toutefois, nous nous re´fe´rons a` [De´g06] pour des rappels plus de´taille´s car
nous aurons a` utiliser les re´sultats supple´mentaires qui y sont de´montre´s.
Un pre´-module de cycles φ (cf. [De´g06, 1.1]) est la donne´e pour tout corps de fonctions
E d’un groupe abe´lien Z-gradue´ φ(E) satisfaisant a` la fonctorialite´ suivante :
(D1) Pour toute extension de corps f : E → L, on se donne un morphisme appele´
restriction f∗ : φ(E)→ φ(L) de degre´ 0.
(D2) Pour toute extension finie de corps f : E → L, on se donne un morphisme
appele´ norme f∗ : φ(L)→ φ(E) de degre´ 0.
(D3) Pour tout e´le´ment σ ∈ KMr (E) du r-ie`me groupe de K-the´orie de Milnor de E,
on se donne un morphisme γσ : φ(E)→ φ(E) de degre´ r.
(D4) Pour tout corps de fonctions value´ (E, v), on se donne un morphisme appele´
re´sidu ∂v : φ(E)→ φ(κ(v))) de degre´ −1.
Conside´rant ces donne´es, on introduit fre´quemment un cinquie`me type de morphisme,
associe´ a` un corps de fonctions value´ (E, v) et a` une uniformisante π de v, de degre´
0, sπv = ∂v ◦ γπ, appele´ spe´cialisation.
Ces donne´es sont soumises a` un ensemble de relations (cf. [De´g06, par 1.1]). On peut
se faire une ide´e de ces relations en conside´rant le foncteur de K-the´orie de Milnor
qui est l’exemple le plus simple de pre´-module de cycles.
Conside´rons un sche´ma X essentiellement de type fini sur k. Soit x, y deux points
de X . Soit Z l’adhe´rence re´duite de x dans X , Z˜ sa normalisation et f : Z˜ →
Z le morphisme canonique. Supposons que y est un point de codimension 1 dans
Z et notons Z˜
(0)
y l’ensemble des points ge´ne´riques de f−1(y). Tout point z ∈ Z˜
(0)
y
correspond alors a` une valuation vz sur κ(x) de corps re´siduel κ(z). On note encore
16 FRE´DE´RIC DE´GLISE
ϕz : κ(y)→ κ(z) le morphisme induit par f . On de´finit un morphisme ∂
x
y : φ(κ(x))→
φ(κ(y)) par la formule suivante :
∂xy =
{∑
z∈Z˜
(0)
y
ϕ∗z ◦ ∂vz si y ∈ Z
(1),
0 sinon.
Conside´rons ensuite le groupe abe´lien :
Cp(X ;φ) =
⊕
x∈X(p)
φ(κ(x)).
On dit que le pre´-module de cycles φ est un module de cycles (cf. [De´g06, 1.3]) si
pour tout sche´ma essentiellement de type fini X ,
(FD) Le morphisme
dpX,φ :
∑
x∈X(p),y∈X(p+1)
∂xy : C
p(X ;φ)→ Cp+1(X ;φ)
est bien de´finit.
(C) La suite
. . .→ Cp(X ;φ)
dp
X,φ
−−−→ Cp+1(X ;φ)→ . . .
est un complexe.
Les modules de cycles forment de manie`re e´vidente une cate´gorie que l’on note
MCycl(k).
On introduit une graduation sur le complexe de la proprie´te´ (C) :
Cp(X ;φ)n =
⊕
x∈X(p)
Mn−p(κ(x)).
On note Ap(X ;φ)n le p-ie`me groupe de cohomologie de ce complexe, appele´ parfois
groupe de Chow a` coefficients dans φ.
Pour un sche´ma lisse X de corps des fonctions E, le groupe A0(X ;φ)n est donc le
noyau de l’application bien de´finie
φn(E)
∑
x∈X(1)
∂x
−−−−−−−−→ φn−1(κ(x))
ou` ∂x de´signe le morphisme re´sidu associe´ a` la valuation sur E correspondant au point
x.
2.2. Fonctorialite´. —
2.1. — Le complexe gradue´ C∗(X ;φ)∗ est contravariant en X par rapport aux mor-
phismes plats (cf. [De´g06, par. 1.3]). Il est covariant par rapport aux morphismes
propres e´quidimensionnels (loc. cit.).
2.2. — Dans [De´g06, 3.18], nous avons prolonge´ le travail original de Rost et nous
avons associe´ a` tout morphisme f : Y → X localement d’intersection comple`te
([De´g06, 3.12]) tel que Y est lissifiable ([De´g06, 3.13]) un morphisme de Gysin
f∗ : C∗(X ;φ)→ C∗(Y ;φ)
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qui est un compose´ de morphisme de complexe et d’inverse formel d’un morphisme
de complexes qui est un quasi-isomorphisme (plus pre´cise´ment, il s’agit de l’inverse
formel d’un morphisme p∗ pour p la projection d’un fibre´ vectoriel). Pour de´signer
une telle fle`che formelle, on utilise la notation f∗ : X•−→ Y .
Ce morphisme de Gysin f∗ satisfait les proprie´te´s suivantes :
1. Lorsque f est de plus plat, f∗ coincide avec le pullback plat e´voque´ plus haut.
2. Si g : Z → Y est un morphisme localement d’intersection comple`te avec Z
lissifiable, (fg)∗ = g∗f∗.
Dans le cas ou` f est une immersion ferme´e re´gulie`re, l’hypothe`se que Y est lissifiable
est inutile ; le morphisme f∗ est de´fini en utilisant la de´formation au coˆne normal,
suivant l’ide´e originale de Rost (cf. [De´g06, 3.3]). On utilisera par ailleurs le re´sultat
suivant duˆ a` Rost ([Ros96, (12.4)]) qui de´crit partiellement ce morphisme de Gysin :
Proposition 2.3. — Soit X un sche´ma inte`gre de corps des fonctions E, et i :
Z → X l’immersion ferme´e d’un diviseur principal re´gulier irre´ductible parame´tre´
par π ∈ OX(X). Soit v la valuation de E correspondant au diviseur Z. Alors, le
morphisme i∗ : A0(X ;φ)→ A0(Z;φ) est la restriction de sπv : φ(E)→ φ(κ(v)).
2.4. — A tout carre´ carte´sien
Y ′
j //
g  ∆
X ′
f
Y
i
// X
tel que i est une immersion ferme´e re´gulie`re, on associe un morphisme de Gysin raffine´
∆∗ : X ′•−→ Y ′. Ce morphisme ∆∗ ve´rifie les proprie´te´s suivantes :
1. Si j est re´gulie`re et le morphisme des coˆnes normaux NY ′(X
′) → g−1NY (X)
est un isomorphisme, ∆∗ = j∗.
2. Si f est propre, i∗f∗ = g∗∆
∗.
De plus, si l’immersion canonique CY ′(X
′) → g−1NY (X) du coˆne de j dans le fibre´
normal de i est de codimension pure e´gale a` e, le morphisme ∆∗ est de degre´ coho-
mologique e.
2.5. — Pour tout couple de sche´mas lisses (X,Y ) et pour toute correspondance finie
α ∈ c(X,Y ), on de´finit un morphisme α∗ : Y •−→ X (cf. [De´g06, 6.9]).
On peut de´crire ce dernier comme suit. Supposons que α est la classe d’un sous-
sche´ma ferme´ irre´ductible Z de X × Y . Conside`rons les morphismes :
X
p
← Z
i
−→ Z ×X × Y
q
−→ Y
ou` p et q de´signent les projections canoniques et i le graphe de l’immersion ferme´e
Z → X × Y . Alors,
(2.5.a) α∗ = p∗i
∗q∗
ou` i∗ de´signe le morphisme de Gysin de l’immersion ferme´e re´gulie`re i, q∗ le pullback
plat et p∗ le pushout fini.
La proprie´te´ (βα)∗ = α∗β∗ est de´montre´e dans [De´g06, 6.5].
18 FRE´DE´RIC DE´GLISE
2.3. Suite exacte de localisation. — La suite exacte de localisation n’est pas
e´tudie´e (ni rappele´e) dans [De´g06]. Nous la rappelons maintenant suivant [Ros96]
et de´montrons un re´sultat supple´mentaire concernant sa fonctorialite´.
Pour une immersion ferme´e i : Z → X purement de codimension c, d’immersion
ouverte comple´mentaire j : U → X , on obtient en utilisant la fonctorialite´ rappele´e
ci-dessus une suite exacte courte scinde´e de complexes
(2.5.b) 0→ Cp−c(Z;φ)n−c
i∗−→ Cp(X ;φ)n
j∗
−→ Cp(U ;φ)n → 0.
On en de´duit une suite exacte longue de localisation
(2.5.c)
. . .→ Ap−c(Z;φ)n−c
i∗−→ Ap(X ;φ)n
j∗
−→ Ap(U ;φ)n
∂UZ−−→ Ap−c+1(Z;φ)n−c → . . .
ou` le morphisme ∂UZ est de´finit au niveau des complexes par la formule∑
x∈U(p),z∈Z(p−c+1) ∂
x
z .
Cette suite est naturelle par rapport au pushout propre et au pullback plat. La
proposition suivante est nouvelle :
Proposition 2.6. — Conside´rons un carre´ carte´sien
T
ι′ //
k  ∆
Z
i
Y ι
// X
tel que ι est une immersion ferme´e re´gulie`re. Supposons que i (resp. k) est une im-
mersion ferme´e d’immersion ouverte comple´mentaire j : U → X (resp. l : V → X).
Notons h : V → U le morphisme induit par ι. Supposons enfin que i (resp. k) est de
codimension pure e´gale a` c (resp. d). Alors, le diagramme suivant est commutatif :
. . . // Ap−c(Z;φ)n−c
i∗ //
∆∗
Ap(X ;φ)n
j∗ //
ι∗
Ap(U ;φ)n
∂UZ //
h∗
Ap−c+1(Z;φ)n−c //
∆∗
. . .
. . . // Ap−d(T ;φ)n−d
k∗ // Ap(Y ;φ)n
l∗ // Ap(V ;φ)n
∂VT // Ap−d+1(T ;φ)n−d // . . .
Remarque 2.7. — 1. On peut ge´ne´raliser la proposition pre´ce´dente au cas des
morphismes de Gysin raffine´s comme dans la proposition 4.5 de [De´g06]. Nous
laissons au lecteur le soin de formuler cette ge´ne´ralisation.
2. Alors que l’hypothe`se sur la codimension pure de i est naturelle, celle sur k
ne l’est pas, en particulier dans un cas non transverse. Elle ne nous sert qu’a`
exprimer les degre´s cohomologiques de tous les morphismes et peut aise´ment
eˆtre supprime´e si on accepte des morphismes non homoge`nes par rapport au
degre´ cohomologique.
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De´monstration. — Il suffit de reprendre la preuve de la proposition 4.5 de loc. cit.
dans le cas du diagramme commutatif :
T //
0
00
0
00
0
k
''PP
PPP
PPP Z i
((QQ
QQQ
QQQ
1
11
11
11
1
Y //
}}
}
X
{{
{
Y ι
// X.
On obtient ainsi un diagramme commutatif (13), avec les notations analogues de loc.
cit.
Z •
σ′ //
•
i∗

(1)
CTZ •
ν′
∗ //
•
k′′
∗
(2)
k∗NYX
k′
∗ 
(3)
T
•
k∗

•
p∗Too
X • σ
//
•
j∗

(1′)
NYX
•
l′∗
(2′)
NYX
l′∗ 
(3′)
Y•p∗oo
•
l∗

U • σU
// NUV NUV U•
p∗U
oo
Les carre´s (1), (2), (3) sont commutatifs d’apre`s loc. cit. et les carre´s (1’), (2’), (3’) le
sont pour des raisons triviales. Les fle`ches •−→ qui apparaissent dans ce diagramme
sont bien des morphismes de complexes et induisent donc des morphismes de suite
exacte longue de localisation. Il suffit alors d’appliquer le fait que les morphismes p∗,
p∗T et p
∗
U sont des quasi-isomorphismes pour conclure.
Corollaire 2.8. — Conside´rons un carre´ carte´sien
T
g //
k  ∆
Z
i
Y
f
// X
de sche´mas lisses tels que i (resp. k) est une immersion ferme´e de codimension pure
e´gale a` c, d’immersion ouverte comple´mentaire j : U → X (resp. l : V → X). Notons
h : V → U le morphisme induit par f . Alors, le diagramme suivant est commutatif :
. . . // Ap−c(Z;φ)n−c
i∗ //
g∗
Ap(X ;φ)n
j∗ //
f∗
Ap(U ;φ)n
∂UZ //
h∗
Ap−c+1(Z;φ)n−c //
g∗
. . .
. . . // Ap−c(T ;φ)n−c
k∗ // Ap(Y ;φ)n
l∗ // Ap(V ;φ)n
∂VT // Ap−c+1(T ;φ)n−c // . . .
Remarque 2.9. — Dans l’article [De´g08b], une paire ferme´e est un couple (X,Z)
tel que X est un sche´ma lisse et Z un sous-sche´ma ferme´. On dit que (X,Z) est lisse
(resp. de codimension n) si Z est lisse (resp. purement de codimension n dans X).
Si i : Z → X est l’immersion ferme´e associe´e, un morphisme de paires ferme´es (f, g)
13. Il y a une faute de frappe dans le diagramme commutatif de loc. cit. Il faut lire t∗NZX au lieu
de NYX.
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est un carre´ commutatif
T
g //
k 
Z
i
Y
f
// X
qui est topologiquement carte´sien. On dit que (f, g) est carte´sien (resp. transverse)
quand le carre´ est carte´sien (resp. et le morphisme induit sur les coˆnes normaux
CTY → g
−1CZX est un isomorphisme).
(14)
Le corollaire pre´ce´dent montre que la suite de localisation associe´e a` un module de
cycles φ et une paire ferme´e (X,Z) est naturelle par rapport aux morphismes trans-
verses.
2.4. Module homotopique associe´. —
2.10. — Conside´rons un module de cycles φ. D’apre`s 2.5, A0(.;φ)∗ de´finit un
pre´faisceau gradue´ avec transferts. D’apre`s [De´g06, 6.9], c’est un faisceau homo-
topique gradue´. On le note Fφ∗ et on lui de´finit une structure de module homotopique
comme suit :
Soit X un sche´ma lisse. On conside`re le de´but de la suite exacte longue de localisation
(2.5.c) associe´e a` la section nulle X → A1X :
0→ Fφn (A
1
X)
j∗X−−→ Fφn (Gm ×X)
∂X0−−→ Fφn−1(X)→ . . .
On peut de´crire le morphisme ∂X0 si X est connexe de corps des fonctions E comme
e´tant induit par le morphisme
∂E0 : φn(E(t))→ φn−1(E)
associe´ a` la valuation standard de E(t).
Soit s1 : X → Gm×X la section unite´. Rappelons que (F
φ
n )−1(X) = Ker(s
∗
1). Or par
invariance par homotopie de Fφn , le morphisme canonique Ker(s
∗
1) → coKer(j
∗) est
un isomorphisme. Ainsi, le morphisme ∂X0 induit un morphisme
ǫn,X : (F
φ
n )−1(X)→ F
φ
n−1(X).
On ve´rifie que la suite de localisation pre´ce´dente est compatible aux transferts en X ,
comme cela re´sulte de la description des transferts rappele´e en 2.5 et du corollaire
2.8. Ainsi, ǫn de´finit un morphisme de faisceaux homotopiques. Pour tout corps de
fonctions E, A1(A1E ;φ) = 0 (cf. [Ros96, (2.2)(H)]). Donc la fibre de ǫn en E est un
isomorphisme ce qui implique que c’est un isomorphisme de faisceaux homotopiques
d’apre`s 1.4.
Ainsi, (Fφ∗ , ǫ−1∗ ) de´finit un module homotopique qui de´pend fonctoriellement de φ.
14. Lorsque (X,Z) est lisse de codimension n le fait que le morphisme (f, g) est transverse entraˆıne
que (Y, T ) est lisse de codimension n (k est re´gulier).
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3. Equivalence de cate´gories
3.1. Transforme´e ge´ne´rique. — Conside´rons un couple (E, n) forme´ d’un corps
de fonctions E et d’un entier relatif n. Rappelons que l’on a associe´ dans [De´g08b,
3.3.1] au couple (E, n) un motif ge´ne´rique
M(E){n} = ” lim
←−
”
A⊂E
M(Spec(A)){n}
dans la cate´gorie des pro-objets de DMgm(k). On note DM
(0)
gm(k) la cate´gorie des
motifs ge´ne´riques.
3.1. — Conside´rons un module homotopique (F∗, ǫ∗) ainsi que le foncteur de
re´alisation ϕ : DMgm(k)
op → A b qui lui est associe´ dans la section 1.3. On note
ϕˆ le prolongement e´vident de ϕ a` la cate´gorie des pro-objets. Il re´sulte de [De´g08b,
6.2.1] que la restriction de ϕˆ a` la cate´gorie DM
(0)
gm(k) est un module de cycles, que
l’on note Fˆ∗ et que l’on appelle la transforme´e ge´ne´rique de F∗.
Rappelons brie`vement certaines parties de la construction de [De´g08b]. Notons
d’abord que pour tout motif ge´ne´riqueM(E){n}, ϕˆ(M(E){n}) = Fˆ−n(E) n’est autre
que la fibre de F−n en E (cf. 1.4). La transforme´e Fˆ∗ s’interpre`te donc comme le
syste`me des fibres de F∗. Ce sont les morphismes de spe´cialisation entre ces fibres qui
donnent la structure de pre´-module de cycles :
(D1) Fonctorialite´ e´vidente de F∗.
(D2) ([De´g08b, 5.2]) Pour une extension finie L/E, on trouve des mode`les respectifs
X et Y de E et L ainsi qu’un morphisme fini surjectif f : Y → X dont l’extension
induite des corps de fonctions est isomorphe a` L/E. Le graphe de f vu comme
cycle de X × Y de´finit une correspondance finie de X vers Y note´e tf – la
transpose´e de f . On en de´duit un morphisme (tf)∗ : F∗(X) → F∗(Y ). On
montre que ce morphisme est compatible a` la restriction a` un ouvert de X et il
induit donc la fonctorialite´ attendue.
(D3) ([De´g08b, 5.3]) Soit E un corps de fonctions et x ∈ E× une unite´. Conside´rons
un mode`le X de E munit d’une section inversible X → Gm qui correspond a`
x. Conside´rons l’immersion ferme´e sx : X → Gm ×X induite par cette section.
On en de´duit un morphisme
γx : Fn−1(X)
ǫn−1
−−−→ (Fn)−1(X)
ν
−→ Fn(Gm ×X)
s∗x−→ Fn(X)
ou` ν est l’inclusion canonique. Ce morphisme est compatible a` la restriction
suivant un ouvert de X et induit la donne´e D3 pour Fˆ∗.
(D4) ([De´g08b, 5.4]) Soit (E, v) un corps de fonctions value´. On peut trouver un
sche´ma lisse X munit d’un point x de codimension 1 tel que l’adhe´rence re´duite
Z de x dans X est lisse et l’anneau local OX,x est isomorphe a` l’anneau des
entiers de v. On pose U = X − Z, j : U → X l’immersion ouverte e´vidente.
Rappelons que le motif relatif MZ(X) de la paire (X,Z) est de´finie comme
l’objet de DM effgm (k) repre´sente´ par le complexe concentre´ en degre´ 0 et −1
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avec pour seule diffe´rentielle non nulle le morphisme j. Ce motif relatif s’inscrit
naturellement dans le triangle distingue´
MZ(X)[−1]
∂′X,Z
−−−→M(U)
j∗
−→M(X)
+1
−−→
On a de´finit dans [De´g08b, sec. 2.2.5] un isomorphisme de purete´
pX,Z :MZ(X)→M(Z)(1)[2].
On en de´duit un morphisme
∂X,Z : Fn(U) = ϕn(M(U))
ϕn(∂
′
X,Z )
−−−−−−→ ϕn(MZ(X)[−1])
(ϕn(p
−1
X,Z )
−−−−−−−→ ϕn(M(Z){1}) = (Fn)−1(Z)
ǫ−1n−−→ Fn−1(Z),
ayant pose´ ϕn(M) = ϕ(M{−n}) pour un motif M. Le morphisme re´sidu du
module de cycles Fˆ∗ est donne´ par la limite inductive des morphismes ∂U,Z∩U
suivant les voisinages ouverts U de x dans X .
3.2. The´ore`me et de´monstration. —
3.2. — Conside´rons un module de cycles φ et X un sche´ma lisse. D’apre`s [Ros96,
6.5], on dispose pour tout entier n ∈ Z d’un isomorphisme canonique Ap(X ;φ) =
HpZar(X ;F
φ).
On rappelle la construction de cet isomorphisme tout en le ge´ne´ralisant au cas de la
topologie Nisnevich. NotonsXNis le petit site Nisnevich deX . Les morphismes deXNis
e´tant e´tales, on obtient, en utilisant la fonctorialite´ rappele´e dans 2.1, un pre´faisceau
V/X 7→ C∗(V ;φ) sur XNis note´ C
∗
X(φ). On ve´rifie que c’est un faisceau Nisnevich
(voir [De´g08b], preuve de 6.10). On note FφX le faisceau V/X 7→ A
0(V ;φ) sur XNis.
D’apre`s [Ros96, 6.1], le morphisme e´vident FφX → C
∗
X(φ) est un quasi-isomorphisme.
Il induit donc un isomorphisme
HpNis(X ;F
φ
X)→ H
p
Nis(X ;C
∗
X(φ)).
Notons par ailleurs que le complexe C∗X(φ) ve´rifie la proprie´te´ de Brown-Gersten
au sens de [CD09a, 1.1.9] (voir a` nouveau [De´g08b], preuve de 6.10). D’apre`s la
de´monstration de [CD09a, 1.1.10], on en de´duit que le morphisme canonique
Hp(C∗(X ;φ))→ HpNis(X ;C
∗
X(φ))
est un isomorphisme. Ces deux isomorphismes de´finissent comme annonce´ :
(3.2.a) ρX : A
p(X ;φ)
∼
−→ HpNis(X ;F
φ).
Notons par ailleurs que ρX est naturel par rapport aux morphismes de sche´mas.
Conside´rons d’abord le cas d’un morphisme plat f : Y → X de sche´mas lisses. Dans
ce cas, on de´duit suivant 2.1 un morphisme de complexes
f∗ : C∗(X ;φ)→ C∗(Y ;φ)
MODULES HOMOTOPIQUES 23
qui est naturel en X par rapport aux morphismes e´tales. La transformation naturelle
sur XNis correspondante de´finit un morphisme dans la cate´gorie de´rive´e des faisceaux
abe´liens sur XNis :
ηf : C
∗
X(φ)→ f∗C
∗
Y (φ)) = Rf∗C
∗
Y (φ).
(La dernie`re identification re´sulte du fait que C∗Y (φ) ve´rifie la proprie´te´ de Brown-
Gersten.) Par ailleurs, la structure de faisceau sur Lk de F
φ de´finit une transformation
naturelle FφX → f∗F
φ
Y qui se de´rive (quitte a` prendre une re´solution injective de F
φ)
et induit une transformation naturelle dans la cate´gorie de´rive´e des faisceaux abe´liens
sur XNis
FφX
τf
−→ Rf∗(F
φ).
Par de´finition de la structure de faisceau sur Fφ, le diagramme suivant est commuta-
tif :
FφX
//
τf 
C∗X(φ)
ηf

Rf∗F
φ
Y
// Rf∗C∗Y (φ).
On en de´duit la naturalite´ de ρ par rapport aux morphismes plats.
Remarquons que si f est la projection d’un fibre´ vectoriel, ηf est un quasi-
isomorphisme. Il reste a` conside´rer le cas d’une immersion ferme´e i : Z → X entre
sche´mas lisses. Notons N le fibre´ normal associe´ a` i. La spe´cialisation au fibre´ normal
de´finie par Rost (cf. [De´g06, 2.1]) est un morphisme de complexes
σZX : C
∗(X ;φ)→ C∗(N ;φ)
qui est de plus naturel en X par rapport aux morphismes e´tales (cf. [De´g06, 2.2]).
Notons ν le morphisme compose´
N
p
−→ Z
i
−→ X.
On en de´duit dans la cate´gorie de´rive´e un morphisme canonique
σi : C
∗
X(φ)→ Rν∗C
∗
N (φ).
Puisque le morphisme ηp est un quasi-isomorphisme, on obtient alors un morphisme
canonique dans la cate´gorie de´rive´e
ηi : C
∗
X(φ)→ Ri∗C
∗
Z(φ).
Comme pre´ce´demment, on ve´rifie que le morphisme ρi est compatible avec la trans-
formation naturelle τi : F
φ
X → Ri∗F
φ
Z induite par la structure de faisceau sur Lk de
Fφ, ce qui permet d’obtenir la fonctorialite´ de ρ par rapport aux immersions ferme´es.
Conside´rons par ailleurs le foncteur de re´alisation
ϕ : DMgm(k)
op → A b
associe´ au module homotopique Fφ suivant la section 1.3. L’isomorphisme ρX corres-
pond par de´finition a` un isomorphisme :
Ap(X,φ)n → ϕn(M(X)[−p]).
24 FRE´DE´RIC DE´GLISE
Conside´rons de plus une immersion ferme´e i : Z → X entre sche´mas lisses et j :
U → X l’immersion ouverte du comple´mentaire. Supposons que i est de codimension
pure e´gale a` c. On de´duit de la suite exacte de localisation (2.5.b) une unique fle`che
pointille´e qui fait commuter le diagramme de complexes suivant (on utilise a` nouveau
le fait que C∗X(φ) ve´rifie la proprie´te´ de Brown-Gersten) :
0 // C∗(Z, φ)n−c[−c]
i∗ //
(1)



C∗(X,φ)n
j∗ //

C∗(U, φ)n //

0
0 // RΓZ(X,C∗X(φ))n // RΓ(X,C
∗
X(φ))n
j∗ // RΓ(U,C∗X(φ))n // 0.
La fle`che (1) est un quasi-isomorphisme, puisqu’il en est de meˆme des deux
autres fle`ches verticales. Conside´rons le motif relatif MZ(X) associe´ la paire ferme´e
(X,Z) – cf. 3.1, (D4). En utilisant l’isomorphisme (1) et l’identification canonique
HpZ(X ;F
φ)n = φn(MZ(X)[−p]), on obtient un diagramme commutatif :
Ap−1(U, φ)n
∂UZ //
ρU

Ap−c(Z, φ)n−c
i∗ //
ρ′X,Z

Ap(X,φ)n
ρX

ϕn(M(U)[−p]) // ϕn(MZ(X)[−p]) // ϕn(M(X)[−p])
dans lequel les fle`ches verticales sont des isomorphismes. Le morphisme ρ′X,Z est
de plus naturel en (X,Z) par rapport aux morphismes transverses (de´finis en 2.9).
Cela re´sulte en effet du corollaire 2.8, ou plus pre´cise´ment du diagramme commutatif
apparaissant dans la de´monstration de 2.6, en utilisant d’une part l’unicite´ de la fle`che
pointille´e (1) et d’autre part la description de la fontorialite´ de´rive´e de C∗X(φ) e´tablie
ci-dessus – i.e. les transformations naturelles τf et τi.
Comme conse´quence de cette construction, on obtient le lemme cle´ suivant :
Lemme 3.3. — Reprenons les hypothe`ses introduites ci-dessus. Conside´rons le tri-
angle de Gysin ( cf. [De´g08b, 2.3.1]) associe´ a` (X,Z) :
M(U)→M(X)
i∗
−→M(Z)(c)[2c]
∂X,Z
−−−→M(U)[1].
Alors, le diagramme suivant est commutatif :
Ap−1(U, φ)n
∂UZ //
ρU

Ap−c(Z, φ)n−c
i∗ //
ρZ
Ap(X,φ)n
ρX

ϕn−c(M(Z)[c− p])
ϕn(M(U)[−p])
ϕn(∂X,Z ) // ϕn(M(Z)(c)[2c− p])
ϕn(i
∗) // ϕn(M(X)[−p]).
De´monstration. — Conside´rons l’isomorphisme de purete´ de´finit dans [De´g08b, sec.
2.2.5]
pX,Z : MZ(X)→M(Z)(c)[2c].
MODULES HOMOTOPIQUES 25
De`s lors, d’apre`s ce qui pre´ce`de, l’isomorphisme compose´
ρX,Z : A
p−c(Z, φ)n−c
ρ′X,Z
−−−→ ϕn(MZ(X)[−p])
ϕ(pX,Z)
−−−−−→ ϕn(M(Z)(c)[2c− p]) = ϕn−c(M(Z)[c− p])
s’inscrit dans le diagramme commutatif :
Ap−1(U, φ)n
∂UZ //
ρU

Ap−c(Z, φ)n−c
i∗ //
ρX,Z

Ap(X,φ)n
ρX

ϕn−c(M(Z)[c− p])
ϕn(M(U)[−p])
ϕn(∂X,Z )// ϕn(M(Z)(c)[2c− p])
ϕn(i
∗) // ϕn(M(X)[−p]).
Il s’agit de voir que ρX,Z = ρZ . Notons que d’apre`s ce qui pre´ce`de, le morphisme
ρX,Z − ρZ est naturel en (X,Z) par rapport aux morphisme transverses (de´finis en
2.9). Soit PZX la comple´tion projective du fibre´ normal de Z dans X . Conside´rons
l’e´clatement BZ(A
1
X) de Z × {0} dans X , ainsi que le diagramme de de´formation
classique qui lui est associe´
(X,Z)
(d,i1)
−−−→ (BZ(A
1
X),A
1
Z)
(d′,i0)
←−−−− (PZX,Z).
Les carre´s correspondants a` (d, i1) et (d
′, i0) sont transverses. On est donc re´duit au
cas ou` (X,Z) = (PZX,Z). Dans ce cas, l’immersion ferme´e i admet une re´traction et
le morphismes ρX,Z (resp. ρZ) est de´termine´ de manie`re unique par ρX .
The´ore`me 3.4. — Les foncteurs
HI∗(k) ⇆ MCycl(k)
F∗ 7→ Fˆ∗
Fφ∗ ←[ φ
sont des e´quivalences de cate´gories quasi-inverses l’une de l’autre.
De´monstration. — Il s’agit de construire les deux isomorphismes naturels qui
re´alisent l’e´quivalence.
Premier isomorphisme : Conside´rons un module de cycles φ, Fφ∗ le module homo-
topique associe´. Par de´finition, pour tout corps de fonctions E, il existe une fle`che
canonique
aE : Fˆ
φ
n (E) = lim−→
A⊂E
A0(Spec(A);φ)n → φn(E).
C’est trivialement un isomorphisme et il reste a` montrer que a de´finit un morphisme
de modules de cycles. La compatibilite´ a` (D1) est e´vidente. La compatibilite´ a` (D2)
re´sulte du fait que pour un morphisme fini surjectif f : Y → X , le morphismeA0(tf ;φ)
est le pushout f∗ propre (cf. [De´g08b, 6.6]).
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Compatibilite´ a` (D3) : On reprend les notations du point (D3) de 3.1 pour le module
homotopique Fφ∗ et pour une unite´ x ∈ E
×. On conside`re la fle`che canonique
a′E : Fˆ
φ
n (Gm × (E)) = lim−→
A⊂E
A0
(
Spec(A[t, t−1]);φ
)
n
−→ φn(E(t)).
Pour tout E-point y de Spec(E[t]), on note vy la valuation de E(t) correspondante,
d’uniformisante t−y. D’apre`s la proposition 2.3, le diagramme suivant est commutatif :
Fˆφn (Gm × (E))
s∗x //
a′E 
Fˆφn (E)
aE
φn(E(t))
st−xvx // φn(E).
Par de´finition du morphisme structural ǫ∗ de F
φ
∗ (cf. 2.10), le morphisme ν
′ :
Fˆφn−1(E)
ǫn−1
−−−→ (Fˆφn )−1(E)
ν
−→ F¯φn (Gm × (E)) est la section de la suite exacte courte
0→ Fˆφn (E)
p∗
−→ Fˆφn (Gm × (E))
∂
−→ Fˆφn−1(E)→ 0
qui correspond a` la re´traction s∗1 de p
∗, pour s1 : (E)→ Gm× (E) la section unite´ de
la projection p : Gm× (E)→ (E). En particulier, ν
′ est caracte´rise´ par les proprie´te´s
∂ν′ = 1 et s∗1ν
′ = 0.
Notons ϕ : E → E(t) l’inclusion canonique. On peut ve´rifier en utilisant les rela-
tions des pre´-modules de cycles les formules suivantes :
(1) ∀ρ ∈ φn(E), ∂v0({t}.ϕ∗(ρ)) = ρ.
(2) ∀y ∈ E×, ∀ρ ∈ φn(E), ∂vy ({t}.ϕ∗(ρ)) = 0.
(3) ∀y ∈ E×, ∀ρ ∈ φn(E), s
t−y
vy ({t− y}.ϕ∗(ρ)) = {y}.ρ.
D’apre`s (2), l’application φn(E) → φn(E(t)), ρ 7→ {t}.ϕ∗(ρ) induit une unique fle`che
pointille´e rendant le diagramme suivant commutatif :
Fˆφn (E)
//___
aE 
Fˆφn (Gm × (E))
a′E
φn(E(t))
{t}.ϕ∗ // φn(E).
D’apre`s la relation (1) et la relation (3) avec y = 1, cette fle`che pointille´e satisfait les
deux proprie´te´s caracte´risant ν′. On de´duit donc de la relation (3) avec y = x que
ν′ ◦ s∗x(ρ) = {x}.ρ ce qui prouve la relation attendue.
Compatibilite´ a` (D4) : Conside´rons les notations du point (D4) dans 3.1. La compa-
tibilite´ au re´sidu est alors une conse´quence directe du lemme 3.3 applique´, pour tout
voisinage ouvert U de x dans X , a` l’immersion ferme´e i : Z ∩ U → U dans le cas
c = 1, p = 1.
Deuxie`me isomorphisme : Conside´rons un module homotopique (F∗, ǫ∗). Pour tout
sche´ma lisse X , en conside´rant la limite inductive des morphismes de restriction
F (X) → F (U) pour les ouverts U de X , on obtient une fle`che F∗(X) → C
0(X ; Fˆ∗)
qui induit par de´finition des diffe´rentielles un morphisme bX : F∗(X) → A
0(X ; Fˆ∗)
homoge`ne de degre´ 0.
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Le point cle´ est de montrer que cette fle`che est naturelle par rapport aux correspon-
dances finies. Soit α ∈ c(X,Y ) une correspondance finie entre sche´mas lisses, que l’on
peut supposer connexes. Rappelons que pour tout ouvert dense j : U → X , le mor-
phisme j∗ : A0(X ; Fˆ∗)→ A
0(U ; Fˆ∗) est injectif d’apre`s la suite exacte de localisation
(2.5.c). Ainsi, on peut remplacer α par α ◦ j et X par U . Par additivite´, on se rame`ne
encore au cas ou` α est la classe d’un sous-sche´ma ferme´ inte`gre Z de X×Y , fini et do-
minant sur X . De`s lors, α◦ j = [Z×X U ]. Donc puisque k est parfait, quitte a` re´duire
X , on peut supposer que Z est lisse sur k. Rappelons que d’apre`s 2.5, α∗ = p∗i
∗q∗
pour les morphismes e´vidents suivants
X
p
← Z
i
−→ Z ×X × Y
q
−→ Y.
On est donc ramene´ a` ve´rifier la naturalite´ dans les trois cas suivants :
Premier cas : Si α = q est un morphisme plat, la compatibilite´ re´sulte alors de la
de´finition du pullback plat sur A0(.; Fˆ∗) est de la de´finition de D1.
Deuxie`me cas : Si α = tp, p : Z → X morphisme fini surjectif entre sche´mas lisses.
Ce cas re´sulte de la de´finition du pushout propre sur A0 et de la de´finition de D2.
Troisie`me cas : Supposons α = i, pour i : Z → X immersion ferme´e re´gulie`re entre
sche´mas lisses. Comme on l’a de´ja` vu, l’assertion est locale en X . On se re´duit donc en
factorisant i au cas de codimension 1. On peut aussi supposer que Z est un diviseur
principal parame´tre´ par π ∈ OX(U), pour U = X −Z. D’apre`s la proposition 2.3, on
est ramene´ a` montrer que le diagramme suivant est commutatif :
F∗(X)

i∗ // F∗(Z)

Fˆ∗(κ(X))
sπv // Fˆ∗(κ(Z)).
Tenant compte de la naturalite´ du morphisme structural ǫ∗ du module homotopique
F∗, on se rame`ne a` la commutativite´ du diagramme :
ϕ(M(X){1})
j∗ 
i∗ // ϕ(M(Z){1})
ϕ(M(U){1})
ν // ϕ(M(Gm × U))
γ∗π // ϕ(M(U))
∂X,Z // ϕ(M(Z){1})
ou` ν est l’inclusion canonique, γπ est induit par π : U → Gm et ∂X,Z = ∂
′
X,Z ◦ p
−1
X,Z
avec les notations de 3.1(D4) est le morphisme re´sidu au niveau des motifs. Or la
commutativite´ de ce diagramme re´sulte exactement de [De´g08b, 2.6.5].
Le morphisme b : F∗ → A
0(.; Fˆ∗) est donc un morphisme de faisceaux avec trans-
ferts. Or, il est e´vident que le morphisme induit sur les fibres en un corps de fontions
quelconque est un isomorphisme. Il en re´sulte (cf. 1.4) que b est un isomorphisme.
Enfin, on e´tablit facilement la compatibilite´ de b avec les morphismes structuraux
des modules homotopiques F∗ et A
0(.; Fˆ∗) compte tenu de la construction 2.10 –
on utilise simplement la fonctorialite´ de b par rapport a` jX : Gm × X → A
1
X et
s1 : X → Gm ×X .
3.5. — Le the´ore`me pre´ce´dent montre que la cate´gorie des modules de cycles est
mono¨ıdale syme´trique avec pour e´le´ment neutre le foncteur de K-the´orie de Milnor.
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Le produit tensoriel est de plus compatible au foncteur de de´calage de la graduation
des modules de cycles – i.e. le foncteur note´ {±1} dans HI∗(k).
A tout sche´ma lisse X , on associe un module de cycles
hˆ0,∗(X) = (h0,∗(X))
∧.
D’apre`s le the´ore`me pre´ce´dent, la famille de modules de cycles (hˆ0,∗(X){n}) pour
un sche´ma lisse X et un entier n ∈ Z est ge´ne´ratrice dans la cate´gorie abe´lienne
MCycl(k).
Notons que ces ge´ne´rateurs caracte´risent le produit tensoriel des modules de cycles :
hˆ0,∗(X){n} ⊗ hˆ0,∗(Y ){m} = hˆ0,∗(X × Y ){n+m}.
On peut enfin donner une formule explicite pour calculer ces modules de cycles.
Conside´rons pour tous sche´mas lisses X et Y le groupe
π(Y,X) = coKer
(
c(A1Y , X)
s∗0−s
∗
1−−−−→ c(Y,X)
)
.
Notons que ce groupe s’e´tend de manie`re e´vidente aux sche´mas re´guliers essentielle-
ment de type fini sur k et que l’on dipose d’un the´ore`me de commutation aux limites
projectives de sche´mas pour ces groupes e´tendus (cf. [De´g07, 4.1.24]). Par ailleurs, si
E est un corps de fonctions, π(Spec(E), X) = CH0(XE), groupe de Chow des 0-cycles
de X e´tendu a` E.
On de´duit de tout cela les calculs suivants : Pour tout corps de fonctions E et tout
sche´ma lisse X ,
hˆ0,0(X).E = CH0(XE).
De plus, pour tout entier n > 0,
hˆ0,n(X).E = coKer
(
⊕ni=0 CH0(G
n−1
m ×XE)→ CH0(G
n
m ×XE)
)
hˆ0,−n(X).E = Ker
(
π(Gnm,E , X)→ ⊕
n
i=0π(G
n−1
m,E , X)
)
ou` les fle`ches sont induites par les injections e´videntes Gim × {1} ×G
n−1−i
m → G
n
m.
3.3. Re´solution de Gersten et cohomologie. — Soit F∗ un module homoto-
pique, φ = Fˆ∗ sa transforme´e ge´ne´rique. Conside´rons l’isomorphisme b : F∗ → F
φ
∗ qui
lui est associe´ d’apre`s le the´ore`me pre´ce´dent. Compte tenu de l’isomorphisme (3.2.a),
on en de´duit un isomorphisme
ǫX : H
n
Nis(X ;F∗)
b∗−→ HnNis(X ;F
φ
∗ )
ρ−1
X−−→ An(X ; Fˆ∗).
Proposition 3.6. — Avec les notations ci-dessus, ǫX est un isomorphisme compa-
tible avec les transferts par rapport a` X.
De´monstration. — Par de´finition, on est ramene´ a` prouver la compatibilite´ de ρ−1X :
HnNis(X ;F
φ
∗ )→ A
n(X ;φ) par rapport aux transferts en X pour un module de cycles
arbitraire φ.
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Pour un sche´ma simplicial X , on note Fφ(X ) le complexe des sommes alterne´es associe´
au groupe abe´lien cosimplicial e´vident. Rappelons l’isomorphisme canonique
HnNis(X ;F
φ
∗ ) = lim−→
X/X
HnFφ∗ (X )
ou` la limite inductive parcourt les hyper-recouvrements Nisnevich de X .
Pour un sche´ma simplicial X , on note TotC∗(X ;φ) le complexe total associe´ au
bicomplexe e´vident. Pour un hyper-recouvrement Nisnevich X/X , on obtient alors
des morphismes de complexes, naturels en X ,
Fφ∗ (X )
(1)
−−→ TotC∗(X ;φ)
(2)
←−− C∗(X ;φ).
Suivant la construction de (3.2.a), le morphisme ρ−1X est e´gal a` :
lim
−→
X/X
HnFφ∗ (X )→ lim−→
X/X
HnTotC∗(X ;φ)
(2′)
−−→ HnC∗(X ;φ)
ou` la fle`che (2′) est la re´ciproque de la limite des fle`ches de type Hn(2).
Pour ve´rifier la compatibilite´ de cet isomorphisme avec les transferts, on est alors
ramene´ au lemme suivant :
Lemme 3.7. — Soit α ∈ c(Y,X) une correspondance finie entre deux sche´mas
lisses. Alors, pour tout hyper-recouvrement X Nisnevich de X, il existe un hyper-
recouvrement Nisnevich Y de Y et une transformation naturelle α˜ faisant commuter
le diagramme
Ztr(Y)
α˜ //

Ztr(X )

Ztr(Y )
α // Ztr(X)
ou` Ztr(X ) (resp. Ztr(Y)) de´signe le complexe de faisceaux associe´ au faisceau simpli-
cial e´vident.
Notons que d’apre`s [De´g07, 4.2.9], le morphisme canonique Ztr(X )→ Ztr(X) est
un quasi-isomorphisme. Le lemme en re´sulte de`s lors, suivant une construction par
induction.
Ce lemme nous permet de conclure. En effet, conside´rant α et α˜ comme ci-dessus,
les morphismes du type Hn(1) et Hn(2) sont naturels par rapport a` α et α˜, comme il
re´sulte de la compatibilite´ des groupes An(.;φ) par rapport au produit de composition
des correspondances.
3.8. — Conside´rons le module homotopique S∗t . Suivant [SV00, 3.4], pour tout corps
de fontions E, S∗t (E) ≃ K
M
∗ (E). Cet isomorphisme est de plus compatible aux struc-
tures de module de cycles. Pour la norme, cela re´sulte de [SV00, 3.4.1]. Pour le re´sidu
associe´ a` un corps de fontions value´ (E, v), on se re´duit a` montrer que ∂v(π) = 1 pour
le module de cycle Sˆ∗t , ce qui re´sulte de [De´g07, 2.6.5].
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On en de´duit l’isomorphisme de Bloch (15) pour tout sche´ma lisse X :
ǫBX : H
n
Nis(X ;S
n
t )→ A
n(X ;KM∗ )n = CH
n(X).
Cet isomorphisme est naturel par rapport aux transferts.
Rappelons que pour tout module de cycles φ, il existe un accouplement de modules
de cycles KM∗ × φ→ φ au sens de [Ros96, 1.2]. Il induit d’apre`s [Ros96, par. 14] un
accouplement
Am(X ;φ)r ⊗ CH
n(X)→ Am+n(X ;φ)r+n.
Conside´rant un module homotopique F∗, on dispose d’un (iso)morphisme de modules
homotopiques S∗t ⊗ F∗ → F∗. Pour un sche´ma lisse X , de diagonale δ : X → X ×X ,
on en de´duit un accouplement
Hm(X ;F∗)r ⊗H
n(X ;S∗t )n → H
m+n(X ;F∗)r+n
de´finit en associant aux morphismes a : h0,∗(X) → S
∗
t {n}[n] et b : h0,∗(X) →
F∗{r}[m] la compose´e
h0,∗(X)
δ∗−→ h0,∗(X)⊗ h0,∗(X)
a⊗b
−−→ S∗t ⊗ F∗{n+ r}[n+m]
∼
−→ F∗{n+ r}[n+m].
Nous laissons au lecteur le soin de ve´rifier la compatibilite´ suivante :
Lemme 3.9. — Avec les notations introduites ci-dessus, le diagramme suivant est
commutatif :
Hm(X ;F∗)r ⊗H
n(X ;S∗t )n //
ǫX⊗ǫ
B
X

Hn+m(X ;F∗)n+r
ǫX

Am(X ;φ)r ⊗ CH
n(X) // Am+n(X ; Fˆ∗)n+r
Ainsi, l’isomorphisme ǫBX est compatible au produit, et l’isomorphisme ǫX est com-
patible aux structures de module de´crites ci-dessus.
3.10. — Notons ϕ : DMgm(k)
op → A b le foncteur de re´alisation associe´ a` F∗ (cf.
section 1.3). D’apre`s la proposition pre´ce´dente, le foncteur ϕ prolonge le foncteur
A∗(.; Fˆ∗). Ainsi, on a e´tendu canoniquement la cohomologie a` coefficients dans un
module de cycles quelconque en un foncteur de re´alisation triangule´ de DMgm(k).
Nous notons encore
ǫX : ϕ(M(X){−r}[−n])→ A
n(X ; Fˆ∗)r
l’isomorphisme qui se de´duit par construction de 3.6.
Soit f : Y → X un morphisme projectif entre sche´mas lisses, de dimension re-
lative constante d. Dans [De´g08a, 2.7], on a construit f∗ : M(X)(d)[2d] → M(Y ),
morphisme de Gysin associe´ a` f dans DMgm(k).
15. En effet, d’apre`s l’isomorphisme que l’on vient d’expliciter, le faisceau gradue´ S∗t est le faisceau
de K-the´orie de Milnor non ramifie´.
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Proposition 3.11. — Conside´rons les notations introduites ci-dessus. Alors, le
carre´ suivant est commutatif :
ϕ
(
M(X){d− r}[d− n]
) ϕ(f∗) //
ǫX 
ϕ
(
M(Y ){−r}[−n]
)
ǫY
An−d(X ; Fˆ∗)r−d
f∗ // An(Y ; Fˆ∗)r
De´monstration. — Dans cette preuve, on utilisera particulie`rement le lemme suivant :
Lemme 3.12. — Soit X un sche´ma lisse et E/X un fibre´ vectoriel de rang n. Soit
p : P → X le fibre´ projectif associe´, et λ le fibre´ inversible canonique sur P tel que
λ ⊂ p−1(E). On note c = c1(λ) ∈ CH
1(X) la premie`re classe de Chern de λ.
Alors, le morphisme suivant est un isomorphisme :⊕n
i=0A
∗(X ; Fˆ∗) → A
∗(P ; Fˆ∗)
xi 7→ p
∗(xi).c
i.
en utilisant la structure de CH∗(X)-module (ici note´e a` droite) de A∗(X ; Fˆ∗) rappele´e
en 3.8.
Pour obtenir ce lemme, il suffit d’appliquer le the´ore`me du fibre´ projectif dans
DMgm(k) (cf. [Voe00b, 2.5.1]) et de regarder son image par ϕ compte tenu du lemme
3.9.
Soit E un fibre´ vectoriel sur X et P sa comple´tion projective. On de´duit de ce
lemme le cas ou` f = p. En effet, d’apre`s la formule de projection
p∗(p
∗(xi).c
i) = xi.p∗(c
i)
pour les groupes de Chow a` coefficients (cf. [De´g06, 5.9]), on de´duit que p∗ est la
projection e´vidente a` travers le the´ore`me du fibre´ projectif. L’analogue de ce calcul
pour ϕ(p∗) re´sulte des de´finitions de [De´g08a].
Compte tenu de la de´finition du morphisme de Gysin et du cas que l’on vient de
traiter, nous sommes ramene´s au cas ou` f = i : Z → X est une immersion ferme´e, que
l’on peut supposer de codimension pure e´gale a` c. Ce cas est alors une conse´quence
directe du lemme 3.3.
PARTIE II
MOTIFS MIXTES TRIANGULE´S
4. Cas effectif
4.1. Complexes de faisceaux avec transferts. —
4.1. — On note C(Shtr(k)) la cate´gorie des complexes (non ne´cessairement borne´s)
de faisceaux avec transferts.
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Pour tout faisceau avec transferts F et tout entier n ∈ Z, on note DnF le complexe
concentre´ en degre´s n et n + 1 dont la seule dife´rentielle non nulle est l’identite´ de
F . On note SnF le complexe concentre´ en degre´ n e´gal a` F . On de´finit la classe des
cofibrations comme la plus petite classe stable par pushout, composition transfinie et
re´tracte contenant les morphismes de complexes e´vidents Sn+1Ztr(X)→ DnZtr(X).
On dit qu’un complexe de faisceau avec transferts C est Nis-local si pour tout
sche´ma lisse X et tout entier n ∈ Z, le morphisme canonique
Hn
(
C(X)
)
→ HnNis(X,C)
est un isomorphisme. On dit qu’un morphisme φ : C → D de C(Shtr(k)) est une
fibration si c’est un e´pimorphisme dans la cate´gorie C(Shtr(k)) et son noyau est Nis-
local.
Proposition 4.2. — La cate´gorie C(Shtr(k)) avec pour e´quivalences faibles les
quasi-isomorphismes, munie des cofibrations et des fibrations de´finies ci-dessus, est
une cate´gorie de mode`les.
Cela re´sulte du the´ore`me 1.7 de [CD09b], compte tenu de l’exemple 1.6. Rappelons
qu’un point essentiel dans cette proposition est le re´sultat suivant (voir [De´g07, 4.2.9])
duˆ a` Voevodsky :
Proposition 4.3. — Pour tout complexe de faisceaux avec transferts C, tout sche´ma
lisse X et tout entier n ∈ Z,
HomD(Shtr(k))(Z
tr(X), C[n]) = Hn
Nis
(X,C).
Remarque 4.4. — Par de´finition, un complexe de faisceaux avec transferts C est
fibrant (i.e. Nis-local) si il est fibrant au sens de [CD09a, 1.1.5] en tant que complexe
de faisceaux Nisnevich (ayant oublie´ les transferts). Il re´sulte donc de op. cit. prop.
1.1.10 que cette proprie´te´ est e´quivalente a` la suivante :
(BG) Pour tout carre´ carte´sien W //

V
f
U
j // X
tel que j est une immersion ouverte, f est
e´tale et f−1(X − U)→ X − U est un isomorphisme topologique, le carre´
C(X)
f∗ //
j∗ 
C(V )

C(U) // C(W )
est homotopiquement carte´sien.
4.5. — La cate´gorie C(Shtr(k)) est syme´trique mono¨ıdale. Le produit tensoriel de
deux complexes C et D est donne´ par la formule
(C ⊗trD)n = ⊕p+q=nC
p⊗trDq
d(x⊗tr y) = dx⊗tr y + (−1)deg(x)x⊗tr dy.
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L’isomorphisme de syme´trie est e´gal en degre´ n a` la somme des morphismes
Cp⊗trDq
(−1)pq.ǫ
−−−−−→ Dq ⊗tr Cp
ou` ǫ est l’isomorphisme de syme´trie du produit tensoriel des faisceaux avec transferts.
Ce produit tensoriel est exact a` droite. Comme la cate´gorie C(Shtr(k)) est abe´lienne
de Grothendieck, on en de´duit l’existence formelle du foncteur Hom interne Hom
adjoint a` droite de ⊗tr. Explicitement, ce foncteur est donne´ par la formule :
Hom(C,D) = Totπ HomShtr(k)(C,D)
ou` Totπ de´signe le complexe total produit d’un bicomplexe de faisceaux avec trans-
ferts.
Proposition 4.6. — La cate´gorie C(Shtr(k)) munie des structures introduites ci-
dessus est une cate´gorie de mode`les syme´trique mono¨ıdale.
Cela re´sulte de la proposition 2.3 de [CD09b], compte tenu de l’exemple 2.4. On
obtient donc un produit tensoriel de´rive´ : soit C (resp. D) un complexe de fais-
ceaux avec transferts et C′ → C (resp. D′ → D) une re´solution cofibrante. Alors,
C ⊗tr,LD = C′⊗trD′. Ainsi, puisque pour tout sche´ma lisse X le faisceau Ztr(X)
place´ en degre´ 0 est cofibrant, Ztr(X)⊗tr,L Ztr(Y ) = Ztr(X × Y ).
On peut de´finir aussi le Hom interne de´rive´, en conside´rant de plus une re´solution
fibrante D → D′′ :
RHom(C,D) = Hom(C′, D′′).
4.2. Complexes motiviques. —
4.7. — On dit qu’un complexe de faisceaux avec transferts C est A1-local si pour tout
sche´ma lisse X et tout entier n ∈ Z, le morphisme induit par la projection canonique
HnNis(X,C)→ H
n
Nis(A
1
X , C)
est un isomorphisme.
On dit qu’un morphisme f : C → D de C(Shtr(k)) est une A1-e´quivalence si pour
tout complexe A1-local E, le morphisme induit
HomD(Shtr(k))(D,E)→ HomD(Shtr(k))(C,E)
est un isomorphisme. On dit aussi que f est une A1-fibration si c’est un e´pimorphisme
de complexe et son noyau est a` la fois Nis-local et A1-local.
Proposition 4.8. — 1. La cate´gorie C(Shtr(k)) avec pour e´quivalences faibles
les A1-e´quivalences, pour fibrations les A1-fibrations et pour cofibrations celles
de´finies en 4.1 est une cate´gorie de mode`les syme´trique mono¨ıdale.
2. La cate´gorie homotopique associe´e s’identifie a` la localisation de la cate´gorie
triangule´e D(Shtr(k)) par rapport a` la cate´gorie localisante engendre´e par les
morphismes Ztr(A1X)→ Z
tr(X).
3. Cette cate´gorie homotopique s’identifie encore a` la sous-cate´gorie pleine de
D(Shtr(k)) forme´e des complexes A1-locaux.
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Cela re´sulte de [CD09b, 3.5] compte tenu de l’exemple 3.15. Rappelons que la
cate´gorie de mode`les de cette proposition est la localisation de Bousfield a` gauche
de la cate´gorie de mode`les de 4.2. On l’appelle dans la suite la cate´gorie de mode`les
A1-locale sur C(Shtr(k)).
De´finition 4.9. — On noteDM eff(k) la sous-cate´gorie pleine de D(Shtr(k)) forme´e
des complexes A1-locaux.
On en de´duit donc une adjonction de cate´gories triangule´es :
(4.9.a) LA1 : D(Sh
tr(k))⇆ DM eff(k) : O
avec O le foncteur d’inclusion. La cate´gorie DM eff(k) est triangule´e mono¨ıdale
syme´trique ferme´e et le foncteur LA1 est mono¨ıdal. On notera simplement ⊗ le
produit tensoriel de DM eff(k) (il s’agit du produit tensoriel de´rive´ de ⊗tr pour la
structure de cate´gorie de mode`les A1-locale sur C(Shtr(k))). On note aussi 1 l’objet
unite´ de la cate´gorie mono¨ıdale DM eff(k) (16). Pour tout sche´ma lisse X , on pose
M(X) = LA1(Z
tr(X)).
4.10. — Si C est un complexe de faisceaux avec transferts, et n un entier, on note
H˘n(C) le pre´faisceau sur L cork qui a` X associe H
n(C(X)). On note Hn(C) le fais-
ceau avec transferts associe´ a` H˘n(C) (cf. [De´g07, 4.2.7]) (17). Dans notre contexte,
le the´ore`me suivant donne une reformulation des re´sultats principaux de Voevodsky
concernant les complexes motiviques (cf. [Voe00b]) :
The´ore`me 4.11. — Soit C un complexe de faisceaux avec transferts. Les conditions
suivantes sont e´quivalentes :
(i) C est A1-local.
(ii) Pour tout entier n ∈ Z, Hn(C) est A1-local.
(iii) Pour tout entier n ∈ Z, Hn(C) est invariant par homotopie.
De´monstration. — L’e´quivalence de (i) et (ii) re´sulte de la suite spectrale d’hyperco-
homologie Nisnevich. L’implication (ii) ⇒ (iii) est e´vidente et sa re´ciproque re´sulte
du the´ore`me de Voevodsky [De´g07, 4.5.1].
D’un point de vue terminologique, un complexe de faisceaux avec transferts A1-local
en notre sens est donc un complexe motivique au sens de Voevodsky (a` condition qu’il
soit borne´ supe´rieurement). L’inte´reˆt de la de´finition que nous avons adopte´e est
qu’elle garde un sens pour des bases plus ge´ne´rales qu’un corps parfait (cf. [CD09b]
ou` la construction pre´sente´e ici est ge´ne´ralise´e au cas d’une base re´gulie`re).
4.12. — Notons finalement que Voevodsky obtient une formule explicite pour le fonc-
teur LA1 graˆce au complexe des chaˆınes singulie`res de Suslin C
*
sing (cf. [Voe00b,
3.2.3]). Pour un complexe K de faisceau avec transferts,
C*sing(K) = Hom(Z
tr(∆∗),K)
16. Voevodsky le note Z dans [Voe00b].
17. Si l’on oublie les transferts, Hn(C) est le n-ie`me faisceau de cohomologie de C.
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ou` ∆∗ est le sche´ma cosimplicial standard et Ztr(∆∗) et le complexe de faisceaux avec
transferts associe´ (18).
D’apre`s [Voe00b, 3.2.6], on obtient un foncteur pleinement fide`le
DM effgm (k)→ DM
eff(k).
On obtient aussi ce re´sultat dans [CD09b] (cf. exemple 5.5) ou` l’on de´montre de
plus que DM effgm (k) est la sous-cate´gorie pleine de DM
eff(k) forme´e des complexes K
qui sont compacts – i.e. le foncteur HomDMeff(k)(K, .) commute aux sommes directes
quelconques.
4.3. t-structure homotopique. — La cate´gorie D(Shtr(k)) porte naturellement
une t-structure, celle dont les tronque´s ne´gatifs sont donne´s par la formule
τ≤0(K)
n =


Kn si n < 0
Ker(d) si n = 0
0 sinon.
Le foncteur pleinement fide`le O de l’adjonction (4.9.a) permet de transporter cette
t-structure a` DM eff(k). Un complexe A1-local K est dit positif (resp. ne´gatif ) si
pour tout n < 0 (resp. n > 0), Hn(K) = 0. Notons que les foncteurs de troncation
ne´gatif (ci-dessus) et positif respectent les complexes A1-locaux d’apre`s le the´ore`me
4.11.
Suivant Voevodsky, on appelle la t-structure sur DM eff(k) ainsi de´finie la t-
structure homotopique. Notons que cette t-structure est non de´ge´ne´re´e – comme c’est
le cas pour la t-structure canonique sur D(Shtr(k)).
Il est imme´diat que le coeur de la t-structure homotopique est e´quivalent a` la
cate´gorie des faisceaux homotopiques HI(k) (introduite dans la partie pre´ce´dente),
ceci graˆce au foncteur
(4.12.a) H0 : DM eff(k)→ HI(k).
Si F est un faisceau avec transferts, on obtient de plus H0(LA1F ) = h0(F ) avec les
notations de la premie`re partie, compte tenu de 4.12. De meˆme, pour tout sche´ma
lisse X , h0(X) = H
0(M(X)).
4.13. — Soit T le faisceau avec transferts conoyau du morphism Ztr(k)
s∗−→ Ztr(Gm)
induit par la section unite´. Ainsi, S1t = H
0(T ) et on en de´duit que si F est un faisceau
homotopique, F−1 = Hom(T, F ) ou` le Hom interne est calcule´ dans la cate´gorie des
faisceaux avec transferts.
Pour tout pre´faisceau avec transferts F , on pose plus ge´ne´ralement ΩF =
Hom(T, F ). Si F est un faisceau (resp. faisceau homotopique), ΩF est un faisceau
(resp. faisceau homotopique). Soit a le foncteur faisceau avec transferts associe´ de´finit
18. A priori, la formule ci-dessus donne donc un complexe homologique. Ce que l’on note C*sing(K)
est le complexe cohomologique obtenu en inversant la graduation.
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dans [De´g07, 4.2.7]. Pour tout pre´faisceau avec transferts F , on en de´duit un mor-
phisme canonique
ExF : a ◦ Ω(F )→ Ω ◦ a(F ).
Lemme 4.14. — Le morphisme ExF est un isomorphisme.
De´monstration. — D’apre`s [De´g07, 4.4.14], la source et le but de ExF sont des
faisceau homotopiques. D’apre`s le paragraphe 1.4, il suffit donc de ve´rifier que ExF
induit un isomorphisme sur les fibres au point de´finit par un corps de fonctions E. Par
de´finition du foncteur Ω, on est ramene´ a` montrer l’e´galite´ aF (Gm×k(E)) = F (Gm×k
(E)). Mais cela re´sulte de [De´g07, 4.4.10] applique´ au pre´faisceau homotopique pˆ∗F
pour p : Spec(E)→ Spec(k) (voir 4.2.18 et 4.2.21).
Si C est un complexe de faisceau avec transferts, on note ΩC le complexe obtenu
en appliquant Ω en chaque degre´.
Corollaire 4.15. — Soit C un complexe A1-local de faisceaux avec transferts. Alors,
pour tout entier n ∈ Z, Hn(ΩC) = Hn(C)−1. Le complexe ΩC est A
1-local.
De´monstration. — La premie`re assertion est un corollaire du lemme pre´ce´dent
compte tenu du fait que H˘n commute a` Ω. La deuxie`me assertion en re´sulte.
En particulier, Ω pre´serve les quasi-isomorphismes entre complexes motiviques. On
en de´duit donc un endofoncteur DM eff(k)→ DM eff(k) que l’on note encore Ω.
Corollaire 4.16. — L’endofoncteur Ω est t-exact. Il induit le foncteur ?−1 sur le
coeur de DM eff(k). Pour tout complexe motivique C,
Ω(C) = HomDMeff(k)(T,C).
4.17. — Rappelons que le motif de Tate 1(1) dans la cate´gorie DM eff(k) est de´finit
par : M(P1k) = 1 ⊕ 1(1)[2]. De plus, LA1T = 1(1)[1]. Il est commode d’introduire la
notation redondante 1{1} := 1(1)[1]. Pour un entier n ≥ 0, on pose 1{n} = 1{1}⊗,n
et pour un complexe motivique C, C{n} = 1{n} ⊗ C. Notons que l’on peut e´noncer
le the´ore`me de simplification de Voevodsky [Voe02, 4.10] sous la forme suivante :
The´ore`me 4.18 (Voevodsky). — Pour tout complexe motivique C, le morphisme
d’ajonction
C → HomDMeff(k)(1{1}, C{1}) = Ω(C{1})
est un isomorphisme.
5. Cas stable
5.1. Spectres motiviques. — Avec Denis-Charles Cisinski, nous avons construit
dans [CD09b, ex. 6.25] la cate´gorie triangule´e mono¨ıdale syme´trique ferme´e DM(k)
munie d’une adjonction de cate´gories triangule´es
Σ∞ : DM eff(k)⇆ DM(k) : Ω∞
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telle que Σ∞ est mono¨ıdal syme´trique et envoie le motif de Tate sur un objet inversible
de DM(k) (19). On rappelle ici une construction plus simple de cette cate´gorie utilisant
les spectres non syme´triques, dont le de´faut est de ne pas fournir de construction
directe du produit tensoriel. Nous indiquons pourquoi cette de´finition simplifie´e est
e´quivalente a` celle de loc. cit. dans la proposition 5.10.
5.1. — De manie`re analogue a` 1.14, on note N−Shtr(k) la categorie des faisceaux
avec transferts positivement gradue´s. Elle est abe´lienne de Grothendieck avec pour
ge´ne´rateurs la famille (Ztr(X){−i}) indexe´e par les sche´mas lisses X et les entier
i ≥ 0. Elle est de plus mono¨ıdale syme´trique (ferme´e) avec la de´finition analogue a`
celle de loc. cit. du produit tensoriel, note´ ici ⊗ˆ
tr
.
Soit T ∗ le faisceau avec transferts positivement gradue´ e´gal a` T⊗
tr,n en degre´ n.
C’est un mono¨ıde dans N−Shtr(k). La cate´gorie des modules a` gauche sur T ∗ forme
une cate´gorie abe´lienne que l’on note T ∗−mod. Le foncteur T ∗-module libre FT induit
une adjonction de cate´gories
(5.1.a) FT : N−Sh
tr(k)→ T ∗−mod : OT
et OT est exact, conservatif. Pour un sche´ma lisse X , et un entier i ≥ 0, on note
T ∗(X){−i} l’image de Ztr(X){−i} par FT . La cate´gorie T
∗−mod est abe´lienne de
Grothendieck avec pour ge´ne´rateurs la famille (T ∗(X){−i}) ou` X est un sche´ma lisse
et i ≥ 0 un entier. Notons enfin que pour tout entier i ∈ N, on dispose encore d’une
adjonction
(5.1.b) Fi : Sh
tr(k)⇆ T ∗−mod : Evi
telle que Evi(F∗) = Fi et pour tout sche´ma lisse X , Fi(Z
tr(X)) = T ∗(X){−i}.
Du fait que le mono¨ıde T ∗ n’est pas commutatif, la cate´gorie T ∗−mod n’est pas
mono¨ıdale syme´trique. On a malgre´ tout une action a` gauche de Shtr(k) sur T ∗−mod
par la formule :
(5.1.c) (G⊗tr F∗)n = G⊗
tr Fn
la multiplication e´tant donne´e graˆce a` l’isomorphisme de syme´trie du produit tensoriel
sur Shtr(k). Notons enfin que pour tout faisceau avec transferts G, l’endofoncteur
G⊗tr? de T ∗−mod admet un adjoint a` droite.
5.2. — Un complexe de T ∗−mod est appele´ un spectre de Tate. Un tel objet est donc
une famille (En)n∈N de complexes de faisceaux avec transferts muni de morphismes :
µn : T ⊗ˆ
tr
En → En+1.
ou encore, de manie`re e´quivalente, de morphismes
ǫn : En → ΩEn+1.
19. Cette cate´gorie est la cate´gorie triangule´e mono¨ıdale universelle pour ce proble`me si l’on se
restreint au cate´gories triangule´es qui sont des cate´gories homotopiques associe´es a` une cate´gorie de
mode`les mono¨ıdale (cf. [Hov01])
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La cate´gorie de´rive´e de T ∗−mod est bien de´finie et on obtient a` l’aide de (5.1.a) un
foncteur conservatif
(5.2.a) OT : D(T
∗−mod)→ D(N−Shtr(k)).
Soit (fn : En → Fn)n∈N un morphisme de spectres de Tate. On dit que f est un
fibration (resp e´quivalence faible) si pour tout n ∈ N, fn est une fibration au sens de
4.1 (resp. quasi-isomorphisme).
Lemme 5.3. — La classe des fibrations et des e´quivalences faibles de´finies ci-dessus
induisent une structure de cate´gorie de mode`les sur C(T ∗−mod) pour laquelle la
cate´gorie homotopique associe´e est la cate´gorie D(T ∗−mod).
De´monstration. — Il s’agit d’un cas particulier de [Hov01, 1.14] applique´ a` la
cate´gorie de mode`les de 4.2 (20).
Pour cette structure de cate´gorie de mode`les et celle conside´re´e dans 4.2, le couple
de foncteurs (5.1.b) est de manie`re e´vidente une adjonction de Quillen qui se de´rive
donc et induit une adjonction de cate´gories triangule´es :
(5.3.a) LFi : D(Sh
tr(k))⇆ D(T ∗−mod) : REvi.
Soit X un sche´ma lisse. Comme Ztr(X) est cofibrant, LFi(Z
tr(X)) = T ∗(X){−i}. On
en de´duit donc que pour tout spectre motivique E,
(5.3.b) HomD(T∗−mod)(T
∗(X){−i}, E[n]) = Hn(X,Ei).
Par ailleurs, on ve´rifie en utilisant ces meˆmes structures de cate´gorie de mode`les que
l’action a` gauche de Shtr(k) sur T ∗−mod de´finie en (5.1.c) s’e´tend en une action a`
gauche de D(Shtr(k)) sur D(T ∗−mod).
5.4. — On peut de´finir la cate´gorie de´rive´e A1-localise´e de T ∗−mod en inversant la
classe de fle`ches WA1 engendre´e par
T ∗(A1X){−i} → T
∗(X){−i}
pour un sche´ma lisse X et un entier i ∈ Z dans la cate´gorie D(T ∗−mod). On la note
DA1(T
∗−mod). On dispose donc d’un foncteur canonique
π : D(T ∗−mod)→ DA1(T
∗−mod).
On peut conside´rer la localisation de Bousfield a` gauche de la cate´gorie de mode`les sur
C(Shtr(k)) de´finie dans le lemme pre´ce´dent dont la cate´gorie homotopique associe´e
est DA1(T
∗−mod) (21). On l’appelle la cate´gorie de mode`les A1-locale. On obtient par
la the´orie des localisations de Bousfield un adjoint a` droite du foncteur π
DA1(T
∗−mod)→ D(T ∗−mod)
qui est pleinement fide`le et dont l’image essentielle s’identifie aux objets WA1 -locaux,
que l’on appelle spectres A1-locaux. Compte tenu de (5.3.b), un spectre motivique
20. On peut aussi utiliser [CD09b, 1.7] avec la bonne structure de descente.
21. Ce qui est une fac¸on de montrer que la cate´gorie localise´e DA1(T
∗−mod) est bien de´finie.
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(En)n∈N est A
1-local si pour tout n ∈ N, le complexe En est A
1-local. Il est imme´diat
que l’adjonction (5.3.a) passe aux cate´gories A1-localise´es et induit
(5.4.a) LA1Fi : DM
eff(k)⇆ DA1(T
∗−mod) : RA1Evi.
5.5. — Pour tout sche´ma lisse X et tout entier i ≥ 0, on obtient (en utilisant la
syme´trie du produit tensoriel sur Shtr(k)) un morphisme canonique de faisceaux
gradue´s (
T ⊗tr T ∗(X)
)
{−i− 1} → T ∗(X){−i}
compatible a` la structure de T ∗-module. NotonsWS la classe de fle`ches induites dans
la cate´gorie des spectres de Tate.
De´finition 5.6. — On note DM(k) la localisation de la cate´gorie DA1(T
∗−mod) par
rapport a` la classe de fle`ches WS.
En utilisant a` nouveau une localisation de Bousfield a` gauche de la cate´gorie de
mode`les A1-locale sur C(T ∗−mod) par rapport a` WS, on obtient la cate´gorie de
mode`les dite stable sur C(T ∗−mod). Il est imme´diat que celle-ci co¨ıncide avec celle
introduite par Hovey dans [Hov01, 3.3] a` partir de la cate´gorie de mode`les A1-locale
sur C(Shtr(k)). Appliquant [Hov01, 3.4], on en de´duit qu’un spectre de Tate (En)
est fibrant pour la structure stable si et seulement si pour tout n ∈ N, le complexe
En est Nisnevich fibrant, A
1-local et le morphisme structural En → ΩEn+1 est un
quasi-isomorphisme.
De´finition 5.7. — Un spectre de Tate (En) est appele´ un spectre motivique si pour
tout n ∈ Z, En est A
1-local et si le morphisme structural En → ΩEn+1 est un
quasi-isomorphisme.
La cate´gorie DM(k) est donc e´quivalente a` la sous-cate´gorie pleine de D(T ∗−mod)
forme´e des spectres motiviques. On conside`rera de´sormais que les objets de DM(k)
sont des spectres motiviques.
L’adjonction (5.4.a) pour i = 0 permet de de´finir une adjonction
(5.7.a) Σ∞ : DM eff(k)⇆ DM(k) : Ω∞,
qui n’est autre que l’adjonction de´rive´e de (5.1.b) pour i = 0. Puisqu’un spectre
motivique (En) est fibrant pour la structure de cate´gorie de mode`les pre´ce´dente, on
en de´duit que le foncteur Ω∞ associe a` (En) le complexe motivique E0.
5.8. — Soit C un complexe motivique, et C′ → C une re´solution cofibrante au sens
de la cate´gorie de mode`les 4.8. On peut donner la description suivante du foncteur
Σ∞ : pour un entier n ≥ 0, on de´finit a priori le foncteur Σ∞ en posant
(Σ∞ C)n = C{n}, n ≥ 0
ou` C{n} de´signe le complexe motivique
LA1(C ⊗
tr,L T n) = LA1(C
′⊗tr T n)
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conforme´ment a` la notation 4.17. On de´finit de plus une structure de spectre de Tate
sur Σ∞ C graˆce au morphisme d’adjonction suivant, pour un entier n ≥ 0,
C{n} → Ω(C{n+ 1}).
Il re´sulte du the´ore`me de simplification 4.18 que Σ∞ C est alors un spectre motivique.
Par de´finition, Σ∞ C est donc une re´solution fibrante du spectre de Tate F0(C
′), ce
qui montre qu’il coincide avec l’adjoint a` gauche de (5.7.a). De cette description, on
de´duit que le morphisme d’adjonction
C → Ω∞Σ∞ C
est un isomorphisme : le foncteur Σ∞ est pleinement fide`le.
5.9. — L’action a` gauche de la cate´gorie mono¨ıdale D(Shtr(k)) sur D(T ∗−mod) peut
eˆtre e´tendue en une action a` gauche de DM eff(k) sur DM(k). D’apre`s [Hov01, 3.8],
l’action du complexe motivique 1{1} sur DM(k) est inversible et le foncteur quasi-
inverse est induit par le foncteur de de´calage qui a` un Ω-spectre E associe le spectre
motivique E{−1} - qui est encore un spectre motivique.
Proposition 5.10. — La cate´gorie DM(k) introduite ici ainsi que l’adjonction
(5.7.a) co¨ıncident avec celles de [CD09b, ex. 6.25].
Il en re´sulte que la cate´gorie triangule´eDM(k) est munie d’une structure mono¨ıdale
syme´trique ferme´e telle que le foncteur Σ∞ est mono¨ıdal syme´trique. Par rapport au
cas ge´ne´ral traite´ dans loc. cit. on a obtenu ici que le foncteur Σ∞ est pleinement
fide`le en utilisant le the´ore`me de simplification 4.18.
De´monstration. — Il s’agit essentiellement de comparer la construction de DM(k)
donne´e ici par les spectres motiviques avec celle loc. cit. donne´e par les spectres
motiviques syme´triques. D’apre`s la preuve du lemme 1.10, il existe une A1-e´quivalence
d’homotopie forte entre la permutation cyclique des facteurs de T 3 et l’identite´ dans
la cate´gorie C(Shtr(k)). Il en re´sulte que T est un objet syme´trique de la cate´gorie de
mode`le A1-locale C(Shtr(k)) au sens de la de´finition [Hov01, 9.2]. De`s lors, on peut
appliquer [Hov01, 9.4] ce qui permet de conclure.
5.11. — Notons pour terminer que le foncteur pleinement fide`le monoidal
DM effgm (k) → DM
eff(k) → DM(k) s’e´tend par proprie´te´ universelle en un foncteur
pleinement fide`le monoidal
DMgm(k)→ DM(k).
L’image essentielle de ce foncteur co¨ıncide avec la cate´gorie des objets compacts de
DM(k) d’apre`s [CD09b].
5.2. t-structure homotopique. —
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5.12. — Soit E = (En, ǫn : En → ΩEn+1)n≥0 un spectre motivique. On lui associe
un unique module homotopique H0∗(M) tel que pour tout n ≥ 0, H
0
n(E) = H
0(En)
avec la notation de (4.12.a) et avec pour morphismes structuraux
H0(En)
H0(ǫn)
−−−−→ H0(ΩEn+1) = [H
0(En+1)]−1
en appliquant le corollaire 4.15. La graduation ne´gative de H0n(E) est de´finie de
manie`re tautologique. Pour tout entier m ∈ Z, on pose Hm∗ (E) = H
0
∗(E[m]).
Lemme 5.13. — Les foncteurs de´finis ci-dessus ve´rifient les proprie´te´s suivantes :
(i) Le foncteur H0∗ : DM(k)→ HI∗(k) est un foncteur cohomologique qui commute
aux sommes quelconques.
(ii) La famille de foncteurs (Hm∗ )m∈Z est conservative.
De´monstration. — La cate´gorie D(N−Shtr(k)) porte naturellement une t-structure,
puisque N−Shtr(k) est abe´lienne. On note H˜
0
∗ le foncteur cohomologique associe´. Par
de´finition, on obtient un carre´ commutatif
DM(k)
(2) //
H0
∗

D(N−Shtr(k))
H˜
0
∗

HI∗(k)
(1) // N−Shtr(k).
ou` la fle`che (1) est la fle`che d’oubli e´vidente et la fle`che (2) est induite par le foncteur
(5.2.a). D’apre`s 1.16, le foncteur (1) est exact et conservatif. De`s lors, comme H˜
0
∗
envoie les triangles distingue´s sur des suites exactes longues, il en est de meˆme de H0∗.
Le fait que H0∗ commute aux sommes infinies est maintenant e´vident, ce qui implique
(i). L’assertion (ii) re´sulte maintenant du fait que (2) est conservatif et du fait que
H˜
0
∗ est le foncteur cohomologique d’une t-structure sur D(N−Sh
tr(k)).
On dit qu’un spectre motivique est positif (resp. ne´gatif) si pour tout n < 0 (resp.
n > 0), Hn∗ (E) = 0. Soit τ≤0 le foncteur de troncation ne´gative pour la t-structure
homotopique sur DM eff(k). On ve´rifie en utilisant a` nouveau le corollaire 4.15 que
l’application de τ≤0 degre´ par degre´ a` un spectre motivique E de´finit un spectre
motivique ne´gatif τ≤0E, avec un morphisme canonique :
τ≤0E → E.
Corollaire 5.14. — La cate´gorie DM(k), munie de la notion d’objets ne´gatifs et
positifs introduite ci-dessus, est une t-structure dont le foncteur de troncation ne´gatif
est le foncteur τ≤0 introduit ci-dessus et dont le foncteur cohomologique associe´ est le
foncteur H0∗.
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On appelle cette t-structure la t-structure homotopique sur DM(k). Notons que
d’apre`s la de´finition de 5.12, le diagramme suivant est commutatif :
DM(k)
H0
∗ //
Ω∞ 
HI∗(k)
ω∞
DM eff(k)
H0 // HI(k).
Il en re´sulte que Ω∞ est t-exact.
5.3. Coeur homotopique. —
5.15. — D’apre`s la construction pre´ce´dente, la cate´gorie des modules homotopiques
HI∗(k) est le coeur de DM(k) pour la t-structure homotopique.
Avec les notations de la premie`re partie, le module homotopique repre´sente´ par un
sche´ma lisse X est e´gal a` h0,∗(X) = H
0
∗(M(X)). Pour tout entier n ∈ Z, on obtient
aussi une identification de modules homotopiques h0,∗(X){n} = H
0
∗
(
M(X){n}
)
(22).
Notons plus ge´ne´ralement que tout sche´ma alge´brique X de´finit d’apre`s [Voe00b]
un complexe motivique C*sing Z
tr(X). Pour tout entier i ≥ 0, on obtient un module
homotopique :
hi,∗(X) := H
−i
∗ (Σ
∞ C*sing Z
tr(X)).
Si E est un spectre motivique, on lui associe pour tout entier p ∈ Z un module
de cycles Hˆp∗(E) obtenu en appliquant le foncteur transforme´e ge´ne´rique de 3.4 au
module homotopique Hp∗(E). Pour tout corps de fonction L, et tout entier n ∈ Z,
Hˆpn(E).L = lim−→
A⊂L
HomDM(k)(M(Spec(A)), E{n}[p]).
Compte tenu du the´ore`me 3.4, on obtient donc le corollaire suivant :
Corollaire 5.16. — La cate´gorie des modules de cycles est le coeur de la t-structure
homotopique sur DM(k), via le foncteur Hˆ0∗.
Ainsi, on peut associer a` tout sche´ma alge´brique X et tout entier i ∈ N un module
de cycles hˆi,∗(X). Pour tout corps de fontions L, le gradue´ de degre´ 0 de ce module
de cycles est donne´ par l’homologie de Suslin de X :
hˆi,0(X).L = H
sing
i (XL/L)
avec les notations de [SV96].
Si X est projectif lisse connexe de dimension d, le motif M(X) = Σ∞C*sing Z
tr(X)
dans DM(k) est fortement dualisable avec pour dual fort M(X)(−d)[−2d] d’apre`s
[De´g08a, 2.16]. Il en re´sulte que pour tout corps de fonctions L,
(5.16.a) hˆi,n(X).L = H
2d+i+n,d+n
M (XL),
22. On fera attention a` la confusion possible introduite par cette notation : e´tant donne´ un module
homotopique F∗ et un entier n > 0, l’objet twiste´ F∗{n} n’est pas le meˆme s’il est calcule´ dans la
cate´gorie HI∗(k) ou DM(k). C’est pourquoi on pre´cise ici que h0,∗(X){n} est conside´re´ comme un
module homotopique.
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ou` Hs,tM(XL) de´signe la cohomologie motivique de X e´tendu a` L en degre´ s et twist t.
5.17. — Conside´rons un corps de fonctions L et un entier n ∈ Z. On lui associe un
pro-objet de HI∗(k) :
h0,∗(L){n} = ” lim←−
”
A⊂L
h0,∗(Spec(A)){n},
ou` A parcourt l’ensemble ordonne´ filtrant des sous-k-alge`bres de type fini de L dont
le corps des fractions est L.
Lemme 5.18. — Pour tout spectre motivique E, et tout entier i ∈ Z,
Hompro−DM(k)(M(L){n}, E[i]) = Hompro−HI∗(k)(h0(L){n},H
i
∗(E)).
Utilisant le the´ore`me de simplification, on se re´duit au cas effectif qui re´sulte de
[De´g08a, 3.4.4] – il s’agit essentiellement du fait que le pro-objet (L) est un point
pour la topologie de Nisnevich.
Notons HI(0)(k) la sous-cate´gorie pleine de pro−HI∗(k) forme´e des objets de la
forme h0,∗(L){n} pour un corps de fonctions L et un entier n ∈ Z. Alors, d’apre`s le
lemme pre´ce´dent, le foncteur canonique
DM (0)gm(k)→ HI
(0)(k),M(L){n} 7→ H0∗(M(L){n})
est une e´quivalence de cate´gories (23).
Ainsi, les motifs ge´ne´riques apparaissent comme des pro-objets de la cate´gorie
abe´lienne HI∗(k), qui de´finissent des foncteurs fibres de cette cate´gorie (i.e. exacts,
commutant aux sommes infinies). Cette interpre´tation des motifs ge´ne´riques est donc
tre`s proche de la notion de points d’un topos. La transforme´e ge´ne´rique d’un module
homotopique F∗ est finalement donne´e par la restriction de F∗ a` cette cate´gorie de
points.
Remarque 5.19. — Notons que les morphismes de spe´cialisations correspondants
aux donne´es (D1) a` (D4) des modules de cycles sont donc de´finis dans la cate´gorie
abe´lienne des pro-modules homotopiques. A titre d’illustration, conside´rons un corps
de fonctions value´ (L, v). Soit κv son corps re´siduel et ϕ : Ov → L l’inclusion de son
anneau des entiers. On obtient par application du fonteur H0∗ au triangle de Gysin
une suite exacte courte dans pro−HI∗(k) :
h0,∗(κv){1}
∂v−→ h0,∗(L)
ϕ∗
−−→ h0,∗(Ov)→ 0.
6. Suite spectrale de Gersten et t-structure homotopique
6.1. — Soit A une cate´gorie abe´lienne.
23. Le cas effectif avait de´ja` e´te´ traite´ dans [De´g08b, 3.4.7].
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Rappelons qu’un couple exact dans A est la donne´e d’objets bigradue´s Ep,q1 et
Dp,q1 , pour des indices (p, q) ∈ Z
2 et des morphismes homoge`nes
D1
(1,−1)
α
// D1
(0,0)
β
~~}}
}}
}}
}
E1
(1,0)
γ
``AAAAAAA
dont les bidegre´s sont indique´s sur le diagramme. Rappelons (cf. [McC01, 2.3]) que
l’on associe a` un tel couple exact une suite spectrale dont la premie`re page est Ep,q1
avec pour diffe´rentielles les morphismes d1 = γ ◦ β.
Conside´rons maintenant un complexe K de A . On suppose donne´s pour tout entier
p ∈ Z les complexes et morphismes suivants :
(6.1.a) F p+1K
  f
p
//
nN
ip+1
||zz
zz
zz
z
F pK p
ip
  A
AA
AA
AA
πp||||yy
yy
yy
yy
K
kp+1 "" ""D
DD
DD
DD
GpKlL
π˜p
{{vv
vv
vv
vv
K
kp~~~~}}
}}
}}
}
T p+1K
f˜p
// // T pK
On demande que pour tout p ∈ Z, les couples (ip, kp), (fp, πp), (f˜p, π˜p) forment des
suites exactes courtes dans la cate´gorie abe´lienne C(A ). On notera en particulier que
F ∗K (resp. T ∗K) de´finit une filtration (resp. cofiltration) de K. Bien entendu, l’une
de´termine l’autre.
Il en re´sulte que, passant a` la cate´gorie de´rive´e T := D(A ), on obtient le dia-
gramme suivant
(6.1.b) F p+1K
fp //
ip+1
zzvvv
vv
vv
vv
F pK
ip
##F
FF
FF
FF
F
πpzzuuu
uu
uu
uu
K
kp+1 $$I
II
II
II
I ∗ G
pK
π˜p
yysss
ss
ss
ss
+1
eeKKKKKKKKK
∗
∗
K
kp||xx
xx
xx
xx
∗
T p+1K
f˜p
//
+1
OO
T pK
+1
OO
+1
ddIIIIIIIII
dans lequel les triangles marque´s d’une e´toile sont distingue´s et les autres sont com-
mutatifs. Autrement dit, on obtient un octae`dre dans la cate´gorie triangule´e T .
Supposons donne´ par ailleurs un foncteur (co)homologique ϕ : D(A ) → B, et
posons ϕn = ϕ(.[n]). On peut alors de´finir des objets bigradue´s :
Dp,q1 = ϕ
p+q(F pK), D˜p,q1 = ϕ
p+q(T p+1K), Ep,q1 = ϕ
p+q(GpK), Ep,q∞ = ϕ
p+q(K).
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pour (p, q) ∈ Z2. Par application du foncteur cohomologique ϕ au diagramme
pre´ce´dent, on obtient un diagramme commutatif d’objets bigradue´s, forme´ de mor-
phismes homoge`nes,
D1
α //
{{vvv
vv
vv
D1
##H
HH
HH
HH
β{{www
ww
ww
E∞
##G
GG
GG
GG
E1
γ˜
||xx
xx
xx
x
γ
ccGGGGGGG
(2)
(1)
E∞
{{ww
ww
ww
w
D˜1 α˜
//
r
OO
D˜1
r
OO
β˜
bbFFFFFFF
dans lequel les triangles (1) et (2) forment un couple exact (avec les conventions
rappele´es ci-dessus). Ce diagramme commutatif (24) montre que les suites spec-
trales associe´es respectivement a` (1) et (2) sont e´gales — l’assertion concernant les
diffe´rentielles de la premie`re page est par exemple imme´diate. Notons enfin que lorsque
la filtration F ∗K est borne´e (25) (ou ce qui revient au meˆme T ∗K), le terme a` l’infini
de cette suite spectrale est ce que nous avons note´ E∞ et la suite spectrale converge.
Remarque 6.2. — 1. Un cas particulier fondamental est celui ou` le foncteur ϕ
est le foncteur (co)homologique H0 : D(A )→ A canonique. La suite spectrale
obtenue ci-dessus est alors la suite spectrale du complexe filtre´ (K,F ∗K) (cf.
[Del71]).
2. Suivant la construction ci-dessus, on reconnait donc dans la donne´e d’un syste`me
de Rees la trace d’un octae`dre, en l’occurence le diagramme (6.1.b).
3. Plus ge´ne´ralement, c’est la famille des diagrammes (6.1.b) qui est fondamentale
pour de´finir la suite spectrale pre´ce´dente. Ainsi, le proce´de´ de´crit ci-dessus a`
partir de ces diagrammes a un sens dans nimporte quelle cate´gorie triangule´e,
inde´pendamment de la manie`re dont on a donne´ naissance a` ces diagrammes.
Si on se place par ailleurs dans une cate´gorie ≪ triangule´e enrichie ≫ T – c’est-
a`-dire une ∞-cate´gorie stable dans le sens de [Lur08], comme par exemple la
cate´gorie homotopique d’une DG-cate´gorie, ou encore la cate´gorie homotopique
d’une cate´gorie de mode`les stable – on peut associer canoniquement a` la donne´e
des morphismes (fp, ip) (resp. (f˜p, i˜p)), des diagrammes du type (6.1.b) en uti-
lisant le foncteur cofibre homotopique (resp. fibre homotopique).
4. Remarquons que tout foncteur triangule´ ψ : T ′ → T envoie une famille de
diagrammes (6.1.b) sur une famille du meˆme type. En ge´ne´ral, le foncteur
(co)homologique ϕ se de´compose en H0 ◦ ψ ou` ψ est un foncteur triangule´
et H0 est le foncteur (co)homologique d’une t-structure donne´e sur T . Dans
le cadre qui suit, ψ est un foncteur de´rive´ (a` droite). Les cate´gories T et T ′
sont les cate´gories homotopiques de cate´gories de mode`les stables. Il y a lieu
dans ce cas de remplacer l’hypothe`se que f˜p est induit par un e´pimorphisme
24. On reconnaitra un cas particulier de ≪ syste`me de Rees ≫ suivant la terminologie introduite
par Eilenberg et Moore (cf. [McC01, 3.1]).
25. Il est probable si la suite spectrale de´ge´ne`re en (p, q), Ep,qr ≃ E
p,q
∞ pour r >> 0.
46 FRE´DE´RIC DE´GLISE
de complexes par l’hypothe`se que c’est une fibration (26) pour la cate´gorie de
mode`les sous-jacente a` T . Ce cadre correspond a` une ≪ tour de fibrations ≫ et
a` la suite spectrale qui lui est associe´e en topologie alge´brique. La question de
la convergence de cette suite spectrale est alors relie´e au proble`me de savoir si
la fle`che canonique
K → holimp∈ZT
pK
est une e´quivalence faible.
Remarquons que dualement, si ψ est un foncteur de´rive´ a` gauche, il y a lieu
de supposer que fp est une cofibration ; ce cas correspond dans le cadre d’une
cate´gorie de mode`les abstraite au cas particuliers des complexes filtre´s dans une
cate´gorie de´rive´e. Dans ce cas, la convergence est relie´e a` la fle`che canonique
hocolimp∈ZF
pK → K.
6.3. — Pour les deux prochains exemples, on fixe un sche´ma lisse X et un spectre
motivique E. On pose E0 = Ω
∞E vu comme complexe de faisceau Nisnevich sur Lk.
Suite spectrale n˚ 1.– La t-structure homotopique sur DM(k) permet d’obtenir un
diagramme du type (6.1.b) dans la cate´gorie triangule´e DM(k) :
τ≤−p−1E //
||yy
yy
yy
yy
τ≤−pE
!!C
CC
CC
CC
yysss
ss
ss
s
E
""F
FF
FF
FF
F ∗ H
−p
∗ (E)[p]
xxqqq
qqq
qq
q
+1
ffLLLLLLLLL
∗
∗
E
}}zz
zz
zz
zz
∗
τ>−p−1 //
+1
OO
τ>−p−1
+1
OO
+1
ffLLLLLLLL
Si X est un sche´ma lisse, on obtient donc apre`s application du foncteur
(co)homologique Hom(M(X), .) un couple exact et une suite spectrale :
′Ep,q1,t = Hom(M(X),H
−p
∗ (E)[2p+ q])⇒ Hom(M(X),E[p+ q])
qui est la suite spectrale d’hypercohomologie associe´e a` la t-structure homotopique.
Suivant l’usage, on renume´rote cette suite spectrale pour qu’elle commence au
terme E2 suivant la re`gle E
p,q
2,t =
′E−q,p+2q1,t . Un petit calcul donne alors la forme
finale suivante pour cette suite spectrale :
Ep,q2,t = H
p(X,Hq0 E)⇒ H
p+q(X,E0).
Remarquons que cette suite spectrale est convergente puisqu’elle est concentre´e dans
la colonne 0 ≤ p ≤ dimX .
Suite spectrale n˚ 2.– Rappelons (27) qu’un drapeau de X est une suite de´croissante
(Zp)p∈N de sous-sche´mas ferme´s de X telle que codimX(Z
p) ≥ p. L’ensemble des
drapeaux de X , ordonne´ par l’inclusion termes a` termes, est filtrant. Etant donne´ un
26. On voir alors Gp comme la cofibre homotopique de f˜p, qui est un objet fibrant. L’avantage est
qu’il n’y a alors par lieu de de´river le foncteur de Quillen a` droite sous-jacent a` ψ.
27. Cette de´finition est classique ; on se re´fe`re a` [De´g08b, section 3], pour plus de de´tails.
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tel drapeau, on peut conside´rer le diagramme suivant dans la cate´gorie des faisceaux
avec transferts :
Ztr(X − Zp)
  fp∗ //
mMip∗
||yy
yy
yy
y
Ztr(X − Zp+1) r
ip+1∗
##H
HH
HH
HH
πp
vvvvlll
lll
lll
ll
Ztr(X)
kp "" ""E
EE
EE
EE
Ztr(X − Zp+1/X − Zp)
iIπ˜p
vvmmm
mmm
mmm
m
Ztr(X)
kp+1{{{{vv
vv
vv
v
Ztr(X/X − Zp)
f˜p
// // Ztr(X/X − Zp+1)
Les morphismes fp et ip de´signent les immersions ouvertes canoniques. On obtient
donc un diagramme du type (6.1.a), a` ceci pre`s que la filtration donne´e par fp∗ est
de´croissante. Ce diagramme est naturellement fonctoriel (contravariant) par rapport a`
l’inclusion des drapeaux. Il induit donc un diagramme commutatif du type (6.1.b) dans
la cate´gorie D(Shtr(k)). En prenant son image par le foncteur triangule´ D(Shtr(k))→
DM eff(k)→ DM(k), on obtient donc un diagramme de la forme suivante :
M(X − Zp)
fp∗ //
ip∗
}}{{
{{
{{
{
M(X − Zp+1)
ip+1∗
##F
FF
FF
FF
πp
vvmmm
mmm
mmm
mm
M(X)
kp
!!C
CC
CC
CC
∗ M(X − Zp+1/X − Zp)
π˜p
vvnnn
nnn
nnn
n
+1
hhPPPPPPPPPP
∗
∗
M(X)
kp+1{{xx
xx
xx
x
∗
M(X/X − Zp)
f˜p
//
+1
OO
M(X/X − Zp+1)
+1
OO
+1
hhQQQQQQQQQQQ
Conside´rons un spectre motivique E. Appliquant le foncteur RHomDM(k)(.,E) au
diagramme pre´ce´dent, on obtient un diagramme dans la cate´gorie triangule´e D(A b)
qui est pre´cise´ment de la forme (6.1.b) ou` l’on a pose´ :
K = RHom(M(X),E), F pK = RHom(M(X/X − Zp),E),
T pK = RHom(M(X − Zp),E), GpK = RHom(M(X − Zp+1/X − Zp),E).
Le diagramme ainsi obtenu est naturel covariant par rapport aux inclusions de dra-
peaux. Comme les limites inductives filtrantes sont exactes dans D(A b), on en de´duit
un diagramme de la forme (6.1.b) avec :
K = RHom(M(X),E),
F pc K = lim−→
Z∗∈Drap(X)
RHom(M(X/X − Zp),E)
T pcK = lim−→
Z∗∈Drap(X)
RHom(M(X − Zp),E),
GpcK = lim−→
Z∗∈Drap(X)
RHom(M(X − Zp+1/X − Zp),E).
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Apre`s application du foncteur cohomologique canonique, on en de´duit donc une suite
spectrale :
Ep,q1,c = lim−→
Z∗∈Drap(X)
Ep+q(X − Zp+1/X − Zp)⇒ Ep+q(X)
qui n’est autre que le suite spectrale du coniveau associe´e a` la the´orie cohomolo-
gique repre´sente´e par E (voir [BO74] pour la re´fe´rence originale). Notons que cette
suite spectrale est convergente puisqu’un drapeau de X est de longeur borne´e par la
dimension de X .
Dans [De´g08b, 4.5], on de´montre qu’il existe un isomorphisme canonique de com-
plexes de groupes abe´liens :
E∗,q1,c ≃ C
∗(X, Hˆq∗(E))0
ou` le membre de droite est le complexe de cycles (en degre´ 0) a` coefficients dans le
module de cycles Hˆq∗(E) (cf. corollaire 5.16).
On obtient donc la forme suivante de la suite spectrale du coniveau :
Ep,q2,c = A
p(X, Hˆq∗(E))0 ⇒ H
p+q(X,E0)
D’apre`s la proposition 3.6, on en de´duit donc un isomorphisme
ϕp,q2 : E
p,q
2,t → E
p,q
2,c .
The´ore`me 6.4. — La famille d’isomorphismes ϕp,q2 est compatible aux
diffe´rentielles des deux suites spectrales de´finies ci-dessus.
De plus, elle induit de proche en proche des isomorphismes compatibles aux
diffe´rentielles ϕp,qr : E
p,q
r,t → E
p,q
r,c pour tout r ≥ 2.
De´monstration. — Puisque les deux suites spectrales sont concentre´es en degre´s 0 ≤
p ≤ dimX , on peut supposer que E est borne´ infe´rieurement pour la t-structure
homotopique.
Soit XNis le site des X-sche´mas e´tales muni de la topologie de Nisnevich. Soit X˜Nis
la cate´gorie des faisceaux abe´liens sur XNis. Si V/X est un sche´ma e´tale, on note
ZX(V ) le faisceau de groupes abe´liens libres sur XNis repre´sente´ par V .
Soit K la restriction de E0 a` XNis. Par hypothe`se, K est borne´ infe´rieurement. Il
existe donc une re´solution de Cartan-Eilenberg I → K ou` I est un complexe quasi-
isomorphe a` K, dont les composantes sont des objets injectifs de X˜Nis. Ainsi, pour
tout X-sche´ma e´tale V , on dispose d’un isomorphisme canonique :
(6.4.a) HomD(X˜Nis)(ZX(V ), I[n])→ HomDM(k)(M(V ),E[n]).
Puisque le foncteur de restriction a` XNis est exact, la suite spectrale E
p,q
2,t est cano-
niquement isomorphe a` la suite spectrale d’hypercohomologie Nisnevich du complexe
I – i.e. associe´e au foncteur cohomologique RΓ, foncteur de´rive´ du foncteur sections
globales.
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Soit (Zp)p∈N un drapeau de X . On obtient alors un diagramme du type (6.1.a)
dans la cate´gorie X˜Nis :
ZX(X − Z
p)
  fp∗ //
mMip∗
||yy
yy
yy
y
ZX(X − Z
p+1) r
ip+1∗
$$H
HH
HH
HH
πp
vvvvlll
lll
lll
ll
ZX(X)
kp "" ""E
EE
EE
EE
ZX(X − Z
p+1/X − Zp)
iIπ˜p
vvmmm
mmm
mmm
m
ZX(X)
kp+1{{{{vv
vv
vv
v
ZX(X/X − Z
p)
f˜p
// // ZX(X/X − Zp+1)
Ce digramme donne lieu a` son tour a` une octae`dre (du type (6.1.b)) dans la cate´gorie
de´rive´e D(X˜Nis). D’apre`s (6.4.a), la suite spectrale associe´e a` ce dernier diagramme
pour le foncteur cohomologique Hom(., I) est canoniquement isomorphe a` la suite
spectrale Ep,q1,c . Notons F
p
c (I) le noyau de l’e´pimorphisme
I = Hom(ZX(X), I)
i∗p
−→ Hom(ZX(X − Z
p+1), I)
et posons Gp = F pc (I)/F
p+1
c (I). On obtient alors un octae`dre dans D(XNis) :
F p+1c (I)
//
xxqqq
qq
qq
qq
qq
q
F pc (I)
&&LL
LL
LL
LL
LL
L
xxqqq
qq
qq
qq
qq
I
i∗p+1
MMM
&&MM
MMM
M
∗ Gp
wwppp
ppp
ppp
ppp
+1
ggNNNNNNNNNNNN
∗
∗
I
i∗p
rrr
xxrrr
rrr
r
∗
Hom(ZX(X − Z
p+1), I)
f∗p
//
+1
OO
Hom(ZX(X − Z
p), I)
+1
OO
+1
ffMMMMMMMMMMM
qui montre que la suite spectrale d’hypercohomologie du complexe filtre´ (I, F pc ) est
canoniquement isomorphisme a` Ep,q1,c . Ainsi, on peut calculer le (p + q)-e`me faisceau
de cohomologie du complexe Gp :
Hp+q(Gp) = Cp(., Hˆq∗(E))0
ou` le complexe de cycles a` coefficients dans Hˆq(E) est vu comme un faisceau Nis-
nevich sur XNis – rappelons en effet que ce dernier est fonctoriel par rapport aux
morphismes e´tales. Si l’on conside`re Ep,q1,c la suite spectrale du complexe filtre´e (I, F
p
c )
dans la cate´gorie abe´lienne X˜Nis, on obtient meˆme un isomorphisme de complexes de
faisceaux :
(6.4.b) E∗,q1,c = C
∗(., Hˆq∗(E))0.
Notons Ftriv(I) la filtration triviale sur I :
F ptriv(I) =
{
I si p < 0
0 sinon,
et Ep,qr,triv la suite spectrale dans X˜nis qui lui est associe´e. Evidemment, E
∗,q
1,triv est un
complexe concentre´ en degre´ 0 e´gal au faisceau Hq(I).
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On peut alors conside´rer le morphisme canonique de complexes filtre´s :
ϕ′ : (I, Ftriv)→ (I, Fc).
Il re´sulte du calcul (6.4.b) que le morphisme de complexes de faisceaux induit par
ϕ′
E∗,q1,triv → E
∗,q
1,c
est un quasi-isomorphisme pour tout q ∈ Z. Evalue´ en un X-sche´ma e´tale V , ce
quasi-isomorphisme correspond au morphisme d’augmentation canonique
Γ(V,Hq0(E))→ C
∗(V, Hˆq∗(E))0.
Il en re´sulte que le morphisme induit sur les termes de la deuxie`me page
(6.4.c) Ep,q2,triv → E
p,q
2,c
est le morphisme nul si p 6= 0, et correspond pour p = 0 a` l’isomorphisme canonique
de la proposition 3.6
Hq0(E)→ A
0(., Hˆq∗(E))0.
Soit Dec le foncteur de ≪ de´calage de la filtration ≫ de´finit dans [Del71, 1.3.3]. Le
morphisme ϕ′ induit donc un morphisme entre les filtrations de´cale´es :
ϕ′′ : (I,Dec(Ftriv))→ (I,Dec(Fc))
Notons que d’apre`s [Del71, 1.4.6], Dec(Ftriv) est la filtration canonique sur I – qui
correspond a` la filtration pour la t-structure homotopique sur E d’apre`s le choix de I.
Il re´sulte de [Del71, 1.3.15] et du calcul pre´ce´dent que ϕ′′ est un quasi-isomorphisme
de complexes filtre´s. Il induit donc un isomorphisme au niveau des couples exacts
associe´s dans la cate´gorie D(X˜Nis) et a fortiori un isomorphisme de suite spectrales
d’hypercohomologies. L’isomorphisme ainsi obtenu sur la premie`re page des suites
spectrales (cf. [Del71, 1.3.4]) est de la forme
(ϕ′′)p,q∗ : E
p,q
2,t → E
p,q
2,c .
Compte tenu de l’identification de l’isomorphisme (6.4.c) obtenue ci-dessus, (ϕ′′)p,q∗
s’identifie a` ϕp,q2 ce qui permet de conclure.
6.5. — Notons Ep,qr,c (X,E) la suite spectrale du coniveau associe´e au sche´ma lisse X
et au motif E comme ci-dessus. Le corollaire principal de la proposition pre´ce´dente
est la fonctorialite´ de la suite spectrale du coniveau. Les cas les plus importants sont
la compatibilite´ au pullback, pushout et action de la cohomologie motivique :
– Un morphisme, ou meˆme une correspondance finie, f : Y → X entre sche´mas
lisses induit un morphisme de suites spectrales :
f∗ : Ep,qr,c (X,E)→ E
p,q
r,c (Y,E)
qui converge vers le morphisme f∗ : Hp+q(X,E)→ Hp+q(Y,E).
– Soit f : Y → X un morphisme projectif de dimension relative pure n entre
sche´mas lisses. Rappelons que l’on associe a` f un morphisme de Gysin f∗ :
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M(X)(n)[2n] → M(Y ) (cf. [De´g08a, 2.7]). On en de´duit un morphisme de
suites spectrales :
f∗ : E
p,q
r,c (Y,E)→ E
p−2n,q
r,c (X,E(−n))
qui converge vers le morphisme f∗ : H
p+q(Y,E)→ Hp+q−2n(X,E(−n)).
– Conside´rons une classe x ∈ Hi,nM (X) dans la cohomologie motivique de X . On
en de´duit un morphisme
γx : E
p,q
r,c (X,E)→ E
p+i,q
r,c (X,E(n))
qui converge vers γx : H
p+q(X,E)→ Hp+q+i(X,E(n)).
6.6. — Fixons un corps K de caracte´ristique 0. Si V est un K-espace vectoriel, on
note V ∨ le dual de V .
Conside´rons une the´orie de Weil mixte E a` coefficients dans K, au sens de [CD09b].
Rappelons qu’il s’agit d’un pre´faisceau en K-alge`bres diffe´rentielles gradue´es sur la
cate´gorie des k-sche´mas affines lisses dont l’hypercohomologie Nisnevich peut eˆtre
e´tendue en un foncteur covariant mono¨ıdal
RE : DM(k)→ D(K).
Plus pre´cise´ment, on obtient avec ces notations, pour tout sche´ma lisse X et tout
entier p ∈ Z,
Hp(X,E) = Hp
(
RE(M(X))
∨
)
.
Par ailleurs, on associe a` E un spectre motivique E (cf. [CD09b, 2.7.6, 2.7.9]) tel
que :
Hp(X,E) = HomDM(k)(M(X),E[p]).
(28)
Notons que le faisceau avec transferts E0 s’identifie, apre`s oubli des transferts, au
faisceau ENis associe´ au pre´faisceau E.
Pour tout entier n ≥ 0, on pose K(n) = H1Nis(Gm, E)
⊗n, K(−n) = K(n)∨ –
par de´finition de E, ces espaces vectoriels sont de dimension 1. Pour tout K-espace
vectoriel V , on pose V (±n) = V ⊗K(±n). L’isomorphisme canonique ci-dessus s’e´tend
avec ces notations :
Hp(X,E)(n) = HomDM(k)(M(X),E(n)[p]).
(29)
On en de´duit donc la suite spectrale du coniveau a` coefficiens dans E :
(6.6.a) Ep,q1,c =
⊕
x∈X(p)
Hq−p(κ(x), E)(−p)⇒ Hp+q(X,E).
D’apre`s le the´ore`me pre´ce´dent, cette suite spectrale est canoniquement isomorphe –
a` partir du terme E2 – a` la suite spectrale d’hyper-cohomologie pour la t-structure
homotopique sur DM(k) :
(6.6.b) Ep,q2,t = H
p(X,Hq0(E))⇒ H
p+q(X,E).
28. Avec ces notations, RE(F) = RHomDM(k)(1,E⊗ F).
29. Ainsi, le spectre E est ≪ 1(1)-pe´riodique ≫ : il existe un isomorphisme (non canonique) E ≃
E(1).
52 FRE´DE´RIC DE´GLISE
Il en re´sulte que la filtration par coniveau sur H∗(X,E) coincide avec la filtration
donne´e par la t-structure homotopique relativement a` E.
Ce re´sultat est a` comparer avec la proposition (6.4) de [BO74], d’autant plus que
d’apre`s la de´monstration de 6.4, la suite spectrale (6.6.b) s’identifie a` la suite spectrale
d’hypercohomologie Nisnevich associe´e au complexe ENis sur le site XNis. Le faisceau
Hq0(E) s’identifie avec le faisceau Nisnevich associe´ au pre´faisceau
H˘q0(E) : X 7→ H
q(X,E).
Comme ce dernier est un pre´faisceau invariant par homotopie avec transferts, Hq0(E)
s’identifie encore au faisceau Zariski associe´ a` H˘q0(E) (cf. [De´g04, 4.4.16]) – il coincide
donc avec le faisceau note´ Hq dans [BO74] une fois oublie´ les transferts.
Comme E est sans torsion, il re´sulte de [Voe00a, 5.24] que Hq0(E) est un faisceau
e´tale. De plus, d’apre`s [Voe00a, 5.7, 5.28],
Hp(X,Hq0(E)) = H
p
Zar(X,H
q
0(E)) = H
p
e´t(X,H
q
0(E)).
On peut de´montrer de plus que la suite spectrale (6.6.b) coincide avec la suite spectrale
d’hyper-cohomologie e´tale (resp. Zariski) associe´ au complexe ENis. Pour la topologie
e´tale, cela re´sulte directement de l’e´quivalence
DM eff− (k)⊗Q
∼
−−→ DM eff−,e´t(k)⊗Q
prouve´ par Voevodsky (cf. [Voe00b, 3.3.2]).
Pour re´sumer (30) :
Corollaire 6.7. — Soit E une the´orie de Weil mixte a` coefficients dans K, ENis le
faisceau Nisnevich et E le spectre motivique qui lui sont associe´s.
1. Pour tout sche´ma lisse X, la filtration par coniveau sur X induit une suite
spectrale convergente
Ep,q1,c (X,E)⇒ H
p+q(X,E)
dont le complexe sur la ligne q est E∗,q1,c (X,E) = C
∗(X, Hˆq∗E)0.
2. Cette suite spectrale s’identifie a` partir du terme E2 avec la suite spectrale
(6.6.b) induite par la filtration sur E donne´e par la t-structure homotopique
de DM(k).
3. Elle s’identifie encore avec les suites spectrales d’hyper-cohomologie Nisnevich
et e´tale de X a` coefficients dans ENis.
30. Signalons que le premier point de cette proposition a e´te´ obtenu dans [De´g08a].
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PARTIE III
APPLICATIONS ET COMPLE´MENTS
7. Morphismes de Gysin et correspondances
Soit f : Y → X un morphisme fini e´quidimensionnel entre sche´mas lisses. Suivant
[De´g08a, 2.7], on associe a` f un morphisme de Gysin f∗ : M(X) → M(Y ) dans
DM(k). Par ailleurs, la transpose´e du graphe de f de´finit une correspondance finie
tf : X•−→ Y , qui a son tour induit un morphisme tf∗ :M(X)→M(Y ) dans DM(k).
Dans [De´g08a, 2.13], on a montre´ que f∗ = tf∗ si f est e´tale. On obtient ici la
ge´ne´ralisation dans le cas ramifie´ :
Proposition 7.1. — Avec les notations ci-dessus, f∗ = tf∗.
De´monstration. — On pose α = f∗− tf∗ et on montre que α = 0. Il suffit de montrer
que pour tout E ∈ DM(k), le morphisme
HomDM(k)(M(Y ),E)
α∗
−−→ HomDM(k)(M(X),E)
est nul. Comme la t-structure homotopique sur DM(k) est non de´ge´ne´re´e, il suffit
de traiter le cas ou` E est dans le coeur homotopique. On peut donc supposer que E
est un module homotopique. Ce cas re´sulte finalement de la proposition 3.11 et de la
formule (2.5.a).
8. Borne infe´rieure et constructibilite´ des modules de cycles
On introduit l’hypothe`se suivante sur le corps k :
(Mk) Pour tout corps de fonctions E/k, il existe un k-sche´ma projectif lisse dont le
corps des fonctions est k-isomorphe a` E.
Cette hypothe`se est e´videmment une conse´quence de la re´solution des singularite´s au
sens classique pour k.
Le re´sultat suivant est bien connu (31) :
Proposition 8.1. — Soit d un entier et P≤d la sous-cate´gorie triangule´e de DM(k)
engendre´e par les motifs de sche´mas projectifs lisses de dimension infe´rieure a` d.
Soit X un sche´ma lisse de dimension infe´rieure a` d.
(i) Si (Mk) est ve´rifie´e, M(X) appartient a` P≤d.
(ii) Le motif rationel M(X)⊗Q appartient a` P≤d ⊗Q.
On en de´duit le re´sultat suivant :
Proposition 8.2. — Soit X un sche´ma de dimension d et (n, i) ∈ Z2 un couple
d’entiers.
31. On obtient une preuve tre`s e´le´gante en utilisant un argument duˆ a` J. Riou facilement adapte´
de la preuve de [Rio05, th. 1.4].
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(i) Si X est projectif lisse, hˆi,−n(X) = 0 si n > d.
(ii) Si (Mk) est ve´rifie´e, hˆi,−n(X) = 0 si n > d.
(iii) Dans tous les cas, hˆi,−n(X)⊗Q = 0 si n > d.
De´monstration. — Le point (i) est un corollaire de la formule (5.16.a) et du the´ore`me
de simplification de Voevodsky car ce dernier affirme qu’il n’y a pas de cohomologie
motivique en poids strictement ne´gatif.
Soit C≤d la sous-cate´gorie pleine de DM(k) forme´e des motifsM tel que pour tout
corps de fonctions E et tout couple (n, i) ∈ Z2, n > d,
HomDM(k)(M(E),M{−n}[−i]) = 0.
Cette cate´gorie est une sous-cate´gorie triangule´e. D’apre`s (i), elle contient les motifs
M(P ) pour P projectif lisse de dimension infe´rieure a` d. La proposition pre´ce´dente
permet donc de conclure.
De´finition 8.3. — Nous dirons qu’un module homotopique (resp. module de cycles)
est constructible s’il appartient a` la sous-cate´gorie e´paisse (32) de HI∗(k) (resp.
MCycl(k)) engendre´e par les objets σ∞ hi(X){n} (resp. hˆi(X){n}) pour un sche´ma
lisse X et un couple d’entiers (n, i) ∈ Z2.
Remarque 8.4. — 1. Graˆce a` la t-structure homotopique, on peut conside´rer une
autre condition de finitude sur les modules homotopiques. Un module homoto-
pique F∗ est dit fortement constructible s’il est de la forme H
0
∗(E) pour un motif
ge´ome´trique E. (33) Dans ce cas, F∗ est constructible dans le sens pre´ce´dent mais
la re´ciproque n’est pas claire.
2. Les modules homotopiques constructibles ne jouissent pas des proprie´te´s de
finitude de leur analogue l-adique. Ainsi, il y a lieu de conside´rer paralle`lement
la notion plus forte de module homotopique de type fini (34) : F∗ est de type fini
s’il existe un e´pimorphisme σ∞ h0(X) → F∗. Ces subtilite´s interviennent car
le foncteur H0 ne pre´serve pas la proprie´te´ d’eˆtre ge´ome´trique (i.e. compact) –
contrairement a` son analogue l-adique, le foncteur cohomologique associe´ a` la
t-structure canonique, qui lui pre´serve la constructibilite´.
3. Dans le prolongement de la remarque pre´ce´dente, notons qu’il est probable que
la plupart des modules homotopiques constructibles ne soient pas fortement
dualisables. La seule exception que l’on connaisse a` cette re`gle est le cas d’un k-
sche´ma e´tale X et du module homotopique σ∞ h0(X). Ce dernier est fortement
dualisable dans HI∗(k) (ou meˆme dans HI(k)) et il est son propre dual fort.
Corollaire 8.5. — La graduation canonique d’un module de cycles constructible M
est borne´e infe´rieurement de`s que l’une des deux proprie´te´s suivantes est re´alise´e :
32. i.e. stable par noyau, conoyau, extension, sous-objet et quotient.
33. De meˆme, un module de cycles est fortement constructible si le module homotopique associe´
l’est.
34. Cette notion, introduite dans la the`se de l’auteur [De´g02], a e´te´ e´tudie´e inde´pendamment par
J. Ayoub dans l’appendice de [HK06].
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– La proprie´te´ (Mk) est satisfaite.
– M est sans torsion.
9. Homologie de Borel-Moore
On suppose k de caracte´ristique 0. Dans [Voe00b, par. 4], Voevodsky associe a` tout
sche´ma alge´brique X un motif a` support compactM c(X) dans DMgm(k) ve´rifiant les
proprie´te´s suivantes :
(C1) Si X est propre, M c(X) =M(X).
(C2) M c(X) est covariant par rapport aux morphismes propres, contravariant par
rapport aux morphismes e´tales.
(C3) Si i : Z → X est une immersion ferme´e d’immersion ouverte comple´mentaire
j : U → X , il existe un triangle distingue´ canonique :
M c(Z)
i∗−→M c(X)
j∗
−→M c(U)
+1
−−→
(C4) Si X est lisse de dimension pure d, M(X) est fortement dualisable avec pour
dual fort M c(X)(−d)[−2d].
Conside´rons un module de cycles φ ainsi que le module homotopique F∗ qui lui est
associe´ d’apre`s le the´ore`me 3.4.
Conside´rons un sche´ma lisse X connexe de dimension d. Pour un couple d’entier
(n, r) ∈ Z, on obtient les isomorphismes suivants :
Ad−n(X,φ)r−d = A
n(X,φ)r
(1)
= Hn(X,Fr)
= HomDM(k)(M(X), F∗{r}[n])
(2)
= HomDM(k)(1[d− n],M
c(X){r − d}).
ou` (1) re´sulte de 3.6 et (2) de la proprie´te´ (C4).
Nous dirons qu’un sche´ma X est lissifiable si il existe une immersion ferme´e de X
dans un sche´ma lisse. Utilisant la proprie´te´ (C3) ci-dessus et la suite exacte longue
de localisation pour les groupes de Chow a` coefficients, on en de´duit aise´ment :
Corollaire 9.1. — Soit φ un module de cycles et F∗ le module homotopique lui cor-
respondant par l’e´quivalence de 3.4. Pour tout sche´ma lissifiable X et tout couple
(i, s) ∈ Z2, il existe un isomorphisme canonique (35) :
Ai(X,φ)s ≃ HomDM(k)(1[i],M
c(X)⊗ F∗{s}).
En utilisant la fonctorialite´ de la suite exacte longue de localisation et du motif a`
support compact (cf. (C2)), cet isomorphisme est fonctoriel covariant par rapport aux
morphismes propres, contravariant par rapport aux morphismes e´tales. Si on utilise
de plus la fonctorialite´ e´tendue aux morphismes plats du motif a` support compact (cf.
[Voe00b, 4.2.4]), on obtient meˆme la fonctorialite´ contravariante de cet isomorphisme
par rapport aux morphismes plats.
35. On de´montre notamment qu’il ne de´pend pas du plongement dans un sche´ma lisse.
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Remarque 9.2. — 1. Le membre de droite de l’isomorphisme du corollaire
pre´ce´dent me´rite le nom d’homologie de Borel-Moore de F∗ en degre´ i (et Gm-
twist s). L’isomorphisme est alors a` comparer avec l’isomorphisme entre homo-
logie motivique de Borel-Moore et groupes de Chow supe´rieurs (cf. [Voe00b,
4.2.9]).
2. On peut se passer de l’hypothe`se que X admet un plongement dans un sche´ma
lisse en utilisant le ≪ truc de Jouanolou ≫.
3. Le corollaire pre´ce´dent utilise uniquement les proprie´te´s (C1) a` (C4) du motif
a` supports compacts. Quitte a` travailer rationellement, on peut obtenir ces
proprie´te´s (cf. [CD07]) et prolonger ainsi la conclusion du corollaire au cas
d’un corps parfait quelconque.
10. Motifs birationnels
Rappelons la de´finition des complexes motiviques birationnels due a` B. Kahn et R.
Sujatha (cf. [KS02]) :
De´finition 10.1 (Kahn, Sujatha). — On note DM◦(k) (resp. DM◦gm(k)) la lo-
calisation de la cate´gorie DM eff(k) (resp. enveloppe pseudo-abe´lienne de la loca-
lisation de DM effgm (k)) par rapport a` la classe de fle`ches forme´e des morphismes
M(U)
j∗
−→M(X) ou` j est une immersion ouverte et X un sche´ma lisse.
Suivant [KS02], le foncteur canonique DM eff(k) → DM◦(k) est note´ ν≤0 – cf.
[KS02, 6.3]. La cate´gorie DM◦(k) est une localisation de Bousfield a` gauche de la
cate´gorie homotopique DM eff(k). On en de´duit que ν≤0 admet un adjoint a` droite
i : DM◦(k) → DM eff(k) pleinement fide`le qui identifie la cate´gorie DM◦(k) a`
la sous-cate´gorie de DM eff(k) forme´e des complexes motiviques K tels que pour
toute immersion ouverte j : U → X dans un sche´ma lisse X , le morphisme induit
H∗(X,K)
j∗
−→ H∗(U,K) est un isomorphisme. Un tel complexe K est appele´ suivant
Kahn et Sujatha un complexe motivique birationnel.
Remarque 10.2. — D’apre`s un fait ge´ne´ral sur les localisations de Bousfield (cf.
[CD09b, §5]), la cate´gorie DM◦gm(k) s’identifie a` la sous-cate´gorie pleine des objets
compacts de DM◦(k) par le foncteur canonique DM◦gm(k) → DM
◦(k) – cf. [KS02,
6.4.c]. Par ailleurs, la cate´gorie DM◦(k) s’identifie a` la localisation de DM eff(k) par
rapport a` la sous-cate´gorie pleine (36) DM eff(k)(1) – cf. [KS02, 6.4.a].
10.3. — Soit X (resp. Y ) un sche´ma lisse connexe de corps des fonctions K (resp.
L). Pour tout ouvert U (resp. V ) de X (resp. Y ), on obtient un morphisme
ϕU,V : HomDMeff(k)(M(U),M(V ))→HomDM◦(k)(M(U),M(V ))
≃ HomDM◦(k)(M(X),M(Y )).
36. Cette sous-cate´gorie est pleine d’apre`s le the´ore`me de simplification de Voeovdsky : voir 5.8.
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Passant a` la limite, on en de´duit un morphisme canonique
ϕ : Hom
DM
(0)
gm(k)
(M(K),M(L))→ HomDM◦(k)(M(X),M(Y )).
Proposition 10.4. — Le morphisme ϕ est surjectif.
De´monstration. — Le foncteur ν≤0 est plein. Donc pour tout couple (U, V ), ϕU,V
est surjectif. Le fonteur limite inductive pre´serve les e´pimorphismes ; ainsi, pour tout
V ⊂ Y , le morphisme
ϕV : lim−→
U⊂X
HomDMeff(k)(M(U),M(V ))→ HomDM◦(k)(M(X),M(Y ))
est surjectif. D’apre`s [De´g07, 3.4.4], la source de ce morphisme est canoniquement
isomorphe a` hˆ0(V )(K). Si on conside`re de plus une immersion ouverte j : V
′ → V , il
re´sulte de la proposition 1.6 que le morphisme induit
hˆ0(V
′)(K)
j∗
−→ hˆ0(V )(K)
est un e´pimorphisme. Il en re´sulte que le syste`me projectif (Ker(ϕV ))V⊂Y ve´rifie
la condition de Mittag-Leﬄer ce qui permet de conclure (cf. par exemple [EGA3,
0-13.2.2]).
Le morphisme ϕ n’est pas injectif en ge´ne´ral car pour une valuation v sur un corps
de fonctions E et une uniformisante π de v, le morphisme
sπv = γπ ◦ ∂v{−1} :M(κv)→M(E)
de´pend de π alors qu’il n’en de´pend pas dans les motifs birationnels d’apre`s [KS02].
On en de´duit donc un morphisme plein, non fide`le, de la cate´gorie des motifs
ge´ne´riques sans twist vers la cate´gorie des motifs birationnels.
10.5. — Soit E un corps de fonctions et ν un valuation e´ventuellement non discre`te
sur E. On note O l’anneau des entiers de ν qui n’est donc pas ne´cessairement
noethe´rien. La proposition pre´ce´dente est inte´ressante car elle montre que ν de´termine
au moins un morphisme de spe´cialisation sν :M(κv)→M(E) – cf. [KS02].
Plus canoniquement, on peut attacher a` ν un morphisme re´sidu. En effet, O est
re´union filtrante de ses sous-anneaux de valuations Ov qui sont des k-alge`bres de type
fini, correspondant a` une valuation ge´ome´trique v. Notons Iν l’ensemble ordonne´ de
ces sous-k-alge`bres Ov, indexe´ par les valuations v correspondantes. Quitte a` rempla-
cer Iν par une partie cofinale, on peut supposer que pour tout v ∈ Iν , Frac(Ov) = E
et la fibre spe´ciale de Spec(O) → Spec(Ov) est non vide. A tout valuation v de Iν ,
de corps re´siduel κv, on associe un morphisme re´sidu
∂v :M(κv){1} →M(E).
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Ce morphisme est naturel par rapport a` toute inclusion Ov ⊂ Ow : d’apre`s la formule
(R3b) de [De´g08b, 4.4.7], le diagramme suivant est commutatif
M(κw){1}
∂w //
ϕ¯♯ 
M(E)
M(κv){1}
∂v // M(E),
ou` ϕ¯ : κv → κw est le morphisme induit sur les corps re´siduel. En effet, l’extension
Ow/Ov est non ramifie´e. Finalement, on peut donc poser
∂ν = ” lim←−
”
v∈Iν
∂v :M(κν){1} →M(E).
Remarque 10.6. — Cet exemple montre que les morphismes (D1) a` (D4) de´gage´s
dans la cate´gorie des motifs ge´ne´riques (cf. [De´g08b]) n’engendrent pas, tous les
morphismes entre motifs ge´ne´riques – du moins par composition finie. Il est d’autant
plus remarquable qu’ils permettent de de´crire comple`tement un module homotopique
en tant que morphismes de spe´cialisations entre ses fibres.
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