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Resumen 
 
Este trabajo tiene como objetivo analizar y simular un sistema que utilice 
Network Coding (más concretamente Random Linear Network Coding), en un 
escenario de tiempo real. 
 
En una primera parte del documento se explica el funcionamiento de la técnica 
Linear Network Coding y su variante Random. También se explican aspectos 
prácticos sobre esta técnica y su uso en escenarios en tiempo real. 
 
Para poder simular redes RLNC se barajan diferentes posibilidades, y al final 
se opta por crear un simulador propio utilizando la herramienta OMNeT++. 
 
En el trabajo se hace un repaso de los diferentes módulos del simulador, y las 
funciones que lo componen. 
 
Con el simulador se hacen pruebas en cuatro escenarios y se comparan los 
resultados de RLNC con FWD. 
 
Por último se hace un repaso sobre la aplicación del simulador, 
ambientalización, posibles mejoras y las conclusiones del trabajo. 
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Overview 
 
 
This project aims to analyze and simulate a system that uses Network Coding 
(more specifically Random Linear Network Coding), in a real-time scenario. 
 
The first part of the document explains Linear Network Coding technique and 
Random Linear Network Coding. It also explains the practical aspects of this 
technique and its use in real-time scenarios. 
 
In order to simulate RLNC networks different possibilities has been considered, 
and eventually we choose to create our own simulator using the OMNeT + +. 
 
The project gives an overview of the different modules of the simulator, and its 
component functions. 
 
With the simulator finished we test four scenarios and compare the RLNC 
results with FWD results. 
 
Finally there is a review on the application of the simulator, greening, possible 
improvements and conclusions. 
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INTRODUCCIÓN 
 
Random Linear Network Coding es una técnica de codificación que consiste en 
la combinación de paquetes que puede conseguir una mejora en el rendimiento 
de muchas redes. El presente trabajo tiene como objetivo principal el estudio 
de la técnica Random Linear Network Coding aplicada al envío de datos en 
tiempo real y comprobar las mejoras de rendimiento mediante la realización de 
simulaciones.  
 
En el primer capítulo de esta memoria se explicará que es Linear Network 
Coding, y sobre todo su variante Random Linear Network Coding. También se 
explicará cómo funciona teóricamente y algunas consideraciones concretas 
que tenemos que tener en cuenta al usarlo. Por último se explicará cómo 
encajar está técnica en envíos en tiempo real. 
 
En el segundo capítulo se hace un repaso a las diferentes herramientas que se 
han tratado para poder hacer las simulaciones, y como al final se ha optado por 
hacer un simulador propio utilizando OMNeT++. 
 
El trabajo también repasa aspectos de cómo se creó el simulador. Así como los 
módulos en que se divide, las funciones que conforman cada uno de estos, o 
los parámetros utilizados. 
 
En el capítulo cinco se explica la utilidad y aplicación del simulador que se 
quiere realizar. 
 
En el quinto capítulo se presentan los resultados de las simulaciones que se 
realizaron en 4 escenarios con diferentes redes. En cada uno de los escenarios 
se compara RLNC con un sistema de forwarding de paquetes. Para cada uno 
de los escenarios se presentan los datos, los resultados y las conclusiones que 
hemos extraído de ellos. 
 
En los capítulos seis y siete se explica las posibles mejoras que puede tener 
este simulador en caso de seguir su desarrollo y su contexto, respectivamente. 
 
Por último encontraremos las conclusiones del trabajo, donde se hace balance 
de todo lo extraído del trabajo con especial atención a los resultados obtenidos 
en las simulaciones. 
 
 
 
 
 
 
 
 
2 Análisis y simulación de un sistema de distribución de datos en tiempo real utilizando Network Coding 
 
CAPÍTULO 1. NETWORK CODING 
1.1. Descripción de Network Coding y Linear Network Coding 
 
Las comunicaciones de red siempre han consistido en la misma idea, enviar un 
paquete de una fuente a un destino. La información de estos paquetes se 
mantiene inalterable de principio a fin y es tratada de forma completamente 
individual. Network Coding rompe con este modelo. 
 
Se trata de una técnica en la que los nodos, en lugar de limitarse a transmitir 
los paquetes de información que reciben, reúnen varios paquetes y los 
combinan linealmente para su transmisión. Cuando usamos Network Coding 
los nodos por los que pasa el paquete llevan a cabo un conjunto de 
operaciones con la información recibida. Esto hace que los nodos deban tener 
unas capacidades de cálculo suficientes para realizar las diversas operaciones. 
 
Network Coding puede hacer tantas combinaciones diferentes como sea 
necesario a partir de los mismos paquetes base. Esto se suele usar para enviar 
una combinación diferente por cada una de las salidas disponibles ([1]). 
 
 
x1
x2
f1(x1, x2)
f2(x1, x2)
f3(x1, x2)
 
 
Fig. 1.1 Representación de Network Coding 
 
 
Gracias a la combinación de información podemos tener información de 
diferentes paquetes en uno solo. El siguiente ejemplo ([3]) muestra las ventajas 
de la combinación: 
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Método tradicional Network Coding 
A B
 
A B
 
A A
 
A+B A+B
 
B B
 
 
 
Fig. 1.2 Ejemplo simple de funcionamiento de NC 
 
 
En este ejemplo se puede ver como para que A y B lleguen a los dos 
receptores, el método tradicional necesita un paso más que Network Coding. 
Esto es debido a que en NC, en el paso 2, los receptores cuentan con un 
paquete NC con información combinada de A y B y el propio paquete enviado 
por cada uno de los receptores anteriormente(A o B). Esto hace que los 
receptores sean capaces de obtener toda la información de los dos paquetes 
haciendo algunas operaciones y no sea necesario un nuevo envío.  
 
Dentro de Network Coding encontramos la variante Linear Network Coding. En 
ella los nodos hacen combinaciones lineales utilizando unos coeficientes 
concretos para ello.  
 
 
1.2. Random Linear Network Coding 
 
Random Linear Network Coding (RLNC) es un esquema de codificación simple 
que utiliza un algoritmo descentralizado. En este los nodos transmiten 
combinaciones de la información que reciben, con coeficientes aleatorios 
elegidos dentro de un campo de Galois. Si el tamaño del campo es 
suficientemente grande, la probabilidad de que el receptor obtenga 
combinaciones linealmente independientes (y por lo tanto obtener información 
no dependiente) se aproxima a 1. 
 
 
1.2.1. Diferencias entre LNC y RLNC 
 
La principal diferencia entre LNC y RLNC es que coeficientes se usan para 
hacer las diferentes combinaciones.  
 
En LNC encontramos unos coeficientes predeterminados desde el inicio en 
cada nodo y pensados para que no haya ningún tipo de dependencia. Esto 
hace que en el caso de que la topología o parámetros (como por ejemplo 
tamaño de paquete) cambien, los coeficientes se deben recalcular. 
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En RLNC los coeficientes son elegidos de manera aleatoria, y por tanto no 
hace falta definirlos al inicio. Esto hace que sea un esquema mucho más 
flexible que el primero sin embargo esto implica que los coeficientes se tengan 
que enviar junto con los datos. 
 
 
1.2.2. Codificación 
 
Para explicar el proceso de codificación (ver [3]) pensemos en un nodo inicial 
que genera información y la agrupa en paquetes sin codificar !!,!!,…    ,!! de 
un tamaño determinado y fijo formado por símbolos de un tamaño en bits 
también fijo. 
 
Lo siguiente que hace el nodo inicial es seleccionar un número de paquetes  ! 
que serán con los que se haga la combinación de la primera generación. El 
tamaño de estos paquetes (en bits)  multiplicado por el número de paquetes ! 
es lo que llamamos tamaño de generación.  
 
También se puede entender lo anteriormente explicado pensando en un flujo 
de información que llega al nodo inicial. De este se selecciona una cantidad de 
datos determinada (tamaño de generación) y a su vez se divide en un número ! de paquetes de un tamaño fijo (!!,!!,…    ,!!). Toda la información que 
forma parte de una selección se dice que pertenece a la misma generación. 
 
Después se crean ! coeficientes aleatorios !!, !!,…    ,!!  para generar la 
información que se envía, !, de la siguiente manera: 
 
 ! =    !!!!!!   !!      (1.1) 
 
 
este sumatorio ocurre para cada símbolo de la siguiente forma: 
 
 
    !! =    !!!!!!   !!,!      (1.2) 
 
 
donde !! y !!,! son el k –ésimo símbolo de  ! y !!. 
 
De esta manera el paquete que se envía está formado por un vector de 
coeficientes ! = (!!, !!,…    ,!!) y los datos codificados ! =    !!!!!!   !! llamado 
vector de información. El vector de coeficientes se usa más tarde para 
decodificar los datos. 
 
La codificación puede hacerse de manera recursiva ([2]), por lo tanto un 
paquete ya codificado se puede volver a codificar. Esto es lo que normalmente 
hacen los nodos que se encuentran entre el inicial y el final y que hacen 
funciones de Network Coding. Estos nodos reciben un conjunto de paquetes ya 
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codificados !!,!! ,… , (!!, !!) con sus respectivos vectores de coeficientes y 
datos. Este nodo intermedio creará un nuevo paquete codificado (!!, !′) y, 
para hacerlo, crea nuevos coeficientes aleatorios ℎ!, ℎ!,… , ℎ! y calcula el 
vector de datos con la siguiente expresión: 
 
 
            !! =    ℎ!   !!!!!!      (1.3) 
 
     
Teniendo en cuenta que !! son los diferentes paquetes que ha recibido el 
nodo. En este caso el vector de coeficientes que se envía junto a !! no es 
simplemente ℎ!, ℎ!,… , ℎ!. En el caso de los nodos intermedios se debe hacer 
un cálculo para obtener el vector de coeficientes que enviaremos que es similar 
al realizado con los datos: 
 
 !′! =    ℎ!!!!!   !!,!      (1.4) 
 
 
1.2.3. Decodificación 
 
El nodo destino o final recibe un conjunto de paquetes  !!,!! ,… , (!!,!!) que 
tienen como origen el nodo fuente y seguramente han sido modificados por 
nodos intermedios. Para recuperar los paquetes originales que los nodos 
fuente enviaron tenemos que resolver el sistema: 
 
 
            !! =    !!,!!!!!   !!     (1.5) 
 
 
Donde el vector !! formado es la incógnita. Este sistema está formado por un 
número ! de ecuaciones con ! incognitas. Necesitamos al menos el mismo 
número de ecuaciones que de incógnitas para intentar resolver la siguiente 
expresión:  
 
 
 !   ≥ !      (1.6) 
 
 
En muchas ocasiones con solo la igualdad de ! y ! no es suficiente debido a 
la dependencia entre algunos paquetes y, por tanto, necesitamos más 
paquetes. Cuantos más paquetes tengamos más posibilidades hay de resolver 
de manera correcta. 
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1.2.4. Diversas consideraciones 
 
1.2.4.1. Generación 
 
La información que se envía a través de una red utilizando Random Network 
Coding está dividida en generaciones.  
 
En la fuente se crean paquetes de una longitud determinada. Los paquetes se 
agrupan, en número limitado, para poder transformarlos en matriz y hacer las 
operaciones requeridas. La cantidad de información que contiene la matriz con 
la que se hacen las combinaciones es el tamaño de generación. Los paquetes 
resultantes de las combinaciones que salgan de esta misma matriz formarán 
parte de la misma generación. 
 
En los nodos intermedios y nodos finales únicamente los datos de la misma 
generación pueden interactuar y operar. Así si tenemos la matriz con los datos 
para resolver de un nodo final todo su contenido debe ser de la misma 
generación. 
 
 
1.2.4.3. Campo finito 
 
En Network Coding las operaciones que hacemos son multiplicaciones y 
sumas. Si nos fijamos podemos observar cómo la información se incrementa 
en valor al pasar por los distintos nodos. Si tenemos una cantidad importante 
de nodos por los cuales pasa la información los números con los que se 
trabajaría serían enormes y no podríamos operar con ellos. Para que los 
números no se vuelvan tan grandes es necesario trabajar en campos finitos, 
que además permite sumas y multiplicaciones. 
 
 
1.2.4.4. Probabilidad de independencia de los paquetes  
 
Como ya se explicó en la sección de decodificación, necesitamos al menos 
tantos paquetes como incógnitas para poder resolver el sistema. Esto es 
debido a que necesitamos ese número de paquetes (número de incógnitas) 
independientes entre ellos. La independencia de los paquetes entre sí viene 
determinada en gran medida por el tamaño del campo finito que utilicemos. 
Cuanto más grande sea el campo finito que utilicemos (y por tanto más bits 
compongan cada símbolo) tenemos menos probabilidad de encontrar 
dependencia. 
 
Una manera fácil de hacer un cálculo aproximado de la probabilidad de 
independencia de los paquetes (ver [1]) en función del campo finito y del 
número de enlaces es la siguiente: 
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    1− ! / !       (1.7) 
 
 
Donde E es el número de enlaces de la red y F el tamaño del campo finito. 
 
 
 
1.3. RLNC y envío en tiempo real 
 
En el caso de envío de datos en tiempo real encontramos varios puntos 
positivos en el caso de querer utilizar RLNC.  
 
Una de las ventajas que encontramos es que si tenemos la pérdida de un 
paquete al usar RLNC podemos recuperar su información con la información de 
otros paquetes de la misma generación. 
 
Una ventaja más que encontramos es que al tener información de diferentes 
paquetes en un solo, por regla general la red en la que usemos RLNC tendrá 
menos número de paquetes circulando por la red. Esto hace que cada nodo y 
enlace este menos saturado, no se envíen tantos paquetes repetidos, y otras 
ventajas. 
 
Como punto negativo encontramos que Random Linear Network Coding 
provoca cierto retraso debido al proceso de codificación y decodificación de los 
diferentes nodos. Este retraso depende bastante de la capacidad de proceso 
de los nodos. 
 
También encontramos retraso en los nodos con funciones RLNC debido a que 
tenemos que esperar a que lleguen los paquetes necesarios para hacer las 
combinaciones. 
 
Al utilizar RLNC con envíos en tiempo real tenemos que tener cuidado y no 
elegir un tamaño de generación demasiado grande, ya que esto comportaría 
retrasos en la espera del número de paquetes necesarios para hacer la 
combinación, y también en la espera de los paquetes para hacer la 
decodificación. 
 
Por tanto encontramos que RLNC es una técnica que teóricamente puede dar 
mejores resultados que FWD. Para estudiar el comportamiento en casos de 
envío en tiempo real se harán simulaciones en las que se envía una cierta 
cantidad de información. Después y gracias a los datos obtenidos se pueden 
extrapolar los resultados. Por tanto si obtenemos buenos resultados de RLNC 
en las pruebas podemos concluir que esta técnica es positiva para este tipo de 
envíos.
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CAPÍTULO 2. SIMULADORES 
 
2.1. NECO 
 
NECO (ver [9]) es un simulador de redes de código abierto que incorpora 
Network Coding desarrollado dentro del programa N-Crave FP7 Project. Con 
NECO podemos definir los nodos y su topología (que puede ser una topología 
determinada o generada aleatoriamente), especificar los protocolos de red o 
visualizar las operaciones y estadísticas de número de paquetes que han 
pasado por cada nodo. El simulador está completamente escrito en Python y 
podemos escribir diversos módulos complementarios en el mismo lenguaje. 
NECO permite trabajar a través de interfaz gráfica, línea de comandos, con 
ficheros de configuración en formato XML o utilizando ficheros con scripts. 
 
 
 
 
Fig. 2.1 Interfaz gráfica NECO 
 
 
En la página web de NECO se recomienda usar una imagen de Ubuntu creada 
para ser usada con VirtualBox o a través de un script que instala los 
componentes en cualquier sistema basado en Linux.  
 
Al iniciar una simulación con interfaz gráfica podemos elegir los siguientes 
parámetros: tipo de gráfico, tipo de nodo, tipo de enlace, protocolo, enrutado o 
cómo generar el tráfico inicial. Al finalizar las simulaciones NECO nos muestra 
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un histograma donde indica el número de paquetes que han pasado por los 
nodos de la siguiente manera:  
 
 
 
 
Fig. 2.2 Histograma NECO 
 
 
La información que nos proporciona este histograma no es suficiente para el 
estudio de redes Network Coding que nosotros buscábamos. Algunos datos 
interesantes como pueden ser el tiempo de resolución, o los paquetes 
necesarios para llevarla a cabo  no son representados en ningún dato ni 
gráfico.  
 
Dentro del programa encontramos una  variable que podría ser el tiempo que 
buscamos pero que se comporta con algunas configuraciones de manera 
contraria a la teoría. Por último, no encontramos mucha documentación sobre 
NECO, y ninguna de la encontrada explicaba nada sobre el tiempo de 
simulación o como extraer otros valores estadísticos. Debido a estos 
inconvenientes decidimos buscar otra solución para simular el comportamiento 
de Network Coding. 
 
 
2.2. OMNeT++ 
 
OMNeT++ (ver [10]) es un simulador de eventos de código abierto. Su principal 
aplicación es en la simulación de redes de comunicación pero también se 
puede utilizar en otros campos como, por ejemplo, arquitectura de hardware. 
 
El simulador emplea para su funcionamiento diferentes módulos que se unen. 
Lo módulos llamados componentes se programan en C++ y luego se unen en 
componentes mayores usando un lenguaje de un nivel más alto (NED). Estos 
módulos superiores se comunican entre ellos utilizando mensajes, con la 
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estructura que nosotros establezcamos, a través de puertos. Los módulos 
también se pueden combinar creando módulos compuestos. 
OMNeT++  permite, por ejemplo, modelar comunicaciones de red (por cable o 
inalámbricas), modelar colas y protocolos, evaluar el rendimiento de una red y, 
en general, caracterizar cualquier sistema de eventos discretos en el tiempo. 
Las simulaciones de OMNeT++ pueden funcionar a través de una interfaz 
gráfica y también a través de línea de comandos, lo cual es muy útil para hacer 
ejecuciones por lotes. Además, las simulaciones se pueden portar a diferentes 
sistemas gracias a que OMNeT++ el simulador está disponible para diferentes 
sistemas operativos (Linux, Mac OS/X, Windows). 
 
 
 
 
Fig. 2.3 Interfaz gráfica OMNeT++ 
 
 
OMNeT++ permite también representar los resultados con diferentes gráficas 
bien sean lineales, secuenciales o de barras. 
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Fig. 2.4 Gráfico de secuencia de paquetes de OMNeT++ 
 
 
2.2.1. Librerías utilizadas 
 
Gracias a que los módulos primarios utilizados por OMNeT++ se escriben en 
C++ encontramos una gran cantidad de librerías que podemos utilizar en el 
simulador. Hemos utilizado dos librerías para poder trabajar de forma más 
cómoda con las matrices y con los campos finitos. 
 
 
2.2.1.1. Eigen 
 
Eigen (ver [7]) es una librería C++ de álgebra lineal que, además, es libre. Ésta 
permite trabajar con matrices, vectores, ofrece métodos de resolución y 
reducción de sistemas lineales entre otros. 
 
En principio se pensó en esta librería para que el nodo final pudiese resolver  
las ecuaciones con diversas incógnitas. Al probar su funcionamiento se 
demostró que con sistemas pequeños es muy útil, pero para grandes sistemas 
como el presente caso daba resultados sin sentido y, por tanto, se optó por 
crear una función propia para comprobar la dependencia de las ecuaciones. 
 
Aunque no se utiliza para la resolución de sistemas en nuestro caso sí que 
tiene sentido su uso para facilitar las operaciones con matrices. Esto hace que 
sea algo más sencillo trabajar con matrices en lugar de emplear las soluciones 
que ofrece C++.  
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2.2.1.2. Librerías Galois Field Arithmetic 
 
Galois Field Arithmetic (ver [8]) es una librería C++ que nos permite trabajar en 
un campo finito de Galois. Para ello la librería necesita el tamaño del campo en 
base 2 y un polinomio primitivo del campo en el que queremos trabajar. Con 
esta información podemos realizar operaciones como sumas, restas, 
multiplicaciones, divisiones y exponenciaciones, todo ello dentro del campo 
finito elegido. Esta librería nos es muy útil puesto que debemos hacer una gran 
cantidad de operaciones en campo finito. 
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CAPÍTULO 3. IMPLEMENTACIÓN 
 
3.1. Fuente (Nodo salida) 
 
El nodo fuente en nuestra red es el encargado de generar la información que 
debe llegar hasta el destino. Dependiendo de si tiene funciones RLNC o no, 
tendrá que combinar diferente información o no. 
 
 
3.1.1. Parámetros 
 
− sendInterval (double @unit(s)): Intervalo de tiempo entre la creación de un 
grupo de información y otro. 
 
− Nmaximo (int): Este valor nos ayuda a calcular el valor máximo de los 
números aleatorios que se usan como información inicial. Se trata de la 
cantidad de bits que forman cada número que enviamos como máximo. Por 
tanto, los números tendrán como máximo un valor de base 2 y exponente 
nmaximo. 
 
− K (int): Número de semilla para elegir el número aleatorio. 
 
− Rlnc (bool): Booleano que determina si el nodo hace funciones RLNC. 
 
− tampaqNC (int): Cantidad de información que contienen los paquetes que 
son sometidos al proceso RLNC.  
 
− numpaqcomb (int): Indica el número de paquetes RLNC de tamaño 
tampaqNC con los que se hace la combinación Random Linear Network 
Coding. Por tanto si queremos saber el tamaño de una generación en bits 
deberemos multiplicar numpaqcomb por el tampaqNC, y también por el 
Nmaximo. 
 
− Numcomb (int): Número de combinaciones que genera la fuente al acabar el 
proceso RLNC. 
 
− tampaqueteFWD (int): Cantidad de información que llevará cada uno de los 
paquetes que no son tipo RLNC (FWD). 
 
− numpaqueteFWD (int): Número de paquetes no RLNC (FWD) que se envían 
en cada grupo enviado. 
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3.1.2. Funciones 
 
3.1.2.1. Función crearmatrizaleatoria 
 
Salida de la función: MatrixXd. Parámetros de la función: int filas, int columnas. 
 
Esta es una función que genera una matriz a partir de las dimensiones que 
nosotros le introducimos como parámetros a la vez que la devuelve completada 
con números aleatorios. Éstos son creados a partir de la siguiente función: 
 
 !"#$%&  (!"#$%&"'1, !"#$%&"'2) = !"# !"#$%!"(1, !"#$%&"'(&$, !) (3.1)  
 
 
Con ella obtenemos números uniformemente aleatorios entre 1 y valormaximo 
(calculado con el valor nmaximo). Esta función utilizará para ello la semilla k. 
 
 
3.1.2.2. Función multiplicar 
 
Salida de la función: MatrixXd. Parámetros de la función: MatrixXd matriz1, 
MatrixXd matriz2. 
 
Esta función se encarga de multiplicar dos matrices que le enviamos como 
parámetros. La función crea una matriz nueva donde se expresa el resultado 
de la multiplicación. Ésta se realiza dentro del campo finito que hemos 
configurado y, por tanto, los números serán superiores a cierto valor.  
 
 
3.1.2.3. Función enviarRLNC 
 
Salida de la función: - . Parámetros de la función: MatrixXd resultante, MatrixXd 
coeficientes. 
 
Esta función nos permite enviar la información procesada en forma de 
paquetes RLNC. Para ello a la función se le introduce como parámetro la matriz 
resultante de las operaciones y la matriz de coeficientes. La función envía 
tantos paquetes como columnas hay en la matriz resultante. Cada uno de los 
paquetes que se envía está compuesto por una columna de la matriz 
resultante, otra de los coeficientes y otros datos como el tipo de paquete (FWD 
o RLNC), la longitud del mismo o el número de generación (número que 
aumenta con cada generación). El paquete creado se envía por un puerto, el 
siguiente paquete por el próximo puerto, y así hasta volver a comenzar por el 
primero o hasta que nos quedemos sin paquetes. 
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3.1.2.4. Función crear_enviar_FWD 
 
Salida de la función: - . Parámetros de la función: int puerto. 
 
Esta función crea la información necesaria para completar un paquete de 
dimensiones tampaqueteFWD. Para ello, como en la función 
crearmatrizaleatoria, se utiliza una función de creación de números aleatorios 
utilizando una semilla. Una vez creado el paquete con todos sus atributos 
como, por ejemplo, tamaño y tipo, éste se envía por el puerto que se le pasa 
como parámetro a la función.  
 
 
3.1.3. Funcionamiento general 
 
El nodo fuente comienza a trabajar cuando se envía a sí mismo un mensaje. 
Éste indica que se debe enviar un conjunto de paquetes. El mensaje es 
recibido por la función handleMessage, que en Omnet es la encargada siempre 
de recibir cualquier tipo de mensaje.  
 
Lo primero que hace la función handleMessage es determinar si el nodo fuente 
posee funciones RLNC o no y, para ello, mira el parámetro que lo indica 
(RLNC). 
 
En caso de tener funciones RLNC crea una matriz (utilizando la función 
crearmatrizaleatoria) con los datos primarios, y de dimensiones acordes a los 
parámetros que hemos indicado en la simulación (tampaqNC y numpaqcomb). 
También se crea una matriz con los coeficientes siguiendo los parámetros 
(numpaqcomb, numcomb) y, por tanto, teniendo un tamaño relacionado con el 
de la matriz de información. A continuación, la matriz de datos se multiplica 
(función multiplicar) por la matriz de coeficientes, dando como resultado la 
matriz que se enviará gracias a la función enviarRLNC. 
 
En caso de no tener funciones RLNC lo único que hacemos es llamar, tantas 
veces como paquetes nos indique el parámetro (numpaqueteFWD) que 
tenemos que enviar, a la función crear_enviar_FWD. A esta función 
únicamente le tenemos que pasar el puerto de salida por el que queremos que 
salga el paquete. Como en cada envío de un paquete  queremos que salga por 
un puerto distinto lo único que hacemos es ir variando el parámetro puerto. 
 
En ambos casos, una vez enviados los paquetes, se envía un paquete otra vez 
a sí mismo en el tiempo que determine el parámetro sendInterval para volver a 
comenzar el proceso de envío de paquetes. 
 
 
3.2. Nodo intermedio 
 
Los nodos intermedios son los que se encuentran entre la fuente y el nodo 
final. El nodo intermedio es el encargado de enviar por las salidas la 
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información recibida y, en el caso de tener funciones RLNC, hacer las 
combinaciones convenientes. 
 
 
3.2.1. Parámetros 
 
Además de los parámetros nmaximo, numpaqcomb, k y numcomb ya 
explicados anteriormente encontramos los siguientes nuevos parámetros: 
 
− numelim (int): Número de paquetes que se eliminan de la cola una vez 
hecha la combinación. 
 
− prob_rlnc (double): Variable que muestra con qué probabilidad del 1 al 0 un 
nodo es RLNC. En caso de ser 1 el nodo seguro que hace funciones RLNC. 
En caso de ser 0 seguro que no hace funciones RLNC. 
 
 
3.2.2. Funciones 
 
Además de las funciones crearmatrizaleatoria, multiplicar y enviarRLNC 
explicadas anteriormente encontramos diversas funciones nuevas: 
 
 
3.2.2.1. Función colocar_matriz 
 
Salida de la función: - . Parámetros de la función: - . 
 
Esta es la función encargada de coger los paquetes RLNC  que se encuentran 
en la cola y pasarlos a dos matrices, una de datos y otra de coeficientes, que 
son una variable global. Para ello la función recorre cada uno de los paquetes y 
va dejando toda la información obtenida. 
 
 
3.2.2.2. Función colocar_queue 
 
Salida de la función: - . Parámetros de la función: cMessage msg. 
 
Esta es la función encargada de coger el paquete RLNC que llega al nodo y 
colocarlo en orden en la cola. Para colocar los paquetes en la cola la función 
extrae el número de generación del paquete que llega y lo compara con la 
generación de los paquetes que hay en la cola. Si el paquete recibido es de la 
misma generación se añade a la cola. En caso de ser de una generación 
superior, se borran los paquetes que haya en la cola y se añade a ésta. En 
caso de ser de una generación inferior no se hace nada con el paquete y, por 
tanto, no se añade a la cola. 
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3.2.2.3. Función proceso_RLNC 
 
Salida de la función: - . Parámetros de la función: -. 
 
Esta función utiliza la matriz de datos y de coeficientes que ha colocado la 
función colocar_matriz (con los datos de los diferentes llegados). Después crea 
una nueva matriz de coeficientes relacionada con los parámetros numpaqcomb 
y numcomb del nodo intermedio utilizando la función crearmatrizaleatoria. La 
matriz de datos se multiplica por la nueva matriz de coeficientes, y así se crea 
la matriz de datos que enviará el nodo intermedio. Se realiza la misma 
multiplicación entre la matriz de coeficientes, con los coeficientes de los 
paquetes recibidos, y la nueva matriz de coeficientes, dando como resultado la 
matriz de coeficientes que enviará el nodo intermedio. Por tanto, se hacen dos 
multiplicaciones, una entre la matriz de datos iniciales y los nuevos coeficientes 
y otra entre los coeficientes iniciales y los nuevos coeficientes. Las dos 
matrices obtenidas de la multiplicación (datos y coeficientes) se envían gracias 
a la función enviarRLNC. 
 
 
3.2.2.4. Función organizar_queue 
 
Salida de la función: - . Parámetros de la función: -. 
 
Función que elimina paquetes de la cola, permitiendo que puedan entrar 
nuevos paquetes para nuevos procesos RLNC. Dependiendo del parámetro 
numelim eliminará más o menos paquetes. Los paquetes que son eliminados 
primero son los que llevan más tiempo en la cola. 
 
 
3.2.3. Funcionamiento general 
 
Con la llegada de un paquete el nodo intermedio lo primero que hace es 
comprobar si el mismo debe hacer funciones RLNC o no. Esto lo sabe gracias 
a los parámetros que nosotros fijamos. 
 
Si se trata de un nodo con capacidades RLNC y, además, el paquete recibido 
es RLNC, se llama a la función colocar_queue para añadir el paquete a la cola. 
Después se compara el número de paquetes que tiene la cola con el parámetro 
numpaqcomb. Si se tienen suficientes paquetes se coloca la información en las 
matrices con la función colocar_queue, se llama a la función proceso_RLNC 
para hacer las combinaciones y enviar el nuevo paquete y, por último, se llama 
a la función organizar_queue para eliminar los paquetes necesarios de la cola. 
 
Este simulador no contempla el caso en el que el nodo haga funciones RLNC y 
le lleguen paquetes de tipo FWD. 
 
Si se trata de un nodo sin funciones de codificación de red simplemente 
reenviamos el paquete. Dependiendo de si el paquete recibido es de tipo RLNC 
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o FWD se envía con sus correspondientes parámetros. Los paquetes se envían 
por todas las salidas. 
 
 
3.3. Destino (Nodo final) 
 
Los nodos finales son el destino de la información que viaja por la red. Este tipo 
de nodo no tiene ningún puerto de salida de paquetes y solamente posee 
entradas. Es el encargado de contar los paquetes llegados y, en el caso de los 
paquetes RLNC, saber si los paquetes llegados son independientes. 
 
 
3.3.1. Parámetros 
 
El nodo final extrae los parámetros necesarios de los paquetes recibidos y, por 
tanto, no es preciso fijarle ninguno. 
 
 
3.3.2. Funciones 
 
Además de la función multiplicar que ya ha sido explicada, encontramos 
diversas funciones nuevas: 
 
 
3.3.2.1. Función multiplicar_fila 
 
Salida de la función: VectorXd. Parámetros de la función: MatrixXd matriz, int 
num. 
 
Función que multiplica la primera fila de la matriz pasada como paràmetro por 
un número int (también pasado como parámetro). Devuelve el vector 
correspondiente a esa primera fila multiplicado. 
 
 
3.3.2.2. Función restar_fila 
 
Salida de la función: MatrixXd. Parámetros de la función: MatrixXd matriz, 
VectorXd vector, int fila. 
 
Función que le resta un vector a la fila de la matriz (la posición de la fila se 
pasa con un int). La función devuelve la matriz modificada después de la resta. 
 
 
3.3.2.3. Función reducir_matriz 
 
Salida de la función: MatrixXd. Parámetros de la función: MatrixXd matriz. 
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Función que devuelve una matriz reducida quitando la primera fila y la primera 
columna de la matriz. 
 
 
3.3.2.4. Función vector_posicion 
 
Salida de la función: VectorXd. Parámetros de la función: int num. 
 
Función que crea un vector que marca la posición y que nos ayuda a poder 
trabajar con la función de gauss y recolocar_matriz. El vector tiene un tamaño 
marcado por el int que se pasa como referencia. 
 
 
3.3.2.5. Función recolocar_matriz 
 
Salida de la función: MatrixXd. Parámetros de la función: MatrixXd matriz. 
 
Función que recoloca las filas de la matriz. Sirve para que en caso de tener un 
0 en la primera posición de la matriz podamos recolocar la matriz para ser 
capaces de mirar la dependencia. 
 
 
3.3.2.6. Función gauss 
 
Salida de la función: int. Parámetros de la función: MatrixXd matriz. 
 
Función que nos indica si los vectores que forman una matriz son 
independientes o no. En caso que todos los polinomios sean independientes la 
función devolverá el número -1. En caso de encontrar dependencia en algún 
polinomio la función devuelve el número de la posición de este para que pueda 
ser eliminado. Esta función solo funciona con matrices cuadradas.  
 
La función gauss utiliza para la reducción el método de eliminación Gauss-
Jordan. Éste consiste en conseguir una matriz triangular superior y también 
diagonal equivalente. 
 
Para ello lo que hace esta función primero es llamar a la función 
vector_posicion y comprobar que la primera posición de la matriz no sea 0 y, en 
caso de serlo, llamar a la función recolocar_matriz para cambiar el orden.  
A continuación entra en un bucle que acaba cuando la matriz se reduce a un 
solo valor que no es 0. Lo primero que se hace en este bucle es comprobar 
cada vez si la primera posición de la matriz es 0 y, si lo es, la función llama a 
recolocar recolocar_matriz tantas veces como líneas tengamos. En caso de no 
encontrar ninguna primera posición diferente de 0 se devuelve la primera 
posición para que sea eliminada. 
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Se crea además otro bucle que es el encargado de ir llamando a las funciones 
multiplicar_fila y restar_fila para conseguir que todos los valores de la primera 
columna sean 0 menos el de la posición (0,0). Una vez conseguido esto se 
reduce la matriz con la función reducir_matriz y se vuelve a comenzar el bucle 
inicial. Si acaba el bucle inicial sin haber retornado en ningún momento la 
dependencia de ninguna línea de datos la función devuelve el valor -1. 
 
 
3.3.2.7. Función probar_resolver 
 
Salida de la función: bool. Parámetros de la función: cQueue queuep. 
 
Función que nos dice si poseemos o no suficientes paquetes de tipo RLNC en 
la cola para solucionar el proceso de codificación de red. Lo primero que hace 
esta función es obtener el número de coeficientes independientes necesarios 
para resolver esta generación. Este dato lo extrae de la longitud del campo de 
coeficientes de cualquier paquete. Creamos una función cuadrada donde van 
colocados los coeficientes de los paquetes, cada fila corresponde a los 
coeficientes de un paquete. A continuación llamamos a la función gauss 
pasándole como parámetro la matriz que hemos creado. En caso que la 
función gauss nos devuelva que no encuentra ninguna dependencia (número -
1) devolvemos el booleano true. En caso que gauss encuentre una línea de 
coeficientes dependiente se elimina ese paquete de la cola y devolvemos el 
booleano false. 
 
 
3.3.3. Funcionamiento general 
 
Al recibir un paquete la función comprueba de qué tipo de paquete se trata. Al 
ser un paquete RLNC se comprueba a qué generación pertenece. El nodo final 
utiliza dos colas para ir guardando los paquetes RLNC que le llegan, una con 
los paquetes de la generación más reciente y otra para la anterior. En el caso 
de ser de la generación actual o anterior se añade el paquete a la cola 
correspondiente y si tenemos paquetes suficientes (número de coeficientes que 
tienen los paquetes de esa generación)  llamamos a la función probar_resolver. 
En caso de encontrar que tenemos suficientes paquetes para resolver la 
generación actual o anterior se actualizan valores estadísticos y se muestra por 
pantalla la información. 
 
Si llega un paquete de una generación mayor a la actual se pasa la información 
de la cola actual a la anterior y la actual se borra y se le añade el nuevo 
paquete. Así conseguimos que la nueva generación pase a ser la generación 
actual. La generación antes anterior en este caso se pierde sin que se pueda 
resolver en caso que no haya sido resuelta ya. 
 
En caso de que el paquete recibido sea de tipo FWD se comprueba si el 
paquete es diferente a los que ya han llegado, se actualizan algunos valores 
estadísticos y se muestra por pantalla el número de paquetes recibidos 
diferentes y el total de paquetes recibidos (pueden ser repetidos).  En caso que 
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el paquete llegado sea repetido solo actualizamos el total de paquetes 
recibidos. 
 
 
3.4. Funcionamiento del simulador 
 
Las redes hechas con el simulador de RLNC están formadas por los tres 
componentes principales anteriormente descritos (fuente, nodo intermedio y 
nodo final).  
 
En el archivo ned que da forma a la red que queremos estudiar debemos 
añadir los ned de los tres componentes y conectarlos a través de canales. 
Estos canales se pueden configurar para que sean capaces de tener 
características como retardo o tasa de datos. 
 
Las conexiones entre los componentes pueden ser de solo salida en la fuente, 
de solo entrada en el nodo final y de entrada y salida en el nodo intermedio 
pero siempre utilizando conexiones dirigidas. 
 
Una vez tenemos la estructura de la red con sus conexiones definidas se debe 
editar el fichero de configuración ini que acompaña a la red. Con el fichero ini 
se pueden configurar los parámetros de todos los componentes de la red (de 
forma individual en cada uno o de forma conjunta). También podemos 
configurar la red con diferentes valores en un mismo parámetro, y con ello 
conseguimos que se ejecuten diversas simulaciones modificando los valores 
que hemos marcado. En este fichero también tenemos opciones como: límite 
de tiempo de la simulación, número de rng, configuración de los ficheros de 
registro, configuración de simulaciones paralelas y muchas otras 
configuraciones. 
 
Con el fichero ini configurado podremos ejecutar el simulador de dos modos: 
 
- Modo gráfico: En este modo el simulador muestra gráficamente la red y cómo 
los diferentes paquetes se van moviendo por esta. Podemos, además, parar la 
ejecución, hacerla paso a paso o hacerla a diferentes velocidades. En todo 
momento podemos consultar el contenido de los paquetes o el estado de las 
colas de los diferentes nodos. Este modo solo puede trabajar con una 
simulación en cada ejecución. 
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Fig. 3.1 Modo gráfico de OMNeT++ 
 
 
- Modo consola: En este modo únicamente se muestra la pantalla de la consola 
que informa sobre el estado de la simulación (el tiempo de la simulación, si ya 
ha acabado,…). Toda la información se guarda en ficheros elog donde el 
simulador registra los diferentes movimientos de los paquetes, además de los 
textos que hayamos configurado que aparezcan por pantalla. La información 
puede ser interpretada por diferentes herramientas que ofrece OMNeT++. Este 
modo puede lanzar diversas simulaciones a la vez. 
 
 
 
 
Fig. 3.2 Modo consola de OMNeT++ 
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CAPÍTULO 4. APLICACIÓN DEL SIMULADOR 
 
El gran interés de este simulador es que nos permite simular redes reales y 
mirar las mejoras en los resultados al utilizar RLNC en ella. Para ello podemos 
dar forma a una red cualquiera y cambiar los nodos entre RLNC y FWD. 
Gracias a esto podemos ver si en una red real determinada es  bueno utilizar 
RLNC.  
 
Debido a que los nodos RLNC tienen unas necesidades computacionales 
mayores estos en muchos casos serán más caros. Por ello en nuestra red 
puede que no sea lo mejor económicamente que sean todos los nodos RLNC. 
Gracias al simulador podemos estudiar cuales son los nodos que más mejoras 
nos proporcionará al ser RLNC.  
 
Debido al problema en RLNC que podemos tener al no llegar suficientes 
paquetes a los receptores para poder resolver, este simulador nos permite 
encontrar la configuración adecuada para tener suficientes paquetes al final  
 
 
Por último el simulador es muy útil para saber cuál es la configuración (número 
paquetes, campo finito, tamaño paquetes, combinaciones…) que nos da mejor 
resultado. También nos es útil para saber si realmente llegan al final los 
paquetes necesarios para la resolución. 
 
 
Por tanto el simulador nos permitirá ver las mejoras de RLNC de manera rápida 
y adaptada a cada una de las redes que lo necesiten. 
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CAPÍTULO 5. SIMULACIONES 
 
5.1. Simulación 1: Red mariposa 
 
Una red mariposa consiste en una fuente, cuatro nodos intermedios y dos 
nodos finales o receptores colocados tal y como se puede ver en la figura: 
 
 
 
 
Fig. 5.1 Red mariposa 
 
 
Esta simulación se quiere usar principalmente para comprobar el buen 
funcionamiento del simulador RLNC que hemos hecho. 
 
Se compararán los resultados entre enviar paquetes de manera simple y con 
Random Linear Network Coding. 
 
Con las simulaciones obtenemos los siguientes datos: tiempo de llegada de 
todos los paquetes necesarios a todos los receptores, tamaño de los paquetes 
y paquetes totales recibidos. 
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5.1.1. Datos iniciales 
 
Esta red consta de un nodo fuente, cuatro nodos intermedios y dos receptores. 
Las conexiones entre los diferentes nodos son simples, con una capacidad de 
1Mbps. 
 
En las pruebas realizadas el nodo salida envía en cada uno de los paquetes 
información consistente en 500 símbolos, cada uno de 8 bits. Por tanto, en 
cada paquete se envían un total de 4000 bits de información indiferentemente 
de si usamos RLNC o no. 
 
Al hacer las simulaciones de tipo FWD ninguno de los nodos de la red tendrán 
funciones RLNC. El nodo fuente en este caso envía cada vez entre 2 y 30 
paquetes siendo siempre este número par debido a que envía un paquete 
diferente por cada una de las salidas que tiene.  
 
Al querer usar RLNC el nodo fuente, el nodo intermedio 2 y los destinos tienen 
funciones de codificación, pues tienen más de un enlace de entrada. El resto 
de nodos intermedios (0, 1 y 3) únicamente reenvían los paquetes por todas 
sus salidas. 
 
Con RLNC el nodo fuente envía cada vez un número de paquetes entre 2 y 30. 
Estos paquetes enviados están formados por la combinación del mismo 
número de paquetes que se envían. 
 
En RLNC el nodo intermedio espera a tener dos paquetes RLNC para hacer 
combinaciones. Una vez los tiene envía en este caso un único paquete y se 
eliminan de la cola los dos paquetes que teníamos.  
 
 
Tabla 5.1. Resumen de datos mariposa 
 
FWD RLNC 
Canal: 1Mbps 
Tamaño paquete: 500 valores 
Bits de cada valor =8 bits 
Nodos RLNC: Nodos RLNC: fuente, nodo intermedio 2 y 
receptores 
nodo_salida numpaqueteFWD = 
{2,4,6,8,10,20,30} 
nodo_salida numcomb = 
{2,4,6,8,10,20,30} 
 nodo_salida numpaqcomb = 
{2,4,6,8,10,20,30} 
 nodo_intermedio numpaqcomb = 2 
 nodo_intermedio numcomb = 1 
 nodo_intermedio numelim = 2 
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5.1.2. Resultados 
 
5.1.2.1. Forward 
 
Hacemos diversas simulaciones variando el número de paquetes enviados por 
la fuente. De cada una de las simulaciones se hacen 5 repeticiones variando la 
semilla. En este caso y en el caso RLNC conseguimos los mismos resultados 
en los 5 casos. 
 
A partir de la información obtenida también podemos extraer un dato 
interesante que son los segmentos de tiempo necesario para que lleguen todos 
los paquetes. Estos segmentos se calculan sabiendo el tiempo total y cuánto 
tiempo tarda en enviarse un paquete (con el tamaño del paquete y la capacidad 
del canal). Después se hace la división y tenemos un dato referente al tiempo 
que no tiene en cuenta la diferencia de tamaño de los paquetes. 
 
 
Tabla 5.2 Resultados FWD mariposa 
 
 
 
En el caso de Forward podemos ver como la longitud de los paquetes enviados 
son siempre la misma. Se trata de los 4000 bits de información, y además un 
campo de longitud y otro de tipo.  
 
También vemos el dato que del total de paquetes recibidos es superior siempre 
al número de paquetes enviados por la fuente. Esto es debido a que se reciben 
paquetes repetidos por los nodos intermedios.  
 
 
 
 
 
 
 
 
Nº 
paquetes 
enviados 
Tiempo en que 
recibe los 
mensajes (s) 
Tamaño 
paquete 
(bits) 
Segmentos 
de tiempo 
Paquetes recibidos en 
la llegada de todos los 
paquetes 
2 0,02032 4064 5 3 
4 0,028448 4064 7 6 
6 0,036576 4064 9 9 
8 0,044704 4064 11 12 
10 0,052832 4064 13 15 
20 0,093472 4064 23 30 
30 0,134112 4064 33 45 
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5.1.2.2. RLNC 
 
 
 Tabla 5.3 Resultados RLNC mariposa 
 
 
 
Una de las diferencias que se ven rápidamente es que, en este caso, el tamaño 
de los paquetes aumenta cuando tenemos una generación con más paquetes. 
Esto es debido a que con más paquetes en una misma generación es 
necesario enviar  un vector de coeficientes más extenso.  
 
Vemos también que los paquetes recibidos en el momento de la resolución son 
los mínimos, ya que son iguales a los paquetes con los que se hacen las 
combinaciones.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Nº 
paquetes 
enviados 
Tiempo  en el que 
se puede resolver 
(s) 
Tamaño 
paquete 
(bits) 
Segmentos 
de tiempo 
Paquetes recibidos en 
el momento de la 
resolución 
2 0,01632 4080 4 2 
4 0,02048 4096 5 4 
6 0,024672 4112 6 6 
8 0,028896 4128 7 8 
10 0,033152 4144 8 10 
20 0,054912 4224 13 20 
30 0,077472 4304 18 30 
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5.1.2.3. Comparaciones 
 
 
 
 
Fig. 5.2 Gráfico comparativo mariposa 
 
 
Como se puede ver en la gráfica con RLNC obtenemos siempre tiempos 
inferiores. Además, vemos cómo la diferencia de tiempo va aumentando 
linealmente con el número de paquetes enviados 
 
A continuación se muestra una tabla con el porcentaje de mejora de RLNC 
respecto a FWD en los diferentes casos. Este porcentaje se muestra en valores 
negativos debido a que RLNC tiene mejora en la reducción del tiempo: 
 
 
 
 
 
 
 
 
 
 
 
0	  
0,02	  
0,04	  
0,06	  
0,08	  
0,1	  
0,12	  
0,14	  
0,16	  
2	   3	   4	   5	   6	   7	   8	   9	   10	  11	  12	  13	  14	  15	  16	  17	  18	  19	  20	  21	  22	  23	  24	  25	  26	  27	  28	  29	  30	  
Ti
em
po
	  (s
)	  
2	   4	   6	   8	   10	   20	   30	  
RLNC	   0,01632	   0,02048	   0,024672	   0,028896	   0,033152	   0,054912	   0,077472	  
FWD	   0,02032	   0,028448	   0,036576	   0,044704	   0,052832	   0,093472	   0,134112	  
Mariposa	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Tabla 5.4 Porcentaje mejora RLNC respecto a FWD 
 
 
 
 
 
 
 
 
 
 
 
 
 
Como podemos ver el porcentaje de mejora va en aumento al subir el número 
de paquetes enviados. 
 
 
5.1.3. Conclusiones 
 
Según las simulaciones hechas obtenemos mejores resultados en tiempo y 
segmentos de tiempo con RLNC cosa que concuerda (además de otros datos 
como el número de paquetes que llegan a los nodos finales) con el 
funcionamiento teórico de RLNC en esta red.  
 
Si miramos el dato de paquetes recibidos en el momento en el que se tiene 
toda la información vemos que RLNC necesita los justos (en el caso de 
generación de 2, dos paquetes) y, en cambio, con FWD se necesitan siempre 3 
paquetes recibidos para tener 2 diferentes. Este hecho es debido a que con 
FWD por el camino central deben pasar los dos paquetes de manera 
independiente (y siendo repetido alguno de los paquetes para un receptor) 
mientras que en el caso de RLNC se envía un paquete combinado de los dos 
paquetes y, de esta manera, el paquete no está repetido para ningún receptor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Nº paquetes enviados Porcentaje mejora RLNC 
respecto a FWD 
2 19,68503937 
4 28,00899888 
6 32,54593176 
8 35,3614889 
10 37,25015142 
20 41,25299555 
30 42,23335719 
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FWD RLNC 
  
 
Fig. 5.3 Representación de funcionamiento de RLNC y FWD 
 
 
Si pensamos en el envío de grandes cantidades de información que requieren 
más de una generación, podemos tomar estos datos y extrapolarlos, aunque 
debemos tener en cuenta que, en este caso, los nodos receptores han de ser 
capaces de operar con diferentes generaciones a la vez (tener diferentes 
colas). 
 
 
5.2. Simulación 2: Red mariposa doble 
 
La topología usada en estas pruebas consiste en la unión de dos redes 
mariposa. Ésta está formada por una fuente, dos destinos y un total de ocho 
nodos intermedios. Entre los nodos intermedios podemos observar que cuatro 
de ellos poseen dos conexiones de entrada mientras que el resto solo tiene 
una.  
 
En esta topología se estudiará la influencia que tiene que algunos nodos 
intermedios con dos conexiones de entrada sean RLNC o no, y se compara 
con el caso en que todos los nodos son FWD. 
 
Aplicación del simulador  31 
 
 
 
Fig. 5.4 Red mariposa doble 
 
 
5.2.1. Datos iniciales 
 
Esta red consta de un nodo fuente, ocho nodos intermedios y dos receptores. 
Las conexiones entre los diferentes nodos son dirigidas con una capacidad de 
1Mbps. 
 
Tal y como ocurría en la anterior simulación, se envían paquetes de 500 datos 
formados por 8 bits. En total cada paquete tiene una longitud de 4000 bits. 
 
La fuente FWD envía cada vez entre 2 y 30 paquetes siendo siempre este 
número par debido a que cada vez envía un paquete diferente por cada una de 
las salidas que tiene.  
 
En el caso de usar RLNC estudiaremos tres modalidades. En la primera el 
nodo fuente, destino y los nodos intermedios con dos conexiones de entrada 
(nodos intermedios 2, 4, 7 y 5) tienen funciones de codificación de red. En el 
segundo caso encontramos el nodo fuente y los destinos con funciones RLNC 
también, pero solo los nodos intermedios 2 y 5 son capaces de hacer 
combinaciones. El tercer caso es como el segundo pero con los nodos 4 y 7 
haciendo combinaciones. 
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El nodo fuente envía cada vez un número de paquetes entre 2 y 30 paquetes. 
Estos paquetes están formados por la combinación del mismo número de 
paquetes que se envían. 
 
En RLNC el nodo intermedio espera a tener 2 paquetes RLNC para hacer 
combinaciones. Una vez los ha obtenido envía, en este caso, un único paquete 
y se eliminan de la cola los dos paquetes que teníamos.  
 
Resumen de datos: 
 
 
Tabla 5.5 Resumen de datos mariposa doble 
 
FWD RLNC 1 
Canal: 1Mbps 
Tamaño paquete: 500 valores 
Bits de cada valor =8 bits 
Nodos RLNC: Nodos RLNC: fuente, nodo intermedio 
2,4,7 y 5  y receptores 
nodo_salida numpaqueteFWD = 
{2,4,6,8,10,20,30} 
nodo_salida numcomb = 
{2,4,6,8,10,20,30} 
 nodo_salida numpaqcomb = 
{2,4,6,8,10,20,30} 
 nodo_intermedio numpaqcomb = 2 
 nodo_intermedio numcomb = 1 
 nodo_intermedio numelim = 2 
  
RLNC 2 RLNC 3 
Canal: 1Mbps 
Tamaño paquete: 500 valores 
Bits de cada valor =8 bits 
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Nodos RLNC: fuente, nodo intermedio 2 y 5   
receptores 
Nodos RLNC: fuente, nodo intermedio 4 
y 7  receptores 
nodo_salida numcomb = {2,4,6,8,10,20,30} nodo_salida numcomb = 
{2,4,6,8,10,20,30} 
nodo_salida numpaqcomb = 
{2,4,6,8,10,20,30} 
nodo_salida numpaqcomb = 
{2,4,6,8,10,20,30} 
nodo_intermedio numpaqcomb = 2 nodo_intermedio numpaqcomb = 2 
nodo_intermedio numcomb = 1 nodo_intermedio numcomb = 1 
 nodo_intermedio numelim = 2 nodo_intermedio numelim = 2 
  
 
 
 
5.2.2. Resultados 
 
5.2.2.1. Forward 	  
Hacemos 5 simulaciones variando la semilla de números aleatorios por cada 
una de las simulaciones. En esta configuración, conseguimos los mismos 
resultados en las cinco pruebas y por eso solo se muestra un resultado por 
configuración. 
 
En este caso hemos obtenido el valor de tiempo que tarda en recibirse el 
mensaje completo, el tamaño de los paquetes, los segmentos de tiempo, los 
paquetes recibidos en la llegada de todos los paquetes diferentes y los 
paquetes totales recibidos de una misma tanda de envío (incluidas 
repeticiones). 
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Tabla 5.6 Resultados FWD mariposa doble 
 
 
 
 
5.2.2.2. RLNC1 
 
En la primera prueba utilizando RLNC observamos que todos los nodos 
intermedios con más de dos entradas (nodos intermedios 2, 4, 7 y 5) hacen 
funciones RLNC. 
 
En este caso obtenemos diferentes resultados según la semilla utilizada. En los 
casos de 2, 4, 6, 8, 10 y 20 paquetes enviados encontramos los mismos 
resultados con las diferentes semillas.  
 
 
Tabla 5.7 Resultados RLNC1 mariposa doble 
 
 
 
En los casos de envío de 30 paquetes vemos una simulación en la que ninguno 
de los nodos finales son capaces de obtener suficientes paquetes 
independientes para poder hacer la resolución. Esto es debido a dos causas. 
Nº 
paquetes 
enviados 
Tiempo en que 
recibe los 
mensajes (s) 
Tamaño 
paquete(bits) 
Segmentos 
de tiempo 
Paquetes recibidos en 
la llegada de todos los 
mensajes diferentes 
Paquetes 
totales 
recibidos 
(incluidos 
repeticiones) 
2 0,024384 4064 6 4 9 
4 0,032512 4064 8 9 18 
6 0,04064 4064 10 14 27 
8 0,056896 4064 14 21 36 
10 0,069088 4064 17 27 45 
20 0,130048 4064 32 57 90 
30 0,191008 4064 47 87 135 
Nº 
paquetes 
enviados 
Tiempo en que 
recibe los 
mensajes (s) 
Tamaño 
paquete(bits) 
Segmentos 
de tiempo 
Paquetes 
recibidos en el 
momento de la 
resolución 
Paquetes totales 
recibidos (de la 
misma generación) 
2 0,02856 4080 7 2 2 
4 0,032768 4096 8 4 4 
6 0,037008 4112 9 6 6 
8 0,04128 4128 10 8 8 
10 0,045584 4144 11 10 10 
20  0,067584 4224 16 20 20 
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La primera  de ellas es que hay alguna dependencia entre dos de los paquetes 
que tienen los nodos finales. Esto hace que no tengamos suficientes paquetes 
independientes para hacer la resolución. Tal como se ha comentado en la 
teoría, la probabilidad de que los paquetes sean independientes tiene que ver 
con el tamaño del campo finito.  
 
La segunda causa es que en esta configuración (con nodos intermedios RLNC 
2, 4,7 y 5 y enviando una sola combinación por cada dos paquetes) únicamente 
llegan los paquetes justos a los nodos finales. Seguramente con que nos 
llegase algún paquete más de la misma generación seríamos capaces de 
resolver sin problema.   
 
Estos son los resultados de cada una de las simulaciones con envío de 30 
paquetes: 
 
 
 
Tabla 5.8 Continuación resultados RLNC1 mariposa doble 
 
 
 
5.2.2.3. RLNC2 
 
En esta configuración solo los nodos intermedios 2 y 5 hacen funciones RLNC 
mientras que los nodos intermedios laterales 4 y 7 reenvían los paquetes. 
 
Con esta configuración conseguimos que lleguen a los nodos finales más 
paquetes de los que son necesarios y así, en caso de dependencia de dos 
paquetes, no perderemos toda la información. 
 
Por otro lado, al haber menos nodos que codifican en RLNC la probabilidad de 
dependencia (según formula comentada en teoría) baja. En este caso, con las 
pruebas realizadas no hemos hallado ningún caso de dependencia. 
 
Estos son los resultados: 
Nº 
paquetes 
enviados 
Tiempo en que 
recibe los 
mensajes (s) 
Tamaño 
paquete(bits) 
Segmentos 
de tiempo 
Paquetes recibidos 
en el momento de 
la resolución 
Paquetes totales 
recibidos (de la 
misma 
generación) 
30 simul. 
1 0,090384 4304 21 30 
 
30 
30 simul. 
2 0,090384 4304 21 30 
 
30 
30 simul. 
3 0,090384 4304 21 30 
 
30 
30 simul. 
4 - 4304 - - 
 
30 
30 simul. 
5 0,090384 4304 21 30 
 
30 
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Tabla 5.9 Resultados RLNC2 mariposa doble 
 
 
 
5.2.2.4. RLNC3 
 
En esta configuración solo los nodos intermedios 4 y 7 hacen funciones RLNC 
mientras que los nodos intermedios laterales 2 y 5 reenvían los paquetes. 
 
En este caso obtenemos diferentes resultados según la semilla utilizada. En los 
casos de 2, 4, 6, 8, 10 y 20 paquetes enviados encontramos los mismos 
resultados con las diferentes semillas.  
 
 
Tabla 5.10 Resultados RLNC2 mariposa doble 
 
 
 
En los casos de envío de 30 paquetes vemos una simulación en la que ninguno 
de los nodos finales son capaces de obtener suficientes paquetes 
independientes para poder hacer la resolución tal como pasaba en RLNC1.  
 
Nº 
paquetes 
enviados 
Tiempo en que 
recibe los 
mensajes (s) 
Tamaño 
paquete(bits) 
Segmentos 
de tiempo 
Paquetes recibidos 
en el momento de 
la resolución 
Paquetes totales 
recibidos (de la 
misma 
generación) 
2 0,0204 4080 5 2 4 
4 0,024576 4096 6 5 8 
6 0,028784 4112 7 8 12 
8 0,037152 4128 9 12 16 
10 0,045584 4144 11 16 20 
20 0,088704 4224 21 36 40 
30 0,133424 4304 31 56 60 
Nº 
paquetes 
enviados 
Tiempo en que 
recibe los 
mensajes (s) 
Tamaño 
paquete(bits) 
Segmentos 
de tiempo 
Paquetes 
recibidos en el 
momento de la 
resolución 
Paquetes totales 
recibidos (de la 
misma generación) 
2 0,03264 4080 8 3 3 
4 0,032768 4096 8 5 9 
6 0,037008 4112 9 8 12 
8 0,045408 4128 11 11 18 
10 0,049728 4144 12 14 21 
20  0,092928 4224 22 32 45 
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Estos son los resultados de cada una de las simulaciones con envío de 30 
paquetes: 
 
 
 
Tabla 5.11 Resultados RLNC mariposa doble en el caso de 30 simulaciones 
 
 
 
 
5.2.2.5. Comparaciones 
 
Si comparamos RLNC y FWD en esta red podemos ver, según los resultados 
obtenidos, cómo se consiguen mejores resultados en cuanto a tiempo y 
segmentos utilizando RLNC. Si nos fijamos en el número de paquetes totales 
que llegan a los nodos finales (siendo este número cuanto más pequeño mejor 
debido a que menos se satura la red con mensajes superfluos) vemos también 
un mejor comportamiento de RLNC. 
 
Si comparamos los resultados obtenidos entre la configuración RLNC 1 y 
RLNC 2 vemos un mejor comportamiento de la segunda opción en los casos de 
2 a 10 paquetes enviados por generación. En cambio, observando los datos en 
los casos de 20 y 30 paquetes por generación RLNC 1 obtiene mejores 
resultados. 
 
En el caso de RLNC 3 vemos que se trata de la peor configuración dentro de 
las RLNC, y por tanto obtiene peores resultados que las demás RLNC, pero 
mejor que FWD en términos generales. 
 
Nº 
paquetes 
enviados 
Tiempo en que 
recibe los 
mensajes (s) 
Tamaño 
paquete(bits) 
Segmentos 
de tiempo 
Paquetes 
recibidos en el 
momento de la 
resolución 
Paquetes totales 
recibidos (de la 
misma 
generación) 
30 simul. 
1 - 4304 - - 
 
66 
30 simul. 
2 0,137728 4304 32 49 66 
30 simul. 
3 0,137728 4304 32 49 66 
30 simul. 
4 0,137728 4304 32 49 66 
30 simul. 
5 0,137728 4304 32 49 66 
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Fig. 5.5 Gráfico comparativo mariposa 
 
 
En el grafico anterior puede observarse el tiempo que tardan en resolver los 
dos nodos finales (RLNC) o en recibir todos los paquetes necesarios (FWD).  
 
Comparando los resultados vemos que en el caso de envío de 2 paquetes por 
generación el peor posicionado es RLNC 1 debido a que tiene que esperar en 
más nodos intermedios con funciones RLNC la llegada de dos paquetes y, en 
este caso en concreto, esto le perjudica (este hecho es menos perjudicial 
cuando hay más paquetes de una misma generación). En este caso RLNC 2 
aun teniendo que esperar en determinados puntos obtiene mejor tiempo que 
FWD. Vemos en este caso como la peor configuración es RLNC 3. 
 
En el caso de envío de 4 paquetes por generación encontramos una igualdad 
en el tiempo de RLNC 1 (por tanto una mejora comparativa) con FWD. Por otro 
lado, podemos ver cómo la diferencia de tiempo entre RLNC 2 y FWD 
aumenta, siendo esta favorable al primero. En el caso de RLNC 3 mejora los 
resultados de FWD pero es la peor RLNC. 
 
En los siguientes casos hasta llegar a 10 paquetes por generación observamos 
una mejora comparativa de RLNC 1 (en el caso de 10 paquetes iguala a RLNC 
2) y un aumento de la diferencia entre las configuraciones RLNC y FWD. RLNC 
3 continúa con la tendencia de ser la peor RLNC. 
 
En los casos de 20 y 30 paquetes por generación la configuración RLNC 1 
obtiene mejores resultados que las otras. Le siguen RLNC 2, RLNC 3 y por 
último FWD. 
0	  
0,05	  
0,1	  
0,15	  
0,2	  
0,25	  
2	   3	   4	   5	   6	   7	   8	   9	   10	  11	  12	  13	  14	  15	  16	  17	  18	  19	  20	  21	  22	  23	  24	  25	  26	  27	  28	  29	  30	  
Ti
em
po
	  (s
)	  
2	   4	   6	   8	   10	   20	   30	  
FWD	   0,024384	   0,032512	   0,04064	   0,056896	   0,069088	   0,130048	   0,191008	  
RLNC	  1	   0,02856	   0,032768	   0,037008	   0,04128	   0,045584	   0,067584	   0,090384	  
RLNC	  2	   0,0204	   0,024576	   0,028784	   0,037152	   0,045584	   0,088704	   0,133424	  
RLNC	  3	   0,03264	   0,032768	   0,037008	   0,045408	   0,049728	   0,092928	   0,137728	  
Mariposa	  doble	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Para visualizar la mejora de las diferentes configuraciones hemos hecho la 
siguiente tabla donde nos muestra el porcentaje de mejora respecto a FWD. 
Cuando el número es negativo significa que el tiempo es inferior al de FWD: 
 
 
Tabla 5.12 Continuación resultados RLNC1 mariposa doble 
 
 
 
 
 
5.2.3. Conclusiones 
 
Tal como habíamos visto en la simulación de red mariposa simple, es evidente 
que se obtiene un mejor rendimiento al usar RLNC en lugar de FWD. 
 
Por otro lado, nos encontramos con el problema de que dependiendo de la 
configuración que tengamos en una red RLNC podemos quedarnos sin resolver 
la información. Esto es muy negativo y se debería intentar evitar cambiando 
alguna parte de la configuración para que llegue algún paquete más de los 
necesarios (por ejemplo con la configuración RLNC 2) o bajando la 
probabilidad de dependencia de paquetes utilizando, por ejemplo, un campo 
finito más grande. 
 
Según los datos obtenidos también podemos concluir que no siempre tener 
más nodos con funciones RLNC es mejor y que es muy importante donde 
estén colocados y el número. En nuestro caso, al enviar pocos paquetes de 
cada generación es mejor la configuración con menos nodos RLNC. 
 
También hemos podido observar como dos configuraciones (RLNC 2 y 3) con 
el mismo número de nodos RLNC colocados en diferentes lugares se 
comportan de forma muy diferente. Esto puede ser debido que aunque en las 
dos configuraciones los nodos RLNC tienen dos canales de entrada de 
paquetes en la configuración RLNC 2(que tiene mejores resultados) estos 
nodos solo tienen una salida, en cambio en RLNC 3 tiene dos salidas.  
 
 
Nº paquetes 
enviados 
Porcentaje mejora 
RLNC 1 respecto a 
FWD 
Porcentaje mejora 
RLNC 2 respecto a 
FWD 
Porcentaje mejora 
RLNC 3 respecto a 
FWD 
2 -17,12598425 16,33858268 -33,85826772 
4 -0,787401575 24,40944882 -0,787401575 
6 8,937007874 29,17322835 8,937007874 
8 27,44656918 34,70191226 20,1912261 
10 34,02037981 34,02037981 28,02223252 
20 48,03149606 31,79133858 28,54330709 
30 52,680516 30,14742838 27,89411962 
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5.3. Simulación 3: Red racimo (campo finito) 
 
 
En esta simulación se usará una red que hemos llamado racimo. En ella 
encontramos una fuente y diversos nodos intermedios que tienen como punto 
final dos receptores. La topología es la siguiente: 
 
 
 
 
 
Fig. 5.6 Red racimo 
 
 
En las pruebas se buscará ver la influencia en los resultados de la variación del 
campo finito o campo de Galois. 
 
5.3.1. Datos iniciales 
 
Las conexiones entre nodos son dirigidas y de una capacidad de 1Mbps.El 
tamaño de los paquetes es siempre 500 valores que van variando en número 
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de bits entre 8 y 2. Para esta simulación se tratará con la modalidad RLNC y  
FWD. 
 
En el caso de RLNC esta red consta de una fuente RLNC, unos nodos 
intermedios del primer escalón desde arriba (nodo_intermedio 0, 1, 2, 3 y 4) 
hacen FWD. El resto de nodos intermedios hacen funciones RLNC. Los dos 
receptores colocados al final son capaces de resolver los paquetes RLNC.  
 
El nodo fuente crea 5 paquetes de información y los combina calculando un 
total de 15 combinaciones (las necesarias para que al menos lleguen 5 
paquetes, ya que al ir combinando los paquetes se reduce el número que llega 
a los nodos finales). 
 
Los nodos intermedios RLNC en esta red esperan a tener 3 paquetes, y con 
ellos crea una combinación que se distribuye en todas las salidas. 
 
En la modalidad de FWD todos los nodos tienen funciones FWD y la fuente 
envía 5 paquetes. 
 
 
Tabla 5.13 Resumen de datos racimo (campo finito) 
 
FWD RLNC 
Canal: 1Mbps 
Tamaño paquete: 500 valores 
Bits de cada valor ={8, 6, 4, 2} bits 
Nodos RLNC: Nodos RLNC: fuente, nodos intermedios 
5,6,7,8,9,10 y 11 y receptores 
nodo_salida numpaqueteFWD = 5 nodo_salida numcomb = 15 
 nodo_salida numpaqcomb = 5 
 nodo_intermedio numpaqcomb =3 
 nodo_intermedio numcomb = 1 
 nodo_intermedio numelim = 3 
 
 
5.3.2. Resultados 
 
5.3.2.1. Forward 
 
 
En FWD no tenemos ningún problema para recuperar los paquetes originales, 
ya que estos son los que llegan a los nodos finales. En el caso de FWD los 
resultados de tiempo son los siguientes: 
 
 
 
 
Tabla 5.16 Resultados tiempo FWD racimo 
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Tiempo (s) Tamaño bits 
8 bits 0,044704 4064 
6 bits 0,033704 3064 
4 bits 0,022704 2064 
2 bits 0,011704 1064 
 
5.3.2.2. RLNC 
 
En cada una de las configuraciones hechas en este caso se han hecho un total 
de 30 simulaciones variando la semilla de la que se sacan los números 
aleatorios. 
 
Se ha mirado la cantidad de paquetes que necesitan los receptores para poder 
recomponer los paquetes iniciales. Los resultados son los siguientes: 
 
 
Tabla 5.14 Número de simulaciones con 5 o más paquetes para resolver red 
RLNC racimo 
 
 
 
8 bits 6 bits 4 bits 2 bits 
5 paquetes 30 30 27 25 
6 paquetes 0 0 3 4 
>6 paquetes 0 0 0 1 
  
 
Como podemos ver las simulaciones con 8 bits  como campo finito todos los 
casos se pueden resolver con 5 paquetes. En cambio vemos que en el otro 
extremo cuando tenemos 2 bits como campo finito tenemos diversos casos en 
los que con 5 paquetes no es suficiente. Incluso encontramos en 2 bits un caso 
en el que no podemos resolver ya que necesitamos más de 6 paquetes (que en 
este caso no los tenemos). 
 
A continuación se muestra un gráfico  en el que se ve más claramente la 
probabilidad de resolver con cada uno de los campos finitos utilizados: 
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Fig. 5.7 Número de paquetes necesarios en variación campo finito RLNC 
 
 
Los tiempos que hemos obtenido en el caso de poder resolver con 5 paquetes, 
y el tamaño de los paquetes que se envían en cada caso son los siguientes: 
 
 
Tabla 5.15 Resultados tiempo RLNC racimo 
 
 
Tiempo necesario 
para resolver(s) 
Tamaño de los 
paquetes en bits 
8 bits 0,024624 4104 
6 bits 0,018564 3094 
4 bits 0,012504 2084 
2 bits 0,006444 1074 
 
 
 
5.3.2.3. Comparación 
 
 
Para intentar comparar el comportamiento de la variación del campo finito 
usado hemos hecho la siguiente gráfica:  
 
 
0	   5	   10	   15	   20	   25	   30	  
8	  bits	  
6	  bits	  
4	  bits	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  bits	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83,33%	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13,33%	  3,33%	  
8	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  bits	   2	  bits	  
5	  paquetes	   30	   30	   27	   25	  
6	  paquetes	   0	   0	   3	   4	  
>6	  paquetes	   0	   0	   0	   1	  
Variación	  campo	  ﬁnito	  
5	  paquetes	   6	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  paquetes	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Fig. 5.8 Comparativa variación campo finito 
 
 
Si nos fijamos en la diferencia porcentual de estos resultados vemos como en 
todos los casos se mantiene en el mismo número. Los resultados son en base 
a los tiempos de FWD: 
 
 
Tabla 5.17 Variación porcentual de mejora RLNC-FWD racimo 
 
 
Diferencia (s) % Diferencia 
8 bits 0,02008 44,91768074 
6 bits 0,01514 44,92048422 
4 bits 0,0102 44,92600423 
2 bits 0,00526 44,94190021 
 
 
5.3.3. Conclusiones 
 
De las pruebas hechas variando el campo finito podemos llegar a la 
conclusión que con un campo finito de bastantes bits conseguimos una 
probabilidad de dependencia entre paquetes recibidos muy baja. Incluso 
podemos decir que con un gran campo finito esta probabilidad es 
prácticamente nula. 
 
Por otra parte con campos finitos muy reducidos (por ejemplo 2 bits)  
conseguimos una probabilidad bastante elevada para ser usada en una red 
real. 
8	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  bits	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   2	  bits	  
FWD	  	   0,044704	   0,033704	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   0,018564	   0,012504	   0,006444	  
0	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0,01	  
0,015	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0,03	  
0,035	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0,05	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po
	  (s
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Por otro lado vemos como en las comparaciones con FWD el hecho de cambiar 
el campo finito no varía apenas las diferencias. Vemos como con todos los 
campos finitos utilizados la diferencia en porcentaje ha sido la misma. 
 
Como conclusión de esta simulación podemos decir que siempre que podamos 
es mejor utilizar un campo finito suficientemente extenso ya que esto ayudará a 
bajar mucho la probabilidad de dependencia, y que esto no influye 
comparativamente con FWD en su rendimiento. 
 
 
 
5.4. Simulación 4: Red racimo (tamaño paquete) 
 
 
En la cuarta tanda de simulaciones se volverá a utilizar la red racimo que se 
puede observar en la figura 4.6. Esta vez se estudiarán los resultados de variar 
el tamaño de los paquetes con los que se hace la simulación 
 
 
5.4.1. Datos iniciales 
 
Las conexiones entre nodos son dirigidas y de una capacidad de 1Mbps.El 
tamaño de los paquetes irá variando el número de valores, pero estos serán 
siempre de 8 bits. Esta vez encontraremos 3 modalidades, 2 RLNC y una FWD. 
En cada caso se han hecho 5 simulaciones variando la semilla. 
 
En el primer caso de RLNC esta red consta de una fuente RLNC, unos nodos 
intermedios del primer escalón desde arriba (nodo_intermedio 0, 1, 2, 3 y 4) 
hacen FWD. El resto de nodos intermedios hacen funciones RLNC. Los dos 
receptores colocados al final son capaces de resolver los paquetes RLNC.  
 
En el segundo caso RLNC tendremos exactamente lo mismo que en el primero, 
con la diferencia que en este caso un intermedio que tenía funciones RLNC 
pasa a ser FWD (el nodo intermedio 6). 
 
El nodo fuente crea 5 paquetes de información y los combina calculando un 
total de 15 combinaciones (las necesarias para que al menos lleguen 5 
paquetes). 
 
Los nodos intermedios RLNC en esta red esperan a tener 3 paquetes, y con 
ellos crea una combinación que se distribuye en todas las salidas. 
 
En la modalidad de FWD todos los nodos tienen funciones FWD y la fuente 
envía 5 paquetes. 
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Tabla 5.18 Resumen de datos racimo (tamaño paquete) 
 
FWD RLNC1 RLNC2 
Canal: 1Mbps 
Tamaño paquete: 500, 1000, 2000, 5000 y 10000 valores 
Bits de cada valor =8 bits 
Nodos RLNC: Nodos RLNC: fuente, nodos 
intermedios 5,6,7,8,9,10 y 
11 y receptores 
Nodos RLNC: fuente, 
nodos intermedios 
5,7,8,9,10 y 11 y 
receptores 
nodo_salida 
numpaqueteFWD = 5 
nodo_salida numcomb = 15 nodo_salida numcomb = 15 
 nodo_salida numpaqcomb 
= 5 
nodo_salida numpaqcomb 
= 5 
 nodo_intermedio 
numpaqcomb =3 
nodo_intermedio 
numpaqcomb =3 
 nodo_intermedio numcomb 
= 1 
nodo_intermedio numcomb 
= 1 
 nodo_intermedio numelim = 
3 
nodo_intermedio numelim = 
3 
   
 
 
5.4.2. Resultados 
 
5.4.2.1. Forward 
 
Con la configuración forward y la variación del tamaño de los paquetes 
obtenemos con las 5 semillas los siguientes resultados: 
 
 
 
 
 
 
 
 
 
 
 
Tabla 5.19 Resultados FWD en racimo variando tamaño de paquete 
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5.4.2.2. RLNC 1 
 
Con la primera configuración RLNC y la variación del tamaño de los paquetes 
obtenemos con las 5 semillas los siguientes resultados: 
 
 
Tabla 5.20 Resultados RLNC1 en racimo variando tamaño de paquete 
 
 
 
5.4.2.3. RLNC 2 
 
Con la segunda configuración RLNC y la variación del tamaño de los paquetes 
obtenemos con las 5 semillas obtenemos los mismos resultados que con el 
primer caso RLNC excepto por los paquetes totales recibidos. Los resultados 
son los siguientes: 
 
 
 
 
Tabla 5.21 Resultados RLNC2 en racimo variando tamaño de paquete 
Tamaño 
paquete 
(símbolos) 
Tiempo en que 
recibe los 
mensajes (s) 
Tamaño 
paquete(bits) 
Segmentos 
de tiempo 
Paquetes 
recibidos en la 
llegada de todos 
los mensajes 
diferentes 
Paquetes totales 
recibidos 
(incluidos 
repeticiones) 
500 0,044704 4064 11 16 18 
1000 0,088704 8064 11 16 18 
2000 0,176704 16064 11 16 18 
5000 0,440704 40064 11 16 18 
10000 0,880704 80064 11 16 18 
Tamaño 
paquete 
(símbolos) 
Tiempo en que 
recibe los 
mensajes (s) 
Tamaño 
paquete(bits) 
Segmentos 
de tiempo 
Paquetes recibidos 
en el momento de 
la resolución 
Paquetes totales 
recibidos (de la 
misma 
generación) 
500 0,024624 4104 6 5 6 
1000 0,048624 8104 6 5 6 
2000 0,096624 16104 6 5 6 
5000 0,240624 40104 6 5 6 
10000 0,480624 80104 6 5 6 
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5.4.2.3. Comparación 
 
Debido a que las dos configuraciones RLNC han obtenido idénticos resultados 
con la salvedad del número de paquetes que llegan al final a los nodos finales 
hemos hecho estas comparaciones englobando los dos resultados de RLNC en 
uno solo. 
 
Si queremos ver la diferencia entre FWD y RLNC de forma más gráfica 
obtenemos la siguiente figura: 
 
 
 
 
 
Fig. 4.9 Comparativa variación tamaño paquete 
 
 
Como podemos ver RLNC supera a FWD en todos los casos, y va aumentando 
su distancia a medida que aumentamos el tamaño de los paquetes. 
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   2000	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   10000	  
FWD	  	   0,044704	   0,088704	   0,176704	   0,440704	   0,880704	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   0,024624	   0,048624	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Tamaño 
paquete 
(símbolos) 
Tiempo en que 
recibe los 
mensajes (s) 
Tamaño 
paquete(bits) 
Segmentos 
de tiempo 
Paquetes 
recibidos en el 
momento de la 
resolución 
Paquetes 
totales 
recibidos (de 
la misma 
generación) 
500 0,024624 4104 6 5 10 
1000 0,048624 8104 6 5 10 
2000 0,096624 16104 6 5 10 
5000 0,240624 40104 6 5 10 
10000 0,480624 80104 6 5 10 
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Para ver la diferencia entre FWD y RLNC en forma de porcentaje tenemos la 
siguiente tabla: 
 
 
Tabla 5.22 Variación porcentual RLNC-FWD racimo (tamaño paquete) 
 
 
Diferencia (s) % Diferencia 
500 0,02008 44,91768074 
1000 0,04008 45,18398268 
2000 0,08008 45,3187251 
5000 0,20008 45,40008713 
10000 0,40008 45,42729453 
 
 
En la tabla podemos ver como la distancia porcentual aumenta muy poco a 
poco. Esto es debido a que con un tamaño de paquete mayor el tamaño de los 
coeficientes son cada vez menos importante, y por tanto la diferencia 
comparativa entre el tamaño de paquete de RLNC y FWD disminuye. 
 
 
 
5.4.3. Conclusiones 
 
 
Comparando las opciones RLNC1 y RLNC2 de este caso podemos llegar a la 
conclusión que no influye en nada el poner algún nodo de tipo FWD en vez de 
RLNC, pero sí que hay una pequeña diferencia. La diferencia es el total de 
paquetes que reciben los nodos al final. Esto puede ser positivo y negativo a la 
vez. Positivo debido a que tenemos algunos paquetes más de la  misma 
generación y que nos pueden ayudar en caso de dependencias. Negativo ya 
que estos paquetes de más se tienen que enviar y recibir por diversos nodos y 
por tanto saturan la red. 
 
Por otro lado vemos que al variar el tamaño de los paquetes aumenta 
porcentualmente la diferencia entre RLNC y FWD debido a que pierde 
influencia el tamaño del vector de coeficientes. Por tanto podemos concluir que 
cuando trabajamos con mayores paquetes RLNC se comporta mejor en 
rendimiento. Esto es cierto para casos generales, pero en el caso de envíos en 
tiempo real tenemos que tener cuidado en no escoger paquetes excesivamente 
grandes ya que tendremos un retraso mayor en la codificación (esperando los 
datos necesarios) y la decodificación (esperando los paquetes RLNC). 
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CAPÍTULO 6. POSIBLES MEJORAS Y AMPLIACIONES 
 
El simulador que se estudia en este proyecto puede evolucionar en diferentes 
direcciones.  
 
 
6.1. Utilización de códigos detectores/correctores de error  
junto con NC. 
 
Una de las posibles mejoras consistiría en añadir como variable una 
probabilidad de que lleguen bits erróneos debido al canal. Este tipo de error de 
bit se puede dar en un escenario real y depende de diferentes  variables como 
el medio de transmisión, la temperatura, el ruido, entre otros. 
 
Para poder averiguar los paquetes con bits erróneos y no obtener así 
incongruencias deberíamos implementar un sistema de códigos de detección 
de errores en los nodos. Éstos, al detectar uno o más bits erróneos en un 
paquete, eliminarían el paquete o lo repararían dependiendo de la complejidad 
del sistema de detección. 
 
Debido a que los paquetes son combinados en cada uno de los nodos RLNC, 
se tendrán que calcular cada vez códigos de detección de errores para los 
nuevos paquetes. 
 
Gracias a esta mejora en la red podríamos estudiar la influencia que tienen los 
bits erróneos y el uso de códigos detectores de errores sobre Random Linear 
Network Coding y compararlo con forward. 
 
 
6.2. Distribución de la información en el nodo fuente 
 
Otro punto interesante de estudio es modificar la distribución en tiempo de los 
paquetes que llegan al nodo fuente. 
 
En el simulador actual la información de una generación se crea de forma 
conjunta y al mismo tiempo. Después se hacen las combinaciones que se 
necesitan y se envían. La idea de esta ampliación es que la manera en que se 
crea la información siga una cierta distribución en el tiempo intentando 
acercase más a un comportamiento de un sistema real. Debido a este 
comportamiento los paquetes que pertenecen a una misma generación tardan 
más tiempo en llegar y, por tanto, la fuente necesita más tiempo para poder 
hacer las combinaciones y dar salida a los paquetes.  
 
Si lo comparamos con un nodo fuente de tipo forward vemos como la 
información en cuanto llega y hay suficiente para crear un paquete se puede 
enviar  por todas las salidas de la fuente de forma normal. Por tanto, no tiene 
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que esperar a que llegue un número determinado de paquetes y tiene una 
cierta ventaja sobre RLNC. 
 
Es interesante la comparación entre forward y RLNC en este caso y cómo al 
variar la distribución de llegadas cambian las diferencias. 
 
 
6.3. Efectos de la probabilidad de pérdida  en el canal 
 
Otra de las posibilidades de estudio de este simulador es hacer pruebas 
considerando una cierta probabilidad de perdida en el canal. 
 
Un sistema de tipo RLNC debería tener menos problemas que uno de tipo 
forward para gestionar la pérdida de paquetes. Una red RLNC no necesitaría 
retransmisiones debido a que aun con la pérdida de un paquete podemos 
reconstruir la información de este con la información de otros diferentes.  
 
En el caso de no usar RLNC un paquete que se pierde en la red solo se puede 
recuperar pidiendo una retransmisión. Esto repercute mucho en el tiempo de 
llegada de paquetes y, por tanto, RLNC tendría cierta superioridad debido a 
que, en la mayoría de los casos, no necesitará la retransmisión. 
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CAPÍTULO 7. ESTUDIO DE AMBIENTALIZACIÓN 
 
El simulador que se estudia en este proyecto no tiene un impacto ambiental 
directo. Para estudiar la ambientalización nos tendríamos que fijar en la 
aplicación de las simulaciones y más exactamente en las ventajas que 
obtenemos al usar Random Linear Network Coding. 
 
El simulador de Random Linear Network Coding puede simular redes reales. 
Gracias a esto podemos estudiar si nuestra red mejora utilizando RLNC. En 
este sentido, podemos ahorrarnos el envío de paquetes extras que con RLNC 
no hacen falta. Esto conlleva un cierto ahorro de energía debido a que los 
equipos deben estar enviando y recibiendo durante menos tiempo. 
 
Como punto negativo también se ha de tener en cuenta que RLNC exige una 
mayor carga computacional por parte de los nodos y, por tanto, se gasta cierta 
energía en codificación y decodificación de los mensajes. 
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CAPÍTULO 8. CONCLUSIONES 
 
La primera conclusión es el simulador en sí. Utilizando OMNeT++ y otras 
librerias para ayudarnos hemos conseguido desarollar un simulador capaz de 
simular redes RLNC y compararla con FWD. 
 
En segundo lugar y gracias a las simulaciones que hemos tratado podemos 
concluir que en muchos casos RLNC tiene un mejor comportamiento que FWD. 
De las diferentes simulaciones probadas y utilizando diferentes configuraciones 
hemos obtenido de forma general mejores resultados con RLNC. Esto hace de 
RLNC una técnica muy interesante para cualquier tipo de red. 
 
Por otro lado hemos de tener en cuenta que RLNC cambia bastante sus 
resultados dependiendo de la configuración usada. Por tanto hemos de tener 
en cuenta elegir con cuidado cuales serán el número de combinaciones que 
usaremos, el número de paquetes que formaran esas combinaciones o el 
tamaño del campo finito.  
 
Otro punto muy importante en este sentido es la elección del número de nodos 
que hacen funciones RLNC. En las diferentes pruebas hechas hemos visto 
resultados diferentes según el número de nodos RLNC y también debido a su 
colocación o conexiones. Esto es bastante importante ya que en una red real 
puede ser que no podamos tener todos los nodos con funciones RLNC, y por 
tanto hemos de tener mucho cuidado al elegir los nodos que tendrán estas 
funciones para sacarles el máximo partido posible. 
 
En el caso de envío de información en tiempo real RLNC es una muy buena 
opción. En estos casos en concreto, se tiene que tener en cuenta que el 
tamaño de la generación no debe ser muy grande ya que si no la información 
no llegará a tiempo. Por esto en la elección por ejemplo del tamaño de los 
paquetes se tiene que llegar a un compromiso. Por un lado encontramos que 
no deben tener un tamaño muy grande debido a que sino la información tardará 
demasiado en llegar. Por otro lado tenemos que tener en cuenta que tiene que 
ser suficientemente grande para tener un campo finito de un tamaño que haga 
que los paquetes tiendan a ser independientes en todos los casos. Los 
paquetes también tienen que tener un tamaño tal que el rendimiento no baje en 
exceso debido a que en los paquetes enviados gran parte de su contenido 
sean los coeficientes en vez de la información.  
 
Como conclusión final podemos decir que este simulador nos permite ver las 
ventajas y desventajas de RLNC frente a FWD en nuestra red. Por tanto en 
cada una de las redes encontraremos unos resultados diferentes y unas 
conclusiones completamente diferentes.  
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CAPÍTULO 10. ANEXOS 
 
10.1. Glosario y acrónimos 
-       Bool: variable booleana. 
-       cMessage: variable que contiene un paquete. 
-       cQueue: variable que contiene una cola de paquetes. 
-       Double: variable coma flotante de doble precisión. 
-       FWD: Forward (Reenvío a todos los nodos conectados). 
-       Ini: fichero de configuración. 
-       Int: variable entero. 
-       LNC: Linear Network Coding. 
-       MatrixXd: variable que contiene una matriz. 
-       NC: Network Coding. 
-       Ned: fichero especifico de OMNeT++ 
-       RLNC: Random Linear Network Coding. 
-       VectorXd: variable que contiene una vector. 
 
 
10.2. Cálculo con matrices 
 
10.2.1. Codificación  
 
 
 
      !! =    !!!!!!   !!,!       (10.1) 
 
 
La resolución de esta fórmula puede hacerse más fácil colocando la 
información en matrices. Para ello se sitúan cada uno de los diferentes 
símbolos de un paquete en una misma columna. Este proceso se hace 
sucesivamente con todos los paquetes hasta llenar la matriz con todos ellos. La 
matriz quedaría finalmente de la siguiente manera:  
 
 
Tabla 10.1 Matriz de datos 
 !!! !!! … !!! !!! !!! … !!! 
… … … … !!! !!! … !!! 
 
A continuación colocamos el vector de coeficientes en una matriz diferente. 
Ponemos los diferentes coeficientes en una columna. Si queremos podemos 
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añadir más vectores de coeficientes en columnas sucesivas para así conseguir 
distintos resultados. La matriz queda de la siguiente manera teniendo en 
cuenta que ! y ℎ son vectores de coeficientes diferentes: 
 
 
Tabla 10.2 Matriz de coeficientes 
 !! ℎ! !! ℎ! 
…	   …	  !!	   ℎ!	  
 
Una vez situados los datos en matrices tal y como hemos hecho anteriormente, 
la operación de la fórmula 10.1 es tan simple como una multiplicación de 
matrices. 
 
 
 
 
Fig. 10.1 Multiplicación de matrices 
 
         
	  
10.2.2. Decodificación  
 
Para decodificar completamente los mensajes debemos resolver un sistema de 
ecuaciones lineales. El nodo decodificador o nodo final almacena cada uno de 
los paquetes que le llegan de una misma generación. Éste, además, almacena 
mensajes hasta llegar, como mínimo, a la longitud del vector de coeficientes de 
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cualquiera de los paquetes. Una vez el nodo tiene paquetes suficientes 
introducimos la información en una matriz de la siguiente manera: 
 
 
 
Tabla 10.3 Matriz de decodificación. 
 !! !! 
… !! 
 
Donde tenemos !!,!!,… ,!! vectores de coeficientes, cada uno de ellos 
extraídos de un paquete diferente. Ponemos en cada fila cada uno de 
los  !  coeficientes de un paquete. Después escribimos el símbolo número ! de 
cada uno de los paquetes igualado con su vector de coeficientes. Una vez 
hecho esto, resolvemos el sistema y obtendremos el símbolo ! de cada uno de 
los paquetes que formaban la combinación original. 
 
!!! !!! … !!! !!! !!! … !!! 
… … … … !!! !!! … !!! 
