We demonstrate that the coupling of excitonic and vibrational motion in biological complexes can provide mechanisms to explain the long-lived oscillations that have been obtained in non linear spectroscopic signals of different photosynthetic pigment protein complexes and we discuss the contributions of excitonic versus purely vibrational components to these oscillatory features. Considering a dimer model coupled to a structured spectral density we exemplify the fundamental aspects of the electron-phonon dynamics, and by analyzing separately the different contributions to the non linear signal, we show that for realistic parameter regimes purely electronic coherence is of the same order as purely vibrational coherence in the electronic ground state. Moreover, we demonstrate how the latter relies upon the excitonic interaction to manifest. These results link recently proposed microscopic, non-equilibrium mechanisms to support long lived coherence at ambient temperatures with actual experimental observations of oscillatory behaviour using 2D photon echo techniques to corroborate the fundamental importance of the interplay of electronic and vibrational degrees of freedom in the dynamics of light harvesting aggregates.
INTRODUCTION
Oscillations in the response of a system to external perturbations are a characteristic fingerprint of wave-like, that is, coherent dynamics. However, in the presence of environmental noise, which is inevitable in biological systems, oscillatory features are expected to be shortlived. The observation of persistent oscillations in the non-linear optical spectra of various photosynthetic complexes at both cryogenic and physiological temperatures [1] [2] [3] , together with recent results on individual antenna complexes [4] and synthetic heterodimers [5] , has led to a multidisciplinary effort to try and identify the specific mechanisms and conditions that enable biological systems to generate such long-lived oscillatory dynamics [6] [7] [8] [9] [10] [11] and to elucidate the functional relevance of such coherent dynamics [11] [12] [13] [14] [15] [16] [17] [18] [19] . These observations are of interest for a variety of reasons. From the point of view of the theory of open quantum systems, the accurate dynamical description of such complexes presents a considerable challenge as it requires transcending the weak coupling and short memory regimes and going beyond merely inducing irreversible decoherence and dissipation. Furthermore, the fact that the observed coherence persists on time scales that are comparable to the duration of typical transfer time from the absorption in the antennae to the arrival in the reaction center implies the very real possibility that the coherent dynamics of the propagation contributes in a significant way to the (optimal) function of the complex. This in turn would represent a far reaching result which departs from the standard paradigm of relating structure to function by giving a more prominent role to the dynamics [11] . However, any quantitative formulation of such a relation requires as a first step the clear identification of the different coherent mechanisms that contribute to the observed spectral signals. Within this context, a crucial question to answer is: Which dynamical information is being encoded in those oscillatory features? While initially it was conjectured that long-lived oscillations are a manifestation of purely electronic coherence [1, 2] , this appeared to require unrealistically low reorganization energies of the vibrational environment or the existence of correlated fluctuations, both of which appear unlikely to be correct on the basis of recent numerical work [20] [21] [22] [23] . Microscopic models that were more recently proposed to account for the presence of non-transient coherence [6] [7] [8] , however, do require additional vibrational contributions that may end up in the generation of mixed vibronic coherence or even purely vibrational features [9] . The purpose of this work is to analyze the spectral signatures of the model developed in [8] , which explains how picosecond electronic coherence can be driven and supported by quasi-coherent interactions between excitons and spectrally sharp local vibrational modes in the environment (most likely due to intra-molecular motion of the chromophores). The mixing of electronic and vibrational degrees of freedom due to this non-adiabatic dynamics typically results in vibronic coherence between the dressed states of the electron-phonon coupling. We will show that, for realistic parameter regimes, we expect the resulting overall spectral signal to encompass contributions that have a genuine excitonic component and whose weight is comparable to those resulting from purely vibrational coherence within the electronic ground state manifold. Moreover, we stress again that the manifestation of the latter does require the existence of excitonic coupling, as remarked also in [8] and [9] . We emphasize that our results are also compatible with those obtained within the framework of discussing the excitonphonon interaction in terms of intensity borrowing of dipolar strength [10] and confirm the relevance of coherent excitonic coupling to explain current spectral obser-vations. We have organized the presentation as follows. Following [8] , a model dimeric structure is presented to capture some of the prominent features displayed by the complete 2D spectral analysis of the Fenna-Matthew-Olson (FMO) complex, which at present is the pigment protein complex which has been subjected to the most detailed investigation. We then discuss the theoretical background underlying the evaluation of the third order response measured in 2D photon echo experiments and clearly identify the different pathways corresponding to processes involving excitonic and vibrational degrees of freedom. Finally we compute exactly the nonlinear response for our model system without resorting to lineshape theory, and evaluate the magnitude of the different paths to assess the relative weight and time scale where excitonic and vibrational coherence manifest.
THE MODEL
The simplest model system that can give rise to delocalized eigenstates is an exitonically coupled dimer (ecd), consisting of two cofactors, chromophores a and b, interacting via an electrostatic Coulomb interaction. The Hilbert space of the two particles can be expanded in the site (localized) basis of states |g (two chromophores deexcited), |f (both chromophores electronically excited), |a (chromophore a excited) and |b (chromophore b excited). In the case of neutral molecules, the Coulomb potential between different chromophores is dominated by their dipole-dipole interaction and the system Hamiltonian can be expressed as
where E a and E b are the energy gap of cofactors a and b respectively and
is the standard dipole-dipole interaction energy between two point electric dipoles µ a , µ b residing on cofactors connected by a vector R of length R.
The Hamiltonian eq. (1) conserves the number of electronic excitations. This implies that both the ground state |g and the doubly excited states |f are stationary states with eigenenergies E ecd g,f = ∓(E a + E b )/2. On the other hand, the excitonic coupling J allows for transitions between singly excited states |a and |b giving rise to eigenstates states |A and |B which will generally correspond to a delocalized excitation. The exact form of these eigenvectors can be expressed in terms of the mixing angle θ, defined implicitly as tan(2θ) = 2J/E ab , where E ab ≡ E b − E a . With this definition, the eigenstates |A and |B in the one-excitation sector of the Hamiltonian Eq.(1) can be written as
These expressions make explicit the degree of delocalization between both chromophores of the new eigenstates (excitons) as a function of the mixing angle θ. The exciton energies are split by
The vibrational environment of real protein-pigment complexes is characterized by a highly structured spectral function that encompasses both smooth and sharp features [24] . The coupling of excitonic degrees of freedom to vibrational modes with energies in the vicinity of the excitonic splitting ∆ ex can have a significant impact on the electronic dynamics, as discussed in [8] . In particular, this coupling can express itself in the persistence of oscillatory features in observables pertaining to purely excitonic degrees of freedom such as the survival probability of a selected excitonic superposition state [8] .
Here we are interested in studying explicitly signatures of these vibrational modes in non-linear photon echo signals and, more specifically, in analyzing the effect that these modes have on the dynamics of the peak beatings in the population time. To this effect we will extend our Hamiltonian Eq.(1) to include the degrees of freedom of two identical normal modes coupled to each chromophore as
where ω stands for the frequency of the normal mode, a † k , a k , (k = a, b) denote the phonon creation and annihilation operators on the corresponding vibrational modes and S HR denotes the Huang-Rhys factor [25] that scales the linear electron-phonon coupling. In order to keep the number of parameters of the model as small as possible while still illustrating the fundamental physics, we will consider initially a dimer system where only the higher energy chromophore is subject to a vibrational coupling. This assumption will be relaxed later when 2D spectra are evaluated. In the following we will consider a model system whose parameters are inspired by the dominant dimeric structure in FMO, as provided by sites 3 and 4 [26] . The site energies for each chromophore are E a = 12328 cm −1 and E b = 12472 cm = cos(φ) |A1 ± sin(φ) |B0 with the angle φ increasing from 0 to π/2 as we cross the resonance point from lower to higher values of ω/∆ex. Mixing between |A1 and |B0 is therefore quite significant close to the resonant point ω/∆ex = 1. An analogous reasoning can be extended to the hybrid states H ± 1 resulting from the coupling between states |A2 and |B1 . State hybridization allows the sharp dipolar transitions between states with different vibrational numbers depicted in fig. 3c . The energy splitting between these hybrid states is seen from these graphs to grow with increasing interaction strength SHR.
angle θ = π/8, which corresponds to a significant degree of delocalization of the electronic eigenstates over both cofactors. The spectrum of the total Hamiltonian eq. (3) can not be fully specified in terms of the eigenstates of the purely electronic dimer H ecd . The excitonvibrational coupling renders the eigenstates of the full Hamiltonian a complex superposition of electronic and vibrational wavefunctions. Nonetheless, if we constrain ourselves to a regime where the interaction strength with the harmonic mode is moderate, the structure of eigenstates of the full Hamiltonian can still be understood as different vibrational progressions of each electronic state of the purely electronic dimer. In this scenario we will denote the states |g n , |A n and |B n the corresponding vibrational progression of states corresponding to the ground-state electronic manifold and the first and second excitonic states. Here the index n increases with increasing energy states within the vibrational progression. In the next sections we will compute the non-linear optical response of the model described by Hamiltonian eq.(3). The effect of the coupling between vibrational and electronic degrees of freedom will immediately lead to two phenomena that will leave long-lived beating traces in the population time. One of these vibrationally-induced effects is expressed in the one-exciton sector of our model while the other concerns entirely the ground state electronic manifold. In order to understand the latter we have to carefully examine the spectrum of the system in the one-exciton manifold. In fig. 1 we have obtained some relevant energies diagonalising the vibronic dimer described by Eq. (3). The interaction with a vibrational mode with energy close to the electronic splitting ω ∆ ex produces a hybridization of the states |A 1 and |B 0 resulting in a new pair of states
with the angle φ increasing from 0 to π/2 as we cross the resonance point from lower to higher values of ω/∆ ex . In particular, mixing between states |A 1 and |B 0 is quite significant in the vicinity of the resonant point ω/∆ ex = 1. An analogous reasoning can be extended to the hybrid states H
resulting from the coupling between states |A 2 and |B 1 . This mixing is of crucial importance to understand how different (electronic vs vibrational) coherent contributions are mapped out in 2D spectra. Indeed, level hybridization will be at the heart of the sharp dipolar transitions between states with different vibrational numbers depicted in fig. 3c which, as well will explain in detail, result in the pathways depicted in fig. 2b .
DYNAMICAL EQUATIONS
Our core interest is the study of the population time beatings in the various peaks of the 2D spectrum of the vibronic dimer defined in eq. (3) as well as the mechanisms underlying their unexpectedly long lifetimes. With this in mind, rather than considering a detailed microscopic description of the dephasing processes involved in a real photosynthetic complex we will consider a simplified model of the environment which, nevertheless, contains those features of the full description that are necessary to understand the origin of long-lasting population time beatings.
In order to describe the dynamical evolution of our system we will therefore use a Markovian master equation where the effect of the electronic dephasing will be explicitly included with the appropriate rate γ deph and we we include vibrational modes that couple both to the electronic degrees of freedom and are additionally coupled dissipatively to a Markovian environment at a finite
Contributions to the 2D electronic photon echo signal. Diagrammatic representation of the processes involved in the total signal measured in a 2D electronic photon echo experiment in the spatial direction ks = −k1 + k2 + k3. In the impulsive limit, within the rotating wave approximation and assuming strict ordering of the laser pulses such that k1, k2 and k3 are the propagation directions of the first, second and third pulses that interact with the sample, the only diagrams that contribute to the signal are R * 1f (t1, t2, t3), R2g(t1, t2, t3) and R3g(t1, t2, t3). For the sake of completeness in panel a) we have plotted all the processes contained in the functions R1(t1, t2, t3), R2(t1, t2, t3) and R3(t1, t2, t3) of a purely electronic dimer. The first row contains the rephasing contributions involved in the total signal while the second row contains non-rephasing contributions that are negligible under the particular conditions expressed above. In panel b) we plot another set of processes included in the R3g(t1, t2, t3) contribution of an electronic dimer interacting with a vibrational mode as explained in the text. These four sub-diagrams result in vibrational superpositions of states within the ground state manifold during the population time t2 of the experiment. The position of the diagrams in the figure is in correspondence with the cross-diagonal (CP12, CP21) and diagonal (DP1, DP2) peak amplitude to which they contribute.
temperature. This results in equations of motion given by
where n T is the mean thermal occupation number of the vibrational mode and γ mod is the damping rate into the Markovian thermal reservoir to which the vibrational modes are coupled.
The action of the operator L (ρ) is manifestly linear in the density matrix and it is convenient to move to a tetradic representation where the action of superoperators can be written as ordinary matrix multiplications. In tetradic notation the master equation above can be rewritten as
where the tetradic representation |A of an ordinary matrix operator A of dimensions n × n is a vector of dimensions n 2 × 1 consisting on the n columns of the matrix A written one below the other. Note also that we have used the same letter L to denote both the Liouvillian operator in eq. (6) and its matrix superoperator representation in eq. (7). This ambiguity is however removed with the use of the tetradic notation with double brackets as in the equation above. With this prescription it is straightforward to obtain the matrix form of the superoperator L in the equation above by making use of the following algebraic identity
Here A, ρ and B are ordinary matrices. The advantage of this notation is clear from eq. (7) since we can now formally solve the equation of motion to obtain
with the propagator
ELECTRONIC 2D PHOTON ECHO SPECTROSCOPY
In this section we describe how to compute the 2D photon echo spectroscopy signal in the joint perturbative and impulsive limit which applies to a wide variety of experiments such as [1] [2] [3] 5] . The basic setup involves the illumination of the system by three consecutive, ultrashort laser pulses [27] [28] [29] . The interaction between each laser pulse and the vibronic dimer (eq. (3)) is described by a dipolar coupling of the form H int (t) = V · E(r, t), where the operator V denotes the total electric-dipole operator of the system, V = µ a σ
The electric field measured in a non-linear electronic 2D photon echo experiment is essentially proportional to the polarization P (t) = V ρ(t) induced in the sample by the incoming pulses. When this polarizarion is measured in the particular spatial direction k s = −k 1 + k 2 + k 3 and under low laser intensity, the dynamics can be evaluated perturbatively and the dominant term comes from the third order contribution, which can be formally expressed as
where the third-order response function S (3) (t 1 , t 2 , t 3 ) can be written as the sum of four terms
Using tetradic notation the form of the functions above can be reexpressed in a very compact form:
with the action of the superoperators ← − V and − → V upon an ordinary operator A defined as
The form of the third order polarization adopts a simpler form under the following approximations: i/ Rotating wave approximation in eq. (13), ii/ impulsive limit, i.e., ∆ k → 0 in the electric field definition in eq. (11) and iii/ strict time ordering of the pulses, such that t 0 1 < t 0 2 < t 0 3 also in eq. (13) . With these assumptions, the form of the 2D photon echo signal measured in the spatial direction k s = −k 1 + k 2 + k 3 involves only three contributions:
where we have renamed the time variables such that t 1 ≡ t 0 2 −t 0 1 (time separation between the second and first pulses), t 2 ≡ t 0 3 − t 0 2 (time separation between third and second pulses) and t 3 ≡ t − t 0 3 (time separation between the actual measurement and the third pulse). The functions R 1f (t 3 , t 2 , t 1 ), R 2g (t 3 , t 2 , t 1 ) and R 3g (t 3 , t 2 , t 1 ) correspond to the subset of processes represented in fig. 2a . Indeed these pathways can be properly selected modifying eqs. (15) such that the dipole operator acting after each time contain only the matrix elements taking place in the particular pathway. That is,
with the new superoperators − → V ge , − → V ef (and ← − V ge , ← − V ef ) defined from the truncated dipolar operators V ge and V ef , whose form is the same as the complete operator V but retaining only the matrix elements connecting the ground-state and one-exciton-manifolds (for V ge ) and the elements conecting the one-exciton-and doubly-excitedmanifolds (for V ef ). For the following we would like to note that it will be advantageous to evaluate the expressions eq.19 not in t 1 and t 3 but directly in Fourier space by carrying out the Fourier transform on the propagators G (t 1 ) and G (t 3 ) analytically to obtaiñ
to find can act, even in the limit of weak electronic-vibrational coupling, as a bridge between states in the ground state manifold with different vibrational numbers, therefore behaving as a catalyzer for sustaining (purely vibrational) coherent oscillations within the electronic ground state manifold.
RESULTS AND DISCUSSION
From eqs. (19) it can be seen that the output of a spectroscopic signal is dictated by, on the one hand, the particular dynamical evolution of the system and, on the other hand, the dipolar momenta of the system's optical transitions. The dynamical evolution of the system is contained in the propagator G (t), while the strength of the dipolar transitions is given by the matrix elements of the electric-dipole operator V . In order to observe longlived dynamical features of any kind during the population time of an electronic 2D experiment we require: i/ an intrinsic dynamical behavior during this period of time consistent with these long dephasing times and ii/ significant amplitude of the different dipolar transitions that play a role in this particular process. Resorting to a simplified diagrammatic viewpoint appropriate to the perturbative setting that we are considering here, the amplitude of a certain spectroscopic complete pathway is proportional to the product of the four different matrix elements of the dipolar operator involved in the diagram (see fig 2) describing this particular process. The interaction of a purely electronic dimer with localized vibrational modes, as described by the Hamiltonian H e−v in eq. (3), leads to crucial changes in the two aforementioned factors and therefore the system's response can differ significantly from that of a purely excitonic coupled dimer [30] . In particular, long-lasting beatings of the electronic 2D spectra signal during the population time may be facilitated by the vibronic coupling [8] . This mechanism can be cast in terms of two interacting systems with intrinsically different dephasing time scales: a purely vibrational superposition tends to exhibit long lifetimes while the life time of a superposition of exciton states is subject to rapid dephasing due to the relatively strong interaction with the broad band environment. In a (relatively) weak electronic-vibrational coupling regime, the mode experiences an effective dephasing rate mediated by the electronic system. This effective decoherence time can in general be much longer that the excitonic dephasing times. Any electronic-vibrational superposition of states during the population time can hence show extended dephasing times. Note, however, that it is still not immediately transparent how this effect will manifest when the system is probed via a photon echo sequence as a quasi-resonant coupling between electronic and vibrational motion strongly affects the structure of the energy levels in the one-exciton sector, as shown in fig. 1 . The existence of self-avoided level crossings in the energy level structure is of crucial importance in the redistribution of the strength between dipolar transitions involv-ing the ground-state-and the one-exciton-manifolds and will therefore dictate the characteristics of the optical response. In order to understand the main effects, and for the sake of clarity, we will restrict the discussion to a weak electronic-vibrational interaction regime. Let us begin with the scenario in which vibrational mode and excitonic energy differences are non-resonant, in which case we describe the eigenstates of our system, to first order, by separable states containing an electronic wavefunction and the corresponding vibrational one. That is, product states of the form |G N |G |ξ G,N (and analogously for the states |A N and B N ) . In this situation the transition strength between the excitonic states |A N , |B N and the ground state |G M is weighted by the vibrational Franck-Condon factor ξ G,M | ξ a,N . Roughly speaking, these factors quantify the overlap of two displaced harmonic oscillator wavefunctions with respect to a fixed reference. If we take the displacement (related to the parameter d in our model) tend to zero, the overlap ξ G,M | ξ a,N can be seen to behave as a delta function giving a finite value only when M = N . That is, the dipolar transition strength is only different from zero between states with the same vibrational quantum number (see fig. 3a ). Finite values of the displacement d result in a small but finite overlap and hence transition strength between states with different vibrational quantum numbers. We emphasize that these dipolar strengths between different vibrational states tend to be weaker than those transitions connecting states with the same vibrational quantum numbers (see fig. 3b where we have used thinner lines to represent the weaker transitions between different vibrational states). An important regime concerning the distribution of dipolar transition strength different from the cases discussed above is found when a resonance between excitonic transition frequencies and vibrational frequencies occurs. In this situation a description via electronic-vibrational product states is no longer appropriate and it is advantageous to adopt a description in terms of the dressed states H ± 0 . The dipolar transition strength between the states H ± 0 and the states |g 0 and |g 1 in the ground state manifold may indeed have comparable values even though the transitions involve different quantum vibrational numbers. This is easy to see from the definition of the dipolar transition strength
and
where µ A and µ B are the excitonic dipolar momenta and 
FIG. 4.
Resonant dipolar enhancement on the oneexciton sector. Partial contribution Abs{R3g(ω1, t2, ω3)} of the total 2D electronic spectrum signal. The frequency of the mode in panels a, b and c is 0.75∆ex, ∆ex and 1.25∆ex respectively. The dipolar enhancement of the transitions to and from the hybridized states H ± 0,1 is evident in the resonant case from the appearance of new resonances on each principal peak separated by a splitting that depends on the interaction strength with the mode. The environment temperature was set to T = 77K and the mode, initiated in a thermal state, suffers an inverse damping rate of γ mode = 0.005∆ex into a reservoir at temperature T . The inverse dephasing rate for each site has been chosen as γ deph = 0.025∆ex. The population time has been set to t2 = 32∆ −1 ex and the Huang-Rhys factor is SHR = 0.02. The dipole moments of the two sites were chosen as µa = (1, 0.5, 0) and µ b = (0, 1, 0) and the spectra include averaging over the orientation of the chromophores. All plots are normalized to the same maximal peak amplitude.
the mixing angle φ has some value close to π/4 near the resonance. This situation is illustrated in fig. 3c , where now the state H ± 0 can act as a catalyzer for vibrational transitions within the electronic ground state manifold. This particular redistribution allows the pathways described in fig. 2b to contribute to the total 2D spectra signal with strong amplitudes in the spirit described by Tiwari et al [9] . Contrary to the non-resonant case, all these diagrams result in population time peak beating due to coherent superposition of states in the ground state electronic manifold. In particular, only the diagram corresponding to the cross-diagonal peak CP12 contains four electronic-vibrationally enhanced transitions. The diagrams corresponding to peaks DP2 and DP1 contain three enhanced transitions while the diagram corresponding to CP21 contains only two enhanced transitions. This intrinsic asymmetry between the different spectroscopic pathways has been postulated to be at the root of the differences found in actual experiments [9] . The redistribution of dipolar strength between the hybrid states H ± 0 and H ± 1 is indeed apparent in fig. 4 . In this figure we have plotted the R 3g (ω 1 , t 2 , ω 3 ) diagram amplitude for different values of the harmonic mode frequency ω m offand on-resonance with the excitonic splitting ∆ ex . The traces of the hybridizations in the one-exciton manifold are clear in the on-resonance situation as now the four well resolved individual peaks corresponding to the excitonic frequencies split into a number of subpeaks which are the product of the self avoided level crossing due to electronic-vibrational coupling discussed above in fig.  1 . The degree of splitting depends on the interaction strength with the vibrational mode.
Ground state versus excited state contributions
In what we have explained so far, the effect of the interaction between vibrational and electronic degrees of freedom is twofold. First it relates to 'lifetime borrowing' due to dynamics in the one-exciton sector and, secondly, it allows for the generation of coherent superpositions of vibrational states in the electronic ground state manifold through the excited state hybridization. Both phenomena contribute to the long lasting population time beating signals in 2D spectra. However, the intrinsic difference between the electronic sectors in which the relevant dynamics occurs in each case allows for a simple and transparent way to study their effects separately. According to fig. 2 , the spectroscopic pathways whose dynamics is within the ground state sector during the population time are those described by R 3g (ω 1 , t 2 , ω 3 ). On the other hand, the diagrams whose population time dynamics take place within the one-exciton sector are R 2g (ω 1 , t 2 , ω 3 ) and R * 1f (ω 1 , t 2 , ω 3 ). In fig. 5 we have plotted separately the contributions from these diagrams to the 2D spectrum in order to ex and the vibrational modes on-resonance with the excitonic splitting ∆ex. b) Partial contribution Re(−R * 1f + R2g) for the peaks (DP1 (blue), CP21 (black), CP12 (red), DP2 (magenta)) at (ω1, ω3) = (12320, 12320), (12320, 12520), (12520, 12320) and (12520, 12520). This contribution produces population-time peak beating given by coherences on the one-exciton sector (see diagrams in fig. 2a ). c) The partial contribution Re(R3g) for the same points. This contribution does not result in population-time beating on any peak in a purely electronic dimer. However, the mixing between electronic and vibrational degrees of freedom allows the transitions described in fig 2. The resulting beating in the population time is a signature of quantum coherence between vibrational states within the ground state electronic manifold. All other parameters are those of figure 4 . Panels a), b) and c) include an average over the orientations of the dimer and panels b) and c) are also averaged over the static disorder with a probability density p(ω) ∼ exp 6 . Purely electronic population-time peak beating For a purely electronic dimer we study the population time beating for the same peaks of the 2D spectrum as in figure 5 . Except for the Huang-Rhys factor which is now SHR = 0, all parameters and averaging is the same as in figures 5b and c. Notice that on a purely electronic model the diagram Re (R3g(ω1, t2, ω3) ) does not exhibit any population-time beating neither on the cross-nor on the diagonal-peaks. On the other hand, the diagrams Re(−R * 1f (ω1, t2, ω3) + R2g(ω1, t2, ω3)) produce a beating only on the cross-peaks and not on the diagonal peaks. Indeed the modulation of the diagonal peaks above is not due to any excitonic superposition during the population time but due to the contamination with the nearby cross-diagonal peaks.
demonstrate that both are of comparable size. As we have seen, one of the first effects of a resonance between vibrational modes and excitonic energy differences is the appearance of a rich substructure on the principal excitonic peaks that are visible in the spectrum. In fig. 5a we show the full 2D spectrum, averaged over the random orientation of the complex, for an arbitrarily choice of the population time t 2 of the electronic-vibrational dimer where each cofactor is coupled to a vibrational mode as described by the Hamiltonian eq.(3). The first effect of a resonance between vibrational modes and excitonic energy differences is the appearance of a substructure on the principal excitonic peaks which splits into several peaks that are separated by the interaction strength between electronic and vibrational degrees of freedom. In general these peaks might have dipolar momenta with different signs arising from transitions to different hybridized states which leads to different relative phases between the peaks. The choice of the region to study is then arbitrary in a way, although we stress that the main conclusions, in particular those relating to the life-time of the population time beatings, are not affected by this choice. In the panels fig. 5b and c we show the response of the system in the population time for the four peaks DP1, DP2, CP12 and CP21 depicted in fig. 2 .b. Each of these time traces has been obtained from a simultaneous average over both the random orientation of the complex under investigation and over the unavoidable static disorder in the diagonal elements E a and E b of the Hamiltonian eq. 1. The computations have been carried out using an inverse dephasing rate for both chromophores equal to γ deph = 0.025∆ ex and a harmonic mode that is itself damped to a Markovian environment with an inverse rate of γ mode = 0.005∆ ex . The effect of the mechanisms described above are clearly observable in these graphs as in both cases the observed beatings exhibit a considerable extended life time when compared to the signals in the absence of the modes (see fig. 6 for a comparison on the same electronic dimer decoupled from the vibrational mode).
CONCLUSIONS
We have discussed the intricate interplay between electronic and vibrational degrees of freedom in the dynamics of molecular aggregates [11] and demonstrated how these results can play a crucial role in the dynamics of molecular aggregates and in particular in explaining the coherence properties of light harvesting complexes. Our results link recently proposed microscopic, non-equilibrium mechanisms in the electronic-vibrational coupling to support long-lived coherence in photosynthetic systems [8] with recent experimental observations of oscillatory behaviour using 2D photon echo techniques and clarify its relationship to recently proposed independent analysis [9] . This analysis strongly suggests that the long-lived oscillations, and thus coherence, is vibrationally assisted but electronically facilitated, with the remarkable overall result of allowing for coherent oscillatory behaviour to be detectable on physiologically relevant time scales and at ambient temperature.
