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Notations
R (R) ensemble des nombres réels (privé de 0)
Z (Z) ensemble des entiers relatifs (privé de 0)
N (N) ensemble des entiers naturels (privé de 0)
Fp corps fini à p éléments
α, β, a, b,... nombres réels, entiers relatifs ou naturels représentés par des
caractères minuscules des alphabets latin et grec
a, v vecteurs représentés par des caractères minuscules gras de
l’alphabet latin
Q, R matrices représentées par des caractères majuscules gras de
l’alphabet latin
vx, yv ensemble des entiers de l’intervalle rx, yr, i. e. rx, yrXZ
Z{mZ pour m P Z, anneau quotient des classes de congruence mo-
dulo m, classes aussi dénommées résidus
pZ{mZq groupe des unités de Z{mZ
|x|y P Z{yZ pour px, yq P ZZ, résidu de x modulo yx1y pour px, yq P ZZ avec |x|y P pZ{yZq, résidu de l’inverse
de x modulo y
x^ y pour px, yq P Z2, pgcd px, yq qui par convention est positif
Mulβpu, vq multiplication d’un entier composé de u digits par un second
de v digits en base β
Addβpu, vq addition d’un entier composé de u digits par un second de v
digits en base β
xi
EMulβ multiplication « élémentaire » de deux entiers d’un digit en
base β, soit une Mulβp1, 1q
EAddβ addition « élémentaire » de deux entiers d’un digit en base β,
soit une Addβp1, 1q
MMElβ « multiplication modulaire élémentaire » de deux entiers d’un
digit en base β modulo un entier d’un digit
AMElβ « addition modulaire élémentaire » de deux entiers d’un digit
en base β modulo un entier d’un digit
ETElβ étape de calcul élémentaire suivant un schéma a Ð
pa  b cq mod m ou a Ð pa  bq  c mod m, où les données
a, b, c et m s’écrivent sur un digit en base β
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Introduction
À l’ère du tout numérique, la cryptographie participe de la stabilité d’un
paradigme complexe dans lequel nos sociétés modernes s’avancent chaque
jour un peu plus. Si cet art de l’« écriture cachée » remonte à l’antiquité, son
développement s’est accéléré avec l’évolution rapide des techniques de com-
munication au cours du 20ième siècle et les nouvelles problématiques soulevées
par un monde complètement connecté. Dans la période moderne, l’essor de la
cryptographie a d’abord et avant tout été le fait des milieux militaires, avant
de connaître une démocratisation certaine avec l’explosion d’Internet.
Une formalisation des principes de la cryptographie intervient en fait dès
le 19ième siècle. Kerckhoffs (1883) établit dans « La cryptographie militaire » 6
principes fondamentaux visant à amoindrir la faillibilité d’un système de chif-
frement. Parmi ceux-ci, les second et troisième incarnent notablement l’esprit
de la cryptographie moderne.
« 2o Il faut [que le système de chiffrement] n’exige pas le secret, et qu’il puisse sans
inconvénient tomber entre les mains de l’ennemi ;
3o La clef doit pouvoir en être communiquée et retenue sans le secours de notes
écrites, et être changée ou modifiée au gré des correspondants ; »
La sécurité du système ne doit dépendre que d’une « clef » facile à commu-
niquer et à retenir, et ne doit en aucun cas être liée à la méthode de chiffrement.
À partir de là, la cryptographie moderne se scinde en deux branches princi-
pales : la cryptographie symétrique et la cryptographie asymétrique.
La cryptographie symétrique est fondée sur la connaissance mutuelle par
les parties concernées d’une même clef secrète. Les algorithmes de chiffrement
symétrique les plus connus sont notamment ceux standardisés par le National
Institute of Standards and Technology, anciens ou encore en vigueur, comme le
Data Encryption Standard DES (FIPS 1999) remplacé en 2001 par l’Advanced
Encryption Standard AES (FIPS 2001). Les principes généraux de fonctionne-
ment des cryptosystèmes symétriques reposent sur des permutations, substi-
tutions, combinaisons linéaires de blocs de données. L’information contenue
dans la clef secrète est injectée au cours du schéma de chiffrement.
Contrairement à la cryptographie symétrique, la cryptographie asymétrique
ne suppose aucun échange secret préalable. Pour mettre en œuvre ce principe,
il s’agit d’utiliser des fonctions à trappe à sens unique. Par définition, pour une
telle fonction le calcul des images est facile, mais le calcul des antécédents est
particulièrement ardu lorsque la trappe est inconnue. Diffie et Hellman (1976)
proposent une solution pratique à la problématique d’échange de clef, basée
sur la fonction à trappe d’exponentiation modulaire dans un groupe multipli-
catif. Pour qu’Alice et Bob puissent s’échanger une clef secrète, ils s’accordent
dans un premier temps sur des paramètres G, un groupe multiplicatif, et un
élément g P G de ce groupe. Le principe du protocole est alors résumé dans la
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Table 1, où la clef secrète partagée par Alice et Bob est gab. La sécurité de cette
technique repose sur la difficulté du problème du logarithme discret : à ga, gb
et g donnés, il est difficile de retrouver gab en temps raisonnable.
Alice canal Bob
choisit a PN choisit b PN
calcule ga calcule gb
envoie ga Ñ récupère ga
calcule pgaqb  gab
récupère gb Ð envoie gb
calcule pgbqa  gab
Table 1 – Procotole d’échange de clefs de Diffie-Hellman.
Rivest, Shamir, et Adleman proposent en 1978 un type de cryptosystème
révolutionnaire, dénommé RSA, et donnent véritablement naissance à la cryp-
tographie asymétrique. Dans ce nouveau paradigme, les parties impliquées ne
partagent pas la même clef secrète. Chacune dispose d’une paire de clefs, l’une
secrète et l’autre publique. Si Alice souhaite par exemple envoyer un message
privé à Bob, il lui suffit de le chiffrer via la clef publique de Bob, celui-ci pou-
vant retrouver le message initial en utilisant sa propre clef secrète. L’intérêt
est évident. Il n’y a plus besoin de la connaissance mutuelle préalable d’une
information secrète pour pouvoir échanger de manière chiffrée. En pratique,
les cryptosystèmes asymétriques ont l’inconvénient d’être beaucoup plus lents
que les systèmes de chiffrement symétriques. Ainsi, la cryptographie asymé-
trique sert généralement à l’échange sécurisé d’une clef secrète symétrique, ou
à établir des procédures d’authentification.
L’Algorithme 1 détaille le principe historique du RSA. Une paire de clefs
asymétrique est la donnée d’un doublet public d’entiers pn, eq, où n est le pro-
duit de deux grands nombres premiers p et q, et e un entier premier avec
pp  1qpq  1q, et d’un entier secret d vérifiant d  e  1 mod pp  1qpq  1q.
Cette propriété implique que, pour tout entier m, mde mod n  m mod n. Pour
que Bob récupère le message en clair m depuis le chiffré c à l’étape 6, il lui suffit
alors de calculer cd mod n  mde mod n  m mod n. Or, si m est correctement
choisi dans r0, n 1s, alors m mod n  m.
La sécurité de ces systèmes asymétriques repose sur des problèmes cal-
culatoires difficiles à résoudre en temps raisonnable. Par exemple, la sécu-
rité de RSA est conjecturée reposer sur la difficulté à factoriser le produit de
deux grands nombres premiers. Le problème du logarithme discret (Odlyzko
1985) déjà cité précédemment nourrit une autre classe importante de pro-
blèmes utilisés pour construire aussi bien des schémas de chiffrement (Elga-
mal 1985), que des schémas de signature comme DSA (Digital Signature Algo-
rithm) (FIPS 2013). Les structures mathématiques sous-jacentes sont également
variées. Outre l’arithmétique modulaire sur les entiers, les courbes elliptiques
sont par exemple aussi largement utilisées (Koblitz 1987, Miller 1986), et sujets
à standardisation (ECDSA Elliptic Curve Digital Signature Algorithm (FIPS
2013), ECDH Elliptic Curve Diffie-Hellman (SP 2007)).
Une nouvelle étape dans le monde de la cryptographie asymétrique a été
marquée par un résultat de Shor (1994), lequel montrant que l’avènement de
l’informatique quantique verra l’obsolescence des fonctions à trappe à sens
unique construites sur les problèmes de factorisation et de recherche de lo-
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Algorithme 1 : Procédures de chiffrement/déchiffrement RSA
Données :
• Données publiques : la clef publique de Bob constituée de deux entiers
sBob  pn, eq.
• Donnée privée : d la clef secrète de Bob.
Entrées : m le message qu’Alice souhaite envoyer à Bob, m est un entier
dans v0, n 1w.
1 début
2 Alice récupère sBob ;
3 Alice calcule c Ð me mod n ;
4 Alice envoie c à Bob ;
5 Bob récupère c ;
6 Bob calcule m Ð cd mod n.
garithme discret. Ce constat met en lumière d’autres approches pouvant ré-
pondre à cette nouvelle problématique, comme l’est la cryptographie basée
sur les réseaux euclidiens (Ajtai 1996, Goldreich et al. 1997, Hoffstein et al.
1998). Outre le fait de constituer un candidat de choix pour une cryptogra-
phie post-quantique, l’attrait de ces systèmes est due à des problèmes calcula-
toires possédant des propriétés intéressantes de réduction aux pires cas, ainsi
qu’à des propriétés d’homomorphie (Gentry 2009) rendant possible l’exécu-
tion d’opérations arithmétiques directement sur des données chiffrées. Cette
dernière particularité se révèle d’autant plus précieuse à l’heure où le « cloud
computing » est en plein essor.
L’évolution grandissante et ininterrompue des applications, outils et inter-
actions numériques fait évoluer constamment les contraintes de sécurisation.
La cryptographie asymétrique doit ainsi se développer et tendre vers des ob-
jectifs d’optimisation des primitives cryptographiques, afin d’accroître les per-
formances en termes de temps d’exécution, de surface matérielle, ou encore
de consommation d’énergie. La carte à puce avec son format largement stan-
dardisé est un exemple typique de matériel autonome utilisé pour diverses
opérations sensibles (paiement, identification, authentification, etc) et devant
répondre à un cahier des charges spécifique (rapidité des protocoles, sécuri-
sation des données et échanges, paiement sans contact, etc). La nomadisation
des supports intégrant des fonctions cryptographiques donne une dimension
particulière à certaines contraintes de sécurité liées aux interactions physiques
avec le monde extérieur. Un matériel embarquant un cryptosystème se trou-
vant entre les mains d’un tiers peu fiable peut être le sujet d’attaques diverses
et variées, sans que la sécurité théorique dudit système ne soit en cause. Ces
attaques par canaux auxiliaires reposent sur de possibles failles dans l’implan-
tation matérielle et/ou logicielle. Les « canaux » susceptibles de laisser fuir
des informations observables et exploitables par l’adversaire sont multiples :
analyse du temps d’exécution (Kocher 1996, Brumley et Boneh 2003), des re-
levés de consommation d’énergie (Kocher et al. 1999; 2011, Coron 1999, Gou-
bin 2002), d’émissions électromagnétiques (Gandolfi et al. 2001, Agrawal et al.
2003). En outre, des attaques plus invasives peuvent être élaborées lorsqu’il
y a une capacité à provoquer l’apparition de fautes dans les données traitées
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(Barenghi et al. 2012). Selon les moyens techniques dont dispose l’adversaire,
des impulsions laser, de rayonnements électromagnétiques, des fluctuations de
l’alimentation en énergie, ou autres, peuvent être très efficaces pour casser cer-
taines implantations spécifiques de cryptosystèmes comme RSA (Boneh et al.
1997) ou ECDSA (Barenghi et al. 2011). La cryptographie ne peut donc pas
se cantonner aux aspects mathématiques et algorithmiques, mais doit aussi
embrasser des considérations beaucoup plus vastes en intégrant au mieux le
modèle du monde réel pour lequel elle est faite.
Objectif général
Cette thèse s’inscrit dans un axe de recherche général concernant l’amé-
lioration pratique des primitives cryptographiques asymétriques. Plus précisé-
ment, nous nous intéressons aux moyens permettant d’accélérer une primitive,
ou encore de la prémunir contre certains types d’attaques tels que décrits pré-
cédemment. Pour ce faire, la méthodologie choisie repose sur une approche
particulière mais source de nombreux résultats récents et significatifs. Il est
question d’aborder les problématiques d’optimisation vues plus avant par le
biais des systèmes de représentation des nombres et de l’arithmétique engen-
drée. Plus précisément, les systèmes de représentation des nombres par les
restes, appelés Residue Number Systems (RNS) en anglais, ont naturellement
attiré l’attention des personnes animées par les motivations sus-citées. Cela
tient au fait que les RNS offrent un paradigme singulier, dans lequel l’arith-
métique sur de grands entiers, dont se nourrit notablement la cryptographie
asymétrique, prend un autre visage. Ces entiers deviennent représentables par
un ensemble fini de petites valeurs indépendantes, sur lesquelles les opéra-
tions arithmétiques de base peuvent être réalisées directement, d’une manière
parallèle et sans nécessité aucune d’un quelconque mécanisme de propagation
de retenue. Ainsi, les spécificités même des RNS recoupent les considérations
ayant trait aux besoins d’accélération des calculs, ou encore de diminution des
besoins en consommation. Les résultats obtenus jusqu’à présent, dans ce do-
maine à la croisée de la cryptographie et de l’arithmétique des ordinateurs,
sont nombreux et variés (Kawamura et al. 2000, Bajard et al. 2001, Bajard et
Imbert 2004, Bajard et al. 2004, Guillermin 2010, Cheung et al. 2011, Bajard
et al. 2013a) et les recherches sur le sujet demeurent aujourd’hui encore très
actives (Bigou et Tisserand 2014, Bajard et Merkiche 2014).
L’objectif poursuivi dans cette thèse est d’identifier des points de conver-
gence possible entre des besoins relatifs aux problématiques intéressant la
cryptographie asymétrique et certaines propriétés apportées par les RNS,
puis d’étudier dans quelle mesure cela peut mener à des solutions efficaces.
Plan du mémoire
Le premier chapitre présente les systèmes de représentation par les restes
ainsi que les outils essentiels pour les propos du mémoire. Après l’introduction
des principales notations utilisées par la suite, une définition formelle des RNS
est donnée, comme conséquence du théorème des restes chinois. Les avantages
immédiats apportés par ces systèmes de représentation des nombres en terme
de complexité sur les opérations arithmétiques de base sont expliqués, puis le
mixed-radix system (MRS), système positionnel non standard naturellement
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associé aux RNS, est décrit. L’utilisation des RNS an arithmétique modulaire
s’appuie sur des opérations de conversion de base. Les techniques de conver-
sion les plus utilisées en pratique sont détaillées, ce qui permet alors d’in-
troduire le principe de la réduction modulaire en RNS, que ce soit pour une
arithmétique dans un corps fini premier ou non.
Le deuxième chapitre est dédié à une problématique essentielle en cryp-
tographie asymétrique, la détection de faute. Les RNS redondants fournissent
un moyen de détection d’erreur qui a été abondamment étudié au cours des
dernières décennies. Cependant, ces RNS redondants semblent difficilement
compatibles avec une arithmétique modulaire RNS, à cause de la structure
particulière de la réduction modulaire. Après les avoir introduits, l’objectif de
ce chapitre est d’étudier dans quelle mesure RNS redondants et arithmétique
dans les corps finis peuvent s’accommoder. Afin de mener une étude détaillée,
le cas des fautes simples (i.e. sur une seule unité RNS) et des corps finis pre-
miers sera privilégié dans un premier temps. Dans le but de raccrocher cette
étude théorique à un contexte d’implantation matérielle, le modèle de faute est
ensuite affiné pour s’adapter à des contraintes plus spécifiques, et des considé-
rations générales pour une intégration des RNS redondants à des architectures
classiques dédiées aux RNS sont données.
Le troisième chapitre est consacré à la généralisation des principes déve-
loppés dans le chapitre deux. La première étape consiste à élargir le modèle
de faute, en l’ouvrant désormais aux fautes multiples. Une seconde étape se
concentre sur l’adaptation des techniques précédentes au cas des extensions
de corps finis.
Enfin, dans un quatrième chapitre, les RNS sont exploités dans le domaine
de la cryptographie basée sur les réseaux euclidiens. La faisabilité d’une adap-
tation RNS de la procédure classique appelée round-off est étudiée en détail.
Dans un premier temps, deux approches différentes sont développées et com-
parées, afin de fournir un algorithme en représentation hybride RNS-MRS.
Dans un second temps, une technique d’accélération construite sur les caracté-
ristiques géométriques des bases de réseaux utilisées est présentée. Elle permet
de construire un algorithme réalisant le round-off entièrement en RNS.
Contributions ayant donné lieu à publication
RNS et détection de fautes en arithmétique modulaire (Bajard, Eynard, et
Gandino 2013b) Les résultats contenus dans le deuxième chapitre et concer-
nant la protection de la multiplication modulaire contre les fautes sur un résidu
ont donné lieu à la publication d’un article intitulé
« Fault Detection in RNS Montgomery Modular Multiplication »
dans les actes de la conférence 21st IEEE Symposium on Arithmetic Computer te-
nue du 7 au 10 avril 2013 à Austin, Texas, en collaboration avec Jean-Claude
Bajard, du Laboratoire d’Informatique de Paris 6, et Filippo Gandino, du dé-
partement « Department of Control and Computer Engineering » à Politecnico
di Torino (Italie).
RNS et cryptographie basée sur les réseaux (Bajard, Eynard, Merkiche, et
Plantard 2014; 2015) Les travaux ayant trait à l’application du RNS dans le
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domaine de la cryptographie basée sur les réseaux et présentés dans le qua-
trième chapitre ont été diffusés via deux articles, en collaboration avec Jean-
Claude Bajard, Nabil Merkiche, ingénieur de l’Armement à la Direction géné-
rale de l’Armement, département Maîtrise de l’Information (Rennes), et Tho-
mas Plantard, docteur au « Center for Computer and Information Security Re-
search » de l’Université de Wollongong (Australie).
Le premier (Bajard et al. 2014) concerne la création d’un algorithme résol-
vant le problème du plus proche vecteur en utilisant l’approche du round-off
de Babai et basé sur une représentation hybride RNS-MRS. L’article intitulé
« Babai round-off CVP method in RNS : Application to lattice based
cryptographic protocols »
a été publié dans les actes de la conférence 14th International Symposium on
Integrated Circuits, tenue du 10 au 12 décembre 2014 à Singapour.
Le second (Bajard et al. 2015) présente une technique d’accélération de
l’approche précédente permettant d’aboutir à un algorithme entièrement RNS.
L’article intitulé
« RNS Arithmetic Approach in Lattice-based Cryptography - Accelerating
the "Rounding-off" Core Procedure »
a été accepté pour publication à la conférence 22nd IEEE Symposium on Arith-
metic Computer qui aura lieu à Lyon du 22 au 24 juin 2015.
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Ce chapitre définit le cadre théorique mathématique et algorithmique des
systèmes de représentation par les restes. Dans une première section, les RNS
sont formellement définis. Afin de faire le lit des propos de ce mémoire quant
aux contributions qu’il apporte, nous exposons les aspects algorithmiques liés
aux opérations arithmétiques RNS, et notamment à la réduction modulaire,
opération essentielle pour créer une arithmétique sur des corps finis. Enfin,
nous dressons une revue rapide de l’état-de-l’art concernant l’utilisation des
RNS dans le contexte de corps finis non premiers.
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1.1 Les Systèmes de Représentation par les Restes
Cette section brosse un portrait des systèmes de représentation par les
restes. Nous détaillons les principaux aspects algorithmiques liés aux opéra-
tions arithmétiques tenant une place centrale dans le contexte des contributions
originales apportées dans ce mémoire.
1.1.1 Un système non positionnel de représentation des nombres
L’existence des systèmes de représentation des nombres par les restes est
une conséquence du théorème des restes chinois (TRC). Des prémisses de ce ré-
sultat remontant aux premiers siècles de notre ère ont trait à des considérations
portant sur une résolution heuristique de systèmes d’équations congruentielles.
De nombreuses études sur l’Histoire des Mathématiques montrent comment
ces considérations arithmétiques ont été particulièrement persistantes à travers
les siècles et les civilisations (Ing 2003, Kangsheng 1988, Lam et Ang 2004). L’un
des témoignages emblématiques se retrouve dans l’énoncé d’un problème issu
d’un traité mathématique chinois du troisième siècle de notre ère et intitulé
« Sun Zi Suanjing ». Une traduction anglaise est disponible dans (Ing 2003).
« Now there are an unknown number of things. If we count by threes,
there is a remainder 2 ; if we count by fives, there is a remainder 3 ; if we
count by sevens, there is a remainder 2. Find the number of things. »
En l’état actuel, ce théorème se décline en plusieurs versions à caractère
plus ou moins général. Il décrit des relations riches entre certains anneaux
quotients, qui vont notamment permettre de construire des systèmes de repré-
sentation des nombres particuliers, les Residue Number Systems (RNS). Ceux-
ci, apparus dans les années 50 (Garner 1959), n’ont eu de cesse de croître en
popularité, notamment au sein de la communauté centrée sur le traitement du
signal (Jenkins et Leon 1977, Soderstrand et al. 1986, Conway et Nelson 2004).
Cet intérêt est fondé sur la possibilité donnée par le RNS de passer du para-
digme arithmétique traditionnel de l’anneau des nombres entiers Z à un pa-
radigme différent, au sein duquel les entiers deviennent représentables par de
petites quantités indépendantes les unes des autres. Il devient même possible
de transposer simplement les opérations arithmétiques standards d’addition et
de multiplication directement sur ces petites unités. De ce fait, des opérations
comme les « sommes de produits », qui sont un schéma calculatoire récurrent
dans le traitement du signal notamment (transformée de Fourier rapide (FFT),
etc), peuvent être réalisées très efficacement (Tseng et al. 1979, Huang et Tay-
lor 1980, Taylor 1990). De plus, le RNS est un candidat compétitif concernant
les problématiques d’implantation matérielle à basse consommation d’énergie
(Freking et Parhi 1997, Stouraitis et Paliouras 2001), point essentiel pour réali-
ser des implantations sur matériel embarqué par exemple.
Nous allons introduire une formulation de ce théorème, qui apporte la pre-
mière pierre dans la construction des RNS. Comme il est question de relations
entre des anneaux quotients, il est important de fixer dès à présent les nota-
tions suivantes.
Définition 1.1 Soit M P Z un entier positif non nul. Un élément de l’anneau quotientZ{MZ est noté
|x|M, où x est un entier dont la classe dans Z{MZ est par définition |x|M. Autrement
dit, à un élément de Z{MZ noté |x|M est naturellement associé le représentant x. De
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plus, si CM  Z est un système complet de représentants des classes de Z{MZ, alors
σCM désigne la bijection canonique suivante :
σCM : Z{MZ Ñ CM
|x|M ÞÑ y P CM, y  x mod M
(1.1)
Le caractère très général de l’énoncé qui suit tient au fait de notre volonté
de faire la distinction entre une classe et un représentant. Cette démarche a
pour objectif de justifier le plus rapidement possible le fait de ne plus avoir à
distinguer une classe d’un représentant et vice-versa, sans que cela ne soulève
de problème d’interprétation lorsque nous définirons les RNS.
Théorème 1.1 (des restes chinois, TRC) Soit n entiers pm1, . . . , mnq P Zn, M  ppcm pm1, . . . , mnq,
et CM  Z un système complet de représentants des classes de Z{MZ. Alors l’appli-
cation ϕCM suivante est un morphisme d’anneaux injectif :
ϕCM : Z{MZ
σCMÑ CM
χCMÑ Z{m1Z . . .Z{mnZ
|x|M ÞÑ σCMpxq ÞÑ
σCMpxqm1 , . . . , σCMpxqmn	 (1.2)
De plus, ϕCM ne dépend pas du choix de CM. Enfin ϕCM est bijective si, seulement si,
n±
i1
mi  M.
Démonstration. Si C 1M est un autre système complet de représentants deZ{MZ,
alors χCM  σCM et χC1M  σC1M définissent bien la même application ϕ. En effet, sipx, a, bq P Z{MZ CM  C 1M avec a  σCM pxq et b  σC1M pxq, alors par définition
nous avons a b P MZ 
n
i1
miZ. Donc χCM paq  χC1M pbq, et par suite χCM 
σCM pxq  χC1M  σC1M pxq. ϕCM est ainsi bien définie indépendamment du choix
de CM ou C 1M. Nous pouvons ainsi dès maintenant la noter plus simplement
ϕ. Le choix des représentants restera donc, sauf indication contraire, implicite.
Par soucis de simplification toute notation du type |x|M pourra ainsi également
faire référence à un quelconque de ses représentants dans Z.
La preuve du fait que ϕ est un morphisme est, somme toute, aisée. L’élé-
ment clef est que MZ 
n
i1
miZ. Soit par exemple pa, bq P Z2. Alors nous
avons :
ϕ p|a|M   |b|Mq  ϕ p|a  b|Mq Ñ loi additive de Z{MZ


||a  b|M|m1 , . . . , ||a  b|M|mn
	


|a  b|m1 , . . . , |a  b|mn
	
Ñ car MZ 
n£
i1
miZ


|a|m1   |b|m1 , . . . , |a|mn   |b|mn
	
Ñ lois additives des Z{miZ


|a|m1 , . . . , |a|mn
	
 

|b|m1 , . . . , |b|mn
	
Ñ loi additive de
n¹
i1
Z{miZ
 ϕ p|a|Mq   ϕ p|b|Mq .
En procédant de manière similaire, nous obtenons ϕ p|a b|Mq  ϕ p|a|Mq 
ϕ p|b|Mq ainsi que ϕ p|1|Mq 

|1|m1 , . . . , |1|mn
	
. Ceci conclut la preuve du fait
que ϕ est un morphisme d’anneaux.
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La preuve de l’injectivité de ϕ est directe. En effet, pour tout a P Z, alors
ϕ p|a|Mq  0 ô

@i P v1, nw, |a|mi  0
	
ô a P
n
i1
mi  MZ. Par conséquent,
ker pϕq  t0u.
Si ϕ est surjective, et donc bijective, alors en particulier M 
n±
i1
mi. Sup-
posons maintenant à l’inverse que
n±
i1
mi  M. Alors le Lemme 1.1 qui suit
permet de conclure à la surjectivité.
Lemme 1.1 Soit n P Z, n ¥ 2, et B  tm1, . . . , mnu N un ensemble de n entiers.
1. ppcm pm1, . . . , mnq 
n±
i1
mi si, et seulement si, les entiers de B sont premiers
entre eux deux à deux.
2. Les entiers de B sont premiers entre eux deux à deux si, et seulement si, pour
tout px1, . . . , xnq P
n±
i1
Z{miZ, il existe x P Z tel que

|x|m1 , . . . , |x|mn
	

px1, . . . , xnq.
Démonstration. 1. Le principe de la preuve, que nous ne détaillons pas,
est une simple récurrence sur n en utilisant les résultats élémentaires
d’arithmétique suivants : pour tout triplet d’entiers pa, b, cq P Z3, |ab| 
pgcd pa, bq  ppcm pa, bq et ppcm pa, b, cq  ppcm pppcm pa, bq , cq.
2. Prouvons la suffisance. Montrons que pour tout pi, jq P v1, nw2 tel que i 
j, pgcd
 
mi, mj
  1. Par hypothèse, il existe x P Z vérifiant en particulier
|x|mi  |1|mi et |x|mj  |0|mj . Autrement dit, il existe
 
ki, k j
 P Z2 tel que
x  1  kimi et x  k jmj. Par conséquent, kimi  k jmj  1, ce qui, par le
théorème de Bachet-Bézout, implique que pgcd
 
mi, mj
  1.
Prouvons la nécessité. Les entiers m1, . . . , mn sont supposés premiers
entre eux deux à deux. En particulier, par l’assertion 1 du lemme, si M
désigne le ppcm pm1, . . . , mnq, alors M 
n±
i1
mi. Ainsi,
 Mmi mi P Z{miZ.
Son inverse est alors noté ξi, et ce pour tout i P v1, nw. Soit px1, . . . , xnq P
n±
i1
Z{miZ, et, pour tout i P v1, nw, xˆi P Z un représentant de xi. Alors
tout représentant x de la classe de congruence modulo M définie par n°
i1
xˆi  ξi  Mmi


M
vérifie |x|mi  xi pour tout i P v1, nw, ce qui termine
la preuve.
Remarque 1.1 En considérant que les entiers tm1, . . . , mnu sont premiers entre eux deux à deux, que
M 
n±
i1
mi, et que CM est de la forme a   v0, Mv, pour a un entier quelconque, la
preuve de l’assertion 2 du Lemme 1.1 montre comment construire un antécédent du
n-uplet px1, . . . , xnq P
n±
i1
Z{miZ par l’application χCM (1.2). En notant Mi  Mmi et
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M1i mi l’inverse de
 Mmi mi dans Z{miZ, alors nous avons :
χ1vk,k Mv ppx1, . . . , xnqq  a 

n¸
i1
σv0,miv

xi 
M1i mi


 Mi

mod M
ﬀ
.
(1.3)
Comme ϕ est injective, le Théorème 1.1 fournit donc un moyen de créer un
système de représentation univoque des éléments de tout ensemble de repré-
sentants des classes de congruence modulo M par des uplets de représentants
de ces mêmes éléments dans des anneaux congruentiels construits à partir des
facteurs de M. Comme souligné dans la preuve du théorème, le choix des re-
présentants CM ne joue pas sur la définition de ϕ. En pratique, il est courant de
travailler avec un intervalle va, a  Mv. L’intérêt est de couvrir un ensemble de
données sur lesquelles des opérations arithmétiques peuvent être effectuées, et
qui présente donc une certaine stabilité pour l’addition et la multiplication.
L’entier M n’est généralement pas une donnée initiale dans la construction
d’un RNS, mais seulement un paramètre : pour tout jeu de données E  Z, un
système de représentation RNS des éléments de E se construit avant tout par
le choix de l’ensemble des moduli mi.
Remarque 1.2 La discussion concernant le fait que le choix de l’ensemble CM ne modifie pas la défini-
tion de ϕ vaut également pour l’application inverse ϕ1 définie sur Impϕq.
Le Théorème fondamental 1.1 désormais posé, il est possible de définir
formellement les systèmes de représentation RNS.
Définition 1.2 Soit E  Z un ensemble fini d’entiers, et ME  maxt|x y| | px, yq P E2u son
diamètre. Un système de représentation RNS des éléments de E est la donnée d’un
ensemble de n P N entiers B  tm1, . . . , mnu, dénommés moduli, vérifiant M 
ppcm pm1, . . . , mnq ¥ ME , et de l’application de conversion ψE ,B consistant en la
composition d’applications suivante :
ψE ,B : E ρMÑ Z{MZ ϕBÑ Z{m1Z . . .Z{mnZ
x ÞÑ |x|m ÞÑ

|x|m1 , . . . , |x|mn
	
.
(1.4)
La taille de l’espace d’états du système est défini par MB 
n±
i1
mi, et l’intervalle
v0, Mv est dénommé intervalle dynamique.
L’ensemble B est appelé base RNS. Deux bases RNS B et B1 sont dites premières
entre elles, ou copremières, si, et seulement si, les entiers MB et MB1 sont premiers
entre eux. Tout anneau quotient Z{miZ pourra aussi être dénommé « canal » de B.
Exemple 1.1 Le problème énoncé dans « Sun Zi Suanjing » suggère l’utilisation du RNS formé
par la base B  t3, 5, 7u. L’intervalle dynamique du système est v0, 105v. Un tel sys-
tème permet de représenter de manière univoque tout ensemble d’entiers E de diamètre
maximal 105.
Par exemple, en choisissant basiquement E  v0, 105v, la représentation du nombre
23 est donnée par :
ψE ,B p23q  ϕB pρ105 p23qq  ϕB p|23|105q  p|23|3 , |23|5 , |23|7q  p|2|3 , |3|5 , |2|7q .
L’unique solution du problème de « Sun Zi Suanjing » dans l’ensemble E est donc 23.
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La construction de l’application ϕB de la Définition 1.2 se fait en pratique
par la bijection naturelle entre Z{MZ et CM  v0, Mv. Il est cependant tou-
jours possible de choisir CM tel que E  CM. L’application ρ est évidem-
ment injective puisque Card pEq   M. Ainsi, par le Théorème 1.1 des restes
chinois et la condition M ¥ ME , l’application ψE ,B  ϕB  ρM est injective,
et fournit la représentation univoque de tout élément de E par ses résidus
dans Z{m1Z . . . Z{mnZ. La conversion inverse est donc bien définie sur
ImψE ,B pEq, et E  ψ1E ,B
 
ImψE ,B pEq

. De plus, si les moduli sont choisis de ma-
nière à ce qu’ils soient premiers entre eux deux à deux, alors d’après le Théo-
rème 1.1 l’application ϕB est bijective, et la Formule 1.3 donne une construction
effective de ϕB . Dans la mesure où la non surjectivité de ϕB ne nous intéressera
pas pour définir un RNS, la convention suivante est établie pour la suite :
Convention 1.1 Les moduli d’une base RNS sont, sauf mention contraire, premiers entre eux deux à
deux.
Remarque 1.3 De la convention précédente il découle alors que tout sous-ensemble d’une base RNS
est une base RNS. Il en va de même pour la conjonction de deux bases copremières.
La condition de coprimalité des moduli n’est pas réellement limitante. L’in-
térêt des RNS repose en grande partie sur la flexibilité dans le choix des tailles
et formes des moduli sélectionnés. Il est peu utile d’augmenter l’espace d’états
du système en rajoutant à la base B des produits des facteurs de ces moduli.
Cela ne changerait pas l’intervalle dynamique v0, Mv. De plus, introduire une
redondance en procédant de cette manière revient simplement à utiliser une
répétition de certains résidus. Or il se trouve, comme il sera vu par la suite,
qu’il est beaucoup plus utile, dans le cadre de la création de systèmes RNS re-
dondants, de rajouter des moduli supplémentaires premiers à ceux de la base
initiale. Dans de tels systèmes, les résidus redondants ont l’avantage de conte-
nir une information partagée avec l’ensemble des résidus du système RNS
principal, ce qui se révèle pratique lorsqu’il s’agit par exemple de construire
des procédures de détection d’erreurs (cf. Chapitre 2).
Les moduli d’un RNS jouant des rôles identiques, un RNS est intrinsèque-
ment un système de représentation non positionnel. Les résidus n’ont pas de
relation d’interdépendance, et n’ont donc pas de poids particulier l’un envers
l’autre. De ce fait, l’opération de comparaison sur l’unique donnée de résidus
se révèle compliquée. Ceci explique que des opérations classiques comme la di-
vision sur les entiers et la réduction modulaire sont difficile à mettre en œuvre
dans ces systèmes, et peuvent nécessiter de passer par une représentation po-
sitionnelle alternative comme le Mixed Radix System (MRS, cf. 1.2.4), ou bien
d’utiliser des procédures spécifiques qui permettent de changer de base RNS.
1.1.2 Notations et termes spécifiques aux RNS
Afin de faciliter les discussions à venir, nous établissons une liste de nota-
tions et de termes fréquemment utilisés par la suite. Dans un premier temps,
la convention suivante est établie :
Convention 1.2 Pour tout doublet d’entiers pa, bq P Z, la notation |a|b désigne indifféremment le
représentant de a dans Z{bZ et l’entier σv0,bv p|a|bq  a mod b P v0, bv.
Pour la majeure partie des propos du mémoire, nous utiliserons fréquem-
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ment deux bases RNS copremières ayant respectivement n et ` moduli : B 
tm1, . . . , mnu et B1  tm11, . . . , m1`u. Les notations qui suivent concernent direc-
tement la base B mais valent également pour B1 et toute autre base RNS qui
pourra être introduite si besoin.
base RNS :
ù tout ensemble d’entiers premiers entre eux deux à deux
modulus (pluriel : moduli) :
ù tout élément d’une base RNS (e.g. m1 est un modulus de B)
bases copremières :
ù tout ensemble de bases RNS dont la conjonction est une base RNS
canal de B :
ù tout quotient Z{miZ où mi est un modulus de B
M, M1
ù M 
n±
i1
mi, M1 
±`
i1
m1i
intervalle dynamique de B :
ù v0, Mv
Mi, pour tout i P v1, nw :
ù
M
mi
ρM :
ù fonction donnant la classe d’un entier modulo M
ρM : Z Ñ Z{MZ
x ÞÑ |x|M
résidu xi, pour tout i P v1, nw et tout x P v0, Mv :
ù ρmipxq  |x|mi comme élément de Z{miZ ou entier de v0, miv (cf.
Convention 1.2)a1b, pour tout pa, bq P ZZ avec pgcdpa, bq  1 :
ù l’inverse de ρbpaq dans Z{bZ, ou plus simplement son représentant
dans v0, bv (cf. Convention 1.2)
xB , pour tout x P v0, Mv :
ù le vecteur px1, . . . , xnq des résidus de x dans B
ξx,i,B , pour tout i P v1, nw et tout x P v0, Mv :
ù
xi M1i mi
sumB pxBq, pour tout x P v0, Mv :
ù
n°
i1
ξx,i,BMi
κB pxBq, pour tout x P v0, Mv :
ù t
sumB pxBq
M
u
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ϕB :
ù l’isomorphisme
ϕB : Z{MZ Ñ Z{m1Z . . .Z{mnZ
|x|M ÞÑ xB 

|x|m1 , . . . , |x|mn
	
où Z{MZ est, sauf mention contraire, identifié à v0, Mv
ψE ,B :
ù fonction de conversion dans le RNS, défini par la base B, des élé-
ments d’un ensemble E
ψE ,B : E Ñ Z{m1Z . . .Z{mnZ
x ÞÑ xB 

|x|m1 , . . . , |x|mn
	
Il suit immédiatement des notations précédentes la réécriture de l’Équa-
tion (1.3) qui, pour une base RNS B, permet de reconstruire tout entier x P
v0, Mv depuis ses résidus xB :
@x P v0, Mv, x 
n¸
i1
xi M1i mi Mi mod M  sumB pxBq  κB pxBq  M. (1.5)
Précisément, l’Équation (1.5) donne la construction de l’application ψ1v0,Mv,B
de la Définition 1.2 d’un RNS avec E  v0, Mv. De plus, vu la Convention 1.2,
nous pouvons identifier ψv0,Mv,B et ϕB . Ainsi, nous obtenons la formule sui-
vante que nous utiliserons souvent par la suite, où xB sont les résidus d’un
élément x quelconque de l’intervalle dynamique de B :
ϕ1B pxBq  sumB pxBq  κB pxBq  M P v0, Mv. (1.6)
1.2 RNS et opérations arithmétiques élémentaires, éléments
de complexité
L’injectivité de l’application ψE ,B de la Définition 1.2 a été précédemment
exploitée pour construire un système de représentation non positionnel, dans
lequel un entier est représenté par ses restes modulaires. Un intérêt majeur de
ces systèmes réside dans le fait qu’il est possible de transférer l’exécution des
opérations arithmétiques standards d’addition, de soustraction, de multiplica-
tion, et sous certaines conditions de division, sur les éléments de l’ensemble
fini initial d’entiers E directement sur leurs résidus, et ceci sans aucun mé-
canisme de propagation de retenue entre les résidus. L’arithmétique de base
devient ainsi entièrement parallélisable sur les résidus.
1.2.1 Opérations élémentaires
La possibilité de transférer les opérations d’addition et de multiplication
depuis l’ensemble E de la Définition 1.2 vers les résidus est une conséquence
du fait que l’application ϕB du Théorème 1.1 des restes chinois est un mor-
phisme d’anneaux. Cette propriété est particulièrement intéressante lorsque E
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présente une certaine stabilité sous l’application de ces opérations. C’est le cas
par exemple dans un contexte cryptographique où les RNS sont utilisés pour
représenter les éléments d’un corps Z{pZ identifiés par leurs représentants de
l’intervalle E  v0, pv, où p est un grand nombre premier.
Un RNS B va permettre de représenter de manière univoque tout élément
de v0, pv dès que M ¥ p. Par suite, pour un tel RNS, si par exemple le doublet
pe1, e2q P v0, pv2 vérifie e3  e1  e2 P v0, pv pour une opération  P t ,,u,
alors
ψ1v0,pv,B
 tψv0,pv,B pe1q  ψv0,pv,B pe2qu  te3u.
Autrement dit, les résidus du résultat de l’opération  menée sur les résidus
de e1 et e2 sont effectivement ceux de e3. En effet, grâce au Théorème 1.1 des
restes chinois nous pouvons écrire :
ϕ1B
 tψv0,pv,B pe1q  ψv0,pv,B pe2qu  tϕ1B  ψv0,pv,B pe1q  ψv0,pv,B pe2qu
Ñ par bijectivité de ϕB
 tϕ1B  ψv0,pv,B pe1q  ϕ1B  ψv0,pv,B pe2qu
Ñ car ϕ1B est un morsphime
 tρM pe1q  ρM pe2qu.
Comme ρM est une simple réduction modulaire par M appliquée aux élé-
ments de v0, pv, il vient ρM pe1q  ρM pe2q  ρ pe1  e2q  ρ pe3q. Et l’injectivité
de ρM sur E permet d’obtenir le résultat attendu. Ainsi, si  P t ,,u et en
notant E  tpe1, e2q P v0, pv2| e1  e2 P v0, pvu le sous-ensemble de v0, pv2 stable
par , alors ψ1v0,pv,B

Imψv0,pv,B pEq
	
 E, ce qui signifie que la stabilité sous 
est bien conservée dans le RNS.
Lorsqu’une opération  est exécutée sur un doublet de résidus d’éléments
pe1, e2q de v0, pv2zE dans le RNS, cela peut avoir deux conséquences sur les
résidus donnés par ψv0,pv,B pe1q  ψv0,pv,B pe2q  eB . La première concerne le fait
où ψ1v0,pv,B pteBuq  ∅. Ce cas n’est pas surprenant puisque par définition du
doublet pe1, e2q, l’entier e3 n’appartient pas à v0, pv. C’est le cas où e3 est dans
vp, Mv. La seconde conséquence possible est celle où ψ1v0,pv,B pteBuq  ∅. Ce
cas de figure peut se présenter lorsqu’un phénomène dit de « dépassement de
capacité » apparaît.
Définition 1.3 Soit xB et yB les résidus de px, yq P v0, Mv2, et  une opération arithmétique. Alors
l’opération xB  yB provoque un dépassement de capacité si x  y R v0, Mv.
Reprenant les notations précédentes avec de plus p   M   2p et e1   e2 P
vM, 2pv par exemple, alors le dépassement de capacité est illustré par le fait
que :
ϕ1B peBq  |e1   e2|M  e1   e2  M.
Dans cet exemple, nous avons même e1  e2M   p. Ainsi, ψ1v0,pv,B pteBuq 
te1   e2 Mu  ∅. Mais en aucun cas les résidus eB du résultat n’ont de raison
d’être ceux de l’entier pe1   e2q mod p.
Il est important de souligner que l’apparition d’un dépassement de capa-
cité sur un résultat intermédiaire d’une suite d’opérations arithmétiques élé-
mentaires ne pose pas de problème de l’instant où le résultat final de cette
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suite d’opérations est censé appartenir à E (cf. l’Exemple 1.2 suivant). Ainsi,
l’associativité des opérations n’est pas remise en question par cette notion de
dépassement de capacité.
Exemple 1.2 Reprenant la base RNS B  t3, 5, 7u de l’Exemple 1.1, le calcul en RNS de la somme
de produits 12 6  13 5  9 8  11 4  253 donne :
ψv0,105v,B p12q  ψv0,105v,B p6q  p|0|3 , |2|5 , |5|7q  p|0|3 , |1|5 , |6|7q  p|0|3 , |2|5 , |2|7q
 ψv0,105v,B p13q  ψv0,105v,B p5q  p|1|3 , |3|5 , |6|7q  p|2|3 , |0|5 , |5|7q  p|2|3 , |0|5 , |2|7q
 ψv0,105v,B p9q  ψv0,105v,B p8q  p|0|3 , |4|5 , |2|7q  p|2|3 , |3|5 , |1|7q  p|0|3 , |2|5 , |2|7q
 ψv0,105v,B p11q  ψv0,105v,B p4q  p|2|3 , |1|5 , |4|7q  p|1|3 , |4|5 , |4|7q  p|2|3 , |4|5 , |2|7q
 p|1|3 , |3|5 , |1|7q .
Or, à cause du dépassement de capacité, ψ1v0,105v,B p|1|3 , |3|5 , |1|7q  43  253 2
105. Mais en divisant maintenant 253 par 11, il vient :
p|1|3 , |3|5 , |1|7q 
111
3
,
111
5
,
111
7
	
 p|1|3 , |3|5 , |1|7q  p|2|3 , |1|5 , |2|7q
 p|2|3 , |3|5 , |2|7q
 ψv0,105v,B p23q .
Ainsi, le calcul de la quantité 126 135 98 11411 dans la base RNS B donne le
résultat attendu, malgré le dépassement de capacité du numérateur.
Le cas de la division euclidienne classique sur les entiers reste délicat (Hitz
et Kaltofen 1995, Bajard et al. 1998; 2003). Cela tient à la difficulté d’effectuer
une comparaison. En ce qui concerne les divisions exactes, la situation est plus
simple. Il suffit de constater que si m P N est un modulus, et si le triplet
pa, b, cq P v0, mv3 vérifie a  b c, alors lorsque b premier avec m nous avons :a b1
m

m
 |c|m 
 a
b

m
.
Dans un RNS doté d’une base B  tm1, . . . , mnu, cette approche néces-
site un diviseur premier avec M. Si l’entier b n’est pas premier avec certains
moduli de B, la division reste possible sur les autres résidus. Si par exemple
c   Mi  Mmi
et b  mi, l’ensemble des résidus
a m1i mj

mj
pour j  i définit
complètement c dans la sous-base Bztmiu. Retrouver le reste de c modulo mi
à partir de ces n 1 résidus est possible en utilisant une procédure dite d’ex-
tension de base. Ces procédures sont coûteuses. Elles peuvent également être
exploitées pour définir une opération de réduction modulaire. Il devient alors
possible d’exécuter des opérations de type division euclidienne via la formule
a  t a
b
u b  pa mod bq, où t ab u  apa mod bqb est cette fois une division exacte
réalisable directement sur les résidus.
1.2.2 Influence du RNS sur les bornes de complexité
Les RNS définissent un cadre arithmétique efficace. Les opérations arithmé-
tiques peuvent être effectuées sur les résidus de manière totalement parallèle,
c’est-à-dire sans propagation de retenue. La complexité des opérations devient
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alors seulement contingente de la taille des moduli choisis. Celle-ci est asymp-
totiquement équivalente à log pME q, où ME n’est autre que la taille de l’en-
semble des données que l’on souhaite représenter en RNS (cf. Définition 1.2).
En effet, si B est la base RNS telle que M est la primorielle pn#, c’est-à-dire le
produit des n premiers nombres premiers
n±
i1
pi, alors Erdös (1934) a montré en
particulier que M   4pn . Plus précisément, un résultat concernant la première
fonction de Chebyshev définie par θ pxq 
pipxq°
i1
log ppiq, où pi pxq est le nombre
de nombres premiers inférieurs ou égaux à x, permet d’obtenir l’estimation
suivante (Rosser et Schoenfeld 1962) :θ ppnqpn  1
 P Θ 12pn log ppnq


.
Comme log pMq  θ ppnq, il en découle que log pMq nÑ 8 pn. Le choix des
moduli étant seulement limité par la contrainte de conserver une entropie
suffisante, il en résulte que si la complexité des opérations d’addition et de
multiplication dans E est de O p f plog ME qq opérations binaires, alors en utili-
sant l’équivalence asymptotique classique pi ppnq nÑ 8
pn
lnppnq le RNS permet
d’abaisser cette borne de complexité à O

logpME q
log logpME q  f plog log pME qq
	
. De
plus, le facteur logpME qlog logpME q peut être « court-circuité » par la parallélisation des
calculs sur les résidus.
Lors de l’analyse de complexité d’algorithmes basés sur le RNS, il est pra-
tique et usuel d’exprimer celles-ci en terme de nombre d’additions et/ou de
multiplications de mots ou digits RNS dont la taille β  2r majore celle des
moduli de la base RNS utilisée. r s’avère être en pratique un paramètre déter-
minant dans le choix d’une base, dépendant de facteurs extérieurs comme par
exemple la taille du mot machine, ou du registre d’un multiplieur de FPGA. De
telles opérations de base sont notées EAddβ et EMulβ (ou simplement EAdd et
EMul si aucune ambiguïté n’est possible) pour addition élémentaire et multi-
plication élémentaire. Les notations Mulβ pa, bq et Addβ pa, bq, qui représentent
respectivement une multiplication et une addition entre deux entiers possédant
respectivement a β-mots et b β-mots, pourront aussi être utilisées. Par exemple,
si β est la taille d’un mot/digit RNS, une EMul n’est autre que Mulβ p1, 1q. La
notation simplifiée Addβ (resp. Mulβ) désignera Addβ p1, 1q (resp. Mulβ p1, 1q).
Comme les opérations élémentaires EAdd et EMul correspondent aux ad-
ditions et multiplications sur des entiers représentants des résidus dans les
anneaux quotients Z{miZ, les opérations modulaires modulo les mi sont éga-
lement considérées comme « atomiques » dans les analyses de complexité. Les
notations EMul et MMEl, pour addition/multiplication modulaire élémentaire,
seront donc aussi utilisées. Le coût réel de ces opérations de base peut être maî-
trisé par le biais d’un choix de moduli particuliers pour lesquels la réduction
modulaire est aisée.
1.2.3 Sur le choix des moduli
Utiliser des ensembles de moduli pour lesquels la réduction modulaire
est particulièrement peu coûteuse est un point central car cela participe de
l’efficacité du RNS utilisé. Les nombres de Mersenne par exemple, de la forme
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2r  1, sont un véritable cas d’école. Dans ce cas, une réduction modulaire
se réduit à de simples décalages et additions. Néanmoins, étant donné que
deux tels nombres 2r1  1 et 2r2  1 sont premiers entre eux si, et seulement
si, r1 et r2 le sont aussi, le recours à cette classe de nombre pour créer des
bases RNS devient rapidement limitant. C’est le cas par exemple lorsqu’il s’agit
d’avoir des moduli de taille égale pour une implantation matérielle optimisée
et flexible. Des classes plus spécifiques de moduli de la forme t2r  1, 2r, 2r  
1u (Gallaher et al. 1997), t2r 1  1, 2r, 2r  1u (Mohan 2007), t2r  3, 2r  1, 2ru
(Mohan 2008, Sheu et al. 2004), t2r  tu (Matutino et al. 2012) ou bien t2r 
2ti  1u (Bajard et al. 2009), ont été intensivement étudiées dans une optique
d’optimisation pour l’implantation matérielle.
Algorithme 2 : Réduction modulaire efficace pour un modulus pseudo
Mersenne
Données : Un modulus m  2r  c, r PN, c P v0,?mv, et un entier
a P v0, 22rv.
Résultat : |a|m P v0, mv.
1 début
2 pa1, a2q Ð pa ¡¡ r, a and p2r  1qq
/* a  a1  2r   a2, a1, a2   2r */
3 b Ð a1  c
4 pb1, b2q Ð pb ¡¡ r, b and p2r  1qq
/* b  b1  2r   b2 ; b1   c, b2   2r */
5 d Ð b1  c
/* d   c2   m */
6 r Ð pa2   b2   dq mod m
/* r   2r 1  m  3m  c */
Plus généralement, l’utilisation de nombres dits pseudo Mersenne, i.e. de
la forme m  2r  c où c   ?m, offre une plus grande latitude de choix tout
en garantissant une bonne efficacité. Ceux-ci possèdent en effet l’avantage de
rendre possible une réduction modulaire (Algorithme 2) en seulement une
multiplication Mul2r
 
1, 12

entre deux opérandes de taille r et r2 (étape 3), une
seconde Mul2r
  1
2 ,
1
2

(étape 5), deux additions Add2r (étape 6), et la réduction
d’un entier   3m  c (étape 6), ainsi que de simples décalages et and bit-à-bit
(étapes 1 et 4). Dans un tel cas, nous avons donc :
1 MMElβ  74 EMulβ   2 EAddβ. (1.7)
Il est aussi possible d’élargir encore la gamme de moduli utilisables en intro-
duisant d’autres techniques de réduction modulaire efficaces.
Dans le cas de moduli qui ne sont pas pseudo Mersenne, des réductions
modulaires efficaces, comme celles de Barrett (1986) ou de Montgomery (1985),
peuvent être utilisées. Ceci permet d’augmenter la classe de moduli de taille
donnée sans restriction. Par exemple, Bajard et Merkiche (2014) proposent une
implantation d’un algorithme de réduction modulaire RNS où les réductions
élémentaires se basent sur la réduction de Montgomery (rappelée en 1.3.2).
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1.2.4 Un système positionnel associé, le Mixed Radix System (MRS)
À toute base RNS ordonnée B  tm1, . . . , mnu est associé un système de
représentation positionnel non standard de l’ensemble des nombres de l’in-
tervalle dynamique dénommé Mixed Radix System (Szabo et Tanaka 1967).
Un nombre x P v0, Mv, de résidus xB dans B, est représenté par n coefficients
px˜1, . . . , x˜nq P Z{m1ZZ{mnZ dans une base dite MRS, constituée des élé-
ments t1, m1, . . . ,
n1±
i1
miu. Ces coefficients MRS permettent alors de retrouver x
de la manière suivante :
x  x˜1   x˜2 m1   . . .  x˜n m1 . . . mn1 
n¸
i1
x˜i
i1¹
j1
mj. (1.8)
La construction des coefficients MRS se déduit des résidus par une ap-
proche de type interpolation de Newton, ou différences divisées. Cette construc-
tion est séquentielle et se base sur l’Équation (1.8). Si nous notons m˜i,j m1i mj , alors les coefficients sont les suivants :$'''''&'''''%
x˜1 x1
x˜2  |px2  x˜1q m˜1,2|m2
...
x˜n  |p. . . pxn  x˜1q m˜1,n  . . . x˜n1q m˜n1,n|mn .
(1.9)
Ainsi l’égalité (1.8) est bien vérifiée. En effet, comme 0 ¤ x˜i ¤ mi  1, il vient
d’une part que cette somme de produits est bien un élément de l’intervalle
dynamique :
0 ¤
n¸
i1
x˜i
i1¹
j1
mj ¤
n¸
i1
 i¹
j1
mj 
i1¹
j1
mj
 n¹
j1
mj  1  M 1.
D’autre part, l’Équation (1.8) étant vérifiée modulo mi pour tout i P v1, nw, la
bijectivité du RNS permet alors de conclure à l’égalité.
Sous réserve de pouvoir précalculer et mémoriser les npn1q2 inverses m˜i,j, le
calcul des coefficients MRS nécessite donc npn1q2 MMEl et AMEl. La construc-
tion (1.9) autorise un certain degré de parallélisation (Gbolagade et Cotofana
2009). Lorsqu’un coefficient x˜i est calculé, il peut être propagé sur les n  i
résidus suivants. Ainsi, le calcul total peut s’effectuer en n  1 étapes paral-
lèles (cf. Algorithme 3). Une autre approche permet de diminuer le nombre
de précalculs à mémoriser à n 1 valeurs. En notant m˜i 
i1±j1
m1j mi

mi
et en
factorisant le membre de droite de la i-ième ligne du système d’Équations (1.9)
par m˜i, alors nous obtenons :
x˜i  |pxi  x˜1 m1 px˜2 m2 px˜3  . . .q . . .qq m˜i|mi (1.10)
La complexité demeure identique puisque npn1q2 MMEl et autant de AMEl
sont nécessaires. Néanmoins, la parallélisation de ces opérations est perdue
puisque le calcul du coefficient x˜i requiert d’accéder successivement à x˜i1, . . . , x˜1.
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La reconstruction de x dans une représentation positionnelle standard peut
se faire en utilisant un schéma classique de type Hörner :
x  x˜1  m1 px˜2  m2 px˜3   . . .q . . .q . (1.11)
Un tel calcul nécessite n 1 MMEl et AMEl.
Le principal avantage de ce système par rapport au RNS est son caractère
positionnel. Si x et y sont des éléments de l’intervalle dynamique v0, Mv et sont
représentés par leurs coefficients MRS px˜1, . . . , x˜nq et py˜1, . . . , y˜nq, alors x   y
si, et seulement si, il existe i P v1, nw pour lequel x˜i   y˜i et x˜j ¤ y˜j pour tout
j P vi  1, nw. Pour montrer cela il suffit de constater que pour tout i P v1, nw,
pm1  1q  m1 pm2  1q   . . . m1 . . . mi1 pmi  1q  m1 . . . mi  1.
Comme y x 
n°
t1
py˜t  x˜tq
t1±
u1
mu et
i1°
t1
py˜t  x˜tq
t1±
u1
mu
   i1±
t1
mt, la compa-
raison s’effectue successivement sur les coefficients, du n-ième au premier.
Remarque 1.4 Pour effectuer une comparaison de deux nombres RNS, le calcul de leurs coefficients
MRS suffit. De plus, la procédure de conversion entre les deux représentations ne fait
intervenir que des opérations sur des nombres de la taille des résidus.
Algorithme 3 : MRScoeff pB, px1, . . . , xnqBq
Données : B  tm1, . . . , mnu une base RNS, px1, . . . , xnqB les résidus dans
B d’un nombre x P v0, Mv. Précalculs : m˜i,j 
m1i mj pour
tout i P v1, n 1w et tout j P vi  1, nw.
Résultat : px˜1, . . . , x˜nq P Z{m1Z . . .Z{mnZ les coefficients MRS de x
dans la base MRS t1, m1, . . . , m1 . . . mn1u.
1 début
2 px˜1, . . . , x˜nq Ð px1, . . . , xnq
3 pour i Ð 2 à n faire
4 pour j Ð i à n faire
/* en parallèle sur les n i  1 derniers
résidus */
5 x˜j Ð
 x˜j  x˜i1 m˜i1,jmj
Exemple 1.3 Le contexte est toujours celui de l’Exemple 1.1. Le calcul des coefficients MRS de
ψ p23q  p|2|3 , |3|5 , |2|7q est le suivant :$'''&'''%
x˜1  2
x˜2 
p3 2q  31
5
 2
x˜3 
p2 2q  31  2	 51
7
 1.
Ainsi,
x˜1  m1 x˜2  m1m2 x˜3  2  3 2  3 5 1  23.
Pour illustrer la comparaison en MRS, considérons par exemple le nombre dont
les coefficients MRS sont p1, 3, 1q. Alors il est strictement supérieur à 23. En effet, ce
nombre n’est autre que 1  3 3  1 3 5  25.
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1.3 Conversions de bases et réduction modulaire RNS
1.3.1 Extensions/Conversions de base
Les discussions précédentes ont en particulier permis de souligner le fait
que certaines opérations comme la division ou la réduction modulaire sont
difficiles à mettre en œuvre dans le cadre du RNS. Pour résoudre ce problème,
il est nécessaire de disposer de procédures efficaces de conversion entre RNS
et représentation alternative, ou entre deux RNS.
Dans cette section, deux bases RNS B  tm1, . . . , mnu et B1  tm11, . . . , m1`u
sont considérées. Étant donné un entier x et ses résidus xB dans B, une conver-
sion de base est une procédure qui permet de calculer les résidus de |x|M dans
la base B1. Le terme extension s’explique par le fait qu’au final seront obtenus
les résidus de |x|M dans la base étendue B Y B1. L’efficacité d’une procédure
de conversion de base RNS se mesure notamment par le fait qu’elle ne recourt
pas à un retour transitoire à la représentation binaire de grands entiers de la
taille de M. Ceci briserait l’indépendance des résidus qui caractérise le RNS à
cause de la réapparition de retenues.
Définition 1.4 Une procédure de conversion/extension de base entre deux bases RNS B et B1 est une
procédure prenant en entrée un ensemble de résidus xB dans la base B, représentant
un entier x de l’intervalle dynamique de B, et rendant en sortie les résidus xB1 de x
dans la base B1. Une telle procédure est notée Bex pB,B1, xBq.
De toute procédure de conversion de base peut se déduire une conversion de la
représentation RNS vers la représentation positionnelle binaire standard. Dans ce cas,
la procédure qui en découle sera notée Bex pB, xBq.
Ces deux procédures vérifient par définition :
Bex
 B,B1, xB  ϕB1 pBex pB, xBqq
Remarque 1.5 Certaines conversions de base que nous allons voir par la suite peuvent ne pas donner
une réduction complète, et plus précisément être telles que Bex pB, xBq  x   kM,
avec un entier k P Z. Par conséquent, suivant la procédure de conversion utilisée, si
x P v0, Mv, il sera possible d’avoir Bex pB, xBq  x   kM  x  ϕ1B pxBq et donc
Bex pB,B1, xBq  ϕB1 px  kMq  ϕB1 pxq.
A contrario, si la conversion Bex pB,B1, .q est toujours complètement réduite, alors
elle s’identifie à ϕB1  ϕ1B .
Basées sur le MRS
Une première technique consiste à utiliser un système MRS associé à la
base B (Szabo et Tanaka 1967). Comme détaillé précédemment, le calcul des
coefficients MRS de x s’effectue directement dans la base B. Une fois ceux-ci
obtenus, le calcul des résidus de x dans la base B1 se réalise en parallèle en
utilisant la Formule (1.11) de reconstruction de x à partir de ses coefficients
MRS, ou bien, s’il est possible de précalculer les produits partiels
 i±j1 mj

m1t
pour tout pi, tq P v1, nw  v1, `w, simplement par :
|x|m1t 

n¸
i1
xi 

i¹
j1
mj

m1t

m1t
.
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Si le coût reste le même, cette formule permet de diminuer le nombre d’étapes
d’une conversion dans un contexte de parallélisation totale entre B et B1. En
effet, dès qu’un coefficient x˜i est obtenu, il peut être propagé directement sur
chaque résidu dans la nouvelle base B1, ce qui permet une conversion complète
en n étapes de calculs sur la base étendue B Y B1.
Une autre manière de voir cette conversion entre B  tm1, . . . , mnu et B1 
tm11, . . . , m1`u, une fois les coefficients MRS de x calculés, consiste en le produit
matrice-vecteur suivant :
x11
x12
...
x1`


1 |m1|m11 . . . |m1 . . . mn1|m11
1 |m1|m12 . . . |m1 . . . mn1|m12
...
...
. . .
...
1 |m1|m1` . . . |m1 . . . mn1|m1`


x˜1
x˜2
...
x˜n
mod

m11
m12
...
m1`

Algorithme 4 : Bexmrs pB,B1, px1, . . . , xnqBq
Données : B  tm1, . . . , mnu et B1  tm11, . . . , m1`u deux bases RNS, xB les
résidus dans B d’un nombre x P v0, Mv.
Résultat : xB1 les résidus dans B1 de x.
1 début
2 px˜1, . . . , x˜nq Ð MRScoeff pB, px1, . . . , xnqBq
/* cf. Algo. 3 */
3
 
x11, . . . , x
1
`
Ð px˜n, . . . , x˜nq
4 pour i Ð 1 à ` faire
/* en parallèle dans la base B1 */
5 pour j Ð n 1 à 1 faire
6 x1i Ð
x1imj   x˜jm1i
La complexité de la procédure de conversion de base nommée Bexmrs et
donnée par l’Algorithme 4 est donc :
C  Bexmrs  B,B1, .  n pn 1q2 pMMElB   AMElBq  ` pn 1q pMMElB1   AMElB1q .
(1.12)
En termes de multiplications pour des bases ayant des moduli de même taille
β, la complexité se résume donc par :
pn  2`q pn 1q
2
MMElβ. (1.13)
Il est entendu que cette borne de complexité vaut pour tout choix de bases
B et B1. Des améliorations peuvent êtres apportées pour améliorer cette com-
plexité en choisissant précautionneusement B et B1 de manière à ce que les
moduli des deux bases et les inverses |mi|1m1j soient creux, par exemple de la
forme 2r  2t  1, limitant ainsi le coût de certaines multiplications à quelques
additions (Bajard et al. 2009).
En considérant la Remarque 1.5, il est utile de préciser pour la suite que
cette conversion a l’avantage de toujours faire intervenir une réduction com-
plète modulo M. Ainsi,
Bexmrs
 B,B1, .  ϕB1  ϕ1B . (1.14)
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Basées sur le TRC
Ces procédures de conversion découlent de la preuve constructive concer-
nant la surjectivité de l’application ϕB du Théorème 1.1 des restes chinois,
et qui est à l’origine de l’Équation (1.6), rappelée ici, pour un entier x dans
v0, Mv :
x  ϕ1B pxBq  sumB pxBq  κB pxBq  M P v0, Mv, (1.15)
où sumB pxBq 
n°
i1
ξx,i,BMi, ξx,i,B 
xi M1i mi et κB pxBq  tsumB pxBqM u 
t
n°
i1
ξx,i,B
mi
u.
Remarque 1.6 Comme 0 ¤ ξx,i,B   mi pour tout i et tout x P v0, Mv, alors 0 ¤ sumB pxBq   nM.
Par conséquent, κB pxBq P v0, n 1w.
Tout l’enjeu pour définir une procédure de conversion de base efficace ba-
sée sur l’Équation (1.15) réside dans le fait de pouvoir calculer le coefficient
κB pxBq sans devoir passer par le calcul du grand entier sumB pxBq suivi de
sa réduction modulo M. Pour ce faire, deux approches se démarquent parti-
culièrement dans l’état de l’art. La première propose de retrouver κB pxBq en
rajoutant de la redondance à la base B. La seconde utilise une approximation
de la fraction sumBpxBqM .
Méthode de Shenoy et Kumaresan Shenoy et Kumaresan (1989) proposent
une procédure pour retrouver la valeur κB pxBq en utilisant l’Équation (1.15).
L’idée est la suivante. Si un modulus supplémentaire msk est adjoint à la base B
et est tel que M est inversible modulo msk, et si le résidu de x modulo msk peut
être obtenu avant la conversion, alors il est possible d’inverser l’Équation (1.15)
dans Z{mskZ, ce qui permet de calculer |κB pxBq|msk :
|κB pxBq|msk 
psumB pxBq  xskqM1
msk
. (1.16)
Mais d’après la Remarque 1.6, κB pxBq P v0, n 1w. Par conséquent, si msk
est choisi premier à M et tel que msk ¥ n, alors |κB pxBq|msk  κB pxBq.
Fondamentalement, il s’agit d’augmenter l’entropie de la base de départ
par l’ajout d’une redondance msk ¥ n. La quantité sumB pxBq appartient alors
à l’intervalle dynamique de la base étendue BYtmsku. Puis il reste simplement
à calculer la division exacte suivante dans Z{mskZ (ce qui est possible puisque
xsk  x mod msk est alors connu) :
κB pxBq  sumB pxBq  xM .
L’Algorithme 5 met en œuvre la conversion de base résultant de cette ap-
proche. La complexité de cette procédure est :
C  Bexsk  B Y tmsku,B1, ., . n MMElB   ` pn  1q MMElB1   n` AMElB1
  pn  1q MMEltmsku   n AMEltmsku
(1.17)
Ainsi, en considérant que les moduli de B et B1 ont une taille identique β,
et comme il suffit que msk soit de l’ordre de n, alors la complexité en termes de
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Algorithme 5 : Bexsk pB Y tmsku,B1, pxB , xskqq
Données : B Y tmsku  tm1, . . . , mnu Y tmsku et B1  tm11, . . . , m1`u deux
bases RNS, avec msk ¥ n, pxB , xskq les résidus dans B Y tmsku
d’un nombre x P v0, Mv. Précalculs possibles : ai,j  |Mi|m1j ,
ai,sk  |Mi|msk pour tout pi, jq P v1, nw  v1, `w, |M|m pour tout
m P B1,
M1i mi pour tout i P v1, nw, et M1msk .
Résultat : xB1 , les résidus dans B1 de x.
1 début
2

ξx,1,B
ξx,2,B
...
ξx,n,B
Ð
x1 |M1|
1
m1
...
xn |Mn|1mn
mod
m1...
mn

/* en // dans B */
3

κ
x11
...
x1`
Ð

a1,sk . . . an,sk
a1,1 . . . an,1
...
a1,` . . . an,`


ξx,1,B
ξx,2,B
...
ξx,n,B
mod

msk
m11
...
m1`

/* en // dans tmsku Y B1 */
4 κ Ð
pκ xskq M1msk msk
5
x
1
1
...
x1`
Ð
x
1
1
...
x1`
 κ
|M|m11...
|M|m1`
mod
m
1
1
...
m1`

/* en // dans B1 */
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nombre de multiplications est :
pn`  n  `qMMElβ   pn  1qMMEllog2pnq. (1.18)
Lorsque le résidu xsk est bien une information purement redondante des
résidus xB , c’est-à-dire si les résidus pxB , xskq sont ceux d’un entier x dans
v0, Mv, alors cette conversion est complètement réduite. Dans le cas contraire,
si l’entier x défini par pxB , xskq appartient à vM, msk Mv, le principe de cette
conversion ne tient plus. Le résultat obtenu est alors de la forme
Bexsk pB Y tmsku, pxB , xskqq  sumB pxBq  kM
où k  psumB pxBq  xskqM1msk est un entier dans v0, mskv. Et sumB pxBq 
kM ne peut alors être égal à |x|M. Autrement dit, dans ce cas il existe un entier
non nul a P vκB pxBq , msk  1 κB pxBqwzt0u tel que
Bexsk pB Y tmsku, pxB , xskqq  ϕ1B pxBq   aM  ϕ1B pxBq .
Cette affirmation vient du fait que, sous l’hypothèse de coprimalité de M
et msk, pour tout entier x P v0, msk Mv, alors x   M si, et seulement si, |x|M mod
msk  xsk. La preuve de la nécessité est évidente. Pour montrer la suffisance,
supposons que |x|M mod msk  xsk et x ¥ M. Alors les résidus pxB , xskq ont
deux antécédents distincts par l’application ϕ1BYtmsku, à savoir x et |x|M, ce qui
est impossible puisque B Y tmsku est une base RNS.
Méthode de Kawamura et al. Posch et Posch (2000) et Kawamura et al. (2000)
prennent le parti de calculer une approximation du terme sumBpxBqM pour retrou-
ver κB pxBq. En explicitant le numérateur sous sa forme de somme de produits,
la formulation suivante est obtenue :
κB pxBq  t
n¸
i1
ξx,i,B
mi
u. (1.19)
Si chaque modulus de la base B est de la forme mi  2r  ci, et si seuls
les h bits de poids fort des ξx,i,B sont conservés (pour un certain h P v0, rv) via
l’utilisation de la fonction suivante :
trunch pξx,i,Bq  pξx,i,B ¡¡ pr hqq 
ξx,i,B  |ξx,i,B|2rh
2rh
,
alors l’approximation suivante est utilisée :
κ˜B pxBq  t
n¸
i1
trunch pξx,i,Bq
2h
u  t
n¸
i1
evalh pξx,i,Bqu. (1.20)
Ce calcul ne consiste qu’en une somme d’entiers de h bits, et la valeur estimée
de κB pxBq est la somme des retenues sortantes consécutives.
La fonction evalh pξx,i,Bq  trunchpξx,i,Bq2h sous-estime la valeur exacte de
ξx,i,B
mi
.
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En effet, étant donné que ξx,i,B  2rh trunch pξx,i,Bq   |ξx,i,B|2rh alors,
0 ¤ ξx,i,B
mi
 evalh pξx,i,Bq 
ξx,i,B
mi
 ξx,i,B  |ξx,i,B|2rh
2r
 ciξx,i,B  mi |ξx,i,B|2rh
2rmi
¤ ciξx,i,B
2rmi
  2
rh  1
2r
¤ ci
2r
  2
rh  1
2r
 ci
2rmi
.
(1.21)
∆kw désigne un réel majorant l’erreur totale maximale pouvant être com-
mise sur le calcul de la somme, c’est-à-dire par exemple n fois le majorant
obtenu à l’Équation (1.21). Ceci permet alors d’écrire :
t
n¸
i1
ξx,i,B
mi
 ∆kwu ¤ κ˜B pxBq  t
n¸
i1
evalh pξx,i,Bqu ¤ t
n¸
i1
ξx,i,B
mi
u. (1.22)
Si l’approximation est assez précise pour que ∆kw P r0, 1r, il découle des
Inégalités (1.22) que κ˜B pxBq P tκB pxBq  1, κB pxBqu.
En supposant que les moduli mi vérifient 2r mi ¤ 2c, alors un majorant
de l’erreur totale est donné par :
∆kw ¤ n

1
2rc
  1
2h


(1.23)
ce qui permet d’extraire des conditions sur la taille r des moduli, le nombre
d’éléments n de la base RNS B et sur le coefficient h de la fonction d’approxi-
mation evalh pour pouvoir disposer d’une conversion avec réduction presque
complète modulo M. Autrement dit, la conversion qui découle de cette ap-
proche, notée Bexkw,h et explicitée par l’Algorithme 6, permet d’obtenir
Bexkw,h pB, xBq P tx, x  Mu.
Exemple 1.4 Par exemple, Kawamura et al. exhibent un choix de paramètres pour utiliser une base
RNS sur plus de 1024 bits. n et r doivent vérifier nr ¡ 1024. Avec n  33 moduli de
r  32 bits, alors en choisissant des moduli pseudo Mersenne vérifiant donc 232m  
216  2c, le majorant de l’Équation (1.23) donne ∆kw ¤ 33

1
216   12h
	
. De ce fait,
pour garantir ∆kw   1, il suffit que h vérifie h ¥ 7 ¡ log2

66216
21666
	
.
Kawamura et al. expliquent également qu’il est possible d’obtenir une conver-
sion avec réduction complète lorsque l’entier x est assez petit (dans un sens
précisé juste après). Dans ce cas, il est possible de garantir l’obtention de
κ˜B pxBq  κB pxBq, moyennant une possible correction de l’erreur ∆kw. En écri-
vant κB pxBq 
n°
i1
ξx,i,B
mi
 xM et si αkw est un réel choisi dans l’intervalle r∆kw, 1r
et destiné à corriger l’erreur des approximations, alors nous pouvons écrire :
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$''''&''''%
n¸
i1
evalh pξx,i,Bq   αkw ¥
n¸
i1
ξx,i,B
mi
 ∆kw   αkw  κB pxBq  
x
M
 ∆kw   αkw,
n¸
i1
evalh pξx,i,Bq   αkw ¤ αB pxBq  
x
M
  αkw  κB pxBq  
αkw M  x
M
.
(1.24)
Du système d’Inéquations (1.24), il vient que pour tout x P v0, p1 αkwqMv,
κ˜B pxBq  κB pxBq. De cette constatation, il est possible de construire une
conversion de base avec réduction complète pour au moins une partie de l’in-
tervalle dynamique de B, à savoir v0, p1 αkwqMv.
Algorithme 6 : Bexkw,h pB,B1, xB , option=αkwq
Données : B  tm1, . . . , mnu et B1  tm11, . . . , m1`u deux bases RNS de
moduli   2r, h ¤ r, xB les résidus dans B d’un nombre
x P v0, Mv. Précalculs possibles : ai,j  |Mi|m1j pour tout
pi, jq P v1, nw  v1, `w, |M|m pour tout m P B1.
Résultat : xB1 , les résidus dans B1 de x si αkw P r∆kw, 1r et
x P v0, p1 αkwqMv, ou de x  δM avec δ P t0, 1u si αkw  0.
1 début
2 pour i Ð 1 à n faire
/* en // dans B */
3 ξx,i,B Ð
xi |Mi|1mi mi
4
 
x11, . . . , x
1
`
Ð p0, . . . , 0q
5 regacc Ð pαkw    hq
6 pour i Ð 1 à n faire
7 κ Ð 0
8 regacc Ð regacc   pξx,i,B ¡¡ pr hqq
/* pξx,i,B ¡¡ pr hqq  trunch pξx,i,Bq */
9 κ Ð  regacc ¡¡ h
/* regacc   2h 1 */
10 si κ  1 alors
11 regacc Ð
 
regacc and
 
2h  1
/* regacc and
 
2h  1  regacc mod 2h */
12 pour j Ð 1 à ` faire
/* en // dans B1 */
13 x1j Ð
x1j   ξx,i,B  ai,j  κ |M|m1j m1j
Remarque 1.7 Le calcul de κ˜B pxBq mis en œuvre dans l’Algorithme 6 via l’utilisation de la variable
d’accumulation regacc ne requiert que des additions d’entiers sur h bits, ainsi que des
opérations très simples de décalage et de and bit à bit.
L’Algorithme 6 se décline ainsi en deux versions, pour lesquelles il sera
toujours supposé que l’entier h peut être choisi de manière à ce que ∆kw P r0, 1r.
La première, notée Bexkw, n’utilise pas de terme de correction αkw. Dans ce cas,
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la conversion de l’entier x dans la base B1 peut donner |x|M1 ou |x  M|M1 . La
seconde, notée Bexkwc, suppose l’adjonction du terme correcteur αkw et sera
généralement utilisée sur une donnée x satisfaisant x   p1 αkwqM. De ce fait,
la conversion sera complètement réduite :
@x P v0, p1 αkwqMv, Bexkwc pB, xB , αkwq  ϕ1B pxBq  x.
Remarque 1.8 Au vu de la première ligne du système d’Inéquations (1.24) avec αkw  0, il est clair
que Bexkw pB,B1, xq  |x  M|M1 seulement si x   ∆kw M. Ainsi, comme souligné
par Kawamura et al.,
@x P v0, Mv, Bexkw pB, xBq P tx, x  Mu et Bexkw pB, xBq P v0, p1  ∆kwqMv.
Remarque 1.9 Lorsque la conversion corrigée Bexkwc est utilisée sur un entier x quelconque de l’in-
tervalle dynamique v0, Mv, alors Bexkwc pB, xB , αkwq  x  δM avec δ P t1, 0u. De
plus, δ  1 seulement si x P vp1 αkwqM, Mv.
À opposer à l’inconvénient de la possible imprécision sur le résultat obtenu,
cet algorithme a le double avantage d’être plus facilement parallélisable qu’une
conversion Bexmrs et de ne pas nécessiter l’adjonction d’un modulus redondant
contrairement à Bexsk. Ce second avantage est parfois essentiel puisqu’il n’est
pas toujours possible d’obtenir le résidu redondant xsk de x. C’est notamment
ce qui se passe dans l’algorithme de réduction modulaire RNS détaillé dans la
partie suivante 2.2.
Une architecture, dite Cox-Rower, a été proposée dans Kawamura et al.
(2000), Nozaki et al. (2001). L’unité Cox est un additionneur-accumulateur réa-
lisant le calcul de κ˜B pxBq en procédant de manière similaire au calcul mené
dans l’Algorithme 6. Les Rowers quant à eux mettent en œuvre les calculs dans
les canaux Z{mZ des bases RNS. Des implantations matérielles sur FPGA fon-
dées sur ce type d’architecture ont été réalisées, et démontrent la viabilité du
RNS pour implanter efficacement des primitives cryptographiques (Guillermin
2010; 2011, Duquesne et Guillermin 2011, Yao et al. 2013).
La complexité de ces deux conversions reste similaire à celle d’une conver-
sion de type Bexsk, l’approche utilisée étant également basée sur l’Équation (1.5).
Le coût total est le suivant :
C  Bexkw,h  B,B1, ., . n MMElB   n Addh  `n MMElB1   ` p2n 2q AMElB1 .
(1.25)
D’où, pour des tailles de moduli identiques β pour les deux bases, un coût
en termes de multiplications modulaires élémentaires donné par :
` pn  1qMMElβ. (1.26)
Conversion accélérée Dans certaines situations, la conversion peut être al-
légée du calcul du coefficient κB pxBq afin d’accélérer les calculs (Bajard et al.
2001). Ceci a pour conséquence l’obtention d’un résultat compris dans v0, nMv.
En effet, la conversion devient simplement le calcul des résidus de sumB pxBq
dans la base de destination. Le résultat obtenu est donc :
Bexcrt pB, xBq  x  δM, δ P v0, n 1w. (1.27)
Cette procédure, notée Bexcrt, est similaire à Bexsk et son coût est :
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C  Bexcrt  B,B1, ., . n MMElB   n` MMElB1   ` pn 1q AMElB1 . (1.28)
Cette technique est par exemple mise en œuvre par Bajard et Imbert (2004)
pour l’exponentiation modulaire RNS dans le cadre d’un RSA-RNS.
Remarque 1.10 Les conversions de base décrites précédemment sont parallélisables sur les canaux de
la base RNS de destination B1. De ce fait, si l’ajout d’un canal dans B1 modifie le coût
global de la conversion, cela ne change pas le nombre d’étapes parallèles nécessaires.
En revanche, ce n’est plus le cas si la base B est augmentée d’un canal supplémentaire.
Un tel ajout accroît nécessairement le nombre d’étapes de calcul parallèles.
Architecture Cox-Rower
Figure 1.1 – Unité Cox. Figure 1.2 – Unité Rower = canal RNS.
Figure 1.3 – Principe d’une architecture dite Cox-Rower.
Comme souligné précédemment, Kawamura et al. (2000) proposent une ar-
chitecture dédiée au RNS (Fig. 1.3). Les Rowers (Fig. 1.2) permettent les calculs
dans les canaux Z{mZ. Plus précisément, ils sont spécialisés pour effectuer
efficacement des calculs du type a Ð |a  b c|m, opérations typiquement ef-
fectuées lors d’une conversion de base basée sur le TRC. Le Cox (Fig. 1.1) est
l’unité réalisant le calcul de
n°
i1
evalh pξx,i,Bq (1.20), ce qui permet d’extraire la
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valeur κ˜B pxBq et de l’envoyer à l’ensemble des Rowers. Il s’agit d’un simple
additionneur-accumulateur sur h bits. La somme des retenues successives sor-
tantes correspond à la valeur κ˜B pxBq. Lors d’une conversion de base, les entiers
ξi,x,B sont transférés d’un Rower aux autres par un bus. Nozaki et al. (2001) mo-
difient la précédente architecture en dotant chaque Rower de son propre Cox,
et en privilégiant une interconnexion en anneau. Plus généralement, ce type
d’architecture parallèle est au centre des recherches actuelles portant sur le
RNS appliqué à la cryptographie asymétrique (Guillermin 2012, Bigou 2014),
que ce soit pour du RSA (Ciet et al. 2003) ou encore de la cryptographie sur
courbes elliptiques (Guillermin 2010) ou des couplages (Cheung et al. 2011).
1.3.2 Réduction modulaire en RNS
Disposer d’une réduction modulaire efficace est essentiel lorsqu’il s’agit de
travailler dans des corps finis. L’état-de-l’art du calcul modulaire en RNS est
basé sur une adaptation du principe de la réduction modulaire de Montgo-
mery (1985).
Rappel sur le réduction modulaire de Montgomery
Algorithme 7 : Réduction modulaire de Montgomery, version digitale
Données : Une taille de mot β, quatre entiers x, t, p, u exprimés en base
β tels que pgcd pβ, pq  1, 0 ¤ p   βn, 0 ¤ x   pβt, et un
entier précalculable u  |p|1β P v0, βv.
Résultat : s  xβ1p, s P v0, 2pv.
1 début
2 s Ð x
3 pour i Ð 0 à t 1 faire
4 q Ð u s0 mod β
/* s0 est le digit de poids faible de s en base
β, i. e. s mod β */
5 ps Ð s  p qq
6 s ¡¡β 1
/* décalage d’un digit vers la droite : division
par β */
Le principe de l’Algorithme 7 est de réduire l’entier x modulo p sans uti-
liser d’opération coûteuse de division, mais uniquement des additions, multi-
plications et décalages.
L’idée fondamentale est de rajouter à x une valeur z telle que x   z reste
congruente à x modulo p, tout en étant multiple de β. Selon la taille de z, en
divisant x  z par β, ce qui n’est qu’un simple décalage des digits, alors il est
possible d’obtenir un résultat s  x zβ suffisamment proche de p. Pour que
x   z vérifie ces conditions, il est naturel de choisir z  xp1
β
 p. Ainsi,
x   z   2pβ, et donc s   2p. Il est possible de mener la réduction à terme
en exécutant une comparaison finale entre s et p. Néanmoins, lorsqu’il s’agit
d’enchaîner les calculs dans Z{pZ, la réduction partielle dans v0, 2pv garantit
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la limitation de la croissance des résultats intermédiaires, ce qui est suffisant
pour notre propos. Il est alors toujours possible d’effectuer cette comparaison
uniquement sur le résultat final d’une exponentiation modulaire par exemple.
s n’est pas exactement le résultat souhaité puisque s  xβ1 mod p. Lorsque
cet algorithme de réduction est utilisé pour effectuer de nombreux calculs dans
Z{pZ, une solution est de travailler sur une représentation différente des don-
nées en utilisant la représentation de Montgomery. Elle s’obtient en appliquant
initialement à tout calcul l’automorphisme de Z{pZ de multiplication par |β|p.
Si px, yq P Z{pZ2, alors leurs représentants sont par définition |xβ|p et |yβ|p.
Notamment, il vient directement que cette représentation est stable par addi-
tion : |xβ|p   |yβ|p  |px  yq β|p. Un intérêt réel est que cette représentation est
aussi stable par multiplication dans Z{pZ, dès lors que la réduction de Mont-
gomery est utilisée. En effet, en réduisant |xβ|p  |yβ|p   p2   pβ, le résultat
produit n’est autre que
xyβ2  |β|1p p  |xyβ|p. La condition d’appliquer cet
automorphisme préalablement aux calculs devient peu contraignante lorsqu’il
s’agit d’effectuer des exponentiations modulaires, opération centrale dans bon
nombre de cryptosystèmes.
Détaillons rapidement le coût de l’Algorithme 7. Il est clair que l’étape 4 est
une multiplication entre deux entiers constitués d’un seul digit, soit une EMul.
De même, l’étape suivante est constituée d’une multiplication entre l’entier p
sur n digits, et q qui n’est qu’un mot simple, soit une Mulβ pn, 1q  n EMul
et n 1 EAdd, ce qui donne alors un résultat sur n  1 digits. Suit alors une
addition entre a, entier de t  n mots, et un entier de n  1 digits, soit une ma-
joration par t  n EAdd en tenant compte des propagations de retenue. Ainsi,
le coût d’une réduction modulaire d’un entier x   pβt par p   βn est majoré
par :
CRedMontDigpt, nq  t pn  1q EMulβ   t pt  2n 1q EAddβ. (1.29)
Il peut s’avérer avantageux, lors de calculs successifs dans un anneauZ{pZ,
de ne pas effectuer une réduction modulo p systématiquement. S’il s’agit par
exemple de calculer une somme
k°
i1
aibi mod p, où p   βn et ai, bi   p pour
tout i, alors en appliquant une seule réduction finale sur la somme ce cal-
cul nécessite au plus pk   1qn2  

1  rlogβ pkqs
	
pn  1q EMul. En comparai-
son, l’utilisation de k réductions successives amène à un coût total majoré par
kn2   kn pn  1q  2kn2   kn EMul. Ce genre de schéma de calculs consistant
en des sommes de produits privilégie donc une approche dite de « réduction
fainéante ». Les sommes de produits apparaissant couramment dans les cryp-
tosystèmes à base de courbes elliptiques et de couplages notamment, ce genre
de schéma de réduction fainéante se révèle d’autant plus intéressant pour le
cas du RNS puisque la complexité temporelle des produits aibi est alors li-
néaire en le nombre de β-digits des facteurs ai et bi (à cause de l’indépendance
des multiplications menées dans les canaux RNS). Ce fait a été exploité pour
optimiser les implantations RNS de telles fonctions cryptographiques (Bajard
et al. 2006a, Duquesne et Guillermin 2011, Cheung et al. 2011, Bajard et al.
2013a).
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Multiplication modulaire RNS
La plupart des systèmes cryptographiques modernes recourent très lar-
gement à l’utilisation de calculs dans de grands corps finis Fp. Pour rendre
le RNS compétitif dans le contexte de la cryptographie asymétrique, dispo-
ser d’un algorithme de multiplication modulaire efficace est crucial. Les al-
gorithmes les plus efficaces (Bajard et al. 2001) reposent sur une adaptation
de l’Algorithme 7 de réduction de Montgomery, où, pour réduire x modulo
p, il s’agit foncièrement de calculer la division exacte
x |xp1|
β
p
β . Travaillant
dans une base RNS B, la première idée clef est de substituer la valeur β par
M. De ce fait, le calcul de q  xp1M se fait aisément sur les résidus de x
et u  p1M dans B. Cependant, un problème se pose à l’étape suivante
puisque le calcul de la somme x  qp dans B cause la perte de toute l’informa-
tion contenue dans les résidus de q. Et la division par M est bien sûr impossible
à exécuter directement dans B. Le second point clef est donc d’utiliser une base
RNS auxiliaire B1, première avec B, au sein de laquelle il est possible de me-
ner les calculs à terme. Les procédures de conversion de base sont utilisées
pour calculer les résidus de q dans cette base annexe. Le schéma général de la
procédure qui en découle est détaillé dans l’Algorithme 8, et est illustré par la
Figure 1.4.
Algorithme 8 : RedModRNS pB,B1, x, pq :
Données : Deux bases copremières B et B1, un entier x représenté par
ses résidus dans les deux bases, un modulus p représenté par
ses résidus précalculés dans la base auxiliaire B1, et deux
procédures de conversion de base notées Bex1 et Bex2 ; les
résidus précalculés de l’entier
p1M dans B, et de M1M1
dans B1 ; toutes ces données vérifient les hypothèses de la
Table 1.1.
Résultat : Les résidus dans B Y B1 de s  xM1p.
1 début
2 qB Ð
x p1MM /* en // dans B */
3 pqB1 Ð Bex1 pB,B1, qBq /* 1ère conversion de q vers B1 */
4 tB1 Ð |x  pq p|M1 /* en // dans B1 */
5 sB1 Ð
tM1M1 /* en // dans B1 */
6 sB Ð Bex2 pB1,B, sB1q /* 2nde conversion de s vers B */
Remarque 1.11 La valeur pq  Bex1 pB, qBq peut être non complètement réduite modulo M, et donc
être de la forme q   δM avec δ P N suivant la conversion utilisée. Si la conversion
est complètement réduite, alors pq  q. Dans tous les cas, lorsque les tailles de M et
M1 sont convenablement choisies, alors il est toujours possible d’avoir s  x pqpM 
x qp
M   δp   p2  δq p   M1. De plus, le résultat s vérifie bien s  xM1 mod p. La
seconde conversion Bex2 pB1,B, sB1q doit être complètement réduite afin d’obtenir les
résidus du même entier s à la fois dans la base B et dans la base B1.
Remarque 1.12 Les conditions sur les bases B et B1 imposées par Hkw dans la Table 1.1 garantissent
que sB1 est converti de manière exacte par Bexkwc. En effet, vu la Remarque 1.8, pq
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Hypothèses Hmrs Hkw Hsk
Bex1 Bexmrs Bexkw Bexcrt
Bex2 Bexmrs Bexkwc Bexsk
redondance   msk ¥ `  1
coprimalités M^ M1p  1 M^ M1p  1 M^msk M1p  1, msk ^ M1  1
taille x   σp2, σ ¥ 4   σp2, σ ¥ 4   pn  1q2 p2
taille B M ¡ σp M ¡ σpp1∆kwq M ¡ pn  1q
2 p
taille B1 M1 ¡ 2p M1 ¡ 2pp1αkwq M1 ¡ pn  1q p
taille s   2p   2p   pn  1q p
Table 1.1 – Hypothèses pour l’Algorithme 8.
vérifie pq   p1  ∆kwqM, et il vient alors :
s  x  pqp
M
  σp
2   p1  ∆kwqMp
M
  p1 ∆kwqMp  p1  ∆kwqMp
M
 2p
  p1 αkwqM1.
De la même manière que pour l’Algorithme 7, la réduction modulaire réa-
lisée par l’Algorithme 8 ne met pas en œuvre le test final sur la valeur s pour
sa réduction complète dans v0, pv. Un tel test ne s’avère pas forcément utile
tant que les calculs n’ont pas été menés à leur terme. La taille de la base RNS
principale intervenant dans la réduction modulaire peut être calibrée de ma-
nière à ce qu’aucun dépassement de capacité ne soit possible si l’entrée de
l’algorithme est le résultat d’une multiplication entre deux entiers ayant été
réduit par l’algorithme de Montgomery par exemple. Ceci explique la condi-
tion σ ¥ 4 dans la Table 1.1. Ceci permet par la même occasion de dériver un
algorithme d’exponentiation modulaire de l’Algorithme 8.
Une comparaison entre s et p nécessiterait de passer par un système de
représentation positionnel comme le MRS. Si Bex2 est une conversion de type
Bexmrs, la comparaison devient bien sûr facilement réalisable à cause du carac-
tère positionnel du MRS. Dans le cas contraire, une approche du même type
que celles suggérées par Walter (1999), Hachez et Quisquater (2000), Gueron
(2002) est possible. À savoir, si M ¡ 4p, alors en appliquant une réduction
sur une sortie précédente s de l’Algorithme 8 et vérifiant donc s   2p, nous
avons s pqM   p  12 . Par conséquent, il ne reste plus qu’à vérifier une éventuelle
égalité avec p, ce qui se réalise directement sur les résidus vu l’injectivité du
RNS.
Remarque 1.13 Comme la valeur q calculée dans la base M est un produit modulaire modulo M, il est
inutile d’adjoindre un modulus redondant msk à la base B. En effet, le résidu qsk de q
ne peut a priori être obtenu facilement. En revanche, cela devient possible pour s dans
la base B1, sous l’hypothèse d’avoir accès aux résidus xsk et psk parmi les entrées de
l’algorithme. Comme s est le résultat de la division exacte de t  x  pqp par M, alors
ssk s’obtient facilement par
tM1msk . Étant donné que la taille de B1 vérifie s   M1,
ssk est effectivement une information redondante des résidus sB1 . Par conséquent, il est
possible d’utiliser Bexsk pour la seconde conversion.
Le coût d’une réduction modulaire RNS est dépendant de celui des conver-
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Figure 1.4 – Illustration de l’Algorithme 8 de réduction modulaire RNS.
sions de base utilisées, à savoir :
C  Bex1  B,B1, .  C  Bex2  B,B1, .  n MMElB   2` MMElB1   ` AMElB1 .
(1.30)
De nombreuses optimisations sont possibles dans le cas de l’exponentiation
modulaire pour réduire le nombre total de multiplications nécessaires en en
intégrant une partie dans les valeurs précalculées (Gandino et al. 2011; 2012).
Par exemple, le calcul des coefficients ξq,i,B lorsque la première conversion de
base Bex1 est de type Bexcrt ou Bexkw peut être court-circuité en utilisant les
résidus précalculés ui 
ppMiq1
mi
. Si au final le coût reste tout de même
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quadratique en le nombre de digits de p, l’avantage de la réduction modulaire
RNS est sa flexibilité puisqu’elle s’applique à tout type de modulus p.
Suivant le choix des procédures de conversion de base, les conditions im-
posées sur les tailles des bases B et B1 peuvent varier et ont en particulier
pour but de garantir que la taille de l’entrée puisse être celle du produit de
deux valeurs réduites, afin de permettre la réalisation efficace d’une multi-
plication modulaire. La Table 1.1 résume trois principaux ensembles d’hypo-
thèses associées à l’Algorithme 8 correspondant à trois choix possibles pour le
couple (Bex1, Bex2) qui sont (Bexmrs, Bexmrs), (Bexcrt, Bexsk) (Bajard et al. 2001),
et (Bexkw, Bexkwc) (Kawamura et al. 2000).
La flexibilité de la condition sur la taille de l’entrée x via le coefficient σ
et sa répercussion sur la taille minimale de M dans Hmrs, Hsk et Hkw est due
à Guillermin (2010). Si les produits étaient systématiquement réduits modulo
2p, σ  4 suffirait. En effet, le produit de deux valeurs préalablement réduites
est, de fait, plus petit que 4p2. Néanmoins, il se trouve, comme dans le cas
d’une réduction de Montgomery classique, qu’il est plus intéressant pour cer-
taines situations nécessitant le calcul de nombreuses sommes de produits de
n’effectuer qu’une réduction finale.
La multiplication classique en RNS a en effet le précieux avantage d’être
linéaire en le nombre de moduli des bases RNS, puisqu’elle ne nécessite que
n  ` MMEl. Néanmoins, la multiplication modulaire reste, elle, quadratique à
cause des opérations de conversion de base qui nécessitent Opn`q MMEl. Afin
de tirer parti de l’efficacité du RNS dans l’exécution des opérations basiques
d’addition et de multiplication, la « réduction fainéante » se révèle très intéres-
sante, par exemple dans le cas d’algorithmes utilisés en cryptographie basée
sur les courbes elliptiques comme souligné plus tôt. Un calcul du coût de la
réduction modulaire d’une somme de produits, détaillé par la suite, permet de
montrer l’influence de la linéarité de la multiplication en RNS.
Par soucis de simplicité, les bases B et B1 sont supposées contenir un même
nombre n de moduli de taille β. La taille n de ces bases est celle de logβppq
(cf. Table 1.1). Ainsi, l’application d’une réduction fainéante en RNS, avec
réduction modulaire de type Kawamura et al., pour le calcul d’une somme
k°
i1
aibi mod p, où les termes ai et bi sont supposés réduits modulo p, nécessite
donc 2kn MMEl pour les k produits de la somme, et 2n2   5n MMEl pour la
réduction modulaire, soit un coût total de
2n2   p2k  5qn MMElβ.
À titre de comparaison, la discussion précédente concernant le calcul du coût
de l’Algorithme 7 montre qu’une approche standard nécessiterait dans ce cas
pk  1qn2  

1  rlogβ pkqs
	
pn  1q EMulβ.
Par la suite, la multiplication modulaire RNS naturellement associée à l’Al-
gorithme 8 de réduction modulaire et appliquée aux résidus dans B Y B1 de
deux entiers x et y sera notée MulModRNS pB,B1, x, y, pq. La contrainte sur la
taille des entiers x et y concerne alors simplement la taille du produit qui doit
vérifier la borne donnée dans la Table 1.1.
Remarque 1.14 La représentation de Montgomery d’un nombre x est obtenue par le calcul de la
multiplication modulaire MulModRNS

B,B1, x, M2p , p	.
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Exemple 1.5 Soit deux bases RNS B  t3, 5, 7, 11u, B1  t2, 13, 17u. La multiplication modulaire
dérivée de l’Algorithme 8 est utilisée pour calculer
xyM1p  156 où p  211,
x  313, y  215. L’ensemble de ces données vérifie les hypothèsesHmrs de la Table 1.1
avec σ  4. Le détail du calcul est donné par la Table 1.2. Nous y effectuons une
comparaison finale pour obtenir une réduction complète modulo p.
B B1
3 5 7 11 2 13 17
p  1 3 7
x 1 3 5 5 1 1 7
y 2 0 5 6 1 7 11
xy 2 0 3 8 1 7 9p1M 2 4 6 5 
q  xyp1M 1 0 3 7 
Coeff. MRS de q 1 3 0 5 
q1  Bexmrs pB,B1, qBq ãÑ 1 2 8
pq1  1 6 5
xy  pq1  0 0 14
s1  xy pq1M  0 0 3
Coeff. MRS de s1  0 0 6
Coeff. MRS de p  1 1 8
soustraction par p ?  non
s  Bexmrs
 B1,B, s1B1 0 1 2 2 ÐâxyM1p 0 1 2 2 0 0 3
Table 1.2 – Détail des calculs de l’Exemple 1.5.
1.4 RNS et arithmétique dans Fps
Outre les corps finis premiers, la cryptographie asymétrique recourt à l’uti-
lisation de corps finis de cardinal ps avec p un nombre premier.
Une extension de corps finie de degré s de Fp peut être construite comme
le corps de rupture sur Fp d’un polynôme irréductible N pXq de degré s. Les
corps de cardinal ps étant isomorphes, le choix d’une représentation via le
polynôme N pXq détermine en pratique l’efficacité de l’arithmétique. Les élé-
ments du corps Fps identifié au quotient FprXs{N pXqFprXs sont représen-
tables par des polynômes sur Fp de degré strictement inférieur à s. L’arithmé-
tique dans Fps se réduit alors à une arithmétique modulaire sur des polynômes.
Concernant la cryptographie sur courbes elliptiques, le National Institute
of Standards and Technology (NIST) suggère par exemple l’utilisation de corps
binaires F2s où s varie de 163 à 571 iNI (1999). La cryptographie basées sur les
couplages est aussi un domaine utilisateur de corps finis non premiers où,
selon les degrés de sécurité recherchés, la taille de log2 ppsq doit atteindre des
tailles assez grandes, 960 à 18000, afin de rendre le problème du logarithme
discret impraticable, avec un degré d’extension s pouvant varier de 2 à 36
(Freeman et al. 2006).
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1.4.1 Représentation des éléments de Fps
Représentation RNS
Lorsque la représentation polynomiale des éléments de Fps est privilégiée,
il est possible de choisir n polynômes m1pXq, . . . , mnpXq premiers entre eux
tels que la somme de leur degré d 
n°
i1
degpmiq vérifie d ¥ s. Dans ce cas,
l’ensemble de ces polynômes définit une base de l’espace vectoriel sur Fp des
polynômes de FprXs de degré au plus d 1, espace noté FprXsd. Le théorème
des restes chinois établit l’existence de l’isomorphisme suivant :
ϕ : FprXsd Ñ
s±
i1
FprXs{mipXqFprXs
A pXq ÞÑ

|A pXq|m1pXq , . . . , |A pXq|mnpXq
	
.
La preuve de cette version du théorème des restes chinois est du même aca-
bit que celle du Théorème 1.1. Les polynômes mipXq sont généralement choisis
de manière à ce que l’arithmétique polynomiale modulo mipXq soit efficace. Il
est donc judicieux de les choisir le plus creux possible, comme c’est le cas des
trinômes pour les corps binaires (Bajard et al. 2005), ou des polynômes de la
forme Xdi   ci (Jullien etS al. 2005).
Chaque polynôme ApXq de degré au plus d, et en particulier chaque élé-
ment de Fps , est représenté de manière univoque par ses résidus pA1pX, . . . , AnpXqq
où AipXq  ApXq mod mipXq pour i P v1, nw. Les opérations arithmétiques s’ef-
fectuent toujours en parallèle sur les résidus. Néanmoins, les calculs polyno-
miaux se font modulo
n±
i1
mipXq. Il est donc nécessaire de disposer d’une opéra-
tion de réduction modulaire afin de se ramener dans le quotient FprXs{NpXqFprXs.
Pour ce faire, il faut définir des procédures de conversion de la base B 
tm1pXq, . . . , mnpXqu vers une base copremière B1  tm1pXq1, . . . , m`pXq1u, en
se basant sur la technique classique d’interpolation polynomiale de Newton.
Cette approche est le pendant de la conversion MRS du cas des RNS sur les
entiers. Cette conversion se construit sur la donnée de la base de l’espace vec-
toriel des polynômes de degré au plus d 1 sur Fp définie par
t1, m1pXq, m1pXqm2pXq, . . . ,
n1¹
i1
mipXqu.
Le calcul des coefficients d’un élément ApXq est semblable à celui du calcul
des coefficients MRS donnée par les Équations (1.9), et se déduit donc des
coefficients RNS pA1pXq, . . . , AnpXqq de la manière suivante :
$'''''''&'''''''%
A˜1pXq A1pXq
A˜2pXq 
 A2pXq  A˜1pXqm1pXq1
m2pXq
...
A˜npXq 
. . .  AnpXq  A˜1pXqm1pXq1  . . . A˜n1pXq	ms1pXq1
mspXq
.
(1.31)
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La reconstruction de ApXq s’effectue par exemple par un schéma de Hör-
ner :
ApXq  A˜1pXq  m1pXq
 
A˜2pXq  m2pXq
 
. . . mn1pXqA˜npXq

. . .

 A˜1pXq   A˜2m1pXq   . . .  A˜npXqm1pXq . . . mn1pXq.
(1.32)
Le membre de droite de l’Équation (1.32) a effectivement son degré dominé
par dn  1 
n1°
i1
di  d 1. Une procédure de conversion se déduit immédia-
tement de cette approche, de manière analogue à l’Algorithme 4 décrivant la
procédure Bexmrs dans le cas des entiers.
Une autre approche utilise l’analogue pour le cas polynomial de l’approche
constructive de la preuve du théorème des restes chinois pour les entiers don-
née par l’Égalité (1.15). La formule est alors la suivante :
@ApXq P FprXsd, ApXq 
n¸
i1
AipXq
n¹
j1,ji
mjpXq1

mipXq

n¹
j1,ji
mjpXq.
(1.33)
Remarque 1.15 La réduction modulo
n±
ji
mipXq du membre de droite de l’Équation (1.33) n’est pas
requise. En effet, le degré du i-ième terme de cette somme est majoré par di  1  
n°
j1,ji
dj  d 1. Ainsi, le polynôme reconstruit possède effectivement un degré stric-
tement inférieur à d.
Algorithme 9 : BexNew pB,B1, AB  pA1pXq, . . . , AnpXqqq
Données : B  tm1pXq, . . . , mnpXqu et B1  tm11pXq, . . . , m1`pXqu deux
bases RNS de polynômes copremières, AB les résidus dans B
d’un polynôme A pXq de degré ¤ d 1.
Résultat : AB1 
 
A11pXq, . . . , A1`pXq

les résidus dans B1 de ApXq.
1 début
2
 
A˜1pXq, . . . , A˜npXq
Ð pA1pXq, . . . , AnpXqq
3 pour i Ð 2 à n faire
/* coeff. MRS, Éq. (1.31) */
4 pour j Ð i à n faire
/* en parallèle dans B */
5 A˜jpXq Ð
 
A˜jpXq  A˜i1pXq

m1i1pXq mod mjpXq
6
 
A11pXq, . . . , A1`pXq
Ð  A˜npXq, . . . , A˜npXq
7 pour i Ð 1 à ` faire
/* en parallèle dans B1 */
8 pour j Ð n 1 à 1 faire
9 A1ipXq Ð
 
A1ipXq mjpXq   A˜jpXq

mod m1ipXq
10 retourner
 
A11pXq, . . . , A1`pXq

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Représentation de Lagrange
Les éléments du corps fini vus comme des polynômes peuvent être repré-
sentés autrement que par leurs coefficients dans Fp. Lorsque la caractéristique
p et le degré s de l’extension vérifient s   p, chaque polynôme peut être re-
présenté par ses valeurs prises en s points distincts pe1, . . . , esq (Bajard et al.
2006b). Cette représentation dite de Lagrange a l’avantage de réduire l’arith-
métique polynomiale modulaire modulo N pXq à l’arithmétique sur le corps
de base Fp. Formellement, cette représentation s’appuie sur la représentation
précédente appliquée avec la base de moduli pX  e1, . . . , X  esq. Le théorème
des restes chinois établit dans ce cas l’existence de l’isomorphisme suivant :
ϕ : FprXss Ñ
s±
i1
FprXs{ pX  eiqFprXs
A pXq ÞÑ

|A pXq|Xe1 , . . . , |A pXq|Xes
	
 pA pe1q , . . . , A pesqq .
Du théorème des restes chinois découle ainsi le fait que l’évaluation en s
points distincts de Fp de tout polynôme de FprXs de degré inférieur ou égal à
s 1 détermine de manière univoque le polynôme considéré parmi l’ensemble
des polynômes de degré ¤ s 1.
Une autre conséquence du théorème est que pour tout pA pXq , B pXqq P
FprXs{N pXqFprXs, et toute opération  P t ,,u, A  B s’effectue directe-
ment sur les résidus dans Fp :
ϕ pA pXq  B pXqq  pA pe1q  B pe1q , . . . , A pesq  B pesqq .
L’isomorphisme ϕ est l’application de conversion de la représentation po-
lynomiale à la représentation lagrangienne. L’application inverse peut être réa-
lisée de diverses manières. Une première méthode est l’interpolation polyno-
miale de Lagrange. Elle est la simple adaptation de l’Équation (1.33) au cas
présent. Pour tout s-uplet de points pei, aiq, où ai  A peiq, le polynôme A est
reconstitué par la formule suivante :
A pXq 
s¸
j1
aj
s¹
i0,ij
X  ei
ej  ei
. (1.34)
L’Équation (1.34) permet de définir une procédure de conversion de base
entre deux bases copremières B  tX e1, . . . , X esu et B1  tX e11, . . . , X
e1su sous l’hypothèse que p ¥ 2s.
Il est possible d’optimiser l’efficacité de cette conversion en choisissant au
mieux des points ei et e1j permettant de maîtriser la taille des coefficients de
la matrice Ω dans l’Algorithme 10 (Bajard et al. 2006b). Le principe de cette
conversion de type produit matrice-vecteur est analogue aux conversion de
base basées sur le TRC (cf. notamment Bexcrt, Partie 1.3.1) pour les RNS sur les
entiers.
Cette technique de conversion ne s’applique que pour les corps Fps dont
le corps premier contient assez de points distincts, en l’occurrence des corps
vérifiant p ¥ 2s.
Remarque 1.16 Si la conversion BexLag définie par l’Algorithme 10 est effectivement construite sur
une approche similaire à celle des conversions basées sur le TRC pour les RNS sur les
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Algorithme 10 : BexLag pB,B1, AB  pa1, . . . , asqq
Données :
 
e1, . . . , es, e11, . . . , e
1
s
 P Fp 2s points distincts,
B  tX  e1, . . . , X  esu et B  tX  e11, . . . , X  e1su deux
bases RNS de polynômes copremières, AB les résidus dans B
d’un polynôme A pXq de degré ¤ s 1, la matrice précalculée
Ω 

s±
k0,kj
e1i  ek
ej  ek

pi,jqPv1,sw2
.
Résultat : AB1 
 
a11, . . . , a
1
s

les résidus dans B1 de ApXq.
1 début
2
a
1
1
...
a1s
Ð Ω
a1...
as

3 retourner
 
a11, . . . , a
1
s
   Ape11q, . . . , Ape1sq
entiers, elle possède à présent l’avantage de toujours être complètement réduite. Les
problèmes liés au calcul du coefficient κB pxBq de l’Équation (1.15) dans le cas des
conversions Bexsk et Bexkw n’ont pas de semblable dans le contexte de la conversion
BexLag. En effet, cette dernière opération retourne nécessairement un polynôme cor-
rectement réduit modulo
s±
i1
pX  eiq, puisque la somme (1.34) (analogue à la somme
sumB pxBq dans le cas entier) est bien de degré   s.
Toujours sous l’hypothèse p ¥ 2s, une seconde méthode de conversion
se construit sur la technique d’interpolation polynomiale de Newton. La base
MRS associée à la base RNS B est définie par l’ensemble de polynômes t1, X
e1, . . . ,
s1±
i1
pX  eiqu. C’est une base de l’espace vectoriel des polynômes de Fp
de degré au plus s  1, tout comme l’est l’ensemble des s polynômes de La-
grange construits précédemment

s±
i0,ij
Xei
ejei

jPv1,sw
. Les coefficients MRS du
polynôme ApXq sont dérivés des résidus pa1, . . . , asq de la même manière que
les Équations (1.9) explicitant le calcul des coefficients MRS :
$'''''''''''&'''''''''''%
a˜1 a1
a˜2 
pa2  a˜1q pX e1q1
Xe2

pa2  a˜1q pe2  e1q1
p
...
a˜s 
. . . pan  a˜1q pX  e1q1  . . . a˜s1	 pX  es1q1
Xes

. . . pan  a˜1q pes  e1q1  . . . a˜s1	 pes  es1q1
p
.
(1.35)
La reconstruction de ApXq s’effectue par exemple par un schéma de Hör-
ner :
A pXq  a˜1   pX e1q pa˜2   pX  e2q p. . .  a˜s pX  es1qq . . .q
 a˜1   a˜2 pX  e1q   . . .  a˜s pX  e1q . . . pX  es1q .
(1.36)
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Une procédure de conversion de base se déduit immédiatement de cette in-
terpolation, et est le pendant de l’Algorithme 4 décrivant la procédure Bexmrs.
1.4.2 Réduction modulaire de Montgomery dans Fps
La multiplication modulaire de Montgomery a été adaptée aux corps bi-
naires F2s par Koç et Acar (1998). Le principe reste généralisable à toute ex-
tension Fps (Bajard et al. 2006b). Si RpXq est un polynôme premier à NpXq et
constitue le facteur de Montgomery, alors les représentations de Montgomery
des polynômes ApXq et BpXq sont respectivement ARpXq  |ApXqRpXq|NpXq et
BRpXq  |BpXqRpXq|NpXq. La multiplication dans le quotient FprXs{NpXqFprXs
avec réduction de Montgomery consiste donc à calculer les quantités suivante :
QpXq 
ARpXqBRpXqNpXq1
RpXq
, SpXq  ARpXqBRpXq  QpXqNpXq
RpXq .
(1.37)
Par définition de Q, S est le résultat d’une division exacte. De plus, le résultat
S vérifie bien SpXq  ApXqBpXqRpXq mod NpXq. Le facteur R est encore une
fois choisi de manière à ce que la réduction modulo R et la division par R
soient peu coûteuses. Il est alors naturel de choisir RpXq  Xs. Dans ce cas,
la réduction modulaire est une suppression des monômes de degré ¥ s, et
la division consiste à diminuer de s le degré des monômes de la quantité à
diviser.
Algorithme 11 : Multiplication modulaire dans Fps  FprXs{NpXqFprXs
Données : ApXq et BpXq deux éléments de FprXs de degré ¤ s 1.
Résultat : ApXqBpXqXs mod NpXq.
1 début
2 QpXq Ð ARpXqBRpXqNpXq1 mod Xs
3 TpXq Ð ApXqBpXq  QpXqNpXq
4 SpXq Ð TpXqXs
5 retourner SpXq
Remarque 1.17 Contrairement au cas des entiers où une comparaison finale peut être nécessaire,
la réduction modulaire de Montgomery définie par l’Algorithme 11 est complètement
réduite. En effet, le degré du polynôme TpXq vérifie :
deg pTq ¤ max pdeg pAq   deg pBq , deg pQq   deg pNqq .
Or, A et B ont par hypothèse un degré au plus s  1, N est de degré s, et par
construction Q est de degré maximal s  1. Ainsi deg pTq ¤ 2s  1. Et par suite,
deg pSq ¤ s 1. Par conséquent, SpXq  SpXq mod NpXq.
Lorsque les éléments A et B sont représentés en RNS dans deux bases
copremières B  tm1pXq, . . . , mnpXqu et B1  tm11pXq, . . . , m1`pXqu, la multipli-
cation modulaire RNS reprend le principe de l’Algorithme 8.
Par définition de Q, il vient TpXq  ApXqBpXq   QpXqNpXq  0 mod
MpXq. Ainsi, le polynôme S est défini par les résidus de la division exacte
TpXq
MpXq  ApXqBpXqMpXq1 mod NpXq. De plus,
deg pSq ¤ max p2s  2σ 2 d, k 1q ¤ k 1.
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Algorithme 12 : Multiplication modulaire RNS dans Fps 
FprXs{NpXqFprXs
Données : σ un paramètre entier, B et B1 deux bases copremières avec
d  degpMq ¥ s  2σ 1 et d1  degpM1q ¥ s, ApXq et BpXq
deux éléments de FprXs de degré dA, dB   s  σ représentés
par leurs résidus dans B Y B1.
Résultat : les résidus dans B Y B1 de
SpXq  ApXqBpXqMpXq1 mod NpXq.
1 début
2 pour i Ð 1 à n faire
/* en parallèle dans B */
3 QipXq Ð AipXqBipXqNpXq1 mod mipXq
4
 
Q11pXq, . . . , Q1`pXq
Ð Bex1 pB,B1, pQ1pXq, . . . , QnpXqqq
/* première interpolation */
5 pour i Ð 1 à ` faire
/* en parallèle dans B1 */
6 T1i pXq Ð
 
A1ipXqB1ipXq  Q1ipXqNpXq

mod m1ipXq
7 S1ipXq Ð T1i pXqMpXq1 mod m1ipXq
8 pS1pXq, . . . , SnpXqq Ð Bex2
 B1,B,  S11pXq, . . . , S1`pXq
/* seconde interpolation */
9 retourner pS1pXq, . . . , SnpXqq ,
 
S11pXq, . . . , S1`pXq

Comme la base B1 vérifie d1 ¥ k, les résidus  S11pXq, . . . , S1`pXq définissent
complètement S. Finalement, SpXq  ApXqBpXqMpXq1 mod NpXq.
L’Algorithme 12 s’applique évidemment au cas particulier de la représen-
tation de Lagrange.
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Conclusion
Ce chapitre a permis d’introduire la définition des systèmes de représen-
tation par les restes, aussi dénommés RNS, comme conséquence du théorème
des restes chinois. Nous avons expliqué comment l’utilisation de tels systèmes
permet d’améliorer la complexité des opérations arithmétiques, d’une part par
le parallélisme qui leur est naturellement associé, et d’autre part à cause de la
flexibilité apportée par la liberté de choix des moduli qui peuvent, de par leurs
propriétés, faciliter les opérations élémentaires MMEl et AMEl. Néanmoins, la
réduction modulaire est une opération délicate en RNS. Les techniques de
l’état-de-l’art reposent sur une adaptation de la réduction de Montgomery en
faisant intervenir des procédures de conversion de base. L’efficacité de la ré-
duction modulaire RNS qui en découle permet alors de contribuer à faire du
RNS une arithmétique compétitive en termes de complexité pour le contexte
de la cryptographie asymétrique, que ce soit pour des corps finis premiers ou
non.
Néanmoins, les propriétés du RNS qui sont avantageusement exploitées
pour la cryptographie asymétrique ne se limitent pas à une question de com-
plexité pure. Par exemple, le fait de disposer d’une réduction modulaire « à la
Montgomery » fait apparaître le fait de devoir utiliser les représentations de
Montgomery. Celles-ci étant liées au produit M des moduli de la base RNS
principale B utilisée pour la réduction, cette représentation offre une sorte de
masquage des données, qui peut être rendu « aléatoire ». Pour ce faire, Bajard
et al. (2004) montrent une manière astucieuse de changer la base B, et consé-
quemment les représentations de Montgomery, à la volée lors d’une série de
multiplications modulaires. Nous verrons un peu plus en détail par la suite
comment cette technique fonctionne.
Outre ce nouvel aspect intéressant la protection des cryptosystèmes, le RNS
offre également la possibilité de l’utilisation très simple de redondance via
l’intégration de canaux supplémentaires, permettant ainsi de garantir un cer-
tain niveau d’intégrité des données traitées. Si ces RNS dits redondants ont été
beaucoup étudiés jusqu’à présent, leur utilisation dans le cadre de calculs dans
un grand corps fini Fp a été limitée par la nature de la réduction modulaire
RNS. En effet, les conversions de base utilisées pour cette réduction modulaire
brisent l’indépendance des résidus et, par suite, vont à l’encontre du principe
des RNS redondants. Dans le chapitre qui suit, nous allons étudier dans quelle
mesure il est possible de concilier réduction modulaire et RNS redondants, afin
de contribuer à rendre le RNS toujours plus intéressant pour des applications
cryptographiques.
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Ce chapitre introduit la notion de RNS redondants. Ceux-ci sont à la base
de la construction d’une procédure de détection d’erreurs pouvant affecter des
résidus. Nous énonçons les définitions essentielles dans un premier temps.
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Puis nous détaillons les techniques effectives de détection de faute basées sur
les RNS redondants, en exhibant les conditions que doivent respecter les mo-
duli redondants pour garantir la détection de résidus erronés. Ces rappels et
études préliminaires servent à établir un nouvel algorithme de réduction mo-
dulaire RNS doté d’une capacité de résistance aux attaques par injection de
faute. Cette contribution originale permet d’élargir le cadre d’utilisation des
RNS redondants, qui est initialement celui d’une arithmétique basique consti-
tuée d’additions et de multiplications, à un contexte d’arithmétique dans un
corps fini.
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2.1 Une arithmétique robuste pour la cryptographie asy-
métrique
2.1.1 Le RNS comme contre-mesure aux attaques par canaux auxiliaires
Les attaques par canaux auxiliaires (Side Channel Attacks, SCA) sont une
sérieuse menace pour les cryptosystèmes implantés sur des matériels embar-
qués. Afin de recouvrer de l’information concernant des données secrètes,
ces attaques reposent sur l’exploitation de caractéristiques mesurables depuis
l’« extérieur », comme le temps d’exécution (Timing Attacks, Kocher (1996),
Brumley et Boneh (2003)), ou encore la mesure de l’énergie consommée ou
des émissions électromagnétiques (Simple Power Analysis). Ceci permet par
exemple sur des implantations non protégées de RSA de lire directement les
bits de l’exposant secret en exploitant la différence de consommation entre
une multiplication et un carré modulaires. Pour contrer ce type d’attaque, il est
possible de « lisser » les traces relevées en utilisant un algorithme adéquat d’ex-
ponentiation modulaire, comme l’échelle de Montgomery (Joye et Yen 2003).
D’autres types d’attaques se basent sur l’exploitation d’un ensemble de
traces et consistent en une analyse statistique qui doit permettre d’extraire cer-
taines corrélations entre les grandeurs mesurées et les données traitées en in-
terne. C’est le cas par exemple de la Differential Power Analysis (Kocher et al.
1999; 2011, Coron 1999, Goubin 2002) concernant la mesure de consomma-
tion d’énergie, ou encore des attaques par analyse différentielle basées sur la
mesure des émissions électromagnétiques (Gandolfi et al. 2001, Agrawal et al.
2003). Les contre-mesures classiques pour les attaques différentielles reposent
en général sur un masquage aléatoire des données.
Dans ce contexte, les RNS constituent une arithmétique intéressante en tant
qu’outil de protection contre les attaques par canaux auxiliaires. La remarque
clef est que la représentation de Montgomery offre un masquage des données.
Comme la multiplication modulaire nécessite l’utilisation de deux bases RNS
copremières B et B1 (supposées posséder le même nombre n de moduli par
soucis de simplicité) et que la représentation de Montgomery associée à ce
choix de bases est l’isomorphisme ΛM de Z{m1Z . . .Z{m2nZ défini par :
ΛM  ϕBYB1 pxq  ϕBYB1

x |M|p
	
,
l’idée développée par Bajard et al. (2004) est d’ajouter un aléa à ce masquage
en choisissant aléatoirement les bases B et B1 parmi un ensemble prédéfini de
2n moduli tm1, . . . , m2nu.
La qualité du masquage est notamment reliée au nombre de bases possibles
pour le choix de B, et donc aussi de B1, qui est C2nn  2
2n?
pin . Vu cette quantité, il
n’est pas question de stocker les précalculs de toutes les valeurs
M2p possibles
qui permettent de calculer les représentations de Montgomery. Bajard, Imbert,
Liardet, et Teglia proposent une manière astucieuse pour calculer facilement
ces représentations via une simple multiplication modulaire. Si M désigne le
produit des 2n moduli disponibles et si deux bases B et B1 sont choisies, alors
nous avons l’égalitéM  M M1. Par suite :
ϕ1B1YB

MulModRNS

B1,B, x, |M|p , p
		
 xM pM1q1 mod p
 x M mod p.
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Pour obtenir la représentation de Montgomery de x associée à la base B, il
s’agit donc d’effectuer une multiplication modulaire entre x et |M|p avec B1
comme base principale.
Ce même type de démarche offre également la possibilité de tirages aléa-
toires intermédiaires au cours du calcul d’une exponentiation modulaire par
exemple. Si Bα et B1α sont les deux bases courantes, et Bβ et B1β les deux nou-
velles bases, il s’agit donc de calculer :
ΛMβ Λ1Mα  ϕBαYB1α

x |Mα|p
	
 ϕBβYB1β

x Mβp	 .
La procédure se fait en deux étapes. La première consiste à supprimer la pre-
mière représentation de Montgomery :
y  ϕ1BαYB1α

MulModRNS

Bα,B1α, x |Mα|p , 1, p
		
 x Mα  M1α mod p
 x mod p.
(2.1)
Puis la seconde étape est le calcul de la nouvelle représentation :
z  ϕ1B1βYBβ

MulModRNS

B1β,Bβ, y, |M|p , p
		
 yM pM1βq1 mod p
 y Mβ mod p
 x Mβ mod p.
(2.2)
L’efficacité de cette arithmétique résistante aux fuites (Leak Resistant Arith-
metic, LRA) a été testée expérimentalement. Guillermin (2011) l’a par exemple
intégrée dans l’implantation sur FPGA d’un RSA-CRT de 1024 bits avec échelle
de Montgomery. Il a ainsi montré que le surcoût en terme de temps causé par
l’intégration de cette technique de masquage reste négligeable ( 2, 5% cycles).
Perin et al. (2014) ont également mis en application le LRA pour l’implanta-
tion d’un RSA et ont montré sa réelle efficacité contre des attaques de type
SPA et DPA se basant sur les mesures des radiations électromagnétiques. Cette
technique demande un compromis temps/surface concernant les nombreux
précalculs inhérents au choix aléatoire des bases utilisées. Perin et al. ont été ca-
pables d’obtenir pour leur implantation un faible surcoût en temps, de l’ordre
de 1%, pour un surcoût de mémoire de 92%.
2.1.2 Sensibilité des cryptosystèmes asymétriques aux attaques par injec-
tion de fautes
Complétant les SCA dans la panoplie du cryptanalyste, les attaques par
faute peuvent être très efficaces. Historiquement, l’attaque dite de Bellcore
proposée par Boneh et al. (1997) sur le cryptosystème RSA-CRT (Koç 1994)
prouve le haut potentiel de dangerosité de ce type d’attaque, et illustre bien
leur principe. Le fonctionnement du RSA-CRT est le suivant. Soit les para-
mètres privés constitués des grands nombres premiers p et q, et d’un ex-
posant d, ainsi que les paramètres publics N  pq et un entier e vérifiant
e  d1 mod φpNq  d1 mod pp  1qpq  1q. Si m est un message à signer
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et h une fonction de hachage quelconque, alors la signature est obtenue en
calculant dans un premier temps ses résidus modulo p et q :#
sp  hpmqd mod pp1q mod p,
sq  hpmqd mod pq1q mod q.
s est alors reconstruit par une simple application de la conversion MRS pour
la base RNS à deux éléments tp, qu :
s  sp  
 sq  sp p1
q
 p.
La stratégie de l’attaque par faute repose sur les constations suivantes. Si une
faute perturbe le calcul du résidu sq, donnant alors sq 
sq   eq, alors la si-
gnature erronée a la forme suivante :
s  sp  
 sq  sp p1   ep1
q
 p  s 
ep1
q
 δq


p, δ P t0, 1u.
Disposant d’un doublet ps, sq de signatures d’un même message dont l’une
d’elle a été altérée de la manière décrite précédemment, alors :
s s 
ep1
q
 δq


p.
Par conséquent, le calcul de pgcd pN, s sq révèle le facteur p et par suite la
clef privée.
Une contre-mesure immédiate est de procéder à la vérification se  hpmq mod
N avant l’envoi de la signature s. Nombre de contre-mesures moins coûteuses
ont été proposées, comme l’ajout de redondance permettant une vérification
plus rapide (Shamir 1999, Aumüller et al. 2003, Vigilant 2008). Malgré les nom-
breuses études menées sur le sujet depuis l’attaque Bellcore, la problématique
de la sensibilité du RSA-CRT contre les attaques par fautes fait toujours l’objet
de recherches (Fouque et al. 2012).
Outre RSA, les cryptosystèmes basés sur les courbes elliptiques (Miller
1986, Koblitz 1987) ou les couplages (Page et Vercauteren 2006, Whelan et Scott
2007) sont tout autant concernés par les attaques par faute. Il s’agit donc d’un
sujet sensible de la cryptographie en général, et de la cryptographie asymé-
trique en particulier.
L’objet de ce chapitre est de proposer une solution de protection basée
sur une approche arithmétique exploitant les propriétés du RNS. La multi-
plication modulaire étant l’opération centrale des systèmes de cryptographie
asymétrique précités, il va s’agir de proposer un nouvel algorithme doté d’une
capacité de résistance à l’injection de fautes.
2.2 RNS redondants
L’étude des capacités de détection de faute des RNS redondants a été ini-
tiée par Cheney (1962). Le principe du test de cohérence, introduit par Wat-
son et Hastings (1966), est désormais à la base des techniques classiques de
détection de faute. Ce test est construit sur une opération de conversion de
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base. Si l’état-de-l’art de la détection de faute en RNS s’est jusqu’à présent es-
sentiellement appuyé sur l’hypothèse de conversions de base avec réduction
complète, comme par exemple la procédure Bexmrs, étudier l’impact du choix
d’une autre conversion permettra une plus grande flexibilité dans l’utilisation
des techniques de détection de fautes, ce qui sera de première importance lors
de la création d’une multiplication modulaire en RNS redondant.
2.2.1 Définitions
Une définition générale d’un RNS redondant (RRNS) est donnée dans un
premier temps, afin de poser un cadre formel précis. Par la suite, des condi-
tions restrictives sur la redondance seront apportées lorsqu’elles seront néces-
saires. Ces conditions dépendront du contexte qui sera alors précisé.
Définition 2.1 Un RNS redondant est la donnée d’une base RNS B  tm1, . . . , mnu dite principale,
d’un entier k P N, et d’un ensemble de k moduli BR  tmR,1, . . . , mR,ku. Par soucis
de simplicité, MR dénote l’entier
k±
i1
mR,i.
L’intervalle dynamique du RRNS est par définition l’ensemble v0, MMRM^MR v. Le sous-
ensemble v0, Mv est appelé intervalle légitime, et vM, MMRM^MR v est quant à lui dénommé
intervalle illégitime.
Dans un tel système, tout nombre x de l’intervalle dynamique est représenté par
ses résidus pxB , xBRq. xB sont les résidus principaux de x, et xBR sont ses résidus
redondants. Le RRNS construit sur B et BR est complètement défini par l’application
suivante :
ϕBYBR : v0, MMRM^MR v Ñ RM RMR 
n±
i1
Z{miZ
k±
i1
Z{mR,kZ
x ÞÑ pxB , xBRq  pϕB pxq , ϕBR pxqq .
(2.3)
Remarque 2.1 L’entier k donné dans la définition d’un RRNS va permettre de déterminer la capacité
de détection d’erreur du système. Par capacité est entendu le nombre maximal d’erreurs
détectables simultanément.
La notion d’intervalle dynamique du RRNS se justifie de la manière sui-
vante. Dans la Définition 2.1, si l’espace d’états total RM RMR est de cardinal
MMR, il n’a aucune raison a priori d’être en bijection avec l’intervalle v0, MMRv.
Le point essentiel dans la construction d’un RRNS est que l’intervalle dyna-
mique v0, Mv de la base RNS principale B reste complètement et de manière
univoque décrit dans l’espace d’états total, et que les caractéristiques de sta-
bilité de B sous l’action des opérations arithmétiques élémentaires ne sont
pas affectées. Le Théorème 2.1 s’attache à éclaircir ce point. Dans un premier
temps, certaines propriétés directement déduites de la définition précédente
sont énumérées dans le lemme suivant.
Lemme 2.1 Vu la Définition 2.1, les propriétés suivantes sont vérifiées.
1. En identifiant v0, MMRM^MR v à l’anneau Z{
MMR
M^MRZ, alors ϕBYBR est un mor-
phisme d’anneaux.
2. Pour tout pxB , xBRq P RM RMR , Card

ϕ1BYBR ptpxB , xBRquq X v0, Mv
	
P
t0, 1u.
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Démonstration. 1. La preuve que ϕBYBR est un morphisme est une consé-
quence du fait que MMRM^MR est divisible par le ppcm de l’ensemble des
moduli B Y BR. En effet, par définition, MMR 
n±
i1
mi
k±
j1
mR,j. Ainsi,
pour tout i P v1, nw et tout j P v1, kw nous déduisons alors immédiatement
les égalités et l’implication suivantes :$''&''%
MMR
M^ MR  M
MR
M^ MR  mi Mi
MR
M^ MR P miZ
MMR
M^ MR  mR,j MR,j
M
M^ MR P mR,jZ
ñ MMR
M^ MR P
n£
i1
miZX
k£
j1
mR,jZ  ppcm pm1, . . . , mn, mR,1, . . . , mR,kqZ.
2. B étant une base RNS, la seconde assertion découle du fait que ϕB est
injective.
La seconde assertion du lemme précédent est une conséquence du fait que
dans la définition que nous avons donnée des RRNS, les moduli redondants
n’ont pas été supposés premiers entre eux deux à deux ni premiers avec les
moduli principaux. Cela implique donc notamment que ϕBYBR peut ne pas être
surjective. Mais sa restriction sur l’intervalle légitime v0, Mv reste par contre
bien injective.
Nous avons fait le choix de ne pas supposer que BR est une base RNS, et qui
plus est qui serait première avec B, afin de détailler précisément dans quelle
mesure cela impacterait les techniques standards de détection de faute en RNS.
L’intuition voudrait que cela ne serve pas notre cause, puisque d’un point de
vue informationnel, il s’agit simplement d’une duplication d’une information
déjà portée par les résidus principaux et/ou par plusieurs résidus redondants.
D’ailleurs, à notre connaissance, les résultats de l’état-de-l’art font peu cas de
ces considérations. La conclusion que nous tirerons de notre analyse abondera
effectivement dans ce sens.
Le théorème suivant va permettre de poser les bases du principe du test de
cohérence que nous avons évoqué précédemment.
Théorème 2.1 Soit BYBR un RNS redondant. Alors pour tout triplet d’entiers px, y, zq P v0, MMRM^MR v3
vérifiant z  x  y mod MMRM^MR avec  P t ,,,u,
z P v0, Mvñ ϕ1BYB1 ptpϕB pxq  ϕB pyq , ϕBR pxq  ϕBR pyqquq  tzu. (2.4)
Démonstration. Si z P v0, Mv, alors par définition de ϕBYBR , qui de plus est un
morphisme (assertion 1 du Lemme 2.1),
ϕBYBR pzq  pϕB px  yq , ϕBR px  yqq  pϕB pxq  ϕB pyq , ϕBR pxq  ϕBR pyqq .
L’assertion 2 du Lemme 2.1 permet ensuite de conclure.
Le Théorème 2.1 fournit un moyen de vérifier à partir des résidus dans BY
BR que le résultat d’une suite d’opérations arithmétiques appartient à l’inter-
valle légitime. En effet, en notant pzB , zBRq les résidus de z  x  y mod MMRM^MR ,
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alors l’Équation 2.4 se réécrit :
ϕ1B ptzBuq   MZ

X

ϕ1BR ptzBRuq   MRZ

X v0, MMR
M^ MR v tzu.
Vu l’injectivité de ϕB , il vient alors :
z P v0, Mvñ rtzu   MZs X

ϕ1BR ptzBRuq   MRZ

X v0, MMR
M^ MR v tzu.
Or, par hypothèse, z appartient à l’intervalle dynamique v0, Mv de B. Ainsi,
z  ϕ1B pzBq, et l’implication suivante vient immédiatement :
z P v0, Mvñ tzBRu  ϕBR

tϕ1B pzBqu
	
. (2.5)
L’implication (2.5) permet de définir un test fondamental dans l’utilisation
des RRNS, appelé test de cohérence (« consistency check » dans la littérature
anglophone).
Définition 2.2 Soit B Y BR un RNS redondant et pzB , zBRq des résidus dans ce système. Le test de
cohérence associé à la base B Y BR et appliqué aux résidus pzB , zBRq est défini par la
Procédure TestCoherence.
Procédure TestCoherence(B,BR,xB ,xBR )
1 début
2 x˜BR Ð ϕBR

ϕ1B pxBq
	
;
3 retourner x˜BR  xBR
En calculant z˜BR  ϕBR

ϕ1B pzBq
	
, l’inégalité z˜BR  zBR permet alors de
conclure que l’ensemble de résidus pzB , zBRq ne correspond pas à un nombre
de l’intervalle légitime. Ce test d’égalité justifie la notion d’intervalle légitime
en la raccrochant à la notion de cohérence entre les résidus principaux et re-
dondants.
Par la suite, les conditions sur la redondance seront affinées de manière à
ce que, a contrario, si un tel test de cohérence réussit alors cela signifiera que
les résidus testés sont effectivement ceux d’un nombre de l’intervalle légitime.
Autrement dit, une réciproque à l’implication 2.4 du Théorème 2.1 pourra être
construite, ce qui permettra d’achever la création d’une procédure de détection
de faute.
2.2.2 Modèle de faute unique
Le modèle de faute considéré est défini dans cette partie. Le choix du mo-
dèle théorique se justifie par le fait qu’un canal RNS est assimilé à la struc-
ture mathématique d’anneau quotient Z{mZ qu’il représente. Il est le modèle
utilisé dans la majeure partie de l’état-de-l’art sur les RNS redondants (Man-
delbaum 1972, Barsi et Maestrini 1973, Yau et L. 1973, Etzel et Jenkins 1980,
Krishna et al. 1992). La manière dont une telle faute modifie l’entier de l’inter-
valle dynamique représenté par ces résidus va être détaillée.
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Dans un premier temps, le concept de faute localisée est défini. Celui-ci jus-
tifie la pertinence du modèle théorique utilisé pour simuler les effets d’attaques
physiques par injection de faute sur un matériel implantant une architecture
RNS, de type Cox-Rower par exemple.
Définition 2.3 Dans un système RNS, une faute localisée est une perturbation affectant une valeur
appartenant à un canal Z{mZ, où m est un modulus du (des) RNS utilisé(s).
Pour la suite de la discussion, les données initiales sont un RRNS B Y BR,
B  tm1, . . . , mnu et BR  tmR,1, . . . , mR,ku, et un ensemble de résidus pxB , xBRq
associé à un nombre x P v0, MMRM^MR v.
Définition 2.4 Soit i P v1, nw un indice. Une faute sur le résidu xi de x est un entier ei Pw0, miv.
L’ensemble des résidus de x affecté par ladite faute est noté pxB , xBRq, où xj  xj pour
tout j P v1, nwztiu, xR,z  xR,z pour tout z P v1, kw, et
xi  |xi   ei|mi  xi   ei  δimi P v0, miv, où ei Pw1, miv et δi P t0, 1u. (2.6)
De la même manière, un résidu redondant peut être affecté par une faute, et les nota-
tions restent similaires.
Remarque 2.2 La pertinence de ce modèle de faute repose sur l’indépendance fonctionnelle des unités
RNS au sein desquelles sont réalisés les calculs menés dans les anneaux Z{miZ. Ce
modèle simule une perturbation localisée sur une seule de ces unités.
À partir de ces définitions, seuls les résidus pouvant contenir au plus une
erreur sur l’un d’entre eux vont être considérés. L’hypothèse suivante fixe pré-
cisément le contexte de la suite de l’étude.
Hypothèse 2.1 De l’entier x issu de l’intervalle légitime v0, Mv et de ses résidus pxB , xBRq dans le
RRNS B Y BR, seuls sont connus les résidus suivants :
pxB , xBRq 
$'&'%
pxB , xBRq
ou
pxB , xBRq   1 faute.
(2.7)
Autrement dit, ceux-ci diffèrent de pxB , xBRq sur au plus un résidu.
La Proposition 2.1 suivante montre comment une faute unique sur un en-
semble de résidus transforme l’entier qu’ils représentent. En allant plus loin,
la Proposition 2.2 précisera l’ensemble exact de tous les entiers représentables
par les résidus de x affectés par une faute unique, ce qui permettra de fixer
des conditions nécessaires et suffisantes sur MR rendant possible la détection
de toute faute unique en utilisant la procédure du test de cohérence de la Dé-
finition 2.2.
Proposition 2.1 Soit i P v1, nw un indice, xB les résidus de x P v0, Mv dont le i-ème est affecté par
une faute ei Pw0, miv, et x  ϕ1B pxBq P v0, Mv l’entier de v0, Mv représenté par les
résidus principaux erronés xB de x. Alors,
Dai Pw mi, mivzt0u, x  x  ai Mi P v0, Mv. (2.8)
De plus, ai  ei M1i mod mi.
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Démonstration. Notons y l’entier y  |x x|. En particulier, nous avons donc
y P v0, Mv. y est de plus non nul. Pour montrer cette affirmation, il suffit
d’exhiber un résidu non nul de y. Deux cas de figure sont à considérer. Si
x   x , alors y  x x et donc yi  |xi  xi|mi  |xi  pxi   eiq|mi  |ei|mi  0.
De la même manière, si x   x, alors il vient yi  |xi  xi|mi  |ei|mi  0.
y étant un élément de l’intervalle dynamique de B, il est par conséquent
complètement défini par ses résidus dans B. Or, pour tout j P v1, nwztiu, yi  0.
Ainsi, Mi divise y. Écrivant alors y  bMi, comme y P v0, Mv il est clair que
b P v0, miv. Ainsi, b  |b|mi . Il suffit donc de calculer son résidu modulo mi,
soit, vu la valeur de yi calculée précédemment :
|b|mi 
yM1i mi 
yM1i mi 
ei M1i mi .
Ainsi, si x   x, alors y 
ei M1i mi Mi. Par suite, x  x 
ei M1i mi Mi P v0, Mv.
De même, si x   x alors y 
ei M1i mi Mi et donc x  x 
ei M1i mi Mi 
x 
ei M1i mi mi


Mi P v0, Mv.
L’injection d’une faute unique sur les résidus xB de x n’est finalement rien
d’autre que le résultat de l’addition à x modulo M d’un entier de la forme
suivante :
e  ϕ1B p0, . . . , 0, ei, 0, . . . , 0q 
ei M1i mi Mi.
Ainsi,
x  |x  e|M  x 
ei M1i mi  δmi


Mi, δ P t0, 1u.
Proposition 2.2 Soit i P v1, nw et x P v0, Mv. Alors tout entier z P v0, Mv tel que x  z P MiZ et
z  x peut être obtenu des résidus de x affectés d’une erreur non nulle sur le i-ème
d’entre eux.
Démonstration. Par hypothèse, il existe un entier ai tel que z  x   ai Mi avec
0   |ai|   mi. Ainsi, en considérant la faute ei  |ai Mi|mi sur le résidu xi, la
construction de l’entier x issu de xB établie dans la preuve de la Proposition 2.1
donne :
x  x 

|ai|mi  δmi
	
Mi P v0, Mv,
où δ P t0, 1u. Or, suivant le signe de ai, |ai|mi  ai si ai ¥ 0, et |ai|mi  mi   ai
sinon. Par conséquent, x  x   pδ1mi   ai  δmiqMi avec δ, δ1 P t0, 1u et δ1  1
seulement si ai   0.
Par suite, |x z|  |δ1  δ|M, et comme px, zq P v0, Mv2, il en découle que
δ1  δ, et donc que x  z.
L’ensemble des entiers de l’intervalle dynamique atteignables par une faute
sur le i-ième résidu de x est illustré par la Figure 2.1.
2.2.3 Redondance nécessaire et suffisante pour la détection des fautes uniques
Étant donné un RRNS B Y BR, le principe de détection de faute sur les
résidus principaux le plus efficace repose sur la procédure TestCoherence
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Figure 2.1 – Illustration de l’ensemble des valeurs (marquées d’une croix rouge) atteignables
par une faute sur le i-ième résidu de x.
introduite dans la Définition 2.2, et définie initialement par Watson et Hastings
(1966). Comme précisé précédemment, l’incohérence d’un ensemble de résidus
pxB , xRq signifie que l’entier x n’est pas un élément de l’intervalle légitime
v0, Mv.
Certains auteurs des premiers résultats sur les RNS redondants (Mandel-
baum 1972, Etzel et Jenkins 1980) avaient adopté une approche plutôt brutale,
à savoir la reconstruction complète de l’entier défini par les résidus pxB , xRq.
En effet, constatant que lorsque B Y BR constitue une base RNS toute faute
unique sur le i-ième résidu de pxB , xRq donne les résidus pxB , xRq d’un nombre
de la forme x  ϕ1BYtmRu ppxB , xRqq  x   ai Mi MR, alors si la redondance MR
est suffisamment grande, tout nombre de cette forme doit appartenir à l’inter-
valle illégitime. Il suffit alors de reconstruire le nombre x et de le comparer à
M.
Le test de cohérence n’est en fait qu’une vision purement RNS de cette
approche. En effet, comme l’entier x est supposé être un élément de l’intervalle
légitime lorsqu’il est vérifié, il doit être complètement défini par ses résidus
dans la base principale B. Ainsi, l’inégalité ϕBR  ϕ1B pxBq  xR signifie bien
que x n’est pas dans l’intervalle légitime.
En pratique, la composée d’applications ϕBR  ϕ1B est réalisée par une opé-
ration de conversion de base. Le choix de cette opération va influer sur la forme
de la redondance à utiliser pour assurer la détection de toute faute unique.
Afin de garantir la cohérence entre des résidus principaux et redondants in-
tègres, la conversion de base doit utiliser une réduction complète. C’est le cas
par exemple de la conversion Bexmrs, qui a été intensivement étudiée et uti-
lisée dans l’état-de-l’art sur les RNS redondants où la conversion de base est
toujours considérée complètement réduite (Mandelbaum 1972, Etzel et Jenkins
1980, Yau et L. 1973, Krishna et al. 1992). Mais c’est aussi le cas de Bexsk, ainsi
que de Bexkwc pour un sous-ensemble de l’intervalle légitime. L’utilisation de
ces conversions dans le cadre de la multiplication modulaire RNS justifie une
étude détaillée de leur impact si elles sont mises en œuvre pour le test de
cohérence.
Dans un premier temps, l’application ϕBR  ϕ1B est considérée en dehors
de tout choix pratique d’opérateur de changement de base afin de détermi-
ner quelle redondance est nécessaire et suffisante pour la détection dans un
contexte purement théorique. Si ces résultats apparaissent dans nombre des
travaux précédemment cités, ils sont ici énoncés dans le cadre très général où
MR n’est pas choisi a priori premier à M. Ceci permettra de montrer que si
cette condition n’est pas nécessaire pour garantir la détection des fautes, le fait
de ne pas l’imposer ne fait également rien perdre de la capacité de détection.
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Théorème 2.2 Soit B  tm1, . . . , mnu une base RNS, mR un modulus et i P v1, nw un indice. Alors
@ px, eq P v0, Mvw0, miv,
ϕ1B

x1, . . . , xi1, |xi   e|mi , xi 1, . . . , xn
	
B
	
mod mR  x mod mR
ô
mR ¥ mi pmR ^ Miq . (2.9)
Démonstration. • Prouvons la suffisance par contraposition. Nous suppo-
sons donc qu’il existe une faute unique sur les résidus principaux de
x pour laquelle ϕ1B pxBq mod mR  x mod mR  xR. Notant x l’entier
x  ϕ1B

x1, . . . , xi1, |xi   e|mi , xi 1, . . . , xn
	
B
	
P v0, Mv où e P Z est
l’erreur supposée affecter le résidu xi, avec |e|mi  0, nous supposons
donc l’existence d’un entier b tel que x x  bmR. Par la Proposition 2.1
il existe ai Pw mi, miv tel que x  x  ai Mi. Par conséquent, bmR  ai Mi.
Ainsi, mRmR^Mi divise ai, ce qui implique que mR   mi pmR ^ Miq.
• Prouvons la nécessité par contraposition également. Donnons-nous pour
ce faire un indice i P v1, nw pour lequel il est supposé que mR   mi pmR ^ Miq.
Alors en posant x  0 et xi 
 mRmR^Mi Mimi ,
x  ϕ1B pxBq 
xi M1i mi Mi 
 mRmR ^ Mi

mi
Mi.
Comme mRmR^Mi   mi, il vient alors :
x  mR
mR ^ Mi
Mi  mR MimR ^ Mi
 0 mod mR  x mod mR.
La preuve est alors achevée.
Remarque 2.3 La Condition (2.9) montre que pour avoir une redondance minimale, mR doit être choisi
premier à la base principale B.
L’influence du choix d’une opération de conversion de base pour la mise en
œuvre pratique de la détection peut amener à modifier la Condition (2.9). La
technique pratique de détection est décrite par la Procédure DetectOneErr, qui
est simplement la mise en œuvre de la Procédure TestCoherence en utilisant
une opération de conversion de base.
Il est supposé que la faute éventuelle est apparue avant la procédure de
détection. Le problème soulevé par l’hypothèse de la modification d’une va-
leur dans un canal Z{miZ pendant la conversion de base sera discuté dans la
Partie 2.3.1.
Procédure DetectOneErr(Bex,B,mR,xB ,xR)
1 début
2 pxR Ð Bex pB, tmRu, xBq;
3 retourner pxR  xR
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2.2.4 Théorème fondamental de détection pratique de faute unique
Cette partie fournit la description de l’ensemble des valeurs que peut re-
tourner une conversion de base lorsqu’elle est appliquée à un ensemble de
résidus affecté par une faute. Ceci va permettre d’établir quelle est la redon-
dance suffisante, voire nécessaire, garantissant la détection pratique de toute
faute unique.
Test de cohérence basé sur Bexmrs
Faute sur un résidu xi La conversion de base utilisant le MRS a l’avantage
d’être toujours complètement réduite malgré la présence d’une faute. En effet,
si xi  |xi   ei|mi  xi et xj  xj pour tout j P v1, nwztiu, alors la proposition
suivante est vérifiée :
Proposition 2.3 Si ei parcourt l’ensemble v1, mi  1w et si x  Bexmrs pB, xBq, alors la quantité
xx
Mi
parcourt l’ensemble vξx,i,B , mi  1 ξx,i,Bwzt0u, où il est rappelé que ξx,i,B xi M1i mi .
Démonstration. L’opération Bexmrs convertit complètement l’entier x défini par
les résidus xB . Ainsi, par la Proposition 2.1, x  x   ai Mi P v0, Mv avec ai ei M1i mi  δmi  0 et où l’entier δ P t0, 1u est défini de manière à ce que
l’égalité ai   ξx,i,B 
ei M1i   ξx,i,Bmi soit vérifiée. Par conséquent, lorsque ei
parcourt l’ensemble v1, mi  1w, alors
ei M1i   ξx,i,Bmi parcourt v0, mivztξx,i,Bu
et donc ai   ξx,i,B parcourt vξx,i,B , mi  1 ξx,i,Bwzt0u, ce qui conclut la preuve.
Faute sur un coefficient MRS x˜i La conversion Bexmrs introduisant la repré-
sentation alternative MRS, l’effet d’une faute injectée sur un coefficient MRS
est analysé. Un tel effet est différent de celui d’une faute sur un résidu. En
effet, lorsqu’une faute affecte un résidu RNS de la quantité x à convertir, elle
perturbe tous les coefficients MRS x˜j pour lesquels j ¥ i. Mais la représentation
MRS obtenue au final est exactement celle de la quantité x représentée par les
résidus RNS xB .
La quantité de redondance nécessaire et suffisante pour détecter ce type
d’erreur découle de la Proposition 2.4 suivante.
Proposition 2.4 Soit i P v1, nw tel que x˜i  |x˜i   ei|mi . Lorsque ei parcourt l’ensemble v1, mi  1w, la
quantité xxm1...mi1 , où x est obtenu par la Formule (1.11) de reconstruction d’un entier
à partir de ses résidus MRS dans la base MRS t1, m1, m1m2, . . . , m1 . . . mn1u utilisée
avec les coefficients MRS erronés de x, parcourt l’ensemble vx˜i, mi  1 x˜iwzt0u.
Démonstration. Par définition de x,
x 
n¸
j1
x˜jm1 . . . mj1   em1 . . . mi1  x  em1 . . . mi1, où e  |x˜i   ei|mi  x˜i.
L’application ei ÞÑ |x˜i   ei|mi  x˜i étant une bijection de v1, mi 1w sur vx˜i, mi
1 x˜iwzt0u, ceci conclut la preuve.
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Test de cohérence basé sur Bexsk
De même que l’opération Bexmrs, la conversion Bexsk peut être utilisée pour
effectuer une détection de faute, puisque elle est complète lorsque les résidus
sont intègres. Néanmoins, la situation est différente en présence d’une faute
puisqu’un modulus redondant supplémentaire msk est adjoint à la base prin-
cipale B. Et comme celui-ci ne joue pas le même rôle que les autres moduli
de B durant la conversion, la condition nécessaire et suffisante (2.9) doit être
adaptée en conséquence. Pour ce faire, l’effet créé par une faute sur un résidu
de la valeur calculée par Bexsk est étudié en détail.
Faute sur le résidu xsk Si xsk  |xsk   esk|msk  xsk et xi  xi pour tout i Pv1, nw, alors les égalités suivantes sont vérifiées :
sumB pxBq  sumB pxBq ,
κB pxBq 

psumB pxq  xskqM1
	
mod msk


psumB pxBq  xsk  eskqM1
	
mod msk


κB pxBq  esk M1
	
mod msk
 κB pxBq 
esk M1
msk
  δskmsk P v0, mskv, où δsk P t0, 1u.
(2.10)
Par conséquent,$&% x  Bexsk pB Y tmsku, pxB , xskqq  x  ask M,ask  esk M1
msk
 δskmsk, avec δsk P t0, 1u.
(2.11)
Par une telle faute, les résidus px, xskq représentent donc un nombre x P vM, msk Mv,
congru à x modulo M. La proposition suivante précise la forme de x.
Proposition 2.5 Si une faute non nulle affecte xsk uniquement, alors |x x| est un multiple de M. De
plus, lorsque esk parcourt l’ensemble v1, mskv, la quantité |xx|M , où x désigne la valeur
x  Bexsk

B Y tmsku,

xB , |xsk   esk|msk
		
, parcourt l’ensemble :
v1, max pκB pxBq , msk  1 κB pxBqqw.
Démonstration. Vu les Équations (2.10) et (2.11), il est clair que lorsque esk par-
court l’ensemble v1, mskv, alors κB pxBq  κB pxBq  ask où ask parcourt vκB pxBq , msk
1 κB pxBqwzt0u. Ceci achève la preuve.
Remarque 2.4 En particulier, lorsque κB pxBq  0, alors x est de la forme x  aM où a peut prendre
toute valeur de v1, msk  1w.
Faute sur un résidu xi, pour i P v1, nw Si xi  |xi   ei|mi  xi, xj  xj pour
tout j P v1, nwztiu et xsk  xsk alors :
sumB pxBq  sumB pxBq  
ei M1i mi  δimi


Mi  sumB pxBq   eMi (2.12)
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avec e 
ei M1i mi  δimi


Pw  mi, mivzt0u et δi P t0, 1u est tel que e pxi   eiqM1i mi 
xi M1i mi .
De plus,
κB pxBq 

psumB pxBq   eMi  xskqM1
	
mod msk


κB pxBq   em1i
	
mod msk
 κB pxBq   f
(2.13)
avec f 
em1i msk  δskmsk Pw msk, mskv, et δsk P t0, 1u.
Nous obtenons alors :
x  Bexsk pB Y tmsku, xB , xskq  x  pe f miqMi. (2.14)
Il découle des constatations précédentes que |e f mi|   mi pmsk  1qmi 
mimsk, et |e f mi|msk  0. Ainsi, il existe un entier c Pw0, miv tel que |e f mi| 
cmsk.
Nous venons de montrer la proposition suivante.
Proposition 2.6 Quelle que soit la faute non nulle ei sur le résidu xi, la quantité x x est un multiple
de msk Mi. De plus, 0   |xx|msk Mi   mi.
Test de cohérence basé sur Bexkw,h
La conversion de base Bexkw,h peut introduire une correction lors du calcul
approché de κB pxBq via l’ajout dans le registre d’accumulation du Cox d’une
valeur αkw. Ceci garantit une conversion complète dès que x vérifie la condition
x   p1 αkwqM. Dans ce cas précis, un test de cohérence peut être effectué sous
l’hypothèse que tout ensemble de résidus intègres pxB , xRq représente un entier
de l’intervalle v0, p1 αkwqMv.
Nous rappelons que cette conversion consiste précisément à calculer les
quantités suivantes :
sumB pxBq 
n¸
i1
ξx,i,BMi et κ˜B pxq  t
n¸
i1
trunch pξx,i,Bq
2h
  αkwu (2.15)
où ξx,i,B 
xi M1i mi .
Une faute sur le résidu xi peut être étudiée par son effet sur la quantité
ξx,i,B , ce qui ne change pas le fond de l’analyse. Considérons donc que nous
avons :
ξx,i,B  ξx,i,B   ei, avec ei P vξx,i,B , mi  ξx,i,B  1wzt0u.
Une telle faute va agir sur les résultats des calculs de sumB pxq et de κB pxq.
Ainsi, la quantité obtenue par la conversion a la forme x  x  ei Mi   δM, où
δ peut prendre pour valeurs 0 ou 1.
Proposition 2.7 Lorsque ei parcourt l’ensemble vξx,i,B , mi  ξx,i,B  1w, la quantité |xx|Mi , où x 
Bexkwc pB, xB , αkwq, est strictement majorée par mi et est non nulle.
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Démonstration. Nous réutilisons la Formule (2.15). Si ei ¡ 0, alors nous avons :
trunch
 
ξx,i,B
  ξx,i,B   ei  |ξx,i,B   ei|2rh
2rh
 trunch pξx,i,Bq   trunch peiq   δ,
où δ P t0, 1u (δ  1 si, et seulement si, |ξx,i,B|2rh   |ei|2rh ¥ 2rh). Ainsi,
evalh
 
ξx,i,B
  evalh pξx,i,Bq   evalh peiq   δ. Par conséquent,
κ˜B pxq  t
n¸
j1
evalh
 
ξx,j,B
  evalh peiq   δ2h   αkwu.
De la même manière, si ei   0 alors :
κ˜B pxq  t
n¸
j1
evalh
 
ξx,j,B
 evalh p|ei|q  δ2h   αkwu,
où δ  1 si, et seulement si, |ξx,i,B|2rh   |ei|2rh . Étant donné que evalh p|ei|q ¤
1 12h , alors il vient que κ˜B pxq  κB pxq   µ avec µ P t0,1u. De plus, il vient
immédiatement que µ  1 seulement si ei   0, et µ  1 seulement si ei ¡ 0.
Finalement, comme nous avons de plus que sumB pxBq  sumB pxBq  ei Mi,
alors nous déduisons finalement de ce qui précède que x  x  pei   µmiqMi,
avec |ei   µmi|   mi. De plus, comme ei vérifie 0   |ei|   mi (cf. (2.15)), alors
ei   µmi  0.
Théorème fondamental pour la détection de faute unique
Théorème 2.3 Soit BYtmRu un RRNS, où un modulus redondant msk est adjoint à la base principale
B si nécessaire. Le test de cohérence basé sur Bexmrs (respectivement Bexsk ou Bexkwc)
permet de détecter toute faute unique sur tout ensemble de résidus pxB , xmRq si, et
seulement si, (respectivement si)
@m P B, mR ¥ m

mR ^ Mm


. (2.16)
Démonstration. Les Propositions 2.3, 2.5, 2.6 et 2.7 montrent que, dans tous les
cas, |Bex pB, xq  x|  a Mm avec 0   a   m. Une telle quantité ne peut alors être
un multiple de mR. En effet, si nous supposons l’existence d’un entier b  0 tel
que a Mm  bmR, alors cela implique que mRmR^Mm divise a, et est donc strictement
inférieur à m. L’hypothèse que mR ¥ m
 
mR ^ Mm

est alors contredite, ce qui
prouve la suffisance.
Nous prouvons la nécessité par contraposition pour le cas de Bexmrs. Soit
donc m P B tel que mR   m 
 
mR ^ Mm

. Alors la Proposition 2.3 appliquée
avec x  0 montre qu’il existe une faute sur le résidu |x|m telle que
|x x|  mR
mR ^ Mm
 M
m
 mR  M
m  mR ^ Mm  P mRZ.
Ce qui conclut la preuve.
Remarque 2.5 Vu la Proposition 2.4 concernant les fautes localisées affectant un coefficient MRS,
la Condition (2.16) est suffisante pour détecter l’effet de toute faute sur un unique
coefficient MRS lorsque Bexmrs est utilisé.
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Les résultats fondamentaux concernant la détection de faute dans les RNS
redondants sont désormais posés. Il s’agit par la suite d’étudier dans quelle
mesure les RRNS sont utilisables pour protéger efficacement la multiplication
modulaire RNS.
2.3 Vers une multiplication modulaire résistante aux fautes
uniques
Disposer d’un algorithme de multiplication modulaire résistant aux at-
taques par canaux cachés et aux attaques par injection de faute est primordial
en cryptographie. L’état-de-l’art de la cryptanalyse démontre que la multipli-
cation modulaire est un point très sensible, puisqu’elle est l’opération cœur
de cryptosystèmes comme le RSA ou le protocole d’échange de clés de Diffie-
Hellman. Dans l’optique de faire du RNS un candidat de premier plan pour
une arithmétique adaptée à la cryptographie et à ses contraintes, la question de
fournir un algorithme de multiplication modulaire protégé efficacement contre
les attaques par canaux auxiliaires est donc centrale.
Dans un premier temps, la création d’une arithmétique résistante aux fuites
(Bajard et al. 2004) basée sur le RNS a permis de poser les premiers jalons de
ce projet. La possibilité de choisir aléatoirement les bases RNS B et B1 utilisées
permet un masquage des données traitées via la représentation de Montgo-
mery. Le point central est qu’il a été montré qu’il est possible de changer les
bases RNS à la volée très efficacement puisque le calcul des nouvelles représen-
tations de Montgomery qui découlent de ce nouveau choix de bases se réalise
simplement par le biais de deux multiplications modulaires RNS consécutives
(2.1) et (2.2). Ceci permet notamment de créer un algorithme d’exponentiation
modulaire enrichi d’un masquage aléatoire et évolutif des données.
Dans un second temps, nous avons vu que les RNS redondants sont une
solution efficace pour la protection contre les injections de fautes sur les rési-
dus. Suivant le niveau de protection adopté et relié directement à la quantité
de redondance introduite, la détection a cependant le désavantage d’avoir un
coût non négligeable qui est celui de la conversion de base utilisée pour la
procédure de détection. Dans un contexte d’optimisation des calculs crypto-
graphiques, il est donc naturel de chercher à insérer au mieux les procédures
de détection dans les schémas de calcul afin de limiter leur influence sur le
temps total des calculs.
L’enjeu, résumé dans les deux objectifs suivants, est de trouver une solu-
tion complète et efficace de protection de l’exponentiation modulaire contre les
attaques par canaux cachés et par injection de fautes.
Objectif 2.1 Étudier dans quelle mesure les RNS redondants peuvent être utilisés pour
protéger la multiplication modulaire RNS contre les fautes, et ceci de ma-
nière à ce que les procédures de détection aient le minimum d’impact en
termes de temps et de surface.
Objectif 2.2 Trouver une solution de protection contre les attaques par injection de fautes
compatible avec l’arithmétique résistante aux fuites LRA.
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2.3.1 Adéquation du modèle de faute unique pour la multiplication modu-
laire RNS
Dans le contexte de la multiplication modulaire, la Remarque 2.2 (p. 53)
concernant la pertinence du modèle de faute localisée ne tient plus à cause
de la présence des conversions de base. En revanche, l’Hypothèse 2.2 qui suit,
dont la pertinence sera discutée, se révèlera suffisante pour le présent propos
quant à la protection de la multiplication modulaire contre les fautes sur un
résidu.
Hypothèse 2.2 Soit Bex un opérateur de conversion de base et xB1  Bex pB,B1, xBq. Alors toute faute
localisée injectée durant la conversion de base sur une valeur d’un canal RNS Z{miZ
l’est avant toute propagation de ladite valeur vers les canaux de la base de destination
B1. Dans ce cas, l’effet d’une telle faute peut être modélisé par une faute unique sur un
résidu de xB .
Conversions de base basées sur le MRS
La pertinence de l’Hypothèse 2.2 dans le cas de Bexmrs peut ne pas appa-
raître immédiatement. En effet, le calcul des coefficients MRS induit de nom-
breuses dépendances entre les canaux de la base RNS de départ B.
faute
Figure 2.2 – Injection d’une faute localisée lors du calcul de coefficients MRS, et propagation
de la perturbation.
La Figure 2.2 illustre la propagation d’une faute apparaissant lors d’un
calcul de coefficient MRS dans le canalZ{m4Z. La faute affecte alors les calculs
des coefficients MRS consécutifs x˜5, . . . , x˜n. Nous rappelons que la notation mi,j
désigne l’inverse modulaire
m1i mj .
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faute
Figure 2.3 – Propagation sur les coefficients MRS d’une perturbation causée par une faute
unique sur un résidu dans la base de départ B.
La Figure 2.3 quant à elle montre comment une faute injectée sur le résidu
x4 avant le calcul des coefficients MRS propage de manière équivalente des
perturbations sur les calculs des coefficients x˜4, x˜5, . . . , x˜n.
Dans le contexte de la Figure 2.2, l’erreur considérée apparaît après la pro-
pagation du coefficient x˜2 vers les canaux RNS Z{miZ pour i ¥ 3. Ainsi, la
valeur contenue dans le canal Z{m4Z après l’apparition d’une faute e Pw0, m4v
a la forme suivante :
|ppx4  x˜1qm1,4  x˜2qm2,4   e|m4 .
En continuant le calcul de x˜4, puis de x˜5, viennent les équations suivantes :#
x˜4  |x˜4   em3,4|m4  x˜4   f P v0, m4v
x˜5  |x˜5  f m4,5|m5 .
(2.17)
Les deux valeurs erronées x˜4 et x˜5 peuvent être obtenues à partir d’une
faute sur le résidu x4 avant la conversion de base. Notant x4  |x4   e1|m4 , le
calcul des coefficients MRS donne en particulier :#
x˜4 
x˜4   e1m1,4m2,4m3,4m4  x˜4   f 1 P v0, m4v,
x˜5 
x˜5  f 1m4,5m5 . (2.18)
Ainsi, la faute e1  |em1m2|m4 rend équivalents les deux systèmes d’équations
(2.17) et (2.18).
Si l’Hypothèse 2.2 n’est pas vérifiée et que la valeur du coefficient MRS x˜4
est modifiée après sa propagation vers le canal Z{m5Z, nous obtenons alors x˜4
et x˜5. Un tel cas de figure n’est pas toujours modélisable par une faute sur le
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résidu x4 injectée avant la conversion. En effet, une telle faute devrait donner
f 1  0 mod m5 dans le système (2.18). Mais si m5 ¡ m4, ce cas ne peut se
présenter puisque par définition f 1 Pw0, m4v.
Dans les deux situations illustrées et discutées précédemment, une telle
faute localisée affectera l’ensemble des résidus dans la base B1. Mais le fait
de pouvoir modéliser l’effet par une faute préconversion dans la base de dé-
part se révèlera essentiel pour la détection de fautes lors d’une multiplication
modulaire.
Conversions de base basées sur le TRC
Le cas des conversions de base construites sur l’Équation (1.15) est plus
direct. L’Hypothèse 2.2 exprime seulement la nécessité que les valeurs ξx,i,B
soient propagées équitablement vers les canaux de la base RNS de destination
B1. Durant une telle conversion, aucune dépendance entre les canaux de la base
de départ B n’entre en jeu. Ainsi, toute faute localisée durant la conversion se
résume à une faute unique pré- ou post-conversion.
Dans le cas d’une conversion Bexkwc, le cas d’une faute modifiant la valeur
du registre d’accumulation du Cox sera étudié, et n’est donc pas écarté pour
le moment.
2.3.2 Catégories de fautes - Localisation
L’Hypothèse 2.2 permet d’introduire 4 catégories générales de fautes uniques
pouvant apparaître lors d’une multiplication modulaire. Ces catégories sont
illustrées par la Figure 2.4 et décrites ci-après.
Catégorie 1 Une faute est dite de catégorie 1 lorsque son effet est le même
que celui d’une faute unique sur les résidus qB avant la procédure de
conversion de base Bex1. L’ensemble des fautes de catégorie 1 est celui
des fautes localisées dans la base B. C’est le cas par exemple d’une faute
sur un résidu xi de l’entrée xB de la multiplication modulaire, ou bien sur
un résidu
p1mj de la valeur précalculée p1M ainsi que toute faute
injectée durant la première conversion de base et pouvant se ramener à
une faute sur qB .
Catégorie 2 La catégorie 2 regroupe l’ensemble des fautes localisées dans la
base auxiliaire B1 et apparaissant en amont de la procédure Bex2. Ce
peut être le cas d’une faute sur un résidu précalculé ou issu des calculs
intermédiaires menés entre les deux conversions de base Bex1 et Bex2.
C’est aussi la catégorie des fautes localisées injectées durant Bex2 et re-
présentables par une faute pré-conversion.
Catégorie 3 La catégorie 3 est celle des fautes uniques sur les résidus sB lorsque
ceux-ci ne sont pas destinés à être réutilisés comme entrée de l’algorithme
de réduction modulaire redondant nouvellement proposé. Dans le cas
contraire, une telle faute deviendra une faute de catégorie 1. Le but de la
création de cette catégorie est de décrire comment assurer l’intégrité de
l’ensemble des résidus d’une sortie de la réduction modulaire.
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Figure 2.4 – Catégorisation des fautes uniques durant une multiplication modulaire avec
indication du matériel supplémentaire (Cox, canal Z{mskZ) selon les conversions de base
utilisées.
Catégorie 4 La catégorie 4 concerne les fautes localisées dans le canal Z{mskZ
lorsque Bex2  Bexsk, ou sur l’unité Cox lorsque les conversions utilisées
sont celles de Kawamura et al. (2000).
2.3.3 Algorithme de réduction modulaire RNS avec capacité de détection
de faute unique
La création d’un algorithme de réduction modulaire RNS intégrant un ca-
nal RNS redondant permettant la détection des fautes de catégorie 1, 2, 3 et
4 est motivée par l’Objectif 2.1. Une question fondamentale concernant l’effi-
cacité de l’intégration d’une procédure de détection dans l’Algorithme 8 de
réduction modulaire RNS apparaît naturellement et est formulée ci-après.
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Question 2.1 La procédure de détection d’erreur étant basée sur une conversion de base
qui est une opération coûteuse, comment et dans quelle mesure est-il pos-
sible d’exploiter les deux conversions Bex1 et Bex2 pour mettre en œuvre la
procédure DetectOneErr afin de détecter les fautes des catégories 1, 2, 3 et
4 ?
Une idée naturelle est de chercher à utiliser Bex1 pour détecter les fautes
de catégorie 1, et Bex2 pour détecter les fautes de catégorie 2 et 4. Mais un
problème surgit rapidement.
De l’impossible détection certaine des fautes de catégorie 1 par Bex1
En supposant disposer d’un canal redondant Z{mRZ, la détection des
fautes de catégorie 1 requiert de pouvoir calculer le résidu redondant qR de
q. Mais de par la définition même de q, nous ne connaissons pas de moyen
simple pour obtenir ce résidu redondant uniquement à partir de calculs dans
le seul canal Z{mRZ. Même en supposant donnés les résidus xR et
p1mR ,
alors nous ne savons obtenir qR  q mod mR 
xp1M mod mR sans procé-
der à une conversion de base. Ceci s’explique par la présence de la réduction
modulo M apparaissant dans la construction de q. L’équivalence suivante sou-
ligne ce problème de ne pouvoir obtenir qR avec certitude à partir de la seule
donnée des résidus de x et p dans B Y tmRu :xp1
M
mod mR 
xp1
mR
ô
xp1
MmR
P v0, Mv. (2.19)
Par conséquent, Bex1 ne peut être utilisée seule pour mettre en œuvre une
procédure de détection des fautes de catégorie 1. Cela s’avère problématique,
car une faute de catégorie 1 non détectée avant la première conversion de base
va affecter tous les résidus qB1 , et par conséquent tous les résidus s11, . . . , s
1
`.
Algorithme proposé, preuve de correction
L’Algorithme 13 de multiplication modulaire en RNS redondant prend en
considération les constatations précédentes. Le principe de l’algorithme est
illustré par la Figure 2.5. Seule la seconde conversion de base est exploitée
dans le cadre d’une procédure de détection de faute. Le Théorème 2.4 prouve
en fait que la solution proposée permet notamment la détection des fautes
catégorie 1, 2 et 4 définies précédemment, ainsi que les fautes de catégories 5,
qui sont par définition celles affectant une valeur du canal redondant Z{mRZ.
Le traitement du cas des fautes de catégorie 3 sera discuté par la suite.
Théorème 2.4 Soit H un ensemble d’hypothèses de la Table 1.1 (p. 34) et mR un modulus premier à
B et B1 et vérifiant la condition suivante :
@m P B,@m1 P B1, mR ¡
#
m, m1 si H P tHmrs,Hkwu,
mskm, m1 si H  Hsk.
(2.20)
Alors l’Algorithme 13 détecte toutes les fautes de catégorie 1, 2 et 5. De plus, la
détection des fautes de catégorie 4 est aussi assurée pour H  Hsk.
Démonstration. Catégorie 2 L’enjeu pour la détection des fautes de catégorie 2
est de pouvoir calculer le résidu s mod mR. Par définition, s est défini par
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Algorithme 13 : MulModRRNS pB,B1, mR, x, y, pq :
Données :
• trois bases copremières B  tm1, . . . , mnu, B1  tm11, . . . , m1`u et tmRu
• deux entiers x, y représentés par leurs résidus xBYB1YtmRu et yBYB1YtmRu
dans les trois bases
• un modulus p représenté par ses résidus précalculés pB1YtmRu dans la
base B1 Y tmRu
• les résidus précalculés de l’entier p1M dans B et de M1M1mR dansB1 Y tmRu
• toutes ces données vérifient également les hypothèses de la Table 1.1
(p. 34).
Résultat : les résidus de s  xyM1 mod p dans B Y B1 Y tmRu
1 début
2 pour i Ð 1 à n faire
/* en // dans les canaux de B */
3 qi Ð xi  yi 
p1mi mod mi
4
 pq11, . . . , pq1`, pqRÐ Bex1 pB,B1 Y tmRu, pq1, . . . , qnqq
/* conversion de B vers B1 Y tmRu */
5 pour j Ð 1 à ` faire
6 t1j Ð x1j  y1j   pq1j  p1j mod m1j
7 tR Ð xR  yR   pqR  pR mod mR
/* en // dans les canaux de B1 Y tmRu */
8 pour j Ð 1 à ` faire
9 s1j Ð t1j 
M1m1j mod m1j
10 sR Ð tR 
M1mR mod mR
/* en // dans les canaux de B1 Y tmRu */
11 ps1, . . . , sn,psRq Ð Bex2  B1,B Y tmRu,  s11, . . . , s1`
/* conversion de B1 vers B Y tmRu */
12 si sR  psR alors
/* procédure de détection */
13 retourner Faute détectée.
14 sinon
15 retourner
 
s1, . . . , sn, s11, . . . , s
1
`, sR

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Figure 2.5 – Multiplication modulaire en RNS redondant.
les résidus dans B1 de la quantité tM1M1 , où t  xy  ppq. pq désigne la
valeur obtenue par Bex1 pB, qBq. Par construction de q et donc de pq, t est
un multiple de M : xy  ppq  0 mod M. Ainsi, pxy  ppqqM1M1 est une
division exacte réalisée en RNS. Ensuite, la base auxiliaire B1 est toujours
choisie de manière à ce qu’un dépassement de capacité de t sur la base
étendue B Y B1 soit impossible. Autrement dit, tM   M1. Par conséquent,
ϕ1B1 psB1q  tM . L’équation suivante vient alors immédiatement :
sR  ϕ1B1 psB1q mod mR 
tM1
M1
mod mR  xy  p
pq
M
mod mR. (2.21)
L’Équation (2.21) fournit le calcul du résidu redondant sR de s avant
la conversion de base Bex2. Ce calcul nécessite de connaître les résidus
redondants xR et yR des entrées x et y, ainsi que ceux des entiers p etM1mR . De plus, la conversion de qB par Bex1 doit se faire de la baseB vers la base étendue B1 Y tmRu. Dans ce cas, comme Bex2 est complète
lorsqu’elle est appliquée sur des résidus intègres, il devient possible de
l’utiliser pour détecter les fautes de catégorie 2.
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Finalement, si mR vérifie la Condition (2.20), le Théorème 2.3 (p. 60) ga-
rantit la détection de toutes les fautes de catégorie 2.
Catégorie 4 La preuve pour la détection des faute sur le canal Z{mskZ est
identique à celle de la catégorie 2 et utilise le Théorème 2.3.
Catégorie 1 Par définition du test de cohérence, toute faute de catégorie 1 est
détectée si, et seulement si, |sR  psR|mR  0. De manière équivalente, il
faut et il suffit que l’inégalité |psR  psRqM|mR  0 soit vérifiée dès qu’une
faute de catégorie 1 apparaît, puisque M est premier avec mR.
Sans perte de généralité, nous supposons par exemple que le résidu q1
est erroné. Sa nouvelle valeur est notée q1  |q1   e1|m1 . Ces résidus er-
ronés définissent l’entier q  ϕ1B
  
q1, q2, . . . , qn

, et la valeur retournée
par la première conversion est notée pq  Bex1  B, qB. Il faut remarquer
que malgré la présence de la faute, le calcul de t ne provoque aucun
dépassement de capacité :
t  xy pqp P v0, MM1v.
Cependant, t n’est désormais plus un multiple de M, puisque
ϕB ptq  pe1 p, 0, . . . , 0qB .
Par conséquent, le résidu redondant de s a pour nouvelle valeur :
sR 
tM1
mR

ϕ1BYB1   pe1 p, 0, . . . , 0qB , tB1 M1mR . (2.22)
Ensuite, l’effet de la faute modifie également les résidus de s dans B1. Par
construction, ces résidus sont précisément sB1  ϕB1
 tM1M1. Nous
pouvons alors écrire :
ϕ1B1 psB1q 
ϕ1BYB1 pp0B , tB1qq
M
. (2.23)
De ce fait, si Bex2 est choisie parmi Bexsk ou Bexkwc, il est possible que
la conversion ne soit plus complète et renvoie une valeur de la forme
suivante :
Bex2
 B1, sB1  ϕ1B1 psB1q   µM1 (2.24)
où les valeurs possibles de l’entier µ sont détaillées par la suite.
Finalement, la procédure de détection teste la nullité deϕ1BYB1   pe1 p, 0, . . . , 0qB , tB1 M1  ϕ1B1 psB1q  µM1mR ? 0.
Comme précisé précédemment, le test de détection est équivalent au test
suivant :
ϕ1BYB1
  pe1 p, 0, . . . , 0qB , tB1 ϕ1BYB1 pp0B , tB1qq  µMM1 ? 0 mod mR.
(2.25)
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Un entier δ P t0, 1u est introduit et est défini comme l’entier rendant vraie
l’égalité suivante :
ϕ1BYB1
  pe1 p, 0, . . . , 0qB , tB1  ϕ1BYB1   pe1 p, 0, . . . , 0qB , 0B1
  ϕ1BYB1 pp0B , tB1qq  δMM1.
Par suite, l’Équation (2.25) se réécrit :
ϕ1BYB1
  pe1 p, 0, . . . , 0qB , 0B1 pµ  δqMM1 ? 0 mod mR. (2.26)
BYB1 étant une base RNS, la Proposition 2.1 (p. 53), concernant la forme
de l’entier représenté par des résidus atteints d’une faute unique, donne
l’existence d’un entier a1 Pw m1, m1vzt0u tel que :
ϕ1BYB1
  pe1 p, 0, . . . , 0qB , 0B1  a1M1M1.
Plus précisément, a1 ¡ 0 et nous avons même plus précisément a1 e1 p pM1M1q1
m1
. Comme M1M1 est premier avec mR, il suffit de s’as-
surer que sous les conditions du Théorème 2.4 l’assertion suivante est
vraie : e1 p  M1M11
m1
 pµ  δqm1  0 mod mR. (2.27)
Pour ce faire, les valeurs possibles de µ  δ suivant la conversion de base
choisie sont maintenant détaillées.
Bexmrs : La conversion est toujours complète, ce qui signifie que µ  0.
Ainsi, 0  
e1 p pM1M1q1m1  δm1
   m1   mR, et le test détecte la
faute e1.
Bexsk : Le contexte est différent de celui du Théorème 2.3 concernant la
détection d’une faute en utilisant Bexsk. En effet, ici tous les résidus
de sB1 sont potentiellement modifiés par la faute e1. Donc la conver-
sion renvoie une valeur de la forme ϕ1B1 psB1q   µM1 où µ est une
valeur de vκB1 psB1q , msk  1 κB1 psB1qw. De ce fait, seule l’inéqua-
tion suivante reste garantie :
0  
e1 p  M1M11m1  pδ  µqm1
 ¤ m11pmsk  1qm1  mskm11.
L’Hypothèse (2.20) du présent théorème donnant mR ¡ mskm1 ga-
rantit donc bien la détection de la faute e1.
Bexkwc : À cause du coefficient de correction αkw utilisé pour garantir
une conversion complète pour les valeurs intègres s vérifiant s  
p1 αkwqM1, µ peut prendre pour seules valeurs 0 ou 1. De plus
nous avons l’implication δ  0 ñ µ  0. En effet, si δ  0 alors :
ϕ1BYB1
  pe1 p, 0, . . . , 0qB , tB1  ϕ1BYB1   pe1 p, 0, . . . , 0qB , 0B1
  ϕ1BYB1 pp0B , tB1qq
 t.
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De plus, vu la Remarque 1.8 (p. 29), pq   p1  ∆kwqM. Ainsi, les
hypothèses Hkw garantissent alors que :
t  xy pqp   p1 ∆kwqMp p1  ∆kwqMp  2Mp   p1 αkwqMM1.
Par conséquent,
ϕ1B1 psB1q 
ϕ1BYB1 pp0B , tB1qq
M
  p1 αkwqM1.
Cette inégalité implique dans ce cas une conversion complète, c’est-
à-dire µ  0. Ainsi, δ  µ P t0, 1u.
Finalement, il vient :
0  
e1 p  M1M11m1  pδ  µqm1
   m1   mR,
inégalités prouvant que la détection réussit.
Catégorie 5 La modification par injection de faute d’une des deux valeurs sR
ou psR dans le canal Z{mRZ implique trivialement la détection.
Fautes de catégorie 4 sur le Cox
La protection contre les fautes de catégorie 4 correspondant à une per-
turbation de la valeur calculée par le Cox peut suivre différentes stratégies,
comme par exemple une redondance de cette unité de traitement. S’agissant
d’un simple additionneur-accumulateur, le coût reste négligeable. Si un seul
Cox est utilisé, une altération non permanente (cf. 2.4.1 concernant les fautes
permanentes et transitoires) la valeur contenue dans le registre d’accumulation
lors de la première conversion Bexkw peut provoquer l’apparition d’un terme
M dans le résultat de la conversion, via la possible apparition d’une retenue
sortante supplémentaire ou de la disparition d’une retenue initiale. Ainsi, nous
obtenons un résultat de la forme pq  q  δM où δ P t1, 0, 1, 2u. Les nouveaux
cas de figure sont ceux avec δ P t1, 2u. Il est à noter que pq satisfait la condi-
tion M ¤ pq   p2  ∆kwqM, puisqu’en l’absence de faute Bexkw pB, qBq est
dans v0, p1  ∆kwqMv (cf. Remarque 1.8, p. 29).
Un premier problème est lié à la possible négativité de pq. Ce cas peut pro-
voquer un dépassement de capacité de t  xy  pqp qui peut ne plus appartenir
à l’intervalle dynamique v0, MM1v du système RNS total B Y B1. En effet, t
vérifie les inégalités suivantes :
Mp ¤ t  xy  pqp   p1 ∆kwqMp  p2  ∆kwqMp  3Mp.
Il est à noter cependant que t vérifie toujours t  xy mod p. De ce fait, une
faute sur le Cox ne modifie pas la congruence modulo p du résultat, mais des
précautions doivent être prises soit pour détecter un dépassement de capacité
et donc détecter la faute, soit pour contrecarrer l’effet d’une telle faute via une
correction automatique si possible.
Si t P vMp, 0v, alors s mod M1  tM1M1  tM   M1 et sR  s mod mR tM1mR . Dans ce cas, comme s mod M1 n’a plus la garantie d’appartenir à
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l’intervalle v0, p1 αkwqM1v pour lesquelles la seconde conversion Bexkw est
toujours complète, il devient possible d’obtenir :
Bexkw
 B1, sB1  tM   M1  δM1
où δ peut prendre pour valeur 1. Dans ce cas, la faute est corrigée par la
seconde conversion et le test de détection réussit puisque celui-ci n’est que la
comparaison de la valeur tM   M1  δM1 mod mR  tM mod mR obtenue via la
conversion à la valeur sR 
tM1mR . Le résultat obtenu au final est l’ensemble
des résidus dans BYB1YtmRu de
xyM1p p. Il est donc possible de décider
d’ajouter systématiquement  p à la sortie de la multiplication modulaire. Or,
comme il a été souligné précédemment, t   3Mp. Au final, le résultat s obtenu,
s’il reste congru à
xyM1p modulo p, appartient à l’intervalle v0, 4pv. Il suffit
de modifier dans les hypothèses Hkw la taille de M1 via la nouvelle condition
4p
1αkw   M1, et de choisir σ ¥ 16.
Si la faute sur le Cox apparaît durant la seconde conversion Bexkwc, il de-
vient possible d’obtenir la valeur suivante :
Bexkw
 B1, sB1  tM   δM1,
avec δ P t1, 0, 1u. Comme M1 est premier avec mR, le test de détection don-
nera : sR  tM1   δM1
mR
 δM1mR  0 ô δ  0.
Donc, si la faute modifie effectivement le résultat de la conversion, elle sera
détectée, sinon le résultat obtenu reste correct.
Finalement, nous venons de montrer la Proposition 2.8 suivante.
Proposition 2.8 Soit les hypothèses Hkw modifiées de manière à ce que 4p   p1 αkwqM1 et σ ¥ 16.
Alors l’Algorithme 13, utilisé avec un seul Cox et modifié de manière à ce que  p
soit automatiquement rajouté aux résidus de la sortie s dans la base totale B Y B1 Y
tmRu, a la capacité de prévenir l’effet de toute faute localisée sur le Cox injectée durant
Bex1, et celle de détecter toute faute similaire injectée durant Bex2 si elle rend cette
conversion incomplètement réduite. Le résultat s  xyM1 mod p obtenu est alors
dans l’intervalle v0, 4pv.
De plus, la capacité de détection des fautes de catégorie 1, 2 et 5 reste inchangée
dès lors que mR vérifie la Condition (2.20) du théorème précédent.
Une stratégie différente suggérée par (Nozaki et al. 2001) consiste à allouer
un Cox par Rower. Dans ce cas, une faute localisée n’atteint par définition
qu’un seul Cox. Lors de la première conversion, si le Rower contenant le Cox
atteint est celui affecté au canalZ{mRZ, cela revient à considérer le résidu qˆR 
qˆR  δR M avec δR P t1, 0, 1u. Ainsi, le test de cohérence compare psR (obtenu de
sB1 par la seconde conversion) à la valeur perturbée sR  sR   δR p  psR   δR p.
Une telle faute de catégorie 5 est détectée dès que δR  0. Si le Rower est affecté
à un canal Z{m1jZ, alors la faute sur le Cox provoque la modification du résidu
s1j en s
1
j 
s1j   δj Mm1j  s1j. C’est exactement le cas d’une faute de catégorie 2,
qui sera donc détectée. Une telle faute sur un Cox durant la seconde conversion
provoque, de la même manière, soit l’apparition d’une faute de catégorie 5, soit
celle d’une faute de catégorie 3.
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Finalement, aucune modification des hypothèses Hkw n’est nécessaire pour
la détection des fautes sur un Cox lorsque chaque Rower possède le sien.
Gestion des fautes de catégorie 3
Sous l’hypothèse qu’une faute localisée est injectée durant la seconde conver-
sion Bex2, avec pour effet de modifier un résidu de sB , la procédure de dé-
tection de l’Algorithme 13 garantit seulement l’intégrité des résidus de la
sortie s dans la base B1 Y tmRu. Si cette sortie est destinée à être conver-
tie en binaire, il suffit d’utiliser les résidus sB1 . En effet, s   M1 et donc
s  ϕ1B1 psB1q  Bex2 pB1, sB1q. Dans le cas où il est nécessaire de vérifier l’inté-
grité des résidus sB , il est à noter que le résidu sR est disponible et n’est, par
hypothèse, pas affecté par une faute (le test de cohérence de l’Algorithme 13
ayant réussi). Il suffit alors d’étudier dans quelle mesure il reste possible d’uti-
liser une procédure de détection suivant la conversion utilisée.
Bexmrs : La procédure de conversion peut être utilisée sur psB , sRq sans condi-
tion particulière.
Bexsk : Disposant du résidu ssk non affecté par une faute par hypothèse (de la
même manière que sR), les conditions du Théorème 2.3 sont réunies. La
procédure de détection est donc possible.
Bexkwc : Il est nécessaire de pouvoir garantir que la conversion utilisée est com-
plètement réduite lorsqu’aucune faute n’affecte un résidu de sB de ma-
nière à ce qu’on ne puisse pas avoir Bexkwc pB, tmRu, sB , αkwq  |sR  M|mR
en l’absence de faute, ce qui rendrait sinon caduque la procédure de dé-
tection de faute.
Si sB est intègre, alors par hypothèse ϕ1B psBq  s   2p. Par conséquent,
il suffit d’introduire la condition suivante :
2p   p1 αkwqM. (2.28)
Dans ce cas, Bexkwc pB, sB , αkwq  ϕ1B psBq  s. En pratique, le choix
des paramètres n et r  rlog2 pmiqs permet d’avoir ∆kw ¤ αkw ¤ 12 en
conservant un paramètre h petit (cf. l’Équation (1.23) (p. 27) qui exhibe
un majorant de ∆kw). Or par hypothèse
4p
1∆kw   M. De ce fait, s’il est
possible d’avoir αkw ¤ 12 , alors 2p1αkw ¤
4p
1∆kw . Cette condition permet
ainsi la détection des fautes de catégorie 3 sur sB , et ceci sans modifier
l’hypothèse sur la taille de M dans Hkw, en procédant au test d’égalité
suivant :
Bexkwc pB, sB , tmRu, αkwq  sR ? 0 mod mR.
Surcoût dû à la procédure de détection
L’introduction du canal redondant Z{mRZ induit un surcoût en terme
d’opérations basiques MMEl et AMEl, ainsi qu’une opération de comparaison
entre résidus redondants qui ne consiste finalement qu’en un XOR bit à bit.
Comme mR peut être choisi de manière à avoir une taille identique à celle des
moduli de B et B1, ce surcoût correspond donc à celui d’un canal RNS non
redondant.
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hypothèses Hmrs Hsk Hkw
Mult. pn  `  1q MMEl pn  `  4q MMEl pn  `  5q MMEl
Add. pn  ` 1q AMEl pn  `q AMEl pn  `q AMEl
Table 2.1 – Surcoût de la procédure de détection des fautes uniques de catégorie 1, 2 et 4 en
termes d’opérations élémentaires.
Néanmoins, il est à noter que lors des deux conversions le canal redondant
fait partie de la base de destination. Comme souligné dans la Remarque 1.10
(p. 30), l’ajout de ce canal n’augmente donc pas le nombre d’étapes paral-
lèles nécessaires pour exécuter la multiplication modulaire en RNS redondant
(Algo. 13) par rapport à la multiplication modulaire RNS dérivée de l’Algo-
rithme 8.
Par conséquent, l’intégration du canalZ{mRZ pour la détection des fautes de caté-
gorie 1, 2, 4 et 5 dans une architecture parallèle dédiée n’entraîne aucune augmentation
du temps d’exécution de la multiplication modulaire.
En revanche, la détection des fautes de catégorie 3 nécessite une conversion
de base supplémentaire effectuée sur les résidus obtenus par Bex2 dans B. Le
surcoût en terme d’opérations élémentaires est donné par les Équations (1.12),
(1.17) et (1.25), et est résumé dans la Table 2.2 suivante. Cependant, cette ca-
tégorie reste assez singulière. D’une part, les résidus dans la base B1 suffisent
à définir entièrement le résultat de la multiplication modulaire et sont garan-
tis intègres par la procédure de détection. Ceux-ci suffisent donc s’il s’agit de
convertir le résultat dans un autre système de numération. D’autre part, en
s’inscrivant dans un cadre plus général de RNS redondant, l’ensemble des ré-
sidus psB , sB1 , sRq peut n’être qu’un résultat intermédiaire d’une série de calculs
dont le résultat final serait, de toute façon, analysé une nouvelle fois par une
procédure de détection. La remarque suivante est donc pertinente :
Remarque 2.6 La solution de protection de la multiplication modulaire contre les attaques par in-
jection de faute unique proposée par l’Algorithme 13 et exploitée dans le contexte de
parallélisation naturel du RNS satisfait les attentes fixées par l’Objectif2.1.
hypothèses Hmrs Hsk Hkw
Mult.
pn  2q pn 1q
2
MMEl p2n  1q MMEl 2n MMEl
 pn  1q Mullog2pnq
Add.
pn  2q pn 1q
2
AMEl n AMEl  n Addlog2pnq p2n 2q AMEl
 n Addh
Table 2.2 – Surcoût de la procédure de détection des fautes uniques de catégorie 3 en termes
d’opérations élémentaires.
2.3.4 Adéquation de l’Algorithme 13 avec la contre-mesure LRA (Bajard
et al. 2004)
La capacité de détection de faute proposée par l’Algorithme 13 peut être
facilement associée à une arithmétique résistante aux fuites. Les étapes de cal-
cul (2.1) et (2.2) nécessaires au changement de représentation de Montgomery
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sont de simples multiplications modulaires. Elles peuvent donc être réalisées
via l’Algorithme 13.
Comme il est nécessaire que le modulus redondant soit supérieur à tous les
autres moduli, celui-là ne peut donc faire parti de l’ensemble de moduli consti-
tuant le « pool » parmi lequel les bases B et B1 sont choisies aléatoirement. La
robustesse offerte par le masquage aléatoire n’en est en rien affectée.
Un changement de représentation à la volée pour un changement des bases
Bα Y B1α en Bβ Y B1β s’effectue donc toujours de la même manière :
y  ϕ1BαYB1αYtmRu

MulModRRNS

Bα,B1α, mR, x |Mα|p , 1, p
		
 x Mα  M1α mod p
 x mod p,
z  ϕ1B1βYBβYtmRu

MulModRRNS

B1β,Bβ, mR, y, |M|p , p
		
 yM pM1βq1 mod p
 y Mβ mod p
 x Mβ mod p.
(2.29)
Les changements de représentation sont ainsi également protégés contre les
attaques par injection de fautes.
Remarque 2.7 L’Algorithme 13 remplit donc les conditions satisfaisant l’Objectif 2.2.
2.4 Concernant une adaptation à l’architecture Cox-Rower
Cette partie donne des pistes pour adapter une architecture Cox-Rower sur
laquelle implanter l’Algorithme 13. Pour ce faire, nous discutons de l’adéqua-
tion du modèle de faute théorique introduit précédemment aux contraintes
réelles imposées par les techniques d’attaque par faute sur un matériel phy-
sique. Enfin, nous étudions les effets d’un modèle de faute plus fin intégrant
les largeurs des registres stockant les valeurs traitées par les Rowers.
2.4.1 Considérations pragmatiques sur la pertinence du modèle de faute
théorique
En vue d’étudier la faisabilité d’une implantation matérielle de la solution
de détection proposée, nous devons d’abord considérer dans quelle mesure
les effets physiques des méthodes d’injection de faute réellement exploitées
dans l’état de l’art peuvent être raisonnablement représentés dans notre propre
modèle de faute.
Comme souligné par Barenghi et al. (2012) la méthodologie de recherche de
contre-mesures aux attaques par fautes qui consiste à s’abstraire des contraintes
physiques et à étudier le modèle mathématique sous-jacent sur lequel est
construit la primitive implantée peut largement être sujette à critique. Cepen-
dant, il est important de préciser qu’une telle approche présente au moins
l’avantage d’apporter une preuve formelle de la détection d’un certain type
d’erreurs. Par suite, même si le contexte d’une implantation physique apporte
son lot de facteurs difficilement interprétables dans le modèle théorique, il
n’en demeure pas moins qu’une attaque physique est garantie inopérante de
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l’instant où le résultat qu’elle produit sur les données traitées est effectivement
pris en compte par ce même modèle théorique. Cette constatation, bien que
triviale, se révèle particulièrement pertinente dans le cas du RNS à cause de la
« segmentation » des calculs dans des unités qui, dans le cas d’une architecture
Cox-Rower, sont physiquement distinctes.
De la représentation des effets de fautes physique dans le modèle théorique
L’architecture Cox-Rower de Kawamura et al. (2000) dispose d’un certain
nombre de cellules de traitement, les Rowers, chacune étant dédiée aux cal-
culs dans les canaux RNS « théoriques » Z{mZ. En pratique, dans le cas de la
réduction modulaire RNS utilisant deux bases B et B1, chaque Rower est gé-
néralement alloué à au moins un modulus de B et un modulus de B1. Comme
les calculs dans B et B1 se font de manière séquentielle lors d’une réduction
modulaire (i.e. selon un schéma B Ñ B1 Ñ B), la pertinence de la restriction
du nombre de Rowers à maxpCardpBq, CardpB1qq s’impose d’elle-même. En re-
vanche, lorsque les contraintes de surface ne permettent pas d’avoir autant de
Rowers, chacun d’eux peut alors être affecté à plusieurs canaux de chacune
des deux bases.
Un état de l’art fournit par Barenghi et al. (2012) détaille les moyens dont
peut disposer un attaquant pour injecter des fautes dans l’ensemble des va-
leurs traitées par système physique embarquant l’implantation d’une primitive
cryptographique. La puissance de l’adversaire s’évalue essentiellement par les
moyens financiers dont il dispose pour monter son attaque. Par exemple, ceux-
ci influent directement sur la capacité à viser une zone précise du matériel (cf.
tableau 1 de Barenghi et al. (2012)).
Plus généralement, les effets à prendre en compte sont multiples (Otto
2004) : localisation spatiale, contrôle du timing, faute permanente ou transi-
toire, etc. Cependant, ce genre de classification ne peut véritablement s’appli-
quer tel quel à nos propos. En fait, il s’agit de voir qu’il nous suffit de consi-
dérer que toute faute induite par une attaque physique est intégrable à notre
modèle de l’instant où l’effet d’une telle faute peut se réduire à une faute sur
une sortie d’un Rower. Par exemple, une attaque modifiant tout ou partie de
précalculs contenus dans une ROM, de manière permanente ou non, s’intègre
à notre modèle de l’instant où les valeurs modifiées ne concernent qu’un ca-
nal RNS Z{mZ. Que de telles fautes soient permanentes ou transitoires n’a
pas véritablement de conséquence à cause du fait que la détection est réalisée
systématiquement à la fin de chaque réduction modulaire. Même dans le cas
d’une réduction fainéante, où une réduction modulaire n’intervient qu’après
le calcul d’une somme plus ou moins grande, l’effet d’une faute permanente
est aisément contenu grâce au fait que l’indépendance des canaux RNS n’est
brisée qu’au moment d’une réduction modulaire.
Les considérations précédentes mettent également en lumière la nécessité
de l’Hypothèse 2.2 (p. 62). Lors d’une conversion de base, chaque Rower dis-
tribue sa sortie aux autres. Cette phase peut être réalisée simplement via l’uti-
lisation d’un registre à décalages envoyant séquentiellement les valeurs. Ce-
pendant, un problème surgit du fait que tout ou partie des sorties distribuées
transitent par de mêmes registres. Dans ce cas précis, une faute modifiant de
manière permanente ne serait-ce qu’un bit de registre va possiblement impac-
ter sur la valeur de plusieurs résidus, brisant de fait le modèle de faute unique.
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L’utilisation d’un multiplexeur, ou la redondance de la totalité des registres
sont des solutions de protection possibles.
Pour résumer, la pertinence du cadre fixé par notre modèle de faute re-
pose sur l’indépendance des unités RNS lors des calculs arithmétiques de base,
ainsi que sur le fait que notre détection intervient systématiquement à chaque
fois que cette indépendance est levée, à savoir lors d’une réduction modulaire.
Les solutions de protection pouvant permettre de lever l’Hypothèse 2.2 ne fe-
ront pas nécessairement partie du cœur des propos qui suivront. En revanche,
l’adaptation de notre solution de détection de faute doit absolument intégrer
les conséquences de la contrainte inévitable de représentation des résidus en
binaire.
De la pertinence d’une protection par détection
Outre l’approche par détection, Yen et al. (2003) et Guilley et al. (2010)
prônent une solution de protection par résilience. Par définition, un système
résilient va absorber la faute, laquelle doit alors infecter suffisamment le ré-
sultat final pour que celui-ci ne contienne aucune information exploitable. Ce
type de méthode permet notamment d’éviter tout blocage du système, stra-
tégie typiquement appliquée avec une méthode par détection. En revanche, il
convient de s’assurer qu’une telle dissémination ne puisse provoquer d’autres
types de fuite d’information récupérable via d’autres canaux.
La contre-mesure développée par Guilley et al. (2010) se situe au niveau
matériel, tandis que celle proposée par Yen et al. (2003) est au niveau algorith-
mique et concerne le protocole RSA-CRT. L’argument avancé par ces derniers
pour éviter les approches par détection se fonde sur le fait que la logique
de détection peut potentiellement être elle-même mise hors-jeu par une at-
taque par faute. Il est certes difficile de contourner ce problème. Il paraît guère
raisonnable par exemple de chercher à s’en prémunir en dupliquant le mo-
dule de détection, puisque comme souligné par Guilley et al. (2010) il faudrait
alors procéder de même concernant le module dupliqué afin de le protéger, et
ainsi de suite. Ce désagrément semble donc inhérent à ce type de méthode, et
doit faire l’objet d’une attention particulière dans la stratégie de défense appli-
quée. Cependant, si ce genre de faute est seulement transitoire, alors le modèle
que nous utilisons veut qu’une telle faute apparaisse nécessairement seule lors
d’une réduction modulaire. Par conséquent, dans ce cas, aucun résidu n’est
supposé être fauté, et la conséquence est nulle. La faute étant transitoire et
notre technique de détection s’effectuant « à la volée », la prochaine réduc-
tion modulaire sera toujours dotée de la capacité à détecter une nouvelle faute
unique.
Enfin, la possibilité de détection « à la volée » présente le précieux avantage
de donner le choix à l’utilisateur de stopper le protocole presque immédiate-
ment après l’apparition d’une faute. Cela prévient ainsi toute analyse posté-
rieure qui pourrait exploiter les effets de l’altération des calculs (récupération
d’un résultat modifié, de traces de consommation, etc).
2.4.2 Raffinement du modèle de faute
Comme souligné par Guillermin (2011), une faute affectant une valeur trai-
tée par un Rower se définit par l’effet qu’elle produit sur la valeur du registre
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de sortie dudit Rower qui stocke les quantités ξi,x,B ou ξ j,x,B1 lors des chan-
gements de base. La taille r de ce registre détermine la taille des moduli des
bases RNS utilisées : 2r1   m   2r pour tout m P B Y B1.
Définition 2.5 Si r est la largeur du registre de sortie d’un Rower, une faute matérielle sur une valeur
x d’un canal RNS Z{mZ est un entier e P vx, 2r  xv.
Si la faute e est telle que x   e P v0, mv, alors le modèle de faute théo-
rique donné par la Définition 2.4 est immédiatement applicable. Il reste à ana-
lyser comment détecter les cas où x   e P vm, 2rv. Cette analyse est l’objet
du Théorème 2.5. Avant de l’énoncer, nous rappelons certaines notations in-
troduites lors de la présentation de la conversion de Kawamura et al. (2000)
(p. 26). La fonction evalh pξq renvoie les h bits de poids fort en considérant
que ξ s’écrit sur r bits. ∆kw P r0, 1r est un majorant de l’erreur commise par
l’utilisation de cette fonction evalh lorsqu’elle est utilisée pour estimer le coef-
ficient κB pxBq lors d’une conversion de base d’un entier x, c’est-à-dire un ma-
jorant de
n°
i1

ξx,i,B
mi
 evalh pξx,i,Bq
	
. Et αkw P r∆kw, 1r est un coefficient permet-
tant de corriger cette erreur afin de garantir une conversion complète lorsque
x   p1 αkwqM.
Théorème 2.5 Soit r la taille du registre de sortie des Rowers et celle des moduli des bases B et B1, et
xy l’entrée de l’Algorithme 13 (p. 67) de multiplication modulaire vérifiant xy   σp2.
Soit les deux ensembles d’hypothèses suivants :
H1 :
$'''''''&'''''''%
σ ¥ 4
∆kw   min
i1,..,n
evalh pmiq
σp  

min
i1,..,n
evalh pmiq  ∆kw


M
2p   p1 αkwqM1
H2 :
$'''&'''%
σ ¥ 9
σp  

1  max
i1,..,n
evalh pmiq  ∆kw


M
3p   p1 αkwqM1
(2.30)
Alors l’Algorithme 13 utilisé avec les hypothèses H1 ou H2 et avec un modulus
redondant vérifiant :
mR ¡ max
 
m P B Y B1, maxta P v0, 2rv| evalh paq ¥ 1  ∆kw  αkwu

(2.31)
détecte les fautes matérielles de catégorie 1, 2 et 5. De plus, si aucune faute n’est
injectée et si H1 (resp. H2) est vérifié, la sortie s de la multiplication modulaire est
dans v0, 2pv (resp. v0, 3pv).
Enfin, sous l’hypothèse que tout modulus m1 de B1 vérifie 2r m1   2c, alors si :
∆kw  
1
2rc
  1
2h
 1
2r
¤ αkw   1, (2.32)
il suffit que la redondance vérifie la condition suivante :
mR ¡ max
 
m P B Y B1 . (2.33)
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Remarque 2.8 Dans l’énoncé du théorème, nous passons sous silence les fautes de catégorie 3, pour
lesquelles il est nécessaire de recourir à une conversion de base spécialement dédiée à la
détection de ces fautes. Les fautes de catégorie 4 sont également omises. Nous prenons
le parti de considérer le Cox protégé par une redondance en matériel, en dotant par
exemple chaque Rower d’un Cox.
Démonstration. La détection des fautes de catégorie 5 demeure encore une fois
évidente.
Catégorie 1 Sans perte de généralité, nous considérons une faute sur le pre-
mier canal :
ξ1,q,B  ξ1,q,B   e1  m1   f1, f1 P v0, 2r m1v v0, m1v. (2.34)
En effet, si ξ1,q,B   m1, alors le modèle de faute théorique s’applique, et la
détection a été prouvée. Nous nous intéressons donc au cas m1 ¤ ξ1,q,B  
2r. L’entier de v0, Mv représenté par les coefficients

ξ1,q,B , ξ2,q,B , . . . , ξn,q,B
	
a pour résidus qB 

| f1M1|m1 , q2, . . . , qn
	
dans la base B. Notons alors
q  ϕ1B
 
qB

. Ceci signifie que qB est issu des résidus de q affectés par
une faute théorique.
La première conversion fait intervenir le calcul des deux quantités sui-
vantes :
ξ1,q,BM1  
n¸
i2
ξi,q,BMi 
n¸
i1
ξi,q,BMi   e1M1
 sumB pqBq   e1M1
 sumB pqBq   pm1   f1  ξ1,q,BqM1
 sumB
 
qB
  M, (2.35)
κ˜B
 
qB
  tevalh ξ1,q,B	  n¸
i2
evalh
 
ξi,q,B

u. (2.36)
Comme evalhpξ1,q,Bq  evalh p f1q   evalh pm1q  
δ
2h
, δ P t0, 1u, nous pou-
vons alors écrire les inégalités suivantes :$''''''''''&''''''''''%
evalh

ξ1,q,B
	
 
n¸
i2
evalh
 
ξi,q,B
 ¤ q
M
  κB
 
qB
  evalh pm1q   12h
  κB
 
qB
  2,
evalh

ξ1,q,B
	
 
n¸
i2
evalh
 
ξi,q,B
 ¥ q
M
  κB
 
qB
  evalh pm1q  ∆kw
¥ κB
 
qB
 1.
(2.37)
Ces inégalités montrent que le résultat du calcul du Cox donné par
l’Équation (2.36) donne κ˜B
 
qB
  κB  qB   µ, avec µ P t1, 0, 1u. Le
cas µ  1 permet de corriger le terme M supplémentaire apparaissant
dans l’Équation (2.35). De plus, il est clair d’après la seconde ligne du
système (2.37) que µ  1 implique q   p∆kw  evalh pm1qqM.
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Finalement, la conversion donne la valeur suivante :
pq  sumB  qB  M κ˜B  qB M  q  p1 µqM avec µ P t1, 0, 1u.
(2.38)
De plus, pq vérifie aussi :
pq   p2  ∆kw  evalh pm1qqM. (2.39)
Il est clair que si f1  ξ1,q,B dans l’Équation (2.34), la perturbation ne
modifie pas le résultat final qui reste correct. De plus, sous les hypothèses
H1,
s  xy 
pqp
M
  2p   p1 αkwqM1.
De la même manière, sous les hypothèses H2, l’Inéquation (2.39) im-
plique :
s  xy 
pqp
M
  3p   p1 αkwqM1.
Pour résumer, si f1 P t0, ξ1,q,Bu, alors la faute est corrigée. Autrement,
le modèle théorique est utilisable, et la faute sera détectée puisque f1 P
v0, 2r m1v v0, m1v.
Catégorie 2 Comme pour la catégorie 1, nous étudions le cas :
ξ1,s,B1  ξ1,s,B1   e1, e1 P vm11  ξ1,s,B1 , 2r  ξ1,s,B1v, (2.40)
puisque le cas e1 P vξ1,s,B1 , m11 ξ1,s,B1v correspond au modèle théorique.
Ainsi, il vient :
ξ1,s,B1M
1
1  
`¸
i2
ξi,s,B1M1i 
`¸
i1
ξi,s,B1Mi   e1M11
 sumB psBq   e1M1 (2.41)
(2.42)
Par hypothèse, $&%
s   p1 αkwqM1,
evalh pe1q ¤ evalh p2r  1q  1
1
2h
.
(2.43)
Nous avons ainsi les inégalités suivantes :$'''''''''''''&'''''''''''''%
evalh
 
ξ1,s,B1
  `¸
i2
evalh pξi,s,B1q   αkw ¤
s
M1
  κB1 psB1q   evalh pe1q  
1
2r
  αkw
  κB1 psB1q   2,
evalh
 
ξ1,s,B1
  `¸
i2
evalh pξi,s,B1q   αkw ¥
s
M1
  κB1 psB1q   evalh pe1q  ∆kw   αkw
¥ κB1 psB1q  ∆kw   αkw
¥ κB1 psB1q .
(2.44)
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Vu les Inégalités (2.44), le calcul du Cox donne donc κ˜B1 psB1q  κB1 psB1q 
µ, avec µ P t0, 1u. Par conséquent, reprenant l’Équation (2.41), il vient :
Bexkwc
 B1, sB1 , αkw  sumB psB1q   e1M11  κ˜B1 psB1qM1
 s   e1  µm11 M11. (2.45)
Or, vu (2.44), µ  0 implique que :
s
M1
  κB1 psB1q   evalh pe1q  ∆kw   αkw   κB1 psB1q   1.
Et donc :
µ  0 ñ evalh pe1q   1  ∆kw  αkw.
Par conséquent, en notant A  maxta P v0, 2rv| evalh paq ¥ 1 ∆kw αkwu,
nous avons :Bexkwc pB1, sB1 , αkwq  sM11
   max  m P B Y B1, A .
Ces inégalités montrent que la condition (2.31) du présent théorème suffit
pour assurer la détection.
Afin de montrer maintenant la suffisance de la condition mR ¡ m pour
tout m P B Y B1 sous l’Hypothèse 2.32, il faut voir que si e1 ¥ m11 alors :
evalh pe1q ¥ evalh
 
m11
 ¥ 2r  2c  |2r  2c|2rh
2r
 1 1
2rc
 1
2h
  1
2r
.
Ainsi, l’Hypothèse (2.32) implique que evalh pe1q∆kw   αkw ¥ 1 et donc,
vu la seconde inéquation du système (2.44) que κ˜B1 psB1q  κB1 psB1q   1,
c’est-à-dire µ  1. Ainsi, si e1 ¥ m11 alors µ  1 et par suite :e1 m11   2r m11   m11.
Ainsi, dans tous les cas,
e1  µm11   m11, ce qui achève la preuve.
Exemple 2.1 Reprenant les paramètres de l’Exemple 1.4 calibrés pour le calcul d’un RSA de 1024
bits, n  33 et r  32, avec des moduli pseudo-Mersenne, la condition ∆kw  
min
i1,..,n
evalh pmiq est vérifiée dès que h ¥ 7. Dans ce cas, il vient alors notamment
que min
i1,..,n
evalh pmiq  ∆kw ¡ 12 . Il suffit donc de choisir un coefficient correcteur
αkw  12 et des tailles de bases RNS vérifiant M ¡ 2σp et M1 ¡ 4p.
Ces choix de paramètres satisfont également la Condition (2.32). Ainsi, mR doit
simplement être choisi premier à MM1 et vérifier la Condition (2.33), à savoir mR plus
grand que tout modulus de B Y B1.
Architecture adaptée
L’architecture proposée Figure 2.8 est adaptée de celle de Nozaki et al.
(2001).
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Figure 2.6 – Unité Rower modifiée.
Figure 2.7 – Unité de détection de faute (FDU) avec r  32.
Figure 2.8 – Principe d’une architecture de type Cox-Rower avec capacité de détection de
faute.
Au vu des conditions du Théorème 2.5 sur la redondance, il est toujours
possible de choisir mR  2r. Dans ce cas, un Rower dédié au canal redon-
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dant possède une structure plus simple qu’un Rower classique présenté Fi-
gure 1.2, puisque la réduction modulo 2r est alors une simple troncature.
Comme chaque Rower est généralement dédié au calcul dans au moins un
canal de B et un canal de B1, si le modèle d’attaquant contre lequel il convient
de se protéger prend en compte la possibilité de perturbations localisées sur
une mémoire d’un Rower via un outil assez précis comme un laser, il peut être
nécessaire d’envisager de stocker les valeurs précalculées afférentes aux diffé-
rents canaux dans différentes ROM espacées. Plus généralement, le nombre u
de Rowers est avantageusement choisi comme divisant n, taille des bases B et
B1 en terme de nombre de moduli que nous supposons identiques par soucis
de simplicité. En primant l’optimisation du temps de calcul sur la surface uti-
lisée, n Rowers sont utilisés, ce qui permet de plus de diminuer les risques de
perturbations locales affectant des valeurs concernant plusieurs canaux RNS.
Une autre contre-mesure serait de rajouter de la redondance pour fournir une
capacité de détection de fautes multiples, ce qui sera étudié par la suite (cf.
Section 3.1).
Si l’Hypothèse 2.2 (p. 62) ne peut être posée, alors il faut vérifier la bonne
propagation des valeurs de type ξi,q,B et ξ j,s,B1 durant les deux conversions de
base. Pour ce faire, l’architecture de la Figure 2.8 intègre dans chaque Rower
une unité de détection de faute. Lors d’une conversion de base, les n canaux
doivent envoyer leur valeur de sortie ξi vers les n 1 autres canaux et le canal
redondant. La propagation se fait de manière circulaire en n 1 étapes. Afin de
vérifier que les propagations n’ont pas été perturbées, chaque Rower i stocke
sa propre valeur ξi dans un registre regξ . Au terme de la n  1-ième étape,
celle-ci est comparée avec la dernière valeur reçue par le Rower numéro pi  
1q mod n via une unité FDU. Cette étape de comparaison est indépendante du
flux de calcul principal. Cette solution de redondance des registres de sortie
sera forcément plus coûteuse lorsque nous étendrons le modèle aux fautes
multiples.
Un seul Cox pourrait être également utilisé (cf. Prop. 2.8, p. 72), mais s’agis-
sant d’une unité peu coûteuse en surface, chaque Rower peut posséder son
propre Cox. Cela permet de conserver la propriété d’avoir un résultat final
correct dans v0, 2pv (contrairement au cas d’un Cox unique selon la stratégie
suggérée par la Prop. 2.8). De plus, concernant la Proposition 2.8, le modèle de
faute adopté a été celui d’une faute transitoire sur le registre d’accumulation
du Cox. Il est clair qu’une faute permanente pourrait provoquer l’apparition
de plusieurs retenues sortantes supplémentaires (jusqu’à n), ou la disparition
de tout ou partie des retenues qui auraient du apparaître. Il est alors toujours
possible d’adapter l’énoncé de cette proposition à ce cas particulier.
Enfin le Rower dédié au canal redondant possède sa propre unité FDU
pour l’exécution du test de cohérence.
Dans Bajard, Eynard, et Gandino (2013b) une étude comparative avec des
paramètres similaires à ceux de l’Exemple 1.4 est fournie. Celle-ci montre que
la surface supplémentaire totale consacrée à un Rower redondant dédié au mo-
dulus mR  2r et aux unités FDU reste inférieure à celle d’un Rower standard.
2.4.3 Comparaison avec la technique de détection de Guillermin (2011)
Détection des fautes de catégorie 1 et 2 via un Cox modifié
Guillermin (2011) propose une technique de détection utilisant un Cox mo-
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difié qui permet d’obtenir une meilleure approximation des fractions ξimi dans
l’Équation (1.19). Pour l’obtenir, il introduit une nouvelle fonction eval. Plus
précisément, là où Kawamura et al. (2000) proposent d’approcher 1mi par
1
2r ,
Guillermin utilise une somme partielle d’ordre t de la série géométrique de
somme 1mi :
evalt

ξi
mi


 ξi
2r
t¸
j0

2r mi
2r

j
.
La détection est effectuée lors de la conversion Bex2. Le principe de cette
technique repose sur les constatations suivantes, où αkw P r∆kw, 1r est toujours
un coefficient corrigeant l’erreur totale induite par les approximations :
$'''''''''&'''''''''%
`¸
i1
evalt pξi,s,B1q   αkw ¤
`¸
i1
ξi,s,B1
m1i
  αkw 
s
M1
  κB1 psB1q   αkw
  3p
M1
  κB1 psB1q   αkw   κB1 psB1q   1
`¸
i1
evalt pξi,s,B1q   αkw ¥
s
M1
  κB1 psB1q   αkw  ∆kw ¥ κB1 psB1q
ñ s
M1
¤ regacc 
`¸
i1
evalt pξi,s,B1q  t
`¸
i1
evalt pξi,s,B1qu ¤ sM1   αkw  
3p
M1
  αkw.
(2.46)
Or, la quantité regacc est la valeur finale présente dans l’accumulateur du
Cox à la fin de la conversion. Ainsi, en choisissant une base B1 assez large pour
que :
3p
M1
  1
2σ 1
(2.47)
et si l’ordre t de la somme définissant la fonction evalt est assez grand pour
pouvoir choisir αkw  12σ 1 , alors des Équations (2.46) et (2.47) découle que
regacc P r0, 12σ r. Autrement dit, regacc a ses σ bits de poids fort nuls. Fort de
cette remarque, Guillermin choisit donc le coefficient σ et la précision t de la
fonction evalt, de manière à ce que pour toute faute ei P vξ1,s,B1 , 2r  ξ1,s,B1w
commise sur ξi,s,B1 les inégalités suivantes soient toujours vérifiées :
1
2σ
  eval  e1i   1 12σ ñ 12σ   regacc   eval  e1i   1.
En remarquant que :
1
2r
  eval  e1i   1 1mi   1 12r ,
il vient donc la condition suffisante σ ¥ r   1. De cette manière, la présence
d’une faute matérielle sur un coefficient ξ1,s,B1 est détectée par la présence d’un
bit non nul parmi les σ bits de poids fort de regacc.
La détection des fautes de catégorie 1 reste plus problématique. Néan-
moins, en notant
pq  Bexkw  B,B1, qB  q  ei Mi   δM
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avec 0   |ei|   mi et δ P t0,1u, et s 
xy pqp	 M1
M1
, alors s  s  
|eimi p  δp|M1 ou s  s |eimi p δp|M1 . Par conséquent, en notant E  s s,
et en reprenant les Inéquations (2.46), il vient :
s  E
M1
¤ regacc ¤
s  E
M1
  αkw  
E
M1
  1
2σ
.
De ce fait, si
1
2σ
  |E|
M1
  1 1
2σ
, (2.48)
alors l’erreur sera détectée par le Cox modifié. Guillermin exhibe un majorant
de la probabilité qu’une erreur E de la forme |eimi p  δp|M1 ne vérifie pas
les Inéquations (2.48) en se basant sur un dénombrement des fautes ayant la
forme de E.
Pour se protéger contre les fautes de catégorie 4 sur le Cox, Guillermin
suggère d’utiliser une redondance du Cox.
Analyse comparative
La technique de Guillermin repose sur l’utilisation des conversions de type
Kawamura et al. (2000), et est donc conditionnée par l’utilisation d’une archi-
tecture de type Cox-Rower. A contrario, la technique proposée dans ce mémoire
ne dépend pas des conversions de base choisies, puisqu’il suffit d’utiliser une
redondance adaptée à l’algorithme de réduction modulaire choisi.
Vu la Condition (2.47) sur M1 donnée par Guillermin, à savoir M1 ¡ 2σ 13p
avec la condition supplémentaire σ ¥ r  1, soit donc M1 ¡ 2r 23p, et par com-
paraison avec les Conditions (2.30) de notre étude, à savoir p1 αkwqM1 ¡ 3p,
la technique du Cox modifié nécessite au moins un modulus supplémentaire
dans la base B1. D’après la Remarque 1.10 (p. 30), cela impacte nécessairement
le temps de calcul de la seconde extension de base, et donc le temps total de
calcul d’une réduction modulaire. Les résultats de mesure d’une implantation
sur FPGA de sa technique appliquée pour le calcul d’un RSA-CRT de 1024
bits via 2 exponentiations modulaires par échelle de Montgomery montrent
une latence de 5% dû à l’utilisation de cette technique de détection. A contra-
rio pour la présente technique, le coût supplémentaire en terme de surface est
aussi celui d’un Rower pour le canal redondant. De plus, celui-ci ne fait jamais
partie de la base de départ d’une conversion. Ainsi, le temps global n’est pas
affecté par les détections des fautes de catégorie 1, 2, 4 et 5. Seul la détection
des fautes de catégorie 3 induit une augmentation du temps de traitement
équivalent à la moitié d’une réduction modulaire, puisque le coût d’une telle
réduction est essentiellement celui de ses deux conversions de base. Pour le
même RSA-CRT, la latence est donc estimée à 121024  0, 05%. Mais celle-ci
n’est due qu’à une conversion supplémentaire pour la détection d’une faute
finale dans B, conversion également nécessaire pour une telle détection dans
le cas de la méthode du Cox modifié.
Enfin, la présente technique a l’avantage d’offrir une détection certaine des
fautes de catégorie 1, qui constituent un point délicat pour la méthode du Cox
modifié, et a le grand avantage de se généraliser aisément à la détection de
fautes multiples via l’ajout de canaux redondants supplémentaires, comme il
sera vu par la suite.
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Conclusion
Un nouvel algorithme de multiplication modulaire RNS résistant aux fautes
uniques (Alg. 13, p. 67) a été présenté dans un premier temps. La capacité de
détection s’appuie sur les RNS redondants. Ceux-ci permettent une détection
de faute dont le principe est basé sur un test de cohérence entre résidus princi-
paux et résidus redondants. Si cette technique est connue de longue date, nous
avons précisé des conditions suffisantes sur la redondance qui permettent d’ef-
fectuer le test de cohérence à partir de différentes opérations de conversion de
base (cf. Th. 2.3, p. 60). Ce processus de détection a été intégré de manière
efficace à l’algorithme de multiplication modulaire RNS, en s’appuyant com-
plètement sur la structure même de cet algorithme, et en restant entièrement
adaptable à une arithmétique résistante aux fuites (cf. 2.3.4). En conclusion,
nous pouvons affirmer avoir satisfait les Objectifs 2.1 et 2.2 (p. 61). Le Théo-
rème 2.4 (p. 66) démontre formellement la validité de l’approche suggérée.
Au final, il résulte qu’au cours d’une exponentiation modulaire exécutée
avec échelle de Montgomery, le surcoût en temps pour s’assurer de l’intégrité
de la totalité des résidus du résultat final contre la présence d’une faute unique
est de l’ordre de log2
 
exposant2
1. Il s’agit du test de cohérence dédié à la vé-
rification de la présence d’une faute de catégorie 3 dans la base RNS principale
B du résultat final.
Une étude supplémentaire incluant un modèle de faute plus fin adapté aux
contraintes de représentation binaire des résidus pour une implantation maté-
rielle dans une architecture de type Cox-Rower a permis d’établir des condi-
tions sur la redondance pour la détection de fautes matérielles sur un canal
RNS (cf. Th. 2.5, p. 78). Un modèle général d’architecture adaptée au nouvel
algorithme de multiplication modulaire en RNS redondant a été suggéré.
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Nous généralisons le principe de multiplication modulaire en RNS redon-
dant présenté dans le chapitre précédent pour l’adapter à la détection de fautes
multiples. Ce modèle permet d’intégrer le principe de tolérance aux pannes.
En pratique, les unités physiques (e.g. les Rowers) d’une architecture parallèle
spécifique permettant l’implantation d’algorithmes RNS pour des calculs sur
un corps fini peuvent être dédiées aux calculs dans plusieurs canaux RNS des
bases principales et auxiliaires B et B1. Une perturbation affectant de manière
permanente ou transitoire une telle unité physique peut alors être modélisée
par une faute multiple, qui par définition modifie plusieurs résidus mis en jeu
dans une multiplication modulaire.
Une première partie sera consacrée à l’adaptation de l’Algorithme 13 de
multiplication modulaire RNS dotée d’une capacité de détection des fautes
uniques au modèle de faute multiple. Après avoir décrit le nouveau modèle de
faute multiple, nous fournirons des conditions suffisantes sur la redondance
garantissant la détection de ces fautes. Ensuite, nous affinerons le modèle pour
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intégrer les contraintes spécifiquement liées à la représentation binaires des ré-
sidus erronés. Enfin, nous nous attacherons dans une dernière section à adap-
ter cette approche à l’arithmétique en RNS redondant dans le cas des corps
finis non premiers.
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3.1 De la détection des fautes multiples
La capacité de détection d’erreur offerte par les RNS redondants dans le
cadre d’une arithmétique basique sur les entiers Z est naturellement géné-
ralisable à la détection d’erreurs multiples affectant simultanément plusieurs
résidus. Elle a été étudiée par les mêmes auteurs cités dans la section concer-
nant les fautes uniques. Le niveau de protection souhaité est relié au nombre
de moduli redondants utilisés et dépend donc de la quantité de ressources que
l’utilisateur est disposé à allouer aux canaux redondants. Nous allons voir que
les principes de cette généralisation s’appliquent encore une fois très bien aux
calculs en RNS redondant en présence de réductions modulaires.
3.1.1 RNS redondants et fautes multiples
Tout comme pour le cas des fautes uniques, nous présentons tout d’abord
le modèle de faute, puis nous rappelons les conditions suffisantes pour la dé-
tection de ces fautes. Ces conditions dans le cas d’une base RNS redondante BR
première à la base principale B se retrouvent dans la même littérature évoquée
dans le chapitre des fautes uniques. Nous fournissons en annexe les résultats
et preuves dans le cas le plus général où les moduli redondants ne sont ni sup-
posés premiers entre eux deux à deux, ni premiers avec les moduli principaux.
Ces résultats très généraux justifient la pertinence du choix de la simplification
adoptée dans les parties qui suivent, où BR est automatiquement considérée
être une base RNS première avec les autres bases RNS utilisées.
Modèle de faute et procédure de détection
Le contexte est celui d’un RNS B  tm1, . . . , mnu muni d’une base RNS de
moduli redondants BR  tmR,1, . . . , mR,ku première avec B. Tout ensemble in-
tègre de résidus pxB , xBRq représente un unique entier x de l’intervalle légitime
v0, Mv. La Définition 2.4 se généralise de la manière suivante :
Définition 3.1 Soit un entier d P v1, nw. Une d-faute affectant les résidus xB  ϕB pxq (x P v0, Mv)
est la donnée de d indices Id  ti1, . . . , idu (1 ¤ i1   . . .   id ¤ n) et de d nombres
eij P v1, mijv. L’ensemble des résidus erronés est noté xB , où xj  xj pour tout j P
v1, nwzId, et xi  |xi   ei|mi pour tout i P Id.
La Proposition 2.1 (p. 53) est adaptée aux fautes multiples afin de détermi-
ner les quantités qui devront être détectées par un test de cohérence.
Proposition 3.1 Soit Id  v1, nw et xB les résidus de x P v0, Mv et une d-erreur
 
ei1 , . . . , eid

affectant
les résidus d’indices Id de x. Notant x  ϕ1B pxBq l’entier de l’intervalle v0, Mv
représenté par les résidus xB , et MId 
±
jRId
mj, alors :
DaId Pw 
¹
iPId
mi,
¹
iPId
mivzt0u, x  x  aId MId . (3.1)
Démonstration. Intuitivement, ajouter une faute affectant les résidus d’indices
Id revient à ajouter à x un multiple de MId (modulo M). Nous montrons que
ce multiple est en fait donné par l’entier b  °
iPId
ei M1i mi Mi mod M. En effet,
pour tout i P Id, xi  |xi   bi|mi  |xi   ei|mi et pour tout i R Id, xi  xi, donc
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x  px  bq mod M. Plus précisément, comme °
iPId
ei M1i mi Mi   dM, il existe
β P v0, dv tel que :
b 
¸
iPId
ei M1i mi Mi  βM P v0, Mv.
Soit de plus δ P t0, 1u tel que |x  b|M  x  b δM. Ainsi, comme β  δ ¤ d,
nous pouvons écrire :
x  x  b δM
 x 
¸
iPId
ei M1i mi Mi  pβ  δqM
 x 
β δ¸
j1
eij M1ij mij mij

Mij  
t¸
jβ δ 1
eij M1ij mij Mij
 x 
β δ¸
j1
eij M1ij mij mij
 ¹
iPIdztiju
mi  
d¸
jβ δ 1
eij M1ij mij
¹
iPIdztiju
mi
ﬁﬂ MId
 x  aId MId .
Comme |x x|   M, alors aId    ±
iPId
mi. De plus
aId mi1  e1  0 implique
que aId  0 mod M et donc finalement que aId Pw 
±
iPId
mi,
±
iPId
mivzt0u.
La Proposition 3.1 précédente précise la forme d’une faute multiple. La
proposition suivante va détailler, à partir d’un entier x de l’intervalle légitime,
l’ensemble des entiers de cet intervalle qui diffèrent de x sur au plus d rési-
dus. Ceci permettra de déterminer une condition nécessaire sur la taille de la
redondance pour détecter les d-fautes.
Proposition 3.2 Soit d P v1, nw, Id  v1, nw et c Pw0,
±
iPId
miv. Alors il existe un entier x P v0, Mv et
une d-faute d’indices Id tels que
ϕ1B pxBq  x  cMId .
Démonstration. Considérons la d-faute de résidus ei  |cMi|mi si i P Id, et ei  0
sinon. Il est clair que ϕ1B peBq  cMId . Il suffit alors de considérer que cette
faute affecte x  0.
Les propositions précédentes permettent d’établir le théorème suivant.
Théorème 3.1 Soit une base RNS B  tm1, . . . , mnu, MR un entier premier à M et d un entier dans
v1, nw. Pour toute d-faute sur des résidus xB , ϕ1B pxBq  x mod MR, si, et seulement
si,
@ pi1, . . . , idq  v1, nw, MR ¡
d¹
j1
mij . (3.2)
Démonstration. Nous prouvons la suffisance par contraposition. Supposons donc
qu’il existe x un entier de l’intervalle dynamique v0, Mv de B, de résidus
xB , et une d-faute d’indices Id  ti1, . . . , idu affectant xB , et pour laquelle
ϕ1B pxBq  x mod MR. Par la Proposition 3.1, il existe un entier aId vérifiant
3.1. De la détection des fautes multiples 91
0   aId    ±
iPId
mi et tel que ϕ1B pxBq  x   aId MId P v0, Mv. L’hypothèse
ϕ1B pxBq  x mod MR implique donc que MR divise aId MId . Comme MR est
premier avec M, et donc avec MId , il vient alors que MR divise aId . Ainsi,
MR  
±
iPId
mi, ce qui achève la preuve de la suffisance.
Montrons la nécessité par contraposition. Soit Id un ensemble de d indices
tels que MR  
±
iPId
mi. Alors, par la Proposition 3.2, il existe un entier x et
une d-faute d’indices Id telle que
ϕ1B pxBq  x  MR MId . Ainsi, ϕ1B pxBq 
x mod MR.
La procédure de détection DetectMultErr reste identique à celle utilisée
pour la détection des fautes uniques, et se base sur un test de cohérence. Le
Théorème 3.1 donne une condition nécessaire sur la taille de la redondance
pour la détection des d-fautes. Néanmoins, ce résultat doit être affiné en pre-
nant en compte le type de conversion utilisé pour la procédure de détection,
et également en considérant que les résidus redondants peuvent aussi être af-
fectés par des fautes. C’est l’objet du Théorème 3.2.
Procédure DetectMultErr(Bex,B,BR,xB ,xR)
1 début
2 pxR Ð Bex pB,BR, xBq;
3 retourner pxR  xR
Théorème fondamental de détection pratique d’erreurs multiples
Théorème 3.2 Soit B  tm1, . . . , mnu une base RNS et BR  tmR,1, . . . , mR,ku k entiers avec k P
v2, nw. Soit x P v0, Mv donné par ses résidus pxB , xBRq.
Quelle que soit la conversion utilisée dans la procédure de détection DetectMultErr,
pour tout d P vk  1, n  kw il existe une d-faute non détectable.
1. Toute d-faute affectant pxB , xBRq, pour tout d P v1, kw, est détectable par la Pro-
cédure TestCoherence ou la Procédure DetectMultErr couplée avec la conversion
Bexmrs si, et seulement si,
@mR,z P BR, mR,z ¡ maxtm | m P Bu. (3.3)
2. Si un modulus supplémentaire msk est adjoint à la base B et Bexsk est utilisé
par la Procédure DetectMultErr, une condition suffisante est donnée par :
@mR,z P BR, mR,z ¡ maxtm | m P B Y tmskuu. (3.4)
3. Si toute valeur x à résidus intègres est supposée être dans l’intervalle v0, p1 αkwqMv
et si la conversion Bexkwc est utilisée dans la Procédure DetectMultErr, alors
toute d-faute est détectable pour tout d P v1, kw si les Conditions (3.3) du cas
Bexmrs sont vérifiées.
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Démonstration. Soit pxB , xBRq les résidus issus de ceux de x affectés par une
d-faute, et soit x  ϕ1B pxBq P v0, Mv. Nous rappelons que le test de cohérence
est la vérification de l’égalité BexpxBq ? xBR , où Bex est une conversion de la
base B vers la base BR.
Pour tout d P vk   1, n   kw, il est possible de construire une d-faute non
détectable. Les résidus pxB , xBRq sont par hypothèse ceux d’un entier x quel-
conque de l’intervalle dynamique de B. Soit une faute affectant d  k des
résidus principaux xB . En notant x  Bex pB,BR, xBq P v0, Mv, il suffit de
considérer la faute modifiant les résidus redondants de la manière suivante :
xR,i  |x|mR,i pour tout i P v1, kw. La capacité de détection du RNS redondant
est donc inférieure ou égale à k.
1. Cas Bexmrs. C’est le cas le plus direct puisque quels que soient les résidus
erronés xB considérés, Bexmrs est toujours une conversion avec réduction
complète modulo M. Ainsi, BexmrspB, xBq  ϕ1B pxBq.
• Preuve de la suffisance.
La suffisance peut être montrée par récurrence sur k. Le cas k  1
est prouvé par le Théorème 2.3. Soit k P v2, nw un entier. L’hypothèse
de récurrence est la détection de toute d-faute pour d ¤ k 1 sous
la Condition (3.3).
Soit alors une k-faute affectant kB résidus principaux et kR résidus
redondants avec kB   kR  d  1, kB ¤ n et kR ¤ k. Il est clair que
si kB ¤ k  1, alors l’hypothèse de récurrence appliquée avec l’en-
semble des résidus redondants privé d’un résidu redondant erroné
permet de conclure à la détection.
Il reste donc à considérer le cas où kB  k. Soit une k-faute d’indices
Ik. La Condition (3.3) implique notamment que MR ¡
±
iPIk
mi. Ainsi,
le Théorème 3.1 garantit la détection de la faute. La détection est
assurée par le test de cohérence.
• Prouvons la nécessité par contraposition, avec construction d’un
contre-exemple.
Supposons qu’il existe pz, iq P v1, kw  v1, nw tel que mR,z   mi, et
soit x  0. Alors, il est possible de construire un ensemble de rési-
dus erronés pxB , xBRq contenant au plus k fautes et qui passera avec
succès le test de cohérence. Soit xt  0 pour tout t P v1, nwztiu, et
xi  |mR,z Mi|mi  mR,z. Alors, en notant une nouvelle fois x l’entier
x  ϕ1B pxBq de v0, Mv et en notant ai 
xi M1i mi , nous avons :
x  ai Mi

mR,z Mi  M1i mi  Mi
 mR,z Mi.
Nous supposons alors que les résidus redondants erronés sont xR,z 
0 et xR,t  |mR,z Mi|mR,t pour tout t  z. Par conséquent,
ϕBR  ϕ1B pxBq  Bexmrs pB,BR, xBq  xBR .
Ceci implique que le test de cohérence ne détecte pas la faute mul-
tiple donnée.
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2. Cas Bexsk. Ici, il est n’est plus garanti que BexskpBYtmsku, xBq  ϕ1B pxBq.
Nous prouvons la suffisance de la condition par récurrence sur k. Le cas
k  1 est donné par le Théorème 2.3. Soit donc k P v2, nw. Pour les mêmes
raisons que précédemment, seul le cas où k fautes affectant les résidus
principaux reste à vérifier en détails.
Dans un premier temps, nous supposons le résidu xsk utilisé pour calcu-
ler κB pxBq intègre. Nous avons donc :
x  x  aIk MIk P v0, Mv
pour des indices Ik  v1, nw, et un entier 0  
aIk    ±
iPIk
mi (cf. Prop. 3.1).
Alors la conversion donne :
BexskpB Y tmsku, xB , xskq  x  bM
où b est un entier tel que |b|   msk et vérifiant également :
b  aIk MIk mod msk.
En particulier, ceci implique que |Bexsk pB Y tmsku, xB , xskq  x|msk  0. Il
faut souligner que x   bM  x. En effet, il suffit de voir que, par hypo-
thèse, x  bM  x mod ±
iPIk
mi. Finalement, nous avons :
0   |Bexsk pB Y tmsku, xB , xskq  x| 
aIk MIk   bM  cmsk MIk
avec c un entier tel que 0   c   ±
iPIk
mi   MR. Comme MR est premier
avec msk MIk , nous avons cmsk MIk  0 mod MR. La détection est donc
assurée.
Dans un deuxième temps, nous supposons le résidu xsk erroné. Soit donc
xsk  xsk, et Ik1 les autres indices des résidus principaux erronés. Nous
pouvons alors écrire :
x  BexskpB Y tmsku, xB , xskq  x  aIk1 MIk1  bM
avec 0   aIk1    ±
iPIk1
mi et 0 ¤ b ¤ msk  1. De plus, nous avons alors :
aIk1  b
¹
iPIk1
mi
   msk 
¹
iPIk1
mi   MR.
Mais nous avons aussi aIk1  b 
±
iPIk1
mi  0. En effet, comme par
exemple
xsk  xsk 
xsk   aIk1  b ¹
iPIk1
mi
mod msk
alors paIk1  b
±
iPIk1
miq  0 mod msk. Par conséquent,
aIk1 MIk1  bMMR  0
d’où la détection de la faute multiple.
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3. Cas Bexkwc. De même, la conversion appliquée à des résidus erronés peut
ne pas être complètement réduite.
Le principe de la preuve est identique au cas Bexmrs. Ainsi, nous avons
x  x   aIk MIk avec 0  
aIk    ±
iPIk
mi. Mais dans ce cas nous avons
désormais :
BexkwcpB, xB , αkwq  x  x δM x  aIk MIk  δM
avec δ P t0, 1u. De plus, vu la Remarque 1.9 (p. 29), et comme par hypo-
thèse x P v0, p1 αkwqMv, les implications suivantes sont vérifiées :
δ  1 ñ x  ϕ1B pxBq P vp1 αkwqM, Mvñ x ¡ x ñ aIk ¡ 0.
Ainsi, nous en déduisons que
0  
aIk  δ
¹
iPIk
mi
  
¹
iPIk
mi   MR
d’où la détection de la faute.
Remarque 3.1 Le Théorème 3.2, tout comme le Théorème 2.3 , montre que l’utilisation d’une conver-
sion Bexsk pour la détection des fautes multiples reste foncièrement similaire à l’uti-
lisation d’une conversion Bexmrs. En effet, les Hypothèses (3.4) s’écrivent de manière
identique aux Hypothèses (3.3) lorsque le modulus msk est considéré de la même ma-
nière que tout autre modulus mi de B.
Comme pour la détection des fautes uniques, les opérations arithmétiques
RNS basiques dans un corps fini Fp sont protégées contre l’injection de fautes
multiples aussi longtemps qu’aucun dépassement de capacité n’intervient, c’est-
à-dire tant que les données traitées et intègres appartiennent à l’intervalle lé-
gitime v0, Mv. Dès qu’une réduction modulo p est effectuée, la cohérence entre
résidus principaux et redondants peut être brisée à cause de la difficulté à ob-
tenir un résidu redondant de qB dans l’Algorithme 8 de réduction modulaire
RNS. L’Algorithme 13 de multiplication modulaire en RNS redondant fournit
une solution efficace pour conserver la capacité de détection des fautes uniques
des RNS redondants malgré la présence de la réduction modulaire.
Dans le contexte des fautes multiples, l’apparition conjointe d’erreurs de catégories 1,
2, 4 et 5 peut surgir. Cependant, nous allons prouver que le schéma général de
l’Algorithme 13 permet toujours de détecter ce genre de fautes multiples.
3.1.2 Application à la multiplication modulaire RNS
L’intégration et l’utilisation de la redondance pour la détection des fautes
multiples se font de manière identique à celles concernant la détection des
fautes uniques. Les conditions sur les bases RNS B, B1 et BR ainsi que sur les
tailles des entrées restent identiques à celles de l’Algorithme 8 de multiplica-
tion modulaire RNS standard, et sont résumées dans la Table 1.1 (p. 34).
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Localisation des fautes
Dans le contexte de la multiplication modulaire, le modèle de faute mul-
tiple est construit sur les catégories introduites dans la Partie 2.3.2. La dis-
cussion menée en prélude à la Proposition 2.8 (p. 72) et concernant les fautes
de catégorie 4 affectant le Cox reste valable. Chaque Rower sera supposé pos-
séder son propre Cox. Une discussion concernant le cas d’un seul Cox sera
cependant menée. La détection des fautes qui modifient en partie les valeurs
calculées par le(s) Cox sera étudiée par la suite.
La capacité de détection choisie, fixée à un entier k, donne la taille de la
base redondante BR. Pour tout d ¤ k, la structure d’une d-faute injectée durant
une multiplication modulaire est décrite par la définition suivante.
Définition 3.2 Une d-faute affectant l’opération de multiplication modulaire RNS est la donnée de
d  u   v   w indices Iu  ti1, . . . , iuu  v1, nw, Jv  tj1, . . . , jvu  v1, `p 1qw
(si msk est adjoint à B1, il pourra être noté m` 1) et Zw  tz1, . . . , zwu  v1, kw,
et de d nombres ei P Z{miZ pour tout i P Iu, e1j P Z{m1jZ pour tout j P Jv, et
eR,z P Z{mR,zZ pour tout z P Zw. Si u (resp. v, w) est nul, alors par définition
Iu  ∅ (resp. Jv  ∅, Zw  ∅). Une telle d-faute modifie les résidus qB , sB1 et sBR
calculés lors de l’exécution de l’Algorithme 13 de la manière suivante :$'''&'''%
@i P Iu, qi  |qi   ei|mi ,
@j P Jv, s1j 
s1j   e1jm1j ,
@z P Zw, sR,z  |sR,z   eR,z|mR,z .
(3.5)
Une telle faute contient donc u fautes de catégorie 1, v fautes de catégorie
2 (et éventuellement de catégorie 4 s’il y a présence d’un modulus msk) et w
fautes de catégorie 5.
L’Hypothèse 2.2 (p. 62) reste valable afin d’appuyer la pertinence de ce
modèle de faute malgré la présence des opérations de conversion de base.
Algorithme proposé et preuve de correction
Théorème 3.3 Soit H un ensemble d’hypothèses de la Table 1.1 (p. 34). Soit BR  tmR,1, . . . , mR,ku
une base redondante première à B et B1 vérifiant les conditions suivantes :
@  m, m1, mR P B  B1  BR, mR ¡
#
m, m1 si H P tHmrs,Hkwu,
mskm, m1 si H  Hsk.
(3.6)
Alors pour tout d P v1, kw, l’Algorithme 14 détecte toute d-faute telle que décrite
dans la Définition 3.2.
Démonstration. Soit une d-faute d’indices Iu  ti1, . . . , iuu, Jv  tj1, . . . , jvu
et Zw  tz1, . . . , zwu, avec d  u   v   w, et définie par les Équations (3.5).
En prélude à la preuve du théorème, nous énumérons quelques notations et
constatations préliminaires.
• Effet des fautes dans B affectant qB : par la Proposition 3.1,
q  ϕ1B
 
qB
  q  eIu MIu P v0, Mv,
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Algorithme 14 : MulModRRNS pB,B1,BR, x, y, pq
Données :
• trois bases copremières B  tm1, . . . , mnu, B1  tm11, . . . , m1`u et
BR  tmR,1, . . . , mR,ku
• deux entiers x, y représentés par leurs résidus pxB , xB1 , xBRq et
pyB , yB1 , yBRq dans les trois bases
• un modulus p représenté par ses résidus précalculés pB1YBR dans la base
B1 Y BR
• les résidus précalculés de p1M dans B et de M1M1MR dans B1YBR
• deux procédures de conversion de base Bex1 et Bex2
• toutes ces données vérifient également les hypothèses de la Table 1.1
Résultat : les résidus de s  xyM1 mod p dans B Y B1 Y BR
1 début
2 pour i Ð 1 à n faire
/* en ‖ dans les canaux de B */
3 qi Ð xi  yi 
p1mi mod mi
4
 pq11, . . . , pq1`, pqR,1, . . . , pqR,kÐ Bex1 pB,B1 Y BR, pq1, . . . , qnqq
/* conversion de B vers B1 Y BR */
5 pour j Ð 1 à ` faire
6 t1j Ð x1j  y1j   pq1j  p1j mod m1j
7 pour z Ð 1 à k faire
8 tR,z Ð xR,z  yR,z   pqR,z  pR,z mod mR,z
/* en ‖ dans les canaux de B1 Y BR */
9 pour j Ð 1 à ` faire
10 s1j Ð t1j 
M1m1j mod m1j
11 pour z Ð 1 à k faire
12 sR,z Ð tR,z 
M1mR,z mod mR,z
/* en ‖ dans les canaux de B1 Y BR */
13 ps1, . . . , sn,psR,1, . . . ,psR,kq Ð Bex2  B1,B Y B,  s11, . . . , s1`
/* conversion de B1 vers B Y BR */
14 si sBR  psBR alors
/* procédure de détection */
15 retourner Faute détectée.
16 sinon
17 retourner
 
s1, . . . , sn, s11, . . . , s
1
`, sR,1, . . . , sR,k

3.1. De la détection des fautes multiples 97
où |eIu |  
±
iPIu
mi. La valeur retournée par la conversion est :
pq  Bex1  B, qB  q  δM
où la valeur de δ dépend de la conversion utilisée.
Soit t  xy  pqp. Alors les conditions sur les tailles de B et B1 garantissent
que 0 ¤ t   MM1.
Précisons cela dans le cas des hypothèses Hkw. Nous rappelons que ces
hypothèses donnent xy   p1 ∆kwqMp, et que toute valeur convertie
par Bexkw est inférieure à p1  ∆kwqM (cf. Remarque 1.8, p. 29). Ainsi,pq  q  δM   p1  ∆kwqM où q est par définition dans v0, Mv, et δ P t0, 1u.
Par conséquent,
0 ¤ t  xy  pqp   p1 ∆kwqMp  p1  ∆kwqMp  2Mp.
Ainsi, t est complètement déterminé par ses résidus ptB , tB1q dans la base
étendue B Y B1. Lorsque u  0, alors |t|M  0. Dans le cas contraire,
|t|M  aIu MIu avec 0   aIu  |eIu MIu p| ±
iPIu
mi
  ±
iPIu
mi, et aIu  0 si,
seulement si, u  0. Plus précisément,
|t|M  aIu MIu

¸
iPIu
ei pM1i mi Mi mod M
 ϕ1B

0, . . . , 0,
ei1 pmi1 , 0, . . . , 0, |eiu p|miu 0, . . . , 0	B


.
(3.7)
• Effet des fautes dans B1 affectant sB1 : comme précédemment, les nota-
tions suivantes sont introduites :$'''''''&'''''''%
s 
tM1
M1
  bJv M1Jv P v0, M1v,
bJv 
¸
jPJv
e1j M1j m1j M1j mod M,
0   |bJv |  
¹
jPJv
m1j, et bJv  0 ô v  0.
• Effet des fautes dans BR affectant sBR :$''''''&''''''%
sR 
tM1
MR
  cZw MR,Zw P v0, MRv,
cZw 
¸
zPZw
eR,z M1R,zmR,z MR,z mod MR
0   |cZw |  
¹
zPZw
mR,z, et cZw  0 ô w  0.
Le test de cohérence vérifie la nullité de la quantité |Bex2 pB1, sB1q  sR|MR .
Par conséquent, il suffit de montrer l’implication suivante pour prouver que la
détection réussit :
d  u  v w  0 ñ Bex2  B1, sB1 sRMR  0.
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Cette quantité est nulle sous les hypothèses données par la Table 1.1 lorsque
d  0. Comme M est premier avec MR, il revient au même de montrer l’impli-
cation suivante :
d  u  v w  0 ñ M  Bex2  B1, sB1 sRMR  0.
La conversion Bex2 est complètement réduite dès que d  0. De plus, c’est
aussi le cas lorsque d  0 et Bex2  Bexmrs. Par conséquent, Bexmrs pB1, sB1q  s.
Si Bexkwc ou Bexsk sont utilisées, alors Bex2 pB1, sB1q  s   µM1. Les valeurs
possibles de µ seront détaillées par la suite.
Pour récapituler, nous avons d’une part :
|M sR|MR 
M tM1MR   cZw MR,Zw M

MR
 |t  cZw MR,Zw M|MR
(3.8)
et d’autre part :
M Bex2
 B1, sB1  M tM1
M1
  bJv M1Jv M  µMM1. (3.9)
Nous rappelons qu’il s’agit de montrer que si d  0 alorsM sR  M Bex2  B1, sB1MR  0.
Étant donné que M  tM1M1   MM1, cette quantité est définie par ses
résidus dans B Y B1. Plus précisément :
M
tM1
M1
 ϕ1BYB1 p0B , tB1q .
Par conséquent il suffit de vérifier que si d  0 alors :t  cZw MR,Zw M ϕ1BYB1 p0B , tB1q  bJv M1Jv M µMM1MR  0.
En utilisant l’Équation (3.7) il vient :
ϕ1BYB1 ptB , 0B1q  M1
tM11
M
 M1
aIu MIu M11M
 M1ϕ1B

0, . . . , 0,
ei1 pM11mi1 , 0, . . . , 0,
eiu pM11miu 0, . . . , 0


B


 a˜Iu MIu M1
où a˜Iu 
aIu M1Iu M11 ±
iPIu
mi
 0 ô aIu  0 ô u  0.
Une nouvelle notation est introduite. Si β P t0, 1u est tel que
t  ϕ1BYB1 ptB , tB1q  ϕ1BYB1 ptB , 0B1q   ϕ1BYB1 p0B , tB1q  βMM1 P v0, MM1v
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alors l’entier χ est défini par :
χ  1
MIu M1Jv
 
t M Bex2
 B1, sB1
 1
MIu M1Jv

ϕ1BYB1 ptB , 0B1q  bJv M1Jv M pµ  βqMM1
	
 a˜Iu
¹
jPJv
m1j  bJv
¹
iPIu
mi  pβ  µq
¹
iPIu
mi
¹
jPJv
m1j.
(3.10)
En particulier, χ vérifie donc :
χ  µ
¹
iPIu
mi
¹
jPJv
m1j 
1
MIu M1Jv
pt Msq Pw 
¹
iPIu
mi
¹
jPJv
m1j,
¹
iPIu
mi
¹
jPJv
m1jv,
et comme u  v  0 implique a˜Iu  0 ou bjPJv  0, alors χ  0.
Finalement, nous avons :
χ mod
¹
zRZw
mR,z  0 ñ Faute détectée. (3.11)
Il nous suffit donc de prouver que χ mod
±
zRZw
mR,z  0.
Les différents scenarii possibles sont examinés dès à présent.
• Bex2  Bexmrs : dans ce cas µ  0. Donc 0   |χ|  
±
iPIu
mi
±
jPJv
m1j. De
plus, étant donné les conditions sur les moduli redondants et comme
kw ¥ u  v, ¹
zRZw
mR,z ¡
¹
iPIu
mi
¹
jPJv
m1j.
Ceci garantit que |χ| ±
zRZw
mR,z  0 et donc la détection de la faute multiple.
• Bex2  Bexsk : les fautes dans B1 Y tmsku peuvent impliquer que le ré-
sidu ssk ne soit plus une information redondante des résidus sB1 . Au-
trement dit, les résidus erronés sB1Ytmsku peuvent représenter n’importe
quel entier de l’intervalle v0, msk M1v. Ainsi, µ peut prendre une valeur
quelconque dans w msk, mskv. Par conséquent,
0   |χ|   msk
¹
iPIu
mi
¹
jPJv
m1j.
Comme u   v ¤ k  w, ±
zRZw
mR,z ¡ msk
±
iPIu
mi
±
jPJv
m1j, ce qui implique
l’inégalité attendue |χ| ±
zRZw
mR,z  0.
• Bex2  Bexkwc : aucune faute n’est supposée affecter directement le Cox
durant les deux conversions Bex1 et Bex2. µ  0 implique que 0   |χ|  ±
iPIu
mi
±
jPJv
m1j. Ensuite, les résidus erronés dans B1 peuvent aussi impli-
quer µ  1. Ce cas n’apparaît que si s P vp1 αkwqM1, M1v. Comme
0 ¤ t   p1 αkwqMM1, il vient immédiatement que :

¹
iPIu
mi
¹
jPJv
m1j   χ   0.
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Ainsi, dans les deux cas µ  0 ou µ  1, les inégalités suivantes sont
vérifiées :
0   |χ|  
¹
iPIu
mi
¹
jPJv
m1j.
Et donc |χ| ±
zRZw
mR,z  0, ce qui achève la preuve.
Stratégies concernant les fautes affectant le(s) Cox
Cas d’un Cox général Si une ou plusieurs des fautes de la faute multiple
considérée modifient de manière transitoire le registre d’accumulation du Cox
durant la seconde conversion de base Bexkwc, l’effet peut être modélisé par une
modification de la valeur κB1 psB1q en ajoutant ou soustrayant un entier µ. µ est
borné en valeur absolue par un entier τ qui décrit le nombre maximal de fois
où le registre d’accumulation du Cox peut être modifié durant une attaque.
Ainsi µ est une valeur de vτ  1, τw. L’effet sur l’entier χ introduit dans la
preuve du Théorème 3.3 est résumé par les inégalités suivantes :
|χ|   pτ  1q
¹
iPIu
mi
¹
jPJv
m1j.
Par hypothèse sur la faute multiple, u   v   τ ¤ k  w. Ainsi, tant que les
moduli redondants sont supérieurs à τmax pm P B Y B1q, les fautes affectant
le Cox ne modifient pas les hypothèses Hkw.
De telles fautes intervenant aussi durant la première conversion de base
Bexkw impliquent l’obtention de la valeur pq  q   δM avec δ P vτ, τ   1w.
Une manière de contrer ce type de faute est d’ajouter systématiquement  τM
aux résidus calculés par Bex1 dans B1 Y BR. Afin d’éviter tout dépassement
de capacité de la valeur t  xy  pqp dans la base étendue B Y B1, il convient
d’augmenter la taille de M1 en imposant la condition pτ  2q p   p1 αkwqM1.
Cependant, si aucune autre faute que celles-ci n’est injectée, le test de cohé-
rence ne détectera rien. Ceci n’est pas un problème puisque le résultat final s
reste bien congru modulo p à
xyM1p. Mais alors la sortie s de la multipli-
cation modulaire est cette fois dans l’intervalle v0, pτ  2q pv. Dans le but de
conserver une cohérence entre les tailles d’entrées et sorties de l’algorithme, il
faut donc augmenter la taille de M de manière à avoir pτ  2q2 p   p1∆kwqM.
Cas d’un Cox par Rower De la même manière que pour le cas d’une faute
unique, les fautes affectant les Cox durant la première conversion ont pour
effet de modifier certains résidus de sB1 . Or, ceux-ci étant réduits modulo les m1j
avant la seconde conversion, l’effet est identique à celui de fautes de catégorie
2. Dans le cas des perturbations apparaissant durant la seconde conversion,
l’effet se réduit de manière similaire à celui de fautes de catégorie 3 et/ou 5
qui seront donc détectées.
Surcoût dû à la procédure de détection
Le surcout engendré par l’introduction de k canaux redondants est simple-
ment k fois le surcoût présenté dans la Table 2.1 (p. 74). Néanmoins, la parallé-
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lisation permet une intégration optimale des canaux redondants de manière à
éviter toute majoration du temps d’exécution de la multiplication modulaire.
Le problème de la gestion des fautes multiples de catégorie 3 est identique
au cas de la détection des fautes uniques de catégorie 3. Il s’agit donc d’ef-
fectuer une conversion de base Bex pB,BR, sBq, lorsque la sortie s n’est plus
supposée être réutilisée comme entrée de la multiplication modulaire redon-
dante par exemple. Le coût en termes d’opérations élémentaires est résumé
dans la Table 3.1, où les moduli de B et BR sont supposés de même taille.
hypothèses Hmrs Hsk Hkw
Mult. p2k nqpn1q2 MMEl pkn  k  nq MMEl pk  1qn MMEl
 pn  1q Mullog2pnq
Add. p2k nqpn1q2 AMEl kn AMEl  n Addlog2pnq kp2n 2q AMEl
 n Addh
Table 3.1 – Surcoût de la procédure de détection des fautes multiples de catégorie 3 en termes
d’opérations élémentaires.
3.1.3 Adaptation à l’architecture Cox-Rower
Le contexte est celui de la Partie 2.4. L’architecture possède un Cox gé-
néral, qui peut être protégé par redondance, et l’effet des fautes matérielles
comme décrites par la Définition 2.5 est étudié. Deux bases principales B 
tm1, . . . , mnu et B1  tm11, . . . , m1`u et une base redondante BR sont données.
Elles sont supposées vérifier initialement les conditions Hkw de la Table 1.1,
mais ces conditions vont être affinées au modèle de faute matérielle.
Une d-faute multiple, pour un certain d P v1, kw, se décomposant notam-
ment en u fautes de catégorie 1 et v fautes de catégorie 2, est considérée.
Comme souligné dans la discussion précédente, les fautes sur les Cox se ré-
duisent à celles de catégorie 1 et 2. Nous allons suivre l’exécution de la réduc-
tion modulaire, en relevant au fur et à mesure les effets des fautes matérielles.
Effet des fautes de catégorie 1
Les fautes de catégorie 1 sont étudiées via les valeurs perturbées ξ ij,q,B 
ξij,q,B   eij , où pour tout j P v1, uw, eij P vξij,q,B , 2r  ξij,q,Bv. Si certaines valeurs
perturbées vérifient ξ ij,q,B ¥ mij , ces erreurs peuvent provoquer l’apparition
d’un multiple de M dans la somme sumB
 
qB
  n°
i1
ξ i,q,BMi. Pour contrer
ce phénomène, il est toujours possible d’augmenter la taille de M1 pour avoir
M1p1 αkwq ¡ pk  2qp afin d’empêcher tout dépassement de capacité. Ensuite,
si une valeur ξ ij,q,B vérifie ξ ij,q,B  ξij,q,B mod mi, alors le modèle théorique est
applicable et garantit la détection.
Cependant, nous allons voir que l’effet de ces dépassements de capacité
multiples reste aisément gérable.
Nous considérons donc u fautes sur les coefficients ξi,q,B indexés par Iu.
Parmi ces coefficients erronés, un certain nombre peut, nous l’avons dit, être
plus grand que le modulus associé. Nous notons alors ξ˜ij,q,B  ξ ij,q,B  mij si
ξ ij,q,B ¥ mi, et ξ˜ij,q,B  ξ ij,q,B sinon. Par conséquent, chaque ξ˜ij,q,B est dans
v0, miv, et l’ensemble de ces n coefficients correspond à ceux, ξi,q˜,B , d’un entier
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q˜ de v0, Mv. Les résidus q˜B de q˜ dans B diffèrent de ceux de q pour tout ou
partie des indices Iu.
Par suite, nous obtenons :
n¸
i1
ξ i,q,BMi 
n¸
i1
ξ˜i,q,BMi   aM 
n¸
i1
ξi,q˜,BMi   aM  sumB pq˜Bq   aM. (3.12)
L’entier a correspond au nombre de dépassements de capacité. En particulier,
a ¤ u ¤ k. Nous notons i1, . . . , ia les indices de ces dépassements de capacité
(ti1, . . . , iau  Iu).
Nous allons trouver des conditions pour lesquelles la valeur κ˜B
 
qB

cal-
culée par le Cox corrige au mieux le terme  aM apparaissant dans l’Équa-
tion (3.12). Concrètement, nous allons chercher dans quelle mesure nous pou-
vons obtenir :
κ˜B
 
qB
  κB pq˜Bq   a δ, δ P t1, 0, 1u. (3.13)
Les faits et notations suivants vont être utilisés :$'''''''''''&'''''''''''%
mij  2r  cij ,
τij,B 
cij  
2r  cij 2rh
2r
,
evalh

mij
	

2r  cij 
2r  cij 2rh
2r
 1 τij,B ,
evalh

ξij,q,B  mij
	
 evalh

ξij,q,B
	
  evalh

mij
	
  δij
2h
, δij P t0, 1u.
Nous avons alors les inégalités suivantes :
n¸
i1
evalh
 
ξi,q˜,B
  a a¸
j1
τij,B ¤
n¸
i1
evalh

ξ i,q,B
	
 
n¸
i1
evalh
 
ξi,q˜,B
  a a¸
j1
τij,B 
a
2h
.
De plus, nous rappelons que :$''''&''''%
n¸
i1
evalh
 
ξi,q˜,B
 ¥ κB pq˜Bq   q˜M  ∆p1qkw
n¸
i1
evalh
 
ξi,q˜,B
 ¤ κB pq˜Bq   q˜M
où ∆p1qkw est un majorant de l’erreur totale commise par les approximations de
la première conversion.
Par conséquent, nous obtenons finalement les inégalités suivantes sur la
somme calculée dans le Cox :$'''''&'''''%
n¸
i1
evalh

ξ i,q,B
	
¥ κB pq˜Bq   q˜M  ∆
p1q
kw   a
a¸
j1
τij,B
n¸
i1
evalh

ξ i,q,B
	
¤ κB pq˜Bq   q˜M   a
a¸
j1
τij,B  
a
2h
(3.14)
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Soit τB  maxt
°
iPIk
τi,B | Ik  v1, nw, |Ik|  ku. Si τB   ∆p1qkw   1 et k2h ¤ 1,
alors les Inégalités (3.14) impliquent :
κ˜B
 
qB
  t n¸
i1
evalh

ξ i,q,B
	
u P tκB pq˜Bq   a 1, κB pq˜Bq   a, κB pq˜Bq   a  1u.
De ce fait, l’Égalité (3.13) est bien vérifiée.
Nous modifions alors l’algorithme de réduction de manière à ce que la
valeur renvoyée par le Cox soit κ˜B
 
qB
1. Par suite, en notant pq l’entier donné
par Bexkw,hpB,B1, qB ,1q, nous avons alors pq P tq˜, q˜  M, q˜  2Mu.
Un point clef dans la démonstration du Théorème 3.3 est de s’assurer que
t  x  pqp appartient à l’intervalle v0, p1 αkwqMM1v. Par suite, nous imposons
une nouvelle contrainte à M, à savoir :
M ¡ σp
1 ∆p1qkw  τB
et M1 ¥ 3p
1 αkw
où nous rappelons que αkw P r∆p2qkw , 1r permet de corriger la seconde conversion
de base dans le cas de l’absence de fautes. Ainsi, nous obtenons effectivement :
0 ¤ t  xy  pqp   1 ∆p1qkw  τB	 pM  p2  ∆p1qkw   u¸
j1
τij,BqMp
  3Mp
¤ p1 αkwqMM1.
(3.15)
Effet des fautes de catégorie 2
Le terme correcteur αkw introduit précédemment et utilisé lors de la se-
conde conversion Bex2 garantit que toute valeur s   p1 αkwqM1 est convertie
complètement.
À cette étape, v coefficients ξ j,s,B1 indexés par Jv  tj1, . . . , jvu sont supposés
être affectés par une faute matérielle. Si ξ j,s,B1   m1j pour tout j P Jv, le modèle
théorique est directement utilisable. Il reste donc à considérer les cas ξ ji 
m1ji   eji avec eji P v0, 2r m1jiv. Soit s l’unique entier dans v0, M1v défini par les
résidus sj  sj si j R Jv, sj 
ej M1jm1j si j P Jv, où s est par définition tM1M1
et t  xy  pqp. Ainsi, s s’écrit s  s  bJv M1J avec 0   |bJv |   v±
i1
m1ji et
`¸
i1
ξ i,s,B1M
1
i 
`¸
j1
ξ j,s,B1M1j   vM  sumB1 psB1q   vM1.
Il s’agit désormais d’exhiber des conditions garantissant que :
κ˜B1 psB1q  κB1 psB1q   v  δ, δ P t0, 1u.
Reprenant les Inégalités (3.14) de la discussion concernant les fautes de
catégorie 1 et en les adaptant à la situation présente avec les résidus de s, nous
obtenons les inégalités suivantes :
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$'''''&'''''%
`¸
i1
evalh
 
ξ i,s,B1
  αkw ¥ κB1 psB1q   sM1  ∆p2qkw   v
v¸
j1
τij,B1   αkw,
`¸
i1
evalh
 
ξ i,s,B1
  αkw ¤ κB1 psB1q   sM1   v
v¸
j1
τij,B1  
v
2h
  αkw.
(3.16)
Soit ηB1  maxt v2h 
°
jPJv
τj,B1 | v P v1, kw,Jv  v1, `w, |Jv|  vu   k2h . Si αkw
vérifie les inégalités suivantes :
∆p2qkw   τB1 ¤ αkw   1 ηB1 (3.17)
alors la valeur calculée par le Cox est :
κ˜B1 psB1q  t
`¸
i1
evalh
 
ξ i,s,B1
  αkwu  κB1 psB1q   v  δ, δ P t0, 1u.
Finalement,
Bexkw,h
 B1, sB1 , αkw  `¸
i1
ξ i,s,B1M
1
i  κ˜B1 psB1qM1

`¸
i1
ξi,s,B1   vM1  pκB1 psB1q   v  δqM1
 s δM1
 s  bJv M1J  δM1, δ P t0, 1u.
(3.18)
Vu la seconde inégalité de (3.16), nous avons de plus :
δ  1 ñ s
M1

v¸
j1
τij,B1  
v
2h
  αkw ¥ 1 ñ s ¥
1  v¸
j1
τij,B1 
v
2h
 αkw
M1.
(3.19)
Les Inégalités (3.19) font sens sous l’hypothèse que αkw vérifie les bornes
(3.17), puisque nous avons alors les inégalités suivantes :$'''''&'''''%
1 
v¸
j1
τij,B1 
v
2h
 αkw ¡ 1 
v¸
j1
τij,B1 
v
2h
 1  ηB1 ¥ 0,
1 
v¸
j1
τij,B1 
v
2h
 αkw ¤ 1  τB1  αkw ¤ 1 ∆p2qkw   1.
Si s vérifie l’inégalité de droite de (3.19), alors il est clair que pour tout réel
α1kw P rαkw   ηB1 , 1r, nous avons également dans ce cas s ¥
 
1 α1kw

M1. En
effet, pour un tel α1kw P rαkw   ηB1 , 1r et par définition de ηB1 , nous avons :
1 
v¸
j1
τij,B1 
v
2h
 αkw ¥ 1 ηB1  αkw
¥ 1 α1kw.
(3.20)
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Ainsi, si la base B1 vérifie 3p ¤ p1 α1kwqM1 pour un certain α1kw P rαkw   ηB1 , 1r,
alors des implications 3.19 et des Inégalités (3.20) nous déduisons que :
δ  1 ñ s ¥  1 α1kw M1. (3.21)
Finalement, nous obtenons :
 α1kw M1 ¤ ps  Bexkw,hpB1, sB1 , αkwq   p1 α1kwqM1. (3.22)
La nouvelle condition sur la base RNS B1 garantit alors que la quantité
t  xy  pqp vérifie toujours (cf. (3.15)) :
0 ¤ t   3pM ¤  1 α1kw MM1. (3.23)
La fin de la preuve de la détection reste alors identique au cas théorique.
Le premier point clef était de montrer que |t M ps|   MM1, ce qui découle
dans notre cas de (3.22) et (3.23). Le second point clef était de voir que les seuls
résidus non nuls de cet entier dans la base BYB1 ont leur indice dans Iu YJv.
Ceci reste évidemment vrai dans le contexte présent. En effet, les seuls résidus
non nuls de |t M ps| dans B, indexés par I  Iu, sont ceux pour lesquels
q˜i  qi. De même dans B1, les résidus non nuls, indexés par J  Jv, sont ceux
pour lesquels sj  sj. Ainsi, |t M ps| est un multiple non nul de MIM1J et
0   |t M ps|
MIM1J
 
¹
iPI
mi
¹
jPJ
m1j.
Finalement, l’hypothèse que les moduli redondants vérifient mR ¡ m pour
tout mR P B et tout m P B Y B1 suffit alors à assurer la détection.
Nouvelles conditions sur les bases et la qualité de l’approximation
Dans les discussions précédentes, des conditions suffisantes sur la qualité
de l’approximation et sur les tailles des bases B et B1 ont été exhibées de
manière à prouver le théorème suivant :
Théorème 3.4 Soit des bases copremières B, B1 et BR avec CardpBq  n, CardpB1q  ` et CardpBRq 
k, et les paramètres suivants :
• τB  maxt
°
iPIk
p1 evalhpmiqq | Ik  v1, nw, |Ik|  ku,
• τB1  maxt
°
jPJk
p1 evalhpm1jqq | Jk  v1, `w, |Jk|  ku,
• ηB1  maxt v2h 
°
jPJv
τj,B1 | v P v1, kw,Jv  v1, `w, |Jv|  vu,
• ∆p1qkw P r0, 1r un majorant de l’erreur
n°
i1

ξi,q,B
mi
 evalh
 
ξi,q,B
	
,
• ∆p2qkw P r0, 1r un majorant de l’erreur
°`
j1

ξ j,s,B1
m1j
 evalh
 
ξ j,s,B1


.
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Soit alors les hypothèses suivantes :
H :
$''''''&''''''%
σ ¥ 9, k
2h
¤ 1,
∆p1qkw   τB ,  1 ∆
p2q
kw   τB1   ηB1   1,
∆p2qkw   τB1 ¤ αkw   1 ηB1 , αkw   ηB1 ¤ α1kw   1,
σp   p1 ∆p1qkw  τBqM, 3p ¤ p1 α1kwqM1
(3.24)
Si chaque modulus redondant mR P BR vérifie
mR ^m  1 et mR ¡ m et tout m P B Y B1
alors l’Algorithme 15 détecte voire corrige automatiquement toutes les t-fautes maté-
rielles multiples, pour tout t P v1, kw. De plus, si aucune faute n’est injectée ou si
une correction automatique a lieu, la sortie s de la multiplication modulaire est dans
v0, 3pv.
Proposition 3.3 Soit un entier c tel que tout modulus m P B Y B1 vérifie 2r  m   2c. Soit h un
entier tel que h ¤ r  c, n k2h1   1 et 2` 3k2h   1. Si de plus nous avons αkw  ` k2h1 ,
α1kw  2` 3k2h , et σp   p1 n k2h1 qM, 3p ¤ p1 α1kwqM1, alors les hypothèses (3.24) du
Théorème 3.4 sont satisfaites.
Démonstration. Nous pouvons remarquer que αkw est bien représentable dans
le registre de h bits du Cox.
La preuve de la proposition repose simplement sur l’hypothèse h ¤ r c et
sur les inégalités suivantes, constatées précédemment :$'''''''''&'''''''''%
τB , τB1 ¤ k2rc  
k
2h
¤ k
2h1
ηB1   k2h
∆p1qkw ¤
n
2rc
  n
2h
¤ n
2h1
∆p2qkw ¤
`
2rc
  `
2h
¤ `
2h1
Ainsi, il vient ∆p1qkw   τB ¤ n k2h1   1 et ∆
p2q
kw   τB1   ηB1 ¤ 2` 3k2h   1. De plus,
nous vérifions aisément que ∆p2qkw   τB1 ¤ αkw  ` k2h1 ¤ 1 ηB1 , et αkw   ηB1 ¤
2` 3k
2h  α1kw   1.
Enfin, nous avons finalement σp   p1  n k2h1 qM ¤ p1  ∆
p1q
kw  τBqM. La
condition sur M1 est identique à celle du théorème.
Pour conclure, les conditions du Théorème 3.4 sont vérifiées.
Exemple 3.1 Afin de montrer que les hypothèses de la Proposition 3.3 concernant le paramètre h
sont réalistes, nous considérons une nouvelle fois les paramètres de l’Exemple 1.4 pour
le calcul d’un RSA de 1024 bits avec n  33 et r  32. Nous fixons par exemple
la capacité de détection à k  6. L’ensemble v232  210, 232v contient 72 nombres
premiers, ce qui assure de disposer d’assez de moduli pour les trois bases B, B1 et BR.
Ainsi, nous fixons le paramètre c à 10.
Par conséquent, h doit vérifier h ¤ r c  23, ainsi que 2n 3k2h   1. Cette dernière
inégalité est vérifiée dès que h entier est supérieur ou égal à 7. Par suite, en posant
3.1. De la détection des fautes multiples 107
Algorithme 15 : MulModRRNS_HW pB,B1,BR, x, y, p, h, αkwq
Données :
• B, B1, BR, h et αkw vérifient les hypothèse du Théorème 3.4 ;
• un modulus p représenté par ses résidus précalculés pB1YBR dans la base
B1 Y BR, et premier avec M ;
• deux entiers x, y représentés par leurs résidus pxB , xB1 , xBRq et
pyB , yB1 , yBRq tels que xy   σp ;
• les résidus précalculés de p1M dans B et de M1M1MR dans B1YBR
Résultat : les résidus de s  xyM1 mod p dans B Y B1 Y BR, s P v0, 3pv
1 début
2 pour i Ð 1 à n faire
3 qi Ð xi  yi 
p1mi mod mi
4
 pq11, . . . , pq1`, pqR,1, . . . , pqR,kÐ Bexkw,h pB,B1 Y BR, pq1, . . . , qnq ,1q
5 pour j Ð 1 à ` faire
6 t1j Ð x1j  y1j   pq1j  p1j mod m1j
7 pour z Ð 1 à k faire
8 tR,z Ð xR,z  yR,z   pqR,z  pR,z mod mR,z
9 pour j Ð 1 à ` faire
10 s1j Ð t1j 
M1m1j mod m1j
11 pour z Ð 1 à k faire
12 sR,z Ð tR,z 
M1mR,z mod mR,z
13 ps1, . . . , sn,psR,1, . . . ,psR,kq Ð Bexkw,h  B1,B Y B,  s11, . . . , s1` , αkw
14 si sBR  psBR alors
15 retourner Faute détectée.
16 sinon
17 retourner
 
s1, . . . , sn, s11, . . . , s
1
`, sR,1, . . . , sR,k

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h  7, le coefficient de correction pour la seconde conversion est αkw  84128 . De plus,
les conditions sur les entiers M et M1 sont parfaitement vérifiées, et ceci avec une
grande liberté de choix du paramètre σ (il suffit de voir que, comme M ¡ p2r  2cqn,
au moins tout σ tel que log2pσq ¤ n log2p2r  2cq 1023  33 convient). Ainsi, pour
σ  9 et α1kw  2n 3k2h  66 1827 , nous vérifions que :$''&''%
log2pMq, log2pM1q ¡ log2

p232  210qn
	
 1056
log2

9p
1 33 626

 1028.5, log2

3p
1 66 1827

 1027.1
3.2 Arithmétique protégée pour les calculs dans Fps
La construction des représentations RNS des éléments d’un corps fini Fps ,
explicitée dans la Partie 1.4, peut faire l’objet d’une adjonction de redondance.
Le principe est similaire à celui des RNS redondants pour les entiers introduits
en 2.2.
Après l’introduction du modèle de faute, les conditions nécessaires et suf-
fisantes sur la forme de la redondance garantissant la détection d’un nombre
maximal de fautes fixé seront fournies. Puis une version redondante de l’Al-
gorithme 12 (p. 43) sera proposée, permettant la détection d’erreurs dites mul-
tiples dans un sens identique à celui donné par la Définition 3.1 (p. 89).
Le contexte est fixé par le choix d’un polynôme unitaire NpXq de degré
s et irréductible sur Fp. Le corps Fps est identifié à FprXs{NpXqFprXs. B dé-
signe un ensemble de polynômes tm1pXq, . . . , mnpXqu premiers entre eux deux
à deux. C’est donc une base de l’espace vectoriel FprXsd des polynômes sur Fp
de degré strictement inférieur à d 
n°
i1
di, où di  degpmiq. L’isomorphisme
ϕB , définissant la représentation RNS associée à la base B, est donné par le
théorème des restes chinois :
ϕB : FprXsd Ñ FprXs{m1pXqFprXs  . . .FprXs{mnpXqFprXs
A pXq ÞÑ

|A pXq|m1pXq , . . . , |A pXq|mnpXq
	
 pA1pXq, . . . , AnpXqq  AB .
L’application inverse est utilisée pour définir les procédures de conversion
de base. Celles-ci se basent sur les interpolations newtonienne (Algorithme 9)
et lagrangienne (Algorithme 10).
3.2.1 Modèle de faute
Le modèle de faute multiple est directement introduit, sans passer par le
cas particulier des fautes uniques. L’effet de telles fautes est ensuite explicité.
Définition 3.3 Soit k un entier dans v1, nw. Une k-faute d’indices Ik  v1, nw sur des résidus AB 
pA1pXq, . . . , AnpXqq est la donnée d’un ensemble de k indices Ik  v1, nw et de k
polynômes non nuls pEipXqqIk vérifiant degpEiq   di  degpmiq. Les résidus erronés
sont définis par AipXq  pApXq   EipXqq mod mipXq  AipXq   EipXq.
Proposition 3.4 Soit ABpXq des résidus d’un polynôme ApXq P FprXsd, et une k-faute d’indices Ik
et de valeurs pEipXqqIk. Si AB dénote les résidus AB affectés par la faute considérée,
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alors il existe un polynôme non nul EIkpXq de degré au plus
°
iPIk
di  1 tel que :
ϕ1B
 
AB
  ApXq   EIkpXq  ¹
jPv1,nwzIk
mjpXq. (3.25)
Plus précisément, notant BIk  tmipXquiPIk et EBIk les résidus pEipXqqIk de la k-faute
considérée, alors nous avons :
EIkpXq  ϕ1BIk

EBIk
	

¸
iPIk
EipXq
¹
jPIkztiu
mjpXq1

mipXq

¹
jPIkztiu
mjpXq.
(3.26)
Démonstration. Il est clair que pour tout j R Ik, le résidu modulo mjpXq du
membre de droite de l’Équation (3.25) est égal à AjpXq et donc à AjpXq. De
plus, pour tout i P Ik, la définition de EIk donnée par l’Équation (3.26) implique
EIkpXq mod mipXq  EipXq, ce qui implique que pour tout i P Ik, le résidu
modulo mipXq du membre de droite de l’Équation (3.25) vaut AipXq   EipXq 
AipXq. Ensuite, degpEIkq ¤
°
iPIk
di  1. Ainsi,
deg
ApXq   EIkpXq  ¹
jPv1,nwzIk
mjpXq
¤ max
degpAq, ¸
iPIk
di  1 
¸
jPv1,nwzIk
dj

 d 1.
La bijectivité de l’application ϕB permet alors de conclure à l’égalité et justifie
notamment le fait que EIk est non nul.
La proposition précédente précise la manière dont une faute multiple mo-
difie un polynôme dont les résidus sont perturbés par ladite faute. La proposi-
tion suivante quant à elle exhibe l’ensemble de toutes les valeurs atteignables
par l’injection d’une faute de taille maximale k.
Proposition 3.5 Pour tout entier k P v1, nw, tout ensemble de k indices Ik, tout polynôme EpXq P FprXs
de degré au plus égal à
°
iPIk
di  1 et tout polynôme A P FprXsd défini par ses résidus
AB dans la base B, il existe un entier t P v1, kw et une t-faute d’indices It  Ik
affectant AB telle que :
ϕ1B
 
ABpXq
 ApXq  EpXq ¹
iRIk
mipXq. (3.27)
Démonstration. L’ensemble de polynômes BIk  tmipXquiPIk est une base de
l’espace vectoriel FprXsdIk où dIk 
°
iPIk
di. Soit E P FprXs un polynôme de
degré au plus égal à
°
iPIk
di  1. Alors le polynôme pEpXq  EpXq  ±
iRIk
mipXq
est de degré strictement inférieur à d 
n°
i1
di. Les indices des résidus non nuls
de ϕB
pEpXq	 constituent un sous-ensemble It de Ik pour un entier t P v1, kw.
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Soit donc la t-faute donnée par ces résidus et indices, et AB les résidus d’un
polynôme A P FprXsd modifiés par cette faute. Comme AB  AB   pEB , la
propriété d’isomorphisme de ϕ1B implique que :
ϕ1B
 
AB
  ApXq   pEpXq.
Ceci achève la preuve de la proposition.
3.2.2 Détection des fautes multiples
La détection des fautes introduites par la Définition 3.3 peut être réali-
sée par l’adjonction d’un polynôme redondant MRpXq à la base B. Le prin-
cipe du test de cohérence de la Définition 2.2 s’applique de la même manière
au contexte présent. Si
 
AB , AR

est un ensemble de résidus issus des rési-
dus pAB , ARq d’un polynôme A P FprXsd et potentiellement affecté par une
faute multiple, alors la procédure de détection teste l’égalité suivante dans
FprXs{MRpXqFprXs :
ARpXq ? ϕ1B
 
AB

mod MRpXq. (3.28)
L’Égalité (3.28) est bien vérifiée pour tout élément de FprXsd, puisque dans ce
cas ApXq  ϕ1B
 
AB

et par définition ARpXq  ApXq mod MRpXq.
Pour une taille maximale de faute k, la Proposition 3.4 implique une condi-
tion nécessaire sur MRpXq pour que l’égalité (3.28) soit non vérifiée dès qu’une
t-faute est présente, pour tout entier t P v1, kw. En particulier, le degré de MRpXq
ne peut être strictement inférieur à toute somme du type
°
iPIk di. Le théorème
suivant va plus loin en exhibant une condition nécessaire et suffisante sur le
degré de MRpXq pour assurer la détection de toute faute de taille maximale k.
Par la suite, nous supposons que MRpXq est premier avec MpXq. Le cas
général d’une base de polynômes redondants ni supposés premiers à la base
B et ni supposés premiers entre eux est détaillé en annexe.
Théorème 3.5 Soit B  tm1pXq, . . . , mnpXqu un ensemble de n polynômes de FprXs premiers entre
eux deux à deux, di  degpmiq pour tout i P v1, nw et d 
n°
i1
di. Soit MRpXq P FprXs
un polynôme de degré dR premier avec MpXq, et k un entier dans v1, nw. Alors pour
tout A P FprXsd, tout entier t P v1, kw et toute t-faute affectant ϕB pAq  AB ,
AR  ϕ1B
 
AB

mod MRpXq
si, et seulement si,
dR ¥ maxt
¸
iPIk
di | Ik  v1, nw, |Ik|  ku.
Démonstration. • Nécessité : la preuve est faite par contraposition. Soit un
ensemble de k indices Ik tel que dR  
°
iPIk
di. Soit ApXq P FprXsd. Par
la Proposition 3.4, il existe un entier t P v1, kw et une t-faute d’indices
It  Ik telle que, si elle affecte les résidus de A,
ϕ1B
 
AB
 ApXq  MRpXq ¹
iRIk
mipXq. (3.29)
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Par conséquent, l’Équation (3.29) est nulle modulo MRpXq, ce qui achève
la preuve de la nécessité.
• Suffisance : soit une t-faute non nulle d’indices It, avec t P v1, kw, affectant
ApXq P FprXsd. Par la Proposition 3.5,
ϕ1B
 
AB
 ApXq  EpXq¹
iRIt
mipXq
avec deg pEq   °
iPIt
di. Ainsi, nous pouvons écrire :
ϕ1B  AB ApXqMRpXq  0 ô
EpXq
¹
iRIt
mipXq

MRpXq
 0.
Or, la deuxième équation de l’équivalence précédente implique que MRpXq
divise EpXq et donc :
dR  
¸
iPIt
di.
La preuve est achevée.
Lorsque le modèle de faute est généralisé de manière à prendre en compte
les fautes affectant les résidus redondants, il est nécessaire de remplacer le
polynôme MRpXq par un ensemble de polynômes tmR,1pXq, . . . , mR,kpXqu. Dans
ce contexte, le test de cohérence est défini sur l’ensemble des polynômes de
FprXsd.
Vu la Remarque 1.16 (p. 40), les conversions BexLag et BexNew utilisées pour
évaluer une fonction du type ϕBR  ϕ1B où B est une base RNS sont tou-
jours complètement réduites. Par conséquent, si ApXq est défini par ApXq 
ϕ1B
 
AB

où AB sont les résidus de A P FprXsd affectés par une faute multiple,
alors ApXq  Bex  B, AB. De ce fait, la procédure de détection est la suivante :
Procédure DetectMultErrExt(Bex,B,BR,AB ,AR)
1 début
2 A˜R Ð Bex pB,BR, ABq  ϕBR

ϕ1B pABq
	
;
3 retourner A˜R  AR
Théorème 3.6 Soit B  tm1pXq, . . . , mnpXqu n polynômes premiers entre eux deux à deux et BR 
tmR,1pXq, . . . , mR,kpXqu k polynômes de FprXs premiers entre eux deux à deux et
premiers avec les éléments de B, avec k ¤ n.
Pour tout ` P vk  1, n  kw, il existe une `-faute non détectable.
De plus, la Procédure DetectMultErrExt détecte toutes les `-fautes sur tout
ensemble de résidus pAB , ARq, pour A P FprXsd, et ceci pour tout ` ¤ k si, et seule-
ment si,
mintdR,z | z P v1, kwu ¥ maxtdi | i P v1, nwu. (3.30)
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Démonstration. Si ` ¥ k   1, il est possible de construire une `-faute non dé-
tectée par la Procédure DetectMultErrExt. Soit ApXq  0 et une `-faute
affectant `  k résidus de A d’indices I ainsi que les k résidus redondants
pAR,zpXqqzPv1,kw. Soit EipXq P FprXsdi l’erreur sur AipXq et E défini par EpXq 
ϕ1B
 
A
 ApXq. Par la Proposition 3.4,
EpXq  EI 
n¹
iRI
mipXq1.
Les autres résidus de l’erreur sont alors définis par ER,zpXq  |EpXq|mR,zpXq
pour tout z P v1, kw. Une telle erreur n’est ainsi pas détectée.
• Prouvons la nécessité par contraposition.
Supposons l’existence d’un doublet pz, iq P v1, kw v1, nw tel que dR,zpXq  
di.
Soit la k-faute sur ApXq  0 donnée par les valeurs suivantes :#
EipXq  |mR,zpXq|mipXq  mR,zpXq,
@j P v1, kwztzu, ER,jpXq  |mR,z MipXq|mR,jpXq .
En particulier, cela implique :
ϕ1B pABq  mR,zpXqMipXq.
Cette faute vérifie Bex
 B,BR, AB  AR et n’est donc pas détectée.
• Prouvons la suffisance par contraposition.
Supposons qu’il existe un entier ` ¤ k pour lequel il existe une `-faute sur
un polynôme A P FprXsd non détectée. Cette faute est présumée affecter
`P résidus principaux d’indices I`P ainsi que `R résidus redondants. En
particulier, `P   `R  ` ¤ k et il y a donc au moins `P ¤ k  `R résidus
redondants intègres. Soit `P tels résidus redondants intègres et d’indices
Z`P . Par la Proposition 3.4 qui précise la forme du polynôme donné par
des résidus erronés, nous pouvons écrire :
ϕ1B
 
AB
 ApXq  EI`P pXq  ¹
iRI`P
mipXq
où deg

EI`P
	
  °
iPI`P
di. Par hypothèse, la faute n’est pas détectée, ce qui
implique en particulier que
±
zPZ`P
mR,z divise EI`P pXq. Il vient alors :¸
zPZ`P
dR,z  
¸
iPI`P
di.
Or, ceci contredit l’Hypothèse (3.30).
La preuve est achevée.
Remarque 3.2 L’utilisation de l’Algorithme 10 de conversion de base basée sur une interpolation de
lagrange pour la procédure de détection DetectMultErrExt dans un corps fini Fps
nécessite dans ce cas que le corps de base Fp possède au moins n  k éléments distincts.
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3.2.3 Multiplication modulaire redondante dans Fps
Les techniques de détection précédentes sont intégrées à l’Algorithme 12
en se basant sur les mêmes principes ayant conduits à l’élaboration de l’Algo-
rithme 13 de multiplication modulaire en RNS redondant pour les entiers.
Le principe de catégorisation des fautes proposé dans la section 2.3.2 est
utilisé une nouvelle fois pour le modèle de fautes dans Fps . Contrairement au
cas entier, les fautes de catégorie 4 sont ici inexistantes. D’une part, la conver-
sion BexNew est similaire à Bexmrs et est donc toujours complète. D’autre part,
vu la Remarque 1.16 (p. 40), la conversion BexLag, construite sur le même prin-
cipe que Bexsk, Bexkw et Bexcrt, n’a pas besoin de « matériel » supplémentaire,
comme le sont le canal Z{mskZ et le Cox, et est une conversion également
complète.
Catégories de faute
Une faute multiple n’est, par définition, que l’agrégation de plusieurs fautes
uniques. Le contexte est celui donné par l’Algorithme 12 (. 43). Les principes
fondateurs de cet algorithme et des extrapolations polynomiales mises en jeu
sont similaires avec ceux régissant l’Algorithme 13. Les opérations de conver-
sion de base utilisées sont toujours supposées soumises à l’Hypothèse 2.2.
Celle-ci concerne le besoin de garantir le fait que lorsqu’une valeur est en-
voyée d’un canal RNS de B vers tous ceux de B1 lors d’une conversion de B
vers B1, alors la valeur reçue doit être la même dans tous les canaux de B1. Les
fautes uniques sont donc classées comme suit, où la nouvelle catégorie 4 est
en fait la catégorie 5 du cas des entiers, à savoir la catégorie des fautes sur les
résidus redondants.
Catégorie 1 Se réduit à toute faute EipXq P FprXsdi sur le résidu QipXq dans
le canal FprXs{mipXqFprXs de la base B avant la première conversion de
base.
Catégorie 2 Toute faute ayant pour effet d’ajouter un polynôme d’erreur E1jpXq P
FprXsd1j sur le résidu S1jpXq dans le canal FprXs{m1jpXqFprXs de la base B1
avant la seconde conversion de base.
Catégorie 3 Ce sont les fautes EipXq P FprXsdi affectant un résidu SipXq dans
le canal FprXs{mipXqFprXs de la base B après la seconde conversion de
base.
Catégorie 4 Toute faute sur un résidu redondant SR,zpXq avant la seconde
conversion, ou sur un résidu pSR,zpXq après la seconde conversion, dans
le canal FprXs{mR,zpXqFprXs de la base BR.
Définition 3.4 Soit B, B1 et BR les trois bases mises en jeu dans l’Algorithme 16, et un triplet d’en-
tiers pc1, c2, c4q P v1, nw  v1, `w  v1, kw. Une pc1, c2, c4q-faute est la donnée de trois
ensembles d’indices Ic1  v1, nw, Jc2  v1, `w et Zc4  v1, kw possédant respective-
ment c1, c2 et c4 éléments (pouvant être vides), et la donnée de c1 polynômes EipXq de
degré au plus di  1 pour tout i P Ic1 (fautes uniques de catégorie 1), de c2 polynômes
E1jpXq de degré au plus d1j  1 pour tout j P Jc2 (fautes uniques de catégorie 2), et de
c4 polynômes ER,zpXq de degré au plus dR,z  1 pour tout z P Zc4 (fautes uniques de
catégorie 4).
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La définition précédente fournit le modèle de faute multiple dans le cadre
d’une réduction modulaire. La problématique des fautes de catégorie 3 reste
strictement identique à celle du cas de la réduction modulaire en RNS redon-
dant donnée par l’Algorithme 14. Pour leur détection, il s’agit de procéder à
une conversion supplémentaire pour effectuer la Procédure DetectMultErrExt
sur les résidus dans la base B du résultat final.
3.2.4 Algorithme proposé, preuve de correction
Théorème 3.7 L’Algorithme 16 (p. 117) de multiplication modulaire dans le corps FprXs{NpXqFprXs
détecte toute pc1, c2, c4q-faute vérifiant c1   c2   c4 P v1, kw.
Démonstration. Soit t ¤ k un entier et soit une t-faute d’indices Ic1 Y Jc2 YZc4
et de valeurs pEipXqqiPIc1 ,

E1jpXq
	
jPJc2
, pER,zpXqqzPZc4 .
Par la Proposition 3.4, les fautes d’indices Ic1 sur les résidus de Q dans
la base B définissent un polynôme EIc1 pXq  ϕBIc1

pEipXqqiPIc1
	
de degré au
plus
°
iPIc1
di  1. Soit alors le polynôme suivant :
EpXq  EIc1 pXq
¹
iPv1,nwzIc1
mipXq, où deg pEq ¤
¸
iPIc1
di  1 
¸
iPv1,nwzIc1
di  d 1.
De cette notation, il vient que les résidus erronés dans la base B avant la pre-
mière conversion sont ceux du polynôme suivant :
QpXq  QpXq   EpXq. (3.31)
Le polynôme TpXq  ApXqBpXq   QpXqNpXq calculé dans les bases B1 et
BR entre les première et seconde conversions est de degré strictement inférieur
à d  d1. En effet,
degpTq ¤ maxpdegpAq   degpBq, degpQq   degpNqq
¤ maxp2s  2σ 2, d 1  sq
¤ maxpd  s 1, d 1  sq
¤ d  d1  1.
De ce fait, TpXq est complètement déterminé par ses rédidus dans BYB1, c’est-
à-dire que nous pouvons écrire TpXq  ϕ1BYB1pTB , TB1q  ϕ1BYB1pEB  NB , TB1q.
Les valeurs des c2-fautes d’indices Jc2 et c4-fautes d’indices Zc4 définissent
respectivement les polynômes
EJc2 pXq  ϕB1Jc2

E1jpXq
	
jPJc2


, de degré au plus
¸
jPJc2
d1j  1
et
EZc4 pXq  ϕBR,Zc4

pER,zpXqqzPZc4
	
, de degré au plus
¸
zPZc4
dR,z  1.
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Avant la seconde conversion, les résidus dans la base B1 sont donc ceux du
polynôme suivant :
S1pXq 
TpXqMpXq1
M1pXq
  EJc2 pXq 
¹
jPv1,`wzJc2
m1jpXq

TpXqMpXq1
M1pXq
  E1pXq.
De la même manière dans la base BR :
SRpXq 
TpXqMpXq1
MRpXq
  EZc4 pXq 
¹
zPv1,kwzZc4
mR,zpXq

TpXqMpXq1
MRpXq
  ERpXq.
La seconde conversion de base calculant les résidus dans B Y BR de S1pXq,
la détection est assurée si, et seulement si, S1pXq mod MRpXq  SRpXq ou, de
manière équivalente puisque MpXq ^ MRpXq  1, si, et seulement si,TpXqMpXq1
M1pXq
MpXq   E1pXqMpXq  TpXq   ERpXqMpXq mod MRpXq.
(3.32)
Le polynôme
TpXqMpXq1M1pXq MpXq   E1SpXqMpXq étant de degré   d 
d1, il est défini par ses résidus dans la base B Y B1. Autrement dit,TpXqMpXq1
M1pXq
MpXq   E1pXqMpXq  ϕ1BYB1
 
0B , TB1   E1B1 MB1

.
L’Inéquation (3.32) se réécrit alors :
ϕ1BYB1
 
0B , TB1   E1B1 MB1
  ϕ1BYB1 pTB , TB1q   ERpXqMpXq mod MRpXq
ô ϕ1BYB1
 
0B , E1B1 MB1
  ϕ1BYB1 pEB  NB , 0B1q   ERpXqMpXq mod MRpXq.
Comme ERpXqMpXq  0 mod mR,zpXq pour tout z R Zc4 , pour garantir la dé-
tection de la faute multiple il suffit de vérifier que :
ϕ1BYB1
 
0B , E1B1 MB1
  ϕ1BYB1 pEB  NB , 0B1q mod ¹
zRZc4
mR,zpXq. (3.33)
D’une part, comme les résidus non nuls de ϕ1BYB1 pEB  NB , 0B1q sont ceux
d’indices Ic1 , la Proposition 3.4 donne l’existence d’un polynôme PIc1 pXq de
degré au plus
°
iPIc1
di  1 tel que :
ϕ1BYB1 pEB  NB , 0B1q  PIc1 pXq 
¹
iPv1,nwzIc1
mipXq 
¹`
j1
m1jpXq.
D’autre part, il vient de la même manière qu’il existe un polynôme PJc2 pXq de
degré au plus
°
jPJc2
d1j  1 tel que :
ϕ1BYB1
 
0B , E1B1 MB1
  PJc2 pXq  ¹
jPv1,`wzJc2
m1jpXq 
n¹
i1
mipXq.
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Par suite,
ϕ1BYB1
 
0B , E1B1 MB1
 ϕ1BYB1 pEB  NB , 0B1q

PJc2 pXq  ¹
iPIc1
mipXq  PIc1 pXq 
¹
jPJc2
m1jpXq
 ¹
iRIc1
mipXq
¹
jRJc2
m1jpXq
 FpXq 
¹
iRIc1
mipXq
¹
jRJc2
m1jpXq.
Le polynôme FpXq est donc de degré au plus °
iPIc1
di  
°
iPJc2
d1j  1, et est non
nul de l’instant où c1   c2  0. De plus, l’Équation (3.33) est équivalente à la
vérification suivante :
FpXq  0 mod
¹
zRZc4
mR,zpXq.
Mais si cette inégalité n’est pas vérifiée, alors cela signifie que
°
zRZc4
dR,z ¤°
iPIc1
di  
°
iPJc2
d1j  1. Or par hypothèse k c4 ¥ c1   c2, et comme degpmR,zq ¥
degpmq pour tout z P v1, kw et tout m P B Y B1, ceci implique en particulier°
zRZc4
dR,z ¥
°
iPIc1
di  
°
iPJc2
d1j. Ainsi, l’Inégalité (3.33) est bien vérifiée, et la détec-
tion assurée.
3.2.5 Comparaison avec la multiplication modulaire redondante de Medoš
et Boztas¸ (2008)
Medoš et Boztas¸ (2008) utilisent les RNS redondants pour proposer un al-
gorithme de multiplication modulaire de Montgomery dans F2s , doté notam-
ment d’une capacité de détection. Le principe de cet algorithme est aisément
généralisable aux corps Fps pour p premier quelconque, et il est basé sur l’Al-
gorithme 12 de réduction modulaire RNS de Montgomery dans Fps .
L’utilisation des moduli redondants pour la détection des fautes est dif-
férente de l’approche suggérée dans ce mémoire. L’ajout de ces moduli est
justifié par le fait qu’une faute multiple sur les résidus représente alors un
polynôme dont le degré est attendu être supérieur ou égal à s sous certaines
hypothèses.
Contexte et principe du processus de détection
Le contexte est toujours celui d’un corps FprXs{NpXqFprXs où N est un
polynôme irréductible sur Fp de degré s. Les éléments du corps sont re-
présentés dans une base RNS principale B  tm1pXq, . . . , mnpXqu vérifiant
d 
n°
i1
degpmiq 
n°
i1
di ¥ s et dans une base redondante, première à B,
BR  tmR,1pXq, . . . , mR,kpXqu de polynômes premiers entre eux deux à deux.
La proposition fondamentale permettant la création d’un processus de dé-
tection de fautes sur les résidus est la suivante.
3.2. Arithmétique protégée pour les calculs dans Fps 117
Algorithme 16 : Multiplication modulaire redondante dans Fps 
FprXs{NpXqFprXs
Données : σ un paramètre entier, B  tm1pXq, . . . , mnpXqu,
B1  tm11pXq, . . . , m1`pXqu et BR  tmR,1, . . . , mR,ku trois bases
copremières avec d  degpMq ¥ s  2σ 1, d1  degpM1q ¥ s
et dR,z  deg pmR,zq ¥ deg pmq pour tout m P B Y B1 et tout
z P v1, kw ; ApXq et BpXq deux éléments de FprXss σ
représentés par leurs résidus dans B Y B1 Y BR
Résultat : les résidus dans B Y B1 Y BR de
SpXq  ApXqBpXqMpXq1 mod NpXq
1 début
2 pour i Ð 1 à n faire
/* en parallèle dans B */
3 QipXq Ð AipXqBipXqNpXq1 mod mipXq
4
 
Q11pXq, . . . , Q1`pXq

, pQR,1pXq, . . . , QR,kpXqq Ð
Bex1 pB,B1 Y BR, pQ1pXq, . . . , QnpXqqq
/* première interpolation */
5 pour i Ð 1 à ` faire
/* en parallèle dans B1 */
6 T1i pXq Ð
 
A1ipXqB1ipXq  Q1ipXqNpXq

mod m1ipXq
7 S1ipXq Ð T1i pXqMpXq1 mod m1ipXq
8 pour z Ð 1 à k faire
/* en parallèle dans BR */
9 TR,zpXq Ð pAR,zpXqBR,zpXq  QR,zpXqNpXqq mod mR,zpXq
10 SR,zpXq Ð TR,zpXqMpXq1 mod mR,zpXq
11 pS1pXq, . . . , SnpXqq ,
pSR,1pXq, . . . , pSR,kpXq	Ð
Bex2
 B1,B Y BR,  S11pXq, . . . , S1`pXq
/* seconde interpolation */
12 si
pSR,1pXq, . . . , pSR,kpXq	  pSR,1pXq, . . . , SR,kpXqq alors
13 retourner Faute détectée.
14 sinon
15 retourner
pS1pXq, . . . , SnpXqq ,
 
S11pXq, . . . , S1`pXq

, pSR,1pXq, . . . , SR,kpXqq
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Proposition 3.6 Soit ApXq P FprXss et pu, vq un doublet d’entiers dans v1, nw  v1, kw avec u  v ¤ k.
Toute pu, vq-faute sur les résidus pAB , ABRq vérifie deg

ϕ1BYBR
 B Y BR,  AB , ABR	 ¥
s si, pour tout ensemble de u  v indices pIu,Zvq  v1, nw  v1, kw,
deg
 ¹
iPv1,nwzIu
mipXq 
¹
zPv1,kwzZv
mR,zpXq
¥ s.
Démonstration. Soit une pu, vq-faute d’indices pIu,Zvq de résidus non nuls pEipXqqiPIu
et pER,zpXqqzPZv affectant les résidus de ApXq P FprXss. Par la Proposition 3.4,
il existe un polynôme non nul EIu,ZvpXq tel que
ϕ1BYBR
  
AB , ABR
 ApXq 
¸
iPIu
EipXq
¹
jPv1,nwzIu
mjpXq1

mipXq
¹
jPv1,nwzIu
mjpXq
k¹
z1
mR,zpXq
 
¸
zPZv
ER,zpXq
¹
wPv1,kwzZv
mR,wpXq1

mR,zpXq
¹
wPv1,kwzZv
mR,wpXq
n¹
i1
mipXq
 EIu,ZvpXq
¹
iPv1,nwzIu
mipXq
¹
zPv1,kwzZv
mR,zpXq.
Le résultat vient attendu immédiatement.
La procédure de détection de fautes sur des résidus pAB , ABRq d’un élément
de Fps nécessite une reconstruction complète du polynôme représenté par ces
résidus.
Procédure DetectErrDegre(B,BR,AB ,ABR ,s)
1 début
2 ApXq Ð ϕ1BYBR ppAB , ABRqq;
3 retourner deg pApXqq ¥ s
Remarque 3.3 Afin d’assurer la détection de toute t-faute avec t ¤ k et d’après la Proposition 3.6, il
suffit que les deux bases B Y BR vérifient :
@ pIu,Zvq  v1, nw  v1, kw, tels que |Iu|   |Zv|  k,
deg
 ¹
iPv1,nwzIu
mipXq 
¹
zPv1,kwzZv
mR,zpXq
¥ s. (3.34)
De plus, comme d ¥ s, il suffit que deg pmR,zq ¥ deg pmiq pour tout pi, zq P v1, nw 
v1, kw pour que la Condition (3.34) soit vérifiée.
Multiplication modulaire redondante et analyse comparative avec l’Algo-
rithme 12
L’Algorithme 17 applique la procédure de détection DetectErrDegre, défi-
nie ci-avant, sur les seuls résidus pSB , SBRq. Par la Proposition 3.6, la détection
de toute t-faute sur ces résidus avec t ¤ k est garantie. De plus, pour toute
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Algorithme 17 : Multiplication modulaire dans Fps  FprXs{NpXqFprXs
de Medoš et Boztas¸ (2008)
Données : B  tm1pXq, . . . , mnpXqu, B1  tm11pXq, . . . , m1npXqu,
BR  tmR,1, . . . , mR,ku et B1R  tm1R,1, . . . , m1R,ku quatre bases
copremières avec d 
n°
i1
di ¥ s, d 
n°
i1
d1i ¥ s ; B et BR (resp.
B1 et B1R) vérifient la condition de la Proposition 3.6 ; ApXq et
BpXq deux éléments de FprXss représentés par leurs résidus
dans B Y BR Y B1 Y B1R
Résultat : les résidus dans B Y BR Y B1 Y B1R de
SpXq  ApXqBpXqMpXq1 mod NpXq
1 début
2 QB Ð ApXqBpXqNpXq1 mod MpXq
3 QBR Ð ApXqBpXqNpXq1 mod MRpXq
/* en parallèle sur les résidus dans B Y BR */
4

QB1 ,QB1R
	
Ð Bex1
 B Y BR,B1 Y B1R, pQB ,QBRq
/* première interpolation */
5 SB1 Ð pApXqBpXq  QpXqNpXqqMpXq1MRpXq1 mod M1pXq
6 SB1R Ð pApXqBpXq  QpXqNpXqqMpXq1MRpXq1 mod M1RpXq
/* en parallèle sur les résidus dans B1 Y B1R */
7 pSB , SBRq Ð Bex2

B1 Y B1R,B Y BR,

SB1 , SB1R
		
8 si DetectErrDegre pB,BR, SB , SBR , sq alors
9 retourner Faute détectée
10 sinon
11 retourner

SB , SBR , SB1 , SB1R
	
120 Chapitre 3. Vers une arithmétique RNS dans Fp et Fps résistante aux fautes multiples
t-faute multiple affectant différents résidus dans les quatre bases au cours de
l’exécution de l’algorithme et ayant pour effet de produire un polynôme d’er-
reur de degré au moins égal à s sur les résidus pSB , SBRq provoque le déclen-
chement du signal de détection.
Le modèle de faute multiple donné par la Définition 3.3 (p. 108) est peu
pertinent pour analyser la capacité de détection de l’Algorithme 17. Une u-
faute multiple composée de u1 fautes uniques affectant QB et u2 fautes uniques
affectant QBR transforme Q de la manière suivante :$'&'%
QpXq  QpXq   EQpXq,¸
iPIu1v1,nw
di  
¸
zPZu2v1,kw
dR,z ¤ degpEQq   d  dR.
Continuant les calculs dans la base B1 Y B1R il vient :
SpXq  SpXq  
EQpXqNpXqMpXq1MRpXq1
M1pXqM1RpXq
.
Et si de plus une v-faute multiple composée de v1 fautes uniques affectant
SB1 et v2 fautes uniques affectant SB1R est introduite, les résidus finaux dans la
base B1 Y B1R avant la seconde conversion de base représentent le polynôme
suivant :$''&''%
SpXq  SpXq   ESpXq  
EQpXqNpXqMpXq1MRpXq1
M1pXqM1RpXq
,¸
jPJv1v1,nw
d1j  
¸
zPZv2v1,kw
d1R,z ¤ degpESq   d1   d1R.
(3.35)
Si le modèle de faute considéré interdit toute perturbation durant la se-
conde conversion de base et donc convertit exactement la quantité (3.35), alors
la procédure de détection de l’Algorithme 17 vérifie le degré du polynôme
suivant :
SpXq   ESpXq  
EQpXqNpXqMpXq1MRpXq1
M1pXqM1RpXq


mod MpXqMRpXq.
(3.36)
Comme SpXq est le résultat final correct, deg pSq   s. Comme souligné
précédemment, si le polynôme
ESpXq  
EQpXqNpXqMpXq1MRpXq1
M1pXqM1RpXq


mod MpXqMRpXq
possède au plus k résidus non nuls dans la base B Y BR, ces fautes seront dé-
tectées, du fait de la Proposition 3.6. Autrement, trouver des conditions sur les
bases RNS utilisées garantissant la détection des fautes multiples de catégorie
1 et 2 est délicat et potentiellement restrictif sur le choix des bases.
Finalement, la procédure de détection n’étant appliquée que sur les résidus
dans BYBR, seule l’intégrité des résidus

SB , SBR , SB1 , SB1R
	
contre les t-fautes
de catégorie 2 avec t ¤ k est complètement garantie en l’absence de fautes de
catégorie 3, et ce dès que d1   d1R ¤ d  dR.
Un inconvénient majeur de l’Algorithme 17 est que la procédure de dé-
tection consiste en une reconstruction complète d’un polynôme donné dans
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la base B Y BR. Le coût engendré a donc un impact négatif important si cette
multiplication modulaire est mise en œuvre dans le cadre d’une exponentia-
tion modulaire. De plus, contrairement à la méthode proposée dans ce mé-
moire, les deux bases redondantes BR et B1R présentent le désavantage de faire
partie des bases RNS destinatrices lors des conversions de base, ce qui, vu la
Remarque 1.10, augmente nécessairement le temps d’exécution de la multipli-
cation modulaire.
Enfin, si la condition sur le degré des moduli redondants est identique pour
les deux méthodes, le nombre de canaux redondants dans l’Algorithme 17 est
le double de celui de l’Algorithme 16.
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Conclusion
La flexibilité offerte par le principe d’intégration du processus de détection
de faute à la multiplication modulaire présenté dans le chapitre précédent per-
met une généralisation aisée à la détection de fautes multiples. La théorie est
fondée sur le Théorème 3.3 (p. 95).
De même que pour les fautes uniques, une étude intégrant un modèle de
fautes multiples adapté pour une implantation matérielle a permis d’exhiber
des conditions sur la qualité de l’approximation utilisée par le Cox et sur les
bases RNS utilisées de manière à ce que, malgré la contrainte d’un modèle
de faute matérielle autorisant l’apparition d’erreurs de valeur supérieure aux
moduli des bases RNS, la condition sur les moduli redondants reste identique
à celle du modèle de faute théorique (cf. Théorème. 3.4 (p.105)).
Enfin, le même principe a été adapté au cas d’une arithmétique pour les
corps fini de type Fps . Le Théorème 3.5 (p. 110) fournit les conditions néces-
saires et suffisantes sur la redondance pour la détection de fautes multiples
dans ce contexte.
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Dans ce chapitre nous nous intéressons à la cryptographie basée sur les ré-
seaux euclidiens. Après de premières définitions et propriétés sur les réseaux,
nous détaillons plus avant le principe des cryptosystèmes de type GGH. Ceux-
ci sont construits sur la recherche d’un vecteur proche, en utilisant des algo-
rithmes comme le Round-off de Babai qui constitue alors le cœur de la fonction
de déchiffrement. Cependant, les cryptanalyses successives de tels systèmes
(Nguyen 1999, Nguyen et Regev 2006) ont chaque fois durci leurs conditions
d’utilisation en imposant une augmentation de la dimension des réseaux utili-
sés pour garantir la fiabilité du système en termes de sécurité, impliquant de
fait une perte d’efficacité pratique face aux primitives cryptographiques basées
sur les corps finis. Dans le but d’améliorer la compétitivité de ces cryptosys-
tèmes, l’optimisation du round-off est une question de première importance.
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Dans cette optique, nous proposons dans un premier temps une version RNS-
MRS de cette opération, applicable à tout réseau répondant aux contraintes
imposées par le cryptosystème originel. Puis, dans un second temps, nous ex-
posons une méthode d’accélération spécifique à certaines classes de réseaux et
présentant l’avantage d’utiliser exclusivement le RNS.
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4.1 Réseaux et cryptosystèmes de type GGH
Outil efficace pour la cryptanalyse (Nguyen et Stern 2001), les réseaux
prennent une importance croissante en cryptographie asymétrique. La sécurité
des cryptosystèmes à base de réseaux s’est initialement reposée sur la difficulté
de la résolution de problèmes comme la recherche de vecteurs courts ou de vec-
teurs proches. En 1996, Ajtai a montré que la résolution de tels problèmes pour
des instances moyennes n’est pas plus simple que celle des instances les plus
difficiles, renforçant de fait les notions de sécurité utilisées dans ce domaine.
Les réseaux tiennent une place de choix en tant que solution face à des
problématiques cryptographiques actuelles et futures. Dans le paradigme de
l’informatique quantique, alors que les problèmes de factorisation et de loga-
rithme discret peuvent être résolus en temps polynomial (Shor 1994), la com-
plexité des problèmes liés aux réseaux n’est pour le moment pas remise en
cause. Les réseaux offrent ainsi un cadre de choix pour une cryptographie post-
quantique. Enfin, la découverte des propriétés de chiffrement complètement
homomorphe offertes par les réseaux (Gentry 2009) a marqué une avancée ma-
jeure. Permettant de transposer l’exécution d’additions et de multiplications
sur les chiffrés, cette propriété place ainsi la cryptographie à base de réseaux
au plus près des enjeux de sécurité à l’ère du « cloud computing ».
Le principe des cryptosystèmes de type GGH est introduit en 1997 par
Goldreich et al.. Ils sont construits sur le problème de la recherche d’un proche
vecteur. Au fil des années, les cryptanalyses successives ont amené à modifier
les paramètres de ces systèmes, notamment la dimension des réseaux utilisés,
les rendant alors chaque fois plus couteux à utiliser en pratique. Néanmoins,
leur principe même de fonctionnement reste d’actualité. Nous décrivons celui-
ci dans cette section, tout de suite après de premières considérations sur les
réseaux.
4.1.1 Définitions de base et considérations générales
Convention 4.1 Les vecteurs sont notés en ligne. Ainsi, le produit d’une matrice M P ZNN par un
vecteur v P ZN est noté vM. De plus, la norme infinie de M est alors définie par :
M1
8
 max
jPv1,N w
 N¸
i1
Mi,j

. (4.1)
Définition 4.1 Soit N un entier positif non nul. Un réseau R dans RN est un sous-groupe discret
du groupe additif
 
RN , .
Un tel réseau R est engendré comme Z-module par une famille libre de
n vecteurs tb1, . . . , bnu de RN (en particulier, n ¤ N ). Autrement dit, tout
élément v deR s’écrit comme une combinaison linéaire des vecteurs b1, . . . , bn.
Ou encore, R est égal à la somme directe b1Z ` . . . ` bnZ. tb1, . . . , bnu est
appelée base du réseau R.
Si la donnée d’une base permet donc de décrire entièrement le réseau asso-
cié, tout réseau possédant une base d’au moins deux éléments en possède en
fait une infinité, ayant pour propriété commune de contenir le même nombre
d’éléments.
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Proposition 4.1 SiR  b1Z` . . .`bnZ  ZN pour une famille libre de vecteurs tb1, . . . , bnu, alors
toute autre base de R contient exactement n vecteurs. n est appelé rang de R, et noté
rg pRq.
Par convention, tout réseau R de RN considéré par la suite sera supposé
être de rang plein : rg pRq  N .
Définition 4.2 SoitR un réseau de RN et B  tb1, . . . , bN u une base deR. Le domaine fondamental
de R par rapport à la base B est l’ensemble suivant :
DB  t
N¸
i1
βibi | pβ1, . . . , βN q P r0, 1rN u.
Le volume fondamental associé à la base B est par définition VB  |det pb1, . . . , bN q|.
Le volume fondamental ne dépend pas de la base choisie. Noté VR, c’est
un invariant du réseau considéré. Cela se traduit sur les bases par le fait que
pour tout doublet de bases pR, Bq de R, BR1 est une matrice unimodulaire.
Figure 4.1 – Trois bases d’un réseau R de R2 et les domaines fondamentaux associés.
Nous introduisons la définition de la forme normale de Hermite (FNH)
d’une matrice, à laquelle nous nous réfèrerons par la suite lorsque nous décri-
rons l’utilisation qui en est faite par Micciancio (2001) pour créer une variante
du GGH.
Définition 4.3 Soit H P ZN une matrice entière. Alors H est sous forme normale de Hermite si elle
satisfait les conditions suivantes :
• Hi,i ¥ 0 pour tout i P v1,N w,
• 0 ¤ Hi,j   Hi,i pour tout j   i,
• Hi,j  0 pour tout j ¡ i.
Toute matrice B peut être transformée en une matrice H  FNHpBq sous
forme normale de Hermite par des combinaisons linéaires sur ses lignes et
celle-ci, telle que décrite par la définition précédente, est unique. Autrement
dit, il existe une unique matrice unimodulaire U P GLN pZq pour laquelle UB
est sous forme normale de Hermite. De ce fait, nous déduisons que si R et
B sont deux bases de R, alors il existe un unique doublet de matrices uni-
modulaires UR et UB tel que FNHpRq  URR et FNHpBq  UBB. De plus,
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nous avons vu précédemment que BR1  U est aussi une matrice unimo-
dulaire. Par suite, FNHpBq  UBB  UBUR, avec UBU P GLN pZq. Ainsi,
FNHpRq  URU1UB1FNHpBq, ce qui implique donc que URU1UB1  I et
FNHpRq  FNHpBq. Par conséquent, chaque réseau possède une unique base
sous forme normale de Hermite telle que définie précédemment.
Lorsque R est de rang plein, comme nous le supposerons systématique-
ment, alors à toute base B de R donnée, RN se partitionne de la manière
suivante : RN  
vPR
pv DBq. Ainsi, tout vecteur c P RN s’écrit de manière
unique comme une somme v  cB où v P R et cB P DB. cB est la réduction de
c modulo B. Il en découle naturellement une relation d’équivalence, notée B.
DB est par conséquent un ensemble complet de représentants pour le quotient
RNB  RN { B. Cette réduction se calcule simplement lorsque B est sous forme
normale de Hermite (cf. Algorithme 18), puisqu’il s’agit d’une simple applica-
tion du principe du pivot de Gauss. Le vecteur r retourné par l’Algorithme 18
est un vecteur dont les coefficients vérifient alors 0 ¤ ri   Bi,i.
Algorithme 18 : Réduction modulo une matrice FNH
Données : Une base B d’un réseau R de RN sous forme normale de
Hermite (Déf. 4.3), et un vecteur c P RN .
Résultat : cB P DB.
1 début
2 r Ð c
3 pour i  N à 1 faire
4 r Ð r t riBi,i uBi,
5 retourner r
Exemple 4.1 Soit la matrice sous forme normale de Hermite telle que décrite par la Définition 4.3
suivante :
B 
3 0 01 7 0
2 2 5

et le vecteur c   41 22 37. L’exécution de l’Algorithme 18 donne alors cB  
1 3 3

. Ainsi, c se décompose comme suit :
c  cB  
 
40 19 40  cB    17 5 8B.
Parmi les problèmes classiques lié aux réseaux, la recherche d’un vecteur
court ou celle d’un vecteur de R proche d’un vecteur c donné sont très utilisés
en cryptographie. Nous donnons une définissons de ces classes de problèmes.
Définition 4.4 Soit R un réseau de RN .
• γ-Closest Vector Problem (γ-CVP) : à c P RN donné, trouver un vecteur v de
R tel que pour tout w P R, }v c} ¤ γ }w c}.
• γ-Shortest Vector Problem (γ-SVP) : si λ1pRq désigne le minimum mint}w} |
w P Rzt0uu, trouver un vecteur non nul v de R tel que }v} ¤ γ λ1pRq.
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Si ces deux problèmes semblent intuitivement très proches, le SVP ne pré-
sente pas la même homogénéité que le CVP puisque le cas du vecteur nul est
écarté concernant la recherche d’un vecteur court. Goldreich et al. (1999) ont
montré que résoudre γ-SVP n’est pas plus difficile que résoudre γ-CVP, quel
que soit γ.
L’utilisation des réseaux en cryptographie asymétrique s’est intensifiée grâce
à des résultats comme celui de Ajtai (1996), réduisant la difficulté calculatoire
des instances les plus difficiles (« worst-case ») de problèmes classiques comme
la recherche d’un vecteur court à celle d’instances choisies selon une certaine
distribution de probabilité (« average-case »). Se donner un algorithme proba-
biliste polynomial en temps résolvant avec une probabilité ¡ 12 les instances
randomisées permet une résolution probabiliste polynomiale en temps des
pires cas. La complexité de ce genre de problème et cette connexion worst-
case/average-case ont motivé le développement de la cryptographie basée sur
les réseaux. Résoudre exactement γ-CVP a été par exemple prouvé NP-difficile
pour γ  1 par van Emde-Boas (1981), et plus généralement pour γ  N clog logN ,
c ¡ 0 constant (Dinur et al. 2003).
Babai (1986) propose deux algorithmes, qui permettent de résoudre cer-
taines classes du γ-CVP, dits « nearest plane » et « rounding-off ». Lorsque le
réseau R considéré est décrit par une base B, le round-off, décrit par l’Algo-
rithme 19, consiste en un simple changement de base via une multiplication
par B1 qui envoie ainsi R sur le réseau ZN . En écrivant le vecteur c comme
cB   v où v P R et cB P DB, cB1 est un vecteur appartenant au parallélotope
v  r0, 1rN . La procédure de Babai retourne alors le sommet de ce parallélo-
tope le plus proche de cB1. L’efficacité de cette approche est liée au degré
d’orthogonalité de la base B, mesuré par le produit pdet Bq1 
N±
i1
}bi} appelé
défaut d’orthogonalité. De par l’inégalité de Hadamard, ce produit est un réel
supérieur ou égal à 1, et valant 1 si, et seulement si, les vecteurs de la base sont
orthogonaux deux à deux. L’exemple suivant illustre la relative inefficacité du
round-off dans le cas d’une base B peu orthogonale.
Exemple 4.2 Soit le réseau R de R2 défini par la base B 

1 0
3 1


, d’inverse B1 

1 0
3 1


.
La Figure 4.2 illustre le réseau R, ainsi que le parallélotope fondamental donné par la
base B choisie et contenant un vecteur c    74 38 (point bleu) dont le plus proche
vecteur de R est noté v. La figure du bas montre l’effet de la multiplication par B1. c
a pour image cB1   58 38. Comme B est peu orthogonale, le round-off ne renvoie
pas dans ce cas le plus proche vecteur v.
Des algorithmes à complexité polynomiale de réduction de réseau, comme
LLL (Lenstra et al. 1982) et BKZ (Schnorr 1987), permettent à partir d’une base
donnée de calculer une nouvelle base possédant un moindre défaut d’orthogo-
nalité, et donc de meilleure qualité pour la résolution des problèmes de type
CVP et SVP. Par exemple, l’algorithme du round-off 19 appliqué à un réseau
R de RN donné par une base LLL-réduite calcule en temps polynomial une
solution au γ-CVP pour γ  1  2N  92N {2.
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Figure 4.2 – Application de la méthode du round-off dans le cas d’une base peu orthogonale.
Algorithme 19 : RoundOff pR, cq
Données : Un réseau R de RN , B une base R, et c P RN un vecteur.
Résultat : v P R un vecteur proche c.
1 début
2 t Ð tcB1s
3 v Ð tB
4 retourner v
4.1.2 Les cryptosystèmes de type GGH
Goldreich et al. (1997) ont proposé un type de cryptosystème asymétrique
basé sur le CVP, mais ne disposant pas de preuve de sécurité à ce jour. Le
principe est décrit ci-après.
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Cryptosystème GGH
 [Génération des clefs] Pour un paramètre de sécurité 1N donné,
 générer une matrice R P MN pZq de rang plein possédant de
bonnes propriétés d’orthogonalité décrites par un paramètre σ P
N, et définissant un réseau nommé R ;
 générer une seconde base B de R peu orthogonale via des
opérations élémentaires sur les lignes de R, i.e. B  UR avec
U P GLN pZq ;
 renvoyer ppk, skq   tB, σu, tR, R1u.
 [Fonction de chiffrement] Pour un message p P Pσ  vσ, σwN ,
 générer aléatoirement k
fÐ ZN selon une distribution f ;
 calculer c Ð p  kB ;
 renvoyer c.
 [Fonction de déchiffrement] Pour un chiffré c,
 calculer p Ð c tcR1sR (cf. Algo. 19) ;
 renvoyer p.
Étant donné un réseau R, la brèche secrète est une base R possédant de
bonnes propriétés liées à son orthogonalité, qui autorisent un déchiffrement
en utilisant le round-off. La clef publique est une autre base B à fort défaut
d’orthogonalité. Chiffrer un message p consiste à lui ajouter un vecteur du
réseau choisi aléatoirement selon une distribution de probabilité f . Dans la
proposition originelle, le vecteur k est choisi uniformément dans vN ,N wN .
Ainsi, au message p est ajouté un vecteur du réseau R via la fonction de
chiffrement suivante :
CR : Pσ Ñ ZN
p ÞÑ c  p  kB, k fÐ ZN . (4.2)
Le fonction de déchiffrement retourne un vecteur du réseau R proche de c par
la méthode du round-off, puis le soustrait au chiffré :
DR : ZN Ñ ZN
c ÞÑ c tcR1sR. (4.3)
Le paramètre σ doit garantir que DR CR  IdPσ . Pour ce faire, la taille de
ce paramètre est fixée par la condition dite de Babai pour la base R :
ρR Ps0, 12σ r (4.4)
où par définition ρR 
R18  maxi1,..,N N°j1 pR1qi,j. La raison de cette condi-
tion apparaît clairement dans la démonstration de la Proposition 4.2 (cf. Inéga-
lités (4.6)).
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Cette condition s’explique par le fait que la fonction d’arrondi permet de
retrouver le vecteur deR le plus proche de tout vecteur de l’ensemble suivant :
tr  pR1 | r P R, p P

B8

0,
1
2


R

XZN u. (4.5)
Le paramètre σ est alors naturellement choisi comme étant le plus grand
entier vérifiant :
Pσ  B8

0,
1
2


R.
Proposition 4.2 Sous l’hypothèse (4.4), alors DR  CR  IdPσ . Autrement dit :
@p P Pσ  vσ, σwN , DR CR ppq  p.
Démonstration. Pour c  CR ppq  p   kB, comme kU est un vecteur en-
tier, nous avons tkUs  kU. De plus, la Condition (4.4) implique tpR1s 
p0, . . . , 0q. En effet, la Condition 4.4 permet d’écrire les inégalités suivantes
pour tout j P v1,N w : N¸
i1
pi

R1
	
i,j
 ¤ σ N¸
i1
R1	i,j
 ¤ σ R18  σ ρR   12. (4.6)
Par conséquent tpR1s  0 et donc :
DR pcq  p  kB tpR1   kURR1sR
 p  kB tpR1sR  kUR
 p  kB kB
 p.
Exemple 4.3 Soit le réseau R de R2 défini par la base R 

3 8
8 2


. La norme infinie de
l’inverse R1  170

2 8
8 3


étant ρR  1170 , le paramètre σ peut être fixé à 3.
La Figure 4.3 montre dans un premier temps (figure du haut) les deux vecteurs (en
rouge) de la base R du réseau dans la grille Z2, centrés sur un vecteur kB où B  UR
est une autre base quelconque de R et k est un vecteur entier.
L’ensemble des points bleus de la grille représente l’espace des textes clairs P3 
v3, 3w2 centré sur kB. La condition de Babai (4.4) est illustrée par le fait que P3 est
contenu dans B8
 
kB, 12
 R. Le parallélogramme vert représente S8  kB, 12 R.
Au final, tout point bleu est de la forme p  kB avec p P P3.
L’exemple d’un chiffré c  CR pp3, 1qq  p3, 1q   kB apparaît dans la figure.
La Figure 4.3 montre dans un second temps (figure du bas) le résultat de la trans-
formation de l’espace R2 par la multiplication par R1, transposant R sur Z2. Le
parallélogramme vert représente donc cette fois la sphère S8
 
kU, 12

, à l’intérieur de
laquelle est contenu cR1  p3, 1qR1   kBR1. Ainsi tp3, 1qR1s  p0, 0q, et donc
tcR1s  kBR1  kU P Z2.
Ainsi, le calcul de c tcR1sR retourne kB, le vecteur du réseau le plus proche de
c.
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Figure 4.3 – Illustration de l’Exemple 4.3.
Dans la proposition originelle de Goldreich, Goldwasser, et Halevi (1997),
afin de produire une base R suffisamment orthogonale, la matrice est choisie
de la forme `
?N I M où M est tirée uniformément sur v`, `wN suivant un
paramètre empirique `. De plus, afin que les chiffrés soient le moins proche
possible d’un vecteur du réseau et que l’instance du CVP sous-jacente soit a
priori plus difficile, Pσ est réduit à l’ensemble tσ, σu. Il est toujours possible
de choisir σ plus grand que la limite donnée par la condition de Babai, mais
cela engendre de possibles erreurs de déchiffrement. Goldreich et al. prouvent
à ce sujet le théorème suivant :
Théorème 4.1 En notant γN  max1¤i,j¤N
Ri,j, alors à σ donné la probabilité d’erreur lors du déchiffre-
ment est majorée par 2N  exp

 18σ2γ2
	
.
Le schéma originel de ce cryptosystème présente de graves faiblesses, ve-
nant d’une part de la grande différence de taille entre la « perturbation » p et le
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vecteur kB du réseau auquel cette perturbation est ajoutée, rendant l’instance
CVP plus facile que la moyenne, et d’autre part par la forme de la pertur-
bation lorsque celle-ci est choisie dans tσ, σu. Nguyen (1999) a montré que
la forme particulière de p dans ce cas permet de se ramener à la résolution
d’un CVP encore plus simple. Son attaque est basée sur la constatation que
p   pσ, . . . , σq P 2σZN . Ainsi, c   pσ, . . . , σq  kB mod p2σq. S’il est possible
d’inverser cette équation dans Z{p2σqZ, alors nous obtenons k2σ  |k|2σ. En
notant k  2σk1   k2σ, alors le vecteur rationnel ck2σB2σ  p2σ   k1B est connu,
et le problème qui se pose désormais est d’en trouver le plus proche vecteur
de R, soit k1B modifié par la perturbation p2σ , dont la taille est désormais plus
petite que la perturbation p originelle. En utilisant cette faille, Nguyen réussit à
résoudre les challenges proposés par Goldreich et al. pour les dimensions 200,
250, 300, 350, échouant cependant à la dimension 400. La viabilité en terme
de sécurité du cryptosystème GGH nécessite par conséquent l’utilisation de
réseaux de grande taille, impliquant par suite une difficile mise en œuvre pra-
tique à cause notamment de tailles de clef conséquentes.
Afin de réduire cet effet, Micciancio (2001) propose une nouvelle version de
GGH. Pour réduire la taille de la clef publique, il utilise la forme normale de
Hermite de la clef secrète R comme clef publique. L’impact de ce choix sur la
sécurité comparativement au schéma originel est nul puisque de toute manière
la forme normale de Hermite d’un réseau est unique et que son calcul s’effec-
tue en temps polynomial. La fonction de chiffrement devient une réduction
modulo B (cf. Algo. 18). Par conséquent, la génération de la clef publique ainsi
que le chiffrement sont déterministes. Le principe du déchiffrement utilisant
le round-off peut être conservé, puisque la réduction de p modulo B consiste
toujours en un ajout d’un vecteur du réseau.
Cryptosystème GGH-FNH
 [Génération des clefs] Pour un paramètre de sécurité 1N donné,
 générer une matrice R P MN pZq de rang plein possédant de
bonnes propriétés d’orthogonalité décrites par un paramètre σ P
N, et définissant un réseau nommé R ;
 générer une seconde base B de R par B  FNHpRq ;
 renvoyer ppk, skq   tB, σu, tR, R1u.
 [Fonction de chiffrement] Pour un message p P Pσ  vσ, σwN ,
 calculer c Ð p mod B ;
 renvoyer c.
 [Fonction de déchiffrement] Pour un chiffré c,
 calculer p Ð c tcR1sR ;
 renvoyer p.
La génération de clef secrète suggérée par Micciancio est différente de celle
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proposée par Goldreich et al.. Cette dernière était créée de la forme `
?N I M
de manière à présenter de bonnes propriétés d’orthogonalité. Cependant, ar-
guant que le fait de contraindre les vecteurs de la base le long des axes princi-
paux pourrait affaiblir le cryptosystème, Micciancio propose d’utiliser comme
clef secrète la réduction LLL d’une matrice tirée aléatoirement et uniformé-
ment dans vN ,N wN 2 par exemple.
Ces nouvelles dispositions permettent de diminuer les complexités asymp-
totiques spatiale et temporelle d’un facteur de OpN q, réduisant ainsi les coûts
pour une implantation pratique créés par le besoin de travailler en très grande
dimension N pour atténuer les faiblesses inhérentes à GGH.
Rose, Plantard, et Susilo (2011) proposent une variante du GGH-FNH dans
laquelle la génération de clef secrète proposée permet de se passer d’une coû-
teuse réduction LLL comme suggérée par Micciancio. Le principe consiste à
appliquer des rotations à une matrice αI M afin de conserver les bonnes pro-
priétés d’orthogonalité de cette dernière tout en diminuant l’impact du choix
d’une base dont les vecteurs seraient trop proches des axes principaux. Ceci
permet de plus d’augmenter l’espace des clefs secrètes par rapport à GGH.
Cependant, pour améliorer l’efficacité pratique, Rose et al. proposent de res-
treindre leur espace de clefs secrètes en se limitant à celles possédant une
forme normale de Hermite optimisée, pour laquelle les coefficients diagonaux
Hi,i sont égaux à 1 pour i ¥ 2. Ceci permet de disposer d’une clef publique
dont seule la première colonne est constituée de coefficients non nuls, outre
les coefficients diagonaux des autres colonnes. C’est par exemple trivialement
le cas lorsque le déterminant de R est premier. Cependant, les coefficients de
cette colonne peuvent être significativement plus grands que ceux d’une ma-
trice FNH « standard », dans le sens où ils sont majorés par le déterminant.
Ceci explique que le gain obtenu sur la taille moyenne de la clef publique reste
relativement modeste.
Plantard, Rose, et Susilo (2010) détaillent une technique d’accélération du
round-off, et plus précisément au niveau du calcul du produit cR1, en uti-
lisant le théorème des restes chinois (TRC). Pour ce faire, ils considèrent la
matrice R1  pdet RqR1 qui est une matrice entière. Le produit cR1 se ré-
écrit alors cR1 1det R . L’approche par TRC s’applique au calcul de cR
1. Il s’agit
de se doter d’une base RNS B  tm1, . . . , mnu vérifiant M ¡ 2 }cR1}8. Le
facteur 2 permet d’intégrer la possibilité de coefficients négatifs. Ainsi, l’in-
tervalle dynamique v0, Mv se scinde en deux, v0, tM2 uv représentant les entiers
positifs, et vtM2 u, Mv les entiers négatifs. La méthode de calcul repose sur la
formule cR1 mod M 
n°
i1
cR˜piqmi Mi mod M, avec les matrices précalculables
R˜piq 
M1i R1mi . Une comparaison finale avec tM2 u permettant de récupérer le
signe de chaque coefficient de cR1, il ne reste plus qu’à calculer t cR
1
det R s. Plantard
et al. tirent une amélioration significative des performances, avec par exemple
des facteurs de 8 à 10 sur le temps de déchiffrement par rapport au GGH
originel.
Malgré les défauts du schéma originel, le principe du GGH reste donc un
sujet de recherche d’actualité, menant à des propositions récentes de nouvelles
versions (Yoshino et Kunihiro 2012, F. de Barros et Menasché Schechter 2014)
pour lesquelles l’opération du round-off reste toujours une opération cen-
trale dans les fonctions de déchiffrement. Dans la continuité de ces recherches
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concernant l’amélioration des cryptosystèmes GGH, nous allons proposer dans
les sections suivantes une contribution concernant une optimisation arithmé-
tique de l’opération essentielle du round-off en utilisant les avantages du RNS
de manière plus poussée que celle de Plantard et al. (2010).
4.2 De l’adaptation du round-off au RNS
Cette section est dédiée à la proposition d’une adaptation en RNS de la
méthode de résolution du problème de plus proche vecteur dans un réseau
euclidien via le round-off. Pour ce faire, les formulations du problème et des
équations mathématiques associées, dont le round-off constitue le cœur, vont
être reformulées pour pouvoir utiliser les RNS.
4.2.1 Reformulation adaptée pour le RNS
Le sujet de cette partie étant centré sur la fonction d’arrondi de Babai, nous
allons utiliser les cryptosystèmes GGH et GGH-FNH détaillés précédemment
pour donner un cadre illustratif à l’approche développée.
Nous rappelons donc que R désigne la clef secrète, et la clef publique B est
dérivée de la matrice R par multiplication par une matrice unimodulaire notée
U P GLN pZq, soit B  UR. Le réseau de RN défini par ces bases de rang plein
est noté R. Enfin, nous supposons que pour un paramètre entier σ donné, R
vérifie la condition de Babai (4.4), à savoir ρR Ps0, 12σ r, où ρR 
R18.
L’objectif que nous poursuivons dans ce chapitre est le suivant :
Objectif 4.1 Proposer un algorithme RNS qui, pour un réseau R donné et décrit par
une base R, résout exactement le problème du plus proche vecteur pour tout
élément de l’ensemble tr  pR1 | r P R, p P B8  0, 12RXZN u.
À des fins d’illustration, il s’agit donc de proposer une version RNS de
la fonction DR (4.3) (p. 130).
Dans notre démarche d’adaptation au RNS, nous introduisons dans un
premier temps la définition du reste modulaire centré.
Définition 4.5 La fonction de reste centré modulo m est définie par :
modc : ZN Ñ vtm12 u, tm2 uw
px, mq ÞÑ x modc m 
$&% |x|m si |x|m P v0, t
m
2
uw,
|x|m m sinon.
Cette fonction est correctement définie car pour tout modulus pair ou im-
pair m P N, l’intervalle v0, m  1w est le résultat de la réunion disjointe sui-
vante :
v0, m 1w  v0, tm
2
uw \

m  vtm 1
2
u,1w


.
Une première étape menant vers la réalisation de l’objectif est basée sur la
remarque suivante.
Remarque 4.1 Si mσ est un modulus vérifiant mσ ¥ 2σ   1, alors pour obtenir DR pcq il suffit de
calculer son reste centré modulo mσ.
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La remarque précédente fournit un premier moyen pour réduire le coût du
calcul du plus proche vecteur en utilisant une base RNS réduite à un élément
mσ. Cependant, si la matrice R mod mσ peut être précalculée et le vecteur c
être réduit modulo mσ, le problème central qui reste posé est celui du calcul
en RNS de l’expression tcR1s mod mσ.
Une fois qu’il sera possible d’obtenir
 
c tcR1sR mod mσ, p se retrou-
vera alors simplement par le calcul des restes centrés modulo mσ :
p 

c tcR1sR
	
modc mσ. (4.7)
En pratique, le paramètre σ est assez petit pour que la comparaison entre
résidus de taille mσ soit peu coûteuse, rendant de fait le calcul des restes cen-
trés aisé. Dans les challenges proposés par Goldreich et al. à la suite de leur
construction du GGH, σ vaut typiquement 2 ou 3.
La deuxième étape est donc de réécrire l’expression tcR1s de manière à
pouvoir la calculer en RNS. Pour ce faire, il est nécessaire d’utiliser une ex-
pression ne faisant intervenir que des matrices et vecteurs entiers. En réutili-
sant l’approche de Plantard et al., nous introduisons la matrice entière R1 
pdet RqR1, qui n’est autre que la transposée de la comatrice de R.
Ensuite, nous remarquons que le calcul en RNS du plus proche entier in-
férieur à une fraction ab , soit t
a
b u, est réalisable via l’utilisation de la formule
suivante :
t
a
b
u  a pa mod bq
b
. (4.8)
La division du membre de droite de (4.8) étant exacte est donc facilement réa-
lisable en RNS. Afin de calculer cette fois l’arrondi d’une fraction t ab s en RNS,
il suffit d’utiliser par exemple l’arrondi vers plus l’infini, défini par l’équation
suivante :
@x P R, txs  tx  1
2
u. (4.9)
Pour la suite des propos, nous utiliserons les notations suivantes :#
d  detR
d  pd, . . . , dq P ZN (4.10)
En utilisant la matrice R1 et en combinant les Équations (4.8) et (4.9), il vient
alors :
tcR1s  tcR
1
d
s
 tcR
1
d
  p1
2
, . . . ,
1
2
qu
 t2cR
1   d
2d
u
 1
2d
  2cR1   d  2cR1   d mod p2dq( .
(4.11)
La division par 2d étant exacte, il en résulte donc :
tcR1s mod mσ  |2d|1mσ 
!2cR1   dmσ   2cR1   d mod p2dqmσ) mod mσ.
(4.12)
L’efficacité du calcul du membre de droite de l’Équation (4.12) va donc es-
sentiellement se résumer au coût du calcul en RNS de p2cR1   dq mod p2dq.
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Celui-ci étant effectué via l’Algorithme 8 de réduction modulaire de Montgo-
mery qui donne un résultat seulement dans v0, 2 2dv, à savoir p2cR1   dq mod
p2dq ou p2cR1   dq mod p2dq   2d, il va notamment falloir trouver un moyen
efficace de calculer la réduction complète. Dans le cas contraire, le résultat
obtenu pourrait être entaché d’une erreur et avoir la forme suivante :
tcR1s ve, ve P t0, 1uN . (4.13)
Exemple 4.4 Reprenant l’Exemple 4.3 (p. 131), si nous calculons tcR1s via la Formule (4.11) avec
une réduction de Montgomery pouvant être incomplète, le résultat peut être un vecteur
de la forme tcR1s ve avec ve P t0, 1u2.
Figure 4.4 – Illustration pour l’Exemple 4.3 des vecteurs possiblement retournés par la
Formule (4.13) avec réduction modulaire de Montgomery incomplète.
4.2.2 Du calcul exact de rp2cR1   dq mod p2dqs mod mσ en RNS
La démarche naturelle est d’effectuer cette réduction via un simple appel
de l’Algorithme 8, en utilisant une base RNS principale B, dont le produit des
moduli est noté M, et une base auxiliaire d’un seul élément tmσu. L’exécution
de la seconde conversion de base devient inutile. Ainsi, le résultat obtenu est
de la forme suivante :
RedModRNS
 B, tmσu, 2cR1   d, 2d ! 
2cR1   d M1
2 det R

mod p2dq   2d ve
)
mod mσ
(4.14)
où le vecteur ve est un élément de t0, 1uN .
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Bien que ces notations soient vectorielles, les réduction s’effectuent indivi-
duellement sur chaque coefficient du vecteur 2cR1   d. Ainsi, les indices i des
coefficients non nuls de ve sont ceux pour lesquels le résultat de la réduction
de Montgomery de p2 pcR1qi   diq modulo p2dq est dans l’intervalle v2d, 2 2dv.
Calculer efficacement la réduction en RNS de p2cR1   dq modulo p2dq fait
apparaître trois problèmes. Le premier consiste à supprimer le facteur de Mont-
gomery après la réduction ou calculer les représentations de Montgomery
avant la réduction. Le second concerne le fait que, vu la définition (4.2) de
la fonction de chiffrement, les coefficients de c, et donc de 2cR1   d, peuvent
être négatifs. Enfin, le troisième est de réduire complètement le résultat dans
v0, 2dv, en recouvrant le plus efficacement possible le vecteur ve afin de le cor-
riger.
Gérer le facteur de Montgomery
Soit B  tm1, . . . , mnu la base RNS principale utilisée pour le calcul de la
réduction et M le produit de ses élément. La matrice R1 et le vecteur d étant
connus, une solution est de précalculer et mémoriser les valeurs suivantes :#
R˜  2MR1 mod p2dq ,
d˜  M d mod p2dq . (4.15)
De cette manière, il s’agit désormais de calculer la réduction suivante :
RedModRNS
 B, tmσu, cR˜  d˜, 2d

! 
cR˜  d˜ M1
2d

mod p2dq   2d ve
)
mod mσ
   2cR1   d mod p2dq   2d ve( mod mσ.
(4.16)
De la possible négativité des coefficients du vecteur cR˜  d˜
Afin de pouvoir utiliser les RNS pour représenter l’ensemble des valeurs
possibles de cR˜  d˜, il est nécessaire de poser l’hypothèse suivante.
Hypothèse 4.1 Soit C l’ensemble de tous les vecteurs c pouvant être traités par la procédure du round-
off dans un contexte donné. Alors C est supposé borné.
Cette hypothèse permet de construire une base RNS principale B avec la-
quelle le calcul de la réduction modulaire
 
cR˜  d˜ mod p2dq est possible quel
que soit le vecteur c P C considéré. Nous définissons l’entier c8 par :
c8  maxt‖c‖8 | c P Cu. (4.17)
Autrement dit, comme les coefficients de R˜ et d˜ sont positifs, la boule pour la
norme infinie rN c8  2d, pN c8   1q  2dsN contient l’ensemble tcR˜  d˜ | c P
Cu.
Par exemple, dans le contexte du cryptosystème décrit par les fonctions
(4.2) et (4.3) (p. 130), C et c8 dépendent notamment de la manière dont est
calculé le vecteur aléatoire k via la distribution f . L’Hypothèse 4.1 exprime
seulement le fait que l’ensemble des vecteurs k possibles est borné. Goldreich
et al. (1997) suggèrent par exemple de choisir k dans vN ,N wN . Dans ce cas,
c8  N ~B~8   σ.
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Dans l’amélioration apportée par (Micciancio 2001), la clef publique B est
la forme normale de Hermite de la clef privée R, et le vecteur chiffré c est le
résultat de la réduction de p modulo B. Ceci a notamment pour conséquence
que pour tout indice i P v0,N w, ci P v0, Bi,iv. Par conséquent, c8  max
iPv1,N w
pBi,iq.
De plus, les vecteurs cR˜  d˜ n’ont dans ce cas précis aucun coefficient négatif.
Plus généralement, connaissant c8, il suffit de trouver un vecteur b du
réseau R dont chaque coefficient est au moins égal à c8. De ce fait, pour tout
c P C, le vecteur c  b est positif. Le calcul du plus proche vecteur de c peut
alors être substitué par celui du plus proche vecteur de c  b. En effet, vu que
b P R, bR1 est un vecteur entier et p est ainsi retrouvé par :
pc  bq  tpc  bqR1sR  pc  bq  tpR1   kU  bR1sR
 pp  kB  bq  tpR1sR

kU  bR1
	
R
 p  kB  b kB b
 p.
Un tel vecteur b peut par exemple être choisi comme étant un multiple
du vecteur d, ou encore être calculé en utilisant la forme normale de Hermite
H de R, puisque tous les coefficients de H ont l’avantage d’être positifs. Par
conséquent, il est toujours possible de supposer que les vecteurs cR˜  d˜ sont
positifs.
Plus généralement, une réduction de Montgomery RNS modulo z appli-
quée à un entier x pouvant être négatif peut donner un résultat dans un in-
tervalle de taille 2z dont l’intersection avec w 8, 0v peut être non vide. Cela
dépend de la taille choisie pour la base RNS principale B.
Par exemple, si les entrées x possibles vérifient la condition |x|   x8, et si la
base principale B vérifie M ¡ 2x8p , alors le résultat s de la réduction, exprimé
dans la base auxiliaire B1, satisfait aux inégalités suivantes :
 z
2
  s  x  qz
M
  3
2
z.
(pour l’illustration précédente, la conversion de q  xz1M est supposée
complètement réduite modulo M). Dans ce cas, les coefficients du vecteur ve
apparaissant dans l’Équation (4.14) prennent leur valeur dans t1, 0, 1u.
Par la suite, nous considérerons, sauf mention contraire, que les vecteurs
cR˜  d˜ peuvent contenir des coefficients positifs et négatifs.
Réduction exacte avec conversion de base unique pour d impair
Lorsque M vérifie la condition suivante :
M ¡ ∥∥cR˜  d˜∥∥8 (4.18)
alors, pour tout indice i P v1,N w, l’exécution de la réduction modulaire RNS
RedModRNS
 B,B1,  cR˜  d˜i , 2d avec Bex1  Bexmrs permet d’obtenir les ré-
sidus dans la base auxiliaire B1 de la quantité s vérifiant les inégalités sui-
vantes :
1   s 
 
cR˜  d˜i     cR˜  d˜i  p2dq1M  2d
M
  2d  1.
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Ainsi, le résultat obtenu est dans l’intervalle v0, 2dw. Il ne reste donc plus qu’à
vérifier que s n’est pas égal à 2d. Si 2d s’inscrit dans l’intervalle dynamique
de la base B1, autrement dit si M1 ¡ 2d, alors une comparaison de ses résidus
RNS avec ceux de s dans B1 permet de conclure. Cependant il se trouve que
l’hypothèse de départ donnant d impair garantit que s ne peut être égal à 2d.
En effet, comme M est nécessairement premier avec 2d et est donc impair, il
suffit de voir que :
|s|2 
 cR˜  d˜i2

 c 2MR12di   p|M d|2dqi2
 2M  cR1i   M d2
 |M d|2
 1.
Par suite, s est impair et la réduction modulaire donne un résultat exact, c’est-
à-dire que le vecteur ve de l’Équation (4.14) est dans ce cas toujours nul. Il est
donc possible d’utiliser comme base auxiliaire B1  tmσu. L’Algorithme 20 met
en œuvre cette approche.
Algorithme 20 : ReducExacte_v1
 
cR˜  d˜, 2d,B Y tmσu

(cas d impair)
Données : Le vecteur cR˜  d˜ exprimé dans la base RNS B Y tmσu, le
modulus mσ, et une base RNS B première à 2mσd telle que
M ¡ 2d pN c8   1q ¥
∥∥cR˜  d˜∥∥8 pour tout c P C.
Résultat : rp2cR1   dq mod p2dqs mod mσ.
1 début
2 s Ð p0, . . . , 0q P ZN
3 pour i Ð 1 à N faire
/* en // sur les coeff. de cR˜  d˜ */
4 qB Ð
  cR˜  d˜i  p2dq1M
/* en // dans B */
5 qσ Ð Bexmrs pB, tmσu, qBq
6 si Ð
  cR˜  d˜i   qσ  2d M1mσ
7 retourner s
Coût de l’Algorithme 20 Soit β la taille donnée des moduli de B. Le nombre
n d’éléments de B est alors n  rlogβ pN c8   1q   logβ p2dqs. Nous rappelons
de plus que le modulus mσ vérifie mσ ¥ 2σ  1.
Pour chaque indice i P v1,N w, le calcul des résidus qB requiert n MMElB .
Le coût de la conversion Bexmrs nécessite
npn1q
2 MMElB et
npn1q
2 AMElB pour
le calcul des coefficients MRS, et pn  1q MMElmσ et pn  1q AMElmσ pour la
reconstruction dans la base tmσu (cf. Éq. (1.12)). Enfin, le calcul de si est finalisé
par 2 MMElmσ et 1 AMElmσ .
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En conclusion, le coût total de l’Algorithme 20 est le suivant :$'&'%N 

npn  1q
2
MMElB   npn 1q2 AMElB   pn  1q MMElmσ   n AMElmσ


,
n  rlogβ pN c8   1q   logβ p2dqs.
(4.19)
Réduction exacte avec conversion accélérée
La réduction précédente présente l’avantage de ne nécessiter qu’une seule
conversion de base vers une base à un seul élément. Cependant, aucune flexi-
bilité n’est possible car cette conversion doit être de type MRS (puisqu’il faut
une conversion complètement réduite). De plus, celle-ci est coûteuse car le
calcul des coefficients MRS fait intervenir beaucoup de dépendances entre les
résultats intermédiaires, brisant de ce fait le caractère parallèle apporté par
le RNS. Enfin, la base principale B doit être choisie assez grande (4.18) pour
y représenter chaque coefficient de tous les vecteurs cR˜  d˜ possibles, ce qui
n’avantage pas non plus cette approche (cf. Remarque 1.10 p. 30).
La version présentée maintenant s’appuie sur une conversion efficace, à
savoir Bexcrt. Le problème qui va se présenter est que le résultat de la réduction
peut ne plus être automatiquement obtenu exactement. Il sera donc nécessaire
de retrouver le vecteur ve via une comparaison entre le résultat de la réduction
et 2d.
La méthode proposée est décrite par l’Algorithme 21. Celle-ci se fonde sur
deux réductions de Montgomery successives, avec une base B à n moduli dont
le produit est noté M, puis avec une seconde base réduite à un unique modulus
m˜. Les représentations de Montgomery doivent être modifiées en conséquence :#
R˜  2m˜MR1 mod p2dq ,
d˜  m˜M d mod p2dq . (4.20)
Preuve de correction de l’Algorithme 21 La première étape dans la réduction
du i-ième coefficient de cR˜  d˜ consiste en une réduction de Montgomery RNS
s’appuyant sur les bases B et B1 Y tm˜, mσu.
L’entier q 
  cR˜  d˜i  p2dq1M calculé dans les canaux de B est converti
via Bexcrt dans les canaux de B1Ytm˜, mσu. Or, la conversion n’étant pas néces-
sairement complètement réduite, la valeur pq  Bexcrt pB, qBq est égale à q  δM
avec δ P v0, n 1w (cf. Éq. (1.27), p.29). La quantité r  pcR˜ d˜qi pq2dM , calculée
dans la base auxiliaire B1 Y tm˜, mσu, vérifie :
r   cR˜  d˜i  M12d mod p2dq
  2m˜M cR1   m˜M di  M12d mod p2dq
  2m˜ cR1   m˜ di mod p2dq.
(4.21)
De plus, r vérifie les inégalités suivantes :
2d  M 2d
M
  r   M 2d  nM 2d
M
 pn  1q  2d.
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Algorithme 21 : ReducExacte_v2
 
cR˜  d˜, 2d,B Y B1 Y tm˜, mσu

Données :
• le vecteur cR˜  d˜ exprimé dans la base RNS B Y B1 Y tm˜, mσu
• deux bases RNS copremières B et B1 Y tm˜, mσu (n  |B|, `  |B1|),
vérifiant M et m˜ premiers avec 2mσM1d, M premier avec m˜,
M ¡ N c8   1, M1 ¡ 2 2d, m˜ ¥ n  1 et m˜   m1 pour tout m1 P B1,
• les coefficients dans la base MRS associée à B1 de 2d, notés p2dqmrs, ainsi
que ceux d’un nombre t P v 1  nm˜ 2d, M1  1m˜  2dw, notés tmrs
Résultat : rp2cR1   dq mod p2dqs mod mσ.
1 début
2 s Ð p0, . . . , 0q P ZN
3 pour i Ð 1 à N faire
/* en // sur les coeff. de cR˜  d˜ */
4 qB Ð
  cR˜  d˜i  p2dq1M
/* en // dans B */
5 ppqB1 , pqm˜, pqmσq Ð Bexcrt pB,B1 Y tm˜, mσu, qBq
6 pour m P B1 Y tm˜, mσu faire
/* en // dans B1 Y tm˜, mσu */
7 rm Ð
  cR˜  d˜i   pqm  2d M1m
/* 1
ère réduc. de Montgomery */
8 q˜ Ð
rm˜  p2dq1
m˜
9 pour m P B1 Y tmσu faire
/* en // dans B1 Y tmσu */
10 sm Ð
prm   q˜ 2dq m˜1m
/* 2
nde réduc. de Montgomery */
11 smrs Ð MRScoeff pB1, sB1q
12 si smrs ¥ tmrs alors
/* comparaison en MRS */
13 smσ Ð |smσ   2d|mσ
14 sinon si smrs ¥ p2dqmrs alors
/* comparaison en MRS */
15 smσ Ð |smσ  2d|mσ
16 si Ð smσ
17 retourner s
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Par conséquent,
r   cR˜  d˜i2d   α 2d, α P v1, nw.
Le modulus supplémentaire m˜ permet d’effectuer une seconde réduction
de Montgomery de r modulo 2d. Lorsque ce modulus est choisi plus petit que
les moduli de B1, la conversion du coefficient q˜ 
r p2dq1
m˜
vers la base
B1 (resp. tmσu) est une simple duplication (resp. une simple réduction modulo
mσ). Au final, la quantité s  r q˜2dm˜ calculée dans la base B1 Y tmσu vérifie :
s  r
m˜1
2d
mod p2dq
  2m˜ cR1   m˜ di  m˜12d mod p2dq
  2 cR1  di mod p2dq.
(4.22)
s satisfait de plus aux inégalités suivantes :
 1
m˜
 2d   s   n  1  m˜ 1
m˜
 2d 

1  n
m˜
	
 2d.
La condition m˜ ¥ n  1 garantit alors que s appartient à un intervalle de dia-
mètre inférieur à 4d. Vu la condition sur la taille B1, à savoir M1 ¡ 4d, il vient
en conséquence qu’en calculant les coefficients MRS de s depuis ses résidus
dans B1, il est possible de réduire complètement s dans l’intervalle v0, 2dv.
La Figure 4.5 illustre cette dernière étape. L’entier t utilisé sert à déterminer
le signe de s. Il peut être choisi librement dans l’intervalle v 1  nm˜ 2d, M1 
1
m˜  2dw. Par conséquent, s vérifie M1   t   s   t et ainsi :#
s ¥ 0 si |s|M1   t
s   0 si |s|M1 ¡ t
(4.23)
Puis, une ultime comparaison de |s|M1 avec 2d permet d’obtenir le résultat
attendu |p2cR1   dqi|2d. Pour ce faire, il suffit de voir que :$'&'%
s   2cR1   di2d  2d si s   0
s   2cR1   di2d si 0 ¤ s   2d
s   2cR1   di2d   2d sinon (i.e. si 2d ¤ s   t)
(4.24)
Nous déduisons que la réduction finale s’effectue alors comme suit :#
s Ð s  2d si t   |s|M1
s Ð s 2d si 2d ¤ |s|M1   t
(4.25)
Coût de l’Algorithme 21 Les tailles n et ` des bases B et B1 sont respective-
ment rlogβ pN c8   1qs et rlogβ p4dqs.
Le coût est calculé pour un coefficient d’indice i P v1,N w. Le calcul des
résidus qB et des coefficients ξ j,q,B utilisés lors de la première conversion est
réalisable en n MMEl puisque les résidus
p2dq1  M1j mj , pour mj P B, sont
précalculables. Reprenant le coût (1.28), la conversion de q vers B1 Y tm˜, mσu
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Figure 4.5 – Intervalles contenant s et |s|M1 dans l’Algorithme 21 avant la comparaison
finale.
s’effectue alors en n` MMEl  pn  1q` AMEl  n MMElm˜   pn  1q AMElm˜  
n MMElmσ   pn 1q AMElmσ .
Ensuite, le calcul des résidus de r dans B1 Y tm˜, mσu requiert 2` MMEl 
` AMEl  2 MMElm˜   1 AMElm˜   2 MMElmσ   1 AMElmσ . Le calcul de q˜ s’ef-
fectue lui simplement en 1 MMElm˜.
Viennent alors les calculs des résidus de s dans B1 Y tmσu via 2` MMEl 
` AMEl  2 MMElmσ   1 AMElmσ .
Enfin, la comparaison finale nécessite de calculer les coefficients MRS de
|s|M1 , ce qui nécessite `p`1q2 MMEl  `p`1q2 AMEl. Puis l’éventuelle correction
finale coûte au plus 2 AMElmσ .
Finalement, le coût total de l’Algorithme 21 est le suivant :
$'''''''''''&'''''''''''%
N 

pn`  `
2
2
  7`
2
  nq MMEl  pn`  `
2
2
  3`
2
q AMEl
  pn  3q MMElm˜   n AMElm˜   pn  4q MMElmσ   pn  3q AMElmσ


,
n  rlogβ pN c8   1qs,
`  rlogβ p4dqs,
m˜ ¥ n  1.
(4.26)
Dans le cas d’entrées à coefficients uniquement positifs, l’approche précé-
dente est simplifiée à l’étape de la comparaison finale. En effet, dans ce cas, le
résultat avant comparaison se situe dans l’intervalle v0, 4dv. Une seule compa-
raison de smrs avec p2dqmrs suffit alors.
Exemple 4.5 Soit le réseau R de Z4 muni de la base
R 

0 0 10 1
10 0 1 1
1 20 0 17
5 79 5 76
.
Ainsi, d  287489  19 15131 et ρR   18 , de manière à ce que σ  4, et mσ est fixé
à 9. Pour fixer la taille des bases RNS, les vecteurs de C sont réduits modulo d, fixant
ainsi c8  d. Soit par exemple le vecteur c 
 
287321 144 287385 287078

,
somme de p   3 2 0 4 et d’un vecteur z   287324 142 287385 287077
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du réseau. La taille des moduli est fixée à 7 bits, soit β  27  128. L’exécution des
Algorithmes 20 et 21 doit retourner 2cR1   d   7 1 4 8.
1. Algorithme 20 : B est choisie comme étant t101, 103, 107, 109, 113, 127u, de
manière à ce que M  1.741.209.542.339 ¡ 2dpN c8   1q  8d2   2d 
661.199.975.946. Ainsi, les représentations de Montgomery de R et d sont les
suivantes :
R˜  2MR12d 

215480 22494 57334 378508
403370 469072 205656 552026
80010 166666 182 218300
225122 516704 1820 458066
,
d˜  |Md|2d 
 
287489 287489 287489 287489

.
En utilisant les résidus de cR˜  d˜ donnés dans B, le calcul des résidus du vecteur
q donne :
mod cR˜  d˜ q
101 p47, 95, 88, 32q p57, 40, 53, 56q
103 p99, 75, 75, 89q p13, 91, 91, 97q
107 p70, 50, 23, 4q p82, 28, 30, 75q
109 p11, 62, 29, 87q p69, 52, 63, 80q
113 p33, 102, 107, 104q p9, 110, 60, 90q
127 p17, 99, 100, 37q p80, 55, 112, 77q
Des résidus précédents, les coefficients MRS dans la base t1, 101, . . . , 101 
. . .  113u de chaque coefficient qi sont calculés. Par exemple pour q1 nous
obtenons :$'''''''''''''''''''&'''''''''''''''''''%
q˜101  57
q˜103 
p13 57 1101

103
 22
q˜107 
pp82 57q 1101  22q 1103

107
 11
q˜109 
ppp69 57q 1101  22q 1103  11q 1107

109
 108
q˜113 
pppp9 57q 1101  22q 1103  11q 1107  108q 1109

113
 85
q˜127 
ppppp80 57q 1101  22q 1103  11q 1107  108q 1109  85q 1113

127
 69
Par suite, le résidu de q1 modulo mσ  9 est donné par
q1 mod 9  |57  22 101  . . .  69 101 103 107 109 113|9  7.
En procédant de même pour les autres coefficients, le résultat final de la conver-
sion est alors q mod 9   7 8 6 2. Enfin, comme pcR˜   d˜q mod 9  
7 0 5 5

, il vient finalement : 
7 0 5 5
   7 8 6 2 2d
M
mod 9   7 1 4 8
soit le résultat attendu.
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2. Algorithme 21 : B et B1 sont respectivement t101, 113, 127u et t103, 107, 109u.
Ainsi, M ¡ N c8   1  8d   1 et M1 ¡ 4d. Par suite, m˜  5 ¡ n   1, et
mσ  9. Les représentations de Montgomery de R et d sont :
R˜  2m˜MR12d 

173602 544200 309062 336614
474164 445664 127946 520752
254314 353630 551008 137076
243228 86432 335278 220804
,
d˜  |m˜Md|2d 
 
287489 287489 287489 287489

.
Étant donné les résidus de cR˜  d˜ dans B, le calcul de q dans B puis du résultatpq de sa conversion vers B1 Y tm˜, mσu sont détaillés ci-après :
mod cR˜  d˜ q pq  Bexcrt pqq
101 p41, 94, 79, 72q p97, 13, 12, 25q 
113 p102, 93, 46, 43q p110, 87, 105, 22q 
127 p46, 16, 39, 49q p82, 23, 64, 126q 
103 p46, 57, 3, 12q  p79, 40, 6, 79q
107 p75, 25, 72, 60q  p78, 60, 97, 77q
109 p27, 90, 49, 108q  p16, 71, 22, 103q
5 p0, 2, 3, 0q  p4, 4, 3, 4q
9 p1, 3, 8, 2q  p3, 3, 2, 4q
Suivent alors les calculs des vecteurs rm  cR˜ d˜ pqpM mod m pour tout m P B1Y
tm˜, mσu, puis du vecteur q˜ 
rm˜ p1m˜ nécessaire pour la seconde conversion,
qui est une simple duplication dans les canaux de B1Ytmσu, et enfin les vecteurs
sm  rm q˜pm˜ mod m. Le détail des résultats de ces calculs est résumé dans le
tableau suivant :
mod rm q˜ Bex pq˜q sm
103 p50, 100, 35, 102q  p1, 2, 1, 1q p37, 74, 34, 68q
107 p2, 62, 79, 25q  p1, 2, 1, 1q p78, 82, 72, 104q
109 p89, 50, 42, 85q  p1, 2, 1, 1q p62, 33, 9, 83q
5 p2, 4, 2, 2q p1, 2, 1, 1q  
9 p4, 6, 7, 0q  p1, 2, 1, 1q p7, 1, 4, 8q
Comme les coefficients de cR˜  d˜ sont positifs, les coefficients de s le sont aussi.
L’utilisation d’une comparaison avec un entier t pour déterminer leur négativité
est donc inutile.
La correction éventuelle finale fait intervenir le calcul des coefficients MRS dans
la base t1, 103, 103  107u de s depuis ses résidus dans B1. Il suffit alors de
comparer les coefficients MRS de s aux coefficients MRS de 2  d, qui sont
p2dqmrs  p32, 18, 52q. Par exemple, les coefficients MRS de s1 sont :$'''''&'''''%
s˜103  37
s˜107 
p78 37 1103

107
 70
s˜109 
pp62 37q 1103  70q 1107

109
 28
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Comme ps1qmrs  p37, 70, 28q   p2dqmrs  p32, 18, 52q, aucune correction
sur le premier coefficient s1 mod mσ n’est requis. De manière analogue et en
passant sur les détails pour les trois autres coefficients, le résultat final obtenu
est
 
7 1 4 8

.
Analyse comparative
Les complexités (4.19) et (4.26) des deux versions de l’algorithme calculant
la réduction des coefficients du vecteur cR˜  d˜ modulo 2d dépendent des tailles
des bases RNS utilisées. Nous rappelons que le nombre de moduli de la base B
de l’Algorithme 20 est n1  rlogβ pN c8   1q   logβ p2dqs, celui de la base prin-
cipale B de l’Algorithme 21 est n2  rlogβ pN c8   1qs, et la base auxiliaire B1
possède quant à elle `2  rlogβ p4dqs moduli. Par conséquent, afin de simplifier
la comparaison, nous pouvons raisonnablement considérer que le nombre de
moduli de taille β est le même pour les deux méthodes proposées :
n1  n2   `2.
Afin de tirer avantage des propriétés de parallélisation du RNS, le nombre
d’étapes élémentaires de calcul pour exécuter les deux versions d’algorithme
proposées est détaillé par la suite. Par définition, une étape élémentaire de
calcul dans un canal Z{mZ, notée ETEl, est constituée d’une opération du
type a Ð |a  b c|m, typiquement exécutable en un cycle par un Rower pour
les conversions basées sur le théorème des restes chinois, ou du type a Ð
|pa  bq  c|m pour les conversions basées sur le MRS.
Nombre d’étapes de calcul pour l’Algorithme 20 Comme souligné dans la
partie 1.2.4 concernant le calcul des coefficients MRS, après l’étape de calcul
des résidus qB , leur conversion en MRS s’effectue au mieux en n1  1 étapes.
L’étape du calcul du coefficient si porte le total à n1   1 étapes. Le Tableau 4.1
donne le détail de ces étapes. Il découle alors que la réduction du vecteur
entier, si exécutée séquentiellement sur chacun des coefficients, s’exécute en
N pn1   1q ETEl.
étape B tmσu
1 q˜1 q2 q3 . . . qn1 si Ð A
PM1mσ
2  q˜2 q3 . . . qn1 si Ð si   q˜1 
PM1mσ
3   q˜3 . . . qn1 si Ð si   q˜2 
m1PM1mσ
...
...
...
...
...
...
...
n1     q˜n1 si Ð si   q˜n11 
m1 . . . mn12PM1mσ
n1   1      si Ð si   q˜n1 
m1 . . . mn11PM1mσ
Table 4.1 – Étapes de calcul de l’Algorithme 20 pour un coefficient (notations :
A 
 
cR˜  d˜

i pour i P v1,N w et P  2d).
Nombre d’étapes de calcul dans les canaux RNS pour l’Algorithme 21 En
parallélisant au mieux l’Algorithme 21 sur l’ensemble des canaux de B Y B1 Y
tmσ, m˜u, le nombre d’étapes nécessaires pour la réduction d’un coefficient du
vecteur d’entrée cR˜  d˜ dans le cas d’une réduction nécessitant deux comparai-
sons finales pour la correction est n2  `2 5. Soit un total deN pn2   `2   5q ETEl
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pour une exécution séquentielle sur les coefficients. L’avantage de cette mé-
thode par rapport à la précédente est qu’en divisant l’étape 1 du Tableau 4.2
en deux étapes successives, il est aisé de diviser par 2 le nombre de canaux
RNS actifs simultanément.
étape B B1 tmσu tm˜u
1 ξ j,q,B rm Ð A
PM1m
2  rm Ð rm   ξ1,q,B
Ppm1m˜q1m rm˜ Ð rm˜   ξ1,q,B Pm11 m˜
...  ... ...
n2   1  rm Ð rm   ξn2,q,B
Ppmn2 m˜q1m rm˜ Ð rm˜   ξn2,q,B Pm1n2 m˜
n2   2    q˜ Ð rm˜ 
P1m˜
n2   3  sm Ð rm   q˜
Pm˜1m 
n2   4  s˜m11 . . . sm1`2  
...
...
...
...
...
...
...
n2   `2   2  s˜m11 . . . s˜m1`2  
n2   `2   3 
?¥ t  
n2   `2   4 
?¥ P  
n2   `2   5   si Ð smσ pPq 
Table 4.2 – Étapes de calcul dans les canaux RNS de l’Algorithme 21 dans le cas d’une
double comparaison finale et pour un coefficient (notations : A 
 
cR˜  d˜

i pour i P v1,N w
et P  2d).
Conclusion
Le Tableau 4.3 illustre les différences d’efficacité des deux algorithmes pré-
cédents. Ceux-ci emploient un même nombre total de moduli de taille β, et
s’exécutent en un nombre d’étapes sensiblement identique. La première ap-
proche exploite peu le RNS, puisqu’elle recourt précocement à une conversion
en MRS, contrairement à la seconde approche, qui nécessite alors l’emploi de
deux conversions de base.
Algorithme 20 Algorithme 21
MMElβ
n1pn1   1q
2 n2`2   `
2
2
2
  7`2
2
  n2
 n
2
2   `22
2
  n2`2   n2   `22
AMElβ
n1pn1  1q
2 n2`2   `
2
2
2
  3`2
2 n
2
2   `22
2
  n2`2  n2   `22
nb ETEl Bex1 n1  n2   `2 n2   1
nb ETEl Bex2  `2  1
nb ETEl total I Ñ O n1   1  n2   `2   1 n2   `2   5
Table 4.3 – Complexités et nombre d’étapes de calcul des Algorithmes 20 et 21 pour la
réduction d’un coefficient de cR˜  d˜.
Dans les deux méthodes, la présence d’une conversion dans le système po-
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sitionnel MRS est un facteur limitant l’efficacité de l’approche RNS proposée.
Comme cette conversion dans l’Algorithme 21 s’applique à une base B plus
petite que celle de l’Algorithme 20, l’impact est alors moindre. Par exemple,
le Tableau 4.2 concernant l’Algorithme 21 montre que si l’étape 1 est divisée
en deux étapes consécutives, la première étant consacrée aux calculs dans les
canaux de B et la seconde à ceux dans les canaux de B1 Y tmσ, m˜u, alors il est
possible d’abaisser le niveau de parallélisation à `2   2 canaux. En revanche, la
conversion de base mise en œuvre dans l’Algorithme 20 étant de type MRS, il
devient compliqué d’abaisser le niveau de parallélisation tout en limitant l’aug-
mentation du nombre d’étapes. De plus, la présence de la conversion de type
TRC dans la seconde version permet notamment de diminuer la complexité
totale de n2pn21q2  3`2 MMEl. La Figure 4.6 montre comment ce coût quadra-
tique gagné par la seconde approche par rapport à la première intervient au
niveau des conversions de base.
(a) Algorithme 20 (b) Algorithme 21
Figure 4.6 – Illustration de la différence de coût due aux conversions de base RNS entre les
algorithmes (a) 20 et (b) 21, sachant que n1  n2   `2.
Finalement, si le second algorithme nécessite deux conversions de base au
lieu d’une, il bénéficie mieux des avantages apportés par le RNS. Dans la partie
qui suit, nous allons utiliser cette approche pour proposer un algorithme RNS-
MRS de résolution du CVP par round-off.
4.2.3 Schéma général d’un algorithme RNS-MRS pour la résolution du
CVP
Un algorithme permettant de calculer la Fonction (4.3) (p. 130) et basé sur
l’Algorithme 21 (p. 142) va être présenté. Autrement dit, cet algorithme calcule
le vecteur
 
c tcR1sRmodc mσ grâce àtcR1s
mσ

|2d|1mσ   2cR1   d  2cR1   d mod p2dq(mσ (4.27)
via la réduction modulaire RedModRNS
 B, tmσu, cR˜  d˜, 2d, où les notations
suivantes restent en vigueur :#
R˜  2m˜MR1 mod p2dq,
d˜  m˜M d mod p2dq. (4.28)
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Afin de diminuer au mieux le nombre d’étapes de calcul, nous détaillons
dans un premier temps les précalculs possibles. Pour alléger l’écriture, l’entier
δ désignera 2d :
δ
de f 2d. (4.29)
Précalculs dans B
Ces précalculs permettent de réduire le nombre d’étapes de l’Algorithme 21
implantant la fonction ReducExacte_v2 en regroupant le calcul des résidus qB
et de leurs coefficients ξq,B,i pour la conversion Bexcrt vers B1 Y tm˜, mσu. Pour
chaque mi P B, nous définissons donc :
@mi P B,
$''&''%
R˜mi  
1
δMi
 R˜ mod mi
d˜mi  
1
δMi
 d˜ mod mi
(4.30)
Ainsi, pour chaque modulus mi P B, et pour chaque indice k P v1,N w, nous
pouvons écrire :
ξq,B,i 
 
cR˜mi   d˜mi

k mod mi.
Par conséquent, le coefficient pqk se retrouve par l’égalité suivante :
pqk  n¸
i1
ξqk ,B,i Mi 
n¸
i1
 cR˜mi   d˜mikmi Mi  n¸
i1
apmiqk Mi, (4.31)
où les vecteurs apmiq sont définis par :
apmiq  cR˜mi   d˜mi mod mi. (4.32)
Précalculs dans B1
Il s’agit de regrouper au mieux dans l’Algorithme 21 l’étape de reconstruc-
tion de pqk  n°
i1
 
cR˜mi   d˜mi

k Mi avec le calcul des quantités rm 
pcR˜ d˜qk pqkδ
M
et sm  rm q˜kδm˜ pour chaque m P B1. Le détail du calcul du résidu sm est le
suivant :
sm  rm   q˜kδm˜ mod m

 
cR˜  d˜k   pqkδ
M
  q˜kδ
m˜
mod m

 
cR˜  d˜k   n°
i1
apmiqk Mi


δ
m˜M
  q˜kδ
m˜
mod m
 1
m˜M
 
cR˜  d˜k  

n¸
i1
apmiqk
mi

δ
m˜
  q˜k
δ
m˜
mod m
  2cR1   d
δ
  δve

k mod m.
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D’où les précalculs suivants :
@m1j P B1,
$''''''''''&''''''''''%
R˜m1j 
1
m˜M
 R˜ mod m1j
d˜m1j 
1
m˜M
 d˜ mod m1j
δ˜
piq
m1j
 δ
mim˜
mod m1j, @mi P B
δ˜
p0q
m1j
 δ
m˜
mod m1j
(4.33)
La notation suivante est également introduite :
apm
1
jq  cR˜m1j   d˜m1j mod m
1
j. (4.34)
Par conséquent, il vient alors pour k P v1,N w et pour tout m P B1 :
sm 
 
cR˜m   d˜m

k  
n¸
i1
apmiqk δ˜
piq
m   q˜k δ˜p0qm mod m
 apmqk  
n¸
i1
apmiqk δ˜
piq
m   q˜k δ˜p0qm mod m
  2cR1   d
δ
  δve

k mod m.
(4.35)
Précalculs dans tmσu
Le canal Z{mσZ est dédié au calcul de la formule complète c tcR1sR.
Détailler celle-ci nous permettra d’extraire les précalculs possibles. En utili-
sant les Équations (4.27) et (4.14) avec ve désignant le vecteur d’erreur dû à
la réduction modulaire de Montgomery incomplète, ainsi que les notations de
l’Algorithme 21, il vient :$''&''%
c tcR1sR  c 2cR
1   d |2cR1   d|δ
δ
R,2cR1   d
δ
  δve  cR˜  d˜ 
pqδ
m˜M
  δ
m˜
q˜.
Ainsi, en notant v1{2 le vecteur
 1
2 , . . . ,
1
2
 P ZN , et en rappelant que R1  δ2 R1,
la combinaison des deux précédentes équations donne :
c tcR1sR  c 2cR
1   d
δ
R 

cR˜  d˜  pqδ
δm˜M
  1
m˜
q˜ ve


R
 c 2
δ
cR1R v1{2R 
1
δm˜M
cR˜R  1
δm˜M
d˜R 

1
m˜M
pq  1
m˜
q˜ ve


R
 1
δm˜M
cR˜R 

1
δm˜M
d˜ v1{2


R 

1
m˜M
pq  1
m˜
q˜ ve


R.
Or, nous avons vu précédemment (4.31) que pq  n°
i1
 
cR˜mi   d˜mi

Mi 
n°
i1
apmiqMi.
Par suite, nous obtenons finalement :
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c tcR1sR  1
δm˜M
cR˜R 

1
δm˜M
d˜ v1{2


R 

n¸
i1
1
m˜mi
apmiq   1
m˜
q˜ ve

R.
Soit alors les constantes suivantes :
pmσq
$'''''''''''''&'''''''''''''%
Rmσ  R mod mσ
R˜mσ 
1
δm˜M
 R˜R mod mσ
d˜mσ 

1
δm˜M
d˜ v1{2


R mod mσ
δ˜
piq
mσ 
1
mim˜
mod mσ, @mi P B
δ˜
p0q
mσ 
1
m˜
mod mσ
(4.36)
ainsi que la notation :
bpmσq  cR˜mσ   d˜mσ mod mσ. (4.37)
De ce fait, nous obtenons finalement l’expression suivante :

c tcR1sR
	
mod mσ  bpmσq  

n¸
i1
δ˜
piq
mσa
pmiq   δ˜p0qmσ q˜ ve

Rmσ mod mσ.
(4.38)
Précalculs dans tm˜u
Il est ici question du calcul de q˜  rm˜δ1 mod m˜, où rm˜ vaut :
rm˜ 
 
cR˜m   d˜m

k   pqkδ
M
mod m˜
 1
M
 
cR˜  d˜k  

n¸
i1
apmiqk
mi

δ mod m˜.
Les précalculs introduits sont donc les suivants :
pm˜q
$''''''&''''''%
R˜m˜   1
δM
 R˜ mod m˜
d˜m˜   1
δM
 d˜ mod m˜
δ˜
piq
m˜  
1
mi
mod m˜, @mi P B
(4.39)
puis la notation :
apm˜q  cR˜m˜   d˜m˜ mod m˜. (4.40)
Ainsi, le calcul effectué dans le canal tm˜u est le suivant :
q˜  apm˜q  
n¸
i1
δ˜
piq
m˜ a
pmiq mod m˜. (4.41)
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Conversions de base
Avec les notations précédentes, la première conversion, de la base B vers la
base B1Ytm˜, mσu, du vecteur ayant pour résidus les vecteurs
 
apmq  cR˜m   d˜mmmPB
dans B, se résume finalement au produit de matrices p`   2, nq  pn,N q sui-
vant :
δ˜
p1q
m11
δ˜
p2q
m11
. . . δ˜pnqm11
...
...
. . .
...
δ˜
p1q
m1`
δ˜
p2q
m1`
. . . δ˜pnqm1`
δ˜
p1q
m˜ δ˜
p2q
m˜ . . . δ˜
pnq
m˜
δ˜
p1q
mσ δ˜
p2q
mσ . . . δ˜
pnq
mσ



apm1q1 a
pm1q
2 . . . a
pm1q
N
apm2q1 a
pm2q
2 . . . a
pm2q
N
...
...
. . .
...
apmnq1 a
pmnq
2 . . . a
pmnq
N
mod

m11
m12
...
m1`
m˜
mσ



n°
i1
δ˜
piq
m11
apmiq1
n°
i1
δ˜
piq
m11
apmiq2 . . .
n°
i1
δ˜
piq
m11
apmiqN
...
...
. . .
...
n°
i1
δ˜
piq
m1`
apmiq1
n°
i1
δ˜
piq
m1`
apmiq2 . . .
n°
i1
δ˜
piq
m1`
apmiqN
n°
i1
δ˜
piq
mσa
pmiq
1
n°
i1
δ˜
piq
mσa
pmiq
2 . . .
n°
i1
δ˜
piq
mσa
pmiq
N

mod

m11
...
m1`
mσ

(4.42)
La seconde conversion de tm˜u vers B1Ytmσu du vecteur q˜ 
 
q˜1 q˜2 . . . q˜N

est le produit vecteur-vecteur p`  1, 1q  p1,N q suivant :
δ˜
p0q
m11
δ˜
p0q
m12
...
δ˜
p0q
m1`
δ˜
p0q
mσ

 q˜ mod

m11
m12
...
m1`
mσ


δ˜
p0q
m11
q˜ mod m11
δ˜
p0q
m12
q˜ mod m12
...
δ˜
p0q
m1`
q˜ mod m1`
δ˜
p0q
mσ q˜ mod mσ

(4.43)
Algorithme final
L’algorithme final 22 utilise les quatre ensembles de précalculs introduits
précédemment : (4.30), (4.33), (4.36) et (4.39). Les bases RNS B et B1 Y tm˜, mσu
vérifient les mêmes hypothèses que pour l’Algorithme 21, à savoir :$'&'%
|B|  n, B1  `
M ¡ N c8   1, M1 ¡ 4d, mσ ¡ 2σ  1, m˜ ¡ n,
pgcd p2d, Mm˜mσq  1, pgcd
 
M1mσ, Mm˜
  1, pgcd pM, m˜q  1. (4.44)
À l’étape 10, le contenu de la variable vectorielle apmσq est donné par (4.38),
c’est-à-dire
apmσq 
n¸
i1
δ˜
piq
mσa
pmiq   δ˜p0qmσ q˜.
Le résultat obtenu à l’étape 10 dans les variables apmq pour m P B1 provient
de la formule (4.35). Ainsi, après cette étape nous avons :
apmq   2cR1   d2d   2dve mod m pour tout m P B1.
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Algorithme 22 : CVP_RNS_MRS pc, Rq
Données : Les n  `  2 vecteurs cm  c mod m pour tout
m P B Y B1 Y tm˜, mσu. Les valeurs précalculées (4.30), (4.33),
(4.36) et (4.39), ainsi que les coefficients dans la base MRS
associée à B1 de 2d, notées p2dqmrs et ceux d’un nombre
t P v

1  nm˜ 2d, M1  2dm˜
	
w notés tmrs.
Résultat : c tcR1sR mod mσ.
1 début
2 pour m P B Y B1 Y tm˜u faire
3 apmq Ð cmR˜m   d˜m mod m
4 bpmσq Ð cmR˜mσ   d˜mσ mod mσ
5 apmσq Ð p0, . . . , 0q P ZN
6 pour m P B1 Y tmσu faire
7 apmq Ð apmq  
n°
i1
δ˜
piq
m  apmiq mod m
/* 1
ère réduc. de Montgomery */
8 q˜ Ð apm˜q  
n°
i1
δ˜
piq
m˜  apmiq mod m˜
/* cf. formule (4.41) */
9 pour m P B1 Y tmσu faire
10 apmq Ð apmq   q˜ δ˜p0qm mod m
/* 2
nde réduc. de Montgomery */
11 pour k Ð 1 à N faire
/* en // sur chaque coeff. */
12 ak,mrs Ð MRSCoeff

B1,

apm
1
1q
k , . . . , a
pm1`q
k
		
13 si ak,mrs ¡ tmrs alors
14 apmσqk Ð a
pmσq
k   1 mod mσ
15 sinon si ak,mrs ¥ p2dqmrs alors
16 apmσqk Ð a
pmσq
k  1 mod mσ
17 pmσ Ð bpmσq   apmσqRmσ mod mσ
18 retourner pmσ
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Par conséquent, la boucle de l’étape 11 est dédiée à la conversion en MRS de
chaque coefficient du vecteur p|2cR1   d|2d   2dveq ce qui permet de retrouver
le vecteur d’erreur ve dû à une réduction de Montgomery possiblement incom-
plète. Celui-ci prend ses valeurs dans t1, 0, 1u, et chacun de ses coefficients
pveqk se retrouve par (cf. (4.24)) :$'&'%
pveqk  1 si ak,mrs ¡ tmrs
pveqk  0 si 0 ¤ ak,mrs   pmrs
pveqk  1 si pmrs ¤ ak,mrs   tmrs
(4.45)
Il est ainsi possible de corriger apmσq (étapes 13 à 16). Par suite, à l’étape
17 nous avons obtenu apmσq Ð
n°
i1
δ˜
piq
mσa
pmiq   δ˜p0qmσ q˜ ve. Finalement, la valeur
contenue dans la variable pmσ est déduite de (4.38), à savoir :
pmσ  bpmσq   apmσqRmσ mod mσ 

c tcR1sR
	
mod mσ.
Complexités spatiale et temporelle
Pour étudier les coûts de l’Algorithme 22, il convient de préciser que les
tailles des moduli de B et B1 sont usuellement fixées par une contrainte ma-
térielle, comme la taille du mot-machine. Nous la notons β. Vu la Condi-
tion (4.44) sur la taille des bases B et B1 , n peut être approximé par logβpN c8q,
et ` par logβp4dq. De même, m˜  n  logβpN c8q, et mσ  2σ.
De plus, comme n est un nombre d’entiers supposés inférieurs à β, il en
découle immédiatement que m˜ tient sur un unique β-mot. Le Tableau 4.4
montre par exemple le nombre de bits suffisant pour représenter l’ensemble
des nombres premiers contenu sur un β-mot, pour plusieurs valeurs de β.
β 216 220 224 228 232 236 240
rlog2 ppi pβqqs 13 17 21 24 28 32 36
Table 4.4 – Taille binaire du nombre total de moduli premiers constitués d’un digit en base β,
pour différents β.
De plus, à β fixé, le nombre de premiers tenant sur un unique β-mot suffit
à satisfaire les besoins des bases B et B1 pour les ordres de grandeur des
dimensions de réseau considérées en pratique. Étant donné que la réduction
des coefficients de c par d ne modifie pas le résultat, nous pouvons poser
c8  d. Ensuite, nous considérons par exemple la suggestion de Micciancio
(2001) concernant le choix de la base R. Celle-ci est issue de la réduction d’une
matrice choisie dans vN ,N wN 2 . La borne de Hadamard sur le déterminant d
de R est d ¤ N 32N . Par conséquent, il suffit que B et B1 vérifient
M ¡ N d  1  N 32N 1   1 et M1 ¡ 4d  4N 32N . (4.46)
Le Tableau 4.5 fournit, pour plusieurs tailles de mot β, le nombre de pre-
miers suffisant pour donner les n et ` moduli des bases B et B1, de manière à ce
que leur produit soit supérieur à pN 32N 1   1q  4N 32N , ainsi que les quantités
rlog2pn  `qs, ce qui montre que dans tous les cas m˜ tient sur un β-mot. Le cas
du modulus mσ est considéré à part puisqu’en pratique le paramètre σ peut se
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N β  216 β  224 β  232 β  248 β  264
100 p126, 7q p84, 7, pmq p63, 6, pmq p42, 6, pmq p32, 5, pmq
200 p288, 9q p192, 8, pmq p144, 8, pmq p96, 7, pmq p72, 7, pmq
400 p653, 10q p433, 9q p325, 9, pmq p217, 8, pmq p163, 8, pmq
800 p1466, 11q p965, 10q p724, 10, pmq p483, 9, pmq p362, 9, pmq
1600 p3297, 12q p2130, 12q p1598, 11, pmq p1065, 11, pmq p799, 10, pmq
Table 4.5 – Nombre suffisant de n   ` moduli premiers d’un β-digit pour B Y B1 vérifiant
(4.46) et taille binaire log2pn   `q pour différents β et différentes dimensions de réseau N
(pm : tous les moduli sont pseudo Mersenne).
révéler sans commune mesure avec le paramètre β (e.g. σ est de l’ordre de 2 ou
3 dans l’article originel de Goldreich et al. (1997)).
Dans la suite, nous considérons donc que les moduli de B Y B1 Y tm˜u
s’écrivent en un β-mot. Le Tableau 4.6 récapitule le coût des précalculs (4.30),
(4.33), (4.39) et (4.36).
base B B1 tm˜u tmσu
β-mots nN pN   1q `N pN   1q N pN   1q   n 
 `pn  1q
mσ-mots    2N 2  N   n  1
Table 4.6 – Coût des précalculs de l’Algorithme 22.
Ainsi, la complexité spatiale binaire est la suivante :
CS pCVP_RNS_MRSq 

2N 2  N   1  logβ pc8N q
	
log2 p2σq
   N 2  N  log2 p4dc8βN q   log2 pc8N q logβ p4dβq   log2 p4dq . (4.47)
Le coût de l’Algorithme 22 en termes d’opérations élémentaires est détaillé
dans le Tableau 4.7, et est le suivant :
CT pCVP_RNS_MRSq 

2N 2   logβpc8βN qN

A/MMEl2σ
 

logβ p4dc8βN qN 2   logβp2d
1
2 c8N q logβp4dβqN

A/MMElβ.
(4.48)
Étape B B1 tm˜u tmσu
3 nN 2 `N 2 N 2 
4    N 2
7  n`N  nN
8   nN 
10  `N  N
12  `p`1q2 N  
17    N 2
Total nN 2 `N 2 N 2   nN 2N 2   pn  1qN
 

n  ` 12
	
`N
Table 4.7 – Nombre de multiplications et additions modulaires élémentaires de
l’Algorithme 22.
En supposant que c8 ¤ d, nous pouvons poser l’hypothèse n ¥ `  2. Ainsi,
pour une parallélisation optimale sur n canaux, l’étape 3 requiert pour chaque
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coefficient N 2 ETEl en parallèle dans BYB1Ytm˜, mσu. Ensuite, les étapes 6 à
16 s’exécutent au plus n  `  4 ETEl pour chaque coefficient. Le calcul final
de pmσ est réalisé en N 2 ETEl dans Z{mσZ.
Finalement, le temps d’exécution pour une parallélisation optimale s’évalue
en :
CETEl pCVP_RNS_MRSq 
N 2  N pn  `  4q ETEl N 2 ETElmσ . (4.49)
Exemple 4.6 Nous considérons le réseau de Z4 défini par la matrice suivante :
R 

1 2 2 15
17 1 1 1
3 11 13 6
2 18 6 2
, d  det R  74268, ρR   16.
Nous avons donc Pσ  v3, 3w4. Nous considérons par exemple le message p  3 2 1 2. Soit le chiffré réduit modulo d suivant :
c   22143 357 7328 17985
  3 2 1 2   1171 3230 397 213R.
Soit les bases RNS B  t19, 23, 29, 31u (n  4), B1  t13, 17, 37, 41u (`  4),
m˜  11 et mσ  7. Ainsi, ces bases sont bien copremières, et pgcdpmσm˜M1, 2dq  1.
De plus, M  392863 ¡ 4d   1  297073, M1  335257 ¡ 4d  297072, m˜ ¡
n  1  5, et mσ ¥ 2σ  1  7.
L’exécution de l’Algorithme 22 doit donc retourner
 
c tcR1uR mod mσ  3 2 1 2 mod mσ   4 2 1 5.
• Résidus de c dans B Y B1 Y tm˜, mσu :
B :  8 15 13 11 ,  17 12 14 22 ,  16 9 20 5 ,  9 16 12 5
B1 :  4 6 9 6 ,  9 0 1 16 ,  17 24 2 3 ,  3 29 30 27
m˜ :
 
0 5 2 0

mσ :
 
2 0 6 2

• Les précalculs se basent notamment sur les données suivantes :
R1 

420 4260 204 408
184 98 1504 3181
2140 1282 4576 2963
5184 468 396 792
,
R˜  2m˜MR12d 

131352 131856 101712 93648
65528 60356 71440 67546
138784 116596 79712 75758
97704 133632 92592 111888
,
d˜  |m˜Md|2d 
 
74268 74268 74268 74268

.
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• Précalculs (4.30) pour la base B :
R˜19 

16 10 16 17
17 8 0 7
18 8 11 16
4 16 16 17
, R˜23 

10 7 9 11
13 6 3 4
3 2 14 17
0 3 14 1

R˜29 

5 10 12 19
13 19 27 26
6 2 17 23
4 0 3 8
, R˜31 

19 6 10 1
2 21 5 1
1 19 17 2
13 3 12 28
,
d˜19 
 
17 17 17 17

, d˜23 
 
13 13 13 13

,
d˜29 
 
18 18 18 18

, d˜31 
 
13 13 13 13

.
• Précalculs (4.33) pour la base B1 :
R˜13 

0 7 0 5
3 7 10 9
5 11 5 1
5 10 12 7
, R˜17 

14 9 15 10
14 5 5 7
8 14 2 5
7 10 14 12
,
R˜37 

19 34 9 28
28 30 26 33
27 30 22 14
6 34 23 0
, R˜41 

25 0 29 19
27 19 24 39
26 3 38 14
15 31 5 26
,
d˜13 
 
11 11 11 11

, d˜17 
 
10 10 10 10

,
d˜37 
 
30 30 30 30

, d˜41 
 
9 9 9 9

.
δ˜
p0q
13  1, δ˜p1q13  11, δ˜p2q13  4, δ˜p3q13  9, δ˜p4q13  8,
δ˜
p0q
17  13, δ˜p1q17  15, δ˜p2q17  5, δ˜p3q17  11, δ˜p4q13  7,
δ˜
p0q
37  5, δ˜p1q37  10, δ˜p2q37  34, δ˜p3q37  4, δ˜p4q37  30,
δ˜
p0q
41  18, δ˜p1q41  29, δ˜p2q41  40, δ˜p3q41  19, δ˜p4q41  31.
• Précalculs (4.39) pour tm˜u :
R˜11 

2 9 1 10
2 9 1 1
5 3 1 2
4 8 10 3
, d˜11   3 3 3 3 ,
δ˜
p1q
11  4, δ˜p2q11  10, δ˜p3q11  3, δ˜p4q11  6.
• Précalculs (4.39) pour tmσu :
R7 

1 5 5 1
4 1 1 1
4 4 1 6
2 4 6 5
, R˜7 

6 4 1 3
0 6 3 2
1 0 2 3
6 6 3 6
, d˜7   0 0 0 0 ,
δ˜
p0q
7  2, δ˜p1q7  6, δ˜p2q7  1, δ˜p3q7  2, δ˜p4q7  3.
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• La première étape de l’Algorithme 22 est celle du calcul des vecteurs apmq  
cmR˜m   d˜m

mod m en parallèle pour tout m P B Y B1 Y tm˜u, et bpmσq  
cmσR˜mσ   d˜mσ

mod mσ, via les précalculs précédents. Nous obtenons alors
les résultats suivants :
B :
$''''&''''%
ap19q   13 3 8 7
ap23q   13 22 16 2
ap29q   7 12 25 12
ap31q   14 26 13 16
, B1 :
$''''&''''%
ap13q   0 6 6 6
ap17q   1 10 14 8
ap37q   24 10 32 31
ap41q   2 11 17 23 .
m˜ : ap11q   1 10 10 1
mσ : bp7q 
 
2 6 6 1

.
• La seconde étape est la conversion de base (4.42). Le résultat obtenu, restocké
dans les variables apmq pour m P B1 Y tmσu et q˜, est alors :
B1 :
$''''&''''%
ap13q   6 1 6 2
ap17q   11 3 2 10
ap37q   8 25 36 31
ap41q   31 3 4 5 .
m˜ : q˜   2 5 3 5
mσ : ap7q 
 
0 2 6 4

.
• La troisième étape correspond à la seconde conversion (4.43), modifiant les va-
riables apmq pour m P B1 Y tmσu :
B1 :
$''''&''''%
ap13q   8 6 9 7
ap17q   3 0 7 7
ap37q   18 13 14 19
ap41q   26 11 17 13 .
mσ : ap7q 
 
4 5 5 0

.
• À l’issue de l’étape précédente, nous obtenons dans B1 les résidus du vecteur
|2cR1   d|2d   2dve (cf. (4.35)). La quatrième étape consiste en le calcul des co-
efficients MRS de ce vecteur afin d’effectuer une comparaison avec 2d et de pou-
voir retrouver l’erreur ve, pour une correction des résidus dans tmσu. Comme
|2cR1   d|2d   pve est calculé via la réduction modulo 2d de Montgomery de
cR˜   d˜ et que ce dernier vecteur possède uniquement des coefficients positifs,
nous n’avons pas à considérer une comparaison avec un entier noté t (cf. (4.25)
p. 143).
Pour ce faire, les coefficients MRS précalculés de 2d dans la base MRS
t1, m11, m11m12, m11m12m13u
sont p11, 1, 6, 18q.
MRScoeff
 B1, p8, 3, 18, 26q  p8, 14, 24, 6q   2d
MRScoeff
 B1, p6, 0, 13, 11q  p6, 10, 12, 12q   2d
MRScoeff
 B1, p9, 7, 14, 17q  p9, 9, 1, 9q   2d
MRScoeff
 B1, p7, 7, 19, 13q  p7, 0, 25, 10q   2d
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Nous en déduisons alors que ve 
 
0 0 0 0

.
• La cinquième et dernière étape retourne le résultat attendu, soit :
bp7q   ap7qR7
	
mod 7   4 2 1 5 .
En calculant les résidus centrés, nous avons 3 2 1 2  p  c tcR1sR.
4.3 Technique d’accélération applicable à certaines bases
Le principal problème rencontré précédemment pour l’adaptation en RNS
de la technique du round-off réside dans l’opération de réduction modulaire
présente dans l’Équation 4.12 (p. 136). Afin de retrouver le vecteur d’erreur ve
de la Formule (4.14), les deux Algorithmes 20 et 21 précédents font appel une
conversion dans le système positionnel MRS. Il en résulte l’Algorithme 22 qui
implante une procédure de round-off en représentation hybride RNS-MRS.
L’objectif de cette section est de trouver une stratégie différente pour corri-
ger le vecteur ve, et donc obtenir une réduction modulaire exacte, permettant
de rester uniquement dans le système RNS.
4.3.1 Stratégie nouvelle pour un round-off RNS
Avec les précédentes techniques, nous avons choisi de supprimer l’erreur
ve en cherchant à calculer la réduction modulaire complète p2cR1   dq mod
p2 det Rq. La stratégie développée maintenant s’appuie quant à elle sur la forme
de la formule complète 4.11 que nous rappelons ci-après, et non plus seulement
sur le résultat de la réduction modulaire :
tcR1s  1
2d
  2cR1   d  2cR1   d mod p2dq( . (4.50)
Lorsque celle-ci est calculée via une réduction de Montgomery comme dans le
cas RNS, alors nous rappelons que le résultat obtenu est le vecteur suivant :
1
2d
  2cR1   d  2cR1   d mod p2dq   2d ve(  tcR1s ve (4.51)
où ve P t0, 1uN .
La remarque suivante va constituer le fil directeur de la technique d’accé-
lération développée par la suite.
Remarque 4.2 S’il existe un entier γ tel que tcR1s mod γ  0 pour tout vecteur c P C et
ve mod γ  0 pour tout vecteur ve non nul pouvant apparaître dans le calcul de
la Formule (4.51), alors ve peut être retrouvé, corrigé, et par suite il est aisé de calcu-
ler entièrement en RNS la quantité tcR1s mod mσ via l’Équation (4.50) transposée
dans Z{mσZ.
Sous l’hypothèse de l’existence d’un tel entier γ, alors en calculant le membre
de gauche de l’Équation (4.51) dans la base RNS tmσ,γu, le résidu modulo γ
permettrait la détection des coefficients non nuls de ve, d’où une correction
immédiate sur le résidu modulo mσ.
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Obtenir un multiple de γ
Étant donné qu’il n’y a a priori aucune raison justifiant l’existence d’un
entier γ tel que décrit par la Remarque 4.2, il va s’agir de modifier les vecteurs
c pour forcer l’apparition d’une telle propriété. Pour ce faire, nous fixons un
entier γ ¡ 0, et nous analysons la forme du résultat du calcul de tγcR1s.
D’une part, lorsque tγcR1s est calculé via la Formule (4.50) couplée avec
une réduction modulaire de Montgomery, le résultat obtenu est toujours affecté
par un vecteur d’erreur semblable à celui présent dans l’Équation (4.51). En
notant toujours ce vecteur ve, alors nous obtenons pour résultat tγcR1s ve,
avec ve P t0, 1uN . D’autre part, en substituant c par p  kB, il vient alors :
tγcR1s  tγpR1   γkBR1s
 tγpR1   γkUs
 tγpR1s  γkU
 tγpR1s  γtcR1s.
(4.52)
Par conséquent, le calcul de tγcR1s via la Formule (4.50) nous donne le
résultat suivant :
tγcR1s ve  γtcR1s  tγpR1s ve. (4.53)
Technique de correction
Étant donné l’Équation (4.53), la stratégie de détection suggérée par la Re-
marque 4.2 consiste à calculer :
tγcR1s ve
	
mod γ 

tγpR1s ve
	
mod γ. (4.54)
Vu que notre objectif est, outre la détection de l’erreur, sa correction, il nous
est nécessaire de trouver des conditions sur γ et R permettant de retrouver
aisément le vecteur entier tγpR1s  ve depuis son résidu modulo γ (4.54).
Une condition suffisante pour rendre ceci possible serait que les coefficients
tγpR1s ve prennent leur valeur dans un intervalle de longueur au plus γ.
Le lemme suivant définit une fonction qui permet, dans un contexte précis, de
récupérer une valeur connaissant son résidu modulo γ.
Lemme 4.1 Soit I un intervalle contenant 0 et γ un entier vérifiant γ ¥ card pIq. Soit de plus un
entier a P v0,γ 1w tel que I  va,γ a 1w, et fγ,a la fonction suivante :
fγ,a : t|x|γ | x P Iu Ñ I
z ÞÑ
#
z γ si z ¥ |a|γ ,
z sinon.
(4.55)
Alors fγ,a est bijective et pour tout entier x P I , fγ,a

|x|γ
	
 x.
Démonstration. Soit I   I X v0,γ a  1w, et I  I X va,1w. Par hypo-
thèse sur a, I  mod γ  I   v0,γ  a  1w  v0, |a|γ  1w et I mod γ 
γ  I  vγ a,γ 1w  v|a|γ ,γ 1w. Par conséquent l’ensemble t|x|γ | x P Iu
est l’union disjointe I  \ I. Ainsi, si x P I  alors |x|γ  x et |x|γ   |a|γ.
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Figure 4.7 – Illustration du Lemme 4.1.
Donc x  |x|γ  fγ,a

|x|γ
	
. Et si x P I, alors |x|γ  x  γ et |x|γ ¥ |a|γ. Et
par suite x  |x|γ  γ  fγ,a

|x|γ
	
.
Pour un intervalle I donné, si le paramètre γ est choisi assez grand pour
pouvoir avoir a  tγ 1
2
u, alors la fonction fγ,a coïncide avec l’opérateur de
reste modulaire centré modc.
Remarque 4.3 Dans le contexte du Lemme 4.1, un choix judicieux du paramètre a en fonction de
γ peut faciliter l’opération de comparaison. Par exemple, lorsque γ est de la forme
2α 1   1, alors si a  2α   2, la comparaison avec |a|γ  |2α  2|2α 1 1 2α 1   1 2α  22α 1 1  2α  1 s’effectue simplement par la vérification du bit
de poids fort.
4.3.2 Recherche de paramètre et bases concernées
Recherche d’un entier γ adéquat
L’entier γ recherché doit satisfaire les hypothèses du Lemme 4.1. Dans
notre contexte, les paramètres a et γ de ce même lemme sont contraints par les
inégalités suivantes, pour tout i P v1,N w :
 a ¤ tγ

pR1
	
i
s ve,i ¤ γ a 1. (4.56)
Si la Condition (4.56) est vérifiée, alors le vecteur tcR1s peut être retrouvé
par l’équation suivante :
tcR1s  1
γ
!
tγcR1s ve  fγ,a

tγcR1s ve
	)
. (4.57)
Le théorème suivant reprend ces propos et exhibe des conditions suffi-
santes sur γ et a garantissant l’obtention des inégalités (4.56) pour tout c P
CR pPσq. Ces conditions découlent de propriétés géométriques du réseau R et
plus précisément de la base secrète R sous-jacente.
Théorème 4.2 Soit un paramètre entier σ, pR, Bq P  ZNN 2 deux bases d’un réseau R telles que
BR1  U P GLN pZq, ρR1 
R18, et la base R est telle que σρR1   12 . Soit
le réel strictement positif eR  12  σρR  12σρR2 , et E1 et E2 des entiers positifs.
Pour tout entier γ vérifiant la condition suivante :
γ ¥ E2   E1   1  tγσρRs tγσρRs (4.58)
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alors il existe un entier a tel que :
E1  tγσρRs ¤ a ¤ γ 1 E2  tγσρRs (4.59)
et tel que pour tout ve P rE1, E2sN et tout c P CR pPσq, tcR1s se déduit de
tγcR1   ves grâce à l’égalité suivante :
γtcR1s  tγcR1   ves fγ,a

tγcR1   ves mod γ
	
. (4.60)
De plus, une condition suffisante pour que γ satisfasse (4.58) est donnée par :
γeR ¥ E2   E1   22 ô γ ¥ r
E2   E1   2
2eR
s. (4.61)
Démonstration. Soit ve P rE1, E2sN , p P Pσ, k P ZN et c  p   kB. Ainsi,
γcR1   ve  γkU   γpR1   ve et γkU est un vecteur entier. Par suite,
nous avons tγcR1   ves mod γ  tγpR1   ves mod γ. Ensuite, par hypo-
thèse, pR1 P r12   eR, 12  eRs`. En conséquence, tout i-ième coefficient du
vecteur γpR1   ve vérifie les inégalités suivantes :
α1  γ2   γeR  E1 ¤

γpR1   ve
	
i
¤ γ
2
 γeR   E2  α2.
Si γ est un entier vérifiant :
γ ¥ tα2s tα1s  1  E2   E1   1  tγσρRs tγσρRs,
alors il existe un entier a (e.g. a  tα1s) vérifiant :#
 a ¤ tα1s
γ a 1 ¥ tα2s
ô E1  tγσρRs ¤ a ¤ γ 1 E2  tγσρRs.
Par conséquent, par le Lemme 4.1 nous obtenons finalement dans ce cas
que pour tout c P CR pPσq et tout ve P rE1, E2sN :
fγ,a

tγcR1   ves mod γ
	
 fγ,a
!
γkU  tγpR1   ves
)
mod γ
	
 fγ,a

tγcR1   ves mod γ
	
 tγcR1   ves.
(4.62)
Comme x 12 ¤ txs   x  12 pour tout réel x, alors une condition suffisante
sur γ est donnée par :
γ ¥ α2  α1   2  γ 2γeR   E2   E1   2
ô γeR ¥ E2   E1   22
ô γ ¥ rE2   E1   2
2eR
s.
Ceci conclut la preuve.
164
Chapitre 4. Contribution à une optimisation arithmétique de la cryptographie asymétrique
basée sur les réseaux
Figure 4.8 – Dilatation par γ des vecteurs cR1  pR1   tcR1s, pour p P Pσ.
La Figure 4.8 illustre l’effet de la dilatation par γ du vecteur cR1  pR1 
tcR1u. Le vecteur résultat de cette dilatation, γcR1  γtcR1s  γpR1, ap-
partient au parallélogramme bleu.
La Figure 4.9 montre l’effet de l’addition d’un vecteur d’erreur ve P rE1, E2s2.
Lorsque l’ensemble des vecteurs possibles γcR1   ve peut être contenu dans
un parallélogramme ra,γ  a  1s2 avec a entier, alors l’arrondi de chaque
coefficient
 
γcR1   ve

i est dans l’intervalle va,γ a 1w, et peut donc être
déduit de son résidu modulo γ.
Corollaire 4.1 Soit les hypothèses du Théorème 4.2, et n ¥ 1 un entier. Soit γ un entier premier avec
2d et vérifiant la condition suivante :
γ ¥ n  1  tγσρRs tγσρRs. (4.63)
Alors il existe un entier a tel que pour tout c P CR pPσq et tout ve P v0, nwN , si r
désigne le vecteur p2γcR1   dq mod p2dq   2d ve, l’égalité suivante est vérifiée :
tcR1s  1
γ


2γcR1   d r
2d
 fγ,a

2γcR1   d r
2d
mod γ


. (4.64)
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Figure 4.9 – Effet des translations des vecteurs cR1 par les vecteurs d’erreurs possibles
ve P rE1, E2s2.
Enfin, soit l’entier γR,n  rn  22eR s. Une condition suffisante pour l’existence de a est
également donnée par :
γ ¥ γR,n. (4.65)
De plus, un tel entier a peut prendre sa valeur dans l’ensemble suivant :
a P vn tγσρRs,γ 1 tγσρRsw. (4.66)
Démonstration. Les Conditions (4.63) et (4.65) ne sont autres que respective-
ment les Condition (4.58) et (4.61) du Théorème 4.2 avec E1  n et E2  0.
De par l’Équation (4.50) (p. 160),
2γcR1   d r
2d
 tγcR1s ve. (4.67)
Étant donné que ve est un vecteur entier, le Théorème 4.2 permet d’établir, sous
la condition γ ¥ γR,n, l’existence de a tel que :
tγcR1s ve  γtcR1s  fγ,a

tγcR1s ve
	
mod γ
	
. (4.68)
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L’Équation (4.64) découle de la combinaison des Équations (4.67) et (4.68).
Enfin, (4.66) vient directement des inégalités (4.59).
Application au contexte présent
Nous rappelons que l’objectif est de calculer tcR1s mod mσ via la For-
mule (4.12), et rappelée ci-après :tcR1s
mσ

|2 det R|1mσ  !2cR1   dmσ   2cR1   d mod p2 det Rqmσ)mσ .
Contrairement aux techniques précédentes utilisant une conversion en MRS
pour calculer exactement rp2cR1   dq mod p2dqs mod mσ, la nouvelle approche
se fonde sur le calcul en RNS, via la Formule (4.64) du corollaire précédent, de
la quantité tγcR1s dans la base tmσ,γu. Pour des raisons d’efficacité, le calcul
du vecteur suivant :
r   2cR1   d mod p2dq
peut s’effectuer via l’algorithme de réduction modulaire RNS avec pour seule
opération de conversion de base Bex1  Bexcrt. Ceci a pour conséquence d’aug-
menter la taille possible des coefficients du vecteur d’erreur ve, celui-ci appar-
tenant alors à v0, nwN . Nous modifions donc les précalculs donnant initiale-
ment les représentations de Montgomery pour y intégrer la multiplication par
γ : #
R˜  2γMR1 mod p2dq,
d˜  M d mod p2dq. (4.69)
Alors le calcul de la réduction modulaire donne un résultat de la forme :
RedModRNS
 B, tmσ,γu, cR˜  d˜, 2d  |r  ve|mσ , |r  ve|γ	 ,
où M  MB , n  |B| et ve P v0, nwN est un vecteur d’erreur dû à l’inexactitude
de la conversion Bexcrt.
Par suite, il est aisé d’obtenir les résidus dans la base tmσ,γu du quotient
2γcR1 dr
2d . Ainsi, lorsque γ vérifie la condition γ ¥ γR,n du Corollaire 4.1, la
correction du vecteur ve dans le canal mσ intervient après le calcul dans le
canal Z{γZ de la quantité suivante :
fγ,a

2γcR1   d r
2d
mod γ


,
où a est un paramètre vérifiant les Conditions (4.59) du Corollaire 4.1 (p. 164).
La Formule (4.64) de ce même corollaire peut alors être calculée dans le canal
Z{mσZ, ce qui donne le résultat escompté. Le schéma général de l’approche
est résumé par la Figure 4.10.
Bases concernées
Pour toute base R vérifiant la condition de Babai, la technique est toujours
applicable. Il suffit pour cela de choisir γ ¥ γR,n. Il est clair que plus σρR sera
proche de 12 , plus les entiers γ utilisables seront grands. L’efficacité de cette
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Figure 4.10 – Principe de l’approche proposée pour un round-off RNS (les calculs dans B
(resp. tmσu et tγu) sont colorés en bleu (resp. rouge et vert)).
approche est optimale lorsque la taille de γ ne surpasse pas la taille β des mo-
duli de B. En effet, lorsque les calculs dans Z{γZ peuvent s’effectuer dans un
unique canal, la comparaison nécessaire pour l’évaluation de la fonction fγ,a
ne requiert alors pas de passer par le MRS. Ainsi, la technique est en particu-
lier optimisée pour les réseaux vérifiant γR,n ¤ β 1, c’est-à-dire vérifiant la
condition suivante :
0   σρR ¤ 12 
n  2
2 pβ 1q . (4.70)
Dans le pire cas, γ est de l’ordre du déterminant d de R. En effet, en remar-
quant que, pour une base R fixée vérifiant la condition de Babai, dρR est un
entier, alors nous pouvons écrire :
eR  12  σρR 
d dσρR
2d
¥ 1
2d
.
Ainsi, γR,n  rn  22eR s ¤ pn  2q d.
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Ce cas extrême correspond à l’Algorithme 22 (p. 154) du CVP en représen-
tation hybride RNS-MRS dépourvu de la seconde réduction via le modulus m˜,
et où γ est remplacé par la base RNS B1 dont l’intervalle dynamique doit alors
également être de la taille de pn  2q d.
Il est possible de conserver un γ petit, et ce quelle que soit la base R,
sous la condition de réduire l’espace d’états des messages Pσ à vσ   1, σw
ou vσ, σ 1w par exemple. Dans ce cas, la Condition (4.63) du Corollaire 4.1
devient :
γ ¥ n  1  tγ pσ 1q ρRs tγσρRs.
Une condition suffisante est alors donnée par :
γ ¥ n  2  2γσρR  γσρR ô γ ¥ r n  21 2σρR   ρR s  r
n  2
eR   ρR s.
Or, comme 0   eR   12 et ρR  12eR2σ , nous avons alors 12σ   eR   ρR   12 . Par
conséquent, dans ce cas :
γR,n  r n  2
eR   ρR s ¤ 2σ pn  2q .
Plus généralement, le round-off renvoie le plus proche vecteur lorsqu’il est
appliqué à l’ensemble suivant :
R 

B8

0,
1
2ρR


R1 XZN

.
À γ donné, la technique d’accélération propose un arrondi exact pour un en-
semble restreint à :
R 

B8

0,
1
2ρR

1 n
γ



R1 XZN

.
Dans le cas plus général d’une base R résultant d’une réduction LLL d’une
matrice tirée uniformément dans vN ,N wN 2 , des expérimentations sur un
échantillon de 100 matrices et ce pour plusieurs dimensions montrent que la
taille espérée des γ obtenus semble la plupart du temps rester inférieure à 212,
et donc inférieurs aux tailles de moduli utilisées en pratique (cf. Table 4.8).
N 128 256 384 512 640 768
σ 3 3 3 3 3 2
max 2003 4775 3637 4059 683 334
min 10 6 6 6 5 4
médiane 66.5 37.5 31 28.5 21 9
écart moyen 193.7 260.9 162.6 193.6 41.6 13.2
Table 4.8 – Quelques statistiques sur des valeurs γR,1 pour 100 matrices aléatoires de
vN ,N wN 2 LLL-réduites pour différentes dimensions.
4.3.3 Un algorithme entièrement RNS pour la résolution du CVP
Dans cette partie, la méthode précédente est intégrée dans un algorithme
RNS résolvant le problème du plus proche vecteur par le round-off. Autre-
ment dit, l’algorithme présenté par la suite retourne le même résultat que
4.3. Technique d’accélération applicable à certaines bases 169
l’Algorithme 22. Afin de fournir un algorithme optimisé, les précalculs pos-
sibles sont détaillés. Une analyse donne une estimation de la taille totale de
ces précalculs. Ensuite, l’algorithme principal est détaillé, et sa complexité est
étudiée.
Dans la suite, δ peut encore désigner l’entier 2d.
Du binaire au RNS
Dans l’optique de proposer un algorithme RNS optimisé et utilisable dans
un contexte global où les données sont représentées dans un système de numé-
ration positionnel standard binaire, il convient de préciser l’impact que peut
avoir le changement de représentation vers le RNS du vecteur c sur le coût du
total de l’algorithme pour le CVP.
Le contexte est celui d’une base RNS B  tm1, . . . , mnu ayant pour contrainte
une taille de moduli bornée par β  2r, et vérifiant de plus M ¡ N c8   1.
Ainsi, n est estimé être peu ou prou par rlogβ pN c8   1qs. Par la suite, k dénote
rlogβ pc8qs.
Les différentes approches dans l’état-de-l’art se basent sur un compromis
temps/mémoire. Les principes généraux sont les suivants.
La méthode la plus directe consiste à utiliser l’écriture binaire d’un entier
x 
t°
i1
xi2i qui doit être réduit modulo m. Pour ce faire, il suffit de se doter
d’une table mémoire contenant les t valeurs
2im. La réduction nécessite alors
t  1 additions modulaires élémentaires, puisque |c|m 

t°
i1
xi 
2im
 mod
m. Cependant, il est à noter qu’une périodicité des valeurs
2im liée à l’ordre
de 2 dans le groupe multiplicatif Z{mZ peut réduire significativement les
besoins en mémoire (Premkumar et al. 2006). Appliquant ceci au vecteur c avec
la base RNS B, le coût total est au plus de nkrN AMEl. Mais il est nécessaire
de conserver en mémoire nkr β-mots, soit nkr2 bits.
Une autre approche par blocs se base sur la décomposition des coefficients
de c dans la base β. Pour i P v1,N w, notant ci  pci,kr1 . . . ci,1ci,0q2 l’écriture
binaire du i-ième coefficient de c, alors :
ci 
kr1¸
j0
ci,j2j 
k1¸
j0
r1¸
t0
ci,jr t2jr t 
k1¸
j0
r1¸
t0
t ciβj u

β
βj.
De cette manière, en mémorisant toutes les valeurs
xβimj avec x P v0, βv, la
réduction du vecteur c s’exécute en au plus nkNAMEl, au prix de nkrβ bits
stockés.
Le principe de l’approche précédente par blocs amène naturellement à une
technique moins gourmande en mémoire, mais plus coûteuse en terme d’opé-
rations élémentaires. En précalculant la matrice suivante :
Wβ,k,B 

1 |β|m1 . . .
βk1m1
1 |β|m2 . . .
βk1m2
...
...
...
...
1 |β|mn . . .
βk1mn
 (4.71)
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alors le calcul des résidus de c s’effectue simplement par le produit suivant :
c mod m1
c mod m2
...
c mod mn


|c1|m1 |c2|m1 . . . |cN |m1
|c1|m2 |c2|m2 . . . |cN |m2
...
...
...
...
|c1|mn |c2|mn . . . |cN |mn
 Wβ,k,B C mod

m1
m2
...
mn

 Wβ,k,B 

|c1|β |c2|β . . . |cN |βt c1β uβ t c2β uβ . . . t cNβ uβ
...
...
...
...t c1
βk1
u

β
t c2
βk1
u

β
. . .
t cN
βk1
u

β
mod

m1
m2
...
mn
.
(4.72)
La taille de la matrice Wβ,k,B est de npk 1qr bits. Le coût d’une telle conver-
sion est de nkN MMEl  npk 1qN AMEl. Si n est choisi de telle manière qu’il
diviseN , alors la calcul de Wβ,n,BC peut se faire par des techniques de multi-
plication efficace de matrices carrées (Coppersmith et Winograd 1987, Strassen
1969, Williams 2012). Cette considération permet d’évaluer la complexité de la
réduction en O  N n1 e MMEl, au prix d’une complexité spatiale de npn 1qr
bits.
Kawamura et al. (2000) montrent que cette conversion peut se réaliser effi-
cacement en utilisant l’architecture Cox-Rower. En effet, celle-ci se prête idéa-
lement à l’approche par blocs via la décomposition d’un entier en base β.
Avec une parallélisation maximale, la réduction d’un coefficient ci s’exécute
alors en k ETEl, et nk MMEl   npk  1qAMEl. Soit un total de kN ETEl et
nkN MMEl  npk 1qN AMEl.
Coûts binaire -> RNS :
$'''''''&'''''''%
précalculs : npk 1q β-mots
nkN MMElβ   npk 1qN AMElβ
kN ETElβ
k  rlogβpc8qs
n  rlogβpc8N   1qs
(4.73)
Pour résumer, la considération du coût de la transformation en RNS dans
le cadre de l’étude de complexité de l’algorithme CVP-RNS proposé ici se
révèle plutôt délicate. Pour fixer clairement la situation, il s’agirait de préciser
le contexte plus général dans lequel l’utilisation de l’algorithme s’inscrirait. Par
exemple, l’hypothèse de réception des résidus de c peut sembler pertinente si
le choix est fait de mener les opérations de chiffrement également en RNS.
Dans un système comme proposé par Micciancio (2001), si le déterminant de
R est peu friable, alors sa forme normale de Hermite pourra posséder des
coefficients diagonaux de grande taille, et l’utilisation du RNS comme système
de numération pour l’ensemble du protocole peut être pertinente.
Précalculs
Comme la technique d’accélération s’accorde avec tout type de conversion
de base utilisée pour le calcul de
cR˜  d˜2d, puisqu’il s’agit alors seulement de
rechercher un paramètre γ en conséquence, la conversion utilisée par la suite
pour la réduction modulaire RNS est Bexcrt.
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Les représentations de Montgomery utilisées ont été introduites en (4.69),
soit : #
R˜  2γMR1 mod p2dq
d˜  M d mod p2dq (4.74)
Remarque 4.4 La fonction fγ,a, définie p. 161, sert à corriger le vecteur d’erreur dans le calcul de
tcR1s mod mσ. Ainsi, nous pouvons nous restreindre à récupérer seulement le résul-
tat de la comparaison effectuée lors de l’évaluation de fγ,a, sans effectuer l’éventuelle
correction par γ du résidu modulo γ sur lequel la fonction est appliquée, celle-ci se
faisant alors directement dans le canal Z{mσZ.
Pour utiliser la remarque précédente, nous introduisons la fonction sui-
vante :
f˜γ,a : v0,γv Ñ t0, 1u
z ÞÑ
#
1 si z ¥ |a|γ ,
0 sinon.
(4.75)
Ainsi, pour tout z P v0,γv, fγ,apzq  z γ f˜γ,apzq. Par conséquent, un calcul
du type fγ,apzq mod mσ, nécessitant une comparaison entre z et |a|γ et une
éventuelle addition dans Z{γZ, se réduit au calcul de pz |γ|mσq mod mσ, né-
cessitant toujours la même comparaison entre z et |a|γ. Mais la correction
s’effectue dans l’anneau plus petit Z{mσZ.
Dans B Comme la conversion de base utilisée pour le calcul de cR˜  d˜
δ
est
Bexcrt, les précalculs sont identiques à (4.30). Soit :
@mi P B,
$''&''%
R˜mi  
1
δMi
 R˜ mod mi,
d˜mi  
1
δMi
 d˜ mod mi.
(4.76)
Ainsi, le vecteur q des coefficients de Montgomery est le suivant :
q 
n¸
i1
apmiqMi, (4.77)
où apmiq est le vecteur :
apmiq  cR˜mi   d˜mi mod mi. (4.78)
Dans tγu Le détail des calculs à effectuer dans le canal Z{γZ donne :
tγcR1s  ve mod γ  tγpR1s  ve mod γ
 2γcR
1   d |2γcR1   d|δ
δ
  ve mod γ

2γcR1   d cR˜  d˜  qδ
M
δ
mod γ
 1
2
 1
δM
cR˜ 1
δM
d˜
n¸
i1
apmiqMi
mi
mod γ.
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Les précalculs et notations introduits sont :
pγq
$'''''''''&'''''''''%
R˜γ   1
δM
 R˜ mod γ
d˜γ  v1{2 
1
δM
 d˜ mod γ
δ˜
piq
γ   1mi
mod γ, @mi P B
δ˜
p0q
γ  a mod γ
(4.79)
et :
apγq  cR˜γ   d˜γ mod γ. (4.80)
La valeur δ˜p0qγ  a mod γ sert à l’évaluation de la fonction f˜γ, a.
Par conséquent nous avons :
tγcR1s  ve mod γ  apγq  
n¸
i1
apmiqδ˜piqγ mod γ. (4.81)
Dans tmσu Le canalZ{mσZ reçoit le calcul de c tcR1sR via la Formule (4.64),
soit :
c tcR1sR mod mσ
 c 1
γ

2γcR1   d
δ
 cR˜  d˜  qδ
δM
 fγ,a

tγcR1s  ve mod γ
	
R mod mσ
 c 2γ
γδ
cR1R 1
γ
v1{2R 
1
γδM
 
cR˜  d˜R
 

1
γM
q  1
γ
fγ,a

apγq  
n¸
i1
apmiqδ˜piqγ mod γ

R mod mσ
 1
γδM
cR˜R  1
γδM
d˜R 1
γ
v1{2R
  1
γ

1
M
n¸
i1
apmiqMi   fγ,a

apγq  
n¸
i1
apmiqδ˜piqγ mod γ

R mod mσ.
Les précalculs et notations sont donc :
pmσq
$''''''''''''''&''''''''''''''%
Rmσ 
1
γ
R mod mσ
R˜mσ 
1
γδM
 R˜R mod mσ
d˜mσ 
1
γδM
 d˜R 1
γ
v1{2R mod mσ
δ˜
piq
mσ 
1
mi
mod mσ, @mi P B
δ˜
p0q
mσ  γ mod mσ
(4.82)
et :
bpmσq  cR˜mσ   d˜mσ mod mσ. (4.83)
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En introduisant de plus la fonction f˜γ,a déduite de fγ,a par fγ,apxq  x 
γ f˜γ,apxq (cf. (4.75)), il vient alors :
c tγcR1sR mod mσ
 bpmσq  
 n¸
i1
apmiqδ˜piqmσ  

apγq  
n¸
i1
apmiqδ˜piqγ mod γ

 δ˜p0qmσ  f˜γ,a

apγq  
n¸
i1
apmiqδ˜piqγ mod γ

Rmσ mod mσ.
(4.84)
Algorithme CVP RNS
L’Algorithme 23 retourne p mod mσ en se basant sur les précalculs et for-
mules précédentes.
Le paramètre a de la fonction fγ,a satisfait les Conditions (4.59). Ainsi, l’éva-
luation de f˜γ,a

apγqk
	
à l’étape 8 de l’Algorithme 23 est une comparaison de
deux entiers de la taille de γ, dont l’un deux, |a|γ, est précalculé. Et vu la
Remarque 4.3, la comparaison peut s’effectuer aisément si le choix de a est
judicieux.
Enfin, nous rappelons que la base B doit vérifier M ¡ N c8   1.
Algorithme 23 : CVP_RNS pc, Rq
Données : Le vecteur c exprimé dans la base RNS B Y tγ, mσu. Les
valeurs précalculées (4.76), (4.79) et (4.82). Un entier a
vérifiant (4.66) (p.165).
Résultat : c tcR1sR mod mσ.
1 début
2 pour m P B Y tγu faire
3 apmq Ð cR˜m   d˜m mod m
4 bpmσq Ð cR˜mσ   d˜mσ mod mσ
5 apmσq Ð p0, . . . , 0q P ZN
6 pour m P tγ, mσu faire
7 apmq Ð apmq  
n°
i1
apmiq  δ˜piqm mod m
8 apmσq Ð apmσq   apγq  δ˜p0qmσ  f˜γ,a
 
apγq

mod mσ
9 pmσ Ð bpmσq   apmσqRmσ mod mσ
10 retourner pmσ
Complexités spatiale et temporelle
À β donné, afin de maximiser l’ensemble des réseaux pour lesquels la tech-
nique d’accélération est la plus efficace, la taille de γ est supposée être au plus
celle de β. De ce fait, les précalculs (4.76) et (4.79) concernant la base B Y tγu
consistent en n   1 matrices R˜m et n   1 vecteurs d˜m, et pn   1q scalaires δ˜piqγ ,
ce qui représente pn  1qpN 2  N   1q β-mots. Les précalculs (4.82) requièrent
pour leur part une mémorisation de 2N 2  N   n  1 mσ-mots.
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base B tγu tmσu
β-mots npN 2  N q pN 2  N   n  1q 
mσ-mots   2N 2  N   n  1
Table 4.9 – Coût des précalculs de l’Algorithme 23.
De même que pour la discussion concernant la complexité spatiale de l’Al-
gorithme 22, nous approximons la valeur de n par logβ pc8N q. Ainsi, la com-
plexité spatiale binaire de l’Algorithme 23 est :
Cs pCVP_RNSq 
 N 2  N   1 log2 pc8βN q
 

2N 2  N   logβ pc8N q   1
	
log2 p2σq .
(4.85)
Concernant les précalculs pour la transformation du binaire vers le RNS
via la conversion matricielle (4.72) ou par l’utilisation d’un Cox-Rower, il s’agit
de stocker la matrice Wβ,k,B (4.71), soit dans le pire cas pk  1qn β-mot, où
nous rappelons que k  rlog2 pc8qs. Ainsi, le surcoût en terme de mémoire
est environ log2 pN c8q log2 pc8q bits. Il est à noter que ce surcout concerne
également l’approche RNS-MRS (Algo. 22).
Le détail des coûts en termes de MMEl et AMEl de l’Algorithme 23 est donné
dans le Tableau (4.10). Ce coût se résume ainsi à :
CT pCVP_RNSq 

2N 2   logβ pc8N qN

MMEl2σ
 

2N 2   logβ pc8βN qN

AMEl2σ
 

logβ pc8βN qN 2   logβ pc8N qN

A/MMElβ.
(4.86)
Étape B tγu tmσu
3 nN 2 N 2 
4   N 2
7  nN nN
8   N AMElmσ
9   N 2
Total MMEl nN 2 N 2   nN 2N 2   nN
Total AMEl nN 2 N 2   nN 2N 2   pn  1qN
Table 4.10 – Nombre de multiplications et additions modulaires élémentaires de
l’Algorithme 23.
Concernant la complexité en terme de nombre d’étapes élémentaires ETEl,
vu que la base B est uniquement utilisée lors de l’étape 3, hypothèse est faite
d’une parallélisation de la forme
n
α
  2, pour α entier, c’est-à-dire que n
α
ca-
naux physiques sont assignés pour les calculs dans B, et 2 canaux sont spé-
cifiquement alloués à la base tγ, mσu. Ainsi, les étapes 3 et 4 sont réalisées
en αN 2 ETEl. La boucle for de l’étape 6 en nécessite nN en parallèle sur
tγ, mσu. En supposant que la réalisation de la fonction fγ,a est rendue triviale
par un choix judicieux du paramètre a, alors les deux étapes finales requièrent N 2  N  ETElmσ .
Pour résumer, en considérant que c8  d à des fins de comparaison avec
la complexité (4.49) de l’approche RNS-MRS, le nombre d’étapes permis par le
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parallélisme du RNS est le suivant :
CETEl pCVP_RNSq 

αN 2   nN  ETEl  N 2  N  ETElmσ . (4.87)
Exemple 4.7 Nous reprenons les données de l’Exemple 4.6 (p. 157), et nous les rappelons. Soit
N  4 et une base R d’un réseau R de Z4 :
R 

1 2 2 15
17 1 1 1
3 11 13 6
2 18 6 2

ainsi que les constantes suivantes :
σ  3, d  δ
2
 det R  74268, ρR  792874268, eR 
1
2
 σρR  222512378.
La base RNS B doit vérifier M ¡ 4maxt‖c‖8 | c P Cu   1. L’espace des chiffrés C
est supposé réduit modulo d. Ainsi, B doit vérifier M ¡ 2δ 1  297073 et M premier
avec δ. Soit donc B  tm1  19, m2  23, m3  29, m4  31u (ainsi M  392863 et
n  4), et mσ  7 ¥ 2σ  1.
Par suite, il vient :
γR,4  rn  22eR s  16.
Soit alors γ  17, entier premier avec M et δ. a peut être choisi (cf. (4.66)) dans
l’intervalle vn tγσρRs,γ 1 tγσρRsw  v9, 11w. Soit par exemple a  10.
Les représentations de Montgomery (4.74), qui servent uniquement aux précalculs
et ne sont pas stockées en mémoire, sont :
R˜ 

27456 82248 143688 9696
74264 120284 96904 90886
146968 139684 109688 90074
96984 98496 8064 132408
, d˜   74268 74268 74268 74268 .
Les précalculs (4.76) pour B sont les suivants :
R˜m1 

7 17 13 4
8 3 9 6
2 10 7 3
18 0 18 17
, R˜m2 

14 0 22 8
7 14 19 8
20 19 13 9
1 15 21 7
,
R˜m3 

10 15 10 23
3 28 20 0
14 17 23 0
1 16 22 21
, R˜m4 

24 19 30 23
4 9 11 2
1 11 7 4
5 28 9 8
,
d˜m1 
 
17 17 17 17

, d˜m2 
 
13 13 13 13

,
d˜m3 
 
18 18 18 18

, d˜m4 
 
13 13 13 13

.
Les précalculs (4.79) pour γ sont :
R˜γ 

8 16 15 14
13 4 15 15
7 11 15 13
9 1 14 11
, d˜γ   3 3 3 3 ,
δ˜
p0q
γ  7, δ˜p1qγ  8, δ˜p2qγ  14, δ˜p3qγ  7, δ˜p4qγ  6.
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Enfin, les précalculs (4.82) pour mσ sont :
Rmσ 

5 4 4 5
6 5 5 5
6 6 5 2
3 6 2 4
, R˜mσ 

5 2 5 5
0 3 5 3
2 3 0 2
2 5 3 5
, d˜mσ   2 0 3 3 ,
δ˜
p0q
mσ  3, δ˜p1qmσ  4, δ˜p2qmσ  1, δ˜p3qmσ  5, δ˜p4qmσ  3.
Nous réutilisons également le vecteur c de l’Exemple 4.6, à savoir
c   22143 357 7328 17985   3 2 1 2   1171 3230 397 213R mod d.
Les résidus de c dans B Y tγ, mσu sont :
cm1 
 
8 15 13 11

, cm2 
 
17 12 14 22

,
cm3 
 
16 9 20 5

, cm4 
 
9 16 12 5

,
cγ 
 
9 0 1 16

, cmσ 
 
2 0 6 2

.
Toutes les données sont maintenant prêtes.
La première étape de L’Algorithme 23 donne les calculs suivants :
apm1q   18 5 13 4 , apm2q   16 18 17 19 ,
apm3q   26 2 0 27 , apm4q   20 11 30 30 ,
apγq   5 4 3 12 , bpmσq   0 4 5 0 .
La deuxième étape est la conversion de base de B vers tγ, mσu, ce qui donne :
apγq  apγq  
4¸
i1
δ˜
piq
γ  apmiq mod γ 
 
12 2 15 16

,
apmσq 
4¸
i1
δ˜
piq
mσ  apmiq mod mσ 
 
6 4 5 6

.
La troisième étape consiste à comparer chaque coefficient de apγq avec δ˜p0qγ  7, ce qui
nous donne f˜γ,a
 
apγq
   1 0 1 1 .
La quatrième étape de calcul est :
apmσq  apmσq   apγq  δ˜piqmσ  f˜γ,a

apγq
	
mod mσ 
 
1 6 3 5

.
Enfin, la dernière étape est donnée par :
pmσ  bpmσq   apmσqRmσ mod mσ 
 
4 2 1 5

.
Finalement,
pmσ modc mσ 
 3 2 1 2  p.
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Comparaison avec l’approche hybride RNS-MRS
Nous récapitulons dans cette partie les différences de coût entre l’Algo-
rithme 22 du CVP RNS-MRS, et l’Algorithme 23 du CVP RNS, avec une paral-
lélisation maximale pour ce dernier (i.e. α  1 dans (4.87)).
Les deux algorithmes ont en commun une base RNS principale B de n
moduli de taille β vérifiant n  rlogβ pN c8   1qs, ainsi qu’un modulus mσ ¥
2σ   1. Le premier algorithme requiert en plus une seconde base B1 de ` β-
moduli avec `  rlogβ p4dqs et un modulus m˜ ¥ n. Le second n’utilise qu’un
β-modulus supplémentaire γ.
Outre les gains nets récapitulés dans le Tableau 4.11, l’approche purement
RNS autorise une grande flexibilité en terme de parallélisation, justement due
à l’absence de conversion vers le MRS.
Surcoût CCVPRNSMRS  CCVPRNS
bits log2 p4dq
N 2  N   log2 pc8βN q log2 pβq
A/MMElβ `N 2   `

n  ` 12
	
N
 logβ p4dq

N 2   logβ

2c8d
1
2 β
1
2N
	
N
	
MMElmσ N
AMElmσ 0
ETEl
N 2   p`  4qN  ETElN ETElmσ


N 2   plogβ p4dq   4qN

ETElN ETElmσ
Table 4.11 – Coûts supplémentaires de l’approche RNS-MRS (Algorithme 22) par rapport à
la méthode entièrement RNS (Algorithme 23) pour la résolution du CVP.
Pour illustrer plus clairement les bénéfices de la méthode RNS par rapport
à l’approche RNS-MRS, nous considérons que toute base R est issue d’un tirage
dans vN ,N wN 2 (cf. suggestion de Micciancio). Cette hypothèse permet de se
donner un majorant de d via la borne de Hadamard : d ¤ N 32N . De plus,
les coefficients d’un chiffré c sont supposés bornés par d (i.e. c8 ¤ d). Ces
constatations permettent donc de fixer les contraintes sur les tailles des bases
RNS.
Dans les deux approches, la base RNS principale B doit vérifier la même
contrainte : M ¡ c8N   1. Par suite, le paramètre n est identique dans les deux
cas. Puis, la base auxiliaire B1 de l’approche mixte RNS-MRS vérifie M1 ¡ 4d.
Les données n et ` exploitées dans les Figures 4.11 et 4.12 représentent donc le
nombre suffisant de moduli premiers de taille β pour que B et B1 vérifient :
$'''''&'''''%
n¹
i1
mi ¡ N 32N 1   1
¹`
j1
m1j ¡ 4N
3
2N
(4.88)
Enfin, nous supposons que γR,n   β.
Une fois les paramètres n et ` ainsi obtenus, la Figure 4.11 montre le ra-
tio des coûts en mémoire en termes de β-mots (cf. Tableaux (4.6) et (4.9) des
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précalculs des deux approches, pour σ  3 :
CSpRNSMRSq
CSpRNSq 
p2N 2  N   n  1q logβp2σq   pN 2  N   1qpn  `  1q   n` 1
p2N 2  N   n  1q logβp2σq   pN 2  N   1qpn  1q
.
(4.89)
Le comportement singulier de la courbe rouge dédiée à la plus petite taille
de mot β  216 est un effet de bord de la représentation en termes de β-mots.
Cela est dû à une inhomogénéité des tailles des n   ` moduli de l’approche
RNS-MRS plus marquée que pour les seuls n moduli de l’approche RNS. Avec
N croissant et β petit, les Conditions 4.88 épuisent plus rapidement le nombre
de moduli premiers dont la taille est au plus proche de celle de β. Ainsi, le
nombre de moduli n  ` augmente en même temps que leur taille binaire dé-
croît. Autrement dit et a contrario, plus β est grand, plus la représentation en
termes de β-mots reflète fidèlement la taille binaire réelle des précalculs. De
cette même constatation nous pouvons déduire que, du fait que le rapport des
contraintes (4.88) sur les tailles de M et M1 converge vers 1 selon N , n et `
sont alors d’autant plus proches. Ainsi, le nombre de moduli nécessaire pour
la première approche est environ le double de celui de la seconde méthode,
d’où un ratio proche de 2, ce que reflète la Figure 4.11.
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Figure 4.11 – Ratio RNS-MRS/RNS des coûts mémoire pour différentes dimensions N et
tailles β  2r.
La Figure 4.12 illustre le ratio des coûts en multiplications MMElβ donnés
dans les Tableaux 4.7 et 4.10, soit :
CMMElβpRNSMRSq
CMMElβpRNSq
 pn  `  1qN
2   pn`  ` ` 12   nqN
pn  1qN 2   nN . (4.90)
Les différences observées entre les différents β tiennent notamment au fait
que pour une dimension N donnée, lorsque β croît les paramètres n et ` dimi-
nuent. De ce fait, ceci donne moins de poids au terme pn` `
` 1
2  nqN
pn 1qN 2 nN par rapport
à pn ` 1qN
2
pn 1qN 2 nN qui est d’autant plus proche de 2, à n  ` fixés, que N est grand.
Enfin, une comparaison pertinente pour le RNS est celle du nombre d’étapes
parallèles nécessaire en supposant un même nombre de canaux physiques.
Une parallélisation totale de l’approche RNS-MRS mobilise n  `  2 canaux,
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Figure 4.12 – Ratio RNS-MRS/RNS des coûts en MMElβ pour différentes dimensions N et
tailles β  2r.
contre n   2 pour la méthode RNS. Pour simplifier, nous pouvons, pour ce
faire, considérer que les nombres de moduli de B et B1 de l’approche RNS-
MRS sont comparables. Comme les opérations les plus coûteuses sont celles
des canaux de taille β (par rapport au canal Z{mσZ), nous montrons dans la
Figure 4.13 le ratio suivant :
CETElβpRNSMRSq
CETElβpRNSq
 2N
2   pn  `  4qN
N 2   nN (4.91)
où il est supposé que la surface disponible est identique pour les deux ap-
proches. En l’occurrence, le terme 2N 2 du numérateur provient du découpage
de l’étape 3 de la Table 4.7 en deux étapes successives.
Moyennant les effets de bord expliqués précédemment concernant les plus
petits β, ce rapport converge vers 2. Cependant il est de plus nécessaire de
souligner que l’approche entièrement RNS offre l’avantage d’une plus grande
flexibilité au niveau du degré de parallélisation grâce à l’absence de conversion
en MRS.
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Figure 4.13 – Ratio RNS-MRS/RNS du nombre d’étapes élémentaires ETElβ dans les
canaux de taille β pour différentes dimensions N et tailles β  2r.
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En conclusion, l’Algorithme 23 requérant moitié moins de moduli que l’Al-
gorithme 22, l’efficacité s’en trouve globalement dédoublée.
Comparaison avec une approche standard
Donner une complexité asymptotique pour un algorithme RNS est particu-
lièrement ardu, puisque lorsque la taille des données à représenter augmente,
non seulement le nombre de moduli nécessaire croît, mais la taille β de ceux-ci
doit varier également. Dans la littérature, pour comparer le coût d’une ap-
proche RNS avec une approche standard, il est usuel de donner le coût de
cette approche standard en termes de multiplications de β-mots.
Nous fournissons donc dans cette partie une tentative de comparaison avec
un calcul de c tcR1sR dans le système de numération positionnelle standard
en base β. Pour ce faire, nous considérons que la matrice R1 est précalculée.
Plus précisément, il nous faut dans un premier temps estimer la précision
suffisante à laquelle représenter les coefficients de cette matrice permettant
de calculer exactement le round-off. D’une manière analogue à celle adoptée
par Goldreich et al. (1997), nous écrivons R1  pR  E, où Ei,j ¤ βt et
βt  
pRi,j   1. pR est la matrice conservée en mémoire.
En notant p  c tcR1sR, alors la précision t doit être assez grande pour
avoir :
tcpRs  tcR1   cEs  tcR1s.
Pour ce faire, il suffit donc que
pR1   cE8   12 . Or, nous avons les in-
égalités suivantes : pR1   cE
8
¤ σρR   c8 ~E~8
¤ σρR   c8N βt.
L’algorithme du CVP RNS étant utilisable de manière optimale si nous
avons la condition 0   σρR ¤ 12  n 22pβ1q (cf. p. 167), nous utilisons donc cette
condition dans le cadre de la comparaison. Ainsi, nous déduisons qu’il suffit
que t vérifie βt ¥ 2pβ1qc8Nn 2 . Pour simplifier l’écriture, nous avons la condition
suffisante suivante, où nous approximons n par logβ pN c8q :
βt ¥ 2βc8N
n
ô t ¥ 1
r
  1  n logβpnq. (4.92)
Ensuite, nous avons déjà noté (cf. Tableau 4.4) que, comme n désigne un
nombre d’entiers inférieurs à β, logβpnq   1. Par soucis de clarté, nous relâ-
chons alors légèrement la condition sur t en fixant t  n. En conséquence,
le produit vecteur-matrice cpR consiste en au plus N 2 Mulβ n, n logβpN q	.
Chaque coefficient du vecteur résultat contient alors au plus logβpN q  n  n
logβpN q  2n mots.
Pour évaluer le coût du produit tcpRsR, nous notons
R8  max
1¤i,j¤N
Ri,j . (4.93)
Par suite, ce dernier produit nécessite au plus N 2 Mulβ

2n, logβpR8q
	
.
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Coût Standard RNS
spatial N 2

n   logβpR8q
	  N 2  N   1 pn   1q
( logpβq bits)  
 
2N 2  N   n   1 logβ p2σq
mult. N 2 Mulβ

n, n  logβpN q
	
ppn   1qN 2   nN q MMElβ
 N 2 Mulβ

2n, logβpR8q
	
 p2N 2   nN q MMEl2σ
Table 4.12 – Comparatif du coût spatial et du coût en multiplications des approches standard
et RNS pour le CVP.
Le Tableau 4.12 résume l’analyse précédente.
Comme σ est négligeable par rapport à β, le coût du CVP RNS se résume
essentiellement à celui de ses multiplications élémentaires dans les canaux de
B Y tγu. Mais ceux-ci sont uniquement utilisés pour calculer l’arrondi tcR1s.
Le produit du vecteur obtenu à l’issue de cette étape par R intervient dans
Z{mσZ.
Nous proposons donc de mesurer l’efficacité de l’approche RNS par rap-
port à une méthode standard en comparant le coût multiplicatif de l’étape de
l’arrondi dans le pire cas, à savoir en considérant la borne de Hadamard sur le
déterminant de R comme taille limite pour c8. Ainsi, la base RNS B est sup-
posée vérifier la Condition (4.88). De plus, comme logβpnq   1, nous pouvons
de plus affirmer que logβpN q   1. Ainsi, le calcul de l’arrondi requiert donc
ppn   1qN 2   nN q MMElβ pour la méthode RNS contre N 2 Mulβ pn, nq pour
une approche multi-précision.
Ensuite, une MMElβ représentant une multiplication modulaire |xi  yi|mi
peut dans tous les cas s’effectuer via l’Algorithme 7 de réduction de Montgo-
mery classique. Il suffit en effet de réduit modulo mi le produit xi  yi  |β|mi ,
où xiyi |β|mi   miβ2, afin d’éliminer le facteur de Montgomery. Ainsi, vu le
coût (1.29) (p. 32) de cette réduction, une MMElβ se réalise en au plus 6 EMulβ.
Ce coût peut être largement optimisé dans le cas de moduli pseudo Mersenne
(cf. (1.7), p. 19), néanmoins nous nous contenterons de cette majoration.
r 18 20 22 24 26 28 30 32
N 74 133 239 454 849 1536 2760 5079
Table 4.13 – Dimensions limites pour lesquelles tous les β-moduli d’une base B vérifiant
M ¡ N 32N 1   1 peuvent être premiers de type pseudo Mersenne, pour différents
r  log2pβq.
Pour comparer les approches, nous proposons donc d’étudier le rapport
(4.94) du nombre de multiplications EMulβ  Mulβp1, 1q. Ainsi, Mulβ pn, nq est
estimé par n1 c EMulβ, où c dépend de l’algorithme de multiplication en base
β. Les Figures 4.14, 4.15 et 4.16 illustrent donc le ratio suivant :
n1 cN 2
6ppn  1qN 2   nN q (4.94)
pour respectivement c  1 (multiplication quadratique), c  0, 585 (approche
Karatsuba) et c  0, 465 (approche Toom-Cook).
L’approche RNS proposée pour le round-off promet ainsi des performances
compétitives, couplées avec l’avantage d’une parallélisation naturelle et d’une
arithmétique entière simple-précision.
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Figure 4.14 – Ratio Standard quadratique/RNS du nombre de multiplications EMulβ pour
le calcul de tcR1s.
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Figure 4.15 – Ratio Standard Karatsuba/RNS du nombre de multiplications EMulβ pour le
calcul de tcR1s.
Cependant, il faut souligner que dans la comparaison précédente, la phase
de conversion du vecteur c en RNS n’est pas intégrée. Nous rappelons (cf.
p. 170) que cette transformation requiert un coût supplémentaire de :
n logβpc8qN  n2N MMElβ.
Même en supposant une approche efficace de la transformation binaire vers
RNS par des produits de matrices optimisés, cette transformation fait alors
perdre la linéarité en n du coût en nombre de multiplications. Cependant,
les gains en performances estimés restent du même ordre de grandeur. Les
Figures 4.17, 4.18 et 4.19 modélisent le rapport (4.95) suivant :
n1 cN 2
6ppn  1qN 2   npn  1qN q (4.95)
Enfin, il faut noter qu’une telle comparaison ne fait pas apparaître les
avantages de la parallélisation. En considérant la base B scindée sur nα ca-
naux, la transformation binaire-RNS nécessite au plus αnN ETElβ (cf. (4.73,
p. 170). Ainsi, le temps du calcul complet du vecteur le plus proche, intégrant
la conversion en RNS du chiffré, est proportionnel à :
αN 2   pα  1qnN  ETElβ   N 2  N  ETElmσ . (4.96)
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Figure 4.16 – Ratio Standard Toom-Cook/RNS du nombre de multiplications EMulβ pour le
calcul de tcR1s.
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Figure 4.17 – Idem Fig. 4.14 avec intégration du coût de conversion binaire vers RNS.
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Figure 4.18 – Idem Fig. 4.15 avec intégration du coût de conversion binaire vers RNS.
Vers une implantation effective
De premiers travaux de Nabil Merkiche (Bajard, Eynard, Merkiche, et Plan-
tard 2015) concernant l’étude de faisabilité d’implantation de l’Algorithme 23
sur FPGA (Virtex-5 et Kintex-7) ont été menés. Le principal problème relevé
repose sur la taille des précalculs, lesquels limitent à de faibles dimensions
(N  64), non suffisantes pour des applications cryptographique) une implan-
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Figure 4.19 – Idem Fig. 4.16 avec intégration du coût de conversion binaire vers RNS.
tation telle quelle sur une unique plateforme FPGA. Néanmoins, la structure
même de l’algorithme CVP-RNS est hautement parallélisable, principalement
à cause de l’absence de conversion MRS. De ce fait, l’hypothèse d’une implan-
tation sur un cluster de FPGA par exemple reste tout à fait réaliste sans pour
autant impacter notablement les performances espérées.
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Conclusion
Dans ce chapitre, nous avons proposé une optimisation d’une opération de
base utilisée en cryptographie basée sur les réseaux, nommément l’algorithme
du round-off de Babai. Afin de pouvoir utiliser les capacités d’accélération des
RNS, il a été nécessaire d’employer une formulation adaptée à une arithmé-
tique RNS. Le problème qui est alors apparu est celui de devoir calculer une
réduction modulaire exacte. Or, la réduction modulaire RNS, basée sur la ré-
duction de Montgomery, ne permet pas toujours d’obtenir un résultat complè-
tement réduit, notamment lorsqu’une conversion de base efficace est utilisée.
Dans un premiers temps, ce problème a été résolu en recourant à une re-
présentation hybride RNS-MRS autorisant l’emploi de comparaisons et, ainsi,
de retrouver le résultat exact de la réduction. Cependant, de par le caractère
séquentiel de la conversion RNS vers MRS, cette méthode demeure peu flexible
et efficace.
Dans un second temps, une technique d’accélération a été présentée. Celle-
ci découle d’une approche différente du problème considéré. En ne se focali-
sant plus uniquement sur la réduction modulaire mais sur l’intégralité de la
reformulation du round-off, une nouvelle stratégie a permis de développer un
algorithme entièrement RNS. Ceci a pour conséquence notamment de divi-
ser grossièrement le nombre de moduli par deux, et d’offrir une très grande
flexibilité en termes de parallélisation. De plus, de premières analyses de com-
plexité montrent le potentiel d’efficacité de cette nouvelle approche face à un
calcul standard en multi-précision notamment.

Conclusion générale
Le sujet de cette thèse se situe à l’intersection des domaines de la cryp-
tographie et de l’arithmétique des ordinateurs. L’objectif poursuivi a été de
contribuer à l’amélioration d’opérateurs centraux de la cryptographie asymé-
trique en utilisant des propriétés liées au choix de la représentation des entiers
et de l’arithmétique associée. Plus précisément, les systèmes de représentation
des nombres par les restes (RNS, residue number systems) ont été exploités
d’une part pour améliorer l’arithmétique dans les corps finis dans un contexte
d’attaques par fautes, d’autre part pour accélérer l’opération de base en cryp-
tographie fondée sur les réseaux que constitue le round-off de Babai.
L’association des RNS et de la cryptographie asymétrique est source de
nombreux résultats depuis maintenant plusieurs années. Le choix des RNS
apporte des bénéfices certains aux primitives cryptographiques asymétriques.
Non seulement ils permettent d’accélérer les calculs, mais ils sont aussi pour-
voyeurs de solutions originales à des problèmes spécifiques à la cryptographie,
comme le fait de fournir une arithmétique résistante aux fuites. La protection
des primitives cryptographiques contre les attaques par injection de faute est
un enjeu fondamental tant l’état de l’art a démontré à de multiples reprises
la redoutable efficacité de ce genre d’attaque. Or, la nature même des RNS
permet de se doter très simplement d’une capacité de détection d’erreurs via
l’utilisation de redondance. Cependant, ce point de convergence entre besoins
de la cryptographie et propriétés des RNS se heurte à une apparente difficile
compatibilité entre les principes de fonctionnement des RNS redondants et la
structure de la réduction modulaire en RNS. L’ensemble de ces constatations
a donc ouvert un premier axe de recherche fondé sur les questionnements
suivants :
• Est-il possible d’étendre le champ d’application des RNS redondants à la
réduction modulaire ?
• Si oui, dans quelle mesure pouvons-nous garantir un moindre impact
par rapport aux performances de l’état de l’art concernant l’arithmétique
RNS dans les corps finis ?
Le chapitre 2 de ce mémoire propose une solution à ces problèmes. Un nou-
vel algorithme de réduction modulaire en RNS redondant a été présenté. Une
preuve formelle garantit la détection de toute faute sur un résidu. La procédure
classique de détection de faute des RNS redondants a été intégrée de manière
optimale à la réduction modulaire RNS, de manière à ce qu’elle s’appuie sur
une conversion de base faisant initialement partie de la structure même de l’al-
gorithme de réduction modulaire RNS. De plus, l’ajout des canaux redondants
n’entraîne aucune augmentation du temps d’exécution puisque l’intégration
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de la redondance dans le flux de calcul principal bénéficie des caractéristiques
de parallélisation des RNS. Le modèle de faute a également été étendu pour
intégrer des spécificités liées à une implantation sur une architecture de type
Cox-Rower. Le surcout en surface engendré par cette nouvelle contre-mesure
se limite sensiblement à celui du Rower dédié au canal redondant.
Le troisième chapitre s’est concentré sur l’étude de la généralisation de cette
nouvelle approche à un contexte plus large de fautes multiples. Nous avons
ainsi montré comment l’adaptation à ce modèle de faute élargi s’effectue très
simplement par l’ajout de canaux redondants supplémentaires. L’intégration
de ceux-ci dans le schéma de calcul demeure encore optimale. Enfin, nous
avons montré qu’au-delà de la réduction modulaire sur les entiers, ce nouvel
algorithme s’accorde aussi parfaitement avec une arithmétique RNS dans les
corps finis non premiers.
Finalement, ce nouveau résultat contribue à renforcer le rôle des RNS en
tant qu’arithmétique adaptée à la cryptographie asymétrique, en achevant de
concilier RNS redondants et réduction modulaire.
Le second axe de recherche exploré dans cette thèse, et développé dans le
quatrième chapitre, concerne l’optimisation arithmétique d’une opération im-
portante en cryptographie basée sur les réseaux, le round-off. Celle-ci permet
de calculer un vecteur d’un réseau proche d’un point donné c de l’espace. La
première étape a consisté en une reformulation complète du contexte adaptée
à une arithmétique sur les entiers. Cette approche permet de réduire une partie
des calculs dans un corps dont la taille est proportionnelle à la distance entre
c et le réseau. Or, celle-ci s’avère faible dans le contexte des cryptosystèmes
de type GGH. Par conséquent, l’arithmétique modulaire permet une accéléra-
tion évidente des calculs. Cependant, le problème central soulevé par l’étape
de reformulation est l’apparition d’une réduction modulaire, délicate à trai-
ter en RNS. Nos efforts se sont alors particulièrement concentrés sur ce point
précis. Un premier travail a permis d’aboutir à un algorithme du round-off uti-
lisant une représentation mixte des nombres en RNS et MRS (mixed radix sys-
tem). Ensuite, une propriété géométrique de la base du réseau utilisée dans la
round-off a été exploitée pour introduire une technique d’accélération. Lorsque
celle-ci est applicable à la base donnée, elle autorise alors un calcul complet
du vecteur proche par round-off via une représentation entièrement RNS des
nombres. La complexité de l’algorithme qui résulte de cette approche indique
des performances prometteuses face à une approche standard multi-précision.
De plus, le caractère hautement parallélisable de l’algorithme proposé autorise
une importante flexibilité, ce qui permet d’envisager des implantations futures
compétitives.
Perspectives
Contrairement aux méthodes par infection, la solution de protection contre
les injections de faute proposée se base sur une approche par détection qui
présente la faiblesse intrinsèque de pouvoir être contrée par une attaque par
faute bien ciblée. Or, les RNS peuvent potentiellement apporter des solutions
efficaces pour une approche complémentaire de protection par infection. Les
propriétés d’aléa offertes par ces systèmes ont par exemple déjà été exploi-
tées par Bajard et al. (2004) pour un masquage des données, et par Bajard et
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Hördegen (2009) pour créer un générateur pseudo-aléatoire. Les perspectives
de protection des primitives cryptographiques au niveau arithmétique restent
donc nombreuses. De plus, l’approche arithmétique ne se limite pas aux seuls
RNS, et peut être élargie à d’autres systèmes de représentation, comme les
systèmes modulaires adaptés de Plantard (2005), qui disposent d’une arithmé-
tique efficace et de propriétés de redondance. Les axes de recherche à ce niveau
sont donc encore nombreux.
La suite logique des résultats concernant l’accélération des cryptosystèmes
de type GGH par le biais des RNS passe bien sûr par l’implantation logicielle
et matérielle de nos propositions. Si les problèmes de taille des clefs restent
toujours présents, la flexibilité permise par notre approche en terme de paral-
lélisation autorise une grande latitude puisque la gestion des données précal-
culées se répartit également indépendamment entre les canaux RNS. Ainsi, des
solutions multiples et variées sont envisageables : CPU multi-core, GPU, clus-
ters de FPGA, etc. Enfin, si la recherche en cryptographie basée sur les réseaux
est un domaine actuellement très actif, les problèmes de complexité spatiale et
temporelle demeurent un point critique pour la plupart des différentes tech-
niques développées dans ce domaine. Nul doute que l’approche arithmétique
de ces problématiques est une perspective qui mérite d’être explorée en pro-
fondeur.

AAnnexes
191

A.1. De la détection des fautes multiples dans le cas très général 193
A.1 De la détection des fautes multiples dans le cas très
général
Nous traitons le cas des RNS redondants pour la détection des fautes mul-
tiples dans le cas très général où aucune hypothèse a priori n’est faite à propos
des moduli redondants, pour les corps finis Fp et Fps . Nous donnons donc
dans ce contexte les formulations et preuves de théorèmes généraux dont les
Théorèmes 3.1 (p. 90), 3.2 (p. 91), 3.5 (p. 110) et 3.6 (p. 111) sont des cas parti-
culiers.
A.1.1 Dans un corps fini Fp
Nous nous plaçons dans le contexte de la Section 3.1. Les données sont une
base RNS B  tm1, . . . , mnu et un modulus redondant MR. Les Propositions 3.1
et 3.2 concernant les effets d’une faute multiple sur l’entier représenté par les
résidus erronés permettent de montrer le théorème suivant.
Théorème A.1 Pour détecter toute d-faute, d ¤ n, alors il est nécessaire que MR vérifie la condition
suivante :
@ pi1, . . . , idq  v1, nw, MR ¥
¹
iPId
mi 
 
MR ^ MId

. (A.1)
Démonstration. Le début de la preuve est identique à celui de la preuve du
Théorème 3.1. En en reprenant les notations, nous avons ainsi que MR divise
aId MId . Par suite,
MR
MR^MId
divise aId , et donc
MR
MR^MId
  ±
iPId
mi, ce qui achève
la preuve.
Théorème fondamental de détection pratique d’erreurs multiples
Deux lemmes préliminaires aideront à la preuve du théorème principal.
Le premier est un résultat général d’arithmétique qui sert pour la preuve du
second lemme.
Lemme A.1 Pour tout triplet d’entiers pa, b, cq P Z3, pabq ^ c divise pa^ cq  pb^ cq.
Démonstration. Sans perte de généralité, a, b et c sont supposés positifs. Les
décompositions uniques en produit de nombres premiers de a et b sont notées
a  ±
pPP
pup , b  ±
pPP
pvp . Ainsi,
$''''&''''%
pabq ^ c 
¹
pPP
pup vp
^ c  ¹
pPP
 
pup vp ^ c ,
pa^ cq  pb^ cq 
¹
pPP
ppup ^ cq  ppvp ^ cq .
(A.2)
Il suffit donc de montrer que pour tout pu, vq P N2 et tout p P P , ppu v ^ cq
divise ppu ^ cq  ppv ^ cq. u  v  1 cas sont possibles : si, pour i P v0, u  vw,
pi divise c et pi 1 ne divise pas c. Sans perte de généralité, il est supposé que
u ¤ v. Alors :
• si i P v0, uw, ppu v ^ cq  pi, ppu ^ cq  ppv ^ cq  p2i,
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• si i P vu  1, vw, ppu v ^ cq  pi, ppu ^ cq  ppv ^ cq  pu i,
• si i P vv  1, u  vw, ppu v ^ cq  pi, ppu ^ cq  ppv ^ cq  pu v.
Par conséquent ppu v^ cq divise bien ppu^ cqppv^ cq. Par les Équations (A.2),
le résultat attendu vient alors immédiatement.
Lemme A.2 Soit B  tm1, . . . , mnu une base RNS et BR  tmR,1, . . . , mR,ku un ensemble de k
entiers, avec k ¤ n, vérifiant les hypothèses suivantes :
@ pi, jq P v1, kw  v1, nw, mR,i ¥ mj 
 
mR,i ^ Mj

, (A.3)
et si k ¥ 2, $'&'%
@ pz1, z2, i1, i2q P v1, kw2  v1, nw2,
mR,z1 mR,z2
mR,z1 ^mR,z2
¥ mi1 mi2 

mR,z1 mR,z2
mR,z1 ^mR,z2
^ Mi1i2


.
(A.4)
Alors pour tout d P v2, kw et tous ensembles de d indices Id  v1, nw et Zd  v1, kw,±
zPZd
mR,z
pgcdtmR,z | z P Zdu ¥
¹
iPId
mi 

±
zPZd
mR,z
pgcdtmR,z | z P Zdu ^ MId
 (A.5)
où MId désigne le produit
±
iPv1,nwzId
mi  Mmi1 . . . mid
.
Démonstration. La preuve se fait par récurrence sur d. Les cas d  1 et d  2
sont simplement les Hypothèses (A.3) et (A.4) respectivement. Soit donc d P
v3, k 1w. La Propriété (A.5) est supposée vérifiée pour tout entier t P v1, dw. Il
s’agit donc de la prouver pour d  1.
Soit deux ensembles de d 1 indices Id 1  ti1, . . . , id 1u et Zd 1  tz1, . . . , zd 1u.
Afin d’alléger les écritures, les notations suivantes sont introduites :$'''''''''''''&'''''''''''''%
Id  Id 1ztid 1u
Zd  Zd 1ztzd 1u
pd  pgcdtmR,z | z P Zdu
pd 1  pgcdtmR,z | z P Zd 1u
Rd 
¹
zPZd
mR,z
Rd 1 
¹
zPZd 1
mR,z
(A.6)
Il s’agit donc de montrer l’inégalité suivante :
Rd 1
pd 1
¥
¹
iPId 1
mi 

Rd 1
pd 1
^ MId 1


. (A.7)
En appliquant l’hypothèse de récurrence (A.5) avec les indices Id et Zd, il
vient :
Rd ¥ pd 
¹
iPId
mi 

Rd
pd
^ MId


. (A.8)
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De même, l’hypothèse (A.3) utilisée avec mid 1 et mR,zd 1 donne :
mR,zd 1 ¥ mid 1 
 
mR,zd 1 ^ Mid 1

. (A.9)
En rassemblant les Inégalités (A.8) et (A.9), il vient l’inégalité suivante :
Rd 1 ¥ pd 
¹
iPId 1
mi 

Rd
pd
^ MId


  mR,zd 1 ^ Mid 1 . (A.10)
Les prochaines étapes vont consister à démontrer l’inégalité suivante :
pd 

Rd
pd
^ MId


  mR,zd 1 ^ Mid 1 ¥ pd 1 Rd 1pd 1 ^ MId 1


. (A.11)
Une fois ceci fait, l’Inégalité (A.7) résulte simplement de la combinaison des
Inégalités (A.10) et (A.11).
Comme pd 1 divise pd, il existe un entier a tel que a pd 1  pd. En utili-
sant le résultat du Lemme A.1 et le fait que pd 1 divise Rd, il vient :
pd 1 

Rd
pd 1
^ MId


 pd 1 

a Rd
pd
^ MId


¤ pd 1 
 
a^ MId
Rd
pd
^ MId


¤ pd 1  a

Rd
pd
^ MId


 pd 

Rd
pd
^ MId


.
(A.12)
De plus, en utilisant le Lemme A.1 précédent, l’Inégalité (A.12) et le fait que
MId 1   Mid 1 , alors :
pd 1 

Rd 1
pd 1
^ MId 1


¤ pd 1 

Rd
pd 1
^ MId 1


  mR,zd 1 ^ MId 1
¤ pd 

Rd
pd
^ MId


  mR,zd 1 ^ Mid 1 .
(A.13)
L’Inégalité (A.11) est ainsi montrée, et la preuve du lemme achevée.
Nous pouvons désormais énoncer et prouver le théorème général donnant
les conditions sur l’ensemble de moduli redondants BR pour la détection des
fautes multiples basée sur la procédure DetectMultErr.
Théorème A.2 Soit B  tm1, . . . , mnu une base RNS et BR  tmR,1, . . . , mR,ku k entiers avec
k P v2, nw. Soit x P v0, Mv donné par ses résidus pxB , xBRq.
Quelle que soit la conversion utilisée dans la procédure de détection DetectMultErr,
pour tout d P vk  1, n  kw il existe une d-faute non détectable.
1. L’ensemble de toutes les d-fautes affectant pxB , xBRq pour tout d ¤ k est dé-
tectable par la Procédure TestCoherence ou la Procédure DetectMultErr couplée
avec la conversion Bexmrs si, et seulement si,$'''&'''%
@pi, jq P v1, kw  v1, nw, mR,i ¥ mj 
 
mR,i ^ Mj

,
@ pz1, z2, i1, i2q P v1, kw2  v1, nw2,
mR,z1 mR,z2
mR,z1 ^mR,z2
¥ mi1 mi2 

mR,z1 mR,z2
mR,z1 ^mR,z2
^ Mi1i2


.
(A.14)
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2. Si un modulus supplémentaire msk est adjoint à la base B et Bexsk est utilisé par
la Procédure DetectMultErr, une condition suffisante est donnée par :$''''''''''&''''''''''%
@pi, jq P v1, kw  v1, nw,
mR,i ¥ mj 
 
mR,i ^msk Mj

et mR,i ¥ msk  pmR,i ^ Mq ,
@ pz1, z2, i1, i2q P v1, kw2  v1, nw2,
mR,z1 mR,z2
mR,z1 ^mR,z2
¥ mi1 mi2 

mR,z1 mR,z2
mR,z1 ^mR,z2
^msk Mi1i2


,
mR,z1 mR,z2
mR,z1 ^mR,z2
¥ mi1 msk 

mR,z1 mR,z2
mR,z1 ^mR,z2
^ Mi1


.
(A.15)
3. Si toute valeur x dont les résidus sont intègres est supposée être dans l’intervalle
v0, p1 αkwqMv et si Bexkwc est utilisé pour la Procédure DetectMultErr, alors
l’ensemble de toutes les d-fautes avec d ¤ k est détectable si les Conditions (A.14)
du cas Bexmrs sont vérifiées.
Démonstration. Soit pxB , xBRq les résidus issus de ceux de x affectés par une
d-faute, et x  ϕ1B pxBq P v0, Mv. Nous rappelons que le test de cohérence est
la vérification de l’égalité BexpxBq ? xBR où Bex est une conversion de la base
B vers la base BR.
Pour d P vk  1, n  kw, il est possible de construire une d-faute non détec-
table. Les résidus pxB , xBRq sont par hypothèse ceux d’un entier x quelconque
de l’intervalle dynamique de B. Soit une faute affectant d k des résidus prin-
cipaux xB . Notant x  Bex pB,BR, xBq P v0, Mv, il suffit de considérer la faute
modifiant les résidus redondants de la manière suivante : xR,i  |x|mR,i pour
tout i P v1, kw. La capacité de détection du RNS redondant est donc inférieure
ou égale à k.
1. • Preuve de la suffisance.
La suffisance peut être montrée par récurrence sur d P v1, kw. Le
cas d  1 est prouvé par le Théorème 2.3. Soit d P v1, k  1w. Par
hypothèse, pour tout t P v1, dw, toute t-faute affectant pxB , xBRq est
détectée par le test de cohérence.
Soit alors une pd  1q-faute affectant dn résidus principaux et dk ré-
sidus redondants. Ainsi dn   dk  d  1, dn ¤ n et dk ¤ k. Il est clair
que si dn ¤ d, alors l’hypothèse de récurrence sur les t-fautes avec
t ¤ d appliquée avec l’ensemble des résidus redondants privé d’un
résidu redondant erroné permet de conclure à la détection.
Il reste donc à considérer le cas où dn  d   1. Montrons qu’une
telle d-faute est nécessairement détectée sous les Hypothèses 3.3.
Les résidus principaux erronés sont supposés être indexés par Id 1.
Alors l’Équation (3.1) de la Proposition 3.1 p(. 89) donne l’existence
d’un entier aId 1 tel que 0  
aId 1    ±
iPId 1
mi et vérifiant x  x 
aId 1 MId 1  0. Comme x  ϕ1BRpxBq  BexmrspxBq, la non-détection
d’une telle faute par la procédure DetectMultErr impliquerait que
x x  0 mod mR,z pour tout mR,z P BR, et donc en particulier :
x x  0 mod
±
zPZd 1
mR,z
pgcdtmR,z | z P Zd 1u
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pour tout ensemble de d   1 indices Zd 1  v1, kw. Nous repre-
nons pour la suite les notations (A.6) (p. 194), à savoir notamment
pd 1  pgcdtmR,z | z P Zd 1u et Rd 1 
±
zPZd 1
mR,z. Par conséquent,
il existerait au moins un ensemble de d   1 indices Zd 1 pour les-
quels nous avons :
Rd 1
pd 1
Rd 1
pd 1
^ MId 1
divise aId 1
et donc :
Rd 1
pd 1
 
¹
iPId 1
mi 

Rd 1
pd 1
^ MId 1


.
Or, par le Lemme A.2, cela contredirait l’Hypothèse (3.3).
• Prouvons la nécessité par contraposition, avec construction de contre-
exemples.
Soit pz, iq P v1, kw  v1, nw tel que mR,z   mi  pmR,z ^ Miq, et x  0.
Alors il est possible de construire un ensemble de résidus erroné
pxB , xBRq contenant au plus k fautes et qui passera avec succès le
test de cohérence. Soit xt  0 pour tout t P v1, nwztiu, et xi  mR,zmR,z ^ Mi  Mi

mi
. Alors en notant toujours x l’entier x  ϕ1B pxBq
de v0, Mv et en notant ai 
xi M1i mi , nous avons :
x  ai Mi

 mR,zmR,i ^ Mi  Mi  M1i

mi
 Mi
 mR,z
mR,z ^ Mi
 Mi
 mR,z  MimR,z ^ Mi
.
Nous supposons alors que les résidus redondants erronés sont xR,z 
0 et xR,t  |ai Mi|mR,t pour tout t  z. Par conséquent,
ϕBR  ϕ1B pxBq  Bexmrs pB,BR, xBq  xBR .
Ceci implique que le test de cohérence ne détecte pas la faute mul-
tiple donnée.
Soit maintenant un quadruplet d’indices pz1, z2, i1, i2q P v1, kw2 
v1, nw2 pour lequel :
mR,z1 mR,z2
mR,z1 ^mR,z2
  mi1 mi2 

mR,z1 mR,z2
mR,z1 ^mR,z2
^ Mi1i2


.
Notons R  mR,z1 mR,z2mR,z1^mR,z2 . Il est possible de construire une d-faute non
détectée avec d ¤ k affectant la valeur x  0. Pour ce faire, cette faute
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affecte les résidus xB d’indices i1 et i2, et les résidus redondants xBR
d’indices v1, kwztz1, z2u de la manière suivante :$'''''''''&'''''''''%
xi1 
R Mi1i2R^ Mi1i2

mi1
xi2 
R Mi1i2R^ Mi1i2

mi1
@z P v1, kwztz1, z2u, xR,z 
R Mi1i2R^ Mi1i2

mR,z
Par hypothèse, l’entier RR^Mi1 i2
est dans l’intervalle w0, mi1 mi2v. Cet
entier est donc complètement représentable par ses résidus dans la
base RNS à deux moduli tmi1 , mi2u, et donc, par la Formule (1.15) de
la preuve constructive du théorème des restes chinois, à savoir dans
le cas présent :
R
R^ Mi1i2

 Rm
1
i2
R^ Mi1i2

mi1
mi2  
 Rm
1
i1
R^ Mi1i2

mi2
mi1  δmi1 mi2 (A.16)
où δ P t0, 1u permet la réduction dans v0, mi1 mi2v. Ainsi, en notant
x  ϕ1B pxBq  Bexmrs pB,BR, xBq, alors par l’Équation (A.16), et
comme par hypothèse Mi1i2  RR^Mi1 i2   M, nous avons :
x 
 Rm
1
i2
R^ Mi1i2

mi1
Mi1  
 Rm
1
i1
R^ Mi1i2

mi2
Mi2
mod M

Mi1i2
 Rm
1
i2
R^ Mi1i2

mi1
mi2  
 Rm
1
i1
R^ Mi1i2

mi2
mi1
ﬁﬂ mod M


Mi1i2

R
R^ Mi1i2
  δmi1 mi2


mod M


R Mi1i2
R^ Mi1i2


mod M
 R Mi1i2
R^ Mi1i2
.
Par conséquent, nous avons en particulier x  0 mod mR,z1 et x 
0 mod mR,z2 . Et de par la forme donnée des erreurs sur les autres
résidus redondants de x  0, il vient donc :
ϕBR pxq  ϕBR  ϕ1B pxBq  xBR .
La faute n’est donc pas détectée.
2. La suffisance de la condition se prouve une fois de plus par récurrence.
Le cas d  1 est donné par le Théorème 2.3. Pour les mêmes raisons
que précédemment, seul le cas où d P v2, kw fautes affectant les résidus
principaux reste à vérifier en détails.
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Dans un premier temps, le résidu xsk utilisé pour calculer κB pxBq est
supposé intègre. Nous avons donc :
x  x  aId MId P v0, Mv
pour des indices Id  ti1, . . . , idu  v1, nw et un entier 0  
aId    ±
iPId
mi
(cf. Prop. 3.1). Alors la conversion donne :
BexskpB Y tmsku, xB , xskq  x  bM
où b est un entier tel que |b|   msk et vérifiant également :
b  aId MId mod msk.
En particulier, ceci implique que |Bexsk pB Y tmsku, xB , xskq  x|msk  0. Il
faut souligner que x   bM  x. En effet, il suffit de voir que, par hypo-
thèse, x  bM  x mod ±
iPId
mi. Finalement nous avons :
0   |Bexsk pB Y tmsku, xB , xskq  x| 
aId MId   bM  cmsk MId
avec c un entier tel que 0   c   ±
iPId
mi. Si une telle faute n’est pas détectée,
cela signifierait que cmsk MId  0 mod mR,z pour tout mR,z P BR, et donc
en particulier, pour tout ensemble de d indices Zd  v1, kw,
cmsk MId  0 mod
Rd
pd
.
Ainsi, pour un ensemble Zd fixé, c étant non nul il viendrait alors :
Rp
dp
Rp
dp
^msk MId
divise c ñ Rp
dp
 
¹
iPId
mi 

Rp
dp
^msk MId


.
Le Lemme A.2 impliquerait dans ce cas la contradiction de l’Hypothèse (3.4).
Dans un deuxième temps, le résidu xsk est supposé être erroné. Soit donc
xsk  xsk, et Id1  ti1, . . . , id1u les autres indices des résidus principaux
erronés. Ceci implique que nous pouvons écrire :
x  BexskpB Y tmsku, xB , xskq  x  aId1 MId1  bM
avec 0   aId1    ±
iPId1
mi et 0 ¤ b ¤ msk  1. De plus, nous avons alors :
aId1  b
¹
iPId1
mi
   msk 
¹
iPId1
mi.
Mais nous avons aussi aId1  b 
±
iPId1
mi  0. En effet, comme par
exemple xsk  xsk  xsk   aId1  b
±
iPId1
mi mod msk, alors aId1  b
200 A. Annexes
±
iPId1
mi  0 mod msk. Le Lemme A.2 appliqué avec les Hypothèses (3.4)
du théorème que nous sommes en train de prouver implique que pour
tout ensemble de d indices Zd  v1, kw :
Rd
pd
¥ msk
¹
iPId1
mi 

Rd
pd
^ MId1


.
Ainsi, de la même manière que pour le cas où xsk était supposé intègre,
cela implique que :
aId1  b
¹
iPId1
mi  0 mod Rdpd
.
D’où la détection de la faute multiple.
3. Comme vu précédemment dans le cas Bexmrs, x  x   aId MId avec 0  aId    ±
iPId
mi. Il vient alors :
BexkwcpB, xBq  x  x δM x  aId MId  δM
avec δ P t0, 1u. De plus, vu la Remarque 1.9 (p. 29), et comme par hypo-
thèse x P v0, p1 αkwqMv, les implications suivantes sont vérifiées :
δ  1 ñ x  ϕ1B pxBq P vp1 αkwqM, Mvñ x ¡ x ñ aId ¡ 0.
Ainsi, pour tout ensemble de d indices Zd  v1, kw, par le Lemme A.2 il
vient :
0  
aId  δ
¹
iPId
mi
  
¹
iPId
mi ¤
Rd
pd
Rd
pd
^ MId
.
Ceci empêche la divisibilité de BexkwcpB, xBq  x par Rdpd , ce qui garantit
la détection et achève la preuve du théorème.
Le Théorème A.2 fournit des conditions très générales sur une redondance
qui n’est pas considérée a priori première à la base RNS principale, et qui est de
plus constituée de moduli redondants non supposés premiers entre eux deux
à deux.
Lorsque ceux-ci sont supposés être premiers entre eux deux à deux, alors il
suffit qu’ils vérifient les conditions mR,i ¡ mj 
 
mR,i ^ Mj

pour tout doublet
pi, jq P v1, kw  v1, nw. Cette affirmation est justifiée par le lemme suivant, qui
permet alors de simplifier les Hypothèses (3.3) du Théorème A.2.
Lemme A.3 Soit B  tm1, . . . , mnu une base RNS, et BR  tmR,1, . . . , mR,ku une base RNS re-
dondante telle que k ¤ n et pour tout pi, jq P v1, kw v1, nw, mR,i ¥ mj
 
mR,i ^ Mj

.
Alors pour tout d ¤ k et tous ensembles de d indices Id  v1, nw et Zd  v1, kw,
¹
zPZd
mR,z ¥
¹
iPId
mi 
¹
zPZd
mR,z
^ MId
.
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Démonstration. Pour tous ensemble d’indices 1 ¤ i1   . . .   id ¤ n et 1 ¤ z1  
. . .   zd ¤ k, par hypothèse
d±
i1
mR,zi ¥
d±
j1
mij 
d±
j1

mR,zj ^ Mij
	
. De plus, pour
tout j P v1, dw, mR,zj ^ Mij ¥ mR,zj ^ MId , et par le Lemme A.1 :
¹
zPZd
 
mR,z ^ MId
 ¥
¹
zPZd
mR,z
^ MId .
Le résultat attendu vient immédiatement.
A.1.2 Dans un corps fini Fps  FprXs{NpXqFprXs
Nous généralisons certains résultats de la Section 3.2. Les données sont une
base RNS de polynômes B  tm1pXq, . . . , mnpXqu (MpXq 
n±
i1
mipXq) vérifiant
n°
i1
di ¥ s  deg pNpXqq et un ensemble de polynômes BR  tmR,1pXq, . . . , mR,kpXqu
(MRpXq 
k±
z1
mR,zpXq).
Généralisation du Théorème 3.5
Théorème A.3 Soit B  tm1pXq, . . . , mnpXqu un ensemble de n polynômes de FprXs premiers entre
eux deux à deux, di  degpmiq pour tout i P v1, nw et d 
n°
i1
di. Soit MR P FprXs
un polynôme, et k un entier dans v1, nw. Alors pour tout A P FprXsd, tout entier
t P v1, kw et toute t-faute affectant ϕB pAq  AB ,
AR  ϕ1B
 
AB

mod MRpXq
si, et seulement si,
deg
 MRpXqMRpXq ^ ±
jRIk
mjpXq
¥ maxt¸
iPIk
di | Ikv1, nw, |Ik|  ku.
Démonstration. • Nécessité : la preuve est faite par contraposition. Soit un
ensemble de k indices Ik tel que deg

MRpXq
MRpXq^
±
iRIk
mipXq

  °
iPIk
di. Soit EpXq
le polynôme suivant :
EpXq  MRpXq
MRpXq ^
±
iRIk
mipXq
.
En particulier, deg pEq   d 
n°
i1
di. Ainsi par la Proposition 3.4, il existe
un entier t P v1, kw et une t-faute d’indices It  Ik telle que, si elle affecte
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les résidus de A,
ϕ1B
 
AB
 ApXq  EpXq ¹
iRIk
mipXq
 MRpXq
MRpXq ^
±
iRIk
mipXq
¹
iRIk
mipXq
 MRpXq
±
iRIk
mipXq
MRpXq ^
±
iRIk
mipXq
.
(A.17)
Par conséquent, l’Équation (A.17) est nulle modulo MRpXq, ce qui achève
la preuve de la nécessité.
• Suffisance : soit une t-faute non nulle d’indices It, avec t P v1, kw, affectant
A P FprXsd. Par la Proposition 3.5,
ϕ1B
 
AB
 ApXq  EpXq¹
iRIt
mipXq
avec deg pEq   °
iPIt
di. Ainsi, nous pouvons écrire :
ϕ1B  AB ApXqMRpXq  0 ô
EpXq
¹
iRIt
mipXq

MRpXq
 0.
Or, la deuxième équation de l’équivalence précédente implique que MRpXqMRpXq^
±
iRIt
mipXq
divise EpXq et donc :
deg
 MRpXqMRpXq ^ ±
iRIt
mipXq
  ¸
iPIt
di.
De plus, comme les éléments de B sont premiers entre eux deux à deux,
alors pour tout ensemble de k indices Ik contenant It,MRpXq ^¹
iRIt
mipXq

MRpXq ^¹
iRIk
mipXq

MRpXq ^ ¹
iPIkzIt
mipXq
.
Par conséquent,
deg
 MRpXqMRpXq ^ ±
iRIk
mipXq
  ¸
iPIt
di   deg
MRpXq ^¹
iRIk
mipXq

 
¸
iPIt
di  
¸
iPIkzIt
di

¸
iPIk
di.
La preuve est achevée.
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Généralisation du Théorème 3.5
Lemme A.4 Supposons que pour tout pz, iq P v1, kw  v1, nw,
deg
 mR,zpXqmR,zpXq ^ ±
jPv1,nwztiu
mjpXq
¥ di
et que de plus pour tout quadruplet pz1, z2, i1, i2q P v1, kw2  v1, nw2,
deg

mR,z1pXqmR,z2pXq
mR,z1pXq ^mR,z2pXq


¥ di1   di2
  deg
 mR,z1pXqmR,z2pXq
mR,z1pXq ^mR,z2pXq
^
¹
jPv1,nwzti1,i2u
mjpXq
.
Soit un entier ` ¤ k, ainsi que Z`  v1, kw et I`  v1, nw deux ensembles de ` indices.
Si nous notons R`pXq 
±
zPZ`
mR,zpXq et p`pXq  pgcdtmR,zpXq | z P Z`u, alors :
deg

R`pXq
p`pXq


¥
¸
iPI`
di   deg
R`pXq
p`pXq
^
¹
jPv1,nwzI`
mjpXq
.
Démonstration. La preuve suit exactement le même schéma que celle du Lemme A.2
et se fait donc par récurrence sur `. De plus, le Lemme A.1 a son équivalent
pour l’arithmétique sur les polynômes en se basant sur l’unicité de la décompo-
sition en facteurs irréductibles unitaires. Autrement dit, pour tous polynômes
ApXq, BpXq et CpXq, pApXqBpXq^CpXqq divise pApXq ^ CpXqqpBpXq ^ CpXqq.
Les cas `  1 et `  2 sont simplement les hypothèses du présent lemme.
Soit donc ` P v3, k 1w, et deux ensembles de `  1 indices I` 1  I`Yti` 1u 
v1, nw et Z` 1  Z` Y tz` 1u  v1, kw. Les notations suivantes sont introduites,
où I  v1, nw est un ensemble quelconque d’indices :$'''&'''%
R` 1pXq  R`pXq mR,z` 1pXq,
p` 1pXq  p`pXq ^mR,z` 1pXq,
MIpXq 
¹
jPv1,nwzI
mjpXq.
Il s’agit de montrer que :
deg

R` 1pXq
p` 1pXq


¥
¸
iPI` 1
di   deg

R` 1pXq
p` 1pXq
^ MI` 1pXq


. (A.18)
L’hypothèse de récurrence appliquée à I` et Z` donne :
deg

R`pXq
p`pXq


¥
¸
iPI`
di   deg

R`pXq
p`pXq
^ MI`pXq


. (A.19)
De plus, par hypothèse,
deg
 
mR,z` 1pXq
 ¥ di` 1   deg  mR,zpXq ^ Mi` 1pXq . (A.20)
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En combinant les Inégalités (A.19) et (A.20), il vient donc :
deg pR` 1pXqq  deg pR`pXqq   deg
 
mR,z` 1pXq

¥
¸
iPI` 1
di   deg

R`pXq
p`pXq
^ MI`pXq


  deg  mR,zpXq ^ Mi` 1pXq
  deg pp`pXqq .
(A.21)
Il suffit donc de montrer que p`pXq

R`pXq
p`pXq ^ MI`pXq
	  
mR,zpXq ^ Mi` 1pXq

est
divisible par p` 1pXq

R` 1pXq
p` 1pXq
^ MI` 1pXq


.
Comme p` 1pXq divise p`pXq, il existe un polynôme apXq tel que p`pXq 
apXqp` 1pXq. Ainsi, de par l’équivalent du Lemme A.1 pour les polynômes :
p` 1

R`
p` 1
^ MI`


 p` 1

aR`
p`
^ MI`


divise p` 1
 
a^ MI`
R`
p`
^ MI`


qui divise ap` 1

R`
p`
^ MI`


 p`

R`
p`
^ MI`


.
Par conséquent, comme
 
mR,z` 1 ^ MI` 1

divise
 
mR,z` 1 ^ Mi` 1

et

R`
p` 1
^ MI` 1


divise

R`
p` 1
^ MI`


:
p` 1

R` 1
p` 1
^ MI` 1


 p` 1

R`mR,z` 1
p` 1
^ MI` 1


divise p` 1

R`
p` 1
^ MI` 1

 
mR,z` 1 ^ MI` 1

qui divise p` 1

R`
p` 1
^ MI`

 
mR,z` 1 ^ Mi` 1

qui divise p`

R`
p`
^ MI`

 
mR,z` 1 ^ Mi` 1

.
(A.22)
L’Inégalité (A.18) se déduit ainsi directement de (A.21) et (A.22).
Théorème A.4 Soit B  tm1pXq, . . . , mnpXqu n polynômes premiers entre eux deux à deux et BR 
tmR,1pXq, . . . , mR,kpXqu k polynômes de FprXs avec k ¤ n. Pour tout ` P vk  1, n 
kw, il existe une `-faute non détectable. De plus, la Procédure DetectMultErrExt
détecte toutes les `-fautes sur tout ensemble de résidus pAB , ARq, pour A P FprXsd,
et ceci pour tout ` ¤ k si, et seulement si,$'''''&'''''%
@ pz, iq P v1, kw  v1, nw, deg

mR,z
mR,z ^ Mi


¥ di,
@ pz1, z2, i1, i2q P v1, kw2  v1, nw2,
deg

mR,z1 mR,z2
mR,z1 ^mR,z2


¥ di1   di2   deg

mR,z1 mR,z2
mR,z1 ^mR,z2
^ Mi


.
(A.23)
Démonstration. Si ` ¥ k   1, il est possible de construire une `-faute non dé-
tectée par la Procédure DetectMultErrExt. Soit ApXq  0 et une `-faute
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affectant `  k résidus de A d’indices I ainsi que les k résidus redondants
pAR,zpXqqzPv1,kw. Soit EipXq P FprXsdi l’erreur sur AipXq et E défini par EpXq 
ϕ1B
 
A
 ApXq. Par la Proposition 3.4,
EpXq  EI 
n¹
iRI
mipXq1.
Les autres résidus de l’erreur sont alors définis par ER,zpXq  |EpXq|mR,zpXq
pour tout z P v1, kw. Une telle erreur n’est donc pas détectée.
• Prouvons maintenant par contraposition la nécessité de la condition du
théorème :
Supposons tout d’abord l’existence d’un doublet pz, iq P v1, kw  v1, nw tel
que :
deg

mR,zpXq
mR,zpXq ^ MipXq


  di.
Soit la k-faute sur ApXq  0 donnée par les valeurs suivantes :$'''&'''%
EipXq 
 mR,zpXqmR,zpXq ^ MipXq

mipXq
 mR,zpXq
mR,zpXq ^ MipXq
,
@j P v1, kwztzu, ER,jpXq 
mR,z  MipXqmR,zpXq ^ MipXq

mR,jpXq
.
En particulier, cela implique :
ϕ1B pABq 
 mR,zpXqmR,zpXq ^ MipXq

mipXq
 MipXq,
 mR,z  MipXqmR,zpXq ^ MipXq
.
Cette faute vérifie Bex
 B,BR, AB  AR et n’est donc pas détectée.
Supposons maintenant l’existence d’un quadruplet pz1, z2, i1, i2q P v1, kw2
v1, nw2 tel que :
deg pR2pXqq   di1   di2   deg
 
R2pXq ^ Mi1i2pXq

,
où R2pXq  mR,z1pXqmR,z2pXqmR,z1pXq ^mR,z2pXq
. Soit la k-faute sur ApXq  0 donnée par
les valeurs suivantes :$''''&''''%
@j P t1, 2u, Eij 
 R2Mi1i2R2 ^ Mi1i2

mij
,
@z P v1, kwztzu, ER,z 
 R2Mi1i2R2 ^ Mi1i2

mR,z
.
Par hypothèse, le polynôme
R2pXq
R2pXq ^ Mi1i2pXq
est de degré strictement
inférieur à di1   di2 . Il est donc complètement représentable dans la base
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tmi1pXq, mi2pXqu de l’espace vectoriel FprXsdi1 di2 . Plus précisément,
R2
R2 ^ Mi1i2
 ϕ1tmi1 ,mi2u
 R2R2 ^ Mi1i2

mi1
,
 R2R2 ^ Mi1i2

mi2


 R2m
1
i2
R2 ^ Mi1i2

mi1
mi2  
 R2m
1
i1
R2 ^ Mi1i2

mi2
mi1 .
(A.24)
Par conséquent, par la Proposition 3.4 et l’Équation (A.24) il vient :
ϕ1B
 
AB
  Ei1 M1i1 mi1  Mi1  
Ei2 M1i2 mi2  Mi2

 R2m
1
i2
R2 ^ Mi1i2

mi1
mi2  
Ei2 M1i2 mi2 mi1
 Mi1i2
 R2
R2 ^ Mi1i2
 Mi1i2
 R2  Mi1i2R2 ^ Mi1i2
.
Ainsi, ϕBR  ϕ1B
 
AB
  ABR et la faute n’est ainsi pas détectée par la
Procédure DetectMultErrExt.
• Prouvons la suffisance par contraposition. Pour ce faire, supposons qu’il
existe un entier ` ¤ k pour lequel il existe une `-faute sur un polynôme
A P FprXsd qui n’est pas détectée. Cette faute est présumée affecter `P
résidus principaux d’indices I`P ainsi que `R résidus redondants. En par-
ticulier, `P   `R  ` ¤ k et il y a donc au moins `P ¤ k `R résidus redon-
dants intègres. Soit `P d’entre eux d’indices Z`P . Par la Proposition 3.4
qui précise la forme du polynôme donné par des résidus erronés, nous
pouvons écrire :
ϕ1B
 
AB
 ApXq  EI`P pXq  ¹
iRI`P
mipXq
où deg

EI`P
	
  °
iPI`P
di. Par hypothèse, la faute n’est pas détectée, ce qui
implique en particulier que :±
zPZ`P
mR,z
pgcdtmR,z | z P Z`Pu
divise EI`P pXq 

±
zPZ`P
mR,z
pgcdtmR,z | z P Z`Pu
^ MI`P
.
Il vient alors :
deg

±
zPZ`P
mR,z
pgcdtmR,z | z P Z`Pu
deg

±
zPZ`P
mR,z
pgcdtmR,z | z P Z`Pu
^ MI`P
  ¸
iPI`P
di.
Or, par le Lemme A.4, ceci contredit les Hypothèses (A.23).
La preuve est achevée.
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Titre Approche arithmétique RNS de la cryptographie asymétrique
Résumé Cette thèse se situe à l’intersection de la cryptographie et de l’arith-
métique des ordinateurs. Elle traite de l’amélioration de primitives cryptogra-
phiques asymétriques en termes d’accélération des calculs et de protection face
aux attaques par fautes par le biais particulier de l’utilisation des systèmes de
représentation des nombres par les restes (RNS). Afin de contribuer à la sé-
curisation de la multiplication modulaire, opération centrale en cryptographie
asymétrique, un nouvel algorithme de réduction modulaire doté d’une capa-
cité de détection de faute est présenté. Une preuve formelle garantit la détec-
tion des fautes sur un ou plusieurs résidus pouvant apparaître au cours d’une
réduction. De plus, le principe de cet algorithme est généralisé au cas d’une
arithmétique dans un corps fini non premier Fps . Ensuite, les RNS sont exploi-
tés dans le domaine de la cryptographie sur les réseaux euclidiens. L’objectif
est d’importer dans ce domaine certains avantages des systèmes de représen-
tation par les restes dont l’intérêt a déjà été montré pour une arithmétique sur
Fp notamment. Le premier résultat obtenu est une version en représentation
hybride RNS-MRS de l’algorithme du « round-off » de Babai. Puis, une tech-
nique d’accélération est introduite, permettant d’aboutir dans certains cas à un
algorithme entièrement RNS pour le calcul d’un vecteur proche.
Mots-clés Cryptographie asymétrique, arithmétique des ordinateurs, systèmes
de représentation par les restes, RNS, conversions de base, faute, détection,
RNS redondant, architecture Cox-Rower, cryptographie basée sur les réseaux,
problème du plus proche vecteur, round-off de Babai
Title RNS arithmetic approach of asymmetric cryptography
Abstract This thesis is at the crossroads between cryptography and computer
arithmetic. It deals with enhancement of cryptographic primitives with regard
to computation acceleration and protection against fault injections through the
use of residue number systems (RNS) and their associated arithmetic. So as
to contribute to secure the modular multiplication, which is a core operation
for many asymmetric cryptographic primitives, a new modular reduction al-
gorithm supplied with fault detection capability is presented. A formal proof
guarantees that faults affecting one or more residues during a modular reduc-
tion are well detected. Furthermore, this approach is generalized to an arith-
metic dedicated to non-prime finite fields Fps . Afterwards, RNS are used in
lattice-based cryptography area. The aim is to exploit acceleration properties
enabled by RNS, as it is widely done for finite field arithmetic. As first result, a
new version of Babai’s round-off algorithm based on hybrid RNS-MRS repre-
sentation is presented. Then, a new and specific acceleration technique enables
to create a full RNS algorithm computing a close lattice vector.
Keywords Asymmetric cryptography, computer arithmetic, residue number
systems, RNS, base conversions, fault, detection, redundant RNS, Cox-Rower
architecture, lattice-based cryptography, closest vector problem, Babai’s round-
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