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Minimum energy exact null-controllability
problem for linear time-delay equations
Pavel Barkhayev
Abstract
We study the minimum energy null-controllability problem for differential equa-
tions with point-wise delays. For the equations of both neutral and retarded type we
reduce the problem of finding the optimal control to a Volterra integral equation and
solve it explicitly. We prove that for any initial state and any controllability time
the corresponding optimal control belongs to the characteristic space generated by the
equation’s exponentials. Besides, we show that the proposed approach can be applied
to the systems of retarded equations with one delay term.
1 Introduction
We consider linear time-delay control equations with point-wise delays:
x˙(t) +
N∑
k=1
dkx˙(t− rk) =
N∑
k=0
akx(t− rk) + u(t), t ≥ 0, (1.1)
here x(t) ∈ R is the state, u(t) ∈ R is the control, 0 = r0 < r1 < . . . < rN = 1 are delays,
dk, ak ∈ R are constant coefficients, and we assume that d2N + a2N 6= 0.
It is well known (see e.g. [3]) that the equation (1.1) admits a unique continuous solution
x(t) for every control function u ∈ L2loc(0,+∞) and every initial state x(t) = x0(t), t ∈ [−1, 0],
where x0 ∈ W 1,2(−1, 0). Besides, if (1.1) is retarded equation, i.e dk = 0 for any k = 1, N ,
then it admits the unique continuous solution x(t) = x(t; y, x0, u(t)) even for initial states of
the form {
x(0) = y,
x(t) = x0(t), t ∈ [−1, 0), (1.2)
where (y, x0) ∈ R×L2(−1, 0) ≡ M2 (see e.g. [5]). Further we study the initial value problem
in the form (1.1)–(1.2) assuming that (y, x0) ∈ M̂2 ≡ {(y, x0) : x0 ∈ W 1,2(−1, 0), y = x0(0)}
if the equation (1.1) is not retarded.
An initial state (y, x0) is called null-controllable at time T by means of the equation
(1.1) if there exists a control u ∈ L2[0, T ] such that x(t; y, x0, u(t)) ≡ 0 for t ∈ [T − 1, T ].
We refer to such controls u(·) as admissible from (y, x0) at time T and denote the set of
all admissible controls as UT (y, x0). The equation (1.1) is called exactly null-controllable at
time T if UT (y, x0) 6= ∅ for any initial state (y, x0).
In the present paper we solve the minimum energy optimal control problem
‖u‖L2(0,T ) → min, u ∈ UT (y, x0), (1.3)
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and investigate properties of the constructed optimal controls ûT (t; y, x0). For this we first
construct explicitly the sets of admissible controls UT (y, x0).
It is worth to emphasize that the behavior of solutions of the equation (1.1) may es-
sentially vary depending on its coefficients. As we have already mentioned the sets of null-
controllable states of retarded equations are wider comparing to equations with delays in
derivatives. Besides, only smooth terminal states may be reached by means of retarded
equations, however, if equation is neutral, i.e. dN 6= 0, every state transferable to null can be
reached from null as well, i.e. the problems of exact controllability to and from the null state
are equivalent. Finally, below we compare smoothness of the optimal controls in various
cases.
The problem of exact controllability has been investigated in details in many papers.
We refer e.g. to [1, 10, 22, 17, 18] and references therein for null-controllability analysis of
the neutral type systems, and to [15, 19, 4, 16] for the systems of retarded type.
If an initial state is null-controllable then there exist many admissible controls. This
naturally leads to the problem of finding the optimal control having the smallest possible
energy. The optimal control problems were investigated in various settings by many authors,
we mention e.g. [11, 8, 6, 9, 7, 13, 2]. One of the most popular methods of investigation is
Pontryagin’s maximum principle which can be applied to a rather general class of problems,
but which, often, can give only a partial characterization of the optimal solution. However,
the form of the equation (1.1) allows us to construct explicitly the set of all admissible
controls and the corresponding trajectories, and then apply more specific methods to solve
the problem (1.3).
First, for any initial state (y, x0) and T > 1 we describe the set of all admissible controls
UT (y, x0) in L2(0, T ). Every admissible control is determined by some corresponding function
in L2(0, T − 1), which we call the control generator, this allows us to rewrite (1.3) as the
problem on a smaller interval. We reduce the latter problem to a Volterra integral equation
and give its explicit solution by using the Laplace transform method. Smoothness of the
solutions depends on the type of the initial equation: L2 in the general case,W 1,2 for retarded
equations, and even W 2,2 for N = 1.
Properties of solutions of the equation (1.1) are determined by its characteristic function
D(z) = izeiz +
N∑
k=1
dkize
i(1−rk)z −
N∑
k=0
ake
i(1−rk)z. (1.4)
We denote the zeros of D(z) as {zk}k∈Z and consider the corresponding system of exponen-
tials {eizkt}k∈Z on the interval [0, T ]. For simplicity we assume that D does not have multiple
zeros. One can easily see that for T < 1 this system is infinitely redundant in L2(0, T ), it
has excess 1 in L2(0, 1), and for T > 1 it has infinite deficiency; and also for T > 1 it is
minimal (see e.g. [14]) in its closure
ET = Lin{eizkt, k ∈ Z} ⊂ L2(0, T ). (1.5)
In what follows we call ET the characteristic space of the equation (1.1) corresponding to
time T . We note that in the case of neutral equations (dN 6= 0) the zeros {zk}k∈Z belong to
a horizontal strip of the complex plane and the exponentials {eizkt}k∈Z might form a Riesz
basis of ET , while if dN = 0 then the set {zk}k∈Z belongs to some half-plane {z : ℑz ≥ c}
and the set {eizkt}k∈Z is only minimal in ET . This allows us to apply the techniques and
methods of non-harmonic Fourier series to study the optimal solutions.
We prove that the optimal controls ûT (t) possess an important feature: for any initial
state (y, x0) the corresponding minimum energy control belongs to ET after the symmetric
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change of time
ûT (T − t; y, x0) ∈ ET . (1.6)
Finally, we apply the proposed method to the minimum energy problem for vector
time-delay retarded systems with one delay term
x˙(t) = Ax(t− 1) + bu(t), t ≥ 0, (1.7)
here x(t) ∈ Rn is the vector state, u(t) ∈ R is the control, A ∈ Rn×n, b ∈ Rn. The matrix
function D(z) = izeizI − A is the characteristic matrix of the system and we assume that
the so-called spectral controllability condition holds:
rank(D(z),b) = n, for any z ∈ C. (1.8)
Under this condition the scalar control u(·) applied along the fixed direction b actually is
redistributed along other directions. This assures null-controllability of the system (1.7) (see
e.g. [4]). We are interested in possibility of controlling a vector system by a scalar function.
Respectively, it is natural to expect that the null-controllability time cannot be smaller than
n in the general settings. We construct the admissible controls explicitly, what, in particular,
gives that an initial state can be null-controllable for any time T = n + ε, ε > 0 and, in
general, cannot be controllable for the time T = n or smaller. We show that the minimum
energy problem may be reduced to a Volterra integral equation and solve it.
The paper is organized as follows. In Section 2 we give the description of the admissible
controls. In Section 3 we solve the minimum energy problem. In Section 4 we show that
the optimal controls belong to the characteristic space ET . To make the explanations more
clear, we begin each section with the analysis for the simplest retarded equation with one
delay term (N = 1 and a0 = 0), then we consider the general equation (1.1), and finally we
analyze the case of the vector systems (1.7).
2 Admissible controls
Every admissible control u ∈ UT (y, x0) first steers the trajectory to zero: x(T−1; y, x0, u) = 0
and then keeps it there during the time period of length 1: x˙(t; y, x0, u) = 0, t ∈ [T − 1, T ].
Remark 2.1. We note that controllability time T for the equations (1.1) is greater than 1.
For T = 1 the set UT (y, x0) is non-empty only if y = 0 which is not the general case.
Similarly the controllability time T for the system (1.7) is greater than n.
Remark 2.2. If a state (y, x0) is null-controllable at some time T0 then it is null-controllable
at any T > T0 (one can put u(t) = 0, t ∈ [T0, T ]).
So further we may assume for the equations (1.1) that 1 < T < 1 + r1, where r1 is the
smallest delay, and for the systems (1.7) that n < T < n+1. The form of the equations (1.1)
and (1.7) allows to construct admissible controls explicitly.
In this section we construct the admissible controls for the simplest retarded equa-
tion (2.9), then for the general equation (1.1), and finally for the vector system (1.7).
One delay term retarded equations. We consider the equation
x˙(t) = a1x(t− 1) + u(t), t ≥ 0, a1 ∈ R, (2.9)
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fix an arbitrary ε: 0 < ε < 1 and (y, x0) ∈ M2, and describe the admissible set UT (y, x0),
T = 1 + ε.
For a fixed control u(t) the trajectory x(t) = x(t; y, x0, u(t)) of the initial-value problem
(2.9),(1.2) is of the form:
x(t) = x˜(t) +
∫ t
0
u(τ) dτ, t ∈ (0, 1) (2.10)
where x˜(t) denotes the trajectory of the equation without input (u(t) ≡ 0):
x˜(t) = x(t; y, x0, 0) = y + a1
∫ t
0
x0(τ − 1) dτ.
The condition x(T − 1) = 0 for the equation (2.9) takes the form∫ ε
0
u(τ) dτ = −x˜(ε), (2.11)
and x˙(t) = 0, t ∈ [T − 1, T ] is equivalent to u(t) = −a1x(t − 1). This gives us an explicit
representation of the admissible controls.
Proposition 2.3. Every admissible control u ∈ UT (y, x0), (y, x0) ∈M2 of the equation (2.9)
is of the form
u(t) =

u0(t), t ∈ [0, ε),
−a1x0(t− 1), t ∈ [ε, 1),
−a1
(
x˜(t− 1) +
t−1∫
0
u0(τ) dτ
)
, t ∈ [1, 1 + ε),
(2.12)
here the control generator u0(·) is any function in L2(0, ε) satisfying (2.11).
Remark 2.4. From (2.12) it follows that
UT (y, x0) ∩ UT (y˜, x˜0) = ∅ for any (y, x0) 6= (y˜, x˜0).
Remark 2.5. The subspace of all admissible controls UT =
⋃
(y,x0)∈M2
UT (y, x0) allows the
characterization
UT = L2(0, 1)× Wˆ 1,2(1, 1 + ε),
where Wˆ 1,2(1, 1 + ε) = {w ∈ W 1,2(1, 1 + ε) : w(1 + ε) = 0}.
Indeed, any (v, w) ∈ L2 × Wˆ 1,2 defines u(t) =
{
v(t), t ∈ [0, 1)
w(t), t ∈ [1, 1 + ε] in UT (y, x0) with
(y, x0) ∈M2 uniquely determined as
y = 1
a1
u(1),
x0(t) =
{
− 1
a2
1
u′(t+ 2)− 1
a1
u(t+ 1), t ∈ [−1,−1 + ε),
− 1
a1
u(t− 1), t ∈ [−1 + ε, 0).
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Neutral equations of the general form. We fix an arbitrary ε in the interval 0 < ε < r1
and (y, x0) ∈ Mˆ2, and construct the admissible controls u ∈ UT (y, x0), T = 1+ε. For a fixed
control u(t) and t ∈ [0, r1] the trajectory x(t) = x(t; y, x0, u(t)) of the initial-value problem
(1.1)–(1.2) is of the form:
x(t) = x˜(t) +
∫ t
0
ea0(t−τ)u(τ) dτ, (2.13)
where x˜(t) is the trajectory of the equation without control (u(t) ≡ 0):
x˜(t) = ea0t
(
y +
∫ t
0
e−a0τ
N∑
k=1
[akx0(τ − rk)− dkx˙0(τ − rk)] dτ
)
. (2.14)
From the explicit form (2.13) of the trajectory we get that only smooth initial states
(y, x0) ∈ M̂2 can be null-controllable in case of the neutral equation (1.1). Every admissible
control steers the trajectory to zero: x(ε) = 0, this may be written as∫ ε
0
ea0(t−τ)u(τ) dτ = −x˜(ε). (2.15)
The condition x˙(t) = 0, t ∈ [ε, 1 + ε] is equivalent to
u(t) =
N∑
k=1
[dkx˙(t− rk)− akx(t− rk)]− a0x(t), t ∈ [ε, 1 + ε]. (2.16)
This means that if t ∈ [rs−1 + ε, rs), s = 1, N , then u(t) depends on the initial state only:
u(t) =
N∑
k=s
[dkx˙0(t− rk)− akx0(t− rk)] ≡ ψs(t− rs), (2.17)
and if t ∈ [rs, rs + ε), s = 1, N then also it depends on the control on the interval [0, ε):
u(t) = dsx˙(t− rs)− asx(t− rs) +
N∑
k=s+1
[dkx˙0(t− rk)− akx0(t− rk)]
= dsu0(t− rs) + (dsa0 − as)
t−rs∫
0
ea0(t−rs−τ)u0(τ) dτ + ϕs(t− rs),
where
ϕs(t− rs) = (dsa0 − as)x˜(t− rs) +
N∑
k=s+1
[dkx˙0(t− rk)− akx0(t− rk)]
−ds
N∑
k=1
[dkx˙(t− rs − rk)− akx(t− rs − rk)] .
(2.18)
Thus we obtain an explicit form of the admissible controls.
Proposition 2.6. Every admissible control u ∈ UT (y, x0), (y, x0) ∈ M̂2 of the equation (1.1)
is of the form
u(t) =

u0(t), t ∈ [0, ε),
ψs(t− rs), t ∈ [rs−1 + ε, rs), s = 1, N
ϕs(t− rs) + dsu0(t− rs)
+(dsa0 − as)
t−rs∫
0
ea0(t−rs−τ)u0(τ) dτ, t ∈ [rs, rs + ε), s = 1, N,
(2.19)
here the control generator u0(·) is any function in L2(0, ε) satisfying (2.15) and the functions
ψs(·), ϕs(·) are given by (2.17) and (2.18) respectively.
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Remark 2.7. For general retarded equations (dk = 0, k = 1, N) any initial state (y, x0) ∈
M2 is null-controllable and the admissible controls u ∈ UT (y, x0) are of the form:
u(t) =

u0(t), t ∈ [0, ε),
−
N∑
k=s
akx0(t− rk), t ∈ [rs−1 + ε, rs), s = 1, N
−asx(t− rs)−
N∑
k=s+1
akx0(t− rk), t ∈ [rs, rs + ε), s = 1, N,
(2.20)
where u0(·) ∈ L2(0, ε) satisfies (2.15).
System of retarded equations. For systems (1.7) null-controllability is equivalent to
spectral controllability (1.8) (see e.g. [4]). The latter condition is equivalent to controllability
of the pair (A,b), i.e. to the condition rank(b, Ab, . . . , An−1b) = n. This implies existence
of a nonsingular space transformation G ∈ Rn×n such that
GAG−1 =

−g1 . . . −gn−1 −gn
1 . . . 0 0
...
. . .
...
...
0 . . . 1 0
 , Gb =

1
0
...
0
 . (2.21)
Thus, without loss of generality, we may assume the matrix A and vector b are of the form
(2.21), i.e. (1.7) is of the form
x˙1(t) = −
N∑
k=1
gkxk(t− 1) + u(t),
x˙2(t) = x1(t− 1),
. . .
x˙n(t) = xn−1(t− 1),
t ≥ 0. (2.22)
In [5] existence of the unique continuous solution of (2.22) was shown for any control
function u ∈ L2loc(0,+∞) and for any initial state{
x(0) = (y1, . . . , yn) ∈ Rn
x(t) = (x01(t), . . . , x
0
n(t)) ∈ L2([−1, 0];Rn). (2.23)
We note that, in the general settings, any initial state (2.23) cannot be null-controllable
for the time T = n or smaller. Indeed, the component x1(t) can be null-controllable for
any time T > 1, however x2(t) is determined by the history x
0
1(t) and x
0
2(t) on the interval
[−1, 1], thus it cannot be controllable for time less or equal to 2. Continuing this reasoning
we see that the component xn(t) is determined by the history x
0
1(t), . . . , x
0
n(t) on the interval
[−1, (n− 1)], so it cannot be controllable for time less or equal to n.
However, for any ε > 0 an arbitrary initial state can be null-controllable at time T =
n + ε. Indeed, we can construct the admissible controls as
u(t) =

u0(t), t ∈ [0, ε),
N∑
k=1
gkxk(t− 1), t ∈ [ε, n+ ε], (2.24)
where u0(·) ∈ L2(0, ε) satisfies the following moment equalities
xk(k − 1 + ε) = 0, k = 1, n. (2.25)
Direct computations allow to rewrite (2.24)–(2.25) in more convenient form.
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Proposition 2.8. Every admissible control of the system (2.22) corresponding to an initial
state (2.23) is of the form
u(t) =

u0(t), t ∈ [0, ε),
ϕk(t− k) + gk(k−1)!
t−k∫
0
(t− k − τ)k−1u0(τ) dτ, t ∈ [k, k + ε], k = 1, n,
ψk(t− k), t ∈ [k − 1 + ε, k],
(2.26)
here the control generator u0(·) ∈ L2(0, ε) satisfies the moment relations∫ ε
0
(ε− τ)k−1u0(τ) dτ = cεk, k = 1, n, (2.27)
and the constants cεk and the functions ϕk(·), ψk(·) are determined by the initial state (2.23).
Remark 2.9. We note that for both the equation (1.1) and the systems (1.7) any admissible
control u ∈ L2(0, T ) is determined by a function u0(·) from L2(0, ε) belonging to some affine
hyperplane H:
u(t) = Qu0(t) + f(t), u0 ∈ H ⊂ L2(0, ε),
here f ∈ L2(0, T ), Q is a bounded operator.
3 Minimum energy problem
In this section we solve the minimum energy problem for the simplest retarded equation (2.9),
then for the general equation (1.1), and finally for the system (1.7).
According to Remark 2.9 the optimal control problems may be rewritten in the form
Φ(u0) → min, u0 ∈ H , where Φ(·) = ‖u‖2L2(0,T ). In order to find the optimal solution we
use the ideas similar to those developed in [12]. The functional Φ : L2(0, ε) → R is strictly
convex, which is inherited by the strict convexity of norm. So geometrically our aim is to
find a0 > 0 such that the body {u0 : Φ(u0) ≤ a0} is tangent to the hyperplane H , and
then to find the point of contact. This point is the desired optimal control û0(t) and it
is unique due to strict convexity of Φ. We show that the latter problem is equivalent to
solution of a Volterra integral equation and we solve this equation explicitly by using the
Laplace transform method. Smoothness of the optimal controls varies depending on class of
the corresponding equation (1.1).
One delay term retarded equation. Since the admissible controls u ∈ UT (y, x0) for the
equation (2.9) are of the form (2.12), then
‖u‖2
L2(0,T ) = ‖u0(t)‖2L2(0,ε) + ‖a1x0(t− 1)‖2L2(ε,1) +
∥∥∥a1x˜(t− 1) + a1 ∫ t−r0 u0(τ) dτ∥∥∥2
L2(1,1+ε)
= ‖u0(t)‖2L2(0,ε) +
∥∥∥a1x˜(t) + a1 ∫ t0 u0(τ) dτ∥∥∥2
L2(0,ε)
+ C,
where C = ‖a1x0(t− 1)‖2L2(ε,1) does not depend on u0.
This representation means that the optimal control problem (1.3) in L2(0, T ) is equiva-
lent to the optimal problem in L2(0, ε): Φ(u0)→ min,ε∫
0
u0(τ) dτ = −x˜(ε), (3.28)
where Φ(·) ≡ ‖u‖2
L2(0,T ), Φ : L
2(0, ε)→ R.
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Theorem 3.1. The problem (3.28) possesses the unique solution
û0(t) = c ch(a1t) + a
2
1
∫ t
0
ch(a1[t− τ ])x˜(τ) dτ, (3.29)
where
c = −a1( sh(a1ε))−1
(
x˜(ε) + a1
∫ ε
0
sh(a1[ε− τ ])x˜(τ) dτ
)
. (3.30)
Proof. The functional Φ : L2(0, ε) → R is strictly convex, thus, for any a > 0 the set
Ba = {u0 : Φ(u0) ≤ a} is convex (if non-empty) and Ba1 ⊂ Ba2 as a1 < a2. So our
aim is to find a0 such that the hyperplane {u0 :
∫ ε
0
u0(τ) dτ = cε} is tangent to the body
{u0 : Φ(u0) ≤ a0}. The point of contact is the desired optimal control û0(t) and it is
unique due to strict convexity of Φ. Let Lu0 denote the Freche´t derivative of Φ at a point
u0 ∈ L2(0, ε). At the point of contact û0 the equation
Lû0h = α〈1, h(t)〉L2(0,ε) (3.31)
holds for some α ∈ R and any h ∈ L2(0, ε).
Let us find the Freche´t derivative from the relation Φ(u0 + h)−Φ(u0) = Lu0h+ o(‖h‖):
Φ(u0 + h)− Φ(u0) = 2〈u0(t), h(t)〉L2(0,ε) + ‖h‖2+
2a21
〈
x˜(t) +
t∫
0
u0(τ) dτ,
t∫
0
h(τ) dτ
〉
+ a21‖
t∫
0
h(τ) dτ‖2.
Since
〈
x˜(t) +
∫ t
0
u0(τ) dτ,
∫ t
0
h(τ) dτ
〉
L2(0,ε)
=
ε∫
0
h(t)
ε∫
t
(
x˜(τ) +
τ∫
0
u0(s) ds
)
dτ dt and taking
into account the inequality
∥∥∥∫ t0 h(τ) dτ∥∥∥ ≤ C‖h‖ which holds for some C > 0 and any
h ∈ L2(0, ε) we obtain
Lû0h = 2
〈
u0(t) + a
2
1
∫ ε
t
∫ τ
0
u0(s) ds dτ + a
2
1
∫ ε
t
x˜(τ) dτ, h(t)
〉
and thus we get that û0(t) satisfies the integral equation:
û0(t) + a
2
1
∫ ε
t
∫ τ
0
û0(s) ds dτ + a
2
1
∫ ε
t
x˜(τ) dτ = α, t ∈ [0, ε], (3.32)
where α is an unknown parameter. We notice that
ε∫
t
τ∫
0
û0(s) ds dτ =
t∫
0
û0(s) ds
ε∫
t
dτ +
ε∫
t
û0(s) ds
ε∫
s
dτ
= −
t∫
0
(t− s)û0(s) ds +
ε∫
0
(ε− s)û0(s) ds
and thus (3.32) may be rewritten as
û0(t)− a21(t ∗ û0(t)) = a21
∫ t
0
x˜(τ) dτ + c, (3.33)
here c = α−a21
ε∫
0
(ε−τ)û0(τ)dτ−a21
ε∫
0
x˜(τ)dτ . Let us apply the Laplace transform to (3.33):
L{û0(t)} = c s
s2 − a21
+ a21
s
s2 − a21
L{x˜(t)}.
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Applying the inverse Laplace transform we get (3.29). Finally, we substitute û0(t) to the
equation of the tangent plane from (3.28):
c
1
a1
sh(a1ε) + a1
∫ ε
0
sh(a1[ε− τ ])x˜(τ) dτ = −x˜(ε)
and obtain the representation (3.30) for the constant c.
Remark 3.2. We note that smoothness of the optimal control varies:
• û(t) = û0(t) ∈ W 2,2(0, ε);
• û(t) ∈ L2(ε, 1);
• û(t) ∈ W 1,2(1, 1 + ε).
From the explicit form of controls (2.12) and generators of optimal controls (3.29) it fol-
lows that for a fixed time T the minimum energy depends linearly on initial states. However,
the dependence of the energy on time is nonlinear.
Remark 3.3. For a fixed initial state (y, x0) ∈ M2 the minimum energy increases strictly
monotonically as ε→ 0:
‖û1+ε1(t; y, x0)‖L2(0,1+ε1) > ‖û1+ε2(t; y, x0)‖L2(0,1+ε2), as ε1 < ε2. (3.34)
Indeed, the control
u˜(t) =
{
û1+ε1(t; y, x0), t ∈ [0, 1 + ε1)
0, t ∈ [1 + ε1, 1 + ε2]
belongs to U1+ε2(y, x0) and is not the optimal control in this class due to (3.29). On the
other hand, ‖û1+ε1(t; y, x0)‖L2(0,1+ε1) = ‖u˜(t)‖L2(0,1+ε2).
Remark 3.4. It follows from (3.29) and (2.12) that for a fixed initial state (y, x0) 6= (0, 0)
the dependence of the minimum energy’s growth on ε > 0 may be estimated as follows:
0 < C0 ≤ ‖û1+ε(t; y, x0)‖L2(0,1+ε) ≤ C1√
ε
, (3.35)
where the constants Ci depends on the initial state.
Neutral equations of the general form. Taking into account the explicit form (2.19)
of the admissible controls u ∈ UT (y, x0) for the general equation (1.1) we obtain
‖u‖2
L2(0,T ) = ‖u0(t)‖2L2(0,ε) +
N∑
s=1
∥∥∥∥ϕs(t) + dsu0(t) + (dsa0 − as) t∫
0
ea0(t−τ)u0(τ) dτ
∥∥∥∥2
L2(0,ε)
+
N∑
s=1
‖ψs(t)‖2L2(rs−1+ε,rs) ,
where the functions ψs(·), ϕs(·), s = 1, N determined by the initial state are given by (2.17)
and (2.18).
Thus, the optimal control problem (1.3) in L2(0, T ) may be equivalently rewritten as
the problem in L2(0, ε):  Φ(u0)→ min,ε∫
0
ea0(ε−τ)u0(τ) dτ = −x˜(ε), (3.36)
where Φ(·) ≡ ‖u‖2
L2(0,T ), Φ : L
2(0, ε)→ R and x˜(·) is defined by (2.14).
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Theorem 3.5. The problem (3.36) possesses the unique solution
û0(t) = d
−2
[
N∑
s=1
t∫
0
(
(dsa0 − as) ch(aˆ[t− τ ]) +
(
asa0
aˆ
− dsaˆ
)
sh(aˆ[t− τ ]))ϕs(τ) dτ
−
N∑
s=1
dsϕs(t) + c
(
ch(aˆt)− a0
aˆ
sh(aˆt)
)]
,
(3.37)
where d2 = 1 +
∑N
k=1 d
2
k, aˆ
2 = d−2
∑N
k=0 a
2
k, and the constant c determined from the rela-
tion (2.15) is of the form
c =
1
sh(aˆε)
(
−d2aˆx˜(ε) +
∫ ε
0
N∑
s=1
(aˆds ch(aˆ[ε− τ ]) + as sh(aˆ[ε− τ ]))ϕs(τ) dτ
)
. (3.38)
Proof. The idea of the proof is similar to Theorem 3.1 and here we single out the differences.
The functional Φ : L2(0, ε) → R is strictly convex and direct computations gives us its
Freche´t derivative form the relation Φ(u0 + h)− Φ(u0) = Lu0h+ o(‖h‖):
Lu0 =
(
1 +
N∑
k=1
d2k
)
u0(t) +
N∑
k=1
dk(dka0 − ak)
t∫
0
ea0(t−τ)u0(τ) dτ +
N∑
k=1
dkϕk(t)
+
N∑
k=1
dk(dka0 − ak)
ε∫
t
e−a0(t−τ)u0(τ) dτ +
N∑
k=1
(dka0 − ak)
ε∫
t
e−a0(t−τ)ϕk(τ) dτ
+
N∑
k=1
(dka0 − ak)2
ε∫
t
e−a0(t−τ)
τ∫
0
ea0(τ−s)u0(s) ds dτ.
Since the tangent hyperplane is given by {u0 :
∫ ε
0
ea0(t−τ)u0(τ) dτ = −x˜(ε)} we obtain
the integral equation for the optimal control û0(t):
Lû0 = αe
−a0t, (3.39)
where α is an unknown constant. By using the relation
e−a0t
ε∫
t
e2a0τ
τ∫
0
e−sa0 û0(s) ds dτ
=
1
2a0
t∫
0
(e−a0(t−s) − ea0(t−s))û0(s) ds+ e
−a0t
2a0
ε∫
0
(e2a0ε − e2a0s)e−a0sû0(s) ds,
we rewrite (3.39) as(
1 +
N∑
k=1
d2k
)
û0(t) +
∑N
k=1(a
2
k − d2ka20)
2a0
(e−a0t − ea0t) ∗ û0(t)
=
N∑
k=1
(dka0 − ak)(e−a0t ∗ ϕk(t))−
N∑
k=1
dkϕk(t) + ce
−a0t, (3.40)
where c is an unknown constant. Further, we apply the Laplace transform to (3.40):
d2L{û0(t)}
(
1 +
∑N
k=1(a
2
k − d2ka20)
2a0d2
(
1
s+ a0
− 1
s− a0
))
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=
1
s+ a0
N∑
k=1
(dka0 − ak)L{ϕk(t)} −
N∑
k=1
dkL{ϕk(t)}+ c 1
s+ a0
,
this gives us
d2L{û0(t)} = s− a0
s2 − aˆ2
N∑
k=1
(dka0 − ak)L{ϕk(t)}+
N∑
k=1
dk
(
1 +
aˆ2 − a20
s2 − aˆ2
)
L{ϕk(t)}+ c s− a0
s2 − aˆ2 .
Applying the inverse Laplace transform we get (3.37) and substituting û0(t) to the equation
of the tangent plane (2.15) and integrating by parts we obtain the representation (3.38) for
the constant c.
Remark 3.6. We note that, in general, û0(t) ∈ L2(0, ε) since its representation (3.37) in-
cludes ϕs(·) ∈ L2(0, ε). Moreover, from (2.19) we conclude that the corresponding minimum
energy control ûT (t; y, x0) ∈ L2(0, T ).
Corollary 3.7. For the general retarded equations (dk = 0, k = 1, N) the problem (3.36)
possesses the unique solution
û0(t) = c
(
ch(aˆt)− a0
aˆ
sh(aˆt)
)
+
N∑
s=1
as
∫ t
0
(a0
aˆ
sh(aˆ[t− τ ])− ch(aˆ[t− τ ])
)
ϕs(τ) dτ,
(3.41)
where aˆ2 =
∑N
k=0 a
2
k, and
c = ( sh(aˆε))−1
(
−x˜(ε)aˆ+
N∑
s=1
as
∫ ε
0
sh(aˆ[ε− τ ])ϕs(τ) dτ
)
. (3.42)
Remark 3.8. For general retarded systems û0(t) ∈ W 1,2(0, ε), and for t ∈ [ε, 1 + ε):
ûT (t; y, x0) ∈ L2(ε, 1 + ε).
System of retarded equations. From the representation (2.26) of admissible controls
we get that
Φ(u0) = ‖u‖2L2(0,T )
= ‖u0‖2L2(0,ε) +
N∑
k=1
∥∥∥ϕk(t) + gk(k−1)!tk−1 ∗ u0(t)∥∥∥2
L2(0,ε)
+
N∑
s=1
‖ψs(t)‖2 ,
where the functions ψs(·), ϕs(·) are determined by the initial state. So, taking into account
(2.27) we obtain the optimal control problem Φ(u0)→ min,ε∫
0
(ε− τ)k−1u0(τ) dτ = cεk, k = 1, n. (3.43)
Geometrically our aim is to find a0 > 0 such that the body {u0 : Φ(u0) ≤ a0} ⊂ L2(0, ε) is
tangent to the intersection of the n hyperplanes defined by (2.27). This means that at the
point of contact û0(t) we will have
ℓû0 =
n∑
k=1
qk(ε− t)k−1, (3.44)
for some constants {qk}, where ℓû0 is the Freche´t derivative of Φ.
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Theorem 3.9. The problem (3.43) possesses the unique solution
û0(t) = L−1
(
s2n
s2n +
∑n
k=1(−1)kg2ks2(n−k)
)
∗
(
n∑
k=1
qk(ε− t)k−1 +
N∑
k=1
(−1)kgk
(k − 1)! t
k−1 ∗ ϕk(t)
)
,
(3.45)
where L−1 is the inverse Laplace transform and the constants qk, k = 1, n can be found from
the system ol linear algebraic equations (2.27).
Proof. We denote Φk(u0) =
∥∥∥ϕk(t) + gk(k−1)!tk−1 ∗ u0(t)∥∥∥2
L2(0,ε)
and compute its Freche´t deriva-
tive ℓkû0 :
Φk(û0 + h)− Φk(û0)
= 2
gk
(k − 1)!
∫ ε
0
[
ϕk(t) +
gk
(k − 1)!t
k−1 ∗ û0(t)
]
· tk−1 ∗ h(t) dt+ o(‖h(t)‖).
We integrate by parts k times and obtain that
ℓkû0 = 2gk
∫ ε
t
∫ ε
τ1
. . .
∫ ε
τk−1
[
ϕk(τk) +
gk
(k − 1)!τ
k−1
k ∗ û0(t)
]
dτk . . . dτ1.
Taking into account
∫ ε
τs
=
∫ ε
0
− ∫ τs
0
and adding powers in convolution product we get:
ℓkû0 = 2
[
(−1)kgk
(k − 1)! t
k−1 ∗ ϕk(t) + (−1)
kg2k
(2k − 1)!t
2k−1 ∗ û0(t) +
k∑
s=1
q˜k,s−1(ε− t)s−1
]
,
where q˜k,s−1 are constants. Thus we can rewrite (3.44) as
û0(t) +
N∑
k=1
(−1)kg2k
(2k − 1)!t
2k−1 ∗ û0(t) =
N∑
k=1
(−1)kgk
(k − 1)! t
k−1 ∗ ϕk(t) +
n∑
k=1
q̂k(ε− t)k−1.
We apply the Laplace transform to the latter equation:
L{û0(t)}
(
1 +
N∑
k=1
(−1)kg2k
s2k
)
= L
{
N∑
k=1
(−1)kgk
(k − 1)! t
k−1 ∗ ϕk(t) +
n∑
k=1
q̂k(ε− t)k−1
}
and after a simple transformation and applying the inverse Laplace transform we get (3.45).
4 The characteristic space and optimal controls
In this section we consider the solutions ûT (t) of the minimum energy problem for the equa-
tion (1.1) and prove that after the symmetric change of time they belong to the characteristic
subspace: ûT (T − t; y, x0) ∈ ET , for any initial state (y, x0) and any T > 1. For this we
describe the orthogonal complement (ET )
⊥ and show that optimal controls are orthogonal
to (ET )
⊥. We note that such property holds for some other dynamical systems, e.g. for
non-homogeneous vibrating string [20], rotating beam [21], etc. To illustrate the ideas of the
proof we first consider the case of the simplest retarded equation (2.9) and then we consider
the general equation (1.1).
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One delay term retarded equations. The characteristic function (1.4) of the equation
(2.9) is D(z) = a1 − izeizr. We denote the set of its zeros by Λ = {zk}k∈Z and the corre-
sponding family of exponentials by E(Λ) = {eizkt}k∈Z . For any ε > 0, this system is minimal
and of infinite deficiency in the space L2(0, T ), T = 1 + ε (see e.g. [14]). We also note that
x(t; 1, eizkt, 0) = eizkt. By ET we denote the closure in L
2(0, T ) of its linear span:
ET = Lin E(Λ) ⊂ L2(0, T ).
We begin with characterization of the orthogonal complement (ET )
⊥.
Proposition 4.1. Function f(t) ∈ (ET )⊥ if and only if there exists q(t) ∈ W 1,2(0, ε),
q(0) = q(ε) = 0 such that
f(t) =

a1q(t), t ∈ [0, ε],
0, t ∈ [ε, 1],
q′(t− 1), t ∈ [1, 1 + ε].
(4.46)
Proof. Let PW(a,b) denotes the Fourier transform of L
2(a, b) (the Paley-Wiener space of
entire functions, see e.g. [14]). We denote F (z) =
∫ T
0
eiztf(t) dt ∈ PW(0,T ). First let us show
that f(t) ∈ (ET )⊥ if and only if there exists Q(z) ∈ PW(0,ε) such that zQ(z) ∈ PW(0,ε) and
F (z) = D(z)Q(z).
Indeed, by construction D(z)Q(z) ∈ PW(0,T ), thus by the Paley-Wiener theorem there exists
f(t) ∈ L2(0, T ) such that D(z)Q(z) = ∫ T
0
eiztf(t) dt ∈ PW(0,T ). Since D(zk) = 0, for any
k ∈ Z then f(t) ∈ (ET )⊥. Inversely, if f(t) ∈ (ET )⊥ then F (zk) = 0 for any k ∈ Z.
Then Q(z) ≡ F (z)
D(z)
is entire function. Due to the form of D(z) one has F (x)
D(x)
∈ L2(R) and
xF (x)
D(x)
∈ L2(R) since x
D(x)
is bounded along the real axis. Thus, Q(z) and zQ(z) belong to
PW(0,ε).
Further, by the Paley-Wiener theorem there exists q(t) ∈ L2(0, ε) such that Q(z) =∫ ε
0
eiztq(t) dt. Function q(t) admits the characterization
q(t) ∈ W 1,2(0, ε), q(0) = q(ε) = 0.
Indeed, since zQ(z) ∈ PW0,ε, then zQ(z) =
∫ ε
0
eiztg(t) dt. When z = 0 we get
∫ ε
0
g(t) dt = 0
and thus ∫ ε
0
eiztg(t) dt =
∫ ε
0
eizt
(∫ t
0
g(τ) dτ
)′
dt = −iz
∫ ε
0
eizt
∫ t
0
g(τ) dτ dt.
We obtain that q(t) = −i ∫ t
0
g(τ) dτ and thus q(t) ∈ W 1,2(0, ε) and q(0) = q(ε) = 0. We
have also shown that izQ(z) = − ∫ ε
0
eiztq′(t) dt.
Finally we apply the inverse Fourier transform to D(z)Q(z):
f(t) =
1
2π
∫
∞
−∞
e−iξtD(ξ)Q(ξ)dξ =
1
2π
∫
∞
−∞
e−iξta1Q(ξ)dξ − 1
2π
∫
∞
−∞
e−iξ(t−1)iξQ(ξ)dξ
and this gives us the representation (4.46).
Theorem 4.2. For any initial condition (y, x0) ∈ M2 and any T > 1 the minimum energy
control of the equation (2.9) belongs to the characteristic space:
ûT (T − t; y, x0) ∈ ET .
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Proof. For a given (y, x0) ∈M2 the optimal control is of the form (2.12) where û0(t) is given
by (3.29). Thus we obtain
ûT (T − t; y, x0) =

−a1x˜(ε− t)− a1
ε−t∫
0
û0(τ) dτ, t ∈ [0, ε),
−a1x0(ε− t), t ∈ [ε, 1),
û0(1 + ε− t), t ∈ [1, 1 + ε).
For an arbitrary f(t) ∈ (ET )⊥, taking into account Proposition 4.1, we have:
〈ûT (T − t; y, x0), f(t)〉L2(0,T )
= −
ε∫
0
(
a1x˜(ε− t) + a1
ε−t∫
0
û0(τ) dτ
)
a1q(t) dt+
r+ε∫
r
û0(r + ε− t)q′(t− r) dt
=
ε∫
0
(
ε∫
t
(
x˜(τ) +
τ∫
0
û0(s) ds
)
dτ
)′
a21q(ε− t) dt +
ε∫
0
û0(t)q
′(ε− t) dt
=
ε∫
0
(
û0(s) + a
2
1
ε∫
t
τ∫
0
û0(s) ds dτ + a
2
1
ε∫
t
x˜(τ) dτ
)
q′(ε− t) dt.
The function û0(t) satisfies the integral equation (3.32), thus
〈ûT (T − t; y, x0), f(t)〉L2(0,T ) =
∫ ε
0
αq′(ε− t) dt = 0.
Remark 4.3. The optimal control has the structure:
ûT (T − t) =

1
a1
w′(t), t ∈ [0, ε],
∗, t ∈ [ε, 1],
w(t− 1), t ∈ [1, 1 + ε],
where w(t) = û0(ε− t).
Remark 4.4. g(t) ∈ ET if and only if there exists w(t) ∈ W 1,2(0, ε) such that
g(t) =

1
a1
w′(t), t ∈ [0, ε],
∗, t ∈ [ε, 1],
w(t− 1), t ∈ [1, 1 + ε].
(4.47)
Indeed, if wk(t) = e
izk(t+1) we have 1
a1
w′k(t) = e
izkt and wk(t− 1) = eizkt, thus eizkt is of
the form (4.47). On the other hand any function of the form (4.47) is orthogonal to (ET )
⊥.
Neutral equations of the general form. The characteristic function D(z) of the equa-
tion (1.1) is given by (1.4). We assume for simplicity that D does not have multiple roots.
The system of exponentials {eizkt}k∈Z, constructed by the zeros {zk}k∈Z of D(z), is minimal
and of infinite deficiency in the space L2(0, T ), T = 1+ε. We note that x(t; 1, eizkt, 0) = eizkt.
The subspace ET given by (1.5) is the closure of the linear span of the exponentials. The
orthogonal complement (ET )
⊥ allows the following characterization.
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Proposition 4.5. Function f(t) ∈ (ET )⊥ if and only if there exists q(t) ∈ W 1,2(0, ε),
q(0) = q(ε) = 0 such that
f(t) =

aNq(t) + dNq
′(t), t ∈ [0, ε]
0, t ∈ [ε, 1− rN−1]
aN−1q(t− 1 + rN−1) + dN−1q′(t− 1 + rN−1), t ∈ [1− rN−1, 1− rN−1 + ε]
0, t ∈ [1− rN−1 + ε, 1− rN−2]
. . .
a1q(t− 1 + r1) + d1q′(t− 1 + r1), t ∈ [1− r1, 1− r1 + ε]
0, t ∈ [1− r1 + ε, 1]
a0q(t− 1) + q′(t− 1), t ∈ [1, 1 + ε]
(4.48)
Proof. The proof is similar to Proposition 4.1. We denote F (z) =
∫ T
0
eiztf(t) dt ∈ PW(0,T )
and f(t) ∈ (ET )⊥ if and only if there exists Q(z) ∈ PW(0,ε) such that zQ(z) ∈ PW(0,ε)
and F (z) = D(z)Q(z). By Paley-Wiener theorem there exists q(t) ∈ L2(0, ε) such that
Q(z) =
∫ ε
0
eiztq(t) dt and q(t) is such that q(t) ∈ W 1,2(0, ε), q(0) = q(ε) = 0. Applying the
inverse Fourier transform to D(z)Q(z) we obtain
f(t) = 1
2pi
∞∫
−∞
e−iξtD(ξ)Q(ξ)dξ
= 1
2pi
N∑
k=0
ak
∞∫
−∞
e−iξ(t−1+rk)Q(ξ)dξ − 1
2pi
N∑
k=1
dk
∞∫
−∞
e−iξ(t−1+rk)iξQ(ξ)dξ
− 1
2pi
∞∫
−∞
e−iξ(t−1)iξQ(ξ)dξ
what proves the representation (4.48).
Theorem 4.6. For any initial condition (y, x0) ∈ M̂2 (or (y, x0) ∈ M2 in the case of retarded
equation) and for any T > 1 the minimum energy control of the equation (1.1) belongs to
the characteristic space:
ûT (T − t; y, x0) ∈ ET .
Proof. For a given (y, x0) and T the optimal control û(t) = ûT (T − t; y, x0) is of the form
(2.20) where û0(t) is given by (3.41)–(3.42). Thus for t ∈ [1− rk, 1− rk + ε], k ∈ 1, N :
û(T − t) = ϕk(1+ε−rk− t)+dku(1+ε−rk− t)+(dka0−ak)
1+ε−rk−t∫
0
ea0(1+ε−rk−t−τ)û0(τ)dτ
where ϕk(·) are given by (2.18) and
û(T − t) = û0(1 + ε− t), t ∈ [1, 1 + ε).
For an arbitrary f(t) ∈ (ET )⊥, we calculate the product 〈û(T − t), f(t)〉L2(0,T ). Taking into
account the representation of f(t) due to Proposition 4.5, and applying changes of variables,
we obtain:
〈û(T − t), f(t)〉L2(0,T ) =
ε∫
0
û0(ε− t)(a0q(t) + q′(t)) dt+
+
ε∫
0
N∑
k=1
(
ϕk(ε− t) + dku(ε− t) + (dka0 − ak)
ε−t∫
0
ea0(ε−t−τ)û0(τ) dτ
)
(akq(t) + dkq
′(t)) dt
= a0
ε∫
0
û0(t)q(ε− t) dt+
ε∫
0
T1(t)q
′(ε− t) dt+
ε∫
0
T2(t)q(ε− t) dt,
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where
T1(t) = û0(t) +
N∑
k=1
[
dkϕk(t) + d
2
ku(t) + dk(dka0 − ak)
t∫
0
ea0(t−τ)û0(τ) dτ
]
,
T2(t) =
N∑
k=1
[
akϕk(t) + dkaku(t) + ak(dka0 − ak)
t∫
0
ea0(t−τ)û0(τ) dτ
]
.
Integrating by parts the term with T2(t) we get∫ ε
0
T2(t)q(ε− t) dt = −
∫ ε
0
(∫ ε
t
e−a0(t−τ)T2(τ) dτ
)
(a0q(ε− t) + q′(ε− t)) dt.
Further,
T1(t)−
ε∫
t
e−a0(t−τ)T2(τ) dτ = G[û0](t)−
N∑
k=1
d2ka0
ε∫
t
e−a0(t−τ)û0(τ) dτ
−
N∑
k=1
dka0
ε∫
t
e−a0(t−τ)ϕk(τ) dτ −
N∑
k=1
dka0(dka0 − ak)2
ε∫
t
e−a0(t−τ)
τ∫
0
ea0(τ−s)û0(s) ds dτ,
and since the optimal control û0(t) satisfies the integral equation (3.39): G[û0](t) = αe
−a0t
we rewrite
ε∫
0
(
T1(t)−
ε∫
t
e−a0(t−τ)T2(τ) dτ
)
q′(ε− t) dt =
a0
ε∫
0
[
−αe−a0t +
N∑
k=1
(
d2kû0(t) + dkϕk(t) + d
2
ka0
ε∫
t
e−a0(t−τ)û0(τ) dτ + dk(dka0 − ak)
t∫
0
ea0(t−τ)û0(τ) dτ
+dka0(dka0 − ak)
ε∫
t
e−a0(t−τ)
τ∫
0
ea0(τ−s)û0(s) ds dτ + dka0
ε∫
t
e−a0(t−τ)ϕk(τ) dτ
)]
q(ε− t) dt
Finally, collecting all the terms together we get
〈û(T − t), f(t)〉L2(0,T ) = a0
ε∫
0
(
G[û0](t)− αe−a0t
)
q(ε− t) dt = 0
due to (3.39), and thus û(T − t) ∈ ET .
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