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THE EFFECTS OF STRUCTURAL PERTURBATIONS ON THE SYNCHRONIZABILITY OF
DIFFUSIVE NETWORKS
JAN PHILIPP PADE1, CAMILLE POIGNARD2 AND TIAGO PEREIRA2
ABSTRACT. We investigate the effects of structural perturbations of both, undirected and directed diffusive networks on
their ability to synchronize. We establish a classification of directed links according to their impact on synchronizability.
We focus on adding directed links in weakly connected networks having a strongly connected component acting as driver.
When the connectivity of the driver is not stronger than the connectivity of the slave component, we can always make the
network strongly connected while hindering synchronization. On the other hand, we prove the existence of a perturbation
which makes the network strongly connected while increasing the synchronizability. Under additional conditions, there is a
node in the driving component such that adding a single link starting at an arbitrary node of the driven component and ending
at this node increases the synchronizability.
1. INTRODUCTION
Synchronization is an important phenomenon in real world networks. For instance, in power-grids, power-stations
must work in 50Hz-synchrony in order to avoid blackouts [9, 19]. In sensor networks, synchronization among the
sensors is vital for the transmission of information [25, 34]. On the other hand, synchronization of subcortical brain
areas such as in the Thalamus is strongly believed to be the origin of motor diseases such as Dystonia and Parkinson
[14, 18, 33]. In all of the mentioned examples, the stability of synchronous states is crucial for the network’s function
or dysfunction respectively. Motivated by these observations, stability properties of synchronous states in systems of
coupled elements have been investigated intensively [3, 13, 26, 30].
An important class, mimicking the above examples, is given by networks of identical elements which are coupled
in a diffusive manner. That is, networks for which the dynamics of a node depend on the difference between its own
state and its input. A special focus has been on unraveling the connection between such a network’s coupling topology
and its overall dynamics [2, 6, 17, 20–23, 29].
While certain correlations have been observed, in general it remains unclear how to relate the structure to dynamical
properties such as the stability of synchrony. A particularly interesting and important question in this category is the
following: Assume that link in a network is perturbed or a new link with a small weight is added to a network. What
is the impact on the dynamics? For instance, in interaction graphs of gene networks, it has been shown that adding
links between two stable systems can lead to dynamics with positive topological entropy [31]. In diffusive systems
such as laser networks, it was shown that the addition of a link can lead to synchronization loss [15,24]. In this article,
we focus on the question whether these structural perturbations lead to higher or lower synchronizability. We give
rigorous answers to this question, for both undirected and directed networks. Let us first introduce the model and
motivate the main questions with some examples.
1.1. Model and Examples. We call a network a triplet (G,f ,H), where G is a graph, possibly weighted and directed,
f : R` → R` is a function representing the local dynamics of each node, and H is a coupling function between the
nodes of the network. If no confusion can arise, we sometimes identify a network and its underlying graph G. To this
triplet we associate the following coupled equations.
(1) x˙i = f(xi) + α
N∑
j=1
WijH(xj − xi) i = 1, 2, . . . , N.
Here, α ≥ 0 is the overall coupling strength and W = [Wij ]1≤i,j≤N ∈ RN×N is the adjacency matrix associated
with the graph G. In other words, Wij ≥ 0 measures the strength of interaction from node j to node i. The network
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(G,f ,H) is undirected ifW is symmetric, otherwise it is directed. The theory we develop here can include networks
of non-identical elements with minor modifications [28].
Note that due to the diffusive nature of the coupling, if all oscillators start with the same initial condition, then
the coupling term vanishes identically. This ensures that the globally synchronized state is an invariant state for all
coupling strengths α, and we call the set
(2) M :=
{
xi ∈ U ⊂ R` for i ∈ {1, · · · , N} : x1 = · · · = xN
}
the synchronization manifold. The transverse stability ofM depends on the structure of the graph G. Indeed, structural
changes in G can have a drastic influence on the stability of M as can be seen in the next examples which serve as
motivating examples for the subsequent analysis.
1.2. Structural Perturbations in Undirected Networks – A Partition for Synchronization Improvement. Adding
undirected links to an undirected network can never hinder synchronization, we state this result in Proposition 1.
However, adding directed links to an undirected network can either facilitate or hinder synchronization as the following
example reveals. Consider the network with a graph G as shown in Figure 1. This example can be decomposed into two
connected subgraphs (in blue and red) such that the addition of any directed connection between the two subnetworks
facilitates synchronization - regardless of its direction.
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FIGURE 1. Partition of a graph corresponding to the dynamic role of the nodes. Connecting red
nodes and blue nodes with a directed link such as 3 → 7 favours synchronization - regardless of
the direction of the added link. Adding links between nodes of the same color has opposite effects
on synchronizability. Simulations show dynamics of the network on the right with local dynamics
f given by Rössler systems in the chaotic regime. In a), the addition of the blue link connecting
nodes 2 and 3 at time t = 4000 leads to chaotic synchronization of the whole network. In b), the
addition of the reverse link in red destabilizes the synchronous state. The insets show time traces of
the chaotic dynamics of a single node.
On the other hand, the impact of increasing weights or adding links with small weights between red nodes does
depend on the direction of the perturbation. More precisely, the addition of a link from node i to node j has the
opposite effect on the stability of synchronization as the addition of a link from node j to node i. The same is valid
for the blue nodes. For example, in Figure 1 adding the directed blue link (with small weight) will enable the network
to synchronize its previously unsynchronized nodes (Plot a)), whereas adding the red link will hinder synchronization
(Plot b)). In our first main result (Theorem 1) we show that this situation is generic. What’s more, we establish a full
classification of directed links according to their impact on synchronizability.
1.3. Structural Perturbations in Directed Networks – About Masters and Slaves. Directed networks always con-
sist of one or several strongly connected subnetworks in which every node is reachable from any other node through
a directed path. If there is more than one strongly connected subnetwork, two such subnetworks can be connected
through unidirectional links pointing from one subnetwork to another. In the top right of Figure 2, we show a network
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composed of two strongly connected subnetworks (without the red link), which is weakly connected: starting from
the smallest connected subnetwork it is not possible to reach the larger connected subnetwork through a directed path.
In the physics literature, this configuration is called master-slave coupling as the subnetwork consisting of nodes 1,
2 and 3 drives the subnetwork consisting of nodes 4 and 5. This master-slave configuration is believed to have many
optima such as synchronization. For instance, feedforward networks can synchronize for a wide range of coupling
strengths while having only a few links [22]. The network presented in Figure 2 also supports stable synchronized
dynamics. An important question concerns the network dynamics once we make qualitative structural changes. For
instance, what happens if the we add a link breaking the master-slave configuration?
0 2000 4000 6000 8000
-20
-10
0
10
20
1000 1200 1400 1600 1800 2000
t
-20
-10
0
10
20
x 1
0 2000 4000 6000 8000
t
-20
-10
0
10
20
30
2000
t
-20
-10
0
10
20
x 1
x 1
-x
5
x 1
-x
5
Sync
Sync
Desync
Desync
t
1
2
3
4
5
1
2
3
5
4
FIGURE 2. Simulations of the networks shown on the right. The local dynamics f are given by
Rössler systems. In the top plot, the red link is added after time t = 4000 and destroys the master-
slave configuration by making the network strongly connected. As a consequence, the previously
stable chaotic synchronization is no longer supported. In the bottom row, parameters are adjusted
such that synchronization is unstable for the original network. The addition of the blue link at
time t = 4000 makes the network strongly connected again. However, in this case it leads to a
stabilization of the synchronous state.
An example for this is found in Figure 2a). Introducing the new link (in red) makes the whole network strongly
connected: there is a directed path connecting any two vertices in the network. Therefore, the addition of the link sig-
nificantly improves the connectivity properties of the network. However, this structural improvement has a surprising
consequence for the dynamics: the network synchronization is lost, as can be seen in the simulation in Figure 2a).
Hinderance of synchronization is not about breaking a master-slave configuration. One may think that this synchro-
nization loss appears because we are breaking the master-slave configuration. This rationale is justified as master-slave
configurations are known to synchronize well [22]. However, the synchronization loss is not related to the master-slave
breaking. Indeed, adding a different connection which also makes the network strongly connected stabilizes the syn-
chronous state (see Figure 2b)).
Hinderance of synchronization is not about reinforcing the hub. Synchronization loss in the example of Figure
2a) appeared as an additional link was added to the hub of the largest subnetwork (the most connected node in the
network). However, running experiments on random graphs with hubs, we found several counter-examples in which
linking to the hub improves synchronization.
To sum up, while in some settings, master-slave configurations and the presence of hubs play an important role for
the behaviour of a network under structural perturbations [4, 27, 29], for networks with diffusive dynamics given by
Equation (1) the whole picture is more complex. Adding extra links generates nonlinearities which can either enhance
or hinder synchronization. Our second main result (Theorem 2) gives an almost complete explanation of the complex
behaviour of such weakly connected directed networks when a master-slave configuration is reinforced or destroyed
respectively.
1.4. Informal Statement of Results. Using the master stability approach to tackle the transverse stability of the
synchronization manifold M [28] we can in fact reduce the stability problem to the spectral analysis of graph
Laplacians. The rather mild assumptions needed for this approach are specified in Section 2.2. Let us now give an
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informal statement of our main results.
Informal Statement of Theorem 1 (Partitioning of Undirected Graphs). Consider a weighted connected undirected
network with graph G. We prove that typically, G can be uniquely decomposed into two disjoint connected subgraphs
G1 and G2 containing all the nodes of G such that increasing weights or adding a directed link with small weight
between G1 and G2 facilitates synchronization, independent of the link’s direction. Adding links among nodes of
either one of the two subgraphs has opposite effects on the stability: more precisely, if adding a link from node k to
node j facilitates synchronization, adding a link from j to k is detrimental for synchronization. Finally, there exists a
hierarchy of connected subnetworks building up with nodes from G1, G2 respectively, such that adding a link between
two such subnetworks decreases the synchronizability.
In Theorem 2 we consider networks consisting of two strongly connected components. The general case of a higher
number of strongly connected components is a straightforward generalization.
Informal Statement of Theorem 2 (Breaking Master-Slave configurations). Consider a directed network connected in a
master-slave configuration as in Figure 2. First, consider the situation where the master network is poorly connected.
Then, strengthening the cutset is immaterial for synchronization and it will neither facilitate nor hinder synchroniza-
tion. Second, consider the case where the master network is highly connected. In this case we have:
– Strengthening the driving facilitates synchronization, leading to shorter transients towards synchronization
and augmenting the basin of attraction.
– Master-Slave configurations are non-optimal. It is always possible to break the master-slave configuration
in a way that favours synchronization (e.g. Figure 2). Provided the overall connectivity of the network is poor
it is even possible to find one or several nodes in the master-component such that the addition of an arbitrary
single link ending at this node and breaking the master-slave configuration increases the synchronizability. In
fact, if additionally, the Laplacian of the master component has zero column-sums, then any perturbation in
opposite direction of the cutset enhances the synchronizability.
– Breaking Master-Slave configurations can hinder Synchronization. If the connectivity of the master com-
ponent is not much stronger than the connectivity of the slave component (a precise condition of this will be
given in Theorem 2), we can always find a cutset such that there is a perturbation in opposite direction of this
cutset for which synchronization is hindered. Our result reveals the role the eigenvectors of the master network
play in the destabilization of the synchronous motion. For example, if αk is an eigenvalue of the Laplacian of
the master and close to λ2 the spectral gap in the slave component (this is the case in our illustration), then the
eigenvector Xk associated to αk encodes the important information about the possible destabilization. For
instance, assume that the ith entry ofXk is the maximal (or minimal) one. If the slave network is driven by a
links coming from the ith node then it is possible to destabilize the synchronization.
The remainder of the article is organized as follows. In Section 2 we introduce basic notions concerning the stability
of synchronization in networks and present the notion of synchronizability of networks. In Section 3 we present the
two main results of our paper, followed by Section 4 in which we prove Theorem 1 and other results (Proposition 1
and Proposition 2) completing the study on the dynamical impact of perturbations in undirected networks. Section 5
is devoted to the proof of Theorem 2. The article concludes with a discussion in Section 6.
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Serhyi Yanchuk for useful discussions. TP and CP were partially supported by FAPESP Cemeai grant 2013/07375-
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2. NOTATIONS AND DEFINITIONS
2.1. Weighted Graphs and Laplacian Matrices. We consider networks of identical elements with diffusive interac-
tion. It will be useful to interpret the coupling structure of the network as a graph. We recall some basic facts on graph
theory.
Definition 1 (Weighted graphs). A weighted graph G is a set of nodes N together with a set of edges E ⊂ N × N
and a weight function w : E → R+. We say that the graph is unweighted when we have w(i, j) = 1 for all (i, j) in E .
Moreover
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(i) We say that the graph is undirected if (i, j) ∈ E ⇐⇒ (j, i) ∈ E and w(i, j) = w(j, i) for all (i, j) ∈ E .
Otherwise, the graph is directed and edges are assigned orientations. A directed graph is also called digraph.
(ii) G = (N , E , w) is a subgraph of G′ = (N ′, E ′, w′) if N ⊆ N ′, and E ⊆ E ′. In this case, we write G ⊆ G′.
(iii) The adjacency matrixW ∈ RN×N of the graph G is defined through
Wij =
{
w(i, j) if (i, j) ∈ E
0 else
To deal with synchronization of networks, we will focus on graphs exhibiting some sort of connectedness.
Definition 2 (Connectedness of graphs). An undirected graph G is connected if for any two nodes i and j, there exists
a path {i = i1, · · · , ip = j} of nodes (successively connected by edges of G) between node i and node j. For directed
graphs we have two notions of connectedness
(i) A digraph G is strongly connected if every node is reachable from every other node through a directed path.
(ii) The digraph is weakly connected if it is not strongly connected and the underlying graph which is obtained by
ignoring the links’ directions is connected. A maximal strongly connected subgraph of a weakly connected di-
graph is called strongly connected component, or strong component. The maximal set of links which connects
two strong components is called cutset.
(iii) A spanning diverging tree of a digraph is a weakly connected subgraph such that one node, the root node, has
no incoming edges and all other nodes have one incoming edge.
Let a weighted digraph be given by its adjacency matrixW and letDW be the diagonal matrix whose i-th entry is
given by the degree di =
∑N
j=1Wij of node i. The Laplacian ofW is then defined as
(3) LW = DW −W
As the Laplacian has zero row-sums, the vector 1 (all entries equal to 1) is an eigenvector associated with the eigenvalue
0. In virtue of the Gershgorin theorem [16], the remaining eigenvalues λi have nonnegative real parts. In what follows
we will always assume that the eigenvalues are ordered in the following way
(4) 0 = λ1 ≤ < (λ2) ≤ . . . ≤ < (λN ) .
This allows us to introduce a standard notation from algebraic graph theory. We call the second eigenvalue λ2 =
λ2(LW ) of LW the spectral gap. If the graph is undirected, we call the corresponding normalized eigenvector the
Fiedler vector [8].
2.2. Synchronizability of Networks: Assumptions. Although equations of the form (1) are heavily used in the
context of network synchronization, it was only very recently that a stability result has been established for the general
case of time-dependent solutions [28]. In order to guarantee for the stability of synchronous motion we make the
following assumptions:
A1 (Structural assumption) G has a spanning diverging tree.
B1 (Absorbing Set) The vector field f : R` → R` is continuous and there exists a bounded, positively invariant open
set U ⊂ R` such that f is continuously differentiable in U and there exists a % > 0 such that
(5) ‖df (x)‖ ≤ % ∀x ∈ U.
B2 (Smooth Coupling) The local coupling function H is smooth satisfying H(0) = 0 and the eigenvalues βj of
dH (0) are real.
B3 (Spectral Interplay) The eigenvalues βj of dH (0) and λi of L fulfil
(6) γ := <(λ2) min
1≤j≤`
βj > 0.
Let us shortly discuss these assumptions to see that they are somehow natural. A1 concerns the coupling topology of
the underlying (directed) graph. For undirected networks, it simply amounts to assuming that the underlying coupling
graph is connected. In the case of a weakly connected digraph consisting of several strong components it is equivalent
to the fact that there is at most one root-component: a strong component which does not have any incoming cutsets.
Algebraically, a consequence of this assumption for both, undirected and directed graphs, is that the zero eigenvalue
of the graph Laplacian is simple [1].
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Assumption B1 guarantees that the nodes’ dynamics admit an invariant compact set, for instance an equilibrium, a
periodic orbit or a chaotic orbit.
The second dynamical condition B2 guarantees that the synchronous state x1 (t) = x2 (t) = · · · = xN (t) is a
solution of the coupled equations for all values of the overall coupling strength α: when starting with identical initial
conditions the coupling term vanishes and all the nodes behave in the same manner.
For the last condition B3 remark that for undirected graphs the zero eigenvalue of the graph Laplacian is non-simple
iff the underlying graph is disconnected [7]. In this case the stability condition would be violated. Indeed, in order
to observe synchronization it is clear that one should consider networks which are connected in some sense. We
remark that the assumption that the βj are real is true for many applications. The general case of complex eigenvalues
βj can be tackled in a similar way, but the analysis becomes more technical without providing new insight into the
phenomena [28].
2.3. Critical Threshold for Synchronization. Under the previous assumptions it was shown in [28] that for Equa-
tion (1), there exists an αc = αc(G,f ,H) such that if the global coupling strength fulfils α > αc the network is
locally uniformly synchronized: the synchronization manifold attracts uniformly in an open neighborhood. More pre-
cisely, there exists a C = C (L, dH (0)) > 0 such that if the initial condition xi (t0) is in a neighborhood of the
synchronization manifold, then the solution x(t) of Equation (1) fulfils
‖xi (t)− xj (t)‖ ≤ Ce−(αγ−ρ)(t−t0) ‖xi (t0)− xj (t0)‖ ∀t ≥ t0.
Now, the key connection to the graph Laplacian is that the critical coupling αc can be factored as
(7) αc =
ρ
γ
where ρ = ρ(f , dH(0)) is a constant depending only on f and dH(0). So the constant γ which represents the
coupling structure (see Equation (6)) is directly related to the contraction rate towards the synchronous manifold. In
fact, the condition α > αc for stable synchronous motion now writes as
(8) α< (λ2) min
1≤j≤m
βj > ρ.
Condition (8) shows that the spectral gap λ2 plays a central role for synchronization properties of the network.
2.3.1. Measures of Synchronization. We can use the critical coupling αc in order to define a measure of synchroniz-
ability.
Definition 3. We say that the network (G1,f1,H1) is more synchronizable than (G2,f2,H2) if their critical couplings
satisfy
(9) αc(G1,f1,H1) < αc(G2,f2,H2).
Indeed, the range of coupling strengths which yield stable synchronization is larger for (G1,f1,H1). Fixing the
dynamics f and the coupling function H we can now measure whether structural changes in the graph will favour or
hinder synchronization. Assume we have a network (G,f ,H) and a perturbed network (G˜,f ,H) with corresponding
spectral gaps λ2 and λ˜2.
A direct consequence of the definition of synchronizability is that if <(λ2) < <(λ˜2), the perturbed network (G˜,f ,H)
is more synchronizable than (G,f ,H).
We also say that the modification favours synchronization. Otherwise, if <(λ2) > <(λ˜2) we say the structural
perturbation hinders synchronization. This enables us to reduce the stability problem to an algebraic problem, i.e. the
behaviour of the spectral gap under structural perturbations. We will use this approach throughout the whole article.
3. MAIN RESULTS
In this section we state our two main results: Theorem 1 deals with the undirected case, Theorem 2 with the
directed case. We emphasize that, given assumption A1, both theorems are structurally generic, a term which we
introduced in an earlier paper [32]. In order to explain the notion of structural genericity, consider the set of Laplacians
corresponding to networks with identical coupling topologies but potentially different weights. In this set, the subset
of Laplacians for which our results are valid is dense and its complement is of zero Lebesgue measure. In other words,
given any network topology satisfying A1, our results are valid up to a small perturbation of the weights of the existing
links of this network. This structural genericity is stronger than the classical one for which it is usually necessary to
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perturb drastically the structure of the original network itself. For more details on structural genericity see Theorem
3.1 for the undirected case and Theorem 6.6 for the directed case in [32].
3.1. Structural Perturbations in Undirected Networks. In this subsection we focus on rank-one perturbations
which correspond to the addition of a link in a directed way or in an undirected way. This extends naturally to
increasing the weight of an existing link. Observe that structurally more complex perturbations such as the addition or
deletion of two or several links can be treated in the same way since by Lemma 1, the results we obtain are linear in
the perturbation term. Let us first introduce the following matrix corresponding to the aforementioned perturbations.
Notation 1. We denote by Lkl (respectively Lk→l) the Laplacian matrix of the disconnected undirected (respectively
directed) graph with n nodes having only one link between node k and node l (respectively pointing from k to l):
(10) Lkl =

0
. . .
1 . . . −1
. . .
−1 . . . 1
. . .
0

,Lk→l =

0
. . .
1 . . . −1
. . .
. . .
. . .
0

where the entry −1 in the matrix Lk→l is in the l-th row and k-th column.
Now, as exposed in Subsection 2.3.1, for linear stability considerations it is sufficient to track the spectral gap of
the perturbed graph Laplacian.
Definition 4 (Motion of Eigenvalues). For an undirected graph Laplacian LW having a simple spectral gap
λ2 (LW ) 6= 0, we set
skl := lim
ε→0
1
ε
(λ2 (LW + εLkl)− λ2 (LW ))
sk→l := lim
ε→0
1
ε
(λ2 (LW + εLk→l)− λ2 (LW ))
for the change rates of the spectral gap maps under the small structural perturbations εLkl, εLk→l.
The maps ε 7→ λ2 (LW + εLkl) and ε 7→ λ2 (LW + εLk→l) are smooth functions because of the simplicity of
λ2(LW ) at ε = 0 (see Lemma 1 below, in which we provide an expression of the derivative of the spectral gap map at
ε = 0). This simplicity assumption is structurally generic, as shown in [32].
As we show in Section 4, adding undirected links to undirected networks will never hinder synchronization. The
same is valid for increasing weights in undirected networks. This is not valid any more for directed perturbations of
this type as our first main result shows.
Theorem 1. Let LW be the Laplacian of an undirected, connected and weighted graph G. Then, for a generic choice
of the nonzero weights of G we have:
(i) Improving synchronizability by a unique decomposition: There is a unique partition of G into two disjoint
connected subgraphs G1 and G2 such that for nodes k and l belonging to different subgraphs we have sk→l >
0.
(ii) Opposite effects on synchronizability: For nodes k, l belonging to the same subgraph, so either k, l ∈ G1 or
k, l ∈ G2 we have sk→lsl→k ≤ 0.
(iii) Cascade of destabilization: There are unique increasing sequences of connected subgraphs
G1 ⊂ G11 ⊂ G12 ⊂ . . . ⊂ G1r = G
G2 ⊂ G21 ⊂ G22 ⊂ . . . ⊂ G2m = G
with r+m ≤ N such that for j > i and for a node k in G1i ∩G2 and a node l in G1j \ G1i we have sl→k < 0.
This result builds on a theorem by M. Fiedler that we recall in Section 3.
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3.2. Structural Perturbations in Directed Networks. In this section we investigate the class of directed networks
satisfying assumption A1 and consisting of at least two strong components. Due to A1, these networks have one root-
component. Furthermore, we restrict ourselves to the study of the dynamical role of links between strong components,
i.e on cutsets. Here, perturbations can point either in direction of a cutset or in opposite direction of a cutset. For
simplicity of presentation we can assume that there are only two strong components. So the corresponding Laplacian
is of the form
(11) LW =
(
L1 0
−C L2 +DC
)
,
where L1 ∈ Rn×n and L2 ∈ Rm×m are the respective Laplacians of the strong components, C ∈ Rm×n is the
adjacency matrix of the cutset pointing from one strong component to the other andDC is a diagonal matrix with the
row sums ofC on its diagonal. The results presented in Theorem 2 below can be generalized in a straightforward way
to networks with more than two strong components. For instance, our results are still valid for graph Laplacians of the
form
LW =

L1 0 0 · · · 0
−C21 L2 +DC21 0 · · · 0
−C31 −C32 L3 +DC31 +DC32 0 · · · 0
...
. . . . . .
...
−C(p−1)1 . . . −C(p−1)(p−2) Lp−1 +
∑p−2
i=0 DC(p−1)i 0
−Cp1 . . . −Cp(p−1) Lp +
∑p−1
i=0 DCpi

.
representing a graph with p strong components connected by cutsets Cij .
We first remark that as a consequence of the block structure of LW given by Equation (11), its eigenvalues are
either eigenvalues of L1 or eigenvalues of L2 +Dc. A structural perturbation in direction of the cutset induced by a
nonnegative matrix ∆ ∈ Rm×n corresponds to the following modified Laplacian matrix
Lp (∆) =
(
L1 0
−C −∆ L2 +DC+∆
)
.
A structural perturbation in opposite direction of the cutset induced by a nonnegative matrix ∆ ∈ Rn×m corresponds
to the following modified Laplacian matrix
Lp (∆) =
(
L1 +D∆ −∆
−C L2 +DC
)
.
Remark 1. In the rest of the paper, to avoid cumbersome formulations, we will employ the formulation “a structural
perturbation ∆ in direction of the cutset" to refer to a structural perturbation in direction of the cutset induced by a
nonnegative matrix ∆ ∈ Rm×n". Similarly for structural perturbations in opposite direction of the cutset.
Notation. Given a Laplacian matrix LW of a directed graph with simple spectral gap λ2 (LW ) and a nonnegative
matrix ∆ we denote, similarly to the above notations, by
s (∆) := lim
ε→0
1
ε
(λ2 (Lp(ε∆))− λ2 (LW ))
the change rate of the spectral gap map under the small structural perturbations ε∆ in direction or in opposite
direction of the cutset.
Observe, as in Definition 4, that the spectral gap map ε 7→ λ2 (Lp(ε∆)) is regular because of the simplicity of
λ2 (LW ) [16]. In [32] we proved that having simple eigenvalues is a structurally generic property for graph Laplacians
of weakly connected digraphs that satisfy Assumption A1.
Notice that we can possibly have s (∆) ∈ C since the matrices involved in this notation are no more symmetric.
However, we will prove in Section 5 (Lemma 3) that in the case where λ2 (LW ) is an eigenvalue of L2 +DC , then
λ2 (LW ) is real positive and therefore s (∆) ∈ R. We can now state our second main result in the directed case:
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Theorem 2. Let a directed graph G consist of two strong components connected by a cutset with adjacency matrix C
and write the associated Laplacian as
LW =
(
L1 0
−C L2 +DC
)
.
Assume A1 is satisfied. Then, for a generic choice of the nonzero weights of LW we have the following assertions:
(i) Invariance of synchronizability: If the spectral gap λ2 of LW is an eigenvalue of L1, then the network’s
synchronizability is invariant under arbitrary structural perturbations ∆ in direction of the cutset.
(ii) Improving synchronizability by reinforcing the cutset: If λ2 is an eigenvalue ofL2+DC , then the network’s
synchronizability increases for arbitrary structural perturbations ∆ in direction of the cutset.
(iii) Non-optimality of master-slave configurations: Assume λ2 is an eigenvalue of L2 +DC . Then we have the
following statements:
(a) There exists a structural perturbation ∆ in opposite direction of the cutset such that s(∆) > 0.
(b) There exists a constant δ(L1) > 0 and at least one node 1 ≤ k0 ≤ n (in the driving component)
such that if we have 0 < λ2 < δ(L1), then s(∆) > 0 for any structural perturbation ∆ consisting of only
one link in opposite direction of the cutset and ending at node k0.
(c) If moreover L1 has zero column-sums, then there exists a constant δ(L1) > 0 such that if 0 < λ2 <
δ(L1) we have s(∆) > 0 for any structural perturbation ∆ in opposite direction of the cutset.
(iv) Hindering synchronizability by breaking the master-slave configuration: There exists a cutset C for which
λ2 is an eigenvalue of L2 +DC and a perturbation ∆ in opposite direction of C such that: if L1 admits a
positive eigenvalue sufficiently small then we have s(∆) ≤ 0.
Let us make a few remarks. In the proof of items (i) and (ii) we repeatedly apply a perturbation result in order to
handle non-small perturbations. This is not possible in items (iii)(a) – (c) and item (iv) because every perturbation
in opposite direction of the cutset makes the graph strongly connected and thus qualitatively changes the network’s
structure. In item (iii) a), the perturbation can be realised by turning an arbitrary node in the slave component into a hub
having directed connections to all the nodes in the master component. As we have shown numerically in the example
in Figure 2 and also in [24], not all perturbations in opposite direction of the cutset are increasing the synchronizability
when L1 does not have zero column-sums. This is stated in item (iv): an example where the situation described in this
item occurs is when the master component is an undirected sub-network, i.e when L1 is symmetric, in which case all
the eigenvalues are nonnegative.
In items (ii)-(iv) we assume that the spectral gap is an eigenvalue of L2 +DC . This happens for instance when the
entries in the cutsetC are very small (see Lemma 3). Topologically, this means that the master component is very well
connected in comparison to the intensity and/or density of the driving force. It is worth remarking that the connection
density of the second component does not play a role in this scenario. The rest of the paper is devoted to the proofs of
our two main results and of other results completing our study.
4. SYNCHRONIZABILITY IN UNDIRECTED NETWORKS
In this section we investigate weighted undirected networks and their behaviour under both, undirected and directed
structural perturbations: our first main result (Theorem 1) is proved here. The advantage of undirected networks is
that tools from algebraic graph theory allow us to relate the coupling structure to algebraic properties of the associated
graph Laplacian. We first look at the simpler case of undirected structural perturbations before proceeding to directed
perturbations, i.e. the proof of Theorem 1.
4.1. Undirected Structural Perturbations of Undirected Networks. The following result was first established by
M. Fiedler [11] for unweighted graphs. Here, we present a straightforward generalization to weighted graphs.
Proposition 1. Let G′ be a graph and G ⊆ G′ a subgraph with corresponding Laplacians LW and LW ′ respectively.
Then we have
(12) λ2 (LW ) ≤ λ2 (LW ′) .
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Proof. Using the Courant-Fischer theorem [16] we have
λ2(LW ′) = min
v∈1⊥
[vTLW v + v
T (LW ′ −LW )v]
≥ min
v∈1⊥
[vTLW v] + min
v∈1⊥
[vT (LW ′ −LW )v]
≥ min
v∈1⊥
[vTLW v]
= λ2(LW ).

Hence, increasing weights or adding links in an undirected network will never decrease the synchronizability.
Perturbations which leave the spectral gap invariant can and do exist though. However, identifying graphs G 6= G′
with corresponding Laplacians LW and LW ′ respectively for which λ2(LW ) = λ2(LW ′) is a highly nontrivial
problem. Fortunately, using perturbation theory of eigenvalues (Lemma 1) we can identify structural perturbations
which leave the spectral gap unchanged up to first order. This approach will also enable us to investigate the effect of
directed perturbations of undirected networks in the proof of Theorem 1.
4.2. Proof of Theorem 1. The following standard result from matrix theory is the technical starting point for the rest
of this article [16]. It allows us to determine the dynamical effect of structural perturbations up to first order in the
strength of the perturbation.
Lemma 1 (Spectral Perturbation [16]). Let λ be a simple eigenvalue of L ∈ RN×N with corresponding left and
right eigenvectors u,v and let L˜ ∈ RN×N . Then, for ε small enough there exists a smooth family λ (ε) of simple
eigenvalues of L+ εL˜ with λ (0) = λ and
(13) λ′ (0) =
uT L˜v
uTv
.
So far we have only considered undirected perturbations. If we allow for directed perturbations the motion of the
spectral gap over the real line is not constrained to one direction any more. Even for undirected networks, so far there
is no general classification of directed perturbations according to their impact on the spectral gap. However, using
results about the structure of undirected networks we can identify classes of directed perturbations which preserve the
property that the slope of the spectral gap is nonnegative. The following result is due to M. Fiedler [12].
Theorem 3. [Fiedler, 1975] Let G be a connected weighted graph with Fiedler vector v. For r ≥ 0 definte M(r) =
{i|vi + r ≥ 0}. Then the following holds
(i) The subgraph Gr ⊆ G induced by the set of nodes M(r) is connected.
(ii) If the Fiedler vector v fulfils vi 6= 0 for all 1 ≤ i ≤ n, the set of edges {i, j} such that vivj < 0 defines a cut
C ⊂ E and the resulting two components are connected.
This result enables us to prove Theorem 1.
Proof of Theorem 1. We first mention that by the genericity assumption in the Theorem we have that λ2(LW ) is
simple and the Fiedler vector v has nonzero entries (see Theorems 3.1 and 3.2 in [32]). As a consequence, we can
apply Theorem 3.
ad (i). The first assertion is a consequence of Theorem 3 (ii). Indeed, let N be the set of nodes of G. Choosing
the subgraph G1 induced by the nodes M(0) = {i ∈ N|vi ≥ 0} and G2 as its complement yields two connected
subgraphs. Now, by Lemma 1 we have sk→l = v2l − vlvk > 0 as vk and vl have opposite signs. Now assume there
is another decomposition of the nodes I1 ⊂ N and I2 ⊂ N such that sk→l > 0 for all k ∈ I1 and l ∈ I2. Then,
necessarily there must be two nodes i ∈ I1, j ∈ I2 such that vi and vj have the same sign. Otherwise, it would be the
same decomposition as before. But then either si→j < 0 or sj→i < 0 or si→j = sj→i = 0 which is a contradiction.
ad (ii). Assume without restriction that k, l ∈ G1 and vl ≥ vk. Then we have sk→l = vl(vl−vk) ≥ 0. For the opposite
link we obtain equivalently sl→k = vk(vk − vl) ≤ 0 as all the involved vi are positive.
ad (iii) Consider again the (connected) subgraphs G1 and G2 induced by M(0) as in (i). Assume without restriction
that the vi > 0 are numbered by i = 1, . . . , n1 and form a decreasing sequence as well as the vi < 0 are numbered by
i = n1 + 1, . . . , n and form a decreasing sequence. Now, set ε = 12 min{|vi − vj ||i, j ≥ n1 + 1, vi 6= vj} and define
the positive numbers di = −(vn1+i − ε) for 1 ≤ i ≤ n − n1. Then, by Theorem 3 we have that the subgraphs G1i
induced by M(di) form an increasing sequence of connected graphs. Let now j > i. For a node k in G1i ∩ G2 and a
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node l in G1j \G1i we have vk > vl by construction. So using Lemma 1 again yields sl→k = vk(vk−vl) < 0 as all the
involved vi are negative. The second decomposition starting from the subgraph G2 induced by the nodes {i|vi ≤ 0} is
obtained considering the Fiedler vector −v. 
Example 1. In order to illustrate Theorem 1 consider again the graph from Figure 1 and let v be its Fiedler vector,
i.e. the normalized eigenvector associated to the spectral gap. Then, the cut from item (i) is obtained by dividing
nodes according to the sign of the corresponding entry in v. In Figure 1 it corresponds to red and blue nodes. For
the complete picture it remains to determine what exactly is the effect of perturbing among nodes of the same type
of color beyond item (ii). This is done by comparing the corresponding entries in v, color coded in Figure 3. Then,
item (iii) states that increasing weights or adding weak connections from dark red to light red nodes decreases the
synchronizability, while adding an opposite link increases the synchronizability. The same is valid for the blue nodes.
1
2
3
4
5
6
7
FIGURE 3. Illustration of Theorem 1. The subgraphs G1 and G2 are given by
the nodes {1, 2, 3} and {4, 5, 6, 7} respectively The Fiedler vector is given by v =
(0.57, 0.5, 0.09,−0.06,−0.38,−0.34,−0.38) and the nodes are color coded with shades of red
(vi > 0) and blue (vi < 0).
4.3. Perturbations Leaving Invariant the Spectral Gap at First Order. In this section we characterize perturba-
tions which have no impact on the first order term of the spectral gap.
Lemma 2. Let G be a connected weighted graph with Fiedler vector v. Then:
(i) vk = vl ⇐⇒ skl = 0.
(ii) vk = vl ⇒ sk→l = sl→k = 0.
Proof. Applying Lemma 1 together with Equation (10) we obtain for an undirected perturbation skl = (vk − vl)2 and
hence the desired equivalence. For a directed perturbation we have similarly sk→l = vl(vl − vk). 
In some cases we can relate the algebraic property of having two identical entries in the Fiedler vector to the
topology of the underlying graph.
Proposition 2. Let G be a connected weighted graph with adjacency matrix W . Assume that the nodes k and l have
the same set of adjacent nodes, i.e. Wki = Wli for all 1 ≤ i ≤ N . Furthermore, assume that we have dk > dmin
where dmin is the minimal degree in G. Then we have skl = sk→l = sl→k = 0.
Proof. By the previous Lemma we only have to show that the Fiedler vector v fulfils vk = vl. Now, v is given as a
solution of the equation LW v = λ2v. The k-th equation of this system writes as λ2vk = dkvk −
∑
i 6=kWkivi. By
assumption we have dk = dl =: d. Subtracting the k-th and the l-th component of the eigenvector equation we obtain
λ2(vk − vl) = dkvk − dlvl −
∑
i 6=k
Wkivi −
∑
i 6=l
Wlivi

⇐⇒ λ2(vk − vl) = d(vk − vl)− (Wklvl −Wlkvk)
⇐⇒ 0 = (d− λ2 +Wkl)(vk − vl).
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Furthermore
d− λ2 +Wkl ≥ d− N
N − 1dmin +Wkl
≥ dmin + 1− N
N − 1dmin +Wkl
= 1− 1
N − 1dmin +Wkl
> Wkl ≥ 0,
where the before last inequality holds as we have dmin < d ≤ N − 1. Hence, we must have vk = vl. 
Remark 2. (i) As an example consider the graph in Figure 3. Here, adding a weak link between nodes 5 and 7 leaves
the spectral gap invariant up to first order, i.e. s57 = s7→5 = s5→7 = 0.
(ii) To see that the condition dk > dmin is necessary, consider the weighted graph on 5 nodes given by the following
adjacency matrix
W =

0 1 2 0 1
1 0 0 1 0
2 0 0 1.5 0
0 1 1.5 0 1
1 0 0 1 0
 .
Nodes 2 and 5 have the same set of connections. However, the spectral gap λ2 = 2 is simple and the Fiedler
vector is given by v = (0,−1, 0, 0, 1)T . So v2 6= v5 although both nodes have the same connections. And indeed,
d2 = d5 = 2 = dmin.
(iii) The proof of Proposition 2 shows that when two nodes share the same connections, the corresponding entries of
the Fiedler vector are equal. However, the opposite is in general not true. Consider the graph on 5 nodes given by the
adjacency matrix
W =

0 1 0 0 0
1 0 1 1 1
0 1 0 0 1
0 1 0 0 1
0 1 1 1 0
 .
The spectral gap λ2 = 1 is simple and the Fiedler vector is given by v = (−3, 0, 1, 1, 1)T . Hence, node 4 and node 5
have the same entry in the Fiedler vector although they don’t have the same connections.
5. SYNCHRONIZABILITY IN DIRECTED NETWORKS: PROOF OF THEOREM 2
To prove Theorem 2 our aim is again to apply Lemma 1 in order to track the motion of the real part of the spectral
gap. In order to do so we first investigate the structure of the eigenvectors of LW in the following two auxilliary
lemmata. First observe that the matrix L2 +DC is nonnegative diagonally dominant [5,16]. This property enables us
to find a Perron-Frobenius like result.
Lemma 3. Let LW be as in Theorem 2. Then, L2 + DC has a minimal simple, real and positive eigenvalue with
corresponding positive left and right eigenvectors.
Proof. Let s := maxi
{
DC (i) +
∑
j 6=iWij
}
> 0, thenN = sI − (L2 +DC) is a nonnegative matrix by definition
of s. Furthermore it is irreducible as we assumed that the component associated to L2 is strongly connected. Then,
by the Perron-Frobenius theorem [5],N has a maximal, simple and real eigenvalue Λ with corresponding positive left
and right eigenvectors ω and η. That is
Nη = Λη
yielding
(L2 +DC)η = (s− Λ)η.
As Λ is the maximal eigenvalue and all the eigenvalues of L2 +DC are obtained by eigenvalues µ of N through
s − µ, we must have that s − Λ is the minimal real eigenvalue of L2 + DC . Furthermore, the eigenvectors are
the same, so the left and right eigenvectors of L2 + DC corresponding to s − Λ are positive. As a consequence of
the Gershgorin Theorem together with the strong connectivity of the second component, we have that L2 + DC is
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invertible (Corollary 6.2.9 in [16]). Hence, s − Λ 6= 0. Furthermore, by the Gershgorin Theorem again, we have
s− Λ ≥ 0 and hence s− Λ > 0. 
This Lemma shows that the spectral gap and the corresponding eigenvectors are real in this case. So when changing
the coupling structure, the motion of λ2 will be along the real axis by Lemma 1. Next, we investigate the structure of
the eigenvectors of LW .
Lemma 4. Let LW be as in Theorem 2 and let the spectral gap λ2 of LW be an eigenvalue of L2 +DC . Then, the
eigenvalue is simple and the corresponding left and right eigenvectors of LW have the form
(14)
(
wC (L1 − λ2I)−1 ,w
)
, (0,y)
where w and y are left and right eigenvectors of L2 +DC .
Proof. Let (v,w) and (x,y) be left and right eigenvectors of LW corresponding to λ2. For the left eigenvector we
have
0 = (v,w)LW − λ2 (v,w)
= (v (L1 − λ2I)−wC,w (L2 +DC)− λ2w) .
The second component of this equation yields that w is a left eigenvector of (L2 +DC). As λ2 is simple by Lemma
3, it is not an eigenvalue of L1, so the first component yields
(15) v = wC (L1 − λ2I)−1 .
The equation for the right eigenvector is
0 = LW
(
x
y
)
− λ2
(
x
y
)
=
(
(L1 − λ2I)x
−Cx+ (L2 +DC)y − λ2y
)
.
AsL1−λ2I is regular we havex = 0. The second component then yields that y is a right eigenvector ofL2+DC . 
Proof of Theorem 2. We will use throughout the proof that the smallest eigenvalue of L2 + DC is simple, real and
positive by Lemma 3.
Ad (i). Let the nonnegative matrix ε∆ be a small perturbation of the cutset, so the corresponding Laplacian writes
Lp (ε∆) =
(
L1 0
−C − ε∆ L2 +DC + εD∆
)
.
By assumption λ2 is an eigenvalue of L1. As the smallest eigenvalue of L2 +DC is simple we can apply Lemma 1
and obtain the following formula for the perturbed smallest eigenvalue µ1(ε) of L2 +DC + εD∆
(16) µ′1(0) =
wTD∆y
wTy
> 0.
The positivity holds true because by Lemma 3 left and right eigenvectors wT ,y of L2 + DC are positive and at
least one entry of D∆ is positive. So we have <(λ2) < µ1(0) < µ1(ε), i.e. the spectral gap of the whole network is
still given by λ2. Now, the perturbed matrix L2 +DC + εD∆ is of the same form as L2 +DC . Hence, the above
reasoning can be applied repeatedly in order to obtain the desired result.
Ad (ii). Let again ε∆ be a small perturbation in direction of the cutset and let us write the perturbed Lapla-
cian Lp (ε∆) as
Lp (ε∆) = LW + ε
(
0 0
−∆ D∆
)
.
Using Lemma 1 we have for the spectral gap of the perturbed system
(17) s(∆) =
wT (D∆y −∆x)
(vT ,wT )
(
x
y
)
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where (v,w) and (x,y) are the eigenvectors of LW . Now, from Lemma 4 we have x = 0 and so we obtain
(18) s(∆) =
wTD∆y
wTy
.
By assumption ∆ and therefore D∆ is nonnegative. Furthermore, Lemma 3 shows that w and y are positive, so
s(∆) is positive. By the same reasoning as in (i) we can perform such small perturbations repeatedly in order to
obtain the result for any structural perturbation in direction of the cutset with arbitrarily large entries.
Ad (iii)(a). For a small perturbation ε∆ in opposite direction of the cutset the perturbed Laplacian writes as
(19) Lp (ε∆) =
(
L1 +Dε∆ −ε∆
−C L2 +DC
)
.
Using Lemma 1 and 4 yields
(20) s(∆) = −w
TM(∆)y
wTy
,
where w and y are left and right eigenvectors of L2 +DC and
(21) M(∆) = C(L1 − λ2I)−1∆.
Now, assume we can find a ∆ such that ∆y = 1. Then we would have
M(∆)y = C(L1 − λ2I)−11
= − 1
λ2
C1.
Now, by Lemma 3 the eigenvectorsw and y are postitive andC is nonnegative with at least one positive entry. Hence
s(∆) =
1
λ2
wTC1
wTy
> 0.
So it remains to show that there exists a ∆ such that ∆y = 1. By Lemma 3, y is a positive vector, so for any fixed
1 ≤ k ≤ m we can choose ∆ik = 1yk for 1 ≤ i ≤ N and zero elsewhere to obtain ∆y = 1.
Ad (iii)(b). Here we first use a result proved in [32] on the structure of Laplacian spectra in the case of strongly
connected digraphs. Such graphs admit a spanning diverging tree and therefore, by Theorem 6.6 in [32], we have
that for a generic choice of the nonzero weights of L1, the spectrum of this matrix is simple. Under this genericity
assumption, we can thus suppose that L1 is diagonalizable.
Then let’s consider a vector ∆y (with nonnegative entries) decomposed in the basis of eigenvectors
(1,X2, · · · ,XN ) of L1:
∆y = β11 +
N∑
k=2
βkXk,(22)
with the numbers βi being possibly in C. Such a decomposition gives the relation:
− (L1 − λ2I)−1 ∆y = β1
λ2
1−
N∑
k=2
βk
αk − λ2Xk,(23)
where the numbers αk denote the eigenvalues of L1 sorted by increasing order with respect to their real part, (so that
α1 = 0). Notice the fraction in this expression is well defined, since by assumption we have < (αk) > λ2 for any
k ≥ 2.
Let’s consider ∆y = ek, where ek denotes the k-th vector of the canonical basis of RN . We first remark that the
corresponding values β1 (ek) in the decomposition (22) satisfy the following relation
1 = 1 · 1 =
N∑
k=1
β1 (ek) 1 +
N∑
k=1
N∑
j=2
βj(ek)Xj
which directly gives us the relation
∑N
k=1 β1 (ek) = 1.
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So at least one of these values, say β1 (ek0), must be positive. Consequently, for any nonnegative matrix ∆ with
∆y = ek0 and λ2 small enough we get that the right hand side in Equation (23) is positive and hence, s(∆) from
Equation (20) must be positive. In other words, since the terms in the sum in Equation (23) depend only on L1 and
ek0 = ∆y, there exists a constant δ(L1, ek0) such that if 0 < λ2 < δ(L1, ek0) then s(∆) > 0. To conclude it suffices
to consider the set A of integers 1 ≤ k ≤ N such that β1 (ek) > 0 and to set
δ(L1) = min
k∈A
δ(L1, ek).
SinceA contains k0 it is nonempty and thus δ(L1) exists and is positive. Now consider the structural perturbations
∆ with one link in opposite direction of the cutset for which exist an integer k in A such that ∆y = ek, i.e the
structural perturbations with only one link in opposite direction of the cutset ending at a node k belonging to A:
such structural perturbations exist (since the vector y is positive), and for any such ∆ we have s(∆) > 0 provided
0 < λ2 < δ(L1).
Ad (iii)(c). As in (b) assume again that L1 is diagonalizable. If moreover it is zero-column sum, then the basis of
eigenvectors (1,X2, · · · ,Xn) of L1 satisfies
∀k ≥ 2,
n∑
i=1
Xk(i) = 0.
Indeed, this can be directly seen by mutltiplying each eigenvector equation L1Xk = αkXk by the vector (1, · · · , 1)
to the left.
As a result we must have β1 (ek) = 1n for any 1 ≤ k ≤ n. Now consider any nonnegative matrix ∆: if yi denotes the
i-th entry of y in its decomposition in the canonical basis (e1, · · · , en), we have
− (L1 − λ2I)−1 ∆y =
n∑
i=1
yi
[
β1(ei)
λ2
1−
n∑
k=2
βk(ei)
αk − λ2Xk
]
=
n∑
i=1
yi
[
1
nλ2
1−
n∑
k=2
βk(ei)
αk − λ2Xk
]
.
Since all the entries yi are positive by Lemma 3, thus to get s(∆) > 0 it suffices that all the terms in brackets are
positive vectors. So it suffices that λ2 is small enough compared to 1n and compared to the sums
∑n
k=2
βk(ei)
αk−λ2Xk.
Since the family (βk(ei))2≤k≤n
1≤i≤n
is finite, we get again (as in Ad (iii)(b)) the existence of a constant δ(L1) > 0 such
that, if 0 < λ2 < δ(L1) then for any structural perturbation ∆ in opposite direction of the cutset, we have s(∆) > 0.
Ad (iv). As in (b) and (c) we can suppose L1 is diagonalizable. Since the entries of the cutset C are nonnegative,
in virtue of Eq. (20) it suffices to show that there is a ∆ such that some entry of (L1 − λ2I)−1∆y is positive.
Assume L1 admits a positive eigenvalue αk: then any eigenvector of L1 associated to αk is real. Let’s choose one
such eigenvectorXk: if one entry ofXk is negative, we define
(24) G− = {1 ≤ i ≤ n : Xk(i) < 0} and G+ = {1 ≤ i ≤ n : Xk(i) > 0}
and consider
βm = max{−Xk(i), i ∈ G−} and βM = max{Xk(i) , i ∈ {1, . . . , N}},
if the set G− is empty (resp. G+) we set βm = 0 (resp. βM = 0). Moreover, we consider ∆y = βm1 +Xk. In this
way ∆y is nonnegative and there is a ∆ that solves this equation. Thus
(L1 − λ2I)−1∆y = 1
λ2
[
−βm1 + 1αk
λ2
− 1Xk
]
.
Assume that βM is attained in the ith entry, so we obtain that if
0 < αk <
(
βM
βm
+ 1
)
λ2,
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then (L1 − λ2I)−1∆y(i) > 0. Therefore, for a cutset C connecting to this entry, we have s(∆) ≤ 0, as desired.
If all entries ofXk are nonnegative, then ∆y = Xk. This yields
(L1 − λ2I)−1∆y =
[
1
αk − λ2Xk
]
,
and any αk > λ2 suffices from which we get this time that for any choice of the cutset C we have s(∆) < 0. 
In Item (iv) of this theorem, the choice of the cutsetC for which we hinder synchronization is not that sharp: indeed
suppose only one entry inXk is negative. Then, we can apply the same reasoning to the vector −Xk, for which n− 1
entries will be non negative. In this case the suitable cutsets C will be more numerous.
Illustration of Item (iv) (Hinderance of Synchronization). Consider the directed network in Figure 2 (without the
addition of links). Assume that all connections in the master network have strength 1/2 < w < 1 and the connections
in the slave network have strength 1. Then the spectrum of the network can be decomposed as
σ(LW ) = {0, 2w, 3w} ∪ {1, 3}.
So the spectral gap λ2 = 1 belongs to σ(L2 +DC). With the notation from the proof above we have α2 = 2w and
the corresponding eigenvector of L1 is given by X2 = (−1, 1,−1). Also, the right eigenvector corresponding to λ2
of L2 +DC is y = (1, 1). Hence, considering
∆y = βm1 +X2 = (0, 2, 0)
this equation can be solved by introducing a single link from any node of the slave component to any node of the master
component. However, in view of the cutset C that starts from node 2 of the master component, only connections to
node 2 can give a contribution to s(∆). Hence, we can choose
∆ =
 0 02 0
0 0

that is, a single link from node 4 to node 2 as in the Figure 2 will cause hinderance of synchronization since s(∆) < 0.
More generally, the eigenvectorXk provides a spectral decomposition
G− = {1 ≤ i ≤ n : Xk(i) < 0} and G+ = {1 ≤ i ≤ n : Xk(i) > 0}.
When the cutset is from only the nodes of a single component G− or G+ then it might be possible to hinder synchro-
nization. This suggests that to improve synchrony it is best to drive the slave by mixing multiple inputs from G− and
G+.
6. DISCUSSION
In this paper we have investigated the effect of structural perturbations on the transverse stability of the synchronous
manifold in diffusively coupled networks. Establishing a connection between topological properties of a network and
its synchronizability has been a challenge for the last few decades. So far, most of the existing literature focuses on
establishing correlations supported by numerical simulations. Here, we present a first step in proving rigorous results
for both, undirected and directed networks.
The first part on undirected networks is based on tools from algebraic graph theory, namely properties of the
Fiedler vector. An interesting question which we could not answer here is whether we can find the link which, among
all possible links, increases the spectral gap the most. In the light of our analysis this would correspond to nodes k, l
maximizing vk − vl. It was a long standing hypothesis that this maximum is reached for the two nodes which are
connected by the longest path among all shortest paths in the graph. While this hypothesis was recently proven to be
wrong with a tree graph as a counter-example [10] , we believe that the construction of the subgraphs G1j in Theorem
1 iii) might shed light into a weaker formulation of this hypothesis.
For directed networks we have investigated the behaviour of a network when its cutset is perturbed. There is
only scenario we did not investigate here: When the spectral gap is an eigenvalue of L1, determining the effect of
a perturbation in opposite direction of the cutset cannot be solved in the framework presented above. It is of course
possible to write down a similar term as in Equation (21). However, in this case it involves left and right eigenvectors of
L1. One would thus need to investigate eigenvectors of Laplacians of strongly connected digraphs, and more precisely
the signs of their entries. To our knowledge there have been no attempts to do so, yet.
Even more involved is the question whether there exists a classification of links according to their dynamical impact
in strongly connected networks. To our knowledge, no results have been obtained for the general case so far either.
16
This is also due to the fact, that there are few attempts to extend the approaches on undirected graphs due to M.
Fiedler (see [11]) to directed graphs. As shown here, related results would essentially improve our understanding of
the dynamical impact of a link in directed networks.
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