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Abstract
Using soft-graviton theorems a well-known zero-frequency limit (ZFL) for the gravi-
tational radiation flux dEGW /dω is re-derived and extended to order O(ω) and O(ω2) for
arbitrary massless multi-particle collisions. The (angle-integrated, unpolarized) O(ω) cor-
rection to the flux turns out to be absent in the case of two-particle elastic collisions. The
O(ω2) correction is instead non-vanishing and takes a simple general expression which is
then applied to bremsstrahlung from two-particle elastic collisions. For a tree-level pro-
cess the outcome is finite and consistent with expectations. Instead, if the tree-level form
of the soft theorems is used at sub-sub-leading order even when the elastic amplitude
needs an all-loop (eikonal) resummation, an unphysical infrared singularity occurs. Its
origin can be traced to the infinite Coulomb phase of gravitational scattering in four di-
mensions. We briefly discuss how to get rid, in principle, of the unwanted divergences and
indicate –without carrying out– a possible procedure to find the proper correction to the
naive soft theorems. Nevertheless, if a simple recipe recently proposed for handling these
divergences is adopted, we find surprisingly good agreement with results obtained inde-
pendently via the eikonal approach to transplanckian-energy scattering at large (small)
impact parameter (deflection angle), where such Coulomb divergences explicitly cancel
out.
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1 Introduction
A well known result in gravitational bremsstrahlung is a general formula [1] for the
(finite) zero-frequency limit (ZFL) of the spectrum of gravitational waves dEGW/dω
emitted in a generic process as ω → 0. Such a formula can be derived either by classical
considerations or by using the leading-order soft-graviton theorems going back to the
classic paper of Weinberg’s [2] and others before [3, 4] and after [5, 6, 7, 8] him.
Interest in soft theorems has been revived in recent years with much work [9, 10,
11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 23, 24, 25, 26] related the sub and sub-sub-
leading corrections to the leading soft term, to their (lack of) universality and to their
connection [27, 28, 29, 30, 31, 32] to the Bondi-Metzner-Van der Burg-Sachs (BMS)[33]
group of isometries of asymptotically-flat space-times.
At the same time, new techniques have been developed to compute graviton ampli-
tudes through their connection to gauge theory amplitudes [34, 35]. While the main
thrust in those papers has been towards understanding the ultraviolet structure of
quantum gravity or supergravity some attention has also been devoted to the infrared
(IR) divergences and their cancellation in sufficiently inclusive quantities.
Although at the time of Weinberg’s paper these problems looked highly academic,
the recent direct observations of GW from BH and NS mergers [36] can make the issue
of gravitational radiation in highly energetic collisions relevant even outside the merger
regimes (see e.g Ref. [37]).
An obvious question to ask is whether the new developments in soft theorems can
be used to extend the predictions about dEGW/dω away from the ZFL. This program
has been recently undertaken by Laddha and Sen [38] with very encouraging results.
Because of the IR problems with gravity in D = 4 most of the work in [38] has
focussed on D > 4 but, very recently an extension to the physically relevant case has
been attempted by Sahoo and Sen [39].
In an unrelated development the problem of high-energy gravitational scattering has
been studied, particularly since the late eighties. In that case the original motivations
were somewhat different: studying gravitational scattering at transplanckian energies
[40, 41, 42, 43] (see also [44, 45, 46]) can shed light on the information puzzle in regimes
in which, at least classically, a black hole should form [47, 48, 49, 50] and then seen
evaporate via the Hawking process [51]. Another motivation, in the context of string
theory, was to study new effects due to the finite size of strings such as tidal excitations
[40, 43, 52] or possible short-distance modifications of gravity [53, 54].
That program is still ongoing: in spite some definite progress (see e.g. [55, 56, 57]
and references therein) constructing a unitary S-matrix in the black hole formation
regime, whereby the impact parameter b is smaller than the Schwarzschild radius RS =
2G
√
s at the given CM energy ECM =
√
s, has resisted so far all attempts. For
this reason the attention shifted, at least momentarily, to the study of gravitational
bremsstrahlung, an unavoidable phenomenon that should already occur well before
the collapse regime is attained. Indeed, in the ultra-relativistic regime, gravitational
radiation occurs already at next to leading order in the expansion of the eikonal phase
δ(s, b) in Einstein’s deflection angle θE = 2RS/b. This is why the bremsstrahlung
problem was first addressed at leading (i.e. θ2E) order.
Two very distinct methods have been followed: a classical one [58], using Huygens
principle in the Fraunhofer approximation and a second one [59] (see also [60], [61])
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following the semiclassical approximations implicit in the Amati-Ciafaloni-Veneziano
(ACV) approach. Amazingly, the two approaches gave the same result for dEGW/dω
as long as ~ω  √s. The features of the spectrum are quite interesting: they are
consistent with the ZFL for ω < 1/b, deviate only logarithmically from the ZFL con-
stant for 1/b < ω < 1/RS, and finally drop above the “Hawking frequency” 1/RS.
This intriguing inverse proportionality between the initial transplanckian energy
√
s
and the characteristic energy of the final gravitons ~/Rs is also the leitmotif of other
studies [62, 63] 4.
The basic motivation of this work is to build a bridge between the soft theorem (valid
at sufficiently small ω but for arbitrary kinematics) and the results of [58, 59, 60, 64]
(valid at small-deflection angle but presumably in a wider frequency range) and check
their mutual consistency in the overlap of the two regimes where both of them can be
trusted.
To this end we will extend the calculation of the ZFL to the next two sub-leading
terms by taking advantage of the known sub-leading corrections to the soft graviton
theorems. Since in this paper we consider directly the physical case of 4-dimensional
spacetime, we will have to face some infrared problems that would be absent in higher
dimensions. Let us start therefore by outlining the assumptions of our approach and
their possible limitations.
Consider a generic process i → f in which we have excluded both real and virtual
soft-graviton processes/corrections5. Let us denote by S(0)fi the bare (uncorrected) S-
matrix for the process:
S(0)fi = 〈f |S(0)|i〉 . (1.1)
We will assume that, to the desired order in the low-energy expansion, the inclu-
sion of virtual and real soft-gravitons dresses the bare S-matrix with a coherent-state
operator
S(0) → S = exp
(∫
d3q√
2ω
(λ∗qa
†
q − λqaq)
)
S(0) (1.2)
≡ exp
(
−1
2
∫ Λ
λ
d3q
2ω
|λq|2
)
exp
(∫ Λ
λ
d3q√
2ω
λ∗qa
†
q
)
exp
(
−
∫ Λ
λ
d3q√
2ω
λqaq
)
S(0) .
In the last term of (1.2), which specifies the definition of the coherent state, aq, a
†
q are
destruction and creation operators for a (soft) graviton of momentum q and maximal
energy Λ. Λ E (with E the characteristic energy-scale of the process) defines what
one means by “soft”, λ is an infrared cutoff, and λq is a process-dependent “function”
of q to be discussed below.
If the initial state contains no soft gravitons the cross section for emitting any
number of soft-gravitons (sgr) with a maximal total energy ∆E (basically identified
with the energy resolution of the detector) will exhibit the well-known cancellation of
4There is still an issue about the high-frequency limit of the spectrum not being sufficiently suppressed.
This appears to be related to some of the approximations breaking down at high frequency: they are of no
concern for the present low-frequency investigation.
5For the sake of simplicity we consider the case of Standard Model singlet particles so that we do not have
to worry about soft gauge bosons.
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virtual and real soft divergences in the form:∑
sgr(∆E)
|〈f ; sgr|S|i〉|2 ∼ |〈f |S(0)|i〉|2 exp
(
−
∫ E
∆E
d3q
2ω
|λq|2
)
(1.3)
with a characteristic dependence on ∆E. We have assumed that ∆E is negligible w.r.t.
the total energy E of the process (otherwise there are correction terms, see [2]).
Let us now consider the expectation value of the energy carried by the soft-gravitons
in the process at hand. It will be given by the expectation value (in the appropriate
coherent state) of the gravitational-energy operator
∫
d3q~ωa†qaq:
〈0|〈i|S†|f〉
∫
d3q~ωa†qaq〈f |S|i〉|0〉 = exp
(
−
∫ Λ
λ
d3q
2ω
|λq|2
)
× 〈0| exp
(∫ Λ
λ
d3q√
2ω
λqaq
)∫
d3q~ωa†qaq exp
(∫ Λ
λ
d3q√
2ω
λ∗qa
†
q
)
|0〉|〈f |S(0)|i〉|2
=
∫ Λ
λ
d3q
2ω
~ω|λq|2
∑
sgr(Λ)
|〈f ; sgr|S|i〉|2 (1.4)
where ω ≡ |q|, the vacuum states refer to the soft-graviton Fock space, and we have
used a well-known property of coherent states.
Equation (1.4) is the basic equation to be exploited in order to find the connection
between soft-graviton theorems and the spectrum of gravitational radiation from a
given process. Indeed, factoring out the probability for i→ f + soft gr., it follows from
(1.4) that:
dEGW (i→ f)
d3q
=
~
2
|λ(i→f)q |2 (1.5)
where we have emphasized that λq depends on the process i→ f under consideration.6
Expanding λq in power of q will give the corresponding expansion of the GW spec-
trum. The leading term in |λ(i→f)q |2 goes like ω−2 which, given the phase space volume
d3q, leads to a constant dEGW/dω, the above mentioned ZFL. Naively, the two next-
to-leading corrections will correspond to terms in dEGW/dω going to zero as ω and ω2
up to possible logarithmic enhancements to be discussed later.
There is, however, a subtlety concerning the sub-leading contributions to λq which
can already be seen at tree level. Unlike the leading term the non-leading ones contain
differential operators acting on the bare amplitude. When we eventually take the
square modulus of the graviton amplitude we have to be careful about which bare
amplitude (S or S†) these operators act on.
A more important issue is what happens to these differential operators when we
replace the bare amplitude with the one dressed by the insertion of soft gravitons. It
is well known that, in D = 4, the naive operators should suffer modifications because
of IR divergences [22]. While the final answer should be free of such divergences one
expects finite correction for the sub and sub-sub-leading terms.
6Our procedure should be justified if ∆E  E but much larger than the typical energy ~ω of the gravitons
whose spectrum we wish to compute. A more rigorous framework should be provided by the Kulish-Faddeev
prescription [8]. Our assumption basically amounts to assuming that such a prescription extends to gravity
up to the sub-sub-leading term.
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There are actually two kinds of IR divergences that can induce finite modifications
to the naive recipe. The first is directly related to the cancellation of real and virtual
divergences we have already mentioned. It has been discussed, in particular, in [22].
Once the cancellation is achieved some new finite contributions may be left. To our
knowledge, no systematic analysis of these finite corrections has been given so far7. In
Sect. 6 we will argue that, under the already mentioned condition ∆E  ~ω, these
corrections should be unimportant.
The second kind of divergences is related to the infinite Coulomb phase due to
the long-range exchange of massless gravitons. This can also be seen as a divergent
time delay in D = 4 which might be cured by properly defining the asymptotic states
as in [8]. This case has been recently addressed in a series of interesting papers by
Laddha and Sen [25, 38] and by Sahoo and Sen [39] and some recipe about how to
deal with them has been proposed. In this case the infinity should be unobservable
and simply disappear from any physical observable (such as the energy flux). We shall
see, however, that the naive soft theorems at sub-leading level do not eliminate the
divergence. An appropriate modification of the soft theorems will remove it but, as
pointed out in [38] may also leave behind some finite (logarithmic) corrections. Their
existence was recently confirmed in [64] within the eikonal approach.
For the time being we will proceed as if the naive prescription suffers no modification
even at D = 4. The need and possible form of the modifications will be discussed in
Section 6.
The emission of soft gravitons at tree level is governed, at the first three leading
orders, by the universal behavior [27, 14, 15]
MN+1(pi; q) ≈ κ
N∑
i=1
[
pihpi
qpi
+
pihJiq
qpi
− qJihJiq
2qpi
]
MN(pi) ≡ S0 + S1 + S2 , (1.6)
where κ2 = 8piG, qµ and hµν denote the momentum and the polarization of the soft
graviton, while Jµνi = p
µ
i ∂/∂p
i
ν − pνi ∂/∂piµ denotes the angular momentum operator8 of
the ith ‘hard’ particle. In this paper, for simplicity, we consider the collision of spin-
less particles for which an additional spin term in Jµνi is absent. We will also take the
massless limit, which is theoretically interesting, should be free of collinear divergences
and, as a result, should apply to the case of ultra-relativistic collisions.
An important property of (1.6) is its gauge invariance i.e. the fact that it is invariant
under the replacement:
hµν → hµν + qµξν + qνξµ (1.7)
which can be easily checked to hold thanks to conservation of linear and angular mo-
mentum.
It is straightforward to connect the “function” λq of (1.2) to the soft operators Si
of (1.6). This allows to compute the graviton spectrum (and thus the GW energy
spectrum) to leading, next to leading and next to next to leading accuracy. Although
7One of us (GV) would like to thank Z. Bern for an interesting discussion about this point.
8To compare with the literature note that we have omitted a factor i in the definition of J . All our
momenta, including the soft graviton’s, are taken to be incoming. We also use the −+ ++ Minkowski metric.
Finally, one should not confuse the soft operators Si in (1.6) with the S-matrix introduced in Eqs.(1.1)-(1.2)
and denoted by S.
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we shall start with the fully differential distribution, in this paper we will consider the
frequency spectrum after integration over the direction of the emitted gravitational
wave. We will first review the leading order computation, and then consider the sub-
leading corrections. In the rest of the paper we shall assume that Eq. (1.6) continues
to be valid beyond tree level. Such an assumption (for the non-leading term) will have
to be checked case by case.
The plan of the paper is as follows. In Section 2, we will rederive the zero-frequency
limit of the GW spectrum and point out the possible presence, in Weinberg’s soft
theorem, of sub-leading terms. In Section 3, we present the general computation of
the O(ω) correction to the GW spectrum. Sub-section 3.1 deals with the general case
while in Sub-sections 3.2 and 3.3 we will show, by two different methods, that the
O(ω) correction to the two particle elastic collision is absent. In Section 4, we present
the O(ω2) corrections to the GW spectrum in the general case. In Section 5.1 we
specialize again to the case of 2-body scattering and then we apply it to two particular
cases: in Subsection 5.2 to a tree-level gravitational scattering and, in Subsections 5.3,
to the leading eikonal resummation of trans-planckian scattering at small deflection
angle pointing out a possible infrared problem for the latter case. In Section 6 we
discuss the issue of IR divergences, their elimination, and the possible finite terms that
originate from them. In Section 7, we conclude and outline some directions for future
investigation. Some details of the computations are relegated to Appendices A and
B. Appendix C contains an ab-initio calculation of graviton emission from the tree-
level gravitational scattering of scalar particles in N = 8 supergravity, analogous to
the process discussed in Subsection 5.2, showing complete agreement between the two
calculations.
2 The GW spectrum at leading order
To leading order, the emission of real soft gravitons (gravi-strahlung) typically con-
tributes a factor (∆E/λ)B0 to the inclusive cross section, where ∆E is the maximal
energy allowed in soft gravitons and λ is an infrared cutoff.
The dominant behaviour, which is universal, i.e. valid at any order in perturbation
theory in any consistent quantum theory of gravity such as String Theory, reads [2]
|MN+1(pi; q)|2 = 8piG
∑
s=±2
∣∣∣∣∣
N∑
i=1
pihspi
qpi
∣∣∣∣∣
2
|MN(pi)|2 . (2.1)
The sum over polarisations/helicities s = ±2, with h−sµν = (hsµν)∗, produces a transverse
traceless bi-symmetric tensor∑
s=±2
hsµνh
−s
ρσ = Πµν,ρσ =
1
2
(piµρpiνσ + piµσpiνρ − piµνpiρσ) , (2.2)
where piµν = ηµν − qµq¯ν − qν q¯µ with q¯2 = 0 and q¯q = 1. Luckily most of the terms
are irrelevant thanks to momentum conservation, which, at leading order in q, reads∑
i pi = 0, and to the mass-shell condition p
2
i = 0. A straightforward calculation then
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gives ∑
i,j
pµi p
ν
i
qpi
Πµν,ρσ
pρjp
σ
j
qpj
=
∑
i,j
(pipj)
2
qpiqpj
. (2.3)
Integration over the soft (final) light-like momentum −q = (|q|,−q) = |q|(1,−n)
produces the well-known infrared divergent result [2, 63]:
B0 =
8piG
~
∫
d3q
2|q|(2pi)3
∑
i,j
(pipj)
2
qpiqpj
= −2G
pi~
log
Λ
λ
∑
i,j
(pipj) log
|pipj|
µ2
, (2.4)
where Λ is a characteristic energy-scale of the process. Note that the mass scale µ can
be chosen at will since log µ drops out thanks to momentum conservation to leading
order in q.
The infrared divergence appearing in (2.4) corresponds to a bremsstrahlung spec-
trum for the number density dN0/dω given by
dB0
dω
=
8piG
~
∫
d3q δ(|q| − ω)
2|q|(2pi)3
∑
i,j
(pipj)
2
qpiqpj
= − 2G
pi~ω
∑
i,j
(pipj) log
|pipj|
µ2
, (2.5)
and thus to an energy spectrum:
dEGW0
dω
= ~ω
dN0
dω
= −2G
pi
∑
i,j
(pipj) log
|pipj|
µ2
, (2.6)
which is nothing but the constant ZFL of the gravitational radiation associated with
the specific process under consideration.
Noting that in the sum over i 6= j each pair i, j is counted twice, we can replace
−(pipj) by −(pi + pj)2 i.e. by the Mandelstam variable associated with each distinct
particle pair. In the special case of a 2→ 2 process an extra factor of two follows from
the fact that two distinct pairs share the same Mandelstam variable (s, t, or u). The
final formula in that case reads:
dEGW
dω
(ω = 0) =
4G
pi
(s log s+ t log(−t) + u log(−u)) . (2.7)
In the small-t (deflection angle θs) limit this gives:
dEGW
dω
(ω = 0) =
Gs
pi
θ2s log(4e θ
−2
s ) , θs = 4G
√
s/b , (2.8)
in agreement with recent classical and quantum calculations [58, 60, 59].
In the next two sections we will extend the result (2.6) to the first two next to
leading orders in ω. However, in order to have the complete result to sub-leading order
one has to take into account possible sub-leading contributions already contained in
the above calculation. Indeed, to subleading order the momenta pi appearing on the
l.h.s. of (2.1) differ from those appearing on the r.h.s. In (2.4), (2.5), (2.6) we have also
neglected higher order terms: in particular, if momentum conservation were written as∑
i pi = −q, one would get, instead of (2.3):∑
i,j
pµi p
ν
i
qpi
Πµν,ρσ
pρjp
σ
j
qpj
=
∑
i,j
(pipj)
2
qpiqpj
− 4 . (2.9)
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An even more subtle point is that sub-leading corrections to eq. (2.5) depend on exactly
which variables are kept fixed while one integrates over angles. Physically, we certainly
want to keep the center-of-mass energy
√
s12 fixed and, by fixing ω, also s34 is kept
constant. However, there is some ambiguity on the 3rd variable one wishes to keep
fixed9.
We will come back to such terms after discussing the other non-leading corrections
stemming from (1.6).
3 The O(ω) correction to the GW spectrum
The first sub-leading correction arises from the interference between S0 and S1 of eq.
(1.6)
B1 = 8piG
∫
d3q
2|q|(2pi)3
∑
i,j
∑
s=±2
[
(pih
spi)(pjh
(−s)Jjq)
qpiqpj
+ (i↔ j)
]
. (3.1)
After some tedious but straightforward algebra, the sum over helicities of the emit-
ted graviton produces
Σ =
∑
i,j
pµi p
ν
i p
ρ
j (Jjq)
σΠµν,ρσ + (i↔ j) =
∑
i,j
pipj
qpiqpj
[piJjq + pjJiq] , (3.2)
where Poincare´ invariance has been taken into account to set
∑
i pi =
∑
i Ji = 0 at
intermediate steps. The resulting expression for B1 reads
B1 = 8piG
∫
d3q
2|q|(2pi)3
∑
i,j
pipj
qpiqpj
[pi
−→
J j + pj
←−
J i]q , (3.3)
where the arrows on Ji, Jj indicate whether the derivative acts onMN or on its complex
conjugate.
Clearly the basic integral to compute is:
Iµij =
∫
d3q
2|q|(2pi)3
pipjq
µ
qpiqpj
=
∫
d4q
(2pi)3
δ+(q
2)
pipjq
µ
qpiqpj
; δ+(q
2) = δ(q2)Θ(−q0) . (3.4)
Unfortunately, for a given pair i, j this integral has collinear divergences (that can-
not be cured by inserting a lower limit on the soft-graviton’s energy). This can be
easily seen in the fact that qpi goes like θ
2
qi when the angle θqi between q and pi goes
to zero, while phase space (in four dimensions) gives dθqiθqi. This problem disappears
after summing over i and j but introducing a cut-off (meaning in this case a mass for
the hard quanta) is quite cumbersome. A better way to proceed is to modify Iµij in such
a way as to make it collinear safe for each i, j and µ. We thus make the replacement
Iµij → I˜µij =
∫
d4q
(2pi)3
δ+(q
2)
[
(pipj)q
µ − (qpj)pµi − (qpi)pµj
]
(piq)(pjq)
] . (3.5)
The numerator now vanishes if q is parallel to either pi or pj, removing the collinear
singularities of each term. Furthermore, one can check that the additional terms drop
out after summing over i and j thanks to linear and angular momentum conservation.
9Recall that the 5-point function depends of five independent variables, hence, after angular integration,
the energy spectrum should depend on 3 variables.
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At this point the calculation can be performed in two ways: by splitting the three-
dimensional integral and carrying out explicitly the angular integration, or by intro-
ducing an extra Lorentz invariant δ-function to fix the GW frequency in a conveniently
chosen Lorentz frame. In the first approach manifest Lorentz invariance is lost while
in the second it is kept. We have checked that both approaches lead to the same final
result. Hereafter we follow the second, more elegant method.
3.1 Covariant calculation of B1
In order to arrive at a Lorentz-invariant frequency spectrum let us define the following
Lorentz covariant four-vector integral:
Kµij(P,Λ) =
∫
d4q
(2pi)3
δ+(q
2)δ((qP/Λ2) + 1)
(qpi)(qpj)
[(pipj)q − (qpj)pi − (qpi)pj]µ , (3.6)
where P is, a priori, an arbitrary four vector and Λ is a constant with dimension of
energy. Clearly Kµij has nice transformation properties under Lorentz. A physically
interesting choice, adopted hereafter, consists in identifying P with the total momen-
tum of the n incoming (or m outgoing) particles in a generic n → m process. In this
case Λ takes the meaning of
√
s~ω0 where s = −P 2 is the Mandelstam variable of
the corresponding channel and ω0 is the center-of-mass frequency at which we wish to
compute the spectrum. The Lorentz-invariant (graviton number) spectrum dB1
dω0
is then
given in terms of an integral of the type (3.6), i.e.:
dB1
dω0
=
8piG
~
∑
ij
∫
d4q
(2pi)3
δ+(q
2)δ(ω − ω0)
(qpi)(qpj)
[pi
−→
J j + pj
←−
J i] [(pipj)q − (qpj)pi − (qpi)pj]
=
8piG
~
∑
ij
Kµij(P, ω0)[pi
−→
J j + pj
←−
J i]µ , (3.7)
from which one can compute the GW energy spectrum upon multiplication by ~ω0.
Lorentz covariance allows us to expand Kµij in the form:
Kµij = KPP
µ +Kip
µ
i +Kjp
µ
j , (3.8)
where KP , Ki, Kj are functions of the four Lorentz-invariants P
2 = −s, (Ppi), (Ppj)
and (pipj). By its definition (3.6) K
µ
ij is orthogonal to both p
µ
i and p
µ
j and therefore
must be of the form:
Kµij = K
[
(pipj)P
µ − (Ppj)pµi − (Ppi)pµj
] ≡ K(pipj)Qµij . (3.9)
Contracting Kµij with P
µ and using the already known integral appearing in (2.4):∫
d3q
|q| δ(ω − ω0)
pipj
qpiqpj
= −4pi
ω0
log
(
− 2pipj
mimj
)
(3.10)
as well as ∫
d3q
|q| δ(ω − ω0)
(
Ppi
qpi
+
Ppj
qpj
)
=
4pi
ω0
log
(
−4PpiPpj
P 2mimj
)
, (3.11)
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determines the scalar K to be:
K = − ω0
√
s
4pi2s˜ij
log
[ −s(pipj)
2(Ppi)(Ppj)
]
, (3.12)
where, also for future use, we have introduced the convenient quantity:
s˜ij = −Q2ij = s+
2(Ppi)(Ppj)
pipj
. (3.13)
Note the absence of singularities in (3.12) when s˜ij vanishes. Inserting this result in
(3.7) we get (after renaming ω0 as ω):
dB1
dω
= −2G
√
s
pi
∑
ij
1
s˜ij
log
[ −s(pipj)
2(Ppi)(Ppj)
]
Qµij[pi
−→
J j + pj
←−
J i]µ . (3.14)
Let us elaborate further the result (3.14) in the general case. Since the vector Qµij
is orthogonal to both pi and pj we can replace [pi
−→
J j + pj
←−
J i]µ with (pipj)(
←−
∂
∂pi
+
−→
∂
∂pj
)µ
and obtain, after multiplying by ~ω,
dE1
dω
= −2G
√
s~ω
pi
∑
ij
(pipj)
s˜ij
log
[ −s(pipj)
2(Ppi)(Ppj)
]
Qµij
(←−∂
∂pi
+
−−→
∂
∂pj
)
µ
. (3.15)
We see no reason for why this expression should vanish for a generic n→ m process
and explicit calculations seem to confirm this. We will see however that (3.15) leads to
a vanishing result in the case of a two-body collision. We will show this in two different
ways: by working in a special Lorentz frame (the so-called Breit frame), and by using
an appropriate Lorentz-covariant definition of the derivatives.
3.2 Breit-frame argument for B1 = 0 in two-body scattering
In order to satisfy all kinematic constraints one can choose the Breit frame (BF) where
p1 = (E, p, k, 0) p2 = (E,−p,−k, 0) p3 = (−E, p,−k, 0) p4 = (−E,−p, k, 0) ,
(3.16)
with E =
√
p2 + k2. In this frame the Mandelstam invariants read
s = −(p1+p2)2 = 4(p2+k2) t = −(p1+p4)2 = −4k2 u = −(p1+p3)2 = −4p2 (3.17)
and obviously satisfy s+ t+u = 0. The only subtlety that we have to deal with is how
to define d/dpiz in order to preserve p · k = 0, where p = (p, 0, 0) is the ‘longitudinal’
3-momentum and k = (0, k, 0) is the ‘transverse’ 3-momentum. For B1 this will turn
out to be irrelevant since d/dpi,z combine with pi,z = 0 in the BF.
Neglecting an overall factor, it is convenient to rewrite dB
(i,j)
1 /dω as
dB
(i,j)
1
dω
= ηiηjE
1− vivj
1 + vivj
log
1− vivj
2
[δµ0 (1+vivj)+δ
µ
r (vi+vj)
r](
←−
∂ i,µ+
−→
∂ j,µ)] , (3.18)
where ηi = +1(−1) for incoming (outgoing) particles. Using vi = pi/Ei = ηipi/E one
finds
v1 =
1
E
(p, k, 0) = −v2 and v3 = 1
E
(−p, k, 0) = −v4 . (3.19)
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The relevant combinations are
v1 + v2 = 0 = v3 + v4 , v1 + v3 = (0,
2k
E
, 0) = −v2 − v4 ,
v1 + v4 = (
2p
E
, 0, 0) = −v2 − v3 ,
1− v1v2 = 1− v3v4 = 2 , 1− v1v3 = 1− v2v4 = 2p2E2 ,
1 + v1v2 = 1 + v3v4 = 0 , 1 + v1v3 = 1 + v2v4 =
2k2
E2
,
1 + v1v4 = 1 + v2v3 =
2p2
E2
. (3.20)
Combining the various terms one finds (reg indicates regularisation by a small mass)
dB
(1,2)
1
dω reg
= E 1−v1v2
1+v1v2 log
1−v1v2
2
[δµ0 (1 + v1v2) + δ
µ
r (v1 + v2)
r](
←−
∂ 1,µ +
−→
∂ 2,µ)]reg = 0 ,
dB
(1,3)
1
dω
= −E 1−v1v3
1+v1v3 log
1−v1v3
2
[δµ0 (1 + v1v3) + δ
µ
r (v1 + v3)
r](
←−
∂ 1,µ +
−→
∂ 3,µ)]
= −E p2
k2
log p
2
E2
[δµ0
2k2
E2
+ δµr (0,
2k
E
, 0)r](
←−
∂ 1,µ +
−→
∂ 3,µ)]
= −2 p2
E2
log p
2
E2
[E
←−
∂ E +
E2
k
←−
∂ k − E−→∂ E − E2k
−→
∂ k)] ,
dB
(1,4)
1
dω
= −E 1−v1v4
1+v1v3 log
1−v1v4
2
[δµ0 (1 + v1v4) + δ
µ
r (v1 + v4)
r](
←−
∂ 1,µ +
−→
∂ 4,µ)]
= −E k2
p2
log k
2
E2
[δµ0
2p2
E2
+ δµr (
2p
E
, 0, 0)r](
←−
∂ 1,µ +
−→
∂ 4,µ]
= −2 k2
E2
log k
2
E2
[E
←−
∂ E +
E2
p
←−
∂ p − E−→∂ E − E2p
−→
∂ p)] . (3.21)
An interesting feature of the above result is that only combinations of derivatives of
the kind (k
←−
∂ E + E
←−
∂ k) or (p
←−
∂ E + E
←−
∂ p) appear. Since these combinations vanish
when applied to the constraint E2−p2−k2 = 0 their action does not depend on which
independent variables we use to express the amplitude.
We now note that dB
(3,1)
1 is obtained form dB
(1,3)
1 by simply exchanging the sense
of the arrows which amounts to simply changing an overall sign. Therefore dB
(3,1)
1 +
dB
(1,3)
1 = 0 and similarly for dB
(1,4)
1 and dB
(4,1)
1 . In conclusion one gets
dBBF1
dω
=
dEGW1
dω
= 0 . (3.22)
3.3 Covariant argument for B1 = 0 in two-body scattering
In the case of an elastic 2→ 2 process things simplify. Recalling that now P = p1+p2 =
−p3 − p4, let us first notice that the contributions with i = j vanish trivially. Also the
contributions with i, j = 1, 2 and i, j = 3, 4 vanish since the vectors Qµ12, Q
µ
34 vanish
identically.
We are thus led to consider the remaining pairs: i, j = 1, 3, i, j = 2, 4 and i, j = 2, 3,
i, j = 1, 4. These need special attention since it is not a priori obvious how the
partial derivatives are defined since theN(= 4) momenta are constrained by momentum
conservation
∑
pi = 0 and by the mass-shell conditions p
2
i = 0. In terms of the
Mandelstam variables s, t, u of the four-point amplitude the constraint s + t + u = 0
holds.
By studying carefully how the soft theorems work at the level of the five-point
function (see e.g. the one in Appendix C) with a soft, but finite momentum graviton,
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one can argue that the correct way to define the derivatives is to first replace the
Mandelstam variables as follows:
s → −∆2s ; ∆s =
1
2
(p1 + p2 − p3 − p4)
t → −∆2t ; ∆t =
1
2
(p1 + p4 − p2 − p3)
u → −∆2u ; ∆u =
1
2
(p1 + p3 − p2 − p4) (3.23)
and by then letting the derivatives act on the modified Mandelstam variables as if all
the momenta were independent (in a sense they are, because in the five-point function∑
pi = −q). With these rules the basic derivatives become:
∂µ1 = −∆µs∂s −∆µt ∂t −∆µu∂u
∂µ2 = −∆µs∂s + ∆µt ∂t + ∆µu∂u
∂µ3 = +∆
µ
s∂s + ∆
µ
t ∂t −∆µu∂u
∂µ4 = +∆
µ
s∂s −∆µt ∂t + ∆µu∂u . (3.24)
As a consequence one can easily check that:
p1∂1 = p2∂2 = p3∂3 = p4∂4 =
1
2
(s∂s + t∂t +u∂u) ;
4∑
i=1
pi∂i = 2(s∂s + t∂t +u∂u) (3.25)
as one would naively expect. The above rules are also consistent with angular momen-
tum conservation (which we have used already). Indeed:
Jµν1 = p
µ
1∂
ν
1 − (µ↔ ν) = −pµ1(∆νs∂s + ∆νt ∂t + ∆νu∂u)− (µ↔ ν) (3.26)
and, after adding to (3.26) J2, J3 and J4, one easily finds:
4∑
i=1
Jµνi = −∆µs∆νs∂s −∆µt ∆νt ∂t −∆µu∆νu∂u − (µ↔ ν) = 0 (3.27)
These partial-derivative rules will be taken up again when discussing the O(ω2) cor-
rection.
For instance, consider the contribution from (i, j) = (1, 3) to which we must add,
of course, the one from (i, j) = (3, 1). As a result, the sum
−→
∂ 1 +
−→
∂ 3 appears. Because
of the relative signs with which p1 and p3 appear in (3.24) only the term ∆
µ
u∂u will
survive. However, Q13·∆u = 0 from the transversality of Q13. Very similar arguments
show that all contributions to B1 vanish identically
10 in agreement with the Breit-frame
conclusion (3.22).
We see however no reason for the same trivial result to hold for N ≥ 5. Also, as we
shall see in the following Section, a non-vanishing result will emerge at the next order
in ω.
10At least if we neglect log corrections that appear to sub-leading order beyond tree-level. On the other
hand, recent studies [39], [64] that keep those effects into account appear to confirm this conclusion.
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4 The O(ω2) correction for a generic massless process
At tree level, the sub-sub-leading terms come from the sum of three contributions:
B2 = B02 +B20 +B11 = 8piG
∫
d3q
2(2pi)3|q|
∑
s
∑
ij
[S0S
∗
2 + S2S
∗
0 + S1S
∗
1 ]ij , (4.1)
where s stands for the graviton’s polarization and
[S0S
∗
2 ]ij = −S0
pihpi
qpi
q
−→
J jh
∗−→J jq
2qpj
S∗0 ; [S2S∗0 ]ij = −S0
q
←−
J ih
←−
J iq
2qpi
pjhpj
qpj
S∗0 (4.2)
[S1S
∗
1 ]ij = S0
pih
←−
J iq
qpi
pjh
∗−→J jq
qpj
S∗0 . (4.3)
As in the previous Section we have introduced arrows to indicate which amplitude (S0
or S∗0 ) the operators Ji, Jj act on. However, unlike in the sub-leading case, we are now
facing the problem of how to order the double derivatives appearing in S2. Hereafter
we will use the prescription11 that all derivatives act on S0 or S∗0 before any possible
multiplying factor. We will come back to this possible ambiguity when discussing
specific processes. This being said, in the following we shall usually omit to write
S0,S∗0 in the formulae. Summing over s = ±2, one gets
[S0S
∗
2 + S2S
∗
0 + S1S
∗
1 ]ij =
qµ
′
qν
′W ijµ′ν′
qpiqpj
, (4.4)
where:
W ijµ′ν′ = Πµν,ρσ
{
− 1
2
[pρi p
σ
i
−→
J jµ′
µ−→J νjν′ + (i↔ j)] + pµi
←−
J νiµ′p
ρ
j
−→
J σjν′
}
, (4.5)
and Πµν,ρσ was already defined in (2.2).
Thanks to gauge invariance, momentum conservation and Lorentz invariance, we
expect that all terms depending on q¯ vanish after summing over i and j. This is
easily seen if one observes that q¯ always appears in combination with q in Π. Since
qJiq = 0 = qJjq, q will have to contract either with pi or with pj (or with both). In any
case the factor qpi (or qpj) will cancel the pole and the sum over i (or j) will vanish
thanks to momentum or angular momentum conservation. As a result, like in previous
cases, we can replace piµν with ηµν and Πµν,ρσ with
1
2
(ηµρηνσ + ηµσηνρ − ηµνηρσ). The
final result reads
2W ijµν = −[(
−→
J jpi)µ(pi
−→
J j)ν + (
←−
J ipj)µ(pj
←−
J i)ν ]
+ (
←−
J ipi)(µ(pj
−→
J j)ν) − (pipj)(←−J i−→J j)(µν) − (−→J jpi)(µ(pj←−J i)ν) , (4.6)
where (µν) means symmetrization with strength one. Hereafter it will be understood
that Ji, Jj carry a left, resp. right, arrow.
11We acknowledge useful correspondence with Matin Mojaza and Paolo Di Vecchia about this important
issue.
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In conclusion, B2 = B02 +B20 +B11 takes the form
B2 =
G
2pi2
∫
d3q
|q|
∑
i,j
qµqν
qpiqpj
W ijµν =
G
2pi2
∑
i,j
Mµνij W ijµν , (4.7)
where W ijµν is given in (4.5) and
Mµνij =
∫
d3q
|q|
qµqν
qpiqpj
. (4.8)
The contraction W ijµνqµqν gives the following terms (from B02 + B20 and B11, respec-
tively):
W ijµνqµqν
(qpi)(qpj)
∣∣∣∣
20+02
= −
∑
i,j
[
(q
←−
J ipj)(pj
←−
J iq) + (q
−→
J jpi)(pi
−→
J jq)
2(qpi)(qpj)
]
(4.9)
W ijµνqµqν
(qpi)(qpj)
∣∣∣∣
11
=
∑
i,j
(pj
←−
J iq)(pi
−→
J jq)−(pi←−J iq)(pj−→J jq)−(pipj)(q←−J i−→J jq)
2(qpi)(qpj)
.(4.10)
As it was already the case forB1, the individual integrals for fixed i and j are affected
by ‘collinear’ divergences, when n = q/ω is parallel to either vi or vj. Although these
divergences cancel after summing over i and j, it is convenient to shift the integration
variable q in such a way that integrals be finite for fixed i and j. The obvious choice
for the shift is the one already used for B1.
That shift is ill defined for i = j, but there were no such contributions in B1. Terms
with i = j are present in B2 and have to be treated separately. Instead, for i 6= j, we
apply the replacement
q = q˜ij +
qpj
pipj
pi +
qpi
pipj
pj . (4.11)
In the following, to simplify notation, we will often suppress the indices ij in q˜ij. Notice
that while q2 = 0, q˜2 = −2qpiqpj/pipj
Also at variance with what happened for B1, shifting q does not leave individual
integrals appearing in B2 unchanged. The explicit calculation is reported in Appendix
A. The final result of such calculation is:
B2 =
G
2pi2
∫
d3q
|q|
∑
i,j
qµqν
qpiqpj
W ijµν =
G
2pi2
{∫ d3q
|q|
∑
i 6=j
q˜µq˜ν
qpiqpj
W ijµν
−
[3
2
∑
i
←−
D i
∑
j
−→
D j − 2
∑
i
(
←−
D i +
−→
D i)
2)
] ∫ d3q
|q|
}
, (4.12)
where Di = pi∂i (no sum). We now proceed as in the case of B1 by introducing
a Lorentz invariant constraint such as δ((qP/Λ2) + 1), with P taken to be the total
incoming momentum, P = p1 + p2, and ω0 = Λ
2/
√
s (where s = −P 2 = 4E2 =
E2CM) the center-of-mass frequency at which we wish to compute the gravitational
wave spectrum.
The last integral can be easily computed in the CM frame where P = (2E,0) and
q = −ω(1,n) (emitted radiation, η = −1)∫
d3q
|q| δ
(qP
Λ2
+ 1
)
=
∫
ωdωdΩnδ
(
1− ω
ω0
)
= 4piω20 . (4.13)
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In order to evaluate the remaining ‘shifted’ integrals:
M˜µνij =
∫
d3q
|q|
∑
i,j
q˜µq˜ν
qpiqpj
δ
(qP
Λ2
+ 1
)
, (4.14)
one observes that M˜µνij = M˜
νµ
ij (symmetric) and pi,µM˜
µν
ij = 0 = pj,µM˜
µν
ij (bi-transverse).
As a consequence M˜µνij can be written in the form
M˜µνij = AP
µν
ij +BH
µν
ij ,
where
P µνij =
(
P µ − Ppj
pipj
pµi −
Ppi
pipj
pµj
)(
P ν − Ppj
pipj
pνi −
Ppi
pipj
pνj
)
= QµijQ
ν
ij
and
Hµνij = η
µν − p
µ
i p
ν
j + p
ν
i p
µ
j
pipj
.
After ‘tracing’ with ηµν and contracting with PµPν one gets
A =
ηµνM˜
µν
ij
s˜ij
+ 2
PµPνM˜
µν
ij
s˜2ij
, B = ηµνM˜
µν
ij +
PµPνM˜
µν
ij
s˜ij
, (4.15)
where we encounter again:
s˜ij = −Q2ij = −P 2 + 2
PpiPpj
pipj
= s+ 2
PpiPpj
pipj
. (4.16)
The first ‘scalar’ integral ηµνM˜
µν
ij is easily computed
ηµνM˜
µν
ij =
∫
d3q
|q|
q˜2
qpiqpj
δ
(
1− ω
ω0
)
= − 2
pipj
∫
d3q
|q| δ
(
1− ω
ω0
)
= − 2
pipj
4piω20 . (4.17)
while the second ‘scalar’ integral PµPνM˜
µν
ij requires more work and gives the result
(see Appendix B, Eq. (B.10)):
PµPνM˜
µν
ij =
8piω20
pipj
{
P 2
2
log
P 2pipj
2PpiPpj
+ s˜ij
}
. (4.18)
Plugging this and ηµνM˜
µν
ij = −8piP 2ω20/P 2pipj = −8piω20/pipj in (4.15) yields
A =
8piω20
pipj s˜ij
(
1 +
P 2
s˜ij
log
P 2pipj
2PpiPpj
)
(4.19)
and
B =
4piω20P
2
pipj s˜ij
log
P 2pipj
2PpiPpj
. (4.20)
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Let us now combine the integral M˜µνij = AP
µν
ij +BH
µν
ij with the tensorW ijµν of (4.5).
Using bi-trasversality of H and P , many terms drop from W ijµν upon contraction, viz.
2W ijµν → (pipj)2(
←−
∂ iµ
←−
∂ iν +
−→
∂ jµ
−→
∂ jν) + (pipj)
2(
←−
∂ iµ
−→
∂ jν +
←−
∂ iν
−→
∂ jµ) (4.21)
= (pipj)
2(
←−
∂ iµ +
−→
∂ jµ)(
←−
∂ iν +
−→
∂ jν) .
Contracting with (B)H and (A)P yields
− 2Hµνij W ijµν = −(pipj)2(
←→
∂ij )
2 + 2(pipj)pi
←→
∂ijpj
←→
∂ij , (4.22)
− 2P µνij W ijµν = −(pipj)2
(
Πµ(
←→
∂ij )µ
)2
, (4.23)
where (
←→
∂ij )ν ≡ (←−∂ )iν + (−→∂ )jν . Including the coefficient functions A and B, defined in
(4.19) and (4.20), and inserting the result in Eqs. (4.12, 4.14), we arrive at our final
expression for B2 (after renaming again ω0 as ω):
B2|Sif |2 = S†if
Gω2
pi
(C1 + C2 + C3)Sfi
C1 = −3
∑
i
←−
D i
∑
j
−→
D j + 4
∑
i
(
←−
D i +
−→
D i)
2
C2 =
∑
i 6=j
P 2
s˜ij
log
P 2pipj
2PpiPpj
[pipj(
←→
∂ij )
2 − 2pi(←→∂ij )pj(←→∂ij )]
C3 =
∑
i 6=j
2
pipj s˜ij
[
1 +
P 2
s˜ij
log
P 2pipj
2PpiPpj
]
(pipj)
2
(
Qµij(
←→
∂ij )µ
)2
, (4.24)
where we recall that Qµij ≡
(
P µ − Ppj
pipj
pµi − Ppipipj p
µ
j
)
and that, by convention, all deriva-
tives act on the amplitude before any possible multiplier.
5 Specializing to two-body collision processes
5.1 General covariant result for 2→ 2 scattering
As in the case of B1 a big simplification occurs for a four-point amplitude. We will
continue using the recipe for the derivatives that led to a vanishing result for B1.
In the case of C1 things are very simple. Using Eq.(3.25) we get:
C1 = −3
∑
i
←−
D i
∑
j
−→
D j + 4
∑
i
(
←−
D i +
−→
D i)
2 = 12
←−
D
−→
D + 4(
←−
D +
−→
D)2 . (5.1)
Let us now consider Cij2 : it can be re-expressed as follows:
Cij2 = C
ji
2 = K
ij
2 L
ij
2 , (5.2)
where:
K122 = K
34
2 = −1 , K132 = K242 =
u
t
log
(
−u
s
)
, K142 = K
23
2 =
t
u
log
(
− t
s
)
(5.3)
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and
Lij2 + L
ji
2 = H
µν
ij
[
(
←−
∂ iµ +
−→
∂ jµ)(
←−
∂ iν +
−→
∂ jν) + (i↔ j)
]
. (5.4)
Let us consider, as an example, the case of L122 +L
21
2 and use our rules (3.24) for taking
derivatives. Then:
L122 + L
21
2 =
1
4
H12µν(p3 − p4)µ(p3 − p4)ν2
←→
∆ 2tu = −tu
←→
∆ 2tu , (5.5)
where we have used Hµν12 (p3 − p4)µ(p3 − p4)ν = 4Hµν12 (p3)µ(p3)ν = −2tu and
(
←−
∂ tt +
←−
∂ uu − 2←−∂ t←−∂ u)− 2(←−∂ t−→∂ t +←−∂ u−→∂ u −←−∂ t−→∂ u −←−∂ u−→∂ t)
+(
−→
∂ tt +
−→
∂ uu − 2−→∂ t−→∂ u) = (←−∂ t −−→∂ t −←−∂ u +−→∂ u)2 ≡ ←→∆ 2tu . (5.6)
We have also used the orthogonality between H12 and p1, p2 to get rid of the deriva-
tives w.r.t. s. The same result is obtained for L342 + L
43
2 and, mutatis mutandis, for
the other pairs. Summing up the different pairs, each with its own Kij2 factor gives:
C2 = +2tu
←→
∆ 2tu − 2st log
(
− t
s
)←→
∆ 2su − 2su log
(
−u
s
)←→
∆ 2st . (5.7)
Consider finally C3. In this case there is no contribution from i, j = 1, 2 and
i, j = 3, 4 since, as already noticed for B1, Q12 = Q34 = 0. Like for C
ij
2 we can
decompose Cij3 as:
Cij3 = C
ji
3 = K
ij
3 L
ij
3 ; , (5.8)
where:
K133 = K
24
3 =
4
ts
[
1 +
u
t
log
(
−u
s
)]
, K143 = K
23
3 =
4
us
[
1 +
t
u
log
(
− t
s
)]
, (5.9)
and
Lij3 =
(
(pipj)Q
µ
ij(
←−
∂ iµ +
−→
∂ jµ)
)2
. (5.10)
Consider, for instance, L133 . Using the rules (3.24) and taking into account the orthog-
onality between Π13 and p1, p3, we easily find:
L133 = L
31
3 = L
24
3 = L
42
3 =
[
(p1p3)(Q13p2)(
←−
∂ s−←−∂ t−−→∂ s+−→∂ t)
]2
= s
2t2
4
←→
∆ 2st,
L143 = L
41
3 = L
23
3 = L
32
3 =
[
(p1p4)(Q14p2)(
←−
∂ s−←−∂ u−−→∂ s+−→∂ u)
]2
= s
2u2
4
←→
∆ 2su,(5.11)
and
C3 = 4st
←→
∆ 2st + 4su
←→
∆ 2su + 4st log
(
− t
s
)←→
∆ 2su + 4su log
(
−u
s
)←→
∆ 2st . (5.12)
Adding up finally all the contributions we obtain:∑
i
Cii1 +
∑
i 6=j
Cij1 +
∑
i,j
(
Cij2 + C
ij
3
)
= −4←−D−→D + 4(←−D 2 +−→D 2)
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+ 2tu
←→
∆ 2tu + 4st
←→
∆ 2st + 4su
←→
∆ 2su + 2st log
(
− t
s
)←→
∆ 2su + 2su log
(
−u
s
)←→
∆ 2st , (5.13)
where we recall that:
D ≡ s∂s + t∂t + u∂u : ←→∆ st ≡
(←−
∂ s −←−∂ t −−→∂ s +−→∂ t
)
. . . (5.14)
and
B2|Sif |2 = G~ω
2
pi
S†if
(∑
i
Cii1 +
∑
i 6=j
Cij1 +
∑
ij
(
Cij2 + C
ij
3
))Sfi = dEGW2
d(~ω)
|Sif |2 .
(5.15)
Note that the operators D and
←→
∆ st, . . . are unambiguous in the sense that they give
the same result when acting on A(s, t), A˜(s, u) ≡ A(s,−s−u) or Aˆ(t, u) ≡ A(−u−t, t).
The previous expression can be further simplified by using the easily proven identity:
[tu
←→
∆ 2tu+st
←→
∆ 2st+su
←→
∆ 2su] = −(
←−
D−−→D)2 , (5.16)
allowing us to re-express B2 as follows:
B2|Sif |2 = dE
GW
2
d(~ω)
|Sif |2 = 2G~ω
2
pi
× (5.17)
S†if
{←−
D 2 +
−→
D 2 +
[
st+ us log
(
−u
s
)]←→
∆ 2st +
[
su+ ts log
(
− t
s
)]←→
∆ 2su
}
Sfi .
A few comments on (5.17) are in order:
• The result is symmetric, as it should, between t and u. It is not, instead, with
respect to s since we are working in the s-channel center of mass;
• The (1, 1) contribution to (5.17), being an absolute square, should be positive.
This can be checked to be the case by isolating the terms that contain one deriva-
tive acting on S and one acting on S†. Since the combination of operators ap-
pearing in
←→
∆ 2st and
←→
∆ 2su are negative-definite, their pre factors must be negative
as well. It is straightforward to prove that this is indeed the case in the s-channel
physical region.
• A non trivial check of (5.17) consists in considering the t → 0 (or equivalently,
given its symmetry, the u → 0) limit. If we go back to Eq. (1.6) for a 2 → 2
process, and consider the forward limit p2 + p3, p1 + p4 → 0, we can easily check
that both S0 and S2 (at least naively) vanish in that limit while S1 does not.
This is because, in the limit, the contributions of i = 2 and i = 3 have opposite
denominators and equal (opposite) numerators for S0 and S2 (S1). The same
happens of course for the i = 1 and i = 4 contributions. This is confirmed by the
vanishing of the leading term S∗0S0 in the forward (t = 0) or backward (u = 0)
direction, see Eq. (2.7). Naively, one should expect the same to be the case for
the S∗0S2 interference term. Such terms are easily identified in (5.17) and give:
S∗0S2 ∼
−→
D 2 + [st+ us log
(−u
s
)
](
−→
∂ s −−→∂ t)2 + [su+ ts log
(− t
s
)
](
−→
∂ s −−→∂ u)2
→ (s2−→∂ 2s + u2
−→
∂ 2u + 2su
−→
∂ s
−→
∂ u) + su(
−→
∂ s −−→∂ u)2 +O(t) = O(t) , (5.18)
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where one should stress that the ordering of the derivatives is important for the
cancellation.
• Extra terms can originate from a careful evaluation of the leading contribution
at sub-leading level. An example is the constant −4 appearing in (2.9). Also,
as already mentioned, the spectrum dEGW/dω depends on which variables are
held fixed while the graviton’s angular variables are integrated over. Two of
them are obviously the total center-of-mass energy and the graviton’s frequency
(or, equivalently, (p1p2) and (p3p4)). The angle-integrated spectrum, however,
must depend on a third variable somewhat related to the scattering angle of the
underlying 4-point function. One symmetric choice would be to keep (p1p3) +
(p2p4) − (p1p4) − (p2p3) fixed, but it’s by no means unique. In the next section
we will see an explicit example in which these extra sub-leading terms are crucial
for carrying out an important check.
We end up this Section by applying the general result (5.17) to two examples of
gravitational bremsstrahlung from two-particle collisions. As we will see in the first
example the vanishing of the S∗0S2 term at t = 0 does not occur. This is because
contributions of the type t2
−→
∂ 2t are very sensitive to the amplitude they are acting on.
They do not vanish, for instance, if the amplitude has a pole at t = 0 as in the example
presented below. In fact, already the vanishing of S2 in Eq. (1.6) for p2 + p3 → 0
crucially depends on which amplitude the Ji operators act on. In any case there are
(tree level) amplitudes for which the above check must hold and they represent a very
good test of our final result.
5.2 Tree-level gravitational scattering
Let us first consider the tree-level gravitational elastic scattering of two different scalars.
In this case, the amplitude receives only a t channel contribution giving (up to an
irrelevant numerical factor)
M = −su
t
=
s2
t
+ s =
u2
t
+ u =
su
s+ u
. (5.19)
We will then apply Eq.(5.17) to Eq.(5.19) by defining:
〈B2〉M ≡ pi
2G~ω2
M†B2M
|M|2 , (5.20)
where, as already explained, we define the derivatives appearing in B2 to act on M
or M† first, i.e. before any possible multiplier. We also recall that the differential
operators appearing in (5.17) can be taken to act on any one of the expressions in
(5.19) according to convenience.
We first note that the operators
←−
D 2 and
−→
D 2 appearing in (5.17) can be replaced,
after the above mentioned ordering of the derivatives, by
←−
D(
←−
D − 1) and −→D(1 − −→D),
respectively. But since D gives just the s, t, u dimensionality of M, which is 1, these
operators give simply a vanishing result.
Let us now turn to the other two differential operators appearing in Eq.(5.17). For
the operator
←→
∆ 2su it is most convenient to use the expression for M that does not
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contain u so that we only need to consider the derivatives w.r.t. s. These are readily
computed to give, after some simple algebra:
M∗←→∆ 2suM = −
(
4s2
t2
+ 4
s
t
+ 2
)
⇒ M
∗←→∆ 2suM
M∗M = −2
(
1
u2
+
1
s2
)
. (5.21)
Similarly, for the operator
←→
∆ 2st it is more convenient to work with the s-independent
form of A. This gives:
M∗←→∆ 2stM = 2
u3
t3
(u
t
+ 2
)
⇒ M
∗←→∆ 2stM
M∗M = 2
(
1
t2
− 1
s2
)
. (5.22)
Inserting now (5.21) and (5.22) in (5.17) we find the rather elegant result:
〈B2〉M = 2
(
1
t2
− 1
s2
)[
st+ us log
(
−u
s
)]
− 2
(
1
u2
+
1
s2
)[
su+ ts log
(
− t
s
)]
.
(5.23)
This can then be converted into the following result for the sub-sub-leading correc-
tion to the (unpolarized) flux:
dEGW2
dω
= 4
G(~ω)2
pi
f(s, t, u) , (5.24)
where
f(s, t, u) = 1 +
s
t
− s
u
+
u
t
(
s
t
− t
s
)
log
(
−u
s
)
− t
u
( s
u
+
u
s
)
log
(
− t
s
)
, (5.25)
and, in spite of appearance, there are no singularities at either t = 0 or u = 0. Re-
expressing the Mandelstam variables in terms of the cosine of the scattering angle
x ≡ cos θs,
t
s
=
1
2
(x− 1), u
s
= −1
2
(x+ 1) , (5.26)
we can rewrite Eq.(5.25) as
f(s, t, u) = f(x) = 1− 2
1− x +
2
1 + x
− 1 + x
1− x
(
2
1− x −
1− x
2
)
log
(1 + x
2
)
+
1− x
1 + x
(
2
1 + x
+
1 + x
2
)
log
(1− x
2
)
. (5.27)
The function f(s, t, u) is displayed in Fig.1. It is positive, with a maximum of 3/2
at t = 0 (reached with an infinite slope) a value of 1/2 at u = 0 and a minimum of
about 0.25 at x ∼ −0.3. We stress however again that only the sum of the leading
and non-leading contributions have an non-ambiguous meaning. If, for instance, the
leading term is defined through eq. (2.3), the O(ω2) correction is given by
f̂ = f − 2 = −1 + s
t
− s
u
+
u
t
(
s
t
− t
s
)
log
(
−u
s
)
− t
u
( s
u
+
u
s
)
log
(
− t
s
)
, (5.28)
because of the −4 appearing in eq. (2.9).
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Figure 1: The expression f(x) appearing in the B2 expression is displayed as a function of
the cosine of the scattering angle x = cos θs.
As a very non trivial check of our procedure (in particular of our recipe for defining
partial derivatives) we present, in Appendix C, an ab-initio tree level calculation of the
single-graviton emission amplitude from two-body massless-scalar scattering in N = 8
supergravity. Quite remarkably, the soft expansion of the result confirms both the
vanishing of the O(ω) correction to the unpolarized flux and its precise functional form
(5.25) or better (5.28) at O(ω2). The full agreement requires the already mentioned
careful identification of sub-leading terms implicitly contained in the leading terms of
the two calculations. They are the same up to the constant −4 appearing in eq. (2.9).
The latter is thus an important ingredient for the success of the check.
To summarize, we have found that in this case the leading correction to the ZFL
of (2.6) is of relative order (~ω)2/Q2 where Q ∼ √−t is the momentum transfer in the
process. The correction looks like a quantum effect if we define the classical limit as
~ → 0 at fixed √s and ω (which is the usual way one deals with gravitational wave
fluxes in General Relativity). However, if we use the uncertainty principle to replace
Q by ~/b, it becomes a classical-looking correction of relative order (ωb)2 which is in
agreement with expectations about soft-graviton theorems. The positive sign may look
surprising since, by energy conservation, the constant ZFL value has to leave the way
to a decreasing spectrum at higher frequency; however, a maximum at ω ∼ 1/b has
been found to occur [64] in the process discussed in the next subsection.
5.3 Gravitational scattering in the leading eikonal approximation
As a second example we consider the same gravitational scattering in the very high
(i.e. transplanckian) energy regime where an all-loop resummation is needed and has
been carried out in [43] (see also [41, 42]) in the small deflection angle limit. In that
case the elastic S-matrix takes a very simple form in impact-parameter space (we recall
that the impact parameter b is related to the orbital angular momentum by b = 2J/
√
s
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and is related by a Fourier transform to the momentum transfer Q):
Sel(s, b) ≈ exp
(
−iGs
~
log
b2
L2
)
, (5.29)
where L is some infrared cut off screening the (unobservable) infinite Coulomb phase
already well-known in electromagnetic scattering.
Note that this expression has the form of a semiclassical approximation (valid at
Gs
~  1) with Gs playing the role of a classical action. Indeed (5.29) leads to known
classical features of gravitational scattering:
• The derivative of the exponent w.r.t. b provides the correct gravitational deflec-
tion angle (the generalization of Einstein’s deflection angle to the case of massless-
particle collisions).
• The derivative of the exponent w.r.t. E = √s gives the (Shapiro) time delay
as a function of the impact parameter. Note that while the deflection angle is
independent of L, the time delay is not. Fortunately what matters are normally
time-delay differences for which L again drops out.
Let us now apply B1 and B2 to (5.29) in order to compute the low-energy gravi-
tational radiation accompanying the (otherwise elastic) collision. The first qualitative
remark to be made is that, to leading order in ~, we can keep only the action of the
differential operators on the exponent (just like in the usual WKB approximation). As
a result each derivative brings down a ~−1 factor that precisely compensate for the
explicit positive powers of ~ appearing in dEGW/dω. In other words we obtain spectra
which have a smooth classical limit unlike in the case discussed previously.
At a more quantitative level we find that, also in this case, B1 of eq. (3.15) gives a
vanishing result, when acting on (5.29). The “surprise” comes from B2. If we use our
final expression (5.17) for B2 and we let the derivatives act just on the exponent we
find:
~S†elB2Sel(s, b)
S†elSel(s, b)
=
dEGW2
dω
=
4G
pi
(~ω)2
(
Gs
~
log
b2
L2
)2
+ · · · = Gs
pi
(RSω)
2 log2
b2
L2
+ . . . ,
(5.30)
where RS = 2G
√
s. Thus we recover, as expected, a classical correction to the ZFL.
Unfortunately, (5.30) is IR divergent. The divergence comes from the infinite
Coulomb phase which is typical of four-dimensional physics. Such an infinity should
disappear from any physical observable meaning that the initial recipe for computing
the sub-leading terms has to be modified. In recent papers [38, 39] the authors have
proposed to replace the infrared cutoff L by ω−1. This recipe has been supported by
known classical results [65] and also, at O(ω) level, by the independent IR-singularity
free method developed in [64].
If we apply such a recipe to (5.30) we get the O(ω2) correction to the (unpolarized)
energy flux in the form:
dEGW2
dω
=
Gs
4pi
θ2s(ωb)
2 log2(ω2b2) + . . . . (5.31)
This result agrees with the one obtained in [64] up to the overall (positive) constant
that cannot be fixed in the small-angle approximation used in [64]. As pointed out
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there, since (5.31) represents a positive leading correction to the ZFL, it implies a
maximum of dEGW2 /dω displaced from ω = 0 by an O(1/b) amount.
It also provides another independent check of the validity of the recipe proposed in
[38, 39]. In the next section we will offer some ideas on how one can try to justify that
recipe through a suitable modification of the soft theorems themselves.
6 Elimination of (and finite terms from) infrared divergences
In order to understand the origin of our (hopefully spurious) IR singularity in (5.30)
it is better to step back and consider the sub-leading correction S1 before computing
the cross section. Let us also restrict ourselves to n = 4
M5(pi; q) ≈ κ
4∑
i=1
pihJiq
qpi
M4(pi) ≡ S1M4(pi) . (6.1)
If we use for M4(pi) the (Fourier transform of) the eikonal expression (5.29) and let
the derivatives present in Ji act on the exponent we find:
S1 ≈ (−iκ)
4∑
i=1
piµh
µνqρ
qpi
∑
j,ηj=ηi
G(pipj − pjpi)νρ
~
log
b2
L2
, (6.2)
where the restriction of the sum over the i, j pairs to be both incoming (ηi = ηj = +1)
or outgoing (ηi = ηj = −1) comes from the way the Coulomb phase originates (see last
section of [2]). We note that essentially the same term came out from the approach of
[25, 38] where it was argued that the IR cutoff should be replaced by a log(ω−1).
We see clearly here the origin of the Coulomb divergence. This propagates to the
S∗0S1 contribution to B1 but cancels with the S
∗
1S0 contribution thanks to its over all
imaginary phase. We will now argue that such a divergence is spurious and should be
cancelled by contributions not included in the naive definition of S1.
Consider indeed two classes of sub-leading contributions according to whether the
final soft graviton is emitted from an outgoing or an incoming leg. In the former case the
initial state participating in the 2→ 2 sub-process gives the usual contribution to the
Coulomb phase, but the two hard final particles fail to do so since their total momentum
is the initial one minus the soft graviton’s. The mismatch would produce exactly terms
like in (6.2) with ηi = ηj = −1. But, obviously, the mismatch is compensated by the
fact that also the final soft graviton contributes to the total Coulomb phase by its own
rescattering on the hard final particles. For the latter kind of contributions (emission
from initial particles) the situation is similar for the final particle’s contribution to the
phase. For the initial particles contribution one can argue that the Coulomb-divergence
comes from the asymptotic (initial and final) states and therefore the initial state to
be considered in not the one entering the blob but the actual initial state carrying the
whole energy.
In view of the above it looks that the naive recipe for S1 is wrong on two accounts.
The contribution to (6.2) with ηi = ηj = +1 should be simply omitted while the one
with ηi = ηj = −1 should be supplement with a new term due to the rescattering of
the soft graviton on the other final particles. We note that a similar contribution also
appears in the treatment of [59] and is crucial in order to recover agreement with [58].
23
We may ask whether other modifications of the naive recipe for S1 are needed be-
cause of the standard IR divergences. It was argued in [22] that the correct replacement
in that case is:
(S0 + S1)M1−loop−div4 = (S0 + S1)
4∑
i,j=1
1

Gsij log
|sij|
µ2
Mtree4
→ S0M1−loop−div5 = S0
5∑
i,j=1
1

Gsij log
|sij|
µ2
Mtree5 (6.3)
where 1/ plays the role of our logL. This suggests that the true IR divergences are
cured as usual by the interplay between real and virtual contributions. Furthermore,
we will argue that, provided ∆E  ~ω there should be no important finite leftover
contribution to dEGW/dω.
The argument goes as follows. Consider a generic process in which there is a
certain number of hard external particles of characteristic energy E and a number
of soft external particles of energy around ~ω  E, the energy/frequency at which
we wish to compute the spectrum of GWs. The virtual corrections can be split into
those with momenta larger or smaller than ~ω. The former contribute only when the
gravitons are exchanged between the hard particles, the latter contribute to all graviton
exchanges. Consider now the real emission corrections to that process distinguishing
those with emitted gravitons of energy less than ~ω and those with higher energy up to
the ∆E upper bound. The latter will cancel the IR divergences of the corresponding
virtual contributions leaving behind the usual logarithmic dependence on E/∆E. The
crucial point is that, instead, the real gravitons softer than ~ω exactly cancel their
virtual counterpart (since for both the real and the virtual gravitons the upper limit
is ~ω). Therefore, provided ∆E  ~ω, the net result is nothing but the usual infrared
factor for the no-emission amplitude which cancels out in dEGW/dω. Obviously, some
dependence on ∆E/E will remain as long as that quantity is finite.
In conclusion, while we expect important corrections to the naive recipe to come
from the IR divergence related to the Coulomb phase (which has no real counterpart),
the usual cancellation mechanism between real and virtual IR divergences should leave
room to no substantial correction as long as ~ω  ∆E  E. A complete and general
calculation of the finite corrections coming from the Coulomb phase goes beyond the
scope of this paper.
7 Summary and outlook
In this paper we have combined the low-energy theorems for graviton emission, together
with some reasonable assumption about how multi soft graviton emission exponentiates
to give a coherent state, in order to compute the spectrum of gravitational radiation
emitted to leading, sub-leading, and sub-sub-leading order in the frequency. For sim-
plicity we have only considered the case of massless (equivalently highly relativistic)
spin-less particles, and we have summed over the gravitational wave (GW) polariza-
tions and integrated over the angular distribution of the radiation. The results have
been expressed therefore in terms of the GW energy flux dEGW/dω.
At leading order we could easily reproduce the known [1] constant zero-frequency
limit (ZFL). At sub-leading order we obtained a general result which happens to vanish
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for GW emission from a two-body collision. For the case of the unpolarized and/or
angle-integrated flux this is in agreement with other results [25, 64].
At sub-sub-leading order (i.e. to O(ω2)) we derive a nice and fairly compact expres-
sion for the general case which further simplifies in the case of a two-particle collision
process. The expression passes a number of non trivial checks including one against
an ab-initio calculation in N = 8 supergravity.
An important conclusion of our method is that the soft theorems, while presumably
valid at tree-level or in D > 4, must be amended at higher orders in D = 4 because
of IR problems. Actually there are two kinds of IR problems that can invalidate, in
principle, the soft-graviton theorems.
The first is the usual IR catastrophe which is solved by taking into account both real
and virtual IR divergences and their cancellation for physically measurable, finite reso-
lution, observables. We have argued, in Section 6, that these divergences should be also
harmless as long as dEGW/dω is concerned and the energy-resolution is parametrically
larger than ω.
The second kind of divergences comes from the familiar infinite Coulomb phase, also
known in QED. Usually, such a phase is unobservable and cancels out when computing
physical quantities. However, when the differential (angular-momentum) operators,
appearing in the soft theorems at non-leading order, act of such a divergent phase they
generate infinities that do not cancel out in dEGW/dω 12. This IR problem has already
been noticed in recent papers [23, 24, 25], whose authors came up with a recipe for
dealing with the problem at sub-leading order. Such a recipe has been confirmed by
checks against known results and against calculations based on the eikonal method [64]
which are free of such problems.
Using the recipe to the sub-sub-leading order we find that the leading correction to
the ZFL has exactly the structure found independently in [64] which implies a bump
in the GW spectrum at ωb ∼ 1.
For the future it would be clearly important to develop a more rigorous approach
to dealing with IR problems in D = 4 and, by reversing the Cachazo-Strominger
argument [27], to understand the outcome in terms of an anomaly in the extended
BMS symmetry responsible for the soft-graviton theorems at sub-leading level (see [66]
for a recent review). The other direction of research would be to extend the formalism
to massive and/or spinning particles in the initial and final states. Such calculations
would nicely complement those presently under way (see e.g. [67]) for computing the
conservative part of the effective potential at the third post-Minkowskian (3PM) level
by providing its dissipative (radiation) counterpart.
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A Computation of the “shift terms” arising in the O(ω2) cor-
rections
Let us consider the action of the shift (as defined in Eq.(4.11)) on Eq.(4.7) dealing
separately with the B20, B02 and B11 factors.
Before proceeding one has to recall that
−→
J i are differential operators that in prin-
ciple act on any function of pi to their right (or left for
←−
J i). However, some of the
dependence on pi is ‘spurious’ since it is generated by the shift of the integration vari-
able q into q˜ij = q+ .... In practice the derivatives act only on the explicit dependence
on pi in Sif or S∗if or on the pi that appear in another Ji as in S2.
• For B11 the situation is under control and one has to simply interpret any deriva-
tive as only acting on Sif or S∗if . Moreover the terms with i = j do not contribute
and we find:
(11) =
1
2
∑
i,j
(pi
←−
J jq)(pj
−→
J iq)− (pi←−J iq)(pj−→J jq)− (pipj)(q←−J i−→J jq))
(qpi)(qpj)
=
1
2
∑
i,j
(pi
←−
J j q˜)(pj
−→
J iq˜)− (pi←−J iq˜)(pj−→J j q˜)− (pipj)(q˜←−J i−→J j q˜))
(qpi)(qpj)
− 3
2
∑
i 6=j
(pi
←−
∂ i)(pj
−→
∂ j) +
5
2
∑
i
(pi
←−
∂ i)(pi
−→
∂ i) , (A.1)
which, by rewriting the
∑
i 6=j as a sum all over i, j and subtracting to it the
diagonal terms, can be rewritten as
shift(11) = −3
2
∑
i,j
(pi
←−
∂ i)(pj
−→
∂ j) + 4
∑
i
(pi
←−
∂ i)(pi
−→
∂ i) , (A.2)
The (−3/2) factor in Eq.(A.1) comes from three −1/2 factor for each of the three
initial terms in (11); the factor (+5/2) is the sum of a coefficient 1 from the first,
a coefficient 0 from the second and a coefficient +3/2 from the third.
• For B20 and B02 one has to be careful and take into account that, for i = j,
J iµνJ
i
ρσ = p
i
µp
i
ρ∂
i
ν∂
i
σ + ηνρpµ∂σ − [µν]− [ρσ] + ([µν], [ρσ])
. We find:
(20) + (02) = −1
2
[∑
i,j
(q
←−
J jpi)(pi
←−
J jq)
(qpi)(qpj)
+ (i↔ j)&(↔)
]
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= −1
2
[∑
i 6=j
(q˜
←−
J jpi)(pi
←−
J j q˜)
(qpi)(qpj)
+(i↔ j)&(↔)
]
+2
∑
i
[
(pi
←−
∂ i)
2 +(pi
−→
∂ i)
2
]
. (A.3)
where (↔) means reversing the arrow-orientation. The last term of Eq.(A.3) is
the sum of two shift terms: from i = j (giving a numerical factor 1/2) and from
i 6= j (providing a 3/2 factor).
Finally, combining (02) + (20) + (11), we find:
Total Shift = −3
2
∑
i,j
(p
←−
∂ i)(pj
−→
∂ j) + 2
∑
i
(pi
←−
∂ i + pi
−→
∂ i)
2 , (A.4)
where the last term is obtained by combining the last term of Eq.(A.2) with the last
term of Eq.(A.3). This is the result we inserted in (4.12) modulo the fact that, ac-
cording to our ordering of the derivatives, the second term in (A.4) has to be ordered
accordingly.
B Non covariant calculation of PµPνM˜
µν
Relying on Lorentz invariance, one can compute the relevant integral in the CM frame
whereby
PµPνM˜
µν
ij =
∫
d3q
|q|qpiqpj δ
(qP
Λ2
+ 1
)(
qP − qpipjP
pipj
− qpjpiP
pipj
)2
=
Λ4
s
s
EiEj(1− vivj)2
∫
dΩ
[n(vi + vj)− 1− vivj]2
(1− nvi)(1− nvj) . (B.1)
The angular integral can be rewritten as∫
dΩ
[n(vi + vj)− 1− vivj]2
(1− nvi)(1− nvj) = (1+vivj)
2M0ij−2(1+vivj)Maij(vai +vaj )+Mabij (vai +vaj )(vbi+vbj) .
(B.2)
The first two integrals were already computed, for B0,1 in the ‘covariant’ approach in
Section 3. In the mass-less limit under consideration, after introducing a small mass
regulator, one finds
M0ij =
4pi
(1− vivj) log
(
1− vivj
2
2|Ei|
mi
2|Ej|
mj
)
and
Maij =
1
1− (vivj)2
{
vai [M
0
ij(1− vivj) + vivjLi − Lj] + (i↔j)
}
,
where (in the mass-less limit)
Li = 4pi log
2|Ei|
mi
,
so that
Maij(v
a
i + v
a
j ) = 2M
0
ij − Li − Lj .
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Thanks to the shift, as noticed in Section 3, the Lorentz invariant final result is free
of divergences in the massless limit mi → 0. This requires cancellations between Li, Lj
and the log terms in M0ij.
The Mabij integral matrix can be decomposed as
Mabij =
∫
d2n
nanb
(1− n · vi)(1− n · vj) = αδ
ab + β(vai v
b
i + v
a
j v
b
j) + γ(v
a
i v
b
j + v
a
j v
b
i ) . (B.3)
In order to determine the ‘scalar’ integrals α, β, γ, one can project Mabij along the three
independent components:
[1] : δabM
ab
ij = M
0
ij = I = 3α + β(v
2
i + v
2
j ) + 2γvi · vj , (B.4)
[2] : (vai v
b
j + v
a
j v
b
i )M
ab
ij = 2
∫
d2n
nvinvj
(1− nvi)(1− nvj) (B.5)
= 2(4pi)− 2
∫
d2n
(1− nvi) − 2
∫
d2n
(1− nvj) + 2
∫
d2n
(1− nvi)(1− nvj)
= 8pi − 2(Li + Lj) + 2M0ij = 2[4pi − (Li + Lj) +M0ij] = 2J
= 2vivj
[
α + β(v2i + v
2
j ) + γ
(
vivj +
v2i v
2
j
vivj
)]
,
[3] : (vai v
b
i + v
a
j v
b
j)M
ab
ij =
∫
d2n
(nvi)
2 + (nvj)
2
(1− nvi)(1− nvj) (B.6)
=
∫
d2n
[
1− nvi
1− nvj +
1− nvj
1− nvi − 2
1
1− nvi − 2
1
1− nvj +
2
(1− nvi)(1− nvj)
]
= 2M0ij−2(Li+Lj)+Xi/j+Xj/i =|vi|=|vj |=1 2K = 2M0ij−(1+vivj)(Li+Lj)+8pi(1+vivj)
= α(v2i + v
2
j ) + β[(v
2
i )
2 + 2(vivj)
2 + (v2j )
2] + 2γ(v2i vivj + v
2
j vivj) ,
where, choosing reference frame so that vj = |vj|(0, 0, 1), vi = |vi|(sin θi,j, 0, cos θi,j)
and n = (sin θn,j cosφn,j, sin θn,j sinφn,j, cos θn,j),
Xi/j =
∫
d2n
1− nvi
1− nvj =
∫
d cos θn,jdφn,j
1− |vi| cos θn,i
1− |vj| cos θn,j
=
∫
d cos θnjdφnj
1− |vi|(cos θn,j cos θi,j + [sin θn,j cosφn,j sin θi,j])
1− |vj| cos θn,j = 4pi
vivj
|vj|2 +Lj
(
1− vivj|vj|2
)
.
In order to compute Integral matrix, we need to calculate
Mabij (v
a
i + v
a
j )(v
b
i + v
b
j) = 2(1 + c)[α + (1 + c)(β + γ)] . (B.7)
After some long and tedious algebra one gets
Mabij (v
a
i + v
a
j )(v
b
i + v
b
j) = 4M
0
ij − (3 + c)(Li + Lj) + 8pi(1 + c) . (B.8)
Combining with the other two terms one finally gets
PµPνM˜
µν
ij =
Λ4EiEj
(pipj)2
{
(1− vivj)2M0ij − (1− vivj)(Li + Lj) + 8pi(1 + vivj)]
}
. (B.9)
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As a check notice that the result vanishes, as expected, for vi = −vj i.e. vivj = −1
since in this limit M0ij → Li + Lj. Moreover for vi = vj i.e. vivj = 1, as expected,
one gets a constant 16pi. Using the explicit expressions for M0ij, Li, Lj one can check
Lorentz invariance and finiteness (as mi → 0) for generic values of vivj. Indeed the
result can be written as
PµPνM˜
µν
ij =
Λ4EiEj
(pipj)2
{
2pi(1− vivj) log
(
1− vivj
2
)2
+ 8pi(1 + vivj)]
}
=
8piω20
pipj
{
P 2
2
log
P 2pipj
2PpiPpj
+ s˜ij
}
. (B.10)
C A non-trivial check in N = 8 supergravity
In this appendix, we study the soft limit of the 4-scalar + 1 graviton amplitude in
order to compare the exact results with the ones obtain from soft theorems. We will
show the perfect agreement between the two approaches provided one takes carefully
into account all sub-leading terms, including those somehow hidden below the leading
one.
In addition to the fermions, the N = 8 SUGRA multiplet contains the graviton
hµν , which is a singlet of the SU(8) R-symmetry, 28 gravi-photons A
[IJ ]
µ and 70 mass-
less scalars φ[IJKL], with I, J, ... = 1, ...8. The simplest 4-scalar-1-graviton amplitude
involves two pairs of complex conjugate scalars: φ = φ1234, χ = φ3456, φ¯ = φ¯1234 = φ
5678
and χ¯ = χ¯3456 = φ
1278.
Relying on the helicity spinor formalism and on the remarkable properties of MHV
and SUSY related amplitudes (see e.g. [68, 69]), one finds (8piG = 1)
M4(φ(1), χ(2), χ¯(3), φ¯(4)) = M
MHV
4 (1
−2−3+4+)
〈12〉8 〈12〉
2〈13〉2〈24〉2〈34〉2
=
s12
〈12〉8
〈12〉4〈12〉2〈13〉2
〈12〉〈24〉〈34〉〈31〉
〈12〉4〈24〉2〈34〉2
〈21〉〈14〉〈34〉〈32〉 = s12
〈13〉〈24〉
〈14〉〈32〉 , (C.1)
with MMHV4 (1−2−3+4+) the well-known MHV amplitude of N = 4 SYM theory.
Multiplying numerator and denominator by [14] and using momentum conservation
(|4〉[4| = −|1〉[1| − |2〉[2| − |3〉[3|) so that 〈24〉[14] = −〈23〉[13], we find
M4(φ(1), χ(2), χ¯(3), φ¯(4)) = s12s24
s14
=
su
t
(C.2)
which is exactly the same result as for purely gravitational scattering with s = s12,
t = s14 and u = s24, thanks to the ordering of the external scalar legs (i.e. 4=1
∗ and
3=2∗).
The 4-scalar+1-graviton MHV-like amplitude is given by
M5(φ(1), χ(2), χ¯(3), φ¯(4), h+(5)) = M5(1
−2−3+4+5+)
〈12〉8 〈12〉
2〈24〉2〈34〉2〈13〉2 , (C.3)
where M is the 5-graviton MHV amplitude, which can be rewritten, using KLT rela-
tion, in terms of MHV amplitudes AL5 , AR5 in N = 4 SYM as follows:
M5(1−2−3+4+5+) = s12s34AL5 (1−2−3+4+5+)AR5 (2−1−4+3+5+)+
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+ s13s24AL5 (1−3+2−4+5+)AR5 (3+1−4+2−5+) =
= s12s34
〈12〉4
〈12〉〈24〉〈34〉〈35〉〈51〉
〈12〉4
〈21〉〈13〉〈34〉〈45〉〈52〉+
+ s13s24
〈12〉4
〈14〉〈42〉〈23〉〈35〉〈51〉
〈12〉4
〈41〉〈13〉〈32〉〈25〉〈54〉 . (C.4)
At five points MHV-like and anti-MHV-like are complex conjugate and different
in general. Let us compute M5(φ(1), χ(2), χ¯(3), φ¯(4), h+(5)). Relying once again of
the remarkable properties of MHV and SUSY related amplitudes in the helicity spinor
formalism, one finds
M5(φ(1), χ(2), χ¯(3), φ¯(4), h+(5)) =
=
[15][25][35][45]
s15s25s35s45
〈12〉〈24〉〈43〉〈31〉
〈14〉〈23〉 {〈14〉〈23〉[12][43]− 〈12〉〈43〉[13][24]} . (C.5)
The differential cross-section obtains after mod-squaring the amplitudes and sum-
ming over helicities. The sum over graviton polarisations (still keeping 8piG = 1)
yields ∑
s=±2
|M5(φ, χ, χ¯, φ¯, hs)|2 = 32
∏4
i=1 si5
(
∏4
i=1 si5)
2
s12s43s13s24
s14s23
ε(1, 2, 3, 4)2 (C.6)
after using |i〉[i| = pi to recast spinor products into scalar products. Now using
εµνρσεµ′ν′ρ′σ′ = −δ[µ[µ′δνν′δρρ′δσ]σ′] (C.7)
yields
ε(1, 2, 3, 4)2 = F(x = s12s43, y = s14s23, z = s13s24)
= −s212s234 − s213s224 − s214s223 + 2s12s43s13s24 + 2s13s24s14s23 + 2s14s23s12s43 (C.8)
known also as the ‘fake square’ (ubiquitous in 3-body phase-space and in 4-pt correla-
tion functions in CFT). And finally∑
±
|M5(φ1, χ2, χ¯3, φ¯4, h±5 )|2 = −2
s12s34s13s24
s14s23
∏4
i=1 si5
×
{s212s234 + s213s224 + s214s223 − 2s12s43s13s24 − 2s13s24s14s23 − 2s14s23s12s43} . (C.9)
In order to proceed it is convenient to set
s12 + s34 = 2s , s14 + s23 = 2t , s24 + s13 = 2u , (C.10)
in such a way that s+ t+ u = 0 = q2, even before the soft limit13 .
One can then express the scalar products in terms of s, t, u and Qi = qpi/2
s12 = s+Q1 +Q2 −Q3 −Q4 s34 = s−Q1 −Q2 +Q3 +Q4 , (C.11)
13Note that these are precisely the variables −∆2s,−∆2t ,−∆2u introduced in (3.23). For simplicity of notation
we denote them here by s, t, u although they are not to be confused with the same variables in the 4-point-
function.
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s14 = t+Q1 +Q4 −Q2 −Q3 s23 = t−Q1 −Q4 +Q2 +Q3 , (C.12)
s13 = u+Q1 +Q3 −Q2 −Q4 s24 = u−Q1 −Q3 +Q2 +Q4 . (C.13)
in such a way that
s12s34 = s
2 − (Q1 +Q2 −Q3 −Q4)2 ≡ s2 −Q212,34 (C.14)
s13s24 = t
2 − (Q1 −Q3 +Q2 +Q4)2 ≡ t2 −Q213,24 (C.15)
s14s23 = u
2 − (Q1 −Q4 +Q2 +Q3)2 ≡ u2 −Q214,23 . (C.16)
Finally, observing that F(s2, t2, u2) = 0 since s + t + u = 0, the non-polarised
square-amplitude reads
|M|2n−p = −
1
27
(s2 −Q212,34)(u2 −Q213,24)
Q1Q2Q3Q4(t2 −Q214,23)
×
{2s2(Q214,23 +Q213,24−Q212,34)+2t2(Q212,34 +Q213,24−Q214,23)+2u2(Q214,23 +Q212,34−Q213,24)
+Q412,34 +Q
4
13,24 +Q
4
14,23 − 2Q212,34Q213,24 − 2Q214,23Q212,34 − 2Q214,23Q213,24} . (C.17)
In fact the second line can be further simplified since
Q213,24 +Q
2
14,23 −Q212,34 = −8[Q1Q2 +Q3Q4] = −2(qp1qp2 + qp3qp4) (C.18)
Q212,34 +Q
2
14,23 −Q213,24 = −8[Q1Q3 +Q2Q4] = −2(qp1qp3 + qp2qp4) (C.19)
Q213,24 +Q
2
12,34 −Q214,23 = −8[Q1Q4 +Q2Q3] = −2(qp1qp4 + qp2qp3) . (C.20)
To lowest order in q one thus gets
|M|20 =
1
2
s2u2
t2
s2(qp1qp2+qp3qp4)+t
2(qp1qp4+qp2qp3)+u
2(qp1qp3+qp2qp4)
qp1qp2qp3qp4
(C.21)
which is precisely what is needed to reproduce Weinberg’s ZFL.
Furthermore, this “leading” term can be compared with the analogous leading term
in (2.3). It turns out that the following identity holds before taking the ZFL
s2(qp1qp2+qp3qp4) + t
2(qp1qp4+qp2qp3) + u
2(qp1qp3+qp2qp4)
qp1qp2qp3qp4
= 2
∑
i,j
(pipj)
2
qpiqpj
(C.22)
so that the only difference between (2.3) and (C.21) is in the additional −4 appearing
in the former.
To next ‘linear’ order in q one gets exactly zero, even before integrating over the
(soft) on-shell momentum q
|M|21 = 0 . (C.23)
The next non-trivial contribution is of order q2 and reads
|M|22 = −
1
8
s2u2
t2qp1qp2qp3qp4
(U + V) (C.24)
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where
U = 4
[
Q212,34
s2
+
Q213,24
u2
−Q
2
14,23
t2
]
[s2(qp1qp2+qp3qp4)+t
2(qp1qp4+qp2qp3)+u
2(qp1qp3+qp2qp4)]
(C.25)
and
V = Q412,34 +Q413,24 +Q414,23 − 2Q212,34Q213,24 − 2Q214,23Q212,34 − 2Q214,23 +Q213,24 , (C.26)
which is once again a ‘fake square’ F(x = Q212,34, y = Q214,23, z = Q212,34) that now,
contrary to F(s2, t2, u2) = 0, does not vanish, since there is no choice of signs such that
±Q12,34 ±Q14,23 ±Q13,24 = 0.
The expression for V can be further simplified to
V = −4[(qp1)2(qp2qp4+qp3qp4+qp3qp2) + (qp2)2(qp1qp4+qp3qp4+qp3qp1)
+ (qp4)
2(qp1qp2+qp2qp3+qp3qp1) + (qp3)
2(qp1qp4+qp4qp2+qp2qp1)] (C.27)
so that V
qp1qp2qp3qp4
= −4
∑
i 6=j
qpi
qpj
= −4
∑
j
−qpj
qpj
= 16 . (C.28)
By the same token, one finds
U
qp1qp2qp3qp4
= −4
[
C1 +
s2
t2
Cs/t +
u2
t2
Cu/t +
s2
u2
Cs/u +
u2
s2
Cu/s +
t2
s2
Ct/s +
t2
u2
Ct/u
]
,
(C.29)
where (recall Qi = qpi/2)
C1 = 2
[(
Q1
Q4
+
Q4
Q1
)
+
(
Q2
Q3
+
Q3
Q2
)]
, (C.30)
Cs/t = −2−
(
Q1
Q4
+
Q4
Q1
)
−
(
Q2
Q3
+
Q3
Q2
)
−
(
Q1Q2
Q3Q4
+
Q3Q4
Q1Q2
)
, (C.31)
Cu/t = −2−
(
Q1
Q4
+
Q4
Q1
)
−
(
Q2
Q3
+
Q3
Q2
)
−
(
Q1Q3
Q2Q4
+
Q2Q4
Q1Q3
)
, (C.32)
Cs/u = 2 +
(
Q1
Q3
+
Q3
Q1
)
+
(
Q2
Q4
+
Q4
Q2
)
+
(
Q1Q2
Q3Q4
+
Q3Q4
Q1Q2
)
, (C.33)
Cu/s = 2 +
(
Q1
Q2
+
Q2
Q1
)
+
(
Q3
Q4
+
Q4
Q3
)
+
(
Q1Q3
Q2Q4
+
Q2Q4
Q1Q3
)
, (C.34)
Ct/s = 2 +
(
Q1
Q2
+
Q2
Q1
)
+
(
Q4
Q3
+
Q3
Q4
)
+
(
Q2Q3
Q1Q4
+
Q1Q4
Q2Q3
)
, (C.35)
Ct/u = 2 +
(
Q1
Q3
+
Q3
Q1
)
+
(
Q2
Q4
+
Q4
Q2
)
+
(
Q1Q4
Q2Q3
+
Q2Q3
Q1Q4
)
, (C.36)
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We would like to determine the soft graviton spectrum at this order (ω2). To this
end one should integrate expressions of the form∫
d3q
|q|
{
C0 + Ca/b
Qa
Qb
+ Cab/cd
QaQb
QcQd
}
. (C.37)
Integrating over the graviton phase space, from the U term, one gets:∫
d3q
|q|
U∏
i qpi
= −4
[
−8(4piω2) +
(
s2
u2
− s
2
t2
)
(p1M˜34p2 + p4M˜12p3)
+
(
u2
s2
− u
2
t2
)
(p1M˜24p3 + p4M˜13p2) +
(
t2
s2
+
t2
u2
)
(p1M˜23p4 + p2M˜14p3)
]
(C.38)
where
M˜µνij =
∫
d3q
|q|
q˜µij q˜
ν
ij
qpiqpj
δ
(qP
Λ2
− 1
)
(C.39)
and 4piω2 in the very first term comes from∫
d3q
|q| δ
(qP
Λ2
− 1
)
= 4piω2 . (C.40)
The results for the various relevant integrals read
p1M˜34p2 = p4M˜12p3 =
8piω2
s
×
(
−ut
s
)
, (C.41)
p1M˜24p3 = p4M˜13p2 =
16piω2
st
[
1 +
u
t
log
(
−u
s
)](
−st
u
)(
st
u
)
−8piω
2
t
log
(
−u
s
)(
−st
u
)
,
p1M˜23p4 = p3M˜14p2 =
16piω2
su
[
1 +
t
u
log
(
− t
s
)](
−su
t
)(su
t
)
−8piω
2
u
log
(
− t
s
)(
−su
t
)
,
that can be written as
p1M˜34p2 = p4M˜12p3 = −8piω
2ut
s2
, (C.42)
p1M˜24p3 = p2M˜13p4 = −16piω
2st
u2
− 8piω
2s
u
log
(
−u
s
)
, (C.43)
p1M˜23p4 = p2M˜13p4 = −16piω
2su
t2
− 8piω
2s
t
log
(
− t
s
)
. (C.44)
Combining with the relevant pre-factors and adding the V terms one finds
− 1
8
8piG
2(2pi)3
∫
d3q
|q|
U + V∏
i qpi
= −64piω2 × 1
8
8piG
2(2pi)3{
1 + 2 +
[
ut
(
1
u2
− 1
t2
)
+ 2st
(
1
s2
− 1
t2
)
+ 2su
(
1
s2
+
1
u2
)
(C.45)
+su
(
1
s2
− 1
t2
)
log
(
−u
s
)
+ st
(
1
s2
+
1
u2
)
log
(
− t
s
)]}
.
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The final expression can be rewritten as
− 1
8
8piG
2(2pi)3
∫
d3q
|q|
U + V∏
i qpi
=
4G~2ω2
pi
× (C.46)
{
−1 +
[
s
t
− s
u
+ us
(
1
t2
− 1
s2
)
log
(
−u
s
)
− st
(
1
s2
+
1
u2
)
log
(
− t
s
)]}
.
This coincides with (5.24), (5.25) apart from a change of sign in the constant +1 in
(5.25). However, as already mention there, keeping into account the O(ω2) difference
between (2.3) and (2.9) precisely switches that sign and yields (5.28). Additional
additive constants could have come from ambiguities in the ordering of the differential
operators acting on the amplitudes. The exact agreement seems to indicate that the
ordering adopted in this paper is correct.
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