An episodic unsupervised learning algorithm using the Q-Learning method is developed to learn the optimal shape and shape change policy of a morphing airfoil. Optimality is addressed by reward functions based on airfoil properties such as lift coefficient, drag coefficient, and moment coefficient about the leading edge representing optimal shapes for specified flight conditions. The reinforcement learning as it is applied to morphing is integrated with a computational model of an airfoil. The methodology is demonstrated with numerical examples of a NACA type airfoil that autonomously morphs in two degrees of freedom, thickness and camber, to a shape that corresponds to specified goal requirements.
I. Introduction
Interacting with our environment is one of the fundamental ways in which we learn. With no explicit teacher and only sensory inputs, we can learn much information about cause and effect. We seek to learn and understand how the environment responds to our actions. Reinforcement learning, a machine learning method, is a computational approach to learning from interaction. The reinforcement learning problem seeks to learn what to do so as to maximize numerical reward. Reinforcement learning, in effect, learns how to map situations, or states, to actions. The learner or agent does this by exploring its environment and discovering which actions yield the most reward.
Discretizing the state and action spaces is a common way to cast a continuous state and action space problem as a reinforcement learning problem. A simple learning problem can be easily discretized into a relatively small number of states. The learned value or action-value function is generally a good representation of the agent's knowledge of the environment. A problem becomes more complex as the number of state variables needed to represent the environment increases. The number of states in the action-value function depends on how a problem is discretized. There is a trade off, however. If the agent can only store knowledge in a small number of states, important details of the environment may be lost. If the agent can store knowledge in a very large number of states, details of the environment are captured quite well. The caveat is that the rate of convergence drops drastically as the number of states increases. Examples of state space discretization include Reference 1, which describes a space robot problem in which the orientation and near optimal solution. The contribution of this paper is to examine the learning problem of the morphing airfoil in detail by changing various learning parameters. This analysis identifies which arrangement is most conducive to good convergence properties for the morphing airfoil reinforcement learning problem. This paper is organized as follows. Section II describes the mechanics of reinforcement learning and how it is implemented in Q-learning in particular. Reinforcement learning learns the optimality relations between the aerodynamic requirements and the shape. The airfoil can then be subjected to a series of aerodynamics requirements and use the relations learned to choose a good shape for the current set of requirements.
The method used to discretize a continuous learning domain is developed. Section III develops the airfoil model used by the reinforcement learning agent. This section describes the methodology used to calculate the aerodynamic and structural properties of the airfoil. Flexibility is allowed in the sense that thickness, camber, location of maximum camber, and angle-of-attack all have the potential of being commanded and used to determine the optimal configuration. Section IV describes how the airfoil model and the reinforcement learning agent are tied together to form a morphing airfoil. Section V describes how the testing simulations are conducted once learning is completed. Section VI takes the fully developed morphing airfoil and interprets numerical examples generated from it. The numerical examples show the airfoil autonomously morphing into optimal shapes corresponding to specified aerodynamic requirements. Finally, conclusions are drawn from the numerical examples in Section VII.
II. Reinforcement Learning Agent
Reinforcement learning (RL) is a method of learning from interaction between an agent and its environment to achieve a goal. The learner and decision-maker is called the agent. The thing it interacts with, comprising everything outside the agent, is called the environment. The agent interacts with its environment at each instance of a sequence of discrete time steps, t = 0, 1, 2, 3.... At each time step t, the agent receives some representation of the environment's state, s t ∈ S, where S is a set of possible states, and on that basis it selects an action, a t ∈ A(s t ), where A(s t ) is a set of actions available in state s(t). One time step later, partially as a consequence of its action, the agent receives a numerical reward, r t+1 = R, and finds itself in a new state, s t+1 . The mapping from states to probabilities of selecting each possible action at each time step, denoted by π is called the agent's policy, where π t (s, a) indicates the probability that a t = a given s t = s at time t. Reinforcement learning methods specify how the agent changes its policy as a result of its experiences. The agent's goal is to maximize the total amount of reward it receives over the long run.
Almost all reinforcement learning algorithms are based on estimating value functions. For one policy π, there are two types of value functions. One is the state-value function V π (s), which estimates how good it is, under policy π, for the agent to be in state s. It is defined as the expected return starting from s and thereafter following policy π. The generalization of this function is shown in Eq. 1.
where γ is the discount factor and r t+k is the sequence of rewards.
The other state-value function is the action-value function Q π (s, a), which estimates how good it is, under policy π, for the agent to perform action a in state s. It is defined as the expected return starting from s, taking action a, and thereafter following policy π. It is related to state value function by Eq. 2.
The process of computing V π (s) or Q π (s, a) is called policy evaluation. π can be improved to a better π that, given a state, always selects the action, of all possible actions, with the best value based on V π (s) or
. This process is called policy improvement. V π (s) or Q π (s, a) can then be computed to improve π to an even better π . The ultimate goal of RL is to find the optimal policy π * that has the optimal state-value function, denoted by V * (s) and defined as V * (s) = max π V π (s), or the optimal action-value function, denoted by Q * (s, a) and defined as Q * (s, a) = max π Q π (s, a). This recursive way of finding an optimal policy is called policy iteration. As a result Q * can be written in terms of V * .
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where P (s |s, a) is the probability of taking action a in state s will produce the next state s .
To make this function more manageable, Q can be re-expressed recursively
Eq. 4 can further be modified into a training rule that iteratively updates each Q(s, a) as it is visited and converges to Q * (s, a). This training rule is defined in Equation 5.
There exist three major methods for policy iteration: dynamic programming, Monte Carlo methods, and temporal-difference learning. Dynamic Programming refers to a collection of algorithms that can be used to compute optimal policies given a perfect model of the environment as a Markov decision process (MDP).
The key idea is the use of value functions to organize and structure the search for good policies. Classical
Dynamic Programming algorithms [18] [19] [20] are of limited utility in Reinforcement Learning, both because of their assumption of a perfect model and their great computational expense. However, they are very important theoretically.
Monte Carlo methods are employed to estimate functions using an iterative, incremental procedure. The term "Monte Carlo" is sometimes used more broadly for any estimation method whose operation involves a Additionally, it is the first provably convergent direct adaptive optimal control algorithm.
Reinforcement Learning has been applied to a wide variety of physical control tasks, both real and simulated. For example, an acrobat system is a two-link, under-actuated robot roughly analogous to a gymnast swinging on a high bar. Controlling such a system by RL has been studied by many researchers.
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In many applications of RL to control tasks, the state space is too large to enumerate the value function.
Some function approximators must be used to compactly represent the value function. Commonly used approaches include neural networks, clustering, nearest-neighbor methods, tile coding, and cerebellar model articulator controller.
A. Implementation of Reinforcement Learning Agent
For the present research, the agent in the morphing airfoil problem is its RL agent. It attempts to independently maneuver from some initial state to a final goal state characterized by the aerodynamic properties of the airfoil. To reach this goal, it endeavors to learn, from its interaction with the environment, the optimal policy that, given the specific aerodynamic requirements, commands the series of actions that changes the morphing airfoil's thickness or camber toward an optimal one. The environment is the resulting aerodynamics the airfoil is subjected to. It is assumed that the RL agent has no prior knowledge of the relationship between actions and the thickness and camber of the morphing airfoil. However, the RL agent does know all possible actions that can be applied. It has accurate, real-time information of the morphing airfoil shape, the present aerodynamics, and the current reward provided by the environment.
The RL agent uses a 1-step Q-learning method, which is a common off-policy Temporal Difference (TD) control algorithm. In its simplest form it is a modified version of Eq. 5 and is defined by
The Q-learning algorithm is illustrated as follows:
-Initialize s -Repeat (for each step of the episode) * Choose a from s using policy derived from Q(s, a) (e.g. -Greedy Policy) * Take action a, observe r, s
The agent learns the greedy policy, defined as:
As the learning episodes increase, the learned action-value function Q(s, a) converges asymptotically to the optimal action-value function Q * (s, a). The method is an off-policy one as it evaluates the target policy (the greedy policy) while following another policy. The policy used in updating Q(s, a) can be a random policy, with each action having the same probability of being selected. The other option is an -greedy policy, where is a small value. The action a with the maximum Q(s, a) is selected with probability 1-, otherwise a random action is selected.
If the number of the states and the actions of a RL problem is a small value, its Q(s, a) can be represented using a 
B. Learning on a 2-and N-Dimensional Continuous Domain
Q-learning on a continuous domain quickly becomes intractable when one considers that convergence of the algorithm to the optimal action-value function is only guaranteed if the agent visits every possible state an infinite number of times. 23 An agent would therefore visit an infinite number of states using an infinite number of actions an infinite number of times. Add in the fact that the states can be defined by anywhere from 1 to N continuous variables and the so-called "Curse of Dimensionality" becomes a significant problem.
One way to cope with the inherent complexity of a continuous domain learning problem is to discretize the state space by overlaying a pseudo-grid. The essential ideas of this concept can be best introduced in terms of a 1-dimensional problem. The notation can then be generalized for the 2-and N-dimensional problems.
For the 1-dimensional problem the state space can be represented by a line as seen in Figure 1 . An arbitrary set of vertices 1 X, 2 X, . . . , k X, . . . are introduced at a uniform distance h apart. Ideally, h is chosen such that a vertex lies on both end points of the state space. In the learning algorithm the agent is only allowed to visit the overlaying vertices and their corresponding states. This technique effectively reduces the state space from infinity to a finite number of states, thus rendering the problem more manageable.
To further simplify the problem, we restrict what actions the agent may take. When the agent is at the I th vertex X = I X, it may only move to I−1 X or I+1 X. Now the problem only has two possible actions rather than an infinite number, which further reduced the problem complexity. Let L denote the length of the continuous domain. As per our formulation there are
vertices, where N V is the number of vertices, and 2 actions. Therefore, there are only
state-action pairs, where N is the number of state-action pairs.
The 2-dimensional problem can be represented in a similar manner. In this case the state space is represented by Figure 2 . An arbitrary set of vertices 11 X, 12 X, . . . , ij X, . . . are again introduced at uniform distances h x1 or h x2 apart. The actions available to the agent are again restricted as in the 1-dimensional case. For the 2-dimensional case, when the agent is at the IJ th vertex X = IJ X, it may only move to
J X, I(J−1) X, and I(J+1) X, a total of 4, or 2 * 2, actions. This problem is more complex than the previous one, yet it is still simpler than a 2-dimensional continuous state space problem. For this 2-dimensional discrete case, let L x1 and L x2 denote the length in the x 1 -and
vertices. Therefore, there are
state-action pairs. This 2-dimensional development is what will be used in the rest of this paper.
From here the formulation can be generalized to the N-dimensional case. For an N-dimensional continuous state space, an arbitrary set of vertices 11...1 X, 11...2 X, . . . , N N ...N X are introduced at uniform distances h x1 , h x2 , . . ., h x N apart. The actions are restricted to the two nearest vertices in any direction from the current vertex X = IJ... X, yielding a total of 2N actions available to the agent from any given vertex.
. ., L x N denote the length in the x 1 -, x 2 -, . . ., and x N -directions, respectively. As a result there are
state-action pairs.
Discretizing the domain in this way can greatly simplify a learning problem. Intuitively, the larger h xi is, the fewer the number of vertices, resulting in fewer visits by the agent necessary to learn the policy correctly.
Special care must be taken, however, in the choice of h xi and the definition of the goal the agent attempts to attain. If the only goal state lies between vertices, then the agent will be unable to learn the actions necessary to reach the goal state.
The "Curse of Dimensionality" can still become a problem when using this technique. As N increases, the number of state-action pairs increases quickly. Manipulation of h xi can alleviate some problems, but can eventually become overwhelmed. However, the number of state-action pairs remains finite. In this paper a 2-dimensional problem is analyzed. Careful manipulation of h xi helps to maintain a manageable learning problem.
C. Exploration/Exploitation Dilemma
When selecting the next action, one typical problem the agent has to face is the exploration-exploitation dilemma. 27 If the agent selects a greedy action that has the highest value, then it is exploiting its knowledge obtained so far about the values of the actions. If instead it selects one of the non-greedy actions, then it is exploring to improve its estimate of the non-greedy actions' values. Exploiting knowledge from the outset usually results in the agent finding and preferring local optima rather than the global goal.
the outset and continuing throughout the learning process, however, avoids this problem, though the agent is more likely to continue to randomly explore areas that are not of interest.
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For part of the analysis in this paper, the agent is allowed to randomly explore during all learning episodes to gain an understanding of the nature of the problem. The rest of the analysis will entail changing the policy the agent uses to choose actions throughout the learning process. The agent will begin learning by using a fully random exploration process. As the agent conducts learning episodes, the agent begins to exploit its knowledge more often. This change in policy is caused by increasing ε from 0 → ε ≤ 1. This annealing of ε allows the agent to explore early on to eliminate any local optima. During later episodes the agent exploits its knowledge to find the global goal.
D. Annealing of Discount Factor
The discount factor also influences convergence of the reinforcement learning problem. The discount factor, γ is related to the discount rate as defined by economists by Eq. 14.
where r is the discount rate. 28 Though Reference 16 showed that a constant value of γ = 0.7 yielded good convergence properties, for high dimensional problems annealing the discount factor can aide convergence.
At low values of γ the agent learns primarily the utility of the RL problem. 28 Incrementally increasing γ throughout the learning process allows the agent to learn how the primary costs of its actions accumulate.
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Since the methodology developed in the this and other papers is a stepping stone for higher dimensional, and more complex, learning problems, the effect of annealing γ from low to high values is analyzed.
III. Airfoil Model Representation
To calculate the aerodynamic properties of many different airfoils in a short period of time, or as a single airfoil changes shape, a numerical model of the airfoil is developed. A constant strength doublet panel method is used to model the aerodynamics of the airfoil. The main assumption is that the flow is incompressible, otherwise a much more complex model is necessary. This assumption is valid because current interests lie in the realm of micro air vehicles, which fly at speeds less than Mach 0.3. Other assumptions are that both the upper and lower surfaces of the airfoil are pinned at the leading and trailing edge rendering the structural moment at these points to be zero. These boundary conditions become important in later sections in the calculation of M y and σ xx . One final assumption is that the flow is inviscid. Thus the model is only valid for the linear range of angle-of-attack.
The flexibility of this type of model allows the reinforcement learning algorithm developed to manipulate four degrees of freedom. The degrees of freedom are
• Airfoil thickness
• Camber
• Location of maximum camber
• Airfoil angle-of-attack Despite this versatility there are some limitations to the model. Since the model uses a panel method to calculate the aerodynamics, it is very sensitive to the grid, or location of the panels, and the number of panels created. The grid must be a sinusoidal spaced grid in the x direction, which puts more points at the trailing edge of the airfoil. This type of grid is necessary because many aerodynamic changes occur near the trailing edge. If the number of panels were to decrease, the accuracy of the model would also decrease.
However, as the number of panels generated is increased, the computational time of the model increases as well. Thus, a balance is needed between accuracy and computational time. This balance can be achieved by finding a set number of panels for which any increase from that number of panels yields a minimal accuracy increase. For example, assume 50 panels are chosen initially. If the number of panels were changed to 100 and the accuracy of the model increased by 10 per cent, this increase in the number of panels would be deemed necessary. If the number of panels were changed from 100 to 150 and the accuracy of the model increased by less than 1 per cent, then this increase in the number of panels would be deemed unnecessary, and 100 panels is chosen as the correct number of panels to use.
A full description of the airfoil model development can be found in Reference 16. Validation and verification of the airfoil model can also be found in Reference 16.
IV. Morphing Airfoil Implementation
The morphing of the airfoil entails changing the thickness and camber at this stage in the development of this methodology (see Figure 3) . The reinforcement learning agent specifies these two parameters corresponding to the current flight condition. It is assumed that the airfoil is composed of a smart material whose shape is affected by applying voltage. For simulation purposes, the morphing dynamics are assumed to be simple nonlinear differential equations. The optimality of the airfoil for this paper is defined by the airfoil lift coefficient.
The aerodynamic model and the reinforcement learning agent interact significantly during both the learning stage, when the optimal shape is learned, and the operational stage, when the airfoil morphs from state to state. The purpose of the reinforcement learning agent is to learn the optimal series of actions necessary to command both the thickness and camber, and thus the airfoil, into the optimal shape for a given flight condition. The two parts of the system interact as follows. Initially, the reinforcement learning agent commands a random action from the set of admissible actions. As described in Section II.B, the admissible actions are restricted to movement to the two closest vertices in any given direction from the current vertex. For example, the agent chooses to move in the x 1 -direction from vertex IJ X in the 2-dimensional problem. The two possible actions in the x 1 -direction are defined as follows
Eq. 15 can be summarized by saying the admissible actions in the x 1 -direction are A 1 = ±h x1 . Similar relationships can be found for the x 2 -direction. Admissible actions in the other direction is A 2 = ±h x2 . For this problem there are four sets values of h xi to be analyzed. They are defined in Table 1 , and the definitions of the x i axes are defined in Table 2 . 
x 2 Camber (%)
To read these tables consider the x 1 -direction, for example. The agent changes ±0.50% of the chord in thickness in this direction when h xi = 0.50%.
The agent implements an action by submitting it to the plant which produces a shape change. The reward associated with the resultant shape is evaluated. The resulting state, action, and reward set is then stored in a database. Then a new action is chosen, and the sequence repeats itself for some predefined number of episodes or until the agent reaches a goal state. Shape changes in the airfoil due to actions generated by the reinforcement learning agent cause the aerodynamics associated with the airfoil to change. The aerodynamic properties of the airfoil define the reward, as stated, and the structural analysis offers a constraint on the limits of the morphing degrees of freedom.
Due to the continuous nature of the states, rather than just a positive reward for a single goal state, a positive reward is given when the airfoil meets some specified range of the aerodynamic properties listed above. The positive reward is selected to be a combination of the aerodynamic properties of the current airfoil, which is dependent on the current shape and current flight condition. As a result there is a goal region rather than a single goal state that the agent must aspire to reach.
V. Monte Carlo Simulation
The action-value function is analyzed by conducting a set of simulations using the learned function. The agent is initialized in a random, non-goal state and allowed to exploit its knowledge to navigate through the domain to find the goal. The agent retains a 5% probability of choosing a random action and exploring the state space. During the learning process the action-value function is recorded every 200 episodes. The simulation is run 500 times for each recorded action-value function to accrue enough data to get an accurate measure of the success or failure of the agent and the learning algorithm as the learning is refined. A success occurs when the agent navigates from the random initial state to a goal state without encountering a boundary. A failure occurs when the agent either encounters a boundary or gets "lost" and wanders around the state space.
VI. Numerical Examples
The purpose of the numerical examples is to demonstrate the learning performance of the reinforcement learning agent when integrated with the aerodynamic model. The agent follows either a 100% exploration policy, an ε-greedy policy with annealing, or an ε-greedy annealing policy in addition to annealing of the discount factor. The agent is to learn the respective action-value functions using each one of the four sets of h xi listed in Table 1 in turn. For the purpose of direct comparison between the discretized state-space effected by the different h xi sets, the chord, angle-of-attack, number of episodes, boundary reward, goal reward, and aerodynamic goal are the same for each round of learning. The values of these constants are listed in Table 3 .
For each of the 5000 episodes, the agent begins in a random initial state that is not classified as a goal Angle-of-attack 2.0
•

Episodes 5000
Boundary reward −20
Goal reward +20
Goal region c l ≥ 0.4 state. The agent then explores the state space of thickness-camber combinations according to its current policy until it either hits the predefined limit of total number of actions or finds a goal state. Should the agent encounter a boundary, that boundary location is noted, and the agent chooses another action. The boundary is defined as the thickness and camber limits set on the airfoil. The agent is not allowed to venture beyond these limits and is given negative reinforcement whenever it attempts to do so. The limits for these examples are listed in Table 4 . These limits were chosen because they are representative of low speed airfoils that might be found on small UAVs or micro air vehicles. Camber (% chord) 0 5
The learning performance is analyzed in several ways. First the dimensionality of the action-value functions are compared between the action sets. Next the simulation results for different policies are compared for each set of h xi to examine both the learning performance for a particular set of h xi . The simulation results are then recast such that comparisons between sets of h xi for each policy can be more easily made to again examine the learning performance. Finally, the final value functions are compared and analyzed.
A. Dimensionality
The dimensionality of the problem to be learned is an ever present concern for learning algorithms. A problem with a high number of states, or in the case of Q-learning, a high number of state-action pairs, necessitates a greater number of learning episodes, and thus more computational time, to learn the required action-value function. Conversely, fewer states means faster learning, especially given that computational aerodynamic models are usually computationally intensive. The caveat is that there must be enough states to fully capture the details of the action-value function for the problem at hand. The number of non-goal states and state-action pairs for each value of h xi listed in Table 1 are shown in Table 5 
B. Policy Comparison and Analysis
This section considers a direct comparison for each h xi between action-value functions when the agent follows one of the following:
• 100% exploration policy
• ε-greedy policy with annealing
• ε-greedy annealing policy and annealing of the discount factor, γ
The results of the simulations as described in Section V are shown in Figure 4 . All four subfigures show that the action-value function in which the agent followed an annealing policy converges to a good solution the quickest. A 96% − 100% success rate is achieved in as little as 200 episodes for the coarsest discretization and 800 episodes for the finest discretization. The results of the learning in which the discount factor also anneals shows a much lower success rate early in the learning, then converging quickly after a couple hundred episodes. In this case, convergence to a 95% − 100% success rate is achieved in 200 − 3000 episodes. The most distinct differences between policies are seen in Figure 4 .a. Rate of convergence is expected to be lower given the larger number of states the agent must visit. Figure 4 .d suggests that when the agent must only visit a small number of states, annealing the discount factor and/or the policy makes little difference in the rate of convergence. The "kink" evident in Figure 4 .b is most likely a result of the small probability that the agent chooses a random action and encounters a boundary.
C. h xi Comparison and Analysis
This section takes a different approach than the previous section and considers a direct comparison between the action-value functions for each h xi . The results presented in this manner are shown in Figure 5 . This figure shows that there is the most difference in convergence between h xi values when the policy is fully explorative and when both the policy and discount factor changes as learning progresses; 5000 and 3000 episodes, respectively, are required for all four action-value functions to converge to at least a 95% success rate. Generally, convergence for these cases increases as h xi increases. This result is again due to the decreasing number of states the agent must visit and update. Figure 5 .b shows the highest rate of convergence for all values of h xi . All four action-value functions converge to nearly a 100% success rate within 800
episodes. This fact suggests that for this problem annealing the policy from fully explorative to almost fully exploitative yields the best results.
D. Value Function Analysis
It is helpful to consider a value function approximated from the learned action-value function. The value function can show how the learning differs when learning parameters or discretization is modified. The value function is calculated using the following equation.
The value functions calculated for each of the final action-value functions presented in the previous sections are illustrated in this section. Figure 6 shows the value functions when the agent follows a fully explorative policy. The general shapes of each of the value functions are similar. The main difference shown is that the maximum value in the value Figures 6, 7 , and 8, C is an abbreviation for Camber, and T is an abbreviation for Thickness.) Figure 7 shows the value functions for a policy annealing from fully explorative to mostly exploitative.
Notice the shapes of the value functions now differ between each h xi . Figure 7 .a shows two prominent peaks in the value function. This results from an unequal distribution of state visits early on in the learning.
At the outset the agent explores randomly, but given the number of state-action pairs, the agent does not necessarily have time to evenly propagate rewards through the action-value function. For this example of learning, the agent visited the states near the peaks of Figure 7 .a early. As the policy changed to require the agent to exploit its knowledge more often, the agent favored the two areas it had already explored the most. This effect resulted in the two peaks. A similar phenomenon occurred for h xi = 0.25% and is shown in Figure 7 .b. There are a couple small peaks that are not as extreme as those seen in Figure 7 .a. This result means that the agent was able to more evenly explore all the states before the policy changed. Given Figure 8 shows the value functions resulting from both an annealing policy as well as the discount factor, γ, increasing from 0.0 to 0.7 as learning progresses. Figure 8 .a shows a similar prominent peak in the value function as that seen in Figure 7 .a. This peak is again a result of the policy followed and the total number of states. A peak is not evident in Figure 8 .b as it was in Figure 7 .b. One reason is that the discount factor early in the learning is equal to or near zero. When the discount factor is equal to zero, the agent updates the action-value based only on whatever reward it receives. No update in the form of γ max a Q (s , a ) is added to the value function. Another reason is the policy followed as noted previously. Once again as the number of states reduces to that shown in Figure 8 .d, the value function is not appreciably different from the value functions in Figure 6 .d and 7.d.
VII. Conclusions
This paper analyzes a technique for learning the optimal shape change policy of a morphing airfoil that combines machine learning and analytical aerodynamic calculations. Effects of changing learning parameters such as the policy the agent follows and the discount factor are investigated, along with the effects of the discretization of the state space. With these changes the Reinforcement Learning agent learns the policy to morph in two degrees-of-freedom, thickness and camber, from some initial state to the defined goal state.
The effects the differences in policy, discount factor, and discretization were then presented and discussed.
The results show that the agent following the policy annealing from fully explorative to almost fully exploitative yielded the fastest convergence of the action-value function, regardless of the value of the action step size. Convergence to a success rate between 96% − 100% was reached in as little as 200 epsiodes and as many as 800 episodes. This policy is a promising candidate to handle the increasing number of states as the morphing airfoil problem becomes more complex. An action step size value of 1.00% resulted in the fastest convergence rate, regardless of policy followed or discount factor. A nearly 100% success rate was achieved within 200 episodes in all instances. The agent tends to favor particular goal states when the discount factor and/or the policy is annealed and the discretization of the state space is fine. The Reinforcement Learning agent is sensitive to the discount factor, the policy followed by the agent, and discretization of the state space. If the discretization is very fine, then rate of convergence is slower, taking upwards of 3000 episodes to achieve a 96% success rate, than when the discretization is coarse, only 200 episodes needed to achieve a 100% success rate. However, a fine discretization is desired for a refined goal or cost function. A broad goal or cost function is necessary for a coarse discretization of the state space. With the broad goal defined in this paper, this consideration did not pose a problem. 
