The U 2 norm gives a useful measure of quasirandomness for realor complex-valued functions defined on finite (or, more generally, locally compact) groups. A simple Fourier-analytic argument yields an inverse theorem, which shows that a bounded function with a large
Suppose we know that f ∞ ≤ 1 and f U 2 ≥ c. Then |f (χ)| ≤ 1 for every χ, f 2 2 = f Therefore, there exists χ such that
This is an easy and well-known example of an inverse theorem. It tells us that if a bounded function has a large U 2 norm, then it must correlate with a character. The converse is even easier: if |f (χ)| ≥ c, then
In this paper, we shall generalize this result in two directions simultaneously: we shall allow G to be a non-Abelian group, and we shall allow the function f to take values in a matrix group M n (C). The appropriate definition of the U 2 norm turns out to be given by the formula f 4 U 2 = E xy −1 zw −1 tr(f (x)f (y) * f (z)f (w) * ), the appropriate definition of the L ∞ norm is
where . op is the operator norm, and the role played by characters is now played by (translates of) unitary representations -that is, (Freiman) homomorphisms from G to a unitary group.
Our main theorem (Theorem 5.6 below) will tell us that a function f : G →M n (C) with f ∞ ≤ 1 and f In order to prove this theorem, we use a natural generalization of Fourier analysis, which first appeared (to the best of our knowledge) in a paper of Moore and Russell [8] . However, the proof is considerably less straightforward than the proof for Abelian groups and scalar-valued functions, because although that argument can be generalized in a natural way, the resulting generalization yields a conclusion that is much weaker than we need. Roughly speaking, it tells us that many small pieces of our function f correlate with irreducible representations. There then remains the task of finding a way to move these small irreducible representations so that they become orthogonal and can be put together into a large representation that still correlates with f .
As a by-product of our inverse theorem, we obtain as a straightforward consequence a stability theorem for unitary representations. This result fits into a program initiated by Ulam in 1940 , who asked the following general question. Question 1.1. Let G 1 be a group and let G 2 be a metric group with a metric d. Given ε > 0, does there exist δ > 0 such that if a function f : G 1 → G 2 satisfies the inequality d(f (xy), f (x)f (y)) < δ for all x, y ∈ G 1 , then there is a homomorphism g : G 1 → G 2 such that d(f (x), g(x)) < ε for all x ∈ G 1 .
If the answer is yes, then one says that the functional equation that defines the homomorphism property is stable.
We shall be interested in the case where G 1 is a finite group and G 2 is a unitary group U(n). The metric we shall take on U(n) is given by the Hilbert Schmidt norm (also known as the Frobenius norm). This norm is defined on M n (C) by the formula A 2 HS = tr(AA * ). If we think in matrix terms, then it is also given by the formula i,j |A ij | 2 . It comes with the inner product A, B = tr(AB * ).
Let G be a finite group. A unitary representation of G is a homomorphism ρ : G → U(H) for some Hilbert space H, where U(H) is the group of unitary operators on H. An approximate unitary representation is a map f : G → U(H) such that f (gh) is approximately equal to f (g)f (h) for any two elements g, h ∈ G, where the approximation is in some suitable norm. For any matrix norm . that is invariant under taking adjoints and under multiplication by a unitary map, there is a simple class of examples: take a unitary representation ρ and take any function f : G → U(H) such that f (g) − ρ(g) is small for every g. It is natural to ask whether all examples are of this form, which is precisely Ulam's stability problem when G 1 = G, G 2 = U(H), and the metric on G 2 is given by the matrix norm.
An additional point is that when H is finite dimensional, it is desirable to normalize our matrix norms so that the dependence of δ on ε is independent of the dimension of H. For example, with the Hilbert-Schmidt norm we can do this by defining A 2 hs to be n −1 tr(AA * ), or equivalently A hs = n −1/2 A HS , where n = dim H. The diameter of U(H) is 2 for this normalized version of the norm, instead of 2n 1/2 for the unnormalized version. For our main results, we wish to regard two n × n matrices A and B as close if A − B HS ≤ ε √ n for some small ε, and it is more natural to express this condition by writing it as A − B hs ≤ ε.
Results of this kind have been known for some time when the matrix norm in question is the operator norm A op = max{ Ax : x = 1}. In 1974, Grove, Karcher and Ruh proved [6] that unitary representations of compact groups are stable with respect to the operator norm. This result was rediscovered by Kazhdan in 1982 and generalized to amenable groups. Kazhdan's version is as follows.
Theorem 1.2 (Kazhdan).
Let G be an amenable group and let f : G → U(H) for some Hilbert space H. Let ε < 1 200 and suppose that f (gh) − f (g)f (h) op ≤ ε for all g, h ∈ G. Then there exists a representation ρ : G → U(H) such that f (g) − ρ(g) op < 2ε for every g ∈ G.
A short proof can be found in [10] or [3] . In a slightly earlier paper, also from 1974, Grove, Karcher and Ruh proved [5] a theorem that implies a stability result for the Hilbert-Schmidt norm. (It appears as Theorem 4.3 in their paper.) Rephrasing the stability result in terms of the normalized Hilbert-Schmidt norm, we can state it as follows. Theorem 1.3 (Grove, Karcher, Ruh). Let G be a compact Lie group, let ε ≤ (π/6)n −1/2 , and let f : G → U(n) be a map such that f (xy)−f (x)f (y) hs ≤ ε for every x, y ∈ G. Then there exists a representation ρ : G → U(n) such that f (x) − ρ(x) hs ≤ 1.36ε for every x ∈ G.
A similar result also appears in an unpublished preprint from 2003, by Babai, Friedl and Lukács [1] . It is somewhat weaker than the result of Grove, Karcher and Ruh just mentioned, since they require a smaller upper bound on ε and the constant of proportionality they obtain depends on n. However, they introduced some interesting techniques that have influenced the methods we use in this paper.
For some applications it would be highly desirable to be able to prove a dimension-independent result. That is, we would like the result to apply to all sufficiently small ε, where the smallness condition is independent of n. Our interest in the problem arose because we needed precisely such a statement in order to prove another theorem.
If one wishes to improve Theorem 1.3 in this way, then one has to face up to an example that is initially rather discouraging. Let G be a finite group, let n + 1 be the smallest dimension of an irreducible representation, and suppose that n is large. Let ρ : G → U(n + 1) be an irreducible representation and let π : C n+1 → C n be an orthogonal projection with adjoint ι (which is an insertion map from C n to C n+1 ). Finally, let f : G → U(n) be defined by the formula f (x) = πρ(x)ι for each x.
Then f (x)f (y) = πρ(x)ιπρ(y)ι. But with respect to a suitable orthonormal basis, ιπ is an (n + 1) × (n + 1) diagonal matrix with 1s everywhere except in the final position where there is a zero. It follows straightforwardly that
where the approximation is in the normalized Hilbert-Schmidt norm. Moreover, the error tends to zero with n.
It is clear that in some sense the representation that approximates f ought to be ρ, but ρ is of the wrong dimension. Moreover, there are no non-trivial representations of dimension n, and the trivial representation is a very bad approximation indeed. So when the smallest nontrivial representation of G has a large dimension (such groups are called quasirandom in [4] ), there are approximate representations with very small ε that cannot be approximated even crudely by a representation.
It follows that the requirement in Theorem 1.3 that ε should be bounded above by a function of n is necessary, and with a bit more care one can show that that function cannot be substantially better than the n −1/2 that Grove, Karcher and Ruh obtained. However, if we do not insist that the approximating representation is of the same dimension as f , then this conclusion no longer follows. Given that the normalized Hilbert-Schmidt norm is insensitive to low-rank perturbations, it is not very natural to insist that the approximating representation should have the same dimension as f . Our main theorem takes this into account, and can therefore be seen as the "correct" version of the Ulam stability problem for the Hilbert-Schmidt norm when ε is significantly larger than n −1/2 . It can be stated imprecisely as follows. (The precise statement appears as Theorem 6.12 but depends on some definitions that we give later.) If f : G → U(n) is a map such that f (x)f (y) − f (xy) hs ≤ ε for every x, y ∈ G, then there exists m close to n and a representation ρ : G → U(m) such that f (x) − ρ(x) hs ≤ Cε for every x, where C is an absolute constant, and we interpret f (x) − ρ(x) hs in a natural way (to allow for the fact that they are matrices of slightly different dimension). The constant C we obtain is considerably worse than the 1.36 obtained by Grove, Karcher and Ruh, but our result is applicable for all ε. The error in the dimension in our result is proportional to ε 2 n, so when ε ≤ cn −1/2 the representation ρ has the same dimension as the approximate representation f . Thus, our result implies the result of Grove, Karcher and Ruh, apart from the worsening of the constants.
The paper is organized as follows. In the next section we collect together some basic lemmas about matrices that will be used without comment in the rest of the paper. In Section 3 we recall the definition and basic properties of the Fourier transform we need for matrix-valued functions on general finite groups, and in Section 4 we apply it to obtain many approximately invariant subspaces. In Section 5 we show how to piece together suitable modifications of these subspaces to create a representation that correlates with the original function and thereby gives us our inverse theorem. In Section 6 we show how to deduce the stability results from the inverse theorem. In Section 7 we prove that the approximating representation we find is, in a suitable sense, unique. (It is not precisely unique, since two distinct representations can be close in the normalized Hilbert-Schmidt norm.) Finally, in Section 8 we make a few concluding remarks and mention some questions to which we do not know the answers.
After we posted a first version of this paper to the arXiv, Narutaka Ozawa informed us in a private communication that the stability result could also be proved by operator-algebraic methods. The proof he outlined, which is short, given various known results in functional analysis, gives a better dependence on ε for the p-Schatten norms when 2 < p < ∞. His argument does not yield the inverse theorem: it would be interesting to know whether an operatoralgebraic approach could be made to work for that too.
A few preliminaries
In this section we shall briefly introduce some of the principal definitions (which are mostly standard) that will be used throughout the paper.
Singular values and matrix norms
We have already mentioned the Hilbert-Schmidt norm. This plays the the role for matrices that the ℓ 2 norm plays for real or complex-valued functions defined on finite groups. Another important norm on such functions is the U 2 norm, which we have also mentioned. For matrices its role is played by the box norm, which can be defined by the formula A 4 = tr(AA * AA * ) = AA * 2 HS . (It is not too hard to prove that this formula defines a norm -it will in fact follow from a lemma proved later in this section.)
Fourier coefficients play a very important role in basic additive combinatorics. For matrices a similar role is played by singular values. Recall that if V and W are complex inner product spaces of dimensions n and m, respectively, A : V → W is a linear map, and r = min{m, n}, then there exist orthonormal bases v 1 , . . . , v n of V and w 1 , . . . , w m of W and non-negative real numbers λ 1 , . . . , λ r such that Av i = λ i w i for i = 1, . . . , r and Av i = 0 if i > r. The numbers λ 1 , . . . , λ r are called the singular values of A. An equivalent statement in terms of matrices is that if A is an m × n complex matrix, then there exist unitary matrices P ∈ U(m) and Q ∈ U(n) such that P AQ is diagonal, in the sense that (P AQ) ij = 0 whenever i = j. The diagonal entries (P AQ) ii are unique up to permutation and are equal to the singular values.
From this uniqueness it follows that the singular values are unaffected if we multiply A on the left or right by a unitary matrix. The same is easily seen to be true of tr(AA * ) and tr(AA * AA * ). If A is diagonal with nonnegative entries, then tr(AA * ) is the sum of the squares of those entries, and tr(AA * AA * ) is the sum of their fourth powers. It follows that in general A 2 HS is the sum of the squares of the singular values of A and A 4 is the sum of the fourth powers of the singular values. Also, A op is the maximum singular value. It is straightforward to check that if G is a group and f : G → C, then the singular values of the corresponding convolution operator A f are the absolute values of the Fourier coefficients of f , which explains why singular values of matrices have several properties that are similar to properties of Fourier coefficients of scalar-valued functions on finite groups.
Another norm we shall consider later is the nuclear norm. The nuclear norm A nuc of a matrix A is defined to be the sum of its singular values. Equivalently, it is the smallest possible value of i λ i such that every λ i ≥ 0 and we can write A = i λ i a i ⊗b i for unit vectors a i and b i . That is, the unit ball of the nuclear norm is the convex hull of the rank-1 matrices of norm 1.
The nuclear norm is the matrix equivalent of the ℓ 1 norm.
We begin with a matrix version of the ℓ 1 -ℓ ∞ inequality.
Lemma 2.1. Let A and B be n×m matrices. Then |tr(AB * )| ≤ A op B nuc .
Proof. If A is a matrix and a ⊗ b is a rank-1 matrix, then
The result now follows from the triangle inequality and the second definition above of the nuclear norm.
It is not hard to see that in fact the nuclear and operator norms are dual to each other. Indeed, if A has operator norm 1, then pick unit vectors u and v such that Au = v. Then v ⊗ u has nuclear norm 1 and
The next lemma will be useful for providing a sort of bridge between non-square matrices and square matrices. Lemma 2.2. Let U be an n × m matrix with all its singular values equal to 1. Then if n ≤ m the rows of U form an orthonormal sequence, and if n ≥ m the columns form an orthonormal sequence.
Proof. Suppose first that n ≤ m. Then there are n singular values, so we can write U in the form n r=1 a(r) ⊗ b(r), where a(1), . . . , a(n) and b(1), . . . , b(n) are orthonormal sequences in C n and C m , respectively. Then the inner product of the ith row of U with the jth row of U is
Since the b(r) are orthonormal, this is equal to r a(r) i a(r) j . But a(1), . . . , a(n) form the rows of an n × n unitary matrix, which therefore has orthonormal columns, so this last sum is 1 if i = j and 0 otherwise.
This proves the result when n ≤ m. If n > m then we can apply the above argument to U * .
Let us define a partial unitary matrix to be an n × m matrix with orthonormal rows if n ≤ m and orthonormal columns if n ≥ m. The reason for this terminology is that a partial unitary matrix can be extended to a unitary matrix of dimension max{n, m} by the addition of some more rows or columns.
A U
2 -norm for matrix-valued functions
Let G be a finite Abelian group and let f : G → C. The U 2 -norm of f is defined by the formula
It is not too hard to show that this does indeed define a norm.
A convenient generalization of the definition for non-Abelian finite groups turns out to be the following.
A convenient further generalization of this for functions f :
It will sometimes also be useful to consider a normalized version of this definition, namely
As with the scalar U 2 -norms, it is also useful to define a kind of generalized inner product. We set
Again as in the scalar case, this generalized inner product comes with a generalized Cauchy-Schwarz inequality.
Proof. This is proved in a standard way using repeated applications of the usual Cauchy-Schwarz inequality. We have
By the cyclic property of the trace, [
is always real and non-negative, by the first equality above and the fact that for any matrix tr(AA
By the inequality we have just proved, it follows that
with a similar inequality for [
. Putting all this together gives the result.
, we also have the inequality
Corollary 2.4. The functions . U 2 and . u 2 really are norms.
Proof. The only non-trivial part of this is the triangle inequality. But
where each f i is f or g. Using Lemma 2.3 we can therefore bound the right-hand side by (
4 , and we are done. The result for . u 2 is an immediate consequence.
The next result is a (much easier) converse to the inverse theorem that we shall prove later. Our aim later will be to prove that every function f : G →M n (C) that takes values with operator norm at most 1 and satisfies f u 2 ≥ c must correlate with a representation of dimension not too different from n. Here we show that this condition is sufficient as well as necessary. If A and B are matrices of the same size, we shall write A, B for the matrix inner product tr(AB
Corollary 2.5. Let m and n be positive integers, let f : G →M n (C) be a function, let c > 0, let U and V be n × m partial unitary matrices, let P : G → U(m) be a representation, and suppose that
Therefore, setting σ(x) = V P (x)U * for each x, we have that
Also, if xy
Therefore, by Corollary 2.3 we get that f U 2 ≥ cm/m 3/4 , which proves the result. If n ≤ m, then we can rewrite the initial inequality as
This time we have P (x) = P (w)P (z) * P (y) whenever yz −1 w = x, so this inequality is equivalent to the statement that
from which it follows that g U 2 = f U 2 . So we have the result in this case as well.
The next result is a slightly different way of expressing the same basic idea: that a function that correlates with a representation of a not too different dimension has a u 2 norm that is bounded below.
in the first case, and f u 2 ≥ c(m/n) 1/4 in the second.
Proof. Let g = f and σ = ρ ⊕ 0 n−m in the first case and let g = f ⊕ 0 m−n and σ = ρ in the second case. In both cases, 
An inequality concerning real sequences
Later on, we shall obtain a collection of singular values from which we shall want to pick out the large ones, in an appropriate sense. The following lemma will help us with this.
Lemma 2.7. Let a 1 , . . . , a m be real numbers belonging to the interval [0, 1], let n be a positive integer, and let 0 ≤ c ≤ 1. Suppose that
From this it follows that |A| ≥ cn/(2 − c) as well.
For the upper bound on |A|, let us assume that |A| = m and try to maximize i∈A a 2 i subject to the constraints that a i ≥ c/2 for every i ∈ A and i∈A a i ≤ n. If a ≥ b and δ > 0, then (a + δ)
, where r is chosen such that r + (c/2)(m − r) = n. (It does not matter if this r is not an integer -we can generalize in an obvious way to step functions defined on R.)
For this to be at least cn, we need cm/2 ≤ n(
We remark that for c small we shall use the bounds cn/2 ≤ |A| ≤ 2n/c and n i=1 a i ≥ cn/2, which are easier to prove. The reason we worked a little bit more to obtain the stronger bounds is that we shall use the lemma when c is close to 1. If c = 1−ǫ for small ǫ, then c/(2−c) = (1−ǫ)/(1+ǫ) ≥ 1−2ǫ. It will matter to us that the difference between this and 1 is O(ǫ).
Corollary 2.8. Let m and n be positive integers, let a 1 , . . . , a m ∈ [0, 1] be real numbers and let n 1 , . . . , n m be natural numbers such that
Proof. Strictly speaking, this is a corollary of the proof of Lemma 2.7 and not just the statement. We just have to duplicate each a i n i times and remark that if a i = a j in the proof of Lemma 2.7, then either both of them belong to A or neither does.
Fourier analysis for matrix-valued functions on finite groups
In this section, we recall the definition and basic properties of a Fourier transform for matrix-valued functions on general groups. For the convenience of the reader and to make clear our choices of conventions and normalizations, which have not been standardized, we provide proofs of the properties. More details can be found in [8] , [11] or [9] .
The role of characters in the scalar Abelian case is, as one would expect, played by irreducible representations. Slightly less obvious is how one should generalize a product such as f (x)χ(x). A convenient way turns out to be to regard this as a tensor product of f (x) and a 1 × 1 matrix with the single entry χ(x). Then when χ is replaced by a more general irreducible unitary representation ρ we obtain the following definition.
Definition 3.1. Let G be a finite group, let f : G →M n (C) be a matrix-valued function and let ρ : G → U(m) be an irreducible unitary representation. The Fourier transform of f at ρ is the mn × mn matrix
where ρ(x) is the conjugate matrix of ρ(x), that is, the matrix with entries ρ(x) i,j = ρ(x) i,j .
Our choice of convention needs a little explaining. In order to have a tidy statement of the convolution identity below, we need the function we tensor with f (x) to be a left representation. This rules out definingf (ρ) to be E x f (x)⊗ρ(x) * , since ρ * is a right representation. The only left representation that specializes to χ when ρ is a character χ is the conjugate representation ρ.
If n = 1, so that f takes scalar values, then we obtain the slightly simpler formulaf
which is very similar to the definition of the Fourier transform for scalar functions defined on Abelian groups. One way of thinking about the definition for matrix-valued functions is that we are applying the formula for scalar-valued functions pointwise. That is, for each 1 ≤ i, j ≤ n we define a scalar valued function f ij by f ij = f (x) ij . We then form an n × n block matrix out of the Fourier transforms f ij (χ) (which are themselves m × m matrices).
In the next lemma we shall prove five basic properties of this Fourier transform. Almost all of them rely on one fundamental lemma in elementary representation theory. Given an irreducible representation ρ, write n ρ for its dimension. Also, when we write ρ it is to be understood that we are summing over all irreducible representations of the group G we are talking about. The representation-theoretic lemma is the following well-known result of Schur. We write χ ρ for the character associated with ρ: that is, χ ρ (x) = tr(ρ(x)) for each x ∈ G. Lemma 3.2. Let G be a finite group. Then ρ n ρ χ ρ (x) = |G| if x = e and 0 otherwise. This is an orthogonality statement, since it implies that |G| −1 ρ n ρ ρ(xy −1 ) = 1 if x = y and 0 otherwise. In the proofs below, we shall never see powers of |G| appearing, because there will always be an expectation that cancels out any such factors. (Another way of looking at this is to think of taking expectations over G as integrating with respect to Haar measure, and the function that takes the value |G| at the identity and 0 everywhere else as the appropriate delta-function for that integral.)
The one slightly non-obvious statement below is the inversion theorem. In ordinary Fourier analysis, we express a function as a linear combination of characters. In the Abelian case we expressed a matrix-valued function as a sort of linear combination of characters, except that the scalars had become matrices. But now we want to express a function that takes values in M n (C) as some kind of combination of n ρ n×n ρ n matrices, where n ρ is different from representation to representation. Somehow we need to turn these matrices into n × n matrices. There is a natural way to do this, and it turns out to work well. We define the partial trace tr ρ of a matrix in M n (C)⊗M nρ (C) by defining tr ρ (A ⊗ B) to be (tr(B))A and extending linearly. That is, if we regard a matrix in M n (C)⊗M nρ (C) as being an n × n block matrix where each block is an n ρ × n ρ matrix, then we form an n × n matrix of scalars by taking the trace of each block.
In the statement of the inversion theorem, we need to multiply each block off (ρ) on the left by ρ(x −1 ). We shall denote the resulting matrix by ρ(x −1 ) ·f (ρ). We think of this as a kind of "block scalar multiplication" of the matrix. Note that ρ(x −1 ) ·f (ρ) is just a convenient shorthand for the product of the matrix I n ⊗ ρ(x −1 ) with the matrixf (ρ).
Lemma 3.3. The following properties hold for the Fourier transform just defined.
Proof.
1. For any two square matrices A, B, we have tr(A ⊗ B) = tr(A)tr(B). Therefore,
Obtaining many approximately invariant subspaces
We shall now use the Fourier transform just described to obtain a key lemma. But first, let us give an interpretation of the matrixf (ρ) that helps to clarify its meaning.
Because the rows and columns off (ρ) are indexed by {1, . . . , n}×{1, . . . , n ρ }, we can regard it as a linear map defined on n × n ρ complex matrices. We havef
This way of thinking aboutf (ρ) will be essential to the arguments that follow.
Lemma 4.1. Let G be a finite group and f : G →M n (C) be a function such that f (x) op ≤ 1 for every x and such that f 1. ρ i = ρ j if and only if i and j belong to the same set A r , and otherwise they are inequivalent.
2. If i and j belong to the same set A r and are not equal, then tr(
For each i there exists
Proof. By the fifth property in Lemma 3.3 we have the bound
Nowf (ρ) is a convex combination of nn ρ × nn ρ matrices of operator norm at most 1, so it too has operator norm at most 1. Let λ ρ,1 , . . . , λ ρ,nnρ be its singular values. Then λ ρ,k ∈ [0, 1] for each ρ and k. We also have
Hence by Corollary 2.8 if λ 1 , . . . , λ m are all the singular values that are at least (c/2) 1/2 , and if they correspond to representations ρ 1 , . . . , ρ m , then
and since each λ i ≥ (c/2) 1/2 we also have that
Partition the set {1, . . . , m} into sets A 1 , . . . , A k according to representations: that is, put i and j in the same set A r if and only if ρ i = ρ j .
Now we use the fact thatf (ρ) can be regarded as mapping a matrix A to the matrix E x f (x)Aρ(x) * . To each of the singular values just obtained, there correspond two n × n ρ matrices U i and
We are free to choose a normalization, so we choose it in such a way that U i 2 HS = V i 2 HS = n ρ i . Because these matrices come from singular value decompositions, we also have that if ρ i = ρ j , then U i and U j are orthogonal in the Hilbert-Schmidt norm, as are V i and V j . That is, tr(U i U * j ) = tr(V i V * j ) = 0. This completes the proof.
Note that when c = 1 − ε for some small ε, we have
5 From approximately invariant subspaces to an approximating representation n ρ i , let U and V be the n × t matrices (U 1 | . . . |U m ) and (V 1 | . . . |V m ) and let P : G → U(t) be the representation given by the formula
Let Λ be the matrix
Then property 3 of Lemma 4.1 tells us that
from which it follows that
By property 4 of Lemma 4.1 and the fact that each λ i is between 0 and 1, this is at least τ (c)t, where τ is the function defined at the end of the previous section. Here the inner product is as usual the matrix inner product A, B = tr(AB
The next lemma is the main driver of the rest of the proof, and the place where we use the orthogonality properties of representations and their matrix elements. (In the Abelian case, this is just the orthogonality of the characters.) Lemma 5.1. Let ρ 1 , . . . , ρ m be irreducible representations with i n ρ i = t such that any two are either equal or inequivalent, let P : G → U(t) be the representation ρ 1 ⊕ · · · ⊕ ρ m , for each i let U i be an n × n ρ i matrix with columns of ℓ 2 -norm at most 1, let U = (U(1)| . . . |U(m)), and let a ∈ C n and b ∈ C t be unit vectors. Suppose that tr(U(i) * U(j)) = 0 whenever
Proof. For any n × t matrix T and any i ≤ n, j ≤ m, we have
Therefore, (a ⊗ b)T * = a ⊗ T * b, the nuclear norm of which is T * b 2 . Therefore, what we are trying to bound above is equal to
Therefore,
By the orthogonality of matrix elements, the expectation over x gives us zero unless ρ p = ρ q , j = r and k = s. If all three of these equalities holds, it gives us n −1 ρp . Therefore, writing p ∼ q to mean that ρ p = ρ q , this expression simplifies to
But by hypothesis, when ρ p = ρ q and p = q we have that i,j U(p) ij U(q) ij = tr(U(p)U(q) * ) = 0, so this simplifies further to
For each fixed p we have i,j |U(p) ij | 2 ≤ n ρp , because of the upper bound on the column sizes of U(p), so this is at most p k |b(p) k | 2 , which equals k |b k | 2 , which equals 1.
Note that we get equality in the inequality above if and only if the columns of U all have unit length.
Corollary 5.2. Let U and P satisfy the conclusion of Lemma 5.1 and let V be another n × t matrix. Then
Proof. Let V = i λ i a i ⊗ b i with a i and b i unit vectors and each λ i a nonnegative real number and with i λ i = V nuc . Then
where the last inequality follows from our hypothesis. This gives us an upper bound of V nuc as required. 
Proof. Suppose that we cannot find such a pair of matrices. Then by the Hahn-Banach theorem and the duality of the nuclear and operator norms, there exists a linear functional φ such that tr(Aφ * ) > 1, φ nuc ≤ C −1 and φ op ≤ C/m. But then, by Lemma 2.1,
from which it follows that A HS > m 1/2 , which we know not to be the case.
Recall that we define a partial unitary matrix to be one that can be extended to a unitary matrix by the addition of some rows or columns. Equivalently, it is a matrix with all its singular values equal to 1. (This definition was given just after Lemma 2.2.)
From this point onwards in the proof, we care less about the internal structure of our matrices and representations, so we shall let m be the number of columns of U and V rather than the number of blocks. Thus, the role played up to now by t will be played by m.
Corollary 5.4. Let G be a finite group and let f : G →M n (C) be a function such that f (x) op ≤ 1 for every x ∈ G. Let P : G → U(n), let U be an n × m matrix, and suppose that E x W P (x)U * nuc ≤ W nuc for every n × m matrix W . Let V be an n × m matrix and suppose that V 2 HS ≤ m. Suppose also that θ > 0 and that
Then there is a partial unitary matrix V ′ such that
Proof. We shall prove that for every a < θ there is a matrix V ′ satisfying the conclusion with a 2 replacing θ 2 . This is enough, by compactness.
By Lemma 5.3 we can find
which implies that
By hypothesis on U and P we have that
and therefore
It follows that V ′ cannot be the zero matrix, since then we would contradict our main hypothesis.
Using that hypothesis, and the inequality above, we may deduce that
We now need to make V ′ a partial unitary matrix. Since V ′ = 0, we can normalize it so that V 
from which it follows that there exists i such that
and we are done.
Corollary 5.5. Let G be a finite group, let f : G →M n (C) be a function such that f (x) op ≤ 1 for every x ∈ G and let P : G → U(n) be a unitary representation. Suppose that U is an n × m matrix such that E x W P (x)U * nuc ≤ W nuc for every n × m matrix W , and that V is an n × m matrix such that V 2 HS ≤ m. Let θ > 0 and suppose also that
Then there are partial unitary matrices U ′ and V ′ such that
Proof. By Corollary 5.4 we can find a partial unitary matrix V ′ such that
This is equivalent to the statement that
Now if W is any n × m matrix and x ∈ G, then
since P (x) is unitary and V ′ is partially unitary. Therefore, the hypotheses of Corollary 5.4 hold for P * and V , with θ 2 replacing θ. It follows that there exists a partial unitary matrix U ′ such that
which is equivalent to the statement that
which proves the result.
We have now more or less proved our promised inverse theorem for the matrix-valued
when c is small and 1 − O(ε) when c = 1 − ε. Later in the paper, we shall use the more precise estimates (1 − ε)/(1 + ε) ≥ 1 − 2ε and τ (1 − ε) 4 ≥ 1 − 16ε, both of which are straightforward to check. 
Proof. By Lemma 4.1 and the remark at the beginning of this section, there exist n × m matrices U 0 and V 0 such that m ∈ [cn/4, 4n/c] and
Moreover, P and U satisfy the conditions of Lemma 5.1, and hence the conclusion of Corollary 5.2, which is the hypothesis needed for Corollary 5.5. Furthermore, V 2 HS = m (this is given to us by Lemma 4.1, with m replacing t). The result then follows from Corollary 5.5 with θ = τ (c).
6 Obtaining stability theorems from the inverse theorem
We shall now prove stability theorems for approximate representations in the (normalized) Schatten p-norms for 1 ≤ p ≤ 2. Given a matrix A ∈M n (C)
with singular values λ 1 , . . . , λ n , its Schatten p-norm A p is defined to be (
1/p , which we denote by A ′ p . Of particular interest are the cases p = 1 and p = 2, which give us the normalized nuclear and Hilbert-Schmidt norms, respectively. Our aim is to prove for each of these norms that if G is a finite group and f : G → U(n) is an approximate representation then f is approximated, in a suitable sense, by a genuine representation.
The following lemma (which is standard, but usually stated for square matrices) will be needed later.
Lemma 6.1. Let A be an m × m complex matrix and let B and C be n × m complex matrices. Then BAC *
Proof. The basic fact we use is that if A ∈M n (C) and B is an n × n unitary matrix, then AB p = BA p = A p . Since an n × n matrix with operator norm at most 1 is a convex combination of unitary matrices, we get the result when m = n. If m < n, then add n − m columns of zeros to B and C to create matrices B ′ and C ′ and let
op by the result for square matrices, so the lemma follows. Now let us give a precise definition of "approximate representation". We say that a norm . on M n (C) is invariant if UAV = A for any two matrices U, V ∈ U(n). Since multiplying on either side by a unitary matrix preserves singular values, the Schatten p-norms are invariant for every p. Definition 6.2. Let G be a group, let ε > 0, let n be a positive integer, let . be an invariant norm on M n (C) and let f : G → U(n). Then f is an ε-representation with respect to . if f (x)f (y) − f (xy) ≤ ε for every x, y ∈ G. It is an affine ε-representation (or Freiman ε-homomorphism) with respect to . if f (x)f (y) * f (z)f (w) * − I ≤ ε for every x, y, z, w ∈ G for which xy
We are ready to begin the proof of our stability theorem. In fact, we prove two theorems, one for affine ε-representations and one for ε-representations. We shall deduce the latter from the former.
We begin with a technical lemma. Lemma 6.3. Let ε > 0, let 1 ≤ p ≤ 2, and let A ∈ U(n) be a matrix such that
Proof. Let the singular values of A − I n be λ 1 , . . . , λ n . Then the maximum singular value is at most 2, so
But we also have that
The result follows.
We shall now use the inverse theorem to obtain a representation that approximates f on average. Having done that, we shall show that the approximation is in fact uniform (in the sense that it holds for every x ∈ G). Lemma 6.4. Let 1 ≤ p ≤ 2, let ε > 0 and suppose that 2 1−p ε p < 1/4. Let G be a finite group and let f : G → U(n) be an affine ε-representation with respect to the normalized Schatten p-norm .
, n × m partial unitary matrices U and V , and a unitary representation P : G → U(m) such that
Proof. If xy −1 zw −1 = e, then by hypothesis
By Lemma 6.3, this implies that tr(f (x)f (y)
By Theorem 5.6 and the preceding remarks about bounds, we can find m in the stated range, partial unitary matrices U and V , and a representation P : G → U(m) such that
It follows that the sum of the singular values of
Let W be the matrix obtained from E x f (x)UP (x) * V * by replacing all its singular values by 1. Then W ∈ U(n) and
This implies the result, since W V is a partial unitary n × m matrix.
There is now an obvious candidate for an affine representation that approximates f : the map ρ defined by the formula ρ(x) = V P (x)U * for each x, where U, V and P are given by Lemma 6.4. Actually, we shall end up choosing a translate of this map. This will certainly be a map of the required type, but to prove that it approximates f everywhere, we shall need to know that maps of the above type are approximate affine representations. First, we give a name to them. Definition 6.5. Let G be a finite group and let n and m be positive integers. An (n, m)-partial affine representation is a function ρ : G → M n (C) of the form ρ(x) = V P (x)U * , where U and V are n × m partial unitary matrices and P :
The precise fact we need is not quite that partial representations are approximate representations, but that is also true (and can be proved by the same method). Lemma 6.6. Let n and m be positive integers and let ρ be an (n, m)-partial affine representation with respect to the normalized Schatten p-norm . ′ p . Then for any x, y, z, w ∈ G with xy −1 zw −1 = e, we have that
Proof. Let U and V be n×m partial unitary matrices and let P : G → U(m) be a unitary representation such that ρ(x) = V P (x)U * for every x. Then xy −1 z = w, so P (x)P (y) * P (z) = P (w), and therefore
and we can see from the first line that this is zero. If m ≥ n, then by Lemma 6.1 and the triangle inequality it is at most
We shall also need to know that if ρ is a partial representation, then ρ(e) is close to a unitary matrix. (The same is true for every ρ(x), but we do not explicitly need this.) Since ρ(e) will be of the form V U * for n × m partial unitary matrices U and V , the next lemma tells us what we want.
Lemma 6.7. Let 1 ≤ p ≤ ∞, let n and m be positive integers, and let U and V be n × m partial unitary matrices. Then there exists a matrix W ∈ U(n)
Proof. Suppose first that m ≤ n. If the columns of U are u 1 , . . . , u m and the columns of V are v 1 , . . . , v m , then the u i and v i are orthonormal sequences, and V U * = i v i ⊗ u i . Therefore, V U * has m singular values equal to 1 and n − m singular values equal to 0. Extending the sequences (u i ) and (v i ) to orthonormal bases of C n then gives rise to a unitary matrix W with
If m ≥ n then we need a slightly more complicated argument. Note first that U * U and V * V are in this case orthogonal projections on C m of rank n. It follows that U * U − I m 1 = m − n. From this and Lemma 6.1 it follows that
Let λ 1 , . . . , λ n be the singular values of V U * . Then we have just proved that
It follows that
Let W be the unitary matrix obtained from V U * by replacing all its singular values by 1. Then the above estimate gives us that V U * −W p ≤ (m−n) 1/p , which proves the result.
For the next lemma it will be convenient to adopt the notation A ≈ θ B to mean that A − B p ≤ θ. Note that the triangle inequality translates into the approximate transitivity property that if A ≈ θ B and B ≈ η C, then A ≈ θ+η C. Also, the relation ≈ θ is symmetric, and if A ≈ θ B and C op ≤ 1, then AC ≈ θ BC and CA ≈ θ CB. (This last statement follows from Lemma 6.1.) Lemma 6.8. Let G be a finite group, let ε, η > 0, let n and m be positive integers, let 1 ≤ p ≤ 2, let f : G → U(n) be an affine ε-representation with respect to . ′ p and let ρ : G →M n (C) be an (n, m)-partial representation with respect to .
Then there exists a unitary matrix
Proof. Our hypothesis states that
* , and we also know that
for every x. Since f is an affine ε-representation and takes unitary values, f (x)f (e) * f (y) ≈ ε f (xy) for every x and y, so by Lemma 6.1 and the triangle inequality, f (x)f (e)
for every x.
By Lemma 6.7 there is a unitary matrix W such that ρ(e) − W ′ p ≤ δ. Since f (e) is unitary, it follows that there is a unitary matrix W such that
for every x, which proves the lemma.
We are now ready to prove a stability theorem for affine ε-representations.
Theorem 6.9. Let G be a finite group, let n be a positive integer, let 1 ≤ p ≤ 2, let 0 < ε ≤ 1/4 and let f : G → U(n) be an affine ε-representation with respect to .
We now apply Lemma 6.8. We get that δ ≤ 2 3/p−1 ε and η = C p ε. So it gives us a unitary matrix W ∈ U(n) such that
for every x ∈ G. Set ρ(x) = σ(x)W * for every x. Then ρ is an (n, m)-partial affine representation, so we are done.
We have tried not to throw too much away in calculating the above bound, so it is a little unpleasant. However, when p = 1 we have that 1 + 3.2 3/p−1 + 2C p = 49, and when p = 2 it is less than 12. Also, the bound is decreasing in p, so a bound of 49ε is valid for all p ∈ [1, 2]. Now let us deduce a stability theorem for ε-representations. We begin with two lemmas that relate ε-representations to affine ε-representations.
Lemma 6.10. Let G be a group, let ε > 0, let n be a positive integer, let 1 ≤ p ≤ ∞ and let f : G → U(n) be an ε-representation with respect to . Proof. Let x, y, z, w ∈ G be such that xy
as required.
In the other direction, we need the following result.
Lemma 6.11. Let G be a finite group, let n and m be positive integers, and let σ :
Proof. Let σ(x) = V P (x)U * for each x, where U and V are n × m partial unitary matrices and P :
If m ≤ n, then U * U = I m , so ρ ′ (x) = V P (x)V * , and is therefore an (n, m)-partial representation, by definition. If m ≥ n, then U * U is an orthogonal projection of rank n, so U * U − I m ′ p = δ, from which it follows that ρ ′ (x) − V P (x)V * ′ p ≤ δ for every x. So we may take ρ(x) to be V P (x)V * .
Now we can prove a stability result for ε-representations with respect to .
Theorem 6.12. Let G be a finite Abelian group, let n be a positive integer, let 0 < ε ≤ 1/16 and let f : G → U(n) be a ε-representation with respect to .
for every x ∈ G, where
Proof. By Lemma 6.10 f is an affine 2ε-representation with respect to . 
p ≤ ε by the definition of an ε-representation, while the other two terms are at most 2D p ε. Therefore,
Therefore, by Lemma 6.11 there is a partial representation ρ such that ρ(x) − ρ ′ (x) p ≤ 8 1/p ε for every x. Putting these estimates together gives the result.
When p = 1, the constant we obtain is 131, and when p = 2 it is less than 30. Again, the constant is decreasing in p, so this time a constant of 131 is valid for all p.
Uniqueness
We have proved that every approximate representation can be approximated by an exact representation. In this section we prove that the representation is approximately unique in the following sense: given any two representations ρ and σ that are close, there must be a unitary map close to the identity such that ρ and UσU * are equal on a subspace of low codimension.
We begin with a simple lemma that will give us a convenient way of showing that components of the representations are equivalent.
Lemma 7.1. Let ρ, σ : G → U(n) be two irreducible representations such that ρ(x) − σ(x) ′ p < 1. Then ρ and σ are equivalent.
* . For any y ∈ G we have:
Therefore ρ(x)T = T σ(x). By Schur's lemma it is enough to show that T is not zero. This is straightforward, as
And we are done.
We now introduce a definition that we will use for our version of uniqueness of the representation approximating an approximate representation. It is easy to check that an n × n matrix U is ε-unitary if and only if it can be written as P V for an orthogonal projection P of rank at least (1 − ε p )n and a unitary matrix V , which is the same as saying that all its singular values are 0 or 1 and at most ε p n of them are 0.
for every x. Moreover, there is a representation τ of dimension at least (1 − (2ε) p )n that is a component of both ρ and σ.
So ρ(x)T = T σ(x). That is, in traditional representation theory parlance, T intertwines ρ and σ. We also have 
′ is a map with singular values 0 and 1, and at least (1 − (2ε) p )n of those singular values are equal to 1. Therefore, T ′ is 2ε-unitary.
Letting U = ⊕ r =0 U r and V = ⊕ r =0 V r , we have that U and V are subspaces of dimension at least (1 − (2ε) p )n, with U being σ-invariant and V being ρ-invariant. Also, ρ(x)T ′ |U = T ′ |U σ(x) for every x, so ρ |V and σ |U are equivalent. This gives us the representation τ in the statement of the theorem.
Finally, note that since (T
This completes the proof.
8 Concluding remarks and questions
Reformulating our main stability results
There are several ways of stating our main results. We have chosen to state them in terms of partial representations, since this can be done concisely, and the converse to the inverse theorem (that is, the statement that a function that correlates with a partial representation must have a large U 2 norm) has a natural statement and proof in these terms. However, it is worth pointing out that our results show that an approximate representation can in an appropriate sense be approximated by a representation of approximately the same dimension.
To see this, let f : G → U(n) be approximated by an (n, m)-partial affine representation ρ, and suppose first that m ≤ n. Let ρ(x) = V P (x)U * for each x, where V and U are n × m partial unitary matrices and P : G → U(m) is a representation. Then let Q(x) = P (x) ⊕ I n−m for each x and let U 1 = (U|W ) and V 1 = (V |Z) be n × n unitary matrices that extend U and V . Then
Since ZW * is a matrix with n − m singular values equal to 1 and the rest equal to zero, ZW * ′
is an affine representation, so we in fact have an affine representation that approximates f . If U = V then we can ensure that U 1 = V 1 and obtain a representation that approximates f . If m > n, then we do not necessarily have a representation or affine representation that approximates f , but we do have one that approximates
matrices that extend U and V . Then
Since each of V P (x)W * , ZP (x)U * and ZP (x)W * has rank at most m − n and operator norm at most 1, each has normalized p-norm (the normalization being in M m (C)) at most ((m − n)/m) 1/p , as does I m−n . Thus f ⊕ I m−n is approximated by the affine representation V 1 P (x)U * . Again, if U = V then we may obtain a representation.
Allowing functions to take non-unitary values
Suppose that we weaken the condition on approximate affine representations so that instead of requiring them to take unitary values we require only that they take values with operator norm at most 1. If G is a finite group and f : G →M n (C) is such a map, then for every x we have the inequality
If the singular values of f (x) are λ 1 , . . . , λ n , then the left-hand side is equal to (
Therefore, we can approximate f (x) to within ε by a unitary matrix g(x). Then an easy triangleinequality argument (this is where we use the fact that each f (x) has operator norm at most 1) shows that
for any x, y, z, w ∈ G. It follows that f can be approximated to within ε by an affine 4ε-representation that takes unitary values. If we assume only that f (x) op ≤ C for every x, then we obtain an affine 4C 3 ε-representation instead. Therefore, our main stability theorem for affine ε-representations holds, with a slightly worse bound, under this weaker assumption.
The situation for ε-representations is not quite as straightforward. We show first that it is possible to relax the conditions when p = 1 or 2, but these proofs rely on specific properties of the nuclear and Hilbert-Schmidt norms. We then give an argument that works for all p in the range [1, 2] .
Proof. Since . We now prove the same thing for the normalized Hilbert-Schmidt norm. Lemma 8.3. Let f : G →M n (C) be a map such that f (e) is unitary, f (x) op ≤ 1 for every x ∈ G, and f (xy) − f (x)f (y) hs ≤ ε for every x, y ∈ G. Let x ∈ G and let g(x) be the unitary map obtained by replacing all the singular values of f (x) by 1. Then f (x) − g(x) hs ≤ 2ε.
Proof. Let the singular-value decomposition of f (x) be i λ i a i ⊗ b i . Then for any matrix T we have f (x)T = i λ i a i ⊗ T * b i , and
Because the a i are orthogonal, so are the rank-1 matrices λ i a i ⊗ T * b i − a i ⊗ b i . If we suppose in addition that T op ≤ 1, then λ i a i ⊗ T * b i hs ≤ λ i , from which it follows that λ i a i ⊗ T * b i − a i ⊗ b i hs ≥ 1 − λ i .
It follows that f (x)T
Now let us apply this to the matrix T = f (x −1 ). As in the proof of Lemma 8.2 we have that f (x)T − I n hs ≤ 2ε, from which it follows that E i (1 − λ i ) 2 ≤ 4ε 2 and hence that f (x) − g(x) hs ≤ 2ε, as claimed.
Lemma 8.4. Let f : G →M n (C) be a function such that f (x) op ≤ 1 for every x ∈ G, and f (xy) − f (x)f (y) ′ p ≤ ε for every x, y ∈ G. Let g : G → U(n) be a function with g(x) − f (x) ′ p ≤ δ for every x ∈ G. Then g(xy) − g(x)g(y)
′ p ≤ ε + 3δ for every x, y ∈ G.
Proof. This follows straightforwardly from the triangle inequality and the fact that all the maps have operator norm at most 1.
Putting these lemmas together, we see that if p = 1 or 2, then Theorem 6.12 holds (with a larger constant) even if we just assume that f (e) is unitary and f (x) op ≤ 1 for every x. In order to obtain the same result for all p in between, we need to prove the plausible result that for every matrix A with A op = 1, the matrix T that minimizes the distance AT − I n ′ p amongst all matrices with operator norm at most 1 is the matrix U * , where U is the matrix obtained from A by replacing all its singular values with 1.
We did not ourselves see how to do this -we are grateful to Suvrit Sra for supplying a proof on Mathoverflow (http://mathoverflow.net/questions/204580/on-closest He has kindly allowed us to include it here.
For a given matrix X, let s j (X) denote the j-th singular value of a matrix X in decreasing order. Similarly, let λ j (X) denote the j-th eigenvalue of a Hermitian matrix X. Let S(X) denote the diagonal matrix of singular values of X. for all k.
higher p. The main point at which our proof currently breaks down when p > 2 is Lemma 6.3. When p > 2, the best we can say about ℜ tr ′ (A) when A − I n ′ p ≤ ε is that it is at least 1 − Cε 2 , rather than 1 − Cε p , which is what we would need to obtain a linear bound.
What is the correct power in the inverse theorem?
We showed that if f : G →M n (C) is a map with f (x) op ≤ 1 for every x and f which implies that there is a character χ with |E x f (x)χ(x)| ≥ c 1/2 . Thus, our argument does not give the correct bound in this case. A possible explanation for the discrepancy is that if n = 1, then Corollary 5.5 holds trivially, since the conditions force V and U to be partial unitary matrices already, without the need to pass from c to c 4 .
We do not know whether there is a genuine difference here (which might be the case, given that the representation that correlates with f sometimes has to have dimension considerably larger than that of f ), or whether there are inefficiencies in our argument. Probably both are true. In any case, it would be interesting to work out the right exponent in the dependence on c.
Generalizing to compact groups
We have proved stability theorems when G is a finite group. A natural question is whether the same result is true for other groups. This is the case when we have a suitable Fourier analysis on G. In particular, it is true if G is compact, when our results generalize straightforwardly.
Indeed, let G be a compact group with Haar measure µ. Let us writê G for the set of all irreducible representations of G, which is a discrete set. Then all the definitions and proofs are more or less unchanged, except that averages over G become integrals with respect to Haar measure. For example, the Fourier transform of the matrix-valued function f : G →M n (C) is given by the formulaf (ρ) = x∈G f (x) ⊗ ρ(x)dµ(x).
Parseval's identity is x tr(f (x)g(x)
* )dµ(x) = ρ∈Ĝ n ρ tr(f (ρ)ĝ(ρ) * )dμ(ρ).
The Fourier inversion formula is f (x) = ρ∈Ĝ n ρ tr ρ ρ(x −1 ) ·f (ρ) .
We also have the same Fourier interpretation for the U 2 norm. With these small modifications, one can obtain our main results with the same bounds for measurable matrix-valued functions on compact groups.
