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Zusammenfassung
Die vorliegende Arbeit beschäftigt sich mit der Parametrisierung von Struk-
turen, die in der p-adischen Hodge-Theorie auftreten. Sei K eine endliche
Erweiterung des Körpers Qp der p-adischen Zahlen und sei GK = Gal(K¯/K)
dessen absolute Galoisgruppe. In p-adischer Hodge-Theorie untersucht man
gewisse stetige Darstellungen von GK auf endlich dimensionalen Qp-Vektor-
räumen. Die Klassen von Darstellungen, die hierbei auftreten, werden mithilfe
von Periodenringen definiert. Im Fall der vorliegenden Arbeit sind dies so-
genannte kristalline Darstellungen. Fontaine definiert einen Ring Bcris mit
stetiger GK-Operation und nennt eine Darstellung von GK auf einem d-
dimensionalen Qp-Vektorraum V kristallin, falls
Dcris(V ) = (V ⊗Qp Bcris)GK
von Dimension d überK0 = BGKcris ist. Dabei istK0 die maximal unverzweigte
Erweiterung von Qp in K. Zusätzliche Strukturen auf Bcris induzieren zusät-
zliche Strukturen auf D = Dcris(V ): einen Automorphismus Φ, der semi-
linear bezüglich des Frobenuis ϕ aud K0 ist und eine absteigende, auss-
chöpfende und separierte Filtrierung F• auf Dcris(V )⊗K0K. Solch ein Tripel
(D,Φ,F•) nennt man einen filtrierten ϕ-Modul. Die filtrierten ϕ-Moduln im
Bild des Funktors Dcris sind die schwach zulässigen filtrierten ϕ-Moduln. Hi-
erbei ist "schwach zulässig" eine Semi-stabilitätsbedingung, die die "slopes"
des Frobenius Φ mit der Filtrierung verknüpft.
Ziel dieser Arbeit ist es, Familien dieser Strukturen zu untersuchen. Hi-
erbei werden die Familien von geometrischen Objekten über den p-adischen
Zahlen, genauer von rigid-analytischen und adischen Räumen, parametrisiert.
An Stelle der filtrierten ϕ-Moduln treten kohärente Garben D auf einem
Raum X, die (lokal auf X) frei über OX ⊗Qp K0 sind, zusammen mit einem
id ⊗ ϕ-linearen Automorphismus Φ und einer Filtrierung F• von D ⊗K0 K
durch OX ⊗Qp K-Untermoduln, die lokal auf X direkte Summanden sind.
Für diese Familien definieren wir einen Begriff der schwachen Zulässigkeit
und zeigen, dass der Ort U ⊂ X, auf dem eine Familie von filtrierten ϕ-
Moduln schwach zuläsig ist, eine offene Teilmenge ist.
Hierbei arbeiten wir mit der Kategorie der adischen Räume im Sinne von
Huber statt in der Kategorie der rigiden Räume. Der Grund dafür ist, dass
es schwierig ist, im Kontext von rigiden Räumen eine offene Teilmenge zu
konstruieren: da rigide Räume keine topologischen Räume sind, sondern
stattdessen eine Grothendieck-Topologie tragen, reicht es nicht aus für jeden
Punkt von U eine Umgebung diese Punktes in U zu finden, um die Teilmenge
U tatsächlich als rigiden Raum zu identifizieren.
Anhand von Beispielen stellt sich heraus, dass das Resultat, dass der
schwach zulässige Ort in einer Familie filtrierter ϕ-Moduln offen ist, in der
Kategorie von analytischen Räumen im Sinne von Berkovich falsch ist.
Im Gegensatz zu den klassischen Periodenbereichen im Sinne von Rapoport
und Zink ist der schwach zulässige Ort im vorliegenden Fall eine Zariski-
offene Teilmenge, sobald der Frobenius Φ fixiert wird. Das bedeutet, dass
die Teilmenge in einer Flaggenvarietät, über der die universelle Filtrierung
schwach zulässig bezüglich eines gegebenen Automorphismus Φ ist, die An-
alytifizierung eines offenen Unterschemas ist.
In einer Arbeit von Kisin werden filtrierte ϕ-Moduln mit Vektorbündeln
auf der offenen Kreisscheibe über K0 zusammen mit einem gewissen semi-
linearen Endomorphismus in Verbindung gebracht. Diese Beziehung wird
(im Fall, dass die Filtrierung nur Sprünge in Graden 0 und 1 besitzt) auf
Familien filtrierter ϕ-Moduln verallgemeinert. In Kisin’s Arbeit wird gezeigt,
dass schwache Zulässigkeit für filtrierte ϕ-Moduln sich in die Existenz einer
ganzzahligen Struktur für das Vektorbündel auf der offenen Kreisscheibe
übersetzt. In dieser Arbeit wird gezeigt, dass eine solche ganzzahlige Struk-
tur auf einer offenen Teilmenge des schwach zulässigen Ortes existiert, die
alle rigiden Punkte enthält. Dieses Resultat verifiziert eine Vermutung von
Pappas und Rapoport über das Bild einer Periodenabbildung von einem
Stack, der ganzzahlige Strukturen parametrisiert, in den Stack der filtrierten
ϕ-Moduln. Hierbei besteht der wichtigste Schritt darin, ein Resultat von
Kedlaya und Liu über den Ort, über dem eine Familie von ϕ-Moduln über
dem Robba-Ring étale ist, auf den Fall von adischen Räumen zu verallge-
meinern.
Im letzten Teil der Arbeit kehren wir zu Darstellungen der absoluten
Galoisgruppe GK zurück. Wir zeigen, dass es eine offene Teilmenge des
Bildes der Periodenabbildung gibt, über der die Familie von filtrierten ϕ-
Moduln von einer Familie von Galois-Darstellungen induziert wird, d.h. von
einem Vektorbündel mit einer stetigen GK-Operation. Anhand eins ein-
fachen Beispiels lässt sich zeigen, dass dieser zulässige Ort nicht mit dem
schwach zulässigen übereinstimmt, sondern im Allgemeinen eine echte Teil-
menge ist.
ON ARITHMETIC FAMILIES OF FILTERED ϕ-MODULES
AND CRYSTALLINE REPRESENTATIONS
EUGEN HELLMANN
Abstract. We consider stacks of filtered ϕ-modules over rigid analytic
spaces and adic spaces. We show that these modules parametrize p-adic
Galois representations of the absolute Galois group of a p-adic field with
varying coefficients over an open substack containing all classical points.
Further we study a period morphism (defined by Pappas and Rapoport)
from a stack parametrising integral data and determine the image of this
morphism.
1. Introduction
In p-adic Hodge theory one considers filtered ϕ-modules as a category
of linear algebra data describing crystalline Galois representations. More
precisely, there is an equivalence of categories between crystalline represen-
tations and weakly admissible filtered ϕ-modules (cf. [CF, Theorem A]),
where weak admissibility is a certain condition relating the slopes of the
Frobenius Φ with the filtration.
In their book [RZ], Rapoport and Zink consider geometric families of these
modules. More precisely they fix an isocrystal over W (F¯p)[1/p] and consider
for a given coweight ν the flag variety Fν overW (F¯p)[1/p], where ν prescribes
the jumps of the filtration. They show that there is an admissible open
subspace Fwaν ⊂ F rigν parametrizing those filtered ϕ-modules that are weakly
admissible with respect to the given isocrystal.
In this paper we consider arithmetic families of filtered ϕ-modules. That
is, we fix a local field K of characteristic 0, and study a stack on the category
of rigid analytic spaces parametrising K-filtered ϕ-modules with coefficients
defined by Pappas and Rapoport in [PR]. The difference with the geometric
situation is that we do not fix an isocrystal (i.e. the Frobenius may vary)
and the filtration also varies. We define a notion of weak admissibility in this
context, and show that the weakly admissible locus in this stack is an open
substack. Here we work in the category of adic spaces introduced by Huber
(see [Hu3] for example), instead of the category of rigid analytic spaces.
The work of Kedlaya and Liu [KL] shows that the category of Berkovich
spaces (see [Be] for example) is not the right category in which to address
these questions, since the locus where certain ϕ-modules over the Robba ring
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are étale is not an open subspace. This phenomenon appears here again, since
the weakly admissible locus will not be a Berkovich space. Kedlaya and Liu
formulate the local étaleness of ϕ-modules over the Robba ring in terms of
rigid analytic spaces. However, we cannot apply their result, since a covering
by admissible open subsets is not necessarily an admissible covering. This
is the reason why we are forced to work in the category of adic spaces. In
fact, we will generalize the theorem of Kedlaya and Liu to the setting of adic
spaces.
In the geometric setting of [RZ], there is a period morphism from the
moduli space of p-divisible groups to a certain period domain Fwaν . The
image of this morphism was described by Hartl in [Ha1], [Ha2] and Faltings,
[Fa]. As an analogue to the moduli space of p-divisible groups, Pappas and
Rapoport define in [PR] a formal stack parametrising modules that appear
in integral p-adic Hodge theory developed by Breuil and Kisin (see [Br2]
for example). They also define an analogue of the period map of [RZ]. In
this paper we will determine the image of this period map, confirming a
conjecture of Pappas and Rapoport.
Finally we construct an open substack of the stack of weakly admissible
filtered ϕ-modules and a family of crystalline representations on this stack,
i.e. a vector bundle with a continuous Galois action which is crystalline. We
will show that this subspace is in fact universal for families of crystalline
representations.
Our main results are as follows. Let K be a finite extension of Qp and
denote by K0 the maximal unramified extension of Qp inside K. We fix an
integer d > 0 and a dominant coweight ν of the algebraic group ResK/Qp GLd
with associated reflex field E. We denote by Dν the fpqc-stack on the cat-
egory of rigid analytic spaces over E (or, slightly more generally, on the
category of adic spaces locally of finite type) whose X-valued points are
triples (D,Φ,F•) with a locally free OX ⊗Qp K0-module D, a semi-linear
automorphism Φ and a filtration of D ⊗Qp K which is of type ν. It is easy
to see that this stack is an Artin stack, where we define an Artin stack on
the category of rigid spaces (or adic spaces) exactly as on the category of
schemes. We will define a notion of weak admissibility for all points of the
adic space generalizing the usual notion (cf. [CF, 3.4]) at the rigid analytic
points.
Theorem 1.1. The weakly admissible locus is an open substack Dwaν ⊂ Dν
on the category of adic spaces locally of finite type over E.
It turns out that in some sense the weakly admissible locus behaves like an
algebraic variety over Qp. More precisely, denote by A ⊂ GLd the diagonal
torus and by W the Weyl group of GLd. We define a morphism
α : Dν −→ (A/W)ad
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to the adjoint quotient of the group GLd, where (−)ad means the adic spaces
associated with a scheme, and prove the following theorem.
Theorem 1.2. Let x ∈ (A/W)ad and form the 2-fiber product
α−1(x)wa ￿￿
￿￿
Dwaν
￿￿
x ￿￿ (A/W)ad.
Then there is a finite extension F of Qp inside k(x) and an Artin stack in
schemes A over F such that
α−1(x)wa = Aad ⊗F k(x).
The stack A is the stack quotient of a quasi-projective variety over F .
We will also consider the following stack ￿CK on the category of Zp-schemes
on which p is nilpotent. The S-valued points of ￿CK are tuples (M,Φ), where
M is a (fpqc-locally on S) free OS ￿⊗ZpW [[u]]-module together with a semi-
linear injection Φ :M→M whose cokernel is killed by the minimal polyno-
mial over K0 of some fixed uniformizer of K. The category of those modules
was introduced by Breuil and studied by Kisin in order to describe finite
flat group schemes of p-power order over SpecOK and hence to describe p-
divisible groups in the limit. Given a miniscule cocharacter ν, Pappas and
Rapoport define a closed substack ￿CK,ν of ￿CK by posing an extra condition
on the cokernel of the semi-linear injection Φ. For a formal scheme X over
Zp they also define a period map
Π(X ) : ￿CK,ν(X ) −→ Dν(X rig),
that maps the Zp-point associated with a p-divisible group over OK to the
filtered isocrystal of the p-divisible group. We will show that the map indeed
factors through the weakly admissible locus and we describe the image of
the period map as follows. In [Ki2], Kisin shows that there is an equivalence
between the category of filtered ϕ-modules and a certain category of vector
bundles on the open unit disc together with a ϕ-linear map. We will show
that the equivalence of categories generalizes to families. As the notion of
weak admissibility (for filtered isocrystals over Qp) translates to the property
of being étale over the Robba ring, we will define a substack Dintν of Dν
consisting of those filtered ϕ-modules whose associated vector bundle is étale.
Theorem 1.3. The stack Dintν is an open substack of Dwaν (on the cate-
gory of adic spaces locally of finite type over the reflex field of ν). It is
the image of the period morphism in the sense that a morphism X → Dwaν ,
defining (D,Φ,F•) ∈ Dν(X), factors through Dintν if and only if there ex-
ists a covering (Ui)i∈I of X and p-adic formal schemes Ui together with
(Mi,Φi) ∈ ￿CK,ν(Ui) such that Uadi = Ui and
Π(Ui)(Mi,Φi) = (D,Φ,F•)|Ui .
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Finally we go back to crystalline representations. We consider vector bun-
dles E on an adic space X endowed with an action of the absolute Galois
group GK of K. As the structure sheaf OX is a sheaf of topological rings and
E is a vector bundle, all spaces of sections Γ(U, E) of E over some open subset
U have a natural topology and hence the notion of a continuous GK-action
on E makes sense. A vector bundle E with a continuous GK-action such that
Dcris(E) = (E ￿⊗QpBcris)GK
is locally on X free of rank d over OX⊗QpK0 is called a family of crystalline
representations on X.
Theorem 1.4. Let ν be a miniscule cocharacter of ResK/Qp GLd. Then the
groupoid of families of crystalline representations of Hodge-Tate weights ν is
an open substack Dadmν of Dintν .
The following diagram summarizes the stacks that appear in this paper.
Dadmν ￿ ￿
￿￿CadK,ν
￿￿
Π
￿￿
￿￿ Dintν￿ ￿
￿
Dwaν￿ ￿
￿
Cν
∼= ￿￿ Dν .
Here Cν is a stack of vector bundles on the open unit disc that appears as
an intermediate step of the period morphism. By the adification of the stack￿CK,ν we mean the stack mapping an adic space X to the limit of ￿CK,ν(X )
for all formal models X of X. The map ￿CadK,ν → Dintν then is the localization
map of ￿CadK,ν to its isogeny category. The vertical arrows on the right are all
open embeddings.
We now outline the structure of this paper.
In section 2 we will recall some basic facts and concepts from p-adic Hodge-
theory and the theory of adic spaces.
In section 3 we introduce filtered isocrystals with coefficients in a valuated
field. These objects will appear as the fibers of our families. We introduce
the notions of semi-stability and weak admissibility, and establish a Harder-
Narasimhan formalism.
In section 4 we define the stacks of filtered isocrystals and prove our first
main result, Theorem 1.1.
Section 5 is an aside to the rest of the paper. Here we discuss a morphism
from the stack of filtered isocrystals to the adjoint quotient of the group GLd
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which was already considered by Breuil and Schneider in [BS]. We show that
the fibers of this morphism are algebraic in the sense of Theorem 1.2. Further
we study the image of the weakly admissible locus in the adjoint quotient
and show that this image is identified with a closed Newton-stratum in the
sense of Kottwitz [Ko].
In section 6 we study the relation of filtered isocrystals and vector bundles
on the open unit disc which was introduced by Kisin.
In section 7 we discuss the notion of being étale over the Robba ring in fam-
ilies, slightly generalizing a result of Kedlaya and Liu about local étaleness
of those modules. This allows us to determine the image of the period map
in section 8 and prove Theorem 1.3.
In section 9 we construct a family of crystalline Galois representations on an
open substack and show that this family is universal.
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2. Preliminaries
Throughout the whole paper we fix the following notations: Let K be a
finite extension of Qp and write OK for its ring of integers. Fix a uniformizer
π ∈ OK and write k = OK/πOK for the residue field. Let W = W (k) be
the Witt ring of k and K0 = W [1/p] the maximal unramified extension of
Qp inside K. Further we denote by E(u) ∈W [u] the minimal polynomial of
π over K0.
Fix an algebraic closure K¯ of K and write GK = Gal(K¯/K) for the
absolute Galois group. Further we choose a compatible system πn of pn-
th roots of π in K¯ and write K∞ for the field obtained from K by adjoining
the πn. Let GK∞ = Gal(K¯/K∞) denote the absolute Galois group of K∞.
2.1. Some p-adic Hodge-theory. For further use we define some rings of
p-adic Hodge theory used in Kisin’s papers [Ki1] and [Ki2]1.
Write A[0,1) = W [[u]] and A for the p-adic completion of W ((u)). Further
B = A[1/p]. Let R denote Fontaine’s ring
R = lim←−OCp/pOCp
where the transition maps in the limit are given by the p-th power map. Let
π denote the element (π,π1,π2, . . . ) ∈ R and write [π] for the Teichmüller
1Our notations here differ from the ones in Kisin’s papers.
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representative of π in the Witt ring W (R) of R. We may regard B as a
subring of W (FracR)[1/p] by maping u to [π]. The lift ϕ of the absolute
Frobenius on R maps [π] to [π]p and hence this embeddings is ϕ-equivariant.
Write ￿B for the closure of the maximal unramified extension of B inside
W (FracR)[1/p] and denote by ￿A its ring of integers. Then ￿A is a complete
discrete valuation ring (for the p-adic topology) with residue field the closure
of k((u))sep in FracR and we have an injection ￿A ￿→ W (FracR) which is
continuous for the canonical topology of ￿A.
We write ￿A[0,1) = ￿A ∩W (R) ⊂W (FracR). Then we have￿Aϕ=id = Zp, ￿AGK∞ = A,￿Bϕ=id = Qp, ￿BGK∞ = B.
The Galois group GK∞ is isomorphic to the absolute Galois group of
k((u)), see [BrCo, Theorem 11.1.2] for example, and its representations on
finite dimensional Qp-vector spaces are described in terms of étale ϕ-modules
over B, i.e. finite dimensional B-vector spaces N together with an isomor-
phism Φ : ϕ∗N → N such that there exists an A-lattice N ⊂ N with
Φ(ϕ∗N) = N. Given an étale ϕ-module (N,Φ) over B, we write
(2.1) VB(N) = (N ⊗B ￿B)Φ=id
for the associated GK∞-representation.
Remark 2.1. In fact Kisin considers slightly smaller period rings. Instead of￿B he considers the p-adic completion of the maximal unramified extension of
B inside W (FracR)[1/p]. But as ￿B has the same ϕ and GK∞-invariants the
period ring considered in Kisin’s papers, the theory works with our definitions
as well. The advantage of our definition is that is makes it easier to define
the sheafified versions of the period rings.
Let Acris denote the p-adic completion of the divided power envelope of
W (R) with respect to the kernel of the surjection θ :W (R)→ OCp induced
by
[(x, x1/p, x1/p
2
, . . . )] ￿−→ x.
Let B+cris = Acris[1/p] and Bcris = B
+
cris[1/t] denote Fontaine’s ring of crys-
talline periods, where
t = log[(1, ￿1, ￿2, . . . )]
is the period of the cyclotomic character.
Recall that a representation of GK on a d-dimensional Qp-vector space V
is called crystalline if
Dcris(V ) = (V ⊗Qp Bcris)GK
is of dimension d over K0 = BGKcris . The K0-vector space Dcris(V ) is equipped
with a semi-linear automorphism Φ and a descending, separated and ex-
haustive filtration F• on Dcris(V )⊗K0 K. Such an object is called a filtered
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ϕ-module (or filtered isocrystal) over K. A filtered isocrystal (D,Φ,F•) is
called weakly admissible if
vp(detΦ) =
￿
i
i dimK gri(D ⊗K0 K) ,
vp(detΦ|D￿) ≥
￿
i
i dimK gri(D
￿ ⊗K0 K) ∀ D￿ ⊂ D, D￿ Φ-stable.
Then there is an equivalence of categories between the category of crystalline
representations and the category of weakly admissible filtered ϕ-modules over
K, see [CF, Theorem A].
2.2. Adic spaces. Let A be a topological ring over Qp. By a valuation (in
the sense of [Hu1, 2, Definition]) on A we mean a map v : A→ Γv ∪ {0} to
a totally ordered abelian group Γv (written multiplicatively) such that
v(0) = 0
v(1) = 1
v(ab) = v(a)v(b)
v(a+ b) ≤ max{v(a), v(b)},
where the order on Γv is extended to Γv ∪ {0} by 0 < γ for all γ ∈ Γv.
The valuation is called continuous if {a ∈ A | v(a) ≤ γ} is open for all
γ ∈ Γv. If A+ ⊂ A is an open and integrally closed subring, Huber defines
the adic spectrum of (A,A+) as
Spa(A,A+) =
￿
isomorphism classes of continuous valuations
v : A→ Γv ∪ {0} such that v(a) ≤ 1 for all a ∈ A+
￿
.
This space is equipped with a structure sheaf OX and a sheaf of integral
subrings O+X , see [Hu2, 1].
Given a finite extension E of Qp we denote by RigE the category of rigid
analytic varieties over E (cf. [BGR, Part C]) and by AdE the category of adic
spaces over E in the sense of Huber. We have a fully faithful embedding of
RigE into AdE that factors through the full subcategory AdlftE of adic spaces
locally of finite type over E, i.e. adic spaces that are locally isomorphic
to Spa(A,A◦) for an E-algebra A that is topologically of finite type over
E and where A◦ ⊂ A is the subring of power bounded elements. In fact,
this embedding identifies the category of quasi-separated rigid spaces with
the category of quasi-separated adic spaces locally of finite type over E (see
[Hu3, 1.1.11]).
For an adic space X and a point x ∈ X we will write OX,x for the local
ring at x and mX,x for its maximal ideal. We denote the residue field at
x by k(x) and write vx : k(x) → Γx ∪ {0} for the corresponding valuation.
Further we write ￿k(x) for the completion of the residue field (with respect
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to its natural topology). We write
ιx : Spa(￿k(x), ￿k(x)+) = Spa(k(x), k(x)+) ￿→ X
for the inclusion of the point x.
If F is a (quasi-coherent) sheaf of OX -modules (resp. O+X -modules) on X
we write F ⊗ k(x) for the quotient of Fx by mX,xFx (resp. m+X,xFx), where
Fx = lim−→
U￿x
Γ(U,F).
More generally, let X ￿→ RX be a sheaf of quasi-coherent algebras (over
OX or O+X) such that for every map f : X → Y there is an induced map
f−1RY → RX . Let F be a quasi-coherent RY -module. Then we write
f∗F = f−1F ⊗f−1RY RX .
If G is another (quasi-coherent) sheaf ofRY -modules, we writeH omRY (F ,G)
for the sheaf of continuous homomorphisms from F to G.
We will talk about stacks on the category AdlftE and hence want to make
clear what we mean by the fpqc-topology. A morphism f : X → Y of
adic spaces is flat if the local ring OX,x is flat over OY,f(x) for all x ∈ X
or, equivalently, if for all open affinoids U = Spa(A,A+) ⊂ Y and V =
Spa(B,B+) ⊂ f−1(U), the ring B is a flat A-algebra. The morphism f is
called faithfully flat if it is flat and surjective. It is an fpqc-morphism if it is
faithfully flat and quasi-compact.
In the case of rigid analytic varieties the notion of being faithfully flat is
defined in terms of formal models (see [BG, 3] for example). A quasi-compact
morphism of formal OE-schemes f : X ￿ → X is called faithfully rig-flat if
there exist coverings X = ￿i∈I Spf Ai of X and f−1(Spf Ai) = ￿j∈Ji Spf A￿j
such that the induced map￿
j∈Ji
SpecA￿j −→ SpecAi
is faithfully flat over the complement of the special fiber for all i ∈ I.
As usual a morphism is called quasi-compact if the pre-image of any quasi-
compact subspace is quasi-compact. The property of being faithfully rig-flat
is stable under admissible blow-ups and hence gives rise to the notion of an
fpqc-morphism in the category of rigid analytic varieties.
A morphism f : X → X ￿ in AdlftE is an fpqc morphism if and only if it is
quasi-compact and if locally on X and X ￿ (for the topology of an adic space)
it is induced by an fpqc morphism in RigE .
By [BG, Theorem 3.1] the category of coherent sheaves is an fpqc-stack on
the category RigE . Hence the same is true for the category AdlftE , as we can
glue coherent sheaves locally in the topology of an adic space.
Similarly to the case of stacks on the category of schemes we say that an
fpqc-stack F on the category RigE (resp. AdlftE ) is an Artin stack if the
FAMILIES OF FILTERED ϕ-MODULES AND CRYSTALLINE REPRESENTATIONS 9
diagonal is representable, quasi-compact and separated and if there exist
a rigid space U (resp. an adic space locally of finite type) and a smooth,
surjective, relatively representable morphism U → F .
3. Filtered ϕ-modules
Throughout this section we denote by F a topological field containing Qp
with a continuous valuation vF : F → ΓF ∪{0}. We will introduce the notion
of a filtered ϕ-module with coefficients in F and define weak admissibility
for these objects.
Recall that K0 is an unramified extension of Qp with residue field k and
write f = [K0 : Qp]. We write ϕ for the lift of the absolute Frobenius to K0.
3.1. ϕ-modules with coefficients. In this subsection define and study
what we call isocrystals over k with coefficients in F .
Definition 3.1. An isocrystal over k with coefficients in F is a free F⊗QpK0-
module D of finite rank together with an automorphism Φ : D → D that is
semi-linear with respect to id⊗ ϕ : F ⊗Qp K0 → F ⊗Qp K0.
A morphism f : (D,Φ) → (D￿,Φ￿) is an F ⊗Qp K0-linear map f : D → D￿
such that
f ◦ Φ = Φ￿ ◦ f.
The category of isocrystals over k with coefficients in F is denoted by
Isoc(k)F .
It is easy to see that Isoc(k)F is an F -linear abelian ⊗-category with the
obvious notions of direct sums and tensor products.
Remark 3.2. (i) Given an F ⊗QpK0-module D of finite type, the existence of
a semi-linear automorphism Φ : D → D implies that D is free over F⊗QpK0.
This fact will be used in the sequel.
(ii) In the classical setting, an isocrystal over k is a finite-dimensional K0-
vector space with ϕ-linear automorphism Φ, i.e. an object in Isoc(k)Qp .
If F is finite over Qp, then an isocrystal over k with coefficients in F is the
same as in object (D,Φ) ∈ Isoc(k)Qp together with a map
F −→ EndΦ(D),
where the subscript Φ on the right hand side indicates that the endomor-
phisms commute with Φ (compare [DOR, VIII, 5] for example). This is
clearly equivalent to our definition. Nevertheless Definition 3.1 is the correct
definition for our purpose: as already stressed in the introduction, we will
be forced to consider adic spaces and hence the residue fields in our families
may be infinite extensions of Qp.
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Let F ￿ be an extension of F with valuation vF ￿ : F ￿ → ΓF ￿ ∪{0} extending
the valuation vF . The extension of scalars from F to F ￿ is the functor
(3.1) −⊗F F ￿ : Isoc(k)F −→ Isoc(k)F ￿
that maps (D,Φ) ∈ Isoc(k)F to the object (D ⊗F F ￿,Φ⊗ id).
If F ￿ is a finite extension of F , then we also define the restriction of scalars
(3.2) ￿F ￿/F : Isoc(k)F ￿ −→ Isoc(k)F .
This functor maps (D￿,Φ￿) ∈ Isoc(k)F ￿ to itself, forgetting the F ￿-action but
keeping the F -action.
We write ΓF ⊗Q for the localisation of the abelian group ΓF . Then every
element γ￿ ∈ ΓF ⊗Q can be written as a single tensor γ ⊗ r and we extend
the total order of ΓF to ΓF ⊗Q by
a⊗ 1m < b⊗ 1n ⇔ an < bm.
Definition 3.3. Let (D,Φ) ∈ Isoc(k)F and d = rkF⊗QpK0D. The map
Φf : D → D is an F -linear automorphism of the fd-dimensional F -vector
space D.
(i) Define the Newton slope of (D,Φ) as
λ(F )N (D,Φ) = vF (detFΦ
f )⊗ 1f2d ∈ ΓF ⊗Q.
Here detF means that we take the determinant of an F -linear map on an
F -vector space.
(ii) Let λ ∈ ΓF ⊗ Q. An object (D,Φ) ∈ Isoc(k)F is called purely of
Newton-slope λ if for all Φ-stable F ⊗Qp K0-submodules D￿ ⊂ D we have
λ(F )N (D
￿,Φ|D￿) = λ.
Lemma 3.4. Let F ￿ be an extension of F with valuation vF ￿ extending vF
and (D,Φ) ∈ Isoc(k)F . Then
λ(F
￿)
N (D ⊗F F ￿,Φ⊗ id) = λ(F )N (D,Φ).
If in addition F ￿ is finite over F and (D￿,Φ￿) ∈ Isoc(k)F ￿ , then
λ(F )N (￿F ￿/F (D
￿,Φ￿)) = λ(F
￿)
N (D
￿,Φ￿).
Proof. These are straightforward computations. ￿
As the Newton slope is preserved under extension and restriction of scalars
we will just write λN in the sequel.
Remark 3.5. Let (D,Φ) ∈ Isoc(k)Qp be an object of rank d and denote for
the moment by vp the usual p-adic valuation on Qp. Write | − | = p−vp(−).
Then the value group of the absolute value is ΓQp = pZ and we identify
ΓQp ⊗Q with the subgroup pQ of R\{0}. Our definitions then imply
(3.3) λN (D,Φ) = p−
1
dvp(detK0Φ).
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Here vp(detK0Φ) is the p-adic valuation of the determinant over K0 of any
matrix representing the semi-linear map Φ in some chosen basis. This matrix
is well defined up to ϕ-conjugation and hence the valuation of the determi-
nant is independent of choices. Note that (the negative of) the exponent in
(3.3) is the usual Newton slope of the isocrystal (D,Φ) over k, compare [Zi]
for example.
Proposition 3.6. Let (D,Φ) ∈ Isoc(k)F , then there exist unique elements
λ1 < λ2 < · · · < λr ∈ ΓF ⊗Q and a unique decomposition
D = D1 ⊕D2 ⊕ · · ·⊕Dr
of D into Φ-stable F ⊗Qp K0-submodules such that (Di,Φ|Di) is purely of
Newton slope λi.
Proof. First we show the existence of such a decomposition. The uniqueness
will then follow from Lemma 3.9 below.
Step 1: Assume first that there exists an embedding ψ0 : K0 ￿→ F .
We obtain an isomorphism
F ⊗Qp K0
∼= ￿￿ ￿
ψ:K0→F F.
The endomorphism id ⊗ ϕ on the left hand side translates to the shift of
the factors on the right hand side. Further we obtain the corresponding
decomposition
D =
￿
ψ
Vψ
into F -vector spaces Vψ and F -linear isomorphisms
Φψ = Φ|Vψ : Vψ
∼= ￿￿ Vψ◦ϕ.
There is a bijection between the Φ-stable subspaces D￿ of D and the Φf |Vψ0 -
stable subspaces of Vψ0 given by D￿ ￿→ D￿ ∩ Vψ0 .
Given D￿ ⊂ D and U = D￿ ∩ Vψ0 we have
λN (D
￿,Φ|D￿) = vF (detFΦf |U )⊗ 1f dimF U ∈ ΓF ⊗Q.
Hence the desired decomposition of D is induced by the decomposition of
Vψ0 into the maximal Φf |Vψ0 -stable subspaces U ⊂ Vψ0 such that
vF (detFΦ
f |U ￿)⊗ 1f dimF U ￿ = λi
for all Φf -stable subspaces U ￿ ⊂ U .
Step 2: If there is no embedding ψ of K0 into F , then we find an extension
F ￿ = FK0 of F such that K0 embeds into F ￿. We want to deduce the result
from Step 1 by faithfully flat descent. We extend the valuation from F to
F ￿ by setting vF (W×) = {1} (recall that W ⊂ K0 is the ring of integers).
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Write (D￿,Φ￿) for the extension of scalars of (D,Φ) ∈ Isoc(k)F to Isoc(k)F ￿ .
Then there exists λ1 > λ2 > · · · > λr ∈ ΓF ⊗Q and a decomposition
(3.4) D￿ = D￿1 ⊕D￿2 ⊕ . . . D￿r
such that the D￿i are Φ￿-stable and (D￿i,Φ￿|D￿i) is purely of slope λi. Further
we have an isomorphism
(3.5) α : D￿ ⊗F ￿ (F ￿ ⊗F F ￿)
∼= ￿￿ D￿ ⊗F ￿ (F ￿ ⊗F F ￿),
(where on the left hand side F ￿ acts on the first factor of F ￿ ⊗F F ￿ and on
the right hand side it acts on the second) that satisfies the cocycle condition
for the various pullbacks to D￿ ⊗F ￿ (F ￿ ⊗F F ￿ ⊗F F ￿). We know that α is
compatible with the induced maps Φ￿ on both sides of (3.5), since the descent
on the pair (D￿,Φ￿) is effective. We have to show that
(3.6) α(D￿i ⊗F ￿ (F ￿ ⊗F F ￿) = D￿i ⊗F ￿ (F ￿ ⊗F F ￿)).
But on both sides of (3.5) the subobject D￿i ⊗F ￿ (F ￿ ⊗F F ￿) is the maximal
Φ￿-stable F ￿⊗F F ￿-submodule such that all its Φ￿-stable F ￿⊗F F ￿-submodules
have slope λi. Hence (3.6) follows and the decomposition (3.4) descends to
D. ￿
Remark 3.7. Proposition 3.6 replaces the slope decomposition in the classical
context (cf . [Zi, VI, 3] for example).
Definition 3.8. Let (D,Φ) ∈ Isoc(k)F and denote by D =
￿
Di a decom-
position of D into Φ-stable submodules purely of slope λi ∈ ΓF ⊗ Q as in
Proposition 3.6. We will refer to this as the slope decomposition. Further,
for λ ∈ ΓF ⊗Q we define
Dλ =
￿
Di , λ = λi
0 otherwise.
Lemma 3.9. Let f : (D,Φ)→ (D￿,Φ￿) be a morphism in Isoc(k)F . Consider
slope decompositions D =
￿
Di and D￿ =
￿
D￿j as in Proposition 3.6. Then
for all λ ∈ ΓF ⊗Q
f(Dλ) ⊂ D￿λ.
Proof. This is an immediate consequence of f ◦ Φ = Φ￿ ◦ f . ￿
3.2. Filtered Isocrystals with coefficients. Recall the K is a totally
ramified extension of K0. We denote by e = [K : K0] the ramification index
of K. In this section we define the basic object of our study.
Definition 3.10. A K-filtered isocrystal over k with coefficients in F is a
triple (D,Φ,F•), where (D,Φ) ∈ Isoc(k)F and F• is a descending, separated
and exhaustive Z-filtration on DK = D ⊗K0 K by (not necessarily free)
F ⊗Qp K-submodules.
A morphism
f : (D,Φ,F•) −→ (D￿,Φ￿,F ￿•)
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is a morphism f : (D,Φ)→ (D￿,Φ￿) in Isoc(k)F such that f⊗ id : DK → D￿K
respects the filtrations.
The category of K-filtered isocrystals over k with coefficients in F is denoted
by FilIsoc(k)KF .
It is easy to see that FilIsoc(k)KF is an F -linear ⊗-category. Further it has
obvious notions of kernels, cokernels and exact sequences. For an extension
F ￿ of F we again have an extension of scalars like in (3.1),
−⊗F F ￿ : FilIsoc(k)KF −→ FilIsoc(k)KF ￿ .
If F ￿ is finite over F , we also have a restriction of scalars like in (3.2),
￿F ￿/F : FilIsoc(k)
K
F ￿ −→ FilIsoc(k)KF .
In the following we will often shorten our notation and just write D for an
object (D,Φ,F•) ∈ FilIsoc(k)KF .
We now want to develop a slope theory for filtered isocrystals and define
weakly admissible objects.
Definition 3.11. Let (D,Φ,F•) ∈ FilIsoc(k)KF . We define
degF• =
￿
i∈Z
1
ef i dimF griF•
degF (D) = (vF (detFΦ
f )⊗ 1f2 )−1 vF (p)deg(F
•) ∈ ΓF ⊗Q
µF (D) = degF (D)(1⊗ 1d) ∈ ΓF ⊗Q.
We call µF (D) the slope of D.
Remark 3.12. As in Lemma 3.4, one easily sees that the slope µF is preserved
under extension and restriction of scalars. Hence we will just write µ in the
sequel.
Now we have a Harder-Narasimhan formalism as in [DOR, Chapter 1].
The only difference is that our valuations are written multiplicatively while
in the usual theory they are written additively. We will only sketch the
proofs and refer to [DOR] for the details.
Lemma 3.13. Let
0 ￿￿ D￿ ￿￿ D ￿￿ D￿￿ ￿￿ 0
be a short exact sequence in FilIsoc(k)KF . Then
degF (D) = degF (D
￿) degF (D￿￿).
Further
max{µ(D￿), µ(D￿￿)} ≥ µ(D) ≥ min{µ(D￿), µ(D￿￿)}.
The sequence µ(D￿), µ(D), µ(D￿￿) is either strictly increasing or strictly de-
creasing or stationary.
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Proof. The first assertion is obvious from the definitions and the second is a
direct consequence. ￿
Lemma 3.14. Let f : D → D￿ be a morphism in FilIsoc(k)KF . Then
degF (coim f) ≥ degF (im f).
Proof. Replacing D by coim f and D￿ by im f , we may assume that f is an
isomorphism in Isoc(k)F . Now the assertion follows easily from
(f ⊗ id)(F i) ⊂ F ￿i.
￿
Definition 3.15. An object (D,Φ,F•) ∈ FilIsoc(k)KF is called semi-stable
if, for all Φ-stable subobjects D￿ ⊂ D, we have µ(D￿) ≥ µ(D). It is called
stable if the inequality is strict for all proper subobjects. Finally D is called
weakly admissible if it is semi-stable of slope 1.
Note that semi-stability is defined using "≥" instead of "≤" (as in [DOR]),
since our valuations are written multiplicatively.
Remark 3.16. Let (D,Φ,F•) ∈ FilIsoc(k)KQp . Using the notations of Remark
3.4, we find
µ(D) = pvp(detK0Φ)−
￿
i i dimK(F i/F i+1).
Hence we see that D is weakly admissible if and only it is weakly admissible
in the sense of [CF, 3.4].
Proposition 3.17. Let D,D￿ ∈ FilIsoc(k)KF be semi-stable objects.
(i) If µ(D) < µ(D￿), then Hom(D,D￿) = 0.
(ii) If µ(D) = µ(D￿) = µ, then for all f ∈ Hom(D,D￿) we have im f ∼=
coim f and the objects ker f , cokerf and imf are semi-stable of slope µ.
Proof. The proof is the same as in [DOR, Proposition 1.1.20] ￿
Corollary 3.18. Let µ ∈ Γ ⊗ Q, then the full subcategory of FilIsoc(k)KF
consisting of semi-stable objects of slope µ is an abelian, artinian and noe-
therian category which is stable under extensions. The simple objects are
exactly the stable ones.
Proof. The proof is the same as the proof of [DOR, Corollary 1.2.21]. ￿
The main result of this section is the existence of a Harder-Narasimhan
filtration for the objects in FilIsoc(k)KF . The existence of this filtration will
also imply that semi-stability (and hence weak admissibility) is preserved
under extension and restriction of scalars.
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Proposition 3.19. Let D ∈ FilIsoc(k)KF , then there exist unique elements
µ1 < µ2 < · · · < µr ∈ ΓF ⊗Q and a unique filtration
0 = D0 ⊂ D1 ⊂ D2 ⊂ · · · ⊂ Dr = D
of D in FilIsoc(k)KF such that Di/Di−1 is semi-stable of slope µi.
Proof. The proof is similar to the proof of [DOR, Proposition 1.3.1 (a)].
First we prove the existence of the filtration. The uniqueness will then follow
from Lemma 3.21 below.
By the existence of the slope decomposition in Proposition 3.6, the set
{µ(D￿) | D￿ ⊂ D stable under Φ}
is finite. Hence there is a unique minimal element µ1 and we claim that there
is a maximal subobject D1 ⊂ D of slope µ1 which then must be semi-stable.
This follows, as the sum of two subobjects of slope µ1 has again slope µ1, by
Lemma 3.13 and the minimality of µ1.
Proceeding with D/D1 the claim follows by induction. ￿
Definition 3.20. Let D ∈ FilIsoc(k)KF and denote by
0 = D0 ⊂ D1 ⊂ D2 ⊂ · · · ⊂ Dr = D
a filtration as in Proposition 3.19. This filtration is called the Harder-
Narasimhan filtration of D. For µ ∈ ΓF ⊗Q we define
D(µ) =

0 if µ < µ1
Di if µi ≤ µ < µi+1
D if µ ≥ µr.
Lemma 3.21. Let f : D → D￿ be a morphism in FilIsoc(k)KF and fix filtra-
tions of D and D￿ as in Proposition 3.19. Let µ ∈ ΓF ⊗ Q, then (with the
notation of Definition 3.20):
f(D(µ)) ⊂ D￿(µ).
Proof. The proof is the same as in [DOR, Proposition 1.3.1 (b)]. ￿
Corollary 3.22. Let F ￿ be an extension of F with valuation vF ￿ extending
vF and D ∈ FilIsoc(k)KF . If D is semi-stable of slope µ, then D￿ = D ⊗F F ￿
is semi-stable of slope µ.
If in addition F ￿ is finite over F and D￿ ∈ FilIsoc(k)KF ￿ is semi-stable of slope
µ, then ￿F ￿/F (D￿) ∈ FilIsoc(k)KF is semi-stable of slope µ.
Proof. Denote by
0 = D￿0 ⊂ D￿1 ⊂ D￿2 ⊂ · · · ⊂ D￿r = D￿ = D ⊗F F ￿
the Harder-Narasimhan filtration of D￿ with slopes µi on D￿i/D￿i−1, and by
(3.7) α : D￿ ⊗F ￿ (F ￿ ⊗F F ￿)
∼= ￿￿ D￿ ⊗F ￿ (F ￿ ⊗F F ￿)
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the isomorphism from (3.5). We claim
(3.8) α(D￿i ⊗F ￿ (F ￿ ⊗F F ￿)) = D￿i ⊗F ￿ (F ￿ ⊗F F ￿).
We only prove the statement in the case i = 1. Then (3.8) follows for all i
by induction, replacing D￿ by D￿/D￿1.
By construction D￿1 is the maximal subobject of D￿ such that all Φ￿-stable
subobjects V ⊂ D￿1 have slope µ1 and there is no subobject with slope
smaller than µ1.
Hence on both sides of (3.7), the subobject D￿1⊗F ￿ (F ￿⊗F F ￿) is the maximal
subobject with this property for all Φ￿-stable F ￿⊗F F ￿-submodules (and the
obvious generalization of the slope to free (F ￿⊗F F ￿)⊗QpK0-modules, where
we extend the valuation to F ￿⊗F F ￿ by v(a⊗b) = vF ￿(a)vF ￿(b)). Hence (3.8)
follows for i = 1.
Now, by (3.8), the Harder-Narasimhan filtration on D￿ descends to D and it
follows that r = 1 and µ1 = µ.
Now assume that F ￿ is finite over F and D￿ is a semi-stable object of
FilIsoc(k)KF ￿ . Consider the Harder-Narasimhan filtration of ￿F ￿/F (D
￿). By
Lemma 3.21 the filtration steps are stable under the operation of F ￿. Hence
the filtration can have only one step. ￿
4. Families of filtered ϕ-modules
We now consider families of the objects introduced in the last section
parametrized by rigid analytic and adic spaces.
4.1. Stacks of filtered ϕ-modules. Let d be a positive integer and ν an
algebraic cocharacter
(4.1) ν : Q¯×p −→ (ResK/QpAK)(Q¯p),
where A ⊂ GLd is the diagonal torus. We assume that this cocharacter is
dominant with respect to the restriction B of the Borel subgroup of upper
triangular matrices in (GLd)K . This cocharacter is defined over the reflex
field E ⊂ Q¯p. Let ∆ denote the set of simple roots (defined over Q¯p) of
ResK/Qp GLd with respect to B and denote by ∆ν ⊂ ∆ the set of all simple
roots α such that ￿α, ν￿ = 0. Here ￿−,−￿ is the canonical pairing between
characters and cocharacters. We write Pν for the parabolic subgroup of
(ResK/Qp GLd) containing B and corresponding to ∆ν ⊂ ∆. This parabolic
subgroup is defined over E, and the quotient by this parabolic is a projective
variety over E,
(4.2) GrK,ν = (ResK/Qp GLd)E/Pν
representing the functor
S ￿→ {filtrations F• of OS ⊗Qp Kd of type ν}
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on the category of E-schemes. Here the filtrations are locally on S direct
summands. Being of type ν means the following. Assume that the cochar-
acter
ν : Q¯×p −→
￿
ψ:K→Q¯p
GLd(Q¯p)
is given by cocharacters
νψ : λ ￿→ diag((λi1(ψ))(m1(ψ)), . . . , (λir(ψ))(mr(ψ)))
for some integers ij(ψ) ∈ Z and multiplicities mj(ψ) > 0. Then any point
F• ∈ GrK,ν(Q¯p) is a filtration
￿
ψ F•ψ of
￿
ψ Q¯dp such that
dimQ¯p gri(F•ψ) =
￿
0 if i /∈ {i1(ψ), . . . , ir(ψ))}
mj(ψ) if i = ij(ψ).
We denote by GrrigK,ν resp. Gr
ad
K,ν the associated rigid space, resp. the asso-
ciated adic space (cf. [BGR, 9.3.4]).
Given ν as in (4.1) and denoting as before by E the reflex field of ν, we
consider the following fpqc-stack Dν on the category RigE (resp. on the
category AdlftE ). For X ∈ RigE (resp. AdlftE ) the groupoid Dν(X) consists
of triples (D,Φ,F•), where D is a coherent OX ⊗Qp K0-modules which is
locally on X free over OX ⊗Qp K0 and Φ : D → D is an id⊗ ϕ-linear auto-
morphism. Finally F• is a filtration of DK = D ⊗Qp K of type ν, i.e. after
choosing fpqc-locally on X a basis of D, the filtration F• induces a map to
GrrigK,ν (resp. Gr
ad
K,ν), compare also [PR, 5.a].
One easily sees that the stack Dν is the stack quotient of the rigid space
(4.3) Xν = (ResK0/Qp GLd)
rig
E ×GrrigK,ν
by the ϕ-conjugation action of (ResK0/Qp GLd)
rig
E given by
(4.4) (A,F•).g = (g−1Aϕ(g), g−1F•).
Here the canonical map Xν → Dν is given by
(A,F•) ￿→ (OXν ⊗Qp Kd0 , A(id⊗ ϕ),F•).
Hence Dν is an Artin stack in the sense of section 2. Of course the corre-
sponding statement in the category AdlftE is also true.
4.2. The weakly admissible locus. Fix a cocharacter ν with reflex field
E as in the previous section. If X ∈ AdlftE and x ∈ X, then our definitions
imply that, given (D,Φ,F•) ∈ Dν(X), we have
(D ⊗ k(x),Φ⊗ id,F• ⊗ k(x)) ∈ FilIsoc(k)Kk(x) and
ι∗x(D,Φ,F•) ∈ FilIsoc(k)K￿k(x).
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Our first main result is concerned with the structure of the weakly admissible
locus in the stacks Dν defined above.
Theorem 4.1. Let ν be a cocharacter as in (4.1) and X be an adic space
locally of finite type over the reflex field of ν. If (D,Φ,F•) ∈ Dν(X), then
the weakly admissible locus
Xwa = {x ∈ X | (D ⊗ k(x),Φ⊗ id,F• ⊗ k(x)) is weakly admissible}
= {x ∈ X | ι∗x(D,Φ,F•) is weakly admissible}
is an open subset. Especially it has a canonical structure of an adic space.
We can define a substack Dwaν ⊂ Dν consisting of the weakly admissible
filtered isocrystals. More precisely, for an adic space X the groupoid Dwaν (X)
consists of those triples (D,Φ,F•) such that (D⊗ k(x),Φ⊗ id,F•⊗ k(x)) is
weakly admissible for all x ∈ X. Thanks to Corollary 3.22 it is clear that this
is again an fpqc-stack. The following result is now an obvious consequence
of Theorem 4.1.
Corollary 4.2. The stack Dwaν on the category of adic spaces locally of finite
type over the reflex field of ν is an open substack of Dν . Especially it is again
an Artin stack.
Proof of Theorem 4.1. First it is clear that
{x ∈ X | (D ⊗ k(x),Φ⊗ id,F• ⊗ k(x)) is weakly admissible}
={x ∈ X | ι∗x(D,Φ,F•) is weakly admissible},
as weak admissibility is stable under base change. We only need to treat the
case
X = Xν = (ResK0/Qp GLd)
ad
E ×GradK,ν
which is locally (after choosing a basis of D) the universal case, again using
the fact that weak admissibility is stable under base change.
Let V = Qdp and V0 = K0 ⊗Qp V . Then ResK0/Qp GLd(R) = GL(R ⊗Qp V0)
for a Qp-algebra R.
For i ∈ {0, . . . , d}, consider the following functor on the category of Qp-
schemes,
S ￿−→
￿ E ⊂ OS ⊗Qp V0 locally free OS ⊗Qp K0-submodule
of rank i that is locally on S a direct summand
￿
.
This functor is representable by a projective Qp-scheme GrK0,i.
We let G = ResK0/Qp GLd act on GrK0,i in the following way: for a Qp-
scheme S, let A ∈ G(S) and E ∈ GrK0,i(S). We get a linear endomorphism
A of OS ⊗Qp V0 and define the action of A on E by
A.E = A((id⊗ ϕ)(E)).
Write
a : G×GrK0,i −→ GrK0,i
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for this action and consider the subscheme Zi ⊂ G × GrK0,i defined by the
following fiber product:
(4.5)
Zi
￿￿
￿￿ G×GrK0,i
a×id
￿￿
GrK0,i
∆ ￿￿ GrK0,i ×GrK0,i.
An S-valued point x of the scheme Zi is a pair (gx, Ux), where gx ∈ G(S) is
a linear automorphism of OS ⊗Qp V0 and Ux is an OS ⊗Qp K0-submodule of
rank i stable under Φx = gx(id⊗ϕ). The scheme Zi is projective over G via
the first projection
pri : Zi −→ G.
Further we denote by fi ∈ Γ(Zi,OZi) the global section defined by
(4.6) fi(gx, Ux) = det((gx(id⊗ ϕ))f |Ux)
(recall f = [K0 : Qp]). We also write fi for the global section on the associ-
ated adic space Zadi .
We write E for the pullback of the universal bundle on Zi to Zi × GrK,ν
and F• for the pullback of the universal filtration on GrK,ν . Then the fiber
product
G• = (E ⊗K0 K) ∩ F•
is a filtration of E⊗K0K by coherent sheaves. By the semi-continuity theorem
the function
hi : x ￿−→
￿
i∈Z
i 1ef dimκ(x) gri G•
is upper semi-continuous on Zi ×GrK,ν and hence so is
hadi : x ￿−→
￿
i∈Z
i 1ef dimk(x) gri (G•)ad.
For m ∈ Z we write Yi,m ⊂ Zi × GrK,ν (resp. Y adi,m ⊂ Zadi × GradK,ν) for the
closed subscheme (resp. the closed adic subspace)
(4.7)
Yi,m = {y ∈ Zi ×GrK,ν | hi(y) ≥ m},
Y adi,m = {y ∈ Zadi ×GradK,ν | hadi (y) ≥ m}.
Then the definitions imply that
pri,m : Y
ad
i,m −→ Xν
is a proper morphism of adic spaces.
We write X0 ⊂ Xν for the open subset of all x = (g,F•) ∈ Xν such that
vx(det(g(id⊗ ϕ)f ))⊗ 1f2 = vx(p)
−￿i 1ef i dimgriF• .
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Then Xwaν ⊂ X0 and
(4.8)
X0\Xwaν
=
￿
i,m
pradi,m({y = (gy, Uy,F•y ) ∈ Y adi,m | vy(fi) < vy(p)−f
2m}),
where the union on the right hand side runs over all i ∈ {1, . . . , d − 1} and
m ∈ Z, and one easily checks that this union is finite.
Indeed, let x = (gx,F•x) ∈ Gad ×GradK,ν . Then the object
(k(x)⊗ V0, gx(id⊗ ϕ),F•x)
is not weakly admissible if and only if there exists a gx(id⊗ϕ)-stable subspace
Ux ⊂ k(x)⊗V0 of some rank, violating the weak admissibility condition. This
is exactly the condition on the right hand side of (4.8). Here we implicitly
use that fact that weak admissibility is stable under extension of scalars (see
Corollary 3.22).
Now the sets {y = (gy, Vy,F•y ) ∈ Y adi,m | vy(fi) < vy(p)−f
2m} are closed by
the definition of the topology on an adic space. Further the map pri,m is a
proper map of adic spaces and hence universally closed. We conclude that
the complement of the weakly admissible locus is closed. ￿
Proposition 4.3. Let X and (D,Φ,F•) as in Theorem 4.1. Then Xwa is
the maximal open subset whose rigid analytic points are exactly the weakly
admissible ones.
Proof. First there is a maximal open subset Y whose rigid analytic points
are exactly the weakly admissible ones (i.e. the union over all open subsets
with this property is non-empty), as Xwa is open.
Let y ∈ Y , then (D ⊗ k(y),Φ ⊗ id,F• ⊗ k(y)) is of slope 1, as there is an
affinoid neighbourhood of y such that the slope at all rigid analytic points
is 1 and hence by the maximum modulus principle the same is true at y.
As weak admissibility is preserved under base change we are again reduced to
the case X = Xν . If y is not weakly admissible then there exists a Φy-stable
subspace U ⊂ k(y)d⊗QpK0 violating the weak admissibility condition. Then
y ∈ pri(Zi)ad × GrK,ν for some i, where pri(Zi) ⊂ G is a closed subscheme
and hence pri(Zi)ad × GrK,ν is in AdlftE . Now the Φ-stable subobject U is
induced from a family U of Φ-stable subobjects in an affinoid neighbourhood
Spa(A,A◦) of y inside pri(Zi)ad ×GrK,ν . But for all rigid analytic points of
Spa(A,A◦) we must have
µ(U ⊗ k(x),Φx|U⊗k(x), (F• ∩ UK)⊗ k(x)) ≥ 1
and hence by the maximum principle the same must be true for y. ￿
Example 4.4. We give an example which shows that the weakly admissible
locus in a family of filtered ϕ-modules is not in general an analytic space in
the sense of Berkovich (cf. [Be]).
Let K = K0 = Qp and denote by B the closed unit disc over Qp. Let
FAMILIES OF FILTERED ϕ-MODULES AND CRYSTALLINE REPRESENTATIONS 21
X = (B\{0, x0}) × B, where x0 is the point defined by (T1)2 − p = 0 , and
where we denote by T1 resp. T2 the coordinate functions on the first (resp.
the second) factor. Consider the family (D,Φ,F•), where D = OXe1⊕OXe2
and Φ is the linear automorphism of D given by the matrix￿
T1 0
0 pT−11
￿
.
The filtration F• is given by
F i =

D if i ≤ 0
OX(e1 + T2e2) if i = 1
0 if i ≥ 2.
Then one easily sees that the weakly admissible locus is given by
{x ∈ X | vx(T1) ≥ vx(p)}\{x ∈ X | T2(x) = 0 and vx(T1) > vx(p)}.
This is clearly an open adic subspace.
By [Hu3, 8.3.1, 5.6.8] we have a fully faithful embedding of the category
of strict analytic spaces over Qp in the category of adic spaces such that
the essential image consists of the adic spaces Y that are taut, i.e. for every
quasi-compact open subset U ⊂ Y the closure U ⊂ Y is again quasi-compact.
However one easily sees that the closure of the quasi-compact open subset
{x ∈ X | vx(T1) = vx(p)} inside Xwa is not quasi-compact 2.
5. The weakly admissible locus and the adjoint quotient
In this section we want to link the weakly admissible locus in G×GrK,ν as
considered in the previous section to the adjoint quotient of the group GLd.
This relation was studied by Breuil and Schneider in [BS]. We show that
the fibers over the adjoint quotient are (base changes of) analytifications of
schemes over Qp and hence the period stacks considered here have a much
more algebraic nature than the period spaces considered by Rapoport and
Zink in [RZ]. Further we determine the image of the weakly admissible locus
in the adjoint quotient and identify it with a closed Newton-stratum in the
sense of Kottwitz [Ko].
5.1. The fibers over the adjoint quotient. First we need to recall some
notations and facts about the adjoint quotient from [Ko]. We write GLd =
GL(V ) for the general linear group over Qp, where V = Qdp, and B ⊂ GLd
for the Borel subgroup of upper triangular matrices. Further we denote by
A ⊂ B the diagonal torus and identify X∗(A) and X∗(A) with Zd. Let
2I thank R. Huber for pointing this out to me and hence shortening my original
argument.
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∆ = {α1, . . . ,αd−1} be the simple roots defined by B, i.e. ￿αi, ν￿ = νi−νi+1
for all ν ∈ X∗(A). We also choose lifts
ωi = (1
(i), 0(d−i)) ∈ Zd = X∗(A)
of the dual basis ￿1, . . .￿d−1 ∈ X∗(GLd) of the coroots. Finally W = Sd
denotes the Weyl group of (GLd, A). There is a map
c : A −→ Ad−1 ×Gm
which maps an element of A to the coefficients of its characteristic polyno-
mial. This morphism identifies A/W with Ad−1 ×Gm.
Now we will define a map
(5.1) G = ResK0/Qp(GLd)K0 −→ A/W
that is invariant under ϕ-conjugation on the left side. Recall that we have
identifications GLd = GL(V ) and (GLd)K0 = GL(V0), where V0 = V ⊗QpK0.
For an Qp-algebra R and g ∈ G(R) we have the R ⊗Qp K0-linear automor-
phism Φfg = (g(id ⊗ ϕ))f of R ⊗Qp V0. Its characteristic polynomial is an
element of (R ⊗Qp K0)[T ]. Now this polynomial is invariant under id ⊗ ϕ
and hence it already lies in R[T ]. We define the morphism in (5.1) by map-
ping g ∈ G(R) to the coefficients of this polynomial. It is easy to check
that this morphism is invariant under ϕ-conjugation on G and hence we get
morphisms
(5.2)
G×GrK,ν
￿￿
￿α ￿￿ (A/W)E
=
￿￿
Dν α ￿￿ (A/W)E ,
where Dν is the stack-quotient
Dν = (GE ×GrK,ν)/G
on the category of E-schemes, where the action of G on GE × GrK,ν is the
same as in (4.4). Here ν is a cocharacter as in (4.1) and E is the reflex field
of ν. We also write α and ￿α for the analytification of these morphisms.
Theorem 5.1. Let x ∈ (A/W)ad and ν be a cocharacter as in (4.1). Then
there exists a quasi-projective scheme X over some finite extension F of Qp
inside k(x) such that the weakly admissible locus in the fiber over x is given
by ￿α−1(x)wa = Xad ⊗F k(x),
We first prove the theorem for rigid analytic points of (A/W)ad. This is
the following proposition.
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Proposition 5.2. Let x ∈ (A/W)ad be a rigid analytic point, then there
exists a quasi-projective scheme over k(x) such that
￿α−1(x)wa = Xad.
Proof. Let x = (c1, . . . , cd) ∈ k(x)d−1 × k(x)×. First note that ￿α−1(x) = ∅
unless
1
f vx(cd) =
￿
j∈Z
j dim grjF•,
where F• is the universal filtration on GrK,ν . In the following we will assume
that this condition is satisfied. Recall that for i ∈ {1 . . . d − 1} we defined
closed subschemes Zi ⊂ G × Gri that parametrize the Φ-stable subobjects
of rank i (see (4.5)). Further we had defined functions fi ∈ Γ(Zi,OZi) by
fi(g, V ) = det(g(id⊗ ϕ)f |V )
(see (4.6)). We claim that the valuation of the restriction of fi to the fiber
over x can only have finitely many values. Indeed let λ1, . . . ,λd denote the
valuations of the (not necessarily distinct) zeros of the polynomial
Xd + c1X
d−1 + · · ·+ cd−1X + cd.
Then every possible valuation of the fi is a product of i of the λj .
Recall from (4.7) that for m ∈ 1/(ef)Z we defined the closed subscheme
Yi,m ⊂ Zi ×GrK,ν by requiring that￿
j∈Z
j 1ef dimk(x) grj(G• ⊗ k(x)) ≥ m
for all x ∈ Yi,m. Here G• denotes the restriction of the universal filtration on
GrK,ν to the scalar extension of the universal subspace on Zi. Now
{y = (gy, Uy,F•y ) ∈ Yi,m ×(G×GrK,ν) ￿α−1(x) | |fi(gy, Uy)| < p−f2m}
is a union of connected components of Yi,m, since the function |fi| takes only
finitely many values and hence |fi| is locally constant on Yi,m. We conclude
that the subset
pri,m
￿￿
y = (gy, Uy,F•y ) ∈ Yi,m ×(G×GrK,ν) ￿α−1(x) | |fi(gy, Uy)| < p−f2m￿￿
is closed and hence so is the union over all i and m. By construction the
complement of this union (or rather its adification) is exactly the weakly
admissible locus as in Theorem 4.1. ￿
Proof of Theorem 5.1. As in the proof of the preceding Proposition we write
x = (c1, . . . , cd) ∈ k(x)d−1 × k(x)× and denote by λ1, . . . ,λd ∈ Γx ⊗ Q the
valuations of the zeros of the polynomial
Xd + c1X
d−1 + · · ·+ cd−1X + cd
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in some algebraic extension of k(x). Then there exists a rigid analytic point
y ∈ (A/W)ad(Q¯p) such that if we write λ￿1, . . . ,λ￿d for the valuations of the
associated polynomial we have
n−1
ef <
￿
i∈I
λi <
n
ef ⇔ n−1ef <
￿
i∈I
λ￿i < nef
n
ef =
￿
i∈I
λi ⇔ nef =
￿
i∈I
λ￿i.
for all n ∈ Z and all I ⊂ {1, . . . , d}. This follows from the fact that the
set of valuations of finite extensions of Qp is dense in R. Let L denote the
composite of k(x) and k(y) and write F for their intersection inside L. Then
by construction
￿α−1(x)wa ⊗k(x) L ⊂ GrK,ν ⊗E L and￿α−1(y)wa ⊗k(y) L ⊂ GrK,ν ⊗E L
are defined by exactly the same condition and both are quasi-projective
schemes (compare the proof of the proposition above). It follows that ￿α−1(x)wa
is defined over F . ￿
Remark 5.3. In view of the period domains considered in [RZ] it can be
surprising that this weakly admissible locus is indeed the adification of a
scheme, not just an analytic space. The main reason is the following: In
[RZ] the isocrystal is fixed and the counter examples one has to exclude for
the weak admissibility condition are parametrized by the Qp-valued points
of an algebraic variety. In our setting the isocrystal is not fixed and the
Frobenius Φ may vary. Hence the set of counter examples is the algebraic
variety itself rather than its Qp-valued points.
Corollary 5.4. Let x ∈ (A/W)ad and consider the 2-fiber product
α−1(x)wa ￿￿
￿￿
Dwaν
￿￿
x ￿￿ (A/W)ad.
Then there exists a finite extension F of Qp inside k(x) and an Artin stack
in schemes A over F such that
α−1(x)wa ∼= Aad ⊗F k(x).
Proof. This is an immediate consequence of Theorem 5.1 ￿
We end the discussion of the fibers over the adjoint quotient by discussing
three examples.
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Example 5.5. Let K = Qp and d = 3. We take Φ = diag(1, p, p2) and fix the
type of the filtration F• such that
dimF i =

3 i ≤ 0
2 i = 1
1 i = 2
0 i ≥ 3.
We write G = GL3 and B ⊂ G for the Borel subgroup of upper triangular
matrices. Further X = G/B is the full flag variety and we are interested in
the weakly admissible locus in X. One easily checks that
Xwa = {F• ∈ X | F1 ∩ V1 = 0, and F2 ￿⊂ V12},
where 0 ⊂ V1 ⊂ V12 ⊂ Q3p is the standard flag fixed by the Borel B. The
subset Xwa is obviously stable under B and in fact
Xwa = Bw0B/B,
where w0 is the longest Weyl group element.
Example 5.6. We use the same notations as in the example above but this
time Φ = diag(1, 1, p3). Then
Xwa = {F• ∈ X | F1 ∩ V12 = 0}.
Hence Xwa is again B-stable and even stable under the parabolic P stabi-
lizing V12. In fact one checks that
Xwa = Pw0B/B.
Example 5.7. In this example let d = 2 and Φ = diag(1, p). Let K be a
ramified extension of Qp of degree e and consider flags of the type (1, . . . , 1),
i.e. the cocharacter is defined over Qp, the only non-trivial filtration step is
F1 = (F1i )i=1...,e and the base change of the flag variety X = GrK,ν to K is
XK = P1K × · · ·× P1K .
the weakly admissible locus in XK is given by
XwaK = {F• = (F•)i | F1i ￿=∞ for all i ∈ {1, . . . , e}}.
Let G = ResK/Qp GL2 and B ⊂ G the Weil-restriction of the Borel subgroup
of upper triangular matrices. Again we write w0 for the longest Weyl group
element of G. Then
Xwa = Bw0B/B ⊂ X = G/B.
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5.2. Newton strata. In this section we extend the result that the fibers
over the adjoint quotient are nice spaces to the pre-image of the Newton
strata in the adjoint quotient. We show that these pre-images behave well
from the point of view of Berkovich analytic spaces. As usual we will write
H (x) for the residue field at a point x in an analytic space. We first need to
recall more notations from [Ko]. We write a = X∗(A)⊗ZR, and adom ⊂ a for
the subset of dominant elements, i.e the elements µ ∈ a such that ￿αi, µ￿ ≥ 0
for all i ∈ {1, . . . , d− 1}. For c = (c1, . . . , cd) ∈ (A/W)an we write
(5.3) dc = (−vc(c1), . . . ,−vc(cd)) ∈ ￿Rd−1 × R,
where vc denotes the (additive) valuation onH (c) and ￿R = R∪{−∞}. Note
that there is a sign in (5.3), as Kottwitz uses a different sign convention. For
a ∈ Aan define νa ∈ a by requiring
￿λ, νa￿ = −va(λ(a))
for all λ ∈ X∗(A), where we write va for the (additive) valuation on H (a).
By [Ko, Proposition 1.4.1] there is a continuous map r : a→ adom mapping
x ∈ a to the dominant element with the smallest distance to x, and this
map extends in a continuous way to ￿Rd−1 × R. Here a ⊂ ￿Rd−1 × R via the
chosen identification X∗(A) = Zd. Then we find that r(dc(a)) is the unique
dominant element in the W-orbit of νa. This follows from [Ko, Theorem
1.5.1] for all a ∈ A(Q¯p) and, for an arbitrary point, from the fact that A(Q¯p)
is dense in Aan and the continuity of the construction.
Definition 5.8. For µ ∈ adom we define
(A/W)µ = {c ∈ A/W | r(dc) = µ}
(A/W)≤µ = {c ∈ A/W | r(dc) ≤ µ}.
Here ” ≤ ” is the usual dominance order on dominant coweights. We will call
the first of these subsets the Newton stratum defined by µ and the second
the closed Newton stratum defined by µ.
We need another description of these sets to identify them as analytic
subspaces of the adjoint quotient.
Proposition 5.9. Let µ ∈ adom and Iµ = {i ∈ {1, . . . , d} | ￿αi, µ￿ = 0}.
Then
(A/W)µ =
￿
c = (c1 . . . , cd) ∈ (Ad−1 ×Gm)an
￿￿￿￿ vc(ci) ≥ −￿ωi, µ￿ , i ∈ Iµvc(ci) = −￿ωi, µ￿ , i /∈ Iµ
￿
(A/W)≤µ =
￿
c = (c1 . . . , cd) ∈ (Ad−1 ×Gm)an
￿￿￿￿ vc(ci) ≥ −￿ωi, µ￿ , i ￿= dvc(cd) = −￿ωd, µ￿.
￿
Proof. For all points in (A/W)an(Q¯p) this follows from [Ko, Theorem 1.5.2].
Again the proposition follows from continuity, and the fact that the points
in (A/W)an(Q¯p) are dense in (A/W)an. ￿
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We now consider the analytifications ￿αan (resp. αan) of the morphisms
defined in (5.2). Further we also write Dν and Dwaν for the restriction of
these stacks to the category of analytic spaces.
Theorem 5.10. Let ν be a cocharacter as in (4.1) and µ ∈ adom. Then
the weakly admissible locus in the inverse image (￿αan)−1((A/W)anµ ) is an
analytic space.
Proof. The proof is almost identical with the proof of Theorem 5.1. Here
the functions fi are not locally constant, but their valuations (or absolute
values) are. ￿
5.3. The image of the weakly admissible locus. In this section we de-
termine the image of the weakly admissible locus under the map defined in
(5.1). In the case of a regular cocharacter ν it was shown by Breuil and
Schneider that this image is an affinoid domain, see [BS, Proposition 3.2].
Here we extend this result to the general case and also give a more explicit
description of this image. As in the previous subsection we again work in the
category of analytic spaces. We fix a coweight ν as in (4.1). This coweight
determines the jumps of the filtration F• on GrK,ν . After passing to Q¯p the
filtration is given by
F• =
￿
ψ
F•ψ
where the product runs over all embeddings ψ : K ￿→ Q¯p.
We write {xψ,1 > xψ,2 > · · · > xψ,r} for the jumps of the filtration F•ψ, i.e.
griF•ψ ￿= 0⇔ i ∈ {xψ,1, . . . , xψ,r}.
Further denote by nψ,i the rank of grxψ,iF•ψ. For i ∈ {0, . . . , d} define
(5.4) li =
￿
ψ
1
ef
r−1￿
j=1
(xψ,j − xψ,j+1)max(0, nψ,j + i− d) + xψ,rd
 .
Lemma 5.11. Let s1, s2 ∈ R and j1 ≥ j2 ∈ N. Let i ∈ {1, . . . , d− j1} such
that s1 ≥ li and s1 + j1s2 ≥ li+j1 . Then s1 + j2s2 ≥ li+j2 .
Proof. We view f1(j) = s1 + js2 and f2(j) = li+j as functions of j ∈ [0, j1].
Then f1 is (affine) linear while f2 is picewise linear and convex. As f1(0) ≥
f2(0) and f1(j1) ≥ f2(j1) by assumption, the claim follows. ￿
Definition 5.12. For a cocharacter ν and i ∈ {1, . . . , d} define li as in (5.4).
Define a rational dominant coweight µ(ν) ∈ adom by requiring that
1
f ￿ωi, µ(ν)￿ = −li for all i ∈ {1, . . . , d}.
The following result generalizes [BS, Proposition 3.2].
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Theorem 5.13. Let ν be a cocharacter as in (4.1) and define µ(ν) as in
Definition 5.12. The image of the weakly admissible locus (Gan × GranK,ν)wa
under the morphism ￿αan : Gan ×GranK,ν −→ (A/W)an
defined in (5.2) is given by (A/W)an≤µ(ν), and hence is an affinoid domain.
Proof. Let c = (c1, . . . , cd) ∈ (A/W)an≤µ(ν) and denote by λ1, . . . ,λt the roots
of
Xd + c1X
d−1 + · · ·+ cd−1X + cd
with multiplicities mi. Let D = K0 ⊗Qp V0 ∼=
￿d
i=1(K0)
d and
g = (id, . . . , id, A) ∈
d￿
i=1
GLd(K0) ∼= G(K0),
where A is a matrix consisting of t Jordan blocks of size mi with diagonal
entries λi. Now the pair (D,Φ) = (D, g(id⊗ϕ)) ∈ Isoc(k)K0 has the property
that there are only finitely many Φ-stable subobjects D￿ ⊂ D. If D￿ ⊂ D is
a rank i subobject then
tN (D
￿) := 1f2 vp(detΦ
f |D￿) = 1f
t￿
j=1
m￿jvp(λj)
for some multiplicities m￿j , where we write vp for the additive valuation.
Write a = (λ(m1)1 , . . . ,λ
(mt)
t ) ∈ Aan, then
tN (D
￿) = 1f vp(wωi(a)) = − 1f ￿wωi, νa￿
= − 1f ￿w￿ωi, r(dc(a))￿ ≥ − 1f ￿ωi, r(dc(a))￿
≥ − 1f ￿ωi, µ(ν)￿ = li.
for some w,w￿ ∈W. Now for all Φ-stable D￿ ⊂ D consider the open subset
UD￿ ⊂ GrK,ν ⊗Qp K0
of all filtrations F• such that dim(Fxjψ ∩D￿K) = max(0, nψ,j + i− d) for all
embeddings ψ. This is open as the right hand side is the minimal possible
dimension of such an intersection. Since GrK,ν is geometrically irreducible
we find that the intersection
￿
D￿⊂D UD￿ is non-empty and hence there exists
an F -valued point F• in this intersection, where F is some extension of K0.
Now we have (D ⊗K0 F,Φ⊗ id,F•) ∈ FilIsoc(k)KF and this object is weakly
admissible since for all Φ-stable D￿ ⊂ D we have
deg(D￿) = li − tN (D￿) ≤ 0
where i is the rank of the subobject D￿ (and here we write the degree addi-
tively). Further, by the definition of g, we find that g maps to c under the
map ￿α.
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Conversely assume that c ∈ (A/W)an such that ∅ ￿= ￿α−1(c). Let (D,Φ,F•)
be an F -valued point of this fiber for some field F containing K0. Then D
decomposes into D1 × · · · × Df and we denote by µ1, . . . , µt the distinct
generalized eigenvalues of Φf |D1 and by di their multiplicities. We write
(λ1, . . . ,λd) = (µ
(d1)
1 , . . . , µ
(dt)
t ). Then c = c(λ1, . . .λd) and we claim that
1
f
￿
j∈I
vp(λj) ≥ li
for all I ⊂ {1, . . . , d}. This claim clearly implies c ∈ (A/W)an≤µ(ν).
Let I ⊂ {1, . . . , d} and write (λi)i∈I = (λ￿1(m1), . . . ,λ￿t(mt)), where we assume
that the λ￿i are pairwise distinct. Then
￿t
j=1mj = i = ￿I. There exists a
subobject D￿ ⊂ D and m￿j ≥ mj such that
(Φf |D￿∩D1)ss = diag(λ￿1(m
￿
1), . . .λ￿t
(m￿t))
and hence ￿
j≥1
m￿j 1f vp(λ
￿
j) ≥
￿
j≥1
j 1ef dimgriD
￿
K ≥ li1 .
where i1 denotes the rank of D￿. Apply Lemma 5.11 with j1 = m￿1, j2 = m1
and
s1 =
￿
j≥2
m￿j 1f vp(λ
￿
j)
s2 =
1
f vp(λ
￿
1),
(the condition on the indices is obviously satisfied). This yields
m1
1
f vp(λ
￿
1) +
￿
j≥2
m￿j 1f vp(λ
￿
j) ≥ li1−m￿1+m1 .
As similar argument shows
m1
1
f vp(λ
￿
1) +
￿
j≥3
m￿j 1f vp(λ
￿
j) ≥ li￿1−m￿1+m1
where i￿1 is the rank of the direct sum of all generalized eigenspaces of Φf
on D￿ with eigenvalues different from λ2. Applying Lemma 5.11 again we
conclude
m1
1
f vp(λ
￿
1) +m2
1
f vp(λ
￿
2) +
￿
j≥3
m￿j 1f vp(λ
￿
j) ≥ li1−m￿1+m1−m￿2+m2 .
Repeating this argument several times we finally end up with the claim. ￿
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6. Vector bundles on the open unit disc
In this section we compare families of filtered ϕ-modules with families of
vector bundles over the open unit disc. For rigid analytic points this relation
was established by Kisin in [Ki2], and is used in [Ki3] to define crystalline
(and more generally potentially semi-stable) deformation rings. Building on
Kisin’s construction, Pappas and Rapoport define a morphism from a stack of
vector bundles on the open unit disc to the stack Dν of the previous sections
that is a bijection at the level of classical points, see [PR, 5]. We recall the
definition of this morphism and show that it is in fact an isomorphism.
For 0 ≤ r < 1 we write B[0,r] for the closed unit disc of radius r over K0
in the category of adic spaces and denote by
U = lim−→
r→1
B[0,r]
the open unit disc. This is an open subspace of the closed unit disc (which is
not identified with the set of all points x in the closed unit disc with |x| < 1
in the adic setting). In the following we will always write u for the coordinate
function on B[0,r] and U, i.e. we view
B[0,r] := Γ(B[0,r],OB[0,r])
and B[0,1) := Γ(U,OU) as subrings of K0[[u]].
Let X be an adic space over Qp and write
B[0,r]X = OX ￿⊗QpB[0,r] = prX,∗OX×B[0,r]
B[0,1)X = OX ￿⊗QpB[0,1) = prX,∗OX×U
for the sheafified versions of the rings B[0,r] and B[0,1). These are sheaves of
topological OX -algebras on X.
We consider a family of vector bundles on the open unit disc parametrised
by X, i.e. a coherent sheaf M on X × U that is fpqc-locally on X free over
OX×U. We equip this vector bundle with the following extra structure. Let
ϕ : U → U denote the morphism induced by the endomorphism of K0[[u]]
that is the canonical Frobenius on K0 and that maps u to up. We again
write ϕ for the map
id× ϕ : X × U −→ X × U.
Then we equip M with an injective homomorphism Φ : ϕ∗M → M such
that E(u)cokerΦ = 0, where E(u) ∈ W [u] is the minimal polynomial of the
fixed uniformizer π ∈ OK over K0.
Equivalently, we can think of M as a sheaf of B[0,1)X -modules that is locally
on X free over B[0,1)X together with an endomorphism Φ : ϕ
∗M → M, as
X × U → X is Stein. Here we write ϕ for the endomorphism of B[0,1)X that
is induced from the Frobenius on B[0,1).
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We fix an integer d > 0 and a dominant cocharacter ν with reflex field
E as in (4.1). We will assume that ν satisfies the extra condition that the
S-points of the associated flag variety GrK,ν are filtrations F• on OS ⊗Kd
such that
(6.1) F i =
￿
OS ⊗Qp Kd if i ≤ 0
0 if i ≥ 2.
In particular ν is miniscule in this case. Then we consider the following
fpqc-stack Cν on the category of adic spaces locally of finite type over the
reflex field of ν: For an adic space X ∈ AdlftE the groupoid Cν(X) consists of
pairs (M,Φ) as above such that the reduction modulo E(u) of the filtration
E(u)Φ(ϕ∗M) ⊂ E(u)M ⊂ Φ(ϕ∗M)
is of type ν after locally choosing a basis.
For n ≥ 0 we fix elements rn ∈ (|π|1/pn , |π|1/pn+1) ∩ pQ such that r1/pn =
rn+1 and write Bn = Brn . Denote by xn the point in Bn corresponding to
the irreducible polynomial E(upn). We define
λn =
n￿
i=0
ϕi(E(u)/E(0)) ∈ Γ(Bn,OBn) = B[0,rn].
Then λn vanishes precisely at the points xi ∈ Bn, for i = 1, . . . , n. Finally
we write
(6.2) λ = lim
n→∞λn =
￿
n≥0
ϕn(E(u)/E(0)) ∈ B[0,1).
Let X be an adic space locally of finite type over E andM a family of vector
bundles over U parametrised by X. We denote by i : X⊗QpK0 → X×U the
inclusion x ￿→ (x, 0) and by p : X × U → X ⊗Qp K0 the projection. Given
M, we set D = i∗M; then Φ : ϕ∗M→M induces a ϕ-linear automorphism
of D which we again denote by Φ.
Lemma 6.1. There is a unique Φ-compatible morphism of OX ⊗Qp K0-
modules ξ : D → p∗M such that
(i) i∗ξ is the identity on D
(ii) The induced morphism p∗ξ : p∗D → M is injective and has cokernel
killed by λ.
(iii) If r ∈ (|π|, |π|1/p) then the image of the restriction of p∗ξ to X × B[0,r]
coincides with the restriction of im(Φ : ϕ∗M→M) to X × Br.
Proof. For affinoid adic spaces this follows from [PR, Proposition 5.2]. The
general case then follows by glueing on affinoid subdomains using the unique-
ness. ￿
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Using this lemma we can define a morphism
(6.3) Cν
D ￿￿ Dν ,
compare [PR, 5.b]. Given X and (M,Φ) ∈ Cν(X) we define (D,Φ) as above.
Further we have an isomorphism
D ⊗K0 K
∼= ￿￿ Φ(ϕ∗M)⊗
B[0,r]X
(OX ⊗Qp K)
for some r ∈ pQ ∩ (|π|, |π|1/p). This isomorphism is the reduction of p∗ξ
modulo E(u). Now we set F1 to be the pre-image of the subobject on the
right hand side induced by E(u)M ⊂ imΦ.
The construction of D(−) is obviously compatible with base change, i.e.
if f : X → Y is a morphism in AdlftQp and (M,Φ) ∈ Cν(Y ), then
f∗D(M) = D(f∗M)
and hence this construction defines a morphism of stacks.
We want to define a morphism
(6.4) Dν
M ￿￿ Cν
inverse to the map just defined. The idea is to generalise the construction
in [Ki2, 1.2] (resp. [PR, 5.b.2]).
Let X = Spa(A,A◦) be an affinoid adic space and (D,Φ,F•) ∈ Dν(X).
Then p∗D = OU￿D is a vector bundle on X×U. We write ￿OU,xn = ￿OBn,xn
for the completed local ring at xn. Then we have localizing maps
Γ(X × Bn, p∗D|X×Bn) −→ ￿OBn,xn ⊗K0 Γ(X,D) = ￿OBn,xn ⊗K Γ(X,DK).
Precomposing this map with
σ−n ⊗ Φ−n : Γ(X × Bn, p∗D) −→ Γ(X × Bn, p∗D),
where σ is induced by the endomorphism of K0[[u]] that is the Frobenius on
the coefficients, and inverting λn we obtain a map
in : B
[0,rn][λ−1n ]⊗K0 Γ(X,D) −→ ￿OBn,xn [(u− xn)−1]⊗K Γ(X,DK).
We define a coherent sheaf Mn on X × Bn by
Γ(X,Mn) =
n￿
j=0
i−1j ((u− xj)−1 ￿OBj ,xj ⊗K Γ(X,F1) + ￿OBj ,xj ⊗K Γ(X,DK)).
This is indeed a coherent sheaf as X × Bn is affinoid with noetherian coor-
dinate ring and Mn ⊂ λ−1n p∗D|X×Bn . Note that by construction we have
Mn|X×Bn−1 =Mn−1.
The morphism
id⊗ Φ : ϕ∗(λ−1B[0,1) ⊗K0 Γ(X,D)) −→ B[0,1)[λ−1]⊗K0 Γ(X,D)
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induces morphisms of coherent sheaves
Φn : ϕ
∗Mn−1 −→Mn
that are injective and have cokernel killed by E(u), i.e. the cokernel has
support X × {x0}. This follows from the fact that, after reducing to the
universal case G×GrK,ν , we are dealing with coherent sheaves on a reduced
space and that the corresponding assertions are true in the fibers over rigid
analytic points of X by the constructions in [Ki2]. Further we clearly have
Φn|X×Bn−1 = Φn−1.
Using the coherent sheavesMn we may define a coherent sheafM on X×U
by
M|X×Bn =Mn.
This sheaf is endowed with an injective morphism Φ : ϕ∗M → M with
E(u)cokerΦ = 0 that is locally given by the Φn defined above.
Lemma 6.2. The sheaf M is fpqc-locally on X free over X × U.
Proof. First we claim that there is a fpqc-covering X ￿ → X such that all
Mn are free over X ￿ × Bn. This follows from the fact that we may replace
X locally in the fpqc-topology with open subsets of the universal space Xν
and hence with (a disjoint sum of) products of closed polydiscs with closed
annuli. Now it suffices to see that Mn is locally free, as all vector bundles
on products of closed polydisc with closed annuli are trivial by Proposition
6.3 below. But Mn is locally free since it is a coherent sheaf on a reduced
space and it follows from the definition that Mn⊗ k(x) has dimension d for
all x ∈ X × Bn.
Now we have to show that there is a compatible system of trivialisations
of the Mn, i.e. there exist isomorphisms
ψn : OdX￿×Bn
∼= ￿￿Mn
such that ψn|X￿×Bn−1 = ψn−1. We write
En = Isom(OdX￿×Bn ,Mn)
for the set of trivialisations of Mn which is non empty by the above.
It follows that this space is a principal homogeneous space under the group
GLd(Γ(X ￿ × Bn,OX×Bn)). The identity Mn|X￿×Bn−1 = Mn−1 induces con-
tinuous injections En ￿→ En−1. As we assume that X ￿ is a product of closed
polydiscs with closed annuli we find that GLd(Γ(X ￿ × Bn,OX×Bn)) is dense
in GLd(Γ(X ￿ × Bn−1,OX×Bn−1)) and hence En is dense in En−1 under the
above injections. By the same arguments as in the proof of [Gr, V. Theorem
2 and Proposition 2] we find that the intersection of the En is non empty.
An element of this intersection gives the compatible set of trivialisations that
we were looking for. This shows that M is free over X ￿ × U. ￿
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Proposition 6.3. Let E be a finite extension of Qp and write B for the
closed unit disc over E. Let ∂B = {x ∈ B | |x| = 1} and X = {x ∈ B | |p| ≤
|x| ≤ 1}. Then every vector bundle on
Xa × Bb × ∂Bc
is trivial for any a, b, c ≥ 0.
Proof. We proceed by induction on a. If a = 0 then the claim follows (for
all b and c) from [Lue, Satz 3].
Assume the claim is true for a. We write
B = X ∪∂Y Y,
where Y = {x ∈ B | |x| ≤ |p|} ∼= B and ∂Y = {x ∈ B | |x| = |p|} ∼= ∂B. Note
that B = X ∪ Y is a covering of the closed unit disc by open subsets.
Let E be a vector bundle on Xa+1 × Bb × ∂Bc, then the restriction
E|∂Y×Xa×Bb×∂Bc
is trivial by induction hypothesis. Hence we may glue E with the trivial
bundle on Y ×Xa×Bb×∂Bc and obtain a vector bundle on B×Xa×Bb×∂Bc
which must be trivial by induction hypothesis. It follows that E must be
trivial itself. ￿
Again is is clear that the construction of M(−) is compatible with base
change.
Theorem 6.4. Let ν be a cocharacter as in (4.1) satisfying (6.1). The
morphisms Cν → Dν and Dν → Cν defined in (6.3) and (6.4) are mutually
inverse isomorphisms.
Proof. We have to check that the morphisms are inverse to each other.
Given an adic spaceX and an object (D,Φ,F•) ∈ Dν(X), there is an obvious
Φ-compatible isomorphism
Ψ : D −→ D(M(D)).
We have to check that Ψ respects the filtrations on both objects after ex-
tending scalars to K. But as the M and D are compatible with base
change we may assume that X is reduced, as there is a universal object
over ResK0/Qp GLd×GrK,ν . Now for all rigid points x ∈ X we have
Ψ(F iDK)⊗ k(x) = (F iD(M(D))K)⊗ k(x)
by [Ki2, Proposition 1.2.8]. As these are coherent sheaves this is enough to
conclude that the map respects the filtrations.
Conversely, start withM ∈ Cν(X). Then the map ξ of Lemma 6.1 induces
a map
(6.5) M(D(M)) ￿→ λ−1p∗D → λ−1M.
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We need to check that this induces an isomorphism M(D(M))→M.
By Noether normalization we can locally on X choose a finite morphism
X → Y to a polydisc. Especially Y is reduced and we may viewM(D(M)),
M and λ−1p∗D as coherent sheaves on Y ×U. The morphism in (6.5) induces
an isomorphism
M(D(M))⊗ k(y) −→M⊗ k(y)
in the fibers over rigid analytic points of Y , as the claim is true for Qp,
see [Ki2, Proposition 1.2.13], and hence it is true for all finite Qp-algebras.
Again this is enough to conclude that the map is an isomorphism ￿
7. ϕ-modules over the Robba ring
In the previous section we have defined an isomorphism between stacks
parametrising families of vector bundles over the open unit disc and certain
filtered ϕ-modules generalising the construction in [Ki2]. In loc. cit. Kisin
shows that under the above isomorphism the condition of being weakly ad-
missible translates to the condition of being purely of slope zero over the
Robba ring (in the sense of [Ke]) for rigid analytic points. The idea is that
the restriction of a vector bundle with semi-linear action of Φ on the open
unit disc to some small annulus near the boundary still carries a lot of infor-
mation about the vector bundle itself.
In fact, under the equivalence with crystalline representations, the restric-
tion to small annuli near the boundary corresponds to the restriction of the
Galois representation to GK∞ . Kisin shows that the restriction to GK∞ is
fully faithful on the category of crystalline representation, see [Ki2, Theorem
0.2]. For flat torsion representations (and hence for representations arising
from p-divisible groups) this was shown by Breuil in [Br2, Theorem 3.4.3].
The slope theory for modules over a relative Robba ring was studied by
Kedlaya and Liu in the rigid analytic setting in [Liu] and [KL], where they
already point out that the corresponding results fail in the category of ana-
lytic spaces in the sense of Berkovich (compare [KL, Remark 7.5]). However,
we need to transpose their result to the category of adic spaces (locally of
finite type) as this category seems to be the right category to formulate
statements such as the local étaleness of ϕ-modules.
7.1. The relative Robba ring. For 0 ≤ r ≤ s < 1 we denote by B[r,s] the
annulus of inner radius r and outer radius s and by U≥r the subspace of U
of inner radius r.
We write
B[r,s] = Γ(B[r,s],OB[r,s]), A[r,s] = Γ(B[r,s],O+B[r,s]),
B[r,1) = Γ(U≥r,OU≥r), A[r,1) = Γ(U≥r,O+U≥r),
for the coordinate rings of these spaces and their integral subrings.
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Let X be an adic space over Qp. We define the following sheaves of topo-
logical rings on X which are relative versions of the rings introduced above:
For 0 ≤ r ≤ s < 1 we define
B[r,s]X = prX,∗OX×B[r,s] = OX ￿⊗QpB[r,s],
A [r,s]X = prX,∗O+X×B[r,s] = O+X ￿⊗ZpA[r,s],
B[r,1)X = prX,∗OX×U≥r = OX ￿⊗QpB[r,1),
A [r,1)X = prX,∗O+X×U≥r = O+X ￿⊗ZpA[r,1),
where prX denotes the projection to X and by the completed tensor product
we mean the sheafification of the competed tensor product of presheaves of
topological rings.
We now define the relative Robba ring and the ring of integral elements in
the Robba ring to be the sheaves of rings
BRX = lim−→
r→1
B[r,1)X
A †X = lim−→
r→1
A [r,1)X
onX. Again these are sheaves of topological rings. Then for a quasi-compact
open subset U of X we have
Γ(U,BRX) = lim−→
r→1
Γ(U,B[r,1)X )
Γ(U,A †X) = lim−→
r→1
Γ(U,A [r,1)X ).
We denote by
ϕ : B[r1/p,s1/p] −→ B[r,s]
the morphism induced by the map which is the Frobenius on K0 and which
maps u to up. This induces maps
U≥r1/p −→ U≥r
which we again denote by ϕ. If X = Spa (A,A+) is an affinoid space we also
write ϕ for the induced morphisms in the coordinate rings
ϕ : A￿⊗QpB[r,s] = Γ(X × B[r,s],OX×B[r,s]) −→ A￿⊗QpB[r1/p,s1/p]
ϕ : A￿⊗QpB[r,1) = Γ(X × U≥r,OX×U≥r) −→ A￿⊗QpB[r1/p,1).
In the limit these morphisms also define a morphism ϕ onBRX that preserves
the integral subring.
If F is a (complete) topological field over Qp with continuous valuation vF
and integral subring F+, we simply write B[r,s]F = B
[r,s]
Spa(F,F+) and similarly
for the other sheaves of rings defined above.
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Now we can define families of ϕ-modules over the Robba ring parametrized
by an adic space X. In our context this is the kind of object that appears
if we restrict the families of vector bundles on the open unit disc to small
annuli near the boundary of the open unit disc.
Definition 7.1. (i) A family of ϕ-modules over the Robba ring parametrised
by X is an BRX -module N that is locally on X free of finite rank over BRX
together with an isomorphism Φ : ϕ∗N → N .
(ii) A family of ϕ-modules of rank d over BRX is called étale if there exists
a covering (Ui)i∈I of X and free A †Ui-submodules Ni of N|Ui of rank d such
that
Ni ⊗A †Ui B
R
Ui = N|Ui
and Φ induces an isomorphism ϕ∗Ni → Ni.
(iii) A family N of ϕ-modules over the Robba ring parametrized by X is
called étale at x ∈ X if the ϕ-module ι∗xN over BR￿k(x) is étale.
Definition 7.2. (i) Let 0 < r < r1/p ≤ s < 1. A ϕ-module over B[r,s]X is
an B[r,s]X -module N that is locally on X free of finite rank together with an
isomorphism
Φ : ϕ∗N ⊗
B[r
1/p,s1/p]
X
B[r
1/p,s]
X −→ N ⊗B[r,s]X B
[r1/p,s]
X .
(ii) A ϕ-module (N ,Φ) over B[r,s]X is called r-étale, if there exists locally on
X a free A [r,s]X -submodule N such that N = N ⊗A [r,s]X B
[r,s]
X and
Φ(ϕ∗N ⊗
A [r
1/p,s1/p]
X
A [r
1/p,s]
X ) = N ⊗A [r,s]X A
[r1/p,s]
X .
Lemma 7.3. Let X ∈ AdlftQp and x ∈ X.
(i) If x is a rigid analytic point of X, i.e. k(x) is a finite extension of Qp,
then BRX⊗k(x) is identified with the classical Robba ring of k(x) in the sense
of [Ke, Definition 1.1.1], i.e.
BRX ⊗ k(x) = lim−→
r→1
Γ(U≥r ⊗Qp k(x),OU≥r⊗Qpk(x)) = BR￿k(x).
(ii) If x is an arbitrary point, then
BRX ⊗ k(x) ⊂ BR￿k(x)
is a dense subring.
Proof. (i) Our definitions imply that there is a canonical injection
BRX ⊗ k(x) ￿→ lim−→
r→1
Γ(U≥r ⊗Qp k(x),OU≥r⊗Qpk(x)).
Let
￿
i∈Z f¯iu
i be an element on the right hand side. As k(x) is finite over
Qp there is a neighbourhood U of x in X such that all functions of k(x) lift
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to U . Hence there are functions fi ∈ Γ(U,OX) that reduce to f¯i in k(x).
(ii) This is an direct consequence of the definitions and the easy point, that
B[r,s]X ⊗ k(x) ⊂ B[r,s]￿k(x)
is dense. ￿
Remark 7.4. The obvious analogue of this Lemma for the integral ring A †￿k(x)
is also true, i.e.
A †X ⊗ k(x) = lim−→
r→1
Γ(U≥r ⊗Qp k(x),O+U≥r⊗Qpk(x)) = A
†￿k(x),
if x ∈ X is a rigid point. Further
A †X ⊗ k(x) ⊂ A †￿k(x)
is dense if x is arbitrary.
For the rest of this section we will use the following notation:
Let r ∈ pQ ∩ [0, 1). Then we write ri = r1/pi . We end this subsection by
proving that it is enough to work over some closed annulus near the boundary
in order to show that a family of ϕ-modules over the Robba ring is étale.
We say that a family (N ,Φ) of ϕ-modules over the Robba ring parametrised
by X admits a model Nr over U≥r if there exist a vector bundle Nr over
X × U≥r (that is locally on X free) and an isomorphism
Φ : ϕ∗Nr −→ Nr|X×U≥r1
such that
Nr ⊗B[r,1)X B
R
X = N
compatible with the ϕ-linear maps on both sides.
Proposition 7.5. Let X = Spa(A,A+) ∈ AdlftQp and (N ,Φ) be a free ϕ-
module over BRX that admits a model Nr over U≥r. Then N is étale if Nr
is r-étale in the sense of Definition 7.2.
Proof. Denote by X = Spf A+ the formal model for X, i.e. X = X ad.
Further let us write
B(i) = B
[r,r1/pi ]
and
∂Bi = ∂B[0,r1/pi ] = B[r1/pi ,r1/pi ]
for the moment.
We now inductively construct lattices N (i) in the restriction of Nr to X ×
B(i) that are stable under Φ. We start with N (2) = Nr on X × B(2). Then
we define N (i+1) by glueing N (i) and ϕ∗N (i) over X × B[r1,ri], using the
isomorphism Φ. This yields a sheaf N on X ×U≥r. We claim that N is free
over A [r,1)X .
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We may choose
Yi+1 = Yi ∪ Zi
as a formal model for B(i), where Y1 is the canonical formal model for B(1)
that becomes isomorphic to ￿A1 ∪ ￿A1
after a ramified extension of K0 and the zero section of the first formal affine
line is glued together with the zero section of the second formal affine line.
Further Zi is the canonical formal model for B[ri−1,ri]. Then the special fiber
of Yi is the k-scheme
Y¯i = A1k ∪ P1k ∪ · · · ∪ P1k ∪ A1k
where the infinity section of the j-th P1k is glued to the 0-section of the j+1-
th P1k and the infinity section of the i− 1-th (i.e. the last) P1k is glued to the
0-section of A1k. In the limit we find that lim−→ Yi is a formal model for U≥r.
Further X × Yi is a formal model for X × B(i) and lim−→ X × Yi is a formal
model for X × U≥r.
Our definition of the sheaf Ni also defines vector bundles on X × Yi that
are trivial on the product of X with each irreducible component of Yi. Hence
we can find trivialisations of these vector bundles and even compatible ones
as i grows. The analytification of this compatible trivialisation on the formal
model yields a trivialisation
OdX×U≥r −→ N
mapping (O+X×U≥r)d to the sheaf N . This yields the claim. ￿
7.2. Local étaleness. In this section we study how the property of being
étale behaves in families. Given a family of ϕ-modules over the Robba ring
we will show that the subset where the ϕ-module is étale is an open subset.
This will imply that a family of ϕ-modules is étale if and only if all fibers
are étale.
We use the following notation. LetX be a quasi-compact adic space locally
of finite type over Qp and f ∈ Γ(X,OX). We write
|f |X = max
x∈X(Q¯p)
{vx(f)} ∈ R,
where the maximum is taken over all rigid analytic points of X. By the
maximum modulus principle we then also have
vx(f) ≤ |f |X
for all points x ∈ X which makes sense as every point is the secondary
specialisation of a rank 1 valuation (cf. [Hu3, Lemma 1.1.10]).
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Lemma 7.6. Let X = Spa(A,A+) be an affinoid adic space and x ∈ X. For
any λ > 0 there is an affinoid subdomain Y = Spa(B,B+) of X such that
for all f ∈ A vanishing at x we have vy(f) ≤ λ|f |X for all y ∈ Y .
Proof. Denote by I = (f1, . . . , fr) the ideal of functions vanishing at x.
Multiplying with an arbitrary power of p we may assume that |fi|X = 1.
Hence the affinoid subdomain defined by |fi(y)| ≤ λ for all i satisfies the
required properties. ￿
Let X = Spa(A,A+) be an affinoid adic space. For 0 ≤ r ≤ s < 1 we write
B[r,s]A := Γ(X × B[r,s],OX×B[r,s])= A￿⊗QpB[r,s],
A[r,s]A := Γ(X × B[r,s],O+X×B[r,s])= A+￿⊗ZpA[r,s].
Definition 7.7. Let X = Spa (A,A+) be an affinoid adic space and fix
0 < r1 ≤ s ≤ r2 < 1. We define a valuation ws on B[r1,r2]A as follows. Given
f =
￿
i
fiu
i ∈ B[r1,r2]A
we define
ws(f) = sup
i
p−i|fi|￿sX ,
where s = p−￿s. This is just the multiplicative version of the valuation defined
in [KL, Definition 7.2].
In the following we will use the following notation: If D is a matrix and v a
valuation, we write v(D) for the maximum of the valuations of the coefficients
of D.
Lemma 7.8. Let X = Spa (A,A+) be an affinoid adic space and let D ∈
GLd(B
[s,s]
A ). We set
h = (ws(D)ws(D
−1))−1.
Let F ∈ Matd×d(B[s,s]A ) such that
ws(FD
−1 − Id) ≤ c h1/p−1
for some c < 1. If s2(p−1) ≥ cp, then there exists U ∈ GLd(B[s,s
1/p]
A ) such
that
W = U−1Fϕ(U)D−1 − Id ∈ Matd×d(pA[s,1)A )
and ws(W ) < 1.
Proof. This is [KL, Lemma 7.3]. ￿
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Theorem 7.9. Let X be an adic space locally of finite type over Qp and N
be a family of free ϕ-modules of rank d over B[r,r2]X . Assume that there exists
x ∈ X and an A [r,r2]X ⊗ k(x)-lattice Nx ⊂ N ⊗ k(x) such that Φ induces an
isomorphism
(7.1) Φ : ϕ∗(N ⊗
A
[r,r2]
X
A [r,r1]X ) −→ N ⊗A [r,r2]X A
[r1,r2]
X .
Then there exists an open neighbourhood U ⊂ X of x and a locally free
A [r,r2]U -submodule N ⊂ N of rank d such that
N ⊗ k(x) = Nx
Φ(ϕ∗N |X×B[r,r1]) = N |X×B[r1,r2]
N ⊗
A
[r,r2]
U
B[r,r2]U = N|U .
Proof. In this formulation the proof is the same as the proof of [KL, Theorem
7.4]. Let us sketch the argument.
We may assume that X = Spa(A,A+) is affinoid. Choose a basis ex of
Nx and denote by D0 ∈ GLd(A [r,r2]X ⊗ k(x)) the matrix of Φ in this basis.
After shrinking X if necessary we may lift the matrix D to a matrix with
coefficients in Γ(X,A [r,r2]X ). Localizing further we may assume that D is
invertible over Γ(X,A [r,r2]X ).
Fixing a basis b of N we denote by S ∈ GLd(B[r,r]A ) the matrix of Φ in this
basis. Further we denote by V a lift of the change of basis matrix from the
basis ex to the basis b mod x.
Applying Lemma 7.6 we can shrink X such that the valuation of the matrix
V −1Sϕ(V ) −D is arbitrary small, as the valuation vanishes at x. Now we
can apply Lemma 7.8 with the matrix F = V −1Sϕ(V ) and obtain a matrix
U ∈ GLd(B[r,r1]A ).
Then the basis of N obtained from b by base change via the matrix V U
defines the desired integral model N on X × B[r,r1]. Gluing N and ϕ∗N on
X × B[r1,r1] using Φ we obtain the desired model. ￿
Proposition 7.10. Let X ∈ AdlftQp and N be a ϕ-module over B[r,r2]X . Let
x ∈ X such that ι∗xN is r-étale in the sense of Definition 7.2. Then N ⊗k(x)
admits an A [r,r2]X -lattice that is Φ-stable in the sense of (7.1).
Proof. So simplify the notations, we write F = k(x) and E = ￿k(x). Further
we write m ⊂ E+ for the maximal ideal of elements with valuation strict less
than one.
Let N be an A [r,r2]E -lattice in ι
∗
xN such that
(7.2) Φ(ϕ∗N |{x}×B[r,r1]) = N |{x}×B[r1,r2] .
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Consider the A [r,r2]X ⊗ k(x)-module N = N ∩ N ⊗ k(x) ⊂ ι∗xN . We claim
that the canonical map
N/(mN ∩N ⊗ k(x)) −→ N/mN
is an isomorphism: Indeed it is injective by definition and it remains to
check surjectivity. But N ⊗k(x) is dense in ι∗xN and N\mN ⊂ ι∗xN is open.
Hence we can approximate a basis of N by elements in N. As m contains a
fundamental system of neighbourhoods of 0, the surjectivity follows.
Now we can lift a basis of N/mN to elements f1, . . . , fd ∈ N. Consider the
(free) A [r,r2]X ⊗k(x)-submoduleN￿ of N⊗k(x) that is generated by f1, . . . , fd.
By Nakayama’s Lemma f1, . . . , fd generate N over A
[r,r2]
E and hence also
ι∗xN overB[r,r2]E . Now the maximal idealsma ofB[r,r2]X ⊗k(x) are parametrized
by the Galois orbits in {a ∈ F¯ | r ≤ vF (a) ≤ r2}. It follows that the im-
ages of f1, . . . , fd generate N ⊗ k(x) modulo each maximal ideal ma, as they
generate ι∗xN modulo the closure of ma in B[r,r2]E . Hence f1, . . . , fd generateN ⊗ k(x) by Nakayama’s Lemma.
If we denote by B the matrix of Φ in the basis f1, . . . , fd, then the above
implies
B ∈ GLd(A [r,s]E ) ∩GLd(B[r,s]X ⊗ k(x)) = GLd(A [r,s]X ⊗ k(x)).
This finishes the proof of the Proposition. ￿
Corollary 7.11. Let X be an adic space locally of finite type over Qp and
(N ,Φ) a family of ϕ-modules over BRX .
(i) Let x ∈ X. Then ι∗xN is étale if and only if N ⊗ k(x) is étale, i.e. if
N ⊗ k(x) admits a Φ-stable A †X ⊗ k(x)-lattice.
(ii) The subset {x ∈ X | ι∗xN is étale} is open.
(iii) The family N is étale if and only if ι∗xN is étale for all x ∈ X.
Proof. We may assume (locally on X) that the family N admits a model
over U≥r. The claim now follows from Proposition 7.10, Theorem 7.9 and
Proposition 7.5. ￿
Remark 7.12. Note that it is not clear whether a family of ϕ-modules over
the Robba ring is étale if and only if it is étale in all rigid points. This would
be the case if one could establish a formalism of slope filtrations as in [Ke]
in the fibers over all points of X, not just the rigid analytic ones.
Remark 7.13. As in example 4.4 above we find that the étale locus is not
a Berkovich space in general. Using the same notations as in example 4.4,
one can show that the family on X obtained from the family of filtered
isocrystals, by applying the construction in section 5 and restricting to the
boundary, is étale exactly over Xwa.
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Proposition 7.14. Let f : X → Y be a morphism of adic spaces locally of
finite type and let NY be a ϕ-module over BRY . Denote by NX = f∗NY the
pullback of NY to a ϕ-module over BRX . Let
U = {x ∈ X | NX is étale at x}
V = {y ∈ Y | NY is étale at y}.
Then f−1(V ) = U .
Proof. First it is obvious that f−1(V ) ⊂ U . Let x ∈ U mapping to y ∈ Y .
We have to show y ∈ V . As above we may reduce to the case that NY
(and hence also NX) admits a model over U≥r and we may even work over
X × B[r,r2] and Y × B[r,r2].
As U is open, we may replace x by a point in U ∩f−1(y) such that E = k(x)
is finite over F = k(y). Enlarging E if necessary we may assume that the
extension is finite and Galois with Galois group H.
Fix anA [r,r2]E -lattice in ι
∗
xN that satisfies the condition (7.2). Let e1, . . . , ed
be a basis of this lattice. We can consider the A [r,r2]E -lattice N which is
generated by the translates of the ei by the action of H. This is indeed
again a lattice: We can extend this submodule to a neighborhood of x and
find that it is a lattice at all rigid points. Especially it is free of rank d
modulo the maximal ideal of E+ and hence by Nakayama’s lemma it is free
itself. Then this lattice still satisfies the condition (7.2), as the action of H
commutes with Φ.
Now N is stable under the action of H and we may take the invariants
N ￿ = NH which are a finitely generated A [r,r2]F -submodule that also satisfies
condition (7.2) and which generates ι∗yN . We claim that N ￿ is free.
Indeed the reduction of N ￿ modulo the maximal ideal mF of F+ is a
coherent sheaf N¯ ￿ on A1κF ∪ A1κF , where κF denotes the residue field of F+.
Further N¯ ￿⊗κF κE is the reduction of N modulo the maximal ideal mE and
hence it is the trivial vector bundle of rank d on A1κE ∪ A1κE . It follows that
N¯ ￿ is free and hence the claim follows from Nakayama’s Lemma. ￿
8. The period morphism
In this section we deal with an integral model for the stack Dν . We recall
from [PR] the definition of a stack of integral models ￿CK,ν and the definition
of the period morphism
Π(X ) : ￿CK,ν(X ) −→ Dν(X rig)
for a p-adic formal scheme X . First we recall from [PR] the definitions of the
stacks ￿CK and ￿CK,ν on the category Nilp of Zp-schemes on which p is locally
nilpotent.
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For a Zp-algebra R such that pnR = 0 for some n we set ￿CK(R) to be the
groupoid of pairs (M,Φ), whereM is an RW [[u]]-module that is fpqc-locally
on SpecR free over RW [[u]] and Φ :M→M is a ϕ-linear map such that
E(u)M ⊂ Φ(ϕ∗M) ⊂M.
Here we write RW = R⊗Zp W and
ϕ : RW [[u]] −→ RW [[u]]
is the morphism that is the identity on R, the natural Frobenius on W and
that takes u to up.
Given a dominant coweight ν that satisfies the extra condition (6.1), there
is a closed substack ￿CK,ν ⊂ ￿CK , where the Spf OF -valued points (for finite
extensions F of Qp containing the reflex field of ν) are the pairs (M,Φ) such
that the reduction modulo E(u) of the filtration
E(u)Φ(ϕ∗M) ⊂ E(u)M ⊂ Φ(ϕ∗M)
is of type ν. See [PR, 3.d] for the precise definition of ￿CK,ν .
These definitions imply that for a p-adic formal scheme X topologically of
finite type over Zp we have a map￿CK,ν(X ) −→ Cν(X ad) −→ Dν(X ad)
which will be referred to as the period map, see also [PR, 5.b.4]. Here the
first arrow is given by analytification of a pair (M,Φ).
The motivation to consider these stacks comes again from the theory of
p-adic Galois representations. By Kisin’s classification of finite flat group
schemes of p-power order (cf. [Ki1, 1]), if p > 2, the pairs (M,Φ) ∈ ￿CK(R)
correspond to finite flat group schemes over Spec OK with an action of R,
provided R is finite and M is of projective dimension 1 over W [[u]]. This
motivates our definition of the stack ￿CK . If p = 2 then there is a similar
classification but it only applies to connected objects, where a ϕ-module
(M,Φ) is called connected if Φ is topologically nilpotent (see [Ki4, Theorem
1.3.9]).
Fixing a cocharacter ν, a Spf OF -valued point of ￿CK,ν (for some F con-
taining the reflex field of ν) defines a p-divisible group over SpecOK with
action of OF . The idea of the definition of the stack ￿CK,ν is that the Hodge-
filtration on the rational Dieudonné module of this p-divisible group is of
type ν.
First we study what the period morphism does on Spf OF valued points.
We write DK for the disjoint union of the Dν for all (miniscule) cocharacters
ν as in (6.1). The definitions imply that ￿CK,ν maps to Dν ⊂ DK under the
period morphism.
We make the following observations that are already contained in Kisin’s
paper [Ki2].
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Proposition 8.1. Let F be a finite extension of Qp with ring of integers
OF . A filtered Φ-module (D,Φ,F•) ∈ DK(F ) is weakly admissible if and
only if it is in the image of the period morphism, i.e. there is an object
x = (M,Φ) ∈ ￿CK(OF ) such that
(D,Φ,F•) = Π(Spf OF )(x).
Proof. This is a consequence of [BrCo, Corollary 10.4.8, 10.4.9]. ￿
Further we remark the following connection between the image of an OF -
valued point (M,Φ) of ￿CK and the Galois representation on the Tate module
of the p-divisible group associated to (M,Φ).
Proposition 8.2. Let F be a finite extension of Qp with ring of integers OF
and x = (M,Φ) ∈ ￿CK(OF ). Write Vx = Tp(Gx)⊗ZpQp for the rational Tate-
module of the associated p-divisible group and (D,Φ,F•) ∈ DK(F ) for the
image of x under the period morphism. Then there is a natural isomorphism
of filtered Φ-modules
Dcris(Vx(−1)) ∼= (D,Φ,F).
Proof. As (D,Φ,F•) is weakly admissible, there is a crystalline representa-
tion V = Vcris(D) associated to it, by [CF, Theorem A]. By [Ki2, Corollary
2.1.14] the restriction functor to GK∞ = Gal(K¯/K∞) is fully faithful on the
category of crystalline GK-representation. Hence it is enough to show that
Vx(−1)|GK∞ ∼= V |GK∞ .
But with the notations of (2.1) we have isomorphisms
Vx(−1)|GK∞ −→ VB(M⊗A[0,1) B) −→ V |GK∞ ,
where the first isomorphism follows from [Ki1, Proposition 1.1.13] and the
second follows from [BrCo, Proposition 11.3.3]. ￿
Remark 8.3. By Kisin’s classification, the objects (M,Φ) ∈ ￿CK(Spf OF ) cor-
respond to p-divisible groups over SpecOK , see [Ki1, Corollary 2.2.22]. In
the above Proposition we use implicitly that every crystalline representa-
tion with Hodge-Tate weights in {0, 1} arises as the Tate-module of some
p-divisible group over SpecOK . This was shown by Breuil for p ￿= 2 in [Br1,
Theorem 5.3.2] and by Kisin in [Ki2, Theorem 0.3] for arbitrary p.
Denote by E the reflex field of the cocharacter ν. We now define a stack
Dintν on the category AdlftE which will be the image of the period morphism
in a sense specified below. We will write
A [0,1)X = prX,∗O+X×U
for the sheafified version of the ring A[0,1) on an adic space X.
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Definition 8.4. A ϕ-module of height 1 over A [0,1)X is an A
[0,1)
X -module M
that is locally on X free of finite rank with an injection Φ : ϕ∗M ￿→M such
that E(u)cokerΦ = 0.
Definition 8.5. Let Dintν denote the groupoid that assigns to an adic space
X ∈ AdlftE the groupoid of (D,Φ,F•) ∈ Dν(X) such that locally on X there
exists a ϕ-module M of height 1 over A [0,1)X such that
M⊗
A [0,1)X
B[0,1)X
∼=M(D,Φ,F•),
where M(D) is the vector bundle on X × U defined in (6.4).
Theorem 8.6. (i) Let X ∈ AdlftE and (D,Φ,F•) ∈ Dν(X) be a family of
filtered ϕ-modules on X. Then (D,Φ,F•) ∈ Dintν (X) if and only if the family
M(D)⊗
B[0,1)X
BRX
of ϕ-modules over the Robba ring is étale.
(ii) The groupoid Dintν is an open substack of Dwaν and Dintν (F ) = Dwaν (F )
for any finite extension F of E.
Proof. (i) The one implication is obvious. Assume that the family is étale.
As being étale may be checked at points and is compatible with base change
we can reduce to the universal case and assume that X is reduced. Locally
on X there is 0 < r < 1 and an A [r,1)X -lattice N in
M(D)⊗
B[0,1)X
B[r,1)X =M(D)|X×U≥r
such that
Φ(ϕ∗N) = N |X×U≥r1 ,
where we again write ri = r1/p
i . We also write N for the restriction of N to
the annulus X × B[r,r2].
By Proposition 8.7 below we can (locally on X) construct a free A [0,r2]X -
module
Mr ⊂M(D)⊗B[0,1)X B
[0,r2]
X
such that
E(u)Mr ⊂ Φ(ϕ∗Mr|X×B[r,r1]) ⊂Mr.
By gluing Mr with ϕ∗Mr|X×B[r2,r3] using the isomorphism Φ, we can extend
Mr toA
[0,r3]
X . Repeating this procedure yields the desired ϕ-module of height
1 over A [0,1)X . The freeness of this module follows by the same argument as
in Proposition 7.5
(ii) By Corollary 7.11 the condition of being étale is equivalent to being étale
at all points, which is an open condition. The fact that this notion is fpqc-
local follows from Proposition 7.14. The final fact is a consequence of [Ki2,
Theorem 1.3.8]. ￿
FAMILIES OF FILTERED ϕ-MODULES AND CRYSTALLINE REPRESENTATIONS 47
Recall that we write
A[r,s]A = Γ(Spa(A,A
◦),A [r,s]Spa(A,A◦)) = A
◦￿⊗ZpA[r,s] = A◦￿T/s, r/T ￿,
for a complete Qp-algebra A topologically of finite type.
Proposition 8.7. Let X = Spa (A,A+) be a reduced affinoid adic space of
finite type over E. Let r > |π| with r ∈ pQ and set ri = r1/pi . Let Mr be a
free vector bundle on X ×Br2 such that E(u)Mr ⊂ Φ(ϕ∗Mr|X×Br2 ) ⊂Mr.
Assume that there exists a free A[r,r2]A = A
+￿T/r2, r/T ￿ submodule
Nr ⊂ Nr :=Mr ⊗A[0,r2]A A
[r,r2]
A
of rank d, containing a basis of Nr such that
Φ(ϕ∗(Nr ⊗A[r,r2]A A
[r,r1]
A )) = Nr ⊗A[r,r2]A A
[r1,r2]
A .
Then locally on X there exists a free A[0,r2]A -submodule Mr ⊂Mr of rank d,
containing a basis of Mr such that
(8.1) Φ : ϕ∗(Mr ⊗A[0,r2]A A
[0,r1]
A ) −→Mr
is injective with cokernel killed by E(u).
Proof. The idea of the proposition is to give a relative version of the proof
of [Ki2, Lemma 1.3.13].
We also write Mr for the global sections of the vector bundle. Write M ￿r =
Mr ∩Nr ⊂ Nr. This is an A+￿T/r2￿-module. Further we set
Mr = (M
￿
r ⊗A[0,r2]A A
[r,r2]
A ) ∩M ￿r[1p ] ⊂ Nr.
Then Mr is a finitely generated A+￿T/r2￿-module as the ring is noether-
ian, and we claim that it is locally on X free and satisfies (8.1). By the
construction of Mr the map in (8.1) exists and for all quotients A+ → OF
onto a finite flat Zp-algebra, the OF ￿T/r2￿-module Mr ⊗A+ OF is free and
satisfies the condition in (8.1) by the argument in the proof of [Ki2, Lemma
1.3.13]. It now follows that the reduction M¯r of Mr modulo ￿E defines a
vector bundle on Spec(A+/￿EA+)red × A1. Hence, after localization on X,
we may assume that M¯r it is free. As Mr is OE-flat (by construction it has
no ￿E-power torsion) the claim follows by Nakayama’s Lemma after lifting
a basis of M¯r to Mr. ￿
We now want to show that the stack Dintν is the image of the period map
defined by Pappas and Rapoport in the sense of (a slightly weakened version)
of [PR, Conjecture 5.3].
As the stacks Dν , Dwaν and Dintν are Artin stacks, it makes sense to extend
them to the category of all adic spaces (not necessarily of finite type) over
the reflex field of ν.
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Let F be a complete topological field over Qp and vF : F× → ΓF a
continuous valuation. As usual we write F+ = {a ∈ F | vF (a) ≤ 1} for the
ring of integral elements.
We say that F is topologically finitely generated if there exist finitely many
elements f1, . . . , fm ∈ F such that Frac(Qp[f1, . . . , fm]) is dense in F .
We say that F is of p-adic type if for any f1, . . . , fm ∈ F the topological
closure A of the Qp-subalgebra Qp[f1, . . . , fm] in F is Tate, i.e. a quotient
of some Qp￿T1, . . . , Tm￿￿, and the intersection of F+ with A is precisely the
ring of power bounded elements A◦ ⊂ A.
If F is topologically finitely generated and of p-adic type, then there is
an adic space X of finite type over Qp such that F is the completion of the
residue field at a point of X: If f1, . . . , fm are topological generators and
if A denotes the closure of Qp[f1, . . . , fm], then the restriction of vF to A
defines a point in Spa(A,A◦) such that the completion of its residue field is
F . Conversely, if X is an adic space, then the completion of the residue field
at a point x ∈ X is topologically finitely generated and of p-adic type.
Theorem 8.8. (i) Let F be a topologically finitely generated field of p-adic
type and (D,Φ,F•) ∈ Dν(F ). Then there exists (M,Φ) ∈ ￿CK,ν(Spf F+) such
that Π(Spf F+)(M,Φ) = (D,Φ,F•) if and only if
M(D)⊗
B[0,1)F
BRF
is étale if and only if Spa(F, F+)→ Dν factors over Dintν .
(ii) Let X ∈ AdlftQp and f : X → Dν a morphism defined by (D,Φ,F•). Then
f factors over Dintν if and only if there exists a covering Ui of X and formal
models Ui of Ui together with (Mi,Φi) ∈ ￿CK,ν(Ui) such that
Π(Ui)(Mi,Φi) = (D,Φ,F•)|Ui .
Proof. (i) If (M,Φ) exists, then it is obvious that
M(D)⊗
B[0,1)F
BRF
is étale. Conversely, assume this is the case. By the above remark we may
embed the field F into a space X of finite type and (after localizing) assume
that (D,Φ,F•) extends to a family on X. Then étaleness is equivalent to
the fact that X → Dν factors locally around x over Dintν by Theorem 8.6
and this also implies the existence of a lattice of ϕ-modules of height 1 over
A [0,1)X locally around x. The fiber of this lattice at x then defines the point
(M,Φ) ∈ ￿CK,ν(Spf F+).
(ii) If X is reduced this is just a restatement of Theorem 8.6, using the fact
that a free A [0,1)X -module on an reduced, affinoid adic space X = Spa(A,A
+)
is the same as a free A+￿⊗ZpW [[u]]-module and Spf A+ is a formal model for
X. The general case follows by locally choosing a formal model f : Y → X
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for the morphism to the universal family and pulling back the family of
ϕ-modules over OX ￿⊗ZpW [[u]] along f . ￿
9. Families of crystalline representations
In the previous section we have constructed an open substack of the stack
of filtered ϕ-modules on which there exists an integral model (in the sense
of Kisin’s paper [Ki2]) for the (weakly admissible) filtered ϕ-module, if the
type of the filtration is given by a miniscule coweight. Now we want to
construct an open substack of the weakly admissible locus on which there
exists a family of crystalline representations giving rise to the restriction of
the universal filtered ϕ-module.
9.1. Some sheaves of period rings. First we have to define some sheaves
of topological rings which are relative versions of the period rings recalled
in section 2. Recall that an adic space X comes along with an open and
integrally closed subsheaf O+X of the structure sheaf OX . Unfortunately this
subsheaf is only well behaved if X is reduced: if f ∈ OX is nilpotent, then
p−nf ∈ O+X for all n. Hence we will consider the integral versions of the
period sheaves only for reduced spaces. It will turn out that this is enough,
as we have a reduced universal case.
The ring R introduced in section 2 is equipped with a valuation valR given
by
valR((x0, x1, x2, . . . )) = vp(x0),
where xi ∈ OCp , and xpi = xi−1 for all i. The topology defined by the
valuation coincides with the canonical topology of R, and R is complete
with respect to this topology.
Let A+ be a reduced, p-adically complete, flat Zp-algebra topologically of
finite type over Zp. We define
A+￿⊗W (R) = lim←−
i≥0
A+￿⊗ZpWi(R),
where A+￿⊗ZpWi(R) is the completion of A+ ⊗Zp Wi(R) with respect to the
discrete topology on A+/piA+ and the natural topology on the truncated
Witt vectors Wi(R) =W (R)/piW (R).
Lemma 9.1. (i) Let A+ and B+ be two Zp-algebras as above and assume
B+ = A+/I for some (closed) ideal I ⊂ A+. Then
B+￿⊗W (R) = A+￿⊗W (R)/I(A+￿⊗W (R)).
(ii) If B+ is a finite A+-algebra, then
B+￿⊗W (R) = (A+￿⊗W (R))⊗A+ B+.
50 E. HELLMANN
(iii) Let X be an reduced, affinoid adic space of finite type over Qp and
X =
￿
Ui be a covering by open, affinoid subspaces. Write A+ = Γ(X,O+X).
Further set A+i = Γ(Ui,O+X) and A+ij = Γ(Ui ∩ Uj ,O+X). Then
0 −→ A+￿⊗W (R) −→￿
i
A+i ￿⊗W (R)−→−→￿
i,j
A+ij ￿⊗W (R)
is exact.
Proof. (i), (ii) These are direct consequences of the definition.
(iii) As O+X is a sheaf, we find that
0 −→ A+ −→
￿
i
A+i
−→−→
￿
i,j
A+ij
is exact. This sequence is still exact if we reduce modulo pi and tensorize with
Wi(R). Further it stays exact if we complete with respect to the topology
on Wi(R). The claim follows from this. ￿
Using this Lemma, we can define a sheaf O+X ￿⊗W (R) on a reduced, affinoid
adic space X of finite type over Qp such that
Γ(U,O+X ￿⊗W (R)) = Γ(U,O+X)￿⊗W (R)
for all affinoid open subsets U ⊂ X: For an arbitrary open subset V ⊂ X
we define
Γ(V,O+X ￿⊗W (R)) = lim←−
V⊃U
Γ(U,O+X)￿⊗W (R),
where the limit is taken over all open, affinoid subspaces U ⊂ V . Further we
can extend this construction to all reduced adic spaces locally of finite type.
Similarly we can define the sheaf O+X ￿⊗W (FracR).
IfX ∈ AdlftQp , then we can consider the sheafOX ￿⊗W (FracR)[1/p], which is
obtained from O+X ￿⊗W (R) by inverting p. This sheaf also makes sense if X is
not reduced, where it is defined to be the restriction of OY ￿⊗W (FracR)[1/p]
to X for some closed embedding of X into a reduced space Y .
Given a section f of OX ￿⊗W (FracR)[1/p], we say that f vanishes at a
rigid point x ∈ X if
f(x) ∈ (OX ￿⊗W (FracR)[1/p])⊗ k(x)
is zero. We use the same terminology for the other sheaves of period rings
that we are going to construct.
Lemma 9.2. Let A+ = Zp￿T1, . . . , Tn￿ and X = Spa(A+[1/p], A+).
(i) The canonical map
A+￿⊗W (R) −→￿ k(x)+ ⊗Zp W (R),
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where the product runs over all rigid points x ∈ X, is an injection.
(ii) Let
α : (A+￿⊗W (R))m1 −→ (A+￿⊗W (R))m2
be an A+￿⊗W (R)-linear map such that cokerα vanishes at all rigid points of
X. Then cokerα = 0.
Proof. (i) Let f ∈ A+￿⊗W (R). After dividing by some power of p, we may
assume that
f mod p = f¯ ∈ Fp[T1, . . . , Tn]￿⊗FpR
is non zero. We need to check that the image of f¯ in
￿
κ(x) ⊗Fp R is non
zero, where the product runs over all closed points x of SpecFp[T1, . . . , Tn].
Fix an Fp-basis (bi)i∈I of R, then
f¯ =
￿
i∈I
f¯i ⊗ bi,
with f¯i ∈ Fp[T1, . . . , Tn] and the sets {i ∈ I | f¯i ￿= 0 and valR(bi) ≤ r} are
finite for all r ∈ R. As f¯ ￿= 0 there exists an index i ∈ I such that f¯i ￿= 0.
Hence there exists a closed point x ∈ SpecFp[T1, . . . , Tn] such that f¯i(x) ￿= 0.
It follows that the image of f¯ in
￿
κ(x)⊗Fp R does not vanish.
(ii) Again we can reduce the claim modulo p and obtain a map
α¯ : (Fp[T1, . . . , Tn]￿⊗R)m1 −→ (Fp[T1, . . . , Tn]￿⊗R)m2
such that coker α¯ vanishes at all closed points x ∈ SpecFp[T1, . . . , Tn]. Now
cokerα is a finitely generated module over Fp[T1, . . . , Tn]￿⊗FpR. We denote
by I the ideal of Fp[T1, . . . , Tn]￿⊗FpR which is generated by all elements in R
with positive valuation. Then I is contained in every maximal ideal and by
Nakayama’s lemma cokerα¯ vanishes if its reduction modulo I vanishes. But
(Fp[T1, . . . , Tn]￿⊗FpR)/I = Fp[T1, . . . , Tn]⊗Fp F¯p and every finitely generated
module over this ring clearly vanishes if it vanishes modulo all maximal ideals
of Fp[T1, . . . , Tn]. ￿
Remark 9.3. The same proofs as above also apply to p-torsion modules, i.e.
if M is a finitely presented (A+￿⊗W (R))/pm-module which vanishes at all
the rigid analytic points of X, i.e. M ⊗Zp k(x)+ = 0 for all rigid analytic
points x ∈ X, then M = 0. Further, if M ⊂ N is an inclusion of finitely
presented (A+￿⊗W (R))/pm-modules and f ∈M such that
f(x) ∈ N ⊗Zp k(x)+ ⊂M ⊗Zp k(x)+
for all rigid points x, then f ∈ N .
Corollary 9.4. Let X be an affinoid adic space of finite type over Qp. By
Noether normalization there exists a finite morphism f : X → Y , where
Y = Spa(Qp￿T1, . . . , Tn￿,Zp￿T1, . . . , Tn￿) is a polydisc. Then the canonical
map
Γ(X,OX ￿⊗W (R)[1p ]) −→￿Γ(f−1(y),OX)⊗Qp W (R)[1p ]
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is an injection, where the product runs over all rigid analytic points of Y .
Further a finitely presented OX ￿⊗W (FracR)[1/p]-module vanishes if it van-
ishes at all rigid points of Y .
Proof. As OX is a finite OY -module, this is consequence of lemma 9.2. ￿
Let X ∈ AdlftQp be a reduced space. We define the sheaf ￿AX by taking
the closure of O+X ⊗Zp ￿A in O+X ￿⊗W (FracR). By this we mean that for an
affinoid open U ⊂ X we define Γ(U, ￿AX) to be the topological closure of
Γ(U,O+X)⊗Zp ￿A ⊂ Γ(U,O+X ￿⊗W (FracR)).
Similarly we define the sheaves ￿A [0,1)X and ￿BX by taking the closures of
Γ(U,O+X)⊗Zp ￿A[0,1) ⊂ Γ(U,O+X ￿⊗W (R)), respectively
Γ(U,OX)⊗Qp ￿B ⊂ Γ(U,OX ￿⊗W (FracR)[1p ]).
Further we define the sheaf AX as follows: If X = Spa(A,A+) is an affinoid
adic space, then
Γ(X,AX) := Γ(X,A
[0,1)
X )[
1
u ]
∧ = (A+ ⊗Zp W )((u))∧,
where (−)∧ means p-adic completion. As in the construction of O+X ￿⊗W (R)
we can extend this definition to a sheaf AX on X.
Finally we defineBX = AX [1/p]. Again we can considerBX and ￿BX on any
(not necessarily reduced) adic space X. By construction all these sheaves
are endowed with an OX (resp. O+X) linear continuous Frobenius ϕ. Further
we have an action of GK∞ on ￿AX and ￿BX .
Remark 9.5. The obvious analogue of Lemma 9.2 and Corollary 9.4 also
holds true for the subsheaves of OX ￿⊗W (FracR)[1/p] introduced above.
Lemma 9.6. Let A+ = Zp￿T1, . . . , Tn￿ and X = Spa(A+[1/p], A+). Let
S ∈ {Zp,W,A[0,1),A, ￿A[0,1), ￿A} be a closed subring of W (FracR) and let
f ∈ A+￿⊗W (FracR) such that f(x) ∈ k(x)+⊗Zp S for all rigid points x ∈ X.
Then f is in the closure of A+ ⊗Zp S ⊂ A+￿⊗W (FracR).
Proof. By p-adic approximation we may reduce this claim modulo p. Write
S¯ = S/pS. Fix an Fp-basis (bi)i∈I of FracR such that (bi)i∈J is a basis of S¯
for a certain subset J ⊂ I. We can expand the reduction f¯ of f modulo p in
a series
f¯ =
￿
i∈I
f¯i ⊗ bi.
Our assumption implies that f¯i(x) = 0 for all i /∈ J and all closed points
x ∈ SpecFp[T1, . . . , Tn]. It follows that f¯i = 0 for i /∈ J . ￿
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Remark 9.7. With the same notation as in the lemma, write A = A+[1/p]
and let B be a finite A-algebra. The the above implies that
f ∈ B￿⊗W (FracR)[1/p]
lies in the closure of B ⊗Qp B inside B￿⊗W (FracR)[1/p], if
f(x) ∈ (B ⊗A k(x))⊗Qp B
for all rigid points x ∈ Spa(A,A+). The same statement is also true, if we
replace B by any of the other rings of the lemma.
Corollary 9.8. Let X be an adic space locally of finite type over Qp and
x ∈ X be a rigid point. Then￿BX ⊗ k(x) = ￿B⊗Qp k(x), BX ⊗ k(x) = B⊗Qp k(x).
Further ￿Bϕ=idX = OX , ￿BGK∞X = BX .
If X is reduced, a similar statement is true for the sheaf of integral rings.
Proof. The first point is a direct consequence of Lemma 9.1. The sec-
ond point is local on X so we may assume that X = Spa(A,A+) is affi-
noid. By the Noether normalization theorem X is finite over a polydisc
Y = Spa(B,B+). As A is finite over B we find that
Γ(X, ￿BX) = Γ(Y, ￿BY )⊗B A,
As in Corollary 9.4 we have
(9.1)
Γ(X, ￿BX) ￿→￿Γ(f−1(y),OX)⊗Qp ￿B
=
￿
(A⊗B k(y))⊗Qp ￿B,
where the product runs over all rigid points y ∈ Y , and this inclusion is
compatible with the action of ϕ and GK∞ . But, as A ⊗B k(y) is a finite
dimensional k(y)-vector space we find that￿
(A⊗B k(y))⊗Qp ￿B￿GK∞ = (A⊗B k(y))⊗Qp B.
By Lemma 9.6 the image of Γ(X,BX) ⊂ Γ(X, ￿BX) under (9.1) is identified
with
Γ(X, ￿BX) ∩ ￿￿((A⊗B k(y))⊗Qp ￿B￿GK∞ = Γ(X, ￿BX)GK∞
and the claim follows. The same argument applies to the other equality as
well. ￿
Remark 9.9. If x ∈ X is any point, and R is any of the sheaves considered
above, is makes sense to define the sheaf ι∗xR on Spa(k(x), k(x)+): We define
it to be the completion of R ⊗ k(x) with respect to its canonical topology.
Sometimes we will also write R￿k(x) for ι∗xR.
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We now need to construct a relative version of Fontaine’s period ring Bcris.
Again we first consider the case of a reduced space X locally of finite type
over Qp. The map θ :W (R)→ OCp extends to a map
θX : O+X ￿⊗W (R) −→ O+X ￿⊗ZpOCp ,
where the completed tensor product on the right denotes the p-adic comple-
tion. We then define O+X ￿⊗Acris to be the p-adic completion of the divided
power envelope of O+X ￿⊗W (R) with respect to ker θX . Finally we define
OX ￿⊗B+cris = O+X ￿⊗Acris[1/p] OX ￿⊗Bcris = OX ￿⊗Bcris[1/t].
These sheaves again make sense for any adic space X ∈ AdlftQp . Further
there is a continuous OX -linear Frobenius ϕ on OX ￿⊗Bcris and a filtration
on (OX ￿⊗Bcris)⊗K0 K.
Remark 9.10. The notation A+￿⊗Acris might be a little misleading, as this
is not the completion of the ordinary tensor product over Zp for the p-adic
topology. The reason that it is not enough to consider this completion is
that it does not contain A+[[u]], where u = [π].
Lemma 9.11. Let A+ = Zp￿T1, . . . , Tn￿ and A = A+[1/p]. Further write
X = Spa(A,A+).
(i) The canonical maps
A+￿⊗Acris −→￿ k(x)+ ⊗Zp Acris,
A￿⊗Bcris −→￿ k(x)⊗Qp Bcris,
where the products runs over all rigid points of X, are injections.
(ii) A finitely presented A+￿⊗Acris-module is zero if it vanishes at all rigid
points of X.
(iii) A finitely presented A￿⊗Bcris-module is zero if it vanishes at all rigid
points of X.
(iv) Let f ∈ A+￿⊗Acris such that f(x) ∈ k(x)+ ⊗Zp W ⊂ k(x)+ ⊗Zp Acris for
all rigid points x ∈ X. Then f ∈ A+ ⊗Zp W ⊂ A+￿⊗Acris.
Proof. (i) It suffices to show the statement for A+. Let f ∈ A+￿⊗Acris such
that f(x) = 0 for all rigid analytic points x ∈ X. We show that
f mod pm ∈ (A+￿⊗Acris)/pm
vanishes for all m ≥ 1. But (A+￿⊗Acris)/pm is the quotient of the divided
power envelope of A+￿⊗W (R) with respect to ker θX by pm and f lies in a
finitely presented (A+￿⊗W (R))/pm-subalgebra. That means that f lies in
the quotient of ￿
Zp￿T1, . . . , Ts￿￿⊗W (R)￿/pm
by some finitely generated ideal and vanishes at all the rigid points of
Spa(Qp￿T1, . . . , Ts￿,Zp￿T1, . . . , Ts￿) for some s ≥ n. By Remark 9.3 is follows
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that f = 0 mod pm.
(ii) Let
α(A+￿⊗Acris)m1 −→ (A+￿⊗Acris)m2
be a morphism whose cokernel vanishes at all rigid points. We show that
its reduction modulo powers of p vanish. The entries of the matrix of α
mod pm lie in a finitely presented (A+￿⊗W (R))/pm-algebra and hence a sim-
ilar argument as above shows that α is surjective modulo powers of p.
(iii) This follows from (ii) after multiplying a presentation with an arbitrary
power of t and neglecting the t-torsion part of the quotient of two A+￿⊗Acris-
lattices.
(iv) By Lemma 9.6 it suffices to show that f ∈ A+￿⊗W (R). Reducing the
claim modulo powers of p and applying the same argument as above this
follows from Remark 9.3. ￿
Remark 9.12. With the notations of the lemma above, let B be a finite
A-algebra. Then Lemma 9.11 (iii) implies that a finitely presented B￿⊗Bcris-
module vanishes if it vanishes at all rigid points of Spa(A,A+). If B is
reduced this is equivalent to its vanishing at all rigid points of Spa(B,B+).
Further the analogue of (iv) also holds for B, i.e. if f ∈ B￿⊗Bcris such that
f(x) ∈ (k(x) ⊗A B) ⊗Qp K0 ⊂ (k(x) ⊗A B) ⊗Qp Bcris for all rigid points x,
then f ∈ B ⊗Qp K0.
Corollary 9.13. Let X ∈ AdlftQp and x ∈ X be a rigid point. Then
(OX ￿⊗Bcris)⊗ k(x) = k(x)⊗Qp Bcris.
Further we have
(OX ￿⊗Bcris)GK = OX ⊗Qp K0
Fil0(OX ￿⊗Bcris)ϕ=id = OX .
Proof. By applying lemma 9.11, the proof is the same as in Corollary 9.8.
We reduce to the case where X is affinoid and use the fact that the map
Γ(X,OX ￿⊗Bcris) −→￿Γ(f−1(y),OX)⊗Qp Bcris
is an injection compatible with ϕ and the filtration for a finite morphism
f : X → Y to a polydisc, where the product is taken over all rigid points of
Y . ￿
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The following diagram summarizes the sheaves of integral period rings on
a reduced space X. All maps are continuous inclusions.
(9.2)
O+X ￿⊗Acris
O+X ￿⊗W (R)￿ ￿
￿
￿ ￿
￿
￿A [0,1)X￿ ￿￿ ￿ ￿
￿
A [0,1)X
￿ ￿￿
￿ ￿
￿
O+X ￿⊗W (FracR) ￿AX￿ ￿￿ AX .￿ ￿￿
Let E be a vector bundle on an adic space X. As OX is a sheaf of topological
rings, the sections Γ(U, E) of E over an open subset U have a natural topology.
If G is a topological group acting on E it thus makes sense to ask whether
this action is continuous.
Definition 9.14. Let X be an adic space. A family of crystalline repre-
sentations over X is a vector bundle E on X endowed with a continuous
GK-action such that
Dcris(E) := (E ￿⊗Bcris)GK := ￿E ⊗OX (OX ￿⊗QpBcris)￿GK
is locally on X free of rank d = rk E .
Let E be a vector bundle on X with a continuous GK-action. If x ∈ X is
a rigid point then we have an obvious embedding
Dcris(E)⊗ k(x) ￿→ Dcris(E ⊗ k(x)),
compatible with the action of ϕ and the filtration, with equality if E is
crystalline. By a result of Berger and Colmez (see [BeCo, Corollary 6.33]) a
family E of GK-representations on a reduced adic space locally of finite type
X is crystalline if and only if the representations on E ⊗ k(x) are crystalline
for all rigid analytic points x ∈ X.
Lemma 9.15. (i) Let f : X → Y be a morphism in AdlftQp and E a vector
bundle on Y with continuous GK-action. If E is crystalline, then so is f∗E.
(ii) Let (fi : Xi → X)i be an fpqc cover in AdlftQp and E be a vector bundle
on E with continuous GK-action. Then E is crystalline if and only if all the
f∗i E are crystalline.
Proof. (i) We want to check that f∗Dcris(E) = Dcris(f∗E). The claim is local
on X and we may choose a finite morphism g : X → Z to a polydisc. Then
we have
Γ(X, f∗Dcris(E)) ⊂ Γ(X,Dcris(f∗E))
⊂ Γ(X, f∗E ￿⊗Bcris) ⊂￿(f∗E ⊗ k(z))⊗Qp Bcris,
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where the product is taken over all closed points of Z. The claim follows as
f∗Dcris(E) is identified with
f∗E ￿⊗Bcris ∩￿￿(f∗E ⊗ k(z))⊗Qp Bcris￿GK ,
by a similar argument as in the proof of Corollary 9.8, as f∗Dcris(E) =
Dcris(f∗E) is true in the fibers over the rigid points z ∈ Z, by comparing
dimensions.
(ii) By definition we have a GK-equivariant descent datum on the vector
bundles f∗i E and hence also on f∗i E ￿⊗Bcris. By GK-equivariance this induces
a descent datum on the Dcris(f∗i E) and by fpqc descent we find a OX⊗QpK0
submodule
D ⊂ E ￿⊗Bcris
which is locally on X free of rank d = rk E over OX ⊗Qp K0 and on which
GK acts trivial. The verification that D = Dcris(E) is similar as in the first
part of the lemma. ￿
Lemma 9.16. (i) Let E be a family of crystalline representations on an adic
space X. Then the canonical morphism
E −→ Vcris(Dcris(E)) = Fil0(Dcris(E)￿⊗QpBcris)Φ=id
is an isomorphism.
(ii) Let E1, E2 be families of crystalline representations on an adic space X.
If Dcris(E1) ∼= Dcris(E2), then E1 ∼= E2.
Proof. As in the classical case (i.e. X = Spa(Qp,Zp)) this is an easy conse-
quence of Fil0(OX ￿⊗Bcris)ϕ=id = OX , see [Fo, 5.2, Theorem (iv)] for exam-
ple. ￿
9.2. Étale ϕ-modules and GK∞-representations. Before we construct
a universal crystalline representation we first discuss families of étale ϕ-
modules and their relation with families of GK∞-representations.
Definition 9.17. A family of GK∞-representations on an adic space X ∈
AdlftQp is a vector bundle E on X endowed with a continuous action of GK∞ .
Definition 9.18. Let X be an adic space over Qp.
(i) Let R be one of the sheaves AX , BX , ￿AX or ￿BX . A ϕ-module over R
is an R-module N that is locally on X free of finite rank over R together
with an isomorphism Φ : ϕ∗N → N .
(ii) Assume that X is reduced. A ϕ-module over BX (resp. ￿BX) is called
étale, if it is induced from a ϕ-module over AX (resp. ￿AX).
It is not true that every family of étale ϕ-modules comes from a family
of GK∞-representations. However, if X is an adic space and N is a family
of étale ϕ-modules on X, we want to show that there is an open subset on
which N is induced from a family of GK∞-representations. The main tool is
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an easy approximation argument which is already contained in [KL, Section
5] in a slightly different context.
Lemma 9.19. Let X = Spa(A,A+) be an reduced, affinoid adic space and
fix an element x ∈ Γ(X, ￿AX) = A+￿⊗Zp ￿A. Then the equation
y − ϕ−1(y) = x
has a solution in Γ(X, ￿AX) = A+￿⊗Zp ￿A. Moreover, if x is divisible by p, we
can choose this solution such that y is divisible by p.
Proof. First, if x ∈ k((u))sep, then the equation y − ϕ−1(y) = x has a
solution in k((u))sep, as the field is separably closed. If valR(x) ≥ 0, then we
can choose y such that valR(y) ≥ p valR(x). Hence, by approximation, there
is a solution of the equation for all x in the closure of k((u))sep ⊂ FracR.
The claim follows for A+ = Zp by p-adic approximation from the modulo
p-case.
The general statement follows if we expand x =
￿
i fi ⊗ xi and solve the
equations yi − ϕ−1(yi) = xi. The above claim on the valuations of the
solutions modulo p guarantees that the series will converge in A+￿⊗Zp ￿A,
compare also [KL, Lemma 5.1]. ￿
Proposition 9.20. Let X be a reduced adic space locally of finite type over
Qp and x ∈ X and let (N ,Φ) be an étale ϕ-module of rank d on X.
(i) If
dim￿k(x)(ι∗xN )Φ=id = d,
then dimk(x)(N ⊗ k(x))Φ=id = d.
(ii) The set
U = {x ∈ X | dim￿k(x)(ι∗xN )Φ=id = d}
is open in X and N|Φ=idU is a family of GK∞-representations on U .
Proof. (i) Let f¯1, . . . , f¯d ∈ ι∗xN be a basis on which Φ acts as the identity.
As N ⊗ k(x) is dense in ι∗xN we can approximate this basis by elements
g¯1, . . . , g¯d ∈ N ⊗ k(x). Let B¯ ∈ GLd( ￿BX ⊗ k(x)) denote the matrix of Φ
in this basis. As the gi are close to the basis fi, the entries of B are close
to the entries of the matrix of Φ in the basis (fi) and hence the entries of
B − id are arbitrary small and we may assume that they are divisible by p.
Let V = Spa(A,A+) be an affinoid neighbourhood of x such that B¯ lifts to
a matrix B ∈ Γ(V,GLd( ￿BX)) such that B− id is divisible by p. Let (N ￿,Φ￿)
denote the free ϕ-module over ￿BV with basis g1, . . . , gd on which Φ￿ acts
by B. By Lemma 9.19 we may choose a matrix X ∈ Matd×d(pΓ(V, ￿AV ))
such that X − ϕ−1(X) = B − id. Changing the basis g1, . . . , gd by id + X
the matrix of Φ￿ − id in the new basis is divisible by p2. As A is p-adically
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complete this process converges to a Φ￿-stable basis of N ￿. The claim now
follows from the equality of ϕ-modules
(N ⊗ k(x),Φ) = (N ￿ ⊗ k(x),Φ￿).
(ii) By the first step of the proposition we find
U = {x ∈ X | dimk(x)(N ⊗ k(x))Φ=id = d}.
Let x ∈ X and f1, . . . , fd be lifts of generators of
(N ⊗ k(x))Φ=id
to some affinoid neighbourhood V . After shrinking V we may assume that
f1, . . . , fd are linearly independent and generate an étale lattice in N|V .
Denote by B the matrix of Φ in this basis. Then B − id vanishes at x and
has bounded entries. Hence by Lemma 7.6 we may shrink V such that the
entries of B − id are divisible by p. By Lemma 9.19 we can choose a matrix
X which is divisible by p such that X − ϕ−1(X) = B − id. Then, changing
the basis by id+X we find a basis such that the matrix of Φ− id is divisible
by p2. This process converges to a Φ-stable basis of N|V . This yields the
claim. ￿
Corollary 9.21. Let N be an étale ϕ-module of rank d over BX . The set
U = {x ∈ X | dim￿k(x)HomB￿k(x),Φ(ι∗xN , ￿B￿k(x)) = d}
is open and the sheafH omBU ,Φ(N|U , ￿BU ) is a vector bundle on U . Further,
for a Φ-stable AX-lattice N ⊂ N , the O+U -module H omAU ,ϕ(N|U , ￿AU ) is
locally on U free of rank d.
Proof. This is the dual statement of the Proposition above. ￿
The next Proposition shows that the open locus constructed in the Corol-
lary above is compatible with base change and hence this construction is
geometric.
Proposition 9.22. Let f : X → Y be a morphism of adic spaces in AdlftQp
with Y reduced and let NY be an étale BY -module of rank d. Write NX =
f∗NY for the pullback to X and let
V = {y ∈ Y | dim￿k(y)HomB￿k(y),Φ(ι∗yNY , ￿B￿k(y)) = d}
U = {x ∈ X | dim￿k(x)HomB￿k(x),Φ(ι∗xNX , ￿B￿k(x)) = d}.
Then U = f−1(V ) and H omBU ,Φ(NX |U , ￿BU ) = f∗H omBV ,Φ(NY |V , ￿BV ).
Proof. The inclusion f−1(V ) ⊂ U is obvious. Let x ∈ U mapping to y ∈ Y .
We have to show y ∈ V , i.e.
dim￿k(y)HomB￿k(y),Φ(ι∗yNY , ￿B￿k(y)) = d.
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The set U is open and f is (locally) of finite type, hence there exists a point
x￿ ∈ U ∩ f−1(y) such that￿k(x￿) is a finite extension of ￿k(y). In this case
ι∗x￿NX = (ι∗yNY )⊗￿k(y)￿k(x￿),
where we do not need to complete the tensor product as the extension is
finite. Hence we have a descent datum on ι∗x￿NX which is compatible with
the action of Φ. It follows that
HomB￿k(x￿),Φ
(ι∗x￿N , ￿Bk(x￿))
descends to ￿k(y) which yields the claim on the dimension. To prove the
last claim we again chose locally on X a finite morphism g : X → Z to a
polydisc. The claim follows from the fact that (assuming locally that V is
affinoid and U ￿ ⊂ U is affinoid) the inclusion
HomBV ,Φ(NY |V , ￿BV )￿⊗Γ(V,OY )Γ(U ￿,OX) ⊂ HomBU￿ ,Φ(NX |U ￿ , ￿BU ￿)
induces an equality in the fibers g−1(z) of g for all rigid points z ∈ Z, which
can be seen by comparing dimensions over Qp. ￿
9.3. Construction of a crystalline family. Now we want to use the re-
sults of the preceding subsection to construct an open substack Dadmν ⊂ Dintν
on which there exists a family of crystalline representations giving rise to
the restriction of the universal filtered ϕ-module. The main point is to show
that a family of GK∞-representations and an extension of the associated
étale ϕ-module to a certain ϕ-module on the open unit disc "glue" together
to a family of GK-representations.
Proposition 9.23. Let X ∈ AdlftQp be reduced and (M,Φ) be a ϕ-module of
height 1 and rank d over A [0,1)X with associated filtered ϕ-module (D,Φ,F•).
Then
U := {x ∈ X | rkk(x)+HomA [0,1)X ⊗k(x),Φ(M⊗ k(x),
￿A [0,1)X ⊗ k(x)) = d}
= {x ∈ X | dim￿k(x)HomB￿k(x),Φ(ι∗x(M⊗A [0,1)X BX), ￿B￿k(x)) = d}
and this set is open and
H om
A [0,1)U ,Φ
(M|U , ￿A [0,1)U )⊗Zp Qp =H omBU ,Φ(M|U ⊗A [0,1)U BU , ￿BU )
is a vector bundle on U .
Proof. We have a canonical injection
(9.3) H om
A [0,1)X ,Φ
(M, ￿A [0,1)X ) ￿→H omAX ,Φ(M⊗A [0,1)X AX , ￿AX).
By Corollary 9.21 the set
U ￿ = {x ∈ X | dim￿k(x)HomB￿k(x),Φ(ι∗x(M⊗A [0,1)X BX), ￿B￿k(x)) = d}
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is open and the sheaf
H omAX ,Φ(M⊗A [0,1)X AX ,
￿AX)
restricts to a locally free O+X -module on U ￿.
We claim that U = U ￿ and that (9.3) is an isomorphism on U . The inclusion
U ⊂ U ￿ is obvious and we have to prove the converse. Let
f ∈ Γ(V,H omAX ,Φ(M⊗A [0,1)X AX ,
￿AX))
= HomΓ(V,AX),Φ(Γ(V,M⊗A [0,1)X AX),Γ(V,
￿AX))
for some affinoid V ⊂ U ￿. This equality is true, as M is locally free. For
some m ∈ Γ(V,M) ⊂ Γ(V,M⊗
A [0,1)X
AX) we then have
f(m)(x) ∈ ￿A [0,1)X ⊗ k(x)
for all rigid analytic points x ∈ V by [Ki2, Corollary 2.1.4], and hence we
find that f(m) ∈ Γ(V, ￿A [0,1)X ) by Lemma 9.6, as X is reduced. It follows
that f restricts to an element of
Hom
Γ(X,A [0,1)X ),Φ
(Γ(V,M),Γ(V, ￿A [0,1)X )).
￿
Proposition 9.24. Let X be a reduced space and (M,Φ) be a ϕ-module of
height 1 and rank d over A [0,1)X such that
rkk(x)+HomA [0,1)X ⊗k(x),Φ
(M⊗ k(x), ￿A [0,1)X ⊗ k(x)) = d
for all x ∈ X. Write (D,Φ,F•) for the filtered ϕ-module associated to (M,Φ)
by the period morphism. There is a canonical isomorphism of OX-modules
(9.4) H om
A [0,1)X ,Φ
(M, ￿A [0,1)X )⊗Zp Qp −→H omΦ,Fil(D,OX ￿⊗Bcris).
Further E = V ∗cris(D) := H omΦ,Fil(D,OX ￿⊗Bcris) is a vector bundle of rank
d on X with a continuous action of GK such that there is a canonical iso-
morphism of filtered ϕ-modules
H omOX [GK ](E ,OX ￿⊗Bcris) ∼= (D,Φ,F•).
Proof. The point of this proposition is that [Ki2, Proposition 2.1.5] (see also
[BrCo, Proposition 11.3.3]) works also in the relative case. We give the
definition of the map and refer to [BrCo] for the details.
Write
M =M⊗
A [0,1)X
B[0,1)X
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for the vector bundle on X × U associated with M.
First the map ￿A[0,1) ￿→ W (R) ￿→ Bcris (compare also (9.2)) induces injec-
tions
H om
A [0,1)X ,Φ
(M, ￿A [0,1)X )⊗Zp Qp ￿→H omA [0,1)X ,Φ(M,OX ￿⊗Bcris)
￿→H om
B[0,1)X ,Φ
(M,OX ￿⊗Bcris).
Secondly consider the map
H om
B[0,1)X ,Φ
(M,OX ￿⊗Bcris)→H omB[0,1)X ,Φ(D ⊗K0 B[0,1)X ,OX ￿⊗Bcris)
=H omΦ(D,OX ￿⊗Bcris),
given by composing with the Φ-compatible injection
ξ : D ⊗K0 B[0,1)X ￿→M
of Lemma 6.1. The resulting map (9.4) is injective, as the source is a vector
bundle on a reduced space and the kernel vanishes at all rigid points. Further
the map has image in
H omΦ,Fil(D,OX ￿⊗Bcris) ⊂H omΦ(D,OX ￿⊗Bcris)
which can be seen as follows: The inclusion is true for all rigid points by the
argument in the proof of [BrCo, Proposition 11.3.3] and, as X is reduced,
locally on X the sections of H omΦ,Fil(D,OX ￿⊗QpBcris) are identified with
HomΦ(D,OX ￿⊗Bcris) ∩￿HomΦ,Fil(D ⊗ k(x), k(x)⊗Qp Bcris),
where the product runs over all rigid points x ∈ X.
Now V ∗cris(D) is a vector bundle on X which has a continuous GK-action
induced from the action on Bcris.
Finally the evaluation map
D →H omOX [GK ](H omΦ,Fil(D,OX ￿⊗Bcris),OX ￿⊗Bcris)
defines an isomorphism: The map is clearly injective, as D is a coherent
sheaf on a reduced space and the kernel vanishes at all rigid points. Further
the cokernel of the induced map of finite OX ￿⊗Bcris-modules
D⊗K0Bcris →H omOX (H omϕ,Fil(D,OX ￿⊗Bcris),OX ￿⊗Bcris)
vanishes at all rigid points and by the usual argument we conclude that it is
an isomorphism. The claim follows from this after taking GK-invariants on
both sides. ￿
Theorem 9.25. The groupoid that assigns to an adic space X ∈ AdlftQp the
groupoid of triples (D,Φ,F•) ∈ Dintν (X) such that
dim￿k(x)(ι∗xM⊗A [0,1)￿k(x) ￿B￿k(x))Φ=id = d
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for all x ∈ X and any choice of an integral model M ⊂ M(D) in a some
neighbourhood U of x (where M(−) is the map (6.4)), is an open sub-
stack Dadmν ⊂ Dintν . For any finite extension F of Qp we have Dadmν (F ) =
Dintν (F ) = D
wa
ν (F ). Further there exists a family of crystalline representa-
tions Eunivν on Dadmν such that
Dcris(Eunivν ) = (D,Φ,F•)|Dadmν .
Proof. It is clear that the condition
dim￿k(x)(ι∗xM⊗A [0,1)￿k(x) ￿B￿k(x))Φ=id = d
is independent of the choice of an integral model in a neighbourhood of x.
Further this condition is fpqc-local by Proposition 9.22. By the Proposition
above we can define the sheaf Eunivν in the universal case, i.e the open sub-
space of ResK0/Qp GLd×GrK,ν defined by the condition in the theorem, as
this is reduced. This vector bundle is well defined as Dcris commutes with
pullbacks and as two crystalline representations E1 and E2 are isomorphic if
Dcris(E1) and Dcris(E2) are isomorphic (see Lemma 9.16). Now Eunivν can be
defined in general by pullback from the universal case. ￿
9.4. Universality of the admissible locus. We now want to show that
the substack constructed above with its crystalline family is indeed the stack
of crystalline representations. The main point is to show that the ϕ-module
associated to the restriction of a crystalline family to GK∞ is overconvergent.
Let ν be a dominant cocharacter of the algebraic group ResK/Qp GLd as
in (6.1), defined over E. We say that a family of crystalline representations
E on X has Hodge-Tate weights ν if the filtration on Dcris(E) ⊗K0 K is of
type ν.
Theorem 9.26. The groupoid
Repν
cris
: X ￿→
￿
families of crystalline representations on X
with Hodge-Tate weights ν
￿
on the category AdlftE is isomorphic to the stack Dadmν and hence is an open
substack of Dwaν . Especially it is an Artin stack over Qp. Further it is
contained in the image of the period morphism and contains all rigid analytic
points of Dwaν .
Proof. The injectivity of the morphism Dcris from the stack of crystalline
representations with Hodge-Tate weights ν to Dν follows from Lemma 9.16.
The rest of the claim is an immediate consequence of the propositions below.
￿
Proposition 9.27. The morphism
Dcris : Rep
ν
cris
−→ Dν
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factors over the image of the period morphism Dintν ⊂ Dν .
Proof. Let X be an adic space and E a family of crystalline representations
over X. Write Dcris(E) = (D,Φ,F•) for the associated filtered ϕ-module
on X. As Dintν ⊂ Dν is open and factorizing over an open subspace may
be checked point wise, we may assume that X is reduced. We consider the
inclusions
B[0,1)X (E ￿⊗Bcris)GK ⊂M =M(D)
⊂ λ−1B[0,1)X (E ￿⊗Bcris)GK ⊂ E ￿⊗Bcris,
where λ is the element defined in (6.2).
Then the GK∞-action onM ⊂ E ￿⊗QpBcris is trivial as this is true for all rigid
analytic points x ∈ X. Hence
M⊗
B[0,1)X
B[r,s]X ⊂ (E⊗OX ￿B[r,s]X )GK∞
for some 0 < r < r1/p2 ≤ s < 1 near the boundary and where￿B[r,s]X = ￿A [0,1)X ￿⊗A [0,1)X B[r,s]X .
Now
M⊗
B[0,1)X
￿B[r,s]X = E ⊗OX ￿B[r,s]X ,
as the cokernel vanishes at all rigid analytic points and X is reduced. We
find that a GK∞-invariant O+X lattice E+ ⊂ E (which exists locally on X)
defines an integral structure in
M⊗
B[0,1)X
B[r,s]X =
￿M⊗
B[0,1)X
￿B[r,s]X ￿GK∞ = ￿E ⊗OX ￿B[r,s]X ￿GK∞ .
Now the claim follows from Theorem 8.6. ￿
Proposition 9.28. The morphism
Dcris : Rep
ν
cris
−→ Dν
factors over the admissible locus Dadmν ⊂ Dν .
Proof. Let X be an adic space and E a family of crystalline representations
on X with Dcris(E) = (D,Φ,F•). Again we may assume that X is reduced.
By Proposition 9.27 we may choose locally on X a ϕ-module (M,Φ) of
height 1 over A [0,1)X (compare Definition 8.4) which is an integral model for
(D,Φ,F•). Then the canonical map
E −→ (M⊗
A [0,1)X
￿BX)Φ=id
is an isomorphism of GK∞-representations. Indeed, it is injective, as E is a
vector bundle on a reduced space and the kernel vanishes at all rigid analytic
points. Further the cokernel of the induced map of finite ￿BX -modules
EX ⊗OX ￿BX −→M⊗A [0,1)X ￿BX
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vanishes at all rigid points of x. As X is reduced this map is an isomorphism
by the argument of Corollary 9.8. The claim now follows after taking Φ-
invariants in both sides. ￿
We end this section by giving two examples of a crystalline families and
the corresponding filtered ϕ-modules.
Example 9.29. Let X = ∂B = Spa(Qp￿T, T−1￿,Zp￿T, T−1￿) and K = Qp.
Consider the 1-dimensional filtered ϕ-module D = OX with Φ given by
multiplication with T and F i = D if i ≤ 0 and F i = 0 if i > 0 3. Then
this family is weakly admissible and has an integral model on X. The fiber
at a rigid point a ∈ O×¯Qp gives rise to the unramified character mapping
the Frobenius to a. But this does not define a continuous character at the
Gauss point η ∈ X, as the character Z→ k(η)× mapping 1 ∈ Z to T has no
continuous extension to ￿Z. In fact the admissible locus is given by
Xadm = X\{η} ∼=
￿
U,
where the disjoint union of open unit discs is indexed by the closed points
of Gm,Fp .
Especially we see that Dadmν ￿ Dintν in general.
Example 9.30. In this example we want to show that in general the admissible
locus is not just a disjoint union of deformation spaces of residual Galois
representations (or rather some quotient of this), as in the first example.
Let X = B = Spa(Qp￿T ￿,Zp￿T ￿) and K a ramified extension of Qp with
E(u) ∈ Zp[u] the minimal polynomial of some uniformizer. Consider the
integral family given by M = A [0,1)X e1 ⊕A [0,1)X e2 and
Φ
￿
e1
e2
￿
=
￿
1 T
0 E(u)
￿￿
e1
e2
￿
.
For a rigid point x this is an extension of the cyclotomic character with
the trivial character which splits over the origin. But any neighbourhood
of the origin contains points, where this extension does not split, and the
representations on the punctured unit disc are isomorphic. Hence the whole
family is admissible and the residual representation is non constant.
References
[BrCo] O. Brinon, B. Conrad, p-adic Hodge theory, notes from the CMI summer school
2009.
[BeCo] L. Berger, P. Colmez, Familles des représentations de de Rham et monodromie
p-adique, in: Représentations p-adiques I: représentations galoisiennes et (ϕ,Γ)-
modules, Asterisque 319 (2008), 303-337.
[Be] V. Berkovich, Spectral theory and analytic geometry over non-archimedian fields,
Math. surveys and monographs 33, American Math. Soc. (1990).
3This example is due to G. Chenevier in the context of overconvergent (ϕ,Γ)-modules,
see [KL] for example.
66 E. HELLMANN
[BG] S. Bosch, U. Görtz, Coherent modules and their descent on relative rigid spaces, J.
Reine Angew. Math. 495, (1998), 119-134.
[BGR] S. Bosch, U. Güntzer, R. Remmert, Non-archimedian analysis, Springer-Verlag,
Berlin 1984.
[Br1] C. Breuil, Groupes p-divisibles, groupes finies et modules filtrés, Ann of Math. 152
(2000), 289-549.
[Br2] C. Breuil, Integral p-adic Hodge Theory , Algebraic Geometry 2000, Azumino, Adv.
Studies in Pure Math. 36, 2002, 51-80.
[BS] C. Breuil, P. Schneider, First steps towards p-adic Langlands functoriality, J. reine
angew. Math. 610 (2007), 149 - 180.
[CF] P. Colmez, J.-M. Fontaine, Constructions des représentations p-adiques semi-
stables, Invent. Math. 140 (2000), 1-43.
[DOR] J-F. Dat, S. Orlik, M. Rapoport, Period domains over finite and p-adic fields,
Cambridge Tracts in Math. 183, Cambridge University press (2010).
[Fa] G. Faltings, Coverings of p-adic period domains, J. reine angew. Math. 643 (2010),
111-139.
[Fo] J.-M. Fontaine, Sur certains types des représentations p-adiques du groupe d’Galois
d’un corps local; construction d’un anneau de Barsotti-Tate, Ann. of Math. 115
(1982), 529-577.
[Gr] L. Gruson, Fibrés vectoriels sur un polydisque ultramétrique, Ann. Sci. École Norm.
Sup. (4) 1 (1968), 45-89.
[Ha1] U. Hartl, On a conjecture of Rapoport and Zink, Preprint 2006.
arXiv:math.NT/0709.3444v3
[Ha2] U.Hartl, On period spaces of p-divisible groups, Comptes Rendus Mathématique
Acad. Sci. Paris, Ser. I 346 (2008), 1123-1128.
[Hu1] R. Huber, Continuous valuations, Math. Z. 212 (1993), 445-447.
[Hu2] R. Huber, A generalization of formal schemes and rigid analytic varieties, Math.
Z. 217 (1994), 513-551.
[Hu3] R. Huber, Étale cohomology of rigid analytic varieties and adic spaces, Aspects of
Math. , E30, Friedr. Vieweg & Sohn, Braunschweig, 1996.
[Ke] K.Kedlaya, Slope filtrations for relative relative Frobenius, in: Représentations p-
adiques I: représentations galoisiennes et (ϕ,Γ)-modules, Asterisque 319 (2008),
259-301.
[KL] K.Kedlaya, R. Liu, On families of (ϕ,Γ)-modules, to appear in Algebra and Num-
ber Theory.
[Ki1] M. Kisin, Moduli of finite flat group schemes, and modularity , Ann. of Math. 107
no. 3 (2009), 1085-1180
[Ki2] M. Kisin, Crystalline representations and F -crystals, in: Algebraic geometry and
number theory, 459-496, Progr. Math., 253, Birkhäuser Boston, Boston MA, 2006.
[Ki3] M. Kisin, Potentially semi-stable deformation rings, J. Amer. Math. Soc. 21 no. 2
(2008), 513-546.
[Ki4] M. Kisin, Modularity of 2-adic Barsotti-Tate representations, Invent. Math. 178
no. 3 (2009), 587-634
[Ko] R. E. Kottwitz, Dimensions of Newton strata in the adjoint quotient of reductive
groups, Pure Appl. Math. Q. 2 (2006), 817-836.
[Liu] R. Liu, Slope filtrations in families, to appear in J. Inst. Math. Jussieu.
[Lue] W. Lütkebohmert, Vektorraumbündel über nicht archimedischen holomorphen Räu-
men, Math. Z. 152 (1977), 127-143.
[PR] G. Pappas, M. Rapoport, Φ-modules and coefficient spaces, Moscow Math. J. 9
no. 3 (2009), 625- 664.
[RZ] M. Rapoport, T. Zink, Period spaces for p-divisible groups, Ann. of Math. Studies,
vol 141, Princeton University press, Princeton, NJ, 1996.
FAMILIES OF FILTERED ϕ-MODULES AND CRYSTALLINE REPRESENTATIONS 67
[Zi] T. Zink, Cartiertheorie kommutativer formaler Gruppen, Teubner Texte zur Math.
68, Leipzig, 1984.
Mathematisches Institut der Universität Bonn
Endenicher Allee 60, 53115 Bonn, Germany
hellmann@math.uni-bonn.de
