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Abstract--We consider a class of optimal quadratic loss optimal control problems, where the plant for 
each problem, consists of a fixed set of coupled oscillators. This class consists of problems with optimal 
controls which are functions of only the velocity or rate states of the oscillator. Within this class, it is 
of interest to find that optimal control system with the property that its slowest mode is as fast as possible. 
Such a system we call minimax. In this paper we demonstrate he existence of minimax systems and 
delineate some of their properties. A number of numerical examples are given. Minimax systems are closely 
connected with problems in stability theory and network theory and we indicate some of these connections. 
1. INTRODUCTION 
It is a well-known result that for a completely controllable linear autonomous system the closed 
loop poles can be placed where desired, see Ref. [1]. In this paper we consider the problem of control 
of a single input linear autonomous system the open loop system consisting of a large number of 
coupled oscillators with distinct modes. Rather than allowing the control to feedback all state 
variables we allow use of only rate variables to construct the control. Our problem arose from the 
consideration of the control of large space structures. 
Among the systems which feedback only rate variables there is an n parameter family which is 
optimal with respect o a quadratic loss criterion. We investigate here the minimax system, that 
optimal rate feedback system which has the fastest slowest mode. Rate feedback systems are 
connected with Kalman's Lur'ie problem paper [2], in fact these systems provide a simple example 
showing that the assumptions of Kalman's main lemma there are insufficient to imply the 
conclusion that there exists a matrix P which is positive definite and defines a Liapounov function. 
Other results which place conditions on the real part of the transfer function on the imaginary axis, 
to imply stability or optimality, are likewise flawed, see for example Refs [3, 4]. 
We delineate some of the properties of the minimax system both mathematically and in terms 
of examples, a number of examples are from the thesis of Namiri [5]. Our methods have achieved 
only partial results concerning the characterization f minimax systems. However, we present a 
conjecture which we have verified in a number of special cases, which if shown to be generally valid 
would characterize minimax systems. 
We will try to indicate the connections of our problem to classical stability theory and network 
theory. A bibliography of relevant material is included. 
1. I. Mathematical Preliminaries 
Let K be a real symmetric positive definite matrix of dimension , with distinct eigenvalues 
fl~ < fit+t, i = 1 . . . . .  n. Consider the completely controllable linear real system 
z(O) = c, 
51 
(1) 
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with 
(:) Z ~ , 
a 2n vector and x and g n-vectors. 
A rate feedback system has the scalar u = -a '2 ,  where a is some n-vector. We will assume from 
now on that (0, a') the 2n column vector is completely observable as a sensor. It is well-known 
that the optimal control problem 
subject o (1.0) has a solution 
V°(c) = inf ~'[°~ 
(a':¢): + u 2 
u d0 2 
V°(c) = 1/21tcLl , 
where P is the unique positive definite solution of 
o). 
with 
'0) 
In fact more is true. We have the following. 
Theorem 1 
The solution of equation (3) is in fact the solution of 
ds, (2) 
o) 
+ = o, (3) GQ' 
F 'P  + PF  = O, (4) 
prov id ing  sgn(et ,  g )  = sgn(ek, a), where e, are the eigenvectors of K. 
Proof. Note that any positive definite solution of equation (4) satisfies equation (3) and by 
uniqueness i the only solution. We proceed to produce a solution of equation (4); let 
,-(o o) 
with .4 and C symmetric and positive definite and Cg = a. In order to satisfy the first equation 
let C = f (K )  and A = Kf (K)  with 
where gk = (ek, g) and ak -- (e,, a) 
k = l , . . . ,n .  
:(~,)gk -- a~ 
and f(K) being positive definite implies f (B,)>O for 
Remarks 
Compare this result with the "main lemma" of Ref. [2]. For the readers benefit we reproduce 
here the statement of the "main lemma": 
Given a real number ~, two real-n-vectors, g, k and a real n x n matrix F. Let ~/> 0, 
F stable, and (F, g) completely controllable. Then a real n-vector q satisfying 
(5a) F'P + PF= -qq'  
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and 
(5b) Pg =k + x/~q 
exists if and only if 
½7 + Re(k'(zogI - F)- lg)  >>. 0 for all real co. 
Observe that equation (Sa) and the stability o fF  imply that P is symmetric nonnegative 
definite. 
The last line, (my emphasis) is a conclusion in Ref. [2] from the lemma and is used to construct 
a purported Liapounov function for the Lur'ie problem. The following example shows the 
conclusion and construction are invalid. 
Example 
P=/a  
with k 2 negative, further 
k2o9 
k'0o91 - F)- ig = 1 - o92, (5) 
where 
F'P + PF = 0, 
(M - F ' )P + P(s I  - F) = (~ + s)P,  
$ '(Y)P + P~, (s) = (,~ + s)~, '(g)P$ (s), 
¢(s )  = (s l  - F ) - ' ,  
g'C,'(e)Pg + g'PC/(s)g = (~ + s)g'~'(e)eC(s)g, 
Re a'~k(s)g = Re sg'~k'(g)P~b(s)g, 
Definition 2 
Let p(s) be a monic polynomial, it is Hurwitz iff Re s~ < 0 whenever p(s~) = O. 
Re k'Oo9I - F)-Ig = O, 
which satisfies the condition in the main lemma of Ref. [2]. However 
F'P + PF= -qq ' ,  
Pg= k + x/~q, 
has no nonnegative definite solution, a is negative and q = 0. It is easy to construct an example 
with q unequal to zero by simply taking the tensor product of this example system matrices with 
an asymptotically stable completely controllable system, which results in a P which is indefinite. 
Such an example again cannot be used to assert he stability of the corresponding Lur'ie system. 
Notice that system (5) is not positive real since residues at +t  are negative. In general conditions 
on the real part of an analytic function on the imaginary axis are not sufficient o guarantee the 
existence of a positive definite solution of the Riccati equation. Leftshetz in Ref. [6] also noted that 
Kalman's paper was flawed. 
Definition 1 
f (s )  is positive real iff it is analytic and real for real s, as well as satisfying Ref(s) > 0, when 
Re s > 0, see Ref. [7]. 
The following sequence of equations from Ref. [2] gives the connection between positive real 
functions and solutions of equations of (4): 
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Remark 
Hurwitz implies that a~ > 0, where the ai are the coefficients of the polynomial. 
Theorem 2 
p(s) is Hurwitz iff O(s)/E(s) is positive real and O(s), E(s) have no common factor [where 
p (s ) - - -E (s )+O(s )  and E(s), O(s) are polynomials with only even and odd powers of s, 
respectively]. 
Proof. Assume O(s)/E(s) is positive real and O, E are relatively prime then if So is a root o fp(s)  
then we have either 
O(so) = 0 
or  
O(so) 
Re - -  = - 1. 
E(so) 
The first case is not possible as O and E would have a common root. Now in the second case 
Re so < 0 as if Re So >/0 then Re O(so)/E(so) >t 0 as O/E is positive real and So is not a pole of O/E. 
I f  p(s) is Hurwitz, then let F, g be the associated state space realization 
0 (s___~) = h (sI - F)-'g, 
E(s) 
F= 
0 1 0 
0 0 1 
. ' ,  . 
-ao 0 -a2 
h,= 
I 0 
al 
0 
a3 
a2i + t > O, 
g = 
since p(s) is asymptotically stable. 
Now 
I 1, 
p(s) = det(sl - r )  = det(sI - F + gh) 
= det(sI - F)( I  + h(sl - F)-tg). 
As (h, F) is completely observable there is no pole zero cancelation in h (s I -  F)-tg. Since/v is 
asymptotically stable, it follows that 
f: P = er~2h'he rsds, 
with P positive definite. From the definition of O(s) and E(s), 
O(~3 O(-~i) 
p(y i )=0=, - l=  or ~ = 1 .  
g(y~) E ( -~)  
Minimax control 55 
Now 
; 00 Pg = 2 erSh'herSg ds. 
Since e;er"= e:e "~, for e~a left eigenvector of F', then 
but 
If e~ are a basis, 
or  
~0 °t~ e:Pg = 2 e,h'h exp((?J + ~s)g ds, 
= -2eih'h(yJ + ~-ig,  
= 2eih'h(-7~I - j~-lg, 
0( -~)  
E ( -?3  l 
h( -y , I -F ) - 'g  = O(_y , ) -~ ,  
I + - -  
E( - ) ' , )  
e:Pg= e:h'. 
Pg ~ht~ 
F'P + p1¢ = -2h'h, 
Pg ~ ht~ 
F'P + PF=O, 
but the last two equations imply h(s l -  F)-~g is positive real as we have shown previously. If e~ 
do not form a basis the result follows by continuity. 
Definition 3 
R(s), a rational positive real function, is lossless iff R(s)= -R( -s ) .  
Theorem 3 
The following are equivalent; assuming R(s) rational: 
(1) R(s) is lossless positive real vanishing at ~ .  
R(s )  = 
k :  
~=ls2+/~ ~ k~>0, /~>0 (2) 
and/~'s distinct. 
(3) R(s )  = 
k>O 
ks( s2 + XI)( s2 + X2)" " "(s2+z.-I) 
(s 2 +/L)""  (s 2 +/L) 
/~>0 Z,>0 /~<Z~</~i+l. 
Proof. See Ref. [8]. 
A useful concept for a feedback system is that of minimal line as it gives a best possible estimate 
of the stability margin. 
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Definition 4 
A line parallel to the imaginary axis in the complex plane is a minimal ine for a rate optimal 
system iff every pole of the system lies to the left of the minimal ine and at least one pole of the 
system lies on the line. 
Remark 
A rate feedback system for equation (1) has closed loop transfer function q(s) of the form 
l/(~b (s)+ k~ (s)) with both polynomials ~b and s~b polynomials in s 2. In fact ~b (s) = IIT~ 1(s2+ fl~) 
with fli the eigenvalues of K, see equation (1) and ~b(s) = s 1-I77.~'(s 2 + ~)  with the x~'s interlacing 
the fl~'s, when the system is optimal as we have assumed complete controllability and observability. 
For an optimal rate feedback system with closed loop poles the roots of tk(s)+ k~k(s), let 
R (k,)~, . . . . .  )~._,) = min  (I Re(s,)l I[ '~(s,) + kO (s,) = o). 
i=  I . . . . .  2n  
We are now in a position to define a minimax system as the following. 
Definition 5 
An optimal rate feedback system with the closed loop poles of the system given by the roots of 
~(s)  + k°d/°(s), where ff°(s) = s 1I7= I ( s2 + X °) is minimax iff 
R(k° ,z  ° . . . . .  Z°_ , )= sup R(k,z~ . . . . .  Z~-,). 
k ,~ l  . . . . .  Zn - I 
(6) 
Since the constant term of the closed loop polynomial for rate feedback systems i fll • • • fl~ we have; 
Consequently the real part o f  a root on the minimal ine is bounded for  all k. From now on we confine 
our attention to optimal rate feedback systems. Now SUPk.x, .... R(k,  ~ , . . . ,  ~_  t) is attained since 
R is bounded above by the preceding remark. Further R(k,  ~ , , . . . ,  X~-~) is a continuous function 
of its arguments since p(s)  is monic and it is well-known in this case the roots are continuous 
functions of the polynomial coefficients. Hence it follows that 
sup k,xt . . . . .  Xn R(k,  X~ . . . . .  Zn_ ~) = max max R(k,  Xi, • • •, X~). 
O~k~N f l i~ i~f l i  + l  
This argument shows that minimax systems exist. 
The following series of lemmas delineate some of the geometry of minimax systems, that is 
possible closed loop pole configurations. These results were useful in debugging numerical design 
programs. 
Lemma I 
If si is on the minimal line then 
1 g]],2, 
IRe s,)l 4 (n  _ - 
where # is the arithmetic mean and g the geometric mean of the fli's. 
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Proof. Let 
¢(s) + k¢(s) = I-I ( s2 + a,s + B,), 
~ .,+ Y A,Aj= i/~,. 
i= I i# j  i= 1 
1~ 1 ( )  
A,Aj = ~ - - ~ B, <~ ~ - l iB ,  tl.. 
n i# j  n 
or as 
FI,8,= Fin, 
(n -  1) min A~2 ~</~-g, 
i=  I . .  "n 
lAy  -< 1 
mint~ ) -~ ~ ( / ~  -g ) ,  
IRe(s , " -<[~(~-g) l  '/2. 
Lemma 2 
Suppose so is complex and p(So) = 0 then Is012 is in the convex hull of fl,, i = 1 •. • n. 
Proof. 
k----L-' = -1  
'= lSo+~ 
So 
or 
2 = - -1,  
,=1 SO+s ~ 
in particular 
, - ,  
, 
Hence if sin ~b # 0, where So = Is0 ]et*, then 
k, fli 
Isor-- 
which implies the following result. 
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Lemma 3 
Let s~ be on the minimal line and complex then 
Is, 
IRe s,I-< minls, I... I~.1 < ( t l . .  l.) ''~ 
Proof .  Easy. 
Lemma 4 
Let aia = Im(2~l-lk,j.k = l ...... (272. + ilk)) and suppose ~.~ = x + x/:-S~y~, i = 1 . . . . .  n, then 
Y, H (ilk - fl,)(y~ -y~)  = det(au) # O. 
k>i  
When 0 < i l  < f12 < " " " < ft. and y~ # yj unless i = j .  In fact the determinant is independent of x! 
Proof. Let A = (aq) then A = B • C, where 
~J-,_ ~J-, 
B -~ (bij); bq = 2 
and C = (%), where 
H (x + ilk) = ~ x ~- lc,j, 
k#j  i= I 
H H ( - i ,+  t~) 
deeC= ' k#i =f l  H( f l k - f l , ) ,  
H(-i,+lj) "'~>' 
i>] 
as  
is diagonal. Now 
1-#, (-i,): "' (-fl,)"-' 1 
1 - -  f12 . . . . . . . . .  
• 'C  
l - i .  (_'ft.)2 . . .  ( - f t . ) " - '  
det B = f i  y;. det B* 
i=1 
2j-2 
B*= (b~j)*, b~ = ~ 2~0[,) 2j-2-k. 
k=0 
Notice that b~ is an even polynomial in y~ of degree 2j - 2 with leading coefficient ( -  1) j. Further 
j - I  
b~ = ~. (y,)2kf{(x). 
k=O 
The coefficients of the polynomial do not vary as the row changes. By judicious linear combinations 
of the previous columns the j column of b~ can be reduced to 
[ y~j-2 
y~-2 
(--1)J • 
y2]-2 
In consequence of the above reduction the determinant of B* = H~>j(-y~ + yf). 
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Notice that 
p'(s) ds + ~ s 2~- I dk~ = 0 
i - I  
o r  
ds  
- ~ s 2~- l dk~ 
i~ l  
'(s) + kC,'(s)' 
so that if all roots lie on the minimal ine and are simple then mi Re(dst) = Z/a~./dkj with m~ > 0. 
Since we have just demonstrated lad 0, it follows that Re(ds~) can be made simultaneously 
negative for each i. Hence for the case of all roots on the minimal ine a minimax system has at 
least one root which is not simple. 
2. CHARACTERIZ ING MINIMAX DESIGNS 
In order to find minimax designs it is necessary to distinguish them from other rate optimal 
systems. The idea of minimal ine is useful toward this end; 
The following is a conjecture, which we will prove in some special cases; 
Conjecture: A minimax system is an optimal rate feedback system which has a pole 
of multiplicity greater than one on the minimal ine. 
The conjecture becomes a theorem in the following cases: 
(1) n ~< 4, n is the number of oscillators this follows easily from the implicit function 
theorem, see Ref. [9]. 
(2) All poles are on the minimal line, see Lemma 4 of the previous ection. 
(3) One pole on the minimal ine; is a consequence of the continuity of the roots of 
a monic polynomial as functions of the coefficients of the polynomial and the 
implicit function theorem, see Ref. [9]. 
In order to demonstrate he conjecture in general, it is necessary to demonstrate he existence of 
a preimage for some point of the positive orthant, for the map determined by the real part of the 
matrix (aij), where ai./= s~/- 1/p,(st). The indices vary as i = 1 , . . . ,  k, where i indexes the roots of 
p(s) on the minimal ine and j = 1 . . . . .  n, see the proof of Lemma 3 to understand this viewpoint. 
The matrix (aij) is an alternant, see Ref. [10]. 
3. MINIMAX EXAMPLES 
This section contains ome examples of the minimax solutions. The design for the systems with 
flexible modes up to four are obtained analytically. The closed form solution for cases with n = 3 
(three flexible modes) is evaluated using implicit function theory and the solutions for higher order 
systems are evaluated igitally using computer programs, see Ref. [5]. Refs [11-15] were relevant 
for the numerical study. 
3.1. Cases with n = I 
The minimax solution, when only one flexible mode is involved, can be easily calculated by taking 
the resultant of P(s) and dP(s)/ds. The solution is always a double point on the real axis, 
P(s) = s: + ks + fll = O, 
P'(s) = 2s + k, 
=~ k = 2x//~t. 
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j~ 
i;i, 
-% 
Fig. 1. Three-dimensional root locus for one case. 
Figure 1 shows a three-dimensional root locus for the case/~1 = 2, with minimax solution (double 
point) at - 1.4142 + 0.01. 
3.2. Cases  wi th  n = 2 
We consider the case n = 2, since the minimax solution has at least one double root, the condition 
on the closed loop roots becomes: 
s 4 + (13, + ~2)s ~ + 13,1~2 + sk(F  + Z~) = (s 2 + as  + a )  2 
and 
~l ~- ~%/~1 2, 
determines the asymptotic zeros 
k = 2A -- 2 (~2 - ~ /~ l )  = gain .  
3.3. Cases  wi th  n = 3 
Let us examine the case where three flexible modes are to be controlled. It should be noted that 
a triple point is a special case and for a three mode system it is the best solution. However, it occurs 
only for specific values of ~[s. For the case n = 3, a condition which assures that double point 
occurs on the minimal ine can be obtained by setting the Jacobian of the following sets of nonlinear 
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ROOT LOCUS 
GAIN - 0,996 
X i = 0.181, 0.425 
SOLUTION P~)INT 
-0.0948 +0.4396 DOUBLE POINT 
-0.3183 ±0.7600 
A - MINIMAX SOLUTION 
I , I 
-1.0 -0.8 
1.0 
O.S 
P 
0.6 _~ 
X ,< 
>. 
)o.4 
I (10.2 
-0.6 -0.4 -0.2 
REAL AXIS 
Fig. 2. The root locus and gain plots for three cases. 
equations (namely, ft ,f2,f3) equal zero. These equations are derived by setting the even coefficients 
of equations (3.3-1) to zero, see [30]: 
(.$2 ..~ fll )( $2 + ~2)( "~2 + f13) + ks( $2 + Z, )( s2 + Z2) = ($2 + AS + B)2(S 2 + Cs + D) = O, 
ft D + 2AC + A2 + 2B-c ]  =0, 
f: (A 2 + 2B)D + 2ABC + B 2 - c2 = O, 
f3 B2D-c3=O,  
(3.3-1) 
where cl=F,~.,flt, c2=fl, fl2+ fl~fl3+ fl2fl3, c3=l-I~=,flj or AD =BC,  which is necessary and 
sufficient for the vanishing of the Jacobian, d(f~ ,f2,f3)/d(B, C, D). 
This condition can be checked using the following example. It is clear that the task is to come 
up with the design parameters k, ~, and X2, given/~1, f12 and 1/3, to establish the minimax criteria. 
As an example, consider 
f l ,=~,  f12=¼, f13=l. 
The solution for this case is as follows, see Ref. [5]: 
A = 0.1896, gain = k = 0.996, closed loop roots are: 
B = 0.2022, Xl = 0.18, s = - 0.0948 + 0.4396i double root, 
C -- 0.6366, ;(2 -- 0.425, s = -0 .3183 + 0.76i single root, 
D = 0.679. 
The root locus for the minimax solution is given in Fig. 2. As it is shown, there is a double point 
at the bottom and a single point at the top. The dual situation a double point above with a singleton 
CAMWA 19/4--E 
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ROOT LOCUS 
~i  " 4.4944, 19.7136, 108.16, 197.9649, 244.6096, 378.3025 
GAIN = 17.7187 
Xi - 10.1984, 53.3174, 164,1572, 219.66, 278.672 
"-J20 
) 
12 
r 
i lo 
- -8  
,( 
SOLUTION POINT 
-1.1942 +2.8290 
- -  6 -1,5365 +-3.4158 
-2.6817 +-10.102 
-1.1311 ¢14.573 
-1.1227 +-14.569 ~ I i  
-1.1932 +16.273 ,, 
A - MINIMAX SOLUTION 
I I I I I i I m 
-4.0 -3.o -2.o -1.o 
REAL  AXIS 
Fig. 3. The root locus and gain plots for six cases. 
ta 
X < 
=: 
z 
O < 
below, both on the same minimal ine can be minimax, for example if f l l  = 1, f12 = 4, and f13 = 9. 
In fact in this case the roots are the reciprocals of the previous example. 
3.4. Cases with n > 3 
Trying to analyze the problem for higher order systems (more than three flexible modes) becomes 
analytically intractable. Therefore, the problem was coded on digital computers, using different 
optimization programs, see Refs [12-15]. Description of the programs and the observations 
gathered from numerous test runs are given in Ref. [5]. 
As an example let us consider a case where there are six modes to be controlled, with 
f l i=4.4944, 19.7136, 108.16, 197.9649, 244.6096, 378.3025. 
The root locus for the minimax solution obtained for this case is given in Fig. 3. As it is indicated 
the solution point contains a double point with two single points on the minimal line with two other 
single points to the left of  the minimal line. 
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