Resting-state functional magnetic resonance image is a useful technique for investigating brain functional connectivity at rest. In this work, we develop flexible regression models and methods for determining differences in resting-state functional connectivity as a function of age, gender, drug intervention, or neuropsychiatric disorders. We propose two complementary methods for identifying changes of edges and subgraphs. (i) For detecting changes of edges, we select the optimal model at each edge and then conduct contrast tests to identify the effects of the important variables while controlling the familywise error rate. (ii) We adopt the network-based statistics method to improve power by incorporating the graph topological structure. Both methods have wide applications for low signal-to-noise ratio data. We propose stability criteria for the choice of threshold in the network-based statistics procedure and utilize efficient massive parallel procedure to speed up the estimation and inference procedure. Results from our simulation studies show that the thresholds chosen by the proposed stability criteria outperform the Bonferroni threshold. To demonstrate applicability, we use both methods in the context of the Oxytocin and Aging Study to determine effects of age, gender, and drug treatment on resting-state functional connectivity, as well as in the context of the Autism Brain Imaging Data Exchange Study to determine effects of autism spectrum disorder on functional connectivity at rest.
Introduction
Graphical model and network analysis have attracted considerable attention in the statistical and mathematical fields as well as in computer science over the past few decades. One application of graphical model and network analysis is in brain functional connectivity analysis. For region-to-region functional connectivity analysis, there are several levels of approaches. In whole brain-level analysis, the multivariate distance matrix regression (MDMR; [1] ) has been used to study differences in functional connectivity between diagnostic groups [2] . Using pseudo-F tests based on a distance matrix, MDMR provides analysis of variance (ANOVA) test results without multivariate normality assumption for the outcomes. For edgewise analysis, the sum of powered score test has been developed [3] with edges defined as the regionto-region connections. For subgraph-level analysis, the network-based statistics (NBS) testing procedure has been proposed for thresholded subgraphs [4] , with subgraphs defined as topologically connected edges. However, those aforementioned methods for edgewise and subgraph analysis focus on two-group comparison, and their extension to general regression analysis is nontrivial.
In this work, we develop flexible regression models and methods for detecting functional connectivity differences associated with variables of interest. Our goals are twofold: (i) to test whether there is an overall functional connectivity difference among different groups, such as male versus female participants, older versus younger participants, participants who have received oxytocin treatment versus participants who have received placebo, or patients with autism versus healthy participants, using the MDMR method; (ii) to identify the specific edges and subgraphs that drive the overall difference under a general regression model while correcting for multiple comparison and incorporating graphical structure.
For detecting the effects of variables of interest on the edges, we first select the optimal model from a set of candidate models at each edge. We then use linear contrast tests or ANOVA F-tests to detect the effects of the variables of interest based on the selected model while controlling the familywise error rate (FWER) for all the edges. For the subgraph-level test, we adopt the NBS method to improve power by incorporating the graph's topological structure. An advantage of the edgewise testing method is that it generates very specific findings. A disadvantage of this method is that it is conservative and does not account for the graphical structure. In contrast, the NBS method has the advantage of high power. However, its results are not specific and depend on the choice of threshold. Thus, use of both these two methods in a complementary fashion offers potential for a wide range of applications to low signalto-noise ratio data. To fully take advantage of the NBS method, we propose stability criteria for the choice of threshold. Furthermore, we implement massive parallel estimation and inference procedure to reduce the computational time, as both the edgewise and the subgraph methods are based on permutations.
The remainder of the paper is structured as follows. Section 2 introduces the two motivating examples. Section 3 presents the proposed methods. Sections 4 and 5 show the results of the simulation studies and applications in two neuroimaging studies. Section 6 concludes with a discussion of our work.
Two motivating examples
Resting-state functional magnetic resonance image (rsfMRI) is a functional neuroimaging modality for evaluating regional interactions occurring when a participant is not conducting any specific task [5] . The resting brain activity is quantified by the blood-oxygen-level-dependent signal, which reflects changes in blood flow in the brain. rsfMRI is useful for investigating functional connectivity of the brain at rest and for examining alterations in the brain connectivity as a function of, for instance, age, gender, drug treatment, or neuropsychiatric diseases. Based on well-established anatomical or functional atlases, the whole brain is parcellated into approximately 100 regions of interest (ROIs). The blood-oxygen-leveldependent time series are first averaged across the voxels within each ROI. Next, the intrinsic functional connectivity (iFC) map is obtained by computing the pairwise Pearson correlation of those averaged time series. Let R be the number of ROIs. The iFC map for a participant is an R×R correlation matrix. Usually, Fisher transformation is applied to achieve normal distribution of the correlations.
The Oxytocin and Aging Study
The Oxytocin and Aging Study is a double-blind, placebo-controlled, randomized trial of healthy young and older men and women [6] . The study aims at investigation of the effect of intranasal oxytocin administration on modulating processing of social-cognitive and affective information as well as to determine oxytocin's mechanisms in the brain that underlie this modulation by use of resting-state functional connectivity. The study comprises a full factorial design with three factors: age (young; older), gender (female; male), and treatment (oxytocin; placebo). The mean ages for the young and older groups were 22.7 (SD = 3.02) and 71.2 (SD = 5.19) years, respectively. Participants were randomly assigned to intranasally self-administer either oxytocin or placebo. rsfMRI data were collected for 83 participants. The rsfMRI scan lasted about 8 min, and 240 time points were acquired. After exclusion of four participants with excessive head motion and two left-handed participants, the final sample comprised 77 participants with 38 young (50% female) and 39 older (56% female) participants.
We applied the standard preprocessing procedures including slice time correction, motion correction, spatial normalization, and smoothing as implemented in the Functional Connectivity Toolbox [7] . Using the atlas developed by [8] , we parcellated the brain into 132 ROIs. We computed the iFC map for each participant and applied Fisher transformation. This resulted in a 132 × 132 Fisher-transformed iFC map (correlation matrix) for each participant.
In the current study, we are particularly interested in testing the effects of age, gender, and treatment on functional connectivity at rest. However, existing methods developed for two-group comparison cannot be directly applied, when there is potential for interaction effects. For example, it has shown that there is a strong age by gender interaction in the lifespan developmental trajectories of functional homotopy [9] . Therefore, we extend the methods to test the effects of age, gender, and treatment on resting-state functional connectivity under a general regression model. 
The Autism Brain Imaging Data Exchange (ABIDE) Study
The ABIDE Study [10] is a multi-site observational study on autism spectrum disorder (ASD). For developmental disorders such as ASD, researchers are particularly interested in examining the abnormality of neurodevelopmental trajectories [11] . Thus, one aim of the ABIDE Study is to determine the extent to which ASD impacted brain functional connectivity at rest and to investigate how age interacted with an effect of ASD on resting-state functional connectivity. There were data from 674 male participants (across sites) after exclusion of participants with excessive head motion. The final sample comprised 304 ASD patients and 370 typical controls with an age range from 6 to 40 years.
The following standard preprocessing steps were applied to the rsfMRI data: slice timing correction, motion realignment, intensity normalization, nuisance signal correction, temporal filtering, registration to the Montreal Neurological Institute template, and spatial filtering. Participants' iFC maps were computed based on the Harvard-Oxford Atlas [12] , which includes 112 ROIs with 48 cortical and eight subcortical regions in each hemisphere of the brain. Applying the Fisher transformation resulted in a 112 × 112 matrix of Fisher-transformed correlations for each individual as a measure of resting-state functional connectivity between pairs of ROIs.
Given the large age range (6-40 years) in the ABIDE Study, the potential nonlinearity for the age trajectories has to be considered [13] . To avoid bias due to misspecified linear models, we will consider varying coefficient models [14] .
Methods
In this section, we propose methods for detecting edgewise and subgraph level resting-state functional connectivity changes.
Edgewise model selection and testing
We consider the following univariate generic linear model at the (r, s)th edge, for 1 ⩽ r < s ⩽ R,
where X i is a q x × 1 vector of variables of interest, Z i is a q z × 1 vector of covariates, x,rs and z,rs are the corresponding coefficients, and n is the number of participants. The measurement errors i,rs , i = 1, · · · , n, at the (r, s)th edge are assumed to be independent and identically distributed and follow normal distribution with mean zero and variance 2 rs . As we are considering the univariate model at each edge, the correlations between different edges are not modeled here (see also [15] ). In model (1), X i can include age, gender, and treatment variables as well as their interaction terms in the Oxytocin and Aging sample. Under the generic model, model selection is conducted to improve efficiency for estimation and power for testing. We propose the following simultaneous selection and testing procedure based on p-values for the overall effects of X i .
Let S l , l = 1, · · · , L, be appropriate subsets of {1, · · · , q x } for X i , which lead to reasonable sub-models of (1). For example, if a higher-order interaction term is included in a model, then the lower-order terms should also be included. For each sub-model, we consider the following hypothesis at each edge: p rs,l through a permutation procedure (see also Chapter 2 in [16] ), which is denoted as P 0 . Let c be the lower th quantile of P 0 . The null hypothesis is rejected at the (r, s)th edge, if p * rs < c . The FWER is maintained at the nominal level across all edges, that is,
Here, '|H 0 ' means 'assuming all the null hypotheses are true'. We obtain the null distribution P 0 by permuting the participant ID of the predictors X i . Specifically, we obtain the permuted predictors { X (1) , · · · , X (n) } by permuting the participant ID {1, · · · , n}, where (.) is the permutation operator and the predictors X i is permuted as a block. During the permutation, we keep the structure between the outcomes and the covariates Z i fixed. This nonparametric estimation of P 0 does not assume independence among the N e tests. The p-value at each edge can be calculated based on the estimate of P 0 . We will show in both data examples that the selection improves power for testing the overall effect compared with a full model-based approach. For those edges with significant overall effects, we conduct further contrast tests or ANOVA tests for each variable of interest. The Bonferroni correction is applied for those follow-up tests.
Efficient massive parallel algorithm.
As the number of regions R increases, the number of edges increases quadratically. For instance, when R increases from 100 to 200, the total number of pairs increases from 4950 to 19,900. In practice, to obtain accurate p-values, thousands of permutations have to be conducted for the derivation of the empirical null distribution. Consequently, the edgewise estimation and inference procedure are computationally intensive when the number of edges is large. By taking advantage of the identical design matrix for all the edges, we use efficient massive parallel algorithm to speed up the estimation and inference procedure. Let X * = [X ∶ Z] be the stacked design matrix.
) T and denote Y rs as the vector of outcomes at the (r, s)th edge. We havê
where H = X * (X * T X * ) −1 X * T is the projection matrix and I is an identity matrix. The residual sum of squares is given by RSS rs =̂T rŝr s = Y T rs (I − H)Y rs . We rewrite the formula in matrix format for all the edges as follows:̂= (
where Y is the n × N e outcome matrix and is the N e × 1 vector of residual sum of squares at all the edges. Analogously, under the null hypothesis, we compute the estimate of and the residual sum of squares denoted as . Based on the two vectors of residual sum of squares and , we calculate the F-test statistics and the p-values at each of the N e edges. We utilize the R package vows [15] to implement the massive parallel method.
Network-based statistics for subgraph-level testing
Let c be a predetermined small threshold, and let p rs be the p-value of a test for hypothesis (2) at the (r, s)th edge. The NBS testing procedure [4] assumes that the edges associated with the variable of interest are not isolated from each other and form a cluster. More specifically, based on massive univariate models (1), the NBS method selects edges with p-values of tests for hypothesis (2) 
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threshold c. Subgraphs are determined on those selected edges, which comprise topologically connected edges. The number of edges in each subgraph (i.e., the size of the subgraph) is used as the test statistics. Permutation is utilized to obtain the null distribution of the test statistics [17] . The procedure comprises the following steps:
In step 1, we screen edges with p-value below the threshold c, that is,
In step 2, we determine connected subgraphs G 1 , · · · , G m among those selected edges and compute the number of edges for each of the subgraphs. Isolated edges are ignored, because they are likely due to randomness. In contrast to the edgewise hypotheses (2), the subgraph-level hypotheses of interest are H 0 ∶ there is no effect of the predictors X i on G j versus
, where V j are the nodes and E j are the edges. Denote A j as the adjacency matrix for G j such that its element a j,rs equals one when there is an edge from node r to node s and equals zero when there is no edge [18] . Here, ∪ m j=1
For each subgraph G j , all the nodes are connected. That is, there is at least one path in the subgraph between two nodes, while the nodes in different subgraphs are disconnected. We use the clusters function in the R package igraph for searching the subgraphs in E [19] . We compute the number of edges in each subgraph and denote it as T j = |E j | = ∑ 
where I(.) is the indicator function. Denote c as the (1 − )th sample quantile for the null distribution of T G . In step 4, we reject the null hypothesis for subgraph G j , if T j > c . The adjusted p-values can be obtained by Pr
. The FWER is controlled for the subgraph-level tests, because
In general, as a subgraph-level test, the NBS test is more powerful for functional connectivity analysis than the edgewise testing described in Section 3.1, because the number of edges N e is usually much larger than the number of subgraphs under consideration m. By reducing the number of tests, the power of the NBS test is improved. In addition, NBS also has visualization advantages for the identified subgraphs, because topologically all the nodes in each subgraph are connected.
Stability selection for the threshold.
Stability selection was first used in clustering analysis for the choice of number of clusters [20, 21] . It was then further developed for variable selection in regression models [22] and graphical models [23, 24] for selecting the tuning parameter with the penalty term. Random sampling of the subjects such as bootstrap or subsample without replacement is often used to generate the stability criteria. In the recent work [25] , bootstrap of the time series was used to obtain the variation of the graphical summary indices. Stability criteria have been shown to outperform other methods such as cross-validation, AIC, and BIC [24] .
Despite the aforementioned advantages, the power of the NBS test depends on the arbitrarily specified threshold c. To our knowledge, there is no rigorous selection criterion for the choice of the threshold. To take full advantage of the NBS method, we developed stability criteria for the choice of the threshold. In particular, bootstrapped or Jackknife samples are drawn first. Next, the samples are pursued with edgewise testing and thresholding for obtaining the graphs. The graph size, or the similarity among the graphs, is computed. The coefficient of variation (CV) of the graph size or the graph similarity is used as the stability criterion for the choice of threshold. The basic idea is to choose the graph with a high chance of reproducibility. The procedure comprises the following steps:
In step 1, we bootstrap the original sample. Denote (
) as the bootstrap samples, where B is the number of bootstrap samples. The Jackknife method can also be used, especially when the sample size is moderate. In step 2, for a sequence of pre-specified thresholds {c 1 , · · · , c K }, we apply the edgewise testing procedure and threshold the p-values for each bootstrapped sample to obtain the graphs
is the graph corresponding to threshold c j in a bootstrap sample b. In step 3, we compute the graph size or similarity among the graphs
The CV of the subgraph size or similarity is computed and used as the criterion for the choice of threshold.
Denote A(b, c j ) and T(b, c j ) as the adjacency matrix and the number of edges for G(b, c j ), respectively. In step 3, we consider two criteria. We choose c * by minimizing the CV of the subgraph size
T j ,
is the mean subgraph size averaged across all the B samples. We denote the method as SM1. Alternatively, we consider the following similarity measure between two graphs with adjacency matrices A(b, c j ) and A(b ′ , c j ).
where is a small scalar for controlling the convergence of the series and • is the Hadamard product operator for matrices.
] counts the steps in the random walk of the common subgraphs between G(b, c j ) and G(b ′ , c j ), which is an indicator of similarity between the two graphs [26] . D(c j ) is the similarity matrix among the graphs obtained under the threshold c j . We notice that normalizing by the graph size improves the similarity measure.
are the mean and the CV of the upper triangular elements of D(c j ), respectively. We choose the optimal c * by minimizing
with respect to c j . We denote the method as SM2.
Simulation studies
In this section, we conduct simulations to evaluate the proposed stability selection for the threshold in the NBS method. We compare the proposed selection methods SM1 and SM2 with fixed thresholding including the Bonferroni threshold and a most liberal threshold of 0.05. The Bonferroni threshold is 0.05 divided by the number of tests, which controls the FWER. To evaluate the performance of different methods, we compute the number of false-positive and false-negative edges. We first generate a binary predictor X i , i = 1, · · · , n, from a Bernoulli distribution with success probability p = 0.5. We then generate the outcomes as the mimic Fisher-transformed correlations from multivariate normal distribution based on the following model: Here, is a N e × N e covariance matrix with compound symmetry correlation structure and N e is the total number of edges. The diagonal and off-diagonal components of are 0.3 and 0.1, respectively. We consider R = 40, n = 100 or 150, and three sparsity cases. For cases 1, 2, and 3, we choose the last 5% (39), 10% (78), and 15% (117) edges to have nonzero coefficients to mimic the sparse effects. The nonzero coefficients are specified between 0.45 and 0.6 for case 1, between 0.4 and 0.5 for case 2, and between 0.35 and 0.45 for case 3, which vary across different edges. Figure 1 displays the coefficients for the edges and graph plots for the connected ROIs. Table I summarizes the simulation results. The Bonferroni threshold is conservative and leads to close to zero false-positive edges for all the scenarios. However, the number of false-negative edges is large, especially for cases 2 and 3. In contrast, the hard threshold of 0.05 is the most liberal one. It results in the smallest number of false-negative findings, while the number of false-positive findings is large, as expected, because the threshold of 0.05 does not account for the multiple testing. As shown in Table I , the proposed methods are better than both fixed thresholds in the overall control of false-positive and false-negative findings for all the settings. The SM2 is better than the SM1, as the SM2 accounts for the graph structure while SM1 only considers the graph size. Also, when the sample size is increased from 100 to 150, the performances of the proposed methods improve.
Two applications

The Oxytocin and Aging Study
We apply the MDMR method [1, 2] and our newly developed methods to investigate the effects of age, gender, and treatment on brain functional connectivity at rest. We first compute the distance between two participants' iFC maps by calculating the Frobenius norm of the difference between the two matrices. We then apply the pseudo-F test based on the n × n distance matrix to test the main effects and interaction effects of age, gender, and treatment on iFC. There is a significant age × gender interaction effect (p = 0.015), as well as significant main effects for age (p = 0.002), gender (p = 0.003), and treatment (p = 0.024). Next, we conduct edgewise regression analysis for the Fisher-transformed correlation outcomes using age, gender, treatment, and their interactions as predictors. We consider eight candidate models at each edge. In particular, one model includes only the main effects of age, gender, and treatment as predictors. Additionally, six models include the two-way interactions treatment × age, treatment × gender, and/or age × gender interactions together with the main effects. The saturated model (4) includes all the main and two-way and three-way interaction effects, which is a special case of the generic model (1) . 
where the outcome Y i,rs is the Fisher-transformed Pearson correlation between the rth and the sth ROIs for the ith participant, and Z i is the mean framewise displacement (mFD; [27] ) variable measuring head motion. We apply the method described in Section 3.1 to select the optimal model from the eight candidate models and to test the overall effect of age, gender, or treatment on resting-state connectivity at each edge. (4) without model selection and find 73 significant edges. This is remarkably smaller than the number of significant edges of the selection procedure. We therefore conclude that the proposed procedure is more powerful in detecting the overall effect by selecting the optimal candidate model. Among those 137 selected models, 57% are the main effects model and 32% are the model with age × gender interaction. The saturated model (4) is not selected in any of those 137 models. Following up those edges with significant overall effects, we conduct ANOVA tests to identify the effects for age and treatment, respectively. For the sake of space, we subsequently skip the individual test for the gender variable, as those results can be obtained similarly to age and treatment. Overall, age has a dominant negative effect on most of the ROI-to-ROI connectivity in that older age is associated with lower functional connectivity at rest. There are 113 edges with significant age effect after Bonferroni correction. Because of the small effect size, only two edges survive the Bonferroni correction for the treatment effect.
To improve power, we apply the NBS methods described in Section 3.2 to detect subgraph-level differences. We use the Jackknife procedure to select the thresholds, as the sample size is moderate and bootstrap samples tend to choose less unique participants. The lower limit of the threshold is fixed at the Bonferroni threshold 0.05∕8646 = 5.783 * 10 −6 , while the upper limit is fixed at 0.01. For the overall effect, the SM2 method selects a threshold of 4.7 × 10 −5 . The instability measure displays a monotone decreasing trend in the thresholds. Instead of using the minimum value (i.e., the Bonferroni threshold), 
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we apply the rule of one standard deviation from the minimum, which balances instability and conservativeness. A similar rule is often used in tuning parameter selection in penalized regression methods (e.g., [28] ), where the optimal value balances the predicted mean squared error and model complexity. Thresholding the edges with the selected threshold leads to a graph with 109 nodes and 479 edges. The largest connected subgraph for the overall effect contains 106 nodes and 477 edges. We conduct 1000 permutations to obtain the null distribution of the test statistics T G , with the participant IDs of the age, gender, and treatment variables permuted. The permutation test results in a p-value less than 0.001 for the subgraph. We apply a similar procedure to test the age and treatment effects, with the participant IDs of the age/treatment variable permuted. The SM2 method selects the thresholds 3.0 × 10 −5 and 8.3 × 10 −4 for the age and treatment effects, respectively, achieving the minimum values for the instability criteria. The largest subgraphs defined by thresholding contain 70 nodes and 145 edges for the age effect (excluding three isolated edges) and 15 nodes and 16 edges for the treatment effect. The corresponding p-values are less than 0.001 and 0.234, respectively. Figure 2 displays the brain map of the subgraph with the age effects using the BrainNet Viewer toolbox [29] . The first row from left to right are lateral view of left hemisphere, top side view of brain, and lateral view of right hemisphere. The second row from left to right are medial view of left hemisphere, bottom side view of brain, and medial view of right hemisphere. The third row are frontal side and back side view of brain. As shown, age has a strong effect on resting-state functional connectivity in subcortical ROIs including amygdala, caudate, palladium, and cerebellum, as well as in cortical ROIs including cortex, temporal lobe, and planum polare. Furthermore, age has an effect on both intraand inter-hemisphere connectivity. To summarize the pattern, we utilize the six functional divisions proposed by [30] . These include 10 primary sensory-motor (SM) ROIs, 44 unimodal association ROIs, 23 heteromodal association ROIs, 14 paralimbic ROIs, 4 limbic ROIs, and 37 subcortical ROIs. Table II summarizes the age-related resting-state functional connectivity changes within and between these six functional divisions. As shown, connectivity both within and between functional areas is strongly influenced by age, in that low functional connectivity at rest was associated with old age. The connectivity between primary SM ROIs and the unimodal ROIs, primary SM ROIs and the paralimbic, unimodal, and paralimbic ROIs is most affected. Figure 3 displays the graphical plots for the largest subgraph with treatment effect using igraph. Although the effect of treatment on the subgraph is not statistically significant, there is a trend that oxytocin relative to placebo intranasal administration influences resting-state functional connectivity in the caudate. The caudate is part of the basal ganglia and is known to play an important role in voluntary movement [31] . Low signal-to-noise ratio for the treatment effect may have made it difficult to detect the potential effect by exhaustive search at the edgewise or subgraph level, given the moderate sample size.
The ABIDE Study
In the subsection, we investigate the effects of ASD on resting-state functional connectivity, which may explain the neurobehavioral abnormalities observed among ASD patients. The age range (6-40 years) in the ABIDE Study is quite large. We therefore consider the following varying coefficient models to avoid bias due to misspecified linear models. (5), we are particularly interested in testing the following hypotheses (6) and (7) in sequence.
where c rs is a constant. The null hypothesis in (6) states that there is no group difference between ASD patients and typical controls at the edge. If the null hypothesis in (6) is rejected, we then test (7) for an age by ASD interaction. The null hypothesis in (7) indicates only a main effect of ASD at the edge, while the corresponding alternative hypothesis states that there is an interaction effect between age and ASD, as rs (t) depends on age.
To efficiently study the effects of ASD on resting-state functional connectivity, we consider the following three candidate models: (i) the ASD main effect model with rs (t) = v0,rs ; (ii) ASD main effect and linear interaction with age model with rs (t) = v0,rs + v1,rs × t; and (iii) the B-spline-based general varying coefficient models with rs (t) = B(t) T v,rs . For all the three models, we fit the baseline function with B-spline basis functions.
We start by testing the hypothesis (6) under each of the three candidate models. We select the optimal model from the three candidate models at each of the 6216 edges using the p-values for hypothesis (6) . Approximately, 37% of the selected models are the nonlinear varying coefficient function models. We apply the selection and testing procedure described in Section 3.1 by permuting the ASD variable. There are 53 edges with significant ASD effects. Among those 53 edges, 42 have ASD main effects only, 10 have nonlinear interaction effects of age and ASD, and 1 has a linear interaction effect. Moreover, 48 edges of the 53 are connected and form a subgraph with 29 nodes, which are all cortical ROIs. We further test the ASD by age interaction effect, that is, hypothesis (7), for those 11 edges with (linear or nonlinear) interaction between ASD and age. Bonferroni correction results in four significant edges. We plot the mean trajectories and the varying coefficient functions for two of those four edges in Figure 4 . As shown in the plots, the nonlinear pattern of the varying coefficient functions is convincing and unignorable. The varying coefficient functions show that the difference between ASD patients and typical controls is mainly in the age interval of 12-28 years at the two edges. This result suggests that it is necessary to consider more flexible models than simple linear models. For comparison, we conduct permutation test based on the varying coefficient models without model selection and find 37 significant edges. There is a considerable reduction in the number of significant edges compared with the procedure with model selection, which further supports the advantage of model selection.
Next, we apply the NBS method described in Section 3.2 to improve the power for the tests and for better visualization of the subgraphs. The threshold in the NBS procedure is selected using the proposed stability method SM2. Test of the overall ASD effect, that is, test of hypothesis (6), results in the largest subgraph with 81 nodes and 318 edges after thresholding using the selected threshold. Figure 5 shows the 
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brain map of the subgraph. The subgraph consists of both subcortical and cortical ROIs, in contrast to the one obtained by the method described in Section 3.1. The left and right thalamus, the left caudate, and the right hippocampus are connected with the cortical ROIs. Applying the permutation testing procedure by permuting the ASD variable, we obtain a p-value of less than 0.001 for the subgraph. Furthermore, we test the interaction effect between ASD and age, which is the hypothesis (7). This results in the largest subgraph with 37 edges and 31 nodes with the left and right thalamus also included as shown in Figure 6 . The p-value for the subgraph is less than 0.001. Also, most of those 37 edges show nonlinear deviation in the age trajectory of the ASD patients from the typical controls. For optimized summary of the NBS results, we check the intra-and inter-hemisphere connectivity changes among the 112 left-right corresponding ROIs. Specifically, we summarize within the left/right hemisphere connectivity changes as well as between the left-right hemisphere changes. Among those 318 edges with significant ASD effects, 52 are within the right hemisphere, 91 are within the left hemisphere, and 175 are inter-hemispheric. Among those 37 edges with an ASD by age interaction, 15 are within the right hemisphere, 7 are within the left hemisphere, and 15 are inter-hemispheric. By using the six functional divisions introduced previously [30] , we have 10 primary SM ROIs, 44 unimodal association ROIs, 24 heteromodal association ROIs, 18 paralimbic ROIs, 4 limbic ROIs, and 12 subcortical ROIs. Because of the slightly different paracellation methods, the number of ROIs in each functional division in the ABIDE Study is different from the number in the Oxytocin and Aging Study. the ASD-related connectivity changes in functional connectivity at rest within and between these six functional divisions. As shown, the ASD patients show decreased cortico-cortical connections across all functional divisions, and especially for the unimodal and paralimbic divisions. This is consistent with [10] . The paralimbic area plays an important role in linking emotion with sensory inputs and in learning and memory. The abnormalities of the paralimbic area among the ASD patients in the ABIDE Study are in line with other studies highlighting ASD-related social, cognitive, and affective dysfunctions [10, 33] .
Discussions
In this work, we extend existing methods for brain functional connectivity analysis (usually focusing on two-group comparison) to more flexible regression model scenarios. As demonstrated in the context of our two example applications, flexible models are needed to reduce the potential biases due to misspecified models. The flexible models we considered are able to account for potential interaction effects among the predictors and time-varying nonlinear effects of the predictors. We develop methods that can select the optimal model and test the effects of interest while controlling the FWER. We show in two data applications that selection of the optimal model improved the power of the tests. To utilize the more powerful NBS testing procedure for detecting subgraph-level difference, we develop stability selection criteria for the choice of threshold, which is usually chosen arbitrarily. Our simulation results show that the thresholds chosen by the stability criteria outperform a fixed threshold such as the Bonferroni threshold. However, as the proposed method is the first attempt to determine the threshold in a data driven instead of an empirical way, further research is needed to optimally choose the threshold and to investigate the theoretical properties of the resulting subgraphs. Using the parallel algorithm, it took about 33 min to carry out 1000 permutations for the 8646 edges in the Oxytocin and Aging Study using an iMac computer with a processor of 3.5 GHz and a memory of 32 GB. Although motivated and generated in the context of resting-state functional connectivity analysis, the proposed methods can be easily generalized to other data such as gene network tests for different groups [34] or protein network tests under different conditions [35] . The proposed methods can also be applied to detect changes in structural connectivity derived by fiber tractography.
