Abstract In many 3-D object-detection and pose-estimation problems, run-time performance is of critical importance. However, there usually is time to train the system. We introduce an approach that takes advantage of this fact by formulating wide-baseline matching of keypoints extracted from the input images to those found in the model images as a classification problem. This shifts much of the computational burden to a training phase and eliminates the need for expensive patch preprocessing, without sacrificing recognition performance. This makes our approach highly suitable for real-time operations on low-powered devices. To this end, we developed two related methods. The first uses Random Forests that rely on simple binary tests on image intensities surrounding the keypoints. In the second, we flatten the trees to turn them into simple bit strings, which we will refer to as Ferns, and combine their output in a Naive Bayesian manner. Surprisingly, the Ferns, while simpler, actually perform better than the trees. This is because the Naive Bayesian approach benefits more from the thousands of synthetic training examples we can generate than output averaging as usually performed by Random Forests. Furthermore, the more general partition the trees allow does not appear to be of great use for our problem.
Introduction
In many 3-D object-detection and pose estimation problems ranging from Augmented Reality to Visual Servoing, run-time performance is of critical importance. However, there usually is time to train the system before actually using it. Furthermore 3-D models, or multiple images from which such models can be built, tend to V. Lepetit, P. Fua Ecole Polytechnique Fédérale de Lausanne, Lausanne (Switzerland) be available. As shown in Figure 9 .1, we describe here a technique designed to operate effectively in this context by shifting much of the computational burden to the training phase so that run-time detection becomes both fast and reliable. Our general approach, like many others, relies on matching interest points extracted from training images and those extracted from input images acquired at run-time under potentially large perspective and scale variations. It turns out to be very simple to implement, and to perform as well as SIFT [18] while being faster.
Interest points are usually matched by building affine-invariant descriptors of the surrounding image patches and to compare them across images. This typically involves fine scale selection, rotation correction, and intensity normalization [20, 18] . It results in a high computational overhead and often requires handcrafting the descriptors to achieve insensitivity to specific kinds of distortion.
Instead, we turn this problem into a classification one. More specifically, we consider the set of all possible appearances of each individual object keypoint as a class, which we refer to as a view set. During training, given at least one image of the target object, we extract interest points and generate numerous synthetic views of their possible appearance under perspective distortion, which are then used to train a classifier. It is used at run-time to recognize the keypoints under perspective and scale variations by deciding to which view set, if any, their appearance belongs.
We first consider using Classification Forests [2] , as described in Chapter ??, as the classification technique, because they naturally handle multi-class problems. Furthermore, they are robust and fast, while remaining reasonably easy to train. We then show that the trees can be profitably replaced by non-hierarchical structures that we refer to as Ferns to classify the patches. Each one consists of a small set of binary tests and returns the probability that a patch belongs to any one of the classes that have been learned during training. These responses are then combined in a Naive Bayesian way. As before, we train our classifier by synthesizing many views of the keypoints extracted from a training image as they would appear under different perspective or scale. Thanks to the Naive Baysian approach, the Ferns are more reliable than the trees, while being much faster and simpler to implement. They do not require ad hoc patch normalization, and allow for fast and incremental training.
Wide Baseline Point Matching as a Classification Problem
Our approach to object detection and pose estimation relies on matching keypoints found in an input image against those on a target object O. Once potential correspondences have been established, we apply standard techniques to estimate the 3-D pose. Therefore, the critical step in achieving results such as those depicted in Figure 9 .1 is the fast and robust wide-baseline matching that handling large perspective and scale changes implies, which we formulate below in terms of a classification problem. During training, we first select a set K of K prominent keypoints lying on the object model. At runtime, given an input patch v centered at a keypoint extracted from the input image, we want to decide whether or not its appearance matches that one of the K keypoints in K. In other words, we want to find for v its class label c(v) 2 C = { 1, 1, 2,...,K}, where the 1 label denotes all the points that do not belong to K.
In other tasks such as face detection or character recognition, large training sets of labeled data are usually available. However, for automated pose estimation, it would be impractical to require a very large number of sample images. Instead, to achieve robustness with respect to pose and complex illumination changes, we use a small number of reference images and synthesize many new views of the object using simple rendering techniques. For each keypoint, this gives us a sampling of its view set, the set of all its possible appearances under different viewing conditions. These samplings are virtually infinite training sets. Figure 9 .2 depicts such a sampling for several keypoints.
Keypoint Recognition with Classification Forests
Several classification algorithms, such as K-Nearest Neighbor, Support Vector Machines or neural networks could have been chosen to implement the classifier Y introduced in Section 9.2. Among those, we have found Random Forests, also re-a b ferred to as Randomized Trees [2] or Classification Forests, to be eminently suitable because they naturally handle multi-class problems and are robust and fast, while remaining reasonably easy to train. We describe in this section their application to our specific problem. In the next section, we will show how they can be further simplified into another classifier we call Ferns, while improving the performances.
Random Classification Forests
We briefly recall here how Random Forests can be used for classification. Each internal node of a tree contains a simple test that splits the space of data to be classified, in our case the space of image patches. Each leaf contains an estimate based on training data of the posterior distribution over the classes. A new patch is classified by dropping it down the tree and performing an elementary test at each node that sends it to one side or the other. When it reaches a leaf, it is assigned probabilities of belonging to a class depending on the distribution stored in the leaf. Since the numbers of classes, training examples and possible tests are large in our case, building the optimal tree quickly becomes intractable. Instead, multiple trees are grown so that each tree yields a different partition of the space of image patches. Once the trees T 1 ,...,T T are built, their responses are combined during classification to achieve a better recognition rate that a single tree could. More formally, the tree leaves store posterior probabilities p(c | L t = l(t, v)) = p t (c | v), where c is a label in C, t is the index of the tree, and L t = l(t, v) is the leaf of tree T t reached by patch v. Such probabilities are evaluted during training as the ratio of the number of patches of class c in the training set that reach l and the total number of patches that reach l. Patch v is classified by considering the average of the probabilities
The drawback of classification forests is their greedy use of memory. Their size in memory increases exponentially with the depth, and linearly with the number of trees. For example, a single tree of depth 15 uses about 32 Mb for a 200 classes problem. Therefore, the chosen number of trees and their depth are a trade-off between the computer memory dedicated to store them and the recognition rate. In Section 9.5, we study the influence of these parameters on the recognition rate.
Node Tests
In our implementation, the tests performed at the nodes are simple binary tests based on the difference of intensities of two pixels p 1 and p 2 taken in the neighborhood of the keypoint. We write these tests as
where J (v, p) is the intensity of patch v at pixel location p, after Gaussian smoothing to reduce influence of noise. Such a test can be seen as a test on the polarity between the two locations p i 1 and p i 2 . In all our experiments, the patches are of size 32 ⇥ 32, so that the total number of possible h tests is 2 19 . Fortunately, since realworld images exhibit spatial coherence, only a very small subset is required to yield good recognition rates.
As shown below, a few hundreds of these simple tests are usually enough to classify a patch. This involves only a few hundreds intensity comparisons and additions per patch, and is therefore very fast. Furthermore, because they only depend on the order of the pixel intensities between neighbors, they tend to be fairly insensitive to illumination changes other than those caused by a moving shadow. In other words, to achieve the robustness to illumination effects demonstrated in Figure 9 .1, our technique, unlike many others, does not require us to normalize the pixel intensities, for example by setting the L 2 norm of the intensities to one.
Building the Trees
To improve the recognition rate, we use multiple trees that should partition the patches space in different manners. We experimented with two different methods for building such trees.
The first method is the one described in Chapter ??: The trees are constructed in the classical, top-down manner, where the tests are chosen by a greedy algorithm to best separate the given examples. The expected gain in information is used to evaluate the separation efficiency.
The second method is much faster and simpler: Instead of picking questions according to a criterion, we simply pick a random set, as also done in the Extremely Note that in all cases the normalization lets us achieve better results with fewer trees. However when enough trees are used, it does not improve the rates anymore.
Randomized Trees [10] approach discussed in the next chapter. This can be seen as an extreme simplification of the first method. The two locations p i 1 and p i 2 for each node are picked at random within the patch, independently of the training samples that fall into the node and of the tests performed further up in the tree.
To compare the two tree-building methods we have introduced, we used them both on a set of 200 keypoints. This resulted in two sets of trees whose depth was limited to the same value.
When using the entropy minimizing approach, we first synthesized 100 new views different for each tree to grow. We then recursively built the trees by trying n different tests at each node and keeping the best one according to the information gain. For the root node, we chose n = 10, a very small number, to reduce the correlation between the resulting trees. For all other nodes, we used n = 100d, where d is the depth of the node. Note that this heuristic involves randomizing on both tests and training data. We do the latter mostly to make our greedy algorithm tractable.
In the case of the completely random approach to building trees, p i 1 and p i 2 were simply chosen at random. For the two sets, the tree depth is limited to a given maximal depth, and the posterior probabilities are estimated from 1000 new random views per keypoint.
For this experiment, we used trees with a depth limited to 12, which was found to be a good trade-off between the memory requirements and recognition rate. After having grown the trees, the posterior probabilities in the terminal nodes were estimated using 5000 new training images. We then measured the recognition rate R of the two sets of trees by generating new images under random poses, as the ratio of the number of correctly recognized patches and the total number of generated patches. The evolution of R for the two sets of trees with respect to the number of trees is depicted Figure 9.3(a) . Taking the tests at random usually results in a small loss of reliability at least when the number of trees is not large enough but considerably reduces the learning time. The time dedicated to growing the trees drops from tens of minutes to a few seconds on a 2.8 GHz machine.
We also experimented with normalizing the v patches' orientations both during training and at run-time to achieve higher recognition rates for a given number of trees. As in [18] we attribute a 2-D orientation to the keypoints that is estimated from the histogram of gradient directions in a patch centered at the keypoint. Note that by contrast with [18] , we do not require a particularly repeatable method. We just want it to be reliable enough to reduce variation within classes. Once the orientation of an extracted keypoint is estimated, its neighborhood is rectified. Figure 9 .3(b) compares the recognition rates with this normalization step for the two different methods of selecting the tests. Taking the tests at random results in a slightly larger but still small loss of reliability. More importantly, the normalization gives us significantly improved rates when using only a small number of trees. However, when using a large number of trees, the recognition rates are similar with and without the normalization.
We draw two practical conclusions from these experiments. First, using random tests is sufficient and keeps the learning time reasonable for practical applications. Second, the orientation normalization step is not required, but lets us reduce the number of trees. Therefore the choice of using such a normalization becomes a trade-off between the amount of time required to normalize and to classify, which is proportional to the number of trees. However, in the next section, we discuss an approach closely related to trees that reaches, without normalization, performances similar to the trees when normalization is used, for an equal amount of computations.
Keypoint Recognition with Random Ferns
In this section, we will argue that, when the tests are chosen randomly, the power of our general approach derives not from the tree structure itself but from the fact that combining groups of binary tests yields improved classification rates. To this end, we drop the hierarchical structure of the trees and group the tests into a flat one we call Fern. We first show that our Ferns fit nicely into a Naive Bayesian framework and yield better results and scalability in terms of number of classes. As a result, we can combine many more features, which is key to increasing performance.
Random Ferns
Our general approach is still similar to the one taken with the Randomized Trees in the previous section: Given the patch surrounding a keypoint detected in an image, our task is to assign it to the most likely class. Let h j = h j (v, (p j 1 , p j 2 )), j = 1,...,N be the set of binary features that will be calculated over the patch v we are trying to classify. Formally, we are looking for
where C is a random variable that represents the class. Bayes' Formula yields
Assuming a uniform prior p(C), since the denominator is simply a scaling factor that it is independent from the class, our problem reduces to finding
Since the h j features are very simple, we require many (N ⇡ 300) for accurate classification. Therefore a complete representation of the joint probability in Eq. (9.2) is not feasible since it would require estimating and storing 2 N entries for each class. One way to compress the representation is to assume independence between features. An extreme version is to assume complete independence, that is,
However this completely ignores the correlation between features. To make the problem tractable while accounting for these dependencies, a good compromise is to partition our features into F groups of size S = N F . These groups are what we define as Ferns and we compute the joint probability for features in each Fern. The conditional probability becomes
where ,2) ,...,h s ( f ,S) }, f = 1,...,F represents the f th fern and s ( f , j) is a random permutation function with range 1,...,N. Hence, we follow a Semi-Naive Bayesian [30] approach by modelling only some of the dependencies between features. The viability of such an approach has been shown by [16] in the context of image retrieval applications. In this new method, patch v is therefore classified using:Ŷ
This formulation yields a tractable problem that involves F ⇥ 2 S parameters, with F between 30-50. In practice, as will be shown in Section 9.5, S = 11 yields good re-sults. F ⇥ 2 S is therefore in the order of 80,000, which is much smaller than 2 N with N ⇡ 450 that the full joint probability representation would require. Our formulation is also flexible since performance/memory trade-offs can be made by changing the number of Ferns and their sizes.
Note that we use randomization in feature selection but also in grouping. An alternative approach would involve selecting feature groups to be as independent from each other as possible. This is routinely done by Semi-Naive Bayesian classifiers based on a criteria such as the mutual information between features. However, in practice, we have not found this to be necessary to achieve good performance. We have therefore chosen not to use such a strategy to preserve the simplicity and efficiency of our training scheme and to allow for incremental training.
Training the Ferns
The training phase estimates the class conditional probabilities p(F f | c) for each Fern F f and class c, as described in Eq. (9.3). For each Fern F f we write these terms as:
where we simplify our notations by considering F f to be equal to k if the base 2 number formed by the binary features of F f taken in sequence is equal to k. With this convention, each Fern can take K = 2 S values and we need to estimate the p k,c , k = 1, 2,...,K under the constraint that their sums over k should be equal to 1. The simplest approach would be to assign the maximum likelihood estimate to these parameters from the training samples. For parameter p k,c it is
where N k,c is the number of training samples of class c that evaluates to Fern value k and N c is the total number of samples for class c. These parameters can therefore be estimated for each Fern independently. In practice however, this simple scheme yields poor results because if no training sample for class c evaluates to k, which can easily happen when the number of samples is not infinitely large, both N k,c and p k,c will be zero. Since we multiply the p k,c for all Ferns, it implies that, if the Fern evaluates to k, the corresponding patch can never be associated to class c, no matter the response of the other Ferns. This would make the Ferns far too selective because the fact that p k,c = 0 may simply be an artifact of the necessarily limited size of the training set. To overcome this problem we take p k,c to be where N r represents a regularization term, which behaves as a uniform Dirichlet prior [4] over feature values. If a sample with a specific Fern value is not encountered during training, this scheme will still assign a non-zero value to the corresponding probability. We have found our estimator to be insensitive to the exact value of N r and we use N r = 1 in all our experiments. However, having N r be strictly greater than zero is essential. This tallies with the observation that combining classifiers in a Naive Bayesian fashion can be unreliable if improperly done. In effect, our training scheme marginalizes over the pose space since the class conditional probabilities P(F f | c) depend on the camera poses relative to the object. By densely sampling the pose space and summing over all samples, we marginalize over these pose parameters. Hence at run-time, the statistics can be used in a pose independent manner, which is key to real-time performance. Furthermore, the training algorithm itself is very efficient since it only requires storing the N k,c counts for each fern while discarding the training samples immediately after use, which means that we can use arbitrarily many if need be.
Comparing Random Forests, Random Ferns, and SIFT

Empirical Comparisons of Trees and Ferns
Ferns differ from trees in two important respects: As shown in Figure 9 .4, Ferns can be considered as simplified trees. Also, as can be easily seen by comparing Eqs. (9.1) and (9.4), the trees average posteriors while the ferns rely on products of conditional probabilities. Whether or not the differences degrade the classification performance hinges on whether our randomly chosen binary features are still appropriate in this context. In this section, we will show that they are indeed. In fact, because our Naive Bayesian scheme outperforms the averaging of posteriors, the Ferns are both simpler and more powerful. To compare RTs and Ferns, we experiment with three reference images including the one shown in Figure 9 .2. We extracted stable keypoints from these images and assigned a unique class id to each of them. The classification is done using patches that are 32 ⇥ 32 pixels in size. To disentangle the influence of the differences between trees and ferns, we consider four different scenarios:
• Using Randomized Trees and averaging of class posterior distributions, • Using Randomized Trees and combining class conditional distributions in a Naive-Bayesian way, • Using Ferns and averaging of class posterior distributions, • Using Ferns and combining class conditional distributions in a Naive-Bayesian way.
Also the number of features evaluated per patch by the two classifiers is equal in all cases. As explained in Section 9.2, the training and testing sets are obtained from the reference images. We randomly deform these images with affine deformations that can arbitrarily rotate the images, skew and scale them over a large range, and add Gaussian noise. More details on this experimental setup can be found in [21] . In Figure 9 .5a, we plot the results as a function of the number of trees or Ferns being used. We first note that using either flat Fern or hierarchical tree structures does not affect the recognition rate, which was to be expected as the features are taken completely at random. By contrast the Naive-Bayesian combination strategy outperforms the averaging of posteriors and achieves a higher recognition rate even when using relatively few structures. Figure 9 .5b shows that the performance of the Naive-Bayesian combination does not degrade rapidly with the number of classes and scales much better than averaging posteriors. For both methods, the required amounts of memory and computation times increase linearly with the number of classes, since we assign a separate class for each keypoint. The color of the bar represents the required memory amount, when using single precision floating numbers. Note that while using many small ferns achieves higher recognition rates, it also entails a higher computational cost.
Increasing the Fern size by one doubles the number of parameters hence the memory required to store the distributions. It also implies that more training samples should be used to estimate the increased number of parameters. It has however negligible effect on the run-time speed and larger Ferns can therefore handle more variation at the cost of training time and memory but without much of a slow-down.
By contrast adding more Ferns to the classifier requires only a linear increase in memory but also in computation time. Since the training samples for other Ferns can be reused it only has a negligible effect on training time. As shown in Figure 9 .6, for a given amount of memory the best recognition rate is obtained by using many relatively small Ferns. However this comes at the expense of run-time speed and when sufficient memory is available, a Fern size of 11 represents a good compromise, which is why we have used this value in the experiments.
Empirical Comparisons between SIFT and Ferns
We used the 1074-frame video depicted by Figure 9 .1 to compare Ferns against SIFT for planar object detection. It shows a mouse pad undergoing motions involving a large range of rotations, scalings, and perspective deformations against a cluttered background. The graph on the right shows that the Ferns can match as many points as SIFT and sometimes even more.
It is difficult to perform a completely fair speed comparison between our Ferns and SIFT for several reasons. SIFT reuses intermediate data from the keypoint extraction to compute canonical scale and orientations and the descriptors, while ferns can rely on a low-cost keypoint extraction. On the other hand, the distributed SIFT C code is not optimized, and the Best-Bin-First KD-tree of [3] is not used to speed up the nearest-neighbor search. However, it is relatively easy to see that performing the individual tests of Section 9.3.2 requires very little time and most of the time is spent computing the sums of the posterior probabilities. Computing the SIFT descriptors, which is the most difficult part to optimize, takes about 1ms on a MacBook Pro laptop without including the time required to convolve the image. By contrast, Ferns take 13.5 10 3 milliseconds to classify one keypoint into 200 classes on the same machine. Of course, the ability to classify keypoints fast comes at the cost of requiring a training stage, which is usually off-line. By contrast, SIFT does not require training and for some applications such as matching of arbitrary images, this is still clearly an advantage.
Discussion
The key conclusion of our work is that, in our specific context, the Naive-Bayesian combination of classifiers as done by the Ferns clearly outperforms the averaging of probabilities, as in the case of Random Forests. While we do not know of a clear theoretical argument explaining the superiority of Naive-Bayesian techniques for our purposes, there are pragmatic reasons for choosing them. First, the product models can represent much sharper distributions [13] (see also Chapter 1). Indeed, when averaging is used to combine distributions, the resulting mixture has higher variance than the individual components. More intuitively, if a single Fern strongly rejects a keypoint class, it can counter the combined effect of all the other Ferns that gives a weak positive response. This increases the necessity of larger amounts of training data and the help of a prior regularization term as discussed in Section 9.2. Second, the classification task, which just picks a single class, will not be adversely affected by the approximation errors in the joint distribution as long as the maximum probability is assigned to the correct class [9, 8] . We have shown that such a naive combination strategy is a worthwhile alternative when the specific problem is not overly sensitive to the implied independence assumptions.
Application Example
We present in this section an application of our approach to real-time image annotation. With the recent proliferation of ultra mobile platforms with higher processing power, there has been a surge of interest in building real-world applications that can automatically annotate the photos and provide useful information about places of interest. These applications test keypoint matching algorithms to their limits under constantly changing lighting conditions and with changes in the scene texture that reduces the amount of reliable keypoints. We have tested the Ferns on such an application that annotates parts of a historical building with 3-D structure. It runs smoothly at frame rate using a standard laptop and an of the shelf web camera.
Annotating a 3-D object requires training using multiple images from different viewpoints. Thanks to the Ferns approach, we can easily integrate the information from several images. We then obtain a 3-D model for the object using standard structure from motion algorithms to register the training images followed by dense reconstruction [26] . The resulting fine mesh was too detailed and we approximated it by a coarser one. Despite its rough structure, this 3-D model allows annotation of important parts of the object and the correct reprojection of this information onto the image plane under change in viewpoint as depicted by Figure 9 .7.
Conclusion
We have presented a simple yet powerful approach for image patch recognition that performs well even in the presence of severe perspective distortion. The Ferns prove to be particularly adapted, as their "semi-naive" approach yields a scalable, simple, fast, and powerful implementation.
