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ABSTRACT
Key i ssues i n upcomi ng FDDI standards i ncl udi ng l ow- cost ber , twi s ted- pai r , SONETmappi ng, and FDDI fol l ow- on
LANare di scussed af ter a br i ef i nt roduct i on to FDDI and FDDI - I I .
1 What is FDDI?
Fi ber Di s t r i buted Data Inter f ace (FDDI ) i s a set of
s tandards devel oped by the Amer i can Nat i onal Stan-
dards I nst i tute (ANSI ) X3T9. 5 Task Group. Thi s 100
Mbps l ocal area network (LAN) uses a timed token ac-
ces s method to share the medi umamong stat i ons . The
acces s method i s di erent f romthe tradi t i onal token ac-
ces s method, i n that the t i me taken by the token to wal k
around the r i ng i s accuratel y measured by each stat i on
and i s used to determi ne the usabi l i ty of the token.
As shown i n Fi gure 1, ol der LANs, such as IEEE
802. 3/Ethernet and IEEE 802. 5/token r i ng networks ,
support onl y asynchronous trac. FDDI adds syn-
chronous servi ce ( see Fi gure 2) . Synchronous trac
cons i s t s of del ay- sens i t i ve t rac such as voi ce packets ,
whi ch need to be transmi tted wi thi n a cer tai n t i me i n-
terval . The asynchronous trac cons i s t s of the data
packets produced by var i ous computer communi cat i on
appl i cat i ons such as l e t rans f er and mai l . These data
packets can sustai n some reasonabl e del ay and are gen-
eral l y throughput sens i t i ve i n the sense that hi gher
throughput (bi t s or bytes per second) i s more i mpor -
tant than the t i me taken by the bi t s to t ravel over the
network.
An i mportant f eature of FDDI , whi ch i s al so reected i n
i t s name, i s i t s di s t r i buted nature. An attempt has been
made to make al l al gor i thms di s t r i buted i n the sense
that the control of the r i ngs i s not central i zed. When
any component f ai l s , other components can reorgani ze
and cont i nue to f unct i on. Thi s i ncl udes f aul t recovery,
1Adapted wit h permi ss i on fr omJai n (1993).
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Fi gure 1: Servi ce provi ded by IEEE 802. 3 and IEEE
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Fi gure 2: Servi ces provi ded by FDDI .
cl ock synchroni zat i on, token i ni t i al i zat i on, and topol ogy
control .
I n terms of hi gher l ayer protocol s , FDDI i s compat i bl e
wi th IEEE 802 standards such as CSMA/CD(l oosel y
cal l ed Ethernet) , token r i ngs , and token bus . Thus ,
appl i cat i ons runni ng on these LANs can be eas i l y made
to work over FDDI wi thout any s i gni cant changes to
upper l ayer sof tware.
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Fi gure 3: Servi ces provi ded by FDDI - I I .
2 FDDI -I I
Al though the synchronous trac servi ce provi ded by
FDDI guarantees a bounded del ay, the del ay can vary.
For exampl e, wi th a target token rotat i on t i me (TTRT)
val ue of 165 ms on a r i ng wi th 10-s l atency, a s ta-
t i on wi l l get opportuni t i es to t ransmi t the synchronous
trac every 10 s at zero l oad. Under heavy l oad, oc-
cas i onal l y i t may have to wai t f or 330 ms. Thi s type
of var i at i on may not sui t many constant bi t rate (CBR)
tel ecommuni cat i on appl i cat i ons that requi re a st r i ct pe-
r i odi c acces s . For exampl e, on an ISDN B- channel ,
whi ch supports one 64- kbps voi ce conversat i on, 1 byte
i s recei ved every 125 s . Such ci rcui t - swi tched trac
cannot be supported on FDDI . I f an appl i cat i on needs
guaranteed transmi ss i on of n bytes every T s , or some
i ntegral mul t i pl es of T s , the appl i cat i on i s sai d to re-
qui re i sochronous servi ce.
FDDI - I I provi des support f or i sochronous servi ce i n ad-
di t i on to asynchronous and synchronous servi ce pro-
vi ded by FDDI as shown i n Fi gure 3.
Li ke FDDI , FDDI - I I runs at 100 Mbps . FDDI - I I nodes
can run i n FDDI or bas i c mode. I f al l s tat i ons on the
r i ng are FDDI - I I nodes , then the r i ng can swi tch to the
hybr i d mode i n whi ch i sochronous servi ce i s provi ded
i n addi t i on to bas i c mode servi ces . However , i f there i s
even one stat i on on the r i ng that i s not anFDDI - I I node,
the r i ng cannot swi tch to the hybr i d mode and wi l l keep
runni ng i n the bas i c mode. I n the bas i c mode on FDDI -
I I , synchronous and asynchronous trac i s t ransmi tted
i n a manner i dent i cal to that on FDDI . I sochronous ser -
vi ce i s not avai l abl e i n the bas i c mode.
Most mul t i medi a appl i cat i ons such as vi deo conf erenc-
i ng, real - t i me vi deo, and enter tai nment vi deo can be
supported on FDDI s i nce the requi red t i me guarantee
i s a f ewtens of mi l l i s econds . Thi s can be eas i l y guaran-
teed wi th the synchronous servi ce and a smal l TTRT.
Si nce TTRTcannot be l es s than the r i ng l atency, appl i -
cat i ons requi r i ng t i me bounds l es s than twi ce the r i ng
l atency cannot be supported by FDDI . Si mi l ar l y, ap-
pl i cat i ons requi r i ng st r i ct per i odi c acces s wi l l r equi re
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Fi gure 4: Cycl es .
FDDI - I I . The mai n probl emf aci ng FDDI users i s that
even i f onl y one or two stat i ons requi re i sochronous ser -
vi ce, hardware on al l s tat i ons on the r i ng woul d have to
be upgraded to FDDI - I I .
To servi ce per i odi c i sochronous request s , FDDI - I I uses
a per i odi c t ransmi ss i on pol i cy i n whi ch transmi ss i on op-
portuni t i es are repeated every 125 s . Thi s i nterval has
been chosen because i t matches the bas i c systemref er -
ence f requency cl ock used i n publ i c tel ecommuni cat i ons
networks i n North Amer i ca and Europe. At thi s i n-
terval , a speci al f rame cal l ed a cycle i s generated. At
100 Mbps , 1562 1
2
bytes can be transmi tted i n 125 s .
Of these, 1560 bytes are used f or the cycl e and 21
2
bytes
are used as the i ntercycl e gap or cycl e preambl e. At any
i nstant , the r i ng may contai n several cycl es as shown i n
Fi gure 4.
The bytes of the cycl es are preal l ocated to var i ous chan-
nel s ( f or communi cat i on between two or more stat i ons)
on the r i ng. For exampl e, a channel may have the r i ght
to use the 26th and 122nd bytes of every cycl e. These
bytes are reser ved f or the channel i n the sense that i f
the s tat i ons owni ng that channel do not use i t , other
s tat i ons cannot use i t and the bytes wi l l be l ef t unused.
The 1560 bytes of the cycl e are di vi ded i nto 16 wide-
band channels of 96 bytes each. Each wi deband channel
(WBC) provi des a bandwi dth of 96 bytes per 125 s
or 6. 144 Mbps . Thi s i s suci ent to support one tel e-
vi s i on broadcast , f our hi gh- qual i ty s tereo programs, or
ni nty- s i x tel ephone conversat i ons .
Some of the 16 wi deband channel s may be al l ocated
f or packet mode transmi ss i ons and the others f or
i sochronous mode transmi ss i ons . For exampl e, chan-
nel s 1, 5, and 7 may be used f or packet mode trans -
mi ss i ons or packet swi tchi ng, and channel s 2, 3, 4, 6,
and 8 through 15 may be used f or i sochronous mode
transmi ss i ons or ci rcui t swi tchi ng. I t i s poss i bl e to al -
l ocate al l wi deband channel s f or ci rcui t swi tchi ng al one
or packet swi tchi ng al one. The al l ocat i on i s made us i ng
stat i on management protocol s , whi ch have not yet been
dened.
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3 Low- Co s t F i ber
Af ter the i ni t i al FDDI speci cat i ons were compl eted i n
1990, i t was real i zed that one of the i mpedi ments to
rapi d depl oyment of FDDI was the hi gh cost of opt i cal
components . To swi tch f romthe l ower speed technol -
ogy of Ethernet or token r i ng, i t was neces sary to rewi re
the bui l di ng, i ns tal l FDDI concentrators , i ns tal l FDDI
adapter s i n systems , i ns tal l new sof tware, and so on.
Al though the cost of al l components i s cont i nuous l y de-
creas i ng, i t i s s t i l l hi gh. Theref ore, a s tandard eort has
begun to nd a l ow- cost al ternat i ve.
Thi s eort has resul ted i n a newmedia-dependent phys-
ical layer (PMD) s tandard cal l ed Low-Cost Fiber PMD
(LCF-PMD) . As the name suggest s , or i gi nal l y the com-
mi ttee i ntended to nd a ber that was cheaper than the
62. 5/125 mul t i mode ber used i n the standard FDDI . A
number of al ternat i ves such as pl ast i c ber and 200/230
mber were cons i dered but were qui ckl y rej ected when
i t was real i zed that the real expense was i n the devi ces
( t ransmi tter s and recei ver s ) and not i n the ber . A
search f or l ower powered devi ces then began.
LCF-PMDal l ows l ow- cost t ransmi tter and recei ver de-
vi ces to be used on any FDDI l i nk. These devi ces are
cheaper because they have more rel axed noi se margi ns
and are ei ther l ower powered or l es s sens i t i ve than those
speci ed i n the or i gi nal PMD(whi ch we pref er to cal l
MMF-PMD; MMF stands f or mul t i mode ber) . The
speci cat i on has been des i gned f or l i nks up to 500 m
l ong (compared to 2 kmi n MMF-PMD). Thi s di s tance
i s suci ent f or most i ntrabui l di ng appl i cat i ons .
Onl y the i nterbui l di ng l i nks that are l onger than 500 m
need to pay the hi gher cost of MMF-PMDdevi ces . Any
combi nat i on of LCF, MMF, s i ngl e-mode ber (SMF),
SONET, and copper l i nks can be i ntermi xed i n a s i ngl e
FDDI network as l ong as the di s tance l i mi tat i ons of each
are caref ul l y f ol l owed.
Tabl e 1 provi des a compar i son of the key des i gn deci -
s i ons f or LCF and MMF PMDs. These are expl ai ned
f urther bel ow.
1. Wavelength: LCF uses the 1300- nmwavel ength,
whi ch i s the same as i n mul t i mode and s i ngl e-
mode PMDs. I ni t i al l y, an 850- nmwavel ength was
suggested because 850- nmdevi ces are used i n ber
opt i c Ethernet ( IEEE802. 3 10BASE-F) and token
r i ng ( IEEE 802. 5J) networks . They are sol d i n
l arge vol ume and so are much cheaper than 1300-
nmdevi ces . However , thi s woul d have i ntroduced
a probl em of i ncompat i bi l i ty because the user s
woul d have to remember (and l abel ) the source
wavel ength and use the same wavel ength devi ce
at the recei vi ng end. Thi s woul d al so have caused
the recei ver to be repl aced every t i me the trans -
mi tter was repl aced. Wi th 1300 nmat both ends ,
the user need onl y worry about the di s tance. As
l ong as the di s tance i s l es s than 500 m, the two
ends can use any combi nat i on of LCF and MMF
devi ces .
2. Fiber: LCF speci es 62. 5/125-mgraded- i ndex
mul t i mode ber| the same as that speci ed i n
MMF-PMD. Ini t i al l y pl as t i c bers and 200/230-
m step- i ndex bers were cons i dered. Pl ast i c
bers are i nexpens i ve but they have a hi gh atten-
uat i on. Us i ng pl ast i c bers woul d have severel y
l i mi ted the di s tance. Two- hundred mi cron bers
have a l arger core, whi ch al l ows f or a l arger
amount of power to be coupl ed i n the ber . The
connectors and spl i ces f or these bers are al so
cheaper s i nce no act i ve al i gnment i s requi red.
However , the l arge di ameter of the core i mpl i es
more di spers i on and theref ore l ower bandwi dth.
For 200-mber , a bandwi dth- di s tance product
of 30 MHz- kmwas predi cted whi l e 80 MHz- km
(800 MHz over 100 m) has been measured. Con-
nectors f or 200-mber are 30 percent cheaper ;
t ranscei ver s are 70 percent cheaper even whi l e
produci ng 10 t i mes more power than the stan-
dard FDDI . The l arger power i s requi red because
the 200-mber has an attenuat i on of 16 dB/km
compared to 2 dB/kmf or 62. 5/125-mber .
The mai n probl emwi th 200/230-mbers i s that
i ntermi xi ng themwi th 62. 5/125 bers on the same
l i nk causes a s i gni cant amount of power l os s .
When i t was real i zed that a 50 percent cost re-
duct i on goal coul d be achi eved by s i mpl y chang-
i ng the transmi tt i ng and recei vi ng power l evel s by
2 dBm, al l eort s to change the ber came to a
hal t .
3. Connector: The dupl ex connector speci ed i n
MMF-PMDwas des i gned speci cal l y f or FDDI .
Due to i t s l ow- vol ume product i on, i t s cost i s hi gh.
Si gni cant savi ngs can be obtai ned by us i ng other
s i mpl ex connectors . I n f act , many FDDI i nstal l a-
t i ons al ready use the s i mpl ex- STconnector . The
LCFcommi ttee wanted to use a dupl ex connector
to avoi d the probl emof mi sconnect i ons ( resul t -
i ng i n two transmi tter s bei ng connected to each
other) . Adupl ex- SC connector , shown i n Fi gure
5, was proposed. SC, whi ch stands f or subscr i ber
connector , i s a Japanese s tandard. I t i s an aug-
mentat i on of the FCconnector . The SCconnector
was devel oped i n 1984 to provi de a push- pul l i nter -
f ace, whi ch reduces the space requi red between the
connectors (compared to the case i f the connector
has to be rotated by ngers ) . As a resul t , a l arge
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Tabl e 1: Low-Cost Fi ber versus Mul t i mode Fi ber PMD
I ssue MMF LCF
Wavel ength 1300 nm 1300 nm
Fi ber 62. 5/125 mul t i mode 62. 5/125 mul t i mode
Transmi tter power Max  20 dBm Max  22 dBm
Recei ver power Mi n  31 dBm Mi n  29 dBm
Connector Dupl ex- FDDI Dupl ex- SCor dupl ex- ST
Connector keyi ng Port and pol ar i ty No port . Pol ar i ty onl y.
Fi gure 5: Dupl ex- SCconnector
number of connectors can be pl aced s i de by s i de.
SC has a connector l os s of 0. 3 dB and a return
l os s ( reect i on) of  43 dB. I n the US, STconnec-
tor s are more popul ar than SCor FCconnectors .
A number of compani es have proposed dupl ex-
STconnector des i gns wi th speci cat i ons matchi ng
those of the dupl ex- SC. Af ter much heated debate,
termed \Connector War I I , " dupl ex- SCwas voted
the mai n sel ect i on, wi th dupl ex- STbei ng the rec-
ommended al ternate.
4. Transmitter/Receivers: Reduci ng the transmi tted
power and the dynami c range (even s l i ght l y) re-
duces the cost s i gni cant l y. LCF-PMD reduces
the requi red transmi t power by 2 dBmand the re-
cei ver dynami c range by 2 dBm. The transmi tted
power range i s ( 22,  14) dBmwhi l e the recei ved
power range i s ( 29,  14) dBm. Thi s means that
the maxi muml oss al l owed i n the ber i s onl y 7
dB (=29 22) i nstead of 11 dB. Thi s i s suci ent
f or a 500 ml i nk.
5. Ri se/Fal l Ti mes : Si nce LCF-PMDuses the same
ber as MMF-PMDbut the l i nk l ength has been
decreased f rom2 kmto 500 m, the pul se broaden-
i ng caused by ber di spers i on i s l es s . The change
then i n pul se r i s e and f al l t i mes due to the ber
i s not as much. The t i me thus saved has been
al l ocated to transmi tter s and recei ver s to reduce
thei r cost . Thus , LCF transmi tter s are al l owed to
have a r i se/f al l t i me of 4. 0 ns compared to 3. 5
ns f or MMF transmi tter s . Thus , l ower qual i ty
(hence, cheaper) t ransmi tter s can be used. Si mi -
l ar l y, LCF recei ver s are requi red to recei ve pul ses
wi th a r i se/f al l t i me bel ow 4. 5 ns compared to 5
ns f or MMFrecei ver s . Thi s agai nmeans l es s work
(hence, l ower cost ) f or the recei ver s .
4 Twi s t e d- Pa i r PMD (TP- PMD)
As soon as the i ni t i al FDDI products s tar ted appear -
i ng on the market , the real i zat i on was made that one
i mpedi ment to FDDI acceptance was that i t requi red
user s to rewi re thei r bui l di ngs wi th bers . Even i f you
onl y need to connect two nearby pi eces of equi pment on
the same oor , you wi l l need to i nstal l bers . Rewi r i ng
a bui l di ng i s a maj or expense and i s not easy to j us -
t i f y unl es s the technol ogy i s wel l proven or absol utel y
neces sary.
Bes i des the wi r i ng expense, the opt i cal components used
i n FDDI equi pment are al so very expens i ve compared to
the el ect roni c components used i n other exi s t i ng LANs.
Thi s l ed several manuf acturer s to l ook i nto the poss i bi l -
i ty of provi di ng 100-Mbps communi cat i on on exi s t i ng
copper wi r i ng. I t was determi ned that 100 Mbps trans -
mi ss i on us i ng hi gh- qual i ty ( shi el ded or coax) copper ca-
bl es i s f eas i bl e at a much l ower cost than that of the
ber , part i cul ar l y i f the di s tance between nodes i s l i m-
i ted to 100 m. Other manuf acturer s l ater f ound ways to
transmi t 100 Mbps on unshi el ded twi s ted pai r (UTP),
whi ch i s used i n tel ephone wi r i ng, up to 50 m.
An FDDI r i ng can have a mi xture of copper and ber
l i nks . Theref ore, short l i nks used i n oce areas can use
exi s t i ng copper wi r i ng i nstal l ed f or tel ephones or other
LANappl i cat i ons . Thi s resul t s i n cons i derabl e cost sav-
i ngs and qui cker mi grat i on f roml ower speed LANs to
FDDI . Propr i etary coaxi al cabl e and shi el ded twi s ted-
pai r (STP) products , whi ch support FDDI l i nks of up
to 100 m, are al ready avai l abl e. Over 98 percent of the
data cabl e runni ng i n oces i s l es s than 100 mand 95
percent i s l es s than 50 m. These can be eas i l y upgraded
to run at 100 Mbps .
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FDDI twi s ted- pai r PMD i s st i l l under devel opment .
The maj or des i gn i s sues are:
1. Categories of Cables: Sendi ng a 125-Mbps s i gnal
over a coaxi al cabl e or STP i s not as chal l engi ng
as on UTP. Gi ven the preponderance of UTP ca-
bl i ng to the desktop i n most oces , i t i s cl ear that
al l owi ng FDDI on UTP, however di cul t , wi l l be
a maj or wi n f or FDDI . The rst i s sue was whether
we shoul d have di erent codi ng methods f or UTP
and STP or one standard cover i ng both. Adeci -
s i on has been made to have one standard f or both.
Whi ch categor i es of UTP shoul d i t cover i s the
next i s sue. Whi l e i t i s eas i er to handl e data- grade
twi s ted pai r (EIACategory 5) , al l owi ng Category
3 cabl e woul d i ntroduce more compl exi ty.
2. Power Level: The attenuat i on ( l os s ) of s i gnal over
copper wi res i ncreases at hi gh f requency. To mai n-
tai n a hi gh s i gnal - to- noi se rat i o, one must ei ther
i ncrease the s i gnal l evel (more power) or use spe-
ci al codi ng methods to produce l ower f requency
s i gnal s . I ncreased power resul t s i n i ncreased i n-
ter f erence and theref ore speci al codi ng methods
are requi red.
3. Electromagnetic Interference: The mai n probl em
caused by hi gh- f requency s i gnal s over copper wi res
i s the el ect romagnet i c i nter f erence (EMI ) . Af ter
4b/5b encodi ng, the FDDI s i gnal has a bi t rate
of 125 Mbps . Wi th NRZI encodi ng thi s resul t s
i n a s i gnal f requency of 62. 5 MHz. At thi s f r e-
quency range, the copper wi re act s as a broad-
cast i ng antenna. The el ect romagnet i c radi at i ons
f romthe wi re i nter f ere wi th radi o and tel evi s i on
transmi ss i ons . The i nter f erence i ncreases wi th the
s i gnal l evel . Federal Communi cat i ons Commi s i on
(FCC) pl aces s t r i ct l i mi t s on such el ect romagnet i c
i nter f erence (EMI ) . Thi s severel y l i mi t s the power
that the FDDI transmi tter s can use, whi ch i n turn
means that the di s tance at whi ch the s i gnal be-
comes uni ntel l i gi bl e i s al so l i mi ted.
One sol ut i on to the EMI probl emi s to use shi el ded
wi re (STP) or coaxi al cabl e. These wi res have a
speci al metal l i c shi el d surroundi ng the wi res that
prevents i nter f erence. Another sol ut i on i s to use
speci al codi ng techni ques that resul t i n a l ower f re-
quency s i gnal . The advantage of thi s second ap-
proach i s that the unshi el ded twi s ted- pai r wi res ,
whi ch reach al l desks , can be used f or FDDI .
The i s sue of codi ng has now been resol ved and
a three- l evel codi ng cal l ed mul t i l evel t ransmi ss i on
3 (MLT- 3) has been sel ected. Thi s reduces the
s i gnal f requency by a f acotr of 2.
4. Scrambling: Even though MLT- 3 (and other) en-
codi ng schemes reduce the s i gnal f requency, they
Fi gure 6: Connectors proposed f or TPPMD.
are not suci ent to meet the FCCEMI requi re-
ments f or UTP. One way to reduce i nter f erence i s
to scrambl e the s i gnal so that the energy i s not
concentrated at one f requency. I nstead, i t i s di s -
t r i buted uni f orml y over a range of f requenci es .
5. Connectors: Fi gure 6 shows the RJ- 45 and DB- 9
connectors proposed f or TP-PMD. Both are pop-
ul ar connectors . They are avai l abl e at a very l ow
pr i ce due to thei r wi despread use i n computer and
communi cat i on i ndustr i es .
5 FDDI o n SONET
\SONET" stands f or Synchronous Opt i cal Network. I t
i s a s tandard devel oped by ANSI and Exchange Carr i er s
Standards Associ at i on (ECSA) f or di gi tal opt i cal t rans -
mi ss i on. I f you want to l ease a ber - opt i c l i ne f romyour
tel ephone company, i t i s l i kel y to oer you a \SONET
l i nk" i nstead of a dark ber l i nk. ASONETl i nk al l ows
the tel ephone company to di vi de the enormous band-
wi dth of a dark ber among many of i t s customers .
Thus , a SONET l i nk i s much cheaper compared to a
dark ber l i nk.
The SONETstandard has al so been adopted by CCITT.
There are s l i ght di erences between the CCITT and
ANSI vers i ons . The CCITT vers i on i s cal l ed Syn-
chronous Di gi tal Hi erarchy (SDH).
ASONETsystemcan run at a number of predes i gnated
data rates . These rates are speci ed as STS-N rates
i n the ANSI standard. STS-Nstands f or Synchronous
Transport Si gnal l evel N. The l owest rate STS- 1 i s 51. 84
Mbps . Other rates of STS-N are s i mpl y N t i mes thi s
rate. For exampl e, STS- 3 i s 155. 52 Mbps and STS- 9 i s
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Tabl e 2: SONET/SDHSi gnal Hi erarchy
ANSI CCITT Data Payl oad
Des i g- Opt i cal Des i g- Rate Rate
nat i on Si gnal nat i on (Mbps) (Mbps)
STS- 1 OC- 1 51. 84 50. 112
STS- 3 OC- 3 STM- 1 155. 52 150. 336
STS- 9 OC- 9 STM- 3 466. 56 451. 008
STS- 12 OC- 12 STM- 4 622. 08 601. 344
STS- 18 OC- 18 STM- 6 933. 12 902. 016
STS- 24 OC- 24 STM- 8 1244. 16 1202. 688
STS- 36 OC- 36 STM- 12 1866. 24 1804. 032
STS- 48 OC- 48 STM- 16 2488. 32 2405. 376
STS- 96 OC- 96 STM- 32 4976. 64 4810. 176
STS- 192 OC- 192 STM- 64 9953. 28 9620. 928
466. 56 Mbps . Tabl e 2 l i s t s the compl ete hi erarchy. The
correspondi ng rate at the opt i cal l evel i s cal l ed Opt i cal
Carr i er l evel N (OC-N) . Si nce each bi t resul t s i n one
opt i cal pul se i n SONET (no 4b/5b type of codi ng i s
used) , the OC-Nrates are i dent i cal to STS-Nrates .
For the CCITT/SDHstandard, the data rates are des -
i gnated STM-N (Synchronous Transport Modul e l evel
N) . The l owest rate STM- 1 i s 155. 52 Mbps . Other rates
are s i mpl y mul t i pl es of STM- 1.
I n both cases , some bandwi dth i s used f or network over -
head. The data rate avai l abl e to the user , cal l ed the
payl oad rate, i s al so shown i n Tabl e 2.
SONETphys i cal - l ayer mappi ng (SPM) takes the output
of the current FDDI phys i cal l ayer , whi ch i s a 4b/5b en-
coded bi t s t ream, and pl aces i t i n appropr i ate bi t s of an
STM- 1 synchronous payl oad envel ope (SPE) . An STM-
1 SPEcons i s t s of 2349 bytes (arranged as 9 rows of 261
bytes each) . Of these, 9 bytes are used f or path over -
head. Si nce one SPE i s t ransmi tted every 125 s , the
avai l abl e bandwi dth i s (23498)/125 or 139. 264 Mbps .
Thi s i s more than the 125 Mbps requi red f or FDDI . The
extra bi t s are used f or network control purposes and as
stu bi t s f or overcomi ng cl ock j i t ter .
SONET uses a s i mpl e NRZ encodi ng of bi t s . I n thi s
codi ng, a 1 i s repres ented as hi gh l evel ( l i ght on) and
a 0 i s represented as l owl evel ( l i ght o) . One probl em
wi th thi s codi ng i s that i f too many 1's (or 0' s ) are
t ransmi tted, the s i gnal remai ns at on (or o) f or a l ong
t i me, resul t i ng i n a l os s of bi t cl ocki ng i nf ormat i on. To
sol ve thi s probl em, the SONETstandard requi res that
al l bytes i n a SONET si gnal be scrambl ed by a f rame
synchronous scrambl er sequence of l ength 127 generated
by the pol ynomi al 1 + x6 +x 7. Certai n overhead bytes
D
C
Q
S
D
C
Q
S
D
C
Q
S
D
C
Q
S
D
C
Q
S
D
C
Q
S
Data
Out
Data
In
D
C
Q
S
Frame
Sync
Bit
Clock
Fi gure 7: Shi f t - regi s ter i mpl ementat i on of a SONET
scrambl er .
are exempt f romthi s requi rement .
The scrambl er cons i s t s of a sequence of seven shi f t reg-
i s ter s as shown i n Fi gure 7. At the begi nni ng of a
f rame, a seed val ue of 11111112 i s l oaded i n the reg-
i s ter . As succes s i ve bi t s ar r i ve, the contents of shi f t
regi s ter s are shi f t ed and the s i xth and seventh regi s ter s '
contents ( thi s corresponds to terms x6 and x7, r espec-
t i vel y) are excl us i ve- or ' ed and f ed back to the rs t regi s -
ter (correspondi ng to the rs t termi n the pol ynomi al ) .
The output of the nal shi f t regi s ter i s a randombi -
nary pattern, whi ch i s excl us i ve- or ' ed to the i ncomi ng
i nf ormat i on bi t s .
The scrambl i ng operat i on i s equi val ent to excl us i ve-
or i ng of the bi t s wi th a part i cul ar 127- bi t sequence.
The sequence i s hi ghl y randomand does not contai n
l ong sequences of 1' s or 0' s . Theref ore, thi s i s expected
to i ncrease the f requency of t rans i t i ons i n the resul t i ng
st ream. However , i f the user data pattern i s i dent i cal
to any subset of thi s sequence, the resul t i ng st reamwi l l
have al l 1' s i n the correspondi ng bi t pos i t i ons . Si mi -
l ar l y, i f the user data pattern i s an exact compl ement
of any subset of thi s sequence, the resul t i ng st reamwi l l
have al l 0' s i n the correspondi ng bi t pos i t i ons .
One of the key i s sues i n the des i gn of the FDDI - to-
SONETmappi ng was to ensure that the FDDI s i gnal
pattern does not resul t i n l ong ser i es of 1' s or 0' s af ter
scrambl i ng. Two steps have been taken f or thi s purpose.
Fi r s t , s everal xed stu bi t s are used throughout the
SPE to break up the FDDI stream. As a resul t , FDDI
data cannot aect more than 17 cont i guous bytes . Even
the 17- byte s t r i ng has one bi t that i s a s tu control bi t ;
theref ore, not under user control . Second, the scram-
bl er sequence was anal yzed to nd the l ongest poss i bl e
val i d 4b/5b pattern that wi l l match (or compl ement) a
port i on of the scrambl er sequence. The l ongest poss i bl e
match f or randomsequences of FDDI data or control
symbol s and the SONETscrambl er sequence i s 58 bi t s
(7. 25 bytes ) of val i d symbol s . Thus , i t i s not poss i bl e
f or an FDDI user to cause ser i ous er rors i n the SONET
network by s i mpl y sendi ng a data pattern.
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Fi gure 8: FDDI Fol l ow-On network as a backbone.
6 FDDI Fo ll o w- On LAN
Both FDDI and FDDI - I I run at 100 Mbps . To connect
mul t i pl e FDDI networks , there i s a need f or a hi gher
speed backbone network. The FDDI standards commi t -
tee has real i zed thi s need and has started worki ng on the
des i gn of the next generat i on of hi gh- speed networks .
The proj ect i s cal l ed FDDI Fol l ow-On LAN (FFOL).
Current l y, the proj ect i s i n i t s i nf ancy and not much
has been deci ded. Al l of the i nf ormat i on presented here
i s prel i mi nary and subj ect to rapi d change.
The key goal of FFOL i s to serve as a backbone net -
work f or mul t i pl e FDDI and FDDI - I I networks . Thi s
i mpl i es that i t shoul d provi de at l east the packet swi tch-
i ng and ci rcui t swi tchi ng servi ces provi ded by FDDI - I I .
For a backbone network to be succes s f ul , i t shoul d be
abl e to carry the trac on a wi de var i ety of networks .
Other networks that run at speeds cl ose to that of FDDI
and that are expected to use FFOL are broadband i n-
tegrated servi ces di gi tal networks (B- I SDN), whi ch use
asynchronous trans f er mode (ATM). ATMnetworks use
smal l xed s i ze cel l s . FFOL i s expected to provi de an
ATMservi ce that wi l l al l ow the cel l s to be swi tched
among ATMnetworks . Thi s wi l l al l owIEEE802. 6 dual
queue dual bus (DQDB) networks al so to use FFOL as
the backbone (see Fi gure 8) . Easy connect i on to B-
ISDNnetworks i s one of the key goal s of FFOL.
The key i s sues i n the des i gn of a hi gh- speed network
are:
1. Data Rate: By the t i me FFOL i s ready, mul t i -
mode bers are expected to be i n common use
because of FDDI . I t i s des i rabl e that user s be abl e
to use the i nstal l ed ber i n FFOL. I t i s wel l known
f romthe FDDI des i gn that these mul t i mode bers
have the capaci ty to run 100 Mbps (125 Mbps
s i gnal i ng rate) up to 2 km. Theref ore, they can
al so carry a s i gnal of 1. 25 Gbps up to 200 mor
2. 5 Gbps up to 100 m. The l atter (100 m) cov-
er s the l ength of the hor i zontal wi r i ng supported
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Fi gure 9: Servi ces provi ded by the FDDI Fol l ow-On
LAN.
by ANSI/EIA/TIA 568 f or commerci al bui l di ng
wi r i ng standards . Li mi t i ng FFOL to bel ow 2. 5
Gbps wi l l al l owmuch of the i nstal l ed mul t i mode
ber i n the bui l di ngs to be swi tched f romFDDI
to FFOL.
To carry tel ecommuni cat i on network trac,
FFOL shoul d support data rates that are com-
pat i bl e wi th SONET. FFOL wi l l be des i gned to
be abl e to eci ent l y exchange trac at STS- 3
(155. 52 Mbps) , STS- 12 (622. 08 Mbps) , STS- 24
(1. 24416 Gbps) , and STS- 48 (2. 48832 Gbps) .
2. Media Access Modes: The term media access
modes ref er s to the trac swi tchi ng modes sup-
ported by a network. FDDI supports three di f -
f erent modes of packet - swi tchi ng: synchronous ,
asynchronous , and res t r i cted asynchronous . De-
pendi ng upon the del ay and throughput requi re-
ments , an appl i cat i on can choose any one of these
three medi a acces s modes . FDDI - I I adds support
f or per i odi c ( i sochronous) t rac that normal l y re-
qui res ci r cui t swi tchi ng. FFOLi s expected to sup-
port these modes . I n addi t i on, as shown i n Fi gure
9, i t i s expected to expl i ci t l y support ATMswi tch-
i ng as wel l . ATMswi tchi ng i s s l i ght l y di erent
f rompacket swi tchi ng. Al l ATMcel l s are the same
s i ze, the swi tchi ng i nstants are xed, and a s l ot ted
network des i gn i s general l y used. One proposal
cal l s f or us i ng cycl es s i mi l ar to those i n FDDI - I I
and al l ocat i ng some wi deband channel s f or ATMs.
Another al ternat i ve i s to use an ATMbase to sup-
port i sochronous , ATM, and packet swi tchi ng.
3. MediaAccessMethod: Medi a acces s method ref er s
to the rul es f or shar i ng the medi um. Token, t i med
token, and s l ot ted acces s are exampl es of the me-
di a acces s methods used i n IEEE802. 5 token r i ng,
FDDI , and Cambr i dge r i ng, respect i vel y. The to-
ken acces s method i s not usef ul f or l ong di s tances .
I t s deci ency can be eas i l y seen by cons i der i ng
what happens at zero l oad or at very hi gh l oads .
Even when nothi ng i s bei ng transmi tted, a to-
ken must be captured. Thi s may take as l ong as
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the round tr i p del ay around the network (r i ng l a-
tency) . I f the r i ng l atency i s D, the average acces s
t i me at zero l oad i s D=2. For networks cover -
i ng l arge di s tances , thi s may be unacceptabl e. At
hi gh l oad, the maxi mumrel at i ve throughput (or
eci ency) of the t i med token acces s method i s :
Eci ency =
n(T  D)
nT +D
where, T i s the target token rotat i on t i me. The ef -
ci ency decreases as the r i ng l atency D i ncreases .
I n the extreme case of D =1, the eci ency i s
zero. Acces s methods , whose eci ency reduces
wi th propagat i on del ay, are al so sens i t i ve to net -
work bi t rate. Thei r eci ency decreases as the bi t
rate i ncreases . Si nce the geographi c extent cov-
ered by a backbone FFOL network i s expected to
be l arge, FFOL i s expected to sel ect a medi a ac-
ces s method that i s rel at i vel y i nsens i t i ve to the
propagat i on del ay and network bi t rate.
4. Physical Encoding: FDDI uses a 4b/5b encodi ng,
whi ch al l ows 4 data bi t s to be combi ned i nto one
symbol . The el ect roni c proces s i ng i s done ei ther
on symbol s or on symbol pai r s . These are known
as symbol - wi de and byte- wi de i mpl ementat i ons ,
respect i vel y. Assumi ng a symbol - wi de i mpl emen-
tat i on, the el ect roni c ci rcui t s run at 25 Mbps f or
100 Mbps FDDI . At one Gbps , us i ng the same
encodi ng, the el ect roni c devi ces wi l l have to run
at 250 Mbps . Such devi ces are expens i ve. Us-
i ng l arger symbol s i zes such as 8/10, 16/20, or
32/40 al l ows paral l el proces s i ng us i ng l ow- speed
el ect roni c ci rcui t s . Large symbol s i ze al so al l ows
more control symbol s . These control symbol s are
usef ul f or f rami ng, f aul t recovery, and phys i cal
connect i on management .
5. FrameStrippingMethod: Dest i nat i on st r i ppi ng al -
l ows spat i al reuse such that the space on the medi a
f reed by the dest i nat i on can be used by the dest i -
nat i on or other succeedi ng nodes . Several s i mul -
taneous transmi ss i ons can be i n progres s i n net -
works i mpl ement i ng spat i al reuse. Thus , the total
network throughput can be as much as n t i mes
the network bandwi dth, where n i s the number of
s i mul taneous transmi ss i ons .
Dest i nat i on st r i ppi ng i s general l y used i n non-
token r i ngs such as regi s ter i nser t i on r i ngs and
s l ot ted r i ngs . I n networks us i ng s i mpl e token
acces s methods , mul t i pl e s i mul taneous transmi s -
s i on i s not poss i bl e s i nce each transmi tt i ng stat i on
needs a token and there i s onl y one token. Token
networks , theref ore, use source s t r i ppi ng.
Proposal s have been made f or FFOL to use des -
t i nat i on st r i ppi ng. Thi s i s because the extent of
Fi gure 10: Shared-medi a di s t r i buted- swi tchi ng ap-
proach.
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Fi gure 11: Shared- swi tchi ng di s t r i buted-medi a ap-
proach.
the network wi l l be l arge and tyi ng up the whol e
medi umf or one transmi ss i on i s not des i rabl e.
6. Topology: FFOL i s expected to al l owthe dual r i ng
of t rees phys i cal topol ogy that i s supported by
FDDI . Addi t i onal topol ogi es may be al l owed. Seg-
ments of publ i c networks may be i ncl uded i n the
FFOL networks . I n current FDDI , onl y SONET
l i nks are al l owed.
Al l LANs are des i gned so that the respons i bi l i ty
f or ensur i ng that the packet i s del i vered to the
correct dest i nat i on i s shared by al l nodes . I n thi s
case, as shown i n Fi gure 10, the swi tchi ng i s di s -
t r i buted and the medi umi s shared. Another al -
ternat i ve, shown i n Fi gure 11, i s to di s t r i bute the
medi umand share swi tches .
The advantage of thi s l at ter approach i s that not
al l end stat i ons need to pay the cost of a hi gh-
speed connect i on. Thei r l i nks can be upgraded
to hi gher speeds onl y when neces sary. The end
systems are s i mpl e and most of the des i gn com-
pl exi ty i s i n the swi tches . There can be several
paral l el t ransmi ss i ons at al l t i mes . Thus , the to-
tal throughput of the network i s several t i mes the
bandwi dth of any one l i nk. For exampl e, i t i s pos -
s i bl e to get a total network throughput of several
Gbps wi th al l l i nks havi ng a bandwi dth of onl y 100
Mbps . Not i ce that most the tel ecommuni cat i on
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networks and wi de- area computer networks use
the swi tch- based approach. Even i n hi gh- speed
LANs, there i s a t rend towards a swi tch- based
mesh topol ogy. I t i s not cl ear whether FFOL wi l l
cons i der a mesh topol ogy.
7 S umma r y
FDDI i s the next generat i on of hi gh- speed networks . I t
i s an ANSI standard that i s bei ng adopted by ISOand
i s bei ng i mpl emented al l over the wor l d. I t al l ows com-
muni cat i on at 100 Mbps among 500 stat i ons di s t r i buted
over a total cabl e di s tance of 100 km.
FDDI wi l l sat i s f y the needs of organi zat i ons needi ng a
hi gher bandwi dth, a l arger di s tance between stat i ons ,
or a network spanni ng a greater di s tance than the Eth-
ernet or IEEE 802. 5 token- r i ng networks . I t provi des
hi gh rel i abi l i ty, hi gh secur i ty, and noi se i mmuni ty. I t
supports data as wel l as voi ce and vi deo trac.
FDDI - I I provi des al l s ervi ces provi ded by FDDI but
adds support f or i sochronous trac.
Low- cost ber PMDal l ows cheaper ber l i nks not by us -
i ng cheaper ber but by us i ng l ow- powered transcei ver s .
The net l i nk budget has been reduced f rom11 dB to 7
dB. The reduced power al l ows such l i nks to be used onl y
i f the l i nk l ength i s l es s than 500 m. Most i ntrabui l d-
i ng l i nks are wi thi n thi s di s tance range. The cost of
the connector has al so been reduced by sel ect i ng dupl ex
vers i ons of popul ar s i mpl ex connectors . These connec-
tor s are requi red to onl y have pol ar i ty keyi ng so that
an untrai ned user cannot mi sconnect a transmi tter to
another t ransmi tter . No port type keyi ng i s requi red.
Stal l i ngs (1992) has a chapter devoted to the SONET
standard. The anal ys i s of the SONET scrambl er f or
FDDI mappi ng i s presented i n Ri gsbee (1990) .
Standardi zat i on of FDDI on copper wi l l r educe i t s cost
cons i derabl y and hel p br i ng FDDI to the desktop.
The next hi gher speed vers i on of FDDI , cal l ed FDDI
Fol l ow-On LAN, and runni ng at 600 Mbps to 1. 2 Gbps
speed, i s current l y bei ng di scussed.
8 Fu r t h e r Re a d i n g
The FDDI protocol s are descr i bed i n a number of ANSI
standards and worki ng documents . These s tandards are
al so bei ng adopted as I SOstandards .
Much of thi s ar t i cl e has been excerpted f rom Jai n
(1993) .
See Burr and Ross (1984) , Ross and Moul ton (1984) ,
Ross (1986, 1989, and 1991) , and Hawe, Graham, and
Hayden (1991) f or an overvi ewof FDDI .
Caves and Fl atman (1986) , Teener and Gvozdanovi c
(1989) , and Ross (1991) provi de an overvi ewof FDDI - I I .
Gi nzburg, Mal l ard, and Newman (1990) di scuss some
of the probl ems i n transmi tt i ng hi gh bandwi dth s i gnal
over copper .
FFOL requi rements and des i gn cons i derat i ons are sum-
mar i zed i n Ochel t ree, Horvath, and Mi tyko (1990) and
i n Ross and Fi nk (1992) .
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