The advanced statistical techniques for qualitative and quantitative validation of Large Eddy Simulation (LES) of turbulent flow within and above a two-dimensional street canyon are presented. Time-resolved data from 3D LES are compared with those obtained from time-resolved 2D Particle Image Velocimetry (PIV) measurements. We have extended a standard validation approach based solely on time-mean statistics by a novel approach based on analyses of the intermittent flow dynamics. While the standard Hit rate validation metric indicates not so good agreement between compared values of both the streamwise and vertical velocity within the canyon canopy, the Fourier, quadrant and Proper Orthogonal Decomposition (POD) analyses demonstrate very good LES prediction of highly energetic and characteristic features in the flow. Using the quadrant analysis, we demonstrated similarity between the model and the experiment with respect to the typical shape of intensive sweep and ejection events and their frequency of appearance. These findings indicate that although the mean values predicted by the LES do not meet the criteria of all the standard validation metrics, the dominant coherent structures are simulated well.
Introduction
Numerical codes for computational fluid dynamics (CFD) have been developed and used in industrial CFD applications where a variety of practical problems are predicted and tested (e.g., [1] ). Owing to the enormous complexity of turbulence and extremely variable boundary conditions, the modelling of the micro-meteorological scale has been delayed with respect to their practical implementations. After years of intensive development, the numerical codes for near-surface atmospheric flow have attained a level of sufficient precision in mathematical description and spatial resolution. Time-resolving frameworks, such as Large-Eddy Simulation (LES) and Direct Numerical Simulation (DNS), have the potential now to become truly credible calculation tools for solving air quality issues since these models are capable of capturing the time-dependent behaviour of turbulence.
The CFD model needs to undergo a thorough validation procedure before its practical implementation. The validation determines to what extent the model is in agreement with real physics. An extensive review of the evaluation methodologies as well as the definition of the nomenclature used can be found in Oberkampf and Trucano [2] . and 0.02 m, respectively. The aspect ratio of the street canyon (street-canyon height H = 0.05 m to street-canyon width W) was equal to one H/W = 1 ( Figure 1 ).
The triangular shape of the street-building roofs was chosen according to roofs typical for European city centres. Kellnerova et al. [24] pointed out that triangle roofs generate more turbulent dynamics than flat ones and to successfully validate the flow behind the triangle roofs is therefore more challenging. The presented experimental set-up was a part of the measurement campaign comparing a skimming flow and its dynamics between street canyons with the flat and pitched roofs in a neutrally stratified boundary layer flow. A detailed description of the campaign can be found in Kellnerova et al. [24] or Kellnerova [27] .
The PIV measurements were taken downstream behind the 20th street canyon and only at the tunnel axis in order to guarantee a fully developed flow and to avoid a wall effect. Based on an empty wind-tunnel measurement, the wall affects the mean velocity in distances up to 40-60 mm from the walls. Although we do not consider the boundary layer above the street canyons as fully representative of the atmospheric flow due to the excessive aerodynamical blocking caused by buildings (achieving value of 20%), the lowest part of the boundary layer shows significant similarity with a true atmospheric layer in terms of normalised lower and higher moments and cross-moments of the velocity [27] . The numerical large-eddy simulation copies the cross-sectional test section dimension and simulates the aforementioned effects of the walls. The wind-tunnel coordinate system (x, y, z) corresponds to the streamwise (u), lateral (v) and vertical (w) instantaneous velocity, where the mean velocity components are labelled U, V and W, and their fluctuations according to Reynolds decomposition, as u , v and w . The mean wind speed measured above the street-canyon centre (x/H = 0, z/H = 2) was U 2H = 5.7 ms −1 . Thus, the Reynolds building number became Re 2H = U 2H H/ν = 19 000, where ν is the kinematic viscosity of the air. The velocity measurements were conducted with the TR-PIV system, providing 2-D snapshots of the instantaneous velocity vectors in a single streamwise-vertical plane (xz) placed 2000 mm (40 H) downstream from the test section entrance (see Figure 1 ). One run of PIV measurements consisted of 1634 image-pairs. An overview of the PIV parameters is listed in Table A1 in Appendix A.
Additional measurements above the height of z/H = 1 were performed by means of CTA hot-wire anemometry (HWA), with a single-wire probe DANTEC 55P01 (tungsten wire with a diameter of 0.005 mm and a length of 1.25 mm). The HWA provided a sampling frequency of 25 kHz for the 1-dimensional streamwise velocity component u. Prior to the validation procedure, the HWA velocity data were compared with the PIV data in terms of the mean velocity, turbulence intensity, skewness, flatness, histogram and spectra for the streamwise velocity component. Good agreement was found in all cases [27] . The spanwise homogeneity of the mean velocity was 2.3%. The HWA system reached a very good accuracy of 1% for the streamwise velocity component.
Numerical Method
For this study, we used the LES model called the Charles University Large-eddy Microscale Model (CLMM) developed by Fuka [28] . CLMM is an in-house finite difference solver of the incompressible Navier-Stokes equations that uses LES to model the smallest scales in the flow. The code uses uniform staggered Cartesian grids. Solid obstacles are treated by using the immersed boundary method [29, 30] . CLMM uses implicit filtering, i.e., it is assumed that the variables are filtered by using approximate numerical schemes on a finite grid. The solution of the discrete Poisson system is performed using the open source library PoisFFT [28] . The spatial derivatives are computed using the second-order central differences with the exception of the momentum advection, which is computed using the fourth-order central differences [31] that reduce to second order differences in cells closest to the wall. The discrete system is integrated usign the 3rd order Runge-Kutta method with variable time step keeping the Courant number below 0.9.
The subgrid scale eddy viscosity is computed by the σ-model by Nicoud et al. [32] and the shear stresses on solid walls are computed using a wall model with a logarithmic wall function when the wall coordinate is y + > 11.2. The wall model uses the instantaneous velocity in the closest gridpoint to compute the shear stress. The wall coordinate y + was lower than 30 in this simulation.
For this study the model was run on a uniform grid with a constant resolution of 2 mm in each direction. The boundary conditions of the model follow the boundary conditions of the wind-tunnel test section as much as possible. The vertical and lateral dimensions of the wind tunnel are fully solved by LES over the whole extent (5 H of both vertical and lateral direction) with the no-slip boundary conditions on the tunnel walls. The streamwise dimension covers the length of 16 H (0.26 of the full test-section length). Cyclic boundary conditions were specified only in the x-direction for the upstream and downstream boundaries, and therefore the model represents an infinite number of idealised street canyons along the streamwise direction. A detailed description and the principal equations can be found in Appendix B.
Data Pre-Processing
For the LES validation procedure, we performed two levels of data analyses. The first level comprises a qualitative and quantitative comparison between the temporally and spatially averaged quantities of the wind-tunnel experiment and the LES model by means of profiles and standard validation metrics. The second level represents comparisons of intermittent flow dynamics between the experiment and the LES model by means of well-established statistical methods for detection of the turbulent coherent structures (spectral and quadrant analysis, correlation and POD). For each analytical approach, we performed a specific data pre-processing procedure.
Analyses of Time-Averaged Flow
All of the velocity data were normalized by the reference velocity, U re f , which was temporally and horizontally averaged along the streamwise direction at the reference height (x/H ∈ [−0.5,0.5], H re f = z/H = 1.5), where the LES data as well as the PIV data were available. The HWA measurement was conducted at the canyon centre and the reference velocity was achieved at a single point (x/H = 0, H re f = z/H = 1.5). The temporal scale was converted into the dimensionless time, t * , based on the formula [33] 
where t is the real or simulated time during the experiment or LES simulation, respectively. For the time-mean analysis, all the experimental and numerical data available were gathered and averaged. The data from three PIV runs, each containing 1634 snapshots, were combined into one ensemble with 4902 snapshots in total, labelled PIVa. The total dimensionless time corresponds to t * PIVa = 1295. All LES computational periods were equal to 18 s and steady-state results were obtained from the last 10 s of the computations. Since the cyclic boundary conditions were implemented at the inlet and outlet of the domain boundaries, the streamwise position of the individual canyons did not matter. The overall statistics of the LES data were derived from the temporal and spatial averaging across all eight canyons and are labelled LESa. By assembling this large database, the effective simulation time increased to a value of t a =80 s and the number of snapshots reached 80,000. The dimensionless total time became t * LESa = 1528.
Analyses of Intermittent Flow
For validation of the simulated time-dependent flow dynamics, we used the continuous time-resolved measurements from the PIV run (labelled PIVc) with the following parameters: 1634 snapshots, t c = 3.2 s, t * PIVc = 181. The continuous HWA time-series (the streamwise velocity only, labelled HWAc) were recorded over t c = 30 s, and corresponded to t * HWAc = 1704, respectively. For the continuous time-resolved LES data (labelled LESc), the time-series lasting t c = 10 s and t * LESc = 191 from one canyon were employed in the validation procedures concerning the flow dynamics.
The grid resolution of the PIV data is finer (1.2 mm) than the LES resolution (2 mm). For the purpose of the validation, we started to prepare a systematic comparison between the different grid resolutions of the LES. Based on the very preliminary, not-yet-published results from the LES with half resolution (1 mm), the number of grid points, P, is considered by the authors of this paper to have a crucial impact on the LES performance. An overview of the methodology regarding the set-ups for PIV and LES is presented in Table 1 . 
Measurement Uncertainty
It is common practice to determine the uncertainty (also referred to as the measurement error) by means of the standard deviation (STD) of many repeated measurements at reference points. Unfortunately, obtaining a high number of repetitions with PIV requires large data storage. Therefore, only a few runs are usually executed with the PIV system. We repeated the PIV measurement three times. Two measurement runs lasted 3.2 s with a sampling frequency of 500 Hz in order to capture the transient flow dynamics. A third run was performed in order to acquire turbulence statistics and lasted 16.3 s with a low sampling frequency of 100 Hz. The detailed specification of the variation observed between the individual runs is inserted in Appendix C.
Due to the occurrence of spurious vectors just next to the solid walls and edges of the area measured by PIV, the outmost grid points were omitted in the validation metric procedures, which will be discussed later in Section 4.3. We determined the measurement error from the PIV measurements as the spatial average of the STD within the remaining restricted rectangular area inside the street canyon. The spatially-averaged STD of the given dimensionless quantities from three PIV samples, the streamwise and vertical velocity component, U/U re f and W/U re f , the momentum flux, < u w > /U 2 re f , and the reduced turbulent kinetic energy, TKE/U 2 re f = 0.5(< u 2 > + < w 2 >)/U 2 re f , are listed in Table 2 . These values also serve as the absolute deviation criterion for the Hit rate validation procedure discussed in Section 4.3.1. 
Profiles
The vertical profiles of the dimensionless mean streamwise velocity, U/U re f , at the centre of the street canyon are compared in Figure 2a , where the PIVa data are displayed with the horizontal bars representing the measurement error derived from the STD at each elevation. The PIVa (black squares) and HWA (grey squares) data match remarkably well with the output from LESa for the upper part of the streamwise velocity profile, i.e., within the interval 0.9 < z/H < 1.5. The lower part is predicted less successfully since the LES model fails to capture properly the exact shape of the recirculation zone inside the canyon, owing to an underestimation of the negative streamwise velocities near the canyon bottom. These discrepancies in the velocity and the corresponding momentum flux deviation plays a significant role in the recirculation vortex pattern, as will be shown later.
The simulated vertical velocity, W/U re f , deviates from the measured one inside the street canyon (0 < z/H < 0.8), but agrees well at the roof level (Figure 2b) . Likewise, the simulated dimensionless reduced turbulent kinetic energy, TKE/U 2 re f = 0.5(< u 2 > + < w 2 >)/U 2 re f , and the vertical momentum flux, < u w > /U 2 re f , of LESa exhibited very good agreement with those from PIV ( Figure 2c,d ) within the upper canyon (0.5 < z/H < 1.5). The peak of reduced TKE at z/H = 1.1 in Figure 2d is predicted extremely well. The peak of momentum flux was slightly overestimated by LESa in terms of magnitude, but mostly within the range of the PIV measurement error. A noticeable discrepancy appears in the lower part of the momentum flux profile (0.3 < z/H < 0.4 in Figure 2c ). As will be explained later, this positive increase in the total momentum flux in Figure 2c relates to the formation of secondary vortices inside the street. 
Velocity and Momentum Flux Fields
The mean velocity xz fields for both the streamwise and the vertical velocity, and for the corresponding momentum flux, are depicted in Figure 3a ,b. The first line shows the results from the PIVa, and the second line represents the LESa performance. All quantities are normalised by the reference velocity U re f .
Generally, the streamline pattern exhibits a single vortex with the core slightly shifted upward and downstream, compared to the flat roof case [27, 34] . This matches previous wind-tunnel studies (e.g., [35, 36] ) and CFD studies (e.g., [34] ) since the exact position depends strongly on either the specific roof geometry [37] or the roof aspect ratio (the roof height to the building width) (e.g., [34] ).
A comparison between the dimensionless fields of PIVa ( Figure 3a) and LESa ( Figure 3b ) shows a very good agreement in the region above the street canyon, but a less successful agreement in the region inside the canyon. The streamlines presented in the first column of Figure 3a ,b show that LESa predicts a single primary vortex of similar shape as the observed one. The position of the primary vortex centre is predicted by LESa slightly higher compared to PIVa. Further, the secondary windward bottom-corner counter-rotating vortex in the street canyon is over-predicted by the LES model whereas the leeward bottom-corner vortex is completely missing in the simulation (see right and left bottom of the street canyon in Figure 3aI ,bI). This corresponds with the notably streamwisely tilted pattern of the simulated vertical velocity field in the second column of Figure 3b , compared to the experiment. Another important observation can be interpreted from the fields of the momentum flux (third column in Figure 3a ,b), namely the LES very well predicts the vortex shedding in the roof-top region but it over-predicts the positive streamwise momentum flux within the canyon. As will be shown later in Section 5.3, the vortex in the roof-top region is part of a rather large-scale and smooth up-roof flow, which is well simulated by the LES in general. The zone inside the canyon, on the other hand, consists of many small vortices and shear patterns under the spatial resolution of the LES grid.
Validation Metrics
A set of general performance metrics to quantitatively assess the agreement between a model and an observation was established by the U.S. Environmental Protection Agency [38] to provide a common framework for various air dispersion model comparisons. The metrics were designed to compare the concentration values by means of their mean or maximum values; they specifically target statistical quantiles and percentiles in order to assess the performance of the model. Only some of the metrics were selected for this paper. Since we work solely with velocity-based data, we modified the following formulae with respect to the used quantities X (X = U, W, < u w >, TKE):
Fractional bias (FB):
Root normalised mean square error (RNMSE):
Geometric mean bias (MG) and geometric variance (VG):
Pearson correlation (r):
where the subscripts e and m refer to the experiment and modelled data, respectively, X denotes the space-averaged value of the time-mean quantity over the restricted rectangular area and the angle bracket X = x denotes the time-averaged value at a point. The application of FB, RNMSE, MG and VG to values achieving both positive and negative values can lead to a non-physically-justified experiment-simulation agreement since those values can compensate each other in Equations (2)- (5) as pointed out by Schatzmann et al. [15] . The visual comparison of the data ( Figure 3) shows that there is no area where the experimental and modelled data differ in the sign and have a non-dimensionless magnitude higher than 0.1. Therefore, the authors applied those metrics to the absolute values of the investigated quantities with the awareness that the results of the metrics are affected by this phenomenon, but not significantly. An overview of these general metrics is listed in Table 3 . The bold values denote the satisfaction of the particular criterion listed in the third column.
The general validation metrics are successfully satisfied in all cases. In comparison with the qualitative validation previously done on the velocity fields, the quantitative validation by means of the general metrics shows a surprisingly good agreement between PIVa and LESa. The main explanation could be that the general metrics work with fixed threshold values, which are not based on the uncertainty of the experimental data, and which were originally proposed for the concentration values. The velocity data more easily comply with these not-so-stringent criterion thresholds. We propose, at least for the Pearson correlation coefficient, that the acceptance criterion should be 0.9 instead of 0.8. The uncertainty itself can be introduced via the Hit rate metric, specifically designed by VDI's guidelines for validations of predicted mean velocity fields. The bold values denote the satisfaction of the particular criterion listed in the third column.
Hit Rate
The Hit rate metric applied in guideline VDI [39] for the validation of prognostic micro-scale wind-field models was used in order to quantitatively compare the experimental and modelled results. The Hit rate metric, q, is calculated by the equation using the normalised numerical model data M i (modelled) and the normalised observed data E i (experiment) as
where D and A represent the relative and absolute deviation, respectively, according to the guidelines [15, 39] , with P being the number of grid points within the restricted rectangular area. The Hit rate absolute deviation value, A, was attributed to the normalised measurement error obtained from the given quantity (see Table 2 ). The relative deviation limit D = 0.25 was adopted from Schatzmann et al. [15] . Both acceptance levels A and D are presented in the scatter plots in Figure 4 along with each quantity. The algorithm (6) is applied to a limited region (−0.5 < x/H < 0.5; 0 < z/H < 1.5). The LES computed grid (1120 spatial points) was fitted to the PIV measured grid (2400 points) by a bilinear interpolation in order to provide one unified spatial domain. The interpolation error was evaluated from a mutual comparison of the linear, cubical and spline version of the interpolating MATLAB procedure applied to typical comparative quantities U, W, < u w > and reduced TKE. During the interpolation the values at the points located within the buildings were artificially set to zero. This resulted in lower interpolated values just next to the walls in comparison with those measured by the PIV. The points next to the wall were, however, excluded from Hit rate and other metrics. The difference between the type of interpolations achieved a normalised value of 0.0001. Therefore, the interpolation error is not involved in the absolute value of A.
The final Hit rate values between the LES simulation of the inter-canyons averaged data (labelled LESa) and the averaged values of the repeated experiments (PIVa) are listed in Table 4 . Again, the bold values meet the acceptance criterion of 0.66 as defined in VDI [39] for each velocity component. We adopted this criterion in agreement with other studies (e.g., [15, 20] ) for all the investigated quantities.
Based on the numbers in Table 4 , our LES simulation fails to simulate the mean velocity field for U and W, according to the established Hit Rate metric. On the other hand, the higher moments are seemingly calculated with a sufficiently high precision. However, without a proper simulation of the velocity gradient, the moments can not be captured well by LES. To understand the nature of the problem, the scatter plots of measured and simulated values from LESa are shown in Figure 4 .
The scatter plot between the PIVa and the LESa values in Figure 4a is located along the 1:1 line, though the absolute deviation A (dashed and dotted lines) for the streamwise velocity component is so small that most of the points do not fall in the prescribed region. Most of them fulfil only the relative deviation criterion D (dashed lines) in Figure 4a . This leads to a preliminary conclusion that the LES model fails in the prediction of the very low velocity values inside the canyon where small-scale vortices and intense shear exists, but it succeeds in the prediction of the fast velocity flow above the canyon.
The Hit rate scatter plot illustrates that the streamwise and vertical velocity components are subtly and moderately underestimated by the LESa according to Figure 4a ,b, respectively. The momentum flux (Figure 4c ) and the reduced TKE (Figure 4d ) are predicted very well and reach a high Hit rate score. The additional discussion on the Hit rate results can be found in Section 6. The bold values meet the acceptance criterion of 0.66 as defined in VDI [39] for each velocity component. 
Spatial Hit Rate
The STD of each quantity significantly differs from position to position in the street canyon due to the influence of long-term, large-scale flow structures on the stationarity of the data. For example, in our case, the values of the absolute deviation A, as derived from the STD of the streamwise velocity, exhibit a spatial scatter of A(x) ∈ (0.001 − 0.040) inside the rectangular area. The area where the long-term structures occur (e.g., in the up-roof region) supposedly has a high STD, while the area of an intense small-scale mixing (e.g., canyon centre) exhibits low STD. If the measurement error is determined from a one-point measurement only, this reference point should be chosen with the utmost care.
To test the role of the space-dependent differences in the deviation criterion A(x) = A(x i , z i ) for the validation, we included a particular measurement error into the Hit rate formula at each location separately as
The final spatially sensitive Hit rate agreement is shown in Table 5 . The spatially sensitive Hit rate is supposed to be more precise since it reflects the spatial inhomogeneity of the flow. In our case, the spatial Hit rate on LESa is consistent with the standard Hit rate metric output. The larger A(x) occurs mostly around the roof level, where velocities were predicted sufficiently well, and A(x) remains small inside the canyon, where velocities were predicted poorly. Considering the fact that the rounding-off upward effect of the spatially averaged error A = A(x) poses less stringency on the Hit rate validation procedure in the inside-canyon area than a local A(x), we found the standard Hit rate metric was resulting in slightly more optimistic results than the spatially sensitive Hit rate. Although the spatially sensitive Hit rate is considered by the authors of this paper as more precise, the standard single Hit rate validation metric does not deviate significantly in terms of results, and it is much more easily-applied. Hence, single Hit rate criterion is regarded as a suitable comparable tool for the comparison of a simulation with an experiment. The bold values meet the acceptance criterion of 0.66 as defined in VDI [39] for each velocity component.
Spectral Analysis
Both the TR-PIV experiment and the LES simulation have an advantage over the RANS and Gaussian models in providing the time-resolved data with a satisfactorily high temporal resolution, to which the spectral analysis is worth being applied. The power spectral densities were calculated as the square of the fast Fourier transformation of the streamwise velocity fluctuations time series. The resulting spectra were smoothed by non-overlapping rectangular blocks. The length of the blocks was exponentially increasing with the increasing frequency to get equidistant points on the logarithmic axis (about eight estimates per frequency decade). The comparison of the power spectral density obtained from the HWAc and the LESc time series at height z/H = 2 is shown in Figure 5 . Contrary to the locations inside the street canyon, at this elevation Taylor's hypothesis on frozen turbulence can be considered. Above the reduced frequency of n = f z/U = 0.1, where f is the frequency, z is the elevation and U is the mean streamwise velocity component, there is agreement between the numerical and experimental data.
Since the LES is inherently limited for a correct simulation of the whole turbulent spectral range, it is, by definition, capable of simulating only low-frequency ranges and the inertial subrange, provided the grid resolution is high enough. The sub-grid vortices are only modelled ones, leading to the energy deficiency in the high-frequency tail of the spectral density plot (n > 10). Still, the LESc spectra follow the well-known Kolmogorov −2/3 law (−5/3 in non-weighted representation), as depicted by the solid line in Figure 5 .
On the low-frequency tail of the LESc spectra, the sudden drop in spectral energy at approximately n = f z/U = 0.1 is clearly notable in comparison with the dashed Karman's theoretical curve. The drop was detectable in all the LES canyons. With a LES periodic domain length of 16 H, only structures up to 8 H can be safely computed. However, structures of 16 H can exist and can in fact be very strong. The 8 H wave length corresponds with the dimensionless frequency n = f z/U ≈ 0.07. 
Results: Model Performance Assessment for Intermittent Flow

Quadrant Analysis
The quadrant analysis allows for a deeper insight into the dynamical behaviour of the flow, since it groups certain events based on their specific contribution to the total momentum flux, and provides their statistical overview. To be more specific, we obtain information about a particular contribution of the momentum flux < u w > from the particular flux direction (i.e., quadrant) with the quadrant analysis. The definition of the quadrants, derived from the scatter plot of the streamwise and vertical velocity component fluctuations, was inspired by Willmarth and Lu [40] :
The particular contribution of the i-th quadrant τ i to the total momentum flux τ xz =< u w > is obtained from a formula of weighted average:
where < u w > i means the time-averaged momentum flux within the i-th quadrant, n i is the number of events belonging to the i-th quadrant and N total is the global number of events recorded during the time period t * PIVa = 1295 and t LESa * = 1528. The vertical profiles of the total momentum flux, < u w >, with each of the event contributions are plotted in Figure 6a . The total momentum flux is a simple sum of all the contributions.
First, it is worth pointing out that the peak shape (at z/H = 1.1) is quite different from the peak shape of the street canyons with the same aspect ratio, but with flat roofs (e.g., [7, 25, 41] ). While the peak of the profile of the total momentum flux is narrow and located just above the roof-top of the street canyons with flat roofs, the pitched roofs generate a vertically more extensive shear layer and consequently produce a stronger exchange between the canyon cavity and the boundary layer aloft (for more details see [24] ).
The quadrant analysis confirms that the sweep events (orange triangles in Figure 6a ) and ejection events (green triangles in Figure 6a ) clearly contribute the most to the total momentum flux, while the inward (light blue triangles in Figure 6a ) and outward (dark blue triangles in Figure 6a ) interactions are negligible. As the contribution of the sweep events is forecasted by LESa (solid lines) extraordinarily well in both the peak elevation and the magnitude above the roof top, the moderate over-estimation of the ejections leads to a slight over-prediction of the total momentum flux at the peak level. Again, the general tendencies of strong sweep and ejection events are predicted extremely well.
The momentum flux exhibits a significant diversion from the measured data in the lower part of the canyon (z/H < 0.5). The over-prediction by LESa is caused by a strong contribution from the inward interaction quadrant compared to the completely missing inward interaction in the case of PIVa. The LES with a grid resolution of 2 mm is probably unable to resolve the small-scale shear motion properly. The preliminary results from a finer grid resolution of the LES (1 mm) indicates much better agreement (not shown here).
Considering the hypothesis that a model, primarily, has to correctly simulate the momentum flux in order to predict velocity properly [18] , the over-prediction of the inward interaction provides a possible explanation why the LESa fails to correctly predict the mean velocity profiles and 2-D fields, as presented in previous sections in Figures 2 and 3 . Figure 6b reveals that the increase of the inward interaction significantly correlates with the flow pattern of the second POD mode calculated from LESa data, indicated by the red streamlines (the details are explained later in Section 5.3).
The sweep and ejection events often travel in a compact shape across the street canyon. For a better demonstration of these phenomena, it is convenient to plot their conditionally averaged shape as derived from several strong events. An example of a typical sweep from PIVc and a typical sweep from LESc, in the canyon, is presented in Figure 7a ,b, respectively. The negative (orange) values denote the region where a strong sweep takes place whereas the positive (green) values denote the existence of a dominant ejection. Further, we evaluated the spatial distribution of each quadrant in the planar vector field xz by means of a spatially relative cumulative contribution ε i (t * ) from particular event τ i (t * ) to the total momentum flux τ total (t * ) according to the formula:
where k = 1, 2...K and l = 1, 2...L are the row and column numbers in the vector field, |...| representing the absolute values of the inner product. The total momentum flux τ total (t * ) in Equation (11) is the sum of absolute values from each quadrant at each time. The calculation of the contribution of the particular event ε i (t * ) from Equation (9) revealed that the sweep and ejection events occasionally represent up to ε 2,4 (t * ) > 80% of the total momentum flux (see the red and green lines in Figure 8 ). Such a high contribution agrees with the many experimental and numerical studies dealing with the role of sweep and ejection in turbulent boundary layers (e.g., [40, [42] [43] [44] ). The specific time instants with ε 2 (t * ) > 80% from the sweep quadrant serve as the data input for the conditional averaging of the momentum flux field in order to achieve a typical intensive sweep event in the canyon as shown in Figure 7 .
The clear tendency for both events to pass the street canyon in an alternating fashion can be seen also in Figure 8a ,b. This is supported by the large and negative value of the correlation coefficient between the relative contributions of sweeps and ejections, R sw,ej = −0.90. When the sweep enters the canyon, the ejection is suppressed and vice versa. The frequency of such events occurring was analysed from the time series of their relative contribution ε i (t * ) defined by Equation (9) . The mean value derived from all instantaneous values ε i (t * ) was subtracted from the time series and the spectral function was obtained by the same algorithm used in the case of velocity fluctuations described as in Section 4.4. The spectra revealed that the characteristic frequency of this pseudo-wavy pattern occurs approximately at f z/U = 0.2 ≈ 6H, taking into account an estimated convective velocity of the quadrant events [27] for both the PIVc and the LESc (Figure 9 ). The sweep and ejection events pass the canyon or are induced by the canyon geometry with the same pseudo-frequency and with the same relative intensity in both the experiment and the simulation. It is necessary to note that sweep and ejection events are not part of any vortex since their wavelength is larger than either the vertical or lateral dimension of the wind tunnel. In conclusion, the quadrant analysis proves that the LES is capable of reliably modelling large intermittent and organised structures in the flow above the obstacles. 
Spatial Correlation
Spatial correlation helps to explore the link between transient flow dynamics across the field in a statistical sense. The normalised correlation coefficient at the point x + dx, where x is the reference point, was calculated according to formula
where N is the number of time-steps (snapshots) obtained from the continuous PIVc measurement and LESc simulation, and σ u is the standard velocity deviation. For both PIVc and LESc vector fields, we calculated the correlation between the time series at the chosen reference point x = (x/H = 0, z/H = 1.25) and all other spatial locations. The correlation coefficients were calculated for velocity fluctuation u and w , and for the momentum flux fluctuation (u w ) . Since the spatial quadrant analysis (Section 5.1) reveals that appreciable regions of high momentum fluxes (i.e., the sweep and ejection events) pass the canyon, we aim to investigate the correlation between the time-series of these momentum fluxes u w instead of a simple correlation between the quantity u and w . The contour-plots in Figure 10 display typical patterns of the spatial correlation above the street canyon similar to the one obtained in, e.g., Michioka et al. [7] . Regarding the qualitative comparison, the plots confirm a good agreement between the experimental (Figure 10a ) and the numerical (Figure 10b) results. The contour-plots allow us to directly compare the correlation coefficient fields from the PIVc and LESc. To express the degree of similarity between the plots in Figure 10a ,b, we calculated the final correlation coefficient via the following formula
where P = 4977 is the number of locations x in the measurement area and j = u, w or u w . The results of R uu , R ww and R u w u w obtained for the shared grid points of both PIVc and LESc (together 132 points) are plotted in Figure 11 . The appropriate final correlation coefficient R jj is presented by means of the coloured scale and is assigned to a specific location (square) within the investigated area. Figure 11 suggests that the greatest deviation in the LES predictions, compared with the experimental results, is located mainly inside the street canyon, close to the vicinity of the walls and near the canyon bottom, especially in the case of the momentum flux, R u w u w . Again, the LESc apparently fails to predict the recirculation zone together with the small-scale structures within the canyon cavity, probably due to the coarseness of the grid resolution. Other lower correlations can be seen in the vicinity of the upstream building roof, where small-vortex shedding occurs. This, in accordance with previous results of the Hit rate validation metric, confirms that the transient dynamics, and consequently the ventilation processes, at these critical areas will not be predicted by the presented LES model in the proper manner. The range of the mean values of the correlation coefficient that corresponds to the individual canyons, and which is spatially-averaged over the entire investigated area within each canyon (always 132 shared points between the PIV and LES grids) for u, w and u w , are listed in Table 6 . The relatively high unified values in Table 6 indicate that the correlation method for a single velocity component u or w is rather tolerant in measuring the degree of similarity between the predicted and observed short-time intermittent motions within the shear layer at the canyon bottom. In other words, this spatially-average single number from each canyon will not reveal the subtle differences between the measured and forecasted transient dynamics and will yield a rather high percentage of agreement. We presume that validations based solely on the spatially-averaged correlation of u and w would lead to an overestimation of the LES model with respect to the prediction of intermittent motions. However, the detailed picture of locally dependent final correlations, as depicted in Figure 11 , is a suitable tool for the detection of problematic areas in the LES prediction. 
Proper Orthogonal Decomposition
Contrary to a one-point spatial correlation, which simply carries out the statistical behaviour of the fluctuations with respect to one arbitrarily chosen reference point, the POD groups the correlated motions into contextual merit-based ensembles and thus provides a certain insight into the coherent intermittent dynamics [45] . Simply stated, for fluid mechanic applications, POD assembles the intermittent events together by finding their most appropriate representation (basal vectors). This representation expresses the highest TKE content in each vector from a statistical point of view. The POD may be applied for both the experimental data (e.g., [20, 24, 25, 46] ) and the data obtained from CFD simulations (e.g., [47] ). Hence, it provides a valuable tool for comparing the results from numerical modelling with those from a physical experiment.
The POD was proposed by Lumley [48] as a tool for the detection of large coherent structures in the flow. This method is based on the assumption that we can extract special functions (alias basal vectors {ϕ m }) from the chaotic turbulent flow, those which possess the mathematical description of the coherent structures as the most probable flow features. It is thus possible to describe every value of the instantaneous velocity fluctuation at every instant of time and space u (x, t) by a set of new basal vectors ϕ p and their corresponding expansion coefficients a p , where p = 1, 2, ...2P is equal to double the number of grid points P, as
corr(a p , a q ) = δ pq (16) where corr represents the correlation coefficient and δ pq the Kronecker delta achieving value of 1 for p = q and 0 otherwise. The basis {ϕ p } meets the orthogonality and normality criteria, so that the vectors ϕ p (i.e., POD modes) are perpendicular to each other and are properly normalised. In the case of POD, this basis is not chosen a priori as in the Fourier or the wavelet analysis, but according to the input data. It is important to note that the POD modes are functions of space, not of time. The p-th eigenvalue λ p corresponds to the p-th POD mode and contains information about the contribution of the p-th mode to the total turbulent kinetic energy (TKE). A reordering of the eigenvalues based on the descending TKE (and the ascending order of p)
reveals the most dominant modes in the flow according to their relative contribution Π to the TKE [49] :
We applied the POD to the horizontal and vertical velocity components inside a limited rectangular area of the street canyon. Data from both the LES and PIV were normalised by the reference velocity. Since the number of grid points obtained from PIV post-processing (2400 points) differs from the number of grid points in the LES simulation (1120 points), and also because the slightly different dimensions of the investigated areas (due to the different outer boundaries of the grids) might cause certain differences in the POD results, we tested the sensitivity of the POD to these aspects first. We observed that it is better to keep the dimension of the region identical, irrespective of the differences in spatial resolution. It is also better to interpolate only the POD output, rather than the input data. Thus, every POD mode was calculated for the original grid, and then each LES mode ϕ p was interpolated to the PIV grid.
In order to illustrate the spatial distribution of the modes ϕ p , the four most dominant POD modes for PIVa and LESa in terms of TKE are depicted in Figure 12a -d. It has to be emphasized that the black lines with the arrows, the so-called streamlines, were painted manually, hence their density and precise location serve for display purposes only. The first mode in Figure 12a displays the vortex behind the roof, which is well pronounced and dominant in the case of the intermittent flow. Kellnerova et al. [24] proved that this vortex accurately captures the dominant street-canyon flow dynamics. The LESa version, involving the data from all of the simulated canyons, shows a good agreement with the PIV results with respect to the core of the vortex. This is a very important finding, since the first mode contributes the most (by 32%) to the total turbulent energy budget. The deviation of this roof-vortex core of PIVa from that of LESa (∆x/H = 0.1) can be considered small enough, resulting in an overall consistency of the modal shape and leading to a satisfactory validation.
Regarding the second mode (Figure 12b ), the inflection point at the area above the roof is predicted precisely. The LES seems to push the center of the vortex between the walls. The recirculation vortex, containing 7% of total TKE, is the main dynamical pattern responsible for the acceleration and deceleration of the mean recirculation vortex. The shape of the recirculation zone also moderately deviates from the experimental results since the LES enhances the backward flow near the downstream edge of the vortex. This backward flow contributes to the inward momentum flux (see Figure 6b ) leading to an elevation and an inclination of the primary recirculation zone (see Figure 3a,b) .
The third mode (Figure 12c ) shows definite deviation from the experimental results concerning the curved trajectory of wind in the whole lower canyon. The LES's third mode further contributes to the inward interaction momentum flux in this area. Meanwhile, the other flow patterns, such as the vortices above the windward and leeward roof, are appropriately predicted. The fourth mode (Figure 12d) , again, is very well forecasted.The fourth mode represents the late phase of the recirculation vortex, when the vortex is moving toward the ground. Although the latter two modes contribute only 6% and 4%, respectively, to the total TKE, Kellnerova et al. [24] showed that they occasionally play a significant role in street-canyon flow dynamics.
To evaluate the agreement between the simulated POD modes and the measured ones more clearly, the scatter plots for the first four dominant modes are displayed in Figure 13 . The excellent similarity between the experiment and model for the streamwise and vertical velocity fluctuations, u /U re f and w /U re f , respectively, is further confirmed quantitatively by the Hit rate metrics results, and are listed in Table 7 . The Hit rate score is evaluated in a similar way as in Section 4.3.1, i.e., the absolute deviation boundary A is taken as A = 0.01 and A = 0.005 for streamwise fluctuation and vertical fluctuation, respectively. These values of A are calculated as the mean standard deviation of corresponding velocity fluctuation. The only difference is that here, the member q i in Equation (6) achieves a value of one when both the streamwise and vertical fluctuations satisfy the criteria for the streamwise and vertical deviation boundaries simultaneously. The bold values meet the acceptance criterion of 0.66 as defined in VDI [39] for each velocity component. Figure 14 displays the relative and cumulative contribution of each POD mode to the TKE. The relative contribution of the first mode calculated from all-the-canyons data (LESa), matched well with the experiment. Generally, in the case of higher modes, which mostly represent the vortices inside the canyon, the LES predicts their systematically higher percentages of the contribution in terms of the turbulent kinetic energy. The LES forecast therefore exhibits a higher degree of coherency in correspondence with the faster rate of the cumulative contribution convergence. This indicates that the LES generates either a higher number of vortices or a higher rotational speed of the vortices within the recirculation zone compared to the experiment, especially in connection with the vortex associated with the second and third POD mode. Incidentally, Figure 6b illustrates the close relationship of the second POD mode with the inward interaction. The stronger second and third modes in LES consequently enhance the inward interaction of the momentum flux at the lower part of the canyon, thereby leading to a higher positive total momentum flux (the third column in Figure 3 ) and a streamwise inclined recirculation pattern (the first and the second column in Figure 3 ) that modifies the velocity profiles in the lower canyon part (Figure 2a) . 
Discussion on Validation Metrics
Since the general validation metrics Section 4.3 are originally proposed for the concentration data, the velocity data easily comply with their criterion thresholds. As mentioned previously, we therefore propose for the Pearson correlation coefficient to increase the acceptance criterion to 0.9, instead of 0.8.
The Hit rate metric points out issues encountered while using a PIV measurement technique for a street-canyon model topology. Firstly, the Hit rate benefit lies in a simple implementation of the measurement error, as obtained from repeated measurements at a well-chosen reference position or in the investigated region. With the PIV and other multi-points techniques, however, it might be difficult to achieve a sufficiently high number of repetitive runs, while maintaining a sufficiently long acquisition time. Hence, the results from the Hit rate method should not be regarded as the "benchmark" validation metric before the PIV runs provide enough repetitive data. Near-wall areas, where the PIV post-processing is likely to substitute a large portion of spurious vectors, have to be cautiously dealt with.
Secondly, the Hit rate is extremely sensitive to the magnitudes of the preselected data. In our case, the relative deviation boundary, D = 0.25, is a much less stringent criterion than the absolute deviation boundary, as determined from a very low experimental uncertainty. If the data are selected from locations containing only large values (above the roof area, for example), the majority of the data fits into the relative deviation limits. This factor can be effectively demonstrated for the above-roof region (−0.5 < x/H < 0.5, 1 < z/H < 1.5) with large values of the streamwise velocity, U, the momentum flux and reduced turbulent kinetic energy, and with almost negligible vertical velocity, W. The final Hit rate score achieves a value of 1 for U/U re f , TKE/U 2 re f and < u w > /U 2 re f , seemingly suggesting the ideal model situation. On the other hand, the vertical velocity component, W/U re f , achieves an extremely low value of 0.20, indicating a rather poor LES performance (see the left column in Table 8 ). The bold values meet the acceptance criterion of 0.66 as defined in VDI [39] for each velocity component.
In the region containing a small streamwise velocity component, U, and the large quantities, W, TKE, and < u w >, as in the windward region of the canyon (0.25 < x/H < 0.5, 0.25 < z/H < 1), the results would be different. The Hit rate score would achieve high values for W/U re f , TKE/U 2 re f and < u w > /U 2 re f , while the streamwise component U/U re f would not satisfy the threshold criterion (see the right column in Table 8 ). The result suggests that the validation technique should employ data from all the possible locations available from both the experimental and numerical output.
Hypothetically, when using precise measurement techniques in a well-controlled experiment (ensuring a low uncertainty), a fast-motion flow region would always comfortably satisfy the Hit rate relative criterion, whereas a slow-motion flow region would hardly meet the low experimental uncertainty. An absolute deviation criterion depending on the precision of the measurement technique that varies from study to study may make the inter-studies comparison of the Hit rate scores problematic. It might be more practical to pose one unified absolute deviation criterion A in the form of a percentage (e.g., 2% of the nominal velocity, A = 0.02U re f ).
Conclusions
The advanced validation procedures were performed, and others introduced, in order to compare the time-resolved LES simulations with the time-resolved PIV measurements on street-canyon topology. The validation procedure followed the general procedures recommended by Schatzmann et al. [15] , Cox and Tikvart [38] , which employ time-space averaged statistics. Further, an innovative approach based on coherent detection methods was implemented to compare the predicted and observed values of both the intermittent large-and small-scale features in the flow.
The general metrics, encompassing the time-space averaged data, were fulfilled for all the tested quantities. The LES performance failed to satisfy the minimum Hit rate criterion (0.66) in both the mean streamwise and vertical velocity components, while the quantities based on the fluctuations provided a satisfactory agreement. The strengths and weaknesses of the Hit rate metric were thoroughly discussed.
The large-scale structures in the up-roof area were predicted accurately, in contrast to the small-scale vortices near the street-canyon bottom-area. The discrepancies between the modelled and the measured mean velocities at the bottom area, where a strong shear takes place, are apparently associated with the deviation in the momentum flux.
The advanced validation techniques, the quadrant analysis together with POD, revealed that the enhanced inward interaction in the case of the LES simulation is associated with a more intensive vortex formation inside the canyon. Further, the quadrant analysis shows that the dominant flow structures in the up-roof region -the strong sweep and ejection events -have similar compact shapes and pass through the street canyon with identical frequency and intensity in both the simulation and the experiment. The detailed Fourier spectral analysis revealed an undefined drop of energy in LES in the energy-containing range across the entire time domain. Nevertheless, the inertial subrange was modelled extraordinarily well. Finally, the POD demonstrated that the shape of the coherent structures from the LES is strikingly similar to the shape of the observed structures. The Hit rate metrics applied to the POD modes showed an excellent agreement. The turbulent kinetic energy contained in the most dominant LES structure was identical with the measured one, while the less dominant LES structures exhibited a slightly more turbulent kinetic energy. This suggests that the simulated flow is more organised and less noisy than the flow observed in the experiment.
In an ideal case, the tested model should pass all the available validation metrics. However, in the real situation we might need to prioritize some metrics over others to prove satisfactory model performance in given applications. In our study we focused on the flow within an urban roughness layer, where the dynamical exchange of pollution and heat is a crucial factor. The dominant momentum events, which are correlated with heat and emission transport [50, 51] , can be quite easily described by the quadrant analysis in terms of contribution to TKE and their spectral characteristics, and we recommend to use it. The quadrant analysis can be executed either as one-point method or spatial multi-point analysis, as drafted in this paper.
If the synchronised multi-points data are at disposal, the POD would be a quick and useful tool to compare the large structures, both visually and numerically. On the other hand, using a spatial correlation might overestimate the LES performance with respect to the simulation of intermittent motions.
The validation methods presented, including the coherent detection methods, proved to be an indispensable tool for the proper validation of the time-resolved numerical codes. The analysis of the coherent features helped us to easily validate, qualitatively and quantitatively, the prediction against the observation, as well as to explain their possible contradictions. We demonstrated that although the modelling of sub-grid, small-scale structures inside a street canyon did not meet the Hit rate validation criteria, the dominant dynamics of the larger scale can be modelled in a satisfactory manner.
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Abbreviations
The following abbreviations are used in this manuscript: < u w > /U 2 re f , and 7% for the reduced turbulent kinetic energy, TKE/U 2 re f . Thus, we can conclude that the PIVc runs lasting for 3.2 s contain a sufficiently high number of representative flow events for the intermittent flow analysis. The same holds true for the LES performance, as the maximum deviation from the mean velocity magnitude value of both velocity components quickly achieves a low error percentage of 2%, the momentum flux of 13% and TKE of 8% after reaching 10,000 samples. The performance of LES with 10,000 snapshots for each canyon is therefore considered to be adequate for the validation of flow dynamics.
AIJ
We also performed the sensitivity test to an acquisition time by comparing the mean values point-by-point between the individual runs. Using the Frobenius norm, we compared the mean velocities, the standard deviations and reduced TKE. The averaged deviation of the mean velocity between all three runs was 2.6% for the streamwise component and 5.5% for the vertical component. The standard deviation had a scatter of 11% and 6% for the U-component and W-component, respectively. Also, the difference for reduced TKE was only 3%. All results can be found in [27] .
Further, the POD modes from individual runs were compared by means of the Frobenius norm. The first POD modes derived from the individual runs did not deviate more than 4.2% from each other. The results for other modes are published in [27] .
These values were considered to be sufficiently low enough to assume that even a short measurement, lasting for 3.2 s and assembling 1634 snapshots, captures a representative number of the dominant transient features in the flow. Therefore, we collected all three runs together and performed the statistics introduced in this paper. Some advanced statistics are not sensitive to the sampling frequency, for example the POD, when the essential dynamics in the flow is captured by the snapshots. For the spectral characteristics, where either the sampling frequency or continuity of the data are crucial, only the continuous data from the 500 Hz run were used.
Generally, the repetitions of the measurements involve all the possible random variations in an experimental performance-the switching off of the facility (e.g., a wind tunnel) and the devices (e.g., a laser and a particle seeding generator). The measurement also involves a bias error caused by both the PIV system and the post-processing procedure (the presence of spurious vectors, a strong gradient velocity field, a sub-pixel interpolation, a pixel-locking effect). The authors considered the bias error to be notably greater than the random error. Since we were unable to estimate the type of hypothesised distribution of the velocity mean values, we just simply calculated the standard deviation as a true error uncertainty, which presumably involves both types of error.
