We study the dynamic network of e-mail traffic and find that it develops self-organized coherent structures similar to those appearing in many nonlinear dynamic systems. Such structures are uncovered by a general information theoretic approach to dynamic networks based on the analysis of synchronization among trios of users. In the e-mail network, coherent structures arise from temporal correlations when users act in a synchronized manner. These temporally linked structures turn out to be functional, goal-oriented aggregates that must react in real time to changing objectives and challenges (e.g., committees at a university). In contrast, static structures turn out to be related to organizational units (e.g., departments).
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A n intriguing aspect of networks is the appearance of internal structures whose origins cannot be explained by using graph theoretic concepts alone. These are contextual and thematic groups that form by the clustering of nodes with similar properties. Their existence can be detected by various measures of connectivity (1-3), and they have numerous uses in data mining (4) . The addition of temporal dynamics can be expected to have a profound effect on the creation of such structures. The time-dependent activation of links creates a flow of information along the static network that, in turn, defines an ever-changing subgraph that can only exist as a consequence of this flow. This flux of activation will concentrate and cluster into structures that act coherently for a given period, then relax and decay until they are excited again.
A dynamic network can be defined as a graph whose links are turned on or off by the individual nodes. Prominent examples are the brain, where spikes are exchanged among neurons to create thoughts, and communication networks such as telephones or e-mail. It is convenient to think of the static counterpart as the same graph in which permanent links are made when certain criteria are fulfilled, e.g., when the number of messages transmitted between two nodes exceeds a certain threshold level. The temporal dynamics create coherent space-time structures that involve correlations of the interacting nodes. These (coherent and dynamic) structures will in general be very different from the fixed ones that appear in the static network.
E-mail traffic, a fascinating form of communication that increasingly dominates written correspondence, creates such a dynamic network. The resulting graph has intricate structures that are neither apparent to the users nor carried by the content of the messages. The traffic has a precise time stamp on every interaction, which can be used as a ''stroboscopic probe'' to identify the coherent space-time structures that arise. In this work, we measure synchronized interaction among users by looking at communicating triangles of users. We analyze them with the tools of information theory (5) and find a form of organization that differs from that which can be captured by static attributes of the graph such as curvature. A similar approach is often used to find correlations and synchronization of spike trains in the neural code (6) , evoking an analogy between the internal e-mail communication in a university and neuronal activity in the brain.
The Experiment
Our data were extracted from the log files of one of the main mail servers at one of our universities and consist of Ͼ2 ϫ 10 6 e-mail messages sent during a period of 83 days and connecting Ϸ10,000 users. The content of the messages was, of course, never accessible, and the only data taken from the log files were the ''to,'' ''from,'' and ''time'' fields. The data were first reduced to the internal mail within the institution, because external links were necessarily incomplete. Once aliases were resolved, we were left with a set of 3,188 users interchanging 309,125 messages. A directed static graph was then constructed by designating users as nodes and connecting any two of them with a directed link when an e-mail message had gone between them during the 83 days. Statistical properties of the degree of this graph have been reported before (7) . ¶ Connectivity of this static graph will reveal structures within the organization (7-9). We have previously shown (1) that a powerful tool for identifying such structural organization is the number of triangles T (triplets in which all pairs communicate) in which a node of degree v (total number of partners) participates, normalized by the number of triangles v(v Ϫ 1)͞2 to which it could potentially belong. This defines the clustering coefficient c ϭ 2T͞(v 2 Ϫ v) (10-13), which, as we showed (1), induces a curvature on the graph.
One marked difference between the graphs of e-mail and of the World Wide Web (WWW) should be noted at this point. In the WWW, the central organizing role of ''hubs'' (nodes with many outgoing links) that confer importance to ''authorities'' (nodes with many ingoing links) has been noted (14) and used very successfully (e.g., by Google). The contribution of authorities and hubs is, however, not to the creation of communities and interest groups. This is evident because the high degree of both hubs and authorities tends to reduce their curvature considerably. High-curvature nodes, in contrast, are usually the specialists of their community and are highly connected in bidirectional links to others in the group. In the e-mail graph, hubs tend to be machines, mass mailers, or users that transfer general messages (e.g., seminar notifications) going to many users, whereas authorities are more like service desks. Thus, the importance of hubs and authorities is small when we consider the core use of the e-mail structure as dealing with thematic rather than organizational issues. Hubs and authorities do, however, play a role in such questions as diffusion of viruses or, more generally, how many people are being reached (7). However, most mass mailings do not solicit an answer and therefore do not contribute to interaction (''dialogue'') as we define and study it here. In our § To whom correspondence should be addressed. E-mail: elisha.moses@weizmann.ac.il. ¶ We have confirmed a scaling law for the number of messages sent MS and the number of messages received MR per user, and we find that both occur with probabilities p(MS,R) Ϸ MS,R Ϫ1.0 Ϯ 0.1 . The degree of the graph, i.e., the degree or number of links going in vin and out of vout a node, does not have a simple scaling behavior. Instead, one power law of v Ϫ0.93 characterizes the behavior of both vin and vout until v ϭ 12, when a sharp transition to a second power law with v Ϫ1.84 fits the behavior until v Ϸ 200, when our data end.
analysis we discarded mass mailings (Ͼ18 recipients) altogether. There remained 202,695 links.
The different manner in which triangles and transitivity interplay in the World Wide Web (WWW) and in the e-mail graphs is also illuminating. Although it involves three nodes, the notion of curvature in the WWW is mainly a local one, based on the more basic concept of a ''colink.'' This is a link between two nodes that point to each other, establishing a ''friendly'' connection based on mutual recognition. Building from the single pair, the fundamental unit of connectivity is the triangle. In the WWW, transitivity is natural, and we have shown previously (1) that if node A is friendly with nodes B and C, it is often correct to assume that B and C are friends. On the contrary, e-mailing is so prolific that A's dialogue with B and with C usually does not imply that B and C carry out a dialogue, and, even if they do, then the three communications determining the edges of the triangle could be independent; as a consequence, transitivity breaks down. We will see that static structures (such as departments) emerge as having high curvature, whereas dialogue among members of a group implies a more functional, and perhaps goal-oriented, structure, where timing is crucial.
The static analysis expands the notion of a mutual link, or colink, to the e-mail network by designating a link between nodes A and B only if A had sent a message to B and B had sent a message back during the whole period under investigation. We found 7,087 such pairs, sending 105,349 messages to each other, among 20,879 directed pairs who sent perhaps mail just one way (and of the 3,188 ϫ 3,187͞2 possible connections in the graph). The 7,087 pairs formed a total of 6,378 triangles.
The Model
To analyze the behavior of this reduced network, we viewed any pair of ''conversing'' users as exchanging signals on a transmission line via which information can be propagated in both directions. We completely disregarded the fact that there is internal information in the messages, discarding even information that is in principle available in the log files such as the size of the messages. The data for each pair composed a spike train whose horizontal axis is time, with upward ticks for mail sent A 3 B and downward ticks for mail sent B 3 A (some samples are shown in Fig. 1 ). We now define that A and B conduct a dialogue on a given day if A sends mail on that day to B and B answers on the same day, or vice versa.
The temporal dynamics of the e-mail network immediately reveals new statistical properties, shown in Fig. 2 . We define ⌬t as the time delay between a message going from A 3 B and a response going from B 3 A. Although no clear power law is evident in Fig. 2 , the behavior can be approximated by P(⌬t) Ϸ ⌬t Ϫ1 . The appearance of a peak ranging from ⌬t ϭ 16 hours to ⌬t ϭ 24 hours can be explained by sociological behavior involving the time (usually 16 hours) between when people leave work and when they return to their offices. This (already weak) peak disappears when considering (Fig. 2 Inset) a ''tick'' of the system (i.e., a message sent) as the basic time unit. We suspect that the approximate power law is caused by random communications between two users, whereas the flat incipient part implies actual correlation between two users (when the answer comes before 10 hours have passed, i.e., on the same day).
Choosing the basic tick of the clock (the sending of a message in the network) as a variable time unit smoothens many features (as in Fig. 2 Inset). In particular, the slowing down of the network over nights and weekends is eliminated. However, the mathematics of correlation becomes much more involved, and we have also checked that the interaction is very well captured by sticking to the more intuitive notion of ''same day.'' In light of these considerations, we choose 24 hours as the natural time unit within which B must answer. In principle, some multiple of this unit could serve as well, but the results shown in Fig. 2 indicate that most interactions take place within 10 hours. We further found that extending the time unit to include responses sent the next day gave similar results.
The mathematical description of the experiment proceeds through two steps (compare Fig. 1) . First, on a more local level, we consider a pair of communicating users that we shall denote by A and B. We introduce the empirical probabilities p A (i) and p B (i), where i ϭ 0,1. The value 1 corresponds to the event that at least one e-mail has been sent to the partner on a given day, whereas the value 0 corresponds to the event that no e-mail has been sent on that day. The measured values of these probabilities are given by
where N A (i) is the number of days for which the event i occurred for A, N B (i) is defined similarly for B, and d is the total number It is important to note that Ip and IT capture the synchronization of the e-mail exchange at two different levels. IT measures the coherence of the triangle as a whole and can take on high values, even though some of the I p values are relatively small. The horizontal line at the bottom represents the whole period under analysis divided into days (and weekends) and was introduced to aid the visualization of the events determining the probabilities entering I p and IT (see Eqs. 1 and 2).
Fig. 2. Probability distribution of the response time until a message is answered (as described in The Model). (Inset)
The same probability distribution is measured in ''ticks,'' i.e., units of messages sent in the system. Binning is logarithmic. Solid lines approximately follow ⌬t Ϫ1 and are meant as guides for the eye.
of days (d ϭ 83). We then characterize the joint activity of A and B by considering the probabilities p AB (i, j), defined as
where N AB is the number of days where A was in state i and B was in state j (i.e., sending mail to the partner or not) and i, j ʦ {0, 1}. It is now possible to determine to what extent the activity of A influences the activity of B by means of the mutual information I p (A, B) (the subscript p stands for ''pair''):
ͪ. We now define the temporal coherence of a triangle as the degree of synchronization among the activity of the three users. This is achieved by looking at a form of the mutual information (Kullback-Leibler divergence) I T (A, B, C) (in this case the subscript T stands for ''triangle''), defined as
.
[4]
One readily sees that the temporal coherence I T (A, B, C) is invariant under any permutation of A, B, and C. Note that I T Յ log 16, and the maximum is attained when the four possible patterns for each edge are equiprobable and fully correlated (see also ref. 16 ). More insight into I p and I T can be gained by looking at Fig. 1 , which shows the three communications determining a triangle. A statistical quantity of interest (Fig. 3) is the number of triangles T in which a user participates. The distribution of both the static and the dynamic (temporal coherence of Ն0.1) triangles follows a power law over two decades, with exponent Ϫ1.2.
With the help of the temporal coherence I T , it is possible to replace the static transitivity by a notion of temporal transitivity. The assumption is that when the e-mail exchange in a triangle is highly synchronized, the three users are indeed involved in a common dialogue (or ''trialogue''). This transitive relationship among users can be extended naturally to adjacent triangles. This idea relies on the observation that in the presence of two highly synchronized triangles with a common edge, the four users are supposed to influence each other's activity. In this way it is possible to extract groups of users carrying out a conversation. We thus constructed a conjugate graph where we first drew a node for each triangle for which I T was larger than a given cutoff. Two of these nodes were connected by a link when the corresponding triangles had a common edge, that is, when four people A, B, C, and D were involved in these two triangles (e.g., A, B, and C and B, C, and D). Our construction offers a perspective on the appearance of circles of users sharing a common interest, defining thematic groups.
Discussion
For the purpose of comparison, we first consider the static graph resulting from the e-mail network we analyzed (Fig. 4) . For the sake of clarity, only nodes, i.e., users, with a curvature of Ͼ0.1 are present; in addition, every pair of users must have exchanged at least 10 e-mails. The temporal dynamics intrinsic to the e-mail exchange is here neglected, and triangles represent a sign of static transitive recognition, carrying no information about temporal coherence between the individual communications. In this case we see the clear appearance of departmental communities. Our findings on the organizational aspects of e-mail traffic are thus in agreement with the findings of Tyler et al. (9) but are based here on the quantitative concept of curvature. Fig. 5 , on the other hand, shows the conjugate graph associated with a cutoff of I T Ն 0.5 but without a cutoff on curvature; again we only considered pairs that exchanged at least 10 e-mails. The threshold is related to the fact that there is an a priori probability for a nonzero I T . This value can be estimated based on Bayesian statistics, but such an estimation would necessitate some detailed assumptions on what is probable behavior for people sending e-mails. For example, a uniform measure in the space of probabilities leads to a critical value of I T ϭ 0.7531. Fig.  6 demonstrates a transition in the cumulative probability in our data, at a value of I T Ϸ 0.65. In practice, we empirically set the threshold at I T ϭ 0.5, which gave a useful representation of the dynamic groups. We recognize in Fig. 5 several highly connected, totally separated clusters, indicating different thematic groups. Some of the clusters identified in Fig. 4 survive and are lifted in part to the graph of temporal dynamics (Fig. 5) , indicating that within some departments there are dialogues; furthermore, some departments split into different interest groups. However, we find many clusters that are new and do not appear in the highcurvature graph (Fig. 4) . These clusters typically comprise users who are not in the same department (as shown by the multiple colors of the disks in Fig. 5 ). Very few users appear in more than one cluster so that the spreading of functional information is restricted within the thematic communities, in contrast to the spreading of computer viruses, for example, which propagate easily through the entire graph (7) .
The creation of coherent structures in flow patterns is well known from hydrodynamics, where vortices, plumes, and other localized structures play an important role in determining features of fluid flow (15) . In the case of dynamic networks, we have shown that the flow of information along the edges of a graph creates a type of coherent structure. This localized structure encompasses a number of users that act in synchrony.
We may obtain further insight on the difference between the dynamic and the static groups by considering directly the activity and time sequence of events in the groups. One clear difference is that static groups are on average larger, with 20 Ϯ 18 participants versus 5.4 Ϯ 1.4 participants for the dynamic groups. On the other hand, dynamic communications tend to involve a larger fraction of their own group, and on a day that the dynamic group is active it will often use a larger percentage of the potential links at its disposal. Of the two groups considered in Fig. 7 Upper, the dynamic group uses a maximal fraction of 0.78 of potential links, compared with 0.33 used by the static group.
Dynamic groups are additionally more intermittent than static groups. As seen in Fig. 7 Lower Left, the number of days on which a dynamic group is inactive is substantial. In comparison, if we disregard weekends, when practically all activity ceases, then there are almost no days when the static groups are silent (as is apparent in Fig. 7 Upper). Discarding weekends, we look at the graph of days with a given number of events (Fig. 7 Lower Left) and see that the dynamic group has a large peak near zero, whereas the static group has a Gaussian distribution with a nonzero peak. A measure of this phenomenon is the coefficient of variation CV, the ratio of the standard deviation of the distribution to its mean. We find that for dynamic groups CV ϭ 0.78 Ϯ 0.05, whereas for static groups CV ϭ 0.56 Ϯ 0.27, confirming that distributions for static groups are narrower (one outlier with a small number of participants slightly distorts the average for static groups). If we rescale and average over groups 5 . The conjugate graph, for a cutoff of 0.5. Each node is a triangle of three people conferring with temporal coherence I T Ն 0.5 (rather than a single user, as in Fig. 4) , and each link connects two adjacent such triangles. The three colors of each node indicate the departments of the three people composing that node (we used the same color code as in Fig. 4) . Note the strong clustering of the graph into very compact groups of people. The users cross departmental boundaries (their interests and connections are not shown, in consideration of privacy). 
