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Abstract
Aero-engine components are strongly coupled with each other and
traditional design tools are not always able to predict the complex
phenomenon caused by component interactions. Whole engine sim-
ulations could allow designers to capture this phenomenon, increase
the design confidence and reduce design cycles. The aim of this thesis
is to reduce the turnover time in the pre-processing of whole engine
simulations and conduct CFD simulations of the whole engine gas
path.
This thesis has developed a set of meshing methods for turboma-
chinery applications. These methods include multi-block structured
meshing, 2D/3D Delaunay triangulation, Q-morph, hybrid meshing
and hex meshing. These meshing methods are integrated with the
in-house geometry database to reduce the required man-hours in the
pre-processing of whole engine simulations. This has reduced the re-
quired man-hours from days and weeks to a few hours.
The whole engine simulation benefits from the development of the
developed preprocessing tool, so that the whole engine gas path can be
simulated. A compressible reacting gas model is used throughout the
domain to ensure the consistency of gas thermodynamic properties.
The turnover time of the preprocessing of a whole engine simulation
can be reduced to roughly 8 man hours (one working day), which
makes the whole engine simulation a feasible tool in the design process.
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Chapter 1
Introduction
1.1 Preamble
Since the pioneering work of Frank Whittle and Hans von Ohain in the 1930’s,
gas turbine engines have evolved into highly developed machines in terms of
reliability, efficiency, power, emissions and noise levels. They have found wide
applications in civil and military airframes, marine propulsion and electricity
generation. Ever increasing competition in the aerospace market and stricter
regulations on emission and noise levels has driven manufacturers to produce
engines with higher efficiency, lower emission and noise levels, but to retain the
same reliability.
In order to gain a competitive place in the market, gas turbine engine man-
ufacturers face compelling requirements of reducing the design cycle time and
overall cost. The overall design process of a gas turbine engine is rather com-
plicated. It involves interrelated multi-disciplinary and multi-fidelity designs of
engine components. For example, the efficiency and stall margin of high pressure
compressors can be predicted more accurately if the changes of blade geometries
take into the account the contributions from aerodynamics, structures, thermal
loadings and so on. The traditional component design process is not always able
to capture such complex physical phenomenon caused by component interactions.
It is likely that component interactions are not resolved until hardware is built
and tests are conducted. Unfortunately the process of hardware builds and tests
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is normally already at the later stage of engine development, any corrections to
engines could be considerably costly and time consuming.
It is possible to provide designers with an integrated design system, which
is capable of multi-fidelity, multi-disciplinary designs and analysis. This system
should be able to capture component interactions and have a reasonably accurate
prediction of aero-engine performances at an earlier design stage. A major en-
gine manufacturer has estimated that “such simulations could reduce design and
development time and cost by 30 to 40 percent through fewer redesigns, retests,
and rebuilds of costly hardware. This translates into a saving of $100 million over
a year of development time” (Lytle [2000]).
Therefore, establishing an integrated design system, which allows multi-fidelity,
multi-disciplinary designs and analysis, is a promising tool to increase the design
confidence, reduce the cost and design cycle time in engine development. The ef-
fort of the whole engine modelling group at the Vibration University Technology
Centre (VUTC) at Imperial College London is directed towards this direction to
construct such a design system using advanced computational methods. (di Mare
et al. [2008]).
1.2 Background
The evolution of computers, particularly in terms of computer languages, com-
puter graphics, high-performance computing facilities, and computational (or nu-
merical) techniques, such as the Finite Volume (FV) method, Finite Difference
(FD) and Finite Element(FE) method, have enabled engineers and researchers to
develop reliable design tools to predict and analyse the performance of a single
component or multi-components of gas turbines.
Back to 1950’s, Wu [1951] proposed a numerical method to predict the per-
formance of turbomachines using blade-to-blade (S1) and hub-to-tip (S2) stream
surfaces. Wu’s S1/S2 method was so far ahead of his time that his approach
was seldom implemented. Instead his method was greatly simplified by treating
the S1 surface as a surface revolution and the S2 surface as a single mean stream
surface, which can be further simplified as axi-symmetric. The S1 surface evolved
into a powerful tool to define detailed blade shapes and the S2 surface became
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the famous through-flow calculation. The through-flow calculation is one of the
most important tools to turbomachinery engineers. It computes the variation
of flow angles along the blade span at the inlet and outlet of a blade. Notable
studies of through-flow calculations can be found in Marsh [1968], Denton [1978],
Gallimore [1998], Gallimore and Cumpsty [1986]. The weakness of the through-
flow computation is its inability to predict certain 3D flow phenomenon, such as
recirculating flows observed in engine off-designs. In order to resolve these 3D
flow features, a 3D computation is essential. 3D Navier-Stokes (N-S) equations
had been applied to viscous turbomachinery flows (Dawes [1987]; Hah [1984]) in
the 1980’s. With the advance of computer powers, a steady 3D N-S computa-
tion of several blade rows became possible in the 1990’s to take into account the
interactions between adjacent blade rows. A mixing plane proposed by Denton
[1992a] was used to couple adjacent blade rows. Compared to the mixing plane,
a more rigorous approach, called the average passage approach, was proposed
by Adamczyk [1996, 2000]. The basic idea of both approaches was to average
the flow variables of a blade row on or close to inlet/outlet boundaries and then
feed them into its adjacent blade rows. Benefiting from the matureness of steady
multi-stage calculations, researchers have conducted unsteady multi-stage simu-
lation for a whole annulus compressor with 17 blade rows (Wu et al. [2005]) or
even whole-engine unsteady simulation (Mahesh et al. [2006]).
These advances in the simulation of turbomachinery flows have led to, and
formed the foundation of the research of establishing an integrated aero-engine
design system. Industrial and academic evidence (Alexiou et al. [2007]; di Mare
et al. [2008]; Lytle [2001]) can be found to prove the feasibility of this research
path.
Notable studies towards establishing such an integrated design system for
gas turbine engines are the Numerical Propulsion System Simulation (NPSS) by
NASA Glenn research centre and the Propulsion Object Oriented Simulation Soft-
ware (PROOSIS) within the European project of Value Improvement through a
Virtual Aeronautical Collaborative Enterprise (VIVACE). The aim of NPSS is to
provide a “virtual wind tunnel” to engine developers so that they could reduce the
number of hardware builds and tests during the development process. NPSS al-
lows designers to appreciate the stability, cost, life and certification requirements
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of a propulsion system under design using validated design tools for aerodynam-
ics, fluid dynamics, heat transfer, combustion, structural mechanics, materials,
acoustics, controls, manufacturing and economics (Follen [2010]). PROOSIS is
a 1D multi-disciplinary design system with an objected-oriented simulation en-
vironment. It is able to simulate the entire propulsion system by designing not
only the propulsion system, but also auxiliary systems, such as control, fuel sup-
ply, secondary air system, etc. (Alexiou and Mathioudakis [2006]). Because the
focus of this thesis is on CFD-related techniques, PROOSIS is not relevant to the
theme of the thesis, it will not be discussed here. Interested readers can refer to
the literature of PROOSIS for more information, such as Alexiou et al. [2007].
We will focus on NPSS and compare it with the multi-fidelity multi-disciplinary
design and analysis system, “Virtual Engine (VE)”, developed by VUTC.
NPSS is a modular and extensible framework for large-scale multi-fidelity
and multi-disciplinary analysis. Its development can be best illustrated by the
roadmap shown in Figure 1.1. NPSS contains three main elements: the engi-
neering application models, the system software for the simulation environment
and the high-performance computing environment. The engineering application
models allow large-scale subsystem or system multi-disciplinary multi-fidelity sim-
ulations. The multi-disciplinary simulations can capture the complex component
interactions and the multi-fidelity simulations can allow engineers to set up simu-
lations at different levels of details, such as coupling CFD simulations with a cycle
analysis. The simulation environment of NPSS uses object-oriented programming
languages to maximize the code re-usability, allow a hierarchy of simulations and
provide an engineering white board for engineers. It is estimated that the com-
putation cost of a 3D simulation of the main gas path of an aero-engine is more
than 1012 floating-point operation/sec. In order to handle such massive comput-
ing cost, NPSS uses cluster computing and this approach is found to achieve the
same reliability and performance as a vector supercomputer at only 8% of its
cost. (Lytle [2000])
However, NPSS uses a collection of validated legacy codes. The advantage of
using legacy codes is that time-consuming code development is largely saved, but
the disadvantage is that since each code is developed by different research groups
or institutions, this might cause software sustainability issues. In the published
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Figure 1.1: NPSS road map (From Lytle [2000])
literatures of NPSS, it has not mentioned the pre-processing of their simulations,
such as geometry manipulation or meshing-related issues. Last but not least,
the simulations in the literature of NPSS have not included the secondary air
system (SAS), which is known to have a considerable impact on the performance
of aero-engines (Denton and Dawes [1999]).
Similar to NPSS, VE also allows large-scale multi-disciplinary and multi-
fidelity simulations for aero-engine design and analysis, however, VE does not
use legacy codes. Using modern programming methodologies, it is written in
C++ and designed to be highly modular and extensible. VE is an inclusive soft-
ware system which includes whole engine geometry and data structures, whole
engine meshing, multi-fidelity thermal modelling, integrated engine control sys-
tems, multi-fidelity gas dynamics and solver libraries, interfaces and boundary
conditions, multi-fidelity structural dynamics, computational aspects, etc. All
these functionalities are illustrated in Figure 1.2.
Due to the limited time span of the current work, the current research cannot
cover all the topics shown in Figure 1.2. The scope of this thesis is related to
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Figure 1.2: Functionalities of VE design environment (Courtesy of Rolls-Royce).
whole engine meshing and high-fidelity whole engine CFD simulations.
1.3 Objectives of The Thesis
Reed et al. [2003] stated that “In order to be an effective design tool, the wall-
clock execution times for a full engine simulation must be reduced to the point
where it can impact the design process. This translates into approximately 15
hours so that the simulation may be run overnight.” As is shown in Figure 1.3,
numerical simulation is only one part of a typical design process. In order to
make whole engine simulations a practical tool, considerable efforts are required
to make the processes of geometry manipulation, mesh generation & mesh setup
and post-processing & analysis more efficient. There was a survey reported in the
Cubit Meeting in 2007 by Sandia National Laboratories1, the aim of which was
to investigate how man-hours were distributed in the design process. The result
of the survey was that 79% of the time was spent on meshing-related geometry
manipulation, meshing and mesh setup. Numerical simulation only took 4%
1The presentation can be downloaded from http://www.scribd.com/doc/52824132/Why-
Is-Hex-Meshing-So-Hard
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Figure 1.3: Flow chart of a typical design process.
of the time in term of man-hours. Dawes [2007] pointed out that there were
bottlenecks in the current turbomachinery CFD process, especially in large-scale
simulations with complex geometries, and there must be a paradigm shift from
the current CFD process to break through these bottlenecks. Dawes advocated
that the current standard process, as is shown in Figure 1.4, was inherently slow
and it was difficult to make them more efficient. These issues equally apply to
whole engine simulations. Therefore, the objectives of the current research are
twofold: one goal is to make the meshing-related pre-processing of whole engine
simulations more efficient in terms of man hours and the other is to conduct whole
engine simulations.
Kulkarni and di Mare [2012] have developed a geometry system, called the
General Assembly (GA), within the VE framework to represent geometries of
complex machines, such as gas turbine engines. This system facilitates the con-
struction of new and possibly innovative configurations from scratch and at the
same time is capable of automating analysis procedures. The current research
is built upon a GA. In order to fully explore the capabilities of the GA so as
to cut the man-hours in preparing whole engine simulations, mesh generators
will be integrated with a GA at a code-level. Currently, numerous open-source
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Figure 1.4: Flow chart of an orthodoxy CFD process. (From Dawes [2007])
mesh generators are already available, but in the author’s opinion, they cannot
be incorporated into the VE framework. The reasons are that their qualities are
dubious and they provide limited access to data structures and further develop-
ment might be difficult. Therefore, the current research will implement a set of
meshing tools from scratch that fully explore the functionalities of the GA. The
developed mesh generators together with the GA will form the backbone of the
VE pre-processing and will automate whole engine simulations as much as pos-
sible. Finally a whole engine simulation, which includes the main gas path and
secondary air system, will be conducted to demonstrate the capability of VE in
whole engine simulations.
1.4 Thesis Outline
The rest of thesis is made up of 8 chapters and four appendixes. Chapter 2 reviews
the previous work in high-fidelity whole engine simulations, meshing and its ap-
plications in turbomachinery. Chapter 3 describes methods to produce triangular
and quadrilateral meshes. The described methods will form the foundation for
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Figure 1.5: Thesis structure.
tetrahedral meshing and hexahedral meshing. Chapter 4 describes a method to
generate hexahedral meshes for turbomachinery blade passages. Chapter 5 shows
a method to generate quality tetrahedral meshes for complex geometries using
Delaunay methods. Chapter 6 describes a unified method to create hybrid meshes
for viscous flow simulation of complex geometries. Chapter 7 shows a method to
create fully hexahedral meshes for the SAS with 3D non-axi-symmetric orifices.
Chapter 8 demonstrates the integration of the developed meshing tools with the
GA and its application in whole engine simulations. Chapter 9 draws conclusion
of the thesis and gives recommendation of future work. The structure of this
thesis and the dependence among chapters are shown in Figure 1.5.
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Chapter 2
Literature Review
2.1 Introduction
This chapter is divided into two parts. The first part reviews previous studies
on mesh generation and its applications in turbomachinery. The second part
reviews previous studies on high-fidelity whole engine simulations. The review is
not exhaustive and only the studies that are most relevant to the theme of the
thesis are included. Interested readers could refer to the references provided for
more information.
2.2 Mesh Generation
Mesh generation, grid generation or meshing1 refers to the decomposition of a
model geometry into discrete sub-domains. These sub-domains fill the whole
model geometry and they may or may not overlap with each other. Numerical
techniques, such as FE, FD and FV methods, require meshes to discretize the
governing equations of numerous disciplines, such as structure mechanics, heat
transfer, fluid dynamics, etc. From the early days of hand-made meshes only
containing a few elements to modern meshes for arbitrarily complex geometries
with hundreds of millions of elements, the field of mesh generation has evolved
1In this thesis, the phrases, “mesh” and “grid”, “meshing” and “mesh (or grid) generation”
are used interchangeably.
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dramatically along with the ever increasing computer power over the last six
decades. From Section 2.2.1 to Section 2.2.6, we will briefly review the meshing
techniques based on the shapes of elements.
2.2.1 Triangulation
Triangulation might be one of the oldest meshing technique to be investigated.
It can be dated back to 1934, when Boris Delaunay published his pioneering
work on a triangulation method, which was lately named after him, Delaunay
Triangulation (DT) (Delaunay [1934]). The basic idea is that, given a finite set
of points S on a planar domain R2, if no four points are on the same circle, then S
has a unique DT. For each triangle in the DT, its circumcircle encloses no points
in S.
Among the algorithms to construct a DT (Bowyer [1981]; Edelsbrunner and
Shah [1996]; Fortune [1986]; Guibas et al. [1992]; Lawson [1972]; Waston [1981]),
the incremental algorithms, such as the Bowyer-Watson algorithm and the Law-
son’s flipping algorithm, are the most popular ones due to their simplicity and
direct extension to 3D. However, the drawback of DT is that, since the input
to a DT algorithm is only a point set, the DT does not necessarily contain the
segments of the input geometry. Algorithms have been developed to recover the
missing segments and these efforts have made DT a powerful meshing tool for en-
gineering applications. Boundary recovery can be achieved by either adding extra
points (also called Steiner points) to construct a conforming Delaunay triangula-
tion (Chew [1989b]; Edelsbrunner and Tan [1993]) or by edge flips to construct a
Constrained Delaunay Triangulation (CDT) (Anglada [1997]; Chew [1989a]; Lee
and Lin [1986]). Both conforming DT and CDT, as is illustrated in Figure 2.1,
are variants of DT. Because CDT only contains points of input boundaries and
is mostly used as an intermediate mesh for further mesh refinement, it is more
useful than the conforming one. Quality triangulation can be obtained by Delau-
nay refinement so that the triangulation can be used in engineering applications
(Chew [1989b]; Shewchuk [2001]).
Other popular ways to construct a triangulation are the advancing front
method (Peraire et al. [1987]), quadtree method (Yerry and Shephard [1984]) and
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Figure 2.1: Demonstration of DT and its variants. Top left: input geometry. Top
right: Delaunay triangulation. Bottom left: conforming Delaunay triangulation.
Bottom right: constrained Delaunay triangulation. (From Shewchuk [2002])
frontal-point insertion method (Marcum [1995]; Marcum and Weatherill [1994];
Mueller et al. [1992]; Rebay [1993]). The advantages of the advancing front
method are its point placement strategy and its ability to create high quality
meshes with smooth size transitions. Compared to the Delaunay method, its dis-
advantages are lack of efficiency and robustness. The quad-tree method is simple
and efficient, but it needs to warp elements to make the mesh match boundaries,
which normally leads to elements with poor quality close to the boundaries. The
frontal-point insertion method refines a CDT using a point placement similar
to the advancing front method. Therefore it combines the advantage of the ad-
vancing front method and DT and produces high quality meshes in an efficient
manner.
2.2.2 Quadrilateral Mesh Generation
There are two popular ways to create a quad mesh1, the structured approach and
the unstructured approach.
1For simplicity, the phrase “quad mesh” refers to “quadrilateral mesh” in the rest of the
thesis
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As one of the earliest meshing techniques successfully used in numerical simu-
lations, the structured approach uses two families of crossing lines to decompose
the parametric domain into a tessellation of quadrilateral, and a mapping is then
conducted to map the mesh to the physical space. The mapped grid might ex-
hibit folding and this could be removed by solving quasi-linear elliptic Partial
Differential Equations (PDEs) (Thompson et al. [1985]). Meanwhile, boundary
orthogonality and clustering can also be achieved (Khamayseh et al. [1998]; Ste-
ger and Sorenson [1979]) by adding source terms in these PDEs. One pitfall of the
structured approach is that when the geometry becomes complex, the geometry
needs to be decomposed into several simple blocks in the first place, and then
these blocks can be meshed separately. However, when the geometry becomes
increasingly complex, block decompositions turn out to be a tedious, error-prone
and extremely time-consuming process.
The unstructured approach is more flexible and is able to produce a quad
mesh for arbitrarily complex geometries. The easiest way to create a quad mesh
is to split each triangle into three quads in a triangulation. However this approach
frequently yields a mesh of unacceptable quality. Another approach is to system-
atically combine the triangles into quads (Lee and Lo [1994]; Lo [1989]). This
approach has been proven to be successful, and can produce meshes of reasonable
quality. An unfavourable feature of this method is that it does not guarantee that
elements are aligned with the boundaries of the geometry. Two other approaches,
Q-morph (Owen et al. [1999]) and paving (Blacker and Stephenson [1991]), have
successfully solved this problem using the advancing-front-like approach and both
methods are widely used. The main difference between these two approaches is
that the former creates a quad mesh by converting an existing triangulation and
the latter generates the quad mesh directly. Figure 2.2 demonstrates how a tri-
angular mesh is converted into a quad mesh by Q-morph.
Other ways to create a quad mesh are medial axis transformation (Rigby
[2003]; Tam and Armstrong [1991]), PDE-based approaches (Kowalski et al.
[2012]), the Blossom-Quad approach (Remacle et al. [2012]), etc.
38
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(d) (e)
Figure 2.2: Demonstration of Q-morph. (a) The initial triangulation. (b)∼(c)
Q-morph in process. (d) The raw quad mesh. (e) The final quad mesh after mesh
optimization.
2.2.3 Tetrahedra Mesh Generation
Tetrahedra mesh generation or tetrahedralization shares the same root with tri-
angulation. Many triangulation algorithms can be extended to 3D directly, such
as the advancing front method (Jin and Tanner [1993]; Lohner and Parikh [1988];
Moller and Hansbo [1995]), the Delaunay-based method1 (Shewchuk [1998]; Si
[2010]) and octree method (Yerry and Shephard [1984]). Among them, the ad-
vancing front method produces the meshes of the highest quality, but due to its
heuristic nature, it might fail when the geometry is complex, especially if the
quality of the surface triangulation is poor. The octree method is robust and
efficient, but similar to the quad-tree method, elements close to boundaries are
less satisfactory due to element warping. The Delaunay-based method is able
to produce a quality mesh for arbitrarily complex geometries, and its quality is
comparable to the advancing front method, which is why the Delaunay-based
method is widely used.
1The Delaunay-based method refers to the methods which first construct a CDT and then
improve the mesh quality by Delaunay refinement or other point-insertion schemes.
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Despite the promising aspects of the Delaunay-based method, one major chal-
lenge of this method is to construct a 3D CDT1 for the input surface triangulation,
from which various point-insertion schemes can then be readily applied. In order
to recover the missing segments and facets of the input triangulation, heuristic
approaches were developed (George et al. [1991, 2003]) by edge/face flipping and
heuristic Steiner point insertion, but its success is not guaranteed. The major
breakthrough for this problem was the CDT algorithm for piece-wise linear com-
plex (Miller et al. [1996]) proposed by Shewchuk [2002] and further developed by
other researchers (Si and Kalus [2011]; Si and Klaus [2005]; Wang and di Mare
[2011]). This approach recovers the missing segments by systematically insert-
ing Steiner points and then recovering the missing facets without adding Steiner
points. Finally the added Steiner points are removed from the boundaries by
point relocation (George et al. [2003]), edge contraction (Olliview-Gooch [2003])
or local re-meshing (Si and Klaus [2005]).
2.2.4 Hexahedral Mesh Generation
Similar to quad meshing, hexahedral meshing can also be created by either a
structured approach or unstructured approach. The structured approach uses
three families of crossing lines to create hexahedral elements. If the geometry is
complex, it is first decomposed into several simple 3D blocks and then meshed
separately. Despite the superior mesh quality generated from this approach,
decomposing a 3D geometry is very time-consuming, and this confines its usage to
relatively simple geometries. Creating an unstructured hex mesh2 for arbitrarily
complex geometries is extremely complicated, and such a challenge has been
termed the “holy grail” of mesh generation by the meshing community. Numerous
efforts have been devoted creating an automatic and robust unstructured hex
mesh generator: medial surface (Price and Armstrong [1995, 1997]), plastering
(Blacker and Myers [1993]), whisker weaving (Tautges et al. [1996]), hex-dominant
(Tuchinsky and Clark [1997]), pave-sweep (Blacker [1996]; Miyoshi and Blacker
[2000]; Scott et al. [2005]) and octree (Ito et al. [2008]; Zhang and Hughes [2010]).
13D CDT refers to constrained Delaunay tetrahedralization.
2For simplicity, the phrase “hex mesh” refers to “hexahedral mesh” in the rest of the thesis
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Among them, the pave-sweep and octree methods are widely used. The pave-
sweep method first decomposes the geometry into several parts and hex meshes
are created by sweeping quad meshes from source faces to target faces. This
method can produce high quality, body-fitted, topologically conformal hexahe-
dral meshes and close to boundaries the mesh contours can be aligned with the
geometry boundaries satisfactorily. Augmented with general hexahedral sheet in-
sertion methods (Murdoch et al. [1997]; Shepherd and Johnson [2008]), the pave-
sweep method is capable of producing high quality hex meshes for complicated
3D geometries. However, if the geometry is complex, decomposing the geometry
into parts that can be swept is a time-consuming process, and several methods
have been developed to automatically detect these parts by median objects (Lu
et al. [2012]; Shepherd et al. [2000]) . Compared to the pave-sweep method, the
octree method is fully automated and extremely efficient. Despite its pitfalls in
element quality close to boundaries, it remains a promising hex meshing tool and
is already applied to extremely complex geometries (Dawes [2009]).
2.2.5 Polygon and Polyhedron Mesh Generation
A polygon or polyhedron mesh is a mesh which decomposes the domain into a tes-
sellation of non-overlapping polygons or polyhedra. Each polygon or polyhedron
is bounded by arbitrary number of edges or faces. The aforementioned meshing
methods are a subset of polygon or polyhedral meshing. However, because the
topologies of the resulting elements from these methods are normally fixed, they
cannot be called polygon or polyhedra meshing. In general, polygon or polyhedral
meshing refer to meshing methods which create elements with arbitrary number
of edges or faces. There are two ways to create a polygon or polyhedral mesh.
One creates a polygon or polyhedral mesh directly using Voronoi cells (Ebeida
[2011]), and the other approach is to convert a triangulation or tetrahedral mesh
into a polygon or polyhedral mesh by constructing a median mesh or a dual mesh.
This is illustrated in Figure 2.3. Special attention is required to treat elements
on the boundaries and untangle the mesh to make sure there are no inverted el-
ements in the mesh. Polygon or polyhedral elements have more neighbours than
other elements, hence they are claimed to be able to compute local flow distri-
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median mesh dual mesh
Figure 2.3: Generation of a polygon mesh by constructing the median or dual
mesh of a triangulation.
butions and gradients more accurately. A test case for the recirculating flow in
the water jacket of an engine has been undertaken by Peric and Ferguson (CD-
adapco). The results show that much fewer polyhedral elements are required to
achieve the same accuracy as a tetrahedral mesh does and the computation time
is less than one tenth of the time required by the tetrahedral mesh. However,
additional research is required to test the performance of polyhedral meshes in
other applications, such as turbomachinery.
2.2.6 Hybrid Mesh Generation
Literally, a hybrid mesh means the mesh contains a mixture of different element
types, such as triangles, quads and polygons in 2D, and tetrahedra, pyramids,
hexahedra, prisms and polyhedra in 3D. Typical examples are the mesh created
by the quad-tree/octree method. Other examples of hybrid meshes are prismatic
meshes for viscous flow simulations. In this work, by default we refer hybrid
meshing to the latter.
Generating a quality boundary layer mesh around complex geometries for
viscous flow simulations has been a major challenge in mesh generation. Nu-
merous studies have been devoted to this topic. If we take 3D hybrid meshing
as an example, assuming the input geometry is meshed with a surface triangu-
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Figure 2.4: Prismatic hybrid meshes for complex geometries. (From Khawaja
and Kallinderis [2000])
lation, there are generally two approaches to create a hybrid mesh. One is to
create a tetrahedra mesh in the first place, and the boundary layer mesh is then
added by moving the tetrahedra mesh away from the boundaries (Ito and Naka-
hashi [2004]; Sharov and Nakahashi [1998]). The other approach first creates
the boundary layer mesh and then creates the tetrahedral mesh (Garimella and
Shephard [2000]; Ito et al. [2007]; Kallinderis and Ward [1993]; Kallinderis et al.
[1996]; Khawaja and Kallinderis [2000]). Compared to the latter, the former is
less robust and inefficient, since it involves modifying an existing tetrahedra mesh.
The latter basically marches the surface triangulation away from the boundary
in distinct steps and a mixture of elements, including prisms, tetrahedra and
pyramids, are then created along the marching directions. The whole process can
be visualised as a gradual inflation of the boundary mesh. After the inflation,
isotropic tetrahedra are then created to fill the domain enclosed by the inflated
boundary. The final mesh is a mixture of tetrahedra, prisms and pyramids. Fig-
ure 2.4 shows an example of a hybrid mesh. A major concern of such method
is, for arbitrary complex geometries, to avoid element collision around concave
regions and regions with small gaps during the inflation. This problem can be
solved by recursively pruning or shrinking the boundary layer mesh (Garimella
and Shephard [2000]; Kallinderis et al. [1996]).
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2.2.7 Meshing Techniques in Turbomachinery
The community of turbomachinery has been a key force to push forward the fore-
front of mesh generation (Dawes et al. [2011]; Evans et al. [2012]; Kellar et al.
[2011]). In this work we will mainly put our focus on meshing techniques for tur-
bomachinery flow paths. Nonetheless the meshing techniques for flow simulations
can be directly applied to structure simulations with minor modifications.
Meshing Turbomachinery Blades
Turbomachinery blades are one of the most critical components in gas turbine
engines and they contribute directly to the thrust and shaft power. Numerous
studies have been devoted to creating high quality meshes for blade passages1.
They can generally be divided into 3 categories: the structured approach, the
semi-structured approach and the unstructured approach.
Traditionally, blades are meshed by multi-block structured meshes (Denton
and Dawes [1999]) because their geometries are relatively simple and it is easier
and more efficient to create a structured mesh for this kind of geometries. If
a proper block layout is chosen, the resulting mesh quality is superior. Blade
passages can be meshed directly by 3D multi-block structured meshes (Kolsek
et al. [2003]). A simpler way is to create multi-block structured meshes on stream
surfaces along the blade span and hex meshes are created by connecting this stack
of multi-block structured meshes (Shahpar and Lapworth [2003]).
The semi-structured approach uses an O-grid wrapping around the blade to
capture the high gradient within the boundary layer and an isotropic triangular
mesh in the far field (Burgos et al. [2010]; Sbardella et al. [2000]). To create
semi-structured meshes for 3D blade passages, a stack of semi-structured meshes
along the span are connected. The resulting mesh contains hexahedral meshes
around the blade and triangular prisms in the far field. This approach combines
the accuracy of structured meshes and the flexibility of unstructured meshes
(Sbardella et al. [2000]).
The above two approaches actually make the implicit assumption that blades
1In this thesis, when we mention meshing turbomachinery blades or meshing blades, we
actually refer to meshing turbomachinery blade passages.
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are 2.5D geometries, which means the geometry can be created by sweeping.
These two approaches can successfully handle blade geometries with moderately
complex features, such as tip/hub leakages, penny gaps, etc. However, for a
Nozzle Guide Vane (NGV) with film cooling holes, the above two approaches
have found considerable difficulties. It is still possible to create a structured mesh
for this kind of geometries (Heidmann et al. [1999]), but the whole process seems
extremely time consuming and its capability to handle real geometries of NGV
with film cooling holes is still questioned. For this situation, the unstructured
approach seems to be the only choice. Khawaja and Kallinderis [2000] used
a hybrid mesh to mesh turbines with film cooling holes. Close to the blade,
prismatic boundary layer meshes were created to capture high gradients within
the boundary layer, and tetrahedral meshes were used to fill the far field domain.
Kellar et al. [2011] also meshed this type of turbine blades with film cooling holes
using a hybrid mesh generator based on octree.
Among these three approaches, in the author’s opinion, the structured ap-
proach is the optimal choice. If a proper block layout is chosen, the mesh lines
will roughly follow the flow directions. This will reduce numerical diffusion and
speed up the convergence of the computation. Mesh refinement can be easily
done by treating the 3D structured mesh as an unstructured mesh and using the
refinement techniques of hex meshes, such as the techniques reported in Benzley
et al. [2005]. The semi-structured approach could be used as an alternative if
the structured approach cannot yield a satisfactory mesh. Finally, the fully un-
structured approach could be used if the blade geometry is extremely complex
and can not be handled by the previous two approaches. Figure 2.5 shows both
a structured mesh and a semi-structured mesh for a compressor blade section.
Meshing Turbomachinery Secondary Air System
Not all the compressed air contribute directly to the production of thrust and
shaft power. A fraction of the compressed air is used for cooling, sealing and
controlling bearing loads through a SAS. These secondary airflows are vital to the
safe and efficient operation of an aero-engine. Figure 2.6 illustrates a hypothetical
turbine cooling and sealing arrangement. A SAS is extremely complex and the
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Figure 2.5: (a) Structured mesh for a compressor blade section. (b) Semi-
structured mesh for a compressor blade section.
normal approach to mesh the SAS is to use a 2D mesh on the meridional plane or
sweep this 2D mesh around the engine axis to form a 3D mesh (Davis et al. [2005];
Denton and Dawes [1999]; Rosic et al. [2008]). However, this approach treats
the SAS as axi-symmetric geometries and ignores 3D non-axi-symmetric orifices.
Wang and di Mare [2012] proposed an algorithm to generate a high quality full
hex mesh fora 3D SAS with non-axi-symmetric orifices. Their algorithm is based
on the assumption that cavities of the SAS are 2.5D geometries. This assumption
is true for most cavities in the SAS. For cavities which are not 2.5D geometries,
a hybrid prismatic mesh can then be used instead. (Khawaja and Kallinderis
[2000]).
2.3 Conclusions on Mesh Generation
Section 2.2 reviewed studies in mesh generation and its applications in turboma-
chinery. Except the meshing algorithm for unstructured hexahedral meshes, other
meshing techniques reviewed in the previous section can be considered to be ma-
ture. This is verified by their wide implementation in commercial or open-source
packages. However, in the author’s opinion, improvement can still be achieved in
the following aspects:
• Development of meshing algorithms so that they become more robust, effi-
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Figure 2.6: A hypothetical turbine cooling and sealing arrangement. (Courtesy
of Rolls-Royce)
cient and easier to implement.
• Development of specific algorithms for specific applications, such as turbo-
machinery,
• Integration of meshing algorithms with geometry kernels in the purpose of
minimizing human interventions.
These three aspects will be addressed in this thesis.
2.4 High-Fidelity Whole Engine Simulations
Gas turbine engines are extremely complicated machines and every component is
closely coupled with each other and contributes to the performance of the engine.
Current advanced numerical simulations of isolated components or even multi-
stage simulations might not be sufficient to capture interactions between engine
components in detail. Extensive hardware builds and testes are still required to
test the performance of engines under different operating conditions. A high-
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fidelity whole engine simulation can provide valuable insights into component
interactions and function as a virtual wind tunnel for engine tests. This has the
potential to dramatically reduce time-consuming and costly hardware builds so
as to cut the time span and cost of design cycles. With the advances in computer
capabilities and numerical techniques, a high fidelity whole engine simulation is
no longer an elusive goal. Several research groups have been working towards
this direction.
Hall et al. [1998] conducted a steady-state simulation of the Low Pressure
(LP) subsystem of an Energy Efficient Engine using ADPAC (Hall et al. [1999])
and NEPP (Klann and Snyder [1994a,b]). ADPAC solved 3D Reynolds Aver-
aged Navier-Stokes (RANS) equations and used mixing planes to approximate
rotor/stator interactions. NEPP was a 1D steady-state thermodynamic perfor-
mance modelling tool. Hall’s simulation coupled the 3D CFD simulation of the
LP subsystem with the NEPP cycle deck core simulation and demonstrated the
iterative aerodynamic and mechanical coupling process under different shaft rota-
tional speeds. Figure 2.7 shows the schematic of data flows of the coupled ADPAC
and NEPP. The results from their simulation agreed well with experimental data
and provided valuable indications of what might be achieved in whole engine sim-
ulation. Besides, Hall also pointed out the importance of geometry manipulation,
mesh generation and the secondary air system.
Following the work of Hall, Reed et al. [2003], Turner et al. [2004] and Turner
[2010] simulated the GE90 engine operating at the 0.25 Mach speed and sea-level
take-off condition using APNASA (Adamczyk [2000]), NCC (Liu and Quealy
[1999]) and the NPSS thermodynamic cycle modelling system. Their simulation
encompassed fan, booster, High Pressure (HP) compressor, a 24o sector of the
combustor, HP turbine and LP turbine. APNASA was a steady-state 3D CFD
solver for turbomachinery using a higher-order model to approximate rotor/stator
interactions, which was the so-called average passage approach (Adamczyk et al.
[1986]). NCC was a parallel unstructured solver that could be run with a gaseous
fuel or by modelling the spray combustion process. Compared to the work of Hall,
they coupled 3D CFD models with the cycle analysis through partial performance
maps (also called mini-maps), which were automatically generated by averaging
CFD solutions using 1D mean-line turbomachinery solvers. This technique (Claus
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Figure 2.7: Schematic of the data flow of coupled ADPAC and NEPP. (From Hall
et al (Hall et al. [1998]))
et al. [2008]) was termed as “zooming” in the literature. For fan, booster and HP
compressors, the mean-line solver was STGSTK (Steinke [1982]) and the solver
for turbines was an entropy-based 1D blade-row model. The boundary conditions
of CFD models were assigned by the cycle analysis only at the beginning and the
mini-maps were then generated to feed into the cycle simulation. Figure 2.8
shows the comparison of CFD results with the cycle analysis on several locations.
The difference between the CFD simulation and the cycle analysis were roughly
within 5%.
Benefiting from the research of Turner, Claus et al. [2008], Claus and Townsend
[2010] also performed a fully coupled simulation of the GE90 engine. Their
simulation integrated 3D CFD results with the cycle analysis by fully updat-
ing the boundary conditions iteratively. Such iteration ceased when the changes
in boundary conditions were less than a specified tolerance. Claus also used a
different mean line solver for turbines, called AXOD. The advantage of AXOD
over the entropy based model was that it had choked flow treatment so that it
was more accurate in HP turbine computations. Claus compared their results
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Figure 2.8: Full engine simulation comparison to cycle analysis. The difference
is represented in percentage. P represents total pressure, T represents total tem-
perature and W represents mass flow rate. (From Turner et al. [2004])
with experimental data, and the overall agreement was encouraging.
Medic et al. [2007] simulated a 20o sector gas turbine engine, which covered
the fan, compressors, turbines, the exit nozzle and the combustor using existing
validated solvers. It used an unsteady RANS solver (Yao et al. [2001]) for fan,
compressors and turbines and a Large Eddy Simulation (LES) solver (Mahesh
et al. [2006]) for the combustor. Figure 2.9 shows the composition of their whole
engine simulation. The simultaneous execution of multi-solvers for engine com-
ponents and their associated data exchanges were achieved by a software system
called CHIMPS. CHIMPS (Alonso [2006]) was a separate software system from
the solvers. Solvers did not communicate with each other directly, instead they
exchanged data with CHIMPS and CHIMPS performed all the searches and in-
terpolation. Circumferentially averaged radial profiles of the flows from their sim-
ulations were compared at some locations with experimental data, and they were
found to agree reasonably well with the experimental data. However, compared
to the aforementioned studies, the simulation was not considered to be coupled at
the system level, because the shaft speeds were fixed throughout the simulation
and they were not based on actually computed torques. The simulation was run
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Figure 2.9: Whole engine simulation from a RANS-LES coupling. (From Medic
et al. [2007])
on two set of meshes, one was fine and the other was coarse. For the coarse mesh,
which contained 14 million cells, the simulation was performed on 700 processors
in roughly two weeks. This was considered to be fairly computationally intensive.
Nonetheless this approach still represented a high mark in high-fidelity simula-
tion of gas turbine engines. Even though it tended to be a proof-of-concept, it
demonstrated the feasibility of RANS-LES coupling for high-fidelity whole engine
simulations.
2.5 Conclusions
Section 2.4 reviewed previous studies on high-fidelity whole engine simulations.
They can be generally divided into two research paths. One path is followed by
Hall, Turner and Claus. The research highlight of this path is the zooming tech-
nique, which coupled high-fidelity CFD simulations with low fidelity simulations,
such as cycle analysis. The other path is followed by Medic. The highlight of
this research path is the coupling of high-fidelity RANS and LES simulations.
However, both paths have not included the SAS into their simulations and have
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not mentioned meshing related pre-processing issues in a comprehensive way,
which is supposed to take a major fraction of the man-hours in such large scale
simulations. In this thesis, these two issues will be addressed.
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Chapter 3
Triangulation and Quad Meshing
3.1 Introduction
Triangles and quadrilateral are two primitive elements in 2D meshing. They are
the foundation of studying and developing 3D meshing methods. The methods
of creating triangular meshes (also called triangulation) are well established, such
as the advancing front method, Delaunay-based method, quad-tree method, etc.
For the techniques of creating a quadrilateral mesh, the most straightforward way
is to generate a structured mesh. This method is well established and trivial to
implement. One can refer to Thompson et al. [1985] for more details. In this
chapter, we will focus on the method of generating an unstructured quad mesh.
There are two branches of unstructured quad meshing methods. One creates the
quad mesh directly in the void domain, such as paving (Blacker and Stephenson
[1991]), and the other generates the quad mesh indirectly by converting a trian-
gular mesh into a quad mesh, such as Q-morph (Owen et al. [1999],Lee and Lee
[2002]).
These two branches of quad meshing techniques are heuristic and they are
considerably more difficult to implement than a heuristic triangulation method.
In this chapter, a detailed study of the Q-morph method from the viewpoint of a
practitioner is presented and discussion of the crucial steps in its implementation.
In the first part of this chapter, I will first describe the method of generating a
quality triangulation, namely the Delaunay-based method. Because Q-morph
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converts a triangulation into a quad mesh and triangulation is indeed the first
step of such method.
3.2 Delaunay-Based Triangulation
The method to create a quality triangular mesh is based on Delaunay triangula-
tion. We will first briefly review basics of DT and 2D CDT, and then introduce
the refinement method to generate a quality triangular mesh.
3.2.1 Properties of Delaunay Triangulation
Let S ⊂ R2 be a finite set of vertices1 in 2D. A DT of S is a simplicial complex
whose union is the convex hull of S and every simplex satisfies the Delaunay
(also called empty circle) criterion. A simplex σ is Delaunay if at least one
of its circumscribed circle Cσ encloses no vertex of S. For example, if σ is a
segment2 in R2, the number of its Cσ is infinite, but σ is Delaunay if there is
one Cσ satisfies the Delaunay criterion; if σ is a triangle, since there is only
one Cσ circumscribing a triangle, this triangle is Delaunay if its Cσ satisfies the
Delaunay criterion. The DT of S is unique only if S is in general position, i.e., no
four vertices of S are on the same circle. In order to always obtain a unique DT
from S, symbolic perturbation (Devillers and Teillaud [2006]; Edelsbrunner and
Mucke [1990]; Shewchuk [2000]) is used to assign a weight to each vertex so that
S is always in general position. For more descriptions of symbolic perturbations,
one can refer to Appendix C.
3.2.2 Properties of CDT
The input to the CDT algorithm is a Planar Straight Line Graph (PSLG). We
assume the degrees of the vertices of a PSLG are always larger than 1, which
means a PSLG X always subdivides a plane into polygon regions. A typical
1A vertex is a special type of point and it describes the corners and intersections of geo-
metrical shapes. In the following text, vertices mainly refer to points on boundaries or corner
points of an element.
2In the following text, segments refer to edges in the input geometry or boundary mesh and
edges refer to edges of elements in a mesh, such as edges of a triangle.
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Figure 3.1: (a) A PSLG which represents a cavity. (b) CDT of this PSLG
example of a PSLG is illustrated in Figure 3.1 (a). Assume σ is a simplex in X,
σ is said to be constrained Delaunay if at least one of its circumcircle encloses
no vertices which are visible to σ in X. The visibility of two simplicies m and
n is occluded if there is a constrained segment in X which separates m from n.
A triangle is constrained Delaunay if its interior encloses no visible vertices. As
is shown in Figure 3.2, v0-vn is a constrained segment, vertices m and n are not
visible to each other and vertex n is not visible to the circumcircle of 4v0vnm.
A triangulation T of X is called the CDT of X if T covers the convex hull of
the point set of T , segments of X appears as edges in T and each triangle is
constrained Delaunay.
3.2.3 The CDT algorithm
The CDT of a PSLG always exists and it can be constructed in optimal O(n log n)
time by the divide and conquer approach (Chew [1989a]). However, the divide
and conquer approach is rather complex and difficult to implement. Here we
follow the incremental approach proposed by Anglada [1997] to construct the
CDT and it recovers each missing segment one by one incrementally. Assume T
is the DT of the vertex set of X, in order to recover a missing segment l, all the
triangles which intersects l are removed from T . Together with l, two cavities C0
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Figure 3.2: Visibility region of the circumcircle of 4v0vnm, which is shaded in
green. The red solid line represents a constrained segment v0vn.
and C1 are formed. These two cavities are meshed separately and are then added
into T .
Assume in cavity C0 the point set is vi, 0 ≤ i ≤ n, starting from the missing
segment v0vn, a constrained Delaunay triangle σ is inserted into C0 by connecting
v0vn and vk, 0 < k < n, so that the circumcircle Cσ of this constrained triangle
4v0vnvk encloses no vertices in vi, i = 0, · · · , k − 1, k + 1, · · · , n. The point
set vi is then divided into two subsets, vi0, 0 ≤ i0 ≤ k and vi1, k ≤ i1 ≤ n.
C0 is also divided into two sub-cavities C00 and C01. Then for these two sub-
cavities, the same procedure is applied by forming constrained Delaunay triangle
by connecting v0vk with vi, 0 < i < k for C00 and connecting vkvn with vi, k <
i < n for C01 respectively. Again the point sets of vi, 0 < i < k and vi, k < i < n,
are divided into two subsets respectively and so on. This recursive procedure
stops until C0 is covered by constrained Delaunay triangles. Figure 3.3 shows the
local triangulation before and after a segment recovery. The segment recovery
algorithm is described in Algorithm 1 and the cavity remeshing is described in
Algorithm 2. Because there is no crossing segments in X, recovering one segment
will not lead to the missing of another segment and remeshing a cavity does not
affect any recovered segment, Algorithm 1 always terminates. For a rigorous proof
of the termination of this algorithm, one can refer to Anglada [1997]. Finally, it
is worth mentioning that recovering a missing segment during cavity remeshing
might implicitly recover another missing segment and it will not be recovered at
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a later stage. Figure 3.1 (b) shows the CDT of the PSLG shown in Figure 3.1
(a).
Algorithm 1 2D Segment Recovery Algorithm
input: missing segment v0vn, DT T of X;
collect triangles Q intersecting v0vn, Q ⊂ T ;
T/Q and form two cavities C0 and C1;
for i = 0 to 1 do
fill Ci with constrained Delaunay triangles Q
′;
T ∪Q′;
end for
Algorithm 2 2D Cavity Meshing Algorithm
input: missing segment v0vn, point set vi, 0 ≤ i ≤ n of cavity C;
initialize the front F , F ∪ {v0vn} and create its associated point set, vi, s <
i < e, s = 0, e = n;
while F 6= ∅ do
pop an edge e from F ;
form a constrained Delaunay triangle σ with a point k, k ⊂ vi, s < i < e;
if vsvk ∩ ∂C = ∅ then
F ∪ {vsvk} and create its associated point set vi, s ≤ i ≤ k;
end if
if vkve ∩ ∂C = ∅ then
F ∪ {vkve} and create its associated point set vi, k ≤ i ≤ e;
end if
end while
3.3 Delaunay-Based Refinement
One can immediately observe that the mesh quality of a CDT, as is shown in
Figure 3.1, is unacceptable. It can neither be used to create a quad mesh nor
be suitable for numerical simulations. The Delaunay-based refinement is used to
improve its quality so that it is suitable for being converted into a quad mesh
and also for other numerical simulations. The method described here is similar
to the work of Rebay [1993], which uses a node insertion scheme similar to the
advancing front method. This technique combines the efficiency and robustness of
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Figure 3.3: Local triangulation before and after a segment recovery. The red solid
line represents the missing segment.
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Figure 3.4: Construction of an optimal point.
Delaunay refinement and the mesh quality of advancing front method. With slight
extensions to Rebay’s algorithm, we can show that this method is guaranteed to
terminate.
The method classifies the triangles into three categories: Done, Active, Wait-
ing. A triangle is Done if it satisfies certain quality and size metrics, A triangle
is Active if one of its edges is shared by a Done triangle or is on the boundary.
A Waiting triangle is the triangle surrounded by triangles which are not Done.
To insert a point, an edge p0p1 of an active triangle either on the boundary or
shared by a Done triangle is selected. As is illustrated in Figure 3.4, pm is the
mid-point of edge p0p1, c is the circumcenter of an Active triangle p0p1p2. If d0 is
the distance from p0 to pm, d1 is the distance from pm to c, the local mesh sizing
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function at pm is Hpm , then the position of the new point pnewis computed as:
~ynew = ~ypm + d× ~n (3.1)
where d and ~n are defined as following:
~n =
~yc − ~ypm
‖ ~yc − ~ypm ‖
(3.2)
d = min[max(
Hpm√
3
, d0),
d0
2 + d1
2
2d1
] (3.3)
The new point pnew is not directly inserted into the mesh. It needs to satisfy
the following three criteria:
• pnew is inside the mesh domain.
• pnew does not encroach any segments.
• pnew is not too close to any existing points in the mesh.
The first criterion is self-explaining. For the secondary criterion, a segment
is encroached if there exists a point which is inside the diametrical circle of this
segment. The second criterion is used to avoid making flat triangles close to
boundaries and together with the last one, they guarantee that the algorithm
always terminates.
Assume each point p in T is enclosed by a protecting wall, the ball is centred
at p and its radii is αpH(p). αp is a value between 0 and 1. If pnew is inside
the protecting ball of any point, then it is rejected. During the insertion of a
point in a Delaunay mesh, a Bowyer-Waston cavity is first formed by removing
all the triangles whose circumcircles enclose pnew. pnew is accepted by the cavity
if it does not encroach segments on the boundary and it is outside the protecting
balls of points on the cavity. If pnew is accepted, it is inserted into T and T is
updated to remain Delaunay. After pnew is inserted, types of local triangles are
re-classified. Assume T ′ are the triangles incident to pnew and triangles which
are neighbours of the triangles incident to pnew, all the triangles of T
′ are then
re-classified as Done, Active and Waiting. This is illustrated in Figure 3.5. The
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Figure 3.5: Insert a new point into a Delaunay triangular mesh. “A” represents
Active triangles, “D” represents Done triangles and “W” represents Waiting tri-
angles. The solid red line represent a base edge, above which a new point is
inserted. The red dashed line represents protecting balls of each mesh point.
whole refinement algorithm is described in Algorithm 3 and its termination is
provided by Theorem 1.
Theorem 1. Algorithm 3 terminates if αp > 0 and all boundary segments are
not encroached.
Proof. As a basic property of a DT, a point pnew in T is always connected to
its closest points P in T , if αp > 0, the shortest edge created after the insertion
of pnew is at least αpH(p),∀p ∈ P . Therefore, the lengths of all the edges in
T are at least αpH(p). However, a possible situation we need to rule out is,
for a boundary segment p0p1, when (αp0H(p0) + αp1H(p1)) < ‖p0p1‖, protecting
balls of end points of p0p1 fail to prevent the algorithm inserting points close to
the region which are not covered by protecting balls. However, because all the
boundary segments must not be encroached, this will put a diametrical protecting
ball on each segment and prevent such situation. This can be best illustrated by
Figure 3.6.
Finally, the mesh is optimized by smoothing and topology optimization. Topol-
ogy optimization includes edge contraction, edge flipping and point removal (Fig-
ure 3.7). With respect to mesh smoothing, a simple Laplacian smoothing is
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Algorithm 3 Delaunay-based refinement
1: input: a triangulation T of X, αp, mesh sizing function H;
2: classify triangles in T and collect a queue of triangles Q, which are either
Active or Waiting;
3: while Q 6= ∅ do
4: pop up an Active triangle σ from Q;
5: create an optimal point pnew;
6: if ||pnew − p|| > αpH(p), p ∈ P then
7: if pnew does not encroach any boundary segment then
8: T ∪ {pnew} and maintain Delaunay property;
9: update triangle tags and Q;
10: end if
11: end if
12: end while
rejected by 
projecting balls
rejected by non-
encroached segments
Figure 3.6: Illustration of the proof to Theorem 1. The red dashed line represents
protecting circles and semi-circles for points and boundary segments respectively.
Boundary segments are represented by solid lines.
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Figure 3.7: Topology optimisation of triangles.
found to be sufficient but other variants of Laplacian smoothing or angle-based
smoothing (Zhou and Shimada [2000]) are also beneficial.
3.4 Quad Meshing
After a quality triangulation T is obtained, it is converted into a quad mesh
by Q-morph. The Q-morph method creates high-quality quad meshes with mesh
contours aligning with boundary contours close to boundaries. Due to its heuristic
nature, it is by no means trivial to implement an efficient, robust and stable quad
mesh generator using Q-morph. Here we describe our experience in designing a
robust Q-morph algorithm.
3.4.1 Existence of Quad Mesh
Before we present our quad meshing method, we need to show the feasibility of
creating a quad mesh by converting a triangulation. Not all triangulation can be
converted into a quad mesh. The necessary condition of a triangulation can be
converted into a quad mesh is stated in Theorem 2.
Theorem 2. Assume the input triangulation is T , T can be converted into a full
quad mesh only if the number of edges on ∂T is even. Otherwise, T can only be
converted into a quad-dominant mesh.
Proof. A quad only has four edges. Assume we already have a quad mesh, we
start walking from an edge on the boundary to its opposite edge, and so on. We
will finally reach another edge on the boundary. This means the edges on the
boundary are always in pair, so that the number of edges must be even. This is
illustrated in Figure 3.8.
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Figure 3.8: Illustration of the necessary condition of converting a triangulation
into a full quad mesh.
3.4.2 Brief Review of Q-Morph
In the first step, Q-morph initializes a front using the boundary edges. The edges
are classified into four states, Ei, i = 0, 1, 2, 3. The state of a front edge determines
how it will be used to create a quad. Assume e is a front edge, eleft and eright are
the edges which are immediately on the left and right of e respectively. e is state
0-0 and is in E3 if neither ∠(eeleft) nor ∠(eeright) is larger than 135o. e is state
1-0 and is in E2 if only ∠(eeleft) is larger than 135o. e is state 0-1 and is in E1
if only ∠(eeright) is larger than 135o. e is state 1-1 and is in E0 if both ∠(eeleft)
and ∠(eeright) are larger than 135o. This is illustrated in Figure 3.9.
The general procedure of the Q-morph algorithm is described in Algorithm 4.
The front edges are stored in four independent lists Ei, i = [0, 4). According to
their states they are processed to create quads based on the following sequence:
E0(state 1-1), E1(state 0-1), E2(state 1-0), E3(state 0-0). A new quad is con-
structed by four edges, base, left, right and top. A front edge e with the shortest
length in the state list Ei is taken as the base edge. Seaming and front closure
are tried first to create a quad, if they fail, a normal approach to create a quad
is used. In this case, left and right edges are constructed based on the state of
e. If the bit of the state of e is set to 1, the front edge sharing this point with
e will be used directly, otherwise, a quad edge is created by using an existing
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0-0, E31-0, E20-1, E11-1, E0
Figure 3.9: Four states of front edges. Blue lines represents edges on the front.
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Figure 3.10: Create a new quad for an edge with state 1-1.
edge in the triangulation or creating a new edge by modifying the triangulation
locally. After left and right are constructed, if top exists in the triangulation,
it is used directly, otherwise, the top edge is recovered in the triangulation using
the segment recovery algorithm shown in Algorithm 1. After the four edges of a
quad is constructed, the triangles which are enclosed by base, left, right and top
are merged to create the new quad. The front is then updated. If left, right or
top are on the front, their states are evaluated and added to their corresponding
state list. Figure 3.10 illustrates the creation of a new quad for an edge with state
1-1. Finally, local quads near the new quad are smoothed and local triangles are
post-processed to improve the local mesh quality. The process is repeated until
the front edges in four state lists are exhausted. After the triangulation is con-
verted into a quad mesh, topological cleanup and smoothing are used to improve
the mesh quality.
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Algorithm 4 Q-morph
initialize the front state lists Ei, i = 0, 1, 2, 3;
Ensure: (||E0||+ ||E1||+ ||E2||+ ||E3||)%2 = 0;
while true do
for i = 0 to 4 do
if Ei 6= ∅ then
choose the shortest edge e;
break;
end if
end for
if i == 4 then
// this means the front is exhausted.
break;
end if
if seamandfrontclosure(e) then
continue;
end if
create a quad based on e;
local mesh optimization ;
end while
global topological clean-up and smoothing;
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3.4.3 Crucial Steps in Q-Morph
Due to the heuristic nature of Q-morph, several steps are crucial to the robustness
of the method and need to be handled carefully. Unfortunately, some of them
are not covered in detail in the literature. I will discuss these robustness issues
in the following and for other steps, such as edge creation, interested readers can
refer to previous works, such as Owen et al. [1999], Lee and Lee [2002].
Base Edge Selection
Base edge selection is the first problem one encounters to implement Q-morph.
The base edge will determine the place a new quad is created and the advancing
direction of the front. There is no universal criteria for the selection of a base
edge, several authors, for example Owen et al. [1999] and Lee and Lee [2002], have
shown the effectiveness of their heuristic approaches of selecting the base edge.
Our criterion is based on the state of a front edge and its length. The priority
is given to the shortest edge in E0, if E0 is empty, then the shortest edge of E1
is selected, and so on. Once a based edge e is selected, its immediate neighbours
on the front eleft and eright are examined. If the state of eleft is not 0-0 and its
length is less than half of ||e||, eleft is selected as an alternative base edge and
e is abandoned. The same procedure is also applied to eright, if both eleft and
eright are longer than e, then e is the base edge. This will encourage the usage of
the shortest edge on the front and hence improve the robustness of the algorithm
especially around the regions where the transition of the triangular mesh size is
large.
If the front edge e fails to make a quad, it is removed from its state list and
appended to a list Ef , which records all the front edges that fails to create a
quad. Based on our observation, when all the four state lists are exhausted, Ef is
also actually exhausted. Because edges failing to be a successful base edge might
be a proper left or right edge of another base edge. However, in rare cases, when
all four state lists are exhausted, Ef still contains a few edges which fail to create
quads in previous steps. In this case, the states of edges in Ef are evaluated
and Ei, i = [0, 4), are re-initialized. They are then processed using the previous
procedures. In all our tests, there can be maximum 4 iterations of such process
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Figure 3.11: 12 possible ways of front collision. Blue lines represent the front and
black lines represent created edges.
between Ei and Ef .
On the other hand, if the state of e is 1-0 and eleft is more than 2.5 longer
than e, or if the state of e is 0-1 and eright is more than 2.5 longer than e, the
transition split described in Owen et al. [1999] is used, this is also found beneficial
to improve the robustness of the algorithm.
Front Collision
When the front is advancing towards the interior, the front might collide with
each other so that the front spawns several sub-fronts. Figure 3.11 lists 12 possible
ways the front might collide. After the front is collided, it is necessary to check
if the size of the sub-front is even, if not, the quad side which separates the front
into sub-fronts is split. Because number of edges of each sub-front must be even
to satisfy the condition stated in Theorem 2.
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Figure 3.12: Seaming and front closure.
Seaming and Front Closure
The purpose of seaming is to avoid creating distorted quads so as to improve the
robustness of Q-morph and front closure is used to speed up the convergence of
Q-morph. If two front edges form an angle smaller than 30o, these two edges will
be seamed together. However, if the length of one edge is 2.5 longer than the
length of the other, the longer edge is bisected first and then seamed together
with the shorter edge. The front closure will speed up the convergence of the
algorithm by directly creating quads if the front size is four or six. The quality of
the created quads is not considered. New quads are created as long as they are
valid topologically. Both seaming and front closure are illustrated in Figure 3.12.
Local Mesh Optimization
Local mesh optimization improves the local mesh quality after seaming and front
closure or a new quad is created. All the triangles incident to the points of
the new quad or collapsed points on the front after seaming are optimized with
smoothing and topology optimization which is described in Figure 3.7. All the
quads incident to the points of the new quad are also optimized. The topology
of the quads are fixed and each point p of these quads are smoothed based on
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the number of incident quads. If the number of incident quads are not equal
to 2, the triangles (if there are) and quads incident to p are smoothed together.
If the number of incident quads are equal to 2, the approach identical to the
one described in Owen et al. [1999] and Blacker and Stephenson [1991] is used.
However if the smoothing tends to invert local triangles, this smoothing method
is abandoned and all the triangles and quads incident to p are smoothed together.
Local quads and triangles incident to the collapsed points are processed in the
same manner for seaming.
There are several smoothing methods to smooth triangular or quad mesh,
such as the Laplacian-based smoothing, optimization-based smoothing and angle-
based smoothing. The Laplacian-based smoothing might create inverted triangles
or quads and is not robust enough. The optimization-based smoothing guarantees
to improve the mesh quality but is expensive and not trivial to implement. The
angle-based smoothing strikes a balance between these two methods and is robust
enough. Based on our experiment, it rarely creates inverted triangles or quads.
Our local mesh optimization method is found to be robust, in that it always
tries to “blur” the boundary between the quads and triangles. This is found to
be effective to decrease the abrupt size jump from quads to triangles and enhance
the robustness of the algorithm.
3.4.4 Mesh Optimization
Compared to triangular meshes, mesh optimization of quad meshes has a more
profound effect on the final mesh quality and is also more complicated. Here
the scaled Jacobian J is selected to evaluate the shape of a quad and a quad
is inverted if J < 0. Local (Canann et al. [1998]; Kinney [1997]) and non-local
topological clean-up (Bunin [2006]) are used to improve the shape of quads and
angle-based smoothing is used to improve the smoothness of the quads.
Even though the quality metric of the quad mesh is scaled Jacobian, the
quality criteria to drive the local and non-local topological clean-up is the valences
of a point, which is the number of quads incident to this point1. A point is
1This is the reason why they are called topological clean-up. If the valence of a point is 4,
then it is likely that this point is a corner point of a rectangle.
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regular if its valence is 4 and is irregular if its valence is not 4. The irregularity
of a point is assessed by its valence deviation from 4. The local clean-up consists
of a huge number of template cases and each case has a template solution to
reduce the irregularity of a point. The disadvantage of this approach is that
one needs to implement considerable number of templates and furthermore the
quality improvement is only limited to a local region.
The non-local clean-up removes irregular points in a more elegant manner by
patch replacement. According to Bunin [2006], starting from an irregular point
which is not on the boundary, a convex loop is formed around the irregular point.
The loop is defined as a closed edge loop in a mesh and is convex if the outer
angle of each point on the loop, which is the number of incident quads outside
the loop, is no less than 2. A point on the loop is called a corner if its outer angle
is larger than 2. Based on the above definition, a convex loop can be described
by a polygon with n sides and it could be meshed with a multi-block structured
mesh with n blocks.
Let li, i ∈ [0, n), be the length1 of the polygon side. Let ai and bi (ai + bi = li)
be the lengths of the two parts of li. According to the property of structured
meshes, i.e., opposite sides of a block should have the same length, we obtain
bi = a(i+1)%(n−1). For a polygon with n sides, ai and bi can be solved by the
following linear system:
M ×

a0
...
an−1
b0
...
bn−1

=

0
...
0
l0
...
ln−1

(3.4)
Where M =
(
m I
I I
)
2n×2n
and m is a n×n unity matrix with columns n−2,
n − 1 brought to columns 0 and 1. If ai and bi are non-negative values, this
means this polygon can be meshed with n blocks of structured meshes. Verma
1The length is measured by the number of points on this side.
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Figure 3.13: Patch descriptions of non-local clean-up when n = 3, 4, 5.
and Tautges [2011] showed when n is larger than 5, the patch replacement rarely
happens, hence only the case of n = 3, 4, 5 are considered. Figure 3.13 shows the
schematics of these patches when n = 3, 4, 5. In order to increase the chance of
removing an irregular point p by patch replacement, the convex loop around p
is extended by several layers (normally up to 3). Figure 3.14 shows removing a
irregular point when n = 3 without extending convex loop and when n = 4 with
extending the convex loop isotropically by 2 layers.
Based on our experiments, non-local clean-up is more effective in reducing the
number of irregular points in the interior domain than local clean-up. However on
the boundaries, local clean-up is more effective. Therefore our mesh clean-up is
a combination of these two approaches. For the local clean-up, we have only im-
plemented typical cases as a complementation to non-local clean-up. Figure 3.15
illustrates some selected cases and one can refer to Canann et al. [1998] for more
comprehensive descriptions.
3.5 Results
I have implemented the proposed quad meshing method and tested it extensively.
In the following, several representative examples are used to demonstrate its ro-
bustness and ability to create high quality quad meshes from primitive geometries
to real geometries of engine components. The quality metric is scaled Jacobian
J .
Figure 3.16 shows three simple test geometries. They are a circle, an equilat-
eral triangle and a square with a smaller square rotated by 45o around its centre.
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Figure 3.14: Illustration of non-local clean-up by patch replacement.
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Figure 3.15: Selected typical cases for local clean-up. Blue lines represent bound-
ary edges.
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Figure 3.16: Primitive geometries for benchmarking.
The radii of the circle and the side length of triangle is 1. The side length of the
bigger square is 1 and the side length of the smaller square is 0.5. These three
geometries are meshed by three sizes, 0.1, 0.06, 0.02, respectively. The quality
of the generated meshes are compared with the full quad meshing method in
ANSYS R©Workbench 14.0TM. The results of the comparison are summarized in
Table 3.1. It can be seen that in all three cases, our mesh quality is comparable
to that of ANSYS R©Workbench 14.0TM.
Table 3.1: Comparisons of mesh quality between my mesh generator and
ANSYS R©Workbench 14.0TM. The minimum, maximum and average J of a quad
mesh are compared.
circle
0.1 0.06 0.02
ANSYS This Work ANSYS This Work ANSYS This Work
Min 0.717 0.748 0.663 0.788 0.626 0.707
Max 1.000 1.000 1.000 1.000 1.000 1.000
Average 0.983 0.988 0.988 0.990 0.992 0.988
triangle
0.1 0.06 0.02
ANSYS This Work ANSYS This Work ANSYS This Work
Min 0.619 0.646 0.651 0.649 0.611 0.657
Max 1.000 1.000 1.000 1.000 1.000 1.000
Average 0.953 0.967 0.964 0.982 0.984 0.990
square square
0.1 0.06 0.02
ANSYS This Work ANSYS This Work ANSYS This Work
Min 0.642 0.530 0.451 0.646 0.466 0.630
Max 1.000 1.000 1.000 1.000 1.000 1.000
Average 0.965 0.960 0.975 0.982 0.991 0.991
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Figures 3.17 ∼ 3.19 show quad meshes of some aero-engine components. Typ-
ically the final quad mesh size is roughly 35% of the mesh size of the triangular
mesh in terms of mesh elements. The quality of these meshes are demonstrated
by minimum and maximum values of J and the histograms of J . The average
values of J are all above 0.95 and there is no low quality quads. In the case shown
in Figure 3.19, the minimum J is 0.263, this is due to the fact that the geometry
has small input angles and the quad mesh quality is bounded by these small input
angles. All these three cases have exhibit large transitions in mesh sizes, however
quad meshes are successfully obtained and there is no abrupt changes in mesh
sizes. From these three cases, one can also observe excellent alignment between
mesh contours and boundary contours close to boundaries.
The speed1 of my implementation tested in geometries shown in Figures 3.17
∼ 3.19 is around 4500 quads per second2. I have also created a quad mesh
with 109242 quads and 110648 points, which is converted from 322050 triangles
and 162431 points. The running time is 75.1s and the average speed is around
1456 quads per second. Typically around 70% of the time is spent on convert-
ing triangles into quads and around 30% is spent on mesh optimization. The
computational efficiency is one magnitude slower than a triangle mesh generator,
such as Triangle (Shewchuk [1996]), but it is still reasonably efficient. Besides,
the comparison of the time for converting smaller and larger triangular mesh into
quad meshes also indicates that the non-linear behaviour of the complexity of
Q-morph.
3.6 Concluding Remarks
In this chapter, a Delaunay-based triangulation method is presented and crucial
steps in Q-morph is discussed to convert a triangular mesh from the aforemen-
tioned triangulation into a quad mesh. The quad mesh generator is tested on sev-
eral cases and has successfully generated high quality quad meshes at a reasonable
speed. The quad mesh generator is benchmarked with ANSYS R©Workbench 14.0TM
1The running time of all the mesh generators in this thesis are obtained on a workstation
with 8G RAM and Intel(R) Xeon(R) CPU X3220 @ 2.40GHz
2The time to create the triangulation is not taken into account.
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Min: 0.402
Max: 1.000
Avg: 0.984
Figure 3.17: Quad mesh for a cross-section of a simplified combustor. The quad
mesh has 7797 quads and 8841 points, which is converted from 21510 triangles
and 11199 points. The running time is 1.8s.
Min: 0.471
Max: 1.000
Avg: 0.980
Figure 3.18: Quad mesh for a cross-section of a cavity. The quad mesh has 12078
quads and 13196 points, which is converted from 22238 triangles and 12229 points.
The running time is 2.7s.
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Min: 0.263
Max: 1.000
Avg: 0.976
Figure 3.19: Quad mesh for a turbine blade section. The quad mesh has 3231
quads and 3543 points, which is converted from 7940 triangles and 4282 points.
The running time is 0.6s.
in terms of mesh quality. The results of the comparison show that the quality of
quad meshes from our quad mesh generator is comparable to the full quad mesh
generator of ANSYS R©Workbench 14.0TM. The quad mesh generator developed
in this chapter will be the foundation for developing the hex mesh generator for
the SAS in Chapter 7.
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Chapter 4
Structured Mesh Generator for
Turbomachinery Blades
4.1 Introduction
This chapter describes an automated hexahedral mesh generator for the flow
analysis of turbomachinery blades1. The proposed method creates hex meshes
by connecting a stack of multi-block structured meshes with the same topology
on blade-to-blade sections along the blade span. In this thesis two generic block
layouts are designed for compressors and turbines respectively. The resulting
mesh does not create excessively superfluous points in the far field. The mesh
generator is fully automatic and requires minimum human intervention.
4.2 Geometry Representation
Turbomachinery blades are usually defined at a number of stream sections. These
stream sections lie on a three-dimensional stream surfaces fi(x, r, θ) in a cylindri-
cal coordinate system, where i is the section index. The stream surface is a surface
revolution of stream-lines which start at the same radius r(x) and stream-wise
position x. The stream-surface is uniquely defined once the radius variation along
1When we refer to meshing turbomachinery blades, we do not refer to meshing blade metals
and by default it refers to meshing turbomachinery blade passages.
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the stream-wise position r(x) is known. Figure 4.1 shows the stream-surfaces of
0%, 25%, 60% and 100% of the span within one periodicity.
A stream surface can be described by two parametric coordinates, m′ and θ.
m′ is defined as:
m′ =
∫ x
x0
√
dx2 + dr2
r(x)
(4.1)
Where x0 is a reference position for a stream-surface. If x0 is the stream-wise
position of the inlet of the blade passage, then m′ ∈ [0,∞). A stream surface can
be defined by the m′ − θ coordinate system as:
xi = x(m
′, θ)
ri = r(m
′, θ)
θi = θ(m
′, θ)
(4.2)
With the above relationship, the 3D surface meshing problem is then reduced
to a planar meshing problem in the parametric m′−θ coordinate system. Meshes
can be create in the m′ − θ coordinates in the first place, it is then projected
back to the stream surface to form the 3D surface mesh with angles between two
mesh lines preserved (Shahpar and Lapworth [2003]). The 3D surface mesh stack
along the blade span is finally combined to create a 3D volume mesh for the blade
passages. Such approach is used by many researchers, such as Sbardella [2000],
Shahpar and Lapworth [2003], and di Mare [2009].
4.3 Multi-Block Structured Meshing
Historically, meshing techniques for turbomachinery blade passages use multi-
block structured hex meshes and it is still the optimal choice at present. A block
layout is used to decompose the geometry into several blocks. If a proper block
layout is selected, the mesh contours roughly follow the blade profile and a mesh
with superior quality can be obtained. In each block, an initial mesh is created by
an algebraic approach, such as the linear TransFinite Interpolation (TFI) (Smith
[1998]). There might be foldings in the resulting meshes and on the interfaces of
different blocks, the transitions of mesh sizes might not be smooth. Quasi-linear
elliptic PDEs (Thompson et al. [1974]) are normally used to remove foldings
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Figure 4.1: Stream surfaces for a turbine blade at 0%, 25%, 60% and 100% of
the span
in the algebraic meshes and smooth the size jumps between meshes of different
blocks. We will first discuss how to remove mesh foldings in each block and then
describe the algorithm on how to achieve smooth size transitions among meshes
in different blocks.
4.3.1 Single-Block Structured Meshing
Assume X is a position vector defined by (m′, θ) on a blade(-to-blade) section.
Using TFI, the initial algebraic mesh is constructed by mapping a mesh generated
in the computational space [0,m]× [0, n] to the bounded physical domain of each
block. m and n are positive integers and mesh lines are the lines ε = i, 0 ≤ i ≤ m
and η = j, 0 ≤ j ≤ n. Therefore the mapping can be simply expressed as
X(ε, η) = X(m′(ε, η), θ(ε, η)). The quasi-linear elliptic PDE used by Thompson
to smooth the algebraic mesh is:
g22(Xεε + P (ε, η)Xε)− 2g12Xεη + g11(Xηη +Q(ε, η)Xη) = 0 (4.3)
Where,
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g11 = Xε ·Xε
g22 = Xη ·Xη
g12 = Xε ·Xη
P and Q are source functions to control mesh spacing and orthogonality.
Equation 4.3 can be easily solved by the successive over-relaxation scheme (Steger
and Sorenson [1979]). When P and Q are set to 0, Equation 4.3 will try to remove
foldings in the algebraic mesh and create an uniform mesh as much as possible.
However, it is worth mentioning that, due to the nature of Equation 4.3, mesh
lines are automatically attracted towards convex regions but pushed away from
concave regions (Thompson et al. [1985]). When P and Q are non-zero, they
are computed to control mesh spacing and orthogonality close to wall boundaries
by using the boundary condition g12 = 0. The resulting mesh can be used for
viscous flow simulations. Steger and Sorenson [1979] and Khamayseh et al. [1998]
have developed two separate approaches to explore such boundary condition to
attract mesh lines close to the wall boundaries by specifying the distance of the
first mesh line off wall boundaries and ensure the mesh lines to intersect the wall
boundaries orthogonally as much as possible. Both approaches first compute P
and Q on the boundaries and then evaluate P and Q for the interior points by
TFI. The only difference between these two approaches is how to evaluate P and
Q on the boundaries. We prefer the approach of Khamayseh, because it is more
intuitive and easier to implement.
Substitute the boundary condition g12 = 0 into Equation 4.3 , one yields:
P = −Xε·Xεε
g11
− Xε·Xηη
g22
Q = −Xη ·Xηη
g22
− Xη ·Xεε
g11
(4.4)
For the detail of evaluating the value of P and Q on the boundaries, One can
refer to Khamayseh et al. It is worth mentioning that in order to compute second
order derivatives, such as Xεε and Xηη, ghost points are used. The ghost points
are placed at an offset of wall boundaries and the offset is the distance of the
first mesh lines off the boundaries. The points on the boundaries are always
fixed to preserve the original point distribution on the boundaries. If points on
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wall boundaries are allowed to slide, one needs a parametric description of the
wall boundaries and care needs to be taken to avoid mesh foldings when sliding
points on wall boundaries. As is demonstrated by Khamayseh et al. [1998], the
disadvantage of allowing points to slide on wall boundaries is that it modifies the
initial point distribution and slides points solely based on curvatures of geometries
regardless of the physical meaning of the initial point distribution.
4.3.2 Multi-Block Smoothing
The PDEs described in the Section 4.3.1 is only applied to interior points of
each block. After the interior points are processed, points on block interfaces
and boundaries (including periodic boundaries) are then processed. We classify
points in a multi-block structured mesh into 5 categories: interior point, boundary
point, periodic point, junction point and interface point. Their descriptions are
summarized in Table 4.1 and are illustrated in Figure 4.2.
Interface points are smoothed just like interior points, as is described in the
previous section. Junction points are smoothed using Laplacian smoothing. For
periodic points, because the periodic points are always in pair, the neighbouring
points of one of them are also considered as neighbouring points of the other.
Only one of the point pair is smoothed and the other is updated directly by
shifting its counterpart by one periodicity. One should note that, if both of the
periodic point pair are shared by one block, it is smoothed like a interface point,
if both of the periodic point pair are shared by two or more blocks, it is smoothed
like a junction point. However, if the periodic point pair is on boundaries, such
as freestream or wall, they are treated as boundary points.
Points on boundaries are normally fixed throughout the smoothing process.
However, in order to improve the mesh quality, sometimes points on freestream
boundaries are allowed to slide. For example on the inlet and outlet of a blade
section, these boundary points are allowed to slide along the θ direction. In order
to preserve the original point distribution on the sliding boundaries, only end
points of the boundaries are moved and the displacement of the rest points on
the boundaries are computed by replaying the original point distribution between
these two end points.
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boundary point
periodic point
junction point
interface point
periodic
 boundary
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(a) (b)
Figure 4.2: (a) Block layout and boundary conditions. (b) Illustration of interior
point, boundary point, periodic point, junction point and interface point in multi-
block structured meshing.
Based on our observations, optimum mesh quality can be obtained by process-
ing these points with the following order: interior points of each block, interface
points, periodic points and boundary points. The whole smoothing process is
described in Algorithm 5.
Table 4.1: Point types in a multi-block structured mesh.
Point type Description
Interior point Having 4 neighbouring points which are from the same block.
Boundary point On freestream or wall boundaries.
Periodic point On periodic boundaries and not a boundary point.
Junction point Not a boundary or periodic point and shared by least three blocks.
Interface point Not a boundary or periodic point and having 4 neighbouring points
which are from two different blocks.
4.4 Block-Layout for Turbomachinery Blades
Despite the methods of multi-block structured meshing in the previous section, in
order to obtain a high quality mesh for turbomachinery blades, the block layout
plays a paramount role. we have designed two layouts for axial compressors and
turbines (without film cooling) with conforming periodic boundaries. They are
illustrated in Figure 4.3 and Figure 4.4. Even though there are many parameters
shown in both layouts, most of the parameters can be correlated with each other
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Algorithm 5 Multi-block smoothing
input: n blocks of algebraic meshes, number of iteration nt and the distance of
the first mesh line off the wall boundary;
build ghost points if a viscous mesh is required;
for it = 0 to nt do
for i = 0 to n do
smooth interior points of block i
end for
smooth interface points
smooth periodic points
smooth boundary points
end for
and they can be reduced to only four parameters to control the dimensions of the
blocks.
The four control parameters to control the block layouts shown in Figure 4.3
and Figure 4.4 are: nbb, ninm, scut and ncut. Assume the a default mesh size
is dl, dl = l
nbb
, where l is the length of the camber line, other parameters can be
written as:
nin = ninh+ ninl + ninm
nex = nexh+ nexl + ninm
ninl = ncut
ninh = nbb× scut− 0.5× ninm
nexl = nbb× scut− 0.5× nexm
nexm = ninm
nexh = ncut
npll0 = l
lnpll0
npll1 = ncut+ nbb× (1− scut)− 0.5× ninm
npll2 = l
lnpll2
(4.5)
If a viscous mesh is required, two more control parameters are required. One is
the number of layers of the O-mesh wrapped around the blade (the O-mesh is not
shown Figure 4.3 and Figure 4.4) and the distance of the first mesh line off the
blade. These two parameters to control boundary layer meshes are independent
from the previous four parameters to control block layouts.
A double clustering function is used to cluster points towards both leading
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and trailing edges to capture the hight gradients in the flow. The function is
derived from the following hyperbolic tangent function (Thompson and Warsi
[1982]):
s′(ρ) = 1− 1−tanh(b(1−ρ))
tanh(b)
b = 0.5× log(η−1
η+1
)
(4.6)
Where s′(ρ) is the single clustering function, ρ, ρ ∈ [0, 1], is the non-dimensional
mesh point distribution, and η is the clustering parameter. More clustering is
achieved if η is approaching to 1. With slight modifications to Equation 4.6, one
can obtain a double clustering s(ρ) function which can be written as:
s(ρ) =
{
α× s′( ρ
α
) if ρ ∈ [0, α)
(1− s′( 1−ρ
1−α))× α + s′( 1−ρ1−α) if ρ ∈ (α, 1]
(4.7)
Where α is the pivoting parameter which defines the symmetry of the double
clustering. If α = 0.5, symmetrical clustering is done on both ends. If 0 < α <
0.5, points are clustered towards the beginning of the curve. If 0.5 < α < 1,
points are clustered towards the end of the curve.
At present the number of vertices on suction and pressure sides are always
the same, this can be explored to mesh the metal of a thin blade and create the
hub/tip gap meshes. Figure 4.5 illustrates the block layout for a thin blade metal.
Because nbb0+2×nbb1+nbb2 = nbb, nmh = nml, nbb0 = nmm and nml can be
correlated to the thickness of the blade metal and the distance of the first mesh
line off the blade, there are actually only two control parameters: nbb0 and nbb1.
Sources are placed around the blade and the distance of the first mesh line off
the blade is set to be equal to the one for the blade passages. This will ensure
a smooth size transition between these two meshes. To mesh thicker blades, the
quad meshing method described in Chapter 3 could be used instead.
In order to represent cavity leakages on hub or casing sections, blocks close
to inlet and outlet are split into two sub-blocks. The interface of these two-sub
blocks represents the edge of a leakage slot.
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Figure 4.3: Compressor blade block layout
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Figure 4.4: Turbine blade block layout
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Figure 4.5: Blade metal block layout
camber line
leading edge trailing edge
Figure 4.6: Illustration of the camber line of an aerofoil. The camber line is
represented by the red dotted line.
4.5 Camber Line Approximation
The above discussion of block layouts and its related parameters presume that
the camber line of a blade (or to be general, an aerofoil) is pre-computed. How-
ever, methods to computer camber lines are rarely mentioned in the literature of
meshing turbomachinery blades. The camber line intersects the blade profile at
two locations: the leading edge and the trailing edge. The position of leading and
trailing edges on the blade profile must be reasonably accurate so that the block
layouts can function properly, because all the above discussions assume the lead-
ing and trailing edges are obtained in advance and their positions are accurate
enough.
The camber is the asymmetry between the suction and pressure side of an
aerofoil. The camber line is the mean line which lies halfway between the suction
and pressure side. An aerofoil can be defined by the camber line Z(ρ) and a
thickness distribution T (ρ), where ρ is the curvilinear coordinates on the camber
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line:
Zs(ρ) = Z(ρ) + 0.5× T (ρ)
Zp(ρ) = Z(ρ)− 0.5× T (ρ)
(4.8)
From Equation 4.8, we can see that the camber line can be approximated by
a subset of the median axis of an aerofoil. There are many methods to compute
the median axis of an geometrical object, such as the Voronoi approach (Attali
and Montanvert [1997]). This method needs a point set, which is dense enough
to accurately describe the geometry of an object. A Voronoi diagram is then
constructed and then used to compute the median axis. This method is not
trivial to implement and has potential robustness issues if the point set which
represents the object is noisy.
There are efficient and simple approaches to approximate the camber lines,
like the approach used by LEVMAP (Kim [2003]). This method first discretizes
the blade by a list of points. The points with the smallest and largest m′ co-
ordinates are considered as the temporary leading edge ple and trailing edge pte
respectively. Normally the positions of ple and pte are shift along positive and
negative m′ directions by a small fraction, say 1%. The line segment plepte is then
discretized by a list of points P , say 100. For a point p, p ∈ P , a line is drawn
through p along the θ direction. This line intersects the aerofoil at two locations,
ps and pp. One is on the suction side and the other is on the pressure side. The
position of p is then updated to the midway of ps and pp. After all the points in
P are updated, The new leading and trailing edges are computed by computing
the intersection between the aerofoil and P . The new leading and trailing edge
points are then incorporated into P , and P is considered to be the camber line of
the aerofoil. This method produces a reasonable approximation of camber lines
for less staggered and cambered aerofoils, but for more staggered and cambered
aerofoils, the camber line approximation is poor. Figure 4.7(a) shows the com-
puted camber line for a low pressure turbine blade. It can be clearly seen that
the leading edge is not computed accurately.
We propose a simple, efficient and robust approach to approximate the camber
line of an aerofoil. Similar to the method of LEVMAP, an initial guess of the
leading and trailing edge, ple and pte, are made. A help point pm is created
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Figure 4.7: Inaccurate and accurate approximations of camber lines for a low
pressure turbine blade.
along the segment between ple and pte. This is shown in Figure 4.8(a). Assume
there is a line though pm along θ direction, the line intersects the aerofoil in two
locations, pm is updated to the midway between these two locations. This is
shown in Figure 4.8(b). Two set of points P0 and P1 are then created between
plepm and pmpte. For the former, if the angle between plepm and the θ direction
is Φ, lines are drawn through these points along a direction which rotate the θ
direction by Φ counter-clockwise. These lines will intersect the aerofoil at two
locations, and the positions of these points are updated to the midway between
these two locations. For the latter, similar approach is used. This is shown in
Figure 4.8(c). Finally, the new leading edge and trailing edge are then found by
intersecting P0 ∪ P1 with the aerofoil. The camber line is represented by P0 ∪ P1
and new leading and trailing edges. This is shown in Figure 4.8(d). Figure 4.7(b)
shows the computed camber line for a low pressure turbine blade. It can be
clearly seen that the position of the leading edge is computed more accurately
by our method. The position of the help point pm is normally set to a position
which is 30% along the line segment between ple and pte.
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Figure 4.8: Illustration of camber line approximation. The camber line is shown
in blue dotted lines.
4.6 Results
The method of meshing turbomachinery blades described in this chapter has
been implemented and tested extensively. The following representative test cases
demonstrate its capability in meshing turbomachinery blades.
Figure 4.9 and Figure 4.10 show the structured meshes for a compressor blade
section (5074 points and 5254 quads) and a turbine blade section (6071 points and
6282 quads) respectively. We can see that as long as the dimensions of the blocks
are specified properly, the initial positions of blocks are not important. Their
positions are automatically adjusted by the PDEs to achieve their optimal posi-
tions. Users only need to specify the control parameters to decide the dimensions
of each blocks and the final mesh quality is totally determined by Equation 4.3.
This is a fully automatic approach compared to the semi-automatic approach in
some commercial and in-house packages.
Figure 4.11, Figure 4.12 and Figure 4.13 show the mesh quality of the meshes
for a compressor blade section, a high pressure turbine blade section and a low
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Figure 4.9: Multi-block structured mesh for a compressor blade section. The
mesh has 5074 points and 5254 quads. The mesh on the left is the algebraic mesh
and the one on the right is the mesh after elliptic smoothing.
pressure turbine blade section. The metric is the skewness of a quad. The skew-
ness of a quad is defined as the maximum cosine of the internal angles of a quad
and its value is equal to 1 − J . As we can see, the mesh quality is excellent for
all three meshes. The quads around junction points normally exhibit the highest
skewness, but fortunately they are normally far away from the blade.
To create a 3D mesh for a blade passage, a stack of meshes for blade sections
along the blade span is connected to form a hex mesh for a blade passage. This
is based on the assumption that blade sections along span are similar to each
other. The quality of the hex mesh is dominated by the mesh quality on each
blade section.
Figure 4.14 shows the hex mesh for a fan blade with the tip gap. The tip
section is shown Figure 4.15 and the hub section is shown in Figure 4.16. The
fan blade is a challenging geometry for the mesh generator, due to the fact that
on the hub section the blade is thick and less staggered but on the tip section,
the blade is thin and highly staggered. So that the blade section from hub to
tip are not similar. However, the mesh generator still generates a high quality
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Figure 4.10: Multi-block structured mesh for a turbine blade section. The mesh
has 6071 points and 6282 quads. The mesh on the left is the algebraic mesh and
the one on the right is the mesh after elliptic smoothing.
Figure 4.11: Mesh quality contour for a compressor blade section shown in
Figure 4.9. The maximum skewness is 0.892 and the average skewness is 0.216.
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Figure 4.12: Mesh quality contour for a high pressure turbine blade section
shown in Figure 4.10. The maximum skewness is 0.959 and the average skewness
is 0.199.
Figure 4.13: Mesh quality contour for a low pressure turbine blade section. The
mesh as 5640 points and 5852 quads. The maximum skewness is 0.944 and the
average skewness is 0.269.
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Figure 4.14: Hex mesh for a fan blade. The mesh has 40 levels along the blade
span, 347301 points and 329072 hexahedra.
mesh. The minimum skewness is 0.17 and the histogram of skewness of the mesh
is shown in Figure 4.20(a).
Figure 4.17 shows the mesh for a closed variable vane. Even though the
blade is highly staggered, which poses a challenge to the mesh generator, a hex
mesh with excellent quality is obtained, The minimum skewness is 0.35 and the
histogram of the mesh quality is shown in Figure 4.20(b).
Figure 4.18 shows the mesh for a variable vane with penny gaps and cavity
leakage slots. This example shows the capability to mesh a blade with these
complex features. The minimum skewness of this mesh is 0.24 and the histogram
of the mesh quality is shown in Figure 4.20(c).
Figure 4.19 shows a mesh for a low pressure turbine rotor blade. The minimum
skewness is 0.33 and the histogram of the mesh quality is shown in Figure 4.20(d).
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Figure 4.15: Multi-block structured mesh on the tip section of a fan.
Figure 4.16: Multi-block structured mesh on the hub section of a fan.
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Figure 4.17: Hex mesh for a closed variable vane. The mesh has 40 levels along
the blade span, 214080 points and 201552 hexahedra.
Figure 4.18: Hex mesh for a variable vane with penny gaps and cavity leakage
slots. The mesh has 40 levels along the blade span, 233241 points and 219792
hexahedra.
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Figure 4.19: Hex mesh for a low pressure turbine rotor blade. The mesh has 50
levels along the blade span, 283166 points and 266630 hexahedra.
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Figure 4.20: (a) Mesh quality of the hex mesh for a fan. (b) Mesh quality of
the hex mesh for a closed variable vane. (c) Mesh quality of the hex mesh for
a variable vane with penny gaps. (d) Mesh quality of the hex mesh for a LP
turbine.
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4.7 Concluding Remarks
An automated method to generate hex meshes for turbomachinery blades is pre-
sented. The method creates a hex mesh for a blade by connecting a stack of
multi-block structured mesh along the blade span. The mesh generator is tested
on several types of blades and the mesh quality is found to be excellent. Besides
a novel algorithm to compute the blade camber line is also presented and it is
simple, efficient and robust.
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Chapter 5
Tetrahedralization of Complex
Geometries
5.1 Introduction
This chapter presents a method to generate quality tetrahedral meshes for com-
plex geometries. Given the surface triangulation of a geometry, it first constructs
a Constrained Delaunay Tetrahedralization (CDT)1. Delaunay refinement and
mesh optimization are then followed to improve the quality of the CDT to pro-
duce a quality tetrahedral mesh suitable for numerical simulations. The CDT
technique presented in this chapter (Wang and di Mare [2011]) is a variant of the
CDT algorithm initially proposed by Shewchuk [2002] and further developed by
Si and Klaus [2005] and Si and Kalus [2011]. The Delaunay refinement is basi-
cally an implementation of the algorithm by Si [2010] with minor modifications.
Tetrahedral mesh optimization is studied experimentally to improve the quality
of a tetrahedra mesh.
1CDT could refer to Constrained Delaunay Triangulation or Constrained Delaunay Tetra-
hedralization. To differ them, they can be called 2D CDT and 3D CDT respectively.
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5.2 Constrained Delaunay Tetrahedralization
CDT is a special type of Delaunay Tetrahedralization (DT)1. Before we proceed
to study CDT, it is beneficial to briefly review the properties of DT.
5.2.1 Properties of Delaunay Tetrahedralization
Let S ⊂ R3 be a finite set of vertices in 3D. A DT of S is a simplicial complex
whose union is the convex hull of S and every simplex satisfies the Delaunay
(also called empty sphere) criterion. A simplex σ is Delaunay if at least one
of its circumscribed ball Bσ encloses no vertex of S. For example, if σ is an
segment or a facet, it has infinite number of Bσ, but σ is Delaunay if there is one
Bσ that satisfies the Delaunay criterion; if σ is a tetrahedron, because there is
only one Bσ circumscribing itself, this tetrahedron is Delaunay if its Bσ satisfies
the Delaunay criterion. The DT of S is unique only if S is in general position,
i.e., no five vertices of S are on the same sphere. This can be realized by using
symbolic perturbation (Devillers and Teillaud [2006]; Edelsbrunner and Mucke
[1990]; Shewchuk [2000]). For the details of symbolic perturbation, one can refer
to Appendix C.
5.2.2 Properties of CDT
The input to the CDT algorithm is a Piecewise Linear Complex (PLC) (Miller
et al. [1996]). In 3D, a PLC is a general description of domain boundaries. A
PLC X consists of vertices, segments and facets. Two segments can only inter-
sect at their end vertices and two facets can only intersect at a list of consecutive
segments. A manifold surface triangulation is a simplified PLC and can be rep-
resented by a list of facets. For curved and smooth geometries, each triangular
face could be a facet.
Assume σ is a simplex in X, according to Shewchuk [2002], σ is said to be
constrained Delaunay if at least one of its circumsphere encloses no vertices which
are visible to σ in X. The visibility of two simplices m and n is occluded if there
1 DT could refer to Delaunay Triangulation or Delaunay Tetrahedralization. To differ them,
they can be called 2D DT and 3D DT respectively.
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Figure 5.1: Schematic of a constrained Delaunay tetrahedron. Subfaces4abd and
4bcd are on a constrained facet. Vertex m forms a tetrahedron with 4abd and
4bcd respectively. Vertex n is invisible to the circumsphere of the tetrahedron
a-b-d-m even though geometrically it is inside this circumsphere.
is a facet in X which separates m from n. It should be noted that segments do
not occlude visibility. As is shown in Figure 5.1, if subface 4abd belongs to a
facet, vertex n is not visible to the tetrahedron a-b-d-m but vertex c is still visible
to this tetrahedron, because segments do not occlude visibility.
A tetrahedron t is constrained Delaunay if its circumsphere encloses no visible
vertices. Figure 5.1 shows that, even though vertex n is inside the circumsphere
of tetrahedra a-b-d-m, it is invisible to that tetrahedra if 4abd belongs to a facet.
A tetrahedralization T is the CDT of a PLC X, if T covers the convex hull of the
point set of X, segments of X appear as edges in T , facets of X are represented
as a union of faces in T and each tetrahedron in T is constrained Delaunay.
5.2.3 Existence of CDT
Unlike the 2D case, the CDT of a PLC X might not exist. A simple example
is the Scho¨nahardt’s polyhedron shown in Figure 5.2. Extra points (also called
Steiner points) are needed to split one reflex edge so that this polyhedron can be
tetrahedralized. Theorem 3 states that the CDT of X exists, if all of its segments
are protected in its DT. An segment is protected if it is strongly Delaunay, which
means at least one of its Bσ encloses no vertices and there is no vertices on its
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Figure 5.2: Schematic of a Scho¨nhardt’s polyhedron.
Bσ.
Theorem 3. (Shewchuk [2002]) If X is segment-protected, then X has a CDT.
If we recall the property of edges of a DT, Theorem 3 can be converted into
a more useful statement, as is stated in Theorem 4:
Theorem 4. (Si and Kalus [2011]) T is the DT of X and S is the vertex set of
T . X has a unique CDT with no Steiner point, if S is in general position and
and T contains all the segments of X.
5.2.4 Overview of The CDT Algorithm
According to Theorem 4, the CDT of X exists if all its segments appear as
edges in the DT T of X. However, this condition for X does not always hold.
it is usually the case that some segments of X does not appear as edges in T .
Therefore, Steiner points are used to split the missing segments in X and inserted
into T recursively until the missing segments appear as a union of edges in T .
This process also simultaneously transforms X into a new PLC X ′, which has
its unique CDT. X has a pure CDT if no Steiner points are required and vice
versa (Si [2010]). In most cases, Steiner points are required to construct the
CDT of X and the obtained CDT is not a pure CDT and is indeed a Conforming
Constrained Delaunay Tetrahedralization (CCDT) (Shewchuk [2002]). The CDT
algorithm can be summarized as in Algorithm 6:
Algorithm 6 applies to any PLC, but the input in engineering applications is
normally a surface triangulation and a surface triangulation is only a subset of
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Algorithm 6 CDT algorithm
1: input: a PLC X0 and its DT T0;
2: if X0 has no pure CDT then
3: transform X0 into X1 by inserting Steiner points and compute the DT T1
of X1. The segments of X0 will appear as themselves or a union of edges
in T1;
4: else
5: X1 ← X0, T1 ← T0;
6: end if
7: recover missing facets in X1 and transform T1 to T2. The missing facets will
appear as themselves for a pure CDT otherwise they are represented as a
union of faces in T2;
8: if X0 has no pure CDT then
9: remove Steiner points from T2 and transform T2 into T3, so that the seg-
ments and facets in X0 will appear as themselves in T3;
10: end if
the PLC. Simplifications can be made to the CDT algorithms for general PLC,
so that the CDT algorithm is more robust and easier to implement.
The input to the CDT algorithm is normally a surface triangulation in engi-
neering and these triangular faces are grouped into facets in a heuristic manner.
Given different tolerances, one could obtain different PLC from the same surface
triangulation. The choice of such tolerance will lead to different behaviours of the
CDT algorithm and cause potential robustness issues. If we treat each individual
triangle on the input surface triangulation as a facet and every side of these tri-
angles as a segment, we have found that compared to previous CDT algorithms,
such as ones proposed by Shewchuk [2002] and Si and Kalus [2011], the CDT
algorithm becomes simpler and has the potential to be more robust. This will be
described in detail in the remaining of this section.
5.2.5 Segment Recovery
The general procedure of the segment recovery is shown in Algorithm 7. In the
first place, vertices in X0 are classified as acute or non-acute. A vertex is acute if
there are at least two incident segments forming an angle which is smaller than
600, otherwise, the vertex is non-acute. The choice of 600 is a safe value to avoid
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a deadlock to split two incident segments (Si and Kalus [2011]). After all the
vertices are classified as acute or non-acute, all missing segments are classified
based on the acuteness of its two end vertices. Steiner points are then inserted
on the missing segments to try to recover them. One can refer to Si and Kalus
[2011] for details of computing the positions of the Steiner points. Here we will
mainly focus on the robustness issues in the segment recovery.
Algorithm 7 Segment Recovery
1: mark acute vertices;
2: collect all the missing segments E and insert them into a queue Q at a random
order;
3: while Q 6= ∅ do
4: pop a missing segment vivj from Q;
5: if vivj is missing then
6: compute the position of the Steiner point vn
7: update T0 by inserting vn;
8: update X0 by inserting vn
9: queue segments of X0 into Q which were recovered but are missing again
after inserting vn into T0 ;
10: remove segments of X0 from Q which were missing but are recovered
after inserting vn into D0 ;
11: end if
12: end while
Essentially segment recovery is a simple process of inserting additional points
into an existing DT. Constructing a DT can be implemented extremely robust
by using the geometrical predicates developed by Shewchuk [1997]. Potential ro-
bustness issues arise when computing the positions of Steiner points and selecting
the point location method. Due to the finite precision of modern computers, the
Steiner points might not lie exactly on the segments it tries to recover. If one
is using the history tag method (Facello [1995]) to locate a point, such method
might fail, as is illustrated in 2D by Figure 5.3. Because the area of the triangles,
4vivnvk and 4vjvkvn, is not equal to the area of their parent triangle 4vivjvk,
this violates the basic principle of such method: if a point is enclosed by their
parent, then this point must be enclosed by one of its child triangles. An alter-
native point location method is the jump-and-walk method (Mucke et al. [1996])
and it is found to be robust and insensitive to such round-off errors. The other
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Figure 5.3: Illustration of Steiner point positions perturbed by round-off errors.
(a) A Steiner point is perturbed off a segment due to round-off errors. (b) A
Steiner point is perturbed outside of the convex hull due to round-off errors.
possibility is that this point might be perturbed outside of the convex hull when
recovering a segment which will finally appear on the convex hull, which is illus-
trated in Figure 5.3. A simple solution is to add 8 shadow points to the original
point set and they will form a big box which is large enough to wrap the whole
vertex set. This will readily solve the problem but the penalty is that one needs
to store extra tetrahedra with shadow points as their vertices. However, we will
show that such overhead is small and can be ignored safely.
5.2.6 Updating PLC
After segment recovery, the point set of X0 is enriched by Steiner points, X0 is
transformed into X ′0 and T1 is a DT of X
′
0. In X
′
0, segments of X0 appear as
themselves or as a union of segments in X ′0. New subfaces need to be created
in X ′0 to transform X
′
0 into X1, so that T1 is also a DT of X1. T1 contains all
the segments of X1 and according to Theorem 4, the CDT of X1 exists. Missing
facets in X1 can then be identified and recovered without Steiner points.
We have mentioned before, each triangle becomes a facet and each edge of a
triangle in X0 becomes a segment, updating X
′
0 to X1 is then straightforward.
Because points are only inserted on three sides of each triangle, point location
reduces to a simple point-on-segment test. A potential robustness issues is that
a Steiner point might not be exactly on the segment due to round-off errors and
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Figure 5.4: Update a facet. 4v0v1v2 is a surface and a, b, c, d and e are Steiner
points on the sides(or segments) of this facet.
the point-on-segment test might fail to tell which side of the subface it is on.
Unfortunately this can not be fixed even by predicates with exact arithmetic,
because the predicates will tell us the point is indeed not on the segment. This
problem can be fixed elegantly by forcing each Steiner point to remember which
side of the triangle it is on in X0 and by forcing new segments to remember which
side of the triangle in X0 it is created from. This will help the point-on-segment
test to locate the point correctly. Figure 5.4 illustrates the process of updating a
facet with Steiner points on its three sides.
5.2.7 Facet Recovery
The missing facets are grouped into missing regions Ω based on which facet it is
created from in X0 and ΩM are the subfaces that should fill Ω. As is shown in
Figure 5.5, subfaces 4bcg and 4gch are missing from facet 4bck, even though
4bcg and 4gch are coplanar with its neighbouring subfaces, such as 4bgf , only
4bcg and 4gch will form a missing region. This is different from the definition
of missing regions by Si and Kalus [2011]. Correspondingly the properties of a
missing region Ω are also different:
• All subfaces of Ω belong to the same facet (triangle) in X0
• Ω is simply connected, this means there are no holes inside.
Due to the above two properties, the size of a missing region are normally smaller
and topologically it is simply connected. As is shown in Figure 5.5, the triangles
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Figure 5.5: Illustration of missing regions. The green triangles are triangles that
are recovered and the red ones are ones that are missing.
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Figure 5.6: Missing region types. (a) An M-1 missing region a-b-c-d. (b) An M-2
missing region a-b-c-d.
marked red are subfaces that are missing and green triangles are subfaces that
are recovered. If Si’s definition of a missing region is used, the missing region will
be the union of all the red triangles and it is not simply connected.
Missing regions can be further categorized into two types: a missing region
is said to be M-1 if its interior is not intersected by any edge in T1, otherwise
it is M-2. Figure 5.6 illustrates M-1 and M-2 missing regions. An M-1 missing
region is part of a facet and all the segments of this facet are already recovered,
this means this part of the facet is represented by a union of faces in T1 and it is
indeed recovered. Therefore, M-1 missing regions are safely ignored.
To recover an M-2 region, tetrahedra in T1 which intersect Ω are first removed.
The removed tetrahedra will form a void volume that can be represented by two
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cavities. One cavity C0 below Ω and the other one C1 above Ω. Together with
the missing subfaces, each cavity will form a manifold polyhedron bounded by
a finite number of triangular faces. They can be re-tetrahedralized separately
by the gift-wrapping method. This is shown in Algorithm 8. Tetrahedralizing a
cavity Ci might implicitly recover a subface of another missing region, if this is
the case, that face is removed from its missing region.
The success of the gift-wrapping method lies on the observation that every
time a facet is recovered, segments in X1 remains strongly Delaunay, so that the
CDT of X1 always exists. The gift-wrapping is relatively simple to implement
but the penalty is its poor complexity O(nsnvnf ) (Shewchuk [2002]). ns is the
number of tetrahedra that will fill the cavity, nv is the number of vertices of
the cavity and nf is the number subfaces in the missing region. However, the
missing region and number of faces and points of the cavities are normally small,
so that ns, nv and nf are small. In practice we have found that the gift-wrapping
algorithm runs fast enough.
Algorithm 8 Recover missing region M-2
1: find and remove all the tetrahedra intersecting the interior of the missing
region Ω;
2: form cavities Ci and its boundaries ∂Ci, i = 0, 1;
3: for i = 0 to 1 do
4: Fi ← ΩM;
5: while Fi 6= ∅ do
6: pop a face f from Fi;
7: form a constrained Delaunay tetrahedron t by gift-wrapping;
8: if ∂t ∩ ∂Ci = ∅ then
9: Fi ∪ ∂t
10: end if
11: end while
12: end for
5.2.8 Boundary Steiner Point Removal
The CDT algorithm inserts Steiner points on segments of X0 if necessary and
converts X0 into X1 so that the CDT of X1 exists. In engineering applications, it
is usually required to match meshes between two different components. Therefore,
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the CDT of X1 needs to be converted into a tetrahedralization of X0 by removing
inserted Steiner points. The final tetrahedral mesh is no longer a Delaunay mesh
but this does not matter, because this mesh can still be used by the refinement
method to generate a quality tetrahedral mesh. The method to remove Steiner
points is an implementation of the algorithm of Si and Kalus [2011], one can refer
to this paper for more details. Nonetheless, if mesh matching is not required,
boundary Steiner point removal can be safely ignore, therefore boundary Steiner
point removal is optional.
5.3 Delaunay Refinement
The tetrahedral mesh obtained from CDT is not suitable for numerical simula-
tions, because it normally contains stretched tetrahedra with extremely poor qual-
ity. Refinement is used to improve its quality and a popular refinement method
is Delaunay refinement. The refinement algorithm described here is based on the
algorithm proposed by Si [2010] with minor modifications. The algorithm basi-
cally recursively insert points into the tetrahedralization and the insertion ceases
when a quality criterion and a sizing function are met by every tetrahedron in
the mesh.
The Delaunay refinement uses a weak quality metric, namely the radius-edge
ratio ρ(t). This metric is able to detect all kinds of bad tetrahedra but there is
one type of tetrahedra called sliver that this metric fails to detect. A sliver is
a flat tetrahedra with two adjacent faces forming a large dihedral angle close to
1800. Therefore, Delaunay refinement actually creates an almost-good mesh with
slivers. In order to remove slivers, mesh optimization is used as a postprocessing
to remove these slivers.
The algorithm also adapts tetrahedra dimensions to a mesh sizing function
H(p). A tetrahedron t is said to conform to H(p) if all its corner point p satisfy
the following condition: αsH(p) < r, where r is the radii of the circumsphere of t,
αs is a user-specified value, otherwise, t is called a sparse tetrahedron. In order to
ensure the algorithm will terminate, a protecting sphere is formed for each point
in T so that no point will be inserted inside the protecting balls. The radii of a
protecting ball is a constant fraction, αp, of its local mesh sizing function.
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5.3.1 The Delaunay Refinement Algorithm
The original Delaunay refinement algorithm inserts the circumcenter p of a tetra-
hedron t based on the following three rules:
1. If a segment σ is encroached, then p is inserted at the midpoint of σ
2. If a subface σ is encroached1, then p is inserted at the circumcenter of σ.
However, if p encroaches some segments, instead, p is inserted on encroached
segment based on rule 1.
3. If p does not encroach any segments and subfaces and t has a bad quality
or does not conform to the mesh sizing function, p is then inserted at the
circumcenter of t
Rule 1 and 2 modifies the boundary triangulation, but as is stated before, we
want to preserve the initial surface triangulation, we will only use Rule 3 in our
algorithm. But if an inserted point satisfies rule 1 and 2, it is rejected instead of
being inserted into the mesh.
Algorithm 9 describes the Delaunay refinement algorithm implemented in this
thesis. ct is not actually the centre of the circumsphere c
∗
t of t and is offset by a
certain distance from c∗t (Ungor [2009]). This off-centre insertion scheme achieves
the same quality and size optimality compared to the original point insertion
scheme with fewer tetrahedra. A bad tetrahedron t is a tetrahedron which has
a large radius-edge-ratio or is sparse or is a sliver. Shewchuk [1998] showed that
slivers can be effectively removed if the refinement is driven by dihedral angles
of a tetrahedron instead of the radius-edge ratio. However his algorithm modi-
fies the surface triangulation and its termination is not mathematically proven.
Nonetheless, he shed some light on how to remove slivers in Delaunay refinement.
Therefore, in our implementation, a sliver is also considered to be a bad tetrahe-
dron by the Delaunay refinement and is tried to be removed by inserting its offset
circumcentre. Fewer slivers are observed in our final mesh using this non-standard
Delaunay refinement (Gosselin and Ollivier-Gooch [2011]). The termination of
Algorithm 9 is guaranteed by Theorem 5. The proof of the theorem can be found
in Si [2008, 2010]
1A subface is encroached if its diametrical sphere encloses a point in T .
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Theorem 5. Algorithm 9 terminates if αp > 0
Algorithm 9 3D Delaunay refinement
1: input: a tetrahedralization T of X, αs, αp, ρ0, H;
2: collect a queue Q of tetrahedra, Q← T ;
3: while Q 6= ∅ do
4: pop a tetrahedron t from Q;
5: if ρ(t) > ρ0 or ∃p ⊂ t, ||ct − p|| > αsH(p) or t is a sliver then
6: create a new point pnew by Rule 3;
7: if pnew ∈ |T | then
8: if pnew does not encroach any segments and facets then
9: collect a list of points, P , of the tetrahedra whose circumspheres
enclose pnew;
10: if ∀p ∈ P , ||pnew − p|| > αpH(p) then
11: T ∪ {pnew} and maintain Delaunay property;
12: load all the bad or sparse tetrahedra or sliver incident to pnew into
Q;
13: end if
14: end if
15: end if
16: end if
17: end while
5.4 Tetrahedra Mesh Optimization
The Delaunay refinement implemented in this thesis is able to create an almost-
good mesh. However slivers remain in the final mesh and the global mesh quality
can still be improved. We rely on tetrahedral mesh optimization to remove slivers
as much as possible and optimize the global mesh quality.
Combined mesh swapping and mesh smoothing is used to optimize the tetra-
hedral mesh and the optimization process is driven by an objective function which
maximizes the minimum sine of the dihedral angles of a tetrahedron, Freitag and
Ollivier-Gooch [1997] reported that this objective function produced meshes with
the best quality. Mesh swapping involves face removal and edge removal, as is
described by Joe [1995] and George and Borouchaki [2003]. Mesh smoothing is a
simple optimization-based smoothing.
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Table 5.1: Configurations of tetrahedral edge removal.
n 3 4 5 6 7 8 9 10
Nn 1 2 5 14 42 132 429 1430
Trn 1 4 10 20 35 56 84 120
nnew 2 4 6 8 10 12 14 16
edge removal
5-6
face removal
2-3
(b)(a)
v0
v1
v2
v3v4
v0
v1
v2
v3v4
v0
v1
v2
v0
v1
v2
Figure 5.7: Tetrahedral mesh swapping. (a) Illustration of a 2-3 face removal.
(b) Illustration a 5-6 edge removal.
Face removal removes a face f shared by two tetrahedra and replace it with
an edge which connects two points on the two tetrahedra that are opposite to f ,
as is illustrated in Figure 5.7(a). This operation is permitted only if this edge
intersects f .
Edge removal is more complicated compared to face removal. In a tetrahedra
mesh, an edges v0v1 which are not on the boundary are shared by a set of tetrahe-
dra. This tetrahedra set will form a shell that can be characterized by v0v1 and a
non-planar polygon P . Edge removal first removes v0v1 and triangulates P , then
new tetrahedra are formed by connecting the triangles formed in P with v0 and v1
respectively. This is illustrated in Figure 5.7(b). Assume the number of vertices
of P is n, before edge removal there are n tetrahedra, after edge removal, there
will be nnew tetrahedra. If Nn is the number of possible triangulation of P and
Trn is the number of different triangles in the triangulation, when 3 ≤ n ≤ 10,
the relation between n, nnew, Nn and Trn is summarized in Table 5.1. In practice,
when n ≥ 7, edge removal rarely happens (Freitag and Ollivier-Gooch [1997]),
only swapping 3→ 2, 4→ 4, 5→ 6, 6→ 8 and 7→ 10 are actually implemented.
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split
smooth
Figure 5.8: Illustration of sliver removal by Steiner point insertion.
Mesh smoothing is a computationally expensive way to optimize a mesh. The
four vertices of a tetrahedron is smoothed if sinmin of this tetrahedron is less
than a threshold value. Each point v, if not on the boundary, is smoothed by a
simple optimization-based method. A polyhedron cavity C is first obtained by
collecting all the tetrahedra incident to v. v is randomly perturbed towards each
cavity boundary face f, f ⊂ ∂C, by a finite distance. The new position which
yields the best quality is chosen, and the position of v is then updated. This
process stops when compared to the previous position, the current position no
longer improves the mesh quality or improves the mesh quality marginally (Si
[2008]).
The combined smoothing and swapping is effective in removing most of the
slivers. For the remaining slivers, which are normally attached to the boundaries,
a Steiner point is inserted on one of its edge. This new point is then smoothed by
the optimization-based approach. This is illustrated in Figure 5.8. This approach
is found to be effective in removing most of the remaining slivers on boundaries.
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5.5 Results
The method to generate tetrahedral meshes described in this chapter has been
implemented and tested intensively. We have benchmarked our implementation
with TetGen to demonstrate the efficiency and robustness of our CDT algorithm.
The quality of the final tetrahedral mesh is benchmarked with TetGen (Version-
1.4.3) and the tetrahedra mesh generator in ANSYS R©Workbench 14.0TM
The test geometries for the CDT algorithm are shown in Figure 5.9 and Fig-
ure 5.10. The Statue can be downloaded freely from the repository of 3D Meshes
Research Database maintained by INRIA’s GAMMA project1. ICC, FBH, TBH
and CORE are thin-walled structures from a three-shaft engine. The thickness
of the walls is less than 1% of their radius. Some walls are extremely close to
each other and the shortest distance are down to 0.01% of the radii, therefore the
robustness of the algorithm will be challenged.
The CDT of all the test geometries are successfully computed and the results
are shown in Figure 5.11 and Figure 5.12. To verify our previous statement (See
Section 5.2.7) that the sizes of cavities and missing regions are generally small,
Table 5.2 confirms that the maximum sizes of missing regions of these examples
are 2, 3, 4, 3 and 13 respectively, and the sizes of the biggest cavity of these test
cases 2 are 5, 10, 11, 11 and 40 respectively.
Table 5.3 shows the running time of our implementation and its comparison
with TetGen. It can be seen that the computational efficiency is comparable to
TetGen and only marginally slower in the case of Statue, FBH, TBH and CORE.
In the case of ICC, our implementation outperforms TetGen. Therefore, we can
see that the poor complexity of the facet recovery is not a burden to the whole
algorithm and in practice the program runs fast enough.
The quality of the final mesh after Delaunay refinement is assessed with max-
imum and minimum dihedral angles of tetrahedra, because the dihedral angle is
a more intuitive way to evaluate the quality of a tetrahedron. The final mesh
quality are compared with TetGen and ANSYS R©Workbench 14.0TM using three
primitive geometries(Figure 5.13), a unit cube, a unit sphere and a torus with in-
1http://www-roc.inria.fr/gamma/download/
2The size of a cavity is measured by the number of faces on its boundary
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Figure 5.9: Geometries of Statue (25386 vertices and 50780 facets), ICC (66844
vertices and 133688 facets), FBH (185120 vertices and 370246 facets) and TBH
(308163 vertices and 616326 facets)
Figure 5.10: Geometries of CORE (920270 vertices and 1840540 facets).
Table 5.2: Statistics of facet recovery
Statue ICC FBH TBH CORE
No. missing subfaces 99 2034 4000 13726 145704
No. missing regions 98 1727 3176 3087 74396
No. of M-1 regions 1 1 9 6 608
Max. size of M-1 regions 2 2 2 2 4
No. of M-2 regions 97 1726 3166 3079 73788
Max. size of M-2 regions 1 3 4 3 13
Max. size of cavities 5 10 11 11 40
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Figure 5.11: CDTs of Statue, ICC, FBH and TBH.
Figure 5.12: CDT of CORE.
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Table 5.3: Comparisons of constructing CDTs between our mesh generator with
TetGen
Statue ICC FBH TBH CORE
No. of Steiner 4951 9872 28555 13726 385024
Seg. recovery(s) 0.70 1.26 3.56 3.30 48.58
Update PLC(s) 0.09 0.16 1.34 2.76 3.08
Facet recovery(s) 0.67 1.34 3.76 5.81 44.97
Total(s) 1.46 2.76 7.77 9.59 98.13
Total-Tetgen(s) 1.10 3.08 6.99 16.58 83.25
ner and outer radius of 0.5 and 1 respectively. Despite geometrical simplicities of
these test cases, the test is still a good indicator of meshes obtained for complex
geometries (Dompierre et al. [1998]).
The surface meshes are created by ANSYS R©Workbench 14.0TM with uniform
edge length of 0.1, 0.06 and 0.02 respectively. The mesh sizing function is set
to conform to the mesh sizes of the surface triangulation and uniform inside
the domain. Table 5.4∼5.6 compare the final mesh quality of these three mesh
generators. None of the three generators produce tetrahedra with dihedral angles
less than 5o or larger than 175o. We can see that the mesh quality from our
method is comparable to ANSYS R©Workbench 14.0TM and higher than TetGen.
The reason behind the poor performance from TetGen, in the author’s opinion,
might be that its optimization only targets tetrahedra with a small dihedral angle,
say 10o or a large dihedral angle, say 175o. However in our observation, if the
optimization relaxes the threshold of a sliver up to 30o, the mesh quality can be
considerably improved. Table 5.7 compares the final mesh quality of the torus
with edge length of 0.06 when the threshold is set to 10o, 30o and the threshold is
set to 30o and then decreased during the optimization process. We can see that
the fixed threshold of 10o yields the lowest quality with low computational costs,
the fixed threshold of 30o produces the highest quality with the highest cost,
and the mesh quality from the floating threshold is slightly lower than a fixed
threshold of 30o but also with much lower cost. This behaviour is consistent with
the results reported by Freitag and Ollivier-Gooch [1997]. It is the best practice
to strike a balance between mesh quality and computational cost.
Our mesh generator is also tested with several real geometries in engineering
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applications. Similarly, the surface triangulations are created using ANSYS and
then tetrahedra meshes are created by our mesh generator and ANSYS recep-
tively.
Figure 5.14 shows the tetrahedral mesh for a turbine blade. The turbine blade
is meshed by a surface triangulation with 181340 vertices and 119458 triangles.
The sizing function H is a smooth function of the Euclidean distance of the
surface mesh. The parameters in the Delaunay refinement is ρ0 = 2.0, αs = 1.2
and αp = 0.25. The final tetrahedral mesh contains 706246 points and 148297
tetrahedra. The minimum dihedral angle is 4.3o and maximum dihedral angle is
171.5o. This is comparable to the ANSYS mesh which has a minimum dihedral
angle of 3.0o and maximum dihedral angle of 166.7o. The running times are 3.3s
(CDT), 7.0s (refinement) and 6.2s (mesh optimization).
Figure 5.15 shows the tetrahedral mesh of a crank shaft. The surface of the
crank shaft is meshed by a surface triangulation with 395295 vertices and 252462
triangles. The sizing function H is a smooth function of the Euclidean distance
from the surface mesh. The parameters in the Delaunay refinement is ρ0 = 2.0,
αs = 1.2 and αp = 0.25. The final tetrahedral mesh contains 319768 points and
1533175 tetrahedron. The minimum dihedral angle is 6.7o and the maximum
angle is 171.4o. This is comparable to the ANSYS mesh which has a minimum
dihedral angle of 6.1o and maximum dihedral angle of 169.5o. The running times
are 6.8s (CDT), 16.0s (refinement) and 14.0s (mesh optimization).
The mesh qualities of tetrahedral meshes for real geometries are degraded
compared to the primitive geometries, because in real geometries, there might be
extremely distorted triangles on the surface due to small input angles or narrow
regions. Therefore it is clear that the quality of the tetrahedral mesh is influenced
by the quality of the surface triangulation.
5.6 Concluding Remarks
This chapter has presented an efficient and robust method to generate qual-
ity tetrahedral meshes for complex geometries. It first constructs a CDT by a
novel approach, secondly uses a variant of Delaunay refinement to improve the
mesh quality and lastly, the mesh is optimized by mesh swapping and smooth-
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Figure 5.13: Primitive geometries, i.e., a cube, sphere and torus, for benchmark-
ing the tetrahedral mesh generator.
Table 5.4: Comparisons of mesh quality of the Cube case among three tetrahedral
mesh generators, ANSYS, TetGen and our mesh generator. The cube is meshed
with edge length of 0.1, 0.06 and 0.02.
0.1 0.06 0.02
ANSYS TetGen This Work ANSYS TetGen This Work ANSYS TetGen This Work
Min. 15.7 8.8 20.6 12.9 8.6 13.1 12.1 7.41 11.0
Max. 149.7 164.5 150.7 156.1 164.9 161.2 160.2 164.9 164.2
% < 50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
% < 100 0.0 1.2e− 1 0.0 0.0 1.1e− 1 0.0 0.0 1.0e− 1 0.0
% < 150 0.0 1.1 0.0 2.4e− 3 9.0e− 1 5.0e− 3 1.5e− 3 9.8e− 1 3.7e− 3
% > 1650 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
% > 1700 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
% > 1750 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Table 5.5: Comparisons of mesh quality of the Sphere case among three tetra-
hedral mesh generators, ANSYS, TetGen and our mesh generator. The cube is
meshed with edge length of 0.1, 0.06 and 0.02.
0.1 0.06 0.02
ANSYS TetGen This Work ANSYS TetGen This Work ANSYS TetGen This Work
Min. 16.8 8.9 16.2 15.6 6.9 10.8 8.8 7.7 10.9
Max. 152.1 164.9 159.3 156.2 164.9 165.7 165.3 165 166.8
% < 50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
% < 100 0.0 1.0e− 1 0.0 0.0 1.0e− 1 0.0 1.0e− 4 9.8e− 2 0.0
% < 150 0.0 1.0 0.0 0.0 9.6e− 1 9.1e− 3 1.4e− 3 1.0 3.4e− 3
% > 1650 0.0 0.0 0.0 0.0 0.0 1.3e− 3 1.0e− 4 0.0 1.1e− 3
% > 1700 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
% > 1750 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
118
Table 5.6: Comparisons of mesh quality of the Sphere case among three tetra-
hedral mesh generators, ANSYS, TetGen and our mesh generator. The cube is
meshed with edge length of 0.1, 0.06 and 0.02.
0.1 0.06 0.02
ANSYS TetGen This Work ANSYS TetGen This Work ANSYS TetGen This Work
Min. 17.3 8.95 12.13 18.2 8.34 13.22 10.6 7.8 10.15
Max. 152.3 165.3 162.93 152.9 164.9 161.1 159.9 164.9 167.7
% < 50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
% < 100 0.0 1.7e− 1 0.0 0.0 1.4e− 1 0.0 0.0 1.0e− 1 0.0
% < 150 0.0 1.3e− 1 0.0 0.0 1.2 1.4e− 2 1.4e− 3 1.0 4.9e− 3
% > 1650 0.0 1.4e− 2 0.0 0.0 0.0 0.0 0.0 0.0 6.7e− 4
% > 1700 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
% > 1750 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Table 5.7: Comparison of sliver threshold with fixed 10o, fixed 30o and floating
threshold from 30o to 10o.
Fixed threshold 100 Fixed threshold 300 Floating threshold
Min. 10.0 13.2 13.2
Max. 165.4 157.1 159.1
% < 50 0.0 0.0 0.0
% < 100 0.0 0.0 0.0
% < 150 1.1 9.3e− 3 1.4e− 2
% > 1650 1.0 0.0 0.0
% > 1700 0.0 0.0 0.0
% > 1750 0.0 0.0 0.0
Time(s) 0.02 1.04 0.24
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Figure 5.14: Turbine blade meshed by 706246 points and 148297 tetrahedra with
16.2s.
Figure 5.15: Crank shaft meshed by 319768 points and 1533175 tetrahedra with
36.8s.
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ing. The tetrahedral mesh generator is benchmarked with TetGen, in terms
of robustness and efficiency of the CDT construction. The tetrahedral mesh
quality, which is assessed by dihedral angles, is benchmarked with TetGen and
ANSYS R©Workbench 14.0TM. Our mesh generator consistently outperforms Tet-
Gen and is comparable to ANSYS R©Workbench 14.0TM in terms of mesh quality.
121
Chapter 6
Hybrid Meshing for Viscous Flow
Simulations
6.1 Introduction
Viscous flow simulations of complex geometries have found their wide applica-
tions in industrial CFD, but creating a quality mesh suitable for viscous flow
simulations remains a challenge. The multi-block structured approach needs to
decompose the geometry into several simpler blocks and in each block, a high
quality structured mesh can then be created. This approach is able to create
high quality viscous meshes for a relatively simple geometry, like a turboma-
chinery blade. Unfortunately, for arbitrary complex geometries decomposing a
geometry into smaller blocks has always been an extremely time-consuming task.
A more practical way is to combine the merit of structured and unstructured
meshes to create a hybrid mesh. The hybrid approach creates boundary layer
meshes close to viscous walls similar to structured meshes and fills unstructured
meshes in the rest of the domain. This approach creates boundary layer meshes
with comparable quality to structured meshes and retains the flexibility of un-
structured meshes. Several researchers (Ito and Nakahashi [2004]; Khawaja and
Kallinderis [2000]; Morgut and Nobile [2009]) have compared the CFD results
between structured meshes and hybrid meshes, and the comparison showed that
hybrid meshes are promising.
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In this chapter, an unified 2D/3D hybrid meshing method is presented and
it is a variant of several previous works, such as Kallinderis and Ward [1993],
Kallinderis et al. [1996], and Ito et al. [2007]. The contribution of the current work
is that boundary layer mesh collisions are automatically detected in a simpler and
more elegant way and details of hybrid meshing techniques are also studied in
detail.
6.2 Overview
Assume the input is the boundary mesh of an input geometry with dimensionality
d. The hybrid meshing method focuses on (d−1)-simplexes in the boundary mesh.
When d = 2 (2D), they are a consecutive of edges. When d = 3 (3D), they are a
surface triangulation. In the following text of this chapter, we refer to boundary
entities as a (d−1)-simplex in the boundary mesh, namely edges in 2D and trian-
gular faces in 3D1. The basic idea of the hybrid meshing method is that: boundary
entities are gradually marched away from their initial positions in distinct steps
and create boundary layer meshes. A unified hybrid meshing method is proposed
here solely using constrained Delaunay triangulation/tetrahedralization.
Assume the inputs to create a hybrid mesh are:
• T : Boundary mesh.
• nlev: User-specified total number layers of the boundary layer mesh
• d0: Average initial marching step
• St: Stretching factor
The general procedure to create a hybrid mesh is shown in Algorithm 10 and it
will be discussed in the following sections in detail.
6.3 Marching Vectors and Steps
One of the crucial steps of the hybrid meshing is the evaluation of marching
vectors and marching steps. When the marching front F is marched away from
1The method actually also applies to a quad or quad-dominant surface mesh.
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Algorithm 10 Hybrid meshing
input: T , nlev, d0, St;
detect gaps and cavities;
initialize the marching front F , F ← T ;
collect a point list P , P ⊂ F and switch on the marching status of P ;
// n is the current number of layers that is created.
while n ≤ nlev & P 6= empty do
compute and smooth marching steps and vectors for each point in P ;
march boundary entities and create one layer of boundary layer mesh;
update F ;
update P ;
n+ +;
end while
fill tetrahedra mesh;
T , its curvature should be reduced gradually so as to facilitate the following
marching. The key to achieve this lies on computing and post-processing the
marching vectors and steps.
6.3.1 Computation of Marching Vectors and Steps
For a point p, p ⊂ F , it is advanced along its marching vector by a distance of
its marching step. The direction of its marching vector is computed based on its
manifold. A manifold of p is the edges/faces on F with p as one of its vertices.
In 2D, the marching vector is the bisector of the two edges sharing p. In 3D,
the marching vector lies on the bisection plane of the two faces on the manifold
forming a wedge with the smallest angle. Its location on that plane is evaluated by
bisecting the visibility region on that plane (Kallinderis and Ward [1993]). As is
shown in Figure 6.1, the visibility region is represented by a polygonal/polyhedral
cone extending outward from the point and it can be simplified into a visibility
cone with the line/circular cross section and half-cone angle, which can also be
called the visibility angle βvisi. This approach is found to be able to consistently
yield a valid normal for the manifold.
The marching step is determined based on the manifold and its characteristic
angle β. If the averaging marching step for the ith layer diav is d0 × Sti, the
marching step dip of a local point p is considered to be a linear function of d
i
av
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(a) (b)
Figure 6.1: Marching vector and visibility cone. The red arrow represents the
computed normal and the yellow line/circular section represents the cross-section
of the simplified visibility cone
α is a function of the characteristic angle β, it is negative when the manifold is
a convex region and positive when the manifold is a concave region. This means
if p is on a concave corner, its marching step is slightly larger than its surrounding
points, and if p is on a convex corner, its marching step is slightly smaller than
its surrounding points. Equation 6.1 ensures that the curvature of F is reducing
gradually during the marching.
dip = (1 + α)× diav (6.1)
Even though Kallinderis (Kallinderis et al. [1996]) proposed a similar equation
to Equation 6.1, he only provided ambiguous definitions of β, the linear function
between α and β and the definition of a concave or convex region. In this work,
|α| is related to the visibility angle βvisi and its sign is determined by the charac-
teristic angle β. We define: β is the average angle between adjacent edges/faces
in the manifold, α is equal to cos(βvisi) and a manifold is convex if β is larger
than 180o and vice versa. In 2D, β is trivial to evaluate and it is simply the
internal angles formed by the two edges sharing p. Figure 6.2 illustrates β for
typical cases in 3D. From the above discussion, Equation 6.1 can then be written
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Figure 6.2: Illustration of characteristic angles of manifolds.
as:
dip =
{
(1 + | cos(βvisi)|)× diav if β < 180o
(1− | cos(βvisi)|)× diav if β ≥ 180o
(6.2)
6.3.2 Postprocessing of Marching Vectors and Steps
The computed marching vectors and steps need to be postprocessed to ensure
a smooth variation of marching vectors and steps and facilitate the following
marching process. A smooth variation of marching vectors and steps guarantees
a smooth variation of orientation and thickness of the final boundary layer mesh.
Constraints are also put on marching vectors and steps so that no inverted or
low-quality elements are created during the postprocessing.
For a point p, p ⊂ F , on its manifold Ω, if ∃∠(ti, tj) ≥ 60o, ti, tj ⊂ Ω, the
marching vector and step of p are fixed. However, when p has more than two
neighbouring points in Ω whose marching vectors are also fixed, its marching
vector and step are then smoothed and only those points with fixed marching
vectors contribute to the smoothing. For example, this operations is normally
applied to points on corners.
If the marching vector and step of p are not fixed, all its neighbouring points in
Ω contribute to the smoothing of its marching vector and marching step. However,
if p has at least one neighbouring point in Ω whose marching vector is fixed, then
the marching step is not smoothed and only its marching vector is smoothed.
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The method to smooth a marching vector or step of p is a simple weighted
Laplacian smoothing:
q∗i =
1∑
j d
−1
ij
∑
j
(d−1ij qj) (6.3)
where qi represents the value to smooth, q
∗
i is the final value after smoothing, qj
is the value of the neighbouring points of p in Ω, dij is the distance between p
and its neighbour points in Ω.
If the smoothed marching vector of p lies outside of the visibility cone, its
initial marching vector before smoothing is recovered. This ensures no inverted
elements is created. Furthermore, the smoothed vector should not deviate from
the marching vector immediately one layer below by 10o. If the deviation is
larger than 10o, the final marching vector is taken as the average of the smoothed
marching vector and the marching vector one layer below under the condition
that no inverted elements are created. This ensures there is no abrupt changes of
mesh orientation along marching directions as much as possible. The smoothing
of marching steps is a safe process and in this work, no constraints is enforced on
smoothing marching steps.
6.4 Updating Marching Point List and Element
Creation
Using its marching step and vector, p is marched to create a new point, p∗. p is
removed from P and the newly created point p∗ will be appended into P if the
following criteria are satisfied:
• Its marching step is less than 0.65 of the average length of edges sharing
this point in its manifold.
• The prism created by marching p has an acceptable quality, for example the
angles between connecting edges and the base faces should be larger than
10o.
• The total marching distance of this point is less than 30% of its Maximum
Marching Distance (MMD) .
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Figure 6.3: Element formation. The red dots represent the marching points and
the green dots represent marched points.
• The point is not on the cliff.
If the marching of p fails any criterion listed above, its marching status is switched
off permanently. If its marching qualifies all the listed criteria, p∗ is appended
into P and its marching status is switched on and will be used to generate next
layer of boundary layer mesh.
The first three criteria ensure a smooth transition from the boundary layer
mesh to the isotropic tetrahedral mesh, the quality of the boundary layer mesh
and no collision in the boundary layer mesh respectively. The purpose of the last
criterion is to prevent multi-level differences inside the boundary layer mesh and
improve mesh quality of the boundary layer meshes.
Because the marching status of some points are switched off, highly stretched
quadrilateral faces of the prisms will be exposed to the isotropic tetrahedra gener-
ator and this will normally lead to create tetrahedra with extremely low quality.
Transition elements, like tetrahedron and pyramid, are created to hide these
highly stretched quadrilateral faces from the tetrahedra mesh generator. This is
shown in Figure 6.3.
The boundary layer mesh is created layer by layer, if the difference of number
of layers between neighbouring points is larger than one, low quality tetrahedra
or pyramid might be created. In previous works, such as the method described in
Garimella and Shephard [2000], after the hybrid meshes are created, the multilevel
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Figure 6.4: Illustration of cliff points. Cliff points are highlighted in red dots.
difference is removed by recursively pruning prisms, tetrahedra and pyramids are
then created to cover the exposed quad faces. Here we propose a simpler approach
to remove multilevel layer difference. We call a point p, p ⊂ F , is on the cliff if
it has an incomplete manifold. The cliff points are illustrated as red points in
Figure 6.4. The marching status of a cliff point is switched off and the multilevel
difference is automatically removed.
After the marching status of each point in the front is determined, prism,
tetrahedra and pyramid elements are created if there are 3, 2 or 1 points on a
triangle in the front are marched. This is illustrated in Figure 6.3. To update the
marching front F , if the marching status of vertices of t, t ⊂ F , are all switched
off, t is then removed from F . If all its three vertices are marched, the edge/face
t∗ created by their marched points are appended into F .
6.5 Avoiding Boundary Layer Mesh Collision
Each point is allowed to march up to a fraction, say 0.3, of its MMD and the
evaluation of MMD is the key to avoid boundary layer mesh collisions. For a
point p, p ⊂ T and its marching vector is lp, its MMD can be computed as:
MMD = (pˆ− p) · lp (6.4)
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pˆ is the intersection between T and the ray from p along the direction of lp.
Given the initial boundary mesh T , computing pˆ can be expensive. We do not
tempt to compute neither the exact position of pˆ nor the value of MMD, instead
an approximated value of MMD can be obtained by reasoning a CDT of T .
For a point p, p ⊂ T , we walk through the CDT along the direction of its
marching vector. The walking will finally hit a boundary entity, t, t ⊂ T , and
the distance between p and t is the approximated MMD of p. This is described
in Algorithm 11 and Figure 6.5 illustrates the basic idea. The distance between
p and t is computed as following: if the projection of p, pprj, to t is inside t, then
its MMD is the distance between p and pprj, if not, then its MMD is equal to the
shortest distance between p and the vertices of t.
Algorithm 11 Jump and Walk
input: CDT , enquired point p0, a marching vector, a point p∞ far enough from
p0 along the marching vector;
//t is an (d− 1)-simplex in the CDT, σ is a d-simplex in the CDT
Require: t0 ⊂ T , σ0 ⊂ CDT , t0 ⊂ σ0, p0 ⊂ t0, p∞ is strictly above t0;
t← t0;
σ ← σ0;
repeat
walk to the ith neighbour σneig of σ through its i
th (d− 1)-simplex tneig if an
objective function is optimized;
t← tneig;
σ ← σneig;
until t ⊂ T
The method to walk through the CDT is similar to the jump-and-walk method,
which is a simple and efficient point location technique used extensively in Delau-
nay triangulation (Bowyer [1981]; Green and Sibson [1978]; Shewchuk [2001]; Si
[2008]). If the dimensionality of the mesh to walk though is d, Mucke et al. [1996]
showed that it takes expected time O(n1/(d+1)), in our case n is the number of
points on T . Starting from a point in the mesh, d-simplexes are walked through
neighbours by neighbours. In Algorithm 11, t is a (d− 1)-simplex in a CDT and
σ is a d-simplex in a CDT. The destination point p∞ is a point far enough from
p0 along the marching vector and it is strictly outside of the CDT. The algorithm
starts from a d-simplex σ0 with p0 as one of its vertices and a (d− 1)-simplex t0
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Detected size: 3.54
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Error: 1.10%
Figure 6.5: Approximation of MMD. The red tetrahedra are the ones which are
visited by the walking.
with p∞ strictly lying above it1. The criteria to decide which neighbours to walk
through depends on whether p∞ lies below the edges/faces to walk through and
an objective function is optimized.
Usually the objective function is the distance between p∞ and the point op-
posite to the (d − 1)-simplex to walk through in the neighbouring element. An
(d−1)-simplex is chosen to walk through if it minimizes such distance and p∞ lies
below this (d − 1)-simplex. If an edge/face is on the boundary, because there is
no points opposite to this (d− 1)-simplex, this (d− 1)-simplex is not considered.
The algorithm will turn to (d− 1)-simplexes which are not on the boundary and
finally hit the boundary if there are no (d− 1)-simplexes to walk through. This
is illustrated in Figure 6.6(b).
Based on our experiment, we have found that MMD can be approximated
more accurately if a hybrid objective function is used. If both (d− 1)-simplexes
are not on the boundary, the objective function which evaluates the distance is
used. Otherwise, the objective function which evaluates the volume formed by
the (d − 1)-simplexes and p∞ is used. This function is optimized if a smaller
negative volume is obtained2. Figure 6.6 illustrates the comparison between the
1This (d− 1)-simplex can always be found, because p∞ is strictly outside of the CDT.
2 This is because (d − 1)-simplexes of a d-simplex are oriented anticlockwise. A valid
(d− 1)-simplex to walk through always yields a negative volume with p∞.
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Figure 6.6: Comparison of two objective functions in the jump-and-walk. (a)
shows the one with hybrid objective function and (b) illustrates the one with the
objective function minimizing the distance.
objective function minimizing the distance and the hybrid objective function. It
can be seen clearly that the objective function only by distance always tries to
visit a element in the mesh while the one with a hybrid objective function quickly
hits a boundary entity and yields a more accurate MMD approximation.
Nonetheless, it should be noted that the jump-and-walk approach only ap-
proximates the MMD and does not necessarily yield the exact value. Based on
our observation, the accuracy is generally inversely proportional to the number
of visited triangle/tetrahedron and the discrepancy is within 5%. Fortunately,
for narrow regions, in most cases, only several triangles/tetrahedra are visited,
therefore an accurate value can be obtained. In the case of visiting many trian-
gles/tetrahedra, which indicates the size of a gap or the cavity is large, it is found
to be still sufficiently accurate to avoid boundary layer mesh collisions. Figure 6.5
shows the visited tetrahedron for MMD approximation. Despite that more than
50 tetrahedron have been visited, compared to the exact value, the error is still
only 1%.
We have found that boundary layer mesh collisions might still not be com-
pletely removed by solely relying on MMD approximations. There are situations
that MMD might fail to predict possible collisions. As is illustrated in Fig-
ure 6.7(a), because the MMDs are large values for points close to a corner with
roughly a right angle, collisions are still theoretically possible. Interestingly, if
their marching vectors and steps are smoothed, collisions are found to be effec-
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MMD fails 
Figure 6.7: (a) Removal of possible boundary layer mesh collision around corners
with roughly right angles by smoothing marching vectors. (b) Another potential
situation when MMD fail to predict collisions.
tively removed. The reasons are: (1) the marching vectors are smoothed, the
possible locations where collisions could take place are pushed further away. (2)
the marching step of a corner point is slightly larger than its surrounding points,
its marching status will be switched off at an earlier stage than its surround-
ing points. This effect will propagate to surrounding points to prune prisms
around the corner, because multilevel difference is not allowed. Another situa-
tion is shown in Figure 6.7(b). Two spacious domains are connected by a narrow
duct. Within the duct, collisions can be predicted satisfactorily. Close to the
regions where the narrow duct meets the two spacious domains, even if MMD
is accurately approximated, collisions are still possible. Fortunately, this can be
automatically fixed by the prohibition of multi-level difference. As long as the
MMD of its neighbours are approximated accurately enough, the termination of
the marching of its neighbours will propagate in all directions and switch off the
marching status of its surrounding points recursively. Based on our extensive
tests, we have found that the combination of MMD, post-processing of marching
vectors and steps and prohibition of multi-level difference is effective of avoiding
boundary layer collisions.
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6.6 Boundary Meshes on Non-Slip Walls
The previous sections assume that all boundaries are non-slip walls. In engineer-
ing applications, there are also boundaries such as freestream, periodic, symmetry
and so on. We refer to these boundaries as non-wall boundaries. Non-wall bound-
aries are adjacent to non-slip walls or to each other, and no boundary layer meshes
are needed on them. On the borders between non-wall boundaries and non-slip
walls, points are still marched to create boundary layer meshes on non-slip walls.
The marching vectors of these points need to be carefully controlled so that the
boundary layer meshes lay on these non-wall boundaries. In most cases, non-
wall boundaries are planar surfaces, the marching vectors of points on the border
of non-wall and non-slip boundaries are simply projected on these surfaces. If
non-wall boundaries are curved surfaces, a parametric definition of these curved
surfaces are required to guide the points to march on the surfaces.
In particular, periodic boundaries are one of the most commonplace boundary
types in turbomachinery. Parametrization of curved periodic boundaries can be
saved by considering that geometrically periodic boundaries do not exist. Because
the thickness of boundary layer meshes are small compared to the dimension of
periodic boundaries, periodic boundaries can be considered to be planar locally
close to non-slip walls. Some solvers prefer meshes on periodic boundaries to
match exactly. This can be achieved by pairing points on periodic boundaries
and synchronizing their marching directions and marching vectors.
After boundary layer meshes are created, boundary meshes on non-wall bound-
aries need to be modified, because only their borders with non-slip walls are moved
and their interior points are still at their original locations. In our current imple-
mentation, if non-wall boundaries are planar, non-wall boundaries are re-meshed
(Ito et al. [2007]), if not, mesh optimization including mesh smoothing and topol-
ogy clean-up are operated directly on their surface meshes. If meshes on periodic
boundaries are required to match exactly, only one of them is optimized and its
counterpart is recreated by shifting it by one periodicity.
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6.7 Results
The proposed method has been implemented and its capability is illustrated with
several examples from simple 2D test cases to 3D cases with complex geome-
tries. Timings are also given to demonstrate the computational efficiency of our
implementation.
Figure 6.8 shows the meshes of three right triangles with smallest angles of
5o, 11o and 22o respectively. When the smallest angle is 5o, no boundary layer
mesh is created near the regions with the small input angle to avoid boundary
layer mesh collisions. As the smallest angle increases, boundary layer meshes are
gradually allowed around that region.
Figure 6.9 and 6.10 show the hybrid meshes for two cavities. The mesh shown
in Figure 6.9 has 15225 quads and 732 triangles in the boundary layer mesh and
13536 triangles in the rest of the domain. The mesh shown in Figure 6.10 has
27121 quads and 814 triangles in the boundary layer mesh and 14900 triangles
in the rest of the domain. The geometries are fairly complex and it is expected
that number of layers of the boundary layer mesh would change considerably
from spacious regions to narrow regions. From both cases, we can see in spacious
regions, excellent boundary layer meshes are created and the transition of mesh
sizes from boundary layer meshes to triangles is smooth. Close to narrow regions,
the growth of boundary layer meshes is controlled automatically to avoid collision.
One can also observe a smooth variation of the orientation of the boundary layer
meshes and total number of layers. The running time of the case shown in
Figure 6.9 is 0.75s. 0.12s is spent on computing MMD, 0.47s is spent on creating
the boundary layer mesh and 0.16s is spent on creating the triangular mesh. The
running time for the other example is 0.83s. 0.13s is spent on computing MMD,
0.52 is spent on creating the boundary layer mesh and 0.18s is spent on creating
the triangular mesh.
Figure 6.11 shows the hybrid meshes for a simplified Nozzle Guide Vane
(NGV), which is discretized by 59709 points and 119794 triangles. Figure 6.11 (a)
shows the boundary layer mesh for the NGV. Figure 6.11(b) and Figure 6.11(c)
show a close-up view of the hybrid mesh. We can see that the thickness of the
boundary layer mesh is reduced inside the cooling slots to avoid boundary layer
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Figure 6.8: (a)∼(c) 2D hybrid meshes for three right triangles with smallest
angles of 5o, 11o and 22o respectively.
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Figure 6.9: Hybrid mesh for a cavity. 15225 quads and 14268 triangles. Running
time: 0.75s
Figure 6.10: Hybrid mesh for a cavity. 27121 quads and 15714 triangles. Running
time:0.83s
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Figure 6.11: (a) Boundary layer mesh of the NGV. (b)∼(c) Close-up view of the
hybrid mesh.
collisions and then gradually increased in spacious regions. This can be confirmed
by the MMD contour plot (shown in Figure 6.12) of the input boundary mesh.
Figure 6.13 shows the two periodic boundaries (highlighted in blue). The final
hybrid mesh has 1052728 tetrahedra, 56098 pyramids and 2378721 prisms. The
running time is 67.45s. 17.49s are spent on computing MMD, 22.78s are spent on
creating the boundary layer mesh and 27.18s are spent on creating the tetrahe-
dral mesh. The minimum dihedral angle is 2.5o and the maximum is 176.3o. We
have compared the tetrahedral mesh quality with TetGen by feeding the inflated
surface mesh into TetGen. Figure 6.14 shows the comparison and it can be seen
that the average mesh quality from our mesh generator is higher.
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Figure 6.12: Contours of MMD for the boundary mesh of the NGV.
Figure 6.13: Periodic boundaries of the hybrid mesh. The mesh on periodic
boundaries are highlighted in blue.
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Figure 6.14: Comparisons of tetrahedral mesh quality between our mesh gen-
erator and TetGen for the simplified NGV. Histogram in black represents the
distributions of dihedral angles of the mesh by our mesh generator and histogram
in red represents the ones by TetGen.
6.8 Concluding Remarks
This chapter has presented an unified approach to generate a hybrid mesh for
2D/3D complex geometries for viscous flow simulations. The hybrid meshing
method first creates a boundary layer mesh and uses the tetrahedral mesh gener-
ator described in Chapter 5 to fill the left void domain with tetrahedral elements.
A major challenge in hybrid meshing is how to avoid collisions of boundary layer
meshes. A novel approach has been proposed to remove boundary layer collisions
using CDTs. This approach is simple and efficient and does not require an extra
data structure.
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Chapter 7
Hex Meshing for Turbomachinery
Secondary Air Systems
7.1 Introduction
This chapter presents a method to generate a full hex mesh for a SAS. Tradition-
ally, geometries of SAS are treated as axi-symmetric and 3D features are ignored.
Despite advances in hex meshing techniques, there is no reported method to create
a full hex mesh for a SAS with 3D features. Wang and di Mare [2012] presented
a novel automatic approach to generate a viscous hex mesh for a SAS. This ap-
proach combines the techniques of Q-morph, sweeping, grafting and general hex
sheet insertion. The detail of this approach will be described in this chapter.
7.2 Outline of The Hex Meshing Method
We illustrate this method by meshing a cavity with connecting orifices, which
represents the most common and general case in SAS. The whole process is made
up of the following steps:
1. Create a 1D mesh on the cavity boundary (for details of 1D mesh, one can
refer to Appendix D).
2. Pave the 2D buffer layer and create an offset boundary for the cavity.
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3. Create a quadrilateral mesh in the region enclosed by the offset boundary
of the cavity. Combine the quad mesh with the buffer layer and create a
hexahedral mesh with a 3D buffer layer by sweeping the quad mesh.
4. Graft on non-axi-symmetric orifices.
5. Dice the 3D buffer layer by directional refinement to create the boundary
layer mesh.
7.3 Paving The Buffer Layer
The purpose of the buffer layer is to form several sheets of quadrilateral (quad
sheets) to capture the boundary and provide the offset boundary. The method to
create the buffer layer is similar to the popular paving algorithm to create unstruc-
tured quadrilateral meshes (Blacker and Stephenson [1991]) and the thickness of
the resulting buffer layer depends adaptively on the local grid spacing on the
boundary. The main difference is that row adjustment, such as wedge insertion
and tuck formation, is suppressed, because we want to avoid creating unnecessary
quad sheets on the boundary so as to enhance the regularity of the buffer layer
and the quality of its resulting boundary layer mesh (Merkley et al. [2006]).
Similar to the paving method, based on the interior angles (see Figure 7.1) on
the boundary, each node on the boundary is classified as row end node, row side
node, row corner node and row reversal node, as is shown in Table 7.1. Tucks
and wedges are inserted only based on the type of a boundary node, row collision
is detected and seaming is also performed to avoid overlapped quadrilaterals for
geometries with small input angles. Figure 7.1 shows the schematic of the paved
buffer layer and offset boundary based on the boundary node types.
7.4 Creating Quadrilateral and Hexahedra Mesh
After the buffer layer and the offset of the boundary are created, the rest of the
region is filled with quadrilaterals by the Q-morph method described in Chapter 3.
A complete quad mesh for the cavity is then formed by combining the buffer
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Table 7.1: Classification of boundary nodes and corresponding interior angle
ranges.
Node type Angle range
Row end node [0o, 135o)
Row side node [135o, 225o)
Row corner node [225o, 315o)
Row reversal node [315o, 360o)
Interior angle
Figure 7.1: Boundary node classification: row side node (Black), row end node
(Red), row corner node (Blue), row reversal node (Green), and their respective
templates of constructing a buffer layer. The grey dash lines represent the quad
sheets and the yellow line represents the offset boundary.
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source face
target face
M
Figure 7.2: Schematic of creating a hex mesh by spinning. M is the rotation
matrix.
layer and the quad mesh created by Q-morph. The resulting mesh is treated as
representing the average projection of the cavity on the meridional plane (X −Z
plane) and a first hex mesh with a 3D buffer layer is created by sweeping the
quad mesh around the X axis, as is illustrated in Figure 7.2.
7.5 Grafting Non-Axi-Symmetric Features
In the hex mesh created by sweeping, 3D non-axi-symmetric features are missing
and they are added by grafting. For consistency, we adopt the grafting termi-
nology used by Jankovich et al. [1999], as is summarized in Table 7.2. Grafting
contains three steps: (1) creating conformal graft surfaces, (2) improving the mesh
quality inside and outside graft loops, (3) extruding branches. The methods to
make a conformal graft surface and extrude branches are similar to Jankovich et
al, here we only describe our method of improving the mesh quality inside and
outside graft loops and without losing generality, it can be demonstrated by a
simple example. as is shown in Figure 7.3(a).
We first define the smallest convex region, Ω, on the base surface that is
intersected by a branch. If the trunk is meshed by sweeping, Ω is represented by
a subset of the structured grid on the base surface, which is shown in Figure 7.3(b).
When the graft surface is made to be conformal to the branch, Ω is separated into
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Table 7.2: Terminology in grafting
Term Description
Trunk A hex mesh which branches are grafted on.
Branch A missing non-axi-symmetric feature.
Base surface A surface mesh on which a branch is grafted on.
Graft surface The intersection of a base surface and a branch.
Graft loop Boundary edges of a conformal graft surface.
trunk branch
(a) (b)
Figure 7.3: Example geometry for grafting. The quads high lighted in dark red
represent the impact region of grafting.
145
sectional view
sectional view
(a)
(b)
sectional view
(c)
(d)
sectional view
Figure 7.4: Illustration of improving mesh quality inside and outside a graft loop.
The hexahedra highlighted in red represent the inserted hex sheets.
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(a) before grafting
(b) improve inside loop
(c) improve outside loop
(d) extrude a branch
Figure 7.5: Sectional schematic of the influence of grafting on buffer hex sheets.
The red dots represent the points on the graft surface. The grey dash lines
represent the buffer hex sheets. The blue dash lines represent the inserted hex
sheets to improve mesh quality.
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two sub-regions, Ω0 and Ω1, one is inside the graft loop and one outside the graft
loop respectively. These two sub-regions are treated as two separate shrink sets
(Mitchell and Tautges [1995]) and two corresponding hex sheets are then inserted
to improve the mesh quality inside and outside the graft loop. Figure 7.4(a)
shows Ω0 and the inserted hex sheet to improve the mesh quality inside the graft
loop. Figure 7.4(b) shows Ω1 and the inserted hex sheet to improve the mesh
quality outside the graft loop. Figure 7.4(c) shows the two inserted hex sheets
are inflated after local surface and volume smoothing and Figure 7.4(d) shows
the final hex mesh for the example geometry.
Similar to the typical procedure in grafting, we place a hex sheet to improve
the mesh quality inside the graft loop. However, compared with typical ways of
improving the mesh quality outside the graft loop, which pillow low quality ele-
ments (Mitchell and Tautges [1995]) immediately outside the graft loop or insert
a global hex-sheet (Merkley et al. [2006]), our approach has several advantages.
The 3D buffer layer, which we have carefully placed, is only subject to local mod-
ifications. As is illustrated in Figure 7.5(a), the grey dash grey line represents
a hex sheet of the 3D buffer layer and after we insert the two hex sheets, it is
not corrupted and only its curvature is influenced locally close to the graft loop,
therefore the 3D buffer layer is well preserved. This is a crucial property since
the 3D buffer layer will be used to create the 3D boundary layer mesh. Based
on our observation, only local smoothing is required to improve the mesh quality
and“inflate” the inserted hex sheets. Since the trunk is meshed by sweeping,
its mesh quality is presumably satisfactory, expensive global smoothing can be
avoided and local smoothing is found to be sufficient.
Finally, it is worth mentioning that, after we form a branch, the 3D buffer
layer is updated. It erases hexahedra that no longer have at least a face on the
boundary and absorbs the hexahedra in the inserted hex sheets that have at least
one edge or face on the boundary. This is illustrated in Figure 7.5(d).
7.6 Creating The Boundary Layer Mesh
After the branches are grafted, the boundary layer mesh can be created by dicing
the 3D buffer layer by directional refinement. In the first place, we define a
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dice
Figure 7.6: Schematic of dicing templates for boundary hexahedra. The red
(dash) lines represent the lines on the boundary.
hexahedron on the boundary as following:
Definition 1. A hexahedron is on the boundary if it has at least one vertex, edge
or face on the boundary.
Based on the number of vertices, edges and faces on the boundary, hexahedra
on the boundary are classified into several types and they are diced with different
templates according to their types. Such classification is shown in Figure 7.6.
After the template for each boundary hex is assigned, the boundary layer mesh
can be readily created and the resulting mesh for the example geometry is shown
in Figure 7.7.
However, in the example shown in Figure 7.7, all the boundaries are simply
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sectional view
Figure 7.7: Hex mesh with a boundary layer mesh for the example geometry.
treated as wall and non-wall boundaries (such as freestream and periodic) are not
considered, apart from the target face of a branch extrusion, which is by default
considered as freestream boundaries. If a boundary is periodic or freestream, then
there is no need to create a boundary layer mesh on it. For our current method,
these non-wall boundaries are trivial to identify. Given the boundary types on
the 1D cavity, the source face and the target face of the sweeping naturally
become periodic boundaries, the target faces of the extrusion become freestream
boundaries and the rest of the face of extrusion become wall boundaries. After
boundary types are identified, the boundary hex types are re-evaluated based on
the number of vertices, edges and faces on the wall boundaries and boundary
layer meshes can be created readily.
7.7 Results
The proposed method has been implemented and the following three examples will
demonstrate the resulting hex mesh quality, which is assessed by scaled Jacobian
J , from our proposed hex meshing method and the computational efficiency of
our implementation.
Figure 7.8 shows the hex mesh of a cavity with a relatively simple geometry.
The chunk of the mesh is created by sweeping a quad mesh with the buffer layer
(965 quads in total) on the meridional plane by 15o with 30 copies of the quad
mesh. The minimum J is 0.18 and the maximum is 1. The histogram of the mesh
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quality is shown in Figure 7.11(a). The total running time is 1.13s. 0.1s is spent
on creating buffer layers, 0.2s is on creating the quad mesh, 0.05s is on sweeping
the quad mesh, 0.44s is on grating orifices and 0.34s is on creating the boundary
layer mesh. This is summarised in Table 7.3.
Figure 7.9 show the hex mesh of a second cavity. The chunk of the mesh is
created by sweeping a quad mesh with the buffer layer (12162 quads in total)
on the meridional plane by 15o with 40 copies of the quad mesh. The minimum
J is 0.11 and the maximum is 1. The histogram of the mesh quality is shown
in Figure 7.11(b). The total running time is 10.49s. 1.8s are spent on creating
buffer layers, 2.7s are on creating the quad mesh, 0.84s is on sweeping the quad
mesh, 0.94s is on grating orifices and 4.21s are on creating the boundary layer
mesh. This is summarised in Table 7.3.
Figure 7.10 show the hex mesh of the third cavity. The chunk of the mesh is
created by sweeping a quad mesh with the buffer layer (8867 quads in total) on
the meridional plane by 15o with 60 copies of the quad mesh. The minimum J
is 0.11 and the maximum is 1. The histogram of the mesh quality is shown in
Figure 7.11(c). The total running time is 9.82s. 1.1s are spent on creating buffer
layers, 1.8s are on creating the quad mesh, 0.81s is on sweeping the quad mesh,
1.18s are on grating orifices and 4.94s are on creating the boundary layer mesh.
This is summarised in Table 7.3.
Table 7.3 summarises the running time for these three cases. We can see
around 40% of the time is spent on creating the boundary layer mesh, grafting
non-axi-symmetric orifices and creating quad meshes consume around 40% of the
time. The left 20% are spent by creating buffer layer and sweeping.
The mesh quality is dominated by the quality of the quad mesh on the merid-
ional plane, the aspect ratio of the surface grid on base surfaces and the grid
spacing along the direction of branch extrusions. The quality of the quad mesh is
determined by Q-morph, the aspect ratio of the base surface is determined by the
number of copies created in the sweeping and the grid spacing along the direction
of branch extrusions is determined by the local grid space near base surface and
the number of copies of the extrusion. Chapter 3 shows our quad mesh generator
produces quad meshes with comparable quality to commercial packages. The
aspect ratio of the base surface can be improved by controlling the number of
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(a)
(b) (c)
Figure 7.8: Hex mesh for a cavity (68582 points and 58370 hexahedra, running
time: 1.13s.). (a) Overview of the hex mesh. (b)∼(c) Close-up views of the hex
mesh.
copies in the sweeping. A smooth grid spacing variation along the direction of
branch extrusions can be achieved by automatically sampling the thickness of the
buffer layer and then determine the copies of the extrusion. Figure 7.11 shows
the quality of the hex meshes for these three cases. It can be seen that the quality
of most hexes are excellent. The lowest J among these three cases is 0.11 and it
appears near graft loops. The number of hexes with J smaller than 0.2 are less
than 0.001%
Table 7.3: Running time statistics of three test cases.
Buffer layer(s) Quad(s) Sweep(s) Graft(s) B. Layer(s) Total(s)
Case 0 0.1 0.2 0.05 0.44 0.34 1.13
Case 1 1.8 2.7 0.84 0.94 4.21 10.49
Case 2 1.1 1.8 0.81 1.18 4.94 9.82
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(a) (b)
(c) (d)
Figure 7.9: Hex mesh for a cavity (734830 points and 713375 hexahedra, running
time: 5.99s.). (a) Overview of the hex mesh. (b)∼(c) Close-up views of the hex
mesh. (d) Sectional view of an orifice.
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(a) (b)
(c) (d)
Figure 7.10: Hex mesh for a cavity (1151102 points and 1025951 hexahedra,
running time: 7.03s.). (a) Overview of the hex mesh. (b)∼(d) Close-up views of
the hex mesh.
Min: 0.18
Max: 1.00
Min: 0.11
Max: 1.00
(a) (b) (c)
Min: 0.25
Max: 1.00
Figure 7.11: (a)∼(c) are histograms of the mesh quality of the hex meshes shown
in Figure 7.8∼7.10 respectively.
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7.8 Concluding Remarks
This chapter has presented a method to generate a full hex mesh for SAS with
non-axi-symmetrical orifices. The method is a combination of techniques, such
as paving, Q-morph, sweeping and general hex sheet insertion. The hex meshes
generated by this method are found to have an excellent quality and the compu-
tational cost is fairly low. It is capable of producing meshes with millions of high
quality viscous hex cells in a few seconds.
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Chapter 8
Whole Engine Meshing and CFD
Simulation
8.1 Introduction
We have learned in Chapter 2 that previous efforts on whole engine simulations
were mainly focused on numerical simulations. Reed et al. [2003] stated that
in order to make whole engine simulations practical in the design process, the
simulation should be run overnight (approximately 15 hours). However they
ignored the fact that it might take days or weeks in the pre-processing to prepare
for running such simulation. In the author’s opinion, pre-processing has become
one of the bottlenecks for whole engine simulations. This chapter presents the
CFD simulation of the whole gas path, which includes the fan, Intermediate
Pressure Compressor (IPC), High Pressure Compressor (HPC), the combustor,
High Pressure Turbine (HPT), Intermediate Pressure Turbine (IPT) and Low
Pressure Turbine (LPT), and the SAS. I will first describe the steps in pre-
processing, such as creating the device tree in VE, meshing-related geometry
manipulation, mesh generation and mesh setup. I will demonstrate how these
steps can be automated in VE. Compared to traditional standard approaches,
our approach requires minimum human interventions and has the potential to
considerably reduce man-hours in preparing a whole engine simulation. CFD
simulations of the whole gas path of a three-shaft engine are then presented.
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8.2 VE Device Tree
A device is the abstraction of the physical attributes of an engine component and
conceptually each component can be associated with multiple devices, e.g., FV
or FE methods. However, for a specific engine component, like a blade metal,
in a specific simulation, it should be associated with a specific device, like FE
method. Therefore, a device is the representative of its associated component
in a numerical simulation. Corresponding to the hierarchical organization of
components in an engine, the devices are organized into a hierarchical tree. Each
node in the device tree represents a device and it might contains a list of child
nodes, which represent devices on their own right. These relationships between
nodes and their child nodes are direct mappings of component organizations of
an engine. For example, if a node represents HPC, it should not have child nodes
representing blade rows from IPC, or if a node represents the first stage of HPC,
it should only contains rotor 1 and stator 1 of HPC.
Adding or removing nodes in the device tree represents removing components
and other components that are associated with these components in the engine.
For example, if we remove a node named HPC, then all its child nodes, which
represents blade rows in HPC will also be removed correspondingly. The mapping
of this operation to the real world is to remove HPC stages from an engine. On
the contrary, if we add a node named HPC, all its child nodes, representing blade
rows in HPC will also be added to the device tree automatically. The mapping of
this operation to the real world is to insert HPC stages to an engine. The device
tree also allows copying nodes to another device tree. This operation mapped to
the real world corresponds to reusing reliable components from previous engines
in a new engine.
When an query, i.e., numerical simulation, is applied to this device tree, tree
nodes will be visited recursively from the root node down to each leaf node of
the tree. The action is applied only to the nodes with no child node, which
means this node is a leaf node in this tree. Therefore in the device tree, only
leaf nodes answer queries directly and other nodes answer queries by delegating.
Figure 8.1 shows a device tree for a whole engine simulation displayed in the
GUI of VE. This device tree contains 99 nodes, of which 88 are leaf nodes. As
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Figure 8.1: Device tree for a whole engine simulation. This device tree contains
99 nodes and 88 of them are leaf nodes.
we can see from Figure 8.1, each device is assigned a name and a type. The
names of the devices are a direct mapping of engine components. For example,
a device called “CH01R” represents rotor 1 of HPC. The types of the devices
show the numerical techniques to handle these models. Since we only conduct
CFD simulations in this thesis, the types of all leaf nodes are assigned to 4, which
means the FV method. The types of all non-leaf nodes are assigned to 0, and this
means no numerical techniques are applied. From this we can see that devices
in the device tree can be assigned with different types of numerical techniques.
This means one can readily conduct a multi-fidelity multi-disciplinary simulation
for the whole engine.
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8.3 Virtual Engine Meshing System
Chapter 3 to Chapter 7 have described a set of meshing methods. They have been
integrated with the GA to form the Virtual Engine Meshing System (VEMS).
We will demonstrate its capability to create quality read-to-run meshes with
minimum human interventions for whole engine simulations.
8.3.1 Turbomachinery Blade Meshing
Chapter 4 has described a method to generate a high-quality hex mesh for a
single blade with the assumption that the meshing domain of a blade is already
provided. However, in practice one needs to carefully define the meshing domain
to facilitate the meshing process. The meshing domain of a blade is enclosed by
a manifold surface which includes the blade surface, inlet and outlet, periodic
boundaries, hub and casing and other boundaries. If the meshing domain is not
properly defined, this will pose great challenges to the blade mesh generator.
Blade geometries are referenced by names in the GA and represented by five
parts: the leading edge line of the blade, the trailing edge line of the blade,
the hub annulus line of an engine, the casing annulus line of an engine and
blade definitions on each stream-surface along the blade span. These five parts
sufficiently describe the shape of a blade and its position in an engine. Using
the GA the meshing domain of a blade can be easily constructed, because the
GA provides sufficient information of geometries related to a blade, which can be
used to establish the meshing domain of this blade.
Given the positions of cavity leakages, the blade meshing domain can be
created in different ways. Figure 8.2 shows two possible approaches to define
blade meshing domains with cavity leakages. Figure 8.2 (a) shows one approach to
define the meshing domain. Because on the hub sections the cavity leakages might
be totally contained inside hub sections, partially inside hub sections or not inside
hub sections, this might require mesh generators to treat these three situations
separately and make mesh generators more complex to create a quality mesh.
Furthermore, some inlet/exit boundaries are too close to blade leading/trailing
edges, this could cause difficulties for mesh generators to create boundary layer
meshes around blades. Figure 8.2 (b) shows a more reasonable approach to define
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the blade meshing domain. On the hub sections, the inlet/outlet boundary is
always placed at the midway of cavity leakages and cavity leakages are always
partially contained on hub sections and shared by two adjacent blades. This
yields consistent blade geometries for mesh generators. Figure 8.2 (c) illustrates
how the interfaces between blades and cavities are defined. If the thickness of the
blade platform is t, the cavity leakage is meshed by sweeping the mesh elements
that represent the cavity leakage on the hub section by 0.5t along the orientation
of the leakage.
With the defined blade meshing domains, the method described in Chapter 4
can then be applied to these geometries to create meshes for blades with cavity
leakages. Even though Figure 8.2 only illustrates hub leakages, casing leakages can
be meshed in the same manner. Figure 8.3 shows the inlet and outlet boundaries
for HPC blades. Figure 8.4 shows typical blade meshes for a multi-stage or whole
engine simulation.
Due to the simplicity of a blade geometry, mesh setup for a blade is trivial.
The rotational frame of a blade is easy to check by parsing the name of a blade.
For example, if the name of a blade is CH03R, this rotor blade is associated to
the HP spool of the engine, because in its name “H” and “R” represent high
pressure and rotor respectively. The boundaries of a blade are always named in
a fixed manner, such as inlet, exit, right, left, etc. Therefore, assigning boundary
conditions for these boundaries can be done manually with little effort or assigned
automatically by a through-flow solver.
8.3.2 SAS Meshing
Chapter 7 has described a method to generate full hex meshes for SAS and Chap-
ter 6 has shown a unified hybrid meshing method for general complex geometries.
Both meshing methods described in these two chapters will be used to mesh SAS.
From a geometrical point of view, there are generally two types of cavities. One is
axi-symmetric and the other is 2.5D1. For the former, the hybrid mesh generator
can be used. For 2.5D cavities, they are meshed by the hex meshing method.
1There are actually cavities which are fully 3D. They can be meshed with the hybrid mesh
generator. In this thesis, we will only model 2D axi-symmetric and 2.5D cavities.
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Figure 8.2: (a) Unreasonable definitions of blade boundaries. (b) Reasonable
definitions of blade boundaries. (c) Interfaces between blade passages and cavi-
ties.
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Figure 8.3: Illustration of inlet and outlet boundaries of HPC blades.
(a) (b)
(c) (d)
Figure 8.4: Typical blade and cavity meshes for a multistage or whole engine
simulation.
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The geometry of a cavity in VE is extracted by a set of aerodynamic bound-
aries using a slitting algorithm (di Mare et al. [2011]). Figure 8.5 (a) shows
a cavity extracted by two aerodynamic boundaries: CH03SPLATFORM RCLR
and CH04RPLATFORM FCLR, both of which are the names in GA referring to
these two aerodynamic boundaries. The obtained geometry is not merely a set of
edges and points to represent the cavity. It also contains physical properties, such
as material, rotational frames of walls, etc. In Figure 8.5 (a), red lines represent
walls in the rotational frame of HP spool and blue lines represent walls which
are stationary. When the geometry is handed over to a mesh generator, all these
physical information will also be transferred to the mesh generator together with
the geometrical information of the geometry.
The cavity shown in Figure 8.5 (a) is axi-symmetric, a hybrid mesh can be
created straight-way. After the mesh is created, rotational frames of boundary
edges of the mesh are automatically assigned. Figure 8.5 (b) shows a hybrid mesh
of the extracted cavity and automatically assigned rotational frames of walls.
Figure 8.6 (a) shows a cavity with non-axi-symmetric orifices. The aerody-
namic boundaries to extract this cavity is labelled in Figure 8.6 (a). Figure 8.6
(b) shows the hex mesh for this cavity and rotational frames that are automat-
ically assigned to boundary faces. Figure 8.7 shows the hex meshes for cavities
with non-axi-symmetric orifices in a three-shaft engine. Figure 8.8 shows the
rotational frames that are automatically assigned to boundary faces.
8.4 VE Interface Protocol
Figure 8.1 shows the device tree for a whole engine simulation. The leaf nodes,
which represent functional models, will invoke their corresponding mesh genera-
tors to create meshes for the nodes. The generated meshes are not overlapped
and they are assembled together to form the computational domain of a whole
engine simulation. The mesh of each leaf node represents a sub-domain. Each
sub-domain is solved independently by their assigned numerical techniques in the
device tree and they are coupled with each other by exchanging information with
their neighbouring sub-domains through interfaces.
Interfaces between sub-domains are constructed automatically by geometrical
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CH03RPLATFORM_RCLR2
CH04RPLATFORM_FCLR2
(a) (b)
Figure 8.5: (a) Extracting an axi-symmetric cavity. (b) Hybrid mesh for the
cavity. The red lines represent walls associated with the rotational frame of
HP spool and blue lines represent walls which are stationary. The purple lines
represent freestream boundaries.
searches. Assume each sub-domain and their boundaries are wrapped around
by boxes, if there are intersections between the boxes of two sub-domains, this
means interfaces could be established between these two sub-domains. All the
boundaries of these two sub-domains are checked against each other. If two
boundaries are matching with each other, an interface is then established. In
order to check whether two boundaries are matching with each other or not,
one need to handle the coordinate system of each sub-domain carefully. As is
shown in Figure 8.10 (a), two blades are in the cylindrical coordinate system,
the coordinates of boundaries are mapped to the meridional plane and the boxes
of boundaries are constructed in the meridional plane. If the boxes match, an
interface is then established. This is illustrated in Figure 8.9. This procedure
of checking boundary matching can be applied to sub-domains of blades and 2D
cavities (Figure 8.10 (b)), blades and 3D cavities (Figure 8.10 (c)), 2D cavities
and 2D cavities (Figure 8.10(e)), and 3D cavities and 2D cavities (Figure 8.10
(f)). In order to form interfaces between 3D cavities, if both enquired boundaries
are non-axi-symmetric, boxes of their boundaries are constructed in Cartesian
coordinates and if these two boxes match, then an interface is established. When
the number of devices becomes larger, these geometrical searches can be sped up
by using an alternating digital tree (Bonet and Peraire [1991]).
The interfaces are only created once and they form the conduits of sub-
164
CI01RPLATFORM_FCLR2
FBHREAR_HOLE
CI01RDISCDRIVEARM_HOLE
FBH.REARAIRTOOILSEAL
(a)
(b)
Figure 8.6: (a) Extracting a cavity with non-axi-symmetric orifices. (b) Hex mesh
for the cavity. The yellow faces represent walls associated with the rotational
frame of IP spool and blue lines represent walls which are stationary. The purple
faces represent freestream boundaries.
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Figure 8.7: Hex meshes of cavities with non-axi-symmetric orifices in a three
shaft engine.
166
Figure 8.8: Rotational frames associated to boundary faces of hex meshes of
cavities with non-axi-symmetric orifices in a three shaft engine. The red faces
represent walls in the rotational frame of HP spool, the yellow faces represent
walls in the rotational frame of IP spool, the green faces represent walls in the
rotational frame of LP spool and the blue faces represent walls that are stationary.
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Figure 8.9: Illustration of constructing interfaces for blade rows.
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Figure 8.10: Five different ways that an interface can be constructed in the
current whole engine simulation.
domains to exchange informations. Each sub-domain is solved independently
in parallel and it exchanges information with neighbouring sub-domains through
interfaces on the fly. Within the VE, the mixing plane (Denton [1992b]) is used
to exchange information between blades and blades, blades and 2D/3D cavities,
2D cavities and 2D cavities, 2D cavities and 3D cavities. Information exchange
between 3D cavities is currently done using an efficient and robust linear inter-
polation.
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8.5 Whole Engine CFD Simulation
Here we present the results of an integrated steady CFD simulation of the whole
gas path of a three-shaft engine. The computational domain is made up of 88
sub-domains, which includes 50 turbomachinery blades, 37 SAS cavities and the
combustor. Each sub-domain is computed simultaneously and exchanging infor-
mation with neighbouring domains on the fly. The goal of the simulation is to
demonstrate the application of the previous meshing tools in large scale simula-
tions and the capability of VE to conduct high-fidelity whole engine simulations
in a reasonable turnover time.
8.6 Preprocessing
8.6.1 Blade Passages
Only one blade passage of each blade row is simulated. The method described
in Section 8.3.1 is used to create high quality hex meshes for each blade passage.
On the blade sections along blade spans, there are around 5000 quads on average
and 50 sections along the blade span. So there are roughly 250000 hexes for
each blade and 12.5 million hexes for all the 50 blades. The geometries of blades
can be generally divided into 5 groups, which are fan, IPC, HPC, HPT-IPT and
LPT. The blade geometries within each group are similar. The parameters of the
compressor block layout can be adjusted to create high quality hex meshes for
fan IPC and HPC. The parameters of the turbine blade layout can be adjusted
to create high quality hex meshes for HPT-IPT and LPT. Once the parameters
of block layouts for these 5 groups are setted up, the blades can be meshes in a
fully automatic manner and the whole process takes about 20v30 minutes.
8.6.2 SAS
The cavities in SAS are treated as axi-symmetric geometries and they are meshed
with 2D hybrid meshes as is described in Section 8.3.2. Even though in Chapter 7
we have developed a method to include 3D features into cavities, the detailed
information of these 3D features are still not clear, such as the number of orifices
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for the cavities. Therefore all cavities are treated as axi-symmetric geometries.
All these 37 cavities are meshed within around 8 hours, which includes geometry
extraction, de-featuring, 1D meshing, 2D meshing and mesh setup. The total
number of elements for the SAS is around 5 million.
The 2D meshing process itself is extremely efficient and the boundary condi-
tions are transferred from the geometry to the mesh generator automatically, the
time cost of mesh setup is negligible. Geometry extraction, de-featuring and 1D
meshing are the most time-consuming parts. Section 8.3.2 shows that the cav-
ity geometries are obtained by aerodynamic boundaries. If a set of aerodynamic
boundaries are used, the whole SAS can be partitioned into individual cavities.
Therefore, corresponding to different sets of aerodynamic boundary combinations,
the SAS can be partitioned into individual cavities in different ways. The current
approach partition the SAS in such a way that it is bounded by either non-axi-
symmetric orifices or axi-symmetric slots and in its interior domain, there is no
non-axi-symmetric orifices. The advantage of this approach is that the obtained
geometries can be re-used by the meshing tool to create hex meshes for cavities
with non-axi-symmetric orifices. The de-featuring process is used to ignore cer-
tain geometries with small scales, the purpose of which is to prevent the mesh
generator from creating a fine mesh to revolve these unimportant small-scale ge-
ometries so that the mesh size can be reduced. The mesh sizes on boundaries
largely determines the mesh sizing of the 2D meshes and it is important to spec-
ify a proper point distribution on boundaries so that it is not too fine to create
excessive elements and also not too coarse to resolve important small-scale ge-
ometries, such as seal knives. This process can be automated to some extent, but
user interventions are still required.
8.6.3 Combustor
The geometry of the combustor is only a simplified axi-symmetric model. The
3D geometry of the combustor is generated by sweeping the geometry in the
meridional plane around the engine axis. A hex mesh is then created for the 3D
combustor by the pave-sweep method described in Chapter 7. The time cost to
create a mesh for the combustor is negligible.
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Device tree construction (~12%)
Meshing (~88%) SAS meshing (~87%)
Blade meshing (~12%) Combustor meshing (~1%)
1D meshing (~30%)
2D meshing (~10%)
Defeaturing (~30%)
Geometry extraction (~30%)
~8 hours in total ~7 hours in meshing
~6 hours in SAS meshing
Figure 8.11: Pie charts of the time cost of the pre-processing for whole engine
simulations.
8.6.4 Timing Statistics of Preprocessing
The whole pre-processing process for the whole engine simulation takes around 8
hours(roughly one working day). Figure 8.11 shows the pie charts of the time cost
in the pre-processing process. Typically 12% of the time is spent on constructing
the VE device tree. The left 88% is on meshing. Regarding to meshing, most of
the time (around 87%) is on meshing SAS, 12% is on meshing blades and only
1% is on combustor meshing. For SAS, 90% of the SAS meshing time is evenly
distributed on 1D meshing, geometry extraction and de-featuring. Only 10% of
the time is on creating 2D meshes.
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8.7 The Flow Solver
The flow solver is the VUTC in-house parallel compressible flow solver, AU3X.
The solver computes a RANS solution using a cell-centred discretization on un-
structured meshes with a pre-conditioner to handle low Mach number flows and
several convergence acceleration techniques, such as multi-grid and Generalized
Minimum RESidual method (GMRES). A number of popular turbulence closures
are also implemented inside the solver, such as Cebeci, Spalart–Allmaras, k − ,
k − ω and k − ω SST.
Several gas models are also implemented in the solver. For example, one can
use the perfect gas model, which assumes the specific heat is constant. One
can also use the reacting gas model, which assumes the gases are a mixture of
several semi-perfect reacting gases and the composition of the gas mixture can
change along with the simulation through reaction. This compressible reacting
gas model is ideal for whole engine simulations, for example, it takes into account
the large variations of the Turbine Entry Temperature (TET) in the axial and
circumferential directions and also allows the cooling flow to enter the flow at
the right entropy to achieve the correct energy balance. Furthermore, the flow
entering the turbines is a mixture of air and combustion products, each specie of
this gas mixture has a different value of its own gas constant, therefore, the gas
constant of the gas mixture is different from that of air. This phenomenon can
be modelled accurately using this reacting gas model. Therefore the reacting gas
model will ensure a consistent representation of gas properties across the whole
domain and produce more accurate predications of engine performance than the
perfect gas model. A brief introduction of to this compressible reacting gas model
can be found in Appendix E or one can refer to di Mare [2008] for more details.
8.8 Results
The simulation has fully coupled the whole gas path of a three-shaft engine at
take-off conditions. The computation includes 50 turbomachinery blades, 37 SAS
cavities and the combustor using the compressible reacting gas model and the
Cebeci turbulence closure. The whole domain has around 20 million elements and
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run on 88 cores of SGI Altix for 48 hours. As is stated before, the purpose of the
simulation is not to capture the details of flow fields and predict the performance
of the engine accurately , due to the lack of proprietary data and inaccuracy in the
geometries, such as the SAS, compressor tip clearances and NGV. Its intention
is to demonstrate the capability of large-scale high-fidelity simulation of VE and
indicate what might be achieved in whole engine simulations. Nonetheless, to the
author’s knowledge, it is the first time that the whole gas path of an engine is
modelled using a compressible reacting gas model in a single analysis code.
The ambient temperature is 288.1 K and the ambient pressure is 1 Bar. The
speeds of LP, IP and HP shafts are 2300.2 RPM, 8387.8 RPM and 11988.3 RPM
respectively. The ratio of TET to the inlet temperature is around 5.58.
Figure 8.12 (a) shows the distribution of the static temperature of the engine.
Due to the simplicity of my combustor model, the prescribed fuel flow rate does
not produce the correct TET. We have tuned our fuel flow rate so that TET
roughly matches the prescribed value. The distribution of static pressure of the
engine is shown in Figure 8.12 (b). It can be seen that the pressure of the air is
gradually increased and then decreased after the combustor. The total pressure
loss of this simplified combustor model is around 1.6%
Figure 8.13 shows the distribution of the axial velocity on the meridional
plane. Superimposed on the contour plot is the comparison of the total pressure
and total temperature between the CFD simulation and the engine performance
data at several engine stations. Because the rotational speed of the shafts are
fixed and the ambient condition is held constant, the only parameter to control
the engine performance is the fuel flow rate. The carefully tuned fuel flow rate
produces a reasonably accurate inlet condition to the turbines. With respect
to such fuel flow rate, the By-Pass Ratio (BPR) is 2.96% below the BPR from
the engine performance data. For the compressors, the comparison shows that
for the core compressor, the total temperature is predicted accurately but the
total pressure is over-estimated. The large discrepancies in the Outlet Guide
Vane (OGV) are probably due to the lack of the bypass duct behind the OGV.
For the turbines, even though the NGV is provided with reasonably accurate
total pressure and total pressure, large discrepancies can be observed across the
turbines, this is probably due to the lack of proprietary data of cooling flows and
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the nozzle behind the turbines.
8.9 Conclusions
This chapter has presented the pre-processing for whole engine simulations and
preliminary CFD results of a whole engine simulation using a compressible react-
ing gas model. The meshing methods described in previous chapters are combined
with a GA and we have shown that the pre-processing process for whole engine
simulation has reduced from days and weeks to a few hours. The preliminary
CFD simulation of the whole engine path has shown promising results. The total
turnover time for preparing such whole engine simulation is about 8 hours, this
makes the whole engine simulation a feasible tool in the design process.
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(a)
(b)
Figure 8.12: (a) Contour plot of static temperature in the whole engine simula-
tion. (b) Contour plot of static pressure in the whole engine simulation.
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Figure 8.13: Contour plot of axial velocity in the whole engine simulation. Su-
perimposed on the contour plot is the comparison of the total pressure and total
temperature between the CFD simulation and the engine performance data at
several engine stations.
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Chapter 9
Conclusions and
Recommendations for Future
Work
9.1 Summary of Thesis Achievements
With reference to the objectives stated in Section 1.3, which are further refined
in Section 2.3 and Section 2.5, the achievements of this thesis will be summarised
in this section. For clarity, the objectives of this thesis are restated:
• Mesh generation:
– Development of meshing algorithms so that they become more robust,
efficient and easier to implement.
– Development of meshing algorithms for turbomachinery applications,
– Integration of meshing algorithms with geometry kernels in the pur-
pose of minimizing human interventions.
• Whole engine simulation:
– Reduce the turnover time in the pre-processing of whole engine simu-
lations.
– CFD simulation of the whole engine gas path.
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All these objectives have been achieved and this has been demonstrated in
the previous chapters. The following subsections will elaborate further on these
achievements of this thesis.
Mesh Generation
This thesis has studied, developed and implemented a set of meshing methods
for the pre-processing of whole engine simulations:
• 2D generic meshing method:
– A frontal node insertion method is developed to create quality trian-
gular meshes and we have shown that the method is guaranteed to
terminate.
– Q-morph is studied in depth and particular focus is on the robust-
ness issues of this quad meshing method. Both Local and non-local
topology clean-up are used to improve the mesh quality and the re-
sulting mesh quality is comparable to the quad mesh generator in
ANSYS R©Workbench 14.0TM.
• 3D generic meshing method:
– A new method to construct CDT is proposed. The new method is
easier to implement and it is benchmarked with TetGen. Comparable
robustness and computational efficiency are observed.
– A robust tetrahedral meshing tool is implemented based on non-standard
Delaunay refinement. It is able to create tetrahedral meshes with com-
parable quality to ANSYS R©Workbench 14.0TM.
– An unified hybrid meshing method is developed for viscous flow simu-
lations. It uses a novel method to avoid boundary layer mesh collisions
based on CDT, and does not require extra geometrical data structures.
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• Meshing methods for turbomachinery applications:
– An automatic meshing tool is developed for turbomachinery blades.
Currently it uses two generic block layouts for compressor and turbine
blades and it is able to handle blades with features such as cavity
leakage, penny gaps and cooling slots. A new method to approximate
the camber line of an aerofoil is also proposed.
– A novel method to create hex meshes for the SAS with non-axi-symmetric
orifices is proposed. Boundary layer meshes can also be created auto-
matically and the resulting mesh quality is excellent.
These meshing tools are then integrated within the GA and the resulting pre-
processing tool, as we have shown, has reduced the man-hours to prepare whole
engine simulations from days and weeks to several hours. The advantages of the
developed preprocessing tools over traditional pre-processing tools are:
• Geometry processing:
– The geometries of turbomachinery blades are extracted by its names
and the meshing domain for a blade is automatically constructed by
enquiring the GA.
– All mesh generators extract geometries from a single geometry source,
which is the GA. This will automatically ensure geometry consistency
across computational domains.
• Automatic analysis set-up: The physical attributes embedded in the
geometries, such as material, rotational frames and so on, are memorized
by the meshing tools and the meshing tools will use these information to
automatically set up boundary conditions for the meshes as much as pos-
sible. This will considerably reduce the time cost in setting up simulations
with complex geometries, such as the SAS.
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Whole Engine Simulation
From Chapter 8, we have demonstrated our approach of conducting whole engine
simulations differs from previous studies on whole engine simulations by NPSS
and Stanford in several ways:
• Pre-processing: Pre-processing is one of the bottlenecks of large scale
numerical simulations. This thesis integrates the developed meshing tools
with our geometry kernel GA, and this has minimized human interventions
in preparing whole engine simulations. These are the techniques that have
not been addressed by previous studies in whole engine simulations.
• Numerical simulation: Benefiting from our powerful pre-processing tool,
we are now able to model the whole gas path of an engine. Besides, we
use a single analysis code and a compressible reacting gas model through
the whole domain. These save the effort of coupling different solvers as is
described by previous studies and also ensure the consistency of the gas
properties throughout the domain.
• Potential impact on the engine design process: As is stated in the
beginning of the thesis, the aim of whole engine simulations is to allow
designers to predict the interactions of engine components at an earlier de-
sign stage. This requires that whole engine simulation should be done at
a reasonable turnover time, which includes pre-processing, simulation and
post-processing. Previous studies by NPSS and Stanford mainly focused on
the simulation part and actually pre-processing is also a key technique to ap-
ply whole engine simulations to the design process. We have demonstrated
that the turnover time for pre-paring the whole engine simulation can be
reduced to around 8 hours, and this makes the whole engine simulation a
feasible tool in the design process.
9.2 Recommendations for Future Work
The research described in this thesis is by no means exhaustive and complete
for whole engine simulations. Future work is required to further develop these
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techniques so that whole engine simulations can be applied to the design process
in the near future.
Mesh Generation
• Quad meshing: The focus of Q-morph in this thesis is on robustness
issues of this method. Other issues such as computational efficiency are
not covered in a comprehensive way. Further researches on optimum data
structures of this method are required.
• Turbomachinery blade meshing: The meshing method for turboma-
chinery blades in this thesis is able to mesh blades with moderately com-
plex features. However, this method needs to be further developed to han-
dle blades with more complex features, such as fillets with narrow blade
platforms, fillets with penny gaps, etc.
• Hybrid meshing: The hybrid meshing method can be improved in the
following aspects:
– The multi-marching method (Ito et al. [2007]) can be used to handle
geometries with singular points.
– The processes of creating the boundary layer mesh and tetrahedra
mesh are now independent. Optimizing the tetrahedral mesh will not
change the boundary layer mesh. The quality of the hybrid mesh can
be improved if tetrahedra mesh optimization could also modify the
boundary layer mesh. This would effectively removed slivers close to
the interface of the boundary layer mesh and tetrahedral mesh.
– The hybrid meshing method can be implemented in parallel to improve
the computational efficiency.
• SAS meshing: Two major improvements can be made to improve the
performance of the hex meshing method for SAS.
– Local refinement to graft surfaces can be used to improve the aspect
ratio of the graft surfaces to improve local mesh quality close to graft
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loops.
– The boundary layer mesh can be further improved by reducing the
mesh size jump from the boundary layer mesh to the isotropic mesh.
• Adaptive meshing: Based on the developed meshing methods, extension
of these methods to adaptive meshing methods should be straightforward,
since the mesh refinement of all these elements, such as triangle, quads,
tetrahedra and hexahedra has been well studied in the literature.
Whole Engine Simulation
• Turbulence modelling: The simulation in this thesis uses the Cebeci
turbulence closure, more advanced turbulence closures should be used to
capture the details of flow fields.
• Gas model: The compressible reacting gas model assumes the gases are
in thermodynamic equilibrium, non-equilibrium models can be introduced
to improve the modelling of the combustion process.
• Multi-fidelity simulation: The current whole engine simulation is not
coupled to the system level. The NPSS zooming technique can be imple-
mented. This will also allow designers to focus on their interested compo-
nents in the whole engine simulation at a lower computational cost.
• Multi-disciplinary simulation: The current simulation only models the
whole gas path. The hot-running geometry of the engine are not sim-
ulated yet. Future research is required to model this multi-disciplinary
phenomenon.
• High performance computing: The current trend in Graphical Proces-
sor Unit (GPU) has considerably cut the time cost in numerical simulations.
This technique will further reduce the turnover time in whole engine simu-
lations.
• The whole engine simulation in this thesis could have been greatly improved
if more details in the geometries and proprietary data could be provided.
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Appendix A
Mesh Quality Metrics
The eyes of human beings prefer geometric objects which have smooth size tran-
sitions and are well-shaped, such as equilateral triangles and squares. This is in
practice helpful to assess the quality of a mesh. If elements of a mesh change
smoothly in sizes and are all well-shaped, such mesh is indeed eye-pleasing and
at the same time they are meshes of good quality. However, for meshes used
in modern engineering applications, which might have hundreds of millions of
elements and cover complex domains, it is no longer feasible to check elements
one by one using our eyes. Therefore mesh quality metrics are used to assess
the quality of a mesh in a statistic manner. In this thesis, all the meshes are
assessed by their corresponding shape metrics. The smoothness of a mesh is not
assessed because mesh smoothness is application-dependent. Some CFD applica-
tions might require a smooth mesh while some FE applications might be tolerable
to meshes with rapid size changes to save computational cost.
Element types generated by mesh generators described in this thesis are tri-
angle, quad, tetrahedron, pyramid, hexahedron, triangular prism. Apart from
the boundary layer mesh, the mesh generators described in this thesis produces
isotropic elements. The shape metrics for these elements are summarised in Ta-
ble A.1. Figure A.1 illustrates the definition of geometrical properties which are
used as criteria to assess the quality of different quality. It also shows the ranges
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of values of these geometrical properties1 and their optimum values which indi-
cate the optimum shapes of their corresponding elements. The optimum shape
of a triangle is an equilateral triangle, the optimum shape of a quad is rectangle
or square, the optimum tetrahedron is a regular tetrahedron, a optimum prism
is a right prism and the optimum shape of a hexahedron is a rectangular cuboid.
According to Owen et al. [1997], a perfect pyramid is a pyramid having a base
defined as a perfect square, length b, with apex node at height h = 0.98154b.
For the same type of element, its quality is said to be better if the value of its
shape metric is closer to the optimum value of its corresponding shape metric.
The quality metric is also a convenient tool to check if there are invalid elements in
the mesh. If the quality metric of an element is measured by angles, the element
is invalid if the angle is larger than 180o. If the quality metric is measured by
scaled Jacobian, the element is invalid if J is less than 0.
Table A.1: Shape metrics for different element types.
Element type Geometrical property Criterion
Triangle internal angle αia minimum αia
Quadrilateral scaled Jacobian J minimum J
Tetrahedron dihedral angle αda minimum and maximum αda
Pyramid dihedral angle αda minimum αda
Tri. prism dihedral angle αda minimum αda
Hexahedron scaled Jacobian J minimum J
The statistics to represent the quality of a mesh in this thesis normally includes
the shape metric of the worst element, the shape metric of the best element, the
histogram of the quality of the mesh or a coloured contour plot of the shape
metric of the mesh.
1For a pyramid, only dihedral angles between the base face and the face which contains the
apex and an edge of the base are used to assess the shape of a pyramid. Similarly for a prism,
only dihedral angles between the bases and the quad faces are used to assess the shape of a
prism.
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Figure A.1: Illustration of shape metrics, their ranges and optimal values for
different element types. ~a, ~b, ~n0 and ~n1 are normalized vectors.
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Appendix B
Data Structures in Mesh
Generators
Data structures are one of the cornerstones in mesh generators, which is especially
true for unstructured mesh generators. Misuse of data structures might make
mesh generators have poor computational efficiencies and cause difficulties in
future development. In this chapter, the data structures used for implementing
the mesh generators in the thesis are discussed.
Data Structures for Triangulation
Two data structures are mainly used in the implementation of triangular mesh
generators, one is the triangle-based data structure and the other is the triangle-
edge data structure (Shewchuk [1996]). The triangle-based data structure imple-
mented in this thesis consists of seven data members, which are its three vertices,
three neighbouring triangles and its state. The three vertices of a triangle are
called “org”, “dest” and “apex” respectively and they are always oriented in a
counter-clockwise manner. The first edge of a triangle is the edge opposite to
vertex org, the second edge is opposite to vertex dest and the third edge is oppo-
site to vertex apex. The triangle-edge data structure contains two data members,
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0(org) 1(dest)
2(apex)
0 1
2
0 1
2
0 1
2
loc: 2   Edge2:0-1
loc: 0   Edge0:1-2 loc: 1   Edge1:2-0
Figure B.1: Triangle-based data structure and triangle-edge data structure.
which are the triangle this edge is attached to and the location it is located in its
attached triangle. The location of an edge is identical to the edge index of this
edge. Figure B.1 illustrates the triangle-based data structure and the triangle-
edge data structure.
Data Structures for the Quad Mesh Generator
Because the quad mesh generator converts a triangular mesh into a quad, three
types of data structures are involved. One is the data structures for triangu-
lations, one is the data structure to represent a quad and the last is the data
structure to represent the front, which separates the triangular and quad mesh
in Q-morph. Quad elements are represented by the quad-based data structure.
It consists of eight data members, which are four vertices, and four neighbouring
quads. A quad is always oriented counter-clockwise from vertex 0 to vertex 3.
The first edge is 0-1, the second is 1-2, the third is 2-3 and the fourth is 3-0. This
is illustrated in Figure B.2. An edge on the front contains six data members,
which are two vertices, two neighbouring edges on the front, the triangle it is
attached to and the quad it is attached to. This is illustrated in Figure B.3.
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0 1
23
Edge0: 0-1 Edge1: 1-2 Edge2: 2-3 Edge3: 3-0
Figure B.2: Quad-based data structure.
Figure B.3: Front edge data structure. Front edges are represented by thick solid
lines.
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Data Structures for The Tetrahedral Mesh Gen-
erator
Two data structures are used in the tetrahedral mesh generator. One is the
tetrahedron-based data structure and the other is the tetrahedron-face data struc-
ture (Si [2008]). The tetrahedron-based data structure consists of eight data
members, which are four vertices and four neighbouring tetrahedra. The four
vertices of a tetrahedron are called “org”, “dest”, “apex” and “top”. Vertex
“org”, vertex “dest” and vertex “apex” form the base triangle of the tetrahedron
and vertex “top” is above the base triangle. Figure B.4 shows a tetrahedral ele-
ment represented by the tetrahedron data structure, and edges and faces of the
tetrahedron. The tetrahedron-face data structure is similar to the triangle-edge
data structure but is more complicated. It contains three data members, which
are the tetrahedron the face is attached to, the location it is on its attached tetra-
hedron and its version of its attached face. A face in the tetrahedron-based data
structure can have six versions. This is illustrated in Figure B.5. For example,
If a face is version 0, it starts from vertex 0 and ends at vertex 1. If a face is
version 1, it starts from vertex 1 and ends at vertex 0.
Figure B.6 illustrates the usage of the tetrahedron-face data structure to ob-
tain all the tetrahedral around an edge. Assume the edge is oriented from 0 to 1
and an tetrahedron t containing this edge is also provided, we can immediately
find a face in t with a version which starts from 0 to 1. Then we can find faces
sharing this edge with a version conforming to the orientation of this edge in
t or its neighbouring tetrahedron one by one counter-clockwise. For the detail
description of the tetrahedron-face data structure, one can refer to Si (Si [2008]).
Data Structures for The Hybrid Mesh Generator
The hybrid mesh generator uses a combination of the data structures. For 2D
hybrid meshing, the front edge data structure and triangulation data structures
are used. The front edge data structure is used to manage the front when it is
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0(org) 1(dest)
2(apex)
3(top)
Edge0: 0-1 Edge1: 1-2 Edge2: 2-0
Edge3: 0-3 Edge4: 1-3 Edge5: 2-3
1 2
3
2 3
0
0 3
1
0 1
2
Face0 Face1
Face2 Face3
(a) (b)
Figure B.4: (a) A tetrahedron represented by the tetrahedron-based data struc-
ture, for simplicity, only two neighbouring tetrahedra are shown. (b) Edges and
faces of a tetrahedron.
0 1
2
0 1
2
0 1
2
0 1
2
0 1
2
0 1
2
version 0
version 1
version 2
version 3
version 4
version 5
Figure B.5: Six versions of a triangle.
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01
Figure B.6: Illustration of finding all the tetrahedra incident to an edge using the
tetrahedron-face data structure.
0 1
2
3 4
5
0 1
23
4
Figure B.7: Vertex indexing of a triangular prism and pyramid.
marching away from the boundary. It is also convenient to find the two segments
that share a point on the front. This facilitates the evaluations of marching vec-
tors and marching distance of this point. For 3D hybrid meshing, data structures
for triangulation and tetrahedralization are used. The data structures for tri-
angulation are mainly used to represent the front which are marching away the
boundary to create boundary layer meshes. One of the most intensive searching
procedure during the marching is to obtain the manifold of a point on the front,
this can be conveniently obtained by the triangulation data structures. A 3D
hybrid mesh contains element types such as tetrahedron, prism and pyramid. A
tetrahedron is represented using the tetrahedron-based data structure. The data
structures of a prism and pyramid only contain their vertices. The indexing of
their vertices are shown in Figure B.7. Similar to a tetrahedron, all the faces of
a prism or pyramid are oriented counterclockwise.
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0 1
23
4 5
67
0 1
23
0 4
51
1 5
26
2 6
73
3 7
40
4 7
65
face0: 0-1-2-3 face1: 0-4-5-1 face2: 1-5-2-6
face3: 2-6-7-3 face4: 3-7-4-0 face5: 4-7-6-5
Edge0: 0-1 Edge1: 1-2 Edge2: 2-3
Edge3: 3-0 Edge4: 4-5 Edge5: 5-6
Edge6: 6-7 Edge7: 7-4 Edge8: 0-4
Edge9: 1-5 Edge10: 2-6 Edge11: 3-7
Figure B.8: A hexahedral element represented by the hexahedron-based data
structure. For simplicity, only two of its neighbouring hexahedra are shown.
Edges and faces are a tetrahedron is also shown.
Data Structures for The Hexahedral Mesh Gen-
erator
The hexahedral mesh generator uses one data structure, which is the hexahedron-
based data structure. The hexahedron-based data structure consists of fourteen
data members, which are eight vertices and six neighbouring hexahedra. Fig-
ure B.8 shows a hexahedral element represented by the hexahedron-based data
structure and edges and faces of this hexahedron. All the faces are oriented
counterclockwise.
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Memory Management
A mesh can be represented by a list of points and their connectivities. In this
thesis, coordinates of points are stored in one contiguous array. The Mesh ele-
ments, which describe the connectivities, are stored in the other contiguous array.
Figure B.9 (a) and (b) show how a triangular mesh is stored in the memory. Such
storage in memory makes the access of coordinates and elements more efficient.
For example, if the x coordinate of the point is accessed, it is most likely that
its y and z (if there is) coordinates might also be accessed. This is consistent to
the way modern computers extract data from the memory. When the computer
extracts data from the memory, it not only extracts the data contained in that
specific memory address, it extracts a chunk of data contained in the memory
immediately behind and put them into a cache as well. Therefore, when the pro-
gram accesses the first address of the memory chunk representing an element or
the coordinates of a point, the computer automatically loads the data contained
in the chunk of memory immediately following the accessed memory address in
the cache. The computer can then find the rest of the data of this element or this
point in the cache if they are also required by the program. This is extremely
efficient. Such data storage can be found in many notable open-source mesh
generators, such as Si’s TetGen and Shewchuk’s Triangle.
Creating and removing an element in this contiguous array is also trivial with
the help of a simple garbage collector. When an element is removed from the
element list in the contiguous array, the values of the memory chunk occupied by
this element are set to -1. There is a garbage collector which contains a pointer
pointing to the first address of this piece of memory chuck. When a new element
is created, the garbage collector is first checked, if it is empty, then the memory
chunk of a previously removed element is recycled to store the new element.
Figure B.9 (c) illustrates that if tri0 and tri1 is removed, their memory chunks
are marked by the garbage collector, the structure of which is similar to a stack.
When a new element tri2 is created, because the garage collector is not empty,
it pops up the memory chunk occupied by tri0. This piece of memory is then
reused by tri2. The advantage of using the garbage collector is that the mesh
generators will consume less amount of memory for a given mesh size.
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vertex_0
vertex_1
vertex_2
neig_0
neig_1
neig_2
x_0
y_0
z_0
x_1
y_1
z_1
p_0
p_1
tri_0
(a) (b)
-1
-1
-1
-1
tri_0
tri_1
vertex_0
neig_2
-1
-1
tri_2
tri_1
create tri_2
recycle tri_0
(c)
tri_0
garbage collector
tri_1 tri_1
garbage collector
Figure B.9: (a) Storage of a triangle in memory (b) Storage of coordinates of
points in memory (c) Removal of an element in the contiguous array for elements.
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Appendix C
Selected Issues in Geometric
Predicates
Geometric predicates play a vital role in a mesh generator. Even though the
theories behind geometric predicates are relatively simple, they are actually not
trivial to implement. The robustness of geometric predicates are directly related
to the robustness of mesh generators. One example is that a basic concept of
2D/3D Delaunay triangulation is the empty circle/sphere property, in order to
successfully construct a 2D/3D Delaunay triangulation, the geometric predicates
checking whether a point is inside a circle/sphere or not must be implemented
in a robust and efficient manner. The other example is determining whether two
segments or triangular faces intersect or not. In mesh generators described in
this thesis, four geometric predicates are intensively used, which are
• orient2d: check if a point is above a segment.
• orient3d: check if a point is above a plane.
• incircle: check if a point is inside a circle.
• insphere: check if a point is inside a sphere
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The definition of orient2d is shown in Equation C.1. If orient2d(a, b, c) > 0,
point c is above the segment lab. If orient2d(a, b, c) = 0, point c is on lab, If
orient2d(a, b, c) < 0, point c is below lab.
Equation C.2 shows the definition of orient3d. If orient3d(a, b, c, d) < 0, point
d is above the plane define by the triangle 4abc. If orient3d(a, b, c, d) = 0, point
d is on the plane, If orient3d(a, b, c, d) > 0, point d is below the plane.
Equation C.3 shows the definition of incircle. If incircle(a, b, c, d) > 0, point
d is inside the circumcircle of 4abc. If incircle(a, b, c, d) = 0, point d is on the
circumcircle of 4abc, If incircle(a, b, c, d) < 0, point d is outside the circumcircle
of 4abc.
The definitions of insphere are shown in Equation C.4. If insphere(a, b, c, d, e) >
0, point e is inside the circumsphere of tetrahedron a-b-c-d. If insphere(a, b, c, d, e) =
0, point e is on the circumsphere of tetrahedron a-b-c-d, If insphere(a, b, c, d, e) <
0, point e is outside the circumsphere of tetrahedron a-b-c-d.
orient2d(a, b, c) =
∣∣∣∣∣∣∣
ax ay 1
bx by 1
cx cy 1
∣∣∣∣∣∣∣ (C.1)
orient3d(a, b, c, d) =
∣∣∣∣∣∣∣∣∣∣
ax ay az 1
bx by bz 1
cx cy cz 1
dx dy dz 1
∣∣∣∣∣∣∣∣∣∣
(C.2)
incircle(a, b, c, d) =
∣∣∣∣∣∣∣∣∣∣
ax ay a
2
x + a
2
y 1
bx by b
2
x + b
2
y 1
cx cy c
2
x + c
2
y 1
dx dy d
2
x + d
2
y 1
∣∣∣∣∣∣∣∣∣∣
(C.3)
insphere(a, b, c, d, e) =
Det(a, b, c, d, e)
orient3d(a, b, c, d)
(C.4)
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Det(a, b, c, d, e) =
∣∣∣∣∣∣∣∣∣∣∣∣
1 ax ay az a
2
x + a
2
y + a
2
z
1 bx by bz b
2
x + b
2
y + b
2
z
1 cx cy cz c
2
x + c
2
y + c
2
z
1 dx dy dz d
2
x + d
2
y + d
2
z
1 ex ey ez e
2
x + e
2
y + e
2
z
∣∣∣∣∣∣∣∣∣∣∣∣
(C.5)
From Equation C.1 to Equation C.5, we can see evaluations of these predicates
are in essence floating-point matrix computations, which are notorious for round-
off errors. In order to remove round-off errors in computing these predicates, exact
arithmetic can be used but with great computational cost, and such cost can be a
heavy burden to mesh generators. Shewchuk [1997] proposed and implemented an
approach using adaptive precision floating-point arithmetic to robustly compute
these geometric predicates and his implementation is available in public domain1.
Shewchuk’s implementation of these predicates are used extensively in this thesis.
They have been found to be robust and efficient. For the detailed implementation
of these predicates, one can refer to Shewchuk [1997].
For 3D Delaunay triangulations, the CDT algorithm assumes the point set
is in generation position, which means no five points are on the same sphere.
However, this condition is fairly strong and in practice it is difficult to assure
that no five points are not on the same sphere. The simplest example is to
compute the CDT of a surface triangulation of a sphere. A simple technique,
symbolic perturbation (Edelsbrunner and Mucke [1990]), can be used to mimic
the situation that all points are in general position. One should note that only the
sign of Equation C.4 is of interest. Equation C.4 shows that the sign of insphere
is determined by that of Det(a, b, c, d, e) and orient3d(a, b, c, d). Because a-b-c-d
represents a valid tetrahedron, orient3d(a, b, c, d) are always positive. The sign of
insphere is then actually determined by Det(a, b, c, d, e), the definition of which
is given by Equation C.5. Equation C.5 can be considered as a orientation test
in R4 with the coordinates of the fourth dimension to be the sum of the square
of the coordinates in R3. The symbolic perturbation technique ”perturbs” the
coordinates in the fourth dimension by a small value. Assume the point indices
1The source code can be downloaded from http://www.cs.cmu.edu/ quake/robust.html
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of a, b, c, d, e are i, j, k, l and m. Equation C.5 can then be re-written as
Equation C.6:
Det(a, b, c, d, e) =
∣∣∣∣∣∣∣∣∣∣∣∣
1 ax ay az a
2
x + a
2
y + a
2
z + 
n−i
1 bx by bz b
2
x + b
2
y + b
2
z + 
n−j
1 cx cy cz c
2
x + c
2
y + c
2
z + 
n−k
1 dx dy dz d
2
x + d
2
y + d
2
z + 
n−l
1 ex ey ez e
2
x + e
2
y + e
2
z + 
n−m
∣∣∣∣∣∣∣∣∣∣∣∣
(C.6)
Where n is the total number of points in the point set and  is an arbitrary small
value. Equation C.6 can be rewritten in a more informative way as:
Det(a, b, c, d, e) = Det(a, b, c, d, e) + orient3d(a, b, c, d)× n−m
−orient3d(a, b, c, e)× n−l + orient3d(a, b, d, e)× n−k
−orient3d(a, c, d, e)× n−j + orient3d(b, c, d, e)× n−i
(C.7)
Because a, b c, d and e are on the same sphere (otherwise we don’t bother
to use symbolic perturbations), Det(a, b, c, d, e) is then equal to 0. The final
formulation of Det(a, b, c, d, e) is
Det(a, b, c, d, e) = orient3d(a, b, c, d)× n−m
−orient3d(a, b, c, e)× n−l + orient3d(a, b, d, e)× n−k
−orient3d(a, c, d, e)× n−j + orient3d(b, c, d, e)× n−i
(C.8)
In the five orientation tests shown in Equation C.8, at most one of them can be
zero, this is because these five points are already on the same sphere. If there
are more than one orientation test is 0, which means these five points are also
coplanar, such situation is not possible, because if all these points are on the same
plane, coplanar points can not define spheres and the insphere test should not
be used.
Assume the indices of these five points are sorted in advance, hence m =
max(i, j, k, l,m) and l = max(i, j, k, l). The sign of Det(a, b, c, d, e) is de-
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termined by that of orient3d(a, b, c, d). If orient3d(a, b, c, d) = 0, the sign of
Det(a, b, c, d, e) is equal to that of orient3d(a, b, c, e). As the index of each point
is unique, Det(a, b, c, d, e) will yield a consistent positive or negative sign for the
test. This makes sure no five points are on the same sphere. Similar procedures
can also be applied to incircle test. More detail of symbolic perturbations and
its related proofs can be found in Edelsbrunner and Mucke [1990] and Devillers
and Teillaud [2006].
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Appendix D
One-dimensional Meshing
Before one starts using 2D meshing tools to create a mesh for a 2D domain, one
needs to use 1D meshing techniques to create meshes on domain boundaries in the
first place. Assume the domain is enclosed by an arbitrary closed curve f with no
self-intersections, which can be described by f(s), 0 ≤ s ≤ 1. In order to create a
1D mesh on it, a support mesh T0 with nsp points on f with uniform spacing is
first created. The points on this support mesh are si, and their coordinates
1 are:
si =
i
nsp − 1 , i ∈ [0, nsp) (D.1)
A scaling factor srci on each segment of the support mesh can be computed based
on sources on the boundary. These sources are used to control grid spacing on
the boundary and they can be source points or source lines. Using the the scaling
factor, another support mesh T1 with non-uniform spacing can be created. The
coordinates of the points on this support mesh, zi, are:
zi =
{
0 if i = 0
zi−1 +
s(i)−s(i−1)
srci
if i = [1, nsp)
(D.2)
The integer part of znsp−1, nz, is then considered as the total number of points
1The coordinates refer to curvilinear coordinates on f .
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(a) (b)
(c)
Figure D.1: (a) 1D mesh for a cavity. (b) 1D mesh close to the seals, the point
clustering is due to proximity and edge length (c) 1D mesh around the freestream
boundary of the cavity, the point clustering is due to edge length.
created on f . However, when znsp−1 is less than 1 in special cases, nz is set to 2
by default.
On this support mesh T1, a uniform mesh T2 is created by distributing nz
points with uniform spacing on T1. The coordinates of mesh points of T2 are not
important. What’s important are the segment each point falls on T1, mi,mi ∈
[0, nsp − 1) and its relative position on this segment, ηj, j ∈ [0, nz). The final 1D
mesh Tf on f can be created by mapping the mesh points from T2 to T0. The
coordinates of the mesh points of Tf , xj, j ∈ [0, nz) can be computed as:
xj = smi × (1− ηj) + smi+1 × ηj (D.3)
Figure D.1 shows a 1D mesh for a cavity. A default mesh size is specified on the
boundary and source points are distributed if necessary according to proximity
and edge length. If two segments are close to each other and the distance between
them is comparable to the default mesh size, a source point is put to the midway
of these two segments to obtain a fine mesh locally. If the length of a segment is
smaller than the default mesh size and this segment is not defeatured, a source
point is put on this segment to make sure this segment is meshed with at least
several, say 4, points.
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Appendix E
Compressible Reacting Gas
Model
Whole engine simulations require a consistent thermodynamic representation of
the gases in order to obtain accurate predications of engine flow fields, especially
for the turbines, and the engine performance. For example, the assumption of
a perfect gas model through compressors and turbines will lead to a bigger core
of the engine (Cumpsty [1997]). This thesis uses a reacting gas model which
allows gas properties and compositions to change across the whole gas path. The
key idea of this gas model is described in the following text using the 1D Euler
equation (di Mare [2008]).
E.1 Gas Thermodynamic Properties
First of all, the gas model assumes each gas composition is semi-perfect, which
means the specific heat is only a function of the temperature:
cv =
de
dT
(E.1)
cp =
dh
dT
(E.2)
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Where e and h are the internal energy and enthalpy of gases respectively. They
can be computed as:
e(T ) = ef +
∫ T
Tf
cvθdθ (E.3)
h(T ) = e(T ) +RT (E.4)
Where ef is the internal energy at a reference temperature and R is the gas
constant. Therefore if we know e or h, cv or cp, we can work out the other variable
immediately. In a computer program, these gas properties can be computed by
using the JANAF polynomial (McBride et al. [1993]).
Hi = R(b+ a1T +
a2
2
T 2 +
a3
3
T 3 +
a4
4
T 4 +
a5
5
T 5) (E.5)
Cpi = R(a1 + a2T + a3T
2 + a4T
3 + a5T
4) (E.6)
Where Hi and Cpi are the enthalpy and constant pressure specific heat for the i
th
specie. The values of b and ai, i ∈ [1, 5], can be found in McBride et al. [1993].
The internal energy for a gas with N compositions can be written as:
e = niEi (E.7)
Where ni (with unit mol/kg) is the mole number of the i
th specie in a gas mixture
with unit mass, and Ei is the internal energy of the i
th specie per mole.
The state of the equation for the gas mixture with unit mass then reads:
p = ρ
∑
i
niRuT = ρnRuT (E.8)
Where Ru is the universal gas constant.
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E.2 1D Euler Equation
The primitive variables in the 1D Euler equation are ρ, P and u, differentiation
of the conserved variable, ρet, et = e+
1
2
u2, can be written as:
d(ρet) = dρ+ ρηdφ+
1
γ − 1dP + ρudu (E.9)
where
η = (Ei − CvT )∂ni
∂φ
(E.10)
 = et − cvT (E.11)
Cv is the constant volume specific heat per mole and φ is the mixture fraction
with unit mol/kg.
The transformation Jacobian of the Euler equation with variable properties
and compositions can be written as:
∂U
∂V
=
∂[ρ, ρφ, ρu, ρe]
∂[ρ, φ, u, P ]
= B =

1 0 0 0
φ ρ 0 0
u 0 ρ 0
 ρη ρu 1
γ−1
 (E.12)
The semi-linearised form of the 1D Euler equation becomes:
∂
∂t

ρ
φ
u
P
 = −A ∂∂x

ρ
φ
u
P
 = −

u 0 ρ 0
0 u 0 0
0 0 u 1
ρ
0 0 γP u
 ∂∂x

ρ
φ
u
P
 (E.13)
The eigenvalues, left and right eigenvectors of A can be easily obtained to be
Λ = diag(u, u, u+ a, u− a) (E.14)
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Lp =

1 0 ρ −1
ρ
0 1 0 0
0 0 1 1
ρa
0 0 1 − 1
ρa
 (E.15)
Rp =

1 0 ρ
2a
− ρ
2a
0 1 0 0
0 0 1
2
1
2
0 0 ρa
2
−ρa
2
 (E.16)
The right eigenvector of the Jacobian for the conserved variables can be ob-
tained to be
Rc = BRp =

1 0 ρ
2a
− ρ
2a
φ ρ ρ
2a
− ρ
2a
u 0 ρ(u+a)
2a
−ρ(u−a)
2a
 ρη ρ(h+ua)
2a
−ρ(h−ua)
2a
 (E.17)
E.3 Roe Approximate Riemann Solver
The Roe-like flux difference splitting is
∆U = RcLp∆V (E.18)
∆F = RcΛLp∆V (E.19)
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Following Roe and Pike [1984], the Roe-averaged variables for gases with variable
compositions and properties read
u =
√
ρRuR +
√
ρLuL√
ρR +
√
ρL
(E.20)
ρ =
√
ρRρL (E.21)
ht =
√
ρRhtR +
√
ρLhtL√
ρR +
√
ρL
(E.22)
ni =
√
ρRniR +
√
ρLniL√
ρR +
√
ρL
(E.23)
Ei =
√
ρREiR +
√
ρLEiL√
ρR +
√
ρL
(E.24)
Cvi =
EiR − EiL
TR − TL (E.25)
cv = Cvini (E.26)
γ = (cv +R)/cv (E.27)
a =
√
(γ − 1)(h− ) (E.28)
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