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Abstract
We consider the tensors generating matrix product states and density opera-
tors in a spin chain. For pure states, we revise the renormalization procedure
introduced in [F. Verstraete et al., Phys. Rev. Lett. 94, 140601 (2005)] and
characterize the tensors corresponding to the fixed points. We relate them to
the states possessing zero correlation length, saturation of the area law, as well
as to those which generate ground states of local and commuting Hamiltoni-
ans. For mixed states, we introduce the concept of renormalization fixed points
and characterize the corresponding tensors. We also relate them to concepts
like finite correlation length, saturation of the area law, as well as to those
which generate Gibbs states of local and commuting Hamiltonians. One of the
main result of this work is that the resulting fixed points can be associated to
the boundary theories of two-dimensional topological states, through the bulk-
boundary correspondence introduced in [J. I. Cirac et al., Phys. Rev. B 83,
245134 (2011)].
1. Introduction
Tensor networks offer concise descriptions of certain many-body quantum
states in lattices. They thus constitute the basis of several numerical algorithms
to solve strongly correlated systems problems [1, 2], like the density matrix
renormalization group technique [3, 4]. They have also proven to be very useful
in the description of a variety of phenomena, including symmetry [5] or gauge
invariance [6, 7], and topological [8, 9], and symmetry protected order [10].
Matrix product states (MPS), the tensor network states naturally describing
one dimensional systems, are by now relatively well understood and character-
ized. In particular, they have given rise to the classification of gapped phases
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in one-dimensional systems [11, 12, 13]. A key technique that has allowed to
achieve this goal is the renormalization procedure introduced in [14] (see also
[11]). The corresponding fixed points turn out to have a very simple structure,
which indeed leads to the mentioned classification. In some sense they describe
the coarse-grained behavior of all possible MPS, but with the peculiarity of
having zero correlation length, as it should be expected for any renormalization
procedure applied to gapped phases. Renormalization procedures are also at
the realm of the multi-scale entanglement renormalization states [15], describ-
ing critical phenomena.
The extension of tensor network renormalization methods to higher dimen-
sions is not a simple task. Simple renormalization procedures have been intro-
duced in [16, 17], and the corresponding fixed point sets have been analyzed to
some extent [18]. In particular, toric code [19] and string net states [20] belong
to those sets. They have zero correlation length and possess topological order,
which has been extensively investigated using projected entangled-pair states
(PEPS) [21, 22], the natural generalization of MPS to higher spatial dimen-
sions.
In this work we first thoroughly revisit the fixed points of the renormalization
procedure introduced in [14] for one-dimensional spins and then extend the
corresponding formalism to mixed states; that is, first we concentrate on MPS
and then on matrix product density operators (MPDO). In this context, we
define concepts like zero correlation length, saturation of the area law, as well
as local commuting Hamiltonians, and connect them to the characterization of
the fixed points. The main result of this work is the characterization of what we
call renormalization fixed points (RFP) for MPDO. As we will see, they give rise
to an algebraic structure that directly connects with fusion categories and string
net states [20, 23]. This is, indeed, what one could expect given the existing bulk-
boundary correspondence in PEPS, if we describe the boundary theory in terms
of a MPDO [24]. Thus, some of the RFP can be interpreted as the boundaries
of string net states. In this sense, the MPDO we find can be understood [26]
as the product of a Gibbs state of a local commuting Hamiltonian with a non-
local projector (which commutes with the Gibbs state), and which reflects an
anomaly [25]. This can be interpreted as the consequence of the topological
order of a two-dimensional theory at the boundary.
A basic tool of the characterization of the RFP, both for pure and mixed
states, is the so-called canonical form of MPS [27]. In this paper we also care-
fully revise this notion, and derive some other results that are required for the
formal proofs of our statements. In fact, since we introduce many definitions
and such statements, and the corresponding proofs are sometimes involved, we
have structured the paper as follows. First we introduce the main definitions
and theorems, and we leave the technical material for the appendices. The pa-
per starts out with the definition and characterization of canonical forms that
include both MPS and MPDO, and in the next two sections we concentrate on
the RFP of MPS and MPDO, respectively.
2
2. Matrix Product Vectors
2.1. Definition
The main object of study here is a tensor, A, with coefficients Aiα,β , where
i = 1, . . . , d and α, β = 1, . . . , D. We denote by Hd a Hilbert space of finite
dimension d, and by {|i〉}di=1 an orthonormal basis in Hd. The tensor A defines
a family of vectors:
Definition 2.1. The vectors
|V (N)(A)〉 =
d∑
i1,...,iN=1
tr
(
Ai1 . . . AiN
) |i1〉 ⊗ . . .⊗ |iN 〉 ∈ H⊗Nd , (1)
for N = 1, 2, 3, . . . are the matrix product vectors generated by A. We call
D, d <∞ the bond dimension and the physical dimension, respectively.
We will omit the tensor products, and thus write |i1, i2〉 instead of |i1〉 ⊗
|i2〉. Sometimes, we will use round kets and Greek letters, eg. |α), to denote
the elements of an orthonormal basis of vectors acting on the indices that are
contracted in order to generate the MPV.
For the moment, we do not specify whether each MPV represents a state,
in which case we will have a matrix product state (MPS), or an operator, in
which case we will have a matrix product operator (MPO).We will denote by
V(A) the family of MPV generated by A, i.e.
V(A) = {|V (N)(A)〉}N∈N. (2)
The map
A→ V(A) (3)
is not one-to-one. In fact, different tensors may generate the same family of
vectors, i.e. |V (N)(A)〉 = |V (N)(B)〉. In the following sections we will analyze
the relations among the tensors A generating the same MPV’s. In particular,
we will show that one can always express a tensor in a canonical form so that
one can easily compare the MPV’s generated by different tensors in that form.
This will be a key element of our analysis in the following sections.
By definition, the vector V (N)(A) is translationally invariant. One can also
consider different matrices corresponding to different subsystems. However, here
we will always deal with MPV of this form, and thus drop the word transla-
tionally invariant. Apart from that, in order not to overload the notation, we
will drop the index N and/or the dependence on A in V (N)(A) and denote it
simply by V whenever this causes no confusion (or the corresponding family
by V). We will denote by Ai the D × D matrices whose matrix elements are
precisely the coefficients Aiα,β of the tensor A, and by MD×D the whole set of
D ×D matrices.
3
2.2. Graphical representations
Since we will deal with various tensors contracted in different forms, the
notation may become cumbersome. Thus, it will be useful to use a graphical
representation in certain occasions. We will write a tensor in terms of a box with
lines representing the different indices. For instance, the tensor A generating
MPV will be represented by
A = (4)
where the line pointing up represents the physical index, and the other two the
auxiliary indices. The contraction of two tensors will be represented by joining
the lines of the corresponding indices. For instance, the coefficients of the MPV
(1) in the basis |i1, . . . , iN 〉 will be represented as
〈i1, . . . , iN |V 〉 = (5)
The meaning of this expression is that each coefficient can be written by mul-
tiplying the matrix AiN by AiN−1 , then by AiN−2 , and so on. The curly lines
at the end indicate that we have to take the trace at the end (i.e., contract the
first with the last index after the matrix multiplication). We will abuse notation
and simply write
|V 〉 = (6)
without explicitly writing the indices in.
Furthermore, since we will have to represent relative complex expressions
with tensors, some of the lines will have to cross. If we write a full circle in the
crossing, this will mean a delta function. For instance
(7)
means that the indices on the right and the left coincide, and that i = j and
k = q (but not that i = k).
2.3. Canonical forms
Two tensors, B and C, generate the same MPV if, for instance, all the
matrices Bi and Ci are related by a similarity transformation
Bi = XCiX−1 (8)
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where X is a nonsingular matrix. Graphically,
(9)
We say that the tensors B and C are related by the gauge matrix X, and that
the MPV are invariant under the similarity (gauge) transformation induced by
X. But this is not the only way two tensors can generate the same MPV. It
can also happen that all Bi have a block upper triangular form, eg.
Bi =
(
Bi1 B
i
o
0 Bi2
)
(10)
where Bik are Dk × Dk matrices, and Bio is a D1 × D2 matrix. The MPV
generated by B does not depend on Bio, so that for any such matrix we will
have the same vector. In fact, there exists a subspace, S1, of dimension D1
which is left invariant under the action of all Bi, i.e. BiS1 ∈ S1. In order to lift
this redundancy, it is convenient to select out of all the matrices Bi generating
the same MPV, those which have a simplified form. For instance, we can choose
Bio = 0, and use the invariance under the gauge transformation induced by a
gauge matrix to specify certain properties of the Bi. In the following we will
systematize this procedure to define canonical forms of MPV’s.
First of all, let us assume that there exist one or more subspaces that are
invariant under the action of all Bi. Let us denote by S1 one such subspace, of
dimension D1, which does not contain any other invariant subspace, and let us
denote by P1 (Q1 = 1− P1) the orthogonal projector onto S1 (S⊥1 ). We have
BiP1 = P1B
iP1, Q1B
i = Q1B
iQ1. (11)
We consider now Q1B
iQ1 and proceed in the same form: identify an invariant
subspace S2 ⊆ S⊥1 that does not contain any invariant subspace, denote by P2
the corresponding projector, by D2 the dimension of S2, and Q2 = 1−P1−P2.
In general, denoting by
Ql = 1−
l∑
k=1
Pk, (12)
we have that
QlB
iPl+1 = Pl+1B
iPl+1, QlB
i = QlB
iQl. (13)
After a finite number of steps, r, there will be no (non-trivial) invariant subspace
anymore. The matrices {Ai}, defined as follows
Ai =
r∑
k=1
PkB
iPk = ⊕rk=1µkAik, (14)
generate the same family of MPV, V. Here, r is the number of blocks, the µk
are complex numbers, and Aik are Dk × Dk matrices with
∑
kDk ≤ D (i.e.,
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there can be zero blocks). We associate each tensor Ak a completely positive
map (CPM), Ek, defined through
Ek(X) =
d∑
i=1
AikXA
i†
k . (15)
The values of µk are chosen such all these maps have spectral radius equal to 1.
As it was shown in [27], each CPM Ek has a unique eigenvalue λ = 1 .
However, there may be other eigenvalues of magnitude one, ei2piq/p, with p, q
integers, gcd(q, p) = 1, and where p is a divisor of D. They correspond to
so-called p-periodic vectors [28]. In this context, it is very convenient to de-
fine the procedure of blocking, which will also play a role when we talk about
renormalization procedures. By blocking tensors B we mean defining a tensor
C such that the corresponding matrices are obtained by the p-fold products of
the original ones, i.e. Ci = Bi1 . . . Bip , where the index i contains all the ik,
k = 1, . . . , p. Graphically,
(16)
If there are t p-periodic vectors, with p = p1, . . . , pt, by blocking lcm(p1, . . . , pt)
systems, one obtains a vector without p-periodic ones. Since in the present
work we will be mostly interested in MPVs obtained after a renormalization
procedure which will block large numbers of spins anyway, we will be able to
assume that for each E˜k there is a unique eigenvalue of magnitude (and value)
equal to one. Note that, when discussing MPOs, we may not be allowed to
block tensors in some special ways, so that in that case we will have to ensure
that there are no p-periodic vectors in case we want to use the canonical forms
defined below.
Definition 2.2. We call a tensor, A, a normal tensor (NT) if: (i) there exists
no non-trivial projector P such that AiP = PAiP ; (ii) its associated CPM, has
a unique eigenvalue of magnitude (and value) equal to its spectral radius, which
is equal to one. We call |V 〉 normal matrix product vector (NMPV) if it is
generated by a normal tensor.
Definition 2.3. We say that a tensor,A, is in a canonical form (CF), if
Ai = ⊕rk=1µkAik, (17)
and the tensors Ak are NT.
Note that we are not considering here normalized states, so that we can
always choose |µk| ≤ 1 and at least one of them equals one, something which
we will assume from now on. The next propositions follow from the above
procedure.
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Proposition 2.4. After blocking, for any tensor, B, it is always possible to
obtain another one, A, in CF and generating the same V.
Proposition 2.5. A tensor, A, is in CF if it has no p-periodic vectors and for
every projector, P , fulfilling PAi = PAiP , we also have AiP = PAiP .
The CF of a tensor (17) immediately implies that
|V (N)(A)〉 =
r∑
k=1
µNk |V (N)(Ak)〉, (18)
Note that two or more families V(Aj) may be the same, or related by a phase.
This happens, for instance, if two of the tensors, say Aj and A˜k, satisfy
A˜k = e
iφkXkAjX
−1
k (19)
for some invertible Xk and phase φk. This case has to be treated with some
care, and for that we will introduce the following
Definition 2.6. The tensors Aj (j = 1, . . . , g) form a basis of normal tensors
(BNT) of a tensor A if: (i) the Aj are NT; (ii) for each N , V
(N)(A) can be
written as a linear combination of V (N)(Aj); (iii) there exists some N0 such
that for all N > N0, V
(N)(Aj) are linearly independent.
Note that for any tensor, there always exists a BNT. In Appendix A we show
how to do that in the proof of the following characterization of BNT.
Proposition 2.7. The tensors Aj (j = 1, . . . , g) form a BNT of A iff: (i) for
all NT appearing in its CF (17), A˜k, there exist a j, a non-singular matrix, Xk,
and some phase, φk, such that (19) holds; (ii) the set is minimal, in the sense
that for any element Aj, there is no other j
′ for which (19) is possible.
We can write now the matrices of any tensor, A, in CF in terms of a BNT,
Aj , as
Ai = X
[⊕gj=1 (Mj ⊗Aij)]X−1 (20a)
= ⊕gj=1 ⊕rjq=1 µj,qXj,qAijX−1j,q , (20b)
where Mj is a diagonal matrix with coefficients µj,q, and
X = ⊕gj=1 ⊕rjq=1 Xj,q, (21)
so that
|V N (A)〉 =
g∑
j=1
(
rj∑
q=1
µNj,q
)
|V (N)(Aj)〉. (22)
We will express (20a) graphically as follows
(23)
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where
Aij = (24)
are the BNT. We have included in (23) all the indices, in order to make the
relation with (20a) more evident. Note that we have represented the indices j
and q by lines, and thus replaced the direct sums by tensor products. In reality,
the values over which the indices q, α, and β run will generically depend on j;
for instance, q = 1, . . . , rj . Thus, the graphical representation should not be
taken literally.
Now we introduce a basic definition in the context of MPS, on which many
of the special properties of those states rely.
Definition 2.8. A NT A is called injective, if the matrices Ai span the whole
set of MD×D matrices. We say that a tensor A is in block injective canonical
form (biCF) if it is in CF, and for each element X ∈ ⊕gj=1MDj×Dj there exists
a vector, c(X), such that X =
∑
i ci(X)A˜
i, where A˜i := ⊕gi=1Aij, and Aj are a
BNT of A.
The first definition is equivalent to the existence of another tensor, A−1, such
that
∑d
i=1(A
i)α,β(A
−1,i)α′,β′ = δα,α′δβ,β′ , and the second one to the existence
of tensors A−1j such that
∑d
i=1(A
i
j)α,β(A
−1,i
j′ )α′,β′ = δα,α′δβ,β′δj,j′ ; graphically,
(25)
According to the quantum version of Wieland’s theorem [29], after blocking
at most D4 times, every NT becomes injective. We will use this property several
times in the coming sections. The definition of biCF basically says that acting
on the physical index we have access to each and every element of every BNT.
Furthermore, in [27] it was shown that after 3(L+ 1)(D− 1) blockings, any
tensor A becomes block injective, where L is the number of blockings after which
each NT becomes injective. Thus we have
Proposition 2.9. After blocking at most 3D5 spins, any tensor A in CF is in
biCF.
We are then ready to state the main result of this section, that we call
The Fundamental Theorem of Matrix Product Vectors. It clarifies which is the
freedom for two tensors A and B in CF, to generate families of MPV, Va,b, such
that for each N they are proportional or equal to each other
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Theorem 2.10. Let A and B be two tensors in CF, with BNT Aika and B
i
kb
(ka,b = 1, . . . , ga,b), respectively. If for all N , A and B generate MPV that are
proportional to each other, then: (i) ga = gb =: g; (ii) for all k there exist a jk,
phases φk, and non-singular matrices, Xk such that B
i
k = e
iφkXkA
i
jk
X−1k .
Corollary 2.11. If two tensors A and B in CF generate the same MPV for all
N then: (i) the dimensions of the matrices Ai and Bi coincide; (ii) there exists
an invertible matrix, X, such that
Ai = XBiX−1. (26)
The justification of the name came from the wide and important uses of that
result. Besides being the key technical tool in this paper, it has been also the
key result in the characterization of symmetries and string order parameters of
MPS [5], the classification of phases in 1D systems [11, 12], or the construction
of string nets with PEPS [23].
3. Pure States: Renormalization of Matrix Product States
Here, we considerN spins in a 1D chain, and a translationally invariant MPS.
That is, now Hd is the Hilbert space for each spin, and thus the vectors V
(N)(A)
represent states of those spins. We are interested in defining a renormalization
procedure whose fixed points will be the central subject of this section. The
renormalization flow will encompass the idea of coarse-graining transformations
in space, as it appears in some versions of the standard renormalization group
methods. However, it is defined in the space of tensors generating the MPS,
as it should affect the whole family of states generated by the tensors. We
will analyze the fixed points of that flow, ie. the renormalization fixed points
(RFP), as well as their connection with other concepts that naturally appear
in the context of many-body systems, like zero correlation length (ZCL), or
ground states of frustration-free, commuting Hamiltonians (GSCH). We will
finally show how all those notions are equivalent in the main theorem of this
section. The other main result of this section characterizes being an RFP in the
structure of the local tensor A.
3.1. Renormalization Flow and Renormalization Fixed Point
We consider the renormalization procedure introduced in [14]. There the
idea was to separate MPS in classes such that their elements, when blocking
spins, were related by local unitary transformations. The blocking of spins in
this procedure gives rise to a coarse grained picture of MPS, and defines a flow in
the set of tensors generating the MPS. In the limit m→∞, this flow converges
to a special set of tensors, whose elements can be considered as the fixed points
of the renormalization procedure.
In renormalization theory one is interested in global features of a system and
hence, in order to define the renormalization flow, we will identify those states
9
that are related by local unitary transformations. That is, tensors A and A˜ are
considered equivalent if they are related by an isometry U :
(27)
This divides the set of tensors in equivalence classes. We will define now the
basic step of the renormalization procedure that maps a class of tensors into
another class. We will do that by considering how one element of the class is
mapped into another element of the new class, as this definition respects the
equivalence classes. In particular, let us consider a tensor B and perform the
blocking of two spins as defined in the previous section. Thus, we have the new
tensor, C, with components Ci1,i2α1,α2 = (α1|Bi1Bi2 |α2). This can be viewed as a
matrix, Ciα, where i = (i1, i2) and α = (α1, α2) are combined indices. Since the
rank of this matrix, dB ≤ D2 (the possible values taken by α), we can always
find a d2 × dB isometry, U , with U†U = 1dB and write C = UA. That is,
Bi1Bi2 =
dB∑
j=1
Ui,jA
j (28)
for some matrices Aj and dB ≤ D2. The flow just maps the class of tensors
represented by B in that represented by A.
We are interested in the form of the tensor A with matrices Aj that appear
as limits of such renormalization flow when m→∞. By the very definition (28)
of the renormalization flow, one clearly expects the following
Theorem 3.1. A tensor A appears as a limit in the above renormalization flow
if and only if
Ai1Ai2 =
∑
i1,i2,j
U(i1,i2),jA
j1 (29)
for an isometry U .
Graphically,
(30)
(31)
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and, schematically
(32)
Moreover, it will be also shown in Appendix B that if we start with a tensor
B in CF, the above renormalization flow always converges. This result motivates
the following
Definition 3.2. A tensor A is called a renormalization fixed point (RFP) if it
verifies (29), that is, if one can obtain two tensors out of one (and vice versa)
by the action of an isometry in the physical index.
3.2. Zero correlation length
The renormalization flow defined above does not change the state, but just
redefines the spins as it makes them larger and larger by blocking them. Thus,
one should expect that if there is any length scale in the system, it will disappear
at the end of the flow. In this section we will show how this is captured at the
RFP.
3.2.1. Correlations independent of the distance and local orthogonality
Perhaps the main notion of distance that naturally appears in the context
of the many-body states we are dealing with is the correlation length. This is
roughly defined as the typical length at which correlations decay. According to
what we expressed above, the RFP should have zero correlation length. This
statement can be made more specific as follows. Let us denote by Rn1,n2 the
set of spins with n1 ≤ n ≤ n2. Then
Definition 3.3. We say that Ψ has correlations independent of the distance
(CID) if for any pair of observables, On1,n′1 , On2,n′2 , acting on any disjoint
regions Rn1,n′1 and Rn2,n′2 , respectively,
〈Ψ|On1,n′1On2,n′2 |Ψ〉 = 〈Ψ|On1,n′1On2+∆,n′2+∆|Ψ〉 (33)
for all n′1 − n2 + 1 < ∆ < N − n′2.
Even though this definition is probably the most natural one, there are states
with CID which keep other type of lengths (and hence cannot be RFP) as the
following trivial example shows.
Example 3.4. Let us consider the state
|Ψ〉 = |0, . . . , 0〉+ |+, . . . ,+〉, (34)
where |+〉 = (|0〉+ |1〉)/√2. The corresponding matrices are
A0 =
(
1 0
0 1/
√
2
)
, A1 =
(
0 0
0 1/
√
2
)
. (35)
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This state is permutationally invariant, and thus it trivially satisfies (33). How-
ever, it does not fulfill (29), and thus it is not a RFP. In fact, if we block n
spins we will have
|Ψ〉 = |0˜, . . . , 0˜〉+ |+˜, . . . , +˜〉, (36)
where |0˜〉 = |0, . . . , 0〉 and |+˜〉 = |+, . . . ,+〉. Although this state looks very
similar to the original one, now the scalar product 〈0˜|+˜〉 decreases exponentially
with n. Thus, if we think in terms of renormalization, the state (34) cannot be
a renormalization fixed point despite the fact that has CID.
The previous example illustrates that if we have CID and we keep on block-
ing, the states generated by the different elements of the BNT will look locally
orthogonal. This property can be defined as follows
Definition 3.5. We say that two tensors, Aj , Aj′ are orthogonal if∑
i
Aij ⊗ A¯ij′ = 0. (37)
We will say that a MPV is locally orthogonal (LO) if the associated BNT are
orthogonal.
Definition 3.6. We will say that a tensor A has ZCL if the generated family
of MPS is LO and has CID.
The property of ZCL for a tensor can be easily characterized using the so-
called transfer matrix.
Definition 3.7. Given a tensor A, generating a family of MPV, we define the
transfer matrix
E =
∑
i
Ai ⊗ A¯i (38)
The transfer matrix is the standard tool to calculate expectation values. For
any pair of observables, O1,2, acting on subsystems sn1,2 , respectively,
〈V |O1O2|V 〉 = tr
(
EO1En2−n1−1EO2EN+n1−n2−1
)
, (39)
where EO is a matrix that depends on the matrices Ai as well as on the operator
O.
Note that if E2 = E, then one will have CID. In fact, this condition is
equivalent to ZCL:
Theorem 3.8. A tensor A in CF has ZCL if and only if E2 = E.
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3.3. Commuting parent Hamiltonians
One can always build local Hamiltonians for which a MPS is a ground state.
Among them, the so-called parent Hamiltonians play an important role, as they
ensure the ground space is very much related to the structure of the tensors
generating the MPS. They are additionally translationally invariant and frus-
tration free; that is, a sum of positive operators that act on a neighborhood
of each spin, and that annihilate the state. In this section we will show that
if, additionally, those local operators commute with each other, then there is
an intimate relation between their ground states and the RFP. In Appendix D
we also derive a general relation between ground states of commuting parent
Hamiltonians and the absence of correlations.
Let us consider a tensor A generating a family of MPS. Let us take a block
consisting of L spins, and the subspace, SL, spanned by
|vα,β〉 =
∑
i1,...,iL
(α|Ai1 . . . AiN |β)|i1, . . . , iN 〉 (40)
Let us further assume that dL > D2 ≥ dim(SL), so that S⊥L is non-trivial. We
denote by P⊥L the projector onto that subspace and construct the Hamiltonian
H
(N)
L =
N−1∑
j=0
τj(P
⊥
L ) (41)
where τj translates the spins by an amount j, so that it is translationally in-
variant (with periodic boundary conditions). Obviously, |V (N)(Aj)〉 are ground
states of H
(N)
L with zero energy.
Definition 3.9. Given a tensor in CF, with BNT Aj (j = 1, . . . , g), we say
that (41) is a parent Hamiltonian if the ground state subspace is spanned by
|V (N)(Aj)〉 for all N > L. A commuting parent Hamiltonian fulfills [τj(PL), PL] =
0 for all j = 1, . . . , L− 1. A nearest-neighbor parent Hamiltonian has L = 2.
A direct consequence of Proposition 2.9 [27] is that for any A one can always
find a parent Hamiltonian with L ≤ 3D5 independent of the tensor A (just of its
bond dimension). Thus, if we block spins it is always possible to find a nearest-
neighbor parent Hamiltonian. In the following section we will establish a close
relation between RFP and the ground states of nearest-neighbor commuting
parent Hamiltonians (NNCPH).
3.4. Main theorems
We can now state the main results of the section. In Theorem 3.10, we show
the announced equivalence between being a RFP, ZCL, and NNCPH. Theorem
3.11 gives a characterization of the tensors A with the RFP property.
Theorem 3.10. The following properties are equivalent for a tensor A in CF
generating a family of MPS.
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(i) RFP.
(ii) ZCL.
(iii) For all N > 2, |V (N)(A)〉 is a ground state of a NNCPH.
Theorem 3.11. A tensor A in CF is a RFP iff it can be written as
Ai = ⊕gj=1 ⊕rjq=1 µj,qXj,qΛjU ijX−1j,q (42)
where |µj,q| = 1, the matrices Λj are diagonal, positive, and tr(Λj) = 1, and U
is an isometry in the sense that
s∑
i=1
(U ij)α,β(U¯
i
j′)α′,β′ = δj,j′δα,α′δβ,β′ . (43)
We can represent this graphically as
(44)
This expression has the following meaning. There are two indices, j, q, which
give rise to the different blocks and are indicated in the graph. The index j
enumerates the elements of a BNT, whereas the q gives different representations
of the same NT. The tensorsX, andM depend on the values of those two indices,
whereas Λ only depends on j. The resulting matrices, Xj,q and Λj are multiplied
and, together with X−1j,q , and the indices j and q give rise to the physical index,
after applying the isometry U . Note that since the indices j and q connect the
physical and virtual indices, up to the isometry, they give rise to a direct sum
in both physical and virtual spaces.
The MPS generated by a RFP tensor A in CF thus have the form
|V (N)(A)〉 =
g∑
j=1
(
rj∑
q=1
eiNφj,q
)
|V (N)(Aj)〉, (45)
where its basic vectors give
|V (N)(Aj)〉 = U⊗N |ϕj〉⊗N , (46)
with
|ϕj〉 =
dj∑
mj=1
λmj |mj ,mj〉. (47)
Note that one can understand the state by taking two spins per node, an and
bn: the state ϕj is shared by any two spins in neighboring nodes, bn and an+1,
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whereas the isometry U acts on the two spins at each node, an and bn. The
state can be graphically represented as
|V (N)(Aj)〉 = (48)
Corollary 3.12. The elements of a BNT corresponding to a tensor A that is
RFP have the form
Aj = XjΛjU
i
jX
−1
j (49)
where U is an isometry fulfilling (43).
3.5. Saturation of the area law
We finish this section by noticing that there exists another property that is
implied by RFP tensors, and which is connected to the entanglement content
of the states. We consider the von Neumann entropy of a block of L spins
contained in |V (N)(A)〉. This entropy is defined as
S
(N)
L (A) = −tr [ρL log2(ρL)] := S(ρL) (50)
where ρL is the corresponding reduced state of L spins. Since all MPS fulfill
the area law, it is upper bounded by a constant. Furthermore, using the strong
subadditivity inequality, translationally invariance, and the fact that SN(N) = 0,
it is simple to show that S
(N)
L is an increasing function of L for N > 2L. Thus,
in the limit N →∞ it will saturate to a constant. This motivates the following
definition
Definition 3.13. We say that a tensor A saturates the area law (SAL) if the
generated MPS fulfill S
(N)
1 (A) = S
(N)
2 (A) = . . . S
(N)
N/2(A)
We can establish a relationship between SAL and RFP as follows (the result
is a trivial consequence of the general case of mixed states that we will analyze
later on):
Proposition 3.14. If a tensor A in CF is RFP then it is SAL.
Note that, as it will be clear from the next section when we study mixed
states, the converse is not necessarily true. However, in that case we will impose
ZCL as well in order to assess the equivalence, at least for some class of tensors.
In the present pure case it does not make sense to add this condition, since it
is already equivalent to RFP.
4. Mixed States
As in the previous section we consider spins in a 1D chain, but now we focus
on mixed states. That is, we consider a tensor, M , that generates translationally
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invariant density operators acting on the spins called matrix product density
operators (MPDO) [30, 31]. The tensor M has four indices, two auxiliary (as
a MPV) and two physical (as an operator acting on the Hilbert space of the
spins). That is, for the MPDO corresponding to N spins we write
ρ(N)(M) = (51)
The arrows indicate that the density operator is acting from bottom to top.
Those operators are hermitian and positive semidefinite, ie. ρ(N)(M) = ρ(N)(M)† ≥
0.
In the following, we will define the renormalization fixed points (RFP) of the
tensors M generating families of MPDO. We will also analyze their connection
with those that have ”no length scale”, by studying states with ZCL and also
that saturate the area law (SAL) for the mutual information. As we will see,
those conditions are not equivalent, but together coincide with the definition of
RPF for some particular cases. We will characterize the tensors corresponding
to ZCL and SAL and, finally, the RPF for the general case.
4.1. Renormalization flow and renormalization fixed points
As opposed to the previous section, it is in principle not clear what should
be the right definition of RFP in this context, apart from the fact that it should
capture the hand-waving intuition of ”blocking until there is no length scale left
in the system”. The problem we face can be explained as follows. If we define a
renormalization procedure as we did before, the dimension of the Hilbert space
corresponding to one site can grow indefinitely. In the pure state case, due to
the area law the relevant part of this space (i.e., the subspace where the state is
supported) remains finite (its dimension is bounded by D2), which allows one
to describe the fixed points of the procedure within the MPV formalism. In the
mixed case, this is not longer true (it is only the space of operators acting on that
space which remains finite, but their action can involve the whole Hilbert space).
Thus, in general, one should deal with local physical spaces whose Hilbert spaces
have infinite dimensions, which takes us out of the MPV description.
A natural way around this problem is to define a renormalization flow that
keeps the physical dimensions, very much in the spirit of standard renormal-
ization group. This could be done in terms of a trace-preserving completely
positive map (tpCPM), S, that transforms the state of two spins, ρ12 into a
state of one, σ1, but keeping the Hilbert space of the final spin equal to the
original one: S(ρ12) = σ1. This automatically induces a map in the tensors M
generating the MPDO. Defining
M2(X) = (52a)
N1(X) = (52b)
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Then, we have S[M2(X)] = N1(X) for all X. The flow, as before, can be
obtained by successive application of S. The fixed point, a tensor M , should
then satisfy
S[M2(X)] = M1(X). (53)
However, notice that the map may truncate part of the information, and thus
make the procedure irreversible. In order to restore the reversibility, we will
require the existence of another tpCPM, T mapping the state of one spin into
that of two, i.e. T [M1(X)] = N2(X), such that for the fixed points it also fulfills
T [M1(X)] = M2(X) (54)
for all X. This motivates the following
Definition 4.1. Given the tensor M , in CF, generating a family of MPDOs,
we say that it is a RFP if there exist two tpCPM, T ,S acting on the physical
indices, fulfilling (53) and (54).
Graphically,
(55)
The first observation is that this definition coincides with Definition 3.2 in
the particular case in which the MPDO is pure, i.e. an MPS. In that case, the
tensor M is given by
(56)
Definition 3.2 is equivalent to the existence of a unitary U acting on two
sites and a pure state e on one site so that
(57)
Then we obtain (55) for M if we define T (X) = V (X⊗|e〉〈e|)V † and S(Y ) =
tr2(V
†Y V ) where tr2 traces the second system. Graphically,
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(58)
Definition 4.1 appears also very naturally in the context of boundary theo-
ries.
4.2. Boundary theories
Using the same tensor notation as introduced in Section 2.2, one can deal
with systems arranged in 2D lattices (wlog the square lattice). If the tensors
give rise to pure states, they are called Projected Entangled-Pair States (PEPS).
That is, the tensor
(59)
while contracted through a 2D square lattice of size LH × LV with periodic
boundary conditions
(60)
gives rise to a vector in (Cd)⊗LHLV .
PEPS are known to be a good description of ground states of gapped lo-
cal Hamiltonians and, since any ground state of a frutration-free commuting
Hamiltonian is a PEPS, they are expected to represent exactly ground states of
gapped RFP quantum phases in 2D.
In [24], motivated by the seminal paper of Haldane and Li [32], the authors
show an holographic correspondence for PEPS: an explicit isometry connecting
the PEPS with a 1D mixed state living at the boundary. Interpreting such
mixed state as e−Hb , gives a 1D Hamiltonian Hb which is called the boundary
theory of the PEPS. Moreover, e−Hb is given explicitly in terms of the left and
right fixed points of the transfer operator of the PEPS,
(61)
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It is clear from the way one computes expectation values in PEPS that such fixed
points encode the correlations present in the PEPS. In an abuse of notation,
here we will call any such fixed point a boundary theory.
As in any holographic correspondence, the aim of studying boundary theo-
ries is to provide with a dictionary translating relevant properties of the bulk to
physically meaningful properties of Hb. In [24, 26] numerical evidence has been
provided that (i) a gapped bulk corresponds to Hb having quasi-local interac-
tions; and (ii) the existence of topological order is reflected in some anomaly
present in Hb, in the sense that e
−Hb is supported only in a subspace of the
total Hilbert space that encodes the topological features of the bulk. The main
results of this section can be seen as analytical proofs of such dictionary for the
case of RFP.
From the point of view of boundary theories, there is a natural way to
define RFP for mixed states, take a PEPS which is already the fixed point of
some renormalization procedure and see how such property is transferred to the
boundary. In this sense, let us consider a PEPS that is in an RFP, so that its
tensor verifies the following RFP property:
(62)
where equality means up to an isometry acting on the physical indices. In this
case, the tensor associated to the boundary theory can be seen to be (using also
that the PEPS is an RFP):
(63)
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and property (62) maps to
(64)
which gives the desired T and S of Definition 4.1.
4.3. Zero correlation length
We have seen that in the MPS case ZCL is equivalent to RFP. Since the
pure case is a particular case of the mixed one, one may try to see whether the
corresponding generalization of ZCL is enough to capture the RFP property.
Definition 4.2. A tensor M generating MPDO is said to have zero correlation
length (ZCL) if
This is the natural extension of the pure state case of Theorem 3.8. Indeed,
it is clear that if we compute correlation functions using a MPDO generated by
a tensor M with ZCL, they will be length-independent.
In order to characterize the tensors fulfilling this property, we will write
the tensor M generating MPDOs in terms of another tensor, A, generating a
purification.1 Graphically, we have
(65)
1This may not be always possible, see [33].
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In terms of the MPDO, the interpretation is that apart from the N spins, we
have N ancillary systems, each of them associated to one spin, such that
ρ(N)p (M) = tra(|Ψ(N)(A)〉〈Ψ(N)(A)|), (66)
where the trace is with respect to the ancillary systems, and Ψ is a MPS de-
scribing the spins and the ancillas.
Now we can apply the renormalization procedure for pure states to the tensor
A, which induces a notion of RFP for the tensors corresponding to mixed states:
Definition 4.3. We call a tensor M a Purification Renormalization Fixed Point
(PRFP) if it can be written as (66), where A is a RFP.
Note that the tensor A in (65) will have the form (42), but now with two
physical indices corresponding to the spin and the ancilla. When tracing over
the ancilla indices, this will give rise to a superoperator, E , which is a tpCPM.
In particular, we can write
ρ(N) =
g∑
j,j′=1
rj∑
q=1
rj′∑
q′=1
eiN(φj,q−φj′,q′ )ρ(N)p (Aj , Aj′), (67)
where
ρ(N)p (Aj , Aj′) = E⊗N
[|ϕj〉〈ϕj′ |⊗N] , (68)
and ϕ is given in (47). Note that any MPDO with a MPS purification can
be written in the same way if E is asked to be only a CPM (not necessarily
trace-preserving).
Thus, we can give the following characterization:
Theorem 4.4. The following statements are equivalent for a tensor M fulfilling
(66):
(i) M is a PRFP
(ii) M has ZCL
(iii) The density operators generated by M have the form (67)
Even though it has a nice characterization in terms of zero-correlation length,
Definition 4.3 has two main problems. The first one is that it only applies to
MPDOs with a purification and, as shown in [33], this does not need to be the
case. The second, and most important, is that it is too weak. As shown in
Example 4.10, for mixed states ZCL does not immediately imply that there is
no length scale in the system. In particular, it does not imply the saturation of
the area law for the mutual information. This is different than for pure states,
where the saturation of the area law is implied by ZCL (Proposition 3.14).
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4.4. Mutual information. Saturation of the area law
Throughout this Section, we will need to consider normalized states in order
to talk meaningfully about entropic quantities. As a convention, whenever we
consider one such entropic quantity for an MPDO ρ(N)(M), we will be referring
to its normalized version
ρ(N)(M)
tr[ρ(N)(M)]
.
If we consider a chain with N spins, the mutual information between a part
of the chain of length L and the rest is defined as
IL = SL + SN−L − SN (69)
where SL is the von Neumann entropy of the reduced state of L neighboring
spins. For pure states, it coincides with (twice) the entanglement entropy of
that part of the chain with the rest. It is not difficult to check (see Appendix C)
that it fulfills the following monotonicity property
Proposition 4.5. For any MPDO and L < bN/2c, IL ≤ IL+1 and
lim
L→∞
lim
N→∞
IL = I∞ <∞. (70)
This entails that the mutual information must increase and saturate with
L, thus providing a length scale to the system. In a RFP one expects then a
saturation of the area law as we define now
Definition 4.6. A tensor M generating MPDO fulfilling I1 = I2 = ... is said
to verify saturation of the area law (SAL).
Below we will show examples of tensors which have ZCL but no SAL, nor
the converse. In view of that, it makes sense to consider tensors with ZCL and
SAL. According to their Definition 4.6, they will have to fulfill IL = IL+1, or,
equivalently, SL + SN−L = SL+1 − SN−L−1 for L < bN/2c. Note that this
condition involves reduced density operators in which we have traced several
spins. Thus, if the MPDO (51) contains terms that vanish whenever one traces
few spins, then they will not be visible in the conditions we derive. More
specifically, let us consider the tensor M generating the MPDO as a MPV
where the two indices (bra and ket) corresponding to the action on a spin are
taken as physical indices. By assuming that we have blocked enough number of
spins, we can write it in CF in terms of some BNT, Mk. Let us define
(71)
There may be some nilpotent Bk, meaning that trRρ
(N)(Mk) = 0, where we have
traced R ≤ D sites, and N is sufficiently large. Thus, whenever we consider the
entropy of a reduced state of the MPDO in which we have traced more than
D spins, we cannot state anything about the nilpotent terms in the BNT. This
motivates the following:
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Definition 4.7. A tensor generating MPDO’s is simple if none of the elements
in a BNT is nilpotent.
We aim now to provide the equivalent of Theorem 3.10 for simple mixed
states. In that theorem, three properties were shown to be equivalent for an
MPS in CF: (i) being a RFP of some renormalization flow, characterized by the
fact that there is a unitary (hence reversible) way to create one tensor out of
two; (ii) the absence of some concrete type of length scales in the system, CID
and LO in that case; (iii) its parent Hamiltonian being commuting.
The role of ZCL (equivalently CID and LO) will be played now by ZCL and
SAL. While we have an analogue of (i) through the definition of RFP 4.1, we
need to find an analogue of (iii). A natural choice, which also fits very well if
one understands the given MPDO as the boundary theory of a 2D system (see
Section 4.2), is the fact that the MPDO is of a special form.
Definition 4.8. We say that a density operator of N spins is a Gibbs state of
a nearest-neighbor commuting Hamiltonian (GSNNCH), if it can be written as
ρ(N) ∝ ⊕xnxe−
∑N
j=1 τj(h
(x)). (72)
where nx are natural numbers and the h
(x) acts on the first two spins, τj trans-
lates the spins by an amount j, and [h(x), τ1(h
(x))] = 0.
The direct sum indicates that the global Hilbert space H = ⊕xHx, where
Hx = ⊗nHxn, and for each n, the H(x)n are orthogonal. The density operator
(72) is translationally invariant, where the spin N+1 is identified with the first.
In the following we will establish the main result of this subsection. We
will consider a simple tensor, K, in biCF, with BNT Kj and corresponding
coefficients µj,q [cf (20a)]. In order to emphasize that the tensor is simple, we
will use K instead of M , and σ(N)(K) instead of ρ(N)(K).
Theorem 4.9. Let us call M the tensor obtained by blocking two sites:
(73)
Consider the following statements:
(i) K is a RFP.
(ii) K has ZCL and SAL.
(iii) The elements of a BNT are supported on different subspaces, i.e.
= 0 if x 6= y, (74)
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and can always be chosen such that σ(N)(Kj) ≥ 0 for all N . Furthermore,
for each BNT element, K, there exists an isometry U such that
(75)
with
ηk,h = ≥ 0 (76)
and
tr(lk) = |Φ)ak, (77a)
tr(rk) = bk(Ψ| (77b)
with
(Ψ|Φ) = 1, (78a)∑
k
akbk = 1. (78b)
(iv) σ(N)(K) is a GSNNCH and K has ZCL.
(v) M is a RFP.
Then i⇒ ii⇔ iii⇔ iv ⇒ v.
The proof will be given in Appendix C. We finish this section giving two
examples:
Example 4.10. (state with ZCL but no SAL): Let us consider the state of four
spins, each of them composed of two qubits. We identify by (n, l) and (n, r) the
two qubits corresponding to the n-th spin (one to the left and the other to the
right). Each qubit is maximally entangled with its neighbor. That is, nr and
(n + 1)l are in the state (|0, 0〉 + |1, 1〉)/√2, where the spin 5 is identified with
the first. We apply to each spin the tpCPM
En(X) = pσ(n,l)x ⊗ σ(n,l)x Xσ(n,l)x ⊗ σ(n,l)x + (1− p)X. (79)
It is simple to show that I2 > I1 for any p 6= 0, 1/2. For instance, taking
p = 0.25, one can see that S1 = 2, S2 = 2.9544, S3 = 3.8802, and S4 = 2.7839,
where Si is the entropy of i neighboring spins. Thus, I1 = 3.0963 and I2 =
3.1250 and it does not saturate the area law. Furthermore, it has obviously ZCL
since it fulfills (67).
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Example 4.11. (state with SAL but no ZCL): We just have to take the same
configuration as in the previous example, with N spins, each of them composed
of two qubits and define
σ ∝
1∑
k1,...,kN=0
⊗Nn=1ηkn,kn+1 (80)
where ηkn,kn+1 acts on the qubits (n, r) and ((n+ 1), l) (identifying N + 1 with
1). We take
η0,0 = |0〉〈0| ⊗ |0〉〈0|, (81a)
η0,1 =
1
2
|0〉〈0| ⊗ |1〉〈1|, (81b)
η1,0 =
1
2
|1〉〈1| ⊗ |0〉〈0|, (81c)
η1,1 = |1〉〈1| ⊗ |1〉〈1| (81d)
It is easy to show that this state fulfills the criterion of SAL. However, it does
not have ZCL. A similar example for pure states also shows that in the case
of MPS, saturation of the entanglement entropy does not suffice to characterize
RFP.
4.5. General case
We have seen in the previous section that the RFP tensors generating MPDO
can be fully characterized in terms SAL and ZCL for simple tensors. Those are
the ones in which, when we trace one or more spins, we do not lose information
about the tensor. Since, as shown in Theorem 4.9, the MPDO they generate are
basically Gibbs states of commuting nearest neighbor Hamiltonians, they are,
in some sense, trivial. For instance, they do not include the state considered in
the following
Example 4.12. Let us consider a tensor, M , with d = D = 2 and all com-
ponents equal to zero except for: 1 = M0000 = M
11
00 = M
00
11 = −M1111 . The
corresponding MPDO is
ρ(N)(M) = 1⊗N + σ⊗Nz , (82)
where σz = |0〉〈0| − |1〉〈1|. This is precisely the boundary state corresponding
to the toric code [19, 26] (Section 4.2). If we trace one spin, the reduced state
becomes proportional to the identity, i.e. one loses all the information about
the σz part. Note that this tensor is SAL and has ZCL. However, it cannot be
expressed in the form given by (72). They nevertheless are RFP since one can
easily find S and T [see (4.1)].
In this section we study RFP tensors that are general, and thus not neces-
sarily simple. As we will see, their characterization will give rise to non-trivial
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solutions, which connect with unitary fusion categories and topologically or-
dered models in 2D.
In order to characterize the RFP property as defined in (55) for tensors M
generating MPDO, we have to use the CF of M but in the vertical direction.
That is, we will consider the tensor as generating MPV by concatenating it
vertically, and thus by exchanging the notion of physical and virtual indices.
We have
Proposition 4.13. A tensor M˜ in CF, generating MPDO, is also in CF ver-
tically. Moreover, there exists an isometry U such that
UM˜U† =
⊕
α
µα ⊗Mα, (83)
where µα are diagonal and positive matrices, and {Mα}α is a BNT.
In graphical form, (83) simply means
(84)
In what follows, we will ignore the isometry, as it just changes the physical basis
on each site.
Given a tensor M we define the operator OL(M) = tr(MM...M), where M
is multiplied L times. Graphically, we have
OL(M) = (85)
We also consider the corresponding operators for the BNT of M, OL(Mα).
Now, we can give the characterization of RFP, which is the main result of
this paper.
Theorem 4.14. Given a tensor M in CF that generates MPDO, the following
statements are equivalent:
(i) M is a RFP.
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(ii) There exists a set of diagonal matrices, χα,β,γ , with positive elements,
such that for each L the operators OL(Mα) linearly span an algebra with
structure coefficients c
(L)
α,β,γ = tr(χ
L
α,β,γ):
OL(Mα)OL(Mβ) =
∑
γ
c
(L)
α,β,γOL(Mγ), (86)
and
mγ =
∑
α,β
c
(1)
α,β,γmαmβ (87)
where mα = tr(µα). That is, the vector (mα)α is an idempotent for the
“multiplication” induced by c(1).
(iii) There exist isometries, Uα,β, such that
Uα,βMαMβU
†
α,β = ⊕γχα,β,γ ⊗Mγ , (88)
where χα,β,γ are the same as in the previous statement, and (87) is ful-
filled.
This result is very appealing from the perspective of 2D topologically ordered
models and boundary theories (Section 4.2), since it has been recently proven
in [23] that starting from (86) and (87), for the particular case of c
(L)
α,β,γ ∈ N and
independent of L, one recovers in a direct and elegant way all known non-chiral
topologically ordered phases together with a description of their excitations. The
RFP MPDO we started with correspond exactly with the boundary theories of
the RFP representatives of such topological phases [23]. This connection also
gives immediately a large family of non-trivial RFP MPDO. We leave as an
interesting open question whether there are more examples than those. More
concretely, whether there exist RFP M for which c
(L)
α,β,γ depends on L.
As showed in [23], the associativity of the multiplication in (86) imposes
restrictions on the tensor X = (χk,α,β,γ)α,β,γ,k that, by (88), give a pentagon-
like equation for the Uα,β . The solutions of such equation using F-symbols
of unitary fusion categories give the family of RFP MPDO commented above:
boundary theories of Levin-Wen string net models. In this sense, the topological
content of a RFP MPDO lies in the unitaries Uα,β of (88).
Now, by applying equation (88) recursively, one may write any RFP MPDO
given by a tensor M as locally unitary equivalent –via the unitaries U in (83)–
to (µ⊗N )U˜QU˜†, where µ =
∑
α µα ⊗ |α〉〈α| is the tensor defined in (84); both
µ⊗N and U˜QU˜† are completed by 1 in the spaces in which they do not act;
[µ⊗N , U˜QU˜†] = 0 ; (89)
Q = , (90)
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with eachX = (χα,β,γ,k)k,α,β,γ having assigned their indices in the order k, α, β, γ;
and U˜ is a sequential circuit of unitaries made out of the Uα,β ’s in (88).
If the structure coefficients c
(L)
α,β,γ = tr(χ
L
α,β,γ) are independent of L one can
easily show by Lemma A.5 that the χα,β,γ,k ∈ {0, 1} and therefore c(L)α,β,γ ∈ N.
In this case, if the final matrices tr(Mγ) at the RHS of (90) are projectors, we
have that Q in (90) is also a projector. The same applies then to U˜QU˜†. By
making a spectral decomposition of the tr(Mγ)’s we can reduce to such case and
obtain the following theorem.
Theorem 4.15. Start with a RFP tensor M defining MPDO so that c
(L)
α,β,γ is
independent of L. Then the MPDO
ρ(N)(M) =
d∑
i=1
λiP
(N)
i e
−HN
where d is the single site Hilbert dimension, Pi(N) are projectors which encode
the topological properties of the tensor, if interpreted as a boundary theory,
HN =
∑N
i=1 hi,i+1 is translationally invariant, nearest-neighbor and commuting
[hi−1,i, hi,i+1] = 0, and [Pi, e−H ] = 0 for all i.
This result can be seen then as an analytical proof, for the case of RFP, of the
conjecture stated in [26] about how boundary theories look like for topologically
ordered models (Section 4.2).
5. Conclusion
In this paper we have given a full characterization of MPS and MPDO that
are RFP in terms of their defining tensor. We have also shown that being
a RFP can be also characterized by physical notions: zero-correlation length,
saturation of the area law and being the ground or thermal state of commuting
Hamiltonians.
The motivation of the paper, and arguably its main interest, lies on its con-
nection with boundary theories and the classification program of 2D topological
models on the lattice. It is believed that within each gapped topological quan-
tum phase, there exists one representative that is the fixed point of some renor-
malization transformation. At a gapped RFP one expects an exact description
of its ground state in terms of PEPS and an associated boundary theory which
is a RFP MPDO. Here we have illustrated this for a concrete and natural defi-
nition of RFP in 2D but we expect the same result for any meaningful definition
of RFP in 2D (we will analyze this in full detail in a forthcoming paper). Since
all properties of the PEPS are encoded on its boundary via the boundary-bulk
correspondence of [24], one can understand this paper as a way to classify 2D
quantum phases on their boundary theories. From this perspective, our main
result (Theorem 4.14) is very appealing, since it shows how the topological con-
tent of the bulk, at a RFP, can be clearly distilled from the canonical form of
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the MPDO that appears at the boundary. Moreover, when complemented with
[23], our main result suggests that all quantum phases in 2D on the lattice seem
to be already covered by Levin-Wen string net models and their generalizations.
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Appendix A. Proofs of Section 2
To prove the Fundamental Theorem of MPV and the associated results
stated in Section 2 we will need some lemmas that we will state and prove
below. Before entering into that, and to connect also with previous (more strin-
gent) definitions of canonical forms for MPS, we will introduce the following
definition:
Definition A.1. We say that a set of matrices Ai are in a canonical form II
(CFII), if they are in CF and the corresponding CPMs (15) are trace-preserving,
and have a full-rank diagonal fixed point.
The two last properties can be expressed as
d∑
i=1
Ai†k A
i
k = 1Dk , (A.1a)
Ek(Λk) =
d∑
i=1
AikΛkA
i†
k = Λk > 0, (A.1b)
where Λk is a strictly positive definite diagonal Dk × Dk matrix. In [28, 27]
it was shown that for any A in CF, it is always possible to find a non-singular
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gauge matrix X, such that
(A.2)
is also in CF and fulfills (A.1). For that one just has to determine the fixed point
(i.e., the eigenvector corresponding to the largest eigenvalues in magnitude) of
each CPM Ek.
Lemma A.2. Given two NMPV, Va,b, generated by two NT with corresponding
Dα ×Dα matrices Aiα (α = a, b), then
lim
N→∞
〈Vα|Vα〉 = 1, (A.3a)
lim
N→∞
|〈Vb|Va〉| = 0 or 1. (A.3b)
In the latter case, Da = Db and there exist a non-singular matrix, X, and a
phase φ so that Aib = e
iφXAiaX
−1.
Proof. Since Va,b are NMPV, the comment above shows that we can always find
non-singular matrices, Ya,b, such that
A˜iα = YαA
iY −1α (A.4)
are in a CFII and generate the same MPV. We will use those matrices to prove
the proposition. In particular, we will show that if |〈Vb|Va〉| → 1 then there
exists a unitary X such that XAibX
−1 = eiφAia. The result for the original
NT follows automatically from (A.4). First, 〈Vα|Vα〉 = tr(ENα ) where Eα =∑d
i=1A
i
α ⊗ A¯iα. This is nothing but the matrix representation of the CPM
built out of the matrices Aiα, and thus has the same spectrum. Since Aα is
a NT, Eα has a unique eigenvalue of magnitude 1, and the rest are strictly
smaller, from which follows that the norm tends to one for N → ∞. Second,
〈Vb|Va〉 = tr(EN1,2), where Eab =
∑d
i=1A
i
a ⊗ A¯ib. Let us consider the eigenvalue
equation for this matrix written as a linear map,
d∑
i=1
Ai†b XA
i
a = λX. (A.5)
Using the fact that the fixed point of Ea, Λa, is strictly positive, we have
|λtr(XΛaX†)|2 =
∣∣∣∣∣
d∑
i=1
tr(XAia
√
Λa
√
ΛaX
†Ai†b )
∣∣∣∣∣
2
≤
d∑
i=1
tr
(
AibXΛaX
†Ai†b
) d∑
j=1
tr
(
XAjaΛaA
j†
a X
†)
≤ |tr(XΛaX†)|2,
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where we have used (A.1a,A.1b) and the Cauchy-Schwarz inequality. Since Λa
is full rank, |λ| < 1 or |λ| = 1, giving rise to 0 and 1 in (A.3b), respectively.
Let us explore the latter case |λ| = 1. This requires that the Cauchy-Schwarz if
fulfilled with an equal sign, and since Λa is non-singular,
AibX = αXA
i
a. (A.6)
Using X =
∑d
i=1A
i†
b A
i
bX = α
∑d
i=1A
i†
a XA
i
b = λαX, and thus |α| = 1. Then,∑d
i=1A
i†
a X
†XAia = X
†X = 1, and thus X is an isometry. Furthermore,
X†AibX = αX
†XAia = αA
i
a. Let us assume that Da > Db; then there is a
subspace of dimension Da−Db such that Aia vanishes on it, which is impossible
given that Aa is a NT. Thus, Da = Db, and X is unitary.
From there we obtain the following two trivial corollaries:
Corollary A.3. Given two NT generating the NMPV, Va,b, either 〈Va|Vb〉 → 0
in the limit N →∞, or
|Vb〉 = eiφN |Va〉 (A.7)
for all N .
Corollary A.4. Any set of NMPV, {Vj}gj=1, fulfilling 〈Vj |Vj′〉 → δj,j′ for N →
∞, is linearly independent for N sufficiently large.
We can now prove Proposition 2.7, that we restate here for the convenience
of the reader
Proposition. The tensors Aj (j = 1, . . . , g) form a BNT of A iff: (i) for all
NT appearing in its CF (17), A˜k, there exist a j, a non-singular matrix Xk,
and some phase φk such that
A˜ik = e
iφkXkA
i
jX
−1
k ; (A.8)
(ii) the set is minimal, in the sense that for any element Aj, there is no other
j′ for which (A.8) is possible.
Proof. The result is an immediate consequence of the following procedure to
construct a BNT for any given tensor A. First, express A in CF. Let us denote
by A˜k the NT appearing in the decomposition (17). Then, take A1 := A˜1.
Second, if 〈V (N)(A˜2)|V (N)(A1)〉 → 0 as N → ∞, take A2 := A˜2 and oth-
erwise do not incorporate A˜2 to the set, since according to Corollary A.3
|V (N)(A˜2)〉 = eiφ2N |V˜ (N)(A1)〉. Then, continue in the same way; that is, if
〈V (N)(A˜k)|V˜ (N)(Aj)〉 → 0 for all j = 1, . . . , J , then AJ+1 := A˜k. After this
procedure, the BNT will be composed of a subset of A˜k, say Aj = A˜kj , with
j = 1, . . . , g. Note that if a NT, A˜k, is not included in the BNT it must fulfill,
according to Lemma A.2, 〈V (N)(A˜k)|V˜ (N)(Aj)〉 → 1 for some j, and thus there
exist a non-singular matrix Xk, and some phase φk such that (A.8).
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Note that from Corollary A.3 it immediately follows that the elements of
any two BNT corresponding to the same CF will coincide up to phases and a
gauge transformation.
We need a final lemma, whose proof can be found e.g. in [33].
Let us consider two sets of complex numbers, λα,kα = |λα,kα |eiφα,kα (α =
a, b, kα = 1, . . . , xα), sorted such that |λα,kα | ≥ |λα,kα+1| and φα,kα ≤ φα,kα+1.
Lemma A.5. If ∀N ≤ max{xa, xb},
xa∑
k=1
λNa,k =
xb∑
k=1
λNb,k (A.9)
then xa = xb and λa,k = λb,k.
We can now prove the Fundamental Theorem of MPV, that we restate:
Theorem. Let A and B be two tensors in CF, with BNT Aika and B
i
kb
(ka,b =
1, . . . , ga,b), respectively. If for all N , A and B generate MPV that are propor-
tional to each other, then: (i) ga = gb =: g; (ii) for all k there exist a jk, phases
φk, and non-singular matrices, Xk such that B
i
k = e
iφkXkA
i
jk
X−1k .
Corollary. If two tensors A and B in CF generate the same MPV for all N
then: (i) the dimensions of the matrices Ai and Bi coincide; (ii) there exists an
invertible matrix, X, such that
Ai = XBiX−1. (A.10)
Proof. To prove the Theorem we reason very similarly as in the proof of Propo-
sition 2.7. Let us first consider Bk for some given k. It is not possible that
〈V (N)(Bk)|V (N)(Aj)〉 → 0 as N → ∞ for all j, since otherwise the MPV gen-
erated by A and B could not be proportional for all N (Corollary A.4). Thus,
according to Corollary A.3, there must exist one jk such that |V (N)(B1)〉 =
eiφkN |V (N)(Ajk)〉. According to Lemma A.2 we have Bk = eiφkXkAjkX−1k . We
also conclude that ga ≥ gb, But if we had considered Ak to start with, we would
obtain gb ≥ ga, so that ga = gb.
To prove the Corollary, we denote by Aj and Bj the BNT which, according
to the Theorem, have g NT and (after relabeling) Bj = e
iφjYjAjY
−1
j . Denoting
by µj,qa and νj,qb (j = 1, . . . , g, qx = 1, . . . , rx,j , with x = a, b) the coefficients
in the decomposition of A and B in their BNT (20a), we must have
ra,j∑
q=1
µNj,q =
rb,j∑
q=1
(νj,qe
iφj )N , ∀j,N, (A.11)
From this equation it follows that ra,j = rb,j =: rj and µj,q = νj,qe
iφj (Lemma
A.5). Then, the dimensions of the matrices Ai and Bi coincide. Also, defining
Y = ⊕gj=11rj ⊗ Yj (A.12)
and using (20a), we have (A.10).
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We finish with the following
Corollary A.6. If in the above Theorem and Corollary the tensors are in CFII,
the same applies but now with the X and Xk unitary.
Appendix B. Proofs of Section 3
Let us start proving Theorem 3.1. For that we start with the observation that
the classes of tensors given by the relation (27) are in one to one correspondence
with the set of CPM since two sets of matrices give the same CPM via the
formula
E(X) =
d∑
i=1
AiXAi† (B.1)
if and only if they are related by an isometry in the physical indices [34].
With this identification, it is easy to see that the renormalization step defined
by blocking in Section 3 corresponds exactly to E 7→ E2 and, in particular, it
does not depend on the representatives of the classes of tensors that are used.
Moreover, if the renormalization flow has a limit, it must verify E = E2. Using
again that two sets of matrices giving the same CPM are related by an isometry
in the physical indices we get Theorem 3.1. Using Theorem 3.8 (that we will
prove below) and the fact that the transfer matrix E is the matrix associated to
the linear map E , this shows also the equivalence (i)⇔ (ii) in Theorem 3.10.
Let us now see that, if we start with a tensor A in CF, the renormalization
procedure always converges. We write A in terms of its BNT (20a). Given
the block diagonal form of the matrices Ai, the transfer matrix is also block
diagonal. In order to simplify the notation, we define
E′ =
(
X ⊗ X¯)E (X ⊗ X¯)−1 , (B.2)
where X is defined in (21). We have
E′ = ⊕gj,j′=1 ⊕
rj ,rj′
q,q′=1 µj,qµ¯j′,q′Ej,j′ , (B.3)
where
Ej,j′ =
d∑
i=1
Aij ⊗ A¯ij′ (B.4)
Ej,j can be considered as the matrix associated to the linear CPM (15). It thus
has a single, nondegenerate, eigenvalue of magnitude 1, with corresponding right
and left eigenvectors |Rj) and |Lj), i.e.
Ej,j |Rj) = |Rj), (B.5a)
(Lj |Ej,j = (Lj |, (B.5b)
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If the tensor is in CFII, we have in addition
|Lj) =
∑
α
|α, α), (B.6a)
|Rj) =
∑
α
(Λj)α,α|α, α), (B.6b)
where Λj > 0 and diagonal. The eigenvalues of Ej,j′ for j 6= j′ must have a
magnitude < 1 (see Lemma A.2). The assumed normalization (|µjq| ≤ 1 and
at least one of them = 1) implies then that the sequence EN , and hence the
sequence EN , will converge always.
Let us move now to prove Theorem 3.8, that is, ZCL (defined as CID and LO)
is equivalent to the property E2 = E for a tensor A in CF. The above argument
shows such a tensor A is LO if and only if Ej,j′ = 0 for all j 6= j′. Let’s assume
then that property and prove that then E2 = E is equivalent to CID. This will
finish the proof of Theorem 3.8. Wlog we will assume for simplicity that we
work with E′ as defined in (B.2).
Clearly, if E2 = E, equation (39) shows that A has CID. For the converse
we reason as follows. Assume that E2 6= E. This implies that there exists a
NT in A, wlog A1, so that E21 6= E1 and hence there is a non-zero eigenvalue
λ smaller than 1. Call |r1), |l1) to the associated right and left eigenvectors (so
that (l1|r1) = 1). The block-injective property guaranteed by Proposition 2.9
ensures the existence of operators O1, O2, supported on regions of size 3D
5 so
that
EO1 = Pj=j′=1
(
⊕r1q,q′=1(µ1,qµ¯1,q′)3D
5 |R1)(l1|
)
Pj=j′=1 (B.7)
and
EO2 = Pj=j′=1
(
⊕r1q,q′=1(µ1,qµ¯1,q′)3D
5 |r1)(L1|
)
Pj=j′=1 (B.8)
where Pj=j′=1 projects on the sector j = j
′ = 1 of the decomposition (B.3).
Due to formula (39), the correlation function
〈V (N)(A)|O1O2|V (N)(A)〉 = λdist(O1,O2)
r1∑
q,q′=1
(µ1,qµ¯1,q′)
N
(B.9)
Recall that by Lemma A.5,
r1∑
q,q′=1
(µ1,qµ¯1,q′)
N
=
∣∣∣∣∣
r1∑
q=1
µN1,q
∣∣∣∣∣
2
6= 0 (B.10)
for infinitely many Ns. Hence the tensor does not have CID, what finishes the
proof of Theorem 3.8.
The next step is to prove Theorem 3.11, giving the structural characteriza-
tion for RFP tensors in CF presented in (42). For that we need the following
lemma.
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Lemma B.1. A NT A is a RFP iff it can be written as
Ai = XΛU iX−1, (B.11)
where Λ is diagonal, positive, with tr(Λ) = 1, and U is an isometry
s∑
i=1
U iα,βU¯
i
α′,β′ = δα,α′δβ,β′ . (B.12)
We can express graphically (B.11) as follows
(B.13)
Proof. Let us take a NT A which is a RFP (the reverse implication is trivial).
Let us first assume that A is in CFII. Since A is a NT, its transfer matrix has
a single block. Moreover, being a RFP, E2 = E, which implies that E = |R)(L|
with (L|R) = 1. Moreover,
|R) =
D∑
α=1
Λα|α, α), (L| =
D∑
α=1
(α, α| (B.14)
This transfer matrix is obtained by a tensor whose physical index is a double-
index, i = (α′, β′), A(α
′,β′)
α,β = δα,α′δβ,β′
√
Λα. Any other tensor giving rise to the
same transfer matrix must be related to this one by an isometry U acting on
the physical indices. Thus, we arrive at (B.11) with X = 1. The appearance of
X follows from the fact that A is in CF, and thus it is related by a similarity
transformation to its CFII.
The proof of Theorem 3.11 follows immediately now if we use the decompo-
sition of A in BNT elements (20a), and the form of each NT in the RFP given
in the previous proposition. Note that the proof of RFP ⇔ ZCL shown above
gives explicitly that if A is a RFP, each one of the elements in the BNT is a
RFP too.
Let us finish this section showing the remaining equivalence in Theorem 3.10.
Namely that RFP ⇔ NNCPH.
The implication RFP⇒ NNCPH is trivial from Theorem 3.11. To prove the
reverse, we will use [35] where it is shown that the ground space of any nearest-
neighbor commuting Hamiltonian in a 1D spin chain with a finite (independent
of system size) degeneracy g is spanned by g states of the form (46) that are
locally orthogonal. By the defining properties of the parent Hamiltonian, they
must be then a BNT for the original tensor A, and they are RFP. Tensor A has
then the form given in (42) and is a RFP by Theorem 3.11.
35
Appendix C. Proofs of Section 4
Appendix C.1. Proof of Proposition 4.5
Proof. We show here that for a translationally invariant MPDO of N spins
and finite bond dimension, D, the mutual information, IL, is a monotonically
increasing function (IL ≤ IL+1) for L < bN/2c, and that it is bounded by a
constant that only depends on D. The latter immediately follows from the fact
that for any MPDO the mutual information fulfills an area law, IL ≤ 4 logD,
as proven in [36]. In order to prove monotonicity, we divide the spin chain in
four consecutive segments, A,B,C and D, consisting of N − 2L − 1, L, 1 and
L spins, respectively (note that N − 2L − 1 > 0 since L < bN/2c). We use
the strong subadditivity inequality for the entropy, SB + SABC ≤ SAB + SBC ,
where SX denotes the entropy of the reduce state in region X. Subtracting
SABCD = SN on both sides of the inequality, we obtain the desired monotonicity
condition.
Appendix C.2. Proof of Theorem 4.9
In this subsection we will slightly change the graphical representation, due
to the fact that in some instances we will have to consider tensors with many
indices. We will follow the convention that in tensors generating MPDO we will
represent the bra indices with dashed lines whenever we write them on the other
side of the tensors. For instance, the tensor K generating the MPDO σ(N)(K)
will be interchangeably written as
(C.1)
We start out with the first implication of Theorem 4.9, which is the simplest
one:
Proposition C.1. If a tensor K is a RFP then it satisfies ZCL and SAL.
Proof. Since K is a RFP, there exist two tpCMP, T and S, fulfilling (55).
The fact that it has ZCL is a direct consequence of (54) and that T preserves
the trace: tr[K2(X)] = tr [T [K1(X)]] = tr[K1(X)] for all X, and thus K has
ZCL according to Definition 4.2. In order to prove SAL, let us take the chain,
and remind that according to Proposition 4.5, for L < bN/2c we have that
IL ≤ IL+1. In order to prove the equality, we separate the chain into two
regions, A and B, of size L and N − L, respectively, with L < bN/2c, so
that the mutual information between A and B is IL. Now we apply T to the
first spin of region A, and S to the first two spins of region B, so that the
mutual information between A and B will become IL+1. Given that the mutual
information cannot increase by local operations, we have that IL+1 ≤ IL, which
completes the proof.
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We continue now with a simple property that follows from SAL. Let us define
σ
(N)
3 as the state that is obtained from σ
(N)(K) by tracing all the spins but the
first three. Graphically
σ
(N)
3 = (C.2)
Let us call those spins A, B, and c, and the corresponding Hilbert spaces,
HA, HB , and Hc, respectively. Then we have
Lemma C.2. If the tensor K has SAL, then we can decompose HB = ⊕kH(k)b1 ⊗
H
(k)
b2
, so that
σ
(N)
3 = ⊕kρ(k)Ab1 ⊗ ρ
(k)
b2c
(C.3)
where ρ
(k)
Ab1
is supported on HA ⊗H(k)b1 and ρ
(k)
b2c
on H
(k)
b2
⊗Hc.
Proof. We divide the whole spin chain composed of N spins into four connected
regions, A,B,C, and D, with 1, 1, N − 3, and 1 spin, respectively. SAL implies
that I2 = I1, which is equivalent to SABC +SB = SAB+SBC , i.e. strong subad-
ditivity is fulfilled as an equality. In this case, we can employ the characteriza-
tion of density operators satisfying this equality [40]: we first divide the Hilbert
space HABC = ⊕kH(k)Ab1 ⊗H
(k)
b2C
, with H
(k)
Ab1
= HA ⊗H(k)b1 (H
(k)
b2C
= H
(k)
b2
⊗HC).
Then, we write the reduced state σABC = ⊕kρ(k)Ab1 ⊗ ρ
(k)
b2C
= σ
(N)
N−1, where the
direct sum is with respect to region B, and ρ
(k)
Ab1
(ρ
(k)
b2C
) is supported on H
(k)
Ab1
(H
(k)
b2C
). The operator σ
(N)
N−1 is nothing but the original one, σ
(N)(K), where we
have traced the last spin. Now, if we trace all the spins in region C but the first
one, we obtain (C.3).
Definition C.3. We will denote by Qk the projector onto H
(k)
b1
⊗H(k)b2 .
Note that in the proof of Lemma C.2, the direct sum structure is derived
for σ
(N)
N−1 and not for σ
(N). That is, we always trace at least one spin from the
chain. This is why in the whole Section 4.4 we have to deal with simple tensors,
i.e. that when we trace a spin none of the elements of a BNT are eliminated.
Appendix C.2.1. Case I: K injective
In this subsection we will assume K to be an injective NT generating MP-
DOs. In order to emphasize this fact, we will denote the tensor by K. The fact
that it is injective implies that [compare (25)]
(C.4)
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which will be used in some of the proofs. In the next subsection we will relax
this condition and consider general simple tensors.
One of the main purposes of this subsection is to relate SAL and ZCL with
the existence of an isometry, U , and tensors rk, lk, such that [compare Theorem
4.9]
(C.5)
with
ηk,h = ≥ 0 (C.6)
and
tr(lk) = |Φ)ak, (C.7a)
tr(rk) = bk(Ψ| (C.7b)
with
(Ψ|Φ) = 1, (C.8a)∑
k
akbk = 1. (C.8b)
Let us recall that a non-negative matrix –i.e. a matrix with non-negative
elements– is called primitive [37] if there exist some finite n0 such that 〈k|Tn0 |h〉 >
0 for all k, h. For a primitive matrix, limn→∞(Tn)k,h = akbh for some real num-
bers ak and bh.
Lemma C.4. If K fulfills SAL, there exist an isometry, U , and tensors rk, lk,
such that (C.5), with (C.6), and the non-negative matrix defined by
Tk,h = tr(ηk,h) (C.9)
is primitive.
Proof. Since K fulfills SAL, we can use the characterization of Lemma C.2.
Now, we project the second spin using Qk, and apply the map K−1 to the first
and third spin of σ
(N)
3 . We denote by
Xα,β = (C.10)
and
Qktr1,3
[
(Xα1,β1 ⊗ 12 ⊗Xα3,β3)σ(N)3
]
Qk = A
(k)
α1,β1
⊗B(k)α3,β3 (C.11)
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where A
(k)
α1,β1
= tr1(Xα1,β1ρ
(k)
Ab1
) and similarly with B
(k)
α3,β3
. Taking (C.2) for
σ
(N)
3 , and using (C.4) in the computation of the lhs of (C.11) we get
A
(k)
α1,β1
⊗B(k)α3,β3 = mβ3,α3 (C.12)
with
mβ,α = (C.13)
It is clear that we can always choose α and β such that mβ,α 6= 0 [since otherwise
σN−3(K) would vanish]. Thus we can write
(C.14)
for some tensors rk and lk. The direct sum structure refers to the physical (ver-
tical) indices, as it is inherited from the splitting of the space HB defined above.
The isometry U just changes the local basis such that in each subspace defined
by Qk, we have the tensor product structure H
(k)
b1
⊗H(k)b2 . In the following, we
will work in that basis, by defining σ˜ = U†⊗Nσ(N)(K)U⊗N ≥ 0.
We proceed by defining
ηk,h = (C.15)
Then, according to (C.14) we have
0 ≤ [Qk1 ⊗ . . . QkN ] σ˜ [Qk1 ⊗ . . . QkN ] = ⊗Nn=1ηkn,kn+1 (C.16)
with kN+1 = k1. It is then clear that the η’s can be chosen positive semidefinite.
We define now
Tk,h = tr(ηk,h) ≥ 0, (C.17)
and thus it is a non-negative matrix. We can always find some finite integer n
such that we can write Tn = ⊕xT (x), where T (x) is primitive for each x [37]
(since by blocking we can get rid of the p-periodic components, as it is in the
case of CPMs; see discussion after Eq.(15)). For simplicity, we will assume that
n = 1, but the proof can be easily generalized to an arbitrary n. Thus, we can
39
split the different k in disjoint sets, Sx, so that ηk,k′ = 0 if k is in a different set
than k′. Thus, we can write
σ˜ = ⊕xσ˜x (C.18)
where each
σ˜x = ⊕k1,...,kN∈Sx ⊗Nn=1 ηkn,kn+1 . (C.19)
The tensors generating each σ˜x must be locally orthogonal (see Definition 3.5),
since they correspond to different k’s. This is incompatible with the fact that
K is injective, unless there is a single x, i.e. T is primitive. This last statement
can be proven as follows: assume that there are two values of x = 1, 2. Then
we can find two orthogonal projectors, P1,2 with P
(1)
1 σ˜P
(1)
2 = P
(1)
2 σ˜P
(1)
1 =(
P
(1)
1 ⊗ P (2)2
)
σ˜
(
P
(1)
1 ⊗ P (2)2
)
= 0, where the superscript indicates on which
spin they are acting on. Since K is injective, we can use (C.4) to obtain
= 0 (C.20)
It is now relatively easy to show that this is incompatible with the fact that K is
injective. For that, let us denote by A1,2 the linear spaces of matrices generated
by tr(XP1,2KP1,2), respectively, for all X. According to the first two conditions
in (C.20), the linear space of matrices generated by tr(XK), A, is A1 + A2.
Furthermore, the last condition in (C.20) implies that A1A2 = 0, and thus A
cannot be the whole set of matrices, from which we conclude that K cannot be
injective. This statement also holds if there are more than two values of x.
So far we have not introduced the condition of ZCL. It will restrict the
properties of the tensors rk and lk defined in (C.14). For the next proposition
we need to define
(C.21)
where the tensors are the ones used to build up the η’s in (C.15). Note that
Tkh = (rk|lh). (C.22)
Lemma C.5. If K fulfills both SAL and ZCL, then there exist two vectors, Φ,
and Ψ and real numbers, ak, bk, such that (C.7) and (C.8).
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Proof. According to Definition 4.2 and (C.22), ZCL implies∑
k
|lk)(rk| =
∑
k,h
Tk,h|lk)(rh|. (C.23)
Thus,
tr(TN ) = tr(T ) =
∑
k
(rk|lk) (C.24)
for all N . Using the theory of fixed points of non-negative matrices [37], and
taking into account that T is primitive (see Lemma C.4), this in turn implies
that T has one eigenvalue equal to one and the rest are zero, so that Tk,h = akbh,
where ak, bh are real numbers and that tr(T ) = 1, which results in (C.8b). We
also conclude that∑
k
|lk)(rk| =
[∑
k
ak|lk)
][∑
h
bh(lk|
]
∝ |Φ)(Ψ| (C.25)
where we have chosen (Φ|Ψ) = 1. Then each of the terms in the sum has to be
also proportional to |Φ)(Ψ|, so that we have (C.7). Since Tk,h = (lk|rh) = akbh,
we have the rest of the statements of the lemma.
Putting together lemmas C.4 and C.5, we have
Corollary C.6. If K fulfills both SAL and ZCL, there exist an isometry, U ,
tensors rk and lk, vectors Φ and Ψ, and real numbers ak, bk such that (C.5),
with (C.6), (C.7), and (C.8).
This last corollary gives us the structure of the tensors fulfilling both SAL
and ZCL. Now we characterize the MPDO generated by those tensors. We will
show that they are GSNNCG (see Definition 72).
Proposition C.7. The MPDO generated by a K, fulfilling (C.5), (C.6), (C.7),
and (C.8), has the form
σ(N)(K) ∝ e−
∑N
n=1 hn,n+1 , (C.26)
where hn,n+1 act on nearest neighbors and commute, i.e. [hn−1,n, hn,n+1] = 0;
furthermore, K has ZCL.
Proof. We define
σ˜ = U†⊗Nσ(N)(K)U⊗N . (C.27)
Using (75) we have
σ˜ = ⊕k1,...,kN
[⊗Nn=1ηkn,kn+1] (C.28)
Here, the physical Hilbert space of each spin is decomposed as Hn = ⊕kH(k)L,n⊗
H
(k)
R,n and ηkn,kn+1 ≥ 0 is acting on H(kn)R,n ⊗H(kn+1)L,n+1 . If we trace the second spin
in ηk,h,
tr2(ηk,h) = (C.29)
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so that the range of this trace is independent of the value of h. The same
thing applies if we trace the first spin. This implies that ηk,h has full rank in
H
(k)
R,n⊗H(h)L,n+1. Thus, we can take the logarithm of ηk,h, and define it as −h˜k,h.
Therefore, we can write [compare (C.28)]
σ˜ = ⊕k1,...,kN e−
∑N
n=1 h˜
(kn,kn+1)
n,n+1 (C.30)
where h˜
(kn,kn+1)
n,n+1 acts on the n-th and n + 1-th spins. By defining hn,n+1 =∑
kn,kn+1
h˜
(kn,kn+1)
n,n+1 it is a simple exercise to show that this expression can indeed
be written as (C.26), where the isometry U is included in the definition of the
h’s. It is also straightforward that the h commute with each other. Furthermore,
(C.6), (C.7), and (C.8) immediately imply that K has ZCL, since
=
∑
k
akbk|Φ)(Ψ| = |Φ)(Ψ| (C.31)
where we have used (C.8b). This matrix has rank one according to (C.8a) and
is thus idempotent.
Now we show that:
Proposition C.8. If K generates MPDOs of the form (C.26) then it fulfills
SAL.
Proof. Let us divide the chain into four regions, A, B, C, and D, containing
m − 1, 1, N − m − 1, and 1 subsequent spins, respectively, and by HX (X =
A,B,C,D) the corresponding Hilbert spaces. Since the Hamiltonians h com-
mute, we can use the characterization of [35, 39]; we divide HB = ⊕kH(k)b1 ⊗H
(k)
b2
,
and define Rk as the projector onto the subspace labeled by k. We thus have
hm−1,m =
∑
k
h˜
(k)
Ab1
(C.32a)
hm,m+1 =
∑
k
h˜
(k)
b2C
(C.32b)
m−2∑
n=1
hn,n+1 = h˜A (C.32c)
N∑
n=m+1
hn,n+1 = h˜C (C.32d)
where h˜
(k)
Ab1
acts on HA ⊗ H(k)b1 , h˜
(k)
b2C
on H
(k)
b2
⊗ HC , h˜A on HA and h˜C on
HC ⊗HD. Denoting further
ρ
(k)
Ab1
= Rke
−h˜A−h˜(k)Ab1Rk (C.33a)
ρ
(k)
b2C
= Rke
−h˜C−h˜(k)b2CRk (C.33b)
42
we can rewrite (C.26) as
e−
∑N
n=1 hn,n+1 =
∑
k
Rke
−∑Nn=1 hn,n+1 = ⊕kρ(k)Ab1 ⊗ ρ(k)b2C (C.34)
where Rk is acting on the spin in region B, and commutes with all the terms.
Thus, the MPDO precisely adopts the form which saturates the strong subaddi-
tivity inequality between regions A, B, and C [40], i.e. SABC+SB = SAB+SBC ,
which immediately implies I1 = Im, and thus SAL.
Now we prove a proposition that relates these results to RFP, as defined in
Definition 4.1.
Proposition C.9. If K fulfills both SAL and ZCL, then there exist two tpCPM,
T and S so that
(C.35)
Proof. Using Corollary C.6 we can use the fact that the tensor has the form
(C.5), with (C.6), (C.7), and (C.8). We will ignore the isometry U from now
on, as it does not add anything to the problem. Given the direct sum structure
in (C.5), in order to be more concise, for each subspace labeled by k we will
separate the left and right spaces and call them subspins. For instance, if we
have three spins, 1, 2, and 3, we will talk about the first left subspin, 1l, or
the second right subspin, 2r. We define the map T as the composition of three
tpCPM, T = T2T1T0. The first one, T0, transforms two spins into a single one,
whereas T1 transforms one into three. In each orthogonal subspace, k, the first
performs a trace in subspins 1r and 2l, and it is thus explicitly a tpCPM. The
second one, T1, introduces two operators η. More explicitly,
T1(X) =
∑
k,h
Tk,h
[
(Qlk ⊗Qrh)X(Qlk ⊗Qrh)
]
(C.36)
Here the Ql,rk are projectors on the left and right subspaces corresponding to
the index k, and
Tk,h(X) = 1
akbh
X ⊗ [⊕l (ηk,l ⊗ ηl,h)] . (C.37)
This is also a tpCPM, the trace-preserving property being a consequence of
1
akbh
∑
l
tr(ηk,l)tr(ηl,h) = 1 (C.38)
where we have used that tr(ηk,h) = akbh and (78). Finally, T2 just shifts in each
subspace labeled by the different k’s, some of the subspins. More explicitly,
T2(X1lk1⊗X1rh1X2lk2⊗X2rh2X3lk3⊗X3rh3) = X1lk1⊗X1rk2 ⊗X2lh2X2rk3 ⊗X3lh3⊗X3rh1 . (C.39)
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In summary, we have
(C.40)
In a similar way, we build S out of three tpCPM, S = S2S1S0. The first
one, S0 in each subspace just takes the trace of the subspins 1r, 2l, 2r and 2l.
The second one,
S1(X) =
∑
k,h
Sk,h
[
(Qlk ⊗Qrh)X(Qlk ⊗Qrh)
]
(C.41)
where
Sk,h(X) = 1
akbh
X ⊗ ηk,h, (C.42)
so that, again, S1 is a tpCPM. The last one S2 performs a shift similar to T2,
S2(X1lk1 ⊗X1rh1X2lk2 ⊗X2rh2) = X1lk1 ⊗X1rk2 ⊗X2lh2X2rh1 . (C.43)
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and so it is tpCPM. We have
(C.44)
Appendix C.2.2. Case II: K simple
Now we move to the more general case. The idea is to show that this case
can be reduced to the injective one. Thus, from now on we will consider a
tensor K, generating MPDO, and that is both simple and in biCF. We will use
calligraphic letters, K, to denote elements of a BNT. In case there are several
elements, Kj , we will use indistinguishably
(C.45)
The strategy to prove Theorem 4.9 in general will be to first show that the
elements in a BNT of K fulfill
= 0 if x 6= y, (C.46)
and then that each of them generates MPDO and fulfills SAL and ZCL, so that
we can use the results proven in the previous section. In particular, we will
relate those properties to GSNNCH (see Definition 4.8):
σ(N) ∝ ⊕xnxe−
∑N
j=1 τj(h
(x)). (C.47)
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where nx are natural numbers and the h
(x) acts on the first two spins, τj trans-
lates the spins by an amount j, and [h(x), τ1(h
(x))] = 0.
Let us start out by showing that ZCL implies that the µj,q do not depend
on q.
Lemma C.10. A simple tensor, K, generating a MPDO and fulfilling ZCL,
must have for all q, µj,q = µj in its CF (23).
Proof. We just have to apply the Definition 4.2 and use (23), so that
(C.48)
since this cannot be zero, we conclude the proof.
According to this lemma, we can include the µj in the definition of the BNT,
Kj , and explicitly represent this tensor in CF as follows [compare (23)]:
(C.49)
Since K is in biCF (2.8), there exists another tensor, K−1, such that
(C.50)
Note that this implies that
(C.51)
so that we recover the original tensor after applying K−1.
We will need first some intermediate lemmas:
Lemma C.11. If K fulfills SAL, there exist orthogonal projectors, Pj such that∑
i
Pi = 1, (C.52)
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and
= 0 if j 6= j′ or i 6= j (C.53)
Proof. As K fulfills SAL, we can use Lemma C.2, and thus σ
(N)
3 must have
the form (C.3). Thus, there exist some projectors, Qk (see Definition C.3) that
project onto each of the subspaces labeled by k, fulfilling∑
k
Qk = 1. (C.54)
We will now show that
= 0 if k 6= k′ (C.55)
and that for each k there exists a unique j, such that
6= 0 (C.56)
We then define Sj as the set of k’s such that (C.56) holds. As a consequence
that for each k there exists a unique j fulfilling (C.56), these sets are disjoint,
and their union is the whole set of k’s. Thus, defining
Pj =
∑
k∈Sj
Qk (C.57)
we will have that they are orthogonal projectors fulfilling (C.52). Furthermore,
(C.53) will follow immediately. Thus, from now on we just have to prove (C.55)
and (C.56).
Using the fact that K is simple, for each j we can always find values of the
indices, αj , βj , such that
m˜j = 6= 0 (C.58)
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We can also find some N such that qj =
∑
q µ
N
jq 6= 0. We will consider that N
from now on, and denote by mj = qjm˜j 6= 0. Following a similar path as in
Lemma C.4, we define
Xj,α,β = (C.59)
and apply them to the first and third spin of σ
(N)
3 , together with the projectors
Qk and Qk′ to the second one, obtaining
δk,k′A
(k)
j,α ⊗B(k)j′,β = Qktr1,2
[
(Xj,βj ,α ⊗ 12 ⊗Xj′,β,αj′ )σ(N)3
]
Qk′ (C.60)
where A
(k)
j,α = tr1(Xj,βj ,αρ
(k)
Ab1
) and similarly with B
(k)
j′,β . Taking (C.2) (with K
instead of K) for σ(N)3 , and using (C.50) in the computation of the rhs of (C.60)
we get
δk,k′A
(k)
j,α ⊗B(k)j′,β = δj,j′mj (C.61)
This is the main equation from which we can derive all the desired results. First,
taking j = j′, if k 6= k′ for all α, β, the lhs vanishes, so that we must have (C.55).
Let us denote by
O
(k)
j = (C.62)
Now, for all k = k′ there must be some j = j′, α and β such that the rhs is
non-zero, since otherwise the whole Qkσ
(N)
3 Qk would vanish, which wlog can be
assumed to be different from zero. Thus, for each k there exists at least one jk
such that O
(k)
jk
does not vanish. Let us now show that there cannot be another
j 6= jk with the same property. Since O(k)jk does not vanish, using (C.61) we
conclude that there is some α = αk such that A
(k)
jk,αk
6= 0. Using again (C.61)
we conclude that for any j 6= jk and β, B(k)j,β = 0. Thus, A(k)j,α ⊗ B(k)j,β = 0 for
all α, β, and from (C.61) we obtain that O
(k)
j = 0 as well, as we claimed, and
which concludes the proof.
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Proposition C.12. If K fulfills SAL and ZCL, then the BNT’s fulfill (C.46),
and for each of them there exist an isometry, U , tensors rk and lk, vectors Φ
and Ψ, and real numbers ak, bk such that (C.5), with (C.6), (C.7), and (C.8).
Proof. As shown in the previous lemma, there exist orthogonal projectors Pj
fulfilling (C.52) and (C.53). From those properties, one can easily show that
(C.63)
which immediately implies (C.46). Next, we will show that each BNT element
Kj generates MPDO, and fulfills SAL and ZCL. Then, applying Corollary C.6,
we will conclude the proof.
The fact that each Kj generates a MPDO can be shown as follows. Let us
define
σ
(N)
j (K) = P
⊗N
j σ
(N)(K)P⊗Nj = njσ
(N)(Kj) (C.64)
where we have used (C.63) and Lemma C.10, and where nj is the number of
blocks with index j. From this identity, we have that σ(N)(Kj) ≥ 0.
In order to show that each BNT fulfills SAL, let us divide a chain of N
spins into four regions, A,B,C, and D, containing m − 1, 1, N −m − 1, and 1
consecutive spins, respectively. We can write
σ(N)(K) = ⊕jP (B)j σ(N)(K)P (B)j = ⊕jσ(N)j (K) (C.65)
where the projectors are applied to the spin in region B only, and we have
used (C.63). Let us denote by pj = tr[σ
(N)
j (K)] ≥ 0, by SjX the entropy of
σ
(N)
j (K)/pj in region X, and by Hp = −
∑
j pj log pj . We will also denote by
SX the entropy of σ
(N)(K) in region X. Given that the different σ
(N)
j (K) are
supported on different subspaces in region B, we can write
SX = Hp +
∑
j
pjS
j
X . (C.66)
Now, using the fact that K fulfills SAL, and thus I1 = Im for m < bN/2c, this
implies SABC + SB = SAB + SBC . Using (C.66) we obtain∑
j
pj(S
j
ABC + S
j
B) =
∑
j
pj(S
j
AB + S
j
BC). (C.67)
Together with the strong subadditivity inequality for each of the σ
(N)
j (K), i.e.
SjABC + S
j
B ≤ SjAB + SjBC (C.68)
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this implies that for each j, the (C.68) must be fulfilled as an equality, if one
of them would be strictly smaller, then it would be impossible to have (C.67).
Subtracting SjN on each side of the equality we obtain that the mutual informa-
tion is independent of m, and thus that each σ
(N)
j (K)/pj saturates the area law.
Using the relation between σ
(N)
j (K) and σ
(N)(Kj) given in (C.64), we conclude
that each Kj fulfills SAL. Furthermore, since K has ZCL then using the CF
(C.49) it is obvious that each Kj must also have ZCL.
Next, we prove the following
Proposition C.13. If the BNT’s of K fulfill (C.46), and (C.5), with (C.6),
(C.7), and (C.8), then the MPDO generated by K have the form (C.47).
Proof. Given (C.46) and Lemma C.10, we can write
σ(N)(K) = ⊕jnjσ(Kj), (C.69)
where nj is an integer. The rest follows directly from Proposition C.7 since,
according to the previous proposition, each Kj fulfills SAL and ZCL.
Now we show
Proposition C.14. If K generates MPDO of the form (C.47) then it fulfills
SAL.
Proof. Using Proposition C.8 to each of the terms in the direct sum we have
that each Kj fulfills SAL. Since the direct sum is local, this also applies to the
whole K.
Proposition C.15. If K fulfills SAL and ZCL then there exist two tpCPM T
and S fulfilling (C.35).
Proof. The proof follows in the same way as that of Proposition C.9 by first
projecting into each local subspace labeled by j.
Now we are at the position of proving Theorem 4.9:
Proof. i ⇒ ii by Proposition C.1. ii ⇒ iii by Proposition C.12. iii ⇒ iv by
Proposition C.13. iv ⇒ ii by Proposition C.14. iii ⇒ v by Proposition C.15
where the tpCPM are T 2 and S2.
Appendix C.3. Proof of Proposition 4.13.
In order to prove it, we will need the following Lemma about MPV.
Lemma C.16. Let A be a tensor in CF generating a family of MPV, with local
Hilbert space Hd. Let Y, Z be operators on Hd If Y1V (N)(A) = Z1V (N)(A) for
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all N (where Y1, Z1 means that the operators are located in the first spin) –
graphically
then
Proof. Let us consider the CF decomposition of A given in (20a). The hypoth-
esis implies that
for all W ∈ span{⊕j,qµj,qXj,qAjX−1j,q }N . That is, calling
,
Proposition 2.9 ensures that(∑
q
µNj,q
)
tr[WjA
Y
j ] =
(∑
q
µNj,q
)
tr[WjA
Z
j ]
for all j, all blocks Wj of W , and all N . By choosing N so that
∑
q µ
N
j,q 6= 0,
which exists by Lemma A.5, we get that AYj = A
Z
j for all j and from there the
desired result.
We can now prove Proposition 4.13.. Let us first restate it.
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Proposition. A tensor M˜ in CF, generating MPDO, is also in CF vertically.
Moreover, there exists an isometry U such that
UM˜U† =
⊕
α
µα ⊗Mα, (C.70)
where µα are diagonal and positive matrices, and {Mα}α is a BNT.
Proof. Let us first show that for all projector P so that PM˜ = PM˜P , we have
that P⊥M˜P = 0.
Let us denote by H(N) = H(N)(M˜) the MPDO generated by M˜ in the
horizontal direction. That is
H(N)(M˜) = (C.71)
Imagine there exists a projector P so that PM˜ = PM˜P . Then
PH(N) =
= PH(N)P = (PH(N)P )† = H(N)P (C.72)
By assumption, M˜ is in CF in the horizontal direction. Then, Lemma C.16
gives P⊥M˜P = 0 as desired.
The next step is to show that there are no p-periodic vectors. If this were
the case, there would exist an orthogonal projector Q so that QH(N) 6= H(N)Q
for all N but
Q
[
H(N)
]p
=
[
H(N)
]p
Q for all N. (C.73)
But since H(N) is semidefinite positive, (C.73) implies that QH(N) = H(N)Q
for all N , which is the desired contradiction.
It only remains to show that there exists an isometry U so that
UM˜U† =
⊕
α
µα ⊗Mα
where the µα are positive diagonal matrices and the Mα a BNT for M˜ in the
vertical direction.
Since M˜ is in CF in the vertical direction, it can be written as⊕α,kµα,kXα,kMαX−1α,k.
Let us denote by Pα,k the projector selecting the sector α, k in such direct sum.
Then, since M˜ was also in CF in the horizontal direction, there exists an N so
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that 0 6= Pα,kH(N)Pα,k ≥ 0. Its trace is then µα,kdα > 0, where
(C.74)
Since wlog µα,1 > 0 for all α, we can conclude that dα > 0 and hence µα,k > 0.
We now finish if we show that
X†α,kXα,k = ωα,kX
†
α,1Xα,1 for all k. (C.75)
Since we can always choose wlog Xα,1 = 1 for all α, this would imply that
1√
ωα,k
Xα,k = Uα,k.
Since the Xα,k are defined up to a constant, we are done.
Let us prove then (C.75). Using that Pα,kH
(N)Pα,k is self-adjoint and that
µα,k > 0 we arrive at
(C.76)
Using that M˜ is in CF in the horizontal direction together with Lemma C.16
we get :
(C.77)
But since Mα is a NT in the vertical direction, we obtain (C.75) for a (nec-
essarily positive) constant ωα,k.
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Appendix C.4. Proof of Theorem 4.14
Let us restate for convenience here Theorem 4.14
Theorem. Given a tensor M in CF that generates MPDO, the following state-
ments are equivalent:
(i) M is a RFP.
(ii) There exists a set of diagonal matrices, χα,β,γ , with positive elements,
such that for each L the operators OL(Mα) linearly span an algebra with
structure coefficients c
(L)
α,β,γ = tr(χ
L
α,β,γ):
OL(Mα)OL(Mβ) =
∑
γ
c
(L)
α,β,γOL(Mγ), (C.78)
and
mγ =
∑
α,β
c
(1)
α,β,γmαmβ (C.79)
where mα = tr(µα). That is, the vector (mα)α is an idempotent for the
“multiplication” induced by c(1).
(iii) There exist isometries, Uα,β, such that
Uα,βMαMβU
†
α,β = ⊕γχα,β,γ ⊗Mγ , (C.80)
where χα,β,γ are the same as in the previous statement, and (C.79) is
fulfilled.
Proof. (i)⇒ (ii) and (iii). By Proposition 4.13, both
(C.81)
are in CF in vertical direction. So, up to isometries that can be absorbed in the
T and S appearing in the RFP property, they can be written as ⊕αµα⊗Mα and
⊕βνβ ⊗ Aβ , respectively, where {Mα}α and {Aβ}β are BNT with dimensions
d1α and d
2
β , respectively, and µα, νβ are diagonal positive matrices with mα =
tr[µα] and nβ = tr[νβ ]. Let us define the C
∗-algebras A1 = ⊕αMd1α×d1α andA2 = ⊕βMd2β×d2β and the operators
R1 : A1 −→ ⊕αspan{µα} ⊗Md1α×d1α , (C.82)
R2 : A2 −→ ⊕βspan{νβ} ⊗Md2β×d2β , (C.83)
R˜1 : ⊕αspan{µα} ⊗Md1α×d1α −→ A1 (C.84)
R˜2 : ⊕βspan{νβ} ⊗Md2β×d2β −→ A2 (C.85)
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by
R1(⊕αXα) = ⊕α µα
mα
⊗Xα (C.86)
R2(⊕βYβ) = ⊕β νβ
nβ
⊗ Yβ (C.87)
R˜1(⊕αλαµα ⊗Xα) = ⊕αλαmαXα (C.88)
R˜2(⊕βδβνβ ⊗ Yβ) = ⊕βδβnβYβ (C.89)
Let us call T˜ = R˜2TR1 : A1 → A2 and S˜ = R˜1SR2 : A2 → A1, where T, S
are the tpCPM in the definition of RFP. Let us show that S˜T˜ is the identity
in A1 and T˜ S˜ the identity in A2. For that we note that T˜ (⊕αmαMα(X)) =
⊕βnβAβ(X) and S˜(⊕βnβAβ(X)) = ⊕αmαMα(X), where
(C.90)
Hence ⊕αmαMα(X) is contained in the set of fixed points F of S˜T˜ . By [34,
Theorem 6.14], F has the form
F = U [0r ⊕k ρk ⊗Mhk×hk ]U† (C.91)
for a unitary U . Given a vector subspace V of MD×D and L ∈ N, we call
CL(V ) = span(V
L) = span{v1v2 · · · vL : vi ∈ V }. (C.92)
Since V = {⊕αmαMα(X) : X} ⊂ F , we have that CL(V ) ⊂ CL(F) for all L.
But Proposition 2.9 guarantees that for some L, CL(V ) = A1. Moreover
CL(F) = U
[
0r ⊕k ρLk ⊗Mhk×hk
]
U† . (C.93)
This clearly implies that F = A1 and hence S˜T˜ is the identity in A1.
A similar argument proves that T˜ S˜ the identity in A2.
Reasoning as in [38, Theorem 8] we get that (after relabeling of blocks
that can be absorbed in the definition of T and S), A1 = A2 and T˜ (⊕Xα) =
⊕αUαXαU†α, S˜(⊕Yα) = ⊕αU†αYαUα for some unitaries Uα.
Now
⊕α να ⊗Aα(X) = T (⊕αµα ⊗Mα(X)) = (C.94)
= R2T˜ R˜1(⊕αµα ⊗Mα(X)) = ⊕αmα
nα
να ⊗ UαMα(X)U†α (C.95)
from where we conclude (remember we did a relabeling of blocks)
Aα =
mα
nα
UαMαU
†
α , ∀α (C.96)
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Then, if we denote (C.81.(b)) by B, we get that OL(B) can be written
simultaneously as
OL(B) =
∑
γ
mLγ
nγ
tr[νLγ ]OL(Mγ) (C.97)
and
OL(B) =
∑
α,β
tr[µLα]tr[µ
L
β ]OL(Mα)OL(Mβ) (C.98)
From here, it is easy to see that a BNT for
(C.99)
must contain necessarily only elements of the form eiθα,β,γZα,β,γMγZ
−1
α,β,γ so
that
(C.99) = ⊕γχα,β,γ ⊗ Zα,β,γMγZ−1α,β,γ (C.100)
for a diagonal matrix χα,β,γ . This gives (C.78). Reasoning as in Proposition
4.13 we get that χα,β,γ are positive and Zα,β,γ unitaries. It only remains to
show (C.79). By plugging (C.100) into (C.98) we get
∑
γ
mLγ
nγ
tr[νLγ ]OL(Mγ) = (C.101)
= OL(B) =
∑
α,β,γ
tr
[
(µα ⊗ µβ ⊗ χα,β,γ)L
]
OL(Mγ) (C.102)
Since the Mγ form a BNT, for all γ and for all sufficiently large L,
tr
[(
mγ
nγ
νγ
)L]
=
∑
α,β
tr
[
(µα ⊗ µβ ⊗ χα,β,γ)L
]
(C.103)
By Lemma A.5, for all γ the set {mγnγ νγ,k}k coincides with the set {µα,k1µβ,k2χα,β,γ,k3}α,β,k1,k2,k3
(note that all coefficients are positive). In particular, summing over all indices
we get (C.79).
Clearly (iii)⇒ (ii) so it only remains to show that (ii)⇒ (i).
As above, we consider (C.81) and write them, up to conjugation by unitaries,
as ⊕αµα ⊗Mα and ⊕βνβ ⊗Aβ . (C.78) implies that for all L,∑
γ
tr[νLγ ]OL(Aγ) =
∑
α,β,γ
tr
[
(µα ⊗ µβ ⊗ χα,β,γ)L
]
OL(Mγ) (C.104)
Since both Aγ and Mγ are BNT, this implies that, up to relabeling,
Aγ = e
iθγZγMγZ
−1
γ (C.105)
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By Proposition 4.13 eiθγ = 1 and Zγ = Uγ is unitary. Since, for sufficiently large
L, OL(Aγ) = OL(Mγ) are linearly independent, and all coefficients νγ,k, µα,k1 ,
µβ,k2 , χα,β,γ,k3 are positive, Lemma A.5 implies that for all γ the set {νγ,k}k
coincides with the set {µα,k1µβ,k2χα,β,γ,k3}α,β,k1,k2,k3 . If we sum in all indices
we get that
tr[νγ ] =
∑
k
νγ,k =
∑
α,β,k1,k2,k3
µα,k1µβ,k2χα,β,γ,k3 = (C.106)
=
∑
α,β
mαmβc
(1)
α,β,γ = mγ (C.107)
by (C.79). We can now define T = R˜2T˜R1 where
• R1 : Md×d −→ ⊕γMdγ×dγ is defined by R1(X) =
∑
γ trγ,1[PγXPγ ],
being Pγ the projector on the corresponding sector of the decomposition
⊕µγ⊗Mγ and trγ,1 the partial trace on the first subsystem of that sector.
• T˜ : ⊕γMdγ×dγ −→ ⊕γMdγ×dγ is just conjugation by ⊕γUγ and
• R˜2 : ⊕γMdγ×dγ −→Md×d⊗Md×d is given by R˜2(⊕γXγ) = ⊕γ νγmγ ⊗Xγ .
It is clear that T (⊕γµγ ⊗Mγ) = ⊕γνγ ⊗ Aγ as desired in the definition of
RFP.
Similarly we can define S = R˜1S˜R2 where
• R2 :Md×d⊗Md×d −→ ⊕γMdγ×dγ is defined byR2(X) =
∑
γ trγ,1[QγXQγ ],
being Qγ the projector on the corresponding sector of the decomposition
⊕νγ ⊗Aγ and trγ,1 the partial trace on the first subsystem of that sector.
• S˜ : ⊕γMdγ×dγ −→ ⊕γMdγ×dγ is just conjugation by ⊕γU†γ and
• R˜1 : ⊕γMdγ×dγ −→Md×d is defined by R˜1(⊕γXγ) = ⊕γ µγmγ ⊗Xγ .
It is clear that S has the property S(⊕γνγAγ) = ⊕γµγMγ as desired in the
definition of RFP. This finishes the proof of Theorem 4.14.
Appendix D. Additional results
In this Appendix we elaborate on some of the definitions and results ob-
tained in this paper. In particular, we give alternative definitions of RFP, and
exploit the relation between commuting Hamiltonians and the fact that certain
correlation functions vanish.
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Appendix D.1. Alternative definitions of RFP
There are in principle other possible definitions of RFP for a tensor. The
results of this paper show that the chosen ones seem to be the right ones, given
their clear connection with relevant physical notions such as zero-correlation
length, saturation of the area law, commuting Hamiltonians or topological prop-
erties of boundary theories. It is however worth mentioning other possibilities
and their limitations.
The first possibility would be to allow in Definition 4.1 that the maps T and
S introduce a gauge transformation in the virtual level of the MPDO.
(D.1)
In the pure case, where T and S are unitary conjugations, Definition (D.1)
coincides with Definition 4.1 for tensors in CF as the following argument shows.
(D.1) implies that E2 is similar to E and hence both must have eigenvalues 1 and
0 exclusively. By going to CFII, one may assume wlog that E is contractive for
the trace norm and hence a standard argument [28] shows that the eigenvalue
1 cannot have non-trivial Jordan blocks. Using that Ek is similar to E for all k
one gets that the eigenvalue 0 cannot have non-trivial Jordan blocks either. As
a consequence E2 = E and, by the characterization given in Theorem 3.10, the
tensor is an RFP.
Unfortunately we do not know whether for mixed states a similar argument
can be applied and Definition (D.1) coincides with Definition 4.1. We leave it
as an interesting open question.
Another possibility could be to impose that T and S are given by unitary
conjugations also in the mixed case. Graphically,
(D.2)
for some P ≥ 0.
This definition is, however, too strong and many of the interesting examples
arising from string-net models would not be covered. The reason is that, with
(D.2), the rank of the associated MPDO of N sites must grow with N as rsN−1
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for natural numbers r, s. Boundary theories of many string-net models, such as
the Fibonacci model, cannot have such behavior. As an illustration, let us see
it for one of the elements in the BNT of the boundary theory associated to the
Fibonacci model. Concretely, the one corresponding to the vacuum [23]. The
tensor A has bond dimension 2 and three physical qubits that we call ijk. For
each qubit, the ket index is equal to the bra index (the tensor A generates MPDO
which are diagonal in the computational basis). Therefore, A gets defined by
the elements Aijkα,β and the generated MPDO are given by ρ
(N)(A) =∑
i1,j1,k1,...,iN ,jN ,kN
tr(Ai1,j1,k1 · · ·AiN ,jN ,kN )|i1j1k1 · · · iN jNkN 〉〈i1j1k1 · · · iN jNkN | .
(D.3)
All we will need here is that Aijkα,β = δi,αδk,βNijk and Nijk = 0 if and only if
exactly two of the i, j, k are 0; otherwise Nijk > 0. (This corresponds to the
fusion rules of the Fibonacci model.) Let us see that
rank(ρ(N)(A)) = τ2N+ + τ
2N
− . (D.4)
where τ± = 1±
√
5
2 . It is trivial to check that τ
2N
+ +τ
2N
− is not of the form rs
N−1.
Denote by xnαβ the rank of the MPDO of length n generated by A with left
and right boundary conditions given by α, β ∈ {0, 1} respectively:∑
i1,j1,k1,...,iN ,jN ,kN
(α|Ai1,j1,k1 · · ·AiN ,jN ,kN |β)|i1j1k1 · · · iN jNkN 〉〈i1j1k1 · · · iN jNkN | .
(D.5)
Clearly, the xn satisfy the following recurrence relations:
xn00 = x
n−1
00 + x
n−1
01
xn01 = x
n−1
00 + 2x
n−1
01
xn10 = x
n−1
10 + x
n−1
11
xn11 = x
n−1
10 + 2x
n−1
11 .
Let us call xn to the vector (xn00, x
n
01, x
n
10, x
n
11). We have x
1 = (1, 1, 1, 2), xn =
xn−1A = x1An−1 with
A =

1 1 0 0
1 2 0 0
0 0 1 1
0 0 1 2
 .
Diagonalizing
B =
(
1 1
1 2
)
we obtain B = PDP−1 with P t = P−1 and
D =
(
τ2+ 0
0 τ2−
)
, P =
 1√1+τ2+ 1√1+τ2−τ+√
1+τ2+
τ−√
1+τ2−
 .
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Since we are considering periodic boundary conditions, the rank of ρ(N) is ex-
actly xn00 + x
n
11 =
x1
(
P 0
0 P
)(
Dn−1 0
0 Dn−1
)(
P t 0
0 P t
)
1
0
0
1
 . (D.6)
Using the defining property τ2± = τ± + 1 it is a straightforward computation to
verify that (D.6) is exactly
τ2N+ + τ
2N
− .
Appendix D.2. General relations between NNPCH and correlation functions
In Section 3 (see Theorem 3.10) we have shown that for a spin chain, ZCL
of a tensor is equivalent to the existence of a NNPCH for the generated states.
In this appendix we show that there is a deeper relation between those concepts
which is independent of the dimension or the fact that states are generated by
tensor networks.
Let us consider a spin system in any dimension and two disjoint regions,
A and B. We are interested in analyzing the correlations between operators
acting on those regions for certain states. We will denote by X the spins not
included in A or B, and by HA,X,B , the corresponding Hilbert spaces. We will
also denote by HAX = HA ⊗ HX , and by HXB = HX ⊗ HB . Let us consider
KAXB , a subspace of the whole Hilbert space and denote by PAXB the projector
onto that subspace.
Definition D.1. Given a subspace KAXB we say that regions A and B are
decorrelated if for all observables OA,B acting on HA,B, respectively,
PAXBOAP
⊥
AXBOBPAXB = 0. (D.7)
Note that we can equivalently write
〈ϕ|OAP⊥AXBOB |ϕ′〉 = 〈ϕ|OBP⊥AXBOA|ϕ′〉 = 0 (D.8)
for all ϕ,ϕ′ ∈ KAXB . In particular, if the subspace has just one vector, ϕ, we
will have
〈OAOB〉 = 〈OA〉〈OB〉 (D.9)
where the expectation value is taken with respect to ϕ. This definition of cor-
relations has been used, for example, in [41].
Our aim is to connect this concept of correlations with the fact that KAXB
is the ground space of certain Hamiltonian, H, whenever A and B are not
neighbors. We take H local in the sense that it can be written as H = QAX +
QXB , where QAX (QXB) acts on HAX (HXB). We will consider frustration-free
problems, so that we can take wlog QAX and QXB to be projectors. We will
denote by KAX and KXB the kernels of QAX and QXB , respectively.
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Definition D.2. Given a subspace KAXB we say that it corresponds to a parent
commuting Hamiltonian if there exist two projectors, QAX and QXB, acting on
HAX and HXB respectively, such that
[QAX , QXB ] = 0, (D.10a)
KAXB = (KAX ⊗HB) ∩ (HA ⊗KXB) (D.10b)
Note that the last property (D.10b) means that KAXB coincides with the
ground subspace of H = QAX + QXB . In the following we will show that the
two definitions given above are equivalent.
Proposition D.3. Given the subspace KAXB, it corresponds to a parent com-
muting Hamiltonian if and only if regions A and B are decorrelated.
Proof. (if): Let us denote by KAX the support of trB(KAXB) and by KXB
the support of trA(KAXB), and by PAX and PXB the corresponding projectors.
Obviously, if ϕ ∈ KAXB we will have
|ϕ〉 = PAX |ϕ〉 = PXB |ϕ〉 (D.11)
so that
PαPAXB = PAXBPα = PAXB . (D.12)
where α = AX,XB. Now, we choose orthonormal bases {ai} ∈ HA, {bi} ∈ HB ,
{αi} ∈ HAX and {βi} ∈ HXB . We can always find some vectors ϕa,i, ϕb,i ∈
KAXB , a˜i ∈ HA and b˜i ∈ HB such that
|αi〉 = 〈b˜i|ϕb,i〉, (D.13a)
|βi〉 = 〈a˜i|ϕa,i〉. (D.13b)
We can thus write
PAX ⊗ 1B =
∑
i,j
〈b˜i|ϕb,i〉〈ϕb,i|b˜i〉 ⊗ |bj〉〈bj |
=
∑
i,j
|bj〉B〈b˜i|ϕb,i〉〈ϕb,i|b˜i〉B〈bj |, (D.14a)
1A ⊗ PXB =
∑
i′,j′
|aj′〉〈aj′ | ⊗ 〈a˜i′ |ϕa,i′〉〈ϕa,i′ |a˜i′〉
=
∑
i′,j′
|aj′〉A〈a˜i′ |ϕa,i′〉〈ϕa,i′ |a˜i′〉A〈aj′ | (D.14b)
where we have used the subindices A,B in order to emphasize that the operators
act on the corresponding regions. Using these expressions we have
PXBPAX = PXBPAXBPAX = PAXB ,
PAXPXB = PAXPAXBPXB = PAXB . (D.15)
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where we have used (D.12) as well as (D.8) with ϕ = ϕb,i, ϕ
′ = ϕa,i′ , OA =
|aj′〉〈a˜i′ | and OB = |b˜i〉〈bj |. We thus arrive at PAXPXB = PXBPAX , which
implies (D.10a) if we define QAX and QXB through
PAX = 1−QAX , (D.16a)
PXB = 1−QXB . (D.16b)
Furthermore, from (D.11) it immediately follows that
KAXB ⊆ (KAX ⊗HB) ∩ (HA ⊗KXB) . (D.17)
The converse relation can be proven as follows. Let us take any ϕ ∈ KAX ⊗HB
and ϕ ∈ HA ⊗KXB . Thus,
|ϕ〉 = PAX |ϕ〉 = PBX |ϕ〉 = PXBPAX |ϕ〉 = PAXB |ϕ〉, (D.18)
where we have used (D.15). Thus, ϕ ∈ KAXB .
(only if): Let us define (D.16a,D.16b), and P = PAXPXB . Given that
KAXB ⊆ (KAX ⊗HB) ∩ (HA ⊗KXB) we have that if ϕ ∈ KAXB , then (D.11)
and thus (D.12). We have to show that
P = PAXPXB = PAXB (D.19)
In such case, for any OA,B acting on HA,B , respectively, we have:
PAXBOAP
⊥
AXBOBPAXB = PAXBPXBOAP
⊥
AXBOBPAXPAXB
= PAXBOAPXBP
⊥
AXBPAXOBPAXB = 0 (D.20)
since PXBP
⊥
AXBPAX = PXB(1 − PAXB)PAX = PAXB − PAXB = 0, where
we have used (D.19) and (D.12). In order to show (D.19), we recall that since
[PAX , PXB ] = 0, P must be a projector itself, i.e. P = P
† = P 2. Furthermore, if
PAXB |ϕ〉 = |ϕ〉, then we have (D.11) and thus P |ϕ〉 = |ϕ〉. Conversely, if P |ϕ〉 =
|ϕ〉 then QAX |ϕ〉 = QXB |ϕ〉 = 0, so that ϕ ∈ (KAX ⊗HB)∩ (HA ⊗KXB). But
then, according to (D.10b) ϕ ∈ KAXB so that PAXB |ϕ〉 = |ϕ〉.
References
References
[1] F. Verstraete, J. I. Cirac, V. Murg, Adv. Phys. 57,143 (2008).
[2] J. I. Cirac and F. Verstraete, J. Phys. A: Math. Theor. 42, 504004 (2009).
[3] S. R. White, Phys. Rev. Lett. 69, 2863 (1992).
[4] U. Schollwoeck, Rev. Mod. Phys. 77, 259 (2005).
[5] D. Perez-Garcia, M.M. Wolf, M. Sanz, F. Verstraete, J.I. Cirac, Phys. Rev.
Lett. 100, 167202 (2008).
62
[6] L. Tagliacozzo, A. Celi, M. Lewenstein, Phys. Rev. X 4, 041024 (2014).
[7] J. Haegeman, K. Van Acoleyen, N. Schuch, J. I. Cirac, F. Verstraete, Phys.
Rev. X 5, 011024 (2015).
[8] N. Schuch, J.I. Cirac, D. Perez-Garcia, Annals of Physics 325, 2153 (2010).
[9] M.B. Sahinoglu, D. Williamson, N. Bultinck, M. Marin, J. Haegeman, N.
Schuch, and F. Verstraete, arXiv:1409.2150.
[10] X. Chen, Z.-C. Gu, Z.-X. Liu, X.-G. Wen, Phys. Rev. B 87, 155114 (2013).
[11] X. Chen, Z.-C. Gu, X.-G. Wen, Phys. Rev. B 83, 035107 (2011).
[12] N. Schuch, D. Perez-Garcia, J. I. Cirac, Phys. Rev. B 84, 165139 (2011)
[13] F. Pollmann, A. M. Turner, E. Berg, M. Oshikawa, Phys. Rev. B 81, 064439
(2010).
[14] F. Verstraete, J.I. Cirac, J.I. Latorre, E. Rico, M.M. Wolf, Phys. Rev. Lett.
94, 140601 (2005).
[15] G. Vidal, Phys. Rev. Lett. 99, 220405 (2007).
[16] Z.-C. Gu, M. Levin, X.-G. Wen, Phys. Rev. B 78, 205116 (2008).
[17] G. Evenbly, G. Vidal Phys. Rev. Lett. 115, 180405 (2015); ibid. 115, 200401
(2015).
[18] Z.-C. Gu, Z. Wang, X.-G. Wen, Phys. Rev. B 91, 125149 (2015).
[19] A. Kitaev, Ann. Phys. 303, 2 (2003),
[20] M.A. Levin, X.-G. Wen, Phys. Rev. B 71, 045110 (2005).
[21] F. Verstraete, J. I. Cirac, (2004), cond-mat/0407066; F. Verstraete, J. I.
Cirac, Phys. Rev. B 73, 094423 (2006).
[22] F. Verstraete, M. M. Wolf, D. Perez-Garcia, J. I. Cirac, Phys. Rev. Lett.
96, 220601 (2006); D. Perez-Garcia, F. Verstraete, J. I. Cirac, M. M. Wolf,
Quant. Inf. Comp. 8, 650 (2008).
[23] N. Bultinck, M. Marin, D. J. Williamson, M. B. Sahinoglu, J. Haegeman,
F. Verstraete, arXiv:1511.08090.
[24] J. I. Cirac, D. Poilblanc, N. Schuch, Frank Verstraete, Phys. Rev. B 83,
245134 (2011).
[25] S. Ryu, J. E. Moore, A. W. W. Ludwig, Phys. Rev. B 85, 045104 (2012).
[26] N. Schuch, D. Poilblanc, J. I. Cirac, D. Perez-Garcia, Phys. Rev. Lett. 111,
090501 (2013).
63
[27] D. Perez-Garcia, F. Verstraete, M.M. Wolf, J.I. Cirac, Quantum Inf. Com-
put. 7, 401 (2007).
[28] M. Fannes, B. Nachtergaele, R. F. Werner, Commun. Math. Phys. 114
(1992), 443-490.
[29] M. Sanz, D. Perez-Garcia, M.M. Wolf, J.I. Cirac, IEEE Trans. Inf. Theory
56 (2010) 4668-4673.
[30] F. Verstraete, J.J. Garcia-Ripoll, J.I. Cirac, Phys. Rev. Lett. 93, 207204
(2004).
[31] M. Zwolak and G. Vidal, Phys. Rev. Lett. 93, 207205 (2004).
[32] H. Li, F.D.M. Haldane, Phys. Rev. Lett. 101, 010504 (2008).
[33] G. De las Cuevas, T. S. Cubitt, J. I. Cirac, M. M. Wolf, D. Perez-Garcia,
arXiv:1512.05709.
[34] M.M. Wolf, Quantum Channels and Operations: Guided Tour; available at
http://www-m5.ma.tum.de/Allgemeines/MichaelWolf.
[35] S. Beigi, J. Phys. A: Math. Theor. 45 (2012) 025306.
[36] M.M. Wolf, F. Verstraete, M.B. Hastings, J.I. Cirac, Phys. Rev. Lett. 100,
070502 (2008).
[37] R.A. Horn, C. R. Johnson, Matrix Analysis, Cambridge University Press,
(1985).
[38] M.M. Wolf, D. Perez-Garcia, arXiv:1005.4545.
[39] S. Bravyi, M. Vyalyi, Quantum Inf. and Comp., Vol. 5, No. 3 (2005) pp.187-
215.
[40] P. Hayden, R. Jozsa, D. Petz, A. Winter, Commun. Math. Phys.,
246(2):359-374, 2004.
[41] M.B. Hastings and T. Koma, Commun. Math. Phys. 265, 781 (2006).
64
