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RÉSUMÉ
Le but de ce projet de maitrise était d’implémenter la procédure SPH à l’intérieur du code
de physique de réacteur du Idaho National Laboratory (INL), qui fonctionne sur le code
d’éléments finis MOOSE. Précédant ce projet, le INL ne possédait pas de procédure de cor-
rection de sections efficaces, autre que l’utilisation de la méthode SPH par le code DRAGON.
La création de ce projet vient du manque de flexibilité du code DRAGON dont le INL avait
besoin.
L’objectif premier de ce projet fut d’implémenter la méthode SPH pour l’équation de diffusion
neutronique avec la normalisation de flux traditionnelle, Selengut et “True Selengut” et d’en
tester les capacités. Le deuxième visait la dérivation des équations de transport SPH ainsi
que leur implémentation pour produire les premiers résultats sur des problèmes complexes.
En se basant sur des articles théorisant la correction en transport, nous avons implémenté
la correction SPH pour les équations de transport en calcul SN et PN . La correction SPH
fût testée sur des assemblages de réacteur à eau pressurisée où les résultats obtenus avec la
correction de transport sont simliaires mais non supérieurs à ceux obtenus avec l’équation de
diffusion. Par contre, nous pensons que l’implémentation de la correction des équations de
transport permettera d’obtenir des meilleurs résultats dans les problèmes où la résolution en
méthode SN ou PN sont nécessaires.
Une conséquence additionnelle de cette recherche fût l’implémentation d’une nouvelle méth-
ode de résolution du problème SPH non linéaire. Jusqu’au moment présent, la procédure
SPH fût résolue au travers de la méthode de Picard, soit une méthode itérative de point-
fixe, tandis que la nouvelle implémentation utilise la méthode “Preconditioned Jacobian-Free
Newtron Krylov” (PJFNK) qui était déja présente au sein de MOOSE pour directement ré-
soudre le probléme non linéaire. Cette nouvelle méthode de résolution présente une réduction
de temps de calcul d’un facteur approchant 50 et qui genère des facteurs SPH équivalents
à ceux obtenus avec la méthode itérative avec un critère de convergence très strict, soit
 < 10−8.
La méthode SPH résolue avec PJFNK permet aussi de résoudre des problèmes qui contiennent
des conditions frontières de vide ou des matériaux réflecteurs, des cas où la méthode itérative
traditionnelle ne peut converger. Dans les cas où la méthode PJFNK ne permet pas de
converger, nous avons élaboré une méthode hybride qui combine la méthode iterative et
PJFNK. Pour ce faire, la méthode itérative est utilisée pour forcer la condition initiale de la
méthode PJFNK à se situer à l’intérieur du rayon de convergence des méthodes de Newton.
vCette nouvelle méthode de résolution fût testée avec grand succès sur un modèle simplifié
du réacteur TREAT du INL, un problème comportant de très larges réflecteurs en graphite
ainsi que des conditions frontières de vide. Pour démontrer la puissance de la méthode SPH
résolue avec PJFNK sur des problémes plus communs, la correction SPH fût appliquée avec
succès sur un modèle simplifié d’un coeur de réacteur à eau pressurisée suivant les normes
BEAVRS, possèdant 15 assemblages ainsi que des réflecteurs en eau. Ces deux résultats
ouvrent la possibilité d’utiliser la méthode SPH avec PJFNK sur des coeurs ou réacteurs
entiers pour rapidement calculer des sections efficaces corrigées qui permettront de faire des
calculs multi-physiques ou même évoluant dans le temps.
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ABSTRACT
The goal of this thesis was to implement the SPH homogenization procedure within the
MOOSE finite element framework at INL. Before this project, INL relied on DRAGON to do
their SPH homogenization which was not flexible enough for their needs. As such, the SPH
procedure was implemented for the neutron diffusion equation with the traditional, Selengut
and true Selengut normalizations. Another aspect of this research was to derive the SPH
corrected neutron transport equations and implement them in the same framework. Following
in the footsteps of other articles, this feature was implemented and tested successfully with
both the PN and SN transport calculation schemes. Although the results obtained for the
power distribution in PWR assemblies show no advantages over the use of the SPH diffusion
equation, we believe the inclusion of this transport correction will allow for better results in
cases where either PN or SN are required.
An additional aspect of this research was the implementation of a novel way of solving the
non-linear SPH problem. Traditionally, this was done through a Picard, fixed-point iterative
process whereas the new implementation relies on MOOSE’s Preconditioned Jacobian-Free
Newton Krylov (PJFNK) method to allow for a direct solution to the non-linear problem.
This novel implementation showed a decrease in calculation time by a factor reaching 50
and generated SPH factors that correspond to those obtained through a fixed-point iterative
process with a very tight convergence criteria:  < 10−8.
The use of the PJFNK SPH procedure also allows to reach convergence in problems contain-
ing important reflector regions and void boundary conditions, something that the traditional
SPH method has never been able to achieve. At times when the PJFNK method cannot
reach convergence to the SPH problem, a hybrid method is used where by the traditional
SPH iteration forces the initial condition to be within the radius of convergence of the New-
ton method. This new method was tested on a simplified model of INL’s TREAT reactor, a
problem that includes very important graphite reflector regions as well as vacuum boundary
conditions with great success. To demonstrate the power of PJFNK SPH on a more common
case, the correction was applied to a simplified PWR reactor core from the BEAVRS bench-
mark that included 15 assemblies and the water reflector to obtain very good results. This
opens up the possibility to apply the SPH correction to full reactor cores in order to reduce
homogenization errors for use in transient or multi-physics calculations.
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1CHAPTER 1 INTRODUCTION
The precise modeling of nuclear reactors is a recent feat rendered possible by the advancement
of computational methods based on solutions of the Boltzman transport equation (BTE)
(Alain Hébert, 2016). However, nuclear reactors are still too complex to allow high resolution
modeling. As such, regions within the reactor must be homogenized together to decrease the
number of regions and allow for a reasonable representation without requiring too high a
computational cost. However, the act of homogenizing a region usually creates errors that
stem from the loss of information and fine details. There exist techniques of homogenization
that aim to reduce the errors induced by said homogenization and even to correct it after
the homogenization takes place. One such technique is the Superhomogénéisation method
which is the subject of this thesis.
1.1 The MOOSE Framework
This research project was conducted at the Idaho National Laboratory, an energy laboratory
in the U.S.A. The INL, birthplace of the first electricity producing nuclear reactor, naturally
has a very strong and devoted nuclear research group. It is also the birthplace of the finite
element framework MOOSE (Gaston et al., 2009), on which all of their new codes are built
(Gaston et al., 2014). The appeal of MOOSE lies in its simplicity and the fact that multi-
physics capabilities are easily incorporated within the code. As such, not only does INL
have it’s own neutronics solvers, it also has very strong multi-physics tools related to nuclear
energy, such as fuel depletion and thermal hydraulics tools. However, the laboratory does not
have a tool which allows for the correction of homogenized cross sections; instead they used
the SPH procedure that is included within the open source ”École Polytechnique de Montréal“
(EPM) code, DRAGON (Marleau et al., 2014). Although DRAGON allowed corrected cross
sections, this research project was put into place to further advance the research on the SPH
method and allow the INL to possess it’s own cross section correction tool.
The Multiphysics Object-Oriented Simulation Environment (MOOSE) is a finite-element
framework with advanced multi-physics capabilities (Gaston et al., 2009). Mainly developped
at INL, it is an open-source software written in object-oriented C++ that uses some of the
most advanced non-linear solving methods available, found in the PETSc toolkit. (Balay
et al., 2015). MOOSE is appealing as it is not only a framework, but also acts as a code
development tool. Indeed, users are encouraged to contribute to the development of the code
by adding new physics and capabilities within the framework (Gaston et al., 2014). These
2changes, which must be approved by the main development team, help to rapidly improve
this multi-physics tool. Each module, or application, within MOOSE is usually named after
an animal. INL’s nuclear reactor analysis code is named MAMMOTH (Gleicher et al., 2014)
and encompasses other applications such as the fuels perfomance code BISON (Williamson
et al., 2012) and the YAK multigroup radiation transport module which is embedded within
the radiation transport solver Rattlesnake (Wang, 2013), as seen in Figure 1.1, which was
taken from (Gaston et al., 2014).
Figure 1.1 Flowchart of the dependencies between MOOSE and its applications. Image taken
from (Gaston et al., 2014).
Rattlesnake was originally a radiation SN transport application but has since evolved to
include other calculations schemes such as diffusion and the PN transport method (Wang,
2013). It now allows for many different calculation methods, such as continuous and disconti-
nous finite-elements applied to diffusion, the SAAF formulation of the PN and SN transport
equations and others. When a user calls for the nuclear reactor analysis code MAMMOTH,
the calculation scheme is passed through Rattlesnake, which indicates to the YAK module
which boundary conditions and kernels to add to the problem that will then be solved by
MOOSE. The end product of MAMMOTH is straightforward; the user fills an input deck
describing the mesh and the calculation scheme with a few options, calls upon MAMMOTH
and automatically the problem is set up and solved by MOOSE.
31.2 Objective of the Thesis
The type of reactor analysis considered at INL requires solving the deterministic equations
that govern the behaviour of neutrons. As previously mentioned, reducing the size of the
problems is required for the numerical methods to be used in a realistic fashion to simulate a
nuclear reactor. To do this, the infinite spectrum of neutron energy is condensed to a number
of energy groups and some of the many regions within a reactor are homogenized together.
Reducing the errors that stem from spatial homogenization is suggested in order to model
the reactor in the most accurate way possible; the Superhomogénéisation (SPH) method is
one of the tools that allow this correction.
Since the Idaho National Laboratory has such a diverse area of study when it comes to
reactors, the implemented SPH method needed to be flexible, and yet robust, to account for
the many types of reactors that might be designed or studied. As such, the SPH procedure
was written to be a part of the MAMMOTH application within the MOOSE framework.
The first goal of the implementation of the SPH procedure within MOOSE entailed the
neutron diffusion equation. There exist many pieces of literature about this specific subject
and no new development was made as to the process of implementing this method. The
second aspect of this research project was the derivation and application of the SPH method
to the neutron transport equations for both the PN and SN schemes. A full derivation and
testing of this method was never previously accomplished, but no reasoning existed that
claimed that this implementation would not work.
Although the main goal was to apply the SPH method to the diffusion and transport equa-
tions, another primary concern at INL was its use with reflector regions. The SPH procedure
is known not to converge when dealing with problems that contain large regions of reflectors
or boundary conditions that are not reflective. As such, an important part of this thesis was
to devise a method that would allow the correction of problems which include important
reflector regions and vacuum boundary conditions.
1.3 Contents of the Thesis
In this thesis, spatial homogenization methods are reviewed and the reader is introduced to
the SPH homogenization method in the literature review of Chapter 2. The basis of the
SPH method is described in Chapter 3, followed by the derivation of the SPH corrected
neutron diffusion and transport equations, starting at Section 3.3. The novel approach to
solving the SPH problem using a Preconditioned Jacobian-Free Newton Krylov (PJFNK)
method is described in chapter 3.5. Some observations about the SPH method, such as its
4issues with reflectors are found in Section 3.7. Chapter 4 presents all the results generated
for this thesis. This includes results pertaining to diffusion and transport SPH, as well as
the comparisons with the novel PJFNK SPH method and tests run on bigger, more difficult
problems. Not only has the SPH procedure shown to be well implemented, it also allows
for the solution of problems which were until now unsolvable. This includes problems with
large reflector regions and vacuum boundary conditions. Finally, Chapter 5 concludes the
thesis, summarizing the results obtained, suggesting new research avenues for the testing of
this method and presenting new ways in which the SPH method may be used. An appendix
is also found that documents the derivation of the even and odd parities of the neutron
transport equations.
5CHAPTER 2 LITTERATURE REVIEW
2.1 Equivalence Theory
To accurately predict the behaviour of nuclear reactors, the flux distribution acquired from a
fine heterogeneous calculation is required. Even though computing power is rapidly increas-
ing, taking into account the many heterogeneous nuclear properties is still too expensive for
full-core calculations. To realistically reproduce the heterogeneous results, equivalent homog-
enized nuclear properties, such as cross sections, are considered to act as new parameters.
These equivalent parameters are used in homogenized equations to reproduce the important
results such as neutron leakage, reaction rates and eigenvalues from the original heteroge-
neous calculation. A homogenized parameter, such as the flux or a reaction rate, within a
region m is noted as:
αm =
∫
Vm
α(~r)dV∫
Vm
dV
(2.1)
Since the behaviour of nuclear properties is greatly dependent on many factors, the homoge-
nization process inherently leads to a loss of information when compared to the heterogeneous
problem. As such, the values obtained from a homogenized calculation can only reproduce
the global or averaged values from the heterogeneous scenario. Since the homogenous prop-
erties aim to reproduce the heterogeneous results of a full-core model, it is implied that the
full solution is known, thus rendering the homogenization process obsolete. To circumvent
this problem, heterogenous calculations are done on smaller domains of the core that pro-
duce reference values that are then used to calculate the homogenized properties. However,
since each smaller domain is modelled independently of its neighbours, errors arise when the
full-core problem is constructed with these new properties. As such, the introduction of new
parameters to insure that the homogenized properties accurately reproduce the heterogeneous
results of the full model is needed. For example, a conventional homogenization procedure
consists of flux-volume weighing the cross sections, as represented by equation (2.2) where
V represents the volume and φ the neutron flux. To generate these new cross sections, a
lattice code solves the transport equation, condenses the energy groups and calculates the
flux-weighed cross sections.
Σ¯ =
∫
dE
∫
dV Σ(~r, E)φ(~r, E)∫
dE
∫
dV φ(~r, E) (2.2)
6There are currently two widely used homogenization techniques that aim to properly repro-
duce the heterogeneous reactor. Both these techniques are based on equivalence theory which
states that, for each macro region in the homogenized reactor calculation, the averaged fluxes
and reaction rates are to be in agreement with the heterogenous calculation. For a detailed
overview of the different types of homogenization methods, we direct the reader towards a
state-of-the-art publication written by Sanchez (2009) or another by Smith (1986).
2.2 Generalized Equivalence Theory
The first method, expanding on equivalence theory, is called Generalized Equivalence Theory
(GET) (Smith, 1986). Smith added another degree of freedom to the equations to allow the
conservation of more than just averaged reaction rates and fluxes. This new parameter,
called “discontinuity factor” (DF), allows for the conservation of neutron flux or currents at
the boundaries. A DF is calculated at each boundary, for each energy group and is defined
as:
fgik =
φ¯hetgik
φ¯homgik
, (2.3)
where φ¯hetgik indicates the averaged heterogeneous reference flux, in energy group g, at the
boundary k of cell i. Once the DFs have been calculated, continuous homogenized fluxes can
be enforced across boundaries so that:
φgikfgik = φgjkfgjk, (2.4)
where k is the common boundary between cell i and j. Using this technique and flux-weighed
cross sections, the transport equation is solved for the homogeneous system.
The use of DFs can also be applied to the conservation of currents by simply changing the
flux to inbound or outbound currents in equations (2.3) and (2.4). Instead of preserving the
averaged boundary currents, it is possible to homogenize using an assembly averaged current.
This method can be done by fixing the value of the global averaged flux by multiplying the
assembly surface flux by a certain constant:
φ¯ = 4J±, (2.5)
from which the homogenized cross section becomes:
7Σ¯ = τ4V J±
(2.6)
The application of DFs has its advantages and disadvantages. Although DFs produce good
results in highly heterogeneous assemblies, the computational memory needed to do so is
high,S since a DF factor must be calculated and stored for every cell surface. This heavy
memory usage makes difficult the use of DF for tridimensional pin-by-pin calculations. This
homogenization process also has to explicitly take into account each discontinuity factor
when solving the neutron equations over the full core whereas other methods allow for simpler
modifications. A limiting aspect of this method also relies with the availability of solver codes
with the capability of using discontinuous fluxes to solve the neutron transport equations. In
our case, the diffusion and transport calculation schemes use continuous solutions at nodes,
making the use of DF impossible since every DF factor will be 1.
2.3 The Superhomogénéisation Method
The second widely used homogenization procedure, which is the main subject of this thesis,
is called the Superhomogénéisation (SPH) method. First described by Kavenoky (1978) and
later generalized by Hébert (Alain Hébert, 1981; Hébert and Benoist, 1991; Hébert, 1993;
Hébert and Mathonnière, 1993), it introduces a new homogenization parameter, the SPH
factors, to correct homogenized cross section errors. These SPH factors are applied to each
averaged cross section to exactly reproduce the heterogeneous calculation’s reaction rate. For
each macro region and energy group, there is a unique SPH factor to be calculated and used
that does not need to be further stored. This procedure is a fixed-point iterative method,
which takes place between the main transport solver and the cross section modification step
and thus does not require to modify the already available full-core solvers.
The neutron diffusion equation is used, henceforth, to explain the SPH method. A common
practice in homogenizing a problem consists in the flux-volume weighing of cross sections for
each macro region m and energy group g:
Σ¯m,g =
τ refm,g
Vmφ
ref
m,g
(2.7)
This basic case preserves the reaction rate, and to preserve more properties, such as neutron
leakage, another degree of freedom is needed. The SPH factor µ is introduced, which is
unique for each macro region and energy group. The averaged cross section and diffusion
coefficient are corrected by applying the SPH factor as shown by equations (2.8) and (2.9):
8Σ˜m,g = µm,gΣ¯m,g (2.8)
D˜m,g = µm,gD¯m,g (2.9)
where the SPH factors are defined as:
µm,g =
φrefm,g
φ˜m,g
(2.10)
In diffusion theory, every cross section and diffusion coefficient are to be multiplied by the
SPH factor to conserve neutron balance, whereas the fluxes are to be divided by µ:
φ˜m,g =
1
µm,g
φ¯m,g (2.11)
The multi-group neutron diffusion equation to be solved is then:
−∇ · D˜m,g∇φ˜g + Σ˜m,gφ˜g = χg
keff
G∑
g′=1
˜νΣfm,g′φ˜g′ +
G∑
g′ 6=g
Σ˜g←g′s,m φ˜g′ (2.12)
At the boundaries of the problem, a reflective boundary condition is imposed:
∇φ˜g ·Nm = 0 (2.13)
where Nm is the normal at the boundary of macro region m.
The SPH technique can be reduced to these few steps:
1. Calculation of the SPH factors following equation (2.10). If at the first iteration, the
factors are all set to one.
2. Correction of the cross sections.
3. Solving the diffusion equation for the fluxes.
4. Normalization of the fluxes.
5. Calculation of the new SPH factors.
6. Verification of the convergence criteria between two sets of SPH factors.
9If convergence of the SPH factors is not met at step 6, the procedure starts again at step 1.
It is important to note that the SPH factors are to be calculated with the normalized fluxes
at all times.
The use of this method is efficient for only some types of geometries. For example, the
regions within the assembly to homogenize cannot be too similar, or the SPH factors become
1 and this method has no effect. In contrast, if the assembly is highly heterogeneous with
important flux discrepancies, this method cannot accurately take into account these large
variations, causing significant errors unless the number of homogenized regions is high enough.
Otherwise, for simple assemblies, this SPH method works well to reproduce reaction rates
and eigenvalues. The neutron transport equations can also be used in order to solve solve
for the neutron flux in the same general manner as with the diffusion equations.
The SPH method is solved using a fixed source problem and the lack of constraints on the
SPH factors allows for an infinite number of solutions. As such, a normalization condition
must be imposed to obtain a unique set of SPH factors. In the original SPH technique, the
averaged flux over the complete geometry is preserved by the equivalence procedure (Hébert,
1993):
∑
m
Vmφ˜m,g =
∑
m
Vmφ
ref
m,g (2.14)
where Vm is the volume of region m, so that the normalized fluxes become:
φ˜′g = φ˜g
∑
m Vmφ
ref
m,g∑
m Vmφ˜m,g
(2.15)
Another choice of normalization was proposed by Hébert and Mathonnière (1993) and another
with the same intent by Yamamoto et al. (2004a), which can be used to improve the results
for some geometries. By using the reference boundary assembly flux as the weight function
for the flux normalization, flux continuity at the interface between two assemblies is ensured.
This method is called Selengut normalization. Instead of using equation (2.15) at step 4 of
the SPH procedure, the following normalization is used:
φ˜′g = φ˜g
φref,boundaryg
∑
m Vm∑
m Vmφ˜m,g
(2.16)
Using this normalization method, the normal SPH procedure is followed to find the final
homogenized flux. In more heterogeneous geometries, this method produces results that are
consistent with the heterogeneous reaction rates and fluxes and is superior to the previously
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proposed normalization. From this point forward, we will call this procedure the Selengut
method and the previous normalization will be called the classic SPH method. When com-
paring the two normalization methods, the Selengut method produces the most accurate
results in heterogeneous geometries where classical SPH quickly reproduces the reference
reaction rates for geometries that aren’t too heterogeneous. A downside with the Selengut
normalization is the requirement of a reference surface flux, which is not necessarily trivial,
even in Monte Carlo codes such as Serpent.
Another proposed method of conserving boundary currents with the SPH method involves
the use of DFs to correct the SPH factors (Yamamoto et al., 2004a). It was recently shown
(Chambon and Hébert, 2015) that this “Improved SPH method” was equivalent to the Se-
lengut normalization: the choice of normalization can be applied during or after the iteration
scheme for the same results. In this sense, it is possible to use a flux-volume normaliza-
tion during the iterative scheme and then renormalize the results to preserve surface flux.
The results (Yamamoto et al., 2004b,a) suggest that the improved SPH method reduces er-
rors in highly heterogeneous calculations over the traditional SPH method. To compare the
methods, a PWR colorset assembly was used but reduced to one dimension for clarity and
simplicity. For less heterogeneous assemblies that are not uniform, the SPH method results
in no error in the absorption rate, while in uniform assemblies the SPH factors become 1 and
errors of up to 1.5% are found. For the improved SPH method, a reduction of the error was
observed in assembly peripheral regions, and overall better results were obtained.
Another group (Chiba et al., 2012) further tested this improved SPH technique and com-
pared the results with both the classical SPH and Selengut methods with the same type of
reactor assembly. They found that between the improved SPH method and the Selengut
normalization, the latter produced the best result: the maximum RMS error for Selengut
was of 0.27% while it was 0.49% for improved SPH. The maximum errors and RMS were all
higher for the improved SPH method. Selengut is also more reliable since it directly forces
conservation of surface neutron flux. Another finding is that the improved SPH method pro-
duces overall better results than the classical SPH method, which is also true of the Selengut
method. These results seem to indicate that using Selengut normalization is preferable for
heterogeneous scenarios. While both methods require the heterogeneous assembly boundary
flux, the improved SPH method requires the corrected cell surface fluxes while the Selengut
method only requires the assembly boundary surface flux. Since our finite element solver
easily produces the latter, only the Selengut normalization method is explored.
It was recently found (Guerin et al., 2011) that the SPH method is not fully compatible with
the simplified PN method. Guérin proposed a correction strategy that consistently corrects
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the cross sections used in any PN or simplified PN method. Later, Hébert found that the
SPH method is no more compatible with other solution techniques of the transport equation
such as the collision probability (CP), interface current (IC) or method of characteristics
(MOC) (Hébert, 2015). The approach proposed by Guérin and Hébert was to modify the
equivalence procedure in such a way that even and odd parity cross sections and fluxes are
corrected differently in a way that maintains neutron balance.
1. To maintain neutron balance, the diffusion equation becomes:
−∇·µm,gDm,g∇φg
µm,g
+µm,gΣm,g
φg
µm,g
= χg
keff
G∑
g′=1
µm,g′νΣfm,g′
φg′
µm,g′
+
G∑
g′ 6=g
µm,g′Σg←g
′
s,m
φg′
µm,g′
(2.17)
2. For the PN method, balance is satisfied for even parity equations when:
µm,gΣt0,m,g
φ0,g
µm,g
+∇ · φ1,g = χg
keff
G∑
g′=1
µm,g′νΣfm,g′
φ0,g′
µm,g′
+
G∑
g′=1
µm,g′Σg←g
′
s,m
φ0,g′
µm,g′
(2.18)
2`
4`+ 1∇ · φ2`−1,g + µm,gΣ
t
0,m,g
φ2`,g
µm,g
+ 2`+ 14`+ 1∇ · φ2`+1,g =
G∑
g′=1
µm,g′Σg←g
′
s,2`,m
φ2`,g′
µm,g′
(2.19)
and for odd-parity PN equations when:
2`+ 1
4`+ 3∇
φ2`,g
µm,g
+
Σt1,m,g
µm,g
φ2`+1,g +
2`+ 2
4`+ 3∇
φ2`+2,g
µm,g
=
G∑
g′=1
Σg←g
′
s,2`+1,m
µm,g
φ2`+1,g′ (2.20)
where Σt0,m,g and Σt1,m,g represent the zeroth and first moment of the total cross section
respectively in macro region m and energy group g.
3. If the flux is calculated from transport theory but not with a PN method, such as with
SN , SPH correction is applied as proposed by Hébert (2015). The corrected within-
group scattering cross sections are now written:
Σ˜g←gs,2`,m = µm,gΣ
g←g
s,2`,m + (1− µm,g)Σt0,m,g (2.21)
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Σ˜g←gs,2`+1,m =
Σg←gs,2`+1,m
µm,g
+
(
1− 1
µm,g
)
Σt1,m,g (2.22)
However, no results were published using these SPH corrected equations. Another similar
approach was attempted with the integro-differential neutron transport equation with some
promising results for one-dimensional problems (Chiba et al., 2012).
2.4 Recent works on SPH method
2.4.1 The Super Equivalence Method
Another method based on SPH was proposed and named Super Equivalence (SPE) method
(Li et al., 2014). The goal here is to force reaction rate, boundary flux and eigenvalue conser-
vation by means of normalization. The plan is to merge the normal SPH and the improved
SPH procedure with another novel normalization. To do so, the cells are homogenized and
the final SPH corrective factor is calculated, named SPE factors and denoted ωm,g. Following
this, the assembly discontinuity factor is calculated using the reference assembly heteroge-
neous surface flux from a Monte Carlo calculation as:
fA,g =
φrefA
φ˜A,g
(2.23)
The SPE factors are then corrected:
ωPm,g =
ωm,k
fm,g
(2.24)
At this point, reaction rates are conserved from the SPH calculation, and the neutron flux is
conserved by the assembly discontinuity factor. Next, conservation of the problem eigenvalue
is enforced by once again modifying the SPE factor with another Monte Carlo calculated
value:
ωRm,g = ωPm,g
khom∞
kMC∞
(2.25)
With this new SPE corrective factor, new cross sections, diffusion coefficients, etc. are
calculated and used to solve for the final homogenized flux. The results obtained for a
simplified MOX PWR core configuration show that for the standard SPH method, there is
again a considerable error at the assembly peripheral regions. Results from the SPE method
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are very similar to those obtained using the SPH technique, except near the assembly limits
where the use of SPE factors drastically reduces the error previously observed. For a 2 and
4 group calculation, SPE produced an RMS error of 1.00% and 0.95% respectively while the
classical SPH produced RMS errors of 3.64% and 0.55%. In the 4 group calculation, although
the error at the boundaries of the problem is reduced with the SPE method, the RMS error
is smaller with the SPH method. This might indicate a cancellation of errors in the SPE
method that is not found with the SPH procedure.
2.4.2 The Iterative Semi-homogenization Method
Another method similar to SPH, called iterative semi-homogenization (ISH), aims to repro-
duce reaction rates and surface currents (Berman, 2013). To do so, it introduces weakly
space-dependent diffusion coefficients within the cells, similar to a finer calculation meshing.
As such, a cell with one cross section and diffusion coefficient is modified to contain multiple
diffusion coefficients. In a one-dimensional problem, Berman uses two diffusion coefficients
per cell, one for each of the boundaries surrounding the cell. The usual flux-volume weighed
cross sections are used which come from a reference calculation, as well as the reference net
surface current along each surface k noted Jg,k.
First, the homogenized neutron diffusion equation is solved for the flux, giving the solution
noted as φˆn for the nth iteration which is then used to calculate the new cross sections and
diffusion coefficients. The net surface current along the surfaces Jˆng,k are also calculated. It is
here that the new diffusion coefficients and cross sections are introduced. The cross sections
to be used for the nth iterative step are defined as:
Σˆng =
τg
V φˆn−1g
(2.26)
Dˆng,1 = Dˆn−1g,1
(
1− α
(
1− Jˆ
n−1
g,1
Jg,1
))
(2.27)
Dˆng,2 = Dˆn−1g,2
(
1− α
(
1− Jˆ
n−1
g,2
Jg,2
))
(2.28)
where α is an arbitrary acceleration factor. The calculation is continued until convergence is
achieved on the fluxes, cross sections and diffusion coefficients. Depending on the value of α,
Berman found that the solution either diverged, or converged slowly. For example, for one
dimensional (1D) tests, it was found that the SPH method converged between 5 and 10 times
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faster than the ISH method. This means higher computational costs associated with this
technique than traditional SPH, especially for pin-by-pin cell calculations in tridimensional
geometries. Tests were performed on sets of simplified LWR cells, in 1D slabs and one energy
group. As expected from the normalization, surface currents between cells were conserved,
and also reproduces well the reaction rate. In all cases, the SPH method produced an exact
eigenvalue while ISH led to a maximum error of 5.8%. Some tests also outline the problem the
SPH method has with conserving the flux. These results also show that for highly asymmetric
problems, ISH still does not perform optimally.
Some of these findings are promising for our research: the Selengut normalization method is
preferred to the improved SPH method. Since the Selengut normalization requires the refer-
ence assembly boundary flux, we can also use the SPE method without large modifications
to our solvers to extract the eigenvalue. Both these techniques also seemingly produce the
most precise results.
2.5 Pin Power Reconstruction
An inherent downside to homogenization is the loss of information related to the original
problem. With the SPH method, the fine flux distributions in the reactor are lost. A pin-by-
pin power reconstruction method was proposed in Fliscounakis et al. (2011) to allow for power
reconstruction for any arbitrarily homogenized geometries. The general idea is that within a
pin p, the homogenized reaction rate τ¯p comes from the product between a reconstructed flux
and a homogenized cross section. The reconstructed flux is a product of the homogenized
diffusion flux times a shape function, which is the ratio between the transport flux φt,∞p and
the diffusion flux φd,∞p calculated for a infinite medium. The reconstructed reaction rate in
pin p is then:
τ¯p = Σ¯pφ¯dp
φt,∞p
φd,∞p
(2.29)
This method was further improved since it was found that simply using the transport and
diffusion fluxes is not sufficient to produce proper power distributions (Chambon and Hébert,
2015). Chambon suggests projecting the flux distribution obtained from the reference cal-
culation onto the polynomial flux shape obtained from the finite element solver to more
accurately reproduce the pin power distribution. Here, there is no need for such pin-power
reconstruction since MOOSE allows for full-core calculations with pincells, which directly
produces the pin power distribution.
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CHAPTER 3 THEORY
3.1 Defining the SPH factors
The Superhomogénéisation (SPH) procedure is a cross section correction method that aims
to preserve total average reaction rate, leakage and eigenvalue within macro regions ob-
tained through a homogeneous calculation with respect to a reference, heterogeneous problem
(Hébert, 1993). The correction is applied to reduce the error that stems from spatial homog-
enization, which modifies the physics of the problem. The SPH corrected cross sections are
defined as the product of the reference cross section in macro region m ∈M , in energy group
g ∈ G, with its respective SPH factor µm,g. There exists a unique SPH factor for each macro
region m and energy group g such that the reaction rate in these regions is preserved:
Σm,g = µm,gΣrefm,g (3.1)
In equation (3.1), the superscript “ref” represents the value obtained using the condensation
and homogenization process.
By definition of the SPH correction, the average reaction rate τm,g is to be preserved:
τ refm,g = τm,g = Σm,gφm,g = Σrefm,gφrefm,g (3.2)
τm,g = µm,gΣrefm,gφm,g = Σrefm,gφrefm,g (3.3)
from which the SPH factors are defined:
µm,g =
φrefm,g
φm,g
. (3.4)
Equation (3.3) shows that the flux φm,g depends on the value of the SPH factor. As such,
this non-linear system is obtained:
µm,g =
φrefm,g
φm,g(µm,g)
. (3.5)
The determination of the SPH factors and their application will be discussed in detail in
16
Section 3.5. At this time, it is only important to know that these SPH factors are to be
applied to the neutron transport equations, which possess M ∗ G equations of which the
fluxes are the solutions. Applying the SPH method to these equations creates a system of
M ∗ G equations with M ∗ G unknowns (fluxes, and thus the SPH factors). This system
allows for either no solution, a unique solution or many solutions. In this case, it is easily
found that an infinite number of sets of SPH factors or scaled solutions of the fluxes satisfy
these equations. To constrain these values to a single set of solutions for a given problem, a
new constraint parameter must be added.
3.2 SPH Normalization Schemes
The set of SPH factors presented at equation (3.3), within a certain energy group, can be
divided by any factor λg and still preserve reaction rates. Indeed, if a cross section is divided
by the said factor λg, the fluxes will be consequently multiplied by the same factor, as seen
in equation 3.4, cancelling out the change:
τ ′m,g = Σ′m,gφ′m,g = Σ′m,g
∫
Vm
dV φ′g∫
Vm
dV
= Σ′m,g
∫
Vm
dV φgλg∫
Vm
dV
= Σm,g
λg
λgφm,g = τm,g (3.6)
This is the same reason for the infite number of solutions to the SPH problem; any solution
flux φg can be scaled by a multiplicative factor and still preserve reaction rate. To obtain
a unique solution, one such multiplicative factor must be defined for each energy group.
However, although scaling the fluxes within a macro region may preserve local reaction rate,
it no longer preserves the total averaged reaction rate. As such, the λ is only defined for each
energy group. This property can be used to define a new set of constraints that will allow
only a unique set of SPH factors as a solution to the problem. These extra constraints will
be added by normalizing the flux before calculating the SPH factors.
3.2.1 Flux-Volume Normalization
The traditional approach to constrain the set of factors λ is to define them in a way that
preserves the domain averaged flux for each energy group g between the homogenized and
reference lattice calculations (Hébert, 1993):
∑
mM
φrefm,gVm =
∑
mM
φ′m,gVm =
∑
mM
λgφm,gVm (3.7)
φ¯refg Vtot = λg
∑
mM
φm,gVm = λgφ¯gVtot (3.8)
17
For this type of normalization, the sets of λg are thus defined as:
λg =
φ¯refg
φ¯g
(3.9)
Applying this normalization to the macro fluxes, the first set of SPH factors that define a
unique solution to the problem is defined as:
µm,g =
φrefm,g
φm,g
φ¯g
φ¯refg
(3.10)
3.2.2 The Selengut Normalization
Another approach for defining a unique set of SPH factors is to add a set of constraints to
guaranty flux continuity between two different assemblies (Hébert and Mathonnière, 1993;
Yamamoto et al., 2004a). Following the logic behind the Flux-Volume normalization, the
domain averaged flux is normalized to the reference boundary flux in each energy group.
The normalization factors are then defined as:
λg =
φref,boundaryg
φ¯g
(3.11)
where “boundary” represents a value at the boundary of the problem. Applying this normal-
ization to the fluxes, another unique set of SPH factors are defined:
µm,g =
φrefm,g
φm,g
φ¯g
φref,boundaryg
(3.12)
3.2.3 The True Selengut Normalization
The Selengut method (Section 3.2.2) was initially proposed for numerical methods that could
not compute the fluxes at the boundary of the domain. For the solvers within MOOSE, this
is not the case. As such, the fluxes are directly normalized to preserve the actual boundary
values between the reference and homogeneous problem:
λg =
φref,boundaryg
φboundaryg
. (3.13)
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Applying this normalization to the fluxes, another unique set of SPH factors is obtained:
µm,g =
φrefm,g
φm,g
φboundaryg
φref,boundaryg
. (3.14)
3.3 The SPH Corrected Neutron Diffusion Equation
The multi-group homogenized neutron diffusion equation is written as:
−∇ ·Dm,g∇φg + Σm,gφg = χg
keff
G∑
g′=1
νΣfm,g′φg′ +
G∑
g′ 6=g
Σg←g′s,m φg′ (3.15)
To preserve global reaction rate, the SPH corrected equation is (Hébert, 1993) :
−∇ · µm,gDm,g∇φg
µm,g
+ µm,gΣm,g
φg
µm,g
= χg
keff
G∑
g′=1
µm,g′νΣfm,g′
φg′
µm,g′
+
G∑
g′ 6=g
µm,g′Σg←g
′
s,m
φg′
µm,g′
(3.16)
From the previous equation, the following rules are set for the SPH correction of the neutron
diffusion equation:
• The diffusion coefficient Dm,g is multiplied by µm,g.
• The removal cross section Σm,g is multiplied by µm,g.
• The scattering cross section terms Σg←g′s,m are multiplied by µm,g′ .
• The fission cross section νΣfm,g′ is multiplied by µm.g′ .
3.4 The SPH Corrected Neutron Transport Equation
Historically, the SPH method has been used with the neutron diffusion equation with satis-
factory results. However, some problems require the use of the transport equation to obtain
correct results since the approximations used to derive the diffusion equation, such as Fick’s
law, are no longer valid. This is the case in mediums that strongly absorb neutrons, where
neutron scattering is strongly anisotropic, neutron streaming regions and in regions neigh-
bouring a neutron source or a material surface (within a few mean free paths). This is the
case in fuel rods, where the gaps also cause problems with the diffusion approximation.
Derivations of the SPH corrected neutron transport equations with the SPN approximation
have been proposed (Guerin et al., 2011; Hébert, 2015) but never tested. Chiba et al. (2012)
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corrected a 1D transport equation using one energy group and found the need to only preserve
the reaction rates which stem from the P0 and P2 components of the angular flux.
The following derivation of the SPH corrected transport equation is done through the PN
approximation since the summation notation is cleaner to work with than the integrals present
in the classical transport equations. As such, the SPH corrected transport equations could
have been derived using the integral notation or even through the SN method. This means
that the following derivation is also correct for any transport scheme, including SN , Simplified
PN (SPN) and method of characteristics (MOC).
The even and odd equations of the multi-group neutron transport equation, treated with the
PN method, are used to describe the SPH correction, which are derived in Appendix A:
even parity : ~Ω · ~∇Ψoddg (~x, ~Ω) + Σtg(~x)Ψeveng (~x, ~Ω) =
G∑
g′
∞∑
` even
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,` (~x)φg′,`,n(~x)Y`,n(~Ω)
+ χg4pi
1
keff
G∑
g′
νΣfg′ (~x)φg′,0,0(~x)
(3.17)
odd parity : ~Ω · ~∇Ψeveng (~x, ~Ω) + Σtg(~x)Ψoddg (~x, ~Ω) =
G∑
g′
∞∑
` odd
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,` (~x)φg′,`,n(~x)Y`,n(~Ω)
(3.18)
where the even and odd moments of the flux are defined as:
Ψeveng (~x, ~Ω) =
(
Ψg(~x, ~Ω) + Ψg(~x,−~Ω)
)
2 (3.19)
Ψoddg (~x, ~Ω) =
(
Ψg(~x, ~Ω)−Ψg(~x,−~Ω)
)
2 (3.20)
and where φg,`,n follows the definition of the spherical harmonics:
∫
4pi
dΩ′Σgx(~x, ~Ω′, ~Ω)Ψg(~x, ~Ω′) =
∞∑
`=0
2`+ 1
4pi
∑`
n=−`
Σgx,`(~x)φg,`,n(~x)Y`,n(~Ω) (3.21)
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The equations (3.17) and (3.18) are now homogenized to replace the space variable ~x by the
region index m, and the use of ~Ω for denoting spatial dependence of the variables is dropped:
even parity : ~Ω · ~∇Ψoddg + Σtm,gΨeveng =
G∑
g′
∞∑
` even
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,`,mφg′,`,nY`,n
+ χg4pi
1
keff
G∑
g′
νΣfg′φg′,0,0
(3.22)
odd parity : ~Ω · ~∇Ψeveng + Σtm,gΨoddg =
G∑
g′
∞∑
` odd
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,`,mφg′,`,nY`,n
(3.23)
Equations (3.22) and (3.23) are now used to determine the best way of applying the SPH
factors. The goal of the SPH method is to preserve global reaction rates, which stems
primarily from the zeroth (even) moments of the angular flux (Guerin et al., 2011). Using
this fact, the SPH correction is first only applied to the cross sections and even fluxes that
appear in the even equations1: the cross sections are multiplied and the even fluxes divided
by their respective SPH factors.
even parity : ~Ω · ~∇Ψoddg + µm,gΣtm,g
Ψeveng
µm,g
=
G∑
g′
∞∑
` even
2`+ 1
4pi
∑`
n=−`
µm,g′Σg←g
′
s,`,m
φg′,`,n
µm,g′
Y`,n
+ χg4pi
1
keff
G∑
g′
µm,g′νΣfg′
φg′,0,0
µm,g′
(3.24)
By preserving the contribution to the reaction rates from the even moments, all the even
fluxes have to be divided by µ. This change also propagates to the odd equations which
become:
1This was a decision we took as there seems to be no physical explanation as to the flux moments we
consider in the reaction rate. However, we have discovered that preserving only the zeroth flux moment’s
contribution to the reaction rate does not allow for a valid SPH correction.
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odd parity : ~Ω · ~∇Ψ
even
g
µm,g
+ Σtm,gΨoddg =
G∑
g′
∞∑
` odd
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,`,mφg′,`,nY`,n
(3.25)
At this point, only the cross sections in the even equations were modified. Since the correction
does not yet apply to the cross sections in the odd equations, the reaction rate pertaining to
these equations is no longer conserved. To do so, every other term of these equations must
be divided by µm,g:
odd parity : ~Ω · ~∇Ψ
even
g
µm,g
+ 1
µm,g
Σtm,gΨoddg =
1
µm,g
G∑
g′
∞∑
` odd
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,`,mφg′,`,nY`,n
(3.26)
These equations correspond to the SPH corrected transport equations. Although this deriva-
tion was done through the PN approximation, this correction scheme is valid for any other
transport method. At this point, the infinite sum over all moments must be truncated to a
certain order N to allow for a numerical solution to the problem using spherical harmonics.
Another attempt at the derivation of the SPH neutron transport equation has been tried
without success. Whereas the previous derivation had the reaction rates conserved within
all the even transport equations, such as in equation (3.24), this other derivation demanded
that only the zeroth moment of the reaction rate is preserved. This was accomplished by
seperating out the zeroth moment of the flux from the rest of the even moments. Using
the same derivation method used previously, a different SPH corrected transport equation
was obtained which was tested to show that it did not preserve reaction rate. Since the
primary source of reaction rate stems from the zeroth (even) moments of the angular flux,
there was no attempt to derive an SPH corrected transport equation where only the reaction
rate stemming from the odd moments of the flux was preserved.
It is important to note that the total cross section in the even and odd equations are corrected
differently; in the even equation (3.24) the total cross section is multiplied by µ whereas in
the odd equation (3.26) the total cross section is divided by µ. This is because we can not
enforce conservation on both the even and odd moments of the angular flux at the same
time. This may cause issues in solvers that do not differentiate between the moments of the
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total cross section, as is the case within Rattlesnake. If this is the case, a modification to
the SPH corrected transport equations is needed to allow for a unique correction to the total
cross section.
3.4.1 Modifying the Total Cross Section
If a modification to the SPH corrected transport equations is in fact needed, we suggest two
correction schemes which are mathematically equivalent. The first consists in having the
total cross section multiplied by µ, in the fashion of the traditionnal SPH method. To do
so, the following terms must be added to both sides of the odd SPH corrected transport
equations (3.26):
µm,gΣtm,gΨoddg −
Σtm,gΨoddg
µm,g
(3.27)
to obtain:
odd parity : ~Ω · ~∇Ψ
even
g
µm,g
+ µm,gΣtm,gΨoddg =
1
µm,g
G∑
g′
N∑
` odd
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,`,mφg′,`,nY`,n
+ Σtm,gΨoddg
(
µm,g − 1
µm,g
)
(3.28)
The angular flux ,Ψoddg , on the right-hand side of the equation is expanded into its components:
odd parity : ~Ω · ~∇Ψ
even
g
µm,g
+ µm,gΣtm,gΨoddg =
G∑
g′
N∑
` odd
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,`,m
µm,g
φg′,`,nY`,n
+
N∑
` odd
2`+ 1
4pi
∑`
n=−`
Σtm,g(µm,g −
1
µm,g
)φg′,`,nY`,n
(3.29)
to finally include the last term in the within group scattering using a Kronecker delta to
obtain:
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odd parity : ~Ω · ~∇Ψ
even
g
µm,g
+ µm,gΣtm,gΨoddg =
G∑
g′
N∑
` odd
2`+ 1
4pi
∑`
n=−`
(Σg←g′s,`,m
µm,g
+ δg,g′Σtm,g(µm,g −
1
µm,g
)
)
φg′,`,nY`,n
(3.30)
From the combination of the even (3.24) and odd (3.30) equations, we get the following rules
for the SPH correction for the neutron transport equation:
• The total cross section Σtm,g is multiplied by µm,g.
• The fission cross section νΣfm,g′ is multiplied by µm,g′ .
• For ` even, the scattering cross section terms Σg←g′s,`,m are multiplied by µm,g′ .
• for ` odd, the scattering cross section terms are corrected as:
Σg←g
′
s,`,m →
Σg←g
′
s,`,m
µm,g
+ δg,g′Σtm,g(µm,g − 1µm,g ).
3.4.2 Not Modifying the Total Cross Section
The second correction scheme suggested for the application of the SPH corrected transport
equation relies on not modifying the total cross section. To do so, the same logic as in Section
3.4.1 is applied, where the following terms are added to the odd SPH corrected transport
equations (3.26):
Σtm,gΨoddg −
Σtm,g
µm,g
Ψoddg (3.31)
to obtain:
odd parity : ~Ω · ~∇Ψ
even
g
µm,g
+ Σtm,gΨoddg =
1
µm,g
G∑
g′
N∑
` odd
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,`,mφg′,`,nY`,n
+ Σtm,gΨoddg
(
1− 1
µm,g
)
(3.32)
Since the total cross section is no longer modified, the even equations (3.24) must also be
changed:
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even parity : ~Ω · ~∇Ψoddg + Σtm,g
Ψeveng
µm,g
=
G∑
g′
N∑
` even
2`+ 1
4pi
∑`
n=−`
µm,g′Σg←g
′
s,`,m
φg′,`,n
µm,g′
Y`,n
+ χg4pi
1
keff
G∑
g′
µm,g′νΣfg′
φg′
µm,g′
+ Σtm,g
Ψeveng
µm,g
(
1− µm,g
)
(3.33)
where Ψeveng and Ψoddg in the previous equations are now expanded in their components and
combined in the within group scattering:
even parity : ~Ω · ~∇Ψoddg + Σtm,g
Ψeveng
µm,g
=
G∑
g′
N∑
` even
2`+ 1
4pi
∑`
n=−`
(
µm,g′Σg←g
′
s,`,m + δg,g′Σtm,g(1− µm,g)
)φg′,`,n
µm,g′
Y`,n
+ 1
keff
χg
4pi
G∑
g′
µm,g′νΣfm,g′
φg′
µm,g′
(3.34)
odd parity : ~Ω · ~∇Ψ
even
g
µm,g
+ Σtm,gΨoddg =
G∑
g′
N∑
` odd
2`+ 1
4pi
∑`
n=−`
(Σg←g′s,`,m
µm,g
+ δg,g′Σtm,g(1−
1
µm,g
)
)
φg′,`,nY`,n
(3.35)
This correction scheme does not modify the total cross sections, and the correction required
by the equivalence relations are transfered to the within group scattering terms. These two
methods of cross section corrections are mathematically equivalent, assuming a summation
over infinite values of N. The cross sections are corrected following these rules:
• The total cross section Σtm,g is not modified.
• The fission cross section νΣfm,g′ is multiplied by µm,g′ .
• for ` even, the scattering cross section terms are corrected as:
Σg←g
′
s,`,m → µm,g′Σg←g
′
s,`,m + δg,g′Σtm,g(1− µm,g).
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• for ` odd, the scattering cross section terms are corrected as:
Σg←g
′
s,`,m →
Σg←g
′
s,`,m
µm,g
+ δg,g′Σtm,g(1− 1µm,g ).
3.5 Obtaining the SPH factors
The process of obtaining the SPH factors will only be explained with the diffusion equation,
as the method is the same with the neutron transport equation. As seen in equation (3.5),
the determination of the SPH factors is done through a nonlinear system of equations.
3.5.1 Iterative Process
The traditional way to obtain the SPH factors relies on a Picard, fixed-point, iterative process
(Fujita et al., 2015; Yamamoto et al., 2004a; Chiba et al., 2012; Hébert, 2015; Guerin et al.,
2011; Li et al., 2014; Grundmann and Mittag, 2011; Nikitin et al., 2015; Ma et al., 2015).
The neutron diffusion equation with SPH corrected cross sections is used:
−∇ · µm,gDm,g∇φg + µm,gΣm,gφg = χg
keff
G∑
g′=1
µm,g′νΣfm,g′φg′ +
G∑
g′ 6=g
µm,g′Σg←g
′
s,m φg′ (3.36)
The SPH procedure is described by these steps:
0. A reference calculation is performed to obtain the reference cross sections, keff , χg and
averaged fluxes φrefm,g.
1. The SPH factors are applied to the equation. For the first iteration, we set µ(0)m,g = 1.
2. Using the previous iteration’s normalized flux solution, the source term (right-hand
side of the equation) is calculated. For the first iteration, we use the reference averaged
fluxes as source fluxes2.
3. The left-hand side of the equation is solved for φg.
4. Using a normalization scheme (see equations (3.10), (3.12) and (3.14)), the solution
fluxes are normalized.
5. Using the normalized fluxes, the SPH factors are calculated using equation (3.5).
2In our case, the YAK module sets the initial flux at the nodes sharing multiple regions to be equal to
the average of the fluxes in those regions.
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6. The convergence of every SPH factor is verified using this equation:
|µ(n+1)m,g − µ(n)m,g|
µ
(n+1)
m,g
≤  (3.37)
 is usually taken to be smaller than 10−4. If this criterion is not true for every SPH
factor, we repeat from step 1.
3.5.2 Preconditioned Jacobian-Free Newton Krylov SPH Method
We direct the interested reader to a review of the Jacobian-Free Newton Krylov method
(Knoll and Keyes, 2004) as it is not the main subject of this thesis. The MOOSE framework
uses a Preconditioned Jacobian-Free Newton Krylov (PJFNK) solver as the default option
to evaluate solutions to non-linear problems. This capability was used to attempt to solve
the SPH equations in a novel fashion.
The Jacobian-Free Newton Krylov (JFNK) method is a fully-coupled, multi-level alrogithm
for solving large non-linear equation systems. In the case at MOOSE, it consists of two levels:
an outer Newton loop for the non-linear solve and an inner Krylov loop for the linear system
of equations that come from the Newton iteration (Berry et al., 2014). The finite-element
notation used for the system of equations is:
F (u) = 0 (3.38)
where u is the solution vector. At the kth iteration, the residual vector rk, which is to be
minimized, is defined as:
rk ≡ F (uk) (3.39)
The Newton iteration procudes a Taylor expansion around the point uk, ignoring the high
order terms:
F (uk+1) = F ′(uk)(uk+1 − uk) (3.40)
To update the solution vector, the following equation must be solved for the change vector
δuk+1 = uk+1 − uk:
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J(uk)δuk+1 = −rk
= −F (uk)
(3.41)
where J(uk) is the Jacobian matrix evaluated at uk:
Jij ≡ ∂Fi
∂uj
(3.42)
After δuk+1 is calculated, the next value of the vector solution is:
uk+1 = uk + δuk+1 (3.43)
In MOOSE, this Newton iteration is completed when the residual vector norm |rk| or the
relative residual vector norm between two iterations meet the convergence criteria imposed.
The system of equations presented in equation (3.41) is a very large problem set. However,
in the JFNK method, the Jacobian matrix does not need to be fully assembled as only the
value of its action on a vector is required.
Strong preconditioning is required for Krylov methods to be efficient, or else the convergence
is very slow. Using right precondioning as an example, equation (3.41) can be transformed
to:
JkP−1
(
P δuk+1
)
= −rk (3.44)
where P is a preconditioning matrix. The precondtioning can be mathematical or physics
based. Physics based precondtioning relies on removing terms in the system of equations
that do not contribute much to the physics, whereas the mathematical preconditioning can
use a variety of techniques including LU or iLU decomposition methods.
The PJFNK SPH method is very similar to the iterative SPH process; the SPH factors are
applied in the same way to the cross sections but the values of the fluxes and SPH factors
are updated at every residual evaluation instead of waiting for the complete solution to the
diffusion or transport problem. This allows the correct, converged solution to be determined
much faster as the time is spent actively geting closer to the solution instead of getting the
exact solution of a linear problem which is used for the evaluation of new values between
non-linear iterations. The PJFNK method is very robust as long as the initial condition
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is within the radius of convergence of the Newton Method, and, for simple SPH problems,
this is not an issue. However, for highly non-linear problems, such as those with very large
reflector regions or void boundary conditions, the preconditioning might not place the initial
condition within the radius of convergence of the Newton method. To circumvent this, a
method was fashioned that uses the solution obtained after a few traditional SPH iterations
as an initial condition to the PJFNK problem, which brings the problems within its radius of
convergence. An important point to note about the use of the PJFNK SPH method is that
instead of enforcing a convergence criteria between subsequent values of the SPH factors,
the convergence criteria is applied to the linear and non-linear residuals of the fluxes. Since
these values are usually very tight ( < 10−8) and since the convergence of the SPH factors
depends on the fluxes, the obtained solution is equivalent to the same convergence criteria
imposed on the SPH iteration scheme, or better.
3.6 The Equation Schemes within MOOSE
In this section, the equations that are used to solve the neutron diffusion and transport
equations within Rattlesnake are presented.
3.6.1 The Weak Form of the SPH Diffusion Equation
Since MOOSE is a finite element solver, one must properly write down the equations in a way
that they can be solved by the FE method. This is done by writing the transport equations
into the weak formulation. The derivation presented here is for the neutron diffusion equation.
The first step is to take the multigroup neutron diffusion equation (3.15) and apply the SPH
factors to the cross sections. Then, this equation is multiplied by the test function ψ to
obtain:
− (∇ · µm,gDm,g∇φg)ψ+µm,gΣm,gφgψ− χg
keff
G∑
g′=1
µm,g′νΣfm,g′φg′ψ−
G∑
g′ 6=g
µm,g′Σg←g
′
s,m φg′ψ = 0
(3.45)
Next, each term is integrated over the volume. We shall use the notation (a, b) =
∫
V a · bdV
to define the inner product and < a, b > for surface integrals:
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−
(
∇ · µm,gDm,g∇φg, ψ
)
+
(
µm,gΣm,gφg, ψ
)
−( χg
keff
G∑
g′=1
µm,g′νΣfm,g′φg′ , ψ
)
−
( G∑
g′ 6=g
µm,g′Σg←g
′
s,m φg′ , ψ
)
= 0 (3.46)
Integrating the first term by part and using Gauss’s divergence theorem,
∫
Ω
∇ · ~gdx =
∫
∂Ω
~g · nˆds (3.47)
to obtain:
(
µm,gDm,gφg,∇ψ
)
︸ ︷︷ ︸
Kernel
−〈µm,gDm,g∇φg · nˆ, ψ〉︸ ︷︷ ︸
Boundary Condition
+
(
µm,gΣm,gφg, ψ
)
︸ ︷︷ ︸
Kernel
−
( χg
keff
G∑
g′=1
µm,g′νΣfm,g′φg′ , ψ
)
︸ ︷︷ ︸
Kernel
−
( G∑
g′ 6=g
µm,g′Σg←g
′
s,m φg′ , ψ
)
︸ ︷︷ ︸
Kernel
= 0
(3.48)
To obtain the final SPH factors, MOOSE solves this equation for the unknown flux φ until
convergence of the solution is met.
3.6.2 The SAAF Neutron Transport Equation
Rattlesnake was originally a radiation SN transport application which was improved to allow
other calculation schemes such as diffusion and spherical harmonics (PN). In order to solve
the SPH corrected transport equations, the Self-Adjoint Angular Flux (SAAF) formulation of
the PN and SN equations was used in CFEM. This section goes through the SAAF transport
equations followed by the derivation of the weak form of said equation.
In Section 3.4, the even and odd parity transport equations are used to derive the SPH
corrected equation. Where one would normally solve the transport equations for the even
and odd parirty equations, the SAAF method has the angular flux itself as an unknown.
A simplified notation of the neutron transport equation is used from this point on, where
instead of expanding the scattering and fission sources, we replace them by the symbols S
and q respectively. As such, with the simplified notation, the neutron transport equation is:
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~Ω · ~∇Ψ + ΣtΨ = SΨ + q (3.49)
This equation is solved for Ψ:
Ψ = −(Σt − S)−1~Ω · ~∇Ψ + (Σt − S)−1q (3.50)
Equation (3.50) is substitued in the gradient term of equation (3.49):
− ~Ω · ~∇(Σt − S)−1~Ω · ~∇Ψ + (Σt − S)Ψ = q − ~Ω · ~∇(Σt − S)−1q (3.51)
Equation (3.51) is the SAAF neutron transport equation. It holds the same structure as the
solved even and odd parity equations of the neutron transport equation. The derivation of
the SPH correction is done with the even and odd parity equations instead of the SAAF
equation since both methods are also equivalent.
To write the SAAF equation in its weak form, every term is multiplied by the test function
ψ:
−
(
~Ω · ~∇(Σt − S)−1~Ω · ~∇Ψ
)
ψ + (Σt − S)Ψψ = qψ −
(
~Ω · ~∇(Σt − S)−1q
)
ψ (3.52)
Integrating over the domain and applying the divergence theorem, the equation becomes:
(
~Ω · ~∇Ψ, (Σt − S)−1~Ω · ~∇ψ
)
︸ ︷︷ ︸
Kernel
+
(
Ψ, (Σt − S)ψ
)
︸ ︷︷ ︸
Kernel
−〈Ψ, (Σt − S)−1~Ω · ~∇ψ~Ω · nˆ〉︸ ︷︷ ︸
Boundary Condition
=
(
q, ψ
)
︸ ︷︷ ︸
Kernel
+
(
q, (Σt − S)−1~Ω · ∇ψ
)
︸ ︷︷ ︸
Kernel
−〈q, (Σt − S)−1ψ~Ω · nˆ〉︸ ︷︷ ︸
Boundary Condition
(3.53)
For the transport solver, whether is it through PN or SN , this is the weak form of the SAAF
transport equation. The SPH correction is simply needed on each cross section, as defined
in Section 3.4.
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3.7 Observations and Issues with SPH
3.7.1 The Dependence of the Reference Eigenvalue on the SPH Equations
The SPH procedure requires some reference values from a lattice calculation: fluxes φ, cross
sections Σx and eigenvalue keff . When the source problem is solved, an assumption is made
that the reference eigenvalue is of great importance to the SPH procedure. However, this
is not always the case. To illustrate this, the SPH corrected neutron diffusion equation is
studied:
−∇ · µm,gDm,g∇φg + µm,gΣm,gφg = χg
keff
G∑
g′=1
µm,g′νΣfm,g′φg′ +
G∑
g′ 6=g
µm,g′Σg←g
′
s,m φg′ (3.54)
For reasons explained later, consider a problem where the scattering is negligible as opposed
to the other physics involed, and as such can be ignored. The SPH equation to be solved is
now:
−∇ · µm,gDm,g∇φg + µm,gΣm,gφg = χg
keff
G∑
g′=1
µm,g′νΣfm,g′φg′ (3.55)
Assuming the correct value of the reference keff , the fixed source equation is solved to obtain
the flux φcorrect from which are calculated the SPH factors µcorrectm,g using the Flux-Volume
normalization scheme (equation 3.10). Using these values, the iterative scheme is continued
until convergence is met.
Now, equation (3.55) is solved with an eigenvalue which is incorrect by a factor α, k′eff =
keffα. The fixed source is now multiplied by 1/α and the solution φincorrect is equal to
φcorrect/α. We then calculate the SPH factors:
µincorrectm,g =
φrefm,g
φincorrectm,g
φ¯incorrectg
φ¯refg
=
αφrefm,g
φcorrectm,g
φ¯correctg
αφ¯refg
= µcorrectm,g (3.56)
The previous equation shows that the SPH factors are the same whether or not the correct
reference eigenvalue is used. For the next iterations, the same results are obtained: a wrong
flux solution, but unchanged SPH factors. After the SPH iterations have converged, the values
of µ are the same whether or not the eigenvalue was correct. This result is only applicable
to problems with a very weak scattering contribution, such as 1 group diffusion since there is
no scattering term. For problems where scattering is important, using the correct reference
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eigenvalue is very important for the correct use of the SPH homogenization. Since this is
an intrinsic result of the SPH procedure, it allows for a good test of the implementation of
the method as it ensures conservation of the eigenvalue. This derivation also applies for the
neutron transport equations.
3.7.2 Nonconvergence Issues
The SPH procedure has issues with reflector regions, which exhibit highly non-linear proper-
ties and prevent convergence of the solution (Ragusa et al., 2007; Pautz, 2006; Alain Hébert,
1981). This section goes through different attempts that were investigated to circumvent this
problem.
Corrections for the Reflector Regions
Following the process explained by Pautz (2006), different SPH factors were defined for the
reflector regions than for the rest of the problem. For regions which are not reflectors, the
usual definition of the SPH factors is used with Flux-Volume normalization:
µm,g =
φrefm,g
φm,g
φ¯g
φ¯refg
(3.57)
For reflector regions, instead of normalizing the factors to preserve domain averaged fluxes,
the fluxes at the fuel-reflector boundary were preserved, denoted as φb,g :
µreflectorm,g =
φrefm,g
φm,g
φb,g
φrefb,g
(3.58)
Another option is to force the conservation of the current at the fuel-reflector boundary Jb,g:
µreflectorm,g =
φrefm,g
φm,g
Jb,g
Jrefb,g
(3.59)
The conserved current may be defined as the net, incoming or outgoing current. Pautz
achieved convergence by doing these types of corrections on the reflectors but in our case
these attempts proved unsuccessful. The correct implementation of this method was verified
by comparing the values of the surface fluxes of currents at the fuel-reflector boundaries.
Since the values obtained were identical to the reference values, it seemed that we could not
converge to the correct solution which would also satisfy the added constraints. However,
this was before the implementation of the PJFNK SPH method with free iterations; it may
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still be possible that this type of correction works and we simply did not converge to the
correct solution.
Condensing the Energy Groups
In the problems where convergence was impossible, we noticed the following trend; fluxes in
the reflector regions for certain energy groups approach 0, always getting smaller and never
meeting the convergence criteria. Since the flux contribution in those energy groups were
small, we simply changed the energy group structure in a way that ensures that no fluxes
approached 0 in any region. This was done by reducing the number of energy groups. In
most cases, the fast groups were the cause of the problem and changing the group structure
did not affect the physics of the problems. This opens the door for an adaptive condensation
step to force the convergence of the problem.
PJFNK SPH
The application of MOOSE’s PJFNK solver to the SPH non-linear problem was driven by
the non-convergence issues. Since the PJFNK method is very robust as long as the initial
condition lies within the radius of convergence of the Newton method, we had high hopes
towards being able to solve the highly non-linear reflector problems, and this is the case. The
use of the PJFNK SPH method with free SPH iterations allowed the convergence of problems
that were not able to be solved with either the SPH iteration or PJFNK SPH. In other cases,
the SPH iteration was shown to converge in problems containing large reflectors or void
boundary conditions. This process was slow but the SPH method usually does not converge
with these types of problems. This indicates that the SPH iterative procedure implemented
within MAMMOTH is very robust since it relies on the PJFNK solver for the solution to
the linear problems. However, with the use of the PJFNK SPH method, convergence was
reached much faster, and also could generate results that were otherwise unobtainable.
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CHAPTER 4 RESULTS AND DISCUSSION
4.1 Methodology
All reference solutions were obtained with the Monte Carlo Reactor Physics code Serpent2
(Leppänen, 2015) using ENDF/B-VII.1-based data. The generated homogenized cross sec-
tions were converted from the Serpent output to the YAKXS format with XSGEN, one of
the MAMMOTH utilities. For all the problems tested with SPH, a 4 and 8 energy group
structure from CASMO for Light Water Reactors (LWR) (Rhodes et al., 2006) were used as
well as an 11 group structure which was derived from a 26 group High Temperature Reactor
group structure (IAEA, 2003). These are found at tables 4.1, 4.2 and 4.3.
Table 4.1 4-Group structure, upper energy limits
4-group structure
Group 1 2 3 4
Emax (MeV) 6.2500E-07 5.5300E-03 8.2100E-01 ∞
Table 4.2 8-Group structure, upper energy limits
8-group structure
Group 1 2 3 4
Emax (MeV) 5.5498E-08 1.3800E-07 2.7999E-07 6.2500E-07
Group 5 6 7 8
Emax (MeV) 4.0000E-06 5.0045E-03 7.0651E-01 ∞
Table 4.3 11-Group structure, upper energy limits
11-group structure
Group 1 2 3 4 5
Emax (MeV) 2.00100E-08 4.73020E-08 7.64970E-08 2.09610E-07 6.25000E-07
Group 6 7 8 9 10
Emax (MeV) 8.100030E-06 1.32700E-04 3.48110E-03 1.15620E-01 3.32870E+00
Group 11
Emax (MeV) ∞
To compare the results obtained through the SPH method with the reference heterogenous
calculations, it is sensible to look at the error in power distribution. The error is calculated
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with percent relative difference (%) as:
 = 100 ∗ (Experiment−Reference
Reference
) (4.1)
from which is defined the “root-mean square” (RMS) error in power distribution :
RMS =
√ ∑
m 2m∑
m 6= 0
(4.2)
which represents the square root of the average of the square of the errors, where the sum in
the denominator only counts non-zero values. In this section, the maximum and minimum
errors are defined as the actual extrema, and not the extrema of the absolute values. This
allows for a better observation of the total error range within a problem, defined as max−min.
4.2 Pressurized Water Reactor Assembly SPH Homogenization
The SPH method is known to work well with PWR assemblies and colorsets. As such, a
set of simple problems to which the SPH method is usually applied was devised to test the
implementation of said method. The first consisted of PWR assemblies, which are defined
in the BEAVRS benchmark for a PWR (Horelik et al., 2013). Unless specified, the PJFNK
SPH method was used to calculate these results.
These assemblies take the configuration of a 17x17 grid surrounded by a water gap and may
include burnable absorbers, guide tubes, instrument tubes and control rods. The assemblies
used in the analysis contain 3.1% enrichment fuel. For the testing of the SPH procedure,
depending on the assembly type, we have homogenized our results down to approximately
10 to 15 regions. The grouping of these cells is based on the type of pin (fuel pin, burnable
absorbers, control rods, etc.) and on their immediate neighbours. The symmetry of the
problem is also taken into account during the homogenization process.
To obtain the reference values for the PWR assemblies, Serpent2 was used to model a high
fidelity pin-by-pin continous infinite energy spectrum problem. Each fuel pin was modeled
according to the BEAVRS benchmark specifications, including up to 6 different regions within
each cell. The energy spectrum was then reduced to 8 energy groups and the homogenized
cross sections were produced following the appropriate homogenization scheme.
Figure 4.1 shows the cell homogenization used for a 16 Burnable Pin assembly, where regions
15 represent the burnable absorbers, 13 denotes guide tubes, 12 a guide tube which may
include an instrument tube and other regions represent fuel pins. A second assembly was
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used to test the implementation of the SPH procedure; a control rod assembly that contains
no burnable pins, and which was homogenized into 10 regions including the water gap, shown
in Figure 4.2, where region 13 represents a control rod, 12 a guide tube with instrument tube
and every other cell is fuel.
Figure 4.1 Cell homogenization scheme for a 17x17 PWR assembly that contains 16 burnable
absorbers
4.2.1 Diffusion Results
The main goal of this thesis is to implement the SPH method for the diffusion equation
for a continuous finite element method (CFEM). Results pertaining to the application of
said method for the 16 burnable absorber assembly as well as the control rod assembly are
shown here. Figures 4.3 to 4.6 show the error in the power distribution between the refer-
ence problem and the homogenized problem with and without SPH correction. A significant
improvement is seen in both cases when the SPH correction is used; the RMS error is signifi-
cantly reduced as are the maximum and minimum errors. The SPH corrected results seem to
work better for the control rod assembly; this might be explained by the smoothing out of the
effect of the control rods in the assembly by the homogenization. With SPH correction, the
eigenvalue obtained is the same as the reference value (within 0.5pcm in both cases) whereas
the non-SPH corrected cross sections reaches a difference of −11.8% for the control rod as-
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Figure 4.2 Cell homogenization scheme for a 17x17 PWR assembly that contains 24 control
rods
sembly, as seen in table 4.4. We have not included figures showing the results obtained with
the Selengut and true Selengut normalizations (equations (3.12) and (3.14)) since the power
distributions are the same as with the flux-volume normalization (within the 3rd significant
digit). These results indicate that the SPH correction to the diffusion equation seems to be
well implemented and functional with PWR assemblies.
Table 4.4 keff for PWR assemblies in diffusion
Reference keff SPH keff (±%) NO SPH keff (±%)
16BA Assembly 1.06051 1.06051 (0.00) 1.03584 (-2.33)
CR Assembly 0.817763 0.817764 (0.00) 0.721065 (-11.8)
4.2.2 Transport Results
The same cases are now studied with the transport SPH correction, using Rattlesnake’s
CFEM-SAAF-SN and CFEM-SAAF-PNmethods combined with the PJFNK SPH procedure.
To ensure high level of precision, the third order of the scattering matrix was used.
Figures 4.7 and 4.8 show the error in power distribution between the reference and the original
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Figure 4.3 Error in power distribution for a 16 burnable absorber assembly without SPH for
diffusion
Figure 4.4 Error in power distribution for a 16 burnable absorber assembly with SPH for
diffusion
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Figure 4.5 Error in power distribution for a control rod assembly without SPH for diffusion
Figure 4.6 Error in power distribution for a control rod assembly with SPH for diffusion
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cross sections and the SPH corrected ones, for a P5 calculation for a control rod assembly.
The RMS, maximum and minimum values of the error are reduced by a factor of 10 when
the SPH correction is used. The error in power distribution is not included here with S8
since both power distributions are nearly indistinguishable: the errors are the same within
the 3rd significant digit.
Figure 4.7 Error in power distribution for a control rod assembly without SPH for P5
Table 4.5 keff for PWR assemblies for P5
Reference keff SPH keff (±%)P5 NO SPH keff (±%)P5
16BA Assembly 1.06051 1.06051 (0.00) 1.0423 (-1.72)
CR Assembly 0.817763 0.817763 (0.00) 0.744575 (-8.95)
Figures 4.9 and 4.10 show error in power distribution for the 16 burnable absorber assembly
calculated with S8 with and without SPH correction. The improvements are quite significant:
we reduce the RMS error by a factor of almost 10, and likewise with the maximum and
minimum values of the error. The distinctive shape of the error is lost in the corrected case,
showing that homogenization is done properly. Once again, the results obtained from the P5
calculation to this assembly are not shown since they are too similar to S8.
Tables 4.5 and 4.6 show the eigenvalue errors for both cases for the P5 and S8 schemes
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Figure 4.8 Error in power distribution for a control rod assembly with SPH for P5
respectively. Without the use of the SPH correction, the 16 burnable absorber assembly
shows an error of 1.73% on the eigenvalue and that value is down to exactly 0 when SPH
correction is used with transport. The same result is observed for the control rod assembly:
the error diminishes from 8.95% down to 0.
The SPH transport correction brings the errors to very small and similar values to those
obtained through diffusion. The drastic improvements observed by using the SPH transport
correction as well as the reproduction of the exact eigenvalue confirms the correct derivation
and implementation of the transport SPH method.
Table 4.6 keff for PWR assemblies for S8
Reference keff SPH keff (±%)S8 NO SPH keff (±%)S8
16BA Assembly 1.06051 1.06051 (0.00) 1.0423 (-1.72)
CR Assembly 0.817763 0.817762 (0.00) 0.74474 (-8.93)
4.3 2x2 Colorset Supercell Problem
The traditional use of SPH is to apply its correction on a smaller domain surrounded by
reflective boundary conditions and using those cross sections in a larger domain calculation,
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Figure 4.9 Error in power distribution for a 16BA assembly without SPH for S8
Figure 4.10 Error in power distribution for a 16BA assembly with SPH for S8
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such as a colorset of assemblies. In this section, results of a 2x2 colorset with a checkerboard
pattern are shown. The colorset geometry is show in table 4.7, where assembly A stands for
the 16 burnable absorber assembly shown in figure 4.1 and assembly B represents the control
rod assembly at figure 4.2:
Table 4.7 2x2 Colorset pattern
A B
B A
The reference values for these colorset problems are obtained through a Serpent2 pin-by-pin
calculation of the whole colorset.
4.3.1 Diffusion Results
Figures 4.11 and 4.12 represent the error distribution for the 2x2 colorset without and with
the use of the SPH on the single assemblies with flux-volume normalization. We see a
significant improvement in regards to RMS errors, and the range of errors when the SPH
correction is used: the RMS error is reduced by a factor of 5, down to an almost acceptable
level of 1.64% whereas the range of error decreases from 32% down to 7% . Table 4.8 shows
the difference in eigenvalues from the reference and those obtained through single assembly
homogenization. Once again, a clear reduction of almost a factor of 10 in error with SPH
correction is observed. These kinds of results seem to indicate that the implementation of
the diffusion SPH procedure has been done correctly within MOOSE.
Table 4.8 keff for the 2x2 colorset in diffusion
Reference keff SPH keff (±%) NO SPH keff (±%)
0.95639 0.95094 (-0.57) 0.90599 (-5.27)
4.3.2 Transport Results
We also compared the results of the 2x2 colorset obtained by solving the neutron transport
equation with both P5 and S8 following the homogenization of the single assemblies. Figure
4.13 shows the error in power distribution when no SPH correction is applied to a P5 solution.
Figure 4.14 shows the error distribution with the SPH correction applied to the single assem-
blies through the neutron transport equation with P5 with flux-volume normalization and
figure 4.15 shows the errors when the true selengut normalization (equation 3.14) is applied.
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Figure 4.11 Error in power distribution for a 2x2 Colorset without SPH for diffusion
Figure 4.12 Error in power distribution for a 2x2 Colorset with SPH for diffusion and flux-
volume normalization
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Figure 4.13 Error in power distribution for a 2x2 Colorset without SPH for P5
Figure 4.14 Error in power distribution for a 2x2 Colorset with SPH for P5 and using flux-
volume normalization
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Figure 4.15 Error in power distribution for a 2x2 Colorset with SPH for P5 and using true
selengut normalization
Table 4.9 shows the eigenvalue of the colorset for the reference calculation as well as the
uncorrected and SPH corrected cross sections.
Table 4.9 keff for the 2x2 colorset for P5
Reference keff SPH F-V keff (±%) SPH Selengut keff (±%) NO SPH keff (±%)
0.95639 0.95974 (0.35) 0.95974 (0.35) 0.92359 (-3.43)
Once again, significant improvements are seen with the SPH corrected cross sections. We have
not included figures of the results obtained with the SN method since the results are the same
(within the 3rd significant figure) as with the PN method. The RMS error and error range is
slightly reduced in the transport calculation when the true Selengut normalization is used as
opposed to the Flux-Volume normalization. This agrees with the fact that the best results are
expected to be obtained when using the Selengut type normalization. The power distributions
and eigenvalues are also in better agreement with the reference values when we use transport
SPH combined with the Selengut normalization than with the diffusion correction, although
not by much. The minimum value on the error is found in fuel pins between control rods.
This is either an interesting artifact, or we have not adequately homogenized our control
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rod assemblies to account for transport effects. The transport SPH correction scheme does
not produce significantly better results than the diffusion SPH correction in these PWR
assembly problems. However, the results are very simliar. It is known that diffusion is
extremely efficient and produces very good results with PWRs, and the fact that transport
SPH produces the same results indicates that this method works. However, until transport
SPH is tested on a problem that requires high order PN or SN calculations, there is no
advantage using the SPH corrected transport over diffusion.
4.4 Notes on the SPH Functionality
4.4.1 Effect of Mesh Refinement
A study of the effect of the mesh on the SPH factors was also conducted for the PWR
assemblies. MOOSE directly allowed us to refine our mesh for our problem no matter the
transport scheme, allowing us to quadruple the number of elements used in our calculation
(for quadratic elements). Figure 4.16 shows the effects of mesh refinement within MOOSE.
The default mesh refinement value is level 0 which is no refinement. In 2D, a mesh refinement
of level 1 creates four “children” elements when using quadratic elements. Each increasing
level performs the same refinement on each of the previous’ children elements.
Figure 4.16 Mesh Refinement within MOOSE. Image taken from
http://mooseframework.com/wiki/MooseTraining/Adaptivity/
This allows us to easily calculate the SPH factors for different mesh refinements. However,
an issue arose when attempts were made to compute the power distributions with mesh
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refinement and the idea had to be dropped. This limits our capabilities of studying the full
effects of mesh refinement, but we may still look at the way the SPH factors behave as we
refine the mesh.
Figure 4.17 shows the values of the SPH factors depending on the mesh refinement selected
for the control rod assembly. This problem was homogenized to 10 regions and 8 energy
groups. The SPH factors are defined in increasing order with the fuel pin numbers, going
from energy group 1 to 8. As such, the first 8 SPH factors are those of fuel pin 1, for all 8
energy groups, followed by the 8 following factors for fuel pin 2. As the mesh is refined, the
SPH factors move closer and closer to 1, without exception. A seemingly weird behaviour is
also observed; a severe dip in the values of the SPH factors within a region. The region that
contains the SPH factors that approach 0.6 is the control rod region. At first glance, this
might seem wrong but although we may not calculate the power distribution, we still obtain
the eigenvalue for the problem, which for all 3 cases, are exactly equal to the reference value.
This indicates that the reaction rate is conserved no matter the mesh, but that we actually
soften the flux shape within the problem. These results seem coherent with the fact that
refining the mesh produces results that are a better representation of the actual solution.
Figure 4.17 Effect of Mesh refinement on the SPH factors on the Control Rod Assembly
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4.4.2 PJFNK SPH
The combination of the PJNK solver with the SPH method was implemented for the first
time in this research project. As such, an extra step is needed to verify that both the
traditional SPH iteration and SPH PJFNK methods produce the same results. Table 4.10
shows the maximum relative difference between the PJFNK obtained SPH factors and those
obtained through the SPH iterations. These simulations were performed for a PWR control
rod assembly. Table 4.10 shows that the relative difference between the PJFNK and iterative
SPH factors are of the same order of magnitude as the convergence criteria imposed on the
iterative scheme. Indeed, as the convergence criteria is tightened, the maximum difference in
SPH factors goes to the same value. This indicates that the SPH factors obtained through
the PJFNK method are the exact values whereas the iterative SPH scheme brings us towards
that value. This is because the PJFNK method sets its convergence criteria on the evaluation
of the residual of the fluxes, and this value is very tight. Therefore, both the flux solution and
SPH factors are very tightly converged. Not only does the PJFNK method give us the most
correct values of the SPH factors, but it does so in a much faster manner. The calculation
time required for the PJFNK solver was 10 times smaller than that of the loosest convergence
criteria imposed on the SPH iteration (10−4). Of course, these results only hold true when
the initial condition of the PJFNK solver is within the radius of convergence of the Newton
method, as convergence is unattainable if we are outside said radius.
Table 4.10 Maximum Relative Difference in SPH factors. Difference calculated as
Iteration−PJFNK
PJFNK
. CPU time for PJFNK was 2.5 seconds.
 = 10−4  = 10−6  = 10−8
Largest relative difference in SPH factors 2.80E-04 2.71E-06 2.93E-08
CPU time in secs (# of iterations) 22 (36) 38 (69) 50 (101)
For problems smaller in size such as single assemblies, the PJFNK SPH shows its strength
when solving the transport equation. Indeed, for a P5 calculation of the control rod assembly,
the SPH iteration scheme takes on average 818 seconds to achieve a converged solution for
 = 10−4 while the PJFNK method allows for the same problem to be solved in only 9.4
seconds, a reduction of a factor of nearly 100.
4.4.3 Effects of the PN and SN order
An interesting question arises about the effects of the order of the polynomial expansion PN or
the discretization order SN on the SPH method. As such, using the transport SPH equations,
we have studied how the RMS error behaves as we increase the order of our calculation.
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Figure 4.18 shows the variation in the RMS errors in power distribution obtained through a
control rod assembly when increasing the order of expansion N . The RMS error decreases as
expected but stops reducing significantly quite rapidly when using P5 and S8. This is not the
case when we do not use the SPH correction, where the RMS error continually gets smaller
at the cost of much higher computation time. This confirms the assumption taken that the
SPH correction should concentrate on the contributions to the reaction rate from the first few
orders of the flux expansion. Using P5, we also studied the effects of the contribution of the
scattering order to the SPH transport correction. Table 4.11 shows the RMS error in power
distribution for a control rod assembly corrected with SPH for the P5 equations. Although
the reference eigenvalue was always exactly reproduced, we find a drastic improvement in the
power distribution when we consider the first scattering order contribution in our equations,
but no improvement when considering the second. This should be studied in more detail for
problems where scattering is highy anisotropic. Following these results, we have used the
first 3 scattering orders in every calculation involving SPH transport.
Figure 4.18 Effect of the order of N in the PN and S2N on the SPH transport correction
4.4.4 Σt Correction
We mentioned previously (Section (3.4)) that the total cross section can be corrected in two
different manners. Figures 4.8 (in Section 4.3.2) and 4.19 show the power distribution error
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Table 4.11 RMS error as a function of the scattering order for a P5 SPH Correction
Angular flux moment 0 1 2
RMS error (in %) 2.43 0.57 0.58
obtained when the total cross section is corrected and not corrected in a control rod assembly
problem for a P5 calculation. A slight improvement is noticeable on the absolute values of
the errors as well as a reduction of the RMS error when the total cross section is corrected.
However, in the 16 burnable absorber assembly, we see no significant (smaller than 0.01%)
difference between the two correction schemes. We have not found a reason as to why the
power distributions may or may not differ according to the correction scheme, as both are
mathematically equivalent assuming a high enough expansion order N . The same behaviour
is observed for a SN calculation.
Figure 4.19 Error in power distribution for a control rod assembly with SPH without modi-
fication of the total cross section for P5
4.5 Simplified Model of a PWR Including Water Reflectors
To have a better idea of the efficiency of the PJFNK SPH method, a simplified model of
a PWR was considered from the BEAVRS benchmark (Horelik et al., 2013). This problem
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represents the full line of 15 fuel assemblies passing through the centre core of the PWR, the
water reflectors and the baﬄe. The general geometry of the problem is shown in Table 4.12,
where we grouped the assemblies to be homogenized together by numbers and where “fuel”
represents a fuel assembly, “baﬄe” represents the baﬄe, “water” is the water reflector and
“6BA”, “12BA” and “16BA” represent 6 , 12 and 16 burnable absorber assemblies respec-
tively. The problem is symmetric, and as such we have illustrated only half the geometry.
The problem has reflective boundary conditions on the top and bottom and vacuum bound-
ary conditions on the left and right edges. Each assembly is homogenized to between 10 to
15 regions each, totalling 112 regions including the water gaps, baﬄe and water regions. The
SPH procedure was applied to the diffusion equation with the flux-volume normalization.
Table 4.12 Half-Geometry of the Simplified PWR model
Assembly ID 1 2 3 4 5 6 7 8 9 10
Assembly material water baﬄe 6BA fuel 16BA fuel 12BA fuel 16BA fuel
The full SPH correction of this problem, with the help of the PJFNK method, only took 291
seconds on average. In contrast, the SPH iterative method took on average 5681 seconds to
solve 355 iterations to reach its convergence criteria of  = 10−4. This represents a reduction
in calculation time of a factor of almost 20. Since the traditional SPH method has been
known to not reach convergence in reflector and vacuum boundary problems, the fact that
this problem has converged with the SPH iteration is interesting. It would seem that since
the SPH iterative scheme also relies on the PJFNK method to obtain a solution of the linear
problem at each iteration, we have created a more robust SPH iterative method. This goes to
show that the PJFNK method allows for a very robust implementation of the SPH method.
Table 4.13 shows the differences in eigenvalues obtained without and with the SPH correction.
A drastic improvement is seen, from an error of 1.2% to within 0.06% when SPH is used.
Since this is not a fully reflective boundary conditions, we cannot perfectly reproduce the
eigenvalue.
Table 4.13 Values of the keff for the simplified PWR problem
Reference keff Without SPH keff (±%) With SPH keff (±%)
0.991575 0.979242 (-1.244) 0.990995 (-0.058)
The error in power distribution for the whole problem is shown at table 4.14. Once again,
there is a drastic improvement with the use of SPH. The RMS error is less than a quarter
of a percent, which is largely adequate when it comes to the modelling of nuclear reactors.
The total range in errors is also greatly reduced. Even better results could be obtained by
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creating more regions within the assemblies to take into account the flux shape variations
within the full problem whenever a higher precision is needed. The value of the RMS errors
for each individual assembly in this problem closely resembles the domain averaged values.
This means that every assembly lies within an RMS error between 0.9 and 0.26 percent with
the use of the SPH method. This not only shows that the SPH method works with vacuum
boundaries and reflectors, it also conserves the power distribution quite well in every region
of the reactor. Of course, this is not a full PWR test so no assumptions can be made to say
that the SPH method captures all the properties of the reflectors.
Table 4.14 Errors in power distribution for the whole PWR problem
SPH? RMS in % Maximum Error in % Minimum Error in %
Yes 0.179 0.927 -0.783
No 3.71 5.02 -10.3
Another test that consisted in homogenizing each singly assembly and using those cross
sections to model this same problem was attempted. However, the RMS error obtained was
around 3% for both the cases with and without the use of the SPH corrected cross sections.
This is also true when using SPH with Selengut normalization. The SPH method is usually
able to improve results for these kinds of problems, and we are unsure as to why we do not
see an improvement for this situation.
4.6 Simplified TREAT Model Homogenization
A simplified model of the INL’s TREAT reactor was also analysed using cross sections cor-
rected by the SPH procedure (Ortensi et al., 2016). All the figures and data presented in
this section originate from (Ortensi et al., 2016). The model consists of a 3x3 supercell with
a central control rod, surrounded on the z axis by large regions of graphite reflectors and
vacuum boundaries. The Serpent2 geometry is shown in figure 4.20 and an axial cut of the
problem is shown in figure 4.21.
The SPH procedure was applied to this problem using the corrected neutron diffusion equa-
tion. However, convergence was not reached with the PJFNK SPH method. This problem
was circumvented by employing “Free SPH iterations” before the PJFNK method to allow
the initial condition to be within the radius of convergence of the Newton method. These
“Free SPH Iterations” are performed using unconverged results from a SPH iterative solution
with a small number of iterations. These results are then used as initial solutions for the
PJFNK solver. In this case, 5 Free SPH iterations were used. Table 4.15 shows the average
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Figure 4.20 Geometry of the 3x3 supercell generated by Serpent2
Figure 4.21 Axial representation of the 3x3 supercell, showing the control rod region. The
grey regions are reflectors.
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CPU time and number of free iterations needed for convergence. It is interesting to note
that for both the 4 and 11 group cases, the SPH iteration reached convergence, albeit with
a loose convergence criteria. The SPH method does not converge when reflector regions are
present, however this is not what is observed here. Our SPH method relies on the PJFNK
algorithm to solve the linear iterations, and this might be the cause of our convergence. How-
ever, for the PJFNK SPH method to work we needed 3 and 5 Free SPH Iterations for the 4
and 11 groups problem respectively. Increasing the number of Free SPH iterations did not
necessarily decrease overall computational time, and more study on this behaviour is needed.
Although the SPH iterations did converge, they took as much as 45 times the amount of time
that the PJFNK SPH method required.
Table 4.15 SPH calculation parameters with inserted control rod for the simplified TREAT
model
Solve Type Energy Groups Free SPH iterations Average CPU time in secs
SPH iteration 4 - 660.0
PJFNK SPH 4 3 60.7
SPH iteration 11 - 9280
PJFNK SPH 11 5 202.9
Tables 4.16 and 4.17 show the difference in eigenvalue, fission, absorption and leakage rates
for the 4 and 11 energy group problem. An important improvement is seen when the SPH
method is used in eigenvalue for both the 4 and 11 energy group problems, with control
rods inserted or not. The fission, absorption and leakage rate errors are also all reduced.
Although a very large error in terms of the leakage rate is observed, which is caused by the
vacuum boundary condition, this does not create a very large error in the eigenvalue since
the leakage rates are orders of magnitude smaller than absorption and fission rates.
Table 4.16 Results for the 3x3 Supercell model for Diffusion with 4 groups
Control Rod SPH? keff Fission rate absorption rate Leakage rate
difference (pcm) difference (%) difference (% difference (%
Withdrawn No 850.7 -0.851 -0.418 -25.438
Withdrawn Yes 287.7 -0.295 -0.012 -16.307
Inserted No -6297 6.029 6.663 -20.174
Inserted Yes 378.4 -0.415 -0.093 -13.653
Figures 4.22 and 4.23 show the axially averaged radial power distribution (ARPD) error for
the 4 group problem, without and with SPH correction, while figures 4.24 and 4.25 show
the same information for the 11 group problem. As expected, the 11 group problems exhibit
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Table 4.17 Results for the 3x3 Supercell model for diffusion with 11 groups
Control Rod SPH? keff Fission rate absorption rate Leakage rate
difference (pcm) difference (%) difference (% difference (%
Withdrawn No 1028.4 -1.025 -0.494 -31.273
Withdrawn Yes 289.3 -0.296 0.006 -17.383
Inserted No -6297 7.406 6.708 -22.149
Inserted Yes 378.4 -0.062 -0.389 -13.851
better results than those with 4 groups. This does not mean that the SPH corrected 4 group
problem produces bad results, as the RMS error is still smaller than 0.7%, twice as large as
the value of the 11 group solution. The ARPD error is significantly reduced between the
SPH non-corrected and the corrected results. This and the PWR assembly line described
above in Section 4.5 seem to show that this novel implementation of the SPH procedure may
be able to correct actual, full reactor cores that contain large reflector regions and vacuum
boundary conditions.
Figure 4.22 ARPD for the 4 group 3x3 supercell problem with diffusion.
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Figure 4.23 ARPD for the 4 group SPH corrected 3x3 supercell problem with diffusion.
Figure 4.24 ARPD for the 11 group 3x3 supercell problem with diffusion.
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Figure 4.25 ARPD for the 11 group SPH corrected 3x3 supercell problem with diffusion.
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CHAPTER 5 CONCLUSION
5.1 Synthesis of the Work
The Superhomogénéisation (SPH) method was successfully implemented within the MAM-
MOTH application at Idaho National Laboratory. Using the neutron diffusion equation as
well as the even and odd parity equations of the neutron transport equation, the SPH pro-
cedure was derived for the diffusion and transport equations. The SPH corrected CFEM
diffusion and SAAF SN and PN equations were tested on PWR assemblies, which produced
results that confirmed the correct implementation of said methods. Moreover, the tests were
conducted on PWR assemblies which are known to work extraordinarily well with the dif-
fusion equation. As such, we cannot boast that the transport SPH produces better results
than the diffusion SPH and has the merit to be used at every occasion. The SPH method,
which traditionally relied on a fixed-point, Picard, iteration scheme was also solved using a
PJFNK method, greatly diminishing the calculation time while producing better converged
results. However, the PJFNK SPH method relies on having an initial guess within the radius
of convergence of the Newton method to reach convergence. When this is not the case, we
have devised a combination of the SPH iteration with the SPH PJFNK to use “Free SPH
Iterations” to improve the initial solution which should allow convergence. Because of this,
we strongly recommend the PJFNK SPH method over the traditional iterative scheme.
To test the capability of this new SPH procedure, a simplified PWR core was modeled
including 15 fuel assemblies, water reflectors and vacuum boundary conditions. The SPH
method is known to not reach convergence in these types of problem, but the SPH procedure
we implemented rapidly converged for the the SPH iterative scheme and PJFNK method.
This may be explained by the fact that the SPH iteration scheme relies on the PJFNK method
to solve the linear equations at each iteration. Moreover, the PJFNK SPH method converged
much more quickly, proving the versatility of this method. A study was also conducted using
a simplified model of INL’s TREAT reactor, which contains very large graphite reflector
regions, vacuum boundary conditions and a very important control rod effect. The PJFNK
SPH procedure with free iterations converged the problem and produced RMS errors well
within 1%. This problem demonstrated the strength of the SPH PJFNK method by having
such important reflector regions while also producing very high fidelity results when it comes
to reaction rates and power distributions.
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5.2 New Uses of the SPH Procedure
The SPH method was previously known to have issues when it comes to reflector regions
and void boundary conditions. Using the PJFNK SPH method, these problems have been
treated with very good results. This novel method of solving the SPH equations will allow
full reactors to be accurately homogenized to produce results that are more consistent with
reality since this new method is much faster and reliable than the SPH iterative process.
The SPH correction was also applied to the neutron transport equation and tested with
PN and SN . The results indicate that the SPH method also works for transport schemes,
which opens the possibilities of using this type of correction in codes which primarely use the
discrete ordinates method or for problems in which the diffusion approximation no longer
holds.
5.3 Future Research Avenues
The SPH correction of the neutron transport equation has been shown to work for more
complex problems in this thesis. However, the method was tested on PWR assemblies, which
are modeled extremely well through diffusion. As such, we were not able to demonstrate
the full power of the SPH corrected transport equations. An interesting research avenue
would be to use the SPH corrected transport equations on problems in which the diffusion
approximation does not hold and where high order SN or PN are needed, such as fast breeder
reactor (FBR) lattices.
The PJFNK SPH method has already been shown to be very robust and to be able to correct
big problems with large reflector regions and vacuum boundary conditions. However, these
results were obtained through simplified models of actual reactors. As such, the application
of SPH on a full core seems to be the next step in the advancement of the SPH method.
However, a use for this needs to be found since the full reference values are needed. We
believe that producing high fidelity results from SPH correction can be of great uses when
we consider multi-physics applications, such as heat exchange or fuel performance, or in the
use of time-dependent reactor analysis. For example, a full reference calculation may be
obtained for the beginning of a transient simulation which is then SPH corrected to be used
in a deterministic time-dependent solver. This can be very useful since Monte Carlo codes
are still very slow at performing time-dependent nuclear physics simulations when compared
to deterministic codes.
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APPENDIX A THE EVEN AND ODD NEUTRON TRANSPORT
EQUATIONS
The multi-group steady-state neutron transport equation is written as:
~Ω · ~∇Ψg(~x, ~Ω) + Σtg(~x)Ψg(~x, ~Ω) =
G∑
g′
∫
4pi
dΩ′Σg←g′s (~x, ~Ω′ · ~Ω)Ψg′(~x, ~Ω′) +
χg
keff
G∑
g′
∫
4pi
dΩ′νΣfg′ (~x)Ψg′(~x, ~Ω
′) (A.1)
Equation A.1 can also be written with negative parity by setting Ω→ −Ω:
− ~Ω · ~∇Ψg(~x,−~Ω) + Σtg(~x)Ψg(~x,−~Ω) =
G∑
g′
∫
4pi
dΩ′Σg←g′s (~x, ~Ω′ · −~Ω)Ψg′(~x, ~Ω′) +
χg
keff
G∑
g′
∫
4pi
dΩ′νΣfg′ (~x)Ψg′(~x, ~Ω
′) (A.2)
Both previous equations are added together and divided by 2 to obtain:
~Ω · ~∇
(
Ψg(~x, ~Ω)−Ψg(~x,−~Ω)
)
2 + Σ
t
g(~x)
(
Ψg(~x, ~Ω) + Ψg(~x, ~−Ω)
)
2 =
G∑
g′
∫
4pi
dΩ′
(
Σg←g′s (~x, ~Ω′ · ~Ω) + Σg←g′s (~x, ~Ω′ · −~Ω)
)
2 Ψg
′(~x, ~Ω′)
+ χg
keff
G∑
g′
∫
4pi
dΩ′νΣfg′ (~x)Ψg′(~x, ~Ω
′)
(A.3)
Equation A.2 is substracted from A.1 and divided by 2 to obtain:
~Ω · ~∇
(
Ψg(~x, ~Ω) + Ψg(~x,−~Ω)
)
2 + Σ
t
g(~x)
(
Ψg(~x, ~Ω)−Ψg(~x, ~−Ω)
)
2 =
G∑
g′
∫
4pi
dΩ′
(
Σg←g′s (~x, ~Ω′ · ~Ω)− Σg←g′s (~x, ~Ω′ · −~Ω)
)
2 Ψg
′(~x, ~Ω′)
(A.4)
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where the even and odd fluxes are defined as:
Ψeveng (~x, ~Ω) =
(
Ψg(~x, ~Ω) + Ψg(~x,−~Ω)
)
2 (A.5)
Ψoddg (~x, ~Ω) =
(
Ψg(~x, ~Ω)−Ψg(~x,−~Ω)
)
2 (A.6)
and the even and odd scattering cross sections:
Σg←g′s (~x, ~Ω′ · ~Ω)even =
(
Σg←g′s (~x, ~Ω′ · ~Ω) + Σg←g′s (~x, ~Ω′ · −~Ω)
)
2 (A.7)
Σg←g′s (~x, ~Ω′ · ~Ω)odd =
(
Σg←g′s (~x, ~Ω′ · ~Ω)− Σg←g′s (~x, ~Ω′ · −~Ω)
)
2 (A.8)
to finally obtain the even and odd parity neutron transport equations:
even parity : ~Ω · ~∇Ψoddg (~x, ~Ω) + Σtg(~x)Ψeveng (~x, ~Ω) =
G∑
g′
∫
4pi
dΩ′Σg←g′s (~x, ~Ω′ · ~Ω)evenΨg′(~x, ~Ω′)
+ χg
keff
G∑
g′
∫
4pi
dΩ′νΣfg′ (~x)Ψg′(~x, ~Ω
′)
(A.9)
odd parity : ~Ω · ~∇Ψeveng (~x, ~Ω) + Σtg(~x)Ψoddg (~x, ~Ω) =
G∑
g′
∫
4pi
dΩ′Σg←g′s (~x, ~Ω′ · ~Ω)oddΨg′(~x, ~Ω′)
(A.10)
The integral over the angles can be expanded into a summation of spherical harmonics, the
PN method:
∫
4pi
dΩ′Σgx(~x, ~Ω′, ~Ω)Ψg(~x, ~Ω′) =
∞∑
`=0
2`+ 1
4pi
∑`
n=−`
Σgx,`(~x)φg,`,n(~x)Y`,n(~Ω) (A.11)
In this thesis, we use the indexes ` and n for the spherical harmonics instead of ` and m as
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we use the index m as an indicator of a homogenized region. This sum notation is then used
to get rid of the integrals:
even parity : ~Ω · ~∇Ψoddg (~x, ~Ω) + Σtg(~x)Ψeveng (~x, ~Ω) =
G∑
g′
∞∑
` even
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,` (~x)φg′,`,n(~x)Y`,n(~Ω)
+ χg
keff
G∑
g′
∞∑
` even
2`+ 1
4pi
∑`
n=−`
νΣf,`g′ (~x)φg′,`,n(~x)Y`,n(~Ω)
(A.12)
odd parity : ~Ω · ~∇Ψeveng (~x, ~Ω) + Σtg(~x)Ψoddg (~x, ~Ω) =
G∑
g′
∞∑
` odd
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,` (~x)φg′,`,n(~x)Y`,n(~Ω)
(A.13)
where the classic definition of the real spherical harmonics is adopted:
Y0,0 = 1. (A.14)
Since fission is isotropic, only the zeroth order term contributes to the sum. φg is used
as shorthand notation for φg,0,0. The even and odd parity neutron transport equations are
finally obtained:
even parity : ~Ω · ~∇Ψoddg (~x, ~Ω) + Σtg(~x)Ψeveng (~x, ~Ω) =
G∑
g′
∞∑
` even
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,` (~x)φg′,`,n(~x)Y`,n(~Ω)
+ χg4pi
1
keff
G∑
g′
νΣfg′ (~x)φg′(~x)
(A.15)
odd parity : ~Ω · ~∇Ψeveng (~x, ~Ω) + Σtg(~x)Ψoddg (~x, ~Ω) =
G∑
g′
∞∑
` odd
2`+ 1
4pi
∑`
n=−`
Σg←g
′
s,` (~x)φg′,`,n(~x)Y`,n(~Ω)
(A.16)
