Abstract NLARX (NonLinear AutoRegresive with eXogenous inputs) models are frequently used in black-box nonlinear system identication. Though it is easy to make one step ahead prediction with such models, multiple steps prediction ids far from trivial. The main diculty is that in general there is no easy way to compute the mathemaical expectation of an output conditioned by past measurements. An optimal solution would require intensive numerical computations related to nonlinear ltering. The purpose of this paper is to investigate simple non-optimal prediction merhods. It is shown that caution must be paid when using such methods, since the prediction behaviors may be radically dierent, depending on some detailed choices. Abstract NLARX (NonLinear AutoRegressive with eXogenous inputs) models are frequently used in black-box nonlinear system identification. Though it is easy to make one step ahead prediction with such models, multiple steps prediction is far from trivial. The main difficulty is that in general there is no easy way to compute the mathematical expectation of an output conditioned by past measurements. An optimal solution would require intensive numerical computations related to nonlinear filtering. The purpose of this paper is to investigate simple non optimal prediction methods. It is shown that cautions must be paid when using such methods, since their prediction behaviors may be radically different, depending on some detailed choice.
INTRODUCTION
In the field of classical linear system identification, ARX (AutoRegressive with eXogenous inputs), ARMAX (AutoRegressive and Moving Average with eXogenous inputs) and OE (Output Error) models have been extensively studied. Let us just cite a few examples out of the very vast literature on this topic: (Goodwin and Payne, 1977; Söderström and Stoica, 1989; Walter and Pronzato, 1997; Ljung, 1999) . For nonlinear system identification, researches have been mainly focused on NonLinear ARX (or NLARX) models, notably since the emergence of artificial neural networks applied to nonlinear system identification (Narendra and Parthasarathy, 1990; Levin and Narendra, 1995; Sjöberg et al., 1995; Juditsky et al., 1995; Principe et al., 1998; Chen et al., 1999) . The purpose of this paper is to investigate some issues on the way NLARX models are used for multiple steps prediction.
NLARX models can be used for various purposes (control, simulation, behavior analysis, monitoring, etc.) . When one step ahead prediction is needed in such applications, the predictor can be trivially derived from an NLARX model. In some applications, multiple steps prediction of the identified system is required. It turns out that multiple steps prediction is a problem far less trivial. In the linear case, when the modeling error is simply assumed to be a white noise, the k steps ahead prediction of the output at the time instant t can be made by computing its mathematical expectation conditioned by the measured outputs up to the time instant t − k. If, moreover, the modeling error is assumed Gaussian, then the full conditional distribution of the predicted output can be computed based on the Kalman theory. In the nonlinear case, however, the problem becomes much more complicated. In general, the conditional mean of the output to be predicted cannot be simply computed without estimating its full conditional distribution. In principle, this problem is related to nonlinear filtering theory (Jazwinski, 1970) . However, the implementation of such solutions requires intensive numerical computations. Even with the recently developed particle filtering methods (Doucet et al., 2001) , the necessary numerical computations can rarely be accomplished in real time for most applications. For engineering practices, simple methods for multiple steps prediction are often required. It is thus of practical importance to investigate simple non optimal multiple steps prediction methods for nonlinear systems. This is exactly the purpose of this paper for NLARX models.
Remark that the multiple steps predictions considered in this paper are based on an NLARX model estimated through the minimization of one-step prediction error criterion. This is typically the approach used in Model Predictive Control (MPC). However, some authors suggest to estimate different models for different prediction horizons (Di Palma and Magni, 2004 ).
We will investigate in this paper two simple methods for multiple steps prediction derived from iterations of the NLARX model by neglecting some modeling errors. These apparently natural methods are not new and differ only in some detail. However, as will be shown in the paper, the slight difference leads to completely different behaviors for multiple steps prediction. Very often, one of the methods gives badly oscillatory results, whereas the other one exhibits a more reasonable behavior.
For presentation simplicity, only single input single output (SISO) systems are considered in this paper.
METHOD 1
In this section we examine a first apparently natural multiple steps prediction method
NLARX model and one step ahead prediction
Let let u(t) and y(t) be respectively the measured system input and output at discrete time instants t = 1, 2, 3, . . . , then a NLARX model has the form
where the integers n a , n b are the numbers of past outputs and inputs involved in the model, n k is the pure input delay, f is some nonlinear function (typically implemented by an artificial neural network), and e(t) represents the modeling error. Such a model is typically estimated by minimizing some criterion based on the error sequence e(t) with respect to some parametrization vector of the nonlinear function f .
With such a NLARX model, a prediction of the system output at time instant t from past measured outputs is obtained by simply omitting the error e(t):
If the error sequence e(t) is a white noise independent of past measurements, then this prediction coincides with the conditional mean:
It is considered as a one step ahead prediction, becauseŷ(t) is computed from measured outputs up to the time instant t − 1.
Multiple steps prediction
Based on the one step prediction formula (2), an apparently natural multiple steps prediction is derived by recursively applying the same prediction formula as follows. For k = 1, 2, 3, . . . , letŷ (k) (t) denote the k step prediction of the output y(t). The one step prediction is simplyŷ
(1) (t) ŷ(t) withŷ(t) as defined in (2). Then for k = 2, 3, 4 . . . , the k step prediction is recursively computed bŷ
Notice that the sequenceŷ
(1) (t) (for t = 1, 2, 3, . . . ) must be first computed beforeŷ (2) (t) is computed, thenŷ (3) (t) is computed, and so on. This prediction formula is particularly attractive for batch processing of data in Matlab, since it can be implemented efficiently with a loop over the steps k instead of a loop over the data samples.
The valueŷ
(k) (t) computed with the recurrent formula (3) can be viewed as a k step ahead prediction of y(t), since it is computed from measured outputs up to the time instant t − k. This method seems natural, since it repeatedly applies the one step prediction formula, each time for a further step prediction. However, this method typically leads to badly oscillatory results, as illustrated by the following example.
The considered example is a liquid-saturated steam heat exchanger for which a description and the available data can be found in the data base (De Moor, 1996) . The system has an input, the liquid flow rate, and an output, the outlet liquid temperature. The 4000 samples of input-output data downloaded from the data base are plotted in figure 1. The data from sample 220 to 2000 are used for the estimation of a NLARX model with n a = 3, n b = 3, n k = 1 and f implemented as a single hidden layer neural network of 2 sigmoid neurons.
The one step prediction with the estimated NLARX model is then tested over the entire 4000 data samples, as plotted in figure 2. As expected, the one step prediction is similar to the measured output of figure 1, so is the two steps prediction shown in figure 3 . However, the degradation of the five steps prediction plotted in figure 4 is clearly noticeable. The result of the ten steps prediction given in figure 5 is completely meaningless.
One may think that this bad prediction behavior is due to the instability of the NLARX model. Since it is difficult to analytically study the stability of such a nonlinear model, let us try to get some idea by simulation. The simulated output z(t) is computed with the estimated model as follows. First choose the initial values (2), . . . , z(n a ), then z(t) is recursively computed for t > n a :
The simulation is made with the same input data u(t) as above. Since the input u(t) is independent of the simulated output z(t), if the recurrent equation (4) is instable, typically the simulated z(t) will diverge.
The simulated output is illustrated in figure 6 . It can be noticed that the simulated output is much more similar to the measured output than the five and ten steps predictions. The simulation result supports the guess that the estimated NLARX model is stable. Anyway it is surprising that the five and ten steps predictions are much worse than the result of the simulation which can be viewed as infinite steps prediction.
What is wrong?
One may question if this surprisingly bad behavior of multiple steps prediction is caused by the nonlinearity of the estimated model. It turns out that this problem is not specific to nonlinear systems. If the multiple steps prediction formula (3) is applied to linear systems, the same behavior can also be observed. For example, consider the linear AR model
Assume that model parameters has been estimated somehow, and a data set y(t) for t = 1, 2, . . . , N is given. The prediction formula (3) is then applied to make multiple steps predictions. For simplicity, assume y(1) = y(2) = 0. Define the notations
the recurrent equation (3) leads, for this particular linear example, toŶ
It is then clear thatŶ
The N × N matrix F has its eigenvalues all equal to zero, and has the property F N = 0. The recurrent equation (6) is thus clearly stable. However, in simulations, for example, with N = 50, a 1 , a 2 randomly drown within the interval [0.5, 1], and with Y generated as a Gaussian noise, typically the simulatedŶ (k) has some components increased several thousands times for some k < N. Of course,Ŷ (k) = 0 for k ≥ N . The problem is that, for large N , some components ofŶ (k) can become very large before the value of k reaches N . Note that if Y is by chance an eigenvector of F , thenŶ (k) = 0 for all k, but this case does not often happen.
This "divergent" property observed by simulation is independent of the stability of (6), and also independent of the stability of the original AR equation (5). In fact, it does exist a positive definite matrix P such that (Ŷ (k) ) T PŶ (k) decreases with k and it is true thatŶ (k) tends to zero (it even reaches zero at k = N ), but these facts do not prevent the rapid growth of some components ofŶ
In order to better understand the problem, let us make some approximate analysis, since the accurate analysis seems extremely complicated. Define the N × N matrix
The non zero entries of the matrix F k is thus expressed by C This example shows the danger of the multiple steps prediction formula (3): even in the simple linear case, the computed results can become very large, and this bad behavior is independent of the stability of the considered AR model.
Remark that the matrix F is not diagonalizable. If a matrix M can be decomposed as M = U DU −1 with the diagonal matrix D composed of the eigenvalues of M and with some invertible matrix U , then
If M has all its eigenvalues inside the unit circle, then D k does not grow with k, and there will be no problem to compute M k . Therefore, it is the non diagonalizability and the large dimension of F that have caused the "divergence" problem.
METHOD 2
In this section an alternative method is examined.
Predictions and related errors
Before formulating the second multiple steps prediction method, let us first play with iterations of the original NLARX model (1) to see how the measured outputs at different time instants are related by the model. For simplicity let us consider only the case of n a = 2 and forget the input which is not essential in the reasoning. In this case the original NLARX model (1) becomes
Apply the same equation to substitute y(t − 1) and y(t − 2):
From this formula relating y(t) to y(t − 2), y(t − 3), y(t − 4) and to the errors e(t), e(t − 1), e(t − 2), it seems natural to neglect the errors to predict y(t) with the remaining parts of the equation:
Indeed it coincides with the previously considered prediction formula (3). Its bad behavior has been shown in the previous section. Another explanation of this bad behavior is given in the following.
From the exact equation (8) to the approximative prediction (9), the only thing we have done is to neglect the errors e(t), e(t − 1), e(t − 2). It is reasonable to neglect e(t), e(t − 1) if they are assumed to be independent of the measurements up to y(t − 2). However, after the measurement of y(t − 2), the error e(t − 2) can be deduced through e(t−2) = y(t−2)−f [y(t−3), y(t−4)], it is thus not reasonable to neglect e(t − 2) for this prediction of y(t). Therefore, as a correction to (9), the error e(t−2) should be added to f [y(t−3), y(t−4)], that exactly amounts to y(t − 2). Then the prediction should be computed aŝ
where the notationŷ(t|t− 2) means the prediction of y(t) from measured outputs up to y(t − 2). The point here is that, when a measured output is available, it should not be replaced by a predicted value.
Let us push a little bit further this example. Consider the 3 steps prediction of y(t) that should be computed from measured outputs up to y(t − 3). Then in (10) the value of y(t − 2) is not available and must be replaced by a value predicted from earlier outputs. It is reasonable to replace it by f [y(t − 3), y(t − 4)]. The involved y(t − 3), y(t − 4) should not be further substituted, following the rule of not substituting available outputs. After the substitution of the two occurrences of y(t − 2) in (10), the 3 steps ahead prediction of y(t), noted asŷ(t|t − 3), is then obtained.
The above prediction approach through substitutions of unknown values can be described in a 
with the notation convention
It can be checked that, with this prediction formula, only the errors e(t), e(t − 1), . . . , e(t − k + 1) are neglected. In the linear case, these errors appear linearly in the exact recurrent equation, and thenŷ(t|t − k) coincides with the conditional mean E[y(t)|y(t − k), . . . , y(t − k − n a + 1)] if the error sequence is a white noise. However, for general NLARX models, the multiple steps prediction y(t|t − k) does not coincide with the conditional mean.
More generally, for the NLARX model (1), the k steps ahead prediction of the second method is given by the recurrent equation
witĥ
Notice that this k steps prediction corresponds to the one step prediction (2) followed by k − 1 steps noise-free simulation with the NLARX model. This method for multiple steps prediction is typically used in MPC. It can be better understood in a state space representation.
State space representation of the second method
. . .
Then, the recurrent prediction formula (11) can be equivalently written as 
with the initial condition
Strictly speaking, equations (12)- (13) are not in the state space form, since past inputs are involved in the "state equation" (12). The dimension of the (quasi) state vector x is n a , independent of the data sample length N . Since n a is typically small, the "divergence" problem of the first method should not affect this second method. Now let us illustrate the behavior of this prediction method with the example of the liquidsaturated steam heat exchanger which has put the first method into trouble. The results of 10 steps and 1000 steps ahead predictions given by this second method are plotted in figures 7. Even for the relatively long term (1000 steps) prediction, the result remains reasonable. Having shown the good prediction behavior in this example, let us remind that, in general, the behavior of the predictor depends also on the properties of the related system model.
CONCLUSION
There is no general simple way to compute optimal multiple steps prediction with NLARX models. For the purpose of engineering practice, two simple non optimal prediction methods for multiple steps prediction have been investigated in this paper. It is shown that cautions must be paid when using such methods, since their prediction behaviors may be radically different, depending on some detailed choice.
