Abstract. The parameterized complexity of counting minimum cuts stands as a natural question because Ball and Provan showed its #P-completeness. For any undirected graph G = (V, E) and two disjoint sets of its vertices S, T , we design a fixed-parameter tractable algorithm which counts minimum edge (S, T )-cuts parameterized by their size p. Our algorithm operates on a transformed graph instance. This transformation, called drainage, reveals a collection of at most n = |V | successive minimum (S, T )-cuts Zi. We prove that any minimum (S, T )-cut X contains edges of at least one cut Zi. This observation, together with Menger's theorem, allows us to build the algorithm counting all minimum (S, T )-cuts with running time 2
Introduction
The issue of counting minimum cuts in graphs has been drawing attention over the years due to its practical applications. Indeed, the number of minimum cuts is an important factor for the network reliability analysis [2, 3, 4, 24] . Thereby, the probability that a stochastic graph is connected may be computed [3] . Furthermore, cuts on planar graphs are used for image segmentation [8] . An image is seen as a planar graph where vertices represent pixels and edges connect two neighboring pixels if they are similar. Counting minimum cuts provides an estimation of the number of segmentations.
We focus on the problem of counting minimum edge (S, T )-cuts in undirected graphs G = (V, E), S, T ⊆ V . We call it counting mincuts (Def. 1) as it is the counting variant of the classical problem mincut, which asks for a minimum (S, T )-cut in graph G. Ball and Provan showed in [26] that counting mincuts is unlikely solvable in polynomial time as it is #P-complete. They also devised a polynomial-time algorithm for counting mincuts on planar graphs [3] . Bezáková and Friedlander [6] generalized it with an O(nµ + n log n)-time algorithm on weighted planar graphs, where µ is the length of the shortest (s, t)-paths. For general graphs, some upper bounds on the number of minimum cuts have been given [10] in function of parameters such as the radius, the maximum degree, etc. Two fixed-parameter tractable (FPT) algorithms have been proposed for counting mincuts. Bezáková et al. [5] built an algorithm for both directed and undirected graphs with small treewidth λ; its time complexity is O(2 3λ λn). Moreover, Chambers et al. [9] designed an algorithm for directed graphs embedded on orientable surfaces of genus g: its execution time is O(2 g n 2 ). We study the fixed-parameter tractability of counting mincuts, parameterized by the size p of the minimum (S, T )-cuts.
Definition 1 (Counting mincuts).
Input: Undirected graph G = (V, E), sets of vertices S, T V , S ∩ T = ∅. Output: The number of minimum edge (S, T )-cuts.
The minimum (S, T )-cut size for a counting mincuts instance I = (G, S, T ) is obtained in polynomial time [17] . A brute force XP algorithm computes the number C(I) of minimum (S, T )-cuts in time n O(p) by enumerating all edge sets of size p and picking up those which are (S, T )-cuts. More efficient exponential algorithms exist, as the one of Nagamochi et al., in time O pn 2 + pnC(I) , in [24] . Our contribution, summarized in the theorem below, is an algorithm efficient for small values of p. An FPT p algorithm can be deduced from the results in two articles [5, 21] and its execution time is O * 2 H(p) where H(p) = Ω 2 p √ p . The treewidth reduction theorem established by Marx et al. in [21] says that there is a lineartime reduction transforming graph G into another graph G ′ which conserves the (s, t)-cuts of size p and such that the treewidth of G ′ , τ (G ′ ), verifies τ (G ′ ) = 2 O(p) . After this transformation, the number of minimum (S, T )-cuts of G ′ is obtained thanks to the algorithm given in [5] . The overall time taken with this method is O * 2 2 p . Our result, Theorem 1, improves this exponential factor. This result highlights a complexity gap between the counting and the enumeration, as the latter cannot be FPT parameterized by p. Indeed, certain instances contain a number C(I) = ( n−1 p ) p of minimum cuts, as in case of graph G made of p vertex-disjoint (S, T )-paths with S = {s} and T = {t}.
Theorem 1. The counting of minimum edge (S, T )-cuts can be solved in time
Our algorithm is based on a cut-decomposition Z(I) = (Z 1 , . . . , Z k ) of instance I, 1 ≤ k < n, called the drainage where for every 1 ≤ i ≤ k, edge set Z i is a minimum (S, T )-cut. Set R(Z i , S) denotes the vertices which are reachable from S after the removal of edges in Z i . The reachable sets of Z i are included one into another: R(Z 1 , S) R(Z 2 , S) . . . R(Z k , S). The drainage fulfils the following property: if X is a minimum (S, T )-cut, some edges B i of a certain Z i belong to X, B i = X ∩ Z i = ∅, and no other edge of X has one endpoint in R(Z i , S). The set B i is called the front dam of cut X. The key idea of the recursive counting we propose is that any minimum cut X is the union of its front dam with a minimum cut of a sub-instance, called dry instance, of I. These techniques work as well on multigraphs, i.e. on graphs with multiple edges. After modifications, our algorithm also samples minimum edge (S, T )-cuts.
To design the drainage Z(I), we use the concept of important cuts [20] which is the key ingredient of many FPT algorithms to solve cuts problems [7, 12, 14, 20, 22] .
There is a unique minimum important (S, T )-cut and it can be identified in polynomial time [20] .
The second concept used in our algorithm is Menger's theorem [23] . It states that the size of minimum edge (S, T )-cuts in an undirected graph is equal to the maximum number of edge-disjoint (S, T )-paths. As the max-flow min-cut theorem [17] generalizes Menger's theorem, one of the largest sets of edge-disjoint (S, T )-paths is found in polynomial time.
To close this introductory chapter, we give a "table of contents" of our article. Section 2 introduces the notations used. Section 3 explains the construction of the drainage Z(I) = (Z 1 , . . . , Z k ). In Section 4, we propose our algorithm and compute its time complexity. Finally, we conclude and give ideas about future research.
Definitions and notation
We summarize basic concepts of parameterized and counting complexity but also introduce the notation we will use.
Fixed-parameter tractability. NP-hard problems are unlikely to be solvable with polynomial time algorithms. However, solving them efficiently may become possible when parameters are associated to problem instances and the values of these parameters are small.
Referring to Downey and Fellows [15] and Niedermeier [25] , a parameterized problem is said fixed-parameter tractable (FPT) if there is an algorithm solving it in time O(f (p)P (n)) = O * (f (p)), where p is a parameter, n is the instance size, P is a polynomial function, and f is an arbitrary computable function. As a problem may be studied for different parameters p 1 , p 2 , . . ., the notation "FPT" becomes ambiguous. If there is an algorithm solving a problem in time O (f (p 1 )P (n)), then it is FPT p 1 . In this study, the parameter p of counting mincuts is the size of the minimum (S, T )-cut.
Counting problems. The study of #P complexity class and the counting problems it contains, started with Valiant [27] . Class #P is the set of counting problems such that their decision version is in class NP. The subclass #P-complete contains counting problems such that all problems in #P can be reduced to them with a polynomial-time counting reduction. No #P-complete problem can be solved in polynomial time unless P=NP. Moreover, there are decision problems such as cnf-2sat [19] which are solvable in polynomial time but their associated counting problem is #P-complete [27] . The complexity of counting problems has been extended via the parameterized complexity framework [13, 16] . A relevant question to ask about a #P-complete problem is whether there is an FPT algorithm counting all its solutions. For example, with G and H as input, FPT algorithms counting the number of occurrences of H as a subgraph of G have been intensively studied [1, 18, 28] .
Cuts in undirected graphs. We study undirected graphs G = (V, E), where n = |V | and m = |E|. For any set of vertices U ⊆ V , we denote by E [U ] the set of edges of G with two endpoints in U and G [U ] the subgraph of G induced by U :
). Notation G\U refers to the graph deprived of vertices in U . For any set of edges E ′ ⊆ E, the graph G deprived of edges E ′ is denoted by G\E ′ :
A path is a sequence of pairwise different vertices
To improve readability, we abuse notations: v 1 ∈ Q and (v 1 , v 2 ) ∈ Q mean that vertex v 1 and edge (v 1 , v 2 ) are on path Q, respectively. Cut problems usually consist in finding the smallest set of edges X ⊆ E which splits the graph G\X into connected components meeting certain criteria. Given two sets of vertices S (sources) and T (targets), set X ⊆ E is an (S, T )-cut if there is no path connecting a vertex from S with a vertex from T in G\X. An (S, T )-cut X is said to be minimum if there is no (S, T )-cut X ′ such that |X ′ | < |X|. For any (S, T )-cut X, its source side R(X, S) is the set of vertices that are reachable from S in G\X. Its target side R(X, T ) contains the vertices reachable from T in G\X. We define two sets V S (X) and V T (X):
e. the vertices of R(X, T ) incident to cut X. Important and closest cuts. As defined in [20] , an (S, T )-cut X is important if there is no other (S, T )-cut X ′ such that |X ′ | ≤ |X| and R(X, S) R(X ′ , S). Intuitively, an important (S, T )-cut is such that there is no other cut smaller in size which is closer to T . The number of important (S, T )-cuts of size at most p depends only on p [11] and there is no more than one minimum important (S, T )-cut [20] . Although the proofs in [20] handle vertex cuts, an edge-to-vertex reduction preserves these properties on edge cuts [7, 20] .
Lemma 1 (Unicity of minimum important cuts [20] ). For disjoint sets of vertices S and T , there is a unique minimum important (S, T )-cut and it may be found in polynomial time.
On undirected graphs, we say that an important (T, S)-cut is a closest (S, T )-cut. Fig. 1 gives an example of graph G with two (S, T )-cuts X 1 and X 2 , where S = {s 1 , s 2 } and T = {t}. Cut X 1 is not closest as the edges incident to S form a cut Z 1 smaller than X 1 and R(Z 1 , S) ⊆ R(X 1 , S). Cut X 2 is closest because there is no cut with at most three edges whose reachable set of vertices is contained in R(X 2 , S). As a minimum closest (S, T )-cut is also a minimum important (T, S)-cut on undirected graphs, there is a unique minimum closest (S, T )-cut according to Lemma 1. Since the graph is uncapacitated, computing the minimum closest (S, T )-cut is made in time O(mp), using p iterations of Ford-Fulkerson's algorithm [17] .
3 Framework: drainage and Menger's paths
We introduce tools needed to design an algorithm solving counting mincuts in FPT p time, where p is the size of any minimum (S, T )-cut. We build the drainage, a collection of minimum cuts Z i , i ∈ {1, . . . , k}, where k < n, such that at least one edge of any minimum (S, T )-cut X belongs to k i=1 Z i . Then, we highlight properties coming from Menger's theorem.
Construction of the drainage
The drainage Z (I) = (Z 1 , . . . , Z k ) of an instance I = (G, S, T ) is a collection of minimum (S, T )-cuts Z i , |Z i | = p, satisfying the following properties:
-there are less than n cuts Z i , i.e. 1 ≤ k < n, -the reachable sets of cuts Z i fulfil R(Z i , S) R(Z i+1 , S) for i ∈ {1, . . . , k − 1}, -for any minimum (S, T )-cut X, there is at least one cut Z i which has edges with X in common:
We construct the drainage iteratively. Let S 1 = S and Z 1 be the minimum closest (S 1 , T )-cut. We fix R 1 = R(Z 1 , S). Let S 2 be the set of vertices incident to edges of
If |Z 2 | > p, the drainage construction stops. Otherwise, if |Z 2 | = p, set R 2 follows the same scheme as R 1 , R 2 = R(Z 2 , S 2 ) in graph G\R(Z 1 , S). We repeat the process until no more minimum (S i , T )-cut Z i of size p can be found. We denote by k the number of cuts Z i produced and fix R k+1 = R(Z k , T ). Cuts Z i form the minimum drainage cuts of I. The drainage (cuts Zi, sets Ri and Si) for an instance containing graph G, sources S = {s1, s2, s3} and targets T = {t1, t2}. Here, R1 = S1 (in general, R1 ⊇ S1).
Z 3 , respectively. Similarly, blue, red, green, and yellow vertices represent sets S 1 = S, S 2 , S 3 , and S 4 . Reachable sets R 1 , R 2 , R 3 , and R 4 are also appropriately colored. As the size of the minimum cut between S 4 (yellow vertices) and T in graph G\R(Z 3 , S) is greater than p, we have k = 3. We emphasize that set R i , which is R(Z i , S i ) taken in G\R(Z i−1 , S), and set R(Z i , S) are different for i = 1. On the one hand, set R(Z i , S) = i ℓ=1 R ℓ contains the vertices reachable from S in graph G deprived of Z i . On the other hand, set R i can be written R i = R(Z i , S)\R(Z i−1 , S). Sets R i and R i+1 are disjoint and nonempty, as S i ⊆ R i and S i+1 ⊆ R i+1 . Moreover, the minimum drainage cuts are disjoint: Z i ∩ Z j = ∅. The number k of minimum drainage cuts is less than n and the running time needed to construct the drainage is in O(mnp). The reachable vertex sets of cuts Z i are included one into another:
The following theorem shows that, for any minimum (S, T )-cut X, there is a cut Z i containing edges of X. Among cuts Z i sharing edges with X, we are interested in the one with the smallest index.
The next theorem states the properties of i(X) for any minimum (S, T )-cut.
Theorem 2. Any minimum (S, T )-cut X admits a front i(X) and
Proof. First, cut X cannot be entirely included in E [R k+1 ]. If it was, it would be a minimum (S k+1 , T )-cut of size p, which contradicts the drainage definition. So, some edges of X are incident to R(Z k , S).
Second, no edge of X belongs to E [R(Z 1 , S)] as cut Z 1 is the minimum closest (S, T )-cut. Therefore, there is an index i ≥ 1 such that no edge of X belongs to E [R(Z i , S)] but at least one has an endpoint in R i+1 .
Obviously, if an edge of X belongs to Z i , the theorem holds: i = i(X). We study the case where no edge of X belongs to Z i and there is an edge e of X, e ∈ E [R i+1 ]. According to the definition of index i, no edge of X belongs to E [R(Z i , S)], and therefore all edges of X have to be on the target side E [R(Z i , T )]. Therefore, X is a minimum (S i+1 , T )-cut in graph G\R(Z i , S). Either cut X is a minimum closest (S i+1 , T )-cut (and then we fix Z = X) or the minimum closest (S i+1 , T )-cut Z is different than X and it fulfils R(Z, S i+1 ) R(X, S i+1 ). Since there is an edge e ∈ X ∩ E [R i+1 ], then one of its endpoint v ∈ R i+1 belongs to R(X, T ). Consequently, v / ∈ R(Z, S i+1 ). This brings a contradiction: cutset Z i+1 is the unique minimum closest (S i+1 , T )-cut and R(Z i+1 , S i+1 ) = R i+1 . As vertex v can be reached from S i+1 after the removal of Z i+1 but not after the removal of Z, cuts Z and Z i+1 differ. Thus, cut Z cannot be the minimum closest (S i+1 , T )-cut.
In summary, there is an index i such that no edge of X belongs to E [R(Z i , S)] and, moreover, X ∩ Z i = ∅. This means that there is no index ℓ < i such that
The reader can verify that any minimum (S, T )-cut of G contains some edges of at least one cut
Menger's paths
Menger's theorem states that the size of the minimum edge (S, T )-cuts is equal to the maximum number of edge-disjoint (S, T )-paths [23] . One of these largest sets of edge-disjoint (S, T )-paths can be found in polynomial time using flow techniques [17] . We denote by Q = {Q 1 , . . . , Q p } such a set of p edge-disjoint (S, T )-paths, taken arbitrarily. We call paths from Q Menger's paths, to distinguish them from other paths in graph G.
Set Q is used to identify minimum (S, T )-cuts. It is fixed throughout the course of the proofs in this article. The observation that edges of all minimum (S, T )-cuts belong to the paths from Q is formulated in:
Proof of Lemma 2. If a Menger's path Q j did not contain any edge of cut X, then set X would not be a (S, T )-cut. Similarly, if path Q j contained at least two edges of cut X, then another Menger's path would not contain any edge of X as |Q| = |X|.
We suppose that (v
ℓ+1 ∈ R(X, T ), we admit the contrary. As Q j contains one edge of X, the segment v
∈ R(X, T ). Therefore, X is not an (S, T )-cut as at least one vertex of R(X, S) is connected to R(X, T ), a contradiction.
Its consequence is that each edge of a cut Z i belongs to a Menger's path. 
Counting minimum edge (S, T )-cuts in undirected graphs
We describe our algorithm which counts all minimum (S, T )-cuts in an undirected graph G. Based on the concepts introduced in Section 3, we prove not only that it achieves its objective but also that its time complexity is FPT.
Dams and dry areas
We begin by the definition of dams which are subsets of cuts Z i of the drainage of G.
Definition 4 (Dam). A dam B i is a nonempty subset of a minimum drainage cut
Thanks to this definition, Theorem 2 together with the concept of the front makes us observe that any minimum (S, T )-cut X contains a front dam:
We know that all edges in X\B i(X) belong to the target side of Z i(X) , E R(Z i(X) , T ) , and the source side of
-its level, i.e. the index i of the cut Z i it belongs to, -its signature σ(B i ) = {Q j : B i ∩ Q j = ∅}, i.e. the set of Menger's paths passing through it.
Choking graph G with dam B i(X) puts in evidence a subgraph which still connects S and T through X\B i(X) . Our idea is to dam a graph gradually in order to dry it completely.
The description of the method we devised to reach this goal requires a transformation of G into G D which is actually G with certain edges directed (G D is a mixed graph). If edge e does not belong to a Menger's path, it stays undirected. For path Q j : v
i+1 ), respecting the natural flow from sources to targets. Fig. 3 illustrates graph G D . Arrows indicate the arcs while bare segments represent its edges. According to Lemma 2, any minimum (S, T )-cut of G is made up of arcs in G D . Minimum drainage cuts Z i are thus composed of arcs, directed from R i to R i+1 . We insist on the fact that graph G D is only used to define the notion of dry area, we do not count minimum cuts in it.
Definition 6 (Dry area). The dry area of B i is the set
In a less formal way, set A * (B i ) keeps vertices which are dried as B i is the only means to irrigate them. The definition of the dry instance follows. 
Definition 7 (Dry instance). The dry instance induced by a dam
-set S * (B i ) keeps vertices reachable from S "just before" dam B i . Formally, it contains the tails of arcs in Proof. Suppose that such an arc (u, v) / ∈ B i exists. As u / ∈ A * (B i ), it is reachable from S in G D \B i . Therefore, v can be reached too: this contradicts v ∈ A * (B i ). For the same reason, there is no undirected edge (u, v) with only endpoint in A * (B i ) as the existence of this edge makes both its endpoints be reachable from
In Theorem 3, we provide a characterization of any minimum (S, T )-cut which is based on dry instances and on closest dams. We start by:
and (iii) edges in B i are the only edges of level i inside the dry instance of B h :
As a consequence, the dry area of B i is included in the dry area of B h when B h is closer than B i : A * (B i ) A * (B h ). Indeed, if a vertex is unreachable from S in G D \B i , then it also is unreachable from S in G D \B h as arcs of B i cannot be attained from S in G D \B h according to Def. 8. 
Definition 9 (Closest dam). Dam B i is a closest dam if no dam
, so B h1 is closer than B h2 which is contradictory to our assumption that B h2 is a closest dam.
Moreover, if B h is a closest dam then its complement B h = Z h \B h is also a closest dam. This property will be used to prove the fixed-parameter tractability of our algorithm.
Proof. Suppose that B h is closest and B h is not: let B α denote the closest dam of B h , α < h.
First, we focus on the dry instance of dam B α between levels α and h. We prove that no edge/arc (u, v), with the exception of arcs from dam B α , has one endpoint inside the dry instance of B α before level h (i.e. in the source side of cut Z h ) and one outside. We distinguish two cases:
-Case 1: If arc (u, v) is such that u / ∈ A * B α and v ∈ A * B α , then Lemma 3 brings the contradiction. This argument also holds when (u, v) is undirected. -Case 2: If arc (u, v) is such that u ∈ A * B α is before level h and v / ∈ A * B α , then a Menger's path Q j leaves the dry instance of B α through this arc. However, dams B α and B h have the same signature, so path Q j also contains an arc of B h placed after arc (u, v). Consequently, there exists an arc (u ′ , v ′ ), u ′ / ∈ A * B α and v ′ ∈ A * B α , to make path Q j go back inside D(I, B α ). This contradicts Case 1. Fig. 5 illustrates the explanations given in Case 2 on a graph G with dams B h , B h , B α , and B α . In this example, vertices u ′ and v are identical.
Second, we show that any vertex of V S (B h ) is unreachable from S in G D \B α , where B α = Z α \B α . We suppose that a path Q inside graph G D \B α connects a source s ∈ S with a vertex w ∈ V S (B h ). Path Q necessarily traverses level α, so it contains an arc (u, v) of B α , as the complement dam B α has been removed. As dam B α is closer than B h , vertices of V T (B α ) form a subset of A * B α , otherwise one vertex of V T (B α ) is reachable in G D \B α and Menger's paths make a vertex in V S (B h ) be reachable too, which is impossible. For this reason, path Q must contain a vertex v ∈ A * B α . Therefore, it connects a vertex v inside the dry instance of B α with vertex w which is outside. As a consequence, there is an edge/arc leaving the dry instance of B α on path Q, which is a contradiction with our reasoning in Case 2.
Eventually, all vertices of V S (B h ) are unreachable from S in G D \B α , so arcs of B h belong to the dry instance of B α . Conversely, arcs of B h does not belong to E * (B α ), as the Menger's paths containing arcs of B α connect S with B h despite the removal of B α . Therefore, E * (B α )∩Z h = B h . Moreover, σ B α = σ B h as B α is closer than B h , so their complement dams have also the same signature: σ (B α ) = σ (B h ). Dam B α is thus closer than B h , which is a contradiction because B h is supposed to be a closest dam.
Observe that the dry areas of a dam B i and its complement, A * (B i ) and A * (B i ) respectively, are disjoint because any vertex is reachable from S either in G\B i or in G\B i or in both of them.
A characterization of minimum cuts with dry instances
Theorem 3 provides us with the keystone to build our FPT p algorithm. It combines the concepts of dry instance and closest dam: given a minimum (S, T )-cut X and its front dam B i(X) , either X\B i(X) = ∅ and X = Z i(X) or edges in X\B i(X) = ∅ belong to the dry instance of the dam B h(X) = Z h(X) \B h(X) , where B h(X) is the closest dam of B i(X) .
Theorem 3. If X = Z i(X) is a minimum cut for I, B i(X) its front dam, and B h(X) the closest dam of B i(X) , then set X\B i(X) is a minimum cut for the dry instance of B h(X)
Proof. We prove that all edges in X\B i(X) belong to the dry instance of B h(X) . Let us suppose ad absurdum that an edge e = (u, v) ∈ X\B i(X) is reachable from S in graph G D deprived of the dam B h(X) . Edge e is an arc (u, v) in G D .
We denote by P e a path in G D starting from a source s ∈ S and terminating with (u, v), deprived of arcs of B h(X) , P e : s · · · u · v.
Due to the iterative construction of cuts Z i , path P e necessarily contains one edge e h = (u h , v h ) of level h(X) when it arrives at a level greater than i(X) ≥ h(X). We know that this edge e h does not belong to B h(X) , so e h ∈ B h(X) and P e : s · · · u h ·v h · · · u·v. From now on, we focus on the segment of path P e , denoted by P (h) e , which contains all edges between e h and e, i.e.
The proof goes in two steps:
Step 1: Path P (h) e contains an arc of B i(X) .
Step 2: The existence of a path in G D containing both an arc of B i(X) (proven in Step 1) and arc e contradicts the definition of cut X.
For Step 1, let us suppose that the path P 
This means that path P (h) e
passes by the dry instance of B h(X) between levels h(X) and i(X), otherwise it would necessarily contain an arc of B i(X) . So, there is an edge/arc of this path,ẽ = (ũ,ṽ), whereũ is in the dry area of B h(X) but not in the dry area of B i(X) , andṽ lies outside the dry area of B h(X) . In brief,ũ ∈ A * (B h(X) )\A * (B i(X) ) andṽ / ∈ A * (B h(X) ). Edgeẽ must be an arc (ũ,ṽ) in G D according to Lemma 3. Arcẽ belongs to a Menger's path Q j(ẽ) passing through B h(X) , i.e. Q j(ẽ) ∈ σ(B h(X) ). Path Q j(ẽ) must traverse an arc of B i(X) as σ(B i(X) ) = σ(B h(X) ). As a consequence, path Q j(ẽ) connects a vertex v outside the dry area of B h(X) with the tail u
This is a contradiction, as vertex u For
Step 2, let e = ( u, v) = e i be the first arc of cut X in path P (h) e which arrives after e i on this path (Fig. 6) . By this way, we ensure that no edge of X lies on path P (h) e between vertices v i and u. Arc e exists as e is a potential candidate to be one.
As vertex v i is the head of e i in graph G D , v i ∈ R(X, T ) according to Lemma 2. For the same reason, vertex u ∈ R(X, S) as it is the tail of arc e ∈ X. We know that path P (h) e in G D connects these two vertices and there is no arc of X on the segment of P (h) e connecting them. Let us go back now to the initial undirected graph G. In graph G\X, vertices v i ∈ R(X, T ) and u ∈ R(X, S) are connected whereas they must be separated by X. The presence of an edge (u, v) of X outside E * (B h(X) ) yields a contradiction. In summary, all edges in X\B i(X) belong to the dry instance of B h(X) . They necessarily form a cut in instance D I, B h(X) , otherwise X would not separate S and T in I. The p − B h(X) Menger's paths in signature σ(B h(X) ) are edgedisjoint inside D I, B h(X) , so the minimum cut size of this instance is greater than p − B h(X) . As X\B i(X) contains p − B i(X) = p − B h(X) edges, we conclude that it is a minimum cut of D I, B h(X) .
Therefore, any minimum (S, T )-cut X, which is not a minimum drainage cut Z i(X) itself, can be partitioned into two sets, B i(X) and X\B i(X) , such that: Proof. As dam B h is closer than B i , the edges of B i form a minimum cut of D (I, B h ). Indeed, they are the edges of level i inside D (I, B h ), so they separate S * (B h ) from T * (B h ). Moreover, we know there is a set of |σ(B h )| edge-disjoint paths from S
We suppose that there is an open (S, T )-path Q in undirected graph G deprived of edges B i ∪X B h . Path Q cannot avoid level h of the drainage and passes through one edge of Z h . As B h ∪ B h = Z h , some edges of path Q belong either to the dry instance of B h or to the dry instance of B h , or to both of them.
First, from Lemma 3 we know that no edge of graph G has one endpoint in the dry area A * (B h ) of B h and the another one in the dry area A * (B h ) of B h . Second, we show that the existence of path Q yields a contradiction with the definition of the dry instance. As sets A * (B h ) and A * (B h ) cannot be connected by an edge of G, path Q "traverses" completely at least one of the dry instances D (I, B h ) or D I, B h , with no loss of generality we say D (I, B h ). In other words, a segment of Q connects S * (B h ) and T * (B h ). This is not possible because dam B i separates these two sets of vertices. With the dry instance D I, B h , we obtain the same contradiction as X Bh separates S * (B h ) and T * (B h ). Therefore, B i ∪ X B h separates S from T with p edges, as X B h = σ(B h ) = p − |B i |.
We now prove a stronger result for set X\B i(X) . In fact, edges of set X\B i(X) lie in the target side of level i(X) − h(X) + 1 in the drainage of instance D I, B h(X) . This statement is formulated in the theorem below.
Proof. According to Theorem 3, we know that edges of X\B i(X) belong to the dry instance of B h(X) , i.e. E * (B h(X) ). Moreover, they are also in the target side of Z i(X) , as B i(X) Z i(X) is the front dam of X. We denote by B i(X) the complement of
. We want to prove that dam B i(X) is the minimum drainage cut of level i(X) − h(X) + 1 in instance D I, B h(X) . For this purpose, we first prove that B h(X) is closer than B i(X) .
Dam B i(X) has the same signature as B h(X) because their respective complement fulfil σ(B i(X) ) = σ(B h(X) ). Moreover, we prove that arcs of B i(X) are in the dry instance of B h(X) . Suppose an arc e i = (u i , v i ) of B i(X) does not belong to E * B h(X) . Let Q j be the Menger's path containing arc e i . Then, no arc of Q j after e i is inside instance D I, B h(X) . This is a contradiction as path Q j must contain an edge of cut X. Indeed, path Q j contains neither an arc of B i(X) as σ(B i(X) ) ∩ σ(B i(X) ) = ∅ nor an arc of X\B i(X) as all its arcs after level i(X) do not belong to D I, B h(X) (contradiction with Theorem 3). In summary, dam B h(X) is closer than B i(X) .
All dams B ℓ such that σ(B h(X) ) = σ(B ℓ ) and h(X) < ℓ < i(X) have a common closest dam: B h(X) . Indeed, if it is not the case for a dam B ℓ , there is an arc (u ℓ , v ℓ ) ∈ B ℓ where u ℓ / ∈ A * B h(X) . As a consequence, dam B i(X) is not contained in E * (B h(X) ), as arc (u ℓ , v ℓ ) belongs to a Menger's path containing an arc of B i(X) .
We focus now on the drainage of instance D I, B h(X) . The minimum drainage cut of level one in this instance is B h(X) itself, as it is the minimum closest
and B h(X)+1 its complement. We prove that B h(X)+1 is the minimum drainage cut of level two in D I, B h(X) , i.e. it is the minimum closest cut between
is a minimum (S, T )-cut of instance I according to Theorem 4. As its edges belong to the target side of Z h(X) , it is a minimum (S h(X)+1 , T )-cut. Based on the definition of Z B h(X) , the reachable set of
Illustration of Theorem 5: for any minimum cut with the front dam Bi, the tails of arcs in X\Bi belong to the yellow zone.
is necessarily included into the reachable set of
. This is a contradiction to the construction of the drainage, as Z h(X)+1 is the unique minimum closest (S h(X)+1 , T )-cut in graph G\R(Z h(X) , S). Consequently, B h(X)+1 is the minimum drainage cut of level two inside D I, B h(X) . We can iterate these arguments on dams
) . Otherwise, it would imply that Z h(X)+2 is not the minimum closest (S h(X)+2 , T )-cut in graph G\R(Z h(X)+1 , S), which contradicts the construction of the drainage. Eventually, dam B h(X)+2 is the minimum drainage cut of level three inside D I, B h(X) , dam B h(X)+3 of level four, etc. Then, dam B i(X) is the minimum drainage cut of level i(X) − h(X) + 1 in instance D I, B h(X) .
Coming back to Theorem 3, the edges of X\B i(X) belong to both E * (B h(X) ) and E R(Z i(X) , T ) . So, they are in the target side of dam B i(X) inside instance D I, B h(X) .
Description of the algorithm
Our algorithm starts by computing the drainage Z(I) and the Menger's paths of input instance I. For all dams B i , it counts the minimum cuts of size p in I which admit the front dam B i . If B i = Z i , it does this recursively by counting the minimum cuts in instance D I, B h which only contains edges from the target side of the internal level i − h + 1 of D I, B h , where B h is the closest dam of B i . The minimum cut size in D(I, B h ) is at most p − 1.
We denote by C 0 (I) = C(I) the total number of minimum (S, T )-cuts of instance I. We define C ℓ (I) as the number of minimum cuts of instance I which are composed of edges from E [R(Z ℓ , T )] only. For example, C 2 (I) gives the number of minimum (S, T )-cuts in instance I without edges of Z 1 ∪ Z 2 . Value C ℓ (I), 0 ≤ ℓ ≤ k − 1, can be written:
The first k − ℓ cuts are the minimum drainage cuts of I with level greater than ℓ, i.e. cuts Z ℓ+1 , . . . , Z k . The second term counts cuts taking edges only from E [R(Z ℓ , T )] and admitting a front dam B i(X) = Z i(X) . Theorems 3 and 5 guarantee that any of these minimum (S, T )-cuts is counted at least once. Indeed, for any front dam B i and its closest dam B h , we compute the number of cuts in instance D I, B h such that all their edges belong to the target side of B i , which is the internal level i − h + 1 in D I, B h . In the event that the drainage of D I, B h has less than i − h + 1 levels, then C i−h+1 D I, B h = 0, as it means no minimum cut of I has the front dam B i .
Conversely, the unicity of a closest dam ensures us that each minimum cut is counted exactly once. A minimum (S, T )-cut X = Z i(X) has a unique front dam B i(X) and the closest dam B h(X) of B i(X) is unique (Lemma 4). Finally, Theorem 4 secures that all cuts counted with Eq. (1) are minimum (S, T )-cuts.
Value C 0 (I) is computed thanks to recursive calls on multiple instances D I, B h . From now on, we distinguish the input instance I (for which we want to compute C 0 (I)) with other instances (denoted by J later on) of the recursive tree. The base cases of the recursion, i.e. the leaves of the recursive tree, are the computation of values C ℓ (J ) either in instances J where the minimum cut size is one or in instances where no minimum cut admits a front dam B i = Z i , i > ℓ. In both cases, the only minimum cuts of J are its minimum drainage cuts. Each recursive call of the algorithm makes the minimum cut size decrease: for example, if the minimum cut size of J is q, then it is B h < q for an instance D J , B h . Therefore, the recursive tree is not deeper than p − 1. Fig. 8 illustrates the recursive scheme of our algorithm with a tree describing the relationship between the instances. Three instances I, J , and J ′ of the recursive tree are represented. For example, instance J = D I, B h is the son of instance I in the tree as it is one of its dry instances.
In parallel, another graph (black dashed arcs in Fig. 8 ) contains arcs with endpoints C ℓ (J ). An arc connects two "compartments" C ℓ (J ) and C ℓ ′ (J ′ ) when the computation of C ℓ (J ) depends on C ℓ ′ (J ′ ). The minimum (S, T )-cut size of J ′ is smaller than the one of J . This is why the graph made of arcs between compartments is a DAG.
Then, we present the proof of Theorem 6 which allows us to declare the fixed-parameter tractability of counting mincuts. We prove that, for any edge e in graph G, there are at most 2 pd instances J of depth d such that edge e belongs to the graph of J . This fact makes the total number of instances in the recursive tree be upper-bounded by 2
We proceed by induction. There is one instance defined for depth d = 0: it is I and it obviously contains edge e, so the number of instances with depth d = 0 containing e is thus 2 pd = 1. Let d ≥ 1 and J ′ be an instance of depth d containing edge e: there is an instance J of depth d − 1 and one of its closest dam B h such that J ′ = D J , B h . As the graph of instance J ′ is a subgraph of those of J , the latter contains edge e.
Using the induction hypothesis, there are at most 2 p(d−1) instances J of depth d − 1 containing edge e. Now, given an instance J with ∆(J ) = d − 1, we bound the number of dams B h (they are closest dams according to Lemma 5) of J such that D J , B h contains edge e. We distinguish two cases: -Case 1: edge e belongs to a minimum drainage cut Z i of instance J . We focus on the dams B i of level i containing edge e. Their cardinality is bounded by 2 p . The edges of level i belonging to the dry instance of B h , D J , B h , form one of these dams B i . As each dam B i admits a unique closest dam (Lemma 4), there cannot be more than 2 p closest dams B h such that D J , B h contains edge e. -Case 2: edge e is located between two minimum drainage cuts Z i and Z i+1 , e ∈ R i+1 . Consequently, the level of any closest dam B h such that D J , B h contains e is less than i: i ≥ h. Therefore, the edges of level i belonging to the dry instance of B h form a dam B i . Thus, the argument used in Case 1 arises the same conclusion: there cannot be more than 2 p closest dams such that D J , B h contains edge e.
Finally, the number of instances written as J ′ = D J , B h where ∆(J ) = d − 1 and J ′ contains e, is upper-bounded by 2 p(d−1) 2 p = 2 pd . We conclude that there are less than 2 pd instances of depth d containing edge e. The total number of instances is thus smaller than
For any instance J of the recursive tree, the algorithm computes its drainage Z (J ), its Menger's paths and all instances D (J , B h ) where B h is a closest dam of Z (J ). This third operation is done by enumerating all dams B i of Z(J ), verifying whether there is another dam B h which is closer than B i , and (if B i is a closest dam) identifying the vertices/edges of D(J , B i ) thanks to a depth-first search in G D \B i . As there are at most 2 p n dams in Z (J ), its execution time is O(2 2p n 3 ). The overall complexity is O 2
Sampling minimum edge (S, T )-cuts in undirected graphs
We sketch the algorithm which produces one of the minimum (S, T )-cuts according to the uniform distribution over all minimum (S, T )-cuts. We run our counting algorithm (Section 4.3) and execute a post-processing, described below. As in Section 4.3, we distinguish the input instance I from the other instances J of the recursive tree. Our method to sample minimum cuts consists in searching in the recursive tree, already filled out with values C ℓ (J ) during the counting. A minimum cut of I is extracted thanks to a randomly driven descent in the recursive tree.
We start at root C 0 (I). With probability k C0(I) , the sampling algorithm returns one of the minimum drainage cuts of Z(I) taken uniformly over them. Said differently, each cut Z i has probability 1 C0(I) to be produced. With probability 1 − k C0(I) , we will go one step down the tree. Concretely, for any dam B i of Z(I) and its closest dam B h , we visit node C i−h+1 D(I, B h ) of depth 1 with proba-
. The sampling algorithm returns the union of B i with the cut obtained by a recursive call on C i−h+1 (D (I, B h ) ). The algorithm applied on C i−h+1 (D(I, B h )) either selects a minimum drainage cut of level greater than i − h + 1 in D(I, B h ) (uniform selection among these cuts) or visits a node at depth 2, etc. In this way, we ensure that the minimum (S, T )-cuts are sampled uniformly.
Indeed, a cut with front dam B i is chosen with probability
which is the ratio of the number C i−h+1 D(I, B h ) of minimum cuts with front dam B i by the total number C 0 (I) of minimum cuts in instance I.
Conclusion
In this study, we were interested in the parameterized complexity of counting the minimum (S, T )-cuts in undirected graphs. The conclusion is that an algorithm running in O(2 p(p+2) pmn 3 ) was devised. Our algorithm starts by "draining" the graph: the drainage is made of k < n minimum cuts Z i . For any minimum cut of the instance, at least one of the minimum drainage cuts Z i contains edges of X. For this reason, we believe that the drainage could be used on other cut problems. We already used it to sample minimum edge (S, T )-cuts.
Our work gives rise to questions concerning the counting of minimum edge (S, T )-cuts in undirected graphs. These questions are:
1. Is there an FPT p algorithm solving counting mincuts with smaller polynomial factors? In particular, for dense graphs, our algorithm complexity is O(n 5 ) if we neglect the function of p. At first sight, it seems difficult to avoid the use of a maximum flow algorithm [17] , which is O(mp). Our algorithm can be generalized to undirected graphs with positive integer weights. The idea is to transform these undirected weighted graphs into undirected multigraphs: if the weight of edge e = (u, v) is larger than p + 1, then we replace e by p + 1 edges (u, v) in parallel. Otherwise, if its weight is w ≤ p, we replace it by w edges (u, v). By this method, the number of edges in the transformed graph is upper-bounded by m(p + 1) and it preserves the minimum cuts of the input graph. Moreover, the techniques used in this article to compute the number of minimum (S, T )-cuts, such as flow algorithms or closest cuts, work on multigraphs.
We can modify slightly our algorithm to enumerate minimum (S, T )-cuts. This simply consists in stacking in the recursive tree the set of cuts counted with C ℓ (I) instead of value C ℓ (I) itself. The number of instances stays FPT p but the sets of cuts put inside the recursive tree may contain a number Ω(n p ) of elements.
We believe that the techniques proposed in this study could be used to count minimum vertex (S, T )-cuts in undirected graphs and minimum (S, T )-cuts in directed graphs. However, we explain below why major changes of our algorithm are needed to make it work on these applications.
Let us focus on minimum vertex (S, T )-cuts. The drainage can be extended to vertex cuts, as the unicity of the minimum closest cut is preserved. Fig. 9 illustrates how the drainage could be defined for minimum vertex (S, T )-cuts: cut Z 1 is the minimum closest (S, T )-cut, set R 1 is equal to R(Z 1 , S 1 ) with S 1 = S. Then, S 2 = Z 1 , cut Z 2 is the minimum closest (S 2 , T )-cut in graph G\R(Z 1 , S), and so on. With this definition, the drainage fulfils the properties given in Section 3 for the edge version, the most important of them being that any minimum vertex (S, T )-cut X admits a front dam B i(X) . Moreover, there is a vertex version of the Menger's theorem, stating that the size of the minimum (S, T )-cut is equal to the maximum number of vertex-disjoint (S, T )-paths. The largest set of maximum vertex-disjoint (S, T )-paths is computed in polynomial time and, consequently, the definitions of the dry area and the dry instance can be naturally extended. However, Theorem 3 does not hold anymore: the set X\B i(X) of a minimum (S, T )-cut X is not necessarily included in the dry instance of B h(X) . We give an example in Fig. 10 . Set X = {v 1 , v 2 } is a minimum vertex (S, T )-cut and its two vertices are drawn in red. One of its vertices v 1 belongs to cut Z 1 , so B i(X) = B h(X) = {v 1 }. We observe that vertex v 2 is reachable from S in graph G D \B h(X) because the dry area of B h(X) = {u 1 } does not contain any vertex different than u 1 itself. To pursue the work presented in this article, our intention is to modify the definitions of the dry area and the dry instance in order to make Theorem 3 be true for vertex cuts.
