Atmospheres and radiating surfaces of neutron stars by Potekhin, A. Y.
ar
X
iv
:1
40
3.
00
74
v5
  [
as
tro
-p
h.S
R]
  5
 Ja
n 2
01
6
Atmospheres and radiating surfaces of neutron stars
Alexander Y. Potekhin1,2,3
1Ioffe Physical-Technical Institute, Politekhnicheskaya 26, 194021 Saint Petersburg, Russian Federation
E-mail: palex@astro.ioffe.ru
2Centre de Recherche Astrophysique de Lyon (CNRS, UMR 5574); Ecole Normale Supe´rieure de Lyon; Universite´
de Lyon, Universite´ Lyon 1; Observatoire de Lyon, 9 avenue Charles Andre´, 69230 Saint-Genis-Laval, France
2Central Astronomical Observatory of RAS at Pulkovo, Pulkovskoe Shosse 65, 196140 Saint Petersburg, Russia
Abstract
The early 21st century witnesses a dramatic rise in the
study of thermal radiation of neutron stars. Modern
space telescopes have provided a wealth of valuable
information which, when properly interpreted, can elu-
cidate the physics of superdense matter in the interior
of these stars. This interpretation is necessarily based
on the theory of formation of neutron star thermal
spectra, which, in turn, is based on plasma physics and
on the understanding of radiative processes in stellar
photospheres. In this paper, the current status of the
theory is reviewed with particular emphasis on neutron
stars with strong magnetic fields. In addition to the
conventional deep (semi-infinite) atmospheres, radiative
condensed surfaces of neutron stars and ”thin” (finite)
atmospheres are considered.
PACS numbers: 97.60.Jd, 97.10.Ex, 97.10.Ld
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1 Introduction
Neutron stars are the most compact of all stars ever
observed: with a typical mass M ∼ (1 – 2)M⊙, where
M⊙ = 2×1033 g is the solar mass, their radius isR ≈ 10 –
13 km. The mean density of such star is ∼ 1015 g cm−3,
i.e., a few times the typical density of a heavy atomic nu-
cleus ρ0 = 2.8×1014 g cm−3. The density at the neutron-
star center can exceed ρ0 by an order of magnitude. Such
matter cannot be obtained in a laboratory, and its prop-
erties still remain to be clarified. Even its composition
is not completely known, because neutron stars, despite
their name, consist not only of neutrons. There are a
variety of theoretical models to describe neutron-star
matter (see [1] and references therein), and a choice in
favor of one of them requires an analysis and interpre-
tation of relevant observational data. Therefore, obser-
vational manifestations of the neutron stars can be used
for verification of theoretical models of matter in extreme
conditions [2]. Conversely, the progress in studying the
extreme conditions of matter provides prerequisites for
construction of neutron-star models and adequate inter-
pretation of their observations. A more general review of
these problems is given in [3]. In this paper, I will con-
sider more closely one of them, namely the formation of
thermal electromagnetic radiation of neutron stars.
Neutron stars are divided into accreting and isolated
ones. The former ones accrete matter from outside, while
an accretion onto the latter ones is negligible. There
are also transiently accreting neutron stars (X-ray tran-
sients), whose active periods (with accretion) alternate
with quiescent periods, during which the accretion al-
most stops. The bulk of radiation from the accreting
neutron stars is due to the matter being accreted, which
forms a circumstellar disk, accretion flows, and a hot
boundary layer at the surface. At contrast, a signifi-
cant part of radiation from isolated neutron stars, as
well as from the transients in quiescence, appear to orig-
inate at the surface or in the atmosphere. To interpret
this radiation, it is important to know the properties
of the envelopes that contribute to the spectrum forma-
tion. On the other hand, comparison of theoretical pre-
dictions with observations may be used to deduce these
properties and to verify theoretical models of the dense
magnetized plasmas that constitute the envelopes.
We will consider the outermost envelopes of the neu-
tron stars – their atmospheres. A stellar atmosphere
is the plasma layer in which the electromagnetic spec-
trum is formed and from which the radiation escapes
into space without significant losses. The spectrum con-
tains a valuable information on the chemical composition
and temperature of the surface, intensity and geometry
of the magnetic field, as well as on the stellar mass and
radius.
In most cases, the density in the atmosphere grows
with increasing depth gradually, without a jump, but
stars with a very low temperature or a superstrong mag-
netic field can have a solid or liquid surface. Formation
of the spectrum with presence of such a surface will also
be considered in this paper.
2 Basic characteristics of neutron
stars
2.1 Masses and radii
The relation between mass M and radius R of a star is
given by a solution of the hydrostatic equilibrium equa-
tion for a given equation of state (EOS), that is the de-
pendence of pressure P on density ρ and temperature T ,
along with the thermal balance equation. The pressure
in neutron star interiors is mainly produced by highly
degenerate fermions with Fermi energy ǫF ≫ kBT (kB is
the Boltzmann constant), therefore one can neglect the
T -dependence in calculations of R(M). For the central
regions of typical neutron stars, where ρ & ρ0, the EOS
and even composition of matter is not well known be-
cause of the lack of the precise relativistic many-body
theory of strongly interacting particles. Instead of the
exact theory, there are many approximate models, which
give a range of theoretical EOSs and, accordingly, R(M)
relations (see, e.g., Chapt. 6 of [1]).
For a star to be hydrostatically stable, the density at
the stellar center has to increase with increasing mass.
This condition is satisfied in a certain interval Mmin <
M < Mmax. The minimum neutron-star mass is rather
well established, Mmin ≈ 0.1M⊙ [4]. The maximum
mass until recently was allowed to lie in a wide range
Mmax ∼ (1.5 – 2.5)M⊙ by competing theories (see, e.g.,
Table 6.1 in Ref. [1]), but the discoveries of neutron stars
with masses M = 1.97± 0.04M⊙ [5] and 2.01± 0.04M⊙
[6] showed that Mmax > 2M⊙.
Simulations of formation of neutron stars [7, 8] show
that M , as a rule, exceeds M⊙, the most typical values
being in the range (1.2 – 1.6)M⊙. Observations generally
agree with these conclusions. Masses of several pulsars
in double compact-star systems are known with a high
accuracy (. 1%) due to the measurements of the General
Relativity (GR) effects on their orbital parameters. All
of them lie in the interval from 1.3M⊙ to 2.0M⊙ [5, 6, 9].
Masses of other neutron stars that have been measured
with an accuracy better than 10% cover the rangeM⊙ .
M . 2M⊙ [1, 10].
Were radiusR and massM known precisely for at least
a single neutron star, it would probably ensure selecting
one of the nuclear-matter EOSs as the most realistic one.
However, the current accuracy of measurements of neu-
tron star radii leaves much to be desired.
2.2 Magnetic fields
Most of the known neutron stars possess strong mag-
netic fields, unattainable in the terrestrial laboratories.
Gnedin and Sunyaev [11] pointed out that spectra of such
stars can contain the resonant electron-cyclotron line. Its
detection allows one to obtain magnetic field B by mea-
surement of the cyclotron frequency ωc = eB/(mec),
where me and (−e) are the electron mass and charge,
and c is the speed of light in vacuum (here and hereafter
we use the Gaussian system of units). The discovery of
the cyclotron line in the spectrum of the X-ray pulsar
NEUTRON STAR ATMOSPHERES 3
in the binary system Hercules X-1 [12] gave a striking
confirmation of this idea. About 20 accreting X-ray pul-
sars are currently known to reveal the electron cyclotron
line and sometimes several its harmonics at energies of
tens keV, corresponding to B ≈ (1 – 4) × 1012 G (e.g.,
[13–16]).
An alternative interpretation of the observed lines was
suggested in [17]. It assumes an anisotropic distribution
of electron velocities in a collisionless shock wave with
large Lorentz factors (the ratios of the total electron en-
ergy to mec
2 = 511 keV), γr ∼ 40. The radiation fre-
quency of such electrons strongly increases because of
the relativistic Doppler effect, which enables an expla-
nation of the observed position of the line by a much
weaker field than in the conventional interpretation. It
was noted in Ref. [18] that the small width of the lines
(from one to several keV [13]) is difficult to accommodate
in this model. It also leaves unexplained, why the posi-
tion of the line is usually almost constant. For example,
the measured cyclotron energy of the accreting X-ray
pulsar A 0535+26 remains virtually constant while its
luminosity changes by two orders of magnitude [19].
On the other hand, most X-ray pulsars do exhibit a
dependence, albeit weak, of the observed line frequency
on luminosity [20]. In order to explain this dependence,
a model was suggested in [21], assuming that the cy-
clotron lines are formed by reflection from the stellar
surface, irradiated by the accretion column. When lu-
minosity increases, the bulk of reflection occurs at lower
magnetic latitudes, where the field is weaker than at the
pole, therefore the cyclotron frequency becomes smaller.
This model, however, does not explain the cases where
the observed frequency increases with luminosity and, as
noted in [22], it does not reproduce X-ray pulses at large
luminosities.
A quantitative description of all observed dependences
of the cyclotron frequency on luminosity is developed in
Ref. [20], based on a physical model of cyclotron-line
formation in the accretion column. The height of the
region above the surface, where the lines are formed,
h ∼ (10−3 – 10−1)R, correlates with luminosity, the cor-
relation being positive or negative depending on the lu-
minosity value. Then the line is centered at the fre-
quency ωc/(1 + h/R)
3, where ωc is the cyclotron fre-
quency at the base of the accretion column. In [22],
variations of a polar cap diameter and a beam pattern
were additionally taken into account, which has allowed
the author to explain variations in the width and depth
of the observed lines in addition to their frequencies.
When cyclotron features are not identified in the spec-
trum, one has to resort to indirect estimates of the mag-
netic field. For the isolated pulsars, the most widely used
estimate is based on the expression
B ≈ 3.2× 1019C
√
PP˙ G, (1)
where P is the period in seconds, P˙ is the period time
derivative, and C is a coefficient, which depends on
stellar parameters. For the rotating magnetic dipole
in vacuo [23] C = R−36 (sinα)
−1
√
I45, where R6 ≡
R/(106 cm), I45 is the moment of inertia in units of 10
45
g cm2, and α is the angle between the magnetic and rota-
tional axes. In this case Eq. (1) gives the magnetic field
strength at the pole. If M ≈ (1 – 2)M⊙, then R6 ≈ 1.0 –
1.3 and I45 ≈ 1 – 3 (see [1]). For estimates, one usually
sets C = 1 in Eq. (1) (e.g., [24]).
A real pulsar strongly differs from a rotating magnetic
dipole, because its magnetosphere is filled with plasma,
carrying electric charges and currents (see reviews [25–
28] and recent papers [29–31]). According to the model
by Beskin et al. [32, 33], the magnetodipole radiation is
absent beyond the magnetosphere, while the slowdown of
rotation is provided by the current energy losses. How-
ever, the the relation between B and PP˙ remains simi-
lar. Results of numerical simulations of plasma behavior
in the pulsar magnetosphere can be approximately de-
scribed by Eq. (1) with C ≈ 0.8R−36 (1+sin2 α)−1/2
√
I45
[34]. As shown in [28], this result does not contradict to
the model [32, 33].
Magnetic fields of the ordinary radio pulsars are dis-
tributed nearB ∼ 1012 G [35], the “recycled” millisecond
pulsars have B ∼ (108 – 1010) G [35–37], and the fields
of magnetars much exceed 1013 G [38, 39]. According to
the most popular point of view, anomalous X-ray pulsars
(AXPs) and soft gamma repeaters (SGRs) [38–42] are
magnetars. For these objects, the estimate (1) most of-
ten (although not always) gives B ∼ 1014 G, but in order
to explain their energy balance, magnetic fields reach-
ing up to B ∼ 1016 – 1017 G in the core at the birth of
the star are considered (see [43] and references therein).
Numerical calculations [44] show that magnetorotational
instability in the envelope of a supernova, that is a pro-
genitor of a neutron star, can give rise to nonstationary
magnetic fields over 1015 G. It is assumed that in ad-
dition to the poloidal magnetic field at the surface, the
magnetars may have much stronger toroidal magnetic
field embedded in deeper layers [45, 46]. Indeed, for
a characteristic poloidal component Bpol of a neutron-
star magnetic field to be stable, a toroidal component
Btor must be present, such that, by order of magnitude,
Bpol . Btor . 10
16 G
√
Bpol/(1013 G) [47]. Meanwhile,
there is increasing evidence for the absence of a clear
distinction between AXPs and SGRs [48], as well as be-
tween these objects and other neutron stars [41, 42, 49].
There has even appeared the paradoxical name “a low-
field magnetar,” applied to those AXPs and SGRs that
have B ≪ 1014 G (e.g., [50, 51], and references therein).
For the majority of isolated neutron stars, the
magnetic-field estimate (1) agrees with other data (e.g.,
with observed properties of the bow shock nebula in the
vicinity of the star [52]). For AXPs and SGRs, however,
one cannot exclude alternative models, which do not in-
volve superstrong fields but assume weak accretion on a
young neutron star with B ∼ 1012 G from a circumstel-
lar disk, which could remain after the supernova burst
[53–56]. There is also a “drift model”, which suggests
that the observed AXP and SGR periods equal not to
rotation periods but to periods of drift waves, which af-
fect the magnetic-lines curvature and the direction of
radiation in the outer parts of magnetospheres of neu-
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tron stars with B ∼ 1012 G [57, 58]. Another model
suggests that the AXPs and SGRs are not neutron stars
at all, but rather massive (M > M⊙) rapidly rotating
white dwarfs with B ∼ 108 – 109 G ([59] and references
therein).
The measured neutron-star magnetic fields are enor-
mous by terrestrial scales, but still far below the the-
oretical upper limit. An order-of-magnitude estimate
of this limit can be obtained by equating the gravita-
tional energy of the star to its electromagnetic energy
[60]. For neutron stars, such estimate gives the limiting
field Bmax ∼ 1018 – 1019 G [61]. Numerical simulations
of hydrostatic equilibrium of magnetized neutron stars
show that Bmax . 10
18 G [62–65]. Still stronger mag-
netic fields imply so intense electric currents that their
interaction would disrupt the star. Note in passing that
the highest magnetic field that can be accommodated in
quantum electrodynamics (QED) is, by order of magni-
tude, [m2ec
3/(e~)] exp(π3/2/
√
αf) ≈ 1042 G [66], where
αf = e
2/(~c) ≈ 1/137 is the fine structure constant, and
~ is the Planck constant divided by 2π.
We will see below that magnetic fields B & 1011 G
strongly affect the most important characteristics of
neutron-star envelopes. These effects are particularly
pronounced at radiating surfaces and in atmospheres,
which are the main subject of the present review.
2.3 General Relativity effects
The significance of the GR effects for a star is quantified
by the compactness parameter
xg = rg/R, (2)
where
rg = 2GM/c
2 ≈ 2.95M/M⊙ km (3)
is the Schwarzschild radius, and G is the gravitational
constant. The compactness parameter of a typical neu-
tron star lies between 1/5 and 1/2, that is not small
(for comparison, the Sun has xg = 4.24× 10−6). Hence,
the GR effects are not negligible. Two important conse-
quences follow: first, the quantitative theory of neutron
stars must be wholly relativistic; second, observations of
neutron stars open up a unique opportunity for measur-
ing the GR effects and verification of the GR predictions.
In GR, gravity at the stellar surface is determined by
the equation
g =
GM
R2
√
1− xg
≈ 1.328× 10
14√
1− xg
M/M⊙
R26
cm s−2. (4)
Stellar hydrostatic equilibrium is governed by the
Tolman-Oppenheimer-Volkoff equation (corrections due
to the rotation and magnetic fields are negligible for the
majority of neutron stars):
dP
dr
= −
(
1 +
P
ρc2
) (
1 +
4πr3P
Mrc2
) (
1− 2GMr
rc2
)−1/2
,
(5)
where r is the radial coordinate measured from the stel-
lar center, and Mr is the mass inside a sphere of radius
r.
The photon frequency, which equals ω in the local in-
ertial reference frame, undergoes a redshift to a smaller
frequency ω∞ in the remote observer’s reference frame.
Therefore a thermal spectrum with effective temperature
Teff , measured by the remote observer, corresponds to a
lower effective temperature
T∞eff = Teff/(1 + zg), (6)
where
zg ≡ ω/ω∞ − 1 = (1− xg)−1/2 − 1 (7)
is the redshift parameter. Here and hereafter the symbol
∞ indicates that the given quantity is measured at a
large distance from the star and can differ from its value
near the surface.
Along with the radius R that is determined by the
equatorial length 2πR in the local reference frame, one
often considers an apparent radius for a remote observer,
R∞ = R (1 + zg). (8)
With decreasing R, zg increases so that the appar-
ent radius has a minimum, minR∞ ≈ 12 – 14 km ([1],
Chapt. 6).
The apparent photon luminosity L∞ph and the luminos-
ity in the stellar reference frame Lph are determined by
the Stefan-Boltzmann law
L∞ph = 4πσSBR
2
∞ (T
∞
eff )
4, Lph = 4πσSBR
2T 4eff (9)
with σSB = π
2k4B/(60~
3c2). According to (6) – (8), they
are interrelated as
L∞ph = (1− xg)Lph = Lph/(1 + zg)2. (10)
In the absence of the perfect spherical symmetry, it is
convenient to define a local effective surface temperature
Ts by the relation
Fph(θ, ϕ) = σSBT
4
s , (11)
where Fph is the local radial flux density at the surface
point, determined by the polar angle (θ) and azimuth
(ϕ) in the spherical coordinate system. Then
Lph =
∫ pi
0
sin θ dθ
∫ 2pi
0
dϕR2Fph(θ, ϕ) . (12)
The same relation connects the apparent luminosity L∞ph
(10) with the apparent flux F∞ph = σSB (T
∞
s )
4 in the
remote system, in accord with the relation T∞s = Ts/(1+
zg) analogous to (6).
The expressions (6), (8) and (10) agree with the con-
cepts of the light ray bending and time dilation near a
massive body. If the angle between the wave vector k
and the normal to the surface n at the emission point
is θk, then the observer receives a photon whose wave
NEUTRON STAR ATMOSPHERES 5
Fig. 1. Left panel : an illustration of the gravitational light-bending near a neutron star; n is the normal to the surface at
a radiating point, k is the wave vector of an emitted ray in the local reference frame, k′ is the wave vector in the observer’s
reference frame. In addition, the stellar rotation vector Ω and magnetic moment m are shown. The angles formed by the
rotation axis with the magnetic moment (α) and with the line of sight (ζ) are indicated. Middle panel : wave vectors k,
k
′, and the magnetic field vector B in the local reference frame (xnynzn) with the z-axis along n and the x-axis along the
projection of B on the surface; θn is the angle between B and n, θk and θ are the angles between the wave vectors and the
normal, θB is the angle between the ray and the magnetic field, and ϕk is the azimuth. Right panel : vectors n, k, k
′, and
mˆ ≡m/|m| in the coordinate system (xyz) with the z-axis along the line of sight and the x-axis along the projection of m
on the picture plane; θm is the angle between m and the line of sight, γ is the angle between n and m, and ϕ is the azimuth.
vector k′ makes an angle θ > θk with n (Fig. 1). The
rigorous theory of the influence of the light bending near
a star on its observed spectrum has been developed in
[67] and cast in a convenient form in [68, 69]. The simple
approximation [70]
cos θk = xg + (1 − xg) cos θ (13)
is applicable at xg < 0.5 with an error within a few per-
cent. At cos θk < xg, Eq. (13) gives θ > π/2, as if the
observer looked behind the neutron-star horizon. In par-
ticular, for a star with a dipole magnetic field and a suf-
ficiently large inclination angle θm of the dipole moment
vectorm to the line of site, the observer can see the two
opposite magnetic poles at once. Clearly, such effects
should be taken into account while comparing theoreti-
cal neutron-star radiation models with observations.
Let Iω be the specific intensity per unit circular fre-
quency (if Iν is the specific intensity per unit frequency,
then Iω = Iν/(2π); see [71]). A contribution to the ob-
served radiation flux density from a small piece of the
surface dA in the circular frequency interval [ω, ω + dω]
equals [72, 73]
dF∞ω∞ = Iω(k) cos θk
∣∣∣∣d cos θkd cos θ
∣∣∣∣ dAD2 (1− xg) dω, (14)
where dω = (1 + zg) dω∞. Here and hereafter we as-
sume that the rotational velocity of the patch dA is much
smaller than the speed of light. If this condition is not
satisfied, then the right-hand side of Eq. (14) should be
multiplied by (cos θ˜k/ cos θk)
4, where θ˜k is the angle be-
tween the surface normal and the wave vector in the
reference frame, comoving with the patch dA at the mo-
ment of radiation [72, 73]. For a spherical star, Eqs. (13),
(14) give
F∞ω∞ = (1 − xg)3/2
R2
D2
∫
Iω(k; θ, ϕ) cos θk sin θ dθ dϕ,
(15)
where the integration is restricted by the condition
cos θk > 0.
The magnetic field is also distorted by the space cur-
vature in the GR. For the uniform and dipole fields, this
distortion is described by Ginzburg & Ozernoi [74]. In
the dipole field case, the magnetic vector is
B = Bp (n · mˆ)n+Beq
[
(n · mˆ)n− mˆ], (16)
where mˆ = m/|m| is the magnetic axis direction, Beq
and Bp are the equatorial and polar field strengths, re-
spectively, and their ratio equals
Beq
Bp
=
x2g/2− (1− xg) ln(1− xg)− xg
[ln(1− xg) + xg + x2g/2]
√
1− xg
. (17)
In the limit of flat geometry (xg → 0) Beq → Bp/2, but
in general Beq/Bp > 1/2 + xg/8.
Muslimov & Tsygan [75] obtained expansions of the
components of a poloidal magnetic field vector B over
the scalar spherical harmonics near a static neutron star
beyond the dipole approximation. Equations (16) and
(17) are a particular case of this expansion. Petri [76]
developed a technique of expansion of electromagnetic
fields around a rotating magnetized star over vector
spherical harmonics, which allows one to find a solution
of the Maxwell equations in the GR for an arbitrary mul-
tipole component of the magnetic field. In this case, the
solutions for a nonrotating star in the GR [75] and for a
rotating dipole in the flat geometry [23] are reproduced
as particular cases.
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2.4 Measuring masses and radii by ther-
mal spectrum
Information on the mass and radius of a neutron star can
be obtained from its thermal spectrum. To begin with,
let us consider the perfect blackbody radiation whose
spectrum is described by the Planck function1
Bω,T = ~ω
3
4π3c2
1
exp[~ω/kBT ]− 1 , (18)
and neglect interstellar absorption and nonuniformity of
the surface temperature distribution. The position of the
spectral maximum ~ωmax = 2.8kBT gives us the effective
temperature T∞eff , and the measured intensity gives the
total flux density Fbol that reaches the observer. If the
star is located at distance D, then its apparent photon
luminosity is L∞ph = 4πD
2Fbol, and Eq. (9) yields R∞.
In reality, comparison of theoretical and measured
spectra depends on a larger number of parameters. First,
the spectrum is modified by absorption in the interstel-
lar matter. The effect of the interstellar gas on the X-
ray part of the spectrum is approximately described by
factor exp[−(NH/1021 cm−2) (~ω/0.16 keV)−8/3], where
NH is the hydrogen column density on the line of sight
[77]. Thus one can evaluate NH from an analysis of the
spectrum. If D is unknown, one can try to evaluate it
assuming a typical interstellar gas density for the given
Galaxy region and using D as a fitting parameter.
Second, the temperature distribution can be nonuni-
form over the stellar surface. For example, at contrast
to the cold poles of the Earth, the pulsars have heated
regions near their magnetic poles, “hot polar caps.” The
polar caps of accreting neutron stars with strong mag-
netic fields are heated by matter flow from a companion
star through an accretion disk and accretion column (see
[78, 79] and references therein). The polar caps of iso-
lated pulsars and magnetars are heated by the current
of charged particles, created in the magnetosphere and
accelerated by the electric field along the magnetic field
lines (see the reviews [25, 28, 80], papers [81, 82], and
references therein). The thermal spectrum of such neu-
tron stars is sometimes represented as consisting of two
components, one of them being related to the heated re-
gion and the other to the rest of the surface, each with
its own value of the effective temperature and effective
apparent radius of the emitting area (e.g., [83]). Besides,
variable strength and direction of the magnetic field over
the surface affect the thermal conductivity of the enve-
lope. Hence, the temperature Ts of a cooling neutron
star outside the polar regions is also nonuniform (see,
e.g., [84, 85]).
Finally, a star is not a perfect blackbody, therefore
its radiation spectrum differs from the Planck function.
Spectral modeling is a complex task, which includes solv-
ing equations of hydrostatic equilibrium, energy balance,
and radiative transfer (below we will consider it in more
1Bω,T is the specific intensity of nonpolarized blackbody radi-
ation related to the circular frequency (see [71]).
detail). Coefficients of these equations depend on chem-
ical composition of the atmosphere, effective tempera-
ture, gravity, and magnetic field. Making different as-
sumptions about the chemical composition, M , R, Teff ,
and B values, and about distributions of Ts and B over
the surface, one obtains different model spectra. Com-
parison of these spectra with the observed spectrum
yields an evaluation of acceptable values of the param-
eters. With the known shape of the spectrum, one can
calculate Fbol and evaluate R∞ using Eq. (9). Identifica-
tion of spectral features may provide zg. A simultaneous
evaluation of zg and R∞ allows one to calculate M from
Eqs. (2), (3), (7), and (8). This method of mass and ra-
dius evaluation requires a reliable theoretical description
of the envelopes that affect the surface temperature and
radiation spectrum.
2.5 Neutron-star envelopes
Not only the superdense core of a neutron star, but also
the envelopes are mostly under conditions unavailable in
the laboratory. By the terrestrial standards, they are
characterized by superhigh pressures, densities, temper-
atures, and magnetic fields. The envelopes differ by their
composition, phase state, and their role in the evolution
and properties of the star.
In the deepest envelopes, just above the core of a neu-
tron star, matter forms a neutron liquid with immersed
atomic nuclei and electrons. In these layers, the neutrons
and electrons are strongly degenerate, and the nuclei are
neutron-rich, that is, their neutron number can be sev-
eral times larger than the proton number, so that only
the huge pressure keeps such nuclei together. Electro-
static interaction of the nuclei is so strong that they are
arranged in a crystalline lattice, which forms the solid
stellar crust. There can be a mantle between the crust
and the core (though not all of the modern models of
the dense nuclear matter predict its existence). Atomic
nuclei in the mantle take exotic shapes of extended cylin-
ders or planes [86]. Such matter behaves like liquid crys-
tals [87].
The neutron-star crust is divided into the inner and
outer parts. The outer crust is characterized by the ab-
sence of free neutrons. The boundary lies at the criti-
cal neutron-drip density ρnd. According to current es-
timates [88], ρnd = 4.3 × 1011 g cm−3. With decreas-
ing ion density ni, their electrostatic interaction weak-
ens, and finally a Coulomb liquid becomes thermody-
namically stable instead of the crystal. The position of
the melting boundary, which can be called the bottom
of the neutron-star ocean, depends on temperature and
chemical composition of the envelope. If all the ions in
the Coulomb liquid have the same charge Ze and mass
mi = Amu, where mu = 1.66 × 10−24 g is the atomic
mass unit, and if the magnetic field is not too strong,
then ion dynamics is determined only by the Coulomb
coupling constant ΓCoul, that is the typical electrostatic
to thermal energy ratio for the ions:
ΓCoul =
(Ze)2
aikBT
=
22.75Z2
T6
(ρ6
A
)1/3
, (19)
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where ai = (4πni/3)
−1/3, T6 ≡ T/(106 K) and ρ6 ≡
ρ/(106 g cm−3). Given the strong degeneracy, the
electrons are often considered as a uniform negatively
charged background. In this model, the melting occurs
at ΓCoul = 175 [89]. However, the ion-electron interac-
tion and quantizing magnetic field can shift the melting
point by tens percent [89, 90].
The strong gravity drives rapid separation of chemical
elements [91–95]. Results of Refs. [93–95] can be com-
bined to find that the characteristic sedimentation time
for the impurity ions with mass and charge numbers A′
and Z ′ (that is the time at which the ions pass the pres-
sure scale height P/ρg) in the neutron-star ocean is
tsed ≈ 46Z
2.9(Z ′)
0.3
A−1.8
A′ −AZ ′/Z +∆T +∆C
ρ1.36
g214T
0.3
6
days, (20)
where g14 ≡ g/(1014 cm s−2) ∼1 – 3, ∆T is a thermal
correction to the ideal degenerate plasma model [92, 94],
and ∆C is an electrostatic (Coulomb) correction [94, 95].
The Coulomb correction ∆C ∼ 10−3−10−2 dominates in
strongly degenerate neutron-star envelopes (at ρ & 103
g cm−3), and at smaller densities ∆T & ∆C. Ions with
larger A/Z ratios settle faster, while among ions with
equal A/Z the heavier ones settle down faster [92, 94,
95]. It follows from (20) that tsed is small compared
with the known neutron-star ages, therefore neutron-star
envelopes consist of chemically pure layers separated by
transition bands of diffusive mixing.
Especially important is the thermal blanketing enve-
lope that governs the flux density Fph radiated by a
cooling star with a given internal temperature Tint. Fph
is mainly regulated by the thermal conductivity in the
“sensitivity strip” [96, 97], which plays the role of a “bot-
tleneck” for the heat leakage. Position of this strip de-
pends on the stellar parameters M , R, Tint, magnetic
field, and chemical composition of the envelope. Since
the heat transport across the magnetic field is hampered,
the depth of the sensitivity strip can be different at dif-
ferent places of a star with a strong magnetic field: it lies
deeper at the places where the magnetic field is more in-
clined to the surface [98]. As a rule, the sensitivity strip
embraces the deepest layer of the ocean and the upper
part of the crust and lies in the interval ρ ∼ 105 – 109
g cm−3.
2.6 Atmosphere
With decreasing density, the ion electrostatic energy and
electron Fermi energy eventually become smaller than
the kinetic ion energy. Then the degenerate Coulomb
liquid gives way to a nondegenerate gas. The outer
gaseous envelope of a star constitutes the atmosphere.
In this paper, we will consider models of quasistationary
atmospheres. They describe stellar radiation only in the
absence of intense accretion, since otherwise it is formed
mainly by an accretion disk or by flows of infalling mat-
ter.
It is important that the sensitivity strip, mentioned in
§ 2.5, always lies at large optical depths. Therefore ra-
diative transfer in the atmosphere almost does not affect
the full thermal flux, so that one can model a spectrum
while keeping Fph determined and Ts from a simplified
model of heat transport in the atmosphere. Usually such
model is based on the Eddington approximation (e.g.,
[99]). Shibanov et al. [100] verified the high accuracy of
this approximation for determination of the full thermal
flux from neutron stars with strong magnetic fields.
Atmospheres of ordinary stars are divided into the
lower part called photosphere, where radiative transfer
dominates, and the the upper atmosphere, whose tem-
perature is determined by processes other than the radia-
tive transfer. Usually the upper atmosphere of neutron
stars is thought to be absent or negligible. Therefore
one does not discriminate between the notions of atmo-
sphere and photosphere for the neutron stars. In this
respect let us note that vacuum polarization in super-
strong magnetic fields (see § 6.3) makes magnetosphere
birefringent, so that the magnetosphere, being thermally
decoupled from radiation propagating from the star to
the observer, can still affect this radiation. Thus the
magnetosphere can play the role of an upper atmosphere
of a magnetar.
Geometric depth of an atmosphere is several mil-
limeters in relatively cold neutron stars and centime-
ters in relatively hot ones. These scales can be eas-
ily obtained from a simple estimate: as well as for the
ordinary stars, a typical depth of a neutron-star pho-
tosphere is by order of magnitude slightly larger than
the barometric height scale, the latter being equal to
kBT/(mig) ≈ (0.83/A) (T6/g14) cm. The photosphere
depth to the neutron-star radius ratio is only ∼ 10−6
(for comparison, for ordinary stars this ratio is ∼ 10−3),
which allows one to calculate local spectra neglecting the
surface curvature.
The presence of atoms, molecules, and ions with
bound states significantly changes the electromagnetic
absorption coefficients in the atmosphere, thereby affect-
ing the observed spectra. A question arises, whether the
processes of particle creation and acceleration near the
surface of the pulsars let them to have a partially ion-
ized atmosphere. According to canonical pulsar models
[24–26], the magnetosphere is divided in the regions of
open and closed field lines, the closed-lines region being
filled up by charged particles so that the electric field
of the magnetosphere charge in the comoving (rotating)
reference frame cancels the electric field arising from the
rotation of the magnetized star. The photosphere that
lies below this part of the magnetosphere is stationary
and electroneutral.
At contrast, there is a strong electric field near the
surface in the open-line region. This field accelerates
the charged particles almost to the speed of light. It is
not obvious that these processes do not affect the photo-
sphere, therefore quantitative estimates are needed. Let
us define the column density
ycol =
∫ ∞
r
(1 + zg) ρ(r)dr, (21)
where the factor (1 + zg) takes account of the rela-
tivistic scale change in the gravitational field. Accord-
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ing to [101], in the absence of a strong magnetic field,
ultrarelativistic electrons lose their energy mostly to
bremsstrahlung at the depth where ycol ∼ 60 g cm−2.
As noted by Bogdanov et al. [102], such column density
is orders of magnitude larger than the typical density of
a nonmagnetic neutron-star photosphere. Therefore, the
effect of the accelerated particles reduces to an additional
deep heating.
The situation changes in a strong magnetic field. Elec-
tron oscillations driven by the electromagnetic wave are
hindered in the directions perpendicular to the magnetic
field, which thus decreases the coefficients of electromag-
netic wave absorption and scattering by the electrons
and atoms (§ 6.5). Therefore the strong magnetic field
“clarifies” the plasma, that is, the same mean (Rosseland
[103, 104]) optical depth τR is reached at a larger density.
For a typical neutron star with B & 1011 G, the condi-
tion τR = 3/2 that is required to have T (r) = Teff in
the Eddington approximation, is fulfilled at the density
[105]
ρ ∼ B12 g cm−3, (22)
where B12 ≡ B/(1012 G). Thus the density of the layer
where the spectrum is formed increases with growing
B. At the same time the main mechanism of electron
and positron deceleration changes, which is related to
Landau quantization (§ 5.1). In the strong magnetic
field, the most effective deceleration mechanism is the
magneto-Coulomb interaction, which makes the charged
particles colliding with plasma ions to jump to excited
Landau levels with subsequent de-excitation through
synchrotron radiation [106]. The magneto-Coulomb de-
celeration length is inversely proportional to B. An es-
timate [106] of the characteristic depth of the magneto-
Coulomb deceleration of ultrarelativistic electrons in the
neutron-star atmosphere can be written as
ycol ≈
[
(γr/700)Z
2A−3B−212
]0.43
T6 g cm
−2, (23)
γr ∼ 103 – 108 being the Lorentz factor. One can easily
see from (22) and (23) that at B & 3× 1012 G the elec-
trons are decelerated by emitting high-energy photons
in an optically thin layer. In this case, the magneto-
Coulomb radiation constitutes a nonthermal supplement
to the thermal photospheric spectrum of the polar cap.
At the intermediate magnetic fields 1011 G . B .
3 × 1012 G, the braking of the accelerated particles oc-
curs in the photosphere. Such polar caps require special
photosphere models, where the equations of ionization,
energy, and radiative balance would take the braking of
charged particles into account.
The photospheres can have different chemical compo-
sitions. Before the early 1990s, it was commonly believed
that the outer layers of a neutron star consist of iron, as
it is the most stable chemical element remaining after the
supernova burst that gives birth to a neutron star [107].
Nevertheless, the outer envelopes of an isolated neutron
star may contain hydrogen and helium because of accre-
tion of interstellar matter [108, 109]. Even if the star is
in the ejector regime [110], that is, its rotating magneto-
sphere throws away the infalling plasma, a small fraction
of the plasma still leaks to the surface (see [78] and refer-
ences therein). Because of the rapid separation of ions in
the strong gravitational field (§ 2.5), an accreted atmo-
sphere can consist entirely of hydrogen. In the absence of
magnetic field, hydrogen completely fills the photosphere
if its column density exceeds ycol & 0.1 g cm
−2. In the
field B ∼ 1014 G this happens at ycol & 103 g cm−2.
Even in the latter case an accreting mass of ∼ 10−17M⊙
would suffice. But if the accretion occurred at the early
stage of the stellar life, when its surface temperature
was higher than a few MK, then hydrogen could diffuse
into deeper and hotter regions where it would be burnt
in thermonuclear reactions [111], leaving helium on the
surface [112]. The same might happen to helium [111],
and then the surface would be left with carbon [94, 113].
Besides, a mechanism of spallation of heavy chemical el-
ements into lighter ones operates in pulsars due to the
collisions of the accelerated particles in the open field line
regions, which produces lithium, beryllium, and boron
isotopes [114]. Therefore, only an analysis of observa-
tions can elucidate chemical composition of a neutron
star atmosphere.
The Coulomb liquid may turn into the gaseous phase
abruptly. This possibility arises in the situation of a
first-order phase transition between the condensed mat-
ter and the nondegenerate plasma (see § 5.10). Then the
gaseous layer may be optically thin. In the latter case, a
neutron star is called naked [115], because its spectrum
is formed at a solid or liquid surface uncovered by an
atmosphere.
Although many researchers studied neutron-star at-
mospheres for tens of years, many unsolved problems
still persist, especially when strong magnetic fields and
incomplete ionization are present. The state of the art
of these studies will be considered below.
3 Neutron stars with thermal
spectra
In general, a neutron-star spectrum includes contribu-
tions caused by different processes beside the thermal
emission: for example, processes in pulsar magneto-
spheres, pulsar nebulae, accretion disk, etc. A small part
of such spectra allow one to separate the thermal compo-
nent from the other contributions (see [116], for review).
Fortunately, their number constantly increases. Let us
list their main classes.
3.1 X-ray transients
The X-ray binary systems where a neutron star accretes
matter from a less massive star (a Main Sequence star
or a white dwarf) are called low-mass X-ray binaries
(LMXBs). In some of the LMXBs, periods of intense
accretion alternate with longer (usually of months, and
sometimes years) “periods of quiescence,” when accre-
tion stops and the remaining X-ray radiation comes from
the heated surface of the neutron star. During the last
decade, such soft X-ray transients (SXTs) in quiescence
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(qLMXBs) yield ever increasing amount of valuable in-
formation on the neutron stars.
Compression of the crust under the weight of newly
accreted matter results in deep crustal heating, driven
by exothermic nuclear transformations [117, 118]. These
transformations occur in a nonequilibrium layer, whose
formation was first studied by Bisnovatyi-Kogan and
Chechetkin [119]. In the review of the same authors
[120], this problem is exposed in more detail with ap-
plications to different real objects. For a given theo-
retical model of a neutron star, one can calculate the
heating curve [121], that is the dependence of the equi-
librium accretion-free effective temperature T0 on the
accretion rate averaged over a large preceding period of
time. Comparing the heating curves with a measured T0
value, one can draw conclusions on parameters of a given
neutron star and properties of its matter. Such analysis
has provided restrictions on the mass and composition of
the core of the neutron star in SXT SAX J1808.4–3658
[121]. In [122, 123], a possibility to constrain critical
temperatures of proton and neutron superfluidities in the
stellar core was demonstrated. Prospects of application
of such analysis to various classes of X-ray transients are
discussed in [124].
The SXTs that have recently turned into quiescence
allow one to probe the state of the neutron-star crust by
the decline of Teff . Brown et al. [125] suggested that dur-
ing this decline the radiation is fed by the heat that was
deposited in the crust in the preceding active period. In
2001, SXT KS 1731–260, which was discovered in 1989
by Sunyaev’s group [126], turned from the active state
into quiescence [127]. Subsequent observations have pro-
vided the cooling rate of the surface of the neutron star
in this SXT. In 2007, Shternin et al. [128] analyzed the
5-year cooling of KS 1731–260 and obtained constraints
to the heat conductivity in the neutron-star crust. In
particular, they showed that the hypothesis on an amor-
phous state of the crust [129] is incompatible with the
observed cooling rate, which means that the crust has a
regular crystalline structure.
Figure 2 shows theoretical cooling curves compared to
observations of KS 1731–260. The theoretical models
differs in assumptions on the neutron-star mass, compo-
sition of its heat-blanketing envelope, neutron superflu-
idity in the crust, heat Etot deposited in the crust in the
preceding accretion period (E44 ≡ Etot/1044 erg), and
the equilibrium effective temperature T0. The models 1a,
1c, and 2c were among others described and discussed in
[128]. At that time when only the first 7 observations
had been available, it was believed that the thermal re-
laxation of the crust was over, and T0 = 0.8 MK [130],
which corresponds to the curve 1a in Fig. 2. Shternin et
al. [128] were the first to call this paradigm in question.
They demonstrated that the available observations could
be described by the curves 1c (T0 = 6.7× 105 K) and 2c
(T0 = 6.3× 105 K) as well. In 2009, new observations of
KS 1731–260 were performed, which confirmed that the
cooling continues [131]. The whole set of observations
is best described by the model 1c′ (the dot-dashed line
in Fig. 2), which only slightly differs from the model 1c
Fig. 2. Theoretical cooling curves for different neutron-star
models compared with observations of KS 1731–260. The
observational data are from Table 1 of Ref. [131]. The blue
dots correspond to the observations used in [128], and the
red diamond is the new observation. The 1σ-errorbars are
plotted. For the cooling curves, we use the numerical data
and notations from Ref. [128]: 1a – M = 1.6M⊙, T0 = 0.8
MK, E44 = 2.6; 1c – M = 1.6M⊙, T0 = 0.67 MK, E44 = 2.4;
2c – M = 1.4M⊙, T0 = 0.63 MK, E44 = 2.4. The model 1a,
unlike the other three models, assumes an accreted envelope
and a moderate (in terms of [128]) neutron superfluidity in
the crust. The curve marked 1c′ was not shown in [128]. It
corresponds to M = 1.65M⊙, T0 = 0.7 MK, E44 = 2.
and assumes T0 = 0.7 MK.
In 2008, a cooling curve of SXT MXB 1659–29 was
constructed for crustal thermal-relaxation stage, which
had been observed during 6 years [132]. This curve gen-
erally agreed with the theory. In 2012, however, the spec-
trum suddenly changed, as if the temperature abruptly
dropped [133]. However, the spectral evolution driven
by the cooling has already had to reach an equilibrium.
The observed change of the spectrum can be explained
by a change of the line-of-sight hydrogen column density.
The cause of this change remains unclear. Indications to
variations of NH were also found in the cooling qLMXB
EXO 0748–676 [134].
Several other qLMXBs have recently turned into qui-
escence and show signs of thermal relaxation of the
neutron-star crust. A luminosity decline was even seen
during a single 8-hour observation of SXT XTE J1709–
267 after the end of the active phase of accretion [135].
Analyses of observations of some qLMXBs (XTE J1701–
462 [136, 137], EXO 0748–676 [138]) confirm the conclu-
sions of Shternin et al. [128] on the crystalline structure
of the crust and give additional information on the heat-
ing and composition of the crust of accreting neutron
stars [135, 138, 139]. In § 4.5 we will discuss the inter-
pretation of the observed qLMXB spectra that underlies
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such analysis.
Transiently accreting X-ray pulsars Aql X-1, SAX
J1808.4–3658, and IGR J00291+5734 reveal similar
properties, but an analysis of their spectral evolution
is strongly impeded by the possible presence of a non-
thermal component and hot polar caps (see [140, 141],
and references therein). Their X-ray luminosities in
quiescence vary nonmonotonically, as well as those of
qLMXBs Cen X-4 [142] and EXO 1745–248 [143]. The
variations of thermal flux that do not conform to the
thermal-relaxation scenario may be caused by an accre-
tion on the neutron star, which slows down but does not
stop in quiescence [138, 141, 144].
3.2 Radio pulsars
There are several normal pulsars whose spectra clearly
reveal a thermal component: these are relatively young
(of the age t∗ . 10
5 years) pulsars J1119–6127, B1706–
44, and Vela, and middle-aged (t∗ ∼ 106 years) pulsars
B0656+14, B1055−52, and Geminga. The spectra of the
latter three objects, dubbed “Three Musketeers” [145],
are described by a three-component model, which in-
cludes a power-law spectrum of magnetospheric origin, a
thermal spectrum of hot polar caps, and a thermal spec-
trum of the rest of the surface [116]. In most works the
thermal components of pulsar spectra is interpreted with
the blackbody model, and less often a model of the fully
ionized H atmosphere with a predefined surface gravity.
We will see that both are physically ungrounded. Only
recently, in Ref. [146], the X-ray radiation of PSR J1119–
6127 was interpreted using a H atmosphere model with
allowance for the incomplete ionization. This result will
be described in § 8.4.
A convenient characteristic of the slowdown of pul-
sar rotation is the loss rate of the rotational kinetic en-
ergy E˙rot = −IΩΩ˙ of a standard rotator with the mo-
ment of inertia I = 1045 g cm2, typical of neutron stars,
where Ω = 2π/P is the angular frequency of the rota-
tion, and Ω˙ is its time derivative (see [147]). As fol-
lows from observations, spectra of millisecond pulsars
with E˙rot > 10
35 erg s−1 are mainly nonthermal. How-
ever, millisecond pulsars PSR J0030+0451, J0437 – 4715,
J1024–0719, and J2124–3358, with E˙rot . 10
34 erg s−1
show a thermal spectral component on the nonthermal
background. In § 4.6 we will consider interpretation of
this thermal component based on photosphere models.
3.3 Bursters
Accreting neutron stars in close binary systems, which
produce X-ray bursts with intervals from hours to days,
are called bursters. The theory of the bursters were for-
mulated in [148] (see also review [149]).
During intervals between the bursts, a burster’s at-
mosphere does not essentially differ from an atmosphere
of a cooling neutron star. In such periods, the bulk
of the observed X-ray radiation arises from transforma-
tion of gravitational energy of the accreting matter into
thermal energy. The matter, mostly consisting of hy-
drogen and helium, piles up on the surface and sooner
or later (usually during several hours or days) reaches
such densities and temperatures that a thermonuclear
burst is triggered, which is observed from the Earth as
a Type I X-ray burst.2 Some of such bursts last over
a minute and are called long X-ray bursts. They arise
in the periods when the accretion rate is not high, so
that the luminosity Lph before the burst does not ex-
ceed several percent of the Eddington limit LEdd (§ 4.2).
In this case, the inner part of the accretion disk is a hot
(kBT ∼ 20−30 keV) flow of matter with an optical thick-
ness about unity. It almost does not affect the burst, nor
screen it [151]. As we will see in § 4.3, the observed spec-
trum of a burster, its evolution during a long burst, and
subsequent relaxation are successfully interpreted with
nonmagnetic atmosphere models.
But if the accretion rate is higher, so that Lph &
0.1LEdd, then the accretion disk is relatively cool and
optically thick down to the neutron-star surface. In this
case, the disk can strongly shield the burst and reprocess
its radiation [152, 153], while at the surface a bound-
ary spreading layer is formed. The theory of such layer
is developed in [154, 155]. The spreading layer spoils
the spectrum so that its usual decomposition becomes
ambiguous and needs to be modified, as described in
[156, 157].
3.4 Radio quiet neutron stars
The discovery of radio quiet3 neutron stars, whose X-
ray spectra are apparently purely thermal, has become
an important milestone in astrophysics. The radio quiet
neutron stars include central compact objects in super-
nova remnants (CCOs) [160, 161] and X-ray dim isolated
neutron stars (XDINSs) [39, 40, 161–163].
Exactly seven XDINSs are known since 2001, and they
are dubbed “Magnificent Seven” [39]. Observations have
provided stringent upper limits (. 0.1 mJy) to their ra-
dio emission [165]. XDINSs have longer periods (> 3
s) than the majority of pulsars, and their magnetic field
estimations by Eq. (1) give, as a rule, rather high values
B ∼ (1013 – 1014) G [40, 164]. It is possible that XDINSs
are descendant of magnetars [40, 41, 163].
About ten CCOs are known to date [161, 166]. Pul-
sations have been found in radiation of three of them.
The periods of these pulsations are rather small (0.1 s to
0.42 s) and very stable. This indicates that CCOs have
relatively weak magnetic field B ∼ 1011 G, at contrast
to XDINSs. For this reason they are sometimes called
“antimagnetars” [161, 166, 167]. Large amplitudes of the
pulsations of some CCOs indicate strongly nonuniform
surface temperature distribution. To explain it, some
authors hypothesized that a superstrong magnetic field
might be hidden in the neutron-star crust [168].
2Some binaries show Type II X-ray bursts, which recur more
frequently than the Type I bursts, typically every several minutes
or seconds. They may be caused by gravitational instabilities of
accreting matter, rather than by thermonuclear reactions [150].
3This term is rather relative, because some of such objects have
revealed radio emission [158, 159].
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The X-ray source 1RXS J141256.0+792204, which was
discovered in 2008 and dubbed Calvera, initially was con-
sidered as a possible eighth object with the properties of
the “Magnificent Seven” [169]. However, subsequent ob-
servations suggest that its properties are closer to the
CCOs. In 2013, observations of Calvera at the orbital
observatory Chandra provided the period derivative P˙
[170]. According to Eq. (1), its value corresponds to
B ≈ 4.4×1011 G. The authors [170] characterize Calvera
as an “orphaned CCO,” whose magnetic field is emerg-
ing through supernova debris. Calvera is also unique in
that it is the only energetic pulsar that emits virtually no
radio nor gamma radiation, which places constraints on
models for particle acceleration in magnetospheres [170].
3.5 Neutron stars with absorption lines
in their thermal spectra
CCO 1E 1207.4–5209 has been the first neutron star
whose thermal spectrum was found to possess features
resembling two broad absorption lines [171]. The third
and fourth spectral lines were reported [172], but their
statistical significance was called in question [173]. It
is possible that the complex shape of CCO PSR J0821–
4300 may also be due to an absorption line [167].
Features, which are possibly related to resonant ab-
sorption, are also found in spectra of four XDINSs: RX
J0720.4–3125 [174, 175], RX J1308.6+2127 (RBS1223)
[176], 1RXS J214303.7 + 065419 (RBS1774) [177–179]
and RX J1605.3+3249 [180]. Possible absorption fea-
tures were also reported in spectra of two more XDINSs,
RX J0806.4–4123 and RX J0420.0–5022 [181], but a con-
fident identification is hampered by uncertainties related
to ambiguous spectral background subtraction [164].
Only the “Walter star” RX J1856.5– 3754 that was dis-
covered the first of the “Magnificent Seven” [182] has
a smooth spectrum without any features in the X-ray
range [183].
An absorption line has been recently found in the spec-
trum of SGR 0418+5729 [184]. Its energy varies from
< 1 keV to ∼ 4 keV with the rotational phase. The
authors interpret it as a proton cyclotron line associated
with a highly nonuniform magnetic-field distribution be-
tween ∼ 2 × 1014 G and ∼ 1015 G. The discrepancy
with the estimate B ∼ 6 × 1012 G according to Eq. (1)
[51] the authors [184] explain by an absence of a large-
scale dipolar component of the superstrong magnetic
field (which can be, e.g., contained in spots). They reject
the electron-cyclotron interpretation on the grounds that
it would imply B ∼ (1− 5)× 1011 G, again at odds with
the estimate [51]. Note that the latter contradiction can
be resolved in the models [53–56] that involve a residual
accretion torque (§ 1). There is also no discrepancy if the
line has a magnetospheric rather than photospheric ori-
gin. Similar puzzling lines had been previously observed
in gamma-ray bursts of magnetars [48, 185, 186].
Unlike the radio quiet neutron stars, spectra of the or-
dinary pulsars were until recently successfully described
by a sum of smooth thermal and nonthermal spectral
models. The first exception is the radio pulsar PSR
J1740+1000, in whose X-ray spectrum is found to pos-
sess absorption features [187]. This discovery fills the
gap between the spectra of pulsars and radio quiet neu-
tron stars and shows that similar spectral features can
be pertinent to different neutron-star classes.
Currently there is no unambiguous and incontestable
theoretical interpretation of the features in neutron-star
spectra. There were more or less successful attempts to
interpret spectra of some of them. In § 8 we will consider
the interpretations that are based on magnetic neutron-
star atmosphere models.
4 Nonmagnetic atmospheres
4.1 Which atmosphere can be treated as
nonmagnetic?
The main results of atmosphere modeling are the outgo-
ing radiation spectra. Zavlin et al. [188] formulated the
conditions that allow calculation of a neutron-star spec-
trum without account of the magnetic field. In the the-
ory of stellar atmospheres, interaction of electromagnetic
radiation with matter is conventionally described with
the use of opacities κ, that is absorption and scatter-
ing cross sections counted per unit mass of the medium.
Opacities of fully ionized atmospheres do not depend on
magnetic field at the frequencies ω that are much larger
than the electron cyclotron frequency ωc, which corre-
sponds to the energy ~ωc ≈ 11.577B12 keV. On this
ground, Zavlin et al. [188] concluded that for the ener-
gies ~ω ∼ (1 – 10) kBT that correspond to the maximum
of a thermal spectrum one can neglect the magnetic-field
effects on opacities, if
B ≪ (mec/~e) kBT ∼ 1010 T6 G. (24)
Strictly speaking, the estimate (24) is very relative. If
the atmosphere contains an appreciable fraction of atoms
or ions in bound states, then even a weak magnetic field
changes the opacities by spectral line splitting (the Zee-
man and Paschen-Back effects). Besides, magnetic field
polarizes radiation in plasmas [189]. The Faraday and
Hanle effects that are related to the polarization serve
as useful tools for studies of the stellar atmospheres and
magnetic fields, especially the Sun (see [190], for a re-
view). But the bulk of neutron-star thermal radiation
is emitted in X-rays, whose polarimetry only begins to
develop, therefore one usually neglects such fine effects
for the neutron stars.
Magnetic field drastically affects opacities of partially
ionized photospheres, if the electron cyclotron frequency
~ωc is comparable to or larger than the electron binding
energies Eb. Because of the high density of neutron-
star photospheres, highly excited states do not survive
as they have relatively large sizes and low binding en-
ergies (the disappearance of bound states with increas-
ing density is called pressure ionization). For low-lying
electron levels of atoms and positive atomic ions in the
absence of a strong magnetic field, the binding energy
can be estimated as Eb ∼ (Z + 1)2 Ry, where Z is the
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charge of the ion, and Ry = mee
4/(2~2) = 13.6057 eV
is the Rydberg constant in energy units. Consequently
the condition ~ωc ≪ Eb is fulfilled at
B ≪ B0 (Z + 1)2/2, (25)
where
B0 =
m2e c e
3
~3
= 2.3505× 109 G (26)
is the atomic unit of magnetic field. The conditions (24)
and (25) are fulfilled for most millisecond pulsars and
accreting neutron stars.
4.2 Radiative transfer
A nonmagnetic photosphere of a neutron star does not
essentially differ from photospheres of the ordinary stars.
However, quantitative differences can give rise to spe-
cific problems: for instance, the strong gravity results
in high density, therefore the plasma nonideality that is
usually neglected in stellar atmospheres can become sig-
nificant. Nevertheless, the spectrum that is formed in a
nonmagnetic neutron-star photosphere can be calculated
using the conventional methods that are described in the
classical monograph by Mihalas [104]. For stationary
neutron-star atmospheres, thanks to their small thick-
ness, the approximation of plane-parallel locally uniform
layer is quite accurate. The local uniformity means that
the specific intensity at a given point of the surface can
be calculated neglecting the nonuniformity of the flux
distribution over the surface, that is, the nonuniformity
of Ts.
Almost all models of neutron-star photospheres as-
sume the radiative and local thermodynamic equilibrium
(LTE; see [191] for a discussion of this and alternative
approximations). Under these conditions, it is sufficient
to solve a system of three basic equations: equations of
radiative transfer, hydrostatic equilibrium, and energy
balance.
The first equation can be written in a plane-parallel
layer as (see, e.g., [192])
cos θk
dIω(kˆ)
dycol
= κωIω−
∫
(4pi)
κ
s
ω(kˆ
′, kˆ)Iω(kˆ
′)dkˆ′−κaωBω,T ,
(27)
where kˆ is the unit vector along k, κω = κ
a
ω +∫
(4pi)
κ
s
ω(kˆ
′, kˆ) dkˆ′/(4π) is the total opacity, κaω and
κ
s
ω(kˆ
′, kˆ) are its components due to, respectively, the
true absorption and the scattering that changes the ray
direction from kˆ′ to kˆ, and dkˆ′ = sin θk′dθk′dϕk′ is a
solid angle element. Most studies of the neutron-star
photospheres neglect the dependence of κsω on kˆ
′ and kˆ.
As shown in [193], the inaccuracy that is introduced by
this simplification does not exceed 0.3% for the thermal
spectral flux of a neutron star at ~ω < 1 keV and reaches
a few percent at higher energies.
For simplicity, in Eq. (27) we have neglected polar-
ization of radiation and a change of frequency at the
scattering. In general, the radiative transfer equation
includes an integral of Iω not only over angles, but also
over frequencies, and contains, with account of polariza-
tion, a vector of Stokes parameters instead of Iω, while
the scattering cross section is replaced by a matrix. A
detailed derivation of the transfer equations for polar-
ized radiation is given, e.g., in [192], and solutions of the
radiative transfer equation with frequency redistribution
are studied in [191].
The condition of hydrostatic equilibrium follows from
Eq. (5). Given that |R − r| ≪ R, |M −Mr| ≪ M , and
P ≪ ρc2 in the photosphere, we have
dP
dycol
= g − grad, (28)
where (see, e.g., [194])
grad =
1
c
d
dycol
∫ ∞
0
dω
∫
(4pi)
dkˆ cos2 θk Iω(kˆ)
≈ 2π
c
∫ ∞
0
dω κω
∫ pi
0
cos θk Iω(kˆ) sin θk dθk. (29)
The last approximate equality becomes exact for the
isotropic scattering. The quantity grad takes account
of the radiation pressure that counteracts gravity. It
becomes appreciable at Teff & 10
7 K. Therefore, grad
is usually dropped in calculations of the spectra of the
cooler isolated neutron stars, but included in the models
of relatively hot bursters. Radiative flux of the bursters
amply increases during the bursts, thus increasing grad.
The critical value of grad corresponds to the limit of sta-
bility, beyond which matter inevitably flows away under
the pressure of light. In a hot nonmagnetic atmosphere,
where the Thomson scattering dominate, the instability
appears when the luminosity Lph exceeds the Eddington
limit
LEdd = 4πc (1 + zg)GMmp/σT
≈ 1.26× 1038 (1 + zg) (M/M⊙) erg s−1, (30)
where mp is the proton mass, and
σT =
8π
3
(
e2
mec2
)2
(31)
is the Thomson cross section, A temperature-dependent
relativistic correction to σT [195] increases LEdd approx-
imately by 7% at typical temperatures ∼ 3 × 107 K at
the bursters luminosity maximum [151, 194].
Finally, the energy balance equation in the stationary
state expresses the fact that the energy acquired by an
elementary volume equals the lost energy. The radiative
equilibrium assumes that the energy transport through
the photosphere is purely radiative, that is, one neglects
electron heat conduction and convection, as well as other
sources and leaks of heat. Under these conditions, the
energy balance equation reduces to∫ ∞
0
dω
∫
(4pi)
Iω(kˆ) cos θk dkˆ = Fph, (32)
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where Fph is the local flux at the surface that is related
to Ts according to Eq. (11).
Radiation is almost isotropic at large optical depth
τω =
∫ ∞
r
κω(r
′) dycol(r
′), (33)
therefore one may restrict to the first two terms of the
intensity expansion in spherical functions:
Iω(kˆ) = Jω +
3
4π
Fω · kˆ. (34)
Here, Jω =
1
4pi
∫
(4pi) Iω(kˆ) dkˆ is the mean intensity, av-
eraged over all directions, and Fω =
∫
(4pi) Iω(kˆ)kˆ dkˆ is
the diffusive flux vector. Then integro-differential equa-
tion (27) reduces to a diffusion-type equation for Jω. If
scattering is isotropic, then in the plane-parallel locally-
uniform approximation the stationary diffusion equation
has the form
d2
dτ2ω
Jω
3
=
κ
s
ω
κω
(Jω − Bω,T ) (35)
(see [196] for derivation of the diffusion equation from
the radiative transfer equation in a more general case).
Sometimes the diffusion approximation is applied to the
entire atmosphere, rather than only to its deep layers.
In this case, one has to replace Jω/3 on the left-hand
side of Eq. (35) by fωJω, where fω(τω) is the so called
Eddington factor [104], which is determined by iterations
of the radiative-transfer and energy-balance equations
with account of the boundary conditions (see [188] for
details).
In modeling bursters atmospheres, one usually em-
ploys Eq. (35) with the Eddington factor on the left-hand
side and an additional term on the right-hand side, a dif-
ferential Kompaneets operator [197] acting on Jω (see,
e.g., [198–201]). The Kompaneets operator describes, in
the diffusion approximation, the photon frequency redis-
tribution due to the Compton effect, which cannot be ne-
glected at the high temperatures typical of the bursters.
In order to close the system of equations of radiative
transfer and hydrostatic balance, one needs the EOS and
opacities κs,aω for all densities and temperatures encoun-
tered in the photosphere. In turn, in order to determine
the EOS and opacities, it is necessary to find ionization
distribution for the chemical elements that compose the
photosphere. The basis for solution of these problems
is provided by quantum mechanics of all particle types
that give a significant contribution to the EOS or opac-
ities. In the nonmagnetic neutron-star photospheres,
these particles are only the electrons and atomic ions,
because molecules do not survive the typical tempera-
tures T & 3× 105 K.
We will not consider in detail the calculations of the
EOS and opacities in the absence of a strong magnetic
field, because they do not basically differ from the ones
for the ordinary stellar atmospheres, which have been
thoroughly considered, e.g., in the review [202]. Detailed
databases have been developed for them (see [203], for
review), the most suitable of which for the neutron-star
photospheres areOPAL [204] andOP [205].4 In the par-
ticular cases where the neutron-star atmosphere consists
of hydrogen or helium, all binding energies are smaller
than kBT , therefore the approximation of an ideal gas of
electrons and atomic nuclei is applicable.
Systematic studies of neutron-star photospheres of dif-
ferent chemical compositions, from hydrogen to iron,
started from the work by Romani [207]. In the sub-
sequent quarter of century, the nonmagnetic neutron-
star photospheres have been studied in many works
(see [116] for a review). Databases of neutron-star hy-
drogen photosphere model spectra have been published
[188, 208, 209],5 and a numerical code for their cal-
culation has been released [193].6 A publicly avail-
able database of model spectra for the carbon photo-
spheres has been recently published [211].7 In addi-
tion, model spectra were calculated for neutron-star pho-
tospheres composed of helium, nitrogen, oxygen, iron
(e.g., [209, 212–214]), and mixtures of different elements
[208, 213].
4.3 Atmospheres of bursters
Burster spectra were calculated by many authors (see,
e.g., [151], for references), starting from the pioneering
works [153, 215, 216] (see, e.g., [151], for references).
These calculations as well as observations show that the
X-ray spectra of bursters at high luminosities are close
to so called diluted blackbody spectrum
Fω ≈ wBω,Tbb , (36)
where Bω,T is the Planck function (18), the parameter
Tbb is called color temperature, normalization w is a
dilution factor, and the ratio fc = Tbb/Teff (typically
∼ 3/2) is called color correction [151, 216, 217]. The
apparent color temperature T∞bb is related to Tbb by the
relation analogous to (6).
If the luminosity reaches the Eddington limit during
a thermonuclear burst, then the photosphere radius Rph
first increases, and goes back to the initial value R at the
relaxation stage [195]. Based on this model, Kaminker
et al. [218] suggested a method of analysis of the Edding-
ton bursts of the bursters and for the first time applied it
to obtaining constraints of the parameters of the burster
MXB 1728–34. Subsequently this method was amended
and modernized by other authors (see [151], for refer-
ences).
According to Eq. (9), the bolometric flux equals
Fbol = L
∞
ph/(4πD
2) = σSB(T
∞
eff )
4(R∞ph/D)
2. But the ap-
proximation (36) implies Fbol = wσSB(T
∞
bb)
4(R∞ph/D)
2.
Therefore, at the late stage of a long burst, when Rph =
4The OPAL opacities are included in the MESA project [206],
and the database OP is available at
http://cdsweb.u-strasbg.fr/topbase/TheOP.html
5Models NSA, NSAGRAV, and NSATMOS in the database
XSPEC [210].
6https://github.com/McPHAC/
7Model CARBATM in the database XSPEC [210].
14 A Y POTEKHIN
R = constant, w ∝ f−4c . On the other hand, the de-
pendence of fc on Lph can be obtained from numeri-
cal calculations. This possibility lies in the basis of the
method of studying bursters that was implemented in
the series of papers by Suleimanov et al. [151, 200]. The
calculations show that fc mainly depends on the ratio
lph = Lph/LEdd, and also on gravity g and chemical
composition of the photosphere (mostly on the helium-
to-hydrogen fractional abundance, and to a less extent
on the content of heavier elements). Having approxi-
mated the observed spectral normalizations f−4c (lph) by
the results of theoretical calculations, one finds the chem-
ical composition that provides an agreement of the the-
ory with observations. For this selected composition,
one finds the color correction that corresponds to the
observed one at different values of g, and thus obtains a
curve of allowable values in the (M,R)-plane. The point
at this curve that satisfies the condition Fbol = lphFEdd,
FEdd = LEdd/[4πD
2(1 + zg)
2] being the bolometric flux
that corresponds to the Eddington luminosity Eq. (30),
gives an estimate of the mass and radius of the neutron
star, if the distance D is known. If D is unknown, then
this analysis allows one to obtain restrictions on joint
values of M , R, and D.
This method was successfully applied to analyzing the
long bursts of bursters 4U 1724–307 [151] and GS 1826–
24 [219]. In both cases, there was a marked agreement
of the observed and calculated dependences fc(lph). In
[219], the authors have also simulated the light curves,
that is, the time dependences of Fbol. As well as in an
earlier work [220], they managed to find the chemical
composition of the atmosphere and the accretion rate
that give an agreement of the theoretical light curve of
each burst and of the intervals between the bursts with
observations. Thus they obtained an absolute calibra-
tion of the luminosity. A comparison of the theoretical
and observed dependences gives an estimate of the ra-
tio fc/(1 + zg), which does not depend on the distance
D, thus providing additional constraints to the neutron-
star mass and radius [151, 219]. A possible anisotropy
of the emission, which modifies the total flux (e.g., be-
cause of screening and reflection of a part of radiation
by an accretion disk) is equivalent to a multiplication of
D by a constant factor, therefore it does not affect the
D-independent estimates [219].
In [221–223] the authors used a simplified analysis of
spectra of bursters, ignoring the dependence fc(lph), but
only assuming that the Eddington luminosity is reached
at the “touchdown point,” determined by the maximum
of the color temperature. This assumption is inaccu-
rate, therefore such simplified analysis fails: it gives
considerably lower R values, than the method described
above. In addition, the authors of [221–223] analyzed the
“short” bursts, for which the theory fails to describe the
dependence fc(lph), and the usual separation of spectral
components becomes ambiguous (see § 3.3). Therefore,
the simplified estimates of neutron-star parameters [221–
223] are unreliable (see the discussion in [151]).
We must note that the current results for the bursters
still do leave some open questions. First, the esti-
mates for two different sources in [151] and [219] are
hard to conciliate: in the case of the H atmosphere
model, the former estimate indicates a relatively large
neutron-star radius, thus a stiff EOS, whereas the lat-
ter gives a constraint, which implies a soft EOS. Second,
a good agreement between the theory and observations
has been achieved only for a restricted decaying part of
the lightcurves. Third, there is a lack of explanation
to different normalizations of spectra for the bursts that
have different recurrence times. In [219], the authors dis-
cuss these uncertainties and possible prospects of their
resolution with the aid of future observations.
4.4 Photospheres of isolated neutron
stars
Nonmagnetic atmospheres of isolated neutron stars differ
from accreting neutron stars atmospheres, first of all, by
a lower effective temperature Ts ∼ 3 × (105 – 106) K,
and may be also by chemical composition. Examples of
spectra of such atmospheres are given in Fig. 3.
If there was absolutely no accretion on a neutron star,
then the atmosphere should consist of iron. A spectrum
of such atmosphere has the maximum in the same wave-
length range as the blackbody spectrum, but contains
many features caused by bound-bound transitions and
photoionization [207, 208, 212, 224]. Absorption lines
and photoionization edges are smeared with increasing g,
because the photosphere becomes denser, thus increasing
the effects leading to line broadening [225] (for example,
fluctuating microfields in the plasma [226]).
If the atmosphere consists of hydrogen and helium, the
spectrum is smooth, but shifted to higher energies com-
pared to the blackbody spectrum at the same effective
temperature [188, 207]. As shown by Zavlin et al. [188],
this shift is caused by the decrease of light-element opac-
ities according to the law κω ∝ ω−3 at ~ω > kBT ∼ 0.1
keV, which makes photons with larger energies to come
from deeper and hotter photosphere layers. Zavlin et
al. [188] payed attention also to the polar diagrams of
radiation coming from the atmosphere. Unlike the black-
body radiation, it is strongly anisotropic (Iω(kˆ) quickly
decreases at large angles θk), and the shape of the polar
diagram depends on the frequency ω and on the chemical
composition of the atmosphere.
Suleimanov & Werner [227] have taken account of the
Compton effect on the spectra of isolated neutron stars,
using the same technique as for the bursters. They have
shown that this effect results in a decrease of the high-
energy flux at ~ω ≫ 1 keV for the hydrogen and helium
atmospheres. It becomes considerable at high effective
temperatures Ts > 10
6 K, where the spectral maximum
shifts to the energies E & 1 keV. This effect makes the
spectra of hot hydrogen and helium atmospheres closer
to the blackbody spectrum with color correction fc ≈
1.6 – 1.9.
Papers [224, 228] stand apart, being the only ones
where non-LTE calculations were done for a spectrum of
an iron neutron-star atmosphere. At T = 2× 105 K, the
difference from the LTE model is about 10% for the flux
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Fig. 3. Radiation energy flux densities as functions of pho-
ton energy E = ~ω for a photosphere composed of iron (solid
lines), helium (dashed lines), and hydrogen (dot-dashed lines)
as compared to the blackbody spectrum (dotted curves) at
g14 = 2.43 for different values of effective temperature (num-
bers at the curves correspond to log Teff [K]). (Fig. 3 from
[213], courtesy of J. Pons and c©AAS.)
in the lines and much less in the continuum [208, 224].
As noted in [208], the difference may be larger at higher
temperatures, which turned out to be the case indeed in
[228].
Pons et al. [213] performed a thorough study in at-
tempt to describe the observed spectrum of the Wal-
ter star RX J1856.5– 3754 by the nonmagnetic atmo-
sphere models with various chemical compositions. It
turned out that the hydrogen atmosphere model that
reproduces the X-ray part of the spectrum predicts ap-
proximately 30 times larger optical luminosity than ob-
served, whereas an iron-atmosphere model corresponds
to a too small radius. This demonstrates once again that
a neutron-star radius estimate strongly depends on the
assumptions on its atmosphere. Satisfactory results have
been obtained for a chemical composition corresponding
to the ashes of thermonuclear burning of matter that
was accreted on the star at the early stage of its life.
This model, as well as other models of atmospheres com-
posed of elements heavier than helium, predicted absorp-
tion lines in the X-ray spectrum. However, subsequent
deep X-ray observations with space observatories Chan-
dra [229] and XMM-Newton [83] have not found such
lines.
The failure of the interpretation of the Walter star
spectrum with nonmagnetic atmosphere models can be
explained by the presence of a strong magnetic field. The
field is indicated by a nearby nebula glowing in the Hα
line [230]. Such nebulae are found near pulsars, which
ionize interstellar hydrogen by shock waves arising from
hypersonic pulsar magnetosphere interaction with inter-
stellar medium [52, 231]. Doubts had initially been cast
on the pulsar analogy by the absence of observed pulsa-
tions of radiation of this star, but soon such pulsations
were discovered [232]. Interpretation of the Walter star
spectrum with magnetic atmosphere models will be con-
sidered in § 8.1.
The first successful interpretation of an isolated neu-
tron star spectrum based on a nonmagnetic atmosphere
model was done in [214]. The authors showed that the
observed X-ray spectrum of the CCO in Cassiopeia A su-
pernova remnant, which appeared around 1680, is well
described by a carbon atmosphere model with the effec-
tive temperature Teff ∼ 2 × 106 K. Subsequent observa-
tions revealed that Teff appreciably decreases with time
[233], which was explained by the heat-carrying neutrino
emission outburst caused by the superfluid transition of
neutrons [234, 235]. At t∗ ≈ 330 yrs this agrees with
the cooling theory [97]. An independent analysis [236]
confirmed the decrease of the registered flux, but the
authors stressed that the statistical significance of this
result is not high and that the same observational data
allow other interpretations. Recently, a spectrum of one
more CCO, residing in supernova remnant HESS J1731–
347, was also satisfactorily described by a nonmagnetic
carbon atmosphere model [237].
4.5 Atmospheres of neutron stars in
qLMXBs
Many SXTs reside in globular clusters, whose distances
are known with accuracies of 5 – 10%. This reduces a
major uncertainty that hampers the spectral analysis.
As we noted in § 3, spectra of SXTs in quiescence, called
qLMXBs, are probably determined by neutron-star ther-
mal emission. In early works, these spectra were inter-
preted with the Planck function, which overestimated
the effective temperature and underestimated the effec-
tive radius of emitting area. However, Rutledge et al.
[144, 238, 239] found that the nonmagnetic hydrogen
atmosphere model provides an explanation to the SXT
spectra as caused by radiation from the entire neutron-
star surface with acceptable values of the temperature
and radius.
Currently tens qLMXBs in globular clusters are known
(they are listed in [240, 241]), and the use of hydrogen at-
mosphere models for their spectral analysis has become
customary. For instance, the analysis of the cooling of
KS 1731–260 and the other similar objects that was dis-
cussed in § 3.1 was based on the measurements of the ef-
fective temperature Teff with the use of the models [188]
and NSATMOS [209].
In many works (including [130–132]), the neutron-star
mass and radius were a priori fixed to M = 1.4M⊙ and
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R = 10 km, which entrain g14 = 2.43. It was shown in
[209], that such fixing of g may strongly bias estimates
of the neutron-star parameters (which means, in particu-
lar, that the estimates of Teff for KS 1731–260 and MXB
1659–29, quoted in § 3.1, are unreliable). An analysis of
thermal spectrum of qLMXB X7 in the globular clus-
ter 47 Tuc, free of such fixing, gave a 90%-confidence
area of M and R estimates, which agrees with relatively
stiff EOSs of supranuclear matter [209]. However, the
estimates that were obtained in [242] by an analogous
analysis for five qLMXBs in globular clusters, although
widely scattered, generally better agree with soft EOSs.
In [243, 244], thermal spectra of two qLMXBs were ana-
lyzed using hydrogen and helium atmosphere models. It
turned out that the former model leads to low estimates
of M and R, compatible with the soft EOSs, while the
latter yields high values, which require a stiff EOS of su-
perdense matter. Thus, despite the progress achieved in
recent years, the estimates of neutron-star masses and
radii based on the qLMXBs spectral analysis are not yet
definitive.
4.6 Photospheres of millisecond pulsars
Magnetic fields of most millisecond pulsars satisfy the
weak-field criteria formulated in § 4.1. Nevertheless,
magnetic field does play certain role, because the open
field line areas (“polar caps”) may be heated by deceler-
ation of fast particles (see § 2.6). Therefore, one should
take nonuniform temperature distribution into account,
while calculating the integral spectrum.
Models of rotating neutron stars with hot spots were
presented in many publications (e.g., [72, 245, 246], and
references therein), however most of them used the black-
body radiation model. This model is acceptable for a
preliminary qualitative description of the spectra and
light curves of the millisecond pulsars, but a detailed
quantitative analysis must take the photosphere into ac-
count. Let us consider results of such analyses.
The nearest and the brightest of the four millisecond
pulsars with observed thermal radiation is PSR J0437–
4715. It belongs to a binary system with a 6-billion-
year-old white dwarf. The low effective temperature of
the white dwarf (∼ 4000 K), as well as the brightness of
the pulsar and a relatively low intensity of its nonthermal
emission favor the analysis of the thermal spectrum. Re-
cently, the pulsar’s thermal radiation has been extracted
from the white-dwarf radiation even in the ultraviolet
range [247], although the maximum of the pulsar thermal
radiation lies at X-rays. Zavlin & Pavlov [248] showed
that the thermal X-ray spectrum of PSR J0437– 4715
can be explained by emission of two hot polar caps with
hydrogen photospheres and a nonuniform temperature
distribution, which was presented by the authors as a
steplike function with a higher value T ≈ (1 – 2)× 106 K
in the central circle of radius 0.2 – 0.4 km and a lower
value T ≈ (3 – 5)× 105 K in the surrounding broad ring
of radius about several kilometers.
Subsequent observations of the binary system J0437–
4715 in spectral ranges from infrared to hard X-rays
and their analysis in [102, 249, 250] have generally con-
firmed the qualitative conclusions of [248]. In particu-
lar, Bogdanov et al. [102, 250] reproduced not only the
spectrum, but also the light curve of this pulsar at X-
rays, using the model of a hydrogen atmosphere with
a steplike temperature distribution, supplemented with
a power-law component. These authors have also ex-
plained [251] the power-law spectral component by the
Compton scattering of thermal polar-cap photons on en-
ergetic electrons in the magnetosphere or in the pul-
sar wind. Thus all the spectral components may have
thermal origin. Finally, Bogdanov [252] reanalyzed the
phase-resolved X-ray spectrum of PSR J0437– 4715 us-
ing the value M = (1.76± 0.20)M⊙ obtained from radio
observations [253], the distance of 156.3 pc measured
by radio parallax [254], a nonmagnetic hydrogen atmo-
sphere model NSATMOS [209], and a three-level distri-
bution of Teff around the polar caps. As a result, he
came to the conclusion that the radius of a neutron star
of such mass cannot be smaller than 11 km, which favors
the stiff equations of state of supranuclear matter.
The presence of a hydrogen atmosphere helps one
to explain not only the spectrum but also the rela-
tively large pulsed fraction (30 – 50%) in thermal radi-
ation of this and the three other millisecond pulsars
with observed thermal components of radiation (PSR
J0030+0451, J2124–3358, and J1024–0719). According
to [116, 250], such strong pulsations may indicate that
all similar pulsars have hydrogen atmospheres. The mea-
sured spectra and light curves of all the four pulsars agree
with this assumption [250].
5 Matter in strong magnetic
fields
The conditions of § 4.1 are not satisfied for most of the
known isolated neutron stars, therefore magnetic fields
drastically affect radiative transfer in their atmospheres.
Before going on to magnetized atmosphere models, it
is useful to consider the magnetic-field effects on their
constituent matter.
5.1 Landau quantization
Motion of charged particles in a magnetic field is quan-
tized in Landau levels [255]. It means that only longi-
tudinal (parallel to B) momentum of the particle can
change continuously. Motion of a classical charged par-
ticle across magnetic field is restricted to circular orbits,
corresponding to a set of discrete quantum states, anal-
ogous to the states of a two-dimensional oscillator.
The complete theoretical description of the quantum
mechanics of free electrons in a magnetic field is given in
monograph [256]. It is convenient to characterize mag-
netic field by its strength in relativistic units, b, and in
atomic units, γ:
b = ~ωc/(mec
2) = B/BQED = B12/44.14 , (37)
γ = B/B0 = 425.44B12. (38)
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We have already dealt with the atomic unit B0 in § 4.1.
The relativistic unit BQED = m
2
ec
3/(e~) = B0/α
2
f is the
critical (Schwinger) field, above which specific QED ef-
fects become pronounced. In astrophysics, the magnetic
field is called strong, if γ ≫ 1, and superstrong, if b & 1.
In the nonrelativistic theory, the distance between
Landau levels equals the cyclotron energy ~ωc. In the
relativistic theory, Landau level energies equal EN =
mec
2 (
√
1 + 2bN − 1) (N = 0, 1, 2, . . .). The wave func-
tions that describe an electron in a magnetic field have
a characteristic transverse scale ∼ am = (~c/eB)1/2 =
aB/
√
γ, where aB is the Bohr radius. The momentum
projection on the magnetic field remains a good quan-
tum number, therefore we have the Maxwell distribu-
tion for longitudinal momenta at thermodynamic equi-
librium. For transverse motion, however, we have the
discrete Boltzmann distribution over N .
In practice, the Landau quantization becomes impor-
tant when the electron cyclotron energy ~ωc is at least
comparable to both the electron Fermi energy ǫF and the
characteristic thermal energy kBT . If ~ωc is appreciably
larger than both these energies, then most electrons re-
side on the ground Landau level in thermodynamic equi-
librium, and the field is called strongly quantizing. For
it to be the case, simultaneous conditions ρ < ρB and
ζe ≫ 1 must be fulfilled, where
ρB =
mi
π2
√
2 a3m Z
= 7045
A
Z
B
3/2
12 g cm
−3, (39)
ζe =
~ωc
kBT
= 134.34
B12
T6
. (40)
In the neutron-star atmospheres, these conditions are
satisfied, as a rule, at B & 1011 G. In the opposite limit
ζe ≪ 1, the Landau quantization can be neglected. Note
that in the magnetospheres, which have lower densities,
electrons can condensate on the lowest Landau level even
at B ∼ 108 G because of the violation of the LTE con-
ditions (§ 5.9).
Ions in a neutron-star atmosphere can be treated as
nondegenerate and nonrelativistic particles. The param-
eter ζe is replaced for them by
ζi = ~ωci/kBT = 0.0737 (Z/A)B12/T6. (41)
Here, ωci = ZeB/(mic) is the ion cyclotron frequency,
and ~ωci = 6.35(Z/A)B12 eV is the ion cyclotron energy.
In magnetar atmospheres, where B12 & 100 and T6 .
10, the parameter ζi is not small, therefore the Landau
quantization of ion motion should be taken into account.
5.2 Interaction with radiation
The general expression for a differential cross section
of absorption of a plane electromagnetic wave by a
quantum-mechanical system can be written as (e.g.,
[257])
dσ =
4π2
ωc
|e · 〈f |jeff |i〉|2 δ(Ef − Ei − ~ω) dνf , (42)
where|i〉 and |f〉 are, respectively, the initial and final
states of the system, dνf is the number of final states
in the considered energy interval dEf , e is the electro-
magnetic polarization vector, jeff =
∑
i qie
iki r˙i is the
effective electric-current operator, and r˙i is the velocity
operator acting on a particle with charge qi. While cal-
culating the matrix elements 〈f |jeff |i〉, it is important
to remember that r˙i is not proportional to the canon-
ical momentum p in a magnetic field. For the system
“electron+proton” interacting with radiation in a con-
stant magnetic field, these matrix elements are derived
analytically in [258].
In the dipole approximation, the cross section of pho-
ton interaction with a plasma particle can be expanded
in three components corresponding to the longitudinal,
right, and left polarizations with respect to the magnetic
field (e.g., [189, 259]):
σ(ω, θB) =
1∑
α=−1
σα(ω) |eα(ω, θB)|2. (43)
Here, ω is the photon frequency, θB is the angle between
k and B (Fig. 1), and e0 ≡ ez and e±1 ≡ (ex ± iey)/
√
2
are the components of the expansion of the electromag-
netic polarization vector e in a cyclic basis in the coor-
dinate system with the z-axis along B. Representation
(43) is convenient because σα do not depend on θB.
Scattering cross-sections in neutron-star photospheres
are well known [260–262]. For α = −1, the photon-
electron scattering has a resonance at the cyclotron fre-
quency ωc. Outside a narrow (about the Doppler width)
frequency interval around ωc, the cross sections for the
basic polarizations α = 0,±1 are written as
σs,eα =
ω2
(ω + αωc)2 + ν2e,α
σT, (44)
where σT is the nonmagnetic Thomson cross section,
Eq. (31), and the effective damping factors νe,α are equal
to the half of the total rate of spontaneous and collisional
decay of the electron state with energy ~ω (see [268]).
The ion cross section looks analogously,
σs,iα =
(
me
mi
)2
ω2 Z4
(ω − αωci)2 + ν2i,α
σT. (45)
Unlike the nonmagnetic case, in superstrong fields one
cannot neglect the scattering on ions, since σs,i+1 has a
resonance at frequency ωci.
In the absence of magnetic field, absorption of a pho-
ton by a free electron is possible only at interaction with
a third particle, which takes the difference of the total
electron-photon momentum before and after the absorp-
tion. In a quantizing magnetic field, in addition, also
electron transitions between the Landau levels are possi-
ble. In the nonrelativistic theory, such transitions occur
between the equidistant neighboring levels at the fre-
quency ωc, which corresponds to the dipole approxima-
tion. In the relativistic theory, the multipole expansion
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leads to an appearance of cyclotron harmonics [71]. Ab-
sorption cross-sections at these harmonics were derived
in [263] in the Born approximation without allowance
for the magnetic quantization of electron motion, and
represented in a compact form in [264].
Allowance for the quantization of electron motion
leads to the appearance of cyclotron harmonics in the
nonrelativistic theory as well. In [265], also in the
Born approximation, photon-electron absorption cross-
sections were derived for an electron, which moves in
a magnetic field and interacts with a nonmoving point
charge. This model is applicable at ω ≫ ωci. In the
superstrong field of magnetars, the latter condition is
unacceptable, therefore one should consider absorption
of a photon by the system of finite-mass charged parti-
cles, which yields [266, 267]
σffα(ω) =
4πe2
mec
ω2 νffα (ω)
(ω + αωc)2(ω − αωci)2 + ω2ν˜2α(ω)
, (46)
where νffα is an effective photoabsorption collision fre-
quency, and ν˜α is an effective frequency including also
other collisions. We see from (46) that σff−1 and σ
ff
+1 have
a resonance at the frequencies ωc and ωci, respectively.
Expressions of the effective collision frequencies νffα and
ν˜α in the electron-proton plasma are given in [266]. One
can write
νffα (ω) =
4
3
√
2π
meT
ne e
4
~ω
Λffα, (47)
where Λffα = (π/
√
3)gffα is a Coulomb logarithm and g
ff
α is
a Gaunt factor, and gff−1 = g
ff
+1. Without the magnetic
field, the Gaunt factor is a smooth function of ω. A
calculation with allowance for the Landau quantization
shows, however, that νffα (ω) has peaks at the multiples
of the electron and ion cyclotron frequencies for all po-
larizations α.
Free-free absorption in a hydrogen plasma with ac-
count of both (electron and ion) types of the cyclotron
harmonics has been first calculated in [266], a detailed
consideration is given in [267], and a generalization to
the case of arbitrary hydrogenlike ions and a discus-
sion of non-Born corrections are presented in [268]. If
ωci/ω → 0, then the results of Ref. [265] for the electron
photoabsorption are reproduced, but one should keep
in mind that the ion cyclotron harmonics cannot be ob-
tained by a simple scaling of the electron ones. Such scal-
ing was used in neutron-star atmosphere models starting
from the work [269] until the publication [266], where it
was shown to be qualitatively wrong. One can see it in
Fig. 4, where the electron and ion cyclotron harmonics
are shown at equal scales. In spite of the choice of the
same cyclotron frequency to temperature ratio, the cy-
clotron peaks in the upper panel are much weaker than
in the lower panel. Physical reasons and consequences of
this fact are discussed in detail in [267]. It has been also
demonstrated [267] that the ion cyclotron harmonics are
so weak that they can be neglected in the neutron-star
atmospheres.
Fig. 4. Electron (lower panel) and proton (upper panel)
cyclotron harmonics of the Coulomb logarithm for free-free
absorption at ~ωc = 5kBT and ~ωci = 5kBT , respectively, for
the photon polarization across the magnetic field. Solid lines
show the result of the accurate calculation of Λ1(ω) = Λ−1(ω)
in the Born approximation, and dot-dashed line in the upper
panel shows the infinite-proton-mass approximation (in the
lower panel it effectively coincides with the accurate result).
For comparison, the dashed line in the lower panel shows the
nonmagnetic Coulomb logarithm.
5.3 Atoms
As first noticed in [270], atoms with bound states should
be much more abundant at γ ≫ 1 than at γ . 1 in a
neutron-star atmosphere at the same temperature. This
difference is caused by the magnetically-induced increase
of binding energies and decrease of sizes of atoms in so-
called tightly-bound states, which are characterized by
electron-charge concentration at short distances to the
nucleus. Therefore it is important to take account of the
bound states and bound-bound transitions in a strong
magnetic field even for light-element atmospheres, which
would be almost fully ionized in the nonmagnetic case.
Pioneering works by Loudon, Hasegawa and Howard
[271, 272]8 were at the origin of numerous studies of
atoms in strong magnetic fields. In most of these studies
the authors used the model of an atom with an infinitely
heavy (fixed in space) nucleus. Their results are sum-
marized in a number of reviews (e.g., [273, 274]). The
model of an infinitely massive nucleus is too crude to de-
scribe the atoms in the strongly magnetized neutron-star
atmospheres, but it is a convenient first approximation.
8The papers [271, 272] and some of the works cited below were
devoted to the Mott exciton in a magnetized solid, which is equiv-
alent to the problem of a hydrogen atom in a strong magnetic
field.
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Therefore, in this section we keep to this model, and
postpone going beyond its frames to § 5.6.
According to the Thomas-Fermi model, a typical size
of an atom with a large nuclear charge Zn ≫ 1 is pro-
portional to γ−2/5 in the interval Z
4/3
n ≪ γ ≪ Z3n [275].
At γ & Z3n, the usual Thomas-Fermi model becomes
inapplicable for an atom [276]. In particular, it cannot
describe the difference of the transverse and longitudinal
atomic sizes, which becomes huge in such strong fields.
In this field range, however, a good starting approxima-
tion is provided by so called adiabatic approximation,
which presents each electron orbital as a product of a
Landau function [256], describing free electron motion
in the plane transverse to the field, and a function de-
scribing a one-dimensional motion of the electron along
magnetic field lines in the field of an effective potential,
similar to the Coulomb potential truncated at zero [277].
At γ ≫ Z3n, all electron shells of the atom are strongly
compressed in the directions transverse to the field. In
the ground state, atomic sizes along and transverse to
B, respectively, can be estimated as [278]
l⊥ ≈
√
2Zn − 1 am, l‖ ≈
Z−1n aB
ln[
√
γ/(Zn
√
2Zn − 1)]
.
(48)
In this case, the binding energy E(0) of the ground state
increases with increasing B approximately as (ln γ)2.
Here and hereafter, the superscript (0) indicates the
approximation of a nonmoving nucleus. At Zn ≫ 1
and γ/Z3n → ∞, the asymptotic estimate reads E(0) ∼−Zn~2/(mel2‖) [278]. However, this asymptote is never
reached in practice (see § 5.5).
Particularly many works were devoted to the simplest
atom in magnetic field, the H atom. Since the electron
resides on the ground Landau level N = 0 in the hydro-
gen atom at B > 109 G, its spin being directed opposite
to the field, a bound state is determined by quantum
numbers s and ν, where s = 0, 1, 2, . . . corresponds to the
electron orbital-momentum projection on the magnetic-
field direction, −~s, and ν = 0, 1, 2, . . . in the adiabatic
approximation is equal to the number of wave-function
nodes along this direction. The tightly-bound atomic
states are characterized by the value ν = 0, while all
non-zero values of ν correspond to loosely-bound states.
Calculations of the hydrogen-atom properties beyond
the adiabatic approximation were performed by various
methods (variational, discrete-mesh, etc.). At γ ≫ 1,
the most natural method of calculations is the expan-
sion of the wave function over the Landau orbitals, which
constitute a complete orthogonal functional basis in the
plane perpendicular to the magnetic field [279]. Such
calculations were done in [279–281] for the bound states
and in [282] also for the continuum states, which al-
lowed one to obtain the oscillator strengths as well as
photoionization cross-sections. Examples of such cross-
sections are presented in Fig. 5 for the hydrogen atom
at rest in strong magnetic fields with account of the fi-
nite proton mass. The broad peaks correspond to tran-
sitions to excited Landau levels N > 0, while the nar-
Fig. 5. Logarithm of photoionization cross-section, normal-
ized to the Thomson cross section (31), log(σ/σT), as func-
tion of photon energy ~ω for the ground state of the hydrogen
atom at rest in magnetic field B = 1011 G. The curves la-
belled by “+”, “−”, and “‖” display the cross sections for
circular and longitudinal polarizations α = +1, −1, and 0,
respectively, and the curve labelled “⊥” is for radiation po-
larized perpendicular to B. The wave vector k is directed
along B for α± 1 and perpendicular to B for the other two
cases. (Fig. 4 from [282], reproduced with the permission of
c©ESO.)
row peaks and dips near corresponding partial thresh-
olds with ~ω ≈ N~ωc are due to resonances related to
autoionization of metastable states [282].
Analytical expressions for atomic characteristics are
best suited for astrophysical modeling. However, the
asymptotic estimates at γ ≫ 1 do not provide the desir-
able accuracy. For example, the binding energy of the
ground-state hydrogen atom at rest, E
(0)
sν at s = ν = 0,
when calculated in frames of the nonrelativistic quan-
tum mechanics, goes to (ln γ)2Ry in the limit γ → ∞
[271, 277], but this estimate is in error by a factor over
2 at any B values that are encountered in the neutron
stars. With account of two further terms of the asymp-
totic expansion [272] E
(0)
00 ∼ ln2(γ˜/ ln2 γ˜) Ry, where
γ˜ ≈ 0.28γ. But even this estimate differs from accurate
results by 40 – 80 % at B ∼ 1012 – 1014 G. A possible
way of solution to this problem consists in construct-
ing analytical approximations to the results of numer-
ical calculations. In [283] we gave accurate fitting for-
mulae for many bound states of the hydrogen atom at
B . 1014 G. The energy levels in the infinite-mass ap-
proximation have been recently revisited by Popov and
Karnakov [284], who obtained analytical expressions, ap-
plicable at B & 1011 G. Here we will give another ap-
proximation for the tightly-bound levels, valid at any
B. Temporarily ignoring corrections for vacuum polar-
ization (§ 5.5) and finite nuclear mass (§ 5.6), we present
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the binding energy as
E
(0)
s,0
Ry
=
(1 + s)−2 + (1 + s)x/a1 + a3x
3 + a4x
4 + a6x
6
1 + a2x2 + a5x3 + a6x4
,
(49)
where x = ln(1 + a1γ). Here, ai are numerical parame-
ters, which we approximate as functions of s:
a1 = (0.862 + 2.5 s
2)/(1 + 0.018 s3) ,
a2 = 0.275 + 0.1763 δs,0 + s
2.5/6 ,
a3 = 0.2775 + 0.0202 s
2.5,
a4 = 0.3157/(1 + 2s)
2 − 0.26 δs,0,
a5 = 0.0431,
a6 = 2.075× 10−3/(1 + 7s2)0.1 + 1.062× 10−4 s2.5 .
Approximation (49) accurately reproduces the Zeeman
shift of the lowest sublevel of each multiplet in the weak-
field limit and the correct asymptote in the strong-field
limit. Its inexactness is confined within 3% for s < 30 at
γ > 1 and for s < 5 at any γ, and within 0.3% for s = 0
at any γ.
Binding energies of the loosely-bound states (ν > 1)
can be evaluated at γ & 1 as
E(0)s,ν =
1 Ry
(n+ δ)2
, (50)
where
n =
ν + 1
2
, δ ≈ 1 + s/2
1 + 2
√
γ + 0.077γ
for odd ν;
n =
ν
2
, δ ≈ 1 + s/8
0.6 + 1.28 ln(1 + 0.7γ1/3)
for even ν.
At γ → ∞, energies (50) tend to those of a field-free H
atom (n−2 Ry), therefore the loosely-bound states are
often called “hydrogenlike” (this picture is broken by
vacuum polarization, § 5.5).
In the approximation of an infinite nuclear mass, the
energy of any one-electron ion is related to the hydro-
gen atom energy as E(Zn, B) = Z
2
n E(1, B/Z
2
n) [285].
Thus one sees, in particular, that the adiabatic ap-
proximation for the single-electron ions is applicable at
γ ≫ Z2n, which is a weaker condition than for many-
electron atoms. Analogous similarity relations exist also
for the cross sections of radiative transitions [286]. How-
ever, they are violated if one takes motion across the
magnetic field into account. Even for an atom at rest,
the account of the finite nuclear mass can be important
at s 6= 0. These effects will be considered in § 5.6.
Binding energies and oscillator strengths of many-
electron atoms were successfully calculated with the
use of different methods: variational (e.g., [287] and
references therein), density-functional [288–290], Monte
Carlo [291, 292], and the Hartree-Fock method [293,
294]. In the simplest version of the Hartree-Fock method
[274, 295, 296], the wave-function basis is constructed
from the one-electron wave functions in the adiabatic
approximation. This method is reliable for calculations
of the energies, oscillator strengths, and photoionization
cross sections of the helium atom [297]. But for many-
electron atoms the condition of applicability of the adia-
batic approximation γ ≫ Z3n is too restrictive. It is over-
come in the mesh Hartree-Fock method, where each one-
electron orbital is numerically determined as a function
of the longitudinal (z) and radial coordinates on a two-
dimensional mesh [298] (see also [299], and references
therein), and in the “twice self-consistent” method [300],
where a transverse part of each orbital is presented as a
linear superposition of the Landau functions with numer-
ically optimized coefficients. These works gave a num-
ber of important results but were not realized in astro-
physical applications. In practice, the optimal method
for modeling neutron-star atmospheres containing atoms
and ions of elements with 2 < Zn . 10 proves to be the
method by Mori and Hailey [301], where corrections to
the adiabatic Hartree approximation are treated by per-
turbation. The latter method can provide an acceptable
accuracy at moderate computational expenses.
5.4 Molecules and molecular ions
Molecular properties in strong magnetic fields have been
studied during almost 40 years, but remain insufficiently
known. Known the best are the properties of diatomic
molecules oriented along the field, especially the H2
molecule (see [302], and references therein). Lai [303]
obtained approximate expressions for its binding energy
at γ & 103, which grows approximately at the same rate
∝ (ln γ)2 as the atomic binding energy. In such strong
fields, the ground state of this molecule is the state where
the spins of both electrons are opposite to the magnetic
field and the molecular axis is parallel to it, unlike the
weak fields where the ground state is 1Σg. In moderate
fields, the behavior of the molecular terms is quite non-
trivial. If the molecular axis is parallel to B, then the
states 1Σg and
3Πu are metastable at 0.18 < γ < 12.3,
and decay into the channel 3Σu [304]. It turns out, how-
ever, that the molecular orientation along B is not op-
timal in such fields: for example, at γ = 1 the triplet
state of the molecule oriented perpendicular to the field
has the lowest energy, and at γ = 10 the ground state is
inclined at 37◦ to B [305].
The ion H2
+ is well studied, including its arbitrary ori-
entations in a magnetic field (e.g., [306], and references
therein). An analysis by Khersonskii [307] shows that
the abundance of H2
+ is very small in neutron-star at-
mospheres, therefore the these ions are unlikely to affect
the observed spectra.
Strong magnetic fields stabilize the molecule He2 and
its ions He2
+, He2
2+, and He2
3+, which do not exist in
the absence of the field. Mori and Heyl [308] have per-
formed the most complete study of their binding energies
in neutron-star atmospheres. The ions HeH++, H3
++,
and other exotic molecular ions, which become stable
in the strong magnetic fields, were also considered (see
[309, 310], and references therein). Having evaluated
the ionization equilibrium by the Khersonskii’s method
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[307], one can easily see that the abundance of such
ions is extremely small at the densities, temperatures,
and magnetic fields characteristic of the neutron stars.
Therefore, such ions do not affect the thermal spectrum.
There are rather few results on molecules composed
of atoms heavier than He. Let us note the paper [311],
where the authors applied the density-functional method
to calculations of binding energies of various molecules
from Hn to Fen with n from 1 through 8 atB from 10
12 G
to 2 × 1015 G. The earlier studies of heavy molecules in
strong magnetic fields are discussed in the review by Lai
[303]. All these studies assumed the model of infinitely
massive atomic nuclei.
5.5 Relativistic effects
One can encounter the statement that the use of the non-
relativistic quantum mechanics for calculation of atomic
and molecular structure is justified only at B < BQED.
However, a treatment of the hydrogen atom in strong
magnetic fields based on the Dirac equation [312–314]
has not revealed any significant differences from the so-
lution to the same problem based on the Schro¨dinger
equation. The reasons for that are clear. One can al-
ways expand a wave function over a complete basis of
two-dimensional functions, such as the set of the Landau
functions for all electrons. The Landau functions have
the same form in the relativistic and nonrelativistic the-
ories [256]. Coefficients of such expansion are functions
of z corresponding to the electron motion along B. This
motion is nonrelativistic for the bound electrons, because
the maximal binding energy is much smaller than the
electron rest energy mec
2 = 511 keV. Therefore, a sys-
tem of equations for the functions of z in question can be
solved in the nonrelativistic approximation, which thus
provides the accurate wave function.
Nevertheless, there is a specific relativistic effect,
which is non-negligible in superstrong fields. As noted by
Heisenberg and Euler [315], the virtual electron-positron
pairs that appear in an electromagnetic field according
to the Dirac theory, modify the Maxwell equations. This
effect is called vacuum polarization. To date it has not
been observed, but it was studied in many theoretical
works, reviewed in detail by Schubert [316]. A strong
electromagnetic field creates a nonzero space charge by
acting on the virtual pairs. Such charge, in particular,
screens the Coulomb interaction between an electron and
an atomic nucleus at distances comparable to the Comp-
ton wavelength λC = 2π~/(mec) = 2παfaB. Shabad
and Usov [317, 318] noted that this screening affects the
even atomic levels in superstrong magnetic fields, which
squeeze the atom so that its size becomes comparable
to λC. As a result, instead of the unlimited growth of
the binding energies of the tightly-bound states that is
predicted by the nonrelativistic theory for unlimited in-
crease of B, these energies ultimately level off. For the
same reason, the double degeneracy of the loosely-bound
states that follows from Eq. (50) at γ →∞, does not re-
alize.
Machet and Vysotsky [319] have thoroughly stud-
ied this effect, confirmed the qualitative conclusions of
Shabad and Usov, and obtained more accurate quanti-
tative estimates. In particular, according to their results
(see also [284]), the effect of the vacuum polarization on
the electron binding energies in a nonmoving Coulomb
potential can be simulated by replacing the parameter
γ to γ∗ = γ/[1 + α3f γ/(3π)]. As a result, the binding
energy of the hydrogen atom cannot exceed 1.71 keV at
any B.
5.6 The effects of finite nuclear mass
An overwhelming majority of studies of atoms in strong
magnetic fields assumed the nuclei to be infinitely mas-
sive (fixed in space). For magnetic neutron-star atmo-
spheres, this approximation is very serious and often an
undesirable simplification.
Let us start with an atom with a nonmoving center
of mass. The nucleus of a finite mass, as any charged
particle, undergoes circular oscillations in the plane per-
pendicular to B. In the atom, these oscillations can-
not be separated from the electron oscillations, there-
fore the longitudinal projections of the orbital moments
of the electrons and the nucleus are not conserved sep-
arately. Only their difference is conserved. Different
atomic quantum numbers correspond to different oscil-
lation energies of the atomic nucleus, multiple of its cy-
clotron energy. As a result, the energy of every level gets
an addition, which is non-negligible if the parameter γ
is not small compared to the nucleus-to-electron mass
ratio. For the hydrogen atom and hydrogenlike ions,
~s in Eq. (49) now corresponds to the difference of lon-
gitudinal projections of orbital moments of the atomic
nucleus and the electron, and the sum N + s plays role
of a nuclear Landau number, N being the electron Lan-
dau number. For the bound states in strong magnetic
fields, N = 0, therefore the nuclear oscillatory addition
to the energy equals s~ωci. Thus the binding energy of
a hydrogen atom at rest is
Esν = E
(0)
sν (γ
∗)− ~ωcis, (51)
where γ∗ = γ/(1 + 4.123 × 10−8 γ) according to § 5.5.
It follows that the number of s values is limited for the
bound states. In particular, one can easily check us-
ing Eqs. (49) and (51) that all bound states have zero
moment-to-field projection (s = 0) at B > 6× 1013 G.
The account of the finite nuclear mass is more compli-
cated for multielectron atoms. Al-Hujaj and Schmelcher
[320] have shown that the contribution of the nuclear mo-
tion to the binding energy of a non-moving atom equals
~ωciS(1+ δ(γ)), where (−S) is the total magnetic quan-
tum number and |δ(γ)| ≪ 1.
The astrophysical simulations require an account of
finite temperatures, hence thermal motion of particles.
The theory of motion of a system of point charges in a
constant magnetic field is reviewed in [321, 322]. The
canonical momentum P is not conserved in this motion,
but a pseudomomentum K = P + (1/2c)B ×∑i qiri
is conserved. The pseudomomentum of a single charged
particle has a one-to-one correspondence to the position
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Fig. 6. (a) energies, (b) oscillator strengths, and (c) photoionization cross-sections for a hydrogen atom moving in magnetic
field B = 2.35 × 1012 G. Energies of states |s, 0〉 (solid curves) and |0, ν〉 (dot-dashed curves) are shown as functions of
the transverse pseudomomentum K⊥ (in atomic units). The heavy dots on the solid curves are the inflection points at
K⊥ = Kc. The K⊥-dependence of oscillator strengths (b) is shown for transitions from the ground state to the states |s, 0〉
under influence of radiation with polarization α = +1 (solid curves) and α = −1 (dashed curves), and also for transitions
into states |0, ν〉 for α = 0 (dot-dashed curves). Cross sections of photoionization (c) under the influence of radiation with
α = +1 (solid curves), α = −1 (dashed curves), and α = 0 (dot-dashed curves) are shown for the ground state as functions
of the photon energy in Ry (the upper x-scale) and keV (the lower x-scale) at K⊥ = 20 a.u. (the right curve), K⊥ = 200 a.u.
(the middle curve), and K⊥ = 1000 a.u. (the left curve of every type).
of the guiding center in the (xy) plane, perpendicular
to the magnetic field, while a pseudomomentum of an
atom or ion equals the sum of pseudomomenta of its
constituent particles. If the system is electrically neu-
tral as a whole, then all the components of K are good
quantum numbers. For a charged system (an ion), K2 is
a good quantum number, while Kx and Ky do not com-
mute. The specific effects related to collective motion of
a system of charged particles are especially important in
a neutron-star atmosphere at γ ≫ 1. In particular, so
called decentered states may become populated, where
an electron is localized mostly in a “magnetic well” aside
from the Coulomb center.
For a hydrogen atom, K = P + (e/2c)B ×R, where
the vector R connects the electron to the proton. The
studies of this particular case were initiated in the pio-
neering works [323–325]. Numerical calculations of the
energy spectrum of the hydrogen atom with account of
the effects of motion across a strong magnetic field were
performed in [326, 327]. Probabilities of various radia-
tive transitions were studied in a series of papers ended
with [258].
Figure 6 shows the energies, oscillator strengths, and
photoionization cross-sections of a hydrogen atom mov-
ing in a magnetic field with γ = 1000. The negative ener-
gies in Fig. 6a correspond to bound states. The reference
point is taken to be the sum of the zero-point oscilla-
tion energies of free electron and proton, (~ωc+ ~ωci)/2.
At small transverse pseudomomenta K⊥, the energies of
low levels in Fig. 6a exceed the binding energy of the
field-free hydrogen atom (1 Ry) by an order of magni-
tude. However, the total energy increases with increas-
ing K⊥, and it can become positive for the states with
s 6= 0 due to the term ~ωcis in Eq. (51). Such states
are metastable. In essence, they are continuum reso-
nances. Note that the transverse atomic velocity equals
∂E/∂K, therefore it is maximal at the inflection points
(K⊥ = Kc) on the curves in Fig. 6a and decreases with
further increase of K⊥ [327], while the average electron-
proton distance continues to increase. The atom goes
into the decentered state, where the electron and pro-
ton are localized near their guiding centers, separated
by distance r∗ = (a
2
B/~)K⊥/γ.
The dependences of the binding energies on K⊥ are
approximately described at K⊥ ≪ Kc and K⊥ ≫ Kc,
respectively, by expressions
E(<)sν = E
(0)
sν −K2⊥/(2meff)− ~ωcis, (52)
E(>)sν =
2Ry√
rˆ
2
∗ + (2ν + 1) rˆ
3/2
∗ + . . .
− ~ωcis , (53)
where rˆ∗ ≡ r∗/aB and meff is an effective “transverse
mass.” The latter is expressed through the values of E
(0)
sν
for the given and neighboring levels by the perturbation
theory [328, 329]. However, for excited states even a
small inaccuracy in E
(0)
sν may lead to a fatal error in
meff . Therefore in practice it is more convenient to use
the approximation meff ≈ ma [1+ (γ/γsν)psν ], where γsν
and psν are dimensionless parameters, andma is the true
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mass of the atom. For the tightly bound levels, γs0 ≈
6× 103/(1 + 2s)2 and psν ≈ 0.9. At B . 1013 G we can
approximately describe the energies of the states with
ν = 0 at arbitrary K⊥, if we replace the ellipsis under
the square root in Eq. (53) by the expression rˆ∗/(5 +
3s) +
(
2 Ry/E
(0)
sν
)2
, and replace the inflection point Kc
by intersection of E
(<)
sν (K⊥) with E
(>)
sν (K⊥). At stronger
fields or for ν 6= 0, the transition between the centered
and decentered states smears, and one has to resort to
more complex fitting formulae [283].
Figure 6b shows oscillator strengths for the main
dipole-allowed transitions from the ground state to ex-
cited discrete levels as functions of K⊥. Since the atomic
wave-functions are symmetric with respect to the z-
inversion for the states with even ν, and antisymmetric
for odd ν, only the transitions that change the parity of
ν are allowed for the polarization along the field (α = 0),
and only those preserving the parity for the orthogonal
polarizations (α = ±1). For the atom at rest, in the
dipole approximation, due to the conservation of the z-
projection of the total angular momentum of the system,
absorption of a photon with polarization α = 0,±1 re-
sults in the change of s by α. This selection rule for a
non-moving atom manifests itself in vanishing oscillator
strengths at K⊥ → 0 for s 6= α. In an appropriate co-
ordinate system [324, 327], the symmetry is restored at
K⊥ →∞, therefore the transition with s = α is the only
one that survives also in the limit of large pseudomo-
menta. But in the intermediate region of K⊥, where the
transverse atomic velocity is not small, the cylindrical
symmetry is broken, so that transitions to other levels
are allowed. Thus the corresponding oscillator strengths
in Fig. 6b have maxima at K⊥ ≈ Kc. Analytical ap-
proximations for these oscillator strengths are given in
[283].
Figure 6c shows photoionization cross-sections for hy-
drogen in the ground state as functions of photon energy
at three values of K⊥. The leftward shift of the ioniza-
tion threshold with increasing K⊥ corresponds to the
decrease of the binding energy that is shown in Fig. 6a,
while the peaks and dips on the curves are caused by res-
onances at transitions to metastable states |s, ν;K〉 with
positive energies (see [258], for a detailed discussion).
Quantum-mechanical calculations of the characteris-
tics of the He+ ion that moves in a strong magnetic field
are performed in [330, 331]. The basic difference from
the case of a neutral atom is that the the ion motion is
restricted by the field in the transverse plane, therefore
the values of K2 are quantized [321, 322]. Clearly, the
similarity relations for the ions with nonmoving nuclei
(§ 5.3) do not hold anymore.
Currently there is no detailed calculation of binding
energies, oscillator strengths, and photoionization cross-
sections for atoms and ions other than H and He+, ar-
bitrarily moving in a strong magnetic field. For such
species one usually neglects the decentered states and
uses a perturbation theory with respect toK⊥ [328, 329].
Such approach was realized, e.g., in [297, 301]. It can
be sufficient for simulations of relatively cool atmo-
spheres of moderately magnetized neutron stars. De-
tailed conditions of applicability of the perturbation the-
ory [328, 329] require calculations, but a rough order-of-
magnitude estimate can be obtained by requiring that
the mean Lorentz force acting on a bound electron be-
cause of the atomic thermal motion should be small com-
pared to the Coulomb forces. As a result, for an atom
with mass ma = Amu we get the condition kBT/Eb ≪
ma/(γme) ≈ 4A/B12, where Eb is the atomic ionization
energy. If B . 1013 G and T . 106 K, it is well satisfied
for low-lying levels of carbon and heavier atoms.
5.7 Equation of state
Theoretical description of thermodynamics of partially
ionized plasmas can be based on either “physical” of
“chemical” models (see, e.g., a discussion and references
in [332, 333]). In the chemical model of plasmas, bound
states (atoms, molecules, ions) are treated as separate
members of the thermodynamic ensemble, while in the
physical model the only members of the ensemble are
atomic nuclei and electrons. Each of the models can
be thermodynamically self-consistent, but the physical
model is more relevant from the microscopic point of
view, because it does not require a distinction of elec-
trons bound to a given nucleus. Such a distinction be-
comes very ambiguous at high densities, where several
nuclei can attract the same electron with comparable
forces. On the other hand, calculations in frames of the
physical model are technically more complicated. As a
rule, they are based on a diagram expansion, which re-
quires an increase of the number of terms with the den-
sity increase. For this reason, even the most advanced
equation of state for nonmagnetic photospheres that is
based on the physical model [334] still restricts to the
domain ρ . 10T 36 g cm
−3.
Studies of magnetic neutron-star photospheres, as a
rule, are based on the chemical plasma model. In this
case, the ionization equilibrium is evaluated by minimiz-
ing the Helmholtz free energy F given by
F = F
(e)
id + F
(i)
id + Fint + Fex, (54)
where F
(e)
id and F
(i)
id describe the ideal electron and ion
gases, Fint includes internal degrees of freedom for bound
states, and Fex is a nonideal component. All thermody-
namic functions that are required for modeling a photo-
sphere with a given chemical composition are expressed
through derivatives of F over ρ and T [335].
According to the Bohr-van Leeuwen theorem,9 mag-
netic field does not affect thermodynamics of classical
charged particles. The situation differs in the quantum
mechanics. The importance of the quantum effects de-
pends on the parameters ζe (40) and ζi (41).
We use the equality [335] F
(e)
id /V = µene−P (e)id where
V is the volume of the system, and µe, ne, and P
(e)
id are,
9This theorem was proved by different methods in PhD the-
ses by Niels Bohr in 1911 and H.-J. van Leeuwen in 1919, and
published by the latter in 1921 [336].
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respectively, the chemical potential, number density, and
pressure in the ideal electron gas model. The equation
of state is determined by a relation between these quan-
tities, which can be found from relations (e.g., [1, 90]){
ne
P
(e)
id
}
=
∑
N,σ
(1 + 2bN)1/4
π3/2a2mλe
{
∂I1/2(χN , τN )/∂χN
kBT I1/2(χN , τN )
}
,
(55)
where λe = [2π~
2/(mekBT )]
1/2 is the thermal de
Broglie wavelength, τN = kBT/(mec
2
√
1 + 2bN), χN =
µe/(kBT ) + τ
−1
0 − τ−1N ,
I1/2(χN , τN ) ≡
∫ ∞
0
√
x (1 + τNx/2)
exp(x− χN ) + 1 dx (56)
is the Fermi-Dirac integral, and the summation is done
over all N and all values of spin projections on the mag-
netic field, ~σ/2, so that σ = ±1 for positive N and
σ = −1 at N = 0.
In a strongly quantizing magnetic field, it is suffi-
cient to retain only the term with N = 0 in the sums
(55). In this case, the electron Fermi momentum equals
pF = 2π
2a2m~ne. Therefore, with increasing ne at a fixed
B, the degenerate electrons begin to fill the first Landau
level when ne reaches nB = (π
2
√
2 a3m)
−1. This value
just corresponds to the density ρB in Eq. (39). The
ratio of the Fermi momentum pF in the strongly quan-
tizing field to its nonmagnetic value ~(3π2ne)
1/3 equals
[4ρ2/(3ρ2B)]
1/3. Therefore, the Fermi energy at a given
density ρ <
√
3/4ρB becomes smaller with increasingB,
that is, a strongly quantizing magnetic field relieves the
electron-gas degeneracy. For this reason, strongly mag-
netized neutron-star photospheres remain mostly nonde-
generate, as it were in the absence of the field, despite
their densities are orders of magnitude higher than the
nonmagnetic photosphere densities.
The free energy of nondegenerate nonrelativistic ions
is given by
F
(i)
id
NikBT
= ln
(
2π
niλia
2
m
Z
)
+ ln
(
1− e−ζi)− 1
+
ζi
2
+ ln
(
sinh[gi ζi(2si + 1)/4]
sinh(gi ζi/4)
)
, (57)
where λi = [2π~
2/(mikBT )]
1/2 is the thermal de Broglie
wavelength for the ions, si is the spin number, and gi
is the spin-related g-factor (for instance, si = 1/2 and
gi = 5.5857 for the proton). All the terms in (57) have
clear physical meanings. At ζi → 0, the first and second
terms give together ln(niλ
3
i ), which corresponds to the
three-dimensional Boltzmann gas. The first term cor-
responds to the one-dimensional Boltzmann gas model
at ζi ≫ 1. The second-last term in (57) gives the total
energy Ni~ωci/2 of zero-point oscillations transverse to
the magnetic field. Finally, the last term represents the
energy of magnetic moments in a magnetic field.
The nonideal free-energy part Fex contains the
Coulomb and exchange contributions of the electrons
and the ions, and the electron-ion polarization energy. In
the case of incomplete ionization Fex includes also inter-
actions of ions and electrons with atoms and molecules.
In turn, the interaction between the ions is described
differently depending on the phase state of matter. The
terms that constitute Fex depend on magnetic field only
if it quantizes the motion of these interacting particles.
Here we will not discuss these terms but address an in-
terested reader to the paper [90] and references therein.
This nonideality is negligible in the neutron-star atmo-
spheres, but it determines the formation of a condensed
surface, which will be considered in § 5.10.
5.8 Ionization equilibrium
For photosphere simulations, it is necessary to deter-
mine the fractions of different bound states, because they
affect the spectral features that are caused by bound-
bound and bound-free transitions. Solution to this prob-
lem is laborious and ambiguous. The principal difficulty
in the chemical plasma model, namely the necessity to
distinguish the bound and free electrons and “attribute”
the bound electrons to certain nuclei, becomes especially
acute at high densities, where the atomic sizes cannot
be anymore neglected with respect to their distances.
Current approaches to the solution of this problem are
based, as a rule, on the concept of so called occupation
probabilities of quantum states. For example, consider
electrons in thermodynamic equilibrium with ions of the
Zth chemical element, and let j be the ionization degree
of every ion (i.e., the number of lacking electrons), κ is
its quantum state, and Ej,κ and g
(j)
κ are, respectively,
its binding energy and statistical weight. An occupa-
tion probability wj,κ is an additional statistical weight
of the given state under the condition of plasma nonide-
ality, that is under interaction of the ion (Z, j, κ) with
surrounding particles, with respect to its weight without
such interactions.10 As first noted by Fermi [337], occu-
pation probabilities wj,κ cannot be arbitrary but should
be consistent with Fex. Minimizing F with account of
the Landau quantization leads to a system of ionization-
equilibrium equations for nj ≡
∑
κ nj,κ [338, 339]
nj
nj+1
= neλ
3
e
sinh(ζj/2)
ζj
ζj+1
sinh(ζj+1/2)
× tanh(ζe/2)
ζe
Zint,j
Zint,j+1 exp
(
Ej,ion
kBT
)
, (58)
where Zint,j =
∑
κ g
(j)
κ wj,κ exp [(Ej,κ − Ej,gr.st)/(kBT )]
is internal partition function for the jth ion type, Ej,gr.st
is its ground-state binding energy, Ej,ion = Ej,gr.st −
Ej+1,gr.st is its ionization energy, and ζj is the magnetic
quantization parameter (41). Equation (58) differs from
the usual Saha equation, first, by the terms with ζe and
ζj , representing partition functions for distributions of
10This ratio is not necessarily less than unity, thus the term
“probability” is not quite correct, but we adhere to the traditional
terminology.
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free electrons and ions over the Landau levels, and sec-
ond, by the occupation probabilities wj,κ in the expres-
sions for the partition functions Zint,j .
There were many attempts to find such approximation
for the occupation probabilities that best reproduced the
real plasma EOS. They were discussed, for example, by
Hummer and Mihalas [340], who proposed an approxi-
mation based on the Inglis-Teller criterion [341] for dis-
solution of spectral lines because of their smearing due
to the Stark shifts in plasma microfields. However, the
translation of the spectroscopic criterion to thermody-
namics is not well grounded. It is necessary to clearly
distinguish between the disappearance of spectral lines
of an atom and the complete destruction of this atom
with increasing pressure, as was stressed, e.g., in [342–
344]. In order to take this difference into account, in [345]
we introduced a concept of optical occupation probabil-
ities w˜j,κ, which resemble the Hummer-Mihalas occupa-
tion probabilities and should be used for calculation of
spectral opacities, but differ from the thermodynamic
occupation probabilities wj,κ that are used in the EOS
calculations.
Equation (58) was applied to modeling partially ion-
ized atmospheres of neutron stars, composed of iron,
oxygen, and neon [339, 346–348]. The effects related
to the finite nuclear masses (§ 5.6) were either ignored
or treated in the first order of the perturbation theory.
Since quantum-mechanical characteristics of an atom in
a strong magnetic field depend on the transverse pseu-
domomentum K⊥, the atomic distribution over K⊥ can-
not be written in a closed form, and only the distribution
over longitudinal momentaKz remains Maxwellian. The
first complete account of these effects has been taken in
[349] for hydrogen photospheres. Let psν(K⊥) d
2K⊥ be
the probability of finding a hydrogen atom in the state
|s, ν〉 in the element d2K⊥ nearK⊥ in the plane of trans-
verse pseudomomenta. Then the number of atoms in the
element d3K of the pseudomomentum space equals
dN(K) = Nsν
λa
2π~
exp
(
− K
2
z
2makBT
)
psν(K⊥)d
3K,
(59)
where ma is the mass of the atom, λa =
[2π~2/(makBT )]
1/2 is its thermal wavelength, andNsν =∫
dNsν(K) is the total number of atoms with given dis-
crete quantum numbers. The distribution Nsνpsν(K⊥)
is not known in advance, but should be calculated in a
self-consistent way by minimization of the free energy
including the nonideal terms. It is convenient to define
deviations from the Maxwell distribution with the use of
generalized occupation probabilities wsν (K⊥). Then the
atomic contribution (Fid+Fint) to the free energy equals
[349]
kBT
∑
sν
Nsν
∫
ln
[
nsνλ
3
a
wsν (K⊥)
exp(1)Zsν
]
psν(K⊥) d
2K⊥,
(60)
where
Zsν = λ
2
a
(2π~2)
∫ ∞
0
wsν(K⊥)e
Esν(K⊥)/kBTK⊥dK⊥.
(61)
The nonideal part of the free energy that describes atom-
atom and atom-ion interactions and is responsible for
the pressure ionization has been calculated in [349] with
the use of the hard-sphere model. The plasma model in-
cluded also hydrogen molecules H2 and chains Hn, which
become stable in the strong magnetic fields. For this
purpose, approximate formulae of Lai [303] have been
used, which do not take full account of the motion ef-
fects, therefore the results of [349] are reliable only when
the molecular fraction is small.
This hydrogen-plasma model underlies thermody-
namic calculations of hydrogen photospheres of neutron
stars with strong [266] and superstrong [350] magnetic
fields.11 Mori and Heyl [308] applied the same approach
with slight modifications to strongly magnetized helium
plasmas. One of the modifications was the use of the
plasma microfield distribution from [226] for calculation
of w(K⊥). Mori and Heyl considered atomic and molec-
ular helium states of different ionization degrees. Their
treated rotovibrational molecular levels by perturbation
theory and considered the dependence of binding en-
ergies on orientation of the molecular axis relative to
B. The K⊥-dependence of the energy, E(K⊥), was de-
scribed by an analytical fit, based on an extrapolation of
adiabatic calculations at small K⊥. The motion effects
of atomic and molecular ions were not considered.
5.9 Applicability of the LTE approxima-
tion
The models of EOS and ionization balance usually as-
sume that the LTE conditions are satisfied for the atoms
and ions. In particular, the Boltzmann distribution over
the Landau levels is assumed. This assumption does not
apply for free electrons in the neutron-star atmospheres,
if the spontaneous radiative decay rate of excited Landau
levels,
Γr =
4
3
e2ω2c
mec3
= 3.877× 1015B212 s−1, (62)
exceeds the rate of their collisional de-excitation.
In a nonquantizing field, the characteristic frequency
of electron-ion Coulomb collisions equals (see, e.g., [351])
Γc =
4
√
2πniZ
2e4Λc
3
√
me(kBT )3/2
= 2.2× 1015 Z
2
A
ρ′Λc
T
3/2
6
s−1, (63)
where ρ′ ≡ ρ/g cm−3, and Λc is a Coulomb logarithm,
which weakly depends on T and ρ and usually has an
order of magnitude of 1 – 10. In a quantizing field, the
11Some results of these calculations are available at
http://www.ioffe.ru/astro/NSG/Hmagnet/
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electrons are de-excited from the first Landau level by
electron-ion Coulomb collisions at the rate
Γ10 =
4
√
2π niZ
2e4Λ˜10√
me (~ωc)3/2
= 4.2× 1012 Z
2
A
ρ′Λ˜10
B
3/2
12
s−1
= 4.9× 1013 Z
2
A
ρ′Λ10
B12
√
T6
s−1, (64)
where Λ˜10 =
√
ζeΛ10 is a new Coulomb logarithm, which
has an order of unity at ζe ≫ 1, whereas Λ10 has that
order at ζe ≪ 1 [268]. Note that the rate of the inverse
process of collisional excitation equals Γ01 = Γ10 e
−ζe .
Comparing (62) and (64), we see that in the weak-field
(B . 1010 G) photospheres of isolated neutron stars, at
typical ρ & 10−3 g cm−3 and T6 ∼ 1, the LTE condi-
tions are fulfilled (it may not be the case in the mag-
netosphere due to the lower densities). In a strong field
(B & 1011 G), the LTE is violated, and the fraction of
electrons on the excited Landau levels is lower than the
Boltzmann value e−ζe . However, this does not entail any
consequence for the atmosphere models, because in the
latter case e−ζe is vanishingly small.
For the ions, the spontaneous decay rate of the ex-
cited Landau levels Γri differs from Γr by a factor of
Z (Zme/mi)
3 ∼ 10−10. The statistical distribution of
ions over the Landau levels has been studied in [268].
The authors showed that the fraction of the ions on the
first excited Landau level is accurately given by
n1
n0
= e−ζi
1 + ǫ (Γri/Γ10,i)/(1− e−ζi)
1 + Γri/Γ10,i + ǫ (Γri/Γ10,i)/(eζi − 1) , (65)
where ǫ = Jω/Bω,T at ω = ωci, and Γ10,i is the collisional
frequency of the first level, which differs from Eq. (64)
by the factor
√
mi/me and the value of the Coulomb
logarithm. The parameter ǫ is small in the outer layers
of the photospheres, therefore the distribution over the
levels is determined by the ratio Γri/Γ10,i. If Γri/Γ10,i ≪
1, then the Boltzmann distribution is recovered, that
is, the LTE approximation holds; otherwise the excited
levels are underpopulated. According to [268],
Γ10,i
Γri
∼ ρ
′
(B12/300)7/2
. (66)
In the atmospheres and at the radiating surfaces of the
ordinary neutron stars this ratio is large, because the de-
nominator is small, and for magnetars with B . 1015 G
the ratio is large because ρ′ is large (see (22)). Moreover,
as shown in [268], even in the outer atmospheres of mag-
netars, where Γri/Γ10,i ≪ 1, deviations from the LTE
should not affect the spectral modeling. The reason is
that absorption coefficients are mainly contributed from
the second-order quantum transitions that do not change
the Landau number N . Therefore the depletion of the
upper states is unimportant, so that the Kirchhoff law,
which holds at the LTE, remains approximately valid
also in this case.
5.10 Condensed surface
Ruderman [352] suggested that a strong magnetic field
can stabilize polymer chains directed along the field lines,
and that the dipole-dipole attraction of these chains may
result in a condensed phase. Later works have shown
that such chains indeed appear in the fields B ∼ 1012 –
1013 G, but only for the chemical elements lighter than
oxygen, and they polymerize into a condensed phase ei-
ther in superstrong fields, or at relatively low tempera-
tures, the sublimation energy being much smaller than
Ruderman assumed (see [353], and references therein).
From the thermodynamics point of view, the magnetic
condensation is nothing but the plasma phase transition
caused by the strong electrostatic attraction between the
ionized plasma particles. This attraction gives a nega-
tive contribution to pressure Pex, which is not counter-
balanced at low temperatures (at ΓCoul & 1) until the
electrons become degenerate with increasing density. In
the absence of a magnetic field, such phase transitions
were studied theoretically since 1930s (see [354], for a re-
view). In this case, the temperature of the outer layers
of a neutron star T & (105 − 106) K exceeds the critical
temperature Tcrit for the plasma phase transition. How-
ever, we have seen in § 5.7 that a quantizing magnetic
field lifts electron degeneracy. As a result, Tcrit increases
with increasing B, which may enable such phase transi-
tion.
Lai [303] estimated the condensed-surface density as
ρs ≈ 561 ηAZ−3/5B6/512 g cm−3, (67)
where η is an unknown factor of the order of unity. In
the ion-sphere model [355], the electrons are replaced by
a uniform negative background, and the potential en-
ergy per ion is estimated as the electrostatic energy of
the ionic interaction with the negative background con-
tained in the sphere of radius ai = (4πni/3)
−1/3. By
equating |Pex| to the pressure of degenerate electrons
Pe, one obtains Eq. (67) with η = 1. This estimate dis-
regards the ion correlation effects, the electron-gas po-
larizability, and bound state formation. Taking account
of the electron polarization by different versions of the
Thomas-Fermi method, one gets quite different results:
for example, the zero-temperature Thomas-Fermi data
for a magnetized iron at 1010 G 6 B 6 1013 G [356] can
be described by Eq. (67) with η ≈ 0.2 + 0.01/B0.5612 , and
in a finite-temperature Thomas-Fermi model [357] there
is no phase transition at all.
At 1 . B12 . 10
3, the EOS of partially ionized,
strongly magnetized hydrogen [349] that was described
in § 5.8 predicts a phase transition with the critical tem-
perature Tcrit ≈ 3 × 105B0.3912 K and critical density
ρcrit ≈ 143B1.1812 g cm−3, which corresponds to η ≈ 1/4.
With decreasing temperature below Tcrit, the condensed-
phase density increases and tends asymptotically to
Eq. (67) with η ≈ 1/2, while the density of the gaseous
phase quickly decreases, and the atmosphere becomes
optically thin. Lai and Salpeter [358] obtained quali-
tatively similar results from calculations of density of
saturated vapor above the condensed surface, but with
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3–4 times lower Tcrit. The quantitative differences may
be caused by the less accurate approximate treatment of
the molecular contribution in [349], on one hand, and by
the less accurate account of the effects of atomic motion
across the magnetic field in [358], on the other hand.
Medin and Lai [353] treated the condensation energy
by the density functional method. In [359] they calcu-
lated the equilibrium density of a saturated vapor of the
atoms and polymer chains of helium, carbon, and iron
above the respective condensed surfaces at 1 . B12 6
103. By equating this density to ρs, they found Tcrit
at several B values. Unlike previous authors, Medin
and Lai [353, 359] have taken a self-consistent account
of the electron band structure in the condensed phase.
Meanwhile, they did not take account of the effects of
atomic and molecular motion across the magnetic field in
the gaseous phase and treated the excited-states contri-
bution rather roughly. They calculated the condensed-
surface density assuming that the linear atomic chains,
being unchanged as such, form a rectangular lattice in
the plane, perpendicular to B. As shown in [90], such
evaluated values of ρs can be described by Eq. (67)
with η = 0.517 + 0.24/B
1/5
12 ± 0.011 for carbon and
η = 0.55 ± 0.11 for iron, and the critical temperature
can be evaluated as Tcrit ∼ 5 × 104Z1/4B3/412 K. For
comparison, in the fully-ionized plasma model Tcrit ≈
2.5 × 105Z0.85B0.412 K and η = [1 + 1.1 (T/Tcrit)5]−1.
Hopefully, the present uncertainty in ρs and Tcrit es-
timates may be diminished with an analysis of future
neutron-star observations.
When magnetic field increases from 1012 G to 1015 G,
the cohesive energy, calculated in [359] for the condensed
surface, varies monotonically from 0.07 keV to 5 keV for
helium, from 0.05 keV to 20 keV for carbon, and from
0.6 keV to 70 keV for iron. The power-law interpolation
gives order-of-magnitude estimates between these limits.
The electron work function changes in the same B range
from 100 eV to (600±50) eV. With the calculated energy
values, the authors [359] determined the conditions of
electron and ion emission in the vacuum gap above the
polar cap of a pulsar and the conditions of gap formation,
and calculated the pulsar death lines on the P – P˙ plane.
6 Magnetic atmospheres
6.1 Radiative transfer in normal modes
Propagation of electromagnetic waves in magnetized
plasmas was studied in many works, the book by
Ginzburg [189] being the most complete of them. At
radiation frequency ω much larger than the electron
plasma frequency ωpe =
(
4πe2ne/m
∗
e
)1/2
, where m∗e ≡
me
√
1 + p2F/(mec)
2 is the effective dynamic mass of an
electron at the Fermi surface, the waves propagate in
the form of two polarization modes, extraordinary (here-
after denoted by subscript or superscript j = 1 or X)
and ordinary (j = 2 or O). They have different polar-
ization vectors ej and different absorption and scatter-
ing coefficients, which depend on the angle θB (Fig. 1).
The modes interact with one another through scatter-
ing. Ventura [260] performed an analysis of the polar-
ization modes in application to the neutron stars from
the physics point of view. Gnedin and Pavlov [360] for-
mulated the radiative transfer problem in terms of these
modes. They showed that in the strongly magnetized
neutron-star atmospheres, as a rule, except narrow fre-
quency ranges near resonances, a strong Faraday depo-
larization occurs. In this case, it is sufficient to consider
specific intensities of the two normal modes instead of
the four components of the Stokes vector. The radiative
transfer equation for these specific intensities is a direct
generalization of Eq. (27) [261]:
cos θk
dIω,j(kˆ)
dycol
= κω,j(kˆ)Iω,j(kˆ)− 1
2
κ
a
ω,j(kˆ)Bω,T
−
2∑
j′=1
∫
(4pi)
κ
s
ω,j′j(kˆ
′, kˆ)Iω,j′ (kˆ
′) dkˆ′, (68)
where κω,j(kˆ) ≡ κaω,j(kˆ) +
∑2
j′=1
∫
(4pi) κ
s
ω,j′j(kˆ
′, kˆ) dkˆ′.
The dependence of the opacities κ on ray directions
(kˆ, kˆ′) is affected by the magnetic-field direction. There-
fore, the emission of a magnetized atmosphere, unlike the
nonmagnetic one, depends not only on the angle θk that
determines the ray inclination to the stellar surface, but
also on the angles θn and ϕk in Fig. 1. For hydrostatic
and energy balance, we can keep Eqs. (28), (29), and
(32), if we put Iω =
∑2
j=1 Iω,j by definition.
The diffusion equation for the normal modes in these
approximations was derived in [261, 361]. For the plane-
parallel photosphere it reads [116]
d
dycol
Dω,j
d
dycol
Jω,j = κ¯
a
ω,j
[
Jω,j − Bω,T
2
]
+κ¯sω,12 [Jω,j − Jω,3−j] . (69)
Here,
Jω,j =
1
4π
∫
(4pi)
Iω,j(kˆ) dkˆ,
κ¯
a
ω,j =
1
4π
∫
(4pi)
κ
a
ω,12 dkˆ,
κ¯
s
ω,j =
1
4π
∫
(4pi)
dkˆ′
∫
(4pi)
dkˆ κsω,12(kˆ
′, kˆ) ,
and the effective diffusion coefficient equals
Dω,j =
1
3κeffω,j
=
cos2 θn
3κ
‖
ω,j
+
sin2 θn
3κ⊥ω,j
, (70)
where θn is the angle between B and intensity gradient,{
(κ
‖
j )
−1
(κ⊥j )
−1
}
=
3
4
∫ pi
0
{
2 cos2 θB
sin2 θB
}
sin θB dθB
κj(θB)
. (71)
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The effective opacity for nonpolarized radiation is κeff =
2/(3Dω,1 + 3Dω,2). The diffusion approximation (69)
serves as a starting point in an iterative method [362],
which allows one to solve the system (68) more accu-
rately.
6.2 Plasma polarizability
In the Cartesian coordinate system with the z-axis along
B, the plasma dielectric tensor is [189]
ε = I+ 4πχ =
(
ε⊥ iε∧ 0
−iε∧ ε⊥ 0
0 0 ε‖
)
, (72)
where I is the unit tensor, χ = χH + iχA is the com-
plex polarizability tensor of plasma, χH and χA are its
Hermitian and anti-Hermitian parts, respectively. Un-
der the assumption that the electrons and ions lose their
regular velocity, acquired in an electromagnetic wave, by
collisions with an effective frequency νeff independent of
the velocities, then the cyclic components of the polar-
izability tensor are ([189], § 10)
χα = − 1
4π
ω2pe
(ω + αωc) (ω − αωci) + iωνeff (73)
(α = 0,±1). A more rigorous kinetic theory leads
to results which cannot be described by Eq. (73) with
the same frequency νeff for the Hermitian and anti-
Hermitian components χHα and χ
A
α ([189], § 6).
The anti-Hermitian part of the polarizability ten-
sor determines the opacities: κα(ω) = 4πωχ
A
α (ω)/(ρc).
Then the Kramers-Kronig relation gives [363, 364]
χHα (ω) =
cρ
4π2ω
{∫ ω
0
[
κα(ω + ω
′)− κα(ω − ω′)
]dω′
ω′
+
∫ ∞
2ω
κα(ω
′)
ω′ − ω dω
′ −
∫ ∞
0
κ−α(ω
′)
ω′ + ω
dω′
}
. (74)
Thus we can calculate the polarizability tensor χ from
the opacities κα(ω). It has been done in [363] for a gas of
neutral hydrogen atoms and in [364] for partially ionized
hydrogen plasmas.
Figure 7 shows the cyclic components of absorption
coefficients, µα = ρκα in the top panel, and correspond-
ing polarizability components χHα in the middle and bot-
tom panels, for a partially ionized hydrogen plasma at
B = 3 × 1013 G, ρ = 1 g cm−3, and T = 3.16 × 105 K.
In this case, the neutral fraction is 89%. For comparison
we show the results of an analogous calculation for the
fully-ionized plasma model. In addition to the proton
cyclotron resonance at ~ω = 0.19 keV that is present
in both models, the absorption coefficients show rather
pronounced features due to atomic transitions in the
partially ionized plasma model. Most remarkable are
the absorption features due to bound-bound transitions
at ~ω ≈ 0.2–0.3 keV for µ+1 and the photoionization
jump (partly smeared by the magnetic broadening) at
~ω = 0.4 keV for µ0. These features have clear imprints
on the behavior of χH+1 and χ
H
0 .
Fig. 7. Absorption coefficients (top panel) and polarizability
coefficients χH0 (middle panel) and χ
H
±1 (bottom panel) in the
partially ionized (solid curves) and fully ionized (dot-dashed
curves) plasma models at B = 3× 1013 G, ρ = 1 g cm−3 and
T = 3.16 × 105 K.
6.3 Vacuum polarization
In certain ranges of density ρ and frequency ω, normal-
mode properties are dramatically affected by a specific
QED effect called vacuum polarization (its other mani-
festation has already been considered in § 5.5). The in-
fluence of the vacuum polarization on the neutron-star
emission has been first evaluated in [365, 366] and stud-
ied in detail in the review [367]. If the vacuum polariza-
tion is weak, then it can be linearly added to the plasma
polarization. Then the complex dielectric tensor can be
written as ε′ = I+ 4πχ+ 4πχvac, where
χvac = (4π)−1 diag(a¯, a¯, a¯+ q¯) (75)
is the vacuum polarizability tensor, and diag(. . . ) de-
notes the diagonal matrix. Magnetic susceptibility of
vacuum is determined by expression
µ−1 = I+ diag(a¯, a¯, a¯+ m¯). (76)
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Adler [368] obtained the vacuum polarizability coeffi-
cients a¯, q¯, and m¯ that enter Eqs. (75) and (76) in an
explicit form at b ≪ 1, Heyl and Hernquist [369] ex-
pressed them in terms of special functions in the limits
of b≪ 1 and b≫ 1. Kohri and Yamada [370] presented
their numerical calculations. Finally, in [364] we found
simple but accurate expressions
a¯ = −2αf
9π
ln
(
1 +
b2
5
1 + 0.25487 b3/4
1 + 0.75 b5/4
)
, (77)
q¯ =
7αf
45π
b2
1 + 1.2 b
1 + 1.33 b+ 0.56 b2
, (78)
m¯ = −αf
3π
b2
3.75 + 2.7 b5/4 + b2
. (79)
The coefficients (77) – (79) are not small at B & 1016 G,
therefore the vacuum refraction coefficients substantially
differ from unity. In such strong fields, the vacuum that
surrounds a neutron star acts as a lens, distorting its
radiation [371–373]. At smaller B, the vacuum polar-
ization results in a resonance, which manifests in the
coincidence of the normal-mode polarization vectors at
a certain frequency, depending on plasma density. In the
photospheres with B & 1013 G, this resonance falls in the
range ∼ 0.1 – 1 keV and affects the thermal spectrum.
6.4 Polarization vectors of the normal
modes
Shafranov [374] obtained the polarization vectors ej for
fully ionized plasmas. Ho and Lai [375] presented their
convenient expressions in terms of the coefficients ε⊥, ε‖,
ε∧, a¯, q¯, and m¯, including the contributions of electrons,
ions, and vacuum polarization. In the Cartesian coordi-
nate system (xyz) with the z-axis along the wave vector
k and with B in the plane x–z, one has
ej =

 ejxejy
ejz

 = 1√
1 +K2j +K
2
z,j
(
iKj
1
iKz,j
)
, (80)
where
Kj = β
{
1 + (−1)j
[
1 +
1
β2
+
m¯
1 + a¯
sin2 θB
β2
]1/2}
, (81)
Kz,j = −
(ε′⊥ − ε′‖)Kj cos θB + ε∧
ε′⊥ sin
2 θB + ε′‖ cos
2 θB
sin θB , (82)
β =
ε′‖ − ε′⊥ + ε2∧/ε′⊥ + ε′‖ m¯/(1 + a¯)
2 ε∧
ε′⊥
ε′‖
sin2 θB
cos θB
, (83)
ε′⊥ = ε⊥ + a¯, and ε
′
‖ = ε‖ + a¯ + q¯. If the plasma and
vacuum polarizabilities are small (|χHα | ≪ (4π)−1 and|a¯|, q¯, |m¯| ≪ 1), as usual,
β ≈ 2χ
H
0 − χH+1 − χH−1 + (q¯ + m¯)/(2π)
2 (χH+1 − χH−1)
sin2 θB
cos θB
. (84)
6.5 Opacities
In the approximation of isotropic scattering, at a given
frequency ω, the opacities can be presented in the form
κ
a
j =
1∑
α=−1
|ej,α(θB)|2 σ
a
α
mi
, (85)
κ
s
jj′ =
3
4
1∑
α=−1
|ej,α(θB)|2 σ
s
α
mi
∫ pi
0
|ej′,α(θ′B)|2 sin θ′B dθ′B, (86)
where σα are the cross sections for the three basic polar-
izations according to Eq. (43). The partial cross sec-
tions σa,sα include contributions of photon interaction
with free electrons or ions (free-free transitions) as well as
with bound states of atoms and ions (bound-bound and
bound-free transitions). The latter implies, in particu-
lar, averaging of the cross sections of photon and atom
absorption over all values of K⊥. Since the distribution
over K⊥ is continuous for the atoms and discrete for the
ions, such averaging for atoms reduces to an integration
over K⊥, analogous to Eq. (61), whereas for ions it im-
plies summation with an appropriate statistical weight.
To date, such calculation has been realized for atoms of
hydrogen [266, 350] and helium [308].
Figure 8 presents opacities for the two normal modes
propagating at the angle θB = 10
◦ to the magnetic field
under the same physical conditions as in Fig. 7. One
can clearly distinguish the features reflecting the peaks
at the ion cyclotron frequency and the resonant atomic
frequencies, and the line crossings related to the behavior
of the plasma polarizability as function of frequency. For
comparison, we show also opacities for the fully ionized
plasma model under the same conditions. They miss
the features related to the atomic resonances, and their
values is underestimated by orders of magnitude in a
wide frequency range.
6.6 Spectra of magnetic photospheres
Shibanov and coworkers [376] were the first to perform
detailed calculations of the spectra of radiation formed
in the strongly magnetized neutron-star photospheres,
using the fully ionized plasma model, and created a
database of magnetic hydrogen spectra [269].12 They
have shown that the spectra of magnetic hydrogen and
helium atmospheres are softer than the respective non-
magnetic spectra, but harder than the blackbody spec-
trum with the same temperature. In addition to the
spectral energy distribution, these authors have also
studied the polar diagram and polarization of the outgo-
ing emission, which proved to be quite nontrivial because
of redistribution of energy between the normal modes.
The thermal radiation of a magnetized photosphere is
strongly polarized, and the polarization sharply changes
at the cyclotron resonance with increasing frequency. At
contrast to the isotropic blackbody radiation, radiation
of a magnetic photosphere consists of a narrow (< 5◦)
12Model NSA in the XSPEC database [210].
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Fig. 8. Logarithm of spectral opacities (logκj) for two nor-
mal modes, propagating at the angle θB = 10
◦ to the mag-
netic field lines in a hydrogen plasma at B = 3 × 1013 G,
T = 3.16× 105 K, ρ = 1 g cm−3. Solid curves: partially ion-
ized plasma model; dot-dashed curves: fully-ionized plasma
model. The lower (upper) curve of each type corresponds to
the extraordinary (ordinary) wave. The arrows indicate the
features at resonant frequencies: 1– the ion cyclotron reso-
nance ω = ωci; 2 – energy threshold for a transition between
the lowest two levels ~ω = |E
(0)
0,0 −E
(0)
1,0 |; 3 – the ground-state
binding energy ~ω = |E
(0)
0,0 |; 4 – the vacuum resonance.
pencil beam along the magnetic field and a broad fan
beam with typical angles ∼ 20◦ − 60◦ [377] (see also
[378]). These calculations have thus fully confirmed the
early analysis by Gnedin and Sunyaev [11].
Later, analogous calculations were performed by other
research groups [375, 378, 379]. They paid special at-
tention to manifestations of the ion cyclotron resonance
in observed spectra in the presence of superstrong mag-
netic fields, which was prompted by tentative magnetar
discoveries. It was shown in [380] that the vacuum polar-
ization leads in the superstrong fields to a conversion of
the normal modes, when a photon related to one mode
transforms, with certain probability, into a photon of the
other mode while crossing a surface with a certain crit-
ical density. The latter density is related to the photon
energy as
ρ = 0.00964 (A/Z) (~ω/keV)2B212/f
2
B g cm
−3, (87)
where f2B = αfb
2/[15π(q¯ + m¯)], while q¯ and m¯ are given
by Eqs. (78), (79); fB weakly depends on B, and fB ≈ 1
at B . 1014 G. The energy ~ω in Eq. (87) corresponds
to the line crossing in Fig. 8, indicated by arrow 4. It
follows from Eq. (87) that in the field of B ∼ 1014 G
this energy coincides with the ion cyclotron energy at
the density where the atmosphere is optically thin for
the extraordinary mode, but optically thick for the ordi-
nary mode. Under such conditions, the mode conversion
Fig. 9. Local spectrum of hydrogen photosphere with B =
1013 G (the field is normal to the surface) and Teff = 10
6 K.
The solid line presents a self-consistent model of a par-
tially ionized photosphere, the dashed line presents the fully-
ionized atmosphere model, and the dots show the blackbody
spectrum. (The figure is provided by W. C. G. Ho.)
strongly suppresses the ion cyclotron feature in the emis-
sion spectrum.
In the first computations of partially ionized photo-
spheres of neutron stars with magnetic fields B ∼ 1012 –
1013 G that were presented in [346] and [339], the proper-
ties of the atoms in magnetic fields were calculated by the
adiabatic Hartree-Fock method (§ 5.3). The atomic mo-
tion was either ignored [346], or treated approximately
by the perturbation theory [339].
In [364], a hydrogen photosphere model has been con-
structed beyond the framework of the adiabatic approx-
imation, taking the full account of the partial ionization
as well as the atomic motion effects in the strong mag-
netic fields. Figure 9 gives an example of radiation spec-
trum going out of such photosphere with B = 1013 G.We
see a narrow absorption line at the proton cyclotron en-
ergy E = 0.063 keV and the features at higher energies,
related to atomic transitions. For comparison, a spec-
trum calculated in the fully-ionized plasma model and
the Planck spectrum are shown. The comparison shows
that the two photospheric models have similar spectral
shapes, but the model that allows for the partial ioniza-
tion has additional features. The spectral maximum of
both models is shifted to higher energies relative to the
Planck maximum. This demonstrates that an attempt
of interpretation of the hydrogen spectra with the black-
body model would strongly overestimate the effective
temperature, while the fully-ionized photosphere model
yields a more realistic temperature, but does not repro-
duce the spectral features caused by atomic transitions.
Magnetic fields and temperatures of neutron stars vary
from one surface point to another. In order to repro-
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Fig. 10. Integral spectra of a hydrogen atmosphere of a neu-
tron star with M = 1.4M⊙, R = 12 km, and with different
effective temperatures Teff (log Teff (K) from 5.5 to 6.8 with
step 0.1). The dashed and solid lines represent the model
with a dipole field of strength Bp = 10
13 G at the pole and
oriented along and across the line of sight, respectively. For
comparison, the dotted curve shows the model with a con-
stant field B = 1013 G, normal to the surface.
duce the radiation spectrum that comes to an observer,
one can use Eq. (15). The problem is complicated, be-
cause the surface distributions of the magnetic field and
the temperature are not known in advance. As a fidu-
cial model one conventionally employs the relativistic
dipole model (16), (17), while the temperature distri-
bution, consistent with the magnetic-field distribution,
is found from calculations of heat transport in neutron-
star envelopes (e.g., [84]). Results of such calculations,
performed in [381], are shown in Fig. 10. We see that the
spectral features are strongly smeared by the averaging
over the surface, and the spectrum depends on the mag-
netic axis orientation θm. When the star rotates, the
latter dependence leads to pulsations of the measured
spectrum.
Mori et al. [347, 348] calculated model spectra of
neutron-star photospheres composed of the atoms and
ions of elements with Zn . 10. They calculated the
quantum-mechanical properties of the atoms and ions
by the method of Mori and Hailey [301] and treated the
atomic motion effects by the perturbation theory (§ 5.6).
The equation of state and ionization equilibrium were de-
termined by the methods described in § 5.8, the plasma
polarizability was calculated by Eq. (74), and the opac-
ities were treated according to § 6.5. As an example,
Fig. 11 demonstrates local spectra of the carbon photo-
sphere with magnetic field B = 2×1012 G, normal to the
surface, and the field B = 1012 G parallel to the surface,
which approximately (with account of neither relativistic
corrections nor temperature nonuniformity) corresponds
Fig. 11. Local spectra at the magnetic pole (solid curve) and
equator (dashed curve) for a neutron star with carbon atmo-
sphere, the dipole field with polar strength of Bp = 2×10
12 G
(neglecting the relativistic corrections) and uniform effective
temperature 3× 106 K. (Fig. 20 from [348], reproduced with
permission of the authors and c©Oxford University Press.)
to the local spectra at the magnetic pole and equator of
a star with a dipole magnetic field. By analogy to the
case of hydrogen photosphere, the integration over the
surface between the pole and equator should smear the
spectral features between the two limiting curves shown
in the figure.
The results described in this section have been used
to produce databases of spectra of partially ionized,
strongly magnetized neutron-star photospheres com-
posed of hydrogen [381] and heavier elements up to neon
[348].13
7 Spectra of neutron stars with
condensed surfaces
7.1 Radiation of a naked neutron star
As we have seen in § 5.10, the stars with a very low effec-
tive temperature and a superstrong magnetic field can
have a liquid or solid condensed surface. In this case,
thermal emission can escape directly from the metallic
surface without transformation in a gaseous atmosphere,
and then the spectrum is determined by the emission
properties of this surface. Formation of thermal spectra
at a condensed surface of a strongly magnetized neutron
star depends on its reflection properties, which were con-
sidered in [115, 383–388]. The first works [383, 384] gave
order-of-magnitude estimates. A method of detailed cal-
13Models NSMAX and NSMAXG [382] in the database XSPEC
[210].
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Fig. 12. Emissivity of a condensed iron surface at B =
1013 G and T = 106 K, averaged over polarizations, is shown
as a function of energy of a photon emitted at the angle
θk = 45
◦, for different magnetic-field inclination angles θn
and azimuthal angles ϕk. The thick and thin curves are ob-
tained, respectively, in the models of free and fixed ions. Ver-
tical dotted lines mark positions of the characteristic energies:
the ion cyclotron energy Eci = ~ωci, the electron plasma en-
ergy Epe = ~ωpe, and the hybrid energy EC.
culation of the reflectivity was proposed in [385] and
then was used with some modifications in [115, 385–
388]. It is as follows. First, the normal-mode polar-
ization vectors e
(t)
1,2 in the medium under the surface,
Eqs. (80) – (82), and the complex refraction coefficients
are expressed as functions of the angles θk and ϕk that
determine the direction of a reflected ray (Fig. 1), us-
ing the standard dispersion equation for the transmitted
wave and the Snell’s law. Second, the complex electric
amplitudes of the incident, reflected, and transmitted
waves are expanded over the respective basic polariza-
tion vectors e
(i,r,t)
1,2 . Then the Maxwell boundary condi-
tions yield a system of equations, which determine the
coefficients of these expansions. These reflected-wave ex-
pansion coefficients form the reflection matrix {rjj′} and
determine the surface reflectivity for each incident-wave
polarization, rω,j =
∑
j′ rω,jj′ . Then the total emissivity
εω = 1− 12 (rω,1 + rω,2).
The early works assumed that the ions are firmly fixed
at the crystalline lattice sites in the metal. In [386–388]
the authors have considered not only this model, but
also the opposite limit of free ions. It is assumed [386]
that the real reflectivity of the surface lies between the
limits given by these two models, although this problem
has not yet been definitely solved.
Figure 12 shows examples of the emissivity εω, nor-
malized to the blackbody emissivity, as a function of
photon energy E = ~ω, according to the free- and fixed-
ions models, for different values of the angles θn, θk, and
ϕk that are defined in Fig. 1. The characteristic ener-
gies Eci = ~ωci, Epe = ~ωpe, and EC = Eci + E
2
pe/~ωc
are marked. The spectral features near these energies
are explained in [386]. For instance, the emissivity sup-
pression at Eci . E . EC is due to the strong damping
of one of the two normal modes in the plasma in this
energy range. In the fixed-ions mode, ωci → 0, there-
fore there is no kink of the spectrum at E ≈ Eci in this
model. The results almost coincide in the two alterna-
tive models at E ≫ Eci, but strongly differ at E . Eci,
which may be important for magnetar spectra. Near the
electron plasma energy Epe = ~ωpe, there is a resonant
absorption, depending on the directions of the incident
wave and the magnetic field.
The local flux density of radiation from a condensed
surface is equal to the Planck function Bω,T (18), mul-
tiplied by the normalized emissivity εω. Since εω de-
pends on the frequency ω and on the angles θn, θk, and
ϕk (Fig. 1), thermal radiation depends on the frequency
and angles in a nontrivial way. In Fig. 12, the emissivity
is averaged over polarizations. But rω,1 6= rω,2, hence
the thermal emission of a condensed surface is polar-
ized, the polarization depending in an equally nontrivial
way on the frequency and angles. For example, the de-
gree of linear polarization can reach tens percent near
the frequencies ωci and ωpe, which makes promising the
polarization diagnostics of neutron stars with condensed
surfaces. Both the intensity and the polarization de-
gree can be evaluated using analytical expressions, which
have been constructed in [388] for the reflectivity matrix
of a condensed iron surface for B = 1012 – 1014 G.
7.2 Thin and layered atmospheres
Motch, Zavlin, and Haberl [389] suggested that some
neutron stars can possess a hydrogen atmosphere of a fi-
nite thickness above the solid iron surface. If the optical
depth of such atmosphere is small for some wavelengths
and large for other ones, this should lead to a pecu-
liar spectrum, different from the spectra of thick atmo-
spheres. Such spectra were calculated in [390–392] using
simplified boundary conditions for the radiative trans-
fer equation at the inner boundary of the atmosphere.
More accurate boundary conditions have been suggested
in [388], where the authors have taken into account that
an extraordinary or ordinary wave, falling from outside
on the interface, gives rise to reflected waves of both
polarizations, whose intensities add to the respective in-
tensities of the waves emitted by the condensed surface:
Iω,j(θk, ϕ) =
∑
j′=1,2
rω,jj′ (θk, ϕ) Iω,j′ (π − θk, ϕ)
+ 12
[
1− rω,j(θk, ϕ)
]Bω,T . (88)
In Ref. [388], the reflectivity matrix was calculated and
fitted for linear polarizations, and then converted into
the reflectivity matrix {rω,jj′} for normal modes perti-
nent to Eq. (88), using an approximate relation valid for
a sufficiently rarefied photosphere.
In Fig. 13 we show local spectra of radiation emitted
by hydrogen atmospheres of different thicknesses over
the iron neutron-star surface with the magnetic field
B = 4 × 1013 G, normal to the surface with effective
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Fig. 13. Comparison of the radiation spectrum of a neu-
tron star with a partially ionized thick hydrogen photosphere
(dashed line) with the spectra that are formed at hydrogen
column densities of 1 g cm−2 (dots) and 10 g cm−2 (solid
line) over the iron surface of the star (Fig. 12 from [388], pro-
vided by V. F. Suleimanov, reproduced with permission of
the author and c©ESO.)
temperature Ts = 1.2 × 106 K. The narrow absorption
line corresponds to the proton cyclotron resonance in
the atmosphere. The feature to the right of it is re-
lated to atomic transitions (Hb−b). It has a large width
because of the motion effects (§ 5.6). This feature is
formed mainly at depths ∼ 2 g cm−2, that is why it
is almost invisible in the spectrum of the thinnest atmo-
sphere that has the column density of 1 g cm−2. The
kink at Eci = 0.12 keV corresponds to the ion cyclotron
energy of iron, therefore it is absent for the pure hydro-
gen atmosphere. The spectrum of the moderately deep
atmosphere (10 g cm−2) reveals all the three features.
At high energies (E & 1 keV), the spectrum is deter-
mined by the condensed-surface emission, because both
finite atmospheres are almost transparent at such ener-
gies. The spectrum of the pure hydrogen atmosphere is
harder in this spectral range (cf. § 6.6).
The origin of the thin atmospheres remains hazy. Ho
et al. [390] discussed three possible scenarios. First, it is
the accretion from the interstellar medium. But its rate
should be very low, in order to accumulate the hydro-
gen mass 4πR2ycol ∼ 10−20M⊙ in ∼ 106 years. Another
scenario assumes diffusive nuclear burning of a hydrogen
layer, fell back soon after the formation of the neutron
star [112]. But this process is too fast at the early cooling
epoch, when the star is relatively hot, and would have
rapidly consumed all the hydrogen on the surface [393].
The third possibility is a self-regulating mechanism that
is driven by nuclear spallation in collisions with ultrarela-
tivistic particles at the regions of open field lines, which
leads to creation of protons and alpha-particles. The
estimate (23) for the penetration depth of the magneto-
spheric accelerated particles indicates that this process
could create a hydrogen layer of the necessary thickness
ycol ∼ 1 g cm−2.
It is natural to consider also an atmosphere having
a helium layer beneath the hydrogen layer. Indeed, all
three scenarios assume that a hydrogen-helium mixture
appears originally at the surface, and the strong gravity
quickly separates these two elements. Such “sandwich
atmosphere” was considered in [391], where the authors
showed that its spectrum can have two or three absorp-
tion lines in the range E ∼ (0.2 – 1) keV at B ∼ 1014 G.
8 Theoretical interpretation of
observed spectra
As we have seen in § 4, theoretical models of nonmagnetic
atmospheres are successfully applied to analyses of spec-
tra of many neutron stars with relatively weak magnetic
fields B . 109 G. There are only a few such examples
for the stars with strong magnetic fields. They will be
discussed in this section. At the end of the section we
will give a general compilation of modern estimates of
masses and radii of neutron stars with weak and strong
magnetic fields, based on the photosphere models.
8.1 RX J1856.5–3754
As we discussed in § 4.4, there is no satisfactory descrip-
tion of the spectrum of the “Walter star” RX J1856.5–
3754 based on nonmagnetic atmosphere models. Sim-
ple models of magnetic atmospheres also failed to solve
this problem. It was necessary to explain simultane-
ously the form of the spectrum in the X-ray and op-
tical ranges that reveal substantially different color tem-
peratures T∞bb , along with the complete absence of ab-
sorption lines or other spectral features that was con-
firmed at a high significance level. To solve this problem,
Ho [390, 394] involved the model of a partially ionized hy-
drogen atmosphere of finite thickness above a condensed
iron surface with a strong magnetic field. He managed to
reproduce the measured spectrum of RX J1856.5–3754
in the entire range from X-rays to optical within obser-
vational errorbars. The best agreement between the the-
oretical and observed spectra has been achieved at the
atmosphere column density ycol = 1.2 g cm
−2, B ∼ (3 –
4)×1012 G, T∞eff = (4.34±0.03)×105 K, zg = 0.25±0.05,
and R∞ = 17.2
+0.5
−0.1D140 km. Here, the errors are given
at the 1σ significance level, and D140 ≡ D/(140 pc).
Note that a fit of the observed X-ray spectrum with the
Planck function yields a 70% higher temperature and
a 3.5 times smaller radius of the emitting surface. Such
huge difference exposes the importance of a correct phys-
ical interpretation of an observed spectrum for evalua-
tion of neutron-star parameters.
With the aid of expressions (6) – (8) and Eq. (3), we
obtain from these estimates Teff = (5.4 ± 1.1) × 105 K,
R = 13.8+0.9−0.6D140 km, and M = 1.68
+0.22
−0.15D140M⊙.
Forgetting for a moment the factor D140, one might
conclude that this radius is too large for such mass.
However, the distance to the star is not very accurately
known. The value D = 140 pc was adopted in [390] from
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[395] and lies between alternative estimates D ≈ 117
pc [396] and D ≈ (160 – 170) pc [397, 398]. More re-
cently, a more accurate estimate of the distance was ob-
tained, D = 123+11−15 pc [399]. With the latter estimate,
we obtain R = 12.1+1.3−1.6 km and M = 1.48
+0.16
−0.19M⊙,
which removes all the contradictions. Nevertheless, the
given interpretation of the spectrum is not indisputable,
since it does not agree with the magnetic-field estimate
B ≈ 1.5 × 1013 G that has been obtained for this star
from Eq. (1) in [400].
Using the same thin-atmosphere model, Ho [394] an-
alyzed the light curve of RX J1856.5–3754 and obtained
constraints on the angles α and ζ (Fig. 1). It turned
out that the light curve can be explained if one of these
angles is small (< 6◦), while the other angle lies between
20◦ and 45◦. In this case, the radio emission around the
magnetic poles does not cross the line of sight. As noted
in [394], this may explain the non-detection of this star
as a radio pulsar [165].
8.2 RBS 1223
Hambaryan et al. [401] analyzed the spectrum of the X-
ray source RBS 1223, by a method analogous to the case
of RX J1856.5–3754 described in § 8.1. RBS 1223 reveals
a complex structure of the X-ray spectrum, which can
be described by a wide absorption line centered around
~ω = 0.3 keV, superposed on the Planck spectrum, with
the line parameters depending on the stellar rotation
phase. Using all 2003 – 2007 XMM-Newton observations
of this star, the authors [401] obtained a set of X-ray
spectra for different rotation phases. They tried to inter-
pret these spectra with different models, assuming mag-
netic fields B ∼ 1013 – 1014 G, different atmosphere com-
positions, possible presence of a condensed surface and
a finite atmosphere. Different surface temperature dis-
tributions were described by a self-consistent parametric
model of Ref. [46].
As a result, the authors [401] managed to describe the
observed spectrum and its rotational phase dependence
with the use of the model of the iron surface covered by
partially ionized hydrogen atmosphere with ycol ∼ 1 –
10 g cm−2, with mutually consistent asymmetric bipolar
distributions of the magnetic field and the temperature,
with the polar values Bp1 = Bp2 = (0.86±0.02)×1014 G,
Tp1 = 1.22
+0.02
−0.05 MK, and Tp2 = 1.15 ± 0.04 MK. The
magnetic field and temperature proved to be rather
smoothly distributed over the surface. When compared
to the theoretical model [46], it implies the absence of a
superstrong toroidal component of the crustal magnetic
field. The integral effective temperature is Teff ≈ 0.7
MK. The gravitational redshift is estimated to be zg =
0.16+0.03−0.01, which converts into (M/M⊙)/R6 = 0.87
+0.13
0.05
and suggests a stiff EOS of the neutron-star matter.
We must note that the paper [401] preceded the work
[388], which was discussed in § 7. For this reason,
the authors of [401] used rough approximations for the
iron-surface emissivity, published before, and simplified
boundary conditions for the radiative transfer equations.
An analysis of the same spectra with the use of the
improved results for the emissivity and more accurate
boundary conditions, described in § 7, remains to be
done in the future.
8.3 1E 1207.4–5209
The discovery of absorption lines in the spectrum of CCO
1E 1207.4–5209 at energiesE ∼ 0.7N keV (N = 1, 2, . . .)
immediately entrained the natural assumption that they
are caused by cyclotron harmonics [172]. As we have
seen in § 5.2, such harmonics can be only electronic, as
the ion harmonics are unobservable. Therefore, this in-
terpretation implies B ≈ 7 × 1010 G. Mori et al. [173]
showed that only the first and second lines in the spec-
trum of 1E 1207.4–5209 are statistically significant, but
some authors take also the third and fourth lines into ac-
count. This hypothesis was developed in [264], where the
authors include in the treatment both types of the elec-
tron cyclotron harmonics that were discussed in § 5.2:
the quantum oscillations of the Gaunt factor and the
relativistic thermal harmonics. It is possible that the
analogous explanation of the shape of the spectrum may
be applied also to CCO PSR J0821–4300 [167].
Mori et al. [347, 348] have critically analyzed the ear-
lier hypotheses about the origin of the absorption lines in
the spectrum of 1E 1207.4–5209 and suggested their own
explanation. They analyzed and rejected such interpre-
tations as the lines of molecular hydrogen ions, helium
ions, and also as the cyclotron lines and their harmonics.
One of the arguments against the latter interpretation is
that the fundamental cyclotron line should have much
larger depth in the atmosphere spectrum than actually
observed. Another argument is that the cyclotron lines
and harmonics have small widths at a fixed B, therefore
their observed width in the integral spectrum is deter-
mined by the B distribution. Thus their width should be
the same, in contradiction to observations [347]. These
arguments were neglected in [264]. It has to be noted
that in [347], as well as in [264], the authors studied the
cyclotron harmonics in spectra of fully ionized plasmas.
The effect of the partial ionization on the model spec-
trum remains unexplored.
As an alternative, Mori et al. [347, 348] suggested
models of atmospheres composed of mid-Z elements. An
example of such spectrum is shown in Fig. 11. Its con-
volution with the telescope point-spread function smears
the line groups, producing wide and shallow suppressions
of the spectral flux, similar to the observed ones. Integra-
tion of the local spectrum over the stellar surface, whose
necessity we mentioned in § 6.6, should lead to an ad-
ditional smearing of the spectral features. The authors
[348] found that an oxygen atmosphere with magnetic
field B = 1012 G provides a spectrum similar to the ob-
served one. However, the constraint B < 3.3 × 1011 G
that was obtained in [166] disagrees with this model, but
rather favors the cyclotron interpretation of the lines.
Unlike the cases of RX J1856.5–3754 and RBS 1223
that were considered above, there is no published re-
sults of a detailed fitting of the observed spectrum of
1E 1207.4–5209 with a theoretical model. Thus the ap-
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plicability of any of them remains hypothetical.
8.4 PSR J1119–6127
Recently, the partially ionized, strongly magnetized hy-
drogen photosphere model [381] has been successfully
applied to interpret the observations of pulsar J1119–
6127 [146], for which the estimate (1) gives an atypically
high field B = 4 × 1013 G. In the X-ray range, it emits
pulsed radiation, which has apparently mostly thermal
nature. At fixedD = 8.4 kpc andR = 13, the bolometric
flux gives an estimate of the mean effective temperature
Teff ≈ 1.1 MK. It was difficult to explain, however, the
large pulsed fraction (48±12%) by the thermal emission.
The authors [146] managed to reproduce the X-ray light
curve of this pulsar assuming that one of its magnetic
poles is surrounded by a heated area, which occupies
1/3 of the surface, is covered by hydrogen and heated to
1.5 MK, while the temperature of the opposite polar cap
is below 0.9 MK.
8.5 Masses and radii: the results
Table 1 presents modern estimates of neutron-star
masses and radii, obtained from analyses of their ther-
mal spectra with the atmosphere models. The estimates
that fixed surface gravity in advance are not listed here,
because they are strongly biased, as shown, e.g., in [209].
In most cases determination of the neutron-star radii
remains unreliable. The estimates are done, as a rule,
at a fixed distance D. An evaluation of R is also of-
ten performed for a fixed mass M . In most cases it is
stipulated by the fact that a joint evaluation of R and
M (let alone R, M , and D) from the currently avail-
able thermal spectra leaves too large uncertainties and
almost does not constrain M and D. A comparison of
the results obtained for the same objects with different
assumptions on D values readily shows that a choice of
D can drastically affect the R estimate. In addition, the
estimate of R is strongly affected by assumptions on the
photosphere composition, as one can see, for example,
from a comparison of the results obtained by assuming
hydrogen and helium photospheres for the qLMXBs in
globular clusters M28 [243] and M13 [244].
9 Conclusions
We have considered the main features of neutron-star at-
mospheres and radiating surfaces and outlined the cur-
rent state of the theory of the formation of their spectra.
The observations of bursters and neutron stars in low-
mass X-ray binaries are well described by the nonmag-
netic atmosphere models and yield ever improving infor-
mation on the key parameters such as the neutron-star
masses, radii, and temperatures. The interpretation of
observations enters a qualitatively new phase, unbound
from the blackbody spectrum or the “canonical model”
of neutron stars. Absorption lines have been discovered
in thermal spectra of strongly magnetized neutron stars.
On the agenda is their detailed theoretical description,
which provides information on the surface composition,
temperature and magnetic field distributions. Indirectly
it yields information on heat transport and electrical con-
ductivity in the crust, neutrino emission, nucleon super-
fluidity, and proton superconductivity in the core. In
order to clear up this information, it still remains to
solve a number of problems related to the theory of the
magnetic atmospheres and radiating surfaces. Let us
mention just a few of them.
First, the calculations of the quantum-mechanical
properties of atoms and molecules in strong magnetic
fields beyond the adiabatic approximation have been so
far performed only for atoms with Zn . 10 and for
one- and two-electron molecules and molecular ions. The
thermal motion effect on these properties has been rig-
orously treated only for the hydrogen atom and helium
ion, and approximately for the heavier atoms. It is ur-
gent to treat the finite nuclear mass effects for heav-
ier atoms, molecules, and their ions, including not only
binding energies and characteristic sizes, but also cross
sections of interaction with radiation. This should un-
derlie computations of photospheric ionization equilib-
rium and opacities, following the technique that is al-
ready established for the hydrogen photospheres. In the
magnetar photospheres, one can anticipate the presence
of a substantial fraction of exotic molecules, including
polymer chains. The properties of such molecules and
their ions are poorly known. In particular, nearly un-
known are their radiative cross sections that are needed
for the photosphere modeling.
Second, the emissivities of condensed magnetized sur-
faces have been calculated in frames of the two extreme
models of free and fixed ions. It will be useful to do
similar calculations using a more realistic description of
ionic bonding in a magnetized condensed matter. This
should be particularly important in the frequency range
ω . ωci, which is observable for the thermal spectrum in
the superstrong magnetic fields.
Third, the radiative transfer theory, currently used for
neutron-star photospheres, implies the electron plasma
frequency to be much smaller than photon frequencies.
In superstrong magnetic fields, this condition is violated
in a substantial frequency range. Thus the theory of
magnetar spectra requires a more general treatment of
radiative transfer in a magnetic field.
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Table 1. Estimates of neutron-star masses and radii based on atmosphere models.
Object R (km) M (M⊙) D (kpc) Ref. Notes
qLMXB X7 in 47 Tuc 14.5+1.8−1.6 1.4 [a] 4.85 [a] [209] [b]
qLMXB XTE 1701–462 10.5± 2.5 [c] 1.4 [a] 8.8 [a] [136] [b]
qLMXB EXO 0748–676 13.7+1.0−2.7 1.8
+0.4
−0.6 7.1 [a] [134] [b]
same object 11.8+0.7−2.2 − 15.2+1.5−3.0 1.5+0.5−0.5 − 2.1+0.4−0.8 5.9− 8.3 [134] [d], [e]
qLMXB in M28 10.5+2.0−2.9 1.25
+0.54
−0.63 5.5 [a] [242] [b]
same object 9+3−3∗ 1.4
+0.4
−0.9∗ 5.5 [a] [243] [b]
same object 14+3−8∗ 2.0
+0.5
−1.5∗ 5.5 [a] [243] [e]
qLMXB in NGC 6397 6.6+1.2−1.1 0.84
+0.30
−0.28 2.02 [a] [242] [b]
qLMXB in M13 10.1+3.7−2.8 1.27
+0.71
−0.63 6.5 [a] [242] [b]
same object 10.6+2.1−2.2 1.4 [a] 7.7 [a] [244] [b]
same object 14.6+3.5−3.1 1.4 [a] 7.7 [a] [244] [e]
qLMXB in ω Cen 20.1+7.4−7.2 1.8
+1.0
−1.1 4.8 [a] [242] [b]
qLMXB in NGC 6304 9.6+4.9−3.4 1.16
+0.90
−0.56∗ 6.22 [a] [242] [b]
CCO in Cas A 15.6+1.3−2.7 1.4 [a] 3.4 [a] [214] [f]
same object 8− 17 1.5− 2.4 3.3− 3.7 [214] [d], [f]
CCO in HESS J1731 12.6+2.1−5.3 − 15.6+3.6−5.3 1.5+0.4−0.6 − 2.2+0.3−0.9 3.2− 4.5 [237] [d], [f]
Burster 4U 1724–307 14.7± 0.8 1.9± 0.4 5.3–7.7 [151] [b]
same object 18± 3.5 1.05+0.55−0.4 5.3–7.7 [151] [e]
Burster GS 1826–24 < 8.2 < 1.3 < 4.3 [g] [219] [b]
same object < 19.8 < 2.8 < 9.7 [g] [219] [e]
PSR J0437–4715 > 11.1 (3σ) 1.76 [a] 0.1563 [a] [252] [b]; see § 4.6
XDINS RX J1856 12.1+1.3−1.6 1.48
+0.16
−0.19 0.123
+0.011
−0.015 [h] [390] [c], [i], [j]; see § 8.1
XDINS RBS 1223 16+1−2 1.4 [a] 0.380
+0.015
−0.030 [401] [c], [i], [k]; see § 8.2
Notes: Errors are listed at significance level 90%, unless otherwise stated. The asterisk at a value of an error signifies that a
hard limit of a model was reached. [a] The parameter is fixed. [b] Nonmagnetic H atmosphere. [c] Errors at the significance
level 1σ (68%). [d] Results for selected limiting D from a range of possible values. [e] Nonmagnetic He atmosphere. [f]
Nonmagnetic C atmosphere. [g] Constraint on Dξ
1/2
b is given, where ξb is the anisotropy factor. [h] D is adopted from [399].
[i] Partially ionized thin H atmosphere over iron surface. [j] ycol = 1.2 g cm
−2, B ∼ (3 – 4) × 1012 G. [k] ycol ∼ 1 g cm
−2,
mutually consistent distributions of magnetic field B ∼ 8× 1013 G and temperature Ts ∼ 0.7 MK.
