Abstract. It is usually difficult to establish a petrophysical model or empirical formula for the assessment of mineral concentrations in oil-
Introduction
Unconventional oil/gas resources become more important because of various difficulties encountered in conventional oil exploration. Shale oil or gas is an important alternative to conventional oil/gas resources. Shale oil/gas forma-tions have complicated pore structure and mineral composition. Gas is partially absorbed and partially free in such formations, which makes formation evaluation more difficult. Unconventional reservoirs evaluation mainly includes mineral components prediction, gas contents and porosity calculation, etc. [1] .
In the exploration of shale oil and shale gas, wireline logging is a key borehole geophysical technology, which provides geophysical parameters such as resistivity, formation slowness, formation density, etc. [2, 3] . These well logging data can then be used to predict porosity, permeability, mineral volume and oil/gas saturation by using some petrophysical models in conventional oil/gas formations. In addition, wireline logs are also used to estimate the total organic carbon (TOC) content of source rock [4] [5] [6] [7] [8] [9] [10] . Some methods only employ one or a few logs to calculate TOC content, and the TOC prediction data are often incomplete and not accurate for a particular formation [5] [6] [7] [8] . Due to the complex composition of unconventional reservoirs such as hydrocarbon-bearing shale and methane-bearing coal, petrophysical models have not been widely used for their mineral composition prediction and the methods employed hitherto are not suitable either. Chen et al. combined a genetic algorithm (GA) and BP network to optimize the neural network, which can predict the mineral components of methane-bearing coal [11] . Certain intelligent algorithms can effectively take advantage of some sensitive logs to predict the mineral components. Yang et al. introduced a stochastic joint inversion method specifically developed to address the quantitative petrophysical interpretation of hydrocarbon-bearing shale, which is based on the rapid and interactive numerical simulation of resistivity and nuclear logs [12] . Compared to traditional deterministic estimation procedures, the new interpretation method explicitly quantifies the uncertainty of properties of hydrocarbon-bearing shale.
In recent years, a radial basis function (RBF) interpolation method has been proposed by several researchers to solve inversion problems for the analysis of lab measurement results [13] [14] [15] [16] . The method proposed can approximate smooth and continuous multivariate functions of many variables and derive a nonlinear mapping function to solve well-logging and geophysical inverse problems associated with unknown forward models. Freed was the first to put forward a new approach to determine the characteristics and composition of a fluid sample [13] . Heaton and Freedman used the RBF method to predict the properties of live oil from nuclear magnetic resonance (NMR) relaxation time data [14] . In 2006, Freedman summarized the RBF method and theory, and introduced three case studies, including the viscosity prediction of dead crude oil from NMR data, environment correction of 3D induction tools, and the molecular composition of dead crude oil from near-infrared (NIR) spectra. Overall, all the predicted data were in excellent agreement with lab measurement results [15] . Anand and Freedman adopted the RBF method to determine the molecular properties of hydrocarbon mixtures from NMR data [16] . Huang et al. also employed the RBF network for well log inversion, and computed the true formation conductivity from the apparent conductivity, which similarly showed that RBF is suitable for parameters prediction from well log data [17] . But can certain intelligent algorithms effectively be applied to predicting the mineral components of organic shale? Therefore, the current research attempts to calculate the mineral composition for shale oil/gas reservoirs by using the RBF method. In this paper, the principle of the RBF method is first reviewed, including basis function and spread, network structure and nearest neighbor algorithm of the RBF interpolation. Then, a case study for the mineral components prediction of shale gas reservoirs is presented based on the RBF method. The comparison with core measurements proves that the prediction results are accurate, and the RBF method is effective to be used for predicting the mineral components for shale oil/gas reservoirs.
The RBF theory

RBF network model
In 1985, Powell first put forward a multivariable interpolation of the radial basis function (RBF) method [18] . In 1988, Moody and Darken presented a neural network structure, namely RBF network [19] . The neural network is a three-layer feed forward neural network, including input layer, hidden layer and output layer, which are shown in Figure 1 . The input layer nodes depicted in the figure are only used to transfer the input signal to the hidden layer. The effect function of hidden nodes, namely basis functions, will produce responses partly to the input signal. When the input signal is close to the central area of basis functions, the hidden nodes will produce a larger output. The output layer node is usually a simple linear function. The pores of organic shale are small and its mineral composition is complex. It is difficult to calculate mineral concentrations. Several wireline logs are sensitive to the logging responses of reservoirs, but the relations between the logs and mineral concentrations are not linear, so it is difficult to determine the volumetric concentration of minerals. If certain sensitive logging attributes are chosen as the input layer, the unknown mineral concentrations are set as the output layer, the RBF network can potentially be used to predict the mineral components in organic shale. Figure 1 shows the neural network model of the radial basis function for predicting mineral content by using logging data. In the figure, the input layer is a sensitive logging curve, the hidden layers are radial basis functions, and the output layer is the unknown mineral content. For organic shale reservoir, the unknown minerals usually include clay minerals, quartz, feldspars, calcite, pyrite, etc., whose RBF network structure is illustrated in Figure 1. 
Basis functions
The basis functions are effect functions of hidden nodes for the RBF neural network, which are generally called radial basis functions. The radial basis functions are commonly expressed as follows [18] ( ) exp
where α > 0 and 1, α β < < respectively. These functions are radially symmetric. The Gaussian function has advantages such as simple form, radial symmetry, smoothness and good analytical characteristic for the theoretical analysis. So it is commonly chosen as a radial basis function.
In vector space, the Gaussian basis function is chosen as the radial basis function:
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x is the n-dimensional input vector; i c is the center of the i-th basis function, which has the same dimension with ; x i r is the i-th apperceive variable, which may be chosen freely and determines the width of the basis function around the center ; x R ∈ only a small part near the center of x is activated. This reflects the response characteristics of the brain cortex, which shows the local approximation ability of the network, so the radial basis function network is also called the local apperceive field network.
Form Figure 1 it can be seen that the mapping ( ) i x G x → from the input layer to the hidden layer is nonlinear, and the mapping from the hidden layer to the output layer, ( ) , w is not zero, which is meaningful for the RBF network. Considering the treatment above, the RBF network has some advantages of the local approaches network, as well as fast learning speed.
Nearest neighbor clustering learning algorithm
The learning algorithms of the RBF neural network mainly include random algorithm, self-organizing learning algorithm and the nearest neighbor clustering learning algorithm [17, 18] . These learning algorithms are used to determine the center of RBF. The random and self-organizing learning algorithms are applicable for the off-line learning of a static model, which must get all the possible sample data beforehand, and cannot be used in the on-line learning of a dynamic input mode. Before learning, the number of input data centers, i.e. the number of hidden nodes in the RBF network, must be determined in advance, and this makes it more difficult to solve the problem. The nearest neighbor learning algorithm is a dynamic adaptive RBF network model, which needs no prior determination of the number of hidden units. Furthermore, it is online learning, and the RBF network after clustering may be the optimum.
The process of the nearest neighbor clustering learning algorithm is the following:
(1) An appropriate width r of the Gaussian function is chosen. The vector ( ) A l is defined to store the sum of output vectors belonging to various samples. The counter ( ) B l is defined to count the number of various types of samples, where l is the number of categories.
(2) First, start from the first data pair 
and keep the value of ( ), ( ),
A i B i ( 1, 2, , )
unchanged. The weight vector in the M-th hidden layer units to the output layer is ( )/ ( ). 
where r is the Gaussian width, namely the spread constant. As r is a onedimensional parameter, the appropriate spread constant could be determined through multi-time cross-validation tests and the errors contrast. The RBF method is much more convenient than the BP neural network, which needs determination of the number of hidden layers and whose results are not always reliable [18] [19] [20] . In fact, because each pair of input and output data may create a new cluster, this kind of a dynamic adaptive RBF network is realized through adaptive adjustments of the network structure, including different inputs and parameters at the same time.
Case study
A case study well is located in the northeastern wing of the Huangping syncline, Qiannan down warping region of Xinzhuang area, China. The objective of the drilling is to evaluate hydrocarbon of organic shale of the Jiumenchong group. The formation evaluations include gas bearing layer identification, gas content evaluation, mineral volumetric concentration determination, and lithology and lithofacies identification, with mineral component evaluation being the most important. 27 core samples are subjected to X-ray Diffraction (XRD) analysis, and the mineral volumetric concentrations are measured. The results of XRD analysis show that the shale in the Jiumenchong group is composed of clay, quartz, feldspars, calcite and pyrite. The geophysical logging series of this well include: natural gamma ray (GR), spontaneous potential (SP), dual lateralog (LLD + LLS), compensated acoustic log (AC), compensated density log (DEN), compensated neutron log (CNL) and natural gamma ray spectrum logs (U + TH + K). How to predict the fraction volume of each mineral by using wireline logs is a challenge. In this research, the RBF network method is adopted to predict mineral volumes. In the RBF method, the construction of an optimum RBF network is a key problem, so, this paper discusses how to find an optimum Gaussian spread through testing dataset validation and cross-validation test, respectively.
The logging data preprocessing is needed. Before carrying out the RBF test, logging data need to be normalized in advance. Furthermore, the resistivity log is transformed to a logarithmic scale.
Testing dataset validation
For constructing an optimum RBF network, the XRD data of 27 cores are divided into two datasets. One dataset is named a training set and is used to construct the optimum network, and the other, which is named a testing dataset, is used to validate the prediction method.
In each RBF test, the different spread, namely the Gaussian width, is chosen to do some tests to train the network model. The mean absolute error and mean relative error are calculated in the training dataset and testing dataset, respectively: Firstly, 9 logs are selected as inputs to carry out RBF tests, which include GR, U, TH, K, AC, CNL, DEN, PE and LLD. Figure 2 illustrates the difference between MAE and MRE with increasing spread. It can be seen that MAE and MRE first gradually decrease and then increase as the spread increases in the predicting dataset. The best value of the Gaussian width is selected at the "inflection point", and the spread is about 2.0. The RBF network with this spread is optimum. In the training dataset, MAE and MRE are about 0.0280 and 11.52%, respectively; and in the testing dataset, MAE is about 0.0110, and MRE is about 3.52%. Table 1 presents the prediction results of RBF with 9 logs as inputs in this case study, in which the expected results refer to the core XRD measurements. The MREs of the majority of samples are lower than 10%, but for some samples they are higher than 20%. So the mineral composition evaluation is accurate enough to meet requirements. 
Cross-validation tests and optimum parameters
In order to determine the influence of regression algorithms, kernel functions, as well as other parameters on the forecast test results, in this research, the leave-one-out test is used. The test consists in that one from all samples is chosen for mineral volumetric concentration prediction, and the others are regarded as a training dataset to conduct a series of tests with different Gaussian spreads. A Gaussian spread is used to construct an optimum network to get the coefficient matrix. Finally, the mineral volumetric concentration of the left-one sample is calculated. Similarly, the mineral assessment results of other samples are predicted one by one. When the RBF method is employed to predict the mineral concentrations of the whole logging interval, in order to achieve the best evaluation, all experimental samples are used to construct an optimum neural network. Furthermore, to study the sensitivity to well logs attributes, RBF prediction tests are carried out with a varying number of logs as inputs. In each test, an optimum Gaussian spread is chosen through errors contrast. The final prediction results and errors of RBF tests with a varying number of logs as inputs are listed in Table 2 Table 2 presents the comparison of errors of different RBF tests. The MAE and MRE of the RBF test with 9 logs as inputs are both minimum, which indicates that in different tests the RBF prediction affords the best results. The MAE and MRE of the 8-log RBF test without the resistivity log are both much larger than those of the 9-log RBF test. It implies that the resistivity log is highly sensitive to the mineral concentration of organic shale, especially, it is probably related to pyrite. The MAE and MRE of the 5-log RBF test with GR/AC/DEN/CNL/PE are both much lower than those of the 4-log RBF test with AC/DEN/CNL/PE. This shows that the gamma ray log is indispensable in the mineral concentration assessment of organic shale. Table 2 shows the results of the 4-log RBF test with GR/U/TU/K, and also demonstrates that MAE and MRE are the largest in 5-log RBF tests. This indicates that only the gamma spectrum log is not enough and other logs are also indispensable for mineral concentration evaluation of organic shale. Table 3 presents errors of the concentration prediction for five minerals in the 9-log RBF test. The concentrations of clay, feldspar and quartz have been predicted more accurately, but those of calcite and pyrite were both difficult to predict accurately. Figure 3 illustrates the results of the RBF-based prediction with 9 logs as inputs, as well as those from core XRD measurements. From the figure it can be seen that the predicted concentrations of clay, quartz and feldspars are in good agreement with core XRD measurement results, while for pyrite and calcite the predicted results are not in conformity. For evaluating the mineral volumetric concentrations of the whole well, all core XRD sample and 9 logging attributes are used to determine the optimum parameters and construct the optimum network. Then the optimum RBF network is applied to predicting the mineral volumetric concentration of the organic shale interval. Figure 4 shows the RBF predicted concentrations of the above five minerals. Figure 4 also illustrates the core XRD measurement results for comparison. From the figure it can be seen that the RBF predicted results are in good agreement with core XRD measurements. Based on calculated mineral concentrations, it is indicated that the target formation is relatively homogeneous in Fig. 4 . Results of the RBF-based mineral concentration prediction in the case study well. minerals and lithology: the clay content is about 0.2, the pyrite volume is approximately 0.6, the feldspars volume is about 0.13, and the quartz volume is approximately 0.5. But in the interval between X370 and X394 m, the quartz volume is about 0.4 and the calcite volume is approximately 0.1. In this interval, because of the high quartz volume, the formation is more brittle, and there may be more induced fractures. In 2011, this interval was successfully stimulated and fractured, and about 400 m 3 gas was obtained per day.
Generally, the authors used the RBF method in one study zone. Using limited core XRD measurements from similar layers of different wells the optimum network can be constructed, and then this optimum network can be applied to predicting the mineral volumetric concentration of other wells in the study area.
Conclusions
Through the research and analysis of the RBF method used for organic shale mineral concentration prediction, the following conclusions can be drawn:
(1) The RBF network is a feed forward network with good performance, and has global approximation properties and the best approximation performance. The learning algorithm of the RBF neural network is an online self-adaptive cluster learning algorithm, the training method is rapid and feasible.
(2) The RBF method can be used to easily construct the mapping between various logs and multiple minerals for mineralogy assessment through Gaussian spread optimization. The method can archive the prediction of multimineral concentration at the same time.
(3) For oil-and gas-bearing shale, it is difficult to determine a log interpretation model, so the RBF method can achieve the mineral volume prediction from wireline logs, which is more accurate and more suitable than the empirical formula. The optimum RBF network is optimized through a series of tests with a varying number of logs as inputs. In this case study, 9 wireline logs are all needed, while the gamma ray and resistivity logs are indispensable.
However, the RBF method is dependent on the lab measurement results of core samples, and the training network is suitable for the formation where the training sample data are from. Therefore, the method has still some regional limitations. So, samples for the training RBF network should cover different lithologies, and such an RBF network will have good generalization ability.
