Robust optimization is conventionally defined as the collection of the possible problem solutions that can ensure acceptable performances and sufficient immunity against the effects of uncertain parameter variability. Methods proposed until now use a probabilistic way to model uncertainty and to quantify the final sensitivity. In this work, a fuzzy uncertainty modellization is adopted for structural engineering. In particular, to define solution performance scattering, the fuzzy entropy is used as a global measure of variable dispersion. The final formulation of the problem deals with two antithetical objective functions, the fuzzy expected value of structural performance and its fuzzy entropy. This fuzzy-based approach in robust design is able to give a set of Pareto optimal solutions in terms of structural efficiency and sensitivities regarding uncertainty, and represents a suitable tool in supporting the decision maker. Finally, different applications have been developed to demonstrate the applicability of the proposed method.
Introduction
Uncertainty treatment is still an open problem in many technical and scientific fields, such as in structural engineering in which the importance of overcoming the intrinsic limits of the deterministic approach has produce many scientific works in last few decades. Different theories have been proposed on dissimilar mathematical grounds in dealing with uncertainty. The probabilistic technique is more commonly used due to the confidence that researches have in this approach. Nevertheless, there are other different approaches that have been proposed and applied, such as the fuzzy and interval analysis, just to name a few of them. The main characteristic of the field of structural optimization is that no correct definitions exist in the mathematical modelling of uncertainty.
The probabilistic approach is assumed to be a more qualified method, given that its information is sufficiently detailed in comparison to other approaches. Nevertheless, the selection of a specific probability density function is a complicated problem that has no unique solution even if a great number of experimental data are available.
In many cases the existing set of data isn't satisfactory for a consistent statistical analysis and sometimes literature or expert opinions are the only basis for uncertainty treatment. In these circumstances, alternative approaches may be used to surmount these restrictions. The theoretical background, in all methods employed in undeterministic data treatment, deals with the evidence that uncertainties associated to a physical phenomena are derived from several and different sources. In the common language, something is uncertain when it assumes random meanings or behaviours (randomness), or when it is not clearly established or described (vagueness), or when it may have more than one possible meaning or status (ambiguity) or, finally, when it is described on the basis of a very limited amount of information (imprecision) (Biondini et al., 2004) . More precisely, randomness, vagueness, ambiguity and imprecision denote uncertainties with different and specific characteristics: for randomness, the source of uncertainty is due to intrinsic factors related to the physics of the phenomena which determine the events under investigation. In other cases, the uncertainty source arises from the limited capacity of formal language in describing engineering problems to be solved (ambiguity) or from incorrect and/or ill-posed definitions of quantities which convey some informative content (vagueness), or finally from some lack of knowledge (imprecision). The last three aspects have a subjective nature and are usually included in the wider concept of fuzziness which, in this sense, results in a juxtaposition with the objective concept of randomness.
In view of the unavoidable presence of uncertainties, the concept of ''robustness" has been introduced in structural design optimization to reduce the detrimental effects due to the uncertainty variable fluctuations around the best available estimation. In fact, standard optimal solutions can be very sensitive to small parameters variations also because they deal only with the best structural performances, by minimizing a deterministic objective function (OF) without taking into account the parameters of uncertainty. Conventional Robust Design Optimization (RDO) approaches have been developed due to the extreme importance of this aspect. They consist in the search of design solutions that are able to maximize absolute structural performances and, contemporarily, to minimize their variability due to related uncertainties. The final solutions obtained are less efficient, if evaluated only in terms of performance sense, but also less sensitive, thus rendering such solutions more stable in real applications. RDO applications deal with the randomness-type source of uncertainties (Beyer and Sendhoff, 2007) but the presence of non-probabilistic variables is not negligible from a practical point of view. It should be observed that in many realistic circumstances only few data about a single or more models and structural parameters are accessible. Commonly, experimental investigations about mechanical and geometrical system properties as well as load conditions are economically inconvenient or practically impossible. A further but not negligible theme is the significance of the ''expert opinion" given in some phases of the design process. Such opinion does not offer numerical data and raises the necessity to define a reasonable tool with the purpose of evaluating a specific technical point of view.
In the presence of fuzzy modelling data, this paper proposes a fuzzy-based way to obtain robust solutions in structural optimization. The search of robust solutions is formulated as a multiobjective optimization problem (MOOP) in the framework of the credibility theory. Once the output fuzzy variable is estimated for an assigned deterministic model with fuzzy input variables, the OFs are taken to be its expected value and entropy. Finally, the proposed method, that produces a Pareto optimal set instead of a single optimal solution, is applied to different structural problems.
Robust design optimization
Many methods and codes have been developed for a wide range of engineering problems in support of designer decisions and in order to achieve the best solutions for each specific case.
Unfortunately, these solutions often show a greater sensitivity in comparison to the natural variability of data. Instead of aiming to find a single ''best" solution in robust-based strategy, this work aims to produce a set of ''good" compromises between performance and sensitivity allowing the decision maker to make a choice (Beyer and Sendhoff, 2007) . For instance, if each uncertain variable is assumed to be random, the second-order perturbation methods can be used (Doltsinis and Kang, 2004 ) to achieve the approximation of the expected value and the variance of the structural response, both of which have to be minimized.
Therefore, in the framework of the probability theory the conventional robust design optimization (RDO) can be formulated as: It is important to observe that each constrainment in (1) should be formulated considering the variability of the uncertain parameters. Contrary to the probabilistic approach, some non-probabilistic procedures have also been developed. For instance, Lombardi (1998) has proposed a twostep approach, one for the objective function and another for the constraints, where uncertain variables are considered varying in a closed and bound region.
Another methodology has been presented by Takewaki and Ben-Haim (2005) , developed on the basis of the info-gap robustness analysis. In this case, the main goal is to achieve the design vector that can maximize the robustness and satisfy a fixed design requirement.
Fuzzy robust design optimization
Different from the preceding procedures, this paper formulates a fuzzy-based robust design optimization (FRDO) where uncertain variables are assumed to be fuzzy. In order to introduce this new paradigm, some useful definitions from the credibility theory are reported (for example, see Liu, 2004) .
Assuming H as a non-empty set representing the sample space, P(H) the power set of H and A an event, Pos{A} is a crisp number indicating the possibility that this event will occur. The necessity measure of a set A (indicated as Nec{A}) is defined as the impossibility of the opposite set A c (the sample space can be expressed as H = A [ A c ). The credibility of a fuzzy event (denoted as Cr{A}) is defined as the average between its possibility and its necessity values:
Moreover, (H, P(H), Pos) is the possibility space. A fuzzy variable b is defined as a function taken from a possibility space (H, P(H), Pos) to the set of real numbers. It is possible to define from the possibility measure the membership function (MF) l(b) of each fuzzy variable (Liu, 2004) . From an operative point of view, different methodologies can be adopted in order to achieve the MF for a fuzzy variable. The acquisition of the MFs is one of the problems (so-called knowledge acquisition) of structural analysis based on the fuzzy set theory. Generally, it is possible to assert that a unitary approach does not exist for the so-called fuzzification, but different procedures can be adopted for a specific situation. These methods for constructing a MF can be either direct or indirect with a single expert or multiple experts (Klir, 2006) . In this paper, it is assumed that the MF of each fuzzy variable is known: in other words, it is supposed that a knowledge acquisition procedure has been performed preliminarily.
A n-dimensional fuzzy vector is defined as a function taken from a possibility space (H, P(H), Pos) to the set of n-dimensional real vectors. In other terms, a vector is fuzzy if and only if each element is a fuzzy variable (Liu, 2004 ). Moreover, among other possible definitions, it is assumed that a fuzzy function (or mapping operator) is a deterministic model able to map from fuzzy variables into fuzzy variable (see for example Duboius and Prade, 1980 and Buckley, 2005) . A fuzzy function does not produce fuzziness and the image of a crisp variable remains crisp. The extension principle or interval arithmetic can be performed to evaluate the output fuzzy variable from a fuzzy function with assigned input fuzzy variables.
Expected value of a fuzzy variable
As in the case of random variables, the expected value of a fuzzy variable plays an important role in the formulation of the FRDO. In this section, the adopted definition of expected value for a fuzzy variable is introduced.
Let b a fuzzy variable with assigned MF denoted as l (b). Then the following relations can be obtained:
The expected value of a fuzzy variable (Liu and Liu, 2002 ) is defined by means of the credibility measure:
This expression represents a general statement for the expected value evaluation of a fuzzy variable. A more convenient rule can be adopted in substitution for (7) when the MF of the fuzzy continuous variable follows a monotonically increasing law in the range of [À1, b 0 ] and a monotonically decreasing one in the range of [b 0 , +1]. In this circumstance, it is possible to compute the expected value as:
The expression can be usefully adopted to evaluate the expected value of the fuzzy output variable when its MF has been computed.
Entropy of a fuzzy variable
As stated above, structural performance scatters due to the presence of uncertainties. The commonly used index in RDO is the variance of a specific variable but, given the aim of defining the lack of knowledge, the concept of Shannon's entropy becomes important in the information theory and is sometimes referred to as the conventional measure of randomness. In more general terms, in the presence of fuzziness, the concept of fuzzy entropy can be adopted to quantify the problem of uncertainty. This gives a particular crisp value able to represent the grade of indeterminateness for a specific fuzzy variable (Duboius and Prade, 1980) . Fuzzy entropy is very important in measuring fuzzy-type information: it is the basic function of the fuzzy information processing and it is used to evaluate the fuzzy degree between two fuzzy sets.
For the purpose of this paper, the last consideration is remarkable because it allows for the comparison of different levels of robustness between two solutions. Different Authors have proposed some formulations regarding this topic in accordance to specific requirements that will be listed below.
For instance, De Luca and Termini (1972) propose the following definition:
Another common definition is proposed by Haldar and Reddy (1992) :
is a unitary form for the MF. In more general terms, the basic characteristics of the fuzzy variable entropy are (Liu, 2007) :
The entropy of a crisp number is minimum. The entropy of an equipossible fuzzy variable is maximum. The entropy is applicable not only to finite and infinite cases but also to discrete and continuous cases.
Regarding these properties, a more recent definition of fuzzy entropy has been proposed by Liu (2008) . In particular, if b is a continuous fuzzy variable, then its entropy is defined by:
where the function S(t) is:
In this work, despite other possible and alternative definitions, the statement in (12) is adopted. From this formulation, it can be observed that if a continuous fuzzy variable tends to be a crisp number, its entropy tends towards the minimum (zero): evidently, there is not any uncertainty.
Moreover, in (12) it is possible to observe that the maximum entropy is reached when b is an equipossible fuzzy variable. From an operative point of view, it is useful to detail expression (12). It is known that for any continuous fuzzy variable with MF b(b) it follows that:
Consequently, the previous statement in (12) takes the following expression:
Regarding the previous definition of the fuzzy entropy, it is possible to observe the evident similarity with the definition reported in (9). In the numerical applications, this latter formulation has been conveniently used to estimate the entropy of the fuzzy output variable, once that its MF has been computed.
Fuzzy-based robust design optimization formulation
In RDO the worsening in performance is usually acceptable in order to obtained a reduction of sensitivity. In probabilistic terms, as formulated in (1), this means allowing a greater value of that expected to achieve a lower value for the standard deviation. Under fuzziness, such a problem is opportunely formulated as follows: (7) and (12). Moreover, e g is the fuzzy vector of the uncertain variables, d is DV and d l e d u are its lower and upper values. Under these circumstances, it is important to observe that each of the constraints h j in (16) is a fuzzy function. Therefore, it is necessary to extract a specific (crisp) value h j from the output fuzzy variable (defuzzification). The difference between the two formulations (1) and (16) is illustrated in Fig. 1 .
The expected value and the entropy of the fuzzy variable are often in conflict. For this reason, it is essential to adopt opportune strategies with the aim of solving the multiobjective optimization problem (MOOP) and to define the corresponding Pareto front. A generic result in the Pareto sense is that another feasible solution which could decrease some criterions without causing a simultaneous increase in at least one does not exist (Coello Coello, 1999) . Normally, the decision about the final solution to be adopted is formulated by a decision maker. Extremely rare is the case in which the decision maker does not have any responsibility and a generic Pareto optimal solution is considered acceptable (''no-preference-based methods"). On the other hand, several ''preference-based methods" exist in literature. A more general definition of a ''preference-based method" allows preference information to be used in the search to influence the Pareto optimal solution (Coello, 2000) . Thus, in ''a priori methods", the decision maker's preferences are incorporated before the search begins. Therefore, based on the decision maker's preferences, it is possible to avoid producing the entire Pareto optimal set. In ''progressive methods", the decision maker's preferences are incorporated during the search. This scheme offers the advantage of driving the search process, but the decision maker may be unsure of his preferences at the beginning of the procedure and may be informed and influenced by information that becomes available during the search. A last class of methods is ''a posteriori": in this case, the optimiser carries out the Pareto optimal set and the decision maker chooses a solution (in other words, search first and decide later). Many researchers view these last approaches as standard, so that in a wide range of cases a MOOP is considered resolved once the Pareto front is achieved. Genetic-based multiobjective algorithms and general tools to find the real Pareto front (Deb, 2001 ) are very suitable in ''a posteriori" approaches.
Numerical applications in structural optimization
In this section, three different applications are proposed in order to verify the accuracy and the usefulness of the formulation reported in (16). The first and third examples regard a common but relevant application of robust design strategy; historically, such applications have been applied in the optimal design of truss structures. The second example is developed for a somehow more original application and involves the robust design of a cracked column under buckling load. In all examples, the main result is the Pareto front correspondent to the MOOP in (16).
The first and second numerical examples involve a single design variable without constraints so that, their Pareto fronts may be easily extracted. On the other hand, the last example involves a higher number of design variables and the presence of constraints is also considered. For this reason, a standard Non-dominated Sorting Genetic Algorithm in its second version (NSGA-II) (Deb et al., 2002) has been adopted by using a real-based chromosome encoding. The algorithm sorts out the current population with the Pareto dominance criterion rendering it possible to assign rank 1 for each individual of the first front where non-dominated solutions are founds. The second front is composed of the individuals with rank 2 dominated by the individuals of the first front. The procedure is the same for each other front and a progressive rank is assigned. Subsequently, the algorithm calculates the crowding distance which is a parameter that determines how close an individual is to the neighbour in the front. Obviously, between two solutions with different non-domination ranks, the best point is that with the lower rank; if both points belong to the same front, the point which is located in a region with less number of points is preferred. These criteria are used in the binary tournament selection: two individuals are pseudo-casually chosen and only one is selected as a parent. Regarding genetic operators, a Simulated Binary Crossover is performed in order to simulate the operation of a single-point binary crossover directly on real variables and the Parameter-based mutation operator has been adopted to restore lost or unexpected genetic material into a population in order to improve the search space exploration and to avoid suboptimal solutions. A short discussion about these genetic operators can be found in Deb and Gulati (2001) . After trial-and-error preliminary investigations, a population size of 100 individuals has been selected as GA parameters with a crossover probability of 90% and a mutation probability of 10%.
Linear elastic four bars structure
To illustrate the effectiveness of the above procedure, firstly an academic application whose object is a simple linear elastic four-bar structure (Fig. 2) is proposed.
The structure is composed of bars A and C with area A 1 and modulus of elasticity E 1 , and of bars B and D with area A 2 and modulus of elasticity E 2 . In particular, it is assumed that A 2 is equal to 0.5A 1 , where A 1 is the unique design variable. Numerical values for geometrical and mechanical properties, as well as for the horizontal load F are reported in Table 1 .
The aim in this application is to perform a displacement and cost-based design optimization with the goal of minimizing the sum of the displacement u and the structural volume (economic index).
Therefore, if l i (i = 1,. . . , 4) denotes the length of each bar, the following expression is minimized: In (17), c is a homogenization factor and it defines the relative importance between two addends. Therefore, the FRDO formulation is: The first solution of the set (red line and circle markers) is characterized by the best performance (the sum of the controlled displacement and structural volume) and by a greater sensitivity. This solution offers the minor expected value of the fuzzy output but also an ample value of the fuzzy entropy. On the other hand, the second solution (the last of the set, blue line and square markers) shows a worsening of the performance and at the same time an improvement of robustness. Fig. 4 demonstrate how the expected value and the fuzzy entropy vary in reference to all possible values for the design parameter in its feasible interval.
The precedent graphs confirm that these indicators are in mutual opposition. With reference to the design variable, the expected value increases (with the exception of a brief initial range) and the fuzzy entropy decreases. Evidently, on the grounds of Figs. 3 and 4 , the decision maker can decide on the final solution to adopt.
Buckling load of column in presence of crack
The buckling load of the structural element under compression is remarkably influenced by the occurrence of imperfections (initial deflection or cracks). This problem should be taken into consideration in the analysis and design process in many fields, such as civil, mechanical and aeronautical engineering. Unfortunately, this is not the only problem. In many types of structures, the real critical load is noticeably lower than the theoretical one as a consequence of the inevitable presence of uncertainties. As confirmed by Elishakoff (2000) , a more natural way of considering the indeterminateness of data in buckling assessment is to treat such data as random variables. However, the same Author underlines that the probabilistic methods do not seem to have the monopoly in dealing with uncertainty. This is confirmed by a recent work proposed by Qiu et al. (2006) regarding the application of an ellipsoidal-bound convex model to investigate the buckling load of a column with uncertain, but bound, initial imperfections. The deterministic optimum design of the structural elements in presence of cracks has been further investigated by Lellep and Puman (2007) with reference to inelastic conical shells. This paper aims to perform a FRDO for a slender prismatic fixed free-ended column with a single crack edge, as illustrated in Fig. 5 . Moreover, it is assumed that the crack is not subject to alterations and/or propagation under loading conditions.
In Fig. 5 , L denotes the column height, h is the dimension of the transversal (square) section, a is the depth of the crack whose position is defined by x c . Initially, it is assumed that all parameters are crisp variables in order to define the general expression of the mapping operator. Successively, the presence of fuzziness is considered. Under the assumption that the cracked section can be substituted with a massless rotational spring whose flexibility is a function of the crack depth and position, Gurel and Kisa (2005) adopt the transfer matrix method to achieve the following expression in order to obtain the buckling load:
where k 2 = P cr,1 /EI, P cr,1 is the buckling load and EI the flexural rigidity. With regards the flexibility of the conventional massless rotational spring C, Gurel and Kisa (2005) propose to use the following expression (Shifrin and Ruotolo, 1999): 
In this application, the aim is to minimize the following expression:
In (17), c is a homogenization factor and it defines the relative importance of two addends. V max is the maximum volume value for assigned uncertainty conditions and P eul = p 2 EI/(4L 2 ) is the Euler buckling load for the same, but uncracked column. This statement is equivalent to searching economic design solutions (V is the structural volume) with sufficiently large values for the buckling load. Numerical values for geometrical parameters are reported in Table 2 .
Finally, the FRDO formulation is:
Fig . 6 reports the Pareto front and two extreme solutions. As in the precedent example, the robustness increases when performance worsens. The first solution of the set (red line and circle markers) is characterized by the best performance, but it is affected by greater sensitivity. On the other hand, the second solution (the last of the set, blue line and square markers) shows a deterioration of the performance but an enhancement in robustness. Fig. 7 evolves as the expected value and the fuzzy entropy varies with reference to all possible values for the design parameter in its feasible interval.
Once again, the graphs show that the expected value and entropy are in mutual opposition: with reference to the design variable, the expected value increases and the fuzzy entropy decreases.
Vertical truss structure
The last example regards a 2D vertical linear elastic truss structure. It is composed of 10 equal square divisions and 22 nodes, for a total of 51 bars that are assumed as pipe type elements. The maximum stress allowed in each element is equal to f y (fuzzy variable) and Young's modulus is 200,000 N/mm 2 (crisp value). Four groups of bars are considered: lower, upper, vertical and diagonal bars. This assumption supposes a condition of constructive order and allows for a better quality control, as well as a potential reduction of the structural life cycle cost (especially with regards to the maintenance cost). It is necessary to define the outside diameter D and the wall thickness d for each group so that, together, there are 8 design variables. The layout of the structure, constraints and nodal loads is illustrated in Fig. 8 .
Design vector is composed as follows: the first pair of elements is related to the lower bars (outside diameter and wall thickness), the second pair to the upper bars, the third pair to the vertical bars and the last pair to the diagonal bars. The other numerical values for geometrical and mechanical properties, as well as for loads, are reported in Table 3 .
As in the first application, the aim is to perform a displacement and cost-based design optimization: the goal is to minimize the sum of the maximum displacement u max and of the structural volume V. The general FRDO formulation in (16) yields:
where N Sj is the jth axial load and N Rj is the respective admissible value for the jth bar. In this application, a common static penalty approach for handling constraints is taken into consideration giving:
where a is a homogenization factor which defines the relative importance between two addends and V min is the minimum structural volume. V c is the so-called constrained volume of the structure:
where V is the effective structural volume and k pen is the penalty factor that defines the equivalence between volume and violated constraints. The penalty term is evaluated as follows. Firstly, one notes that for each jth bar both axial load and its maximum admissible value are fuzzy variables. Therefore, for both N Sj and N Rj their centroid is evaluated as: 
where l(n Sj ) and l(n Rj ) denote the MF for N Sj and N Rj . Consequently, in (25) we have that only a violated constraint (that corresponds to N Sj > N Rj Þ produces a fictitious structural volume increment (total number of violated constraints is N viol ), proportional to:
In final form:
Two utopian points have been used to obtain a normalized Pareto front so that the differences among the proposed OFs in two or more non-dominated solutions of the set are straightforwardly achievable. The Pareto front is illustrated in Fig. 9 and the two intermedial solutions are also presented. Fig. 9 (blue line and square markers) shows a higher than expected fuzzy value but, at the same time, a smaller indeterminateness confirmed by a smaller value of the fuzzy entropy. Consequently, by adjusting the outside diameter and the wall thickness of the bars, the design tends to be less sensitive to the fuzzy-type indeterminateness in comparison to the former design (red line and circle markers).
Conclusions
This paper introduces an original interpretation of the classic robust design optimization problem. The fuzzy-based robust design problem for structural optimization has been presented under the hypothesis that all uncertain variables can be modelled as fuzzy ones. A multiobjective optimization problem has been formu- lated considering the expected value and entropy of a structural performance as representing conflicting indices. The expected value controls the optimal solution efficiency and the entropy deals with the sensitivity to problem uncertainty. The main advantage of the present approach is that it can reliably overcome the difficulty presented by the presence of fuzzy variables in defining robust solutions. The formulation has been performed on different numerical applications to demonstrate versatility and utility.
