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Tato práce pojednává o architektuře procesorů typu VLIW a části překladače určené pro
plánování instrukcí. Dále popisuje kompilační platformu LLVM – zejména části důležité pro
vytvoření plánovacího průchodu pro VLIW architekturu. Vytvoření nového plánovacího
průchodu je cílem této práce. Jsou zde zhodnoceny výsledky testování tohoto průchodu, jež
bylo provedeno na architektuře VEX.
Abstract
This bachelor thesis discusses about VLIW processor architecture and about the part of
the compiler which is designed for instruction scheduling. It describes LLVM compiling
platform, especially those parts which are important to create new schedulling pass for
VLIW architecture. Creation schedulling pass is also a result of this work. Futhermore, test
results of newly Scheduling pass are described. Test was conducted on VEX architecture.
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Zariadenia, ktorých srdcom je mikroprocesor, nás každodenne sprevádzajú denným živo-
tom. Požaduje sa, aby pracovali rýchlo a s nízkou spotrebou. Rýchlosť výpočtu je možné
ovplyvniť dvoma hlavnými faktormi – buď sa bude zväčšovať rýchlosť polovodičov a vylep-
šovať ich technológia, alebo sa budú výpočty paralelizovať. Práve touto druhou metódou
sa zaoberá moja bakalárska práca.
Zo začiatku pojednáva o špeciálnej procesorovej architektúre VLIW, ktorá je schopná
v určitých momentoch prevádzať niekoľko inštrukcií paralelne. Neskôr približuje možné
použiteľné techniky pre prekladače. Tieto techniky napomáhajú zostaviť kód pre VLIW
architektúru. Posledná časť je venovaná opisu samotnej práce autora, ktorou je úprava
existujúceho prekladača tak, aby bolo možné pomocou tohto prekladača prekladať programy
pre VLIW architektúry.
1.1 VLIW
Skratkou VLIW (Very Long Insruction Word – Veľmi dlhé inštrukčné slovo) je označovaná
architektúra procesorov, ktorá je schopná prevádzať niekoľko inštrukcií paralelne, čiže im-
plementuje ILP1. Implementáciu určitého stupňa paralelizmu pri prevádzaní inštrukcií, do-
sahuje tým, že obsahuje niekoľko funkčných jednotiek, ktoré sú schopné prevádzať niekoľko
úkonov naraz. Tieto funkčné jednotky zoskupujeme do klastrov. Inštrukcie pre jednotlivé
funkčné jednotky sú spájané do jedného veľmi dlhého inštrukčného slova, odkiaľ aj pochá-
dza názov tejto architektúry procesorov. Prekladač musí zaručiť, že jednotlivé inštrukcie
v inštrukčnom slove je bezpečné prevádzať paralelne. Hardvérová implementácia procesoru
spolieha, že prekladač vyprodukuje korektný a rýchlo prevádzateľný kód.
Ďalším spoločným znakom je, že popis inštrukcií, doba ich prevádzania, funkčné jed-
notky a klastre sú viditeľné pre prekladač, ktorý má o nich detailné informácie.
Niektorí zástupcovia tejto architektúry sú Intel Itanium, TI C64X, HP Lx S200, Philips
TriMedia, Chilli, Cydra – 5, Multiflow.
1.1.1 História
Ako uvádza [8] a [4], v osemdesiatych rokoch minulého storočia bolo niekoľko vznikajúcich
firiem, ktoré sa snažili zvýšiť rýchlosť prevádzania výpočtu na počítačoch tým, že využívali
určitý druh paralelizácie. Firma Multiflow, ktorá bola založená priekopníkom vo vývoji
1Anglická skratka spojenia Instruction Level Parallelism.
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VLIW architektúry Joseph A. Fisherom a jeho kolegami z Yale University, mala niekoľko
komerčných úspechov. Ich systém bol založený na globálnom plánovaní inštrukcií2.
Konkurenčná firma Cydrome založená druhým priekopníkom vo vývoji VLIW architek-
túr Bob Rau a ďalšími, priviedla na trh procesor s označením Cydra – 5. Ich systém bol
založený na zreťazenom spracovaní inštrukcií a modulo schedulingu3. Obidve firmy však
skončili svoju činnosť a to v rokoch 1988 (Cydra) a 1990 (Mulitflow).
Neskôr VLIW architektúra prežila svoje znovuzrodenie, keď niekoľko popredných vý-
robcov procesorov, uviedlo na trh svoje implementácie.
1.1.2 Špecifiká architektúry
Ako už bolo spomínané, VLIW architektúry obsahujú niekoľko klastrov, čo zobrazuje aj
obrázok 1.1, ktorý približuje vnútornú štruktúru procesoru. Je tu možné vidieť, že niektoré
časti procesora sú spoločné pre každý klaster. Napríklad jednotka pre dekódovanie dlhého
inštrukčného slova alebo vyrovnávacia pamäť. Ďalší obrázok 1.2 ukazuje skladbu jedného
klastra. Klaster má niekoľko funkčných jednotiek a nie je pravidlom, aby jeden klaster
obsahoval všetky možné funkčné jednotky. Každý klaster obsahuje vlastné registrové pole
a jednotku, ktorá sa stará o uloženie alebo načítanie dát z pamäte.
Obrázok 1.1: Zobrazenie vnútornej štruktúry architektúry HP Lx S200. Prevzaté z [6].
Ďalší druh procesorov, ktorý implementuje ILP sú superskalárne procesory. Na rozdiel
od VLIW obsahujú špecializovaný hardvér. Pracujú s obyčajnými inštrukciami, ktoré sú
schopné načítať vo väčšom počte a prevádzať tie, ktoré nemajú medzi sebou závislosti.
Prevádzajú dynamické plánovanie, ktoré prebieha až počas vykonávania inštrukcií. Počet
načítaných inštrukcií sa môže dynamicky meniť, závisí to na hardvérových možnostiach
procesora.
2Ide o plánovanie, ktoré je prevádzané nad niekoľkými základnými blokmi, táto problematika bude ešte
ďalej rozobratá.
3Metóda pre plánovanie cyklov za účelom zvýšiť ILP.
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Obrázok 1.2: Zobrazenie vnútornej štruktúry jedného klastra. Klaster obsahuje niekoľko
funkčných jednotiek. Obrázok je prevzatý z [6].
Naopak VLIW architektúry používajú statické plánovanie, ktoré je implementované ako
súčasť prekladača. Prekladač staticky určuje počet inštrukcií, ktoré sa budú načítavať v da-
nom cykle vykonávaného programu. Program tvoria dlhé inštrukčné slová, ktoré obsahujú
medzi sebou nezávislé inštrukcie.
1.1.3 Formát inštrukcií
Veľmi dlhé inštrukčné slová sú v rôznych literatúrach nazývané rôzne. Pre ďalšie objasnenie
problematiky som sa rozhodol zvoliť anglické slovíčko bundle4. Inštrukcie, ktoré sa budú
kódovať do jedného dlhého inštrukčného slova sa nazývajú slabiky.
Pre binárny zápis inštrukcií existuje niekoľko druhov kódovania slabík do bundle. Každá
architektúra používa vlastnú metódu. [8] uvádza nasledovné principiálne rozdelenie metód:
• pevná dĺžka bundle aj slabík (nepoužíva sa žiadne kódovanie),
• kódovanie s pevnou dĺžkou hlavičky,
• distribučné kódovanie,
• kódovanie na základe šablóny.
Pevná dĺžka bundle aj slabík (obr. 1.3) je technika, ktorá sa používala v prvých VLIW
procesoroch. Dekódovanie, prebiehalo na základe informácie, že slabika na danej pozícii
v bundle je určená pre danú funkčnú jednotku. Ak nebolo možné toto miesto zaplniť pri
plánovaní ešte nenaplánovanou slabikou, vložila sa na toto miesto slabika reprezentujúca
inštrukciu NO – OP (NO – OPeration).
4Anglický výkladový slovník toto slovo popisuje ako kolekciu vecí zviazaných alebo zabalených spolu.
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Obrázok 1.3: Ukážka kódovania s pevnou dĺžkou bundle aj slabík.
Kódovanie s pevnou dĺžkou hlavičky (obr. 1.4) je technika, ktorá sa snaží zreduko-
vať výskyt inštrukcie NO – OP v bundle. Na začiatku každého bundle je niekoľko bitov,
ktoré určujú prítomnosť alebo neprítomnosť danej slabiky. Takýmto spôsobom je možné,
že vzniknú bundle s rôznou dĺžkou. Reprezentant tohto druhu kódovania je napríklad Mul-
tiflow.
Obrázok 1.4: Ukážka kódovanie s pevnou dĺžkou hlavičky.
Distribučné kódovanie (obr. 1.5) je technika používajúca špecializované bity medzi jed-
notlivými slabikami. Pri rôznych architektúrach môžu mať tieto bity rôzny význam. Na-
príklad architektúra TI C6x, tieto bity prezentuje ako tzv. parallel bits. Bity identifikujú
slabiky, ktoré môžu byť prevádzané paralelne. Týmto spôsobom je možné zostrojiť bundle
rôznej dĺžky.
Obrázok 1.5: Ukážka distribučného kódovania.
Kódovanie na základe šablóny (obr. 1.6) je technika, ktorá podobne ako kódovanie s pev-
nou dĺžkou hlavičky má pred slabikami niekoľko bitov. Tieto bity reprezentujú šablónu, ktorá
určuje typ operácie a hranice medzi zhlukmi slabík, ktoré je možné previesť paralelne. Re-
prezentant tohto druhu kódovania je napríklad Intel Itanium.
Zápis inštrukcií asembleru sa líši medzi architektúrami. Je však dôležité pri každej
inštrukcii označiť pre ktorý klaster je určená. Jednotlivé bundle sú oddeľované špeciálnym
separátorom, napríklad dvoma bodkočiarkami ;;.
1.1.4 Podpora zo strany prekladača
VLIW architektúry oproti superskalárnym procesorom majú jednoduchší hardvér. Čo im
síce zaručuje nižšiu cenu, ale zvyšuje požiadavky na prekladač. Prekladač musí zabezpečiť
nasledovné:
• bundle je presne vo formáte, aký je požadovaný architektúrou,
• jednotlivé slabiky reprezentujúce inštrukcie, sú medzi sebou nezávislé,
• prekladač musí mať prehľad o obsadenosti funkčných jednotiek – môže do bundle vložiť
len toľko inštrukcií, koľko funkčných jednotiek architektúra obsahuje, resp. v danom
cykle plánovania sú k dispozícií.
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Obrázok 1.6: Ukážka kódovania na základe šablóny.
Časť prekladača, ktorá sa týmto zaoberá je plánovač inštrukcií. V kapitole 1.2 budú
opísané základné algoritmy, ktoré sú určené práve pre VLIW architektúry.
1.1.5 Príklady VLIW architektúr
EPIC
EPIC ( Explicitly Parallel Instruction Computing ) je implementácia VLIW koncepcie vý-
robcovov procesorov HP a INTEL. Používa kódovanie bundle na základe šablóny, ktorá má
5 bitov. Za šablónou sa nachádzajú tri slabiky, každá má dĺžku 41 bitov (obr. 1.7). Cel-
ková dĺžka inštrukcie je 128 bitov. Kódovanie pomocou šablóny, v tomto prípade, vkladá
Obrázok 1.7: Ukážka bundle v EPIC.
na voľné miesta v bundle NO – OPy čím zaťažuje vstupnú vyrovnávaciu pamäť procesora
nadbytočnými informáciami. EPIC bol implementovaný pod označením Intel IA – 64.
Itanium, Itanium 2 a Itanium 9300
Tieto architektúry sú založené na architektúre EPIC. Majú rovnakú dĺžku inštrukcie a sú
schopné načítať v jednom takte procesoru dva bundle. Obsahujú 128 registrov pre čísla
s pevnou desatinnou čiarkou, 128 registrov pre čísla s pohyblivou desatinnou čiarkou, 64
jedno – bitových registrov používaných pri predikcií a 8 registrov pre vyhodnocovanie pod-
mienok. Procesor obsahuje spolu 30 funkčných jednotiek. Sú nasadzované do serverov a
zariadení, ktoré disponujú vysokým výpočetným výkonom. Poslednou verziou uvedenou na
trh v roku 2010 bol Intel Itanium 9300, ktorý obsahuje niekoľko jadier.
TI C64x
Texas Instruments implementoval svoju vlastnú verziu VLIW procesoru. Obsahuje dva
klastre, pričom každý klaster obsahuje 4 funkčné jednotky. Má podporu pre 40 bitové čísla
s pevnou desatinnou čiarkou a 64 bitové čísla s pohyblivou desatinnou čiarkou. Ďalej obsa-
huje 32 registrov, kde každý z registrov má 32 bitov. Inštrukcia obsahuje osem 32 bitových
slabík a je kódovaná pomocou distribučného kódovania.
Efficeon
Efficeon je druhá generácia procesora Crusoe od spoločnosti Transmeta. Obsahuje 11 funk-
čných jednotiek a dĺžka inštrukcie je 256 bitov. Vznikla tu snaha emulovať programy, ktoré
sú písané pre architektúru x86. Za týmto účelom vznikol Code Morphing Software, ktorý
tvorí rozhranie medzi procesorom a softvérom písaným pre x86.
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HP Lx S200
Obrázky 1.1 a 1.2 už priblížili vnútornú architektúru tohoto procesora. Architektúra obsa-
huje štyri klastre s tým, že každý klaster je schopný načítať inštrukciu, ktorá obsahuje štyri
slabiky. Veľkosť jednej slabiky je 32 bitov. Obsahuje 4 ALU jednotky a 2 násobičky, ktoré sú
schopné násobiť 32 bitový operand so 16 bitovým operandom. Ďalej registrové pole, ktoré
obsahuje 64 registrov, pri čom každý register má 32 bitov. Okrem iného aj osem registrov
o veľkosti 1 bit, pre vyhodnocovanie podmienok a ďalšie jednotky.
1.2 Prekladač a plánovanie inštrukcií pre VLIW achitektúru
Pri písaní aplikácií, pre procesor danej architektúry, vo vyšších programovacích jazykoch, je
potrebné použiť prekladač z jazyka, v ktorom je aplikácia písaná, do jazyka nižšej úrovne.
Na obrázku 1.8 sú zobrazené dve hlavné časti prekladača predná časť (frontend) so svojimi
podčasťami a zadná časť (backend) so svojimi podčasťami. Prekladaný program je spraco-
vávaný najprv prednou časťou prekladača – postupnosťou jednotlivých podčastí. Výstupom
je generovaný medzikód. Medzikód predstavuje vstup pre zadnú časť prekladača. Pre výklad
je zaujímavá tá časť, ktorá sa zaoberá plánovaním inštrukcií. Táto časť je bližšie popísaná,
za účelom opísať možnosti plánovania, čo znamená vytvorenie optimálneho programu pre
VLIW architektúru. Všeobecnejšie plánovaním sa zaoberá [9]. Ostatné časti prekladača a
celkovo problematika prekladačov je dobre rozobratá v [1].
Obrázok 1.8: Časti prekladača.
Na začiatku je nutné uviesť niekoľko základných pojmov, aby ďalej mohli byť opisované
použiteľné algoritmy.
1.2.1 Hazardy
Hazard vznikne pri vykonávaní inštrukcie, ktorá je závislá na inej inštrukcií. Tieto závislosti
je možné rozdeliť do troch skupín:
• datové hazardy – vznikajú pri inštrukcií, ktorá závisí na výstupe inej inštrukcii,
• štrukturálne hazardy – vznikajú, keď niektorý zo zdrojov v procesore je vyžadovaný
dvomi alebo viacerými inštrukciami naraz,
• riadiace hazardy – vznikajú v rámci nerozhodnutej podmienky, lebo nie je možné určiť
ktorá ďalšia inštrukcia sa bude načítavať.
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1.2.2 Základný blok
Ďalší potrebný pojem je základný blok5. Do základného bloku je možné vstúpiť len skrze
prvú inštrukciu a vystúpiť len skrze poslednú inštrukciu. Vytvára sa z častí kódu, ktoré
nemajú žiadne bočné vstupy ani výstupy. Po rozdelení vstupného programu do základných
blokov, je možné nad každým blokom previesť plánovanie, popísané v ďalších kapitolách.
1.2.3 List Scheduling
Základný algoritmus pre plánovanie nad jedným základným blokom sa volá List Schedu-
ling. Algoritmus umožní, ak je to dosiahnuteľné, že v okolí inštrukcie sa nebudú nachádzať
inštrukcie, medzi ktorými by dochádzalo k hazardom.
Najprv je potrebné zo základného bloku zostrojiť orientovaný acyklický graf, na základe
závislostí medzi inštrukciami. Obrázok 1.9 (príklad je prevzatý z [1]) to ilustruje. V základ-
nom bloku sa nachádzajú tri inštrukcie, ktoré nie sú závislé na iných inštrukciách. Sú to
LD R2, 0(R1), LD R3, 8(R1) a posledná inštrukcia ST 0(R7), R7. Táto inštrukcia je aj
hraničnou inštrukciou, ktorou končí blok a musí sa previesť ako posledná. Inštrukcie, ktoré
sa nachádzajú vo vnútri bloku, sú pospájané na základe ich závislostí. Napríklad inštrukcia
ADD R3, R3, R2 potrebuje obsah registra R2, do ktorého zapisuje LD R2, 0(R1) a preto
je na nej závislá. Tiež potrebuje čítať z registra R3 do ktorého zapisuje inštrukcia ADD R3,
R3, R4 preto tu vzniká spojenie.
Obrázok 1.9: Vytvorenie orientovaného acyklického grafu na základe závislostí, medzi
inštrukciami v základnom bloku.
Keď je vytvorený graf závislostí, je možné priechodom cez tento graf naplánovať jed-
notlivé uzly. Vždy je vybratý uzol, ktorého všetky závislosti sú už splnené a vložený do
výsledného lineárneho zoznamu naplánovaných inštrukcií. Ak sú k dispozícií viaceré uzly a
všetky majú splnené svoje závislosti, priorita výberu jedného z nich je určená nasledovne:
5V anglickej literatúre označovaný ako Basic block.
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1. Uzol sa vyberie na základe kritickej cesty6. Kritická cesta je najdlhšia cesta skrze
graf. Každý uzol obsahuje informácie o svojej váhe, ktorá predstavuje dĺžku najdlhšej
cesty. Vyberie sa ten uzol, ktorý má najväčšiu váhu.
2. Vyberie sa uzol na základe toho, koľko funkčných jednotiek a na ako dlho ich inštruk-
cia, ktorú reprezentuje uzol obsadí. Uzly, ktorých prevádzanie zaberie viac funkčných
jednotiek alebo viac funkčných cyklov, majú vyššiu prioritu.
3. Vyberajú sa uzly bez toho, aby sa im určovala priorita. Uzol, ktorý sa skôr vyskytol
v pôvodnom programe bude skôr naplánovaný.
Výsledkom naplánovania grafu inštrukcií, ktorý bol zostrojený v predchádzajúcom prí-
klade, podľa dĺžky kritickej cesty by bolo nasledovné poradie inštrukcií (obr. 1.10). V prvom
cykle plánovania sú len dva uzly, ktoré majú splnené svoje závislosti LD R3, 8(R1) a LD
R2, 0(R1). Väčšiu váhu 4 má inštrukcia LD R3, 8(R1) tak sa naplánuje ako prvá. Po nej
LD R2, 0(R1) s váhou 3. V ďalšom cykle má splnené závislostí inštrukcia ADD R3, R3, R4
s váhou 3. Keďže je jediná môže sa bezpečne naplánovať. V ďalšom cykle sú dve inštrukcie
so splnenými závislosťami ADD R3, R3, R2 s váhou 3 a ST 4(R1), R2 s váhou 2. Naplá-
nuje sa inštrukcia ADD R3, R3, R2, lebo má väčšiu váhu. A tak by sa pokračovalo až po
poslednú inštrukciu základného bloku.
Obrázok 1.10: Aplikácia List Schedulingu.Výber uzlov bol prevedený na základe dĺžky kri-
tickej cesty. Prevzaté z [1].
1.2.4 Trace Scheduling
Plánovať základné bloky môže byť v niektorých prípadoch neefektívne, lebo hranice zá-
kladných blokov sú pevne dané a ohraničujú často menší počet inštrukcií. Pri plánovaní pre
VLIW architektúry, kde je snaha o čo najvyššie ILP, je často počet nezávislých inštrukcií
v základnom bloku nepostačujúci na plné využitie funkčných jednotiek. Touto problema-
tikou sa zaoberal aj priekopník v oblasti VLIW Joseph A. Fisher. V roku 1981 uviedol
algoritmus Trace Scheduling [7].
Tento algoritmus bol určený pre VLIW architektúry a jeho základnou myšlienkou je ne-
prevádzať plánovanie nad jediným základným blokom, ale niekoľko základných blokov spojiť
a previesť globálne nad nimi List Scheduling. Základné bloky sa však nespájajú náhodne.
Spájajú sa tak, aby vytvárali cestu (v anglickej literatúre trace) najpravdepodobnejšieho
priechodu cez program. Táto cesta nesmie však obsahovať žiadne cykly. Základné bloky,
6V anglickej literatúre sa označuje ako Critical Path
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ktoré sa nedostali do hlavnej cesty, sa spájajú do vedľajších. Každá cesta sa plánuje ako
jeden veľký základný blok. Je nutné dávať pozor pri presune inštrukcií medzi základnými
blokmi, kedy je potrebné generovať kompenzačný kód. Kompenzačný kód sú inštrukcie,
ktoré sa vkladajú na špecifické miesto, aby sa zachovala funkcionalita programu. Napr. ak
by sa presúvala inštrukcia, ktorá je mimo podmienky do jednej z jej vetiev, je nutné danú
inštrukciu vložiť aj do druhej vetvy. Ilustrované na obrázku 1.11, kde jednotlivé elipsy pred-
stavujú základné bloky. V druhom základnom bloku je inštrukcia, ktorá sa má vložiť do
bloku, ktorý je súčasťou jednej z vetiev podmienky. Na pravej časti obrázku je možné vidieť,
že sa tak stalo, ale bolo potrebné túto inštrukciu vložiť aj do druhej vetvy podmienky.
Obrázok 1.11: Generovanie kompezačného kódu. Obrázok je inšpirovaný z [2].
1.2.5 SuperBlock Scheduling
Ako uvádza [12], tak plánovaním pomocou SuperBlocku je možné dosiahnuť vyššie ILP.
Samotný algoritmus vychádza z Trace Scheduling, s tým že sa snaží eliminovať zložité ge-
nerovanie kompenzačného kódu. Algoritmus vytvára cesty, ktoré nemajú žiadne postranné
vstupy – výstupy môžu mať. Postranné vstupy sa odstraňujú metódou duplikácií kódu7 čo
nám ilustruje obrázok 1.12. Obdĺžnikom je naznačený SuperBlock a elipsami základné bloky.
Na obrázku je naznačené, že SuperBlock má niekoľko postranných vstupov, ktoré je nutné
eliminovať. Tieto vstupy sú do jedného základného bloku. Preto sa vytvorí nový rovnaký
blok a do neho sa napoja postranné vstupy pôvodného SuperBlocku. Nový základný blok
sa považuje za SuperBlock. Nad vzniknutými blokmi sa vykoná List Scheduling.
1.2.6 Vliv počtu registrov na plánovanie pre VLIW
VLIW architektúry v každom svojom klastri obsahujú pomerne veľké registrové polia. Práca
s registrami je rýchla a nemusí sa k nim pristupovať prostredníctvom kontrolnej jednotky.
Druhá výhoda spočíva v tom, že procesor môže menej informácií ukladať na zásobník
a viac pracovať s registrami. Práca so zásobníkom vyžaduje vyhradenie registra pre Base
pointer a Stack pointer. Prostredníctvom týchto registrov je možné pristupovať k informá-
ciám na zásobníku, ale zároveň tieto registre predstavujú aj problematické miesto pri snahe
7V anglickej literatúre tail duplication
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Obrázok 1.12: Duplikácia kódu. Obrázok je inšpirovaný [12].
o vyššie ILP. Lebo pri vykonávaní programu sa z nich číta a do nich zapisuje tak často,
že bundle sú medzi sebou závislé natoľko, že obsahujú jednu alebo dve slabiky. Pri vyu-
žití registrových polí je možné, že bude využitých viac slabík v bundle, ale konečný počet
zostavaných bundle, čiže veľmi dlhých inštrukčných slov, bude menší.
1.3 Kompilačná platforma LLVM
Ako základ pre prekladač, na ktorom sa odvíja ďalšia moja práca, je zvolená kompilačná
platforma LLVM. Pre potreby zadania vznikol nový backend, ktorý implementuje zadnú
časť prekladača priamo pre VLIW architektúru VEX. Tiež vznikol nový priechod a doplnky
pre systém LLVM. Preto bude v ďalších kapitolách bližšie popísaný.
Low-level virtual machine je kolekcia knižníc a nástrojov, ktoré uľahčujú stavbu prekla-
dačov, optimalizátorov, JIT kód generátorov a programov súvisiacich s prekladačmi. Medzi
silné stránky LLVM infraštruktúry patrí okrem modularity, jednoduchého dizajnu, aj ne-
závislosť na koncovej platforme, zameranie na optimalizácie a iné [11]. Použitím frontendov
llvm-gcc, llvm-g++ alebo clang8, je možné preložiť programy z vyššieho programovacieho
jazyka do špeciálneho medzikódu, ktorý ma trojadresný charakter. Tiež je možné použiť
niektorý z backendov pre chcenú koncovú platformu. Keďže plánovanie sa nachádza práve
v backende, budem sa zaoberať len touto časťou LLVM. Celý backend a aj jeho tvorba
je dobre popísaná v [13]. Plánovanie je popísané v [9], preto sa sústredím len na definíciu
pojmov a algoritmov, ktoré sú nutné k pochopeniu samotnej mojej práce.
8Stránky projektu sú dohľadateľné na http://clang.llvm.org.
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1.3.1 Backend v LLVM
Na obrázku 1.13 je zobrazená postupnosť priechodov, ktoré sú postupne aplikované na
vstupný trojadresný LLVM medzikód.
Obrázok 1.13: Postupnosť priechodov v backende LLVM.
Bližšie opisovaný bude blok plánovania a neskôr bude spomenutý blok Neskoré strojovo–
závislé optimalizácie.
1.3.2 Plánovanie v LLVM
Obecne je možné prevádzať plánovanie pred alokáciou registrov, alebo aj po nej. Všetky
nasledujúce algoritmy sú založené na použití List Schedulingu s tým, že každý z nich používa
inú implementáciu prioritnej fronty. V LLVM sú algoritmy, ktoré prevádzajú plánovanie
nasledovné:
• ScheduleDAGFast nepoužíva žiadnu prioritu pri plánovaní, resp. každý uzol bude mať
rovnakú prioritu. Preto sa nedá očakávať, že výsledný kód bude naplánovaný ideálne.
• ScheduleDAGList používa frontu SchedulingPriorityQueue, ktorá predstavuje rozhra-
nie pre implementáciu rôznych heuristík pre výpočet priority. V tomto algoritme sa
volajú metódy z LatencyPriorityQueue, ktorá prideľuje prioritu na základe dĺžky kri-
tickej cesty, od uzla skrze graf do konečného uzla.
• ScheduleDAGRRList používa prioritnú frontu RegReductionPriorityQueue, ktorá pri-
raďuje prioritu uzlom na základe počtu registrov, ktoré používajú.
• PostRASchedulerList používa prioritnú frontu LatencyPriorityQueue. Je to algorit-
mus, ktorý je možné použiť tesne po alokácií registrov.
1.3.3 Detektor hazardov
Detektor hazardov9 určuje či naplánovaním danej inštrukcie vznikne hazard, alebo nie.
Je možné, aby si jednotlivé implementácie architektúr definovali svoj vlastný detektor ha-
zardov. K tomu je pripravená trieda ScheduleHazardRecognizer, implementovaná v súbore
ScheduleHazardRecognizer.h, obsahujúca virtuálne metódy, ktoré si môže užívateľ predefi-
novať vo svojej vlastnej implementácií. Detektor hazardov, ktorý je súčasťou LLVM je Po-
stRAHazardRecognizer, implementovaný v súboroch PostRAHazardRecognizer.cpp a Post-
RAHazardRecognizer.h. Ako už názov napovedá je použitý v plánovacom algoritme Po-
stRASchedulerList.
9V anglickej literatúre uvádzaný ako Hazard Recognizer
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V popise jednotlivých procesorov je možné inštrukcie zadeliť do skupín. Týmto skupinám
ďalej definovať, ktoré funkčné jednotky sú schopné inštrukciu obslúžiť a na aký dlhý čas sa
tak stane10. PostRAHazardRecognizer je schopný s týmito informáciami pracovať a to tak,
že si uchováva bitové pole, kde jednotlivé bity predstavujú funkčné jednotky. Pri plánovaní
inštrukcie, si detektor hazardov poznamená, že inštrukcia obsadzuje jednotku tým, že zmení
príslušný bit. Zmenené bitové pole sa v takomto tvare uloží do ďalšieho poľa niekoľkokrát
za sebou, podľa informácie na koľko procesorových cyklov inštrukcia funkčnú jednotku
obsadí. Pri plánovaní ďalšej z inštrukcií sa skontroluje, či je voľná funkčná jednotka, ktorú
inštrukcia vyžaduje. Ak áno, zmení sa informácia v bitových vektoroch, prípadne vytvorí
sa ďalší, ktorý bude reflektovať stav v danom cykle procesora. Ak nie, detektor hazardov
vráti príznak, že došlo k hazardu a inštrukcia sa nenaplánuje.
1.3.4 TableGen
LLVM obsahuje nástroj, ktorý pri vytváraní backendu pre procesor značne zjednodušuje
a napomáha k popisu procesoru. Napríklad jeho inštrukčnej sade, registroch, informácie
k plánovaniu atď. Popis sa uskutočňuje v špeciálnom jazyku, ktorý nástroj TableGen spra-
cováva. Tento jazyk podporuje dedičnosť a objektovosť, čím sa obmedzí nechcená duplicita
informácií.
Zdrojové súbory, ktoré majú príponu .td nástroj TableGen spracuje a vygeneruje súbory
v C++, ktoré sa kompilujú spolu s backendom a ostatnými časťami prekladača. Vygenero-
vané súbory majú príponu .inc. Viac o TableGen uvádza [10].
10Čas sa udáva v cykloch procesora.
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Kapitola 2
Návrh rozšírenia a jeho
implementácia
V nasledujúcich sekciách budem popisovať samotný návrh riešenia, jeho implementáciu a
spôsob jeho testovania. Použitím slovíčka alebo prefixu Arch budem myslieť názov danej
architektúry, pre ktorý by backend bol vytvorený.
2.1 Návrh riešenia
Základným bodom môjho zadania, bolo doplniť LLVM prekladač tak, aby bolo možné
preložiť program z vyššieho programovacieho jazyka do asembleru, ktorý by zodpovedal
formátu VLIW architektúr. Tým sa vyriešil problém, že každý VLIW procesor má iný tvar
bundle a inštrukcií v binárnom tvare. Na začiatku bolo potrebné zoznámiť sa s preklada-
čom LLVM a nájsť časti, ktoré by boli použiteľné pre riešenie zadania. Je dôležité navrhnúť
formát a umiestnenie dodatočných informácií. Pri tom sa prihliada na nasledujúce požia-
davky:
• Niektoré architekúry požadujú, aby inštrukcie pre jednotlivé funkčné jednotky boli na
špeciálnych vyhradených pozíciách. V tom prípade, sa jedná o typ procesoru pracujúci
s pevnou dĺžkou bundle. Riešenie by malo byť schopné vložiť slabiku do bundle len
na miesto, na ktoré to požaduje popis architektúry.
• Inštrukcií pre jeden druh funkčnej jednotky (ALU, násobička) môže byť v bundle len
toľko, koľko procesor funkčných jednotiek obsahuje, resp. koľko funkčných jednotiek
je v danom cykle voľných.
• Je potrebné vedieť veľkosť bundle, čiže koľko slabík môže jeden bundle obsahovať.
Na miesta, ktoré sa týmto spôsobom nepodarí obsadiť, sa vloží inštrukcia NO – OP. Obrá-
zok 2.1 ilustruje situáciu, keď je možné mať v bundle dve inštrukcie pracujúce s ALU na
prvých dvoch miestach, jednu inštrukciu pre násobičku na treťom mieste a na poslednom
mieste by mohla byť inštrukcia pracujúca s pamäťou. V danom procesorovom cykle sú k dis-
pozícií tri inštrukcie pracujúce s ALU a dve inštrukcie pracujúce s násobičkou (inštrukcie
v obláčiku). Je tu snaha vložiť ich do bundle, ktorý má spomínané obmedzenia. Výsledok je
vyobrazený v časti obrázku vpravo, ktorý naznačuje, že jedna inštrukcia násobenia zostane
nenaplánovaná.
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Obrázok 2.1: Obsadenie bundle dostupnými inštrukciami v danom procesorovom cykle plá-
novania.
S vedúcim práce sme sa dohodli, že budeme predpokladať architektúru s jedným klastrom,
ktorý obsahuje všetky možné funkčné jednotky.
Hlavnou úlohou mojej práce je vytvoriť základné plánovanie pre VLIW architektúry.
To znamená, z dostupných inštrukcií zostrojiť bundle. Zložitejšie plánovacie algoritmy ako
napríklad Trace Scheduling nie sú predmetom mojej práce.
2.1.1 Reprezentácia informácií v TableGen
Každá architektúra má svoje špecifiká ako už bolo spomínané v odstavcoch vyššie. Väčšina
týchto špecifík sa zapisuje do zdrojových súborov, určených pre nástroj TableGen. Pre
VLIW architektúry považujem za potrebné, aby si každý backend určil dĺžku bundle a ku
každej inštrukcii, ktorá sa má zahrnúť do bundle (napríklad nejde o pseudo-inštrukcie) by
mala byť definícia možnej pozície v bundle. Tým sa určí koľko inštrukcií pre danú funkčnú
jednotku je možné vložiť do bundle.
Pri definícií veľkosti bundle sa definuje premenná lenghtOfBundle priamo v backende,
v súbore Arch.td následujúcim spôsobom obr. 2.2. Ak by sa definovala na jednotku, pre-
kladač bude brať popis architektúry ako nie VLIW architektúru. Ak sa definuje na kladné
číslo, označí sa pre preklad backendu, že daná architektúra je VLIW.
Obrázok 2.2: Definovanie veľkosti bundle.
Ďalšou informáciou je možná pozícia inštrukcie v bundle. Buď sa premenná definuje pri
každej inštrukcií zvlášť alebo sa využije dedičnosť. Pri využití dedičnosti je možné skupine
inštrukcií definovať predka, ktorý túto premennú má definovanú. Pre ilustráciu to môže
vyzerať nasledovne obr. 2.3 v súbore ArchInstrInfo.td. Ide o premennú PositionInBundle,
ktorá je implicitne nastavená na PositionInBundle=[].
Informácie o jednotlivých funkčných jednotkách sú uvedené v ArchSchedule.td. V tomto
súbore sa prevádza deklarácia jednotlivých funkčných jednotiek a tried, do ktorých sa pri-
radia jednotlivé inštrukcie v ArchInstrInfo.td. Triedy reprezentujú inštrukcie, ktoré použí-
vajú rovnaké funkčné jednotky a rovnaký počet cyklov. Tieto triedy sa spoja so zoznamom
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Obrázok 2.3: Definovanie možných pozícií inštrukcie v bundle, pomocou premennej Positi-
onInBundle.
funkčných jednotiek, ktoré môže inštrukcia obsadiť a počtom cyklov, ktoré toto obsadenie
funkčnú jednotku zaberie. Tieto informácie sú potrebné pre detektor hazardov.
2.2 Potrebné metódy pre plánovanie
Je potrebné deklarovať niekoľko virtuálnych metód v súbore ArchInstrInfo.h, niektoré z nich
aj definovať v ArchInstrInfo.cpp. Metódu lenghtOfBundle() stačí len deklarovať, definícia
sa vloží automaticky pomocou nástroja TableGen. Metóda vracia dĺžku bundle.
Metóda insertNoop() musí byť definovaná, ale aj deklarovaná. Ide o metódu, ktorá
vkladá inštrukciu NO – OP. Ďalšia metóda, ktorá je potrebná, aby vytváranie bundle pre
VLIW fungovalo, je insertNoopOnPos(). Existencia tejto metódy je opodstatnená prípa-
dom, kedy by architektúra potrebovala iný formát inštrukcie NO – OP na rôznych pozíciach
v bundle. Keďže plánovanie pre VLIW používa pre vkladanie inštrukcií NO – OP práve túto
metódu, je ju nutné deklarovať aj definovať, aspoň tak ako ilustruje obrázok 2.4.
Obrázok 2.4: Deklarácie a definície potrebných metód.
2.2.1 Potrebné metódy pre generátor backendov
Jedna z mojich podúloh bolo spojiť plánovanie, ktoré som implementoval v LLVM s gene-
rátorom backendov, ktorý sa vyvíja v rámci výskumnej skupiny Lissom1 na našej fakulte.
1Stránky projektu sú http://www.fit.vutbr.cz/research/groups/lissom/index.html.
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Tento nástroj funguje tak, že procesor je popísaný v jazyku ISAC. Pomocou extraktoru
sémantiky sa vyextrahujú potrebné informácie z popisu do textového súboru. S týmto tex-
tovým súborom sa spúšťa nástroj backendgen, ktorý vygeneruje zdrojové súbory backendu
pre LLVM. V rámci prenosu informácií pre VLIW z modelu až do backendu, vzniklo pár
implementačných problémov, ktoré si vynútili vzniknutie nových metód. Tieto metódy musí
backend definovať aj deklarovať. Pri použití nástroja backendgen sa definícia aj deklarácia
týchto metód prevedie automaticky. Na nasledujúcich riadkoch, len stručne popíšem ich
deklaráciu a význam.
Do súboru ArchInstrInfo.h2 použitím nástroja backendgen sa vložia ďalšie dve metódy,
čo nám ilustruje obrázok 2.5.
Obrázok 2.5: Ukážka deklarácie potrebných metód pre nástroj backengen.
Metóda getAllPosInBundle() naplní vektor vect pozíciami, na ktorých môže inštrukcia
Instr v bundle stáť. Je to nutné vzhľadom k tomu, že v rámci generovania backendu sa
predpokladá, že inštrukcia na rôznych miestach v bundle môže mať rôzny formát zápisu
v asembleri. Preto pre každú pozíciu má inštrukcia svoj vlastný zápis asembleru reprezen-
tovaný inou inštrukciou.
Metóda swapInstrInBundle() má na svojom vstupe uzol z grafu unit. Tento uzol ob-
sahuje inštrukciu, ktorú v grafe reprezentuje. Metóda na základe pozície v premennej pos
vymení inštrukciu v uzle za inštrukciu, ktorá zodpovedá danej pozícií.
2.2.2 Vloženie plánovacieho priechodu
Samotný plánovací priechod, ktorý vytvára z inštrukcií bundle, je implementovaný samo-
statne. Priechod je vložený tesne pred emitáciu kódu (obr. 1.13) na miesto Neskoré strojovo-
závislé optimalizácie. Táto pozícia má svoje opodstatnenie a to také, že keď sa priechod
nachádzal na mieste obyčajného plánovania, vznikal problém napríklad pri vkladaní pro-
logu – epilógu. Tento priechod vložil do kódu inštrukcie, ktoré v obyčajnom plánovaní neboli
ešte prítomné. Tak isto kvôli neskoršiemu spracovaniu podmienok, ktoré tiež v závislosti na
koncovej architektúre, môže doplniť inštrukcie do kódu. Rozhodol som sa, tento priechod
umiestniť až tesne pred emitáciu kódu, kedy by už žiaden možný priechod nemal do neho
zasiahnuť. Jedine priechody, ktoré by si napísal sám užívateľ a umiestnil ich za volanie
môjho plánovacieho priechodu.
Samotné zavolanie priechodu v backende sa prevádza v súbore ArchTargetMachine.cpp.
Napríklad obrázok 2.6. Je nutné deklarovať metódu addPreEmitPass() v súbore ArchTar-
getMachine.h.
2.3 Implementácia
Nasleduje popis samotnej implementácii, funkčnosti plánovacieho algoritmu a úpravy ná-
stroja TableGen.
2Použitím nastroja sa vloží Gen do ArchGenInstrInfo.h
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Obrázok 2.6: Ukážka zavolania priechodu plánovania pre VLIW architektúry.
2.3.1 Úprava nástroja TableGen
Nástroj TableGen spracováva zdrojové súbory architektúr a generuje kód v C++, ktorý do-
pĺňa do súborov jednotlivých backendov. Mojou úlohou bolo spracovať informáciu o veľkosti
bundle a informáciu o možných pozíciach inštrukcii v bundle.
Informácia o veľkosti bundle sa vkladá do metódy lenghtOfBundle(), ktorá bola de-
klarovaná v súbore ArchInstrInfo.h. TableGen vygeneruje definíciu do ArchInstrInfo.cpp.
Metóda sa generuje len v prípade, keď je veľkosť bundle nastavená na číslo väčšie ako jedna.
Implementácia sa nachádza v súbore InstrInfoEmitter.cpp.
Informácie o jednotlivých inštrukciách sa generujú do poľa inštrukcií. Toto pole obsa-
huje:
• názov inštrukcie v asembleri,
• rôzne príznaky, ktoré približujú sémantiku inštrukcie,
• číslo triedy do ktorej patrí (podľa tejto triedy sa určuje ako dlho sa bude inštrukcia
prevádzať),
• a ďalšie.
Pridal som informáciu o možných miestach v bundle. Táto informácia je reprezentovaná
jedným číslom veľkosti integer, ktoré je definované na nulu a podľa možných pozícií je
pridaná a posúvaná bitová jednotka v tomto čísle. Na obrázku 2.7 je príklad jedného riadku
z tohto poľa. Posledný záznam definuje možné umiestnenie inštrukcií v bundle.
Obrázok 2.7: Ukážka záznamu jednej inštrukcie a dodatočných informácií o nej.
2.3.2 Implementácia plánovacieho priechodu
Plánovací priechod sa nachádza pred emitáciou kódu. Čiže zoberie kompletný kód, do kto-
rého sa už nebudú pridávať ani odoberať žiadne inštrukcie a snaží sa v ňom vytvoriť z jed-
notlivých inštrukcií veľmi dlhé inštrukčné slovo. Algoritmy sú implementované v súbore
PreEmitVliwScheduling.cpp.
Kód je rozdelený do základných blokov na základe inštrukcií, ktoré majú príznak isTer-
minator, isLabel, isCall. Zo základných blokov sa vytvoria grafy inštrukcií na základe ich
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závislotí. Potom sa prevedie upravený List Scheduling, ktorý určuje prioritu jednotlivých
uzlov na základe veľkosti kritickej cesty.
List Scheduling je upravený tak, že v jednom cykle plánovania sa vytvorí abstrakcia nad
bundle pomocou triedy VliwBuffer implementovanej v súbore PreEmitVliwScheduling.cpp.
Funkčnosť tejto triedy by sa dala popísať pomocou poľa o veľkosti bundle, kde niektoré
miesta sú voľné a iné už obsadené inštrukciami. Okrem toho obsahuje aj jedno vylepšenie. Je
možné presunúť inštrukciu v rámci bundle tak, aby uvoľnila miesto inej vkladanej inštrukcií.
Na obrázku 2.8 je zobrazená situácia, kedy inštrukcia ADD je v bundle na mieste číslo
jedna. Inštrukcia ADD môže byť na pozíciách číslo jedna a číslo dva. Neskôr sa vkladá
do bundle ďalšia inštrukcia MUL, ktorá môže byť len na prvom mieste. V tomto prípade
sa algoritmus pokúsi premiestniť inštrukciu ADD na ďalšiu voľnú pozíciu. Ak už pozícia
nie je voľná, vloženie inštrukcie MUL sa nepodarí a pokračuje sa buď pokusom s ďalšou
inštrukciou alebo vložené inštrukcie postupujú algoritmom ďalej.
Obrázok 2.8: Ilustrácia funkcionality triedy VliwBuffer.
Skôr ako sa naplní bundle, testujem či medzi inštrukciami, ktoré majú svoje závislosti už
splnené sa nenachádza hraničná inštrukcia. Buď z konca alebo začiatku základného bloku. Je
obvyklé, že posledná hraničná inštrukcia základného bloku má splnené svoje závislosti skôr
ako iné inštrukcie a jej predčasným naplánovaním by mohla vzniknúť nepríjemná anomália.
A to taká, že väčšinou posledná instrukia v základnom bloku, je inštrukcia skoku. Ak by sa
táto inštrukcia naplánovala skôr ako by bol dokončený výpočet, program by ďalej pracoval
s nesprávnymi výsledkami. Ak teda hraničnú inštrukciu algoritmus nájde, uchová si ju a po
naplnení bundle testuje, či už sú prázdne všetky fronty, ktoré obsahujú ešte nenaplánované
uzly. Ak áno pokúsi sa vložiť do bundle odloženú hraničnú inštrukciu.
Pred každým vložením inštrukcie do bundle sa najprv otestuje pomocou detektoru ha-
zardov, či je vôbec možné danú inštrukciu plánovať. Ak pre inštrukciu nie je v danom
momente voľná žiadna funkčná jednotka, nie je povolené ju vkladať do bundle. Takže ak
nevznikne žiaden hazard je možné s inštrukciou ďalej bezpečne pracovať. Ak ku hazardu
dôjde, inštrukcia sa zatiaľ vráti späť do prioritnej fronty a vyberie sa až v ďalšom cykle plá-
novania. Ako detektor hazardov som použil už implementovaný PostRAHazardRecognizer.
Ak sa teda podľa možností zaplnil bundle alebo sa minuli všetky dostupné uzly, môžme
inštrukcie z bundle naplánovať v poradí v akom sa nachádzajú v objekte triedy VliwBuffer
abstrakcií. Ak v bundle je dané miesto prázdne, naplánuje sa inštrukcia NO – OP.
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2.4 Experimentálne výsledky
V tejto časti bude opísaná najprv VLIW architektúru VEX. Túto architektúru sme zvolili
pre testovanie novovzniknutého plánovacieho priechodu. Nástroje, na ktorých som testo-
vanie prevádzal boli dva — pre možnosť porovnania. Prvý Lissom ToolChain je vyvíjaný
výzkumnou skupinou Lissom. Druhý VEX ToolChain, ktorý je dodávaný pre prácu s archi-
tektúrou VEX priamo od jej autorov. Na konci tejto časti je porovnanie výsledkov prekladu
oboch prekladačov.
2.4.1 Architektúra VEX
VEX (Vliw EXample) je architektúra, vytvorená pre demonštračné účely výkladu knihy
[8], z kadiaľ sú aj čerpané nasledovné informácie. Jej inštrukčná sada je založená na archi-
tektúre HP Lx S200. VEX umožňuje načítavanie a spracovanie rôzne dlhých inštrukcií. Ob-
sahuje niekoľko klastrov, ktoré disponujú viacerými funkčnými jednotkami. Ďalej umožňuje
paralelný prístup k pamäti a disponuje desiatkami registrov. Podporuje čiastočnú predikciu
pomocou inštrukcie select.
Obrázok 2.9: Syntax asembleru pre intštrukciu add.
Na obrázku 2.9 je zobrazená syntax asembleru pre inštrukciu add. Význam je nasle-
dovný:
• c0 určuje číslo klasteru pre ktorý je inštrukcia určená s tým, že klastre sú číslované
od nuly,
• add je opkód samotnej inštrukcie,
• = oddelovač cieľovej a zdrojovej časti,
• $r0.1 registrový operand. Zápis znamená [$<banka><klaster>.číslo],
• 10 priamy operand,
• ;; oddelovač inštrukcií.
Štruktúra VEX procesora je tiež prevzatá z architektúry HP Lx S200 obr. 1.1. Tak
isto aj obsah jedného klasteru zodpovedá obsahu klastera HP Lx S200 obr. 1.2. Funkčné
jednotky v jednom klastri, okrem pár výnimiek, môžu pristupovať len k registrom v danom
klastri. Výnimkou je napríklad jednotka, ktorá sa stará o skoky (branch unit). Táto jednotka
môže čítať registre aj z iných klastrov. Okrem tejto jednotky klaster obsahuje dve registrové
polia, štyri aritmeticko-logické jednotky, dve násobičky, jednotku pracujúcu s pamäťou a
datovú vyrovnávaciu pamäť. Maximálny počet operácií, ktoré dokáže jeden klaster prijať
sú štyri. To znamená, že inštrukcia bude obsahovať maximálne štyri slabiky.
Použitie registrových polí a priamych operandov je možné nasledovne:
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• Registre pre všeobecné použitie (General-purpose registers) je súbor 64 registrov. Ka-
ždý z nich má veľkosť 32 bitov. Register s číslom 0 obsahuje vždy nulu a nemal by
byť prepisovaný.
• Podmienkové registre (Branch registers) je súbor ôsmich jedno-bitových registrov, do
ktorých sa zapisuje pri porovnávaní a niektorých logických operáciach.
• Link register je podpora pre volanie procedúr, návrat z nich a podpora nepriamych
skokov.
• Priame operandy (Immediate operands) môžu byť troch typov. A to offset skoku
(24 bitov), krátky operand (9 bitov) a dlhý operand (32 bitov).
VEX vykonáva požiadavky jednotlivých slabík inštrukcie atomicky. Inštrukcie sa načí-
tavajú v presnom poradí ako sú zapísané v programe. Ďalšia inštrukcia sa načíta až keď
bola vykonaná predchádzajúca. Pri spracovaní každej inštrukcie sa najprv všetky potrebné
operandy načítajú, ešte skôr ako je zapísaný niektorý z výsledkov. Výsledky operácií sa po-
tom zapíšu naraz. Jednotlivé inštrukcie sú kódované pomocou distribučného kódovania 1.5.
Kódovanie nevypĺňa voľné miesto v bundle inštrukciou NO – OP, preto jednotlivé inštrukcie
môžu mať rôznu dĺžku.
VEX nepodporuje inštrukcie s pohyblivou desatinnou čiarkou. Inštrukcie pracujúce s ce-
lými číslami sa podobajú inštrukciám architektúr typu RISC. Menej obvyklé sú inštrukcie
shift – and – add, ktoré jeden z operandov najprv bitovo posunú a potom sčítajú s druhým
operandom. Zoznam inštrukcií a aj ich sémantiku môžme nájsť v [8].
VEX je load/store architektúra. Čo znamená, že len inštrukcia load a inštrukcia store
môžu pristupovať do pamäte. Pre prístup a ukladanie dát sa používajú registre pre všeo-
becné použitie. Neexistuje žiadna memory – to – memory operácia. Base pointer môže byť
ktorýkoľvek z registrov pre všeobecné použitie. Offset musí byť kladný a je možné použiť
len priamy operand.
[8] neuvádza binárny zápis jednotlivých inštrukcií. Binárny zápis jednotlivých inštrukcií
pre VEX vytvoril Thijs van As vo svojej magisterskej práci [3], v ktorej sa venoval im-
plementácii procesora VEX v jazyku VHDL. Vytvoril štyri druhy slabík (obr. 2.10). Prvý
Obrázok 2.10: Druhy slabík inštrukcie. Prevzaté z [3].
formát slabiky je určený pre operáciu pracujúcu s operandami uloženými v registroch. Druhý
formát slabiky je určený pre operáciu pracujúcu s malými priamymi operandami (9 bitov).
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Tretí formát slabiky je určený pre operáciu, ktorá umožňuje skok pomocou 12 bitového
návestia. Posledný formát slabiky sa skladá z dvoch slabík. Je určený pre inštrukciu, ktorá
načítava 32 bitový operand a keďže dĺžka jednej slabiky je 32 bitov, musí byť táto operácia
rozdelená do dvoch slabík. Bit L označuje, že slabika je posledná v bundle. Bit F označuje
prvú slabiku v bundle.
2.4.2 VEX ToolChain
VEX ToolChain je súbor nástrojov (obr. 2.11), ktoré umožňujú preložiť program z jazyka
C do VEX asembleru a previesť simuláciu na hostiteľskom systéme. Hlavným nástrojom
Obrázok 2.11: Štruktúra VEX ToolChain. Prevzaté z [8]
je prekladač. Nepodporuje iný vyšší jazyk len jazyk C. Príkaz pre preklad je zobrazený na
obrázku 2.12, kde outputfile je meno objektového alebo spustiteľného súboru, source1 až
sourceN sú zdrojové súbory programu.
Obrázok 2.12: Príkaz pre preklad súborov vo VEX ToolChain.
Prekladač môže k zdrojovým súborom pristupovať niekoľkými spôsobmi:
• Ako programy písané v jazyku C sa berú súbory s príponou .c. Je na ne použitý
preprocesor, kompilácia a zostavenie do objektového súboru.
• Súbory, ktoré majú príponu .s sú brané ako súbory obsahujúce asembler. Je na ne
použitý preprocesor a zostavujú sa do objektových súborov.
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• Súbory s príponou .i sú brané ako zdrojové súbory prekladača a nie je na ne aplikovaný
preprocesor.
Prekladač používa niekoľko druhov optimalizácií. Predvolene je zapnutý Trace Scheduling a
minimálne rozbaľovanie slučiek. Tieto nastavenia sa dajú vypnúť pomocou použitia vhod-
ných prepínačov, alebo naopak prestaviť na agresívnejšie rozbaľovanie slučiek. Pri linkovaní
je možné použiť vlastné alebo systémové knižnice.
Do zdrojového kódu je možné vložiť rôzne informácie pomocou Compiler Pragmas, kto-
rými umožní prekladaču zvýšiť výkon. Pragma použitá na obrázku 2.13 tvrdí, že podmienka
Obrázok 2.13: Príklad použitia makra pragma.
bude vyhodnocovaná 100-krát z toho 20-krát bude vyhodnotená kladne. Ostatné možnosti
použitia je možné nájsť v [8].
Je možné upravovať VEX architektúru a to až na úrovni funkčných jednotiek. Pomocou
súboru config.mm a parametra -fmm, ktorý sa použije pri preklade, sa upraví vnútorná
stavba architektúry podľa obsahu súboru. Je možné použiť štyri druhy príkazov:
• CFG – úroveň informatívnych výpisov pri preklade,
• RES – veľkosť alebo počet zdrojov procesora,
• DEL – nastavenie dĺžky oneskorenia pre prvok procesora,
• REG – nastavenie počtu registrov v registrových bankách. Tento počet je možné len
redukovať.
Na obrázku 2.14 je zobrazený príklad súboru config.mm. Prvý riadok nastavuje pomocné
výpisy počas kompilácie. Druhý riadok definuje dve ALU jednotky v klastri číslo 0.
Obrázok 2.14: Príklad obsahu súboru config.mm.
Prekladač je prednastavený, aby generoval kód pre jeden klaster. Je možné nastaviť aj
ďalšie klastre pomocou prepínača -width n, kde n môže byť číslo od 1 do 4.
Významnou súčasťou VEX ToolChain je kompilovaný simulátor, ktorý konvertuje VEX
asembler späť do jazyka C a používa prekladač hostiteľského systému, aby pripojil potrebné
súbory a vytvoril spustiteľný kód pre hostiteľskú architektúru, ako je ilustrované na obrázku
2.11. Samotná simulácia sa prevedie až pri spustený preloženého súboru. Pri konvertovaní
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používa sémantiku jednotlivých inštrukcií ako je uvedená pomocou makier v [8]. Výstup si-
mulácie sa ukladá do súboru ta.log.***, kde namiesto hviezdičiek je poradové číslo spustenia
programu.
2.4.3 Lissom ToolChain
Základným prvkom Lissom ToolChain je popis mikroprocesorovej architektúry v jazyku
ISAC (Instruction Set Architecture C). Vychádza z jazyka LISA (Language for Instruction–
Set Architecture). Patrí do kategórie zmiešaných jazykov. Je ním možné popísať inštrukčnú
sadu, štruktúru procesora, model chovania a aj časový model spracovania inštrukcie. K tomu,
aby bolo možné model preložiť je nutné, aby obsahoval nasledovné časti:
• Zdrojová časť (Resource section) – obsahuje popis hardvérových prvkov, ktoré má pro-
cesor k dispozícií. Je povinné definovať programový čítač (program counter), pamäťový
zdroj (memory resource) a mapovanie adresového priestoru do pamäte.
• Časť operácií (Operations section) – operácia je základným stavebným prvkom modelu
v jazyku ISAC. Operácie, ktoré je povinné definovať sú reset, halt, main a operácie
reprezentujúce samotné inštrukcie procesora.
Operácia môže obsahovať niekoľko sekcií. Spomeniem len tie, ktoré je potrebné použiť pri
ďalšom spracovaní inštrukcií. Sú to sekcie:
• ASSEMBLER – špecifikuje textovú reprezentáciu inštrukcie v asembleri.
• CODING – špecifikuje zápis inštrukcie v binárnej podobe.
• BEHAVIOR – popisuje sémantiku inštrukcie v podmnožine jazyka ANSI C.
Zápis modelu je prekladaný pomocou prekladača ISAC, ktorý kontroluje syntax a je
schopný detekovať chyby modelu. Napríklad ak inštrukcia nemá jedinečný formát, alebo
vznikne požiadavok na funkčnú jednotku, ktorá už prevádza iný výpočet. Výsledkom pre-
kladu je súbor v xml formáte. Tento súbor je vstupom pre generátor ostatných nástrojov
z Lissom ToolChain: asembler, simulátor, disasembler, debuger, profiler, C prekladač a
spätný C prekladač. Je možné vygenerovať niekoľko druhov simulátorov a to napríklad
interpretovaný alebo kompilovaný. Kompilovaný simulátor môže byť na úrovni inštrukcií
alebo úrovni procesorových cyklov. Je v ňom možné vkladať breakpointy, krokovať testo-
vaný program, zobrazovať obsah registrov a iných procesorových zdrojov.
Vytvorenie prekladača z vyššieho programovacieho jazyka sa prevádza tiež automati-
zovanou cestou. Extraktor sémantiky a generátor backendov (ďalej už len backendgen) vy-
tvoria backend pre kompilačnú platformu LLVM. Výsledkom kompilácie tohoto backendu
z LLVM je LLVM nástroj llc, ktorý umožňuje preklad z LLVM bitkódu do asembleru.
Obrázok 2.15 ilustruje postup použitia jednotlivých nástrojov a nástroje, ktoré sú použité
pri preklade a simulácií. Takže najprv sa vytvorí model v jazyku ISAC, čo znázorňuje ob-
dĺžnik na obrázku vľavo. Potom je použitý ISAC prekladač, ktorý vytvorí súbor s príponou
.xml. Tento súbor je základ pre generátor nástrojov. Nástroje, ktoré generátor vytvorí sú:
asembler, linker a samotný simulátor. Niektoré časti sémantiky inštrukcií sú popísané v ex-
ternom súbore s príponou .cpp. Tento súbor a výstup z ISAC prekladača sú vstupom pre
extraktor sémantiky, ktorý spracuje jednotlivé inštrukcie a ako naznačuje názov extrahuje
z nich sémantiku. Obrázok 2.16 ilustruje extrahovanú sémantiku inštrukcie add procesora
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Obrázok 2.15: Vytvorenie backendu. Postup prekladu a simulácie pomocou Lissom Tool-
Chain.
VEX, ktorá sčítava register a priamy operand. Najprv do %0 a %1 načíta vstupné ope-
randy. Priamy operand znamienkovo rozšíri na 32 bitov a uloží do %2. Do %3 uloží výsledok
sčítania, ktorý potom vloží do registra. Použitie registra 0 je symbolické. Vo výslednom pre-
loženom programe sa do registra 0 zapisovať nebude.
Obrázok 2.16: Príklad zápisu extrahovanej sémantiky inštrukcie add pre procesor VEX.
Súbor s extrahovanou sémantikou je vstupom pre backendgen. Backendgen na základe
informácií z extrahovanej sémantiky je schopný vytvoriť kolekciu súborov, ktoré reprezen-
tujú backend pre kompilačnú platformu LLVM. Backend môžme vložiť do LLVM a celé
LLVM preložiť. Nástroje, ktorými LLVM disponuje budú vedieť pracovať s vloženou vyge-
nerovanou architektúrou. Je možné, že špecifiká architektúry, ktoré extraktor alebo backend-
gen nespracuje, je nutné doplniť do backendu ručne.
26
Súbor so zdrojovým programom, ktorý chceme preložiť pre danú architektúru, sa pomo-
cou LLVM frontendu (clang, llvm-gcc) preloží do LLVM bitkódu (bližší popis sa nachádza
v prílohe A.1). Tento súbor na obrázku 2.15 naznačuje obdĺžnik s oblými rohmi v pravej
hornej časti. Pri ďalšom výklade budem sledovať šípky kreslené prerušovanou čiarou. Pomo-
cou nástroja llc, preložíme zdrojový program z LLVM bitkódu do asembleru namodelovanej
architektúry. Program v asembleri je vstupom nástroja asembler, ktorý ho spracuje a vy-
tvorí objektový súbor s príponou .obj. Objektových súborov môže byť niekoľko. Pomocou
nástroja linker sa zostavia do jedného súboru s príponou .xexe. Súbor obsahuje program
s dodatočnými informáciami určenými pre simulátor.
Výsledok simulácie, alebo výpis v prípade chyby počas simulácie (napríklad pristupova-
nie do pamäte prostredníctvom nezarovnanej adresy), sa ukladajú do výstupného súboru
s príponou .log. Je možné simulovať len tie chyby, ktoré sú ošetrené v samotnom mo-
dely. Výsledok simulácie sa reprezentuje ako výpis obsahu všetkých registrov, výpis obsahu
programového čítača, informácie o dĺžke simulácií, počtu cyklov procesora a simulačnej
rýchlosti.
2.4.4 Testovanie
Keďže VEX je virtuálna architektúra a abstrahuje od množstva implementačných detailov,
bolo nutné model v jazyku ISAC doplniť a zjednodušiť. Tak isto niektoré nástroje z Lissom
ToolChain sú vo vývoji a majú určité svoje obmedzenia. Jedna zo zmien voči pôvodnej
koncepcii je doplnenie inštrukcií pre načítanie dlhého priameho operandu (32 bitovej priamej
hodnoty) mov.hi16 a mov.lo16. Prvá z nich načíta vrchných 16 bitov hodnoty a uloží ju do
registra. Druhá inštrukcia načíta spodných 16 bitov a vloží ich do registra.
Kvôli zložitej sémantike inštrukcií addcg a divs boli pri extrahovaní sémantiky vyne-
chané.
Ďalšou odlišnosťou je spôsob vytvárania bundle zo slabík. Algoritmus, ktorý som im-
plementoval a je hlavnou náplňou mojej práce, vypĺňa miesta, ktoré nie je možné obsa-
diť inštrukciou NO – OP. Návrh implementácie predpokladá, že v prípadoch kedy by bola
požadovaná iná forma bundle, napríklad použitie distribučného kódovania obr. 1.5, bude
implementovaný samostatný priechod v rámci backendu architektúry. Prekladač z VEX
ToolChain predpokladá práve distribučné kódovanie a inštrukcie NO – OP vynecháva. Pre
lepšie plánovanie používa algoritmus Trace Scheduling. Preto pri porovnaní sa uvádzajú
dva druhy použitia VEX ToolChain a to VEXcc – normal a VEXcc – noop.
VEXcc – normal označuje výstup, ktorý vznikol použitím výstupu prekladača z VEX
ToolChain pre simulátor z VEX ToolChain.
VEXcc – noop označuje výstup prekladača z VEX ToolChain, pri ktorého použití bolo
vypnuté plánovanie pomocou algoritmu Trace Scheduling. Preložený program v asembleri
bol doplnení ručne inštrukciami NO – OP, tak aby jednotlivé bundle boli naplnené. Takto
upravený program bol simulovaný na simulátore z Lissom ToolChain, aby som dosiahol
najlepšie porovnanie prekladača s generovaným backendom pre LLVM.
LissomVEX bude označovať použitie Lissom ToolChain simulátora, ktorého vstupom
je program v asembleri. Ten je preložený pomocou vygenerovaného backendu, ktorý bol vý-
sledkom aplikácie nástrojov z Lissom ToolChain na model v jazyku ISAC. Tiež neobsahuje
globálne plánovanie.
Obidva ToolChain boli testované na sade algoritmov3. Rýchlosť simulátorov pri rôznych
algoritmoch je rôzna, však vždy rovnaká pre jeden konkrétny algoritmus.
3Algoritmy sú prevzaté z http://www.eecs.umich.edu/mibench/.
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CRC 32
Čas [ s ] Cykly
VEXcc – normal 42 4 200 156
VEXcc – noop 55,42 5 400 017
LissomVEX 137,52 13 400 055
Tabulka 2.1: Výsledky pre algoritmus CRC 32.
Obrázok 2.17: Výsledky pre algortimus CRC 32.
bitcnt
Čas [ s ] Cykly
VEXcc – normal 0,20 17 719
VEXcc – noop 0,36 31 775
LissomVEX 0,59 54 567
Tabulka 2.2: Výsledky pre algoritmus bitcnt.
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Obrázok 2.18: Výsledky pre algoritmus bitcnt.
dijkstra alg.
Čas [ s ] Cykly
VEXcc – normal 3,03 303 361
VEXcc – noop 6,50 649 332
LissomVEX 16,91 1 649 816
Tabulka 2.3: Výsledky pre algoritmus dijkstra
Obrázok 2.19: Výsledky pre algoritmus dijkstra.
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quicksort
Čas [ s ] Cykly
VEXcc – normal 22,08 2 208 445
VEXcc – noop 66,17 6 588 689
LissomVEX 154,32 15 365 506
Tabulka 2.4: Výsledky pre algoritmus quicksort.
Obrázok 2.20: Výsledky pre algoritmus quicksort.
2.4.5 Vyhodnotenie výsledkov
Všetky prevedené testy ukazujú, že program preložený pomocou nástrojov z Lissom Tool-
Chain je značne pomalší oproti nástrojom z VEX ToolChain. Programy, pri ktorých kompi-
lácií bolo použité globálne plánovanie sú o poznanie rýchlejšie aj kvôli tomu, že VEX Tool-
Chain používa distribučné kódovanie bundle a tým pádom nevkladá nadbytočné inštrukcie
NO – OP.
Dôvod prečo programy preložené pomocou Lissom ToolChain sú pomalšie aj oproti pro-
gramom reprezentovaných pomocou VEXcc – noop je, že prekladač (vygenerovaný backend
pre LLVM) z Lissom ToolChain nevyužíva v plnej miere dostupné voľné registre a snaží
sa ukladať data hlavne na zásobník pri čom desiatky registrov ostávajú nevyužité. Tým





Vo svojej práci som sa zaoberal mikroprocesorovými architektúrami typu VLIW a upriamil
som pozornosť na časti prekladača, ktoré sú pre preklad zdrojového súboru pre VLIW
architektúry kľúčové. Na začiatku som naznačil históriu a špecifiká VLIW architektúr, kde
boli spomenuté rozdiely medzi VLIW a superskalárnymi procesormi. Ďalej som popisoval
možný formát inštrukcií, ktorý rôzne VLIW architektúry používajú.
Pokračoval som obecným popisom plánovača inštrukcií, kde som definoval pojmy ako
hazard alebo základný blok. Popísal som základný algoritmus plánovania nad základným
blokom a zložitejšie algoritmy, ktoré sa používajú pre VLIW architektúry. Sú to algoritmy
Trace Scheduling a SuperBlock Scheduling.
Ďalšiu sekciu som venoval kompilačnej platforme LLVM, kde som zobrazil postupnosť
priechodov v backende. Zameral som sa však len na sekciu plánovania a detektor hazardov,
ktorý je vzhľadom na preklad kódu pre VLIW architektúru potrebný.
Druhá kapitola popisuje samotný návrh rozšírenia a jeho implementáciu. Detailne po-
pisuje všetky potrebné zásahy do backendu LLVM, aby jeho plánovanie prebehlo ako pre
VLIW. Rozoberám vkladanie plánovacieho priechodu, dôvody pre jeho umiestnenie a funk-
cionalitu. Časť tejto kapitoly je venovaná popisu testovania. Výsledkom testovania je, že
výsledný program v asembleri, ktorý je výstupom použitia nástrojov z Lissom ToolChain
(ktoré obsahujú moju prácu), je pomalší ako pri použití nástrojov dodávaných priamo k ar-
chitektúre VEX, na ktorej boli testy prevedené. Dôvody, prečo je tomu tak, sú uvedené
v sekcií 2.4.5.
Výsledná práca má aj ďalšie nedostatky:
• je implementované len základné plánovanie, čiže vytvorenie bundle z dostupných
inštrukcií,
• chýba implementácia algoritmu, ktorý by plánoval nad viacerými základnými blokmi
súčasne,
• plánovanie je obmedzené len na jeden klaster, u ktorého sa predpokladá prítomnosť
všetkých funkčných jednotiek.
Implementácia je však robená ako všeobecný priechod a nie je zameraná len pre je-
den backend. Preto tu ostáva priestor pre implementáciu backendu VLIW procesoru, aby
v rámci svojej réžie a možností obsahovala ďalšie špecializované priechody, ktoré upravia
výsledný kód presne podľa špecifík danej architektúry.
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Příloha A
Návod na použitie a obsah DVD
V tejto časti sa nachádza postup, akým je možné si moju prácu vyskúšať. Zdrojové kódy
LLVM ku ktorým je pridaná implementácia môjho riešenia sa nachádzajú na pridanom
DVD. Súčasťou priložených zdrojových súborov LLVM je tiež vygenerovaný backend pre
architektúru VEX.
A.1 Preklad LLVM a použitie backendov
Tento postup sa dá použiť všeobecne pre LLVM, nemusí sa pracovať nutne len s backendom
VEX. Je ho teda možné aplikovať na ktorýkoľvek backend písaný a zahrnutý v LLVM.
Zdrojové súbory sa najprv musia preložiť, ale skôr ako použijeme príkaz make, prevedi-
eme konfiguráciu. Dopuručuje sa vytvoriť si nový priečinok, kde zadáme príkaz:
SOURCE_CODE/configure -prefix=/opt -enable-targets=vex
SOURCE_CODE v našom prípade reprezentuje úplnú cestu do priečinku so zdrojovými
súbormi prekladača LLVM. Použil som len nutné konfiguračné voľby pre preklad VEX
backendu. Ďalšie voľby je možné nájsť v [5]. Po konfigurácií môžeme zadať ďalšie príkazy:
make
make install
Týmto spôsobom sa nám preloží a nainštaluje LLVM so všetkými svojimi nástrojmi.
Aby sme preložili zdrojový súbor z vyššieho jazyka, napríklad jazyka C je potrebné
nainštalovať a použiť niektorý frontend pre LLVM. Máme dve možnosti buď llvm – gcc
alebo clang. Keďže clang je súčasťou LLVM od verzie 2.6, vybral som si ho pri používaní,
lebo nie je potrebné inštalovať ďalšie programy. Použitie je celkom jednoduché. Máme súbor
v jazyku C a použijeme príkaz:
clang subor.c -emit-llvm -c -o subor.bc
Prepínač -emit-llvm značí, že výsledný kód bude určený pre backend LLVM. Závisí na
ďalšom prepínači ak použijeme -c výsledný súbor bude v tzv. bitcode, čo je binárna po-
doba jazyka LLVM. Do textovej podoby jazyka LLVM prevedieme zdrojový súbor použitím
prepínaču -S. Pre prevod z textovej podoby do bitcode môžeme použiť nástroj llvm-as.
Keď už máme zdrojový súbor v bitcode, môžeme použiť nástroj llc, ktorý nám umožní
preklad tejto reprezentácie do asembleru danej architektúry. V našom prípade, môžeme
použiť nasledovnú konštrukciu pre preklad súboru pre architektúru VEX.
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llc -march=vex subor.bc -o subor.asm
Výsledok použitia predchádzajúceho príkazu je preložený program v jazyku asembler,
ktorý môžme simulovať alebo iným nástrojom preložiť do binárnej formy.
A.2 Obsah DVD
Obsahom priloženého DVD sú:
• llvm-2.8-VLIWSched/ – zdrojové súbory LLVM doplnené o podporu a plánovač pre
VLIW architektúry a generovaný backend pre architektúru VEX,
• bp.pdf – elektrická verzia bakálarskej práce,
• bp/ – obsahuje zdrojové súbory k písomnej správe.
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