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We study the automorphism group of graphons (graph limits). We prove that
after an appropriate “standardization” of the graphon, the automorphism group
is compact. Furthermore, we characterize the orbits of the automorphism group
on k-tuples of points. Among applications we study the graph algebras defined
by finite rank graphons and the space of node-transitive graphons.
1 Introduction
Graphons have been introduced as limit objects of convergent sequences of dense simple
graphs, and many aspects of graphs can be extended to graphons. The goal of this
paper is to describe a natural way to extend the notion of graph automorphisms to
graphons. Our notion of automorphism group satisfies the natural requirement that
it is invariant under weak isomorphism of graphons. (Weakly isomorphic graphons
represent the limit objects of the same convergent graph sequences.) Thus our study
of the automorphisms of graphons fits well into graph limit theory.
In this paper we heavily use the topological aspects of graph limit theory devel-
oped in [7]. It was shown in [7] that every graphon has two “canonical” represen-
tations on metric spaces, which we call, informally, the neighborhood metric and the
2-neighborhood metric. These metric spaces depend only on the weak isomorphism
class of the graphon. (In [4], these are called the “neighborhood metric” and the
“similarity metric”.) The neighborhood metric space is simpler to define and work
with, but it is not compact in general; the 2-neighborhood metric space is compact.
The automorphism group acts on each of these as a subgroup of isometries. It is a
rather straightforward consequence of the compactness of the 2-neighborhood metric
that the automorphism group is always a compact topological group (Theorem 10).
This fact is also closely related to (and could be derived from) a theorem of Vershik
and Habo¨ck [10] on the compactness of isometry groups of multivariate functions. As
a consequence we prove that for node-transitive graphons the neighborhood metric is
also compact.
The space of graphons (with weakly isomorphic graphons identified) is compact
in a natural topology (defined by the “cut distance”). Another result of this paper is
that the set of node-transitive graphons is closed, and hence compact, in this topology.
As we will see, graph limit theory restricted to this closed set gives rise to a rather
interesting limit theory for functions on groups. Such a theory was initiated in [9], and
it was a crucial component of the limit approach to higher order Fourier analysis (see
[8]).
We give a characterization of the orbits of the automorphism group on k-tuples of
points. This generalizes results in [3] from finite graphs to graphons, as well as the
characterization of weak isomorphism of graphons by Borgs, Chayes and Lova´sz [1].
We use this characterization to connect the topic of graph algebras with group theory.
As an application, we give a group theoretic description of the graph algebras defined
by finite rank graphons.
It follows from our results that the limit of a convergent sequence of finite graphs,
each having a node-transitive automorphism group, is a node-transitive graphon. How-
ever, the relationship between the automorphism groups of the finite graphs and that
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of the limit graphon is more involved.
2 Preliminaries
2.1 Graphs and graphons
A k-labeled graph is a graph (simple or multi) with k of its nodes labeled 1, . . . , k
(k ∈ {0, 1, 2, . . .}). We denote by Fk the set of k-labeled multigraphs, by Gk the set of
k-labeled simple graphs, and by G0k the set of k-labeled simple graphs with nonadjacent
labeled nodes. In particular, G0 is the set of unlabeled simple graphs.
We will need some special k-labeled graphs and multigraphs. We denote by K2 the
(unlabeled) graph with two nodes and one edge, and by C2 the multigraph consisting
of two nodes connected by two edges. We denote by K•2 and K
••
2 the graph K2 with
one and two nodes labeled, respectively; C•2 and C
••
2 are defined analogously. We
denote by P ••n the path with n nodes, with its two endpoints labeled.
For two simple graphs F and G, let hom(F,G) denote the number of homomor-
phisms (adjacency-preserving maps) V (F ) → V (G). We define the homomorphism
density
t(F,G) =
hom(F,G)
|V (G)||V (F )|
.
A graphon consists of a standard probability space J and a symmetric measurable
function W : J ×J → [0, 1]. To simplify notation, we will omit some letters that may
be understood. For the standard probability space J , we let B denote the underlying
sigma-algebra and let pi denote the probability measure. Also, we write dx instead of
dpi(x) in integrals if there is only one probability measure considered.
Every graphon (J,W ) defines an integral operator TW on the Hilbert space L
2(J)
by
(TW f)(x) =
∫
J
W (x, y)f(y) dy.
We say that W has finite rank if this operator has finite rank (i.e., its range is a finite
dimensional subspace of L2(J).
For every graphon (J,W ) and every graph F = (V,E), we define
t(F, J,W ) =
∫
JV
∏
ij∈E
W (xi, xj)
∏
i∈V
dxi. (1)
We note that the formula makes sense for multigraphs F , but we exclude loops. We
write t(F,W ) instead of t(F, J,W ) if the underlying probability space is clear.
Graphons were introduced to describe limit objects of convergent sequences of
dense graphs. A sequence of simple graphs Gn is called convergent, if the numerical
sequence t(F,Gn) converges for every simple graph F . In this case, there is a graphon
(J,W ) such that t(F,Gn) converges to t(F,W ) for every simple graph F [5].
The limiting graphon is not strictly uniquely determined. Quite often one assumes
that J = [0, 1] (with the Lebesgue measure). In this paper, different underlying spaces
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will be more useful. We say that two graphons (J,W ) and (J ′,W ′) are weakly iso-
morphic, if t(F,W ) = t(F,W ′) for every simple graph F . Every graphon is weakly
isomorphic to a graphon on [0, 1], but this is not always the most convenient represen-
tative of a weak isomorphism class.
Weakly isomorphic pairs of graphons were characterized in [1]. Let J and L be
standard probability spaces and let ϕ : J → L be a measure preserving map. For any
function U : L× L→ R, we define the function Uϕ : J × J → R by
Uϕ(x, y) = U(ϕ(x), ϕ(y)).
It is clear that if (L,U) is a graphon, then so is (J, Uϕ), which we call the pullback
of (L,U) along ϕ. It is easy to see that the graphons (L,U) and (J, Uϕ) are weakly
isomorphic. It follows that all pullbacks of the same graphon are weakly isomorphic.
The main result of [1] asserts that two graphons are weakly isomorphic if and only if
they are pullbacks of the same graphon.
We can define a sequence of graphons (W1,W2, . . . ) to be convergent with limit
graphon W if t(F,Wn) converges to t(F,W ) for every simple graph F . (There is a
semimetric, called the “cut distance”, on the set of graphons that makes this space
compact, and which defines this same notion of convergence. We don’t need the cut
distance in this paper, however.)
We can define homomorphism densities of k-labeled graphs in graphons, but these
will be k-variable functions Jk → R rather than numbers. These restricted homomor-
phism densities are defined by not integrating the variables corresponding to labeled
nodes:
tx1,...,xk(F,W ) =
∫
JV \[k]
∏
ij∈E
W (xi, xj)
∏
i∈V \[k]
dpi(xi). (2)
2.2 Graph algebras
Graph algebras are important algebraic structures associated with graph parameters.
We give a quick introduction to the subject. For more details see [4].
For two simple graphs G,H ∈ Gk, the product GH is defined as the graph obtained
from G and H by identifying vertices with the same label and by reducing multiple
edges. This product defines a commutative semigroup structure on Gk. Let Qk denote
the set of formal R-linear combinations of elements from Gk. Such linear combinations
are usually called quantum graphs. The multiplication extends to Qk from Gk using
the distributive law and thus Qk becomes a commutative algebra. In other words, Qk
is the semigroup algebra of Gk.
Let [[G]] be the graph obtained by removing the labels in the graph G. We extend
this notation to quantum graphs by linearity. An arbitrary graph parameter f : G → R
can be extended to quantum graphs by linearity. Similarly, restricted homomorphism
densities can be extended to k-labeled quantum graphs by linearity: if f =
∑n
i=1 aiFi,
then
tx1,...,xk(f,W ) =
n∑
i=1
aitx1,...,xk(Fi,W ).
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Every graph parameter gives rise to a symmetric bilinear form on Qk defined by
〈G,H〉 = f([[GH ]]). Let Ik be the set of elements Q in Qk such that 〈Q,P 〉f = 0 for
every P ∈ Qk. Then Ik is an ideal and Qk/Ik is the graph algebra corresponding to
f . The infinite matrix Mk : Gk × Gk → R defined by Mk(G,H) = f([[GH ]]) = 〈G,H〉
is called the k-th connection matrix of f . It is easy to see that the rank of Mk is the
dimension of Qk/Ik.
We will be interested in the special case when f is defined by f(G) = t(G,W ) for
some fixed graphon W . In this case, Qk/Ik depends only on the weak isomorphism
class of W . It was shown in [5] that in this case the inner product 〈., .〉 is positive
semidefinite, and hence so are the connection matrices.
There is a concrete representation of Qk/Ik that will be convenient to use and that
will create a connection between automorphisms of W and the graph algebras. Let
(J,W ) be an arbitrary graphon. We define a map ψk : Qk → L
∞(Jk) by letting ψk(G)
be the k-variable function tx1,x2,...,xk(G,W ) ∈ L
∞(Jk). We extend this map linearly to
general quantum graphs. Note that L∞(Jk) is a commutative algebra with pointwise
multiplication and addition, and ψk is an algebra homomorphism. The kernel of ψk
is equal to Ik and thus the range of ψk is isomorphic to the k-th graph algebra of W .
We denote by Ak = Ak(J,W ) this subalgebra of L
∞(Jk).
We will need a subalgebra of Ak: let A
0
k denote the linear span of functions ψk(G),
where in G ∈ G0k (so its labeled points are non-adjacent). By definition A1 = A
0
1.
2.3 Metrics on graphons
For two points x, y of a graphon (J,W ), we define their neighborhood distance by
rW (x, y) = ‖W (x, .)−W (y, .)‖1 =
∫
J
|W (x, z)−W (y, z)| dz.
It may happen that W (x, .) is not measurable for some x; however, we can always
change W on a set of measure 0 to make these one-variable sections of it measurable.
We will assume in the sequel that these functions are measurable.
The distance function rW is not necessarily a metric, only a semimetric, meaning
that rW (x, y) may be 0 for distinct points x and y. Such points are called twins. How
to merge twins to get a weakly isomorphic graphon for which rW is a metric, was
described in [1] (see also [4]).
As a further step of “purifying” a graphon, we can replace the metric space (J, rW )
by its completion. Furthermore, in this new topology the underlying probability mea-
sure may not have full support; we may restrict the graphon to the support of the
measure (which is a closed and therefore complete subspace). This procedure is de-
scribed in [7].
We call a graphon (J,W ) pure, if (J, rW ) is a complete metric space, and pi has full
support (i.e., every open set has positive measure). The procedure described above
implies that every graphon is weakly isomorphic to a pure graphon. Pure graphons
will be crucial in this paper, even in order to define automorphisms.
It will be sometimes convenient to use the L2-distance instead of the L1-distance:
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we consider
dW (x, y) =
(∫
J
(W (x, z)−W (y, z))2 dz
)1/2
.
Since trivially dW (x, y)
2 ≤ rW (x, y) ≤ dW (x, y), these two metrics define the same
topology. In particular, the metric space (J, dW ) associated with a pure graphon
(J,W ) is also complete and the measure pi has full support.
One advantage of dW is that it can be expressed in terms of restricted homomor-
phism densities. We consider the 2-labeled quantum graph h in Figure 1. Then it is
easy to check that
dW (x, y)
2 = txy(h,W ). (3)
Figure 1: The quantum graph h in the representation of the metric dW .
While the difference between the metrics rW and dW is not essential, the 2-
neighborhood metric (called the similarity metric in [4]) is more substantially different
[6, 7]. One way to define it is to introduce the “operator square” of a graphon:
(W ◦W )(x, y) =
∫
J
W (x, z)W (z, y) dpi(x),
and then consider the neighborhood distance of the graphon (J,W ◦W ):
rW (x, y) = rW◦W (x, y) =
∫
J
∣∣∣
∫
J
(W (x, u)−W (y, u))W (u, z) dpi(u)
∣∣∣ dpi(z).
This definition looks artificial, but in fact it has many nice properties. It is easy to
see that r(W ) ≤ rW . If (J,W ) is a pure graphon, then (J, rW ) is a metric space (in
particular, the distance between distinct points is positive), which is not necessarily
complete, but we can consider its completion (J, rW ). We can extend the probability
measure to J by defining it to be 0 on the set of new points. We can also extend
the function W to W : J × J → [0, 1] so that (J,W ) is a graphon, and the metric
rW is equal to the completion of the metric rW (this takes some care). We will not
distinguish rW and rW in the sequel. On the other hand the metric rW is quite
different: In terms of the rW metric, all open sets have positive measure, while the set
J \ J of new points is closed and has measure 0. On the other hand, in terms of the
rW metric, the set J \ J is open (of measure zero).
The main property of this completion, which we will need, is that the space (J, rW )
is compact ([7]; see also [4], Corollary 13.28). The metric rW has another important
property ([4], Theorem 13.27):
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Proposition 1 If (J,W ) is pure graphon, then the metric rW defines exactly the weak
topology on J . In other words, rW (xn, x)→ 0 (x, xn ∈ J) if and only if∫
J
W (xn, y)f(y) dy →
∫
J
W (x, y)f(y) dy
for every bounded measurable function f : J → R.
A further important property of the metric rW , which we don’t use in this paper
but is worth mentioning, is that a decomposition of J into sets with small rW -diameter
corresponds to a (weak) regularity partition. We refer to [6, 7, 4] for the exact state-
ment of this correspondence.
2.4 Continuity of restricted homomorphism numbers
We start with citing Lemma 13.19 from [4]:
Lemma 2 Let (J,W ) be a pure graphon and let F = (V,E) be a k-labeled multigraph
with nonadjacent labeled nodes. Then
|tx1,...,xk(F,W ) − ty1,...,yk(F,W )| ≤ |E(F )|max
i≤k
rW (xi, yi). (4)
for all x1, . . . , xk, y1, . . . , yk ∈ J .
We need a version of this lemma for the rW -distance instead of the rW -distance.
Some special cases of this were proved in [4], Section 13.4.
Lemma 3 Let (J,W ) be a pure graphon, and let F = (V,E) be a k-labeled simple
graph with nonadjacent labeled nodes. Then the restricted homomorphism function
tx1...xk(F,W ) is continuous in each of its variables xi on the metric space (J, rW ).
Proof. Consider any point x = (x1, . . . , xk) ∈ J
k
, and let y1, y2, · · · ∈ J be such that
rW (yn, x1)→ 0 if n→∞. We want to show that
tynx2...xk(F,W )→ tx1...xk(F,W ) (m→∞). (5)
Let N(1) = {k + 1, . . . , k + r}, and let F ′ be obtained from F by deleting node 1
and labeling nodes k + 1, . . . , k + r. Then
tynx2...xk(F,W ) =
∫
Jr
k+r∏
i=k+1
W (yn, zi)tx2...xkzk+1...zk+r(F
′,W ) dzk+1 . . . dzk+r.
The condition rW (yn, x1) → 0 implies that W (yn, .) → W (x1, .) weakly as n → ∞
([4], Theorem 13.7). It is easy to see that this implies that
∏k+r
i=k+1W (yn, zi) →
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∏k+r
i=k+1W (x1, zi) (weakly as a function of (zk+1, . . . , zk+r)), which in turn implies
that
tynx2...xk(F,W )→
∫
Jr
k+r∏
i=k+1
W (x1, zi)tx2...xkzk+1...zk+r (F
′,W ) dzk+1 . . . dzk+r
= tx1x2...xk(F,W ),
as claimed. 
Let us discuss the restrictions in these lemmas. It is obvious that these lem-
mas do not remain valid if we allow edges between labeled nodes: for example,
W (x, y) = txy(K
••
2 ,W ) itself is not necessarily continuous. Lemma 2 implies that
tx1,...,xk is continuous (even Lipschitz) in the neighborhood distance, simultaneously
in all variables. Lemma 3, however, fails to hold in this stronger sense; see Example
4 below (adapted from [4], Example 13.30). This example also shows that in Lemma
3 we have to restrict F to simple graphs. Inequality (4) also shows that, for a fixed
F , the difference |tx(F,W )− ty(F,W )| can be estimated by maxi rW (xi, yi), indepen-
dently of W . Example 5 below shows that, even in the case k = 1, no such estimate
can be given in terms of rW (x, y).
Example 4 For y ∈ [0, 1), let y = 0.y1y2 . . . be the binary expansion of y. Define
U(x, y) = yk for 0 ≤ y ≤ 1 and 2
−k−1 ≤ x ≤ 2−k. Define U(0, y) = 1/2 for all y.
This function is not symmetric, so we put it together with a reflected copy to get a
graphon:
W (x, y) =


U(2x, 2y − 1), if x ≤ 1/2 and y ≥ 1/2,
U(2y, 2x− 1), if x ≥ 1/2 and y ≤ 1/2,
0, otherwise.
Let uk ∈ [2
−1 + 2−k, 2−1 + 2−k−1), then (as noted in [4]) the sequence (u1, u2, . . . )
converges to the point 0 in the metric rW . On the other hand, for the 3-node path
labeled at both endpoints
tun(C
•
2 ,W ) = tun,un(P
••
3 ,W ) =
1
4
,
but
t0(C
•
2 ,W ) = t0,0(P
••
3 ,W ) =
1
8
,
showing that tx(C
•
2 ,W ) is not continuous at x = 0, and that tx,y(P
••
2 ,W ), as a function
of x and y, is not continuous at (0, 0).
Example 5 Consider the weighted graph H given by the matrix of edgeweights
A =


1/4 1/2 0 1
1/2 1 1 0
0 1 0 0
1 0 0 0


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and the vector of nodeweights
b =


2/3− ε
1/3− ε
ε
ε

 .
This weighted graph H can be considered as a pure graphon with a 4-point underlying
space. Then H ◦H = H ′ is the weighted graph given by the matrix of edgeweights
A′ = Adiag(b)A =


1/8 1/4 2/9 2/9
1/4 1/2 1/9 2/9
1/6 1/3 0 0
1/6 1/3 0 0

+O(ε),
and the same nodeweights as before. Let a and b be the last two nodes, then rH(a, b) =
O(ε), but ta(K
•
2 ,WH) = 1/3− ε and tb(K
•
2 ,WH) = 2/3− ε.
We have seen that excluding edges between the labeled nodes is essential in both
previous lemmas. The next lemma expresses W in terms of restricted homomorphism
numbers for graphs with nonadjacent labeled nodes, and gives a (rather weak, but still
useful) remedy for this restriction. We consider two sequences of quantum graphs fn
and gn (Figure 2), and define
Un(x, y) =
txy(gn,W )
tx(fn,W )
. (6)
Figure 2: Quantum graphs f , fn and gn. Here f
n is obtained by gluing together n
copies of f along the labeled nodes; one of these nodes is then unlabeled (shown in
white).
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Lemma 6 Let (J,W ) be a pure graphon, and let Un : J
2 → [0, 1] be defined by (6).
Then ‖Un −W‖1 → 0 (n→∞).
Proof. We have
|Un(x, y)−W (x, y)| =
|txy(gn,W )−W (x, y)tx(fn,W )|
tx(fn,W )
.
Here the numerator can be expressed as
|txy(gn,W )−W (x, y)tx(fn,W )| =
∣∣∣
∫
J
txu(f,W )
n(W (u, y)−W (x, y)) du
∣∣∣
≤
∫
J
txu(f,W )
n|W (u, y)−W (x, y)| du =
∫
J
(1− dW (x, u)
2)n|W (u, y)−W (x, y)| du,
while the denominator is
tx(fn,W ) =
∫
J
(1− dW (x, y)
2)n dy.
Integrating over y, and using Cauchy–Schwarz, we get∫
J
|Un(x, y)−W (x, y)| dy ≤
∫
J
(1− dW (x, u)
2)nrW (x, y) du∫
J (1− dW (x, y)
2)n du
≤
(∫
J
(1− dW (x, u)
2)ndW (x, u) du∫
J (1− dW (x, y)
2)n du
)1/2
It is not hard to see that the right hand side tends to 0 as n→∞, which implies the
lemma (in fact, a little more: Un(x, .)→W (x, .) in the L
1 metric for every x). 
3 Compactness of the automorphism group
3.1 Automorphisms of graphons
It only makes sense to define automorphisms of pure graphons.
Of course, one could define an “automorphism” of any graphon (J,W ) as an in-
vertible measure preserving map σ : J → J such thatW (xσ , yσ) =W (x, y) for almost
all x, y ∈ J . However, there is a lot of trouble with this notion: weakly isomorphic
graphons will have wildly different automorphism groups. An example with many
automorphisms is a stepfunction W : here Aut(W ) contains the group of all invert-
ible measure preserving transformations that leave the steps invariant (in addition to
all the automorphisms of the corresponding weighted graph). Note, however, that if
we purify a stepfunction, then we get a finite weighted graph, and so the large and
“ugly” subgroups consisting of measure preserving transformations of the steps disap-
pear. Another problem would be that any permutation of points of a zero-measure
set should be considered an automorphism, so every graphon would have a transitive
automorphism group.
10
Definition 7 Let (J,W ) be a pure graphon. A measure preserving bijection σ : J →
J is called an automorphism of (J,W ) if, for every x ∈ J , the equality W (xσ, yσ) =
W (x, y) holds for almost all y ∈ J .
Note the change in the phrasing of the last condition: it is stronger that requiring
that W (xσ, yσ) = W (x, y) for almost all x, y ∈ J . This modification will exclude
“automorphisms” like interchanging two points.
(The simpler but inadequate definition is given in [4]; the results announced there
hold true with the definition given here.)
It is clear that every automorphism preserves the distances rW and rW , and hence
it extends to an automorphism of (J,W ). The points of J \ J can be identified in
the graphon (J,W ) by the property that every rW -neighborhood of them has positive
measure. So the automorphism groups of a pure graphon (J,W ) and its completion
(J,W ) are essentially the same. In this section, we will mostly work with (J,W ).
We can endow Aut(W ) with a metric (and through this, with a topology) by
d(σ, τ) = sup
x∈J
rW (x
σ, xτ ).
Not every isometry of the metric space (J, rW ) (or of the metric space (J, rW )) is
an automorphism.
Example 8 Let ([0, 1],W ) be the pure graphonW (x, y) = xy, and consider the direct
sum ([0, 1],W ) ⊕ ([0, 1], 1 − W ). This is pure as well, and interchanging the two
components is an isometry but not an automorphism in general.
The following technical lemma shows that a slight apparent weakening of the second
condition in the definition of an automorphism leads to the same concept. We will
formulate it for the rW -metric; for the rW -metric the proof is similar (in fact, much
simpler).
Lemma 9 Let (J,W ) be a pure graphon, and let ϕ : J → J be a bijective measure pre-
serving map that is an isometry of (J, rW ) and satisfies W
ϕ
=W almost everywhere.
Then ϕ is an automorphism.
Proof. Let us call a point x ∈ J nice, if W (x, y) = W (xϕ, yϕ) for almost all y ∈ J .
The condition that W
ϕ
= W almost everywhere implies that almost all points are
nice, but we want to show that all points are nice.
To this end, let us fix x ∈ J . Since the measure has full support in (J, rW ), every
neighborhood of x has positive measure, and hence there is a sequence of nice points
xn such that rW (xn, x)→ 0. This means that∫
J
∣∣∣
∫
J
(W (x, y)−W (xn, y))W (y, z) dy
∣∣∣dz → 0 (n→∞). (7)
Also, since ϕ is an isometry,∫
J
∣∣∣
∫
J
(W (xϕ, y)−W (xϕn , y))W (y, z) dy
∣∣∣ dz → 0 (n→∞).
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Since ϕ is measure preserving, we can replace y by yϕ and z by zϕ in this equation:
∫
J
∣∣∣
∫
J
(W (xϕ, yϕ)−W (xϕn , y
ϕ))W (yϕ, zϕ) dy
∣∣∣ dz → 0 (n→∞).
Since the points xn are nice, W (x
ϕ
n , y
ϕ) = W (xn, y) for almost all y, and similarly
W (yϕ, zϕ) =W (y, z) for almost all pairs (y, z). This implies that
∫
J
∣∣∣
∫
J
(W (xϕ, yϕ)−W (xn, y))W (y, z) dy
∣∣∣ dz → 0 (n→∞).
Comparing with (7), we get
∫
J
∣∣∣
∫
J
(W (xϕ, yϕ)−W (x, y))W (y, z) dy
∣∣∣ dz → 0 (n→∞).
The left hand side does not depend on n, and hence it follows that
∫
J
(W (xϕ, yϕ)−W (x, y))W (y, z) dy = 0
for almost all z. We can choose a sequence zn for which this holds and for which
rW (zn, x)→ 0. It is easy to see that this implies that∫
J
(W (xϕ, yϕ)−W (x, y))W (y, x) dy = 0.
A similar argument gives
∫
J
(W (xϕ, yϕ)−W (x, y))W (yϕ, xϕ) dy = 0.
Subtracting, we get ∫
J
(W (xϕ, yϕ)−W (x, y))2 dy = 0,
which implies that W (xϕ, yϕ) =W (x, y) for almost all y. This proves the lemma. 
3.2 Compactness
The following fact is stated (without proof) in Section 13.5 of [4].
Theorem 10 The automorphism group of a pure graphon is compact.
This theorem is an immediate consequence of the following fact.
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Lemma 11 The automorphisms of a pure graphon (J,W ) form a closed subgroup of
the isometry group of (J, rW ).
Proof. Clearly every automorphism of (J,W ) is an isometry of (J, rW ), and these
isometries form a subgroup. We want to prove that this subgroup is closed in the
topology of pointwise convergence.
Let (ϕn) be a sequence of automorphisms of (J,W ), and assume that they con-
verge to an isometry ϕ. We want to prove that ϕ is not only an isometry, but an
automorphism. By Lemma 9, it suffices to prove the following claims.
Claim 1 For every open set X, pi(ϕ(X)△ϕn(X))→ 0 as n→∞.
Indeed, since ϕn(x)→ ϕ(x) for every x ∈ J , it follows that for every x ∈ X , ϕn(x) ∈
ϕ(X) if n is large enough. This means that every point belongs to a finite number of
setsX\ϕ−1n (ϕ(X)) only, which implies that pi(X\ϕ
−1
n (ϕ(X))) = pi(ϕn(X)\ϕ(X))→ 0.
By a similar argument, pi(ϕ−1n (ϕ(X)) \X) = pi(ϕ(X) \ ϕn(X))→ 0. This implies the
Claim.
Claim 2 The map ϕ is measure preserving.
It suffices to show that ϕ preserves the measure of any open set X ⊆ J . By Claim
1, pi(ϕn(X))→ pi(ϕ(X)) as n→∞. Since ϕn is measure preserving, this implies that
pi(X) = pi(ϕ(X)).
Claim 3 W
ϕ
=W almost everywhere.
It suffices to prove that for any two open sets A and B,
∫
A×B
W (x, y) dx dy =
∫
A×B
W (ϕ(x), ϕ(y)) dx dy. (8)
For every y ∈ J ,
∣∣∣
∫
A
W (ϕn(x), ϕn(y)) dx−
∫
A
W (ϕ(x), ϕn(y))dx
∣∣∣ (9)
=
∣∣∣
∫
ϕn(A)
W (x, ϕn(y)) dx −
∫
ϕ(A)
W (x, ϕn(y))dx
∣∣∣ ≤ pi(ϕ(A)△ϕn(A)).
Using that the maps ϕn are automorphisms,∫
A×B
W (x, y) dx dy =
∫
A×B
W (ϕn(x), ϕn(y)) dx dy =
∫
A×B
W (ϕ(x), ϕn(y)) dx dy
+
∫
A×B
W (ϕn(x), ϕn(y)) dx dy −
∫
A×B
W (ϕ(x), ϕn(y)) dx dy
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The first term on the right side tends to
∫
A×B
W (ϕ(x), ϕ(y)) dx dy by Proposition 1,
and the difference in the last line tends to 0 as n → ∞ by (9) and Claim 1. This
proves Claim 3, and thereby the Lemma. 
4 Spectra
4.1 Spectral decomposition
Since W is bounded, the operator TW is Hilbert-Schmidt and hence it has a spectral
decomposition
W (x, y) ∼
∞∑
r=1
λrfr(x)fr(y), (10)
where the λr are its nonzero eigenvalues and the functions fr ∈ L
2(J) are the corre-
sponding eigenfunctions, forming an orthonormal system. Here λr → 0. By definition
λrfr(x) =
∫
J
W (x, y)fr(y) dy (11)
almost everywhere. We assume that W (x, .) is measurable for every x, and we can
change fr on a set of measure 0 so that (11) holds for every x ∈ J . We note that (11)
implies that fr is bounded:
|fr(x)| =
1
|λr |
∣∣∣
∫
J
W (x, y)fr(y) dy
∣∣∣ ≤ 1
|λr |
∫
J
|fr(y)| dy =
‖fr‖1
|λr|
≤
‖fr‖2
|λr|
=
1
|λr|
.
We need the following simple observation: for every x ∈ J ,
∞∑
r=1
λ2rfr(x)
2 = ‖W (x, .)‖22 = tx((K
•
2 )
2,W ). (12)
Indeed, using (11) and the fact that {fr} is an orthonormal system, we get
∞∑
r=1
λ2rfr(x)
2 =
∞∑
r=1
(∫
J
W (x, y)fr(y)
)2
dy =
N∑
r=1
〈W (x, .), fr〉
2 = ‖W (x, .)‖22.
(the last equality follows because even though {fr} may not be a complete orthogonal
system, it can be extended by functions in the nullspace of TW to such a system, and
these additional functions contribute 0 terms). The second equality in (12) is trivial
by definition. (12) in turn implies that
N∑
r=1
λ2rfr(x)
2 ≤ 1. (13)
14
Expansion (10) may not hold pointwise, only in L2; but it follows from basic results
on Hilbert-Schmidt operators that if we take the inner product with any function
U ∈ L2(J × J), then we get an equation:
∫
J×J
W (x, y)U(x, y) dx dy =
∞∑
r=1
λr
∫
J×J
fr(x)fr(y)U(x, y) dx dy, (14)
where the sum on the right side is absolutely convergent. We need the following
stronger fact:
Lemma 12 Let (J,W ) be a graphon, and let (22) be its spectral decomposition.
(a) For U ∈ L2(J) and y ∈ J , the sum
∞∑
r=1
λrfr(y)
∫
J
U(x)fr(x) dx (15)
is absolutely convergent.
(b) For every bounded measurable function U : J × J → R and for almost all
y ∈ J , ∫
J
W (x, y)U(x, y) dx =
∞∑
r=1
λrfr(y)
∫
J
U(x, y)fr(x) dx. (16)
Proof. (a) We have
∞∑
r=N
∣∣∣λrfr(y)
∫
J
U(x)fr(x) dx
∣∣∣ ≤
∞∑
r=N
|λr ||fr(y)|
∣∣∣
∫
J
U(x)fr(x) dx
∣∣∣
≤
( ∞∑
r=N
λ2rfr(y)
2
)1/2( ∞∑
r=N
(∫
J
U(x)fr(x) dx
)2)1/2
. (17)
Here the first factor is the tail of a convergent sum by (13), and hence it tends to 0 as
n→∞. Furthermore, {fr} is an orthonormal system, and hence
∞∑
r=N
(∫
J
U(x)fr(x) dx
)2
≤
∞∑
r=1
(∫
J
U(x)fr(x) dx
)2
=
∞∑
r=1
〈U, fr〉
2 ≤ ‖U‖22,
proving (a).
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Let g1(y) and g2(y) be the functions on the left and right sides of equation (16).
Then for any bounded measurable function h : J → R,
〈h, g1〉 =
∫
J×J
W (x, y)U(x, y)h(y) dx dy
=
∞∑
r=1
λr
∫
J×J
U(x, y)h(y)fr(x)fr(y) dx dy
=
∫
J
h(y)
∞∑
r=1
λrfr(y)
∫
J
U(x, y)fr(x) dx dy = 〈h, g2〉
(where we use (14) and the fact that the sum in the third line is absolutely convergent).
This proves that g1 = g2 almost everywhere. 
4.2 Spectral decomposition of pure graphons
In this chapter we use the topological properties of pure graphons to formulate finer
statements about spectral decompositions. First of all, note that if (J,W ) is a pure
graphon then eigenfunctions of W are continuous functions on J in the metric rW ([4],
Corollary 13.29). Furthermore, the eigenfunctions separate the points of J :
Lemma 13 If (J,W ) is a pure graphon, then for every pair of distinct points x, y ∈ J
there is an eigenfunction f of W such that f(x) 6= f(y).
Proof. By way of contradiction, assume that x and y cannot be separated this
way. From x 6= y we obtain that rW (x, y) > 0, and thus the functions W ◦W (x, .)
and W ◦W (y, .) have a positive distance in L2(J). On the other hand, W ◦W (z, .) =∑∞
i=1 λ
2
i fi(z)fi(.) holds for every fixed z ∈ J where the sum is L
2-convergent. Applying
this formula for z = x and z = y together with our assumption that fi(x) = fi(y), we
get a contradiction. 
Lemma 14 If (J,W ) is a pure graphon, then the sum on the left side of (12) converges
uniformly for x ∈ J .
Proof. Using continuity of the eigenfunctions we obtain that every term on the left
side of (12) is continuous in rW , and so is the right side by Lemma 3. Since every
term on the left side is nonnegative, it follows by Dini’s Theorem that the convergence
is uniform in x. 
This allows us to get the following stronger version of Lemma 12 for pure graphons:
Lemma 15 (a) If (J,W ) is a pure graphon, then the sum (15) is uniformly absolute
convergent for y ∈ J .
(b) If, in addition, U(x, y) is a continuous function of y for every x ∈ J in the
neighborhood distance, then the expansion (16) holds for every y ∈ J .
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Proof. (a) By Lemma 14,
sup
x
∞∑
r=N
λ2rfr(x)
2 → 0 (N →∞). (18)
Hence the computation in (17) gives an estimate of the tail uniformly for all y ∈ J .
(b) The left side of (16) defines a continuous function of y ∈ J in the metric rW .
Every term on the right side is also continuous, and the convergence is uniform by
the estimate (17), using (18). Hence the limit is a continuous function of y ∈ J . The
space J has the property that every nonempty open set has positive measure. If two
continuous functions are equal almost everywhere on such a space, then they are equal
everywhere. 
Corollary 16 If the automorphism group of a pure graphon (J,W ) is transitive on
J , then (J,W ) is compact and J = J .
Proof. Let x ∈ J , then the orbit of x is a continuous image of Aut(J,W ), and so it
is compact in the metric rW . If the automorphism group is transitive on J , then this
orbit is J , and hence (J, rW ) is compact. Since rW ≤ rW , this implies that (J, rW ) is
compact, and since J is dense in (J, rW ), it follows that J = J . 
We use our results above about spectra to describe a way, more explicit than
convergence in L2, of the convergence of the expansion (10). For a graphon (J,W )
and λ > 0, we define the graphon (J, [W ]λ) by the following partial sum of (10):
[W ]λ(x, y) =
∑
|λr |≥λ
λrfr(x)fr(y). (19)
Note that this sum is finite. IfW has multiple eigenvalues, then the terms λrfr(x)fr(y)
depend on the basis chosen in the eigenspaces, but [W ]λ does not depend on this basis.
Let
Uλ =
⊕
|λr |≥λ
Eλr , (20)
where Eλr is the eigenspace of W corresponding to λr. Let Πλ denote the orthogonal
projection of L2(J) onto Uλ. Then T[W ]λ = TWΠλ. From the inequality
∑∞
i=1 λ
2
i ≤ 1,
it follows that the rank of [W ]λ (the dimension of Uλ) is at most 1/λ
2.
Assume that the eigenvalues are ordered so that |λ1| ≥ |λ2| ≥ . . . . Let µλ denote
the probability distribution of the vector (f1(x), f2(x), . . . , fd(x)) ∈ R
d, where d =
dim(Uλ) and x ∈ J is chosen randomly, and let Sλ ⊂ R
d be the support of µλ. Then
the purification of (J, [W ]λ) can be defined as (Sλ,W
′
λ), where
W ′λ((x1, x2, . . . , xd), (y1, y2, . . . , yd)) =
d∑
i=1
λixiyi. (21)
A coordinate-independent way of describing µλ is to consider the dual space of Uλ.
For each x ∈ J , we consider the linear functional f 7→ (TW f)(x) (f ∈ Uλ). If x ∈ J is
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chosen randomly we obtain the probability distribution µλ on U
∗
λ , and we can define
Sλ as its support. We will need the next lemma, which is a direct consequence of the
results in the paper [9].
Lemma 17 Let {Un}
∞
n=1 be a convergent sequence of graphons with limit W . Assume
that λ > 0 is not an eigenvalue of W . Then there is subsequence {Wn}
∞
n=1 in {Un}
∞
n=1
and choices of orthonormal eigenvectors for [Wn]λ and [Wλ] such that the measures
µnλ constructed above for Wn converge to µλ weakly. 
If α < β, then the projection
Pα,β : R
dim(Uα) → Rdim(Uβ)
(by forgetting the last dim(Uα) − dim(Uβ) coordinates) transforms µα into µβ. The
map Pα,β is surjective from Sα to Sβ .
Let {αi}
∞
i=1 be a decreasing sequence tending to 0. Let S be the inverse limit of
the system {Pαi+1,αi : Sαi+1 → Sαi}
∞
i=1. This means that
S = {(s1, s2, . . . ) : ∀i ∈ N, si = Pαi+1,αisi+1} ⊂
∞∏
i=1
Sαi .
The limit of {µαi}
∞
i=1 defines a probability measure µ on the compact set S. Let
(S,Uαi) be the graphon defined on S using the formula (21) for the i-th coordinate.
Lemma 18 For every graphon (J,W ) there is a measure preserving homeomorphism
τ : J → S such that (Uαi)
τ = [W ]αi holds for every i.
Proof. Notice that the construction of (S,Uαi) depends only on the weak iso-
morphism class of W , and so we can assume that (J,W ) is pure. The maps
τi : x 7→ (f1(x), f2(x), . . . , fd(x)) from J to Si (where d = dim(Uαi)) are continu-
ous in the rW metric. Hence the map τ = (τ1, τ2, . . . ) : J → S is also continuous.
Since τ separates elements in J (to see this, apply lemma 13 forW ◦W ), it is a bijection
between J and S. The desired property is clear from the definition of τ . 
4.3 Subdividing edges
As an application of spectral decomposition, we prove the following generalization of
Lemma 5.1 in [1] (which will be needed later on).
Lemma 19 Let (J1,W1) and (J2,W2) be two pure graphons and let a ∈ J
k
1 , b ∈ J
k
2 .
Let h be a k-labeled quantum multigraph. In every constituent of h, select an edge such
that at least one endpoint of it is unlabeled, and let hm denote the k-labeled quantum
multigraph obtained from h by subdividing the selected edge by m − 1 new nodes in
every constituent. Suppose there exists an m0 ≥ 2 such that ta(hm,W1) = tb(hm,W2)
for every m ≥ m0. Then ta(h,W1) = tb(h,W2).
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Proof. Let gi be obtained from h by keeping only those terms in which one endpoint
of the selected edge is labeled i (1 ≤ i ≤ k). Let g0 be the sum of the remaining terms,
where the selected edge has no labeled endpoint. Let g′i be the (k+1)-labeled quantum
multigraph obtained from gi by deleting the selected edge from each constituent and
labeling its unlabeled endpoint by k + 1. Let g′0 be the (k + 2)-labeled quantum
multigraph obtained from g0 by deleting the selected edge from each constituent and
labeling its endpoints by k + 1 and k + 2. Then
ta(hm,W1) =
k∑
i=1
∫
J1
W ◦m1 (ai, x)tax(g
′
i,W1) dx
+
∫
J1×J1
W ◦m1 (x, y)taxy(g
′
0,W1) dx dy.
We use the spectral decomposition
W ◦m1 (x, y) ∼
∞∑
r=1
λmr fr(x)fr(y). (22)
This decomposition holds almost everywhere for m ≥ 2, but for m = 1, we can only
claim that the sums on the right sides converge to the function on the left in L2. Since
the graphon is pure, Lemma 15 implies that the expansion
ta(hm,W1) =
k∑
i=1
∞∑
r=1
λmr fr(ai)
∫
J1
tax(g
′
i,W1)fr(x) dx
+
∞∑
r=1
λmr
∫
J1×J1
fr(x)fr(y)taxy(g
′
0,W1) dx dy
holds for all m ≥ 1. We have an analogous expansion for tb(hm,W2). If these two
expressions are equal for every integer m ≥ m0, then they are also equal for m = 1
(see e.g. [4], Proposition A.21). 
Corollary 20 Let (J1,W1) and (J2,W2) be two pure graphons and let a ∈ J
k
1 , b ∈ J
k
2 .
(a) If
ta(F,W1) = tb(F,W2) (23)
for every k-labeled simple graph F , then (23) holds for every k-labeled multigraph F .
(b) If (23) holds for every k-labeled simple graph F with nonadjacent labeled nodes,
then (23) holds for every k-labeled multigraph F with nonadjacent labeled nodes.
Proof. (b) follows from Lemma 19 by induction on the number of parallel edges.
To prove (a), it suffices to note that W1(ai, aj) =W2(bi, bj) follows by considering the
simple graph F with a single edge connecting i and j. 
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4.4 Automorphism groups and spectral decomposition
Let g : J → J be an automorphism of a graphon (J,W ). Notice that if f is an eigen-
function of length 1 of W then fg is also an eigenfunction of length 1 corresponding to
the same eigenvalue. As a consequence every automorphism ofW acts on the space Uλ
defined in (20) as an element in Oλ :=
⊕
|λr |≥λ
O(Eλr ) where O(Eλr ) is the orthogonal
group on Eλr . The corresponding action on the dual space U
∗
λ leaves the measure µλ
invariant. We will denote by Γλ the finite dimensional compact group formed by all
elements Oλ that preserve µλ. (Note that Γλ is the automorphism group of [W ]λ.)
The groupOα acts on both Uα and U
∗
α. Since Uβ is an invariant subspace of Oα, the
group Oα acts on U
∗
β as well. In particular, there is a homomorphism hα,β : Γα → Γβ .
We denote by ΓW the inverse limit of the system {hαi+1,αi}
∞
i=1.
We can describe the automorphism group of a compact graphon using representa-
tion of a graphon above.
Lemma 21 For every graphon (J,W ) the action of Aut(W ) on J can be obtained as
τ−1 ◦ ΓW ◦ τ , where τ is the function in Lemma 18.
Proof. We may assume that the graphon (J,W ) is pure. First we show that
Aut(W ) ⊆ τ−1 ◦ ΓW ◦ τ . Every automorphism of W , restricted to Uαi (i = 1, 2, . . . ),
induces a consistent sequence of elements in
∏∞
i=1 Γαi . It follows that τ ◦ Aut(W ) ◦
τ−1 ⊆ ΓW . The other containment is a direct consequence of Lemma 18: elements of
τ−1 ◦ΓW ◦ τ act on J continuously and leave [W ]αi invariant for every i. This means
that they also fix W . 
5 Orbits of the automorphism group
5.1 Characterization of the orbits
The following theorem characterizes the orbits of the automorphism group of a
graphon.
Theorem 22 Let (J,W ) be a pure graphon, and let a1, . . . , ak, b1, . . . , bk ∈ J . Then
there exists an automorphism ϕ ∈ Aut(J,W ) such that aϕi = bi if and only if
ta1...ak(F,W ) = tb1...bk(F,W ) for every k-labeled simple graph F in which the labeled
nodes are independent.
The following version is more general (at least formally).
Theorem 23 Let (J1,W1) and (J2,W2) be two pure graphons and let αi ∈ J
k
i . Then
there exists a measure preserving bijection ϕ : J1 → J2 such that W
ϕ
2 = W1 almost
everywhere and αϕ1,i = α2,i if and only if tα1(F,W1) = tα2(F,W2) for every k-labeled
simple graph F .
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The proof of this theorem is a modification of the proof of the main result of [1],
combined with more recent methods involving pure graphons.
First, we note that the condition in the theorem is self-sharpening: by Corollary
20, the condition holds for every k-labeled multigraph F . The following lemma is the
main step in the proof.
Lemma 24 Let (J1,W1) and (J2,W2) be two graphons and let a ∈ J
k
1 , b ∈ J
k
2 such
that
ta(F,W1) = tb(F,W2)
for every k-labeled multigraph F . Let pii denote the probability measure of Ji. Then we
can couple pi1 with pi2 so that if (X,Y ) is a pair from the coupling distribution, then
ta1...akX(F,W1) = tb1...bkY (F,W2)
almost surely for every (k + 1)-labeled multigraph F .
Proof. Consider two random points X from pi and Y from pi′, and the random
variables
A = (ta1...akX(F,H) : F ∈ Fk+1) and B = (tb1...bkY (F,H) : F ∈ Fk+1)
with values in [0, 1]Fk+1. We claim that the variables A and B have the same dis-
tribution. It suffices to show that A and B have the same mixed moments. If
F1, . . . , Fm ∈ Fk+1, and q1, . . . , qm are nonnegative integers, then the corresponding
moment of A is
E
( m∏
i=1
ta1...akX(Fi, H)
qi
)
= E
(
ta1...akX(F
q1
1 . . . F
qm
m , H)
)
= ta(F,H),
where the multigraph F is obtained by unlabeling the node labeled k + 1 in the
multigraph F q11 . . . F
qm
m . Expressing the moments of B in a similar way, we see that
they are equal by hypothesis. This proves that A and B have the same distribution.
Using Lemma 6.2 of [1] it follows that we can couple the variables X and Y so that
A = B with probability 1. In other words,
ta1...akX(F,H) = tb1...bkY (F,H
′)
for every F ∈ Fk+1 with probability 1. 
For an infinite sequence X ∈ JN, let X [n] denote its prefix of length n.
Lemma 25 Under the conditions of the previous lemma, we can couple piN1 with pi
N
2
so that if (X,Y ) is a pair from the coupling distribution, then for every n ≥ 0 and
every (k + n)-labeled graph F ,
ta1...akX[n](F,W1) = tb1...bkY [n](F,W2)
almost surely.
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Proof. By Lemma 24, we can define recursively a coupling κn of pi
n
1 with pi
n
2 so that
tX(F,W1) = tY (F,W2) almost surely for every F ∈ Fk+n, and κn+1, projected to the
first n coordinates in both spaces, gives κn. The distributions κn give a distribution
κ on JN1 × J
N
2 , which clearly has the desired properties. 
The following lemma can be considered as a version of the theorem for infinite
sequences.
Lemma 26 Let (J1,W1) and (J2,W2) be two pure graphons, and let ai =
(ai,1, ai,2, . . . ) ∈ J
N
i be a sequence whose elements are dense in Ji. Suppose that
ta1(F,W1) = ta2(F,W2) for every partially labeled multigraph F . Then there is a mea-
sure preserving bijection ϕ : J1 → J2 such that W
ϕ
2 = W1 almost everywhere and
aϕ1,j = a2,j for all j ∈ N.
The notation ta(F,W ), where a is an infinite sequence, means that only those elements
of a are considered whose subscript occurs in F as a label.
Proof. We start with noticing that
dW1 (a1,i, a1,j) = dW2(a2,i, a2,j). (24)
This follows by (3) and the hypothesis of the lemma.
For x ∈ J1, take a subsequence (a1,i1 , a1,i2 , . . . ) such that ai,in → x. Then
(a1,i1 , a1,i2 , . . . ) is a Cauchy sequence, and hence, by (24), so is the sequence
(a2,i1 , a2,i2 , . . . ), and since (J2, rW2) is complete, it has a limit x
ϕ. It is easy to see
that this map is well-defined (i.e., it does not depend on the choice of the sequence
(a1,i1 , a1,i2 , . . . )), and that ϕ is bijective.
Next, we claim that for every sequence x1, . . . , xk ∈ J1 and every multigraph F
with nonadjacent labeled nodes
txϕ1 ,...,x
ϕ
k
(F,W2) = tx1,...,xk(F,W1). (25)
Indeed, this holds if every xi is an element of the sequence a1 by hypothesis, and then
it follows for all xi by the continuity of tx1,...,xk(F,W1) (Lemma 2).
Finally, consider the function
Un(x, y) =
tx,y(gn,W1)
tx(g′n,W1)
.
By Lemma 6, ‖W1 − Un‖1 → 0 as n→∞. Also, by (25),
Un(x, y) =
txϕ,yϕ(gn,W2)
txϕ(g′n,W2)
,
and applying Lemma 6 again, ‖Wϕ2 −Un‖1 → 0 as n→∞. This implies thatW1 =W
ϕ
2
almost everywhere. 
Now we are ready to prove the main theorem of this section.
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Proof of Theorem 23. Let X1, X2 . . . be independent random points of J1, and let
Y1, Y2 . . . be independent random points of J2. Applying Lemma 25 repeatedly, we
can couple X1, X2 . . . with Y1, Y2 . . . so that, for any (k + r)-labeled graph F ,
ta1...akX1...Xr (F,W1) = tb1...bkY1...Yr(F,W2). (26)
With probability 1, the elements of both sequences a = (a1, . . . , ak, X1, X2, . . . )
and b = (b1, . . . , bk, Y1, Y2, . . . ) are dense in J1 and J2, respectively. Let us fix such a
choice, then by Lemma 26 there is a measure preserving bijection ϕ : J1 → J2 such
that Wϕ2 =W1 almost everywhere and a
ϕ
i = bi for all i ≤ k. This proves the theorem.

Corollary 27 Let (J,W ) be a pure graphon. Then the closure of A0k in L
∞(Jk)
consists of all continuous Aut(J,W )-invariant functions on (J, rW )
k.
Proof. Lemma 2 implies that all functions in A0k are continuous and clearly they
are invariant under automorphisms. The other containment follows from the Stone-
Weierstrass theorem, since (J, rW )
k is compact, and by Theorem 22 the elements in
A0k separate the orbits of Aut(J,W ). 
5.2 Node-transitive graphons
Let G be the automorphism group of the pure graphon (J,W ). We consider the natural
action of G on functions on J defined by fg(x) = f(xg). Similarly G acts diagonally
on functions on Jn. For a subset S ⊂ L∞(Jn) we denote by SG the set of G-invariant
elements in S. It is clear that restricted homomorphism functions are invariant under
the action of G and thus all the algebras Ak are G-invariant.
Definition 28 A graphon is called node-transitive if the automorphism group of its
pure representation (J,W ) acts transitively on J .
The next theorem gives an algebraic characterization of node-transitive graphons.
Theorem 29 Let (J,W ) be a graphon. The following statements are equivalent.
(i) (J,W ) is node-transitive.
(ii) The functions tx(F,W ) are essentially constant on J for all F ∈ G1.
(iii) dim(A1) = 1.
(iv) The first connection matrix M1 of W has rank 1.
(v) t([[F 2]],W )t([[H2]],W ) = t([[FH ]],W )2 for all F,H ∈ G1.
Proof. We may assume that (J,W ) is pure. If (i) holds, then G is transitive on
J , and so every function tx(F,W ) is constant on J , which implies (ii). Conversely,
(ii) implies by Theorem 22 that G is transitive on J , so (i) holds. Thus (i) and (ii)
are equivalent. Every constant function is in A1, hence dim(A1) ≥ 1, and so (ii) is
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equivalent to (iii). We know that rk(M1) = dim(A1), so (iv) is just a re-statement of
(iii). Finally, (v) is a re-statement of (iv), since Mk is positive semidefinite. 
Examples for node-transitive graphons are finite node-transitive graphs. Other
examples are graphons defined on compact topological groups.
Definition 30 Let G be a second countable compact topological group, which, to-
gether with its Haar measure, defines a standard probability space. Let f : G→ [0, 1]
be a measurable function such that f(x) = f(x−1). Then the graphon W : G×G→
[0, 1] defined by W (x, y) = f(xy−1) is called a Cayley graphon.
Note that the condition f(x) = f(x−1) is needed to guarantee thatW is symmetric.
By omitting this condition we get “directed Cayley graphons”.
Theorem 31 Cayley graphons are node-transitive. Conversely, every node-transitive
graphon is weakly isomorphic to a Cayley graphon.
Note that a finite node-transitive graph G is not necessarily a Cayley graph (for
example, the Petersen graph). However one can obtain a Cayley graph G′ from G
by replacing every vertex by m vertices and every edge by a complete bipartite graph
Km,m. The value m is the size of the stabilizer of a vertex in G in the automorphism
group. The graph G′ is weakly isomorphic to G as a graphon.
Proof. Let (G,W ) be a Cayley graphon on the compact topological group G. It
is clear that G acts transitively (with multiplication from the right) on this graphon.
(However, W might not be pure.) It follows that the restricted homomorphism func-
tions tx(F,W ) are all constant on G. The third condition in Theorem 29 shows that
W is node-transitive.
To prove the second assertion, let (J, pi,W ) be a node-transitive graphon; we may
assume that it is pure. Let G be its automorphism group. We know that G is compact,
and so it has a normalized Haar measure µ. Let us fix an element c ∈ J , and define
the function U : G×G → [0, 1] by U(g, h) = W (cg, ch). We claim that (G, µ, U) is a
Cayley graphon weakly isomorphic to (J, pi,W ).
Claim 4 The map α : g 7→ cg defined on G is measure preserving.
The definition of the metric on Aut(W ) implies that rW (α(g), α(h)) = rW (c
g, ch) ≤
d(g, h) for every g, h ∈ G. This shows that α is continuous and hence, measurable.
Let B denote the sigma-algebra on G formed by the sets α−1(X), where X is a
Borel set in J , and let ν denote the measure on B that is the pullback of pi. It is clear
that ν is G-invariant. Standard topological group theory shows that ν extends to the
Borel sigma-algebra on G as the normalized Haar measure µ. This proves the Claim.
Since by definition U =Wα, the Claim implies that (G, U) is weakly isomorphic to
(J,W ). Let f : G→ [0, 1] be defined by f(g) =W (cg, c). Then U(g, h) =W (cg, ch) =
w(cgh
−1
, c) = f(gh−1), so (G, U) is a Cayley graphon. 
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Remark 32 Theorem 31 creates a connection between graph limit theory and an
interesting and rich limit theory for functions on groups (see [8], [9]). The idea is
the following. Let {fi : Gi → [0, 1]}
∞
i=1 be a sequence of measurable functions on
compact groups. We say that the sequence fi is convergent if the corresponding Cayley
graphons {Wi}
∞
i=1 converge. By Proposition 33 and Theorem 31, we prove that the
limit of {Wi}
∞
i=1 is weakly isomorphic to a Cayley graphon defined by a measurable
function f : G → [0, 1] on a compact group. We say that f is the limit object of the
sequence {fi}
∞
i=1. It turns out that one can define this limit concept without passing
to graphons. This point of view was heavily used in the second author’s approach [8]
to higher order Fourier analysis.
5.3 Limits of node-transitive graphons
We start with the observation that, if a convergent graph sequence consists of node-
transitive graphs, then their limit graphon is node-transitive as well. More generally,
we have the following consequence of the fifth condition in Theorem 29.
Corollary 33 If a sequence of node-transitive graphons is convergent, then their limit
graphon is also node-transitive.
What makes this simple assertion interesting is the fact that the automorphism
group of the limit graphon is not determined by the automorphism groups of graphs
or graphons in the convergent sequence.
Example 34 Fix any 0 < α < 1, and define the graph Gn by V (Gn) = [n], where
every i ∈ [n] is connected to the next and previous ⌊αn⌋ nodes (modulo n). The
automorphism group of Gn is the dihedral group Dn. This sequence tends to the pure
graphon on S1, with W (x, y) = 1(∡(x, y) ≤ 1/2), whose automorphism group is O(2),
the continuous version of the dihedral groups.
No surprise so far. But let us consider the graphsGn×Gn+1. Add edges connecting
every node (i, j) to (i+a, j+a), where α(n+1) < a < n/2. Let Hn denote the resulting
graph.
Identifying node (i, j) with (i − 1)n + j ∈ [n(n + 1)], it is not hard to see
that Aut(Hn) = Dn(n+1). The limit of this graph sequence is the pure graphon
(J,W ), where J is the torus S1 × S1, and W ((x1, x2), (y1, y2)) = 1(∡(x1, y1) ≤
1/2,∡(x2, y2) ≤ 1/2), whose automorphism group is the wreath product of O(2) with
Z2, a 2-dimensional group different from O(2).
Example 35 The next example (in a slightly different form) is from the papers [8]
and [9]. It shows that even if the underlying group G is the same for a convergent
sequence of Cayley graphons, a transitive action on the limit graphon may need a
different, bigger group. Let G = R/Z be the circle group and let ξ : G → C be the
character defined by ξ(x) = e2piix. Let fn be the function ℑ(1 + ξ + ξ
n)/2 where
ℑ denotes the imaginary part. It is not hard to see that the limit of the Cayley
graphons corresponding to fn is the Cayley graphon corresponding to the function
f(x, y) = ℑ(1 + ξ(x) + ξ(y))/2 on the torus G2.
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In the light of the previous example the next theorem (which we quote from [9]) is
somewhat surprising. We need a definition.
Definition 36 Let G be a compact group with Haar measure µ. Let Vn denote the
subspace of L2(G, µ) spanned by the G-invariant subspaces of dimension at most n.
We say that G is weakly random if Vn is finite dimensional for every n.
Theorem 37 Let G be a weakly random compact group. Let {fn : G → [0, 1]}
∞
n=1
be a sequence of measurable functions such that the corresponding Cayley graphons
converge. Then the limit graphon is again a Cayley graphon on G. 
The best known example for a weakly random group is the orthogonal group O(3).
This shows that Cayley graphons onO(3) behave very differently from Cayley graphons
on O(2). Cayley graphons on O(3) are closed with respect to graphon convergence,
however Cayley graphons on O(2) are not closed.
We cite a related result, which is a consequence of a theorem of Gowers [2], indi-
cating further, more subtle, relations between the automorphism groups of graphs and
their limits.
Theorem 38 (Gowers) Let Gn be a Cayley graph of a group Γn (n = 1, 2, . . . ), where
the edge-density of Gn tends to a limit 0 ≤ c ≤ 1, and the minimum dimension in
which Γn has a nontrivial representation tends to infinity. Then the sequence (Gn)
∞
n=1
is quasirandom, i.e., it tends to a pure graphon (J,W ) where J has a single point. 
Our goal is to determine the automorphism group of the limit of a sequence of
node transitive graphs. Using lemma 21 one can reduce the problem of computing the
automorphism group of W to the same problem about bounded rank graphons. To
demonstrate this principle we show the next theorem. Recall that a compact group Γ
is abelian by pro-finite if it has a closed abelian normal subgroup A such that Γ/A is
the inverse limit of finite groups.
Theorem 39 Let {Gn}
∞
n=1 be a sequence of node-transitive graphs converging to a
graphon (J,W ). Then (J,W ) is weakly isomorphic to a Cayley graphon on an abelian
by pro-finite group.
Proof. We want to show that G = Aut(W ) has a closed, abelian by pro-finite
subgroup that acts transitively on J . Let {αi}
∞
i=1 be a decreasing sequence of real
numbers with limi→∞ αi = 0 that contains no eigenvalue of W . We can assume that
(J,W ) is pure. Since W is node transitive, theorem 10 implies that J is compact and
J = J . We will use the notation from chapter 4.2.
For every Wj let µ
j
αi denote the measure defined above for Wj in the explicit
coordinate system Rdi where di = dim(Uαi). For finitely many values of j the measure
µjαi may exist in a different dimension but we ignore those values. By choosing a
subsequence we can assume without loss of generality that the conditions of the lemma
17 hold for every i.
Let Gji ⊂ O(di) denote the automorphism group of µ
j
αi and let Hi denote the
closed subgroup in O(di) whose elements are ultra-limits (for some fixed ultrafilter ω)
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of sequences (g1, g2, . . . ) where gj ∈ G
j
i . It is clear that elements of Hi preserve νi and
it acts transitively on Si.
We claim that Hi is abelian by finite. A classical theorem by Camille Jordan [11]
states that there is a function f(n) such that any finite subgroup of GL(n,C) contains
an abelian group of index at most f(n). Using this theorem, we see that each Gji has
an abelian subgroup of index at most f(di). It is a standard technique to show that
this property is inherited by the ultralimit Hi. If the groups G
j
i are all abelian, then
the continuity of the commutator word shows that Hi is abelian. For the general case,
choose f(di) coset representatives gi,j,k in each group G
j
i for the abelian subgroup
where 1 ≤ k ≤ f(di). Their limits as j → ∞ will be coset representatives for the
limiting abelian group.
To finish the proof, let H be the inverse limit of the groups Hi with respect to the
homomorphisms Pαi+1,αi . Then H ⊆ ΓW and H acts transitively on S. By lemma 21
we obtain that τ−1 ◦H ◦ τ ⊆ Aut(W ) is transitive on J . 
6 Graph algebras of finite rank graphons
We conclude with an application of our results on automorphisms of graphons to char-
acterize graph algebras of graphons that have finite rank as integral kernel operators.
Let (J,W ) be a pure graphon with finite rank. The spectral decomposition (10) takes
the simpler form
W (x, y) =
t∑
i=1
λifi(x)fi(y). (27)
For any sufficiently small λ > 0, we have [W ]λ = W , and so the considerations in
Section 4.2 imply that (J, rW ) is compact.
Let G = Aut(W ), and let S be the function algebra generated by the eigenfunctions
of W . We denote by Sn the space of homogeneous polynomials of degree n in the
eigenfunctions of W , so that S =
⊕
n Sn. Substituting (27) in the definition (2) of
restricted homomorphism numbers, we see that A1 ⊆ S. Since the functions in A1 are
G-invariant, it follows that A1 ⊆ S
G. Our main goal is to prove that equality holds
here.
For h ∈ L∞(Jn), we define
r(h, x) =
∫
x1,x2,...,xn
h(x1, x2, . . . , xn)
n∏
i=1
W (x, xi). (28)
The following lemma states some elementary properties of this function.
Lemma 40 (a) If h ∈ L∞(Jn) then r(h, x) ∈ Sn (as a function of x ∈ J).
(b) If h ∈ An, then r(h, x) ∈ A1.
(c) r(hg , x) = r(h, x)g for every g ∈ G.
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Proof. Assertion (a) follows by substituting formula (27) in (28). To prove (b), let
h(x1, . . . , xn) = tx1...xn(s,W ), and let s
′ ∈ Q1 denote the one-labeled quantum graph
obtained from s by connecting a new node with label 1 to all the labeled nodes and
then we removing the original labels. Then r(h, x) = tx(s
′,W ). Finally, (c) follows by
replacing W (x, xi) by W (x
g , xgi ) in the formula for r(h
g , x). Since the action of G is
measure preserving, the integration over (xg1, x
g
2, . . . , x
g
n) is equivalent to the integration
over (x1, x2, . . . , xn). 
Lemma 41 Every function f ∈ Sn can be expressed as f = r(h, x) for some function
h ∈ L∞(Jn).
Proof. If h(x1, x2, . . . , xn) = fi1(x1)fi2(x2) . . . fin(xn), then
r(h, x) = λi1λi2 . . . λinfi1(x)fi2 (x) . . . fin(x).
Every function f ∈ Sn can be expressed as a linear combination of functions such
as that on the right side of the previous formula. Since r(h, x) is linear in h, this
completes the proof. 
Lemma 42 Every function f ∈ SGn can be expressed as f = r(h, x) for some G-
invariant function h ∈ L∞(Jn).
Proof. By Lemma 41, f(x) = r(q, x) for a suitable q ∈ L∞(Jn). Let h =
∫
G
qg.
It is clear that h is G-invariant. By lemma 40 and the linearity of r(. , .) in the first
variable it follows that f(x) = r(h, x). 
Lemma 43 SGn = A1 ∩ Sn.
Proof. Trivially SGn ⊇ A1 ∩ Sn. To prove the reverse, let f ∈ S
G
n . Trivially f ∈ Sn,
so it suffices to prove that f ∈ A1. Lemma 42 shows that f(x) = r(h, x) for some
G-invariant function h ∈ L∞(Jn). Using Corollary 27, there is a sequence of functions
qk ∈ A
0
n such that qk → h (k → ∞) uniformly in x. By Lemma 40, r(qk, x) ∈ A1 (as
a function of x ∈ J), and clearly r(qk, x) → f = r(h, x) uniformly in x. This implies
that f ∈ A1. 
Theorem 44 A1 = S
G.
Proof. We have seen that A1 ⊆ S
G. To prove the reverse, we note that every
function f ∈ S is a finite sum of functions
∑
n fn, where fn ∈ Sn, and if f is G-
invariant, then so are the terms fn. Hence S
G is the linear span of the spaces SGn . By
the previous lemma we get that SG ⊆ A1. 
Corollary 45 A1 is finitely generated.
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Proof. The algebra S is a finitely generated commutative algebra and the compact
group G acts on S via automorphisms. Hilbert’s theorem on G-invariant rings implies
that A1 = S
G is finitely generated. 
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