Abstract. Let g = g 1 ⊕ g 2 , [g, g] = g 2 , be a nilpotent Lie algebra of step 2, V 1 , · · · , Vm a basis of g 1 and L = m j,k a jk V j V k be a left-invariant differential operator on G = exp(g), where (a jk ) jk ∈ Mn(R) is symmetric. It is shown that if a solution w(t, x) to the Schrödinger equation ∂tw(t, g) = iLw(t, g), g ∈ G, t ∈ R, w(0, g) = f (g), satisfies a suitable Gaussian type estimate at time t = 0 and at some time t = T = 0, then w = 0. The proof is based on Hardy's uncertainty principle, on explicit computations within Howe's oscillator semigroup and on the methods developed in [10] and [11]. Our results extend the work by Ben Saïd and Thangavelu [14] , in which the authors study the Schrödinger equation associated to the sub-Laplacian on the Heisenberg group.
Introduction
In a recent preprint [14] , Ben Saïd and Thangavelu have extended a uniqueness property for solutions to the free Schrödinger equation on Euclidean space to the Schrödinger equation associated to the sub-Laplacian on the Heisenberg group (see Theorem 1.3). Their proof exploits in a crucial way the symmetry properties of the sub-Laplacian and makes use of a detailed analysis of the representation theory of the Heisenberg group H n , which eventually allows to reduce to a variant of Hardy's classical uncertainty principle [7] for the Hankel transform.
In this paper we shall generalize the result of Ben Saïd and Thangavelu to every step two nilpotent Lie group, and at the same time show that it holds true even for a much wider class of second order left-invariant differential operators L on the corresponding Lie group. These operators need not be hypoelliptic. Our proof is based on a quite different approach, which at the same time appears conceptually simpler, as it allows in the end for a reduction directly to Hardy's classical theorem, and avoids cumbersome computations in irreducible representations.
1.1. The Uncertainty Principle. Various forms of the Uncertainty Principle have again been in the research focus in recent years, for instance, among others, in the papers [1] , [2] , [3] , [6] , [5] and [4] .
Of importance to us will be Hardy's incertainty principle [7] . On R n , with Fourier transform
this principle states the following: Theorem 1.1. Let α, β ∈ R * + . Let g : R n → C be a measurable function such that for every x respectively ξ in R n |g(x)| ≤ Ce Then the following hold true: if αβ < 1, then g = 0, and if αβ = 1, then g(x) = ce −|x| 2 4α , x ∈ R n .
Remark 1.2.
It is well-known [6] that Hardy's uncertainty principle is equivalent to the uniqueness for solutions to the Schrödinger equation
w(x, 0) = f (x), x ∈ R n , where ∆ = j ∂ 2 j denotes the Laplacian on R n .
Indeed we have that
w(x, t) = (e it∆ f )(x) = Let now g(x) := e
Hence if for some a, b ∈ R *
Therefore by Hardy's Theorem, if ab < T 2 , then g = 0, which implies that f = 0 and then also w = 0.
Replace now the Laplacian ∆ on R n by the sub-Laplacian L on the Heisenberg group H n . In the preprint [14] , Ben Saïd and Thangavelu prove the following uniqueness theorem for solutions to the associated Schrödinger equation:
Let (h t ) t>0 be the heat kernel associated to the sub-Laplacian L on H n . If for a measurable function f :
then f = 0.
1.2.
Step two nilpotent Lie groups. Let g be a real finite dimensional nilpotent non-abelian Lie algebra of step 2. Then
By modifying, if necessary, g 1 and g 2 , we may assume that
By choosing exponential coordinates, we shall realize the corresponding connected, simply connected Lie group G = exp(g) as G = g (as underlying manifold), endowed with the Campbell-Baker-Hausdorff product
Then 0 is the identity element of G and x −1 = −x, x ∈ G, and for x 1 , y 1 ∈ g 1 , x 2 , y 2 ∈ g 2 we have that
For every V ∈ g, we obtain a left-invariant vector field V on G by differentiating on the right in the direction of V :
Furthermore, the group G admits a one-parameter group of automorphic dilations σ t , t ∈ R * , given by
Let V 1 , · · · , V m be a basis of g 1 and U 1 , · · · , U l be a basis of g 2 . We choose the scalar product on g for which these vectors form an orthonormal basis, and denote by | · | the corresponding Euclidean norm on G. Notice that this basis then allows to identify g 1 × g 2 with the Euclidean space R m × R l . Let L A be the element of the enveloping algebra U(g) of g given by
Here we assume that the m × m matrix A = (a jk ) is a real and symmetric. As usually, we shall consider the elements of U(g), such as L A , as left-invariant differential operator on the group G.
is a sub-Laplacian on G, and for suitable functions f on G, the solution to the associated heat equation
+ , is given by w t = f * h t , where h t = e tL , t > 0, is the family of heat kernels associated to L. Recall (see, e.g., [15] ) that the Carnot-Carathéodory (CC) distance to the origin associated to the sum of squares operator L is defined by
where the infimum is taken over all absolutely continuous curves γ : [0, T ] → G which are horizontal and connect 0 ∈ G with g, i.e,γ(t) = m j=1 a j (t)V j (γ(t)), for a.e. t ∈ [0, T ]. Here, |γ| denotes the length of γ given by
Notice that the vector fields {V j } are orthonormal with respect to the underlying sub-Riemanian geometry. The distance functions · cc is homogeneous of degree one under the family of dilations {σ t }, as is the function (x, u) := (|x|
and it is well-known [15] that there exists a constant C ≥ 1 such that
Moreover, since curves in g 1 are horizontal, (x, 0) cc = |x|, and by relation (1.1), (0, u) cc ≤ C|u| 1/2 , so that
for every ε > 0. Furthermore, since the projection of a horizontal curve to g 1 along g 2 is horizontal too, it follows that (x, u) cc ≥ (x, 0) cc = |x|, and by (1.1) we have (
So finally, for every ε > 0, there exists C ε ≥ 1 such that
It follows from [15] , page 50, that we have the following point-wise estimate for the heat kernel h t on G (this is a special case of a more general result holding true for arbitrary nilpotent Lie groups):
This estimate is essentially optimal, i.e., it is also known [15] that
and so
Let us now return to our operator
a jk V j V k on G, and consider the initial value problem for the associated Schrödinger equation
In combination with the work by Ben-Saïd-Thangevalu, estimates (1.3) and (1.4) motivate our main Theorem 1.5. Assume that there are constants C > 0, δ > 0, a > 0, b > 0, so that the solution w to the system (1.5) for the operator L A satisfies for some T = 0
Here A op denotes the operator norm of the matrix A when acting on R m ≃ g 1 , with respect to the Euclidian norm | · |.
Notice that (1.2) shows that the conditions (1.6) and (1.7) in the theorem above are weaker than the corresponding conditions in Theorem 1.3.
As usually, in the sequel we shall denote by C a constant whose value may change from line to line.
2. Proof of Theorem 1.5 2.1. Preliminaries. In order to prepare the proof of Theorem 1.5, we first derive the following variant of Hardy's Theorem: Corollary 2.1. Let A = (a jk ) ∈ M n (R) be a non-trivial real valued symmetric n × n matrix. Moreover, let F : R n → C be a measurable function such that
Proof. Let λ be an eigenvalue of A of largest modulus. Then A op = |λ|. Write R n = E λ ⊕ V , where E λ denotes the eigenspace of λ and V the orthogonal complement of
e. x, and if we put
Furthermore we have that for
Applying Hardy's classical theorem 1.1 to the function F v , we see that F v = 0 for every v ∈ V , since a(b/ A 2 op ) < 1. Therefore the function V ∋ w → F (x + w) vanishes for every x ∈ E λ , and finally F = 0.
Coming back to our group G, let us put as before L A and
Then T t is a unitary operator on L 2 (G) for every t ∈ R.
Definition 2.2. Following [10] , define for µ ∈ g * 2 the skew symmetric form ω µ on g 1 by
and the corresponding matrix
Given the real symmetric matrix A ∈ M m (R), we also put
Two possible scenarios may arrive ( [10] ) :
• ω µ is non-degenerate for generic µ ∈ g * 2 , (i.e., on a Zariski open subset). In this case, necessarily m = 2n is even, and we call g a MW-algebra ("Moore-Wolf ").
• ω µ is degenerate for every µ ∈ g 2.2. The case when g is MW. If µ ∈ g * 2 is such that ω µ is non-degenerate, then (ω
We put
regarded as a positive measure on g 1 .
The µ-twisted convolution of two suitable functions or distributions on g 1 is defined as
where * denotes convolution on the group G. Fourier-inversion on g 2 ≃ R l yields
If D ∈ U(g), we define the differential operator D µ on g 1 by the relation
where S(G) denotes the space of Schwartz functions on G. In particular, if X ∈ g 1 , then
In a similar way, if U ∈ g 2 , then U µ = 2iπµ(U ).
In particular, wee see that
where the V µ j are given by (2.6), and we find that
Let us put
Since ω µ is non-degenerate, we can choose a symplectic basis
We can choose these bases V 
In the new, symplectic coordinates coordinates
Then theṼ ′ j 's are exactly the operators which arise from the usual vector fields on the Heisenberg group H n after applying the partial Fourier transform in the central direction at µ = 1.
Since ω µ is represented by the matrix J in the new basis, we have that
so that by (2.3)
We can make use of the symplectic coordinates z in order to refer to results from [9] . In particular, (T and where the explicit formulas forγ µ t can be derived from [9] . These formulas depend on the spectrum of the matrix
which is conjugate to the matrix S µ := −AJ µ . Actually S µ ∈ sp(g 1 , ω µ ), i.e.,
Remark 2.3. The formula S = −AJ establishes a bijective relation between the elements S ∈ sp(n, R) and the space of the real symmetric n×n matrices A = (a jk ). If we define correspondinglỹ
This suggests that the operators ±e i 4π∆ S , S ∈ sp(n, R), generate a Lie groupM (n, R) with Lie algebra sp(n, R). Indeed, this group is isomorphic to the metaplectic group, a two-fold cover of the symplectic group Sp(n, R), as has been shown by R. Howe in [8] , where he realizes the metaplectic group as a boundary of the the called "oscillator semi-group".
In particular, (T µ t ) t∈R is the one-parameter subgroup ofM (n, R) generated by∆ S(µ) .
In order to indicate the dependency ofT µ t on the matrix S(µ) ∈ sp(n, R), let us writẽ T t,S := e it 4π∆ S , S ∈ sp(n, R), t ∈ R, (2.15) so thatT µ 4πT =T 4πT,S(µ) .
Let us return to the proof of Theorem 1.5. We denote in the sequel the function w(0, ·) of the theorem by f . Following [14] , we begin with the following simple Observation: It will suffice to show that (1.6) and (1.7) imply that f µ = 0 for all µ in the cone C of generic µ which are contained in a sufficiently small neighbourhood of the origin in g * 2 \ {0}. Indeed, condition (1.6) tells us that for a.e. x, the function µ → f µ (x) is well defined and holomorphic for µ ∈ (g * 2 ) C ≃ C l , | Im µ| < δ/2π. Hence by the identity principle for holomorphic functions, our assumption implies that f µ (x) = 0 for all µ ∈ g * 2 , and therefore f = 0. Let us therefore assume in the sequel that µ ∈ C ⊂ g * 2 . Then, by (1.6) and (1.7),
In the z-coordinates, these estimates are equivalent to
As mentioned before, (c.f. (2.12)), the operatorsT t,S are twisted convolution operators of the formT t,S ϕ = ϕ ×γ t,S , where theγ t,S have been computed explicitly in [9] . Generically, theγ t,S are purely imaginary Gaussians. The expression forγ t,S becomes particularly simple for small times t, when S is regular. If S is degenerate,γ t,S will rather look like a purely imaginary Gaussian in one set of variables and like a Dirac measure in another set of variables. We shall avoid the latter case by first assuming that the matrix A is non-degenerate, and subsequently reduce the case when A is degenerate to the non-degenerate case by means of a small perturbation trick.
The case when g is MW and
A is non-degenerate. When A, hence also S µ and S(µ), are non-degenerate, say for µ in the cone C, then we can make use of the following results from ( [9] , Prop. 2.3 and Theorem 3.1).
Proposition 2.4. Let S ∈ sp(n, R) be non-degenerate and choose κ so small, that det(sinh(tS)) = 0, 0 < |t| < κ.
Here k(JS) denotes the number of positive eigenvalues of the symmetric matrix JS minus the number of its negative eigenvalues.
Passing back to our original coordinates x, we obtain Corollary 2.5. If A is non-degenerate, then for φ ∈ S(g 1 ),
Proof. Let us recall that
where we have made use of Sylvester's theorem in the first identity. Then (compare [11] (1.14))
we find that
and so by (2.20) and (2.11) Since the matrix J µ coth(tS µ /2) is symmetric, it follows that for our function f = w(·, 0) we have Then by (2.21)
For t = 4πT = 0 fixed and µ ∈ C sufficiently small, we have that J µ (coth(tS µ /2) − I) is invertible. In fact,
in combination with (2.22) this implies that for µ ∈ C sufficiently small,
Combining (2.16), (2.17) and (2.24), we see that for x, v ∈ g 1
Since A is non-degenerate, given ε > 0 we may choose some δ > 0, such that for every v ∈ g 1 and µ ∈ C with |µ| < δ,
Assume now that ab < T 2 A 2 op . Then we may choose ε > 0 so small that ab(1+ε)
op . Then the relations (2.25) and (2.27) in combination with Corollary 2.1 imply that for µ ∈ C sufficiently small we have that f µ t = 0, hence also f µ = 0. By our previous Observation, this concludes the proof of Theorem 1.5 in this sub-case.
2.2.2.
The case when g is MW and A is degenerate. Let us next assume that g is MW, but that A = 0 is singular. We shall reduce this case to the previous one by means of a perturbation argument.
To this end, we shall have to perform some calculations within Howe's oscillator semigroup, which is why we shall work within the symplectic coordinates z for g 1 given by (2.10).
Recall first that the sub-Laplacian L = j V 2 j , which generates the heat semi-group with heat kernels h t on G, corresponds to the matrix A = I. We therefore put for µ ∈ C B(µ) := −R(µ)
Since −B(µ) is positive definite, the operator
is a well-defined contraction operator on L 2 (g 1 ) when Im τ > 0, lying in Howe' s oscillator semigroup (c.f. [8] ). Moreover, by Theorem 5.2 in [12] ,
for a suitable choice of the square root.
Observe that by narrowing down the cone C, we may assume that for µ ∈ C the R(µ)'s are chosen in (2.9) so that
Lemma 2.6. Given T ∈ R \ {0} and ε > 0, there exists an ε 0 = ε 0 (T, ε) > 0, ε 0 < ε, such that for every ε ′ ∈]0, ε 0 [, every µ ∈ C such that |µ| < ε 0 and every σ ∈ [0, 1] we have
, z ∈ g 1 .
Proof. If τ = 4πT ε ′ (σ + i) then under our hypotheses, (2.31) implies that
Hence, using again (2.31), we have
Similarly,
The claim follows now easily.
Let ε > 0, and assume that ε ′ > 0 and µ ∈ C are chosen sufficiently small so that the conclusion of Lemma 2.6 holds true. Since ϕ × ψ(z) ≤ |ϕ| * |ψ|(z), where * denotes ordinary convolution on Euclidean space, (2.19) and Lemma 2.6 in combination with standard convolution identities for heat kernels on Euclidean space imply that
Putting again t := 4πT , we may re-writẽ
In view of Remark 2.3, we have
is given by the Baker-Campbell-Hausdorff formula. But, similarly to (2.31),
Finally we may writẽ
In view of (2.14), the second factor can be re-written as e
i.e.,
where we have applied (2.31). So we have finally re-writteñ
Now, since the leading term of D ε ′ (µ) is D(µ), we obtain the following analogue of Lemma 2.6:
it . Then the conclusion of Lemma 2.6 holds for Γ ε ′ ,µ 4πT iε ′ in place of Γ µ 4πT ε ′ (σ+i) , i.e., given T ∈ R \ {0} and ε > 0, there exists an ε 0 = ε 0 (T, ε) > 0, ε 0 < ε, such that for every ε ′ ∈]0, ε 0 [ and every µ ∈ C such that |µ| < ε 0 we have
Proof. The functionΓ Assume now that the function f on G satisfies the estimates (1.6),(1.7) in Theorem 1.5, i.e., |f (x, u)| ≤ Ce Case 2: b < a. This case can be reduced to the preceding one a < b. Just replace f by g := e
iT LA f and T by −T , so that e −iT LA g = f . Apply the previous case to g, which interchanges the roles of a and b. Hence g = 0 and finally then f = 0, too.
This concludes the proof of Theorem 1.5.
