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INTRODUCTION 
Let H denote a real Hilbert space, c( a real number, and j [ - 1, l] x 
Hx H + H be a given mapping. This paper is devoted to the study of 
existence and uniqueness for the boundary value problems 
-x”(t)+ax’(t)+f(l,x(t),x(-l))=e(t) 
x(-1)=x(1)=0 
(1.1) 
and 
-x”(t)+f(t,x(t),x(-f))=e(t) 
X(-1)-Izx’(-l)=O 
x(l)+hx’(l)=O, 
(1.2) 
where h,k>O, h+k>O, tin C-1, 11, and e in L’([-1, 11, H). We note 
that the boundary value problems (l.l), (1.2) involve the reflection, -t, of 
the argument t. The study of boundary value problems involving reflection, 
-t of the argument t, was initiated by Wiener and Aftabizadeh [6] in the 
case H = R, f: [ - 1, 1 ] x IR x R + R continuous for the following boundary 
value problems 
-x’)(t) +f( t, x(t), x( - t)) = 0 
x(-1)=x,, x(1)=x, 
(1.3) 
* This work was completed when the author was visiting CNLS/T-7, Los Alamos National 
Laboratory. 
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and 
-x”(t)+f(t,x(t),x(-t))=O 
(1.4) 
X(-1)-kx’(-l)=O, x(l)+kx’(l)=O, 
where h > 0, kk 0, and h + k > 0. The author studied the boundary value 
problems (1.1) and (1.2) in [3] in the case H= RN. 
The purpose of this paper is to extend the results of [3] to the case of a 
real Hilbert space H when f is either completely continuous on 
[ - 1, l] x H x H, which allows an existence proof based on Leray- 
Schauder degree theory argument, or when f satisfies a monotonicity type 
condition. The existence result when f satisfies a monotonicity type 
condition is obtained by approximating the boundary value problem in H 
by suitable finite-dimensional differential equations which can be solved 
using the theorem for completely continuousfand then using monotonicity 
to obtain an exact solution from the approximate solutions. 
The results of this paper are stimulated by the results of Mawhin [S] for 
the boundary value problem 
x”(f) + crx’( t) +f( t, x(t), x’( t )) = 0, tE [O, 711, x(O)=x(n)=O. 
For x in H we denote by llxll the norm of x in H, and for x, y in H we 
denote by (x, y) the inner product of x and y in H. We shall be using the 
following spaces 
(1) L”( ( - 1, 1); H) the usual Lebesgue spaces of Hilbert space 
H-valued functions on [-I, l] for l<p<oo. For x(t)~P((-1, l),H); 
IlxWll, = (SF 1 Ilx(t)ll VP d enotes the norm of x(t) in Lp(( - 1, 1). H). Also 
for x(t)~L~((-1, l);H), y(t)~L~((-l,l);H), ldp<co, ldqdco, 
l/p + l/q = 1, the duality pairing (x(t), y(t)) between x(t) and y(t) is 
defined by 
<x(t), Y(r)> = J1 (x(t), y(t)) dt. -I 
(2) C( [ - 1, 11; H) and C“( [ - 1, 11; H) are respectively the spaces of 
H-valued continuous and k-times continuously differentiable functions on 
C-1, I]. For x(t)~C([-1, 11; H) the norm jlx(t)llo of x(t) in 
C( [ - 1, l), H) is defined by 
Ilx(t)llo=max{Ilx(t)ll: tE L-1, 111. 
Also, for x(?)E C”([ - 1, 11; H) the norm Ilx(t)llko of x(t) in 
C”( [ - 1, 11, H) is defined by 
ilx(t)llkO = i Ib(‘)(f)llO, 
i=O 
where x(‘)(t) denotes the ith derivative of x(c) for 1 < i < k. 
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2. EXISTENCE AND UNIQUENESS WHEN f COMPLETELY CONTINUOUS 
We prove existence theorems for (1.1) and (1.2) when 
f: [ - 1, 1 ] x H x H + H is completely continuous, i.e., continuous and such 
that it takes bounded subsets into relatively compact subsets. 
THEOREMS. Let f: C-1, l]xHxH -+ H be completely continuous and 
there exist real numbers a, b, c with a + b < n2/4 such that 
(f(t, x,Y), x2 --a lIxl12-b ILlI IIYII --c llxll (2.1) 
for all (t, x, y) in C-1, l] x Hx H. Then, for every e(t)E L,‘((-1, l), H) the 
boundary value problem (1.1) has at least one solution. 
Proof We shall apply the Leray-Schauder theorem in its simplest form 
as given by Mawhin in [4]. If G is the scalar Green function associated to 
the problem 
-x”(t) + ax’(t) = b(t) 
x(-1)=x(1)=0 
(2.2) 
then, for each 1 E [0, 11, the boundary value problem 
-xU(t)+ax’(t)+Af(t,x(t),x(-t))=Ae(t) 
x(-1)=x(1)=0 
(2.3) 
is equivalent to the fixed point problem 
x(t)= -AS', G(t, sHf( s, x(s), x( -s))-e(s)> ds-ilT(x(t)) (2.4) 
in the space C’( [ - 1, 11; H). 
Now the assumption that f: [ - 1, l] x H x H + H is completely con- 
tinuous imply that the mapping T: C’( [ - 1, 11; H) + C’( [- 1, 11; H) is 
completely continuous. The result will then follow from the Leray- 
Schauder theorem if we can show that if all possible solutions of (2.4), or 
equivalently of (2.3) are a priori bounded independently of 1 E [0, 1 ] and 
of the solution. 
Let, now, x(t) be a possible solution of (2.4) for some 1 E [0, 11; then for 
all tE C-1, l] we have 
0 = ( -x”(t), x(t)) + a(x’( t), x(t)) 
+ 4f(t, x(t), x( - t)), x(t)) - J.(e(t), x(t)) 
2 (-x”(t), x(t)) + a(x’(t), x(t)) - la llx(t)ll* 
- Ab Ilx(t)ll . Ilx(-t)ll - 2~ Ilx(t)ll -A Il4t)ll Ilx(tNl. 
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Integrating now over [ - 1, l] we obtain on integration by parts and using 
the boundary conditions 
02 Ilx’(r)lli-a Ilx(f)llS-b Ilx(~)ll~-2lc Ilx(~)llo- lIe(t) Ilx(~Ho. (2.5) 
Now, using the following inequalities of Poincare and Sobolev type whose 
proof given for H = iw in Hardy et al. [ 1 ] trivially extends to the general 
case, 
llx(t)ll%-$ Ilx’(t)ll:> Ilx(t)llo~L Ib’(~)ll2~ 
& 
we obtain that 
02 1 -(a+h)-$ 
( ) 
Il~‘(t)ll~-~(214 + l14~fIIl) Ilx’(~H2 
d 
so that 
1x.1+=(2 ICI + ll4t)ll,) 1 -(a+w$) 
( 
-1 
E p. 
This gives 
(2.6) 
It now follows from the Eq. (2.3) that 
Ilx”(~)lll6 c9 (2.7) 
where C is a constant, independent of 2 and x(t). Now, by the boundary 
conditions we have (x(-l), 5) = 0 and (x(l), 0 =O, for every 5 E H. 
Applying Rolle’s theorem to the function t E [ - 1, l] + (x(t), 5) E [w we see 
that there is a tr E [ - 1, l] such that 
(x’(t,), 0 = 0 
It follows then that for every t in [ - 1, 11, 
so that 
(x’(t), 0 = j’ (x”(s), 5) 4 
‘i 
1(x’(t), 5)l < I( l(x”(sL 511 ds < j’ L Ilx”(~)ll . II511 ds 
= Ilx”(t)ll 1 . llrll d c 11511 
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It then follows by the Principle of Uniform Boundedness that there is a 
constant C,, independent of 1 E [0, l] and x(t) such that 
Accordingly, 
Ilx(~Nlo1= Ilx(t)llo+ Ilx’(f)ll6~ p+c, 
3 
and the proof of the theorem is complete. 
Before we state and prove an existence theorem for the boundary value 
problem (1.2) we need the following lemma from [3] whose proof we 
reproduce here for the sake of completeness. 
LEMMA 1. Let x(t): [ - 1, l] -+ [w be a continuously differentiable 
function. Let h > 0 and k$O be such that x( - 1) - hx’( - I) = 0 and 
x( 1) f kx’( 1) = 0. Then, there exists an s in [ - 1, I] such that x’(s) = 0. 
Proof: Suppose that x’(t) #O for every t in [ - 1, l] and we may 
assume that x’(t)>0 for every t in [ - 1, 11. Now it follows from 
x(-1)-hx’(-l)=O, x(l)+kx’(l)=O that x(-l)x’(-l)>O and 
x(l)x’(l)<O. This gives x(-l)>0 and x(l)<0 and one of the 
inequalities must be strict (since otherwise there is an s in [ - 1, l] with 
x’(s) = 0 by Rolle’s theorem); but this contradicts the assumption that 
x’(t)>0 for every t in C-1, l] and x(t) strictly increasing in C-1, 11. 
Hence the lemma. 
THEOREM 2. Letf: C-1, l]xHxH + H be completely continuous and 
there exist real numbers a, b, c with a + b -C x2/16 such that 
(f(t, x, y), x) 2 --a llxl12 - b llxll . llvll -c llxll (2.8) 
for all (t, x, y) in [ - 1, l] x H x H. Then for every e(t) E L’( ( - 1, 1); H) the 
boundary value problem, for k > 0 given, 
-x”+f(t,x(t),x(-t))=e(t) 
x(-l)=0 (2.9) 
x(l)+kx’(l)=O 
has at least one solution. 
Proof The proof of this theorem is similar to that of Theorem 1, except 
in this case the PoincarbSobolev type inequalities that are to be used are 
llxW$ Ilx’(t)ll:; Ilx(t)llo d 4 Ilx’(t)ll* 
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for x in C’([ - 1, I], H) with x( - 1) = 0. Also here one needs to use 
Lemma 1. We leave the details to the reader. 
We observe that in Theorem 3 we do not have Poincart-Sobolev type 
inequalities available as in the case of Theorems 1 and 2. 
THEOREM 3. Let f: [ - 1, l] x H x H --+ H he completely continuous. 
Assume that for every t in [ - 1, 1 ] and x, y in H: 
(f(t, X,Y), x)20. (2.10) 
Let h > 0 and k > 0 be given. Then for every e E L’( ( - 1, 1); H) the boundary 
value problem 
-x”(t)+f(t,x(t),x(-t))=e(t) 
x(-1)-hx’(-l)=O (2.11) 
x(l)+kx’(l)=O 
has at least one solution. 
Proof. Proceeding as in the proof of Theorem 1 the result will follow 
from the Leray-Schauder theorem if we can show that the set of ail posible 
solutions of the family of equations 
-x”(t)+;lf(t,x(t),x(-t))-le(t)=O 
x(-1)-hx’(-l)=O 
x(l)+kx’(l)=O 
(2.12) 
are a priori bounded independently of 1 in [0, l] and of the solution. Let, 
now, x(t) be a possible solution of (2.12) for some 1 E [0, 11; then for all t 
in C-1, l] we have 
O= (-x"(t), x(t))+4f(t, x(t), x(-t)), x(t))-44t), x(t)) 
b -(x"(t), x(t)) - 44th x(t)). 
Integrating now over [ - 1, 11 and using integration by parts we get using 
the boundary conditions that 
02 -(x(l),x’(l))+(x(-1),x)(-l))+j-’ Ilx’(t)ll’dt 
-1 
- A Ile(t)ll I Il4~h 
2$ Ilx(l)ll’+~ IIx(-1)II*+ Ilx’(tN- I14t)llI. Ilx(t)llo. 
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Now for t in C-1,1] we have 
x(t)=x(-l)+[;ix’(~)ds. 
Which gives that 
IlX(~Nlo~ II-d-1111 +$ Ilx’(t)ll*. 
Using this in our earlier calculation we get 
02; IlW)ll’-& Ile(~)ll,. Ilx(-1)Il 
+ Ilx’(t)ll: - J”- Ile(t)ll I Ilx’(t)ll 2 
= ( -!- IId-1)Il - Jx 2 Ji; 2 Ik(t)ll1 ) 
+ 
( 
IW(t)l12 -L Ile(f)ll 1 ‘- f (1 + h) Ik(f)llf 
s 1 
It follows that there is a constant p b 0 independent of A E [O, 1 ] and x(t) 
such that 
IId - 1 )II 6 P and Ilx’(t)llz c P. 
and hence 
ll--d~)llo g (1 + 3, P < 3P. 
Now, using Eq. (2.12) we see that there is a constant pi independent of 
1 E [0, 1 J and x(t) such that 
Let <E H be arbitrarily fixed. Then using the boundary conditions and 
Lemma 1, we see that there exists a tt in [ - 1, l] such that (x’(t,& 5) = 0. 
So for every t in [ - 1, 11, 
(x’(t), 5) = 1’ (X”(S), 5) 4 fi 
so that 
1(x’(t), r)l < j-1 1(X”(S), <)I dsq, IlX”(~)ll ItI ds 
= Ilx”(t)ll 1 . II511 <PI 11511. 
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It then follows from the Principle of Uniform Boundedness that 
Ilx’(t)llo d c,
where C is some constant, independent of 1 in [0, l] and x(r). 
Accordingly, jlx(t)llo, = Ilx(t)/l,, + lIx’(t)llo < 3p + C and the proof of the 
theorem is complete. 
We next consider the question of the uniqueness of the solution. 
THEOREM 4. Let f: [ - 1, I] x H x H + H be continuous and let a, b be 
real numbers uch that for ail t in [ - 1, 1) and x, y, u, and v in H, 
(f(t,x>y)-f(t,u,v),x-u)a --a llx-412-~ lb-4 Ily-4l.(2.13) 
Then (i) the boundary value problem (1.1) has at most one solution if 
a+b<n2/4 
(ii) the boundary value problem (2.9) has at most one solution if 
a+b<7c2/16 
(iii) the boundary value problem (2.11) has at most one solution if 
a+bdO. 
Proof. Let x(t), u(t)E C’( [ - 1, 11; H) be two solutions to the boun- 
dary value problem under consideration: 
-x”(t)+ctx’(t)+f(t,x(t),x(-t))=e(t) 
-u”(t)+au’(t)+f(t,u(t),u(-t))=e(t) 
(2.14) 
for every t in [ - 1, 11, where a = 0 in the case of problems (2.9), (2.11), 
and x(t), u(t) satisfy appropriate boundary conditions. We first deal with 
the case of problems (1.1) and (2.9), for there we have Poincare-Sobolev 
type inequalities available for x(t), u(t), and x(t) - u(t). 
We have, on subtracting Eqs. (2.14), taking inner product with 
x(t)-u(t), and using (2.13), 
o= -(x”(t)-dyt),x(t)-u(t)) 
+ a(x’(t)-u’(t),x(t)-u(t)) 
+ (f (t, x(t), x(-t)) -f (t, u(t), u( - t)), x(t) - u(t)) 
> - (x”(t) - u’/(t), x(t) - u(t)) 
+ a(x’(t)-u’(t),x(t)-u(t)) 
- a II-4t)-4t)l12-b lb(t)--u(t)11 Ilx(-t)-4-tt)ll 
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for every t in [ - 1, 11. Integrating now over [ - 1, 1 ] and using integration 
by parts, the boundary conditions and PoincareSobolev inequality we get 
02 1 s , 11x’(t)-u’(4112 dt-(a+61 b(t)-4f)ll: 
2 (B - (a + 6)) Ilx(t) - 4t)ll:T 
where /I = n2/4 for problem (1.1) and /I = 7r2/16 for problem (2.9). In any 
case this gives x(t) = u(t) for a.e. t in [ - 1, 1) and hence for every t in 
[ - 1, l] because of continuity of functions involved. 
Now, in the case of problem (2.11) we first have CI = 0, and then we get, 
as above, that 
02; 11x(-I)-u(-~)lt~+$ 11~(1)-~(1)Il~+j~ Il~‘(~)-~‘(~)l12d~ 
-1 
- (a + 6) Ilx(t) - 4f)ll: 
since a+b<O (so that -(a+b)>O). 
This gives that x(-1)-U(-l)=O, x(l)-u(l)=O, and 
j’, I/x’(r) - u’(t)j[’ dt = 11x’(t) - u’(t)lls = 0. Also the Poincare-Sobolev 
inequality becomes available for x(t) - u(t), so that 
and hence x(t) = u(t) for every t in [ - 1, 11, as above. This completes the 
proof of the theorem. 
COROLLARY 1. Let f: [ - 1, 1 ] x H x H + H be completely continuous 
and let a, b be real numbers such that for all t in [ - 1, 1 ] and x, y, u, v, and 
v in H, 
(f(t, x,~)--f(t, I(, v), x--u)2 --a lb-412-6 /b--II llv-4 (2.14) 
Then (i) the boundary value problem (1.1) has exactly one solution ij 
a+b<z2/4 
(ii) the boundary value problem (2.9) has exactly one solution if 
a + b < ~~116. 
(iii) the boundary value problem (2.11) has exactly one solution if 
a+b<O. 
409/128/2-6 
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Proof It suffices to observe that for u = u = 0, (2.14) gives 
VI& x, Y) 3 a ll.412 -b llxll llvll -c llxll 
for every x,y~H and t in C-1, l] with c=rnax,~~.~l,,l I f(t,O,O)II. We 
also observe that Theorem 3 remains true if (2.10) is replaced by 
(f(4 x3 Yh XI a --c llxll 
for every t E [ - 1, l] and x, y E H; c a constant, independent of t, x, and y. 
The corollary is now immediate from Theorems 1, 2, and 3, along with 
Theorem 4. 
3. EXISTENCE AND UNIQUENESS WHEN f IS CONTINUOUS 
We shall now show that under the uniqueness condition of Theorem 4 
the boundary value problem ( 1.1 ), in fact, has exactly one solution under a 
continuity and boundedness assumption on f for every given 
e(t) EL’(( - 1, 1); H). In the following we shall denote the Hilbert space 
L*(( - 1, 1); H) by 2. 
THEOREM 5. Let f: [ - 1, 1 ] x H x H + H be a continuous and bounded 
(i.e., map bounded subsets of [ - 1, 11 x H x H into bounded subsets of H) 
mapping. Let a, b be real numbers with a + b < x2/4 such that for all t in 
[-l,l]andx,y,u,andvinH, 
(f(t,x,Y)-f(t,u,v),x-u)3 --a lb-41*-b II--II llv-4. (2.15) 
Then for every e(t) in L2( ( - 1, 1); H) = 2 the boundary value problem, for 
any a in R given, 
-x’(t)+ax’(t)+f(t,x(t),x(-t))=e(t) 
x(-1)=x(1)=0 
(2.16) 
has exactly one solution. 
Proof. Define L: dom L c S + 9 and N: dom N c S + 2 by 
dom L = {x E X: x and x’ are absolutely continuous 
x”EXandx(-1)=x(1)=0} (2.17) 
Lx= -x”+ax’ 
domN=C([-1, l];H) and N(x(t))=f(t,x(t),x(-t)), so that the 
problem (2.16) is equivalent to the equation 
Lx+Nx=e (2.18) 
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in dom L. Also dom L and dom N are vector subspaces of the Hilbert 
space 2. 
We first notice using Poincare-Sobolev and Schwartz inequalities that 
for x, y in dom L, 
((L+N)x-(L+Wy,x-Y) 
i 
1 
= ~ 1 lb’(t) - y’(t)l12 dt 
- j’ (f(t,x(t),x(-t))-f(t,y(t),A-t)),x(t)-At))dt 
-1 
- hj-l Ilx(t)-~(t)ll IId-t)-~(-t)ll df 1 
2 ($l-b) Ilx(t)-Y(t)ll:, 
from where it follows easily that (2.16) has at most one solution. 
To prove existence of a solution for (2.18) (or, equivalently, (2.16)) let 
for each finite-dimensional vector subspace F of H, P,: H + H denote the 
orthogonal projection of H onto F. Let us, next, define the corresponding 
orthogonal projection gF on X’ by 
(@&U)(f) = PF(U(f)), tE[-l,l]. 
Let us write F = Im 9’. Now, it is easy to verify that, in dom L n 5, the 
equation 
YF( Lx, + Nx,) = 9” e, 
x9 E dom L n F, is equivalent to the boundary value problem 
-x$(t)+ax$(t)+PFf(t,x9(I),x~(-t))=P,e(t) 
xF(-l)=xF(l)=o, 
(2.19) 
t in [ - 1, 11. By (2.15) and the fact that P, is an orthogonal projection, we 
have, for all x, y, U, and v in F and all t in [ - 1, 11, 
(PFf (c x> Y) - PFf (6 4 o), x - u) 
= (f (c x, Y) -f (6 4 u), x - u) 
2 --a ,,x-u,,2-b 1,x-u,, . ,,y--II,,. 
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Also PFf is continuous and bounded on [ - 1, l] x F x F and, since F is 
finite dimensional, PFf is completely continuous on F. Thus we have from 
Corollary 1 and the proof of Theorem 1 that the boundary value problem 
(2.19) has a unique solution x,~ E dom L n 9 verifying 
Ilx~~t~ll~~~c+Il~~~~llz~ I-(a+h)$) 
( 
-1 
-P (2.20) 
(since llPFl/ < 1); so that by Poincart-Sobolev inequalities, 
(2.21) 
Noting that the p in (2.20), (2.21) is independent of the finite-dimensional 
space F and since llPFjl < 1 for every finite-dimensional subspace F of H, 
we see that there exists a constant C, independent of F, such that 
IlxXt)ll2 G c. (2.22) 
Next, let /i denote the set of all the vector subspaces of Y? consisting of 
the set of functions in 2 = L*(( - 1, 1); H) whose range is contained in a 
given finite-dimensional vector subspace of H. 
For every &E 4 let 
%(I= kP fl E /1,Y =3 R0 and X~ the unique solution of (2.19)). 
and let W,, = weak closure of V,FO in X”. Since VYO is bounded in X, W,, 
is weakly compact and since the family { W,} clearly has the finite-inter- 
section property, we see that n ( W,,: &E n > is nonempty and let 
XoEn {W.Fo : F0 E /i }. Let 3$ E n be fixed arbitrarily. Since x0 E W,, we 
see, using a lemma of Kaplansky [2], that there exists a sequence {fl,}, 
9”~ A, pn 2 5$, such that x~~ - x0, where - denotes the weak con- 
vergence in 2”. Now by (2.20) and (2.22) we have -x’$” + ax>” is bounded 
in 2 and so we may assume (by going to a subsequence, if necessary), that 
there exists a u in 2 such that -x’&. + RX>” - u in 2”. Since now the 
graph of L is convex and closed and hence weakly closed, we obtain that 
x,Edom L and v= Lxo. 
We now assert that Lx, + NxO = e. For this we first observe that for 
&ELI, uedom Ln$,, 
((L+N) u, u-x0) 20. (2.23) 
Indeed, we have for every 9 E A, 9 1 F0 that 
O<((L+N)u-(L+N)x,,u-x,) 
= ((L+N)u, u-xy) 
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which implies that 0 d ((L + N) U, u - x0) since x0 E W, = the weak- 
closure of V,,. 
We next observe that (2.23) holds for every u E dom L. Indeed, if 
u E dom L, it has a Fourier series 
co 
u(t) = 1 a,,, sin mnt + b,cos 
(2m+l)?rt 
m=l 2 
which converges uniformly in [ - 1, 1 ] to U. Also the series 03 zi rrma, cos mnt - (2m+1jnb sin(2m+l)nr m=l 2 m 2 I 
converges uniformly to U’ on [ - 1, 11. Thus, if we write 
n 
u,(f) = c {a,sin mm + 6, cos 
(2m+l)nt 
m=l 2 
u;(t)= f mnaI, cos mnt - (2m+l)nb sin(2M+1)Xt 
m=l 2 m 2 
for every n = 1, 2, . . . . then U, and U: belong to some So,, n dom L, so that 
((L+N)u,, ~,-X,)20. (2.24) 
Now the continuity off implies that Nu, converges uniformily to NU on 
[ - 1, 11. Also Lu, converges strongly in 3 to Lu; and, accordingly, we 
have from (2.24) that 
((L+N)u, u-X,)BO, 
proving the assertion that (2.23) holds for every u~dom L. Taking now 
u=xo+7v, vEdom L, 730, we have 
((L + N)(xO + TV), 0) 2 0. 
Letting now, z + O+, we get that 
(W+N)x,, v)>O 
for every v E dom L and hence (L + N) x0 = 0, since dom L is dense in &?‘. 
This completes the proof of theorem. 
388 CHAITAN P.GUPTA 
REFERENCES 
1. G. H. HARDY, J. E. LITTLEWOOD, AND G. POLYA, “Inequalities,” Cambridge Univ. Press, 
London/New York, 1952. 
2. F. E. BROWDER, “Nonlinear Operators and Nonlinear Equations of Evolution in Banach 
Spaces,” Amer. Math. Sue., Providence, RI, 1976. 
3. C. P. GUPTA, Existence and uniqueness theorems for boundary value problems involving 
reflection of the argument, Nonlinear Anal. Theory Meth. Applications, to appear. 
4. J. MAWHIN, Topological degree methods in nonlinear boundary value problems, Regional 
Conference Series in Math. Vol. 40, Amer. Math. Sot., Providence, RI, 1979. 
5. J. MAWHIN, Two point boundary value problems for nonlinear second order differential 
equations in Hilbert spaces, Tohoku Math. J. 32 (1980) 225-233. 
6. J. WEINER AND A. R. AFTABIZADEH, Boundary value problems for differential equations 
with reflection of argument, Internal. J. Math. Math. Sci. 8 (1985), 151-163. 
