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A detailed discussion is given of the quadratic characteristic value problem, 
x = Apx + (l/h)Qx, where P and Q are compact selfadjoint operators in 
Hilbert space. Theorems are proven showing that unconditional bases of 
various types may be constructed from the root vectors of A(h) = hp + (l//\)Q. 
These theorems are of interest in the stability theory of linear evolution equa- 
tions, particularly for application to certain problems in the linearized theory 
of hydrodynamic stability. 
Let P and Q be compact selfadjoint operators in a complex 
Hilbert space H, and for 0 # A E C (the complex field), let A(h) = 
* + (lP)Q. W e consider the characteristic value problem 
x = XPx + (l/A)Qx. (1) 
A plausible conjecture is that when h is large, problem (1) should be 
related to the characteristic value problem 
u =rrPu, (2) 
while when X is small, problem (1) should be related to the charac- 
teristic value problem 
v = pQv. (3) 
To some extent, this conjecture is true even with no further hypoth- 
eses on P and Q. In turn, the relations between these problems become 
stronger under additional assumptions on P and Q, as we now 
describe. 
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The classical resuh for (2) is that an orthonormal basis for R(P), 
the closure of the range of P, can be formed from the characteristic 
vectors of (2). Moreover, the only possible accumulation point of the 
characteristic values of P is 00, and CO is an accumulation point 
iff dim R(P), the dimension of the range of P, is infinite. The analogous 
results of course hold for (3). 
In Section 1, we find that the root subspaces (cf. Section 1 for 
definition) of A(X) are all finite dimensional, that the only possible 
accumulation points of the characteristic values of A(h) are 0 and 00, 
and that if X is a sufficiently small (or sufficiently large) characteristic 
value, then h is real and all corresponding root vectors are characteristic 
vectors. Then in Section 2 we prove(Theorem2.2)that an unconditional 
basis for R(P) x R(Q) can be formed by applying projection operators 
to the root vectors of A(X). We wish to point out that even if N 
is one dimensional, in which case P and Q obviously commute, 
the notion of a root vector is essential to obtain the latter result in full 
generality. 
A further obvious result for (2) is that if the characteristic vectors 
{un} of P are orthogonalized and scaled to have norm equal to the 
magnitude of the corresponding characteristic value, then the charac- 
teristic vectors form an orthonormal basis for the completion of R(P) 
with respect to the seminorm /I P- 11 (which is a norm on R(P)). 
Orthonormality is of course with respect to the corresponding inner 
product (P., PO). This procedure is similar in spirit to methods for 
the solution of generalized Wiener-Hopf equations, as, for example, 
in Shinbrot [l]. In an analogous fashion, we “change normalization” 
(roughly speaking) from that of Theorem 2.2 to obtain another 
unconditional basis (Theorem 2.6) from the root vectors of A(h). 
Theorem 2.6 is quite important for application to a particular problem 
in linearized hydrodynamic stability, as we shall describe shortly. 
In Section 3, the additional hypotheses that P and Q are both 
nonnegative (or both nonpositive) are made. This is a case of particular 
interest for application to stability problems for linear evolution 
equations, since the real parts of all characteristic values of A(h) are 
then positive (negative). We then prove that A(h) has a sequence of 
characteristic values tending to co (resp. 0) iff dimR(P) (resp. 
dim R(Q)) is infinite. I n addition, certain series formed from charac- 
teristic values of A(h) converge iff corresponding series formed from 
characteristic values of P or Q converge and root subspaces corre- 
sponding to complex conjugate characteristic values of A(h) have the 
same structure. 
Finally, in Section 4 we replace the algebraic sign assumptions of 
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Section 3 with stringent assumptions on the spacing of the eigenvalues ___ - 
of P and Q. We then obtain an unconditional basis for R(P) x R(Q) 
from the root vectors of A(h) which is quadratically close to the obvious 
orthonormal basis formed from the characteristic vectors of P and Q. 
Moreover, the large characteristic values of A(h) are asymptotic to 
characteristic values of P, while the small characteristic values of A(h) 
are asymptotic to eigenvalues of Q. The results of Section 4 apply to 
many problems where P and Q arise from inverting ordinary differ- 
ential operators, but are of limited utility for partial differential 
problems. 
Motivation for these studies comes from problems in linearized 
hydrodynamic stability, notably the Rayleigh-Taylor problem as 
formulated by Chandrasekhar [2, Chap. lo], and the motion of a 
viscous liquid in an open vessel formulated in Krein [3] and studied 
further by KreIn and Laptev [4] and Askerov, Krem, and Laptev [5]. 
Applications to problems in mechanics are mentioned in KreIn and 
Langer [6]. 
We wish to comment further on the free surface problem of [3]. 
Under consideration is the motion of a heavy incompressible viscous 
liquid in an open vessel, the motion being initially close to an equi- 
librium state. A constant external acceleration acts on the liquid, and 
surface tension is neglected. A full derivation of the linearized Navier- 
Stokes equations for this situation may be found in Wehausen and 
Laitone [7, Sections 10 and 251. It has been shown in [3,4] that these 
equations may be transformed into an evolution equation whose 
solution is obtained from the theory of holomorphic semigroups. 
Of interest is whether initial disturbances from equilibrium die out 
with time, i.e., whether solutions of the evolution equation decay. 
The uniform estimates of semigroup theory, as, for example, obtained 
by Phillips [8, Theorem 3.31 and Kato [9, p. 4971, do not yield bound- 
edness of solutions. What is needed is a detailed spectral (normal 
mode) analysis such as that carried out for selfadjoint problems by 
Restrepo [lo]. The corresponding spectral problem is equivalent to 
the characteristic value problem (1) (cf. [4]) with P > 0 and Q > 0. 
Theorem 3 of [5] will yield decay of the energy norm of disturbances 
only for a dense set of possible initial conditions. Furthermore, a 
word of caution is in order here since Theorem 5 of [5] is not entirely 
correct; it is necessary that the initial disturbance of the free surface 
have mean value zero. 
Theorem 2.2 of the present paper applies in far greater generality, 
i.e., for a much larger class of initial conditions, but it is not difficult 
to show that in order to use Theorem 2.2, a smooth initial disturbance 
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of the free surface cannot disturb any portion of the “edge” of the 
free surface. Theorem 2.6 removes this difficulty and is in fact obtained 
specifically for this reason. Intrinsic characterization of expandable 
initial disturbances of the free surface corresponding to a general class 
of domains (open vessels) is not a trivial problem since such domains 
are not smoothly bounded. Details on this stability problem will 
appear in a forthcoming paper of the author. 
Problem (1) and various generalizations, often called “eigen- 
parameter” or “nonlinear eigenvalue” problems, have a very long 
history, particularly for finite dimensional H. Extensive information 
and historical references on finite dimensional problems may be 
found in Lancaster [l 11. A number of results and an extensive 
bibliography for infinite dimensional H are to be found in Miiller [12]. 
Results with a different emphasis, namely the Lamb shift computation 
in quantum mechanics, have been obtained by Brownell [13, 141. 
There are many papers in the Soviet literature on eigenparameter 
problems (cf. Gohberg and Krein [15, Chap. 51). An early influential 
paper of the Soviet school is the announcement of Keldyg [ 161. A 
completeness theorem and applications to hydrodynamics may be 
found in Di Prima and Habetler [17]. Normal mode solution of a 
damped wave equation by means of a quadratic eigenparameter 
problem has been carried out by Deavours [18]. Additional references 
will be given as we now relate the various sections of this paper to the 
literature. 
In Section 1 we obtain useful preliminary information on the 
characteristic value problem (1) which refines the material in the first 
two sections of [5]. The main result of the section is Proposition 1 .l, 
which proves (for probIem (1)) the equivalence of the definition of root 
subspace of Friedman and Shinbrot [19] with that used in the Soviet 
literature, as, for example, in [5; 15, Section 5.91. This provides an 
a priori proof that the root subspaces of [5] are finite dimensional, 
which follows only after linearization in [S]. An easy generalization 
to compact operator bundles in a Banach space is given in Theorem 1.1. 
For the usual linear characteristic value problem, the definition of 
root subspace reduces to the description of the algebraic eigenspace 
by means of Jordan chains. This observation is used in the present 
work without explicit mention, save near the end of Section 3. 
The heart of the paper is Section 2. Double unconditional bases, 
i.e., unconditional expansions of pairs of vectors, formed from root 
vectors of A(h) are obtained. Theorem 2.2 was presented by the 
author at the Seminar on Nonlinear Eigenvalue Problems in Santa Fe, 
New Mexico in June 1971, and the proof has been outlined in Greenlee 
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[20]. We present a complete proof here and also derive Theorem 2.6 
to enlarge the class of applications of the theory as mentioned pre- 
viously. Basic to the whole section is G. I. Laptev’s particularly 
clever linearization procedure for problem (1). Laptev’s procedure is 
modified so as to take advantage of the theory of compact selfadjoint 
operators in a Pontrjagin space of type UK (cf. Pontrjagin [21], Iohvidov 
[22], Iohvidov and Krein [23], and [15, Section 5.81). This is the 
mechanism used to obtain a double basis as opposed to double com- 
pleteness in [5], and without the hypothesis that P and Q be of finite 
order, which is essential in [5]. The term complete is used herein in 
the classical terminology associated with Fourier series; (xn> is compZete 
if the only vector orthogonal to all X, is 0. 
A slightly restricted version of Theorem 2.2 has recently been 
announced by Larionov [24]. Larionov’s technique is also to modify 
Laptev’s transformation so as to make use of the theory of compact 
selfadjoint operators in a Pontrjagin space. Though the transformation 
used in the present work and that of Larionov differ in detail, the two 
methods appear to be equally effective in terms of derivable results. 
Completeness, but not double completeness, theorems for problem 
(1) and more general polynomial eigenparameter problems were 
proven in [ 191, and the solution of an evolution equation corresponding 
to a special case of (1) was obtained in Friedman [25]. Assuming an 
overdamping condition, used for finite dimensional problems by 
Duffin [26] and Rogers [27], double basis theorems for (1) are obtained 
in [6] (cf. also [15, Section 5.12)]. A portion of this work has been 
extended and simplified by Eisenfeld [28]. The overdamping con- 
dition has also been exploited by Hadeler [29]. Langer [30] has 
studied polynomial eigenparameter problems. Double basis theorems 
for (1) when the overdamping condition is obtained by imposing 
algebraic sign conditions on P and Q have been obtained by Turner 
[31], Weinberger [32], and Eisenfeld [33]. Bases from polynomial 
eigenparameter problems, and variational estimates for the eigenvalues, 
are derived by Turner [34], again using algebraic sign hypotheses. 
A portion of the material in Section 3 was announced without proof 
in [20]. The theorems on the asymptotic distribution of the charac- 
teristic values of A(X) are proven by standard techniques for compact 
selfadjoint operators. These methods can be used for characteristic 
values of A(X) b ecause the linearization of Section 2 yields a compact 
selfadjoint operator in a Pontrjagin space. The primary reason for the 
restriction that P and Q have the same sign is the necessity of deter- 
mining the characteristic value of A(h) from that of the linearization 
uniquely. Results of a different nature on the distribution of charac- 
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teristic values of polynomial eigenparameter problems were given in 
[16] (cf. also [15, Section 5.91). Th e material in Section 3 dealing 
with root subspaces of A(X) corresponding to complex conjugate 
characteristic values is an abstracted version of methods used to 
show that linear differential problems with real data have real soIutions. 
The results of Section 4 are obtained by perturbation theoretic 
techniques. The procedure is in principle the same as that used in 
analytic perturbation theory for linear eigenvalue problems and in the 
Lyapunov-Schmidt method of bifurcation theory. These techniques 
were used by Shinbrot [35, 361 f or more general problems, but with 
weaker conclusions. The theorems of Section 4 appear to apply to 
the Rayleigh-Taylor problem [2, Chap. lo]. An unstable case of the 
Rayleigh-Taylor problem was treated by Turner [37]. A stronger 
theorem than Theorem 4.1, and applicability to the Rayleigh-Taylor 
problem was announced in 1966 by Allahverdiev [38], but to the 
author’s knowledge, proofs have never been published. 
1. PRELIMINARIES 
Let P and Q be compact selfadjoint operators in a complex Hilbert 
space H with inner product (*, a) and norm 1) * Jj. For nonzero X E C, let 
A(X) = hP + (l/X)Q. 
The resolvent, p, of A(h) is defined by p = {h E C: X # 0 and I - A(h) 
has a bounded inverse with domain H>. CT, the spectrum of A(X), is 
C\p. A nonzero element X, of u is called a characteristic value of A(h) 
if the equation 
x = A&,)x = h,Px + (l/X,) Qx 
has a nonzero solution x E H. Any such x is said to be a characteristic 
vector of A(X) corresponding to the characteristic value h = X, , and 
the (necessarily closed) subspace of characteristic vectors corre- 
sponding to X = h, is called the characteristic subspace of A(X) corre- 
sponding to X = X, . 
Obviously every nonzero purely imaginary number is in p. Thus by 
[9, Theorem 1.9, p. 3701, u is an at most countable set whose only 
possible accumulation points are 0 and co. Hence, by the Riesz- 
Schauder theory of compact operators (applied to /II - A(&) with 
n = I), each nonzero h, in cr is an (isolated) characteristic value, and 
the corresponding characteristic subspace is finite dimensional. For 
sW15/3-7 
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later use, we now note that by means of the substitution h = a~, 
with a > 0, it may be assumed without loss of generality that &l E p. 
In fact, there are at most countably many positive numbers a for 
which the substitution h = av fails to remove both &l from o. 
Further observe that the substitution h = av has the effect of replacing 
PbyaPandQby(l/a)Qinth h e c aracteristic value problem for A(h). 
The restriction to positive a is made to retain selfadjointness and to 
leave algebraic signs invariant. The methods of [19, pp. 81-831, can 
be followed in an obvious fashion to show that all characteristic values 
of A(h) are poles of the function (I - A(h))-l, which is analytic on p. 
Now let A, be a characteristic value of A(h), and let m + 1 be the 
order of the pole of (I- A(h))-r at X = A0 . The vectors x1 , x2 ,..., xl, 
with 1 6 m, are called associated vectors of the characteristic vector x,, 
corresponding to X = A, if 
40) x0 = x0 , 
4,) xl + (l/l 1) A’(&,) x0 = xl , 
40)x2 + (W9A'@o)x, + (WA"&,)x, = x2, 
(1-l) 
A(;\,) xz + (l/l!) A’(h,) xzwl + **a + (l/Z!) A(I)@,) x0 = xI , 
where ’ = d/dh. The span of all characteristic and associated vectors 
corresponding to A = A,, r(h), is called the root subspace corre- 
sponding to A = A,, and any nonzero element of r(h,) is called a 
root vector corresponding to h = A,, . From the form of equations 
(1. l), it is obviously equivalent to always take 1 = m by setting x0 = 
x1 = *-* = xm-rel = 0. The latter point of view was taken in [19, 
pp. 83-841, though the remark near the top of p. 84 of [19] should be 
reinterpreted as here. 
The root subspace corresponding to h = A, is defined in [5] by 
means of equations (1.1) but without the restriction I < m. We wish 
to prove that the present dejinition agrees with that of [5]. The preceding 
discussion shows that it is sufficient to prove the following proposition. 
PROPOSITION 1.1. Let h, be a characteristic value of A(A), and let 
m + 1 be the order of the pole of (I - A(A))-l at A = h, . Suppose 
x0 , Xl ,-**, x,,, satisfy 
C j! Ic A’wo) xk, = xk . , k=O,l,..., mfl. 
ho 
Then x0 = 0. 
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Proof. Let X + U(X) E H be a function which is defined and 
analytic in a neighborhood of X = X0 . Then 
where y(h) is analytic in a neighborhood of h = X, . We first show that 
the root subspace i(&,) coincides with the subspace, ?(A,-,), spanned by 
all x0 , x1 ,..., x, occurring in (1.2) as u(X) varies over all functions 
analytic in a neighborhood of h = h, . 
Applying I - A(X) to both sides of (1.2) shows that 
g(4 = P - 441[ (A -x;o)m+l + (A ;o)m + *** + 
XVI2 - (1.3) 
h - A, 1 
is analytic at h = h, . Developing I - A(X) in a Taylor series about 
h = A, gives 
where f(h) is analytic at h = A, . Thus, x0, x1 ,..., x, E r(h,), and so 
f-NJ c 4d. 
Conversely, if x0 , xr ,..., x, satisfy Eqs. (1.1) (recall that without 
loss of generality we may take 2 = m), the function g(h) defined by 
(1.3) is analytic at h = ho . Thus (1.2) holds with u(h) = g(X) and 
y(h) = 0, so x(J ) Xl )...) x, E r”(h,) and r(h,) C r”(&). 
Now, the Laurent expansion of [I - A(X)]-’ about X = X, has the 
form 
[I - A(h)]-1 = (A - AJ-“-1 B,+l + (A - A&* B, + ... 
+ (A - W 4 + 4, + f (A - A,)” 4 , (l-4) 
?L=l 
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where B,,, # 0. Hence, (1.2) becomes 
+ (A 1Qn [ B,+l 




'(;hd / B, ;;-"b/ 
. 
+ a.. + B2+ + B,u(h,)] 
ucm+l’(h,) 
+ Pm+1 (m + l)! 
+ B, ‘(;p) 4u + 0.. +BI~+&&)] 
+ A4 - Y(4J (1.5) 
The equation 
%+1 - 4u %+1 - $4&J xnl - -$- A"(h,) xmml - . . * 
- 
(m : l)! 
A(“+yA#)) x0 = 0 
now becomes 
@--$%) + . . . + B2 u’;), 
m (m - 2)! 
i B2u(&)l 
_ . . . - f A(“)(4,) /&a+1 + + B-4&,/ 
- 
(m : l)! A’“+“(X,){B,+,u(h,)} = 0. W-5) 
But (1.4) and I = [I - A(X)][I - A(A)]-l yield 
[I - 4Ul &+I = 0, 
P - 4Ml& - O/l 1) Wd J&+1 = 0, 
[I - 4)bll %n--, - U/l!) W,) &n - (l/2!) A”&,) &,a+, = 0, 
[I - A(&,)] B, - (l/l!) A’(&) B, - (l/2!) A”&) B, - *.e 
-(l/m!) A(m)(h,) B,,, = 0 , (1.7) 
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and 
[I - A@,)] A, - (l/l!) A’&) B, - (l/2!) A”@,) B, - *.. 
- (l/(m + l)!) i4’“+1)(A,) B,,, = I. 
Equations (1.7) reduce (1.6) to 
(l-8) 
{[I - A(h,)] A, - (l/l!) A’&) B, - (l/2!) A”@,) B, - -3. 
- (l/(m + l)!) A’“+l’(X,) B,,,} u(X,) = 0, 
which, together with (1.8), implies that u(X,) = 0. Hence (cf. (1.2) 
and (1.5)), x0 = B,+,u(h,) = 0 as was to be proven. 
It follows from (1.5) that 
m+1 
+i,) = 1 B,H, (1.9) 
n=l 
by first considering all u(X) such that u(~)(X,) = 0 for all 72 < m - 1, 
next considering all u(A) such that zF(A,,) = 0 for n # m - 1, and so 
forth. Direct use of Eq. (1.9) or a simple counting argument as in 
[19, Lemma 2.31 now shows that every root subspace ~(4) is Jinite 
dimensional. 
The preceding methods obviously yield the following generalization: 
THEOREM 1.1. Let X + T(h) be an analytic function from a neighbor- 
hood of A0 into the space of bounded linear operators on a complex Banach 
space X. Suppose that [I - T(X)]-l has a pole at h = A, and that the 
null space of I - T(X,) is jinite d imensional. Then the root subspace 
corresponding to X = A, is jinite dimensional. 
We now derive some basic information on the characteristic values 
of A(h). Propositions 1.2 and 1.3 which follow are minor refinements 
of material to be found in [S, Section 11. 
Let A, be a characteristic value of A(X), and let x,, be a unit vector 
satisfying 
x,, = 4J’x,, + (1 A,) Qxo . 
Then 
~,V’xo , xo) - A, + (Qxo > xo> = 0. (1.10) 
If either (Pxo , x0) or @x0, x0) is zero, A, is real, while if (Pxo , x0) # 
0 f (Qxo > x0)9 
ho = [WU’xo , x,)lP f (1 - 4(Z%, , xo)(Qxo > ~,Wl. 
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Thus if Im A0 # 0, I ha ( > l/2 I(&, , ~a)[ > l/2 [I P/I, and so if 
IA0 I < 1/2llPIl, Al is real. Similarly (divide by has in (1. lo)), if 
ImAo f 0, I l/h I > l/2 I(QG, x0)1 2 1/2llQ II, and so if I A, I 2 
2 1) Q 11, &, is real. Together with some obvious inequalities, this yields 
the following proposition. 
PROPOSITION 1.2. All nonreal characteristic values of A(X) lie in the 
(possibly empty) annulus, 
(l/2 II P II) -=c I A I < 2 II Q Il. 
If P and Q are nonnegative (resp. nonpositive), all characteristic values 
of A(h) have positive (resp. negative) real part. If P and Q are of opposite 
sign, all characteristic values of A(A) are real. 
Again let h, be a characteristic value of A(h), and let x,, be a cor- 
responding normalized characteristic vector. Then X, is a characteristic 
value of A(h)* = A(X), and th ere exists ys # 0 such that y,, = A($) y, . 
Now the Fredholm Alternative yields a solution xi of 
[I - 44J1 Xl = &b)xo 
iff x0 is orthogonal to A’(h,)*y = A’(X,) y for all y such that y = 
A&) y. In particular, if X0 is real, A@,,) is selfadjoint and 
(U’xo - (l/~o)Q~o, x0> = 0 and (hopx, + U/ho) Qxo , xo) = 1. 
Hence, 
%F’xo 9 xo) = 1 = WMQ3co , xo), (1.11) 
and so ~(Px,, , xO)(QxO , x0) = 1, i.e., the polynomial in (1.10) is 
quadratic and has discriminant equal to 0. In addition, we obtain 
(l/2 II P II> < I ho I d 2 II Q II 
and that (1.11) cannot hold if P and Q are of opposite sign. Together 
with Proposition 1.2, this proves the following proposition. 
PROPOSITION 1.3. The root subspace r(h) corresponding to a 
characteristic value A0 of A(h) properly contains its subspace of charac- 
teristic vectors corresponding to h = & z$f there exists a normalized 
characteristic vector x0 corresponding to X = h, such that x0 is orthogonal 
to A’(&,) y for all y satisfying y = A(&,) y. If also ho is real and there 
is a nonzero vector x1 associated with x,, , then the polynomial in (1 .lO) is 
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quadratic and has discriminant equal to 0. All characteristic values X0 
corresponding to characteristic vectors having associated vectors are in the 
(possibly empty) annulus 
(l/2 I! P II> < I h I < 2 II Q 111 
If P and Q are of opposite sign, all root vectors are characteristic vectors. 
We now consider a concept introduced by V. P. Trofimov and S. G. 
Krem (cf. [5, Section 21). A function h + x(X) E H which is defined 
and analytic for h in a neighborhood of h = X, # 0 is called a root 
function of A(h) with respect to X, if x(&J # 0 and [I - A(&)] x(X,) = 0. 
A root function of A(X) with respect to X, is of order 1 if the multiplicity 
of the zero of [I - A(X)] x(h) at h = h, is I+ 1. If x(h) is a root 
function of order 1 and we write 
X(X)=x,+(X--h,)x,+...+(X--X,)“xl+..’, (1.12) 
and also expand I - A(X) in a Taylor series about h = h, , it follows 
that x0 is a characteristic vector of A(X) corresponding to h = X, and 
that 
xp = (l/K!) X”‘(h,), k = 1, 2 ,..., 2, (1.13) 
are vectors associated with x,, . Conversely, if x0 is a characteristic 
vector of A(X) corresponding to h = X, and the xk , k = 1, 2 ,..., 1, 
given by (1.13) are vectors associated with x,, , then x(h) defined by a 
convergent series of the form (1.12) is a root function of order not 
lower than 1. It thus follows from Proposition 1.1 that if (I - A(h))-l 
has a pole of order m + 1 at X = h, , then all root functions of A(h) 
with respect to X, are of order not greater than m and that there exists a 
root function of A(X) with respect to h, which is of order m. 
2. DOUBLE UNCONDITIONAL BASIS THEOREMS 
The equation 
x = APx + (l/X)Qx 
can be rewritten in each of the forms 
x = (A - l/X) Px + (l/h)(Q + P)x 
and 
(l/h)3 = (P + Q)x - (l/h)@ - l/h)Qx. 
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By setting CL = h - (l/A) and y = (l/X)x, this pair of equations is 
equivalent to the single equation in H x H 










Let $ be the identity operator on H x H and observe that W and Z 
are compact selfadjoint operators in H x H. 
PROPOSITION 2.1. Without loss of generality, we may assume that 
3 - 93 is invertible. 
Remark. The method of proof of this statement proposed in [15, 
pp. 260-2611 is invalid. 
Proof. It has been observed in Section 1 that without loss of 
generality, we may assume that f I E p by setting h = av with a > 0. 
As further noted, this amounts to replacing P by aP and Q by (1 /a@. 
So, for such a, consider the pair of equations 
x = spy + (l/a)Qy, 
y = aPx + (l/a)Qx. 
Equations (2.2) imply that 
x = (aP + (l/a)Q)2 x. 
(2.2) 
Now, 1 is an eigenvalue of (aP + (l/a)(# iff every square root of 
P + W4Q)2 h as either 1 or -1 as an eigenvalue. But if a is chosen 
so that & 1 E p, neither of 1 or - 1 is an eigenvalue of aP + (l/a@, 
which concludes the proof. 
So (2.1) is equivalent to the characteristic value problem 
p($ - 9iy AfY = Y. (2.3) 
We now investigate the relationship between the characteristic and 
associated vectors of 
.JqP)=~+p* 
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and those of the original operator A(X). Write (2.1) in the form 
[4 - 9-(A - l/h)] LzY(h)X = 0, 
where G?(X) = (6 ,&) and X = (z). Suppose x(X) is a root function 
of order I of A(h) with respect to h, . Then the function 
P- - qx - 1/q @(4 X(4, where X(X) = [zF$, 
has a zero of multiplicity I at X = h, . Hence, 
Z(A) = 3?(h) X(h) 
is a root function of order 1 for Y-(X - (l/X)) at X = X, . The charac- 
teristic and associated vectors of Y(X - (l/h)) corresponding to 
pa = A, - (l/h,) are 
k = 0, I, . ..) 2. 
Vectors of the form (2.4), where x0 is a characteristic vector of A(X) 
corresponding to h = X0 , and xk , k = 1, 2,..., I, are vectors associated 
with x0 , will be called special form vectors. 
Thus the equivalence problem is to show that every root subspace 
of the operator (# - %)-r& has a basis of vectors of special form. 
For this purpose we decompose H x H into a (X dependent) direct 
sum of two closed subspaces, each invariant wtih respect to 
.T(h - (l/h)), by means of the operator 
where i = (- 1)li2. As we shall see, the restriction h # 6; is of no 
consequence since ii E p. A straightforward computation shows that 
P(X) = B(X), 
i.e., LB(h) is a projection, 
9 - 9(h) = 9(-l/h), 
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i.e., 9(-l/h) is the complementary projection to &@(A), and that $@(A) 
commutes with F(h - (l/h)), 
B(h) 9-p - l/A) = 9-(A - l/h) 9(h). 
It follows that for each h not equal to 0 or -& H x H is the direct 
sum of g(h)(H x H) and L@( - l/h)(H x H), and that each of 
.9(h)(H x H) and B(-l/h)(H x H) is an invariant subspace of 
9-p - (l/h)). 
This decomposition must be used for p = h - (l/h) in a neighbor- 
hood of each characteristic value p0 = A,, - (l/X,) of (X - 9?)-1%‘. 
There is no finite value of p corresponding to X = 0, but h = fi iff 
p = h - (l/X) = &2i. Th us we need to show that if TV = -&2i in (2. l), 
then Y = 0. This is not entirely trivial in spite of Eq. (2.1) since, 
first of all, unless P and Q are both of definite and opposite sign and H 
is separable, there are nonzero Y such that (&Y, Y) = 0 (where (*, *) 
now denotes the usual inner product on H x H). Secondly, if 9 has 
an eigenvalue greater than one and an eigenvalue less than one, then 
there is a unit vector Y such that (9?Y, Y) = 1. 
Alternatively, it is sufficient to prove the following proposition. 
PROPOSITION 2.2 Without loss of generality, we may assume that 
&2i are not characteristic values of (2.3). This statement is independent 
of both Propositions 2.1 and 2.3. 
Remark. An analogue of Proposition 2.2 is needed to complete the 
proof of Theorem 1 of [5]. The argument used to prove Proposition 2.2 
can obviously be used to fill this minor gap in [5]. 
Proof. The Riesz-Schauder theory of compact operators shows 
that with the exception of isolated nonzero characteristic values, CL, 
9 - /A($ - W)-1% is invertible. Via the transformation p = bv, with 
b > 0, we may assume without loss of generality that &2i are not 
characteristic values of (2.3). Since this transformation amounts to 
replacing 




0 > -bQ ’ 
the scaling transformation h = av, used in both Propositions 2.1 and 
2.3, is not affected. 
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Now consider a root function U(p) of order 1 for F(p) with respect 
to the point p0 = X, - (l/X,). Since 
CL - PO = (l/W - &I,)@ + 1 /ho), 
the function U(X - (l/h)) is a root function of order 2 for 5(X - 1(/X)) 
with respect to the point h, and also with respect to the point -l/X,. 
Then since 9(h) and .F(X - (1 /h)) commute, if 9(X,) U(h, - (1 /X0)) # 0, 
w9 U@ - (1 I9 is a root function of order not less than 1 for 
T-(X - (1 IX)) with respect to the point X, . If 9(X,) U(h, - (l/X,)) = 0, 
then since U(h, - (l/X,)) # 0 and 9(-l/h) = 9 - 9(h), 
q--l/ho) Who - (l/ho)) f 0, 
so 9(X) U(h - (l/X)) is a root function of order not less than I for 
F(X - (1 /A)) with respect to the point - 1 /X0 . 
The method of proof used in Theorem 1 of [5] may now be followed 
to show that every root subspace of (4 - 9)-l& has a basis of special 
form vectors. Thus the characteristic value problem for A(h) is equivalent 
to the characteristic value problem (2.3). 
The root vectors of (9 - 9?)-rZ are not, in general, complete in 
H x H. A simple example is obtained by taking Q = -P so that 
L% = 0; then the root vectors (all of which are characteristic vectors) 
are complete in H x H iff the null space of P is trivial. It is essential 
to work in the closure of the range of &? instead of in H x H. 
SO let PO (resp. QO) be the orthogonal projection in H onto the null 
space of P (resp. Q) and let PI = I - PO, Qi = I - Q0 . Then 
is the orthogonal projection in H x H onto the null space of 2, and 
9, = .9f - Y. 
is the orthogonal projection in H x H onto the closure of the range 
of C7F. 
By writing Y,, = 9,Y and Yr = 9’,Y, (2.1) becomes 
Y, + Yl = WY, + BY1 + @Ye . (2.5) 
A straightforward computation shows that 9,,9Y,, = 0. Thus (2.5) is 
equivalent to the pair of equations 
Y. = PoBY, ) 
Yl = FYI + pxy, , 
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obtained by applying P,, and ~9’~ separately to Eq. (2.5). Herein, 
9 = (QlpeQpgPl 
PQ1-k PlQ 
1 Qf’oQ ’ 
Since Y,, is determined by Y, , the characteristic value problem (2.3) 
can be solved by solving the characteristic value problem 
(Y - S) Yl = pXY1 (2.6) 
in the Hilbert space B,(H x H) (it is easy to check that this equiv- 
alence remains true for root vectors which are not characteristicvectors). 
Observe that F is a compact selfadjoint operator in Pr(H x H) and 
that Z has no null space as an operator in the separable Hilbert space 
Pl(H x H). 
PROPOSITION 2.3. Without loss of generality, we may assume that 
.Y - S is invertible on gl(H x H) (in addition to invertibility of 
9 - i?Z on H x H). 
Proof. We again employ the substitution A = av, a > 0, i.e., 
replace P by aP and Q by (1 /a)Q. Thus the equation 
becomes the sytem 
x = a”PQoPx + WQl + (l/a) PlQ2)y, 
Y = (a&P + W> QP& + W> QPoQ~. 
Temporarily setting a = i = (- 1)1/2, the first equation yields 
(2, x) = -(PQ&, 4 + ((iJ-‘Ql - ip,Q)y, x) 
= -(Q&, Q&4 + (Y, (-iQ$’ + iJzp,)x). 
The second equation is 
(-iQ$’ + iQf’& = -y - QP,Qy, 
so 
(~3 4 = -(Qo% QoW - (Y, Y) - (Y, QPoQY) 
= -(Q&, Q&l - (Y, Y) - (PoQy, PoQYY), 
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which implies that x = y = 0. Thus by [9, Theorem 1.9, p. 3701, we 
may choose a > 0 such that 1 is not an eigenvalue of F. A simple 
argument shows that there are uncountably many choices of a > 0 
such that both 9 - 9 and 9 - .!?8 are invertible. 
Thus (2.6) is equivalent to the characteristic value problem 
/&(,a - 9)-l SPY, = Yl . 
We now proceed as announced in [24]. The method is slightly simpler 
than that of [15, pp. 264-2651, which was used in [20]. Let &‘= 
(Y - F)-lZ, JJ’ = 3 - 9, and (X, Z} = (YX, 2) for X, 
2 E g’,(H x H). With respect to the Hermitian symmetric bilinear 
form {X, Z], Jdz is selfadjoint. Thus if all eigenvalues of 9 are positive, 
i.e., if all eigenvalues of 9 are less than 1, we may use {X, Z} as the 
inner product in 9,(H x H) and obtain a f-orthonormal basis of 
characteristic vectors, (ei}, 
($ej,e,)={ej,e,}=Sjr; j,k=l,2 ,..., 
where ai, is the Kronecker symbol. 
If 9 has eigenvalues greater than 1, the quadratic form (X, X} is 
indefinite. In this case we write 9’,(H x H) as an orthogonal direct 
sum, 
P’,(H x H) = Hl @ H, , 
of subspaces invariant with respect to 9 by taking HI as the finite 
dimensional subspace in which the eigenvalues of F are greater than 
1, and Hz as the closure of the subspace in which the eigenvalues of 9 
are less than one. On H, ,I1 X 11 = (X, X)li2 and 1 X / = {X, X)li2 are 
topologically equivalent. Thus Y’,(H x H) is a Pontrjagin space, 17, , 
where K is the dimension of HI (cf. [21,23]). 
Since & is a compact selfadjoint operator in IT, which vanishes 
only at 0, a theorem of [22] says that the system of root vectors of zz2 
is complete in Pl(H x H). Moreover (cf. [23; 15, p. 2641, there 
exists a direct sum decomposition, 
where 2 and .N are closed subspaces each invariant with respect to 
-c9, the dimension of dp is not greater than 2~, and the quadratic form 
form {X, X> is positive definite on Jlr. .J&’ has in JV a $-orthonormal 
basis of characteristic vectors, {ei}, which correspond to real charac- 
teristic values. By [22] (cf. Malcev [39, Chap. 71) for a detailed develop- 
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ment), the root vectors of J%’ in OLP are complete in Z’ and, since P’ 
is finite dimensional, form a basis for 9. 
Recall that (cf. [9, p. 265; 15, Chap. 61) {f,} is w-linearly independent 
if 0 = ~j cjfj implies that all cj = 0. It is now easy to show that there 
exists a bounded, invertible linear operator % and an orthonormal 
basis, {Z,}, of P,(H x H) (with the original inner product) such that a 
maximal w-linearly independent system of root vectors {X,+} corre- 
sponding to the characteristic values (pn} of &’ is given by Xn+ = 
W’Z, . The inner product (1 f 1 X, 2) is equivalent to the original 
inner product on Yi(H x H). On JV, the characteristic vectors of ~4 
form a $ = ( $ I-orthonormal basis, so take @ = i ,$ :l/*. Now 
select an orthnormal basis for the orthogonal complement of JV with 
respect to (i f 1 X, 2) and map a basis for Z’ consisting of root 
vectors of & in Y onto these vectors. Extending this mapping by 
linearity and following with 1 $ ii/* finishes the construction. We have 
thus proven that a Riesz basis, i.e., a basis equivalent to an orthonormal 
basis (cf. [15, Chap. 61) for S,(H x H), can be formed by almost 
normalizing linearly independent root vectors of s?’ = (9 - 9)-‘#. 
Herein, the root vectors {Xn,,} corresponding to the characteristic 
values {p,J of .G&’ are said to be almost normalized if 
0 < inf II -Gk II < sup II X,,, II < 00. 
T2.k n.k 
A theorem of Larch [40] (cf. also [15, p. 3151) now yields the following 
theorem. 
THEOREM 2.1. Let { Yn,k} b e a maximal o-linearly independent 
almost normalized system of root vectors corresponding to the characteristic 
values {CL,,} of the characteristic value problem (2.3). Then the system of 
vectors {91Y,,k} forms an unconditional basis for B,(H x H). 
Theorem 2.1 and the equivalence of the characteristic value problem 
for A(X) and the characteristic value problem (2.3) immediately imply 
the following theorem. Recall that Pi (resp. Qi) is the orthogonal 
projection in H onto the closure of the range of P (resp. Q). 
THEOREM 2.2. There exists a system {x~,~} of characteristic and 
associated vectors corresponding to the characteristic values {Am} of A(X) 
with the property that for any pair x, y with x E P,H and y E QIH, 
there exists a unique system of coeffiients {c,,~} such that 
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The terms in these series are permutable and thus (cf. [15, p. 315]), 
We now wish to modify the expansion obtained in Theorem 2.2 
in the fashion which is mentioned in the introduction as needed to 
treat a problem in hydrodynamics without severe restrictions. For 
this purpose, we return to the direct sum decomposition P’,(H x H) = 
9 + JV. Since 9 is finite dimensional and the root vectors, X,,, , of 
.a? s= (2 - s-)-12@ in 9 form a basis for 9, so do the vectors 
(*9 - F)-lA?X,,, . In A’, all root vectors of .d are characteristic 
vectors X,, . Hence for X E A”. 
x = c r&x, = 1 (p&&Y - q-1 Afx, . 
n n 
Thus we have the following theorem. 
THEOREM 2.3. Let X,,, be a maximal o-linearly independent system 
of root vectors corresponding to the characteristic values {t.~~) of the 
characteristic value problem (2.6), with {(.9 - 9)-1%‘X,,,} almost 
normalized. Then the system of vectors {(x - F)-l&?X,,,} forms an 
unconditional basis for 9,(H x H). 
Now 9 - 9 is a topological isomorphism of B,(H x H) onto 
B,(H x H). Also, &‘B, = 8,s = Z, and in the notation of 
Theorems 2.1 and 2.3, B,Y,,,< = X,,, . Hence we have the following 
theorem. 
THEOREM 2.4. Let {Yn,k} be a maximal w-linearly independent 
system of root vectors corresponding to the characteristic values {p,J of 
the characteristic value problem 2.3, with {&5’Y,,k} almost normalized. 
Then the system of vectors (s’PY~,~} forms an unconditional basis for 
PI(H x H). 
Now let YE B,(H x H), and let 
By Theorem 2.4 there exists a unique system of coefficients (d,,J 
such that 
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But since 2 E PH x Q,H, 
We have thus proven the following theorem. 
THEOREM 2.5. There exists a system (Yn,J of root vectors cor- 
responding to the characteristic values (pn) of the characteristic value 
problem (2.3) with the property that for any YE gl(H x H), there 
exists a unique system of coef$cients {dn,k} such that 
Y = ,ck 4a.k (2 ;) Yn,, .
The terms in this series are permutable, and thus (cf. [15, p. 3151) 
Remark. If the system (Yn,J is renormalized by the requirement 
that the system 
if? ;J 4 
be almost normalized, then Theorem 2.5 yields a Riesz basis for 
pl(H x H). 
We now translate Theorem 2.5 into its equivalent form in terms of 
the root vectors of A(h). This is the aforementioned theorem which is 
desired for application to a free surface problem linearized hydro- 
dynamics. 
THEOREM 2.6. There exists a system {x~,J of characteristic and 
associated vectors corresponding to the characteristic values (X,} of A(h) 
with the property that for any pair x, y with x E P,H and y E Q,H, 
there exists a unique system of coefficients (dnSk} such that 
c dn.kPA.le = X and 
n.k 
Fk 4, i. $$!ihk--i = Y- 
n 
The terms in these series are permutable, and thus (cf. [15, p. 3151) 
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Remark. It is apparent from the preceding that one may inter- 
change P and PI or Q and Q1 in Theorem 2.6. 
3. ASYMPTOTIC DISTRIBUTION OF THE CHARACTERISTIC 
VALUES WITH P AND Q OF THE SAME SIGN 
Additional information on the distribution of the characteristic 
values of A(X) will now be derived under the assumption that 
P and Q are both nonnegative. (3-l) 
With obvious minor changes in the proofs and statements, the results 
of this section hold as well if (3.1) is replaced by the hypothesis that P 
and Q are both nonpositive. These hypotheses insure that the real parts 
of all characteristic values of A(A) are of the same sign. This is essential 
for the proof of stability theorems via the double basis theorems of 
this paper as envisioned in [2, Chap. 10; 31. 
So let {‘ir,} (resp. (pn}) be the sequence of characteristic values of P 
(resp. Q) enumerated in increasing order according to multiplicity. 
We regard P (resp. Q) as a positive compact operator on P,H (resp. Q,H) 
so that the characteristic vectors of P (resp. Q) are complete. The charac- 
teristic values of 
are just the characteristic values {‘rr,} of P and {-p,} of -Q. We 
consider A? as a compact selfadjoint operator on B,(H x H) so that the 
characteristic vectors of SF are complete. 
We return to the previously described direct sum decomposition, 
Yl(H x H) = 9 -j- A’-, 
where 9 and JV are invariant subspaces of x2 = (X - 9)-l%‘. Let 
h*> be the (fi ni e se t ) q uence of characteristic values of & corre- 
sponding to characteristic vectors of & in 9. Further let (pm+} (resp. 
{pn-}) be the sequence of positive (resp. negative) characteristic values 
of J&’ corresponding to characteristic vectors of J&’ in JV, enumerated 
in increasing (resp. decreasing) order according to multiplicity. 
Finally, recall that (cf. [15, Section 111.71) a compact operator T in 
Hilbert space is an element of the class C, , 0 < p < co, if the 
eigenvalues {m} of (T* T)1/2 satisfy C, ye < co. 
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PROPOSITION 3.1. Asswning (3.1), the seqfbence of positive (resp. 
negative) characteristic values {pn+} (rap. {Pi-}) corresponding to 
characteristic vectors of 224 in A” is injinite z# (7~~) (resp. {p,}) is an 
infinite sequence. Furthermore, 
; oLn+>-” < ah O<p<a, ifl PEC,, 
and 
; I CL*- I-? < 009 O<r<co, iff QEC,. 
Proof. We invoke a standard convention that a ratio of two 
quadratic forms is 0 if both numerator and denominator are 0. Then, 
on JV, a well-known “maxi-min” formula whose origins date back 
to PoincarC gives 
where V, is an arbitrary n-dimensional subspace of gI(H x H). 
Now 1 4 - 9 1 = .Y + V, where V is a compact selfadjoint operator 
in B,(H x H) and J - 9 is positive on .M. Thus, 
l/Pn+ = PC% $$JW Ml 9 - .F I w, w>, I) ” 
and so if n is sujiciently large and N is the dimension of 9, 
Hence if “r,,, is the subspace spanned by the characteristic vectors 
of &’ corresponding to rrr , “2 ,-*-, T,,‘n+N , and n is sufficiently large, 
l/P,+ 3 “~~~NNJf% WY@, $1 * 64 fM(w14 + (Vf4 4)) 
3 (lh”,N) * “Ey2N(l + 6% w)i(w, 4)-’ b C/%,N , 
where O<C<l. 
Similarly, let Wm+, be the span of the characteristic vectors corre- 
sponding to the first tt + N positive characteristic values (enumerated 
as previously), w1 , wa ,..., mR+N , of 1 4 - 9 I-‘.# = (3 + VP)-‘&@. 
Then for qf$iently large n, a~,,+~ = CL,,+. So, 
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where 0 < c < 1. Thus for 11 sufficiently large, 
Similarly, by using the corresponding “mini-max” formulas for 
negative characteristic values, we find that if n is sufficiently large, 
there exist positive d and D such that 
The proposition follows. 
Remark. By a minor modification in the proof, Proposition 3.1 can 
be shown to hold if P and Q each have at most a finite number of 
negative characteristic values. 
THEOREM 3.1. Assume hypothesis (3.1). 
(i) There exists an in$nite sequence, {X,,,}, of characteristic values 
of A(A) such that X,,, --+ + co as n -+ co isf {‘rr,} is an inJnite sequence. 
Moreover, 
(ii) There exists an infinite sequence, {&J, of characteristic values 
of A(h) such that X,,, 4 0 as n --+ a3 ~$7 {pm} is an injinite sequence. 
Moreover, 
Proof. Since p = h - (l/h) f or each characteristic value pn of &‘, 
at least one of the numbers 
must be a characteristic value, A,, of A(X). But since P and Q are 
nonnegative, every characteristic value of A(X) must have positive real 
part. Hence, 
&a = WuPn + bn2 + 4P”l 
is a characteristic value of A(h), and 
wx/-h - (Pn2 + 4Y21 
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is not a characteristic value of A(X). With the previous definitions of 
pn+ and pn-, let 
and 
h n.m = (1/2)iib+ + ((P9a+)2 + 4)““l 
h n.0 = (1/2)h%- + @n-Y + 4Y21. 
Then {An,m> is an infinite sequence tending to + co with n iff (pn+} is 
an infinite sequence. In the latter case, 
b&ha+ = (1/2)[1 + (1 + 4(/%+)-2)1’21 --+ 1 as n-+co. 
Thus (i) follows from Proposition 3.1. 
Now, {A& is an infinite sequence iff {pm-} is an infinite sequence 
since pn- < 0 and 
Hence, 
and thus 
h n.0 = -2b,- - ((pn-)2 + 4)‘/“]-1. 
x Pa.0 - t-h-- = -2[1 + (1 + 4&&-)-“)‘/7-1, 
h n.0 * Pn --+-I as 71-+co, 
if {pn-} is an infinite sequence. So (ii) also follows from Proposition 3.1. 
Now let A,, be a characteristic value of A(h) and x0 a corresponding 
characteristic vector. The chain determined by x0 is the maximal set 
of solutions, x0 , x1 ,..., xI , with xi ,j > 1, orthogonal to [I - A(X,)]H, 
of Eqs. (1 .l). The length of the chain determined by x,, is the number 
of elements in this maximal set and is necessarily a finite number at 
least 1 and at most the order m + 1 of the pole of [I - A(h)]-i at 
A = A, . If A, is also a characteristic value of A(h), the root subspaces 
r(h,) and r(X,) are said to have the same structure if they have the same 
dimension and if there exists a one-to-one linear mapping of r(X,) onto 
r(h,) such that for each I with 1 < I < m + 1, each r(h,)-chain of 
length 1 corresponds to a chain in r(X,) of length 1. The corresponding 
notion of same structure for two root subspaces of LZY = (9 - F)-lX 
means that matrix representations of & on the two root subspaces have 
the same Jordan form. 
PROPOSITION 3.2. If assumption (3.1) holds, then /\o is a characteristic 
oalue of A(h) zy A, is a characteristic value of A(h). Furthermore, the 
root subspaces r(h,) and r-(&J have the same structure. 
Proof. The corresponding proposition for LZZ = (9 - 9)-l% is 
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known (cf. [23, Section 123). Th us, solving for the characteristic 
values of A(h) in terms of the characteristic values of &‘, as in the 
proof of Theorem 3.1, proves the first statement. The second statement 
now follows from the equivalence of the characteristic value problems 
for ~2 and (9 - 9?-1X since every root subspace of (X - J%“)-~sP has 
a basis of special form vectors. 
Remark. That h, is a characteristic value of A(h) iff &, is a charac- 
teristic value of A(h) obviously holds without assumption (3.1), since 
1 is an eigenvalue of A(&)* = A(&). 
4. EXISTENCE OF A DOUBLE BASIS QUADRATICALLY 
CLOSE TO AN ORTHONORMAL BASIS 
In this section, a well-known perturbation technique is used to 
obtain strong asymptotic results on the characteristic values and 
characteristic vectors of A(h). The results supplement those of [35, 
361 and those announced in [38]. No algebraic sign assumptions are 
made on P or Q, but stringent spacing requirements are placed on the 
distribution of the eigenvalues of P and of Q. These spacing require- 
ments can be verified in many cases where the operators P and Q arise 
from ordinary differential problems (cf. Naimark [41]) but are often 
exceedingly difficult to verify if P and Q arise from partial differential 
problems. The Landau symbols 0 and o are used in this section. 
Let (~T~}T (resp. (P&‘) be th e characteristic values of P (resp. Q) 
enumerated in increasing order of magnitude with corresponding 
characteristic vectors {Us}? such that (un , urn) = a,, (resp. {TJ~}?) 
such that (v% , urn) = a,,), where 6 is the Kronecker symbol. Note 
that we have tacitly assumed that ;TP) and R(Q) are infinite dimen- 
sional. Assume there exists M such that for all n 3 M, rrn (resp. fn) 
is a simple characteristic value of P (resp. Q), and let 
Further assume that 
f (n,6,)-2 < co and 2 hAP -=c ‘zcJ* (4.1) 
fi=M n=M 
Recall that (cf. [15, Chap. 61) two sequences of vectors {fi> and {gj} 
are said to be quadratically close if 
c II& -fi II2 < a- 
j 
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Also observe that Theorem 2.2 can be rephrased to yield a basis for 
P#z x II). 
THEOREM 4.1. Assuming hypothesis (4. I), the basis for B,(H x H) 
obtained in Theorem 2.2 can be renormalixed to yield a basis quadratically 
close to the mthonormal basis 
A(X) has an infinite sequence of characteristic values tending to co and an 
infinite sequence of characteristic values tending to 0. Furthermore, there 
exist A, and A, with 0 < A, < A, < + 00, and an enumeration of the 
characteristic values of A(X) such that 
(i) the sequence, {&,,}, f 11 h o a c aracteristic values of A(h) in the 
set {X: 1 h 1 > AS} satisfies 
hwl% = 1 + WTJ as n-m; 
and, 
(ii) the sequence, {h,,J, of all characteristic values of A(A) in the 
disk {h: 1 X 1 < AI} satisfies 
h 78.0 . Pn = 1 + 4llPn) as n+co. 
Proof. Choose N1 > M such that for all 1 > NI , 1 z-Z 1 > 8 11 Q 11. 
Then for 1 > Nr , let PI,, be the orthogonal projection in H onto 
sp(u,), the one-dimensional subspace spanned by ur , and let 
4.1 = I - PI.0 ’ We have 
ut = ?rlPU, and II ut II = 1. (4.2) 
It will now be shown that for each sufficiently large 1, there is a solution 
pair 5, , sr , with s1 # 0, of 
such that 
with yr orthogonal to ur . The pair c1 , sr will be uniquely determined 
for all sufficiently large 1 by requiring that both 11 yr 11 and Ed tend to 0 
as I+ co. 
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Now, use of (4.2) and (4.4) in (4.3) replaces Eq. (4.3) by 
Yz = (ezhz) uz + (“I + 4 PYZ + (l/h + El)) Q(% + Yz>* (4.5) 
Applying P,,, and P,,, to (4.5) yields the pair of simultaneous equations 
v - ~zP)Yz = @Yz + U/h + El)) Pz,,Q@z + Yz) (4.6) 
and 
0 = kzhz) + (M~z + ~zN(Q(uz + YZ), uz). (4.7) 
Now take or to satisfy j Ed 1 < 8 11 Q 11 and yl to satisfy II yr 11 < 1. Then 
rrz + ez # 0 and Eq. (4.7) is 
l 1’ + =ZEZ + nAQ(uz + YZ), ~3 = 0. (4.8) 
Since I(Qh + YZ), UZ)/T I < U/4), we must, for all sufficiently large Z, 
select the root Ed = E!( yr) of (4.8) given by 
Ez = (l/2){--rrz + [r ? - ~z(Q@z + YZ>> ~zW”~ 
= -(Q(uz + YZ), UZ> + O(lh) as E - 00, (4.9) 
in order that 1 Ed / < 8 11 Q II f or all large 1. Obviously, Ed given by (4.9) 
is Lipschitzian as a function of yr for 11 yr 11 < 1. 
Observe that I - 7rP is invertible on Pr,,H. Thus, using (4.9), (4.6) 
becomes 
Yz = ez(n)U - ~ZPY PYZ 
+ (rz + ~z(Yz)>-’ (I- ~zP)-l Pz,,Q(uz + YZ> = Tz(Yz)- 
Note that the norm of (I - ~rP)-l on P,,,H is l/rr$r, which by 
hypothesis tends to 0 as 1 -+ co. Hence, since l r( yr) is Lipschitzian 
and uniformly bounded, a straightforward calculation shows that for 
all sufficiently large 1, T, is a contraction mapping of the ball 11 y1 II < 1 
into itself. Furthermore, the unique fixed point, yr , of T, satisfies 
11~~ II = Wl~A) as I+ a. 
Since uI converges weakly to 0 and Q is compact, it now follows 
from (4.9) that cz --t 0 as 1+ co. Thus we have obtained the afore- 
mentioned uniquely determined solutions of (4.3) for all sufficiently 
large 1. In particular, observe that 
(&/7rz) = 1 + 0(1/7rz) as I-+ co. 
Now choose N, > M such that for all m 2 N, , I pm / > 8 11 P II. 
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Then for m > N, , let Qm,O be the orthogonal projection in H onto 
sp(v,), and let Qm,l = I - Qm,o. We have 
0, = pmQvm and II%II = 1. 
By repeating the preceding argument, it follows that for each suffi- 
ciently large m, there is a solution pair 0, , t, with t, # 0 of 
t, = @,Qtm + (W,) Pt, 
of the form 
t, = VW2 + a;, 9 @m =P?n+%n, 
with a, orthogonal to v, . As previously, the pair 0, , t, is uniquely 
determined for all sufficiently large m by requiring that both (( z, I( 
and qna tend to 0 as m + co. By setting 0, = l/O, , we thus obtain 
(with an obvious change in notation) a sequence of solutions of (4.3) 
of the form 
t, = vu, + %n , hn = U/Pm> - %lPm(Pm + %A 
where X, is orthogonal to v, , 11 x, 11 = 0(1/p&J as m -+ co, and 
Rn -pm = 1 + O(l/Pm) as m+co. 
Now pick Ns > max(N, , Na) large enough that the preceding 
arguments yield solution pairs c1 , sr and 0, , t, for all 1, m > N3 . 
Then 
1 II sz - uz II2 -=c UJ 
l>N$ 
since 11 sI - ug 11 = 0(1/7~,S,) as Z-+ co, and 
mFN II twz - %I II2 < @J 
a 
since 11 t, - v, 11 = 0(1/p&I,) as m + co. Choose N > Na such that 
c II sz - uz II2 -c 1 and c II t, - urn II2 < 1. 
l>N m>N 
Denote by P’) (resp. QtN)) th e orthogonal projection in H onto the 
closed span of {I.+}, I > N (resp. {vm), m > N). Then 
ZP' 
(N)Sz - Ul II2 < c II PISZ - uz II2 
Z>N 
< c II sz - uz II2 -=c 1, (4.10) 
l>N 
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and, similarly, 
1 1) QW, - vm 112 < 1. (4.11) 
m>N 
Hence, by a theorem due to Paley and Wiener (cf. Riesz and Sz.-Nagy 
[42, p. 208]), the vectors 
form an unconditional basis for PcN)H x QtN)H. 
Now PcN)H x QtN)H has finite codimension in gI(H x H), and by 
Theorem 2.2, the vectors {P1x,,J, where {x~,~} are the root vectors of 
A(X), are complete in P,H. Therefore, the vectors {(PI - PtN)) x,,~} 
are complete in the N-dimensional space (PI - PcN))H. Thus we may 
select N root vectors, sr , s2 ,..., SN , of A(h) such that {(PI - PcN)) sl}, 
I ,< I < N, forms a basis for (PI - PtN))H, which together with 
{P(N)s,}, 1 > N, forms an unconditional basis for P,H. Similarly, we 
may select N root vectors, t, , t, ,..., tN , of A(X) such that 
((81 - QtN’> tm>, 1 d m < N, forms a basis for (Qr - QfN))H, which 
together with {QtN) t,}, m > N, forms an unconditional basis for Q,H. 
Now, setting fm = O,t, for all m, the double sequence, 
(Pl - P(N)) Sl 
0 ) l<Z<N; 
P(N'Q 
I( 11 0 ) l>N; 
forms an unconditional basis for 9,(H x H) which, by (4.10) and 
(4.11), is quadratically close to the orthonormal basis 
We next set up a one-to-one correspondence between the elements 
of the basis (4.12) and the elements of the basis 
(4.13) 
obtained in Theorem 2.1. First correspond PcN)sl , 1 > N, to PIx,,k if 
sr is a multiple of x,,~ and Q(N)(&,$3,,J, m > N, to Qr yn,k if &Jl9, is a 
multiple of yn,k . So far, the correspondence is one-to-one because of 
the relations establishing the equivalence of the characteristic value 
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problem for A(h) with those for (9 - 9)-1# and (4 - 9)~‘s and 
the fact that (4.12) and (4.13) are bases of 9r(H x H). For the latter 
reason, there are exactly 2N elements of the basis (4.13) left to corre- 
spond with the elements 
fc 









It now follows from the linear independence implicit in Theorems 
2.1. and 2.2 that the root vectors xn,k in the correspondence 
PlX,& t+ P(N)Sl , E > N, are characteristic vectors. Renormalizing so 
that x,,~ = s, , 
P@$ - PISl II( 2 -Ql(szKz) Ill = II PcN)sz - P,sz II2 + (l/l 5z I”) II PA II2 
< 2[11 P(Q - uz II2 + II % - PI% II”1 
+ U/l 51 I”) II QA 11’. 
Now 11 Qlsl )I2 is uniformly bounded, and 
1c, I 51 l-2 < co 
since 
(5zhz) = 1 + 0(1/~3 as Z-co, 
c (~z~zF2 < a, 
Z>N 
and 6, -P 0 as I + co. Thus (4.10) yields 
Cll( P(N$ - PISl 2 -Q&z/t-z) Ill < co. 8 
Similarly, 
Thus the basis for S,(H x H) obtained in Theorem 2.2 can be 
renormalized to yield a basis quadratically close to 
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Moreover, since all characteristic values of A(h) are nonzero, no root 
vector of A(X) is in PJZ x Q,H. It follows that all but a finite number 
of the characteristic values of A(h) correspond to the vectors sr , t, ; 
1, m > N, used in the construction of the basis (4.12). The conclusions 
(i) and (ii) on the asymptotic behavior of the characteristic values of 
A(h) are now obvious. 
Now, renormalize V~ satisfying v)m = pmQw, so that Ij v, /I = 1 pm j. 
Then by taking account of this renormalization in the proof of 
Theorem 4.1 and replacing Qr by Q and Q(“) by QtN)Q in the appro- 
priate places, we obtain the following theorem as a corollary to the 
proof of Theorem 4.1. 
THEOREM 4.2. Assuming hypothesis (4.1), the basis for Y’,(H x H) 
obtained in Theorem 2.6 can be renormalixed to yield a basis quadratically 
close to the orthonormal basis 
The remaining conclusions of Theorem 4.1 are unchanged. 
Remark. It is apparent that the preceding techniques can be used 
together with the remark at the end of Section 2 to produce additional 
theorems by renormalization. 
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