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This paper is concerned with the optimal stopping problem for discrete time multiparam-
eter stochastic processes with the index set Nd . The optimal stopping value of a discrete
time multiparameter integrable stochastic process whose negative part is uniformly in-
tegrable, is lower semicontinuous for the topology of convergence in distribution. The
multiparameter version of prophet inequality for the one-parameter optimal stopping prob-
lem is formulated and the lower semicontinuity property of the optimal stopping value is
applied to the multiparameter prophet inequality.
© 2009 Published by Elsevier Inc.
1. Introduction
Let d be a ﬁxed positive integer and N be the set of all nonnegative integers. In this paper we consider stochas-
tic processes indexed by set Nd , which is equipped with the following partial order: for z = (z1, z2, . . . , zd), w =
(w1,w2, . . . ,wd) ∈ Nd , z  w if and only if zi  wi for all i. Let ei be the element for which the ith coordinate is 1
and all other coordinates are 0. We set |z| = ∑di=1 zi for z = (z1, z2, . . . , zd), I = {z ∈ Nd: z  t} for ﬁxed t ∈ Nd , and
I(z) = {w ∈ I: w  z}, p(z) = {w ∈ I: w  z, |z − w| = 1}, d(z) = {w ∈ I: w  z, |w − z| = 1} for z ∈ I .
Let (Ω,F , P ) be a complete probability space, X = {X(z), z ∈ I} be a real valued integrable stochastic process and
{FXz , z ∈ I} be the natural ﬁltration of X which satisﬁes the following conditions: FX0 contains all P -null sets of F , and if
z w , then FXz ⊆ FXw .
An {FXz }-stopping point is a random variable T taking values in I such that {T = z} ∈ FXz for all z ∈ I . A tactic is
a family ({Γ (k), 0 k  |t|}, τ ) which satisﬁes the following conditions: Γ (0) = o P -a.e., Γ (k) is an {FXz }-stopping point
for all k  |t|, Γ (k + 1) ∈ d(Γ (k)) P -a.e. for all k  |t| − 1, Γ (k + 1) is FX
Γ (k)-measurable for all k  |t| − 1, and τ is an
{FX
Γ (k), 0 k  |t|}-stopping time, where FXΓ (k) = {A ∈ F : A ∩ {Γ (k) = z} ∈ FXz for all z ∈ I}. We call a stopping point T is
accessible if there exists a tactic ({Γ (k)}, τ ) such that T = Γ (τ ) P -a.e., and denote the set of all accessible stopping points
by A(X). Then the multiparameter optimal stopping problem is to ﬁnd a stopping point T ∗ ∈ A(X) (a tactic ({Γ ∗(k)}, τ ∗))
such that
V [X] := E[X(T ∗)]= sup
T∈A(X)
E
[
X(T )
](
E
[
X
(
Γ ∗
(
τ ∗
))]= sup
({Γ (k)},τ )
E
[
X
(
Γ (τ )
)])
.
The discrete time multiparameter optimal stopping problems have been studied by many authors, for example, Cairoli
and Dalang [2], Krengel and Sucheston [13], Lawler and Vanderbei [14], Mandelbaum [15], Mandelbaum and Vanderbei [16],
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T. Tanaka / J. Math. Anal. Appl. 359 (2009) 240–251 241and Mazziotto [17]. Furthermore the general multiparameter stochastic processes and the set-indexed stochastic processes
have been studied by Edgar and Sucheston [4] and Ivanoff and Merzbach [11]. The notion of accessibility of a stopping point
plays an important role in the general theory of multiparameter optimal stopping problems, hence the notions of tactic
and optional increasing path have been introduced. In order to construct an optimal stopping point and to characterize
an optimal value in the case where the index set is ﬁnite, the method of backwards induction is used. In this paper, we
should remark the following: as stated above, we consider the multiparameter optimal stopping problems for the stochastic
process indexed by the ﬁnite index set I in the class of all accessible stopping points. And also the optimal stopping point
construction by using the method of backwards induction belongs to the class of accessible stopping points (see Cairoli and
Dalang [2, pp. 79–82]). Therefore other conditions, for example, the conditional independence property, are not assumed
excepting some conditions on the integrability.
Now in this paper we shall compare the expected reward of a player with complete foresight E[maxz∈I X(z)] and the
expected reward of a player using stopping points supT∈A(X) E[X(T )]. This relation is called a prophet inequality, which has
been studied by many authors, for example, Hill [6,7], Hill and Kertz [8–10], Krengel and Sucheston [12] in the case of one-
parameter optimal stopping problems, and Krengel and Sucheston [13], Tanaka [18,19] in the case of multiparameter optimal
stopping problems. Especially, Hill and Kertz [10] contains very nice introduction to prophet theory for one-parameter
optimal stopping problems.
By the way, it is well known that we give the topology of convergence in distribution on a family of random variables.
The general theory of convergence in distribution is due to Billingsley [1]. Let Xn = {Xn(z), z ∈ I} and X = {X(z), z ∈ I},
which are deﬁned on (Ωn,Fn, Pn) and (Ω,F , P ) respectively, be real valued integrable stochastic processes. The corre-
sponding probability distributions to these processes are deﬁned on (R I ,B(RI )), where B(RI ) is the Borel σ -ﬁeld of R I .
A sequence of stochastic processes {Xn} converges in distribution to the stochastic process X (we write Xn D⇒ X) if, for all
bounded continuous functions on R I ,
lim
n→∞ E
n[ f (Xn)]= E[ f (X)],
where En and E denote the expectation with respect to Pn and P respectively.
Elton [5] discussed lower semicontinuity and continuity properties of optimal stopping value of a one-parameter discrete
time stochastic process mainly in the case where the index set is ﬁnite (see Chow, Robbins and Siegmund [3] for the theory
of a one-parameter optimal stopping problem).
We shall give the extension of Elton’s results in the case of one-parameter stochastic processes to in the case of multi-
parameter stochastic processes in the ﬁrst place, and show the existence of the best constant of a prophet inequality for a
multiparameter optimal stopping problem, to which lower semicontinuity property is applied to the second.
This paper is organized as follows. In Section 2 we discuss the partition of a state space corresponding to a tactic.
In Section 3 we prove the lower semicontinuity of optimal stopping value with respect to the multiparameter stochastic
processes stated in this section. In Section 4 we give two examples which show the importance of the assumptions in
the theorem of the previous section. In Section 5 we discuss a prophet inequality for a multiparameter optimal stopping
problem, to which lower semicontinuity property is applied.
2. A partition corresponding to a tactic
Let Πw,z : RI(w) → RI(z) be a projection for z  w and we set −−−→X(z) := {X(w): w  z} for a stochastic process
{X(z), z ∈ I} and z ∈ I . We consider (Ω,F , P ), X= {X(w), w ∈ I} and {FXz , z ∈ I} introduced in Section 1.
Throughout this paper, for all z ∈ I , we say that a certain property discussed on R I(z) , Q , holds with P−−−→X(z) if P (−−−→X(z) sat-
isﬁes the property Q ) = 1, and denote the complement of a set S by SC .
Lemma 2.1. Let ({Γ (k), 0 k |t|}, τ ) be a tactic with respect to {FXz }. Then there exist families of Borel sets {Beio , i = 1,2, . . . ,d},{Bzei , z ∈ d(ei)} (i = 1,2, . . . ,d), . . . , {Bwz , w ∈ d(z)} (z ∈ I − {t}), and {A0o}, {A1ei , i = 1,2, . . . ,d}, . . . , {Akz, |z| = k} (1  k 
|t| − 1), {A|t|t } satisfying the following conditions:
(1) Beio ∈ B(R) and {Beio , i = 1,2, . . . ,d} is a partition of R with P X(o) .
(2) (2.1) For i and z ∈ d(ei), Bzei ∈ B(RI(ei)), and {Bzei , z ∈ d(ei)} is a mutually distinct family of subsets of R I(ei) and
⋃
z∈d(ei) B
z
ei =
Π−1ei ,o(B
ei
o ) with P
−−−−→
X(ei) .
(2.2) For i 
= k, z ∈ d(ei) and w ∈ d(ek), Π−1t,ei (Bzei ) ∩ Π−1t,ek (Bwek ) = ∅ with P
−−−→
X(t) .
(2.3)
⋃d
i=1
⋃
z∈d(ei) Π
−1
t,ei (B
z
ei ) = RI with P
−−−→
X(t) .
(3) (3.1) For z and w ∈ d(z), Bwz ∈ B(RI(z)), and {Bwz , w ∈ d(z)} is a mutually distinct family of subsets of R I(z) and
⋃
w∈d(z) Bwz =⋃
s∈p(z) Π−1z,s (Bzs) with P
−−−→
X(z) .
(3.2) For z 
= w (|z| = |w|), r ∈ d(z) and s ∈ d(w), Π−1t,z (Brz) ∩ Π−1t,w(Bsw) = ∅ with P
−−−→
X(t) .
(3.3) For k,
⋃
z∈I, |z|=k
⋃
s∈p(z) Π
−1
t,s (B
z
s) = RI with P
−−−→
X(t) .
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(5) (5.1) For i, A1ei ∈ B(RI(ei)) and A1ei ⊆
⋃
z∈d(ei) B
z
ei with P
−−−−→
X(ei) .
(5.2) For i 
= k, Π−1t,ei (A1ei ) ∩ Π−1t,ek (A1ek ) = ∅ with P
−−−→
X(t) .
(5.3)
⋃d
i=1 Π
−1
t,ei (A
1
ei ) ∩ Π−1t,o (A0o) = ∅ with P
−−−→
X(t) .
(6) (6.1) For k and z (|z| = k), Akz ∈ B(RI(z)) and Akz ⊆
⋃
r∈d(z) Brz with P
−−−→
X(z) .
(6.2) For k, z and w (|z| = |w| = k), Π−1t,z (Akz) ∩ Π−1t,w(Akw) = ∅ with P
−−−→
X(t) .
(6.3) For k,
⋃k−1
=0
⋃
r∈I, |r|= Π
−1
t,r (A

r ) ∩
⋃
z∈I, |z|=k Π
−1
t,z (A
k
z) = ∅ and Akz ⊆
⋂k−1
=0
⋂
r∈I, |r|=, rz Π−1z,r ((Ar )C ) with P
−−−→
X(z) .
(7) (7.1) A|t|t ∈ B(RI ).
(7.2) A|t|t ∩
⋃|t|−1
=0
⋃
r∈I, |r|= Π
−1
t,r (A

r ) = ∅ and A|t|t ⊆
⋂|t|−1
=0
⋂
r∈I, |r|= Π
−1
t,r ((A

r )
C ) with P
−−−→
X(t) .
(7.3) A|t|t ∪
⋃|t|−1
=0
⋃
r∈I, |r|= Π
−1
t,r (A

r ) = RI with P
−−−→
X(t) .
(8) (8.1) For i, {Γ (1) = ei} = {X(o) ∈ Beio } P-a.e.
(8.2) For k, z (|z| = k) and w ∈ d(z), {Γ (k + 1) = w,Γ (k) = z} = {−−−→X(z) ∈ Bwz } P-a.e.
(8.3) {τ = 0} = {X(o) ∈ A0o} P-a.e.
(8.4) For k and z (|z| = k), {τ = k,Γ (k) = z} = {−−−→X(z) ∈ Akz} = {
−−−→
X(t) ∈ Π−1t,z (Akz)} P-a.e.
Conversely, we can construct a tactic by using the families of Borel sets satisfying the above conditions (1)–(7).
Proof. We construct partitions by using the deﬁnition of a tactic in Section 1. Since Γ (0) = o P -a.e., we have {Γ (0) = o} =
{X(o) ∈ R} P -a.e. Since FXΓ (0) = FXo and Γ (1) is FXΓ (0)-measurable, for each i there exists a set Beio ∈ B(R) such that{
Γ (1) = ei
}= {X(o) ∈ Beio } P -a.e.
Because of{
Γ (1) = ei
}∩ {Γ (1) = ek}= ∅
for i 
= k, and
d⋃
i=1
{
Γ (1) = ei
}= Ω,
we may assume that
Beio ∩ Beko 
= ∅ and
d⋃
i=1
Beio = R.
If it is necessary, we may set
Beko := Beko ∩
k−1⋂
i=1
(
Beio
)C
and Bedo :=
d−1⋂
i=1
(
Beio
)C
.
Therefore we have the assertions (1) and (8.1).
Because the assertions (2) are the special cases of (3), we prove only (3). Since Γ (k + 1) is FX
Γ (k)-measurable, for each z
(|z| = k), w ∈ d(z), there exists a set Bwz ∈ B(RI(z)) such that{
Γ (k + 1) = w,Γ (k) = z}= {−−−→X(z) ∈ Bwz } P -a.e.
For w,w ′ ∈ d(z) (w 
= w ′),{
Γ (k + 1) = w,Γ (k) = z}∩ {Γ (k + 1) = w ′,Γ (k) = z}= ∅,
which follows{−−−→
X(z) ∈ Bwz
}∩ {−−−→X(z) ∈ Bw ′z }= ∅.
And also⋃ {
Γ (k + 1) = w,Γ (k) = z}= {Γ (k) = z}= ⋃ {Γ (k) = z,Γ (k − 1) = s},
w∈d(z) s∈p(z)
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w∈d(z)
{−−−→
X(z) ∈ Bwz
}= ⋃
s∈p(z)
{−−−→
X(s) ∈ Bzs
}
,
and then{
−−−→
X(z) ∈
⋃
w∈d(z)
Bwz
}
=
{
−−−→
X(z) ∈
⋃
s∈p(z)
Π−1z,s
(
Bzs
)}
.
Hence, if it is necessary, by redeﬁning the sets as stated above, we have the assertions (3.1) and (8.2).
For z 
= w (|z| = |w|), r ∈ d(z), s ∈ d(w),{
Γ (k + 1) = r,Γ (k) = z}∩ {Γ (k + 1) = s,Γ (k) = w}= ∅,
which follows{−−−→
X(t) ∈ Π−1t,z
(
Brz
)}∩ {−−−→X(t) ∈ Π−1t,w(Bsw)}= ∅,
hence, we have the assertion (3.2). And also
Ω =
⋃
z∈I, |z|=k
{
Γ (k) = z}= ⋃
z∈I, |z|=k
⋃
r∈d(z)
{
Γ (k + 1) = r,Γ (k) = z}= ⋃
z∈I, |z|=k
⋃
s∈p(z)
{
Γ (k) = z,Γ (k − 1) = s},
which follows
{−−−→
X(t) ∈ RI}= {−−−→X(t) ∈ ⋃
z∈I, |z|=k
⋃
s∈p(z)
Π−1t,s
(
Bzs
)}
,
then we have the assertion (3.3).
Since {τ = 0} ∈ FXΓ (0) , there exists a set A0o ∈ B(R) such that {τ = 0} = {X(o) ∈ A0o} P -a.e., which follows (4) and (8.3).
Because the assertions (5) are the special cases of (6), we prove only (6). Since {τ = k} ∈ FX
Γ (k) , we have {τ = k,
Γ (k) = z} ∈ FXz , and there exists a set Akz ∈ B(RI(z)) such that{
τ = k,Γ (k) = z}= {−−−→X(z) ∈ Akz}= {−−−→X(t) ∈ Π−1t,z (Akz)} P -a.e.
Since {τ = k,Γ (k) = z} ⊆ {τ = k}, we have
{−−−→
X(z) ∈ Akz
}⊆ {−−−→X(z) ∈ ⋃
r∈d(z)
Brz
}
,
which follows (6.1). Since, for z,w (|z| = |w| = k),{
τ = k,Γ (k) = z}∩ {τ = k,Γ (k) = w}= ∅,
we have{−−−→
X(t) ∈ Π−1t,z
(
Akz
)}∩ {−−−→X(t) ∈ Π−1t,w(Akw)}= ∅,
which follows (6.2). Since {τ = k} ∩⋃k−1=0{τ = } = ∅, we have{
−−−→
X(t) ∈
⋃
z∈I, |z|=k
Π−1t,z
(
Akz
)}∩
{
−−−→
X(t) ∈
k−1⋃
=0
⋃
r∈I, |r|=
Π−1t,r
(
Ar
)}= ∅,
which follows (6.3).
Since FXΓ (|t|) = FXt and {τ = |t|} ∈ FXΓ (|t|) , there exists a set A|t|t ∈ B(RI ) such that{
τ = |t|}= {−−−→X(t) ∈ A|t|t } P -a.e.
Since {τ = |t|} ∩⋃|t|−1=0 {τ = } = ∅ and ⋃|t|=0{τ = } = Ω , we have
{−−−→
X(t) ∈ A|t|t
}∩
{
−−−→
X(t) ∈
|t|−1⋃
=0
⋃
r∈I, |r|=
Π−1t,r
(
Ar
)}= ∅
and
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X(t) ∈ A|t|t
}∪
{
−−−→
X(t) ∈
|t|−1⋃
=0
⋃
r∈I, |r|=
Π−1t,r
(
Ar
)}= {−−−→X(t) ∈ RI} P -a.e.,
which follows (7.2) and (7.3).
Conversely, when the families of Borel sets satisfying the above conditions (1)–(7) are given, we can construct a tactic
({Φ(k), 0 k |t|},μ) adapted to the stochastic process X as follows:
Φ(0) = o,
Φ(1) = ei on
{
X(o) ∈ Beio
}
,
Φ(2) = ei + e j on
⋃
s∈p(ei+e j)
{−−−→
X(s) ∈ Bei+e js
}
,
Φ(k) = z on
⋃
s∈p(z)
{−−−→
X(s) ∈ Bzs
} (|z| = k),
Φ
(|t|)= t,
μ = 0 on {X(o) ∈ A0o},
μ = 1 on
⋃
|z|=1
{−−−→
X(z) ∈ A1z
}
,
μ = k on
⋃
|z|=k
{−−−→
X(z) ∈ Akz
}
,
μ = |t| on {−−−→X(t) ∈ A|t|t }.
The proof is completed. 
3. Lower semicontinuity
Theorem 3.1. Let C be a family of integrable d-parameter stochastic processes whose negative parts are uniformly integrable. Then
V is lower semicontinuous with respect to the topology of convergence in distribution. That is, if Xn,X ∈ C, Xn D⇒ X, then
lim inf
n→∞ V
(
Xn
)
 V (X).
Proof. Let Xn = {Xn(z), z ∈ I} and X= {X(z), z ∈ I} ∈ C be deﬁned on (Ωn,Fn, Pn, {FXnz , z ∈ I}) and (Ω,F , P , {FXz , z ∈ I})
respectively. From X ∈ C, there exists a tactic with respect to {FXnz , z ∈ I}, ({Γ (k)}, τ ) such that V [X] = E[X(Γ (τ ))].
By Lemma 2.1, there exist families of Borel sets {Beio , i = 1,2, . . . ,d}, {Bzei , z ∈ d(ei)} (i = 1,2, . . . ,d), . . . , {Bwz , w ∈ d(z)}
(z ∈ I − {t}), and {A0o}, {A1ei , i = 1,2, . . . ,d}, . . . , {Akz, |z| = k} (1  k  |t| − 1), {A|t|t } satisfying the conditions (1)–(8) in
Lemma 2.1.
For any ε > 0, there exists δ = δ(ε) > 0 such that maxz∈I
∫
S |X(z)|dP < ε∏d
i=1(1+ti)
whenever P (S) < δ, because I is ﬁnite.
By the approximation theorem, for all z ∈ I − {t} and w ∈ d(z), there exists Cwz ∈ B(RI(z)) such that
P
(−−−→
X(z) ∈ Bwz  Cwz
)
< αδ and P
(−−−→
X(z) ∈ ∂Cwz
)= 0,
and for all k and z ∈ I (|z| = k), there exists Dkz ∈ B(RI(z)) such that
P
(−−−→
X(z) ∈ Akz  Dkz
)
< βδ and P
(−−−→
X(z) ∈ ∂Dkz
)= 0,
where d =max{d,∏di=1(1+ ti)}, α = 12|t|d|t|(3d)|t|∏di=1(1+ti) and β = 1(3d)|t|∏di=1(1+ti) .
We deﬁne {Ewz , z ∈ I − {t}, w ∈ d(z)} as follows:
Ee1o = Ce1o ,
Ee2o = Ce2o ∩
(
Ce1o
)C
,
Eeio = Ceio ∩
i−1⋂
=1
(
Ceo
)C
,
Eedo =
d−1⋂(
Ceo
)C
,=1
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E
ek+eik1
ek = Π−1ek,o
(
Eeko
)∩ Cek+eik1ek ,
E
ek+eik2
ek = Π−1ek,o
(
Eeko
)∩ Cek+eik2ek ∩ (Cek+eik1ek )C ,
E
ek+eikj
ek = Π−1ek,o
(
Eeko
)∩ Cek+eikjek ∩
j−1⋂
=1
(
C
ek+eik

ek
)C
,
E
ek+eikm
ek = Π−1ek,o
(
Eeko
)∩m−1⋂
=1
(
C
ek+eik

ek
)C
,
and for z and izj ∈ α(z) ( j = 1,2, . . . ,n),
E
z+eiz1
z =
⋃
s∈p(z)
Π−1z,s
(
Ezs
)∩ Cz+eiz1z ,
E
z+eiz2
z =
⋃
s∈p(z)
Π−1z,s
(
Ezs
)∩ Cz+eiz2z ∩ (Cz+eiz1z )C ,
E
z+eizj
z =
⋃
s∈p(z)
Π−1z,s
(
Ezs
)∩ Cz+eizjz ∩
j−1⋂
=1
(
C
z+eiz

z
)C
,
E
z+eizn
z =
⋃
s∈p(z)
Π−1z,s
(
Ezs
)∩ n−1⋂
=1
(
C
z+eiz

z
)C
,
and we set Et = RI .
The family {Eeio , i} is a partition of R , and we have
P
(
X(o) ∈ Be1o  Ee10
)= P(X(o) ∈ Be1o  Ce10 )< αδ < dαδ < δ,
P
(
X(o) ∈ Be2o  Ee20
)= P(X(o) ∈ (Be2o ∩ (Be1o )C ) (Ce20 ∩ (Ce1o )C ))
 P
(
X(o) ∈ (Be2o  Ce20 )∪ ((Be1o )C  (Ce1o )C ))
 P
(
X(o) ∈ Be2o  Ce20
)+ P(X(o) ∈ Be1o  Ce1o )
< 2αδ < dαδ < δ,
P
(
X(o) ∈ Beio  Eei0
)= P
(
X(o) ∈
(
Beio ∩
i−1⋂
=1
(
Beo
)C)
(
Ceio ∩
i−1⋂
=1
(
Ceo
)C))
 P
(
X(o) ∈ (Beio  Cei0 )∪
i−1⋃
=1
((
Beo
)C  (Ceo )C )
)
 P
(
X(o) ∈ Beio  Cei0
)+ i−1∑
=1
P
(
X(o) ∈ Beo  Ceo
)
< iαδ < dαδ < δ,
P
(
X(o) ∈ Bedo  Eed0
)= P
(
X(o) ∈
(
d−1⋂
=1
(
Beo
)C)
(
d−1⋂
=1
(
Ceo
)C))
 P
(
X(o) ∈
d−1⋃
=1
((
Beo
)C  (Ceo )C )
)

d−1∑
=1
P
(
X(o) ∈ Beo  Ceo
)
< (d − 1)αδ < dαδ < δ.
For k, the family {E
ek+eikj
ek , j} is a partition of Π−1ek,o(E
ek
o ), and satisﬁes the conditions (2.1) and (2.3) in Lemma 2.1(2). We
have
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(−−−−→
X(ek) ∈ B
ek+eikj
ek  E
ek+eikj
ek
)= P
(
−−−−→
X(ek) ∈
(
Π−1ek,o
(
Beko
)∩ Bek+eikjek ∩
j−1⋂
=1
(
B
ek+eik

ek
)C)

(
Π−1ek,o
(
Eeko
)∩ Cek+eikjek ∩
j−1⋂
=1
(
C
ek+eik

ek
)C))
 P
(−−−−→
X(ek) ∈ Π−1ek,o
(
Beko
) Π−1ek,o(Eeko ))+ P(−−−−→X(ek) ∈ B
ek+eikj
ek  C
ek+eikj
ek
)
+
j−1∑
=1
P
(−−−−→
X(ek) ∈
(
B
ek+eik

ek
)C  (Cek+eikek )C )
 P
(
X(o) ∈ Beko  Eeko
)+ P(−−−−→X(ek) ∈ Bek+eikjek  C
ek+eikj
ek
)+ j−1∑
=1
P
(−−−−→
X(ek) ∈ B
ek+eik

ek  C
ek+eik

ek
)
< kαδ + αδ + ( j − 1)αδ < 2dαδ < δ,
P
(−−−−→
X(ek) ∈ B
ek+eikm
ek  E
ek+eikm
ek
)= P
(
−−−−→
X(ek) ∈
(
Π−1ek,o
(
Beko
)∩m−1⋂
=1
(
B
ek+eik

ek
)C)
(
Π−1ek,o
(
Eeko
)∩m−1⋂
=1
(
C
ek+eik

ek
)C))
 P
(−−−−→
X(ek) ∈ Π−1ek,o
(
Beko
) Π−1ek,o(Eeko ))+
m−1∑
=1
P
(−−−−→
X(ek) ∈
(
B
ek+eik

ek
)C  (Cek+eikek )C )
 P
(
X(o) ∈ Beko  Eeko
)+m−1∑
=1
P
(−−−−→
X(ek) ∈ B
ek+eik

ek  C
ek+eik

ek
)
< kαδ + (m− 1)αδ < 2dαδ < δ.
For z, the family {E
z+eizj
z , j} is a partition of
⋃
s∈p(z) Π−1z,s (Ezs ), and satisﬁes the conditions (3.1) and (3.3) in Lemma 2.1(3).
We have
P
(−−−→
X(z) ∈ B
z+eizj
z  E
z+eizj
z
)= P
(
−−−→
X(z) ∈
( ⋃
s∈p(z)
Π−1z,s
(
Bzs
)∩ Bz+eizjz ∩
j−1⋂
=1
(
B
z+eiz

z
)C)

( ⋃
s∈p(z)
Π−1z,s
(
Ezs
)∩ Cz+eizjz ∩
j−1⋂
=1
(
C
z+eiz

z
)C))
 P
(
−−−→
X(z) ∈
⋃
s∈p(z)
Π−1z,s
(
Bzs
) ⋃
s∈p(z)
Π−1z,s
(
Ezs
))+ P(−−−→X(z) ∈ Bz+eizjz  Cz+eizjz )
+
j−1∑
=1
P
(−−−→
X(z) ∈ (Bz+eizz )C  (Cz+eizz )C )

∑
s∈p(z)
P
(−−−→
X(z) ∈ Π−1z,s
(
Bzs
) Π−1z,s (Ezs))+ P(−−−→X(z) ∈ Bz+eizjz  Cz+eizjz )
+
j−1∑
=1
P
(−−−→
X(z) ∈ Bz+eizz  C
z+eiz

z
)
< d
(
2d|z|−1 + d|z|−2 + · · · + d)αδ + αδ + (d − 1)αδ < δ,
P
(−−−→
X(z) ∈ Bz+eiznz  E
z+eizn
z
)= P
(
−−−→
X(z) ∈
( ⋃
s∈p(z)
Π−1z,s
(
Bzs
)∩ n−1⋂
=1
(
B
z+eiz

z
)C)
( ⋃
s∈p(z)
Π−1z,s
(
Ezs
)∩ n−1⋂
=1
(
C
z+eiz

z
)C))
 P
(
−−−→
X(z) ∈
⋃
s∈p(z)
Π−1z,s
(
Bzs
) ⋃
s∈p(z)
Π−1z,s
(
Ezs
))+ n−1∑
=1
P
(−−−→
X(z) ∈ (Bz+eizz )C  (Cz+eizz )C )

∑
s∈p(z)
P
(−−−→
X(z) ∈ Π−1z,s
(
Bzs
) Π−1z,s (Ezs))+
n−1∑
=1
P
(−−−→
X(z) ∈ Bz+eizz  C
z+eiz

z
)
< d
(
2d|z|−1 + d|z|−2 + · · · + d)αδ + (d − 1)αδ < δ.
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⋃
r∈d(z) Erz) = Π−1t,w(
⋃
r∈d(w) Erw) for all z,w (z w).
Next we deﬁne {Fkz , k, z ∈ I, |z| = k} as follows:
F 0o = D0o,
F 1z =
⋃
r∈d(z)
Erz ∩ D1z ∩ Π−1z,o
((
D0o
)C )
,
Fkz =
⋃
r∈d(z)
Erz ∩ Dkz ∩
⋂
sz, s 
=z
Π−1z,s
((
F |s|s
)C )
,
F |t|t =
⋂
z 
=t
Π−1t,z
((
F |z|z
)C )
.
By the construction of Fkz , this family satisﬁes the conditions (4), (5.1), (5.2), (5.3), (6.1), (6.2), (7.1), (7.2) and (7.3) in
Lemma 2.1, and we have for z (|z| = k),
Π−1t,z
(
Fkz
)⊆ ⋂
sz, s 
=z
Π−1t,s
((
F |s|s
)C )= ⋂
sz, s 
=z
Π−1t,s
((
F |s|s
)C )∩ ⋂
|s|k−1, sz
Π−1t,s
((
F |s|s
)C )= k−1⋂
=0
⋂
|r|=
Π−1t,r
((
F r
)C )
,
which follows the condition (6.3) in Lemma 2.1. We have
P
(
X(o) ∈ A0o  F 0o
)= P(X(o) ∈ A0o  D0o)< βδ < δ,
P
(−−−−→
X(ei) ∈ A1ei  F 1ei
)= P(−−−−→X(ei) ∈
( ⋃
r∈d(ei)
Brei ∩ A1ei ∩ Π−1ei ,o
((
A0o
)C ))( ⋃
r∈d(ei)
Erei ∩ D1ei ∩ Π−1ei ,o
((
D0o
)C )))
 P
(
−−−−→
X(ei) ∈
( ⋃
r∈d(ei)
Brei
)

( ⋃
r∈d(ei)
Erei
))
+ P(−−−−→X(ei) ∈ A1ei  D1ei )
+ P(−−−−→X(ei) ∈ Π−1ei ,o((A0o)C ) Π−1ei ,o((D0o)C ))

∑
r∈d(ei)
P
(−−−−→
X(ei) ∈
(
Brei  Erei
))+ P(−−−−→X(ei) ∈ A1ei ∩ D1ei )+ P(X(o) ∈ A0o  D0o)
< dβδ + βδ + βδ < 1
(3d)|t|−1
∏d
i=1(1+ ti)
< δ,
P
(−−−→
X(z) ∈ Akz  Fkz
)= P(−−−→X(z) ∈ ( ⋃
r∈d(z)
Brz ∩ Akz ∩
⋂
sz, s 
=z
Π−1z,s
((
A|s|s
)C ))( ⋃
r∈d(z)
Erz ∩ Dkz ∩
⋂
sz, s 
=z
Π−1z,s
((
F |s|s
)C )))

∑
r∈d(z)
P
(−−−→
X(z) ∈ (Brz  Erz))+ P(−−−→X(z) ∈ Akz ∩ Dkz)+ ∑
sz, s 
=z
P
(−−−→
X(z) ∈ Π−1z,s
(
A|s|s
) Π−1z,s (F |s|s ))
< dβδ + βδ +
(
d∏
i=1
(1+ zi) − 1
)
1
(3d)|t|−(k−1)
∏d
i=1(1+ ti)
δ
<
1
(3d)|t|−k
∏d
i=1(1+ ti)
< δ,
P
(−−−→
X(t) ∈ A|t|t  F |t|t
)= P(−−−→X(z) ∈⋂
z 
=t
Π−1t,z
((
A|z|z
)C )⋂
z 
=t
Π−1t,z
((
F |z|z
)C ))

∑
z 
=t
P
(−−−→
X(z) ∈ Π−1t,z
((
A|z|z
)C ) Π−1t,z ((F |z|z )C ))
<
(
d∏
i=1
(1+ ti)
) |t|∑
k=1
1
(3d)|t|−(k−1)
δ <
d∏
i=1
(1+ ti) 1
(3d)|t|−k
∏d
i=1(1+ ti)
δ < δ.
By our deﬁnition, E
z+eizj
z =
⋃
s∈p(z) Π−1z,s (Ezs ) ∩ C
z+eizj
z ∩
⋂ j−1
=1(C
z+eiz

z )
C for z and izj ∈ α(z) ( j = 1,2, . . . ,n), we have
∂E
z+eizj
z ⊆ ∂
( ⋃
Π−1z,s
(
Ezs
))∪ ∂Cz+eizjz ∪ ∂
( j−1⋂(
C
z+eiz

z
)C)
s∈p(z) =1
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⋃
s∈p(z)
∂Π−1z,s
(
Ezs
)∪ ∂Cz+eizjz ∪
j−1⋃
=1
∂
(
C
z+eiz

z
)C
⊆
⋃
s∈p(z)
Π−1z,s
(
∂Ezs
)∪ ∂Cz+eizjz ∪
j−1⋃
=1
∂C
z+eiz

z ,
therefore
P
(−−−→
X(z) ∈ ∂E
z+eizj
z
)

∑
s∈p(z)
P
(−−−→
X(z) ∈ Π−1z,s
(
∂Ezs
))+ P(−−−→X(z) ∈ ∂Cz+eizjz )+
j−1∑
=1
P
(−−−→
X(z) ∈ ∂Cz+eizz
)
.
And also we have
P
(
X(o) ∈ ∂Eeio
)
 P
(
X(o) ∈ ∂Ceio
)+∑

P
(
X(o) ∈ ∂Ceo
)= 0,
P
(−−−−→
X(ek) ∈ ∂Eek+eiek
)
 P
(−−−−→
X(ek) ∈ Π−1ek,o
(
∂Eeko
))+ P(−−−−→X(ek) ∈ ∂Cek+eiek )+∑

P
(−−−−→
X(ek) ∈ ∂Cek+eek
)
 P
(
X(o) ∈ ∂Eeko
)+ P(−−−−→X(ek) ∈ ∂Cek+eiek )+∑

P
(−−−−→
X(ek) ∈ ∂Cek+eek
)
= 0.
Inductively we have P (
−−−→
X(z) ∈ ∂Ewz ) = 0 for w ∈ d(z).
By our deﬁnition Fkz =
⋃
r∈d(z) Erz ∩ Dkz ∩
⋂
sz, s 
=z Π−1z,s ((F
|s|
s )
C ), we have
P
(−−−→
X(z) ∈ ∂ Fkz
)

∑
r∈d(z)
P
(−−−→
X(z) ∈ Erz
)+ P(−−−→X(z) ∈ Dkz)+ ∑
sz, s 
=z
P
(−−−→
X(s) ∈ F |s|s
)
,
moreover
P
(
X(o) ∈ ∂ F 0o
)= P(X(o) ∈ ∂D0o)= 0,
P
(−−−−→
X(ek) ∈ ∂ F 1ek
)

∑
r∈d(ek)
P
(−−−−→
X(ek) ∈ ∂Erek
)+ P(−−−−→X(ek) ∈ ∂D1ek )+ P(−−−−→X(ek) ∈ ∂ F 0o )

∑
r∈d(ek)
P
(−−−−→
X(ek) ∈ ∂Erek
)+ P(−−−−→X(ek) ∈ ∂D1ek )+ P(−−−−→X(ek) ∈ ∂D0o)
= 0.
Inductively we obtain P (
−−−→
X(z) ∈ ∂ F |z|z ) = 0.
Now, using {Ewz , z ∈ I − {t}, w ∈ d(z)}, {Fkz , k, z ∈ I, |z| = k} and Xn , we deﬁne ({Φn(k), 0 k |t|},μn) by
Φn(0) = o,
Φn(1) = ei on
{
Xn(o) ∈ Eeio
}
,
Φn(2) = ei + e j on
⋃
s∈p(ei+e j)
{−−−−→
Xn(s) ∈ Eei+e js
}
,
Φn(k) = z on
⋃
s∈p(z)
{−−−−→
Xn(s) ∈ Ezs
} (|z| = k),
Φn
(|t|)= t,
μn = 0 on {Xn(o) ∈ F 0o },
μn = 1 on
⋃
|z|=1
{−−−−→
Xn(z) ∈ F 1z
}
,
μn = k on
⋃
|z|=k
{−−−−→
Xn(z) ∈ Fkz
}
,
μn = |t| on {−−−−→Xn(t) ∈ F |t|t }.
Then ({Φn(k), 0 k |t|},μn) is a tactic.
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V [X] = E[X(Γ (τ ))]= |t|∑
k=0
∑
|z|=k
E
[
X(z)1{Γ (k)=z,τ=k}
]= |t|∑
k=0
∑
|z|=k
E
[
X(z)1{−−−→X(z)∈Akz}
]
=
|t|∑
k=0
∑
|z|=k
{ ∫
{−−−→X(z)∈Fkz }
X(z)dP +
∫
{−−−→X(z)∈Akz−Fkz }
X(z)dP −
∫
{−−−→X(z)∈Fkz−Akz}
X(z)dP
}

|t|∑
k=0
∑
|z|=k
∫
{−−−→X(z)∈Fkz }
X(z)dP +
d∏
i=1
(1+ ti) ε∏d
i=1(1+ ti)
.
By our assumption on C, there exists λ > 0 such that
sup
z,n
∫
{Xn(z)−λ}
∣∣Xn(z)∣∣dPn < ε∏d
i=1(1+ ti)
and max
z
∫
{X(z)λ}
X(z)dP <
ε∏d
i=1(1+ ti)
.
Let f be the bounded continuous function deﬁned by
f (t) =
{
t (|t| λ),
λsgn(t) (|t| > λ).
For −→x = (xw , w ∈ I) ∈ RI and C ∈ B(RI ), we set hz(−→x ) = f (xz)1C (−→x ). Then hz is bounded measurable and the set of
discontinuous points of hz is ∂C .
Since P (
−−−→
X(z) ∈ ∂ F |z|z ) = 0, we obtain, for C = Π−1t,z (F |z|z ),∫
R I
hz(
−→x ) P
(−−−→
X(t) ∈ d−→x )= ∫
Ω
f
(
X(z)
)
1
Π−1t,z (F
|z|
z )
(−−−→
X(t)
)
P (dω) =
∫
{−−−→X(z)∈F |z|z }
f
(
X(z)
)
P (dω).
Then, from Xn
D⇒ X, we obtain
lim
n→∞
∫
{−−−−→Xn(z)∈F |z|z }
f
(
Xn(z)
)
Pn(dω) =
∫
{−−−→X(z)∈F |z|z }
f
(
X(z)
)
P (dω).
Therefore,
lim inf
n→∞
∫
{−−−−→Xn(z)∈F |z|z }
Xn(z) Pn(dω) = lim inf
n→∞
{ ∫
{−−−−→Xn(z)∈F |z|z }
f
(
Xn(z)
)
Pn(dω) +
∫
{−−−−→Xn(z)∈F |z|z }∩{Xn(z)>λ}
(
Xn(z) − λ) Pn(dω)
+
∫
{−−−−→Xn(z)∈F |z|z }∩{Xn(z)<−λ}
(
Xn(z) + λ) Pn(dω)}
 lim
n→∞
{ ∫
{−−−−→Xn(z)∈F |z|z }
f
(
Xn(z)
)
Pn(dω) − ε∏d
i=1(1+ ti)
}
=
∫
{−−−→X(z)∈F |z|z }
f
(
X(z)
)
P (dω) − ε∏d
i=1(1+ ti)
=
∫
{−−−→X(z)∈F |z|z }
X(z) P (dω) +
∫
{−−−→X(z)∈F |z|z }∩{X(z)>λ}
(
λ − X(z)) P (dω)
+
∫
{−−−→X(z)∈F |z|z }∩{X(z)<−λ}
(−λ − X(z)) P (dω) − ε∏d
i=1(1+ ti)

∫
{−−−→X(z)∈F |z|z }
X(z) P (dω) +
∫
{−−−→X(z)∈F |z|z }∩{X(z)>λ}
(−X(z)) P (dω) − ε∏d
i=1(1+ ti)
=
∫
−−−→ |z|
X(z) P (dω) − 2 ε∏d
i=1(1+ ti)
,{X(z)∈Fz }
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[
Xn
]
 En
[
Xn
(
Φn
(
μn
))]= |t|∑
k=0
∑
|z|=k
En
[
Xn(z)1{Φn(k)=z,μn=k}
]= |t|∑
k=0
∑
|z|=k
En
[
Xn(z)1{−−−−→Xn(z)∈Akz}
]
,
lim inf
n→∞ V [X
n]
|t|∑
k=0
∑
|z|=k
lim inf
n→∞ E
n[Xn(z)1{−−−−→Xn(z)∈Akz}]
|t|∑
k=0
∑
|z|=k
E
[
X(z)1{−−−→X(z)∈Akz}
]− 2 d∏
i=1
(1+ ti) ε∏d
i=1(1+ ti)
 V [X] − 3ε.
Since ε is arbitrary, we have lim infn→∞ V (Xn) V (X). The proof is completed. 
4. Examples
In this section we shall state two examples studied in Elton [5]. In the theory of multiparameter optimal stopping
problems in the case where d = 2, it is known that if the ﬁltration {Fz, z ∈ I} satisﬁes the conditional independence
property, that is, Fz and Fw are conditionally independent given Fz∧w for each z,w ∈ I , then all {Fz}-stopping points
are accessible. In general, this fact fails to hold in case of the higher dimension, that is, d  3. However, considering the
multiparameter optimal stopping problems in the class of all accessible stopping points as stated in Section 1, we can use
the method of backwards induction and calculate the optimal values without the conditional independence property.
Example 4.1. Even when we are restricted to a family of uniformly bounded stochastic processes, V is not continuous.
Let d = 2, t = (1,1) and Xn = {Xn(0,0), Xn(1,0), Xn(0,1), Xn(1,1)} have range{(
0,
1
2
,0,0
)
,
(
1
2
,0,0,0
)
,
(
1
2
+ 1
n
,1,0,0
)
,
(
1,
1
2
+ 1
n
,0,0
)}
with probability 14 and X= {X(0,0), X(1,0), X(0,1), X(1,1)} have range{(
0,
1
2
,0,0
)
,
(
1
2
,0,0,0
)
,
(
1
2
,1,0,0
)
,
(
1,
1
2
,0,0
)}
with probability 14 .
Then C = {Xn,X} is a family of uniformly bounded stochastic processes and Xn D⇒ X, and we have V (Xn) = 34 and
V (X) = 38 . This shows that V is not continuous.
Example 4.2. When we are restricted to a family of i.i.d. stochastic processes, V is not lower semicontinuous without the
assumption of the uniformly integrability.
Let d = 3, t = (1,1,1) and Xn = {Xn(0,0,0), Xn(1,0,0), Xn(0,1,0), Xn(0,0,1), Xn(1,1,0), Xn(1,0,1), Xn(0,1,1),
Xn(1,1,1)} be an independent sequence deﬁned by
Xn(z) =
⎧⎨
⎩
0 with probability 1− 1√
n
,
−n2 with probability 1√
n
,
and X = {X(0,0,0), X(1,0,0), X(0,1,0), X(0,0,1), X(1,1,0), X(1,0,1), X(0,1,1), X(1,1,1)} be deﬁned by X(z) = 0 with
probability 1.
Then C = {Xn,X} is a family of integrable stochastic processes, which fails to satisfy the uniformly integrability, and
Xn
D⇒ X. We have V (Xn) = −1 and V (X) = 0 and therefore V is not lower semicontinuous.
5. Application to multiparameter prophet inequalities
The prophet inequalities for one-parameter optimal stopping problems have been studied by many authors. In this sec-
tion we shall formulate a prophet inequality for a multiparameter optimal stopping problem.
Let X = {X(z), z ∈ I} be an integrable d-parameter stochastic process. We term multiparameter prophet inequality any
inequality which compares E[max(X)] = E[maxz∈I X(z)] to V [X] = supT∈A(X) E[X(T )].
Theorem 5.1. Let C be a tight and closed family of integrable d-parameter stochastic processes which is uniformly integrable.
Then
sup
{
Eλ
[
max
(
Xλ
)]− V [Xλ]: Xλ ∈ C}
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inf
{
V
[
Xλ
]
: Xλ ∈ C, Eλ[max(Xλ)]= y}
is attained on C.
Proof. By Prohorov’s theorem and our assumption on closedness, C is compact. The map Xλ → Eλ[max(Xλ)] is continuous,
because of our assumption of the uniformly integrability and the mapping theorem on the convergence of weak convergence.
By Theorem 3.1 and our assumption of theorem, −V is upper semicontinuous and hence Eλ[max(Xλ)] − V [Xλ] is upper
semicontinuous. This completes the proof. 
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