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We consider a linear system with Markovian switching which is perturbed by
Gaussian type noise. If the linear system is mean square stable then we show that
under certain conditions the perturbed system is also stable. We also show that
under certain conditions the linear system with Markovian switching can be
stabilized by such noisy perturbation. Q 1996 Academic Press, Inc.
1. INTRODUCTION
Consider the linear stochastic system
dX t s A u t X t dt , X 0 s X g R d , 1.1 .  .  .  .  . . 0
 .where u t is a continuous time Markov chain taking values in a finite set
 4  .  .1, 2, . . . , N , A i , i s 1, 2, . . . , N, are d = d matrices. The system 1.1 is
a typical example of a piecewise deterministic system which arises quite
often in practice in systems with multiple modes, e.g., fault tolerant control
w xsystems, multiple target tracking, flexible manufacturing systems, etc. 7 .
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 .Due to the presence of the Markovian switching parameter u t , the
 . w xstability of the system 1.1 is quite involved 2, 6, 7 . Even if all the
 .  .matrices A i , i s 1, 2, . . . , N, are stable the system 1.1 may not be
 .stable. On the other hand the system 1.1 may be stable even if all the
 . w xmatrices A i , i s 1, 2, . . . N, are unstable 2 . Quite often due to various
 .uncertainties in the environment and within the system, 1.1 gets per-
turbed and is modeled as
dX t s A u t X t dt q s X t , u t dW t .  .  .  .  .  . .  .
X 0 s X g R d , 1.2 .  .0
 .  .where s ?, ? is a d = d matrix and W ? is a standard d-dimensional
Brownian motion.
 . The following question now arises. If the system 1.1 is stable in an
.  .  .appropriate sense would the system 1.2 remain stable? If s ?, ? is
 .independent of x, i and is positive definite then the answer is always in
 .  .the affirmative. But if s ?, ? does depend on x, i then the answer would
 .depend on certain properties of s ?, ? . In this paper we investigate this
problem for both the nondegenerate and degenerate cases. We also
 .address the following problem. Suppose the system 1.1 is unstable; can
 .we add a suitable ``noise'' to it to make it stable? In other words, can 1.2
 .  .be stable even if 1.1 is not so? Under certain conditions on s ?, ? we
answer this question in the affirmative.
2. PROBLEM DESCRIPTION AND PRELIMINARIES
 .Let u t be a continuous-time Markov chain taking values in a finite set
 4 w xQ s 1, 2, . . . , N with generator  l , l ) 0, i / j. Consider the fol-i j i j
lowing linear system with Markovian switching
dX t s A u t X t dt , X 0 s X g R d , 2.1 .  .  .  .  . . 0
 .where A i , i s 1, 2, . . . , N, are d = d matrices. We would often write Ai
 .for A i .
 .DEFINITION 2.1. We say that the system 2.1 is mean square stable
 . dMSS if for all x g R , i g Q, we have
E X 9 t X t ª 0 as t ª `, 2.2 .  .  .x , i
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  .  .where E denotes the expectation after conditioning on X 0 sx, u 0 sx, i
4  .i . It can be shown that for the system 2.1 , MSS is equivalent to the
following: there exists a constant C such that
T 2< <lim E X 9 t X t dt F C x . 2.3 .  .  .Hx , i
Tª` 0
 .We now present two characterizations of the MSS of 2.1 . For proof
w xand other details we refer to 7, Chap. 2 .
 .PROPOSITION 2.1. The system 2.1 is MSS if and only if for any gi¨ en
positi¨ e definite symmetric matrices Q , i s 1, 2, . . . , N, the following systemi
of matrix equations
N
XA P q P A q l P s yQ , i s 1, . . . , N 2.4 .i i i i i j j i
js1
admits a unique set of positi¨ e definite symmetric solution P , i s 1, . . . , N.i
 .PROPOSITION 2.2. The system 2.1 is MSS if and only if all the eigen¨al-
ues of the matrix
Ä 2A [ diag A m I q I m A q L m I 2.5 .  .i d d i dis1, . . . , N
ha¨e negati¨ e real parts, where m stands for the Kronecker product of
matrices and I represents the identity matrix of order r = r.r
 .  .We now consider a perturbed version of the system 2.1 . Let X ? be a
d-dimensional random diffusion given by
dX t s A u t X t dt q s X t , u t dW t .  .  .  .  .  . .  .
X 0 s X g R d , 2.6 .  .0
 .where W ? is a standard d-dimensional Wiener process independent of
 .  . d d  .u ? and s ?, ? : R = Q ª S the space of d = d matrices .
We make the following assumption on s .
 .A1 There exists a constant k ) 0 such that0
< <s x , i y s y , i F k x y y 2.7 .  .  .0
for all x, y g R d, i g Q.
 . d   .  ..  .Let Y t denote the R = Q-valued process X t , u t . Then Y t is a
 .   4.time homogeneous Markov process. Let p t, x, i, dy = j denote the
 .transition probability of the process Y t .
 .To design a linear quadratic regulator the system in 2.1 is used and the
mean square stability is more relevant there. Therefore, throughout the
 .paper MSS is studied for the system 2.1 . However, when the perturbed
 .system 2.6 is considered it is more relevant to study stochastic stability as
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w xin Has'minskii 5 or, more generally, the notion of existence of a unique
invariant measure. Notice that MSS implies that the unique invariant is
the Dirac measure at zero. If one allows the added noise to be degenerate,
existence of a unique invariant measure also is not enough to study the
 .  .system. For the case d s 1, b x, i s x, and s x, i s x, the unique
 .invariant is the Dirac measure at zero but the system 2.6 blows off to
infinity if it starts from any other point than zero. Therefore, to study the
 .system in 2.6 where degeneracy of the noise is allowed, we introduce,
w xfollowing Basak and Bhattacharya 1 , the notion of stability in distribution
 .for the process Y t .
 .DEFINITION 2.2. The process Y t is said to be stable in distribution if
  4.there exists a probability measure p ?= ? such that its transition proba-
  4.   4.bility p t, x, i, dy = j converges weakly to p dy = j as t ª ` for
 . devery x, i g R = Q.
 .It is clear that the stability of Y t in distribution implies the existence
 .of a unique invariant probability measure for Y t . We conclude this
 .section by recalling that a continuous time Markov chain u ? with genera-
w xtor L s l can be represented as a stochastic integral with respect to ai j
Poisson random measure. Indeed, let D be consecutive with respect toi j
.the lexicographic ordering on Q = Q , left closed, right open intervals of
the real line each having length l . Define a functioni j
h: Q = R ª R
by
j y i , if y g D i jh i , y s 2.8 .  . 0, otherwise.
Then
du t s h u ty , y n dt , dy 2.9 .  .  .  . .H
R
u 0 s u , . 0
 .  .where n dt, dy is a Poisson random measure with intensity dt = m dy , m
w xbeing the Lebesgue measure on R. For more information see 4, 8 . This
representation will be useful in the next section.
3. STABILITY RESULTS
In this section we will derive the stability results for the process
 .   .  ..Y t s X t , u t . To this end we introduce the notion of asymptotic
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 . x, i .  .flatness of the flow X t . Let X t denote the solution of 2.6 with
 .  .initial condition X 0 s x, u 0 s i.
 x, i . d 4DEFINITION 3.1. We say that the flow X t , t G 0, x g R , i g Q is
 . dasymptotically flat in the pth mean p ) 0 if for every compact K ; R ,
px , i y , ilim sup E X t y X t s 0. 3.1 .  .  .
tª` x , ygK
To achieve the asymptotic flatness we make the following assumption.
We write
a x , i s s x , i s 9 x , i .  .  .
a x , y , i s s x , i y s y , i s x , i y s y , i 9. .  .  .  .  . .  .
 .A2 Assume that there exist symmetric positive definite matrices
B , i s 1, . . . , N, and positive constants g ) 0, k ) 0 such that for x / y gi
R d, i g Q,
2 y k B x y y 9a x , y , i B x y y .  .  .  . .  .i i
2 B x y y 9 A x y y y .  . .  .i i x y y 9B x y y .  .i
qtr a x , y , i B . .i
N2 kr21ykr2q x y y 9B x y y l x y y 9B x y y .  .  .  . .  .i i j jk js1
< < 2F yg x y y . 3.2 .
The examples discussed at the end of this section will show that the
 .  .assumptions A1 and A2 arise quite naturally.
We shall now establish the asymptotic flatness of the system defined in
 .3.1 .
 .  .  .LEMMA 3.1. Under A1 and A2 the random diffusion 2.6 is asymptot-
ically flat in the kth mean.
Proof. Consider the Liapunov function
kr2 dw x , i s x9B x , x g R , i g Q , .  .i
 .where k ) 0, B are as in 3.2 . For 0 - k - 2, the above function can bei
suitably modified near the origin to make it a C 2-function in x for each
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i g Q. For x / y g R d, i g Q, set
Z x , y , i t s X x , i t y X y , i t .  .  .
t i x , y , is x y y q A u s Z s ds .  . .H
0
t x , i i y , i iq s X s , u s y s X s , u s dW s , .  .  .  .  . .  . .H
0
3.3 .
i .  .where the u ? denote the Markov chain with u 0 s i g Q.
< < < <Let N be a positive integer such that x - N r4, y - N r4, and0 0 0
< <x y y - N r4. Let N be a positive integer such that N G N . Define the0 0
stopping times
h s inf t ) 0: X x , i t s X y , i t , 4 .  .0
x , i y , ih s inf t ) 0: X t y X t s N . .  . 4N
 .Let t s h n h n t. Applying Ito's formula to 3.3 , we have for N G NÃN N 0 0
w Z x , y , i t , u i t y w x y y , i .  .  . .N N
tN x , y , i iÄs Lw Z s , u s ds .  . .H
0
tN x , y , i iq =w Z s , u s 9 .  . . .H
0
= s X x , i s , u i s y s X y , i s , u i s dW s .  .  .  .  . .  . .
tN x , y , i iq w Z s , i q h u s , l .  . . .H H
0 R
yw Z x , y , i s , u i s m ds, dl , 3.4 .  .  .  . . .
 .  .  .  .where the function h is as in 2.8 and m ds, dl s n ds, dl y m dl ds is
Äthe centered Poisson measure, L is the differential generator of
 x, y, i . i ..  .Z ? , u ? . Taking expectation in 3.4 we get
tNx , y , i i x , y , i iÄEw Z t , u t s w x y y , i q E Lw Z s , u s ds. .  .  .  .  . . . HN N
0
3.5 .
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Now,
ÄLw x y y , i .
k kr2y1s x y y 9B x y y .  . .i2
= 2 B x y y 9 A x y y q tr a x , y , i B .  .  . .  .  .i i i
2 y k B x y y 9a x , y , i B x y y .  .  .  . .i iy
x y y 9B x y y .  .i
2 1ykr2q x y y 9B x y y .  . .ik
N
kr2
= l x y y 9B x y y . 3.6 .  .  . . i j j
js1
 .  .Using A2 in 3.6 it follows that for some d ) 0
ÄLw x y y , i F yd w x y y , i . 3.7 .  .  .
 .  .From 3.7 it is easily seen that the limit as N ª ` in each term in 3.5
exists. We claim that for some m ) 00
1q2 m r k x , y , i i0E w Z t n h , u t n h - `. 3.8 .  .  . .0 0
Indeed, we have for any m ) 01
Ä 1q2 m1 r kLw x y y , i .
k kr2qm y11s q m x y y 9B x y y .  . .1 i /2
= 2 B x y y 9 A x y y q tr a x , y , i B .  .  . .  .  .i i i
2 y k y 2m B x y y 9a x , y , i B x y y .  .  .  . .1 i iy
x y y 9B x y y .  .i
2 1ykr2ym1q x y y 9B x y y .  . .ik q 2m .1
N
kr2qm1= l x y y 9B x y y . 3.9 .  .  . . i j j
js1
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Now, for any m ) 01
k 2
k y 2m F F k .1 k q 2m1
Therefore,
l k 2m l kii 1 i jF l 1 y and F l , for i / j.i i i j /k q 2m k k q 2m1 1
Since the B 's are all positive definite matrices, there exist positive con-j
stants C B, C ) 0, such that, for any l, k s 1, . . . , n and x / y,B
x y y 9B x y y .  .l BC F F C .B x y y 9B x y y .  .k
Using these, we get
1ykr2ym1 N2 x y y 9B x y y .  . . kr2qmi 1
l x y y 9B x y y .  . . i j jk q 2m1 js1
m 1ykr212 BF C x y y 9B x y y .  .  . .ik
N
kr2
= l x y y 9B x y y .  . . i j j
js1 j/ i
2 2m1m1q C 1 y l x y y 9B x y y .  .  .B ii i /k k
N2 kr21ykr2s x y y 9B x y y l x y y 9B x y y .  .  .  . .  .i i j jk js1
2 m 1ykr21Bq C y 1 x y y 9B x y y .  .  . . . ik
N
kr2
= l x y y 9B x y y .  . . i j j
js1 j/ i
2 2m1m1q C 1 y y 1 l x y y 9B x y y . 3.10 .  .  .  .B ii i / /k k
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Also,
2m B x y y 9a x , y , i B x y y .  .  . .1 i i 2< <F 2m h x y y 3.11 .1 ix y y B x y y .  .i
 .  .  .  .for some constant h ) 0. Using A2 , 3.10 , and 3.11 in 3.9 , we geti
Ä 1q2 m1 r kLw x y y , i .
k kr2qm y11F q m x y y 9B x y y .  . .1 i /2
2 m1B= yg q 2m h q C y 1 .1 i k
N2m1m 21 < <q C 1 y y 1 z l x y y , 3.12 .  .B B i j / /k js1 j/ i
where z is the largest of the eigenvalues of B 's. Choosing m ) 0B l 1
sufficiently small in the above expression it follows that we can find a
constant d 9 ) 0 such that
Ä 1q2 m1 r k 1q2 m1 r kLw x y y , i F yd 9w x y y , i . 3.13 .  .  .
Then by Ito's formulaÃ
1q2 m r k x , y , i i1E w Z t , u t .  . .N N
tN 1q2 m r k x , y , i i1ÄyE Lw Z s , u s ds .  . .H
0
s w1q2 m1 r k x y y , i . 3.14 .  .
 .  .In view of 3.13 , each term in 3.14 is nonnegative. Thus
sup Ew1q2 m1 r k Z x , y , i t , u i t - `. .  . .N N
NGN0
1q2 m 0 r k x, y, i . i ..Hence for any 0 - m - m , w Z t , u t is uniformly inte-0 1 N N
 .grable for N G N . Therefore, letting N ª ` in 3.14 , using monotone0
convergence theorem on the second term, we get
Ew1q2 m 0 r k Z x , y , i t n h , u i t n h .  . .0 0
tnh0 1q2 m r k x , y , i i0ÄyE Lw Z s , u s ds .  . .H
0
s w1q2 m 0 r k x y y , i , 3.15 .  .
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 .  .  .whence 3.8 follows. Now using 3.8 we let N ª ` in 3.5 to obtain
Ew Z x , y , i t n h , u i t n h .  . .0 0
tnh0 x , y , i iÄs w x y y , i q E Lw Z s , u s ds . 3.16 .  .  .  . .H
0
 .  .  x, y, i . i ..Consider the process Y t [ exp d t w Z t , u t . It follows from
 .  .   . 43.7 and 3.16 that Y t n h , t G 0 is a positive supermartingale with0
respect to the filtration
w xF [ s W s , n A , B : s F t , A g B 0, t , B g B R . 3.17 4 .  .  .  . .t
Therefore
EY t n h F EY 0 s w x y y , i . .  .  .0
x, y, i .Since Z t s 0 a.e. for t G h , it follows that for all t G 0.0
EY t F w x y y , i . 3.18 .  .  .
 .Finally, using the positive definiteness of B 's it follows from 3.18 thati
k kx , i y , i yC t2 < <E X t y X t F C e x y y , 3.19 .  .  .1
where C , C ) 0 are some constants. The desired result follows from1 2
 .3.19 .
 .  .COROLLARY 3.1. Suppose that the system 2.1 is MSS. Assume A1
2  .and suppose that dk - 1rL , where k is as in 2.7 and L s0 P 0 P
 .max L , . . . , L , L being the largest eigen¨alue of the matrix P , as inP P P i1 N i
Proposition 2.1, with
Q s I , for i s 1, . . . , N. 3.20 .i
 .Then the random diffusion 2.6 is asymptotically flat in the mean square.
 .Proof. Since the system 2.1 is MSS, we recall from Proposition 2.1
that the P 's are symmetric positive definite and satisfyi
N
XA P q P A q l P s yI , 1 F i F N. 3.21 .i i i i i j j
js1
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 .Using 3.21 , we get
N
2 P x . A x q x . l P xi i i j j
js1
N
Ts x . P A q A P x q x . l P x . i i i i i j j
js1
< < 2s y x .
Also,
tr a x , y , i P s tr P a x , y , i P .  .’ ’ .  /i i i
F d P a x , y , i P .’ ’i i
5 5F d P a x , y , i .i
2 < < 2F dL k x y y .P 0
Therefore,
N
2 P x y y 9 A x y y q x y y 9 l P x y y q tr a x , y , i P .  .  .  .  . .  .i i i j j i
js1
< < 2 2 < < 2F y x y y q dL k x y yP 0
2 < < 2s y 1 y dL k x y y .P 0
< < 2s yg 9 x y y , 3.22 .
 2 .  .where g 9 s 1 y dL k ) 0 by our assumption. From 3.22 it followsP 0
 .that A2 is satisfied with B s P , i s 1, . . . , N, and k s 2. Hence thei i
desired result.
Under the following condition we will derive a growth property of the
x, i .flow X t .
 .A2 9 There exist symmetric positive definite matrices D , i si
1, . . . , N, and constants b ) 0, b9 ) 0, k ) 0 such that for x g R d,0
i g Q,
2 y k D x 9a x , i ? D x .  .  .0 i i
2 D x 9 ? A x q tr a x , i D y .  .  . .i i i x9D xi
N2 k r21yk r2 00q x9D x l x9D x .  .i i j jk0 js1
< < 2F yb x q b9. 3.23 .
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 .  .Remark 3.1. By taking y s 0 in 3.2 , it is easy to see that 3.23 is
 .satisfied with B s D for some b ) 0, b9 ) 0, and k s k . Thus A2 «i i 0
 .A2 9.
 .  . dLEMMA 3.2. Under A1 , A2 9, there exists a d ) 0 such that for x g R ,
i g Q
k qd0x , iE X t - ` 3.24 .  .
uniformly in t G 0.
Proof. Consider the Liapunov function
k r2qd0 0w x , i s x9D x .  .1 i
 .for some d ) 0 to be chosen later. For each i g Q, w ?, i may be0 1
modified near the origin to make it a C 2 function on all of R d. Let L
  .  ..denote the differential generator of the process X t , u t . Then
k0 k r2qd y10 0Lw x , i s q d x9D x 2 D x 9 A x q tr a x , i D .  .  .  . .1 0 i i i i /2
2 y 2d y k D x 9a x , i D x .  .  .0 0 i iy
x9D xi
1yk r2yd0 02 x9D x .i k r2qd0 0q l x9D x . 3.25 . . i j jk q 2d0 0 j
 .  .As in the proof of the previous lemma, use A2 9 in 3.25 and choose d0
sufficiently small to yield
Lw x , i F yb w x , i q K 3.26 .  .  .1 0 1 0
for some constants b ) 0, K ) 0. Let N be a positive integer such0 0 1
< < Xthat x F N r2. Let N be a positive integer such that N G N and h s1 1 N
 < x, i . < 4 X Xinf t ) 0: X t s N . Let t s t n h . By Ito's formulaÃN N
XtNX Xx , i i x , i iEw X t , u t q E yLw X s , u s ds s w x , i . .  .  .  .  . 4 . . H1 N N 1 1
0
3.27 .
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 .  .  .  .From 3.26 , K y Lw x, i G b w x, i . Therefore, from 3.27 we get0 1 0 1
XtNX Xx , i i x , i iEw X t , u t q E K y Lw X s , u s ds .  .  .  . 4 . . H1 N N 0 1
0
s w x , i q K EtX . .1 0 N
Hence
sup Ew X x , i tX , u i tX F w x , i q K t . 3.28 .  .  .  . .1 N N 1 0
nGN1
Next, define another Liapunov function
k r2qd0 1w x , i s x9D x .  .2 i
 .  x, i . i ..with 0 - d - d . Then by 3.28 , w X t , u t is uniformly inte-1 0 2 N N
grable for N G N . As before we can show that for all x g R d, i g Q1
Lw x , i F yb w x , i q K 3.29 .  .  .2 1 2 1
for some constants b ) 0, K ) 0. By Ito's formulaÃ1 1
tNX Xx , i i x , i iEw X t , u t s w x , i q E Lw X s , u s ds . .  .  .  .  . . . H2 N N 2 2
0
Letting N ª `, we get




w t s Ew X x , i t , u i t . .  .  . .2
 .  .Then using 3.29 and 3.30 , we obtain
d
w t F yb w t q K . 3.31 .  .  .1 1dt
 .Finally, the desired result follows from 3.31 by an application of Gron-
wall's inequality.
 .  .COROLLARY 3.2. Under A1 , A2 9 the family of transition probabilities
   4. 4  . dp t, x, i, dy = j : t G 0 for fixed x, i g R = Q is tight.
 .Proof. This follows from 3.24 and Chebyshev's inequality.
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   4. 4We now show that p t, x, i, dy = j : t G 0 is Cauchy in the bounded
 .  d .Lipschitzian metric BL defined on the space P R = Q of all probabil-
d  d .ity measures on R = Q as follows: For P , P g P R = Q1 2
d P , P .BL 1 2
N N
 4  4s sup f x , i P dx , i y f x , i P dx , i .  . .  . H H1 2
d dR RfgBL is1 is1
3.32 .
and
d < <BL s f : R ª R: f x , i y f y , j F x y y q d i , j and  .  .  .
df ?, ? F 1 for any x , i , y , j g R = Q , 3.334 .  .  .  .
where
1, if i / j
d i , j s .  0, if i s j.
 .  .    4. 4LEMMA 3.3. Under A1 ] A2 , p t, x, i, dy = j : t G 0 for fixed
 . dx, i g R = Q is Cauchy in the BL metric.
Proof. Let f g BL, x, y g R d, and i, j g Q. Then for t, s G 0, we have
x , i y , jEf Y t q s y Ef Y t .  . .  .
x , i y , j<s E E f Y t q s F y Ef Y t .  . .  . .s
N
z , l y , j 4s Ef Y t p s, x , i , dz = l y Ef Y t .  . . .  . H
dRls1
N
z , l y , j  4F Ef Y t y Ef Y t p s, x , i , dz = l , 3.34 .  .  . . .  . H
dRls1
 .  .where F is the right continuous version of the filtration in 3.17 . Let u ?s 1
 .  .and u ? be two independent replicas of the Markov chain u ? . Define2
T s inf t ) 0: u t s u t . 4 .  .1 2
 4Then T is a stopping time with respect to the filtration F . For a positivet
Ä .integer n, let T s T n n. Let u ? be defined asn
u u , for u G T .1Äu u s 3.35 .  . u u , for u - T . .2
Ä .Then u ? is also a Markov chain with the same transition law as that of
 .  .  w , k ..u ? and u ? . Since Ef Y t depends only on the law of the process1 2
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w , k .Y ? and not on a particular realization, we have
z , l y , jEf Y t y Ef Y t .  . .  .
z , l l y , j jÄs Ef X t , u t y Ef X t , u t .  .  .  . .  .1
z , l l y , j jÄs E f X t , u t y f X t , u t I .  .  .  . .  . /1 T F n4
z , l l y , j jÄqE f X t , u t y f X t , u t I .  .  .  . .  . /1 T ) n4
z , l l y , j jÄ <F E E f X t , u t y f X t , u t I F .  .  .  . .  . /1 T F n4 Tn
q 2 P T ) n . 3.36 .  .
For n - t,
z , l l y , j jÄ <E f X t , u t y f X t , u t I F .  .  .  . .  .1 T F n4 Tn
¨ , q l w , q lF E f X tyT , u tyT yf X tyT , u tyT .  .  .  . .  .n 1 n n 1 n
¨ , q w , qF E X t y T y X t y T n 2 3.37 .  .  . .n n
z, l . y, j . l .conditionally on ¨ s X T , w s X T , and q s u T .n n 1 n
We now claim that there exists a r 9 ) 0 such that for any fixed
¨ , w g R d, q g Q
k kr 9 tyT . ¨ , q w , qn < <E e X t y T y X t y T F C ¨ y w 3.38 .  .  .n n
 .  .for some constant C ) 0, where k is as defined in A2 . Taking 3.38 for
granted, we get
k¨ , q w , qE X t y T y X t y T .  .n n
yr 9 < tyn < < < kF Ce ¨ y w ª 0 as t ª ` for any fixed n. 3.39 .
This implies
¨ , q w , qX t y T y X t y T ª 0, .  .n n
in probability, exponentially fast, as t ª `, 3.40 .
 .  .for any fixed n. Thus from 3.36 ] 3.40 , we get
z , l y , jEf Y t y Ef Y t .  . .  .
¨ , q w , qF E X t y T y X t y T n 2 q 2 P T ) n . 3.41 .  .  .  . .n n
Letting t ª ` first and using Lebesgue dominated convergence theorem
 .and then n ª ` and observing that T is finite almost surely, in 3.41 , we
get
z , l y , jEf Y t y Ef Y t ª 0 as t ª `. 3.42 .  .  . .  .
 .    4. 4Finally, using 3.42 , the tightness of p t, x, i, dy = j : t G 0 , and the
Lebesgue dominated convergence theorem the desired result follows from
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 .3.34 . Thus to complete the proof of the lemma it suffices to show that
there exists a r 9 ) 0 such that for any bounded stopping time S and for
fixed ¨ , w g R d, q g Q,
k kr 9S ¨ , q w , q < <E e X S y X S F ¨ y w , 3.43 .  .  .
 .  .where k is as defined in A2 . We can choose a suitable r 9 ) 0 as in 3.13
and mimic the arguments used in the proof of the Lemma 3.1 to prove
 .3.43 . We omit the details.
 .  .  .   .  ..THEOREM 3.1. Under A1 ] A2 , the process Y t s X t , u t is sta-
ble in distribution.
 . d  d .Proof. Let x, i g R = Q. Since the convergence in P R = Q with
w xrespect to the d metric is equivalent to the weak convergence 3 , itBL
   4. 4follows by the Cauchy property of p t, x, i, dy = j : t G 0 that
 4  4p t , x , i , dy = j ª p dy = j .  .
 d .  .weakly, as t ª ` for some p g P R = Q . Now for arbitrary z, k g
R d = Q,
 4  4d p t , z , k , dy = j , p dy = j .  . .BL
 4  4F d p t , z , k , dy = j , p t , x , i , dy = j .  . .BL
 4  4q d p t , x , i , dy = j , p dy = j . 3.44 . .  . .BL
 .The first term on the right side of 3.44 can be shown to tend to zero as
 .t ª ` using the same arguments employed to prove 3.42 . The second
term goes to zero as t ª `. Therefore the limiting distribution is indepen-
dent of the initial position. It is now easily seen, using the
Chapman]Kolmogorov equation for the transition probability and the
 .weak convergence, that p is the unique invariant measure of Y t .
 .  .COROLLARY 3.3. Suppose the system 2.1 is MSS. Assume A1 and
2  .  .suppose that dk - 1rL see Corollary 3.1 , then the process Y t s0 P
  .  ..X t , u t is stable in distribution.
Proof. We have seen in the proof of Corollary 3.1 that the assumed
 .conditions imply A2 . Hence the result.
 .  .Remark 3.2. If the system 2.1 is MSS and s x, i is independent of
 .x, i then the conditions of the above corollary are obviously satisfied.
 .Hence the process Y t would be stable in distribution.
In light of Theorem 3.1 the following examples will show why the noise
 .  .  .added system remains stable when i the system 2.1 is MSS; ii the
 .system 2.1 is not MSS.
 .  4EXAMPLE 3.1. Let k s 1 in assumption A2 , and Q s 1, . . . , N ,
 .  .  .b x, i s A x, s x, i s x and s x, i s 0 for all j / 1. Here the A 's arei 1 j i
constant d = d matrices where all eigenvalues of A 's have negative reali
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 .parts and s is the jth column of s . It is easy to see that A1 is satisfied.j
Now notice that there exist positive definite matrices of B 's such thati
AX B q B A s yI. Let d B and d be the largest and the smallest,i i i i B
 4N < <respectively, of the eigenvalues of all B . For each i, let l -i is1 i i
   B ...1r 4 d y d . Notice that since B depends on A , this condition onB i i
 .the l 's really shows how they depend on the eigenvalues of A 's. Nowi i i
for x g R d, i g Q,
N
2 A x 9 B x q l x9B x .  .  .i i i j j
js1
N
2 2X B < < < <F x9 A B q B A x q d x l q d x l . i i i i i j B i i /js1 j/ i
< < 2 < < 2 BF y x q x yl d y d .  .i i B
1 2< <F y 1 y x /4
  .  ..  .  .This shows E w X t , u t ª 0 as t ª ` where w x, l s x9B x . Sincex, i l
the B 's are positive definite matrices this gives that the system defined ini
 .2.1 is MSS.
 .  .We shall now show that the system defined in 2.6 satisfies A2 : for
x / y g R d, i g Q, k s 1
B x y y 9a x , y , i B x y y .  .  . .  .i i
2 A x y y 9 B x y y y .  . .  .i i x y y 9B x y y .  .i
qtr a x , y , i B . .i
N
1r21r2q2 x y y 9B x y y l x y y 9B x y y .  .  .  . .  .i i j j
js1
2
x y y 9B x y y .  . .iXF x y y 9 A B q B A x y y y .  .  .i i i i x y y 9B x y y .  .i
N
2B < <qtr x y y x y y 9B q 2d x y y l .  . . i i j /js1 j/ i
< < 2q2d x y y lB ii
< < 2F y x y y y x y y 9B x y y q x y y 9B x y y .  .  .  .i i
< < 2 Bq2 x y y yl d y d .  .i i B
1 2< <F y 1 y x y y . /2
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 .Thus if we take g s 1r2 in the assumption A2 then by Theorem 3.1 the
 .system in 2.6 is stable in distribution.
 4  .  .EXAMPLE 3.2. Let Q s 1, 2 , b x, i s A x, s x, i s bx, for somei 1
 .positive constant b, and s x, i s 0 for all j / 1 and for all i s 1, 2. Herej
the A 's are constant 2 = 2 matrices and s is the jth column of s . Let usi j
take for simplicity, A s d I for i s 1, 2 where the d 's are positivei i 2 i
constants and I is the 2 = 2 identity matrix. Let c s yl s l s l s2 11 12 21
 .yl for some positive constant c. It is clear that A1 is satisfied. It is22
 .also evident that, for positive constants d , the system 2.1 does not satisfyi
the hypothesis of Proposition 2.1 and hence it is not MSS. We shall now
 . 2  .  .show for some k g 0, 1 and b ) 2 max d , d r 1 y k the system de-1 2
 .  .fined in 2.6 satisfies A2 and hence by Theorem 3.1 the system is stable
 .in distribution. Let the B 's defined in assumption A2 be the identityi
matrix. For x / y g R d, i g Q,
2 y k x y y 9a x , y , i x y y .  .  .  .
2 A x y y 9 x y y y .  . .i x y y 9 x y y .  .
qtr a x , y , i .
22 1ykr2 kr2q x y y 9 x y y l x y y 9 x y y .  .  .  . .  . i jk js1
2 < < 42 y k b x y y .2 22< < < <s 2 d x y y y q b x y yi 2< <x y y
2 2 < < 2s 2 d y 2 y k b q b x y y . .i
2 < < 2s y 1 y k b y 2 d x y y . . .i
 .  . 2Therefore, g in assumption A2 can be defined as g s 1 y k b y
 .2 max d , d .1 2
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