The wide availability of dense single nucleotide polymorphism (SNP) data imposes computational bottlenecks on genetic linkage analysis of large pedigrees exceeding the capabilities of contemporary computers. Here we report Superlink-Online SNP, a new strong system for analysis of SNP data on large pedigrees. Superlink-Online SNP provides geneticists a collection of highly integrated services, including sifting of erroneous data, SNP clustering, exact and approximate LOD calculations, and maximum likelihood haplotyping. This integrated system better facilitates a workflow towards easier pinpointing of disease genes. Computations performed by SuperlinkOnline SNP are automatically parallelized using novel paradigms, and executed on unlimited number of private or public CPUs. One novel service is high scale approximate Markov Chain-Monte Carlo (MCMC) analysis. The accuracy of the results is reliably estimated by running the same computation on multiple CPUs and evaluating the GelmanRubin Score to discard unreliable results. Another service within the workflow is a novel parallelized exact algorithm for inferring maximum likelihood haplotyping. The reported system enables genetic analyses that were previously infeasible.
computational complexity of these two algorithms, existing computer packages cannot perform exact genetic linkage analysis of dense SNP data in large pedigrees. Superlink-Online SNP provides two solutions for performing computations on large pedigrees with a large number of markers.
First, exact computations are parallelized into subtasks and processed on an arbitrary number of CPUs concurrently. The system uses novel methodologies, making it possible to analyze data with complexity three orders of magnitude higher than we reported before. 8 Second, massively parallel runs of approximate computations are used when exact computations fail, each using the Morgan software.
9 Such computations provide fast solutions to analyses with arbitrary numbers of markers and pedigree members. Superlink-Online SNP resolves the main drawback of such methods by reliably estimating the accuracy via Gelman-Rubin (GR) scores. 10 The GR score is a widely used statistic that estimates the convergence rate of an MCMC computation by comparing the sample variance of a computed quantity of interest between different markov chains with the sample variances reported separately by each chain. The parallel nature of Superlink-Online SNP is well suited for GR scores calculation, as it enables the execution of the same MCMC analysis on different CPUs concurrently. When performing an approximate linkage analysis, Superlink-Online SNP reports both the LOD score and the GR score of the analysis.
By providing both a parallelized exact linkage analysis and an approximate linkage analysis with a reliable convergence estimate, Superlink-Online SNP enables the computation of a variety of analyses that were infeasible before. Furthermore, it simplifies the task of genetic linkage analysis by providing a suite of highly integrated utilities for preparation, filtering and analysis of SNP data via a simple web interface, which frees geneticists from many of the technical difficulties typically encountered and helps keep the focus on the study itself. These utilities are designed to be used in succession, where one may invoke each utility on the output received from another utility.
A demonstration of the system workflow is provided via a study of the pedigree shown in Figure  1 . This pedigree is too large for analysis with programs using the Lander-Green algorithm, such as Merlin and Allegro. The system begins the analysis by automatically removing erroneous and uninformative markers. Next, 1500 markers spanning each chromosome are randomly chosen and the rest are discarded. Finally, exact genomewide linkage analysis is performed, using the largest window size that is computationally feasible. For the pedigree in Figure 1 , the maximum window size for exact analysis is five. This analysis completed in approximately 3 hours and revealed a 50 cM long region with LOD scores >2.2 on chromosome 1, indicating suggestive linkage (this region is untypically long since it spans the centromere in which recombination rates are low). The next step is to conduct approximate analysis using larger windows.
The first stage in an approximate analysis is an accuracy evaluation, conducted by repeating the same computations that were performed in the exact analysis. For this purpose we performed approximate analysis on the same 5-markers windows, with varying numbers of MCMC iterations. Each computation is performed concurrently on five different CPUs and the reported LOD score is the average. Table 1 shows that for the pedigree in Figure 1 , the accuracy of the results increases with the number of MCMC iterations and the GR scores become closer to one, as expected. In the next stage, approximate analysis with larger window sizes is performed. In the reported study, we increased the number of MCMC iterations exponentially until reaching convergence, using a stringent cutoff of GR score<3 to establish convergence. Table 2 shows the numbers of MCMC iterations required to establish convergence for dif- Figure 2 : LOD scores of suspect region using exact and approximate analysis. The large segment with no data is the centromere. ferent window sizes and the time required to run an analysis with this number of iterations in the system. The LOD scores obtained in the suspect region using exact analysis with 5-marker windows and using approximate analysis with 50-markers windows are shown in Figure 2 , which demonstrates that using larger windows provides a twofold benefit. First, the LOD scores obtained using larger windows are less fluctuant because each window is more informative. Second, larger windows yield higher LOD scores at genuine locations which are more indicative of linkage. The final stage in an approximate analysis is the analysis of a single window encompassing the entire suspect region. The system provides a zooming tool which creates a window of all the markers contained in a specific region, including the ones filtered out at the beginning, and a filtering tool which randomly filters markers out of a specific region. These two tools can be used in conjunction to obtain a set of markers encompassing only the suspect region at an average specified distance from each other. In the reported analysis, different groups of uniformly spaced markers encompassing the suspect region were randomly chosen, each group containing a different number of markers. We performed approximate analysis using exponentially increasing numbers of iterations until establishing convergence. The number of iterations required to establish convergence for each markers group is shown in Table 3 , and the LOD scores graph obtained when using markers 0.2 cM apart are shown in Figure 3 . Figure 3 demonstrates that a single analysis encompassing the entire suspect region shows the exact limits of this region, since it uses all the available information in the region.
The final step in the analysis uses the haplotyping tool to determine if a mutated haplotype can be found in the suspect region. In the reported pedigree, a single haplotype segregating affected and unaffected individuals is found when using 5-markers windows, in correspondence with the dominant model of the studied trait. We further analyzed larger windows using the Morgan haplotyping tool gl_auto, which supported the results of the exact analysis.
We have described the workflow of SuperlinkOnline SNP which provides geneticists a suite of genetic analysis utilities and is able to perform analyses that are infeasible elsewhere. This system provides tools for both exact and approximate analysis with a reliable accuracy measure. The system source code is freely available, and an online version is also available, enabling computations using tens of thousands of CPUs. In the online version each user has a private password protected account and unauthorized access is prevented to retain data privacy. Users can download their data and delete it from the system at any time. Users with extreme privacy concerns can download the system source code and install it on their own clusters.
Methods
System Infrastructure. Superlink-online SNP speeds up linkage analysis computations by utilizing the aggregate power of thousands of CPUs scattered in computing clusters and home desktops around the world. The system automatically parallelizes the computations by splitting the problem into many independent subtasks, invokes these subtasks in parallel on many remote computers, and finally combines all the partial results to be presented to the user as if they were executed on a single machine.
By design, Superlink-online SNP does not rely on expensive supercomputing resources for operation. Instead, it leverages non-dedicated computers which are not allocated to be exclusively used by the system, but permit execution of tasks occasionally, only when allowed to do so by their owners.
Providing a dependable and fast service over such a best-effort distributed execution environment poses a number of unique challenges. Below we list the main such challenges and briefly describe the key techniques instrumental to the successful operation of the Superlink-online SNP system. Paralellization. The original computing task has to be split into multiple subtasks while satisfying a number of constraints.
Independence. The subtasks must be independent to ensure steady progress of the computations despite subtasks failures. Such failures are in fact quite common in reality. For example, they occur when a computer owner requests to regain the control of her machine. The running task must be then immediately and unconditionally vacated from that machine. Independence between subtasks enables them to be restarted on a different CPU without affecting the execution of other concurrently running subtasks.
Number of subtasks and their size. The number of subtasks generated for each linkage analysis task determines the maximum performance increase for that task versus its execution on a single CPU, and thus has to be maximized. However as the number of subtasks increases, the amount of computations per subtask shrinks, and the benefits of adding more CPUs become outweighed by the overheads due to their execution in a distributed environment.
The parallelization in Superlink-online SNP is based on the algorithm introduced and implemented in the previous generation of the system, Superlinkonline. 8, 11 The algorithm splits the problem by assigning values to some variables in the underlying statistical model. The subtasks are recursively split further, until their estimated running time is within the system-dictated boundaries. The created subtasks are independent, and the final result is obtained by computing a simple sum of all partial results.
While designing Superlink-online SNP we analyzed the performance of 15,000 real linkage analysis tasks previously submitted to Superlink-online during one year of operation. We found that although the algorithm often allowed for scalable parallelization of real inputs, it was notoriously inefficient in many others, often misclassifying input tasks as infeasible. The reason for this inefficiency was hidden in the false assumption that the running times of all the subtasks Figure 4 : Superlink-online SNP production deployment. Each cloud represents a single independently managed system with hundreds to tens of thousands of CPUs.
were identical. In reality, in addition to the subtasks which were consistent with the estimate, there were a large number of very short subtasks, regardless of what was predicted by the algorithm. These short subtasks often constituted over 95% of all the generated subtasks, and caused excessive network load and system slowdown.
We devised a pruning algorithm for fast detection of short subtasks, which is used to analyze all the generated subtasks prior to the full parallel execution. As a result, the short subtasks are eliminated and their contribution to the final result is quickly computed without actualy running each subtask. The pruning algorithm itself is executed in parallel as well. More technical details can be found in.
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Execution environment. Our goal to reach out as many CPUs as possible is realized through a system, called GridBot, 13 which is capable of acquiring and efficiently employing a variety of uncoordinated computing resources. These resources range from university computing clusters and large-scale computational grids and clouds, to desktop computers scattered all over the world.
The current deployment of the Superlink Online SNP system is depicted in Figure 4 . Over the period of one year the system employed about 50,000 computers in 130 countries, providing the total computing power equivalent to about 1,000 CPU years.
The GridBot system was designed with two primary goals: to dynamically establish a centrally managed cluster of CPUs in response to computing demand of linkage analysis tasks, and to provide mechanisms for prompt and correct execution of multiple parallel tasks on these CPUs.
To achieve the first goal the system dynamically creates an overlay of execution clients across the diverse computing environments connected to the Grid-Bot system. These clients, invoked on remote CPUs instead of actual subtasks, connect back to the central GridBot server to fetch the subtasks or report results. The system dynamically provisions the number of the CPUs from each connected environment, by considering the amount of subtasks in its queue, as well as the availability and local policies of the remote computers. This technique enables us to effectively lease CPUs from many different computing systems, simplifying their coordination and management. A CPU lease ends when GridBot completes its computations, or when the CPU owner requires it back.
Once the leased CPUs become available GridBot invokes the subtasks according to the following execution policy:
1. Less demanding linkage analysis requests are prioritized on more reliable CPUs thereby reducing the chance of a subtask failure, and resulting in faster completion. Simpler runs are also prioritized over more demanding ones to allow interactive response.
2. Few subtasks which belong to a tasks toward its completion, are invoked more than once on different CPUs. Then, the result of the first task is accepted. This technique, called replication, is known to facilitate prompt completion of large parallel runs, which would otherwise be significantly delayed by failures of the last few remaining subtasks.
GridBot dynamically learns the reliability of the CPUs participating in the computation by counting the number of subtasks successfully completed by each CPU. Similarly, other system characteristics are constantly gathered and analyzed, allowing for automatic adjustment of the execution behavior to the rapid changes in the system conditions. We refer the interested reader to 13 for more details. Approximate Inference Via MCMC. Markov Chain-Monte Carlo is a class of algorithms for sampling from a posterior distribution by constructing a markov chain whose stationary distribution is the target distribution.
14 Such algorithms can be used for inference by repeatedly sampling values from the distribution instead of summing over all consistent assignments of latent variables. The main drawback of MCMC methods is the difficulty in determining the chain convergence rate. In the general case, there is no analytical analysis for determining convergence. A variety of statistical measures for convergence have been proposed in recent years, among which is the Gelman-Rubin (GR) score.
The GR score is a statistical measure for the convergence rate of an MCMC algorithm. GR scores measure the ratio between the sample variance of certain quantity of interest between different MCMC chains and the average within-chains sample variance. The closer the GR score is to one, the closer the MCMC chains are to convergence. The GR scores calculation can be briefly described as follows. Denote m as the number of different MCMC chains invoked and n as the number of MCMC iterations used for each chain, after discarding burn-in iterations. Further denote B/n as the sample variance of a certain quantity of interest between different MCMC chains and W as the average within-chain sample variance. The GR score is defined as V /W , wherê V , the pooled posterior variance estimate, is given bŷ V = (n − 1) /n · W + B/n + B/ (mn) (SuperlinkOnline SNP actually uses a more refined measure, described in 10 and further refined in, 15 that also accounts for the sampling variability in the variance estimate). Assuming that the starting points of the different MCMC chains are over-dispersed compared to the target distribution,V is an overestimate of the true pooled variance and thus the GR score is an overestimate of the sample variance ratio between different chains and within MCMC chains.
MORGAN is a collection of software, under the PANGAEA (pedigree analysis for genetics and epidemiological attributes) umbrella. These programs implement a number of methods for the analysis of data observed on members of a pedigree structure. lm_linkage is a program of the Morgan package, which estimates multi point LOD scores via Monte Carlo sampling of latent autozygosity states conditional on multilocus marker data. Superlink-Online SNP performs approximate genetic linkage analysis via this program. Each analysis is performed on five different CPUs concurrently in order to refine the obtained LOD score and compute a GR score. When LOD scores for multiple windows have to be computed, the system may choose to analyze several windows on the same CPU in succession. The system employs an optimization algorithm to find the optimal number of CPUs to use for each analysis request, taking into account the total computation time and certain limits on the maximal amount of CPUs that may be used. When computing GR scores, special care must be taken to ensure that the starting points of the different MCMC chains are adequately over-dispersed. We chose a default parameter value for lm_linkage that encourages an over-dispersed starting distribution (locus-by-locus sampling is used for the initial setup).
Parallel Haplotyping Algorithm. Superlink Online SNP uses the DAOOPT solver (Distributed AND/OR Optimization) for efficient parallel, exact maximum-likelihood haplotyping. Initially the preprocessed pedigree is converted into a Bayesian network and a number domain-specific optimizations are applied. 16, 17 The subsequent execution of DAOOPT is based on sequential AND/OR branchand-bound, 18, 19 a state-of-the-art algorithm that explores the AND/OR context minimal search space of the pedigree-based Bayesian network in a depth-first manner by exploiting the following key methods:
• decomposition of independent subproblems, enable exponential time savings;
• full caching of intermediate solutions, further reducing computation time at the expense of additional memory usage;
• mini-bucket heuristics whose strength, controlled by an i-bound, is dynamically adjusted based on the amount of memory available. The required memory is exponential in the i-bound.
This general framework has been highly competitive in recent algorithmic competitions and, already in non-distributed execution, has proven to be far more efficient than earlier haplotyping schemes in Superlink Online.
The distributed implementation of DAOOPT follows the paradigm of parallel tree search, where a space of partially assigned (conditioned) subproblems are solved by different cpu's. These subproblems are managed through a central search scheme. The complexity and number of these subproblems is a central factor that governs the overall performance; sufficiently many subproblems are required to allow for efficient parallelization on a large number of parallel resources, but overhead and structural redundancies dictate that the individual work units don't become too small.
The most important task of the distributed algorithm is then to maintain efficient load balancing, meaning that the parallel subproblems have similar solution complexity and computational resources are thus utilized equally; in particular, no single subproblem should dominate the overall runtime.The primary research challenge in this approach is therefore load balancing. In practice, however, this is made highly difficult by the pruning power of the branch-andbound algorithm, which can have vastly diverging impact in different parts of the search space.
We have therefore developed a number of novel schemes that estimate subproblem size ahead of time based on different subproblem parameters. [20] [21] [22] The most recent, most general approach used in Superlink Online SNP's parallel haplotyping component is based on machine learning methods, in particular linear regression. 23 For a parallel subproblem x we model its complexity N (x) as log-linear in its subproblem features φ i (x) through:
The set of features φ i (x) utilized by DAOOPT includes:
• upper and lower bounds on the subproblem's solution, derived from the probabilities of the Bayesian network by the mini-bucket heuristic and the search procedure;
• various structural parameters extracted from the underlying subproblem graph (induced width, search space depth, domain size statistics, etc.), as built from the pedigree instance.
In an offline step we have compiled a substantial training set of example subproblems x j , 1 ≤ j ≤ m, of varying sizes and from different pedigree instances, and recorded their feature values φ i (x j ) and the respective solution complexity N (x j ). We perform forward feature selection (to avoid overfitting) and apply ordinary least-squares (OLS) linear regression on the training set feature values and log complexities in order to minimize the mean squared error:
This yields a set of weights λ i for the general expression (1) above. The resulting regression model is used by the DAOOPT software in Superlink Online SNP's haplotyping component to predict the complexity of subproblem instances when deciding how to split the overall problem into parallel work units in a balanced way.
To evaluate the parallel performance of the haplotyping component, we conducted experiments on six complex haplytyping problems using a dedicated cluster of 324 CPUs; these problems are based on pedigrees with 20 to 25 individuals and take many hours or even days to solve exactly using just a single processor. Results for varying degrees of parallelism are presented in Figure 5 . We note that the most complex problems in particular provide very good parallel speedup (perfect linear speedup cannot be expected due to overhead inherent to distributed processing) -the runtime of "pedigree19", for instance, is reduced from nearly 1 week (158 hours) to under 40 minutes, by a factor of almost 250; "pedigree51" goes from over 19 days (461 hours) to 2 hours 20 minutes. As was to be expected, the simpler problems (taking just a few hours on a single CPU) are not quite as conducive to parallel speedup since the inherent parallel overhead has a relatively stronger impact, yet we still see good parallel performance.
This line of work is subject to ongoing research; we expect that refining the models for subproblem complexity prediction, thereby improving the load balancing, will allow us to further improve upon these results. 
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