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Abstract 
Periodicity of matrix powers in max-min algebra is studied. The period of a matrix A is 
shown to be the least common multiple of the periods of at most n non-trivial strongly connected 
components in some threshold digraphs of A. An O(n3) algorithm for computing the period is 
described. 
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1. Introduction 
Power sequences of matrices in max-min algebra were studied by Cuninghame-Green 
[5]. The convergence and periodicity of special classes of matrices were studied by 
Thomason [9], and subsequently by many other authors. Li Jian-Xin [7, 81 considered 
the periodicity of max-min matrices in general case. He gave an upper estimate for 
the period of a matrix and proposed an algorithm to find the period by computing [n] 
of successive powers of the matrix, where [n] is the least common multiple of integers 
1,2, . . . . n. The computational complexity of his algorithm is exponential, in the worst 
case (see Theorem 3.4). No polynomial time algorithm to compute the matrix period 
in max-min algebra has been published yet. 
The convergence of the power sequence of a square matrix in max-min algebra was 
studied using digraphs by Cechlirovb [3]. It was proved that a matrix A is stationary if 
and only if the greatest common divisor of the lengths of all cycles in any non-trivial 
strongly connected component of the threshold digraph ?@A, h) for any value of h 
is 1. This is a special case, for d = 1, of Theorem 3.1. Other connections between 
eigenvectors of a matrix in max-min algebra and its associated digraphs are described 
in [4]. 
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Several authors studied the graph properties using power sequences of associ- 
ated matrices [5, 6, 111. Conversely, powers of a matrix in max-min algebra can be 
characterized by walks in the corresponding threshold graphs. Such a characterization 
will be used in Lemma 2.1. 
The aim of this paper is to compute the exact value of the period for a given 
matrix A E &Y(n, n) in a max-min algebra $?. It is proved that the period of A is 
the least common multiple of the periods of at most n non-trivial strongly connected 
components in threshold digraphs %(A, h) for some threshold levels h. The main result 
is formulated in Theorem 3.2. Based on this result, an algorithm is suggested which 
enables to compute the matrix period in 0(n3) time. 
2. Matrix periods 
In this section we define the notions mentioned informally in the introduction. For 
simpler notation of index sets we shall use the convention by which any natural number 
n is considered as the set of all smaller natural numbers, i.e. n = { 0, 1, . . . , II - 1 }. 
By N, N+ we denote the set of all non-negative integers and the set of all positive 
integers, respectively. The greatest common divisor and the least common multiple of 
a set S C N are denoted by the abbreviations gcd S and lcm S, respectively. 
If ‘9 = (V, E) is a digraph (directed graph), then by strongly connected component of 
‘9 we mean a subdigraph X=(K, EflK2) generated by a non-empty subset K & V such 
that any two vertices x, y E K are contained in a common cycle, and K is a maximal 
subset with this property. A strongly connected component X is called non-trivial, if 
there is a cycle of positive length in X. In the opposite case, X is called trivial. By 
SCC* 99 we denote the set of all non-trivial strongly connected components of 59. For 
any X E SCC* 9, the period per(X) is defined as gcd of the lengths of all cycles 
in X. 
Definition 2.1. The max-min algebra g is a triple (a,@,@), where 98 is a linearly 
ordered set and @, @ are the binary operations of maximum and minimum, respectively, 
on @. For any natural n > 0, 98(n) denotes the set of all n-dimensional column vectors 
over 99, and ~4?(n, n) denotes the set of all square matrices of order n over 99. The 
matrix operations over 98 are defined formally in the same manner (with respect to 
@, @) as the matrix operations over any field. For any A E g(n, n), x E a(n), the 
orbit of x generated by A is defined as the sequence (A’x; r EN). 
Definition 2.2. Let A E W(n, n), h E 99. Then the threshold digruph $(A, h) is the 
digraph Y = (n,E), with the vertex set n = (0, 1, . . . , n - 1) and with the arc set 
E = {(i,j); i,jE n, aij 3 h}. For any natural r and for any i, j E n, we denote by 
W,$i,h)(i, j) the set of all walks in %(A, h), of length r, beginning in vertex i and 
ending in j. 
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The following lemma is due to Cechlarova [3]. 
Lemma 2.1. Let A E B(n, n), x E B(n), h E 2, Y EN+, i,jE n. Then 
0) (A’)ij 3 h @ K&,,(i,j) # 0; 
(ii) (A’x)~ 3 h H (3j EIZ)[X~ > h A W$‘,,,,(i,j) # 01. 
Proof. By induction on Y. 0 
Definition 2.3. Let A E G?(n, n), x E g(n). The matrix period, in notation: per(A), 
is defined as the minimal natural p for which there is R such that for all r > R the 
equation A’ = A’+P holds true. 
Remark 2.1. By linearity of 98, any element of any power of the matrix A is equal 
to some element of A. Therefore, the sequence of powers of A contains only finitely 
many different matrices. As a consequence, the period per(A) is always well-defined. 
Definition 2.4. Let A E B(n, n). We denote 
(i) 2 = {Qj; i,jEn}, 
(ii) XC*(A) = U{ SCC’ Y(A, h); h ~2 }, 
(iii) SCCmi”(A) = { 3” E SCC*(A); :X is minimal in (SCC*(A), (I)}. 
Lemma 2.2. Let A E B(n, n), then 1 SCCmi”(A)I d n. 
Proof. It is easy to see that (‘v’X, X’ E SC@“(A)) [ 37’ # X’ + X n X’ = 01. It 
is a consequence of the fact that for any h, h’ E k such that h > h’ and for any non- 
disjoint X E SCC* %(A, h), X’ E SCC* Y(A, h’) the inclusion X 2 X’ holds true. 
The assertion of the lemma follows immediately. 0 
3. Computing the matrix period 
In this section we present the main result which is an explicit formula for the matrix 
period and a polynomial time algorithm to compute the period of a given matrix in 
max-min algebra. It is shown that the matrix period can be computed from the periods 
of the non-trivial strongly connected components in the threshold graphs of the matrix. 
The first formulation of our result has a rather technical form. 
Theorem 3.1. Let A E &J(n, n), d EN. Then the following assertions are equivalent 
(i) per(A)I d, 
(ii) (Vh E 9?)(VX E SCC’ Y(A, h)) per(X) 1 d. 
Proof. We prove the implication (ii) =F (i). Let 
(Vh E B)(‘v’X E SCC* !??(A, h)) per(X)( d. 
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We shall prove that, for any i, j E n, the period per(A, i, j) of the sequence ( (A’)ij; 
Y EN ) divides d. The period per(A,i, j) is defined analogously as the matrix period 
per(A ) . 
Leti,jEn. Wedenote,foranykEd={O,l,..., d-l}, 
hk := Iimsup ( (A’)ii; Y s kmodd). 
r-00 
Let k E d be fixed. The element hk occurs infinitely many times in the sequence 
((A’)ij; r s kmodd). B y L emma 2.1(i), in Y(A, hk) there are walks beginning in i 
and ending in j, of lengths Y for infinitely many values of r E kmodd. Therefore, we 
can find a walk wk E f+‘&~,hx)(i, j) containing a cycle. The cycle must lie in a non-trivial 
strongly connected component xk E SCC* ??(A, hk). By assumption (ii), per( d 
holds true, therefore, there are cycles (Cj; j E I) in xk such that their lengths cj := 
[Cj 1, j E I have the property gcd cjJ d. By a well-known fact from number theory, there 
jEI 
exists m1, EN such that for any m > mk, the multiple m x gcd Cj can be expressed as a 
jE1 
linear combination of (Cj; j E I), with non-negative coefficients. Therefore, the walk wk 
can be extended by adding a proper combination of cycles in x, so that we can obtain 
walks, the lengths of which differ from the length of wk by any multiple m x gcd cj 
jE1 
for m > mk. As a consequence, 
(3&) (VT > Rk, r 3 kmodd) (A’)ii = (A’+d)u. 
Finally, denoting R = IJIM: Rk, we have 
(3R)(Vr > R) (A’)ij = (A’+d)u, i.e. per(A, i,j)l d. 
It is easy to see that per(A) = lcm { per(A, i, j); i, j E n > and therefore, per(A)\ d. 
For the converse implication -(ii) + -(i), let us suppose that 
(3h E 9)(3X E SCC* 3(A, h)) per(X) J’d 
and denote per(X) := e. We choose a fixed element i EK and define a vector x E B(n) 
as follows: 
xi := h, Xj:=O for j#i. 
We consider the sequence ( (A’x)i ; r EN ). In view of the definition of vector x and 
in view of Lemma 2.l(ii), we have 
In other words, (A’x)~ = h if and only if there is a cycle of length Y beginning in 
vertex i. The cycle must be contained in K, therefore el r. Using the above mentioned 
fact from number theory we get 
(3R > N)(Vr > R)[ (A’x)~ = h H el r]. 
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Similarly as in the first part of the proof, we can show that the sequence ( (A’x)i ; Y E N ) 
is periodical with period e. Therefore, el per(A) and per(A) Jd. q 
Using the notions from Definition 2.4 we can formulate the main result in a more 
compact way. 
Theorem 3.2. Let A E &?(n, n). Then 
(i) per(A) = lcm { per(X); X E SCC*(A)}, 
(ii) per(A) = lcm {per(X); X E SCC”‘“(A) }. 
Proof. (i) For any h E g, we have Y(A, h) = 9(A, ah), where ah = min(a E A; a >, h). 
Thus, using Theorem 3.1, we get 
per(A) =lcm {per(X); X E SCC* 9(A, h), h E 3? } 
=lcm {per(X); .X E SCC* 9(A, h), h ok} 
=lcm { per(X); X E SCC*(A) }. 
Assertion (ii) follows from (i) by the fact that (VX, X’ E SCC*(A))[ X C X’ + 
per( per(x)]. 0 
By Lemma 2.2, the cardinality of SCCmi”(A) is at most II, therefore the last expres- 
sion in Theorem 3.2 gives a convenient way of computing the period of A. 
Theorem 3.3. There is an algorithm by which, for a given A E $J(n, n), 
(i) per(A) can be computed in 0(n3) time, 
(ii) if SCCm’“(A) is given, then per(A) can be computed in 0(n2) time. 
Proof. If SCCmi”(A)={ Xi=(Ki,Ei); i E Z} is given, then we use the O(n’) algorithm 
described by Balcer and Veinott in [2] for computing the periods per(&) for any i E 1. 
By Lemma 2.2, we have ziGI (K,I d n and C,,[ ]Kil’ < n2. Therefore, the total time 
of computation will be < 0(n2). 
If SCC”““(A) = { Xj; j E I} is not known, then it can be constructed in 0(n3) time. 
We use the algorithm of Warshall [lo] to construct B, the metric matrix of A. Matrix 
B describes the maximal capacity of a walk between any two vertices i, j E n. In other 
words, B describes the transitive closure of all threshold graphs ?3(A, h), h E 2. Namely, 
B has the property 
bij 3 h H (3r EN) FV&~,h,(i,j) # 8. 
For any i E n, the diagonal element bii = h indicates the maximal level h E 2, for 
which there is X[i]=(K[i], E[i]) E SCC* ?!?(A, h) such that i EK[I’]. The other elements 
j EK[~] can be found by verifying the condition min(b,, bji) > h (i.e. the vertex j 
belongs to K[i] if and only if j is accessible in 3(A, h) from the vertex i and vice 
versa). If any of the vertices j E K[i] has its diagonal element bjj greater than h = bii, 
then clearly i $! ZQ], i.e. X[i] 3 Xb]. Therefore, X[i] is not minimal and it can be 
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left out of consideration. In the opposite case, X[i] is minimal in (SCC*(A), C), i.e. 
X[i] E SC@“(A). 0 
We describe the algorithm d for computing the matrix period in a formal way. If 
SC@“(A) = { Xi = (Ki,Ei); i E 1) is given, then only Part II of JZJ is used. 
Algorithm d : Matrix period in Max-Min Algebra 
Input: A = (au; i, j E n) 
Output: d = per(A) 
begin Part I { computation of SCCmi”(A) } 
Compute B, the metric matrix of A { by Warshall } 
I := 0 
R={O,l,...,n- l} 
for iEn do 
if iER then 
h := bii 
K := Q, 
for j E n do 
if min(b,, bji) 2 h then 
K := K U {j} 
endif 
enddo 
{ computation of K[i] } 
MIN := true 
for jEK do 
if bjj > h then 
MIN := false 
endif 
enddo 
{ verification of minimality for X[i] } 
if MIN := true then 
KI :=K 







Part II { computation of per(A) } 
for i E I do 
Compute di := per((Ki,Ei)) 
enddo 
{ by Balcer - Veinott } 
Compute d := loom di 
end 
The next simple example demonstrates the work of the algorithm &‘. 
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Example 1. Let n = 4 and let A be the input matrix. The metric matrix B and the 
threshold graphs 91, ??~,9~ for various levels of h are shown below. 
A=[;;:;]> B=[;;;/l 
91 for 0 < h < 1 3~ for 1 < h f 2 93 for 2 < h < 3 
The only non-trivial strongly connected components of matrix A are the subgraphs 
%t, ~~ generated by subsets K1 = { 0,1,2,3} in $91 and Kz = { 1,2,3} in 5%~. The 
component periods are per(xt ) = 1, per(xz) = 3. As .%I > ~452 holds true, the com- 
ponent %Fl is not minimal and, by Theorem 3.2(ii), per(A) = per(xz) = 3. 
The computation of per(A) by algorithm & goes as follows. Part I starts with 
computing the metric matrix B, by Warshall’s algorithm. Then & begins the main 
cycle for the value i = 0, puts h = boo = 1 and finds K = (0, 1, 2,3}. Thus, the smallest 
non-trivial strongly connected component x[O] containing the vertex 0 is generated by 
elements of K at level h, (i.e. %Y[O] = XX,). The verification of minimality indicates 
that x[O] is not minimal, because there is a vertex j= 1 E K such that bjj = bll=2 > h 
and therefore Z[O] > %“[l]. We may notice that the component x[l] is not computed 
in this run of the main cycle. 
The main cycle is repeated for the next value i = 1. The component ,X[ l] is found 
to be generated by elements K = { 1,2,3} at level h = 2 (i.e. x[ l] =x2), It is verified 
that x[l] is minimal, and d puts R = R - K. Therefore, the main cycle skips the 
values i = 2,3. 
In Part II, the algorithm of Balcer and Veinott [2] is used for computation of 
per(x) for all minimal components ZK previously found. In our example, x2 is 
the only minimal component and the output of the computation is d = per(A) = 
per(.%z) = 3. 
Remark 3.1. The algorithm & uses O(n3) time, which is equivalent to one operation 
of matrix multiplication. In contrast to this, the next theorem shows that the period 
of a matrix may be exponentially large. Consequently, the direct method of comput- 
ing the period of a matrix A (by creating the sequence of powers A, A2, A3,. . . till 
the first repetiton), may require the computation of exponentially many powers of A. 
Theorem 3.4 also implies that the computational complexity of the algorithm given by 
Li Jian-Xin in [7], is exponentially large. 
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Theorem 3.4. Let k E N, let pl, ~2,. . . , pk be distinct prime numbers. Then there is 
n EN and A E @(n, n) such that 
(i) n = pl + p2 + . . . + Pk, 
(ii) per(A) = p1 p2 . . . pk. 
Proof. Let n = p1 + p2 + . . . + pk. We define the matrix A E @(n, n) as the inci- 
dence matrix of the digraph 9 consisting of k disjoint cycles Cl, C2, . . . , ck of lengths 
Pl~PZ,~.~~ Pk. Apparently, 9 = 9(A, h) is the threshold graph of A (at level h = 1) 
and Cl,&,..., Ck are the strongly connected components of 9. By Theorem 3.2, 
per(A)=plp2...pk. q 
4. Appendix 
For the reader’s convenience we recall here a brief statement of the Balcer-Veinott 
algorithm to compute the period of a strongly connected digraph by the condensation 
method. 
Given a strongly connected digraph 9’ = (n, E), with the vertex set n = { 0, 1, . . . , 
n - 1 } and the arc set E, the algorithm inductively creates three sequences: a sequence 
of digraphs ( Yk ; k = 0, 1, 2,. . . ), a sequence of subsets (Zksn; k=0,1,2,...) and a 
sequence of distinguished vertices ( jk E Zk ; k = 0, 1,2,. . ). 
The initial values are ‘90 = 9, IO = (0) and ja = 0. For any k > 0, zk is the set of 
all terminal vertices of arcs leading out of vertex jk-_l in gk.__1, jk = min Zk and ?%k is 
the condensation of Gk-1 in which the vertices of Zk are condensed into vertex jk. By 
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