One-peak posets with positive quadratic Tits form, their mesh translation quivers of roots, and programming in Maple and Python  by Ga¸siorek, Marcin & Simson, Daniel
Linear Algebra and its Applications 436 (2012) 2240–2272
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
One-peak posets with positive quadratic Tits form, their mesh
translation quivers of roots, and programming in Maple
and Python<
Marcin Ga¸siorek, Daniel Simson∗
Faculty of Mathematics and Computer Science, Nicolaus Copernicus University, ul. Chopina 12/18, 87-100 Torun´, Poland
A R T I C L E I N F O A B S T R A C T
Article history:
Received 16 March 2011
Accepted 31 October 2011
Available online 22 December 2011
Submitted by V. Sergeichuk
AMS classification:
Primary: 06A11
16G20
Secondary: 06A07
05C50
15A63
18E30
Keywords:
Quadratic form
Poset
Root
Coxeter polynomial
Reflections
Bilinear Tits form
Dynkin diagrams
Mesh quiver
Maple
Python
By applying linear algebra and computer algebra tools we study
finiteposetswithpositivequadraticTits form.Our study ismotivated
by applications of matrix representations of posets in representa-
tion theory, where a matrix representation of a partially ordered set
T = {p1, . . . , pn}, with a partial order, means a blockmatrixM =
[M1|M2| . . . |Mn] (over a field K) of size d∗ × (d1, . . . , dn) deter-
mineduptoall elementary rowtransformations, elementarycolumn
transformations within each of the substrips M1,M2, . . . ,Mn, and
additions of linear combinations of columns ofMi to columns ofMj ,
if pi ≺ pj . Drozd [10] proves that T has only a finite number of direct-
sum-indecomposable representations if and only if its quadratic Tits
form q(x1, . . . , xn, x∗) = x21 + · · · + x2n + x2∗ +
∑
pi≺pj xixj −
x∗(x1 + · · · + xn) is weakly positive (i.e., q(a1, . . . , an, a∗) > 0,
for all non-zero vectors (a1, . . . , an, a∗)with integral non-negative
coefficients). In this case, there exists an indecomposable represen-
tation M of size d∗ × (d1, . . . , dn) if and only if (d1, . . . , dn, d∗) is
a root of q, i.e., q(d1, . . . , dn, d∗) = 1. Bondarenko and Stepochk-
ina [8] give a list of posets T with positive Tits from consisting of
four infinite series and 108 posets, up to duality. In the paper, we
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construct this list in an alternative way by applying computational
algorithms implemented in Maple and Python. Moreover, given any
poset T of the list, we show that: (a) the Coxeter polynomial coxI(t)
of theposet I = T∪{∗}, obtained from T byaddingauniquemaximal
element∗ (called a peak), is a Coxeter polynomial FI (t) of a simply-
laced Dynkin diagram I ∈ {An,Dn,E6,E7,E8} and (b) the set
of -orbits of the set Rq of integral roots of q admits a -mesh
translationquiver structure(Rq, )of a cylinder shape,where is
the Coxeter transformation of I = T∪{∗} in the sense of Drozd [10].
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paper,wedenotebyN the set of non-negative integers andbyZ the ringof integers.
We view Zm, with m  1, as a free abelian group. We denote by e1, . . . , em the standard Z-basis of
Z
m, byMm(Z) the Z-algebra of all square m by m matrices, and by E ∈ Mm(Z) the identity matrix.
Let T = {p1, . . . , pn} be an arbitrary poset with a partial order. In [10], Drozd associates with T the
quadratic Tits form
q(x1, . . . , xn, x∗) = x21 + · · · + x2n + x2∗ +
∑
i≺j∈T
xixj − x∗(x1 + · · · + xn), (1.1)
see also [27] and (2.7), which is a powerful tool in the study of matrix representations of T in the sense
of Nazarova–Roiter [23] defined as follows. Fix a field K and a vector v = (v1, . . . , vn, v∗) ∈ Nn+1.
Consider the K-vector spaceMatTv of all partitioned K-matrices
with coefficients in K . Let GTv be the group generated by the elementary K-transformations of the
following three types:
(a) all simultaneous elementary K-transformations on rows,
(b) all elementary K-transformations on columns inside each vertical block,
(c) all elementary K-transformations on columns from the ith column block Ai to jth column block
Aj , if the relation i  j holds in the poset T .
If we view MatTv as an affine K-variety and G
T
v as an algebraic K-group, then there is a natural
algebraic group action • : GTv × MatTv → MatTv and the following Tits formula q(v) = dim GTv −
dim MatTv gives a useful geometric interpretation of the Tits form q (1.1), see [10,31, p. 129]. It follows
from [10,23,31] that the problem of finding canonical forms of matrices in MatTv , with respect to
elementary transformations from the set GTv (see [3,29]), is controlled by the quadratic Tits form q. For
any v ∈ Nn+1, there is only a finite number of GTv -irreducible canonical forms of matrices in MatTv if
and only if the Tits form q isweakly positive (that is, q(v) is positive, for all non-zero vectors v ∈ Nn+1),
or equivalently, if and only if T does not contain any of the following five critical posets of Kleiner [19]
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Moreover, there is one-to-one correspondence between the GTv -irreducible canonical forms in Mat
T
v
and the vectors v ∈ Nn+1 satisfying the equation q(v) = 1, see [10,23,27,31,32]. An extension of
Kleiner′s result [19] to multi-peak posets is given in [32].
The theory of matrix representations of posets (and of bimodule matrix problems) was introduced
and intensivelydevelopedbetween1970and1980byNazarova, Roiter and theirKiev school. Thematrix
problems technique (including the representation theory of free triangular bocses) has found a lot of
applications and became very important tool in modern representation theory of finite-dimensional
algebras over a field as well as in the integral representation theory of finite groups and orders. The
reader is referred to the papers [2,3,5,12,18,22,24,29,32,33,40,41], and to the monographs [1,13,28,
31,38,39] for more details and historical remarks.
At the same time when the Kiev group has developed the poset representation technique, Gabriel
shows in [11] and Bernstein et al. show in [4] an importance of quiver representations and Dynkin
diagrams in the representation theory of finite-dimensional algebras. In particular, they have proved
that, for a finite connected oriented graph Q = (Q0,Q1), with the set of vertices Q0 = {1, 2, . . . ,m},
m  1, and the set of edges Q1, with the underlying non-oriented graph  := Q , the number of
indecomposable K-linear representations of Q is finite if and only if the quadratic Euler form
q(x) = x21 + · · · + x2m +
∑
ijm d

ij xixj (1.2)
of  is positive definite, or equivalently, if and only if  is one of the graphs listed in the following
table.
Table 1.3
Simply-laced Dynkin diagrams.
Here m = |0| and −dij = |1(i, j)| is the number of edges in 1. An analogous charac-
terisation of quivers of tame representation type in terms of extended Dynkin diagrams is given by
Nazarova [22].
In the present paper, following Bondarenko–Polishchuck [6] and Bondarenko–Stepochkina [7–9],
we study finite posets T with positive Tits form q (1.1), the class essentially smaller than the class
characterised by Kleiner [19]. One of the aims of the paper is to give a description and a useful charac-
terisation of such posets. Since the Tits form q is Z-equivalent with the quadratic Euler form qI (2.7)
of the one-peak poset I = T ∪ {∗} (see Section 2), our description can be viewed as a generalisation
of Kleiner′s theorem [19] and an analogue of Gabriel′s theorem [11] for one-peak posets.
In the description of posets T , with q (1.1) positive, we mainly apply an old idea of Ovsienko
[25] and recent results by Bondarenko–Polishchuck [6], Bondarenko–Stepochkina [8,9], and results
of the second named author [34–36]. To complete the proof we construct linear algebra algorithms
(implemented in Maple and Python) that allow us to reduce part of the problem to computer sym-
bolic and numeric calculations. On this way, we get the list of positive posets T presented by
Bondarenko–Stepochkina [8] in an alternative way, and we determine the Coxeter–Dynkin polyno-
mials coxI(t) of their one-peak enlargements I = T ∪ {∗}, see Section 2.
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Together with the quadratic Tits form q (1.1) associated to T , we also study theZ-bilinear Tits form
b̂I : Zn+1 × Zn+1 → Z (2.6), the Coxeter polynomial coxI(t) ∈ Z[t] (2.8), and the Coxeter–Tits
transformation ̂I : Zn+1 → Zn+1 of the one-peak enlargement I = T ∪ {∗} of T by means of
simply-laced Dynkin diagramsAn+1, with n  0,Dn+1, with n  3, and E6,E7,E8, their Z-bilinear
forms and Coxeter polynomials defined as follows.
The Z-bilinear Euler form b : Zm × Zm → Z of a Dynkin graph  = (0, 1), with the set
of vertices 0 = {1, 2, . . . ,m} (numbered as in Table 1.3) and the set of edges 1, is defined by the
formula
b(x, y) = x · Gˇ · ytr =
m∑
j=1
xj · yj +
∑
i<j
dij · xi · yj, with Gˇ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 d12 . . . d

1m
0 1 . . . d2m
...
...
. . .
...
0 0 . . . 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , (1.4)
where m = |0| and Gˇ := Gˇq ∈ Mm(Z) is the non-symmetric Gram matrix of q, dij = −1, if
i < j and there is an edge in1, and d

ij = 0 otherwise. The matrix Cox := −Gˇ · Gˇ−tr ∈
Gl(m,Z) is called the Coxeter matrix of the Dynkin diagram , and the Coxeter transformation
 : Zm → Zm of  is the group automorphism defined by the formula (v) = v · Cox, for all
v ∈ Zm. The quadratic Euler form q : Zm → Z of  is defined by the formula q(x) = b(x, x),
and the Coxeter polynomial of is the characteristic polynomial F(t) := det(t · E − Cox) ∈ Z[t]
of the Coxeter matrix Cox := −Gˇ · Gˇ−tr , see [1,34].
We prove in Sections 4 and 5 that, given a poset T , with positive Tits form q (1.1) and the Coxeter
transformation  : Zn+1→Zn+1 of I=T ∪ {∗} in the sense of Drozd [10], we have:
(i) there is a Dynkin diagram I ∈ {An+1,Dn+1,E6,E7,E8} (uniquely determined by I
and called the Coxeter–Dynkin type of I) such that the Coxeter polynomial coxI(t) ∈ Z[t]
(2.8) of I coincides with the Coxeter polynomial FI (t) of the diagram I , where
F(t) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
tm + tm−1 + · · · + t2 + t + 1, c = m + 1, for  = Am,m  1,
tm + tm−1 + t + 1, c = 2(m − 1), for  = Dm,m  4,
t6 + t5 − t3 + t + 1, c = 12, for  = E6,
t7 + t6 − t4 − t3 + t + 1, c = 18, for  = E7,
t8 + t7 − t5 − t4 − t3 + t + 1, c = 30, for  = E8,
(1.5)
and c is the Coxeter number of ;
(ii)  coincides with the Coxeter transformation ̂I : Zn+1 → Zn+1 of I = T ∪ {∗} (defined in
Section 2) and the Z-bilinear Tits form b̂I : Zn+1×Zn+1 → Z (2.6) is Z-equivalent to the
bilinear Euler form b : Zn+1×Zn+1→Z (1.4) of the diagram  = I ,
(iii) the set of -orbits of the finite set Rq := {v ∈ Zn+1; q(v) = 1} of roots of q admits a
-mesh translation quiver structure (Rq, ) of a cylinder shape (see [35,36], and Example
7.6),
(iv) (Rq, ) is isomorphic with the-mesh translation quiver (Rq,) of -orbits of the
set Rq := {v ∈ Zn+1; q(v) = 1} ⊆ Zn+1 of roots of the Euler form q of  = I ,
and
(v) the set of-orbits ofRq has the following Auslander–Reiten-mesh property: for any v ∈ Rq
there exists a unique -mesh
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of width r at most three inRq, see Corollary 5.10 and Example 7.6.
The Auslander–Reiten property is a root -mesh geometry [35] analogue of the Auslander–Reiten
theorem on the existence and the uniqueness of almost split sequences in the category mod R of
finite-dimensional modules over an artin algebra R (see [1, Chapter IV]).
Following Bondarenko–Polishchuck [6] and Bondarenko–Stepochkina [9], we show that, given a
poset T = ({p1, . . . , pn},), with positive Tits form q (1.1), we have
(i) the one-peak poset I = T ∪ {∗} is of Coxeter–Dynkin type An+1 if and only if I has the shape
pA
∗
n−p shown in Table 1.6,
(ii) I = T ∪ {∗} is of Coxeter–Dynkin type Dn+1 if and only if I has one of the three shapes D∗n ,
D̂
∗
p 
 An−p, or sD∗p 
 An−p shown in Table 1.6,
(iii) I = T ∪ {∗} is of Coxeter–Dynkin type I ∈ {E6,E7,E8} if and only if I is one of the
posets P1, . . . ,P193 listed in Tables 6.1–6.3 of Section 6 and T or T
op is any of the Bondarenko–
Stepochkina posets listed in [8, Table 2].
The Coxeter–Dynkin type I of each of the one-peak posets I = T ∪ {∗} ∈ {P1, . . . ,P193} is
indicated in Tables 6.1–6.3 as well as the number of the sincere roots of its quadratic Tits form q̂I
(2.7). Moreover, given a poset I ∈ {P1, . . . ,P193}, we present in Tables 6.1–6.3 a Z-invertible matrix
BI ∈ Mn+1(Z) defining a Z-equivalence b̂I ∼Z b, where  = I is a Dynkin diagram.
Our main working tools are: three Z-bilinear equivalences b̂I ∼Z bI ∼Z bI ∼Z bIop (2.11) applied
to I = T ∪ {∗}, the reflection-duality and the waist reflection introduced and studied in Sections
3 and 4, and the computational linear algebra algorithms implemented in Maple and Python, and
presented in Section 7 (see also [14]). Since we freely use the results of [34], here we work in the
framework of one-peak posets explained in Section 2, because the form q (1.1) coincides with the
Table 1.6
One-peak posets with positive Tits form of typeAn+1 andDn+1.
M.Ga¸siorek, D. Simson / Linear Algebra and its Applications 436 (2012) 2240–2272 2245
Tits form q̂I (2.7) of the one-peak enlargement I = T ∪ {∗} of T and the Coxeter–Dynkin classifica-
tion of the posets T is given in terms of b̂I (2.6) and the Coxeter polynomials coxI(t) of I = T ∪ {∗}
(not of T), see Remark 2.9.
Convention
(a) In the poset pA
∗
n , we delete the vertex •p, if p = 0, and we delete the vertex •n, if n = 0.
(b) In the poset sD
∗
p 
 An−p, we delete the vertex •p, if p = s − 2, we delete the vertex •s, if s = 0,
and we delete the vertex •n, if n = p.
The main results of the paper are announced in [14] and were presented on the Sixth
European Conference on Combinatorics, Graphs Theory and Applications, EuroComb2011, Budapest,
August 2011.
2. Preliminaries and notation
By an integral quadratic form (more precisely, a homogeneousZ-quadratic mapping) we mean a
map q : Zm −−−→ Z, m  1, defined by the formula
q(x) = q(x1, . . . , xm) = q11x21 + · · · + qmmx2m +
∑
i<j
qijxixj, (2.1)
where qij ∈ Z, for i, j ∈ {1, . . . , n}. If q11 = · · · = qmm = 1, we call q a unit form. Obviously, q is
uniquely determined by the non-symmetric Gram matrix
Gˇq =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
q11 q12 . . . q1m
0 q22 . . . q2m
...
...
. . .
...
0 0 . . . qmm
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ∈ Mm(Z) (2.2)
of q and by the symmetric Grammatrix Gq = 12 [Gˇq + Gˇtrq ] of q, because q(x) = x · Gˇq · xtr = x ·Gq · xtr ,
where Gˇtrq means the transpose of Gˇq.
We associate to q : Zm −−−→ Z the symmetric Z-bilinear polar form
bq : Zm × Zm → 12 · Z
defined by the formula bq(x, y) = x · Gq · ytr = 12 [q(x + y) − q(x) − q(y)], where the vectors
x = (x1, . . . , xm), y = (y1, . . . , ym) ∈ Zm are viewed as one-row matrices.
We call q positive (resp. non-negative), if q(v) > 0, for all non-zero vectors v ∈ Zm (resp. non-
negative) if q(v)  0, for all vectors v ∈ Zm. The form q is said to beweakly positive if q(v) > 0, for
all non-zero vectors v ∈ Nm.
We recall that twoZ-bilinear forms b, b′ : Zm×Zm → Z (resp. two quadratic forms q, q′ : Zm →
Z) are defined to be Z-equivalent (and denoted by b ∼Z b′ and q ∼Z q′, respectively) if there is a
groupautomorphismh : Zm → Zm such thatb′(v,w) = b(h(v), h(w)) (resp.q′(v) = q(h(v)) ), for all
vectors v = (v1, . . . , vm),w = (w1, . . . ,wm) ∈ Zm, that is, the following diagrams are commutative
Z
m × Zm b′−−−−→Z
h×h
⏐⏐∼= ↗b
Z
m × Zm
and
Z
m q
′−−−−→Z
h
⏐⏐∼= ↗q
Z
m
(2.3)
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Assumethatb = bA andb′ = bA′ ,whereA, A′ ∈ Mm(Z)andbA(v,w) = v·A·wtr ,bA′(v,w) = v·A′·wtr .
Since any automorphism h : Zm → Zm has the form h = hB, where B ∈ Gl(m,Z) is a Z-invertible
matrix inMm(Z) and hB(v) = v · B, for all v ∈ Zm then, in view of (2.3), we get the following useful
fact.
Corollary 2.4
(a) The commutativity of the diagrams (2.3), with b = bA and b′ = bA′ (resp. with q = qA and
q′ = qA′), is equivalent to the matrix equality A′ = B · A · Btr (resp. Gq′ = B · Gq · Btr). In this case
we say that the matrix B defines the equivalences b ∼Z b′ and q ∼Z q′.
(b) If q ∼Z q′, the form q is positive (resp. non-negative) if and only if the form q′ : Zm → Z is positive
(resp. non-negative).
By aposet I ≡ (I,)wemean a partially ordered set Iwith respect to a partial order relation, see
[31]. We denote by max I the set of all maximal elements of I. The relation  is uniquely determined
by the incidence matrix CI of I, that is, the integer squarem × mmatrix
CI = [cij]i,j∈I ∈ Mm(Z) = MI(Z), with cij =
⎧⎨⎩ 1, for i  j,0, for i  j, (2.5)
where m = |I|. Throughout, we make the identificationsMm(Z) = MI(Z) and Zm = ZI . Following
[31,32], we call I a one-peak poset if |max I| = 1, that is, I has a unique maximal element (we call
it the peak of I and denote by ∗). Following [33, Section 3,34], we associate with an arbitrary poset I
three Z-bilinear forms
b̂I, bI, bI : Zm × Zm −−−−−→ Z (2.6)
defined by the formulae
b̂I(x, y) = ∑
i∈I
xiyi + ∑
j≺i∈T
xiyj − ∑
p∈max I
(∑
i≺p
xi
)
yp,
bI(x, y) = x · C−1I · ytr,
bI(x, y) = ∑
i∈I
xiyi + ∑
i≺j
xiyj,
where ZI ≡ Zm, m = |I| and T = I\max I is viewed as a subposet of I. We call b̂I, bI, bI the Z-
bilinear Tits (geometric) form of I, the Z-bilinear Euler form of I, and the bilinear incidence form
of I, respectively, see [34]. The corresponding integral quadratic unit forms
q̂I, qI, qI : Zm −−−−−→ Z (2.7)
definedby the formulae q̂I(x) = b̂I(x, x),qI(x) = bI(x, x), andqI(x) = bI(x, x)are called thequadratic
Tits form of I, the quadratic Euler form of I, and the quadratic incidence form of I, respectively.
Following [33, Section 3,34], we call the non-symmetric Gram matrix of b̂I the Tits matrix of I; and
denote it by ĈI , see (3.4). We call CI := C−1I the Euler matrix of I.
Following the terminology introduced in [34], we associate with I three matrices:
• the Coxeter–Tits matrix ĈoxI := −ĈI · Ĉ−trI ∈ Mm(Z) of I,
• the Coxeter–Euler matrix CoxI := −CI · C−trI = −C−1I · CtrI ∈ Mm(Z) of I, and
• the Coxeter matrix CoxI := −CI · C−trI ∈ Mm(Z) of I.
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Moreover, we define
• the Coxeter–Tits transformation ̂I : ZI → ZI of I, by the formula ̂I(x) = x · ĈoxI ,• the Coxeter–Euler transformation I : ZI → ZI of I, by I(x) = x · CoxI , and• the Coxeter transformation I : ZI → ZI of I by the formula I(x) = x · CoxI .
Following [34, Definition 3.8], the integral polynomial
coxI(t) = det(t · E − ĈoxI) = det(t · E − CoxI) = det(t · E − CoxI) ∈ Z[t] (2.8)
is called the Coxeter polynomial of the poset I, see [33, Section 3,34, Proposition 3.9 (d)]. The order
cI := ord(I) of the automorphism I : ZI → ZI is defined to be the Coxeter number of the poset
I, and we have cI := ord(I) = ord(̂I) = ord(I).
Remark 2.9. Given an arbitrary poset T = {p1, . . . , pn}, we denote by T∗ = T ∪ {∗} the one-peak
poset enlargement of T by a unique maximal element ∗. In this case, I = T∗ is a one-peak poset and
the quadratic Tits form q (1.1) associated to T coincides with the Tits form q̂I (2.7) of I = T ∪ {∗}. One
can show that the Coxeter transformation  : Zn+1 → Zn+1 of T defined by Drozd [10] by means
of reflections coincides with the Coxeter–Tits transformation ̂I : Zn+1 → Zn+1, with I = T ∪ {∗},
defined above bymeans of the Coxeter–Titsmatrix ĈoxI ∈ Gl(n+1,Z). Obviously, any one peak poset
I, with a peak ∗, has the form I = T ∪ {∗}, where T = I\{∗}.
We frequently use the following result proved in [34, Proposition 3.13].
Theorem2.10. Let I be afinite poset, let Iop be the poset opposite to I, and let b̂I, bI, bI : Zm×Zm −−−→ Z
be the Z-bilinear forms (2.6) of I.
(a) There exist five Z-bilinear equivalences
b̂I ∼Z bI ∼Z bIop ∼Z bI ∼Z bIop ∼Z b̂Iop . (2.11)
(b) The quadratic forms q̂I, qI, qI are Z-equivalent. The form q̂I is positive if and only if any of the
quadratic forms qI and qI is positive.
Proof. (a) The Z-bilinear equivalences b̂I ∼Z bI ∼Z bIop and bI ∼Z bIop ∼Z b̂Iop follow from
[34, Proposition 3.13]. Since bI(v,w) = v ·CI ·wtr and bIop(v,w) = v ·CIop ·wtr , for all v,w ∈ Zm, then
to prove the third equivalence bIop ∼Z bI it is sufficient to note that CIop = CtrI , because one can find
a Z-invertible matrix B ∈ MI(Z) such that CIop = CtrI = B · CI · Btr and B−1 = B, by a modification
of the arguments given in [17] (see also [15] and Example 7.6). Details for I arbitrary will be given in a
subsequent paper. In the present paper we apply the equivalence bIop ∼Z bI only for posets I with the
form qI : ZI → Z positive and the proof in that case follows as the statement (b) of Proposition 3.5 of
the following section, see also Example 7.6. Since the statement (b) is a consequence of (a), the proof
is complete. 
Definition 2.12. A poset I is defined to be positive if the quadratic Tits form q̂I : ZI → Z (2.7) is
positive, or equivalently, any of the quadratic forms qI , q̂I and qI is positive.
3. A reflection-duality
Throughout this section, we assume that I = {1, 2, . . . , n, ∗ = n + 1} is a one-peak poset, with
a unique maximal element ∗ = n + 1, and q̂I : ZI → Z is the quadratic Tits form (2.7) of I. We set
T = I\{∗} = {1, 2, . . . , n} and we view it as a subposet of I.
Following [30, Definition 2.21,31, Section 5.2], we introduce the notion of a reflection-dual poset.
Definition 3.1. Let I = (I,)be a one-peak poset,with a uniquemaximal element∗ and T = I\{∗} =
{1, 2, . . . , n}. The reflection-dual poset associated to I is defined to be the one-peak poset
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I˜ = ŝ∗I := (I,•), (3.2)
wherewe set a • ∗, for a ∈ T; and a • b if b  a holds in T . In otherwords, I˜ = Top∪{∗} = (˜I,•)
is obtained from I by interchanging T with Top.
The passage I → I˜ = ŝ∗I can be visualised as follows:
Wedenoteby q̂I, q̂˜I : Zn+1 → Z thequadratic Tits formsof I andof I˜ = ŝ∗I, bybq̂I : ZI×ZI → 12 ·Z
the Z-bilinear polar form of q̂I , and by
ŝ∗ : ZI → ZI (3.3)
the q̂I-reflection at ∗, that is, the group automorphism defined by the formula
ŝ∗(v) = v − 2 · bq̂I (v, e∗) · e∗,
for any v ∈ ZI = Zn+1, see [4,10,1, Section VII.4]. Here e1, . . . , en, e∗ is the standard basis of the
group ZI = Zn+1.
We recall from [34] that the Tits matrix ĈI ∈ MI(Z) = Mn+1(Z) of I and the Tits matrix Ĉ˜I ∈
MI(Z) = Mn+1(Z) of I˜ are the bipartite matrices
ĈI =
⎡⎣ CtrT −u
0 1
⎤⎦ ∈ Mn+1(Z) and Ĉ˜I =
⎡⎣ CT −u
0 1
⎤⎦ ∈ Mn+1(Z), (3.4)
where CT ∈ MT (Z) = Mn(Z) is the incidence matrix of the poset T = I\{∗}, and u =
⎡⎢⎢⎢⎢⎣
1
...
1
⎤⎥⎥⎥⎥⎦.
We start with the following reflection-dual reduction result.
Proposition 3.5. Let I be a finite one-peak poset with a unique maximal element ∗, T = I\{∗} =
{1, 2, . . . , n}, I˜ = ŝ∗I the one-peak reflection-dual of I, and let ĈI ∈ Mn+1(Z) and Ĉ˜I ∈ Mn+1(Z) be the
Tits matrices of I and I˜, respectively.
(a) q̂˜I = q̂I , qTop = qT , cox˜I(t) = coxI(t), coxTop(t) = coxT (t), c I˜ = cI , ĈtrI˜ = Ŝtr∗ · ĈI · Ŝ∗, and
CoxĈtr
I˜
= Ŝtr∗ · CoxĈI · Ŝ−tr∗ , where Ŝ∗ = Mŝ∗ ∈ MI(Z) = Mn+1(Z) is the matrix of the reflection
s∗ : Zn+1 → Zn+1 in the standard basis of the group ZI = Zn+1.
(b) If a matrix B ∈ Mn+1(Z) defines a Z-bilinear equivalence of the Z-bilinear Tits form b̂I : Zn+1 ×
Z
n+1 → Zwith the bilinear Euler form b : Zn+1 ×Zn+1 → Z (1.4) of a Dynkin diagram  (or
of a Euclidean diagram ) then there is a Z-invertible matrix S ∈ Mn+1(Z) such that the matrix
B̂ = S · B · Ŝ∗ ∈ Mn+1(Z)
defines a Z-bilinear equivalence of b̂˜I with b. In particular, the bilinear form b̂I of I is Z-bilinear
equivalent with the bilinear form b̂˜I of the one-peak poset I˜ = ŝ∗I reflection-dual to I.
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(c) The matrix E˜ =
⎡⎣E 0
0 −1
⎤⎦ ∈ MI(Z) = Mn+1(Z) defines a Z-bilinear equivalence of the Z-bilinear
Tits form b̂˜I with the Z-bilinear incidence form bI of I.
(d) The quadratic Tits form q̂I = q̂˜I : Zn+1 → Z is P-critical (resp. positive, non-negative) if and only
if the quadratic incidence form qI : Zn+1 → Z of I is P-critical (resp. positive, non-negative).
Proof. Assumethat I = {1, 2, . . . , n, ∗ = n+1},∗ = n+1 is thepeakof I, andviewT = {1, 2, . . . , n}
as a subposet of I. Let I˜ = ŝ∗I be the one-peak reflection-dual of I.
(a) To prove the first two equalities, we note that the quadratic form qTop of the poset T
op opposite
to T is given by
qTop(x1, . . . , xn) =
∑
j∈Top
x2j +
∑
i≺•j
xixj =
∑
j∈T
x2j +
∑
j≺i
xjxi = qT (x1, . . . , xn).
Hence we get
q̂ I˜(x1, . . . , xn, x∗) = qTop(x1, . . . , xn) + x2∗ − x∗(x1 + . . . + xn)
= qT (x1, . . . , xn) + x2∗ − x∗(x1 + · · · + xn)
= q̂I(x1, . . . , xn, x∗).
To prove the remaining part of (a), we note that 2 · bq̂I (x, e∗) = ∂ q̂I(x)∂x∗ = 2x∗ − (x1 + · · · + xn) and,
hence
ŝ∗(x) = x − 2 · bq̂I (x, e∗) · e∗ = (x1, . . . , xn,−x∗ + x1 + · · · + xn). (3.6)
It follows that the matrix Ŝ∗ = Mŝ∗ ∈ MI(Z) = Mn+1(Z) of ŝ∗ in the standard basis of Zn+1 has the
form
Ŝ∗ =
⎡⎣ E 0
utr −1
⎤⎦
and we get
Ŝtr∗ · ĈI · Ŝ∗ =
⎡⎣ E u
0 −1
⎤⎦ ·
⎡⎣ CtrT −u
0 1
⎤⎦ ·
⎡⎣ E 0
utr −1
⎤⎦
=
⎡⎣ CtrT 0
0 −1
⎤⎦ ·
⎡⎣ E 0
utr −1
⎤⎦ = Ĉtr
I˜
.
Toprove the equality cox˜I(t) = coxI(t), we recall from [35] that the Coxetermatrix of aZ-invertible
matrix A ∈ Mn(Z) is the matrix CoxA = −A · A−tr , and coxA(t) = det(t · E − CoxA) ∈ Z[t] is the
Coxeter polynomial of A. It follows from [35, Lemma 2.8] that coxAtr (t) = coxA(t). Since the equality
Ĉtr
I˜
= Ŝtr∗ · ĈI · Ŝ∗ yields CoxĈtr
I˜
= Ŝ∗ · CoxĈI · Ŝ−1∗ , we get coxĈtrI˜ (t) = coxĈI (t) = coxI(t). Hence,
by applying the equality coxAtr (t) = coxA(t), with A = Ĉ˜I , we get cox˜I(t) = det(t · E − CoxĈ˜I ) =
coxĈ˜I (t) = coxĈtrI˜ (t) = coxI(t). This completes the proof of (a).
(b)AssumethatB ∈ Mn+1(Z) is aZ-invertiblematrixdefiningaZ-bilinearequivalenceof thebilin-
ear Tits form b̂I : Zn+1 × Zn+1 → Z of the poset I with the Z-bilinear Euler form
b : Zn+1 ×Zn+1 → Z (1.4), where is a Dynkin diagram, or a Euclidean diagram. This means that
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n + 1 = |I| = |0|, and the equality
ĈI = Btr · C · B (*)
holds inMn+1(Z), where C := Gˇ ∈ Mn+1(Z) is the Euler matrix of the diagram  with vertices
numbered as in Table 1.3, withm = n+1. Let Q be the quiver obtained from the graph by replacing
the edge in 1 with the arrow i•−→•j , if i < j.
It is easy to see that if a ∈ Q is a source (resp sink) of the acyclic quiver Q and Q ′ := saQ is the
sa-reflection of Q (obtained from Q by reversing the arrows starting from a (resp. terminating at a)),
see [1, Section VII.5], we have
CQ ′ = Ŝtra · CQ · Ŝa = Ŝtra · C · Ŝa, (**)
where Ŝa ∈ Mn+1(Z) is the matrix of the reflection automorphism sa : Zn+1 → Zn+1 at the vertex
a in the standard basis. Here CQ ′ and CQ are the Euler matrices (2.6) of Q and Q ′ viewed as posets.
Note that bQ (v,w) = v ·CQ ·wtr = v ·C ·wtr = b(v,w), qQ (v) = bQ (v, v) = b(v, v) = q(v),
and the automorphism sa is defined by the formula sa(v) = v − 2 · bq(v, ea) · ea, where bq is the
symmetric polar form of q.
By standard arguments (see [1, Section VII.4,4]) one can show that there is a sequence sa1 , . . . , sam ,
m  1, of sink or source reflections such that Qop = sam . . . sa1Q . By applying (∗∗) and an easy
induction, we get the equality
C
tr
 = CtrQ = CQop = Str · CQ · S = Str · C · S, (***)
where S = Sa1 ·. . .·Sam and Sa1 , . . . , Sam ∈ Mn+1(Z) are thematrices of the reflectionautomorphisms
sa1 , . . . , sam : Zn+1 → Zn+1. Hence, in view of (a), (∗), and (∗ ∗ ∗), we get the equalities
Ĉ˜I = Ŝtr∗ · ĈtrI · Ŝ∗
= Ŝtr∗ · Btr · CtrQ · B · Ŝ∗
= Ŝtr∗ · Btr · Str · CQ · S · B · Ŝ∗
= Ŝtr∗ · Btr · Str · C · S · B · Ŝ∗
= B̂tr · C · B̂,
where B̂ = S · B · Ŝ∗. This shows that the Z-invertible matrix B̂ ∈ Mn+1(Z) defines a Z-bilinear
equivalence of theZ-bilinear Tits form b̂˜I with theZ-bilinear Euler form b (1.4) of, and (b) follows.
(c) It is easy to see that CI = E˜ · Ĉ˜I · E˜ and therefore the diagrams
Z
n+1 × Zn+1 bI−−−−→Z
hE˜×hE˜
⏐⏐∼= ↗ b̂˜I
Z
n+1 × Zn+1
and
Z
n+1 qI−−−−→ Z
hE˜
⏐⏐∼= ↗ q̂I=q̂˜I
Z
n+1
(3.7)
are commutative, where hE˜(x) = x · E˜ = (x1, . . . , xn,−x∗). Hence (c) follows.
(d) We recall from [21, Theorem 2.3] that a quadratic form q : Zm → Z, withm  3, is P-critical if
and only if q is non-negative and the group Ker q is infinite cyclic generated by a sincere vector. Hence,
in view of the commutativity of the diagrams (3.7), q̂I = q̂˜I is P-critical if and only if the form qI is
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P-critical, because the isomorphism hE˜ carries sincere vectors to sincere ones. Since the remaining
part of (d) follows from the commutativity of the diagrams (3.7), the proof is complete. 
4. A waist reflection poset and its Z-bilinear Euler form
Following [30,31, (16.7) and Prop. 16.15, 33], we introduce the following definition.
Definition 4.1. Let J be a finite poset and a be a point of J.
(a) The subposets a = {j ∈ J; j  a}, a = {j ∈ J; a  j} are called the left cone and the right
cone defined by a.
(b) A point a of the poset J is defined to be a right waist point of J, if J has the form J = a ∪ a
and the poset C := a is a chain, that is, J has the form, with r  1,
≤
(c) Given a rightwaist point a of the poset J, thewaist reflection of J at a is defined to be the one-peak
poset δaJ = a∪ (a)op obtained from J by reverting all arrows in the Hasse quiver of the right
cone C := a ⊆ J and making all points •s in Cop\{a} ⊆ δaJ incomparable with all points ◦j in
a\{a} ⊆ δaJ. In other words, δaJ has the form
≤
where the points •s1, . . . , •sr are incomparable with all points ◦j in a\{a} ⊆ δaJ, and •a is a
unique maximal element of the poset δaJ.
We start with the following waist reflection result.
Proposition 4.2. Let J be a finite poset with a right waist a ∈ J and let J′ := δaJ be the one-peak waist
reflection of J. Let n + 1 = |J| = |J′| and let bJ′ , bJ : Zn+1 ×Zn+1 → Z be theZ-bilinear Euler forms of
J and J′, respectively.
(a) There is a Z-bilinear equivalence bJ′ ∼Z bJ .
(b) The Coxeter polynomial coxJ′(t) of J′ coincides with the Coxeter polynomial coxJ(t) of J.
(c) The quadratic Euler form qJ : Zn+1 → Z of J is positive (resp.non-negative) if and only if the Euler
form qJ′ : Zn+1 → Z of J′ is positive (resp. non-negative).
Proof. We prove (a) by applying reflection automorphisms sj : Zn+1 → Zn+1, with j ∈ {s1, . . . , sr},
constructed by means of the bilinear polar form b : Zn+1 ×Zn+1 → 1
2
Z of the Euler form qJ defined
by the formula b(v,w) = 1
2
[qJ(v + w) − qJ(v) − qJ(w)]. Obviously, b coincides with the polar form
of qJ′ . The reflection automorphism sj is defined by the formula
sj(v) = v − 2 · b(v, ej) · ej,
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for any v ∈ ZI = Zn+1 and j ∈ {s1, . . . , sr}, see [4,10,1, Section VII.4]. Here e1, . . . , en, e∗ = en+1 is
the standard basis of the groupZI = Zn+1. Note that 2 · b(x, ej) = ∂qJ(x)∂xj = 2xj − xj−1 − xj+1, where
we set xj+1 = 0, if j = sr . Hence
sj(v) = (v1, . . . , vj−1, −vj + vj−1 + vj+1, vj+1, . . . , vn),
We denote by Sj := Mopsj the matrix opposite to the matrix Msj of the automorphism
sj : Zn+1 → Zn+1 in the basis e1, . . . , en, en+1. Given j ∈ {s1, . . . , sr}, we denote by sjJ (resp.
by sjJ
′) the poset obtained from J (resp. from J′) by reversing all arrows that start or terminate at vertex
j. Since the subposet •a → •s1 → . . . → •sr of J is a chain, there exists a sequence j1, j2, . . . , jm such
that j1 = sr , jm = s1, j1 is a sink in J, and ji+1 is a sink or source in the poset Ji+1 := sji . . . sj1 J, for
i  1. One can show that the Euler matrix Ci+1 of the poset Ji+1 has the form Ci+1 = Sji+1 · Ci · Strji+1 ,
for i = 0, . . . ,m − 1, where we set C0 = CJ , see the proof of [1, Proposition 4.7]. By Corollary 2.4,
there are Z-bilinear equivalences bJ ∼Z bJ1 ∼Z bJ2 ∼Z . . . ∼Z bJm = bJ′ , and (a) follows.
Since (b) and (c) follow from (a) and Corollary 2.4, the proof is complete. 
5. Coxeter–Dynkin typesofone-peakposetswithpositiveTits formandZ-equivalencesofbilinear
forms
Throughout,weassume that I = {1, 2, . . . , n, ∗ = n+1} is one-peakposet,with auniquemaximal
element ∗ = n + 1, and q̂I : ZI → Z is the Tits form (2.7) of I. We view T = I\{∗} = {1, 2, . . . , n},
as a subposet of I.
Definition 5.1. The Coxeter–Dynkin type of a positive one-peak poset I is defined to be a simply-
laced Dynkin diagram I ∈ {An,Dn,E6,E7,E8} (uniquely determined by I), such that the Coxeter
polynomial coxI(t) ∈ Z[t] of I coincides with the Coxeter polynomial F(t) of I .
One of the main results of the paper is the following (see also [14]).
Theorem 5.2. Let I = {1, 2, . . . , n, ∗ = n + 1} = T ∪ {∗} be a finite one-peak poset, ∗ the peak of I,
and let b̂I ∼Z bI ∼Z bI be the Z-equivalences (2.11). The following conditions are equivalent.
(a) The quadratic Tits form q̂I : ZI = Zn+1 −−−−→ Z (2.7) of I is positive (as well as the Euler form
qI is positive and the incidence form qI is positive).
(b) The setRq̂I = {v ∈ Zn+1; q̂I(v) = 1} of roots of the Tits form q̂I is finite.
(c) The Coxeter type of I is a simply-laced Dynkin diagram I (uniquely determined by I and called the
Coxeter–Dynkin type of I) and the quadratic Tits form q̂I : Zn+1 −−→ Z of I is bilinearZ-equivalent
to the Euler form qI of the diagram I , see (1.4).
(d) The Coxeter type of I is a simply-laced Dynkin diagramI and each of the threeZ-equivalent bilinear
forms b̂I ∼Z bI ∼Z bI is Z-equivalent with the Z-bilinear Euler form bI (1.4) of I .
(e) The poset I is isomorphic to one of the four posets pA
∗
n,D
∗
n, D̂
∗
p 
 An−p, and sD∗p 
 An−p shown in
Tables 1.6 and the Coxeter–Dynkin typeI is one of the diagramsAn+1 andDn+1, or I is isomorphic
to any of the one-peak posets P1, . . . ,P193 listed in Tables 6.1–6.3 and the Coxeter–Dynkin type
I is one of the diagrams E6, E7, and E8.
Proof. The equivalence (a)⇔(b) is well-known for and arbitrary unit form, see [1, Chapter VII] or [21,
Corollary 2.5].
The implications (d)⇒(c)⇒(b) are obvious, see [35, Proposition 4.1].
(e)⇒(d) 1◦ Assume that I is the poset pA∗n . By Theorem 2.10, we have b̂I ∼Z bI ∼Z bAn+1 . In view
of [34], coxI(t) = FAn+1(t), I = An+1, qI = qAn+1 , the form q̂I is positive, and (d) follows.
2◦ If I is the posetD∗n , we getI = Dn+1 and b̂I ∼Z bI ∼Z bDn+1 , by applying the arguments used
in part 1◦ of the proof.
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3◦Nowassumethat I is theposet sD∗p
An−p. Firstwenote that I is obtained fromthe followingposet
by the waist reflection J → δaJ applied to the point a = n + 1 of J. By the waist reflection J → δbJ,
applied to the point b = s + 3 of J, we get the poset
Further, applying the reflection-duality to the poset J′, and then the waist reflection, we get the poset
with n + 1 vertices. It follows from Theorem 2.8 and Propositions 3.5 and 4.2, that
b̂I ∼Z bI ∼Z bJ ∼Z bJ′ ∼Z b̂J′ ∼Z b̂J′′ ∼Z bJ′′ ∼Z bDn+1 .
Hence, in view of [34], we get coxI(t) = FDn+1(t),I = Dn+1, the form q̂I is positive, and (d) follows.
4◦ Nextwe assume that I is the poset D̂∗p 
An−p.We show that there is an equivalence b̂I ∼Z bDn+1 .
To prove it, we note that the incidence matrix C
D̂∗p
An−p and the Euler matrix C := C−1D̂∗p
An−p of the
poset D̂∗p 
 An−p have the forms
C
D̂∗p
An−p =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 . . . 1 1 1 1
0 1 1 . . . 1 1 0 1
0 0 1 . . . 1 1 0 1
...
...
. . .
. . .
. . .
... O ... ...
0 0 0
. . . 1 1 0 1
0 0 0 . . . 0 1 0 1
1 1 1 . . . 1 1 1 1
0 1 1 . . . 1 1 1 1
0 0 1 . . . 1 1 1 1
O ... ... . . . . . . . . . ... ... ...
0 0 0
. . . 1 1 1 1
0 0 0 . . . 0 1 1 1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.3)
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C := C−1
D̂∗p
An−p =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −1 0 . . . 0 0 −1 1
0 1 −1 . . . 0 0 0 0
0 0 1
. . . 0 0 0 0
...
...
. . .
. . .
. . .
... O ... ...
0 0 0
. . . 1 −1 0 0
0 0 0 . . . 0 1 0 −1
1 −1 0 . . . 0 0 0 0
0 1 −1 . . . 0 0 0 0
0 0 1 . . . 0 0 0 0
O ... ... . . . . . . . . . ... ... ...
0 0 0
. . . 1 −1 0 0
0 0 0 . . . 0 1 −1 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 −1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.4)
The two big submatrices on the diagonal of C are the bidiagonalmatrices E
\
p and E
\
n−p−1 of the form
E\s =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −1 0
. . .
. . .
1 −1
0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Ms(Z), s  2.
By a direct calculation, one shows that the following equality GˇDn+1 = B · C · Btr holds, where GˇDn+1
is the non-symmetric Gram matrix (1.4) of  = Dn+1 and B ∈ Mn+1(Z) is the matrix
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 −1 . . . −1 −1
0 0 −1 . . . −1 0
0 0 0
...
... En−2
...
0 0 0
1 0 0
0 1 0 . . . 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0 1
0 . . . 0 0
Bp
...
...
...
0 . . . 0 0
−1 . . . −1 −1
0 0 0 . . . 0 0
...
...
...
... En−p
...
0 0 0 . . . 0 0
1 0 0 . . . 0 0
0 1 0 . . . 0 0 . . . 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.5)
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for p = 2 and p  3, respectively. Here Es ∈ Ms(Z) is the identity matrix,
B3 =
⎡⎢⎢⎣
0 0 0
−1 −1 −1
0 0 0
⎤⎥⎥⎦ and Bs =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 . . . 1
−1 −1 −1 0 . . . 0
0 0 0
...
...
... −Es−3
0 0 0
0 0 0 0 . . . 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Ms(Z), for s  4.
This shows that, for the poset I = D̂∗p 
 An−p, we have bI ∼Z bDn+1 and, consequently, we get
b̂I ∼Z bI ∼Z bI ∼Z bDn+1 . Hence, in view of [34], we get coxI(t) = FDn+1(t),I = Dn+1, the form q̂I
is positive, and (d) follows.
For example, if I = D̂∗p 
 An−p, with p = 5 and n = 4, we have
CI=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −1 0 0 0 0 0 0 −1 1
0 1 −1 0 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0 0
0 0 0 1 −1 0 0 0 0 0
0 0 0 0 1 0 0 0 0 −1
0 0 0 0 0 1 −1 0 0 0
0 0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 1 −1 0
0 0 0 0 0 0 0 0 1 −1
0 0 0 0 0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 1 0 0 0 0 1
−1 −1 −1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 −1 −1 −1 −1 −1
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
5◦ Assume that I is any of the one-peak posets P1, . . . ,P16 listed in Table 6.1. If I = P1 then
we have b̂I ∼Z b̂Pj , for j = 2, . . . , 8, because Pj can be obtained from P1 by a combination of the
reflection-duality and the waist reflection operation, and Theorem 2.10, Propositions 3.5, 4.2 apply.
Similarly, we have b̂P10 ∼Z b̂P11 , b̂P12 ∼Z b̂P13 , and b̂P14 ∼Z b̂Pj , for j = 15, 16. By applying Algorithm
7.5 to each of the posets P1, P9, P10, P12, and P14, we show that its Coxeter type isE6 and we find the
matrices B1, B9, B10, B12, and B14, listed in Table 6.1 such that Bj defines a Z-equivalence b̂Pj ∼Z bE6 ,
for j = 1, 9, 10, 12, 14. This shows that coxPj(t) = FE6(t), Pj = E6, b̂Pj ∼Z bE6 , for j = 1, . . . , 16,
and (d) follows.
6◦ Assume that I is any of the one-peak posets P23, . . . ,P193 listed in Tables 6.2 and 6.3. By ap-
plying the arguments used in step 5◦, we show that coxI(t) = FE7(t), I = E7, b̂I ∼Z bE7 and
coxI(t) = FE8(t), I = E8, b̂I ∼Z bE8 , if I is a poset listed in Tables 6.2 and 6.3, respectively. Hence,
(d) follows as in step 5◦, and the proof of the implication (e)⇒(d) is complete.
(a)⇒(e) First, by applying Algorithm 7.1 implemented in Python, we compute all one-peak posets
I such that |I|  9 and the quadratic Tits form q̂I is positive. On this way we get:
• the posets pA∗n ,D∗n , D̂∗p 
 An−p, and sD∗p 
 An−p of Table 1.6, with at most nine elements, that
are of Coxeter–Dynkin typeAn+1 andDn+1, respectively,• the posets of P1, . . . ,P193 of Tables 6.1, 6.2, and 6.3 that are of Coxeter–Dynkin type E6, E7,
and E8, respectively, and• there is no more one-peak posets I with nine elements such that the quadratic Tits form q̂I
is positive, except of the posets pA
∗
8, D
∗
8, D̂
∗
p 
 A8−p, and sD∗p 
 A8−p, with p = 2, . . . , 7, of
Coxeter–Dynkin typeA9,D9, andD9, respectively.
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We compute the posets by running Algorithm 7.1. The complete computing time we need is about
10 min.
Then we show by induction on n + 1 = |I|  9 that the only posets we are studying have any
of the forms shown in Table 1.6. We do it as follows. The starting induction step, with |I| = 9, is a
consequence of the computations and considerations presented above.
To prove the inductive step, we follow Bondarenko–Polishchuck [6]. Assume that I is a one-peak
poset I such that n + 1 = |I|  10 and the Tits form q̂I is positive. We chose a minimal element a in
I, say the element a = 1, and we look at the one-peak subposet L := I\{a} of I. Since the Tits form
q̂L of L is positive and |I| = 1 + |L| > |L|  9, by the inductive hypothesis, the poset L has any of
the forms shown in Table 1.6. Given a poset L of one of the four forms pA
∗
n−1, D∗n−1, sD∗p 
 An−1−p,
and D̂∗p 
 An−1−p, we consider a poset enlargement IL = {a} ∪ L such that a is a minimal element
of the poset IL . By a case by case inspection of all possible relations a ≺  in L making from the set
IL = {a} ∪ L a poset with positive Tits form q̂IL , we show that on this way we get only a poset IL of one
of the form pA
∗
n ,D
∗
n , sD
∗
p 
 An−p, with n  9.
Here we also use a list of one-peak enlargements T∗ = T ∪ {∗} of P-critical posets T listed by
Bondarenko and Stepochkina in [7–9] such that the Tits form q̂T∗ is not positive and q̂S∗ is positive, for
any proper subposet S of T , see also [26].
1◦ Assume that L is the poset pA∗n−1, with 9 vertices. If a is minimal and a ≺ 2, or a ≺ 3 and a
is incomparable with 2, or a ≺ ∗ and a is incomparable with the vertices 2, . . . , n, or a ≺ n and a is
incomparable with the vertices 2, . . . , n − 1, then the poset IL = {a} ∪ L, we have constructed, has
one of the required shapes. If a ≺ s  n − 1 and a is incomparable with the vertices 2, . . . , n − 2,
then the poset IL = {a} ∪ L, we have constructed, contains a peak subposet isomorphic to one of the
extended Dynkin diagrams E˜6, E˜7, or E˜8, because IL has at least 10 elements. Hence easily follows that
the Tits form of IL is not positive and finishes the proof in case L is the poset pA
∗
n−1.
2◦ Assume that L is the poset D∗n−1, with  9 vertices. If L is obtained from D∗n of Table 1.6.2 by
removing the element a = 1, the result follows from step 1◦. Assume that L is obtained from D∗n of
Table 1.6.2 by removing the element a = 2.
If a ≺ ∗ and a is incomparable with the vertices 1, 3, . . . , n, the inverse J of the waist reflection of
IL at ∗ is contains a subposet of type E˜6. Hence, in view of Proposition 4.2, the Tits form of the poset
IL = {a} ∪ L is not positive. If a ≺ 1 and a is incomparable with the vertices 3, . . . , n − 1, then IL
contains a subposet of type E˜6 and the Euler form of IL is not positive. Hence, in view of Theorem 2.10,
the Tits form of IL is not positive and we get a contradiction.
Assume that a ≺ 1 and a ≺ 3. By applying the waist reflection at point n in IL and then by applying
the reflection-duality, we get a one-peak poset J that contains, as a peak subposet, an extended Dynkin
quiver of one of the two forms
of type E˜6 and E˜8, respectively. It follows that the Euler form qJ of J is not positive and, in view of
Theorem 2.10, Propositions 3.5 and 4.2, the Tits form of the poset IL is not positive; contrary to our
assumption. Continuing this way, we show that the only possible relation is a ≺ 3, that gives the poset
IL of typeD
∗
n . This finishes the proof in case L is the posetD
∗
n−1.
3◦ If L is one of the posets sD∗p 
An−1−p and D̂∗p 
An−1−p, with 9 vertices, the proof is analogous
to that one in steps 1◦ and 2◦. Details of the proof are left to the reader. This finishes the proof of the
theorem. 
Remark 5.6
(a) For each of the one-peak posets P1, . . . ,P193, its Coxeter–Dynkin type is indicated in Tables
6.1–6.3.
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(b) For anyPj , we have a description of aZ-invertiblematrix Bj defining aZ-equivalence b̂I ∼Z bI ,
where I ∈ {E6,E7,E8} is the Coxeter–Dynkin type of I. On the other hand, such a matrix Bj
can be constructed by applying Procedure 7.2 or Algorithm 7.5.
(c) Since b̂I ∼Z bI (see Theorem 2.10) then, by [34, Theorem 1.4], the posets listed in Tables 1.6 and
6.1–6.3 coincide with the posets I described by Loupias [20] and Zavadskij-Shkabara [41] that
have a unique maximal element and the Euler form qI positive.
Corollary 5.7. Let I be a finite one-peak poset with positive Tits form q̂I of the Coxeter–Dynkin type
 := I ∈ {An+1,Dn+1, n  3,E6,E7,E8}, and let ̂I : ZI → ZI be the Coxeter–Tits transformation
of I. Let n + 1 := |I| = |0|.
(a) There exists a Z-invertible matrix B ∈ Mn+1(Z) such that the group automorphism
hB : Zn+1−−−−→ Zn+1 defined by the formula hB(v) = v ·B, for all v ∈ Zn+1, makes the following
diagram commutative
Z
n+1 × Zn+1 bI−−−−→Z,
hB×hB
⏐⏐∼= ↗ b̂I
Z
n+1 × Zn+1
(5.8)
where b̂I is the Z-bilinear Tits form of I and b is the Z-bilinear Euler form of  = I .
(b) The set of ̂I -orbits of the finite set Rq̂I = {v ∈ ZI; q̂I(v) = 1} of roots of q̂I admits a ̂I -mesh
translation quiver structure (Rq̂I , ̂I) of a cylinder shape, see [35].
(c) The automorphism hB in (5.8) defines a mesh translation quiver isomorphism
hB : (Rq,) −−−−→ (Rq̂I , ̂I), (5.9)
where (Rq,) is the -mesh translation quiver of -orbits of the set Rq of roots of the
Euler form q ofI constructed in [35, Theorem 4.7], for the simply-laced Dynkin diagram = I .
Proof. It follows from Theorem 5.2 that for any one-peak poset I with positive Tits form q̂I there is a
simply-laced Dynkin diagram = I (called the Coxeter–Dynkin type of I) and aZ-invertible matrix
BI ∈ Mn+1(Z) such that coxI(t) = cox(t) and B defines a Z-equivalence b̂I ∼Z b, that is, the
diagram (5.8) is commutative.
By [35, Theorem 4.7], for the simply-laced Dynkin diagram  = I , there exists a unique -
mesh translation quiver (Rq,) of -orbits of the set Rq of roots of the Euler form q and
(Rq,) lies on a cylinder.
By [35, Proposition 4.8], applied to thematrices A′ = C = Gˇ, A = ĈI , B = BI , the automorphism
hB makes the following diagram
Z
n+1 −−−−→ Zn+1
hB
⏐⏐ hB⏐⏐
Z
n+1 ̂I−−−−→ Zn+1
commutative.Moreover,hB restricts toabijectionhB : Rq 1−1−→Rq̂I , carriesbijectively the-orbits in
Rq into ̂I-orbits inRq̂I , and-meshes into ̂I-meshes. It follows that hB defines the isomorphism
(5.9) ofmesh translationquivers.Hence, (b) and (c) are consequenceof our observationon(Rq,)
made in the first part of the proof. 
Corollary 5.10. Let I be a finite one-peak poset with positive Tits form q̂I : ZI → Z and let ̂I : ZI → ZI
be the Coxeter–Tits transformation of I.
2258 M.Ga¸siorek, D. Simson / Linear Algebra and its Applications 436 (2012) 2240–2272
(a) The finite set Rq̂I of roots of q̂I splits into n + 1 = |I| ̂I -orbits, every ̂I -orbit {̂jI(v)}j∈Z in Rq̂I
is of length cI , |Rq̂I | = |I| · cI , and v + ̂I(v) + · · · + ̂c−1I (v) = 0, where c = cI is the Coxeter
number of the poset I.
(b) The set Rq̂I ⊆ Zn+1 = ZI has the Auslander–Reiten ̂I -mesh property asserting that, for any
v ∈ Rq̂I , there exists a unique ̂I -mesh
(5.11)
of positive width r  3 inRq̂I , with roots v(1), . . . , v(r) ∈ Rq̂I lying in different ̂I -orbits and sat-
isfying the ̂I -mesh equation v
(1) +· · ·+ v(r) = v+ ̂−1I (v), see [35] and Example 7.6 for details.
Proof. Apply Corollary 5.9 and [35, Theorem 4.7]. 
Remark 5.12. By applying the iterated tilting procedure (see [1]), the results of Happel [16], and the
results of the paper [35], one can prove the following. If I is a finite one-peak poset, with positive Tits
form q̂I , of the Coxeter–Dynkin type I ∈ {An+1,Dn+1,E6,E7,E8} and K is an algebraically closed
field, then we have.
(a) The global homological dimension gl.dim KI of the incidence K-algebra KI of I is at most two.
(b) The K-algebra KI is representation-directed and representation-finite, (see [1, Section IX.3]),
the finite Auslander–Reiten quiver (mod KI, τKI) of mod KI coincides with its postprojective
component, and KI is derived equivalent with the path algebra KQ of a quiver Q of a Dynkin
quiver of type I .
(c) The bijection dim : (mod KI, τKI) → (R+qI , I), X → dim X , explained in [1, Theorem
IX.3.3] extends to a surjective map
dim : (Db(mod KI), τ̂KI) → (RqI , I)
of mesh translation quivers, that induces a mesh translation quiver isomorphism
(Db(mod KI), τ̂KI)/(T2) ∼= (RqI , I),
whereR+qI = {v ∈ NI; qI(v) = 1} is the set of positive roots of qI , T is the translation functor on
the derived category Db(KI) = Db(mod KI) of mod KI, τ̂KI is the Auslander–Reiten translation
in Db(mod KI), qI : ZI → Z is the Euler form of I, and I : ZI → ZI is the Coxeter–Euler
transformation of I. Details will be presented in a subsequent paper.
Problem 5.13. A description of all multi-peak posets I with positive Tits form q̂I remains an open
problem, compare with [30,32].
6. Tables of positive one-peak posets P1, . . . ,P193
We recall that a poset I is called positive if the quadratic Tits form q̂I : ZI → Z (2.7) is posi-
tive. By Corollary 2.4, q̂I : ZI → Z is positive if and only if any of the forms qI, qI : ZI → Z is
positive. To any such a poset I, we have associated in Theorem 5.2 a simply-laced Dynkin diagram
I ∈ {An,Dn,E6,E7,E8}, called the Coxeter–Dynkin type of I, such that coxI(t) = coxI (t).
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We recall from Theorem 5.2 that one-peak positive posets that are of Coxeter–Dynkin type An or
Dn are precisely the posets shown in Table 1.6.
In this sectionwepresent a complete listP1, . . . ,P193 of one-peakposets of the remainingCoxeter–
Dynkin typesE6,E7, andE8.Wenote that, up to the reflection-duality, eachof theposetsP1, . . . ,P193
is a one-peak enlargement T∗ = T ∪{∗} of a positive poset T in the sense of Bondarenko–Stepochkina
listed in [8]. We split the list into three tables, according to their Coxeter–Dynkin types. The first table
contains the posets P1, . . . ,P16 of type E6, the second contains the posets P17, . . . ,P72 of type E7,
and the third one contains the posets P73, . . . ,P193 of type E8.
For I = Pj of type, we also present in the corresponding table, aZ-invertible matrix B := Bj that
defines the bilinear Z-equivalence b̂I ∼Z b of the bilinear Tits form b̂I (2.6) with the bilinear Euler
form b of the diagram , that is, the matrix equality
Gˇ = B · ĈI · Btr ∈ MI(Z) (6.0)
holds, where ĈI ∈ MI(Z) is the Tits matrix (3.4) of I and Gˇ = C is the Euler matrix of, that is, the
non-symmetric Gram matrix of q, defined with respect to the numbering of the vertices of  fixed
in Introduction. The matrices have the following forms:
GˇE6 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −1 0 0 0 0
0 1 −1 0 0 0
0 0 1 −1 −1 0
0 0 0 1 0 0
0 0 0 0 1 −1
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, GˇE7 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −1 0 0 0 0 0
0 1 −1 0 0 0 0
0 0 1 −1 −1 0 0
0 0 0 1 0 0 0
0 0 0 0 1 −1 0
0 0 0 0 0 1 −1
0 0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, GˇE8 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −1 0 0 0 0 0 0
0 1 −1 0 0 0 0 0
0 0 1 −1 −1 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 −1 0 0
0 0 0 0 0 1 −1 0
0 0 0 0 0 0 1 −1
0 0 0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In Tables 6.1–6.3, we use the following convention.
• Each of the tables contains chains of boxes connected by an open passage. This means that the
posets sitting there are equivalent under any of the following three operations:
(i) the waist reflection I → δaI,
(ii) the reflection-duality I → I˜ = s∗I, and
(iii) I → Iop;
hence their bilinear Tits forms are Z-equivalent and the Coxeter polynomials and the Coxeter
numbers coincide.
• We call a poset I self-dual if I is isomorphic with its reflection-dual poset I˜ = ŝ∗I.
Table 6.1
Positive one-peak posets P1, . . . ,P16 of Dynkin type E6.
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Table 6.2
Positive one-peak posets P17, . . . ,P72 of Dynkin type E7.
• We construct a matrix B := Bj for one of the posets sitting in each of the chains of boxes
connected by an open passage. The reader is referred to part 5◦ of the proof of Theorem 5.2 for
an illustration, see also [14].
• By a routine computer calculation (using [35, Algorithm 4.2] or [36, Algorithm 3.7]), for any I ∈
{P1, . . . ,P193}, we compute a complete list of sincere Tits roots of I (i.e., vectors v = (vj) ∈ ZI
such that q̂I(v) = 1 and vj = 0, for any j ∈ I). The list is available from authors by a request.• Given I = Pa, we include the symbol ©sI in its box of a table, which is the encircled number sI
of the sincere roots of the Tits form q̂I : ZI → Z. We call I Tits-sincere if I admits a sincere Tits
root, and we call I Tits-nonsincere if sI = 0. Note that the set {P1, . . . ,P193} contains exactly
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Table 6.3
Positive one-peak posets P73, . . . ,P193 of Dynkin type E8.
167 Tits sincere posets and 26 (= 4 + 8 +14) Tits-nonsincere posets (4 of type E6, 8 of type E7,
and 14 of type E8).
We recall that a positive poset I is one of the posetsP1, . . . ,P16 if and only if coxI(t) = coxE6(t) =
t6+t5−t3+t+1, and I is one of the posetsP17, . . . ,P72 or one of the posetsP73, . . . ,P193 if and only
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Table 6.3
Continued.
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Table 6.3
Continued.
if coxI(t) = coxE7(t) = t7+ t6− t4− t3+ t+1 or coxI(t) = coxE8(t) = t8+ t7− t5− t4− t3+ t+1,
respectively.
The following matrices satisfy the equality GˇE6 = Bj · ĈI · Btrj , with I = Pj , and define the bilinear
Z-equivalence b̂I ∼Z bE6 . The calculation for I = P10 is given in Example 7.6.
B1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 0 1 0 −1
0 0 −1 0 1 0
0 −1 0 0 0 0
0 1 1 −1 0 0
0 1 0 0 −1 0
1 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B9 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 1 0 0
0 0 0 −1 0 0
0 −1 −1 0 1 −1
1 1 0 0 −1 1
0 0 1 0 −1 0
0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B10 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 0 1 0 0
0 0 0 −1 0 0
−1 0 0 0 0 −1
1 1 0 0 −1 1
1 0 −1 0 0 0
0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B12 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 −1 0 1 −1
0 −1 0 1 0 0
0 0 0 −1 0 0
1 0 0 0 0 0
0 1 0 0 −1 0
0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B14 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 0 0 1 0
−1 0 0 1 0 0
0 0 0 −1 0 0
1 0 0 0 −1 0
0 0 −1 0 0 −1
0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The following matrices satisfy the equality GˇE7 = Bj · ĈI · Btrj , with I = Pj , and define the bilinear
Z-equivalence b̂I ∼Z bE7 .
B17 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 −1 1 0 0 0
−1 −1 0 0 1 0 −1
0 0 −1 0 0 1 0
1 1 1 −1 0 −1 1
0 0 1 0 −1 0 0
0 1 0 0 0 −1 0
1 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B34 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 0 1 0 0 −1
0 0 0 −1 0 1 0
0 0 −1 0 0 0 0
1 0 0 0 0 0 0
0 0 1 0 −1 0 0
0 0 0 0 1 −1 0
0 1 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B40 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 0 0 0 1 0
0 0 −1 0 0 0 0
−1 −1 0 0 1 0 −1
1 1 1 0 −1 −1 1
0 1 0 0 −1 0 0
1 0 0 −1 0 0 0
0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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B41 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 0 0
0 −1 0 −1 0 1 −1
0 0 −1 0 1 0 0
1 0 1 1 −1 −1 1
0 1 0 0 −1 0 0
0 0 1 0 0 −1 0
0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B43 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 0 0 0 0 0
−1 0 0 0 0 0 −1
1 0 −1 −1 0 1 0
0 1 0 1 0 −1 1
0 0 1 0 −1 0 0
0 0 0 0 1 −1 0
0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B49 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 −1 0 0 0 0
−1 0 0 0 0 0 −1
1 −1 0 0 0 0 0
0 1 1 0 −1 0 1
0 1 0 −1 0 0 0
0 0 0 1 0 −1 0
0 0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B51 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 0 0
0 −1 −1 0 1 0 −1
0 0 0 −1 0 1 0
1 1 0 0 0 −1 1
0 0 0 1 −1 0 0
0 0 1 0 0 −1 0
0 1 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B57 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 1 0 0 0
0 0 0 −1 0 0 0
0 −1 −1 0 0 1 −1
1 1 0 0 0 −1 1
0 0 1 0 0 −1 0
0 1 0 0 −1 0 0
0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B59 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 −1 0 1 0
0 0 −1 0 0 0 0
−1 0 0 0 0 0 −1
1 0 1 0 0 −1 1
1 −1 0 0 0 0 0
0 1 0 0 −1 0 0
0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B61 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 0 1 0 0 0
0 0 0 −1 0 0 0
−1 0 0 0 0 0 −1
1 1 0 0 −1 0 1
1 0 −1 0 0 0 0
0 0 1 0 0 −1 0
0 0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B63 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 0 1 0 0 −1
0 0 0 −1 0 1 0
0 0 −1 0 0 0 0
1 0 0 0 0 0 0
0 0 1 0 0 −1 0
0 1 0 0 −1 0 0
0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B65 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 0 0 0 1 −1
0 0 −1 0 1 0 0
0 0 0 0 −1 0 0
1 0 0 0 0 0 0
0 0 1 0 0 −1 0
0 1 0 −1 0 0 0
0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B67 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 0 1 0 0 −1
0 0 0 −1 0 1 0
0 0 0 0 0 −1 0
0 1 0 0 0 0 0
1 0 −1 0 0 0 0
0 0 1 0 −1 0 0
0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B69 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 0 0 0 0 0
−1 0 0 0 0 0 −1
1 0 −1 −1 0 1 0
0 1 1 0 0 −1 1
0 0 0 1 0 −1 0
0 0 1 0 −1 0 0
0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B70 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 −1 0 0 1 −1
0 −1 0 0 1 0 0
0 0 0 0 −1 0 0
1 0 0 0 0 0 0
0 1 0 −1 0 0 0
0 0 0 1 0 −1 0
0 0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B72 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 1 0 0
0 0 0 0 −1 0 0
0 −1 −1 0 0 1 −1
1 0 1 0 0 −1 1
0 1 0 −1 0 0 0
0 0 0 1 0 −1 0
0 0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The following matrices satisfy the equality GˇE8 = Bj · ĈI · Btrj , with I = Pj , and define the bilinear
Z-equivalence b̂I ∼Z bE8 .
B73 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 −1 1 0 0 1 −1
0 −1 −1 0 1 0 0 0
−1 −1 0 0 0 1 0 −1
1 2 1 −1 0 −1 0 1
1 1 0 0 −1 0 0 1
0 0 1 0 0 −1 0 0
0 1 0 0 0 0 −1 0
1 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B95 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 0 0 0 0 1 0
0 0 0 −1 0 0 0 0
−1 −1 0 0 1 0 0 −1
1 1 0 1 −1 0 −1 1
0 1 0 0 −1 0 0 0
1 0 −1 0 0 0 0 0
0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B97 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 −1 0 1 0 0 0
−1 −1 0 0 0 1 0 −1
0 0 −1 −1 1 0 1 0
1 1 1 0 −1 0 −1 1
0 0 0 1 −1 0 0 0
0 0 1 0 0 −1 0 0
0 1 0 0 0 0 −1 0
1 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B107 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 −1 0 0 1 0 −1
0 −1 0 0 0 0 1 0
0 0 −1 −1 0 1 0 0
0 1 1 0 0 −1 0 0
0 0 0 1 0 −1 0 0
0 0 1 0 −1 0 0 0
0 0 0 0 1 0 −1 0
1 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B113 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 0 0 0
0 −1 0 −1 0 1 0 −1
0 0 −1 0 0 0 1 0
1 1 0 0 0 0 −1 1
0 0 1 0 −1 0 0 0
0 0 0 0 1 −1 0 0
0 0 0 1 0 0 −1 0
0 1 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B125 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 1 0 0 0
0 0 0 0 −1 0 0 0
0 −1 −1 0 0 0 1 −1
1 0 1 0 0 0 −1 1
0 1 0 −1 0 0 0 0
0 0 0 1 0 0 −1 0
0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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B127 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 0 0 0 1 0 −1
0 0 −1 0 0 0 1 0
0 0 0 −1 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 −1 0
0 0 1 0 0 −1 0 0
0 1 0 0 −1 0 0 0
0 0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B129 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 −1 1 0 0 0 0
−1 −1 0 0 0 1 0 −1
0 0 −1 0 0 0 1 0
1 1 1 −1 0 0 −1 1
0 0 1 0 0 −1 0 0
0 1 0 0 −1 0 0 0
0 0 0 0 1 0 −1 0
1 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B135 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 −1 −1 0 1 1 −1
0 −1 −1 0 1 1 0 0
−1 0 0 0 0 0 0 0
1 0 1 0 0 −1 0 0
1 0 0 0 −1 0 0 0
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 −1 0
0 0 0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B137 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 0 0 0 0 0 0
−1 0 0 0 0 0 0 −1
1 0 −1 0 −1 0 1 0
0 1 0 0 1 0 −1 1
0 0 1 −1 0 0 0 0
0 0 0 1 0 −1 0 0
0 0 0 0 0 1 −1 0
0 0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B143 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 1 0 0 0
0 0 0 0 −1 0 0 0
0 −1 −1 0 0 1 0 −1
1 1 0 0 0 −1 0 1
0 0 1 0 0 −1 0 0
0 1 0 −1 0 0 0 0
0 0 0 1 0 0 −1 0
0 0 0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B145 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 0 0 1 0 0 −1
0 0 0 0 −1 0 1 0
0 0 0 −1 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 −1 0
1 0 −1 0 0 0 0 0
0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B147 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 −1 0 1 0 0 0
0 0 0 0 −1 0 0 0
−1 0 0 0 0 0 0 −1
1 0 1 0 0 −1 0 1
1 −1 0 0 0 0 0 0
0 1 0 −1 0 0 0 0
0 0 0 1 0 0 −1 0
0 0 0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B149 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 0 0 −1 0 1 −1
0 0 0 −1 0 0 0 0
0 0 −1 0 0 −1 0 −1
0 1 1 0 0 0 0 1
0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 1
−1 0 1 1 0 0 −1 0
0 0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B151 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 −1 0 0 0 1 −1
0 −1 0 0 1 0 0 0
0 0 0 0 −1 0 0 0
1 0 0 0 0 0 0 0
0 1 0 −1 0 0 0 0
0 0 0 1 0 0 −1 0
0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B153 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 −1 0 0 0 1 −1
0 −1 0 0 −1 1 1 0
−1 0 0 0 0 0 0 0
1 0 0 0 1 0 −1 0
1 0 0 0 0 −1 0 0
0 1 0 −1 0 0 0 0
0 0 0 1 0 0 −1 0
0 0 1 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B155 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 0 0 0 1 0 −1
0 0 −1 0 1 0 0 0
0 0 0 0 −1 0 0 0
1 0 0 0 0 0 0 0
0 0 1 0 0 −1 0 0
0 1 0 −1 0 0 0 0
0 0 0 1 0 0 −1 0
0 0 0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B157 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 0 0 0
0 −1 −1 0 1 0 0 −1
0 0 0 0 −1 0 1 0
1 0 1 0 0 0 −1 1
0 1 0 −1 0 0 0 0
0 0 0 1 0 0 −1 0
0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B159 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 −1 0 1 0
−1 −1 −1 1 0 0 1 −1
0 −1 0 0 −1 1 1 0
1 1 1 0 1 −1 −2 1
0 1 0 −1 1 0 −1 0
1 0 0 0 0 −1 0 0
0 1 0 0 0 0 −1 0
0 0 1 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B161 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 0 0 0
0 −1 −1 0 0 0 1 −1
0 0 0 −1 0 1 0 0
1 0 1 1 0 −1 −1 1
0 1 0 0 0 −1 0 0
0 0 0 1 0 0 −1 0
0 0 1 0 −1 0 0 0
0 0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B163 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 0 1 0 0 0 −1
0 0 0 −1 0 1 0 0
0 0 0 0 0 −1 0 0
0 1 0 0 0 0 0 0
1 0 −1 0 0 0 0 0
0 0 1 0 −1 0 0 0
0 0 0 0 1 0 −1 0
0 0 0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B165 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 −1 0 0 0 0 0
−1 0 0 0 0 0 0 −1
1 −1 0 0 −1 0 1 0
0 1 1 0 0 0 −1 1
0 0 0 0 1 0 −1 0
0 1 0 −1 0 0 0 0
0 0 0 1 0 −1 0 0
0 0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B167 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 0 0 0
0 −1 −1 0 0 0 1 −1
0 0 0 −1 −1 1 1 0
1 0 1 1 0 −1 −1 1
0 0 0 0 1 0 −1 0
0 1 0 0 0 −1 0 0
0 0 0 1 0 0 −1 0
0 0 1 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B169 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 0 0 0
0 −1 0 −1 0 1 0 −1
0 0 −1 0 0 0 1 0
1 0 1 1 0 −1 −1 1
0 1 0 0 −1 0 0 0
0 0 0 0 1 0 −1 0
0 0 1 0 0 −1 0 0
0 0 0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B171 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 −1 0 0 0 0
−1 0 0 0 0 0 0 −1
1 −1 0 0 0 0 0 0
0 1 0 1 0 −1 0 1
0 1 −1 0 0 0 0 0
0 0 1 0 −1 0 0 0
0 0 0 0 1 0 −1 0
0 0 0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B173 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 0 0 0
0 −1 0 −1 0 0 1 −1
0 0 −1 0 0 1 0 0
1 0 1 1 0 −1 −1 1
0 1 0 0 0 −1 0 0
0 0 1 0 −1 0 0 0
0 0 0 0 1 0 −1 0
0 0 0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B175 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 0 0 −1 0 1 0
−1 0 −1 0 −1 1 1 −1
0 −1 0 −1 0 1 1 0
1 1 0 1 1 −1 −2 1
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 −1 0
0 0 0 1 1 −1 −1 0
1 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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B177 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 −1 0 0 0 0 1 −1
0 0 −1 −1 0 1 1 0
−1 0 0 0 0 0 0 0
1 0 0 1 0 0 −1 0
1 0 0 0 0 −1 0 0
0 0 1 0 0 0 −1 0
0 1 0 0 −1 0 0 0
0 0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B179 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 −1 0 1 0
0 0 0 −1 0 0 0 0
−1 0 0 0 0 0 0 −1
1 0 0 1 0 0 −1 1
1 −1 0 0 0 0 0 0
0 1 −1 0 0 0 0 0
0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B181 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 −1 0 0 1 −1
0 −1 0 0 0 1 0 0
0 0 −1 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 1 0 0 −1 0 0
0 1 0 0 −1 0 0 0
0 0 0 0 1 0 −1 0
0 0 0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B183 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 −1 0 0 1 −1
0 −1 0 0 0 1 0 0
0 0 0 0 0 −1 0 0
1 0 0 0 0 0 0 0
0 1 −1 0 0 0 0 0
0 0 1 0 −1 0 0 0
0 0 0 0 1 0 −1 0
0 0 0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B185 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 −1 0 1 −1
0 0 0 −1 0 0 0 0
0 −1 −1 0 0 0 0 −1
1 1 0 0 0 0 0 1
0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0
0 1 0 1 0 0 −1 1
0 0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B186 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 1 0 0
0 0 0 0 0 −1 0 0
0 −1 0 −1 0 0 1 −1
1 0 0 1 0 0 −1 1
0 1 −1 0 0 0 0 0
0 0 1 0 −1 0 0 0
0 0 0 0 1 0 −1 0
0 0 0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B187 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 −1 0 0 0
−1 −1 0 0 0 0 1 −1
0 0 0 −1 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 −1 0
1 0 −1 0 0 0 0 0
0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B190 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 1 0 0 0 0
0 −1 0 0 0 0 1 0
−1 0 0 0 0 1 0 0
1 1 0 −1 0 −1 0 0
1 0 −1 0 0 0 0 0
0 0 1 0 0 −1 −1 0
0 0 0 0 −1 0 0 −1
0 0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B193 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 1 0 0
0 0 −1 0 0 0 0 0
−1 −1 0 0 0 0 1 −1
1 1 1 0 0 −1 −1 1
1 0 0 −1 0 0 0 0
0 0 0 1 0 0 −1 0
0 1 0 0 −1 0 0 0
0 0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
7. Algorithms
In this section, we outline a description of two computational algorithms we use in the paper in
determining:
(a) the list of all positive one-peak posets P1, . . . ,P193 of Tables 6.1–6.3 and
(b) Z-invertible matrices Bj ∈ Mn(Z) listed in Tables 6.1–6.3 that define a bilinear Z-equivalence
b̂I ∼Z b, for a poset I = Pj of the Coxeter–Dynkin type (equivalently, satisfying the equality
Gˇ = Bj · ĈI ·Btrj , with I = Pj). Implementations of the algorithms are available from the authors
on a request.
Algorithm 7.1. Input: An integer 1  n  9.
Output: A finite set positn  I of one-peak posets I, such that |I| = n and the quadratic incidence
form qI : Zn → Z (2.7) is positive.
Step 1◦ Initialize the empty set canditaten.
Step 2◦ First, we generate all upper triangle incidencematrices of one-peak posets J ≡ (J,), with
J = {1, . . . , n}, that is, the integer matrices of the form
CJ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 c12 c13 . . . c1n−1 1
0 1 c23 . . . c2n−1 1
...
. . .
. . .
...
...
0 . . . . . . 1 cn−2n−1 1
0 . . . . . . 0 1 1
0 . . . . . . 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where cij ∈ {0, 1} are such that “cij = 1 and cjs = 1 implies cis = 1", for 1  i, j, s  n (i.e. if the
relations i  j and j  s hold in J, then i  s holds, too).
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Next, we add the matrix CJ to canditaten, if the quadratic form qJ(x) = x · CJ · xtr is positive, or
equivalently, if the symmetric matrix CJ + CtrJ satisfies the Sylvester criterion.
Step 3◦ We construct the set positn by selecting the incidence matrices CJ in the list canditaten
of posets J in such a way that the Hasse quivers of J are not isomorphic. We do it by using the igraph
package (http://igraph.sourceforge.net/).
Hint.
(a) Note that the one-peak poset J, with |J|  3, need not to be checked, because any such a poset
is positive (J is a chain or has the form ◦ → ∗ ← ◦).
(b) Although the number of the incidence matrices checked by the algorithm in Step 2◦ grows ex-
ponentially, the algorithmworks effectively in a short time for n sufficiently small. In particular,
in our calculation that determines the posets in Tables 6.1–6.3, we run it for n  9, and our
current implementation takes about 10 min to complete the lists.
Now we show how a Z-bilinear equivalence b̂I ∼Z b can be determined, for any poset I = Pj of
the Coxeter–Dynkin type ∈ {E6,E7,E8}.We cando it by constructing a correspondingZ-invertible
matrix B = Bj ∈ Mn(Z) (6.0), with n = |I|, as follows.
Procedure 7.2. Assume that I is poset of the Coxeter–Dynkin type  ∈ {E6,E7,E8} and n = |I|. Let
ĈI ∈ Mn(Z), q̂I : Zn → Z, and b̂I : Zn × Zn → Z be the Tits matrix, the quadratic Tits form, and the
bilinear Tits form of I, respectively.
We recall from [35, Theorem 4.7,36,37] that, given a Dynkin diagram , with vertices numbered
as in Introduction, there exists a unique-mesh translation quiver (Rq,) of-orbits of the
setRq of roots of the Euler form q of that admits a principal Coxeter-orbit configuration 
Gˇ

of simple roots of the form presented in the following Table 7.3 (see also [36,37, Table 4.7]).
Table 7.3
Principal Coxeter G-orbit configurations 
G
 .
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where G := Gˇ, we set êj = −ej and the meshes of width three, with ê2 and ê4 in their centers, are of
the form [35, (3.2)].
To construct a matrix B that defines a Z-equivalence b̂I ∼Z b, we apply the mesh toroidal algo-
rithm described in [35, Proposition 4.5,36,37, Lemma 4.6] and [37, Algorithm 4.8.2]. On this way we
construct the ̂I-mesh translation quiver (Rq̂I , ̂I), with a principal Coxeter ̂I-orbit configuration

ĈI
I of simple roots of q̂I , together with a mesh quiver isomorphism h : Gˇ → ĈII . If we define the
matrix B by setting
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
h(e1)
h(e2)
...
h(en)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , (7.4)
as in [37, Lemma4.3],we get thematrix equality Gˇ = B·ĈI ·Btr . The procedure has an implementation
in Maple, with an assistance of programming and graphics in Java. 
Now we present an alternative algorithm for constructing the matrix B, where I is a one-peak
poset of the Coxeter–Dynkin type  ∈ {E6,E7,E8}. Its idea uses the following simple observation
in [34, Proposition 2.8]. If A, C ∈ Mn(Z) are Z-regular matrices and B ∈ Mn(Z) is a matrix, with
det B = ±1, satisfying the equality C = B · A · Btr (i.e., B defines a Z-equivalence of C is with A) then
CoxC = B·CoxA·B−1. In the situationweare interested, theunknownmatrixBdefiningaZ-equivalence
b̂I ∼Z b satisfies the equation Cox · B− B · CˆoxI = 0. To solve it, we define the following algorithm.
Algorithm 7.5. Input: (a) An integer n ∈ {6, 7, 8} and a square matrix A ∈ Mn(Z) such that the
quadratic form qA(x) = x ·A ·xtr is positive, that is, the symmetricmatrix A+Atr satisfies the Sylvester
criterion.
(b) The non-symmetric Grammatrix G = Gˇ ∈ Mn(Z) of the Dynkin diagram  ∈ {E6,E7,E8},
with vertices numbered as in Introduction and n = |0|.
Output: AZ-invertible matrix B ∈ Mn(Z) such that Gˇ = B ·A ·Btr , or error if the Coxeter–Dynkin
typeof thematrixC = B·A·Btr is not, that is, the characteristicpolynomial coxC(t) = det(t·E−CoxC)
of the Coxeter matrix CoxC = −C · C−tr does not coincide with the Coxeter polynomial F(t) of .
Step 1◦ Compute the Coxeter matrices CoxG = −G · G−tr and CoxA = −A · A−tr . If the Coxeter
polynomials coxA(t) = det(t · E − CoxA) and coxG(t) = det(t · E − CoxG) do not coincide, we stop
and return error.
Step 2◦ Construct then×n squarematrixB = [bij]withn2 indeterminates bij , with i, j ∈ {1, . . . , n}
and compute the matrix
B˜ := [˜bij] = CoxG · B − B · CoxA.
Solve the system
b˜ij = 0, with i, j ∈ {1, . . . , n},
of n2 linear equations b˜ij = 0, with b11, b12, . . . , b1n fixed, and save the solution as Bsol.
Step 3◦ Given j ∈ {1, . . . , n}, we construct the matrix Bj ∈ Mn(Z) from B as follows: (i) we
interchange thefirst rowof Bwith the standardZ-basis vector ej ofZ
n, and (ii)wedefine the remaining
rows of Bj according to Bsol. If det B = ±1 and C = B · A · Btr , we stop with B := Bj as a result.
We finish the paper by an example illustrating the efficiency of Procedure 7.2 and the technique
allowing us to describe the ̂I-mesh translation quiver (Rq̂I , ̂I) (shown in Fig. 7.7) and the I-
mesh translation quiver (RqI , I) (shown in Fig. 7.9) of roots of the Tits form q̂I : Z6 → Z and of
the incidence form qI : Z6 → Z, for the positive poset I = P10 of Coxeter–Dynkin type E6, see Table
6.1. In particular, we show how the matrix B10 of Table 6.1 can be computed.
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Example 7.6. We consider the positive poset P10 of Table 6.1. First we construct aZ-invertible matrix
B̂1(= B10) ∈ M6(Z) such that the equation (6.0) holds for  = E6, that is, GˇE6 = B̂1 · ĈP10 · B̂tr1 ,
where ĈP10 is the Tits matrix of the one-peak poset P10.
Following Procedure 7.2, we split the construction of the matrix B̂1 into five steps.
Step 1◦Weconstruct the setRq̂P10 of rootsof cardinality72of thequadratic Tits form q̂P10 : Z6 → Z
of P10. Then compute the Coxeter–Tits transformation ̂P10 : Z6 → Z6 of P10.
Step 2◦ We split the setRq̂P10 of roots of q̂P10 : Z6 → Z into six ̂P10 -orbits.
Step 3◦ We construct the ̂P10 -mesh translation quiver (Rq̂P10 , ̂P10) of roots of q̂P10 as shown in
Fig. 7.7. We can do it by applying the mesh toroidal algorithm described in [35, Proposition 4.5,36,37,
Lemma 4.6], and Algorithm 4.8.2 in [37].
Step 4◦ ByusingTable7.3,wechoose in the ̂P10 -mesh translationquiver(Rq̂P10 , ̂P10)aprincipal
Coxeter ̂I-orbit configuration 
ĈI
I of type E6, with I = P10, as indicated in Fig. 7.7.
Step 5◦ By applying Algorithm 7.5, or by applying the formula (7.4) and using the principal Coxeter
̂I-orbit configuration 
ĈI
I chosen in (Rq̂P10 , ̂P10), we construct aZ-invertible matrix B̂1 ∈ M6(Z)
such that GˇE6 = B̂1 · ĈP10 · B̂tr1 .
By applying Steps 1◦–5◦ to the quadratic Tits form q̂
P
op
10
: Z6 → Z of the two-peak poset Pop10
dual to P10 (see [34]), we construct the ̂Pop10
-mesh translation quiver (Rq̂
P
op
10
, ̂
P
op
10
) of roots of q̂
P
op
10
,
together with a principal Coxeter ̂I-orbit configuration (with I = Pop10) as shown in Fig. 7.8. Moreover,
we construct the mesh translation quiver (Rq̂tr
P10
, Ĉtr
P10
), where q̂tr
P10
(x) = x · Ĉtr
P10
· xtr and Ĉtr
P10
:
Z
6 → Z6 is the Coxeter transformation defined by the Coxetermatrix CoxĈtr
P10
:= −Ĉtr
P10
· Ĉ−1
P10
of Ĉtr
P10
.
Note also that, by [34–36], we have
• Rq̂tr
P10
= Rq̂P10 ,
• Ĉtr
P10
= ̂−1
P10
, and
• the mesh translation quiver (Rq̂tr
P10
, Ĉtr
P10
) = (Rq̂P10 , ̂−1P10) is dual to (Rq̂P10 , ̂P10).
Fig. 7.7. ̂P10 -mesh translation quiver (Rq̂P10 , ̂P10 ) of roots of q̂P10 with a principal Coxeter ̂P10 -orbit configuration.
Fig. 7.8. ̂
P
op
10
-mesh translation quiver (Rq̂
P
op
10
, ̂
P
op
10
) of roots of q̂
P
op
10
with a principal Coxeter ̂
P
op
10
-orbit configuration.
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Fig. 7.9. P10 -mesh translation quiver (RqP10 , P10 ) of roots of qP10 with a principal Coxeter P10 -orbit configuration.
Fig. 7.10. 
P
op
10
-mesh translation quiver (Rq
P
op
10
, 
P
op
10
) of roots of q
P
op
10
with a principal Coxeter 
P
op
10
-orbit configuration.
As in Step5◦, we construct a pair ofZ-invertiblematrices B̂2, B̂3 ∈ M6(Z) such that GˇE6 = B̂2 ·ĈPop10 ·B̂tr2
and GˇE6 = B̂3 · ĈtrP10 · B̂tr3 .
As a consequence, we have ĈP10 = B̂ · ĈPop10 · B̂tr and ĈP10 = D · ĈtrP10 · Dtr , where B̂ = B̂
−1
1 · B̂2 and
D = B̂−11 · B̂3. It follows that D2 = E and Ĉ = D · Ĉtr · Dtr , where Ĉ = ĈP10 (compare with the proof of
Theorem 2.10 and [17]). The construction yields
B̂1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0−1 0 1 0 0
0 0 0−1 0 0
−1 0 0 0 0−1
1 1 0 0−1 1
1 0−1 0 0 0
0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B̂2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0−1−1 1
0−1 0 0 0 0
0 1−1 0 0 1
0 0 1 1 0−1
0 0 1 0 1−1
1 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B̂3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0−1 0 0
0−1 0 1 0 0
−1 0 0 0 1 0
1 1 0 0−1 1
0 0 1 0 0 0
1 0−1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B̂ = B̂−11 · B̂2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1 0 1−1
0 1 0 1 1−1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1−1
−1−1 0 0−1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, D = B̂−11 · B̂3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
1 0−1 0 0 0
0 1 0−1 0 0
0 0 0 0 0−1
0 0 0 0−1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and det B̂ = −1, det D = −1. By applying the arguments used in the proof of the equalities
GˇE6 = B̂1 · ĈP10 · B̂tr1 , GˇE6 = B̂2 · ĈPop10 · B̂tr2 , with q̂P10 , ĈP10 , ̂P10 and qP10 , CP10 , P10 interchanged,
we get the P10 -mesh translation quiver (RqP10 , P10) of roots of qP10 and the Pop10 -mesh transla-
tion quiver (Rq
P
op
10
, 
P
op
10
) = (RqP10 , −1P10) of roots of qPop10 (together with principal Coxeter orbit
configurations) shown in Figs. 7.9 and 7.10. Note that
Rq
P
op
10
= RqP10 , CPop10 = CtrP10 , and Pop10 = 
−1
P10
.
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Moreover,weget the followingequalities GˇE6 = B1·CP10 ·Btr1 , GˇE6 = B2·CPop10 ·Btr2 , andCP10 = B·CPop10 ·Btr ,
where
B1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0−1−1 1
0−1 0 0 0 0
0 0−1 0 0 1
0 0 1 1 0−1
−1 0 1 0 1−1
1 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0−1 0 0 0 0
0 1 0−1−1 1
0 0−1 0 0 0
0 0 1 1 0−1
1 0 0 0 0 0
−1 0 1 0 1−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B = B−11 · B2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 1 0 1−1
0−1 0 1 1−1
0 0 1 0 0−1
0 0 0 1 0−1
0 0 0 0 1−1
0 0 0 0 0−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Note that det B = −1, B2 = E, and C
P
op
10
= Ctr
P10
. It follows that C = B · Ctr · Btr , where C = CP10 is the
incidence matrix of P10 (compare with the proof of Theorem 2.10 and [17]).
Note added in proof
A complete list of positive Tits-sincere one-peak posets will be presented in our forthcoming paper
“A computation of positive one-peak posets that are Tits-sincere using Maple and Python". It contains
precisely 178posets. Except of the167Tits-sincereone-peakposets of theCoxeter-Dynkin typesE6,E7,
andE8 presented in Tables 6.1-6.3, we compute another 11 Tits-sincere one-peak posets: 3 of them are
of the Coxeter-Dynkin typesAn, and 8 are of typeDn. We show that there are no positive Tits-sincere
one-peak posets with more than 9 vertices and then we obtain the list by computer calculation.
In our forthcoming paper announced above, we also give an alternative simple proof of Proposition
4.2, by presenting a Z-invertible matrix B ∈ Gl(n + 1,Z) such that C−1δaI = B · C−1I · Btr .
We also construct an algorithm allowing us to find, for any positive one-peak poset I, aZ-invertible
matrix B ∈ Gl(n + 1,Z), with n + 1 = |I|, such that B2 = E and the equality CtrI = B · CI · Btr holds,
that is, B defines a Z-congruence of the incidence matrix CI of I with its transpose C
tr
I (compare with
[15] and [17]).
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