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L’utilisation d ’un projecteur dans différentes applications et environnements sou­
lève la nécessité d ’adapter et de contrôler l’image affichée en fonction des conditions 
d’affichage. L’image affichée par exemple dans un environnement éclairé peut appa­
raître avec des couleurs saturées et un contraste atténué. De même, son apparence 
peut être affectée par la réflectance et la géométrie de l’écran sur lequel l ’image est 
projetée. Dans ce mémoire, nous proposons une approche pour contrôler l’apparence 
de l’image affichée par la modélisation des différents facteurs affectants son affichage. 
Cette approche est basée sur le modèle de formation de l’image perçue et la constance 
de couleur entre les images observées. L’approche proposée unifie la compensation des 
effets de la lumière ambiante et de la réflectance de l’écran. Nous argumentons que le 
modèle proposé est plus général que certains modèles de compensation utilisés pour 
la constance de couleurs. L’approche proposée estime l’illuminant de l’environnement 
d ’affichage et l’illuminant cible, la réflectance de l’écran utilisé ainsi que la réflectance 
de l’écran cible. Une opération complémentaire pour la compensation de contraste 
est dérivée de la loi de Weber. Cette compensation permet d’adapter le contraste de 
l’image affichée conformément à l’intensité de la lumière ambiante. L’approche pro­
posée est vérifiée expérimentalement dans des environnements éclairés et en utilisant 
des écrans non blancs. Elle permet de camoufler l’effet de l’écran utilisé dans l’affi­
chage et de simuler les effets d’autres écrans cibles. Notre approche peut être utile 
dans certains domaines tels que le camouflage et la simulation pour des applications 
d ’art visuel et performatif.
M ots-clés: Affichage, perception, projecteur, qualité de l’image, constance de la cou­
leur, écran coloré, rehaussement de l’image.
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L i s t i n g s
Introduction
Les projecteurs ont été inventés principalement pour pouvoir afficher sur des sur­
faces de grandes dimensions. La réduction des coûts de fabrication des projecteurs a 
conduit à leur utilisation massive dans des applications diverses. Les arts visuels et 
performatifs [■'■, ], la simulation et la visualisation [ , ] sont des exemples
de ces domaines qui commencent à bénéficier de l’utilisation des projecteurs. Cette 
large diversité d ’applications rend les projecteurs utilisables dans des conditions et 
des contextes différents. En effet, la qualité d’affichage des images peut être affectée 
négativement par certains facteurs environnementaux, à savoir la surface de projec­
tion et la lumière ambiante. Dans un environnement éclairé, l’apparence de l’image 
affichée est modulée par la couleur de la lumière ambiante. Par conséquent, les cou­
leurs apparaissent pâles et saturées. De plus, le détail de l’image affichée est atténué 
d ’une manière proportionnelle à l’intensité lumineuse de la lumière ambiante. Ceci 
provoque une dégradation du contraste visuel de l’image. Par ailleurs, lorsque l’image 
est projetée sur une surface ordinaire, colorée ou texturée, son apparence sera affectée 
par la couleur, la texture et la forme géométrique de l’écran.
L’utilisation des projecteurs dans n ’importe quel environnement peut nécessiter 
la maîtrise de la constance de la couleur. Par constance de couleur, nous signifions 
l’invariance de la couleur par rapport aux conditions d ’affichage. C ette exigence peut 
signifier la réduction des effets de l’environnement sur l’image perçue ou la mise de 
l’image sous une apparence qui peut être produite sous une certaine condition d ’af­
fichage. La mise en œuvre d ’une telle stratégie dans certaines conditions d ’affichage 
peut se réaliser en choisissant des valeurs spécifiques des paramètres du projecteur 
comme l’ampoule et le contraste. Une alternative consiste à concevoir un système 
d ’affichage contextuel. Le rôle d ’un tel système est d’adapter la couleur, la luminance
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et le contraste de l’image à afficher selon l’environnement d’affichage afin d ’obtenir 
l’apparence désirée. Ceci pourrait être réalisable en intégrant une caméra dans le 
système d ’affichage avec le projecteur afin de récupérer les paramètres de l’environne­
ment, à savoir l’intensité lumineuse et la couleur de la lumière ambiante ainsi que la 
couleur et la géométrie de la surface de projection. Par exemple, l’intégration d ’une 
caméra avec le projecteur a permis de créer des apparences artistiques plus ou moins 
complexes où l’image affichée interagit avec son environnement d ’affichage [•>].
Dans ce mémoire, nous proposons un système d ’affichage contextuel pour les 
images affichées par un projecteur. Ce système est conçu pour que le projecteur soit 
employé dans des environnements éclairés et que l’écran de projection soit une sur­
face ordinaire plane. Notre approche consiste à compenser l’image à afficher avant de 
l’envoyer au projecteur. La compensation basée sur un modèle radiométrique est réa­
lisée conformément à l’environnement d’affichage dont ses paramètres sont récupérés 
par la caméra. Le modèle est développé de telle sorte qu’il permet de donner plus 
de flexibilité de faire à la fois la compensation et la simulation des environnments 
d ’affichage, selon le domaine d ’application. L’illuminant, de l’environnement d ’affi­
chage et l ’illuminant ciblé, ainsi que l’écran utilisé et l’écran ciblé sont introduits par 
le modèle. En utilisant ce modèle et en maintenant la constance de couleur entre 
les images perçues par l’œil humain, nous pouvons préserver l’apparence globale de 
l’image. Nous proposons de simuler la projection sous une lumière ambiante ayant 
une faible intensité (ou même dans une salle non éclairée) afin de réduire les effets 
de la lumière ambiante. Concernant la surface de projection, l’idée consiste à simuler 
la projection sur un écran blanc, car ce dernier ne provoque aucune modulation de 
couleur. Notre modèle englobe les deux compensations, à savoir la lumière ambiante 
ou la surface de projection.
Ce mémoire est organisé comme suit. Dans le prochain chapitre, nous donnons 
un aperçu des technologies, des architectures ainsi que des domaines d ’utilisation des 
projecteurs. Nous présentons aussi les travaux connexes existants dans le domaine 
des systèmes d ’affichage à base de projecteur, ce qui permet de mieux comprendre la 
démarche adoptée par notre travail. Dans le second chapitre, nous présentons notre 
approche pour la compensation des effets dégradant la qualité de visualisation de 
l’image affichée. Les détails de l’approche et sa contribution sont présentés via un
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article soumis à un journal international avec comité de lecture. Nous terminons ce 
mémoire par une conclusion résumant les contributions du travail ainsi que quelques 
perspectives en vue de son amélioration.
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C hapitre 1 
Systèm e d ’affichage à base de  
projecteur
Les vidéoprojecteurs actuels proviennent de technologies différentes ayant chacune 
ses propres techniques de traitem ent et d ’affichage d’images. En conséquence, cette 
diversité de technologies fournit forcément autant de qualités d ’affichage différentes 
pour la même image. En effet, le type du vidéoprojecteur influence l’apparence de 
l’image projetée sur un écran externe. Le vidéoprojecteur reçoit le signal indiquant 
l’intensité et la couleur de l’image, puis il le transfère en faisceau lumineux affiché sur 
un écran. L’image affichée est le résultat d ’une cascade d’opérations tra itan t ce signal. 
Ces opérations se diffèrent selon la technologie et l ’architecture du vidéoprojecteur. 
La qualité de l’image générée dépend principalement de la technologie du projecteur. 
Par conséquent, des dégradations des couleurs liées au système d ’affichage, peuvent 
être produites, ou géométriques, engendrées par le système optique du projecteur.
En outre, les vidéoprojecteurs produisent des images indépendantes des conditions 
réelles de visualisation. Due aux conditions d ’illumination, telles que la couleur de la 
lumière ambiante et son intensité lumineuse, l’image perçue par l’œil humain aura 
une couche supplémentaire d ’information due à cette lumière. Celle-ci se superpose 
sur l ’image affichée par le vidéoprojecteur sur l’écran de projection, de telle sorte que 
l’apparence de l’image affichée est modulée par la couleur de la lumière ambiante. 
Par conséquent, l’image perd de son contraste visuel d ’une manière proportionnelle 
à l’intensité lumineuse. Quant à l’écran de projection, sa couleur affecte l’apparence
C h a p i t r e  1.  S y s t è m e  d ’a f f i c h a g e  à  b a s e  d e  p r o j e c t e u r
de l’image, sur laquelle des altérations de couleur peuvent aussi apparaître. De plus, 
l’image affichée peut subir des déformations géométriques liées à l’écran de projection 
dans le cas où sa forme géométrique est non plane.
La position du projecteur par rapport à l’écran de projection demande une atten­
tion particulière afin de préserver la forme géométrique des images projetées ainsi que 
leur apparence. Lorsque le projecteur est placé d ’une manière non parallèle à l’écran 
de projection, l’image affichée ne sera pas rectangulaire et subit des distorsions trapé­
zoïdales. De plus, lorsqu’un objet se tient entre le projecteur et la surface d ’affichage, 
une ombre de cet objet affecte l’apparence de l’image affichée.
Dans ce chapitre, nous présentons dans un premier temps les caractéristiques de 
performance des projecteurs. Ensuite, nous détaillerons les technologies ainsi que les 
architectures des projecteurs actuels, leurs éléments optiques et les écrans de projec­
tion. Puis, nous présenterons le système d ’affichage du vidéoprojecteur ainsi que leurs 
principales opérations de traitement. Nous donnerons quelques exemples d ’applica­
tion utilisant les projecteurs. Après, nous révélerons les principaux facteurs altérant 
l’apparence des images affichées. Dans le but de compenser les effets de dégradation, 
un système de visualisation contextuelle est proposé. Finalement, dans un but illus- 
tratif des travaux connexes dans le domaine des vidéoprojecteurs et leurs applications, 
nous y consacrerons la dernière section.
1.1 Choisir le m eilleur projecteur!
Avec la multitude de technologies actuelles dans le domaine des projecteurs, l’achat 
d’un dispositif d ’affichage est devenu une tâche laborieuse qui n ’est pas évidente pour 
un non-spécialiste. En réalité, le choix d ’un tel dispositif dépend d’un ensemble de 
paramètres et de son domaine d ’application. Pour les vidéoprojecteurs en particulier, 
la qualité de perception de l’image affichée dépend de plusieurs propriétés du pro­
jecteur, parmi ces dernières, nous citons : la luminosité, la résolution, le contraste et 
le gamut de couleur. Ces propriétés sont considérées comme les descripteurs les plus 
importants de la performance d’un vidéoprojecteur.
La luminosité correspond à la quantité de lumière maximale qui peut être générée 
par le projecteur afin de former l’image. Son unité de mesure est ANSI lumens, mais
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dans la pratique, elle est mesurée aussi en cd /m 2 (candéla par m ètre carré) sur la 
surface de projection. En outre, la luminosité détermine les conditions d ’utilisation 
du projecteur. Elle permet également de définir l’environnement approprié ainsi que 
la distance convenable, le séparant de l’écran de projection pour une meilleure qualité 
de visualisation. Ainsi, on trouve des projecteurs utilisés dans des salles sombres. 
Ce type de projecteur possède une faible luminosité, dont la quantité entre 600 et 
1000 lumens est largement suffisante. Aussi des projecteurs à des fins professionnelles, 
nous citons par exemple, les présentations dans des salles éclairées ou à l ’extérieur. 
Cette catégorie d ’utilisation nécessite un minimum de 2000 lumens pour une meilleure 
qualité de projection [ ].
Pour le contraste qui se définit comme une spécification de la plage dynamique 
de l’image affichée [ il représente le rapport entre la valeur maximale Lv(blanc) et 
la valeur minimale Lv(noir) de la luminosité produite par le projecteur. Il peut être 
défini par [ ] :
=  Lv (blanc)
Lv(noir) { }
Par exemple, pour un type spécifique de projecteur, si sa luminosité maximale 
correspondant au blanc est égale à 600 c d /m 2 et sa luminosité correspondant au noir 
est à 0.4 cd /m 2, le rapport du contraste de ce projecteur est donné par 1500 :1 [ ], 
cela signifie que la valeur de luminosité maximale est 1500 fois supérieure à la valeur 
de luminosité minimale. En effet, les projecteurs performants sont ceux possédant un 
contraste plus élevé. Nous notons également que les projecteurs génèrent un minimum 
de lumière même pour le noir ([r g b] =  [0 0 0]), ce qui ne permet pas d ’afficher le 
noir exact, connu par le nom black offset [ ■].
Les couleurs reproductibles par un vidéoprojecteur (gamut de couleurs) varient 
d ’une technologie de projecteur à une autre. Un vidéoprojecteur plus fidèle à la re­
production des couleurs est celui possédant un gamut de couleur plus étendu, ce qui 
permet de générer le maximum de couleurs perçues par l’œil humain. Un gamut de 
couleur plus large indique une qualité d ’image dynamique et riche en couleurs [ ].
En effet, les meilleurs projecteurs possèdent aussi une résolution plus élevée, ce 
qui leur permet d ’afficher le maximum de détails présents dans l’image. La résolution 
du projecteur fait référence au nombre total de pixels formant l’image. Les projec­
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teurs actuels présentent des résolutions variant d ’une technologie à l’autre selon leurs 
domaines d ’application. Le tableau 1.1 montre plusieurs résolutions qui existent dans 
le domaine des dispositifs d ’affichage. Notons que Aspect ratio représente le rapport 
entre la largeur et la hauteur de l’image affichée.
1.2 Technologies des vidéoprojecteurs
La majorté des vidéoprojecteurs sont basés sur les mêmes technologies que les 
écrans. D ’ailleurs, ils peuvent être considérés comme un type particulier d ’écran [ ],
dans le sens où ils génèrent des flux vidéo en projetant des images sur des surfaces de 
projection de grande taille. En effet, les projecteurs actuels sont conçus en exploitant 
deux technologies de base : la technologie émissive et la technologie valve de lumière 
(light-valves) ]. Pour la première technologie, l’image affichée est créée par des
émetteurs de lumière. Les projecteurs CRT qui seront détaillés plus loin sont un 
exemple de cette technologie. Par contre, la technologie valves de lumière consiste 
à utiliser des modulateurs de lumière perm ettant de laisser, bloquer ou réfléchir la 
lumière selon la valeur du pixel. Les projecteurs LCD et DLP représentent un exemple 
de cette technologie, et seront aussi détaillés plus loin.
L’architecture physique des projecteurs diffère considérablement et dépendam- 
ment de leurs composants et leurs assemblages. Dans ce qui suit, nous détaillerons 
les différentes architectures de projecteur, en nous contentant de dévoiler les plus ré­
pandues : CRT, LCD et DLP. Bien entendu, chaque technologie offre à la fois des 
avantages et des inconvénients. Nous discuterons ceux de chaque technologie en termes 
de qualité de l’image affichée, etc.
1.2.1 "Vidéoprojecteur CRT
Les vidéoprojecteurs à tubes cathodiques, appelés aussi projecteurs CRT pour 
Cathod Ray Tube en anglais, représentent l’ancienne technologie émissive et sont peu 
à peu remplacés par d ’autres, plus compacts et plus faciles à utiliser. Les vidéopro­
jecteurs CRT se composent de trois tubes cathodiques de petites tailles, dont chacun 
est assigné à une couleur primaire. En fait, la technologie CRT bénéficie des caracté-
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Format name Pixels Aspect ratio
H V
QCIF 176 144 1.22
CIF 352 288 1.22
QVGA 320 240 1.33
HVGQ 480 320 1.50
VGQ 640 480 1.33
NTSC 720 480
WVGQ 854 480 1.78
PAL/SECAM 768 576 1.33
SVGA 800 600 1.33
WSVGA 1024 576 1.78
XGA 1024 768 1.33
720 p 1280 720 1.78
WXGQ 1280 768 1.67
SXGA 1280 1024 1.25
WSXGA 1366 1024 1.33
SXGA+ 140 1024 1.33
1080 p 1920 1080 1.78
UXGA 1600 1200 1.33
USXGA 1600 1280 1.25
2K 2048 1080 1.90
HDTV+ 1920 1200 1.60
QXGA 2048 1536 1.33
4K 4096 2136 1.90
QQXGQ 4096 3072 1.33
tableau 1.1 -  Résolutions des projecteurs données par
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ristiques du phosphore, celui-ci devenant lumineux au contact avec les électrons. Le 
tube cathodique est composé d ’un canon à électron générant des faisceaux d ’électrons, 
d’un écran couvert par une couche de luminophores (faceplate) et de deux réflecteurs 
horizontaux et verticaux constitués de deux bobines s’occupant d ’orienter et de placer 
le faisceau d ’électrons à l’endroit souhaité sur la couche de luminophores. Le canon à 
électron est composé d ’une cathode et d’une anode.
o
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figure 1.1 -  Tube cathodique [ 1
Le canon à électron génère des électrons par sa cathode. Ceux-ci sont accélérés par 
l’anode en appliquant une différence de potentiel pour former un faisceau d ’électrons 
vers la couche de luminophores. La trajectoire du faisceau est définie par les deux 
bobines de déflecteurs qui selon le voltage indiqué en entrée (la couleur à afficher), 
créent chacune un champ magnétique perm ettant de positionner l’électron à la bonne 
position sur la couche de luminophores. Au contact, les luminophores s ’excitent par 
les électrons et génèrent un flux lumineux. Le balayage de l’écran de luminophores 
est effectué de gauche à droite et de haut en bas avec une très grande vitesse. Fina­
lement, l’image finale affichée, au format 4/3, peut varier selon le type d ’architecture 
du projecteur. Elle est formée sur l’écran de projection en superposant trois images 
primaires. Chaque image correspondant à une couleur primaire est affichée par une 
lentille séparée. Cette superposition est compliquée et demande une installation fixe 
du vidéoprojecteur afin d ’aboutir à une meilleure convergence des trois images. En 
effet, cette convergence de pixels à partir des canaux différents est un problème signi-
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ficatif, en particulier en présence de distorsions géométriques causées par les lentilles 
de projection [ ]. En revanche, une autre architecture consiste à former l’image fi­
nale via une seule lentille de projection. Les sorties des trois tubes cathodiques sont 
combinées en utilisant des filtres dichroïques [ ] avant de traverser la seule lentille du
projecteur. Comme résultat, les distorsions géométriques et de convergence peuvent 
considérablement être évitées. On peut également avoir plus de mobilité du projec­
teur puisqu’il ne nécessite pas une installation fixe. La figure 1.2 illustre les deux 
architectures du projecteur CRT.
La résolution spatiale du projecteur CRT est déterminée par une mesure Modu­
lation Transfer Function (MTF), qui dépend principalement du diamètre de la tache 
lumineuse (taille du pixel) générée par le luminophore. Par conséquent , on peut avoir 
une haute résolution lorsque le diamètre est petit. Ceci est en corrélation avec le 












figure 1.2 -  a) Projecteur CRT avec trois lentilles, b) projecteur CRT avec une seule 
lentille. [ ]
Rappelons que la technologie émissive se fonde sur la génération de lumière sur 
demande. Pour le noir, les projecteurs CRT donnent un niveau élevé du noir par 
rapport aux autres technologies. Par conséquent, les projecteurs CRT possèdent une 
plage dynamique élevée. Dans l’obscurité, son contraste peut atteindre 3000 :1 jusqu’à 
4000 :1. En effet, comme résultat, ce genre de projecteurs sont dédiés à un type
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spécifique d ’application, ils sont utilisés dans des applications de haut de gamme, 
spécialement de simulation et de visualisation [ ].
En revanche, la technologie CRT présente quelques limites et faiblesses. Le premier 
inconvénient des projecteurs CRT réside dans sa faible luminosité, due à la réponse 
limitée du phosphore. De plus, cette luminosité devient plus saturée lorsqu’on attein t 
un certain seuil de voltage [ ]. L’autre limitation du CRT concerne son environne­
ment de visualisation qui nécessite certaines configurations. Par exemple, on trouve 
le projecteur CRT utilisé dans des salles totalement obscures. Il faut alors faire en 
sorte qu’aucune lumière vive n ’éclaire l’écran ou ne vienne se réfléchir sur l’écran, et 
que le revêtement des murs et du sol procure une très bonne absorption lumineuse 
[ ]. Ainsi, le plus grand inconvénient des CRT est qu’ils sont de grands projecteurs, 
encombrants et difficiles à déplacer [ i ] ,  ce qui limite sa portabilité et sa mobilité. Par 
exemple, le projecteur CRT de la marque Barco BG 1609 pesait 75 Kg [ ].
1.2.2 Vidéoprojecteur LCD et DLP
Vu que les projecteurs CRT présentent beaucoup de limites en termes d ’utilisa­
tion, cela obligeait les spécialistes et les concepteurs du domaine à penser à d ’autres 
technologies, plus compactes et plus performantes (où elles fournissent une haute 
résolution, une haute luminosité et un contraste élevé). Ainsi, les CRT ont été rem­
placés par de nouveaux projecteurs, se basant sur la technologie valve de lumière 
(light valves). Avec cette technologie, l’image est générée par une opération de mo­
dulation de la lumière émise par un système d ’éclairage en arrière et en utilisant 
des dispositifs de modulation de lumière [ ]. Son principe est totalement différent de 
la technologie émissive, dans le sens où avec la technologie émissive, la lumière est 
émise à la demande. C ’est-à-dire que si le pixel est noir, il n ’y aura pas de lumière 
générée. Par contre, avec la technologie valves de lumière, la lumière est émise d ’une 
manière permanente. Pour cela, elle utilise des valves qui perm ettent de laisser passer 
plus ou moins de lumière en fonction du voltage de pixel [8]. Ces valves ou modu­
lateurs sont arrangés en un ou trois panneaux de microdispositifs qui correspondent 
aux trois couleurs primaires, et chacun de ces microdispositifs correspond à un pixel. 
La figure 1.3 illustre le système de projection à base de la technologie à valves. Le
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système d ’éclairage du projecteur fournit une lumière de haute intensité en utilisant 
des lampes développées spécifiquement pour l’application du projecteur. Les compo­
sants optiques (color separation) séparent cette lumière en trois bandes de couleur, 
correspondant aux couleurs primaires. Puis, chaque microdispositif correspondant à 
un pixel, et selon le voltage du pixel, module spatialement la lumière présente en 
faisant varier la quantité de lumière passante à travers un point d ’image. Pour les 
systèmes qui utilisent plus d ’une matrice de valves de lumière, les images couleur 
doivent être superposées (color recombination) pour former une seule image couleur 
qui sera projetée par la lentille du projecteur. ["].
Selon le type du projecteur, ces microdispositifs (ou valves) peuvent être des cris­
taux liquides (CL) ou des DMD (Digital Micromirror Device). En effet, selon le méca­
nisme de fonctionnement des projecteurs LCD et DLP, leurs technologies s’appellent 
technologie transmissive et réflective respectivement. Pour les LCD, la lumière géné­
rée traverse les cristaux liquides avant qu’elle soit projetée par la lentille. Par contre, 
pour les DLP, la lumière générée par la lampe est réfléchie par les micromiroirs vers 














figure 1.3 -  Système de projection à base de la technologie light-valves
Pour les LCD, ou Liquid Cristal Display en anglais, les cristaux liquides forment 
des valves de lumières [ , ‘ ], où chaque cristal représente un pixel et est adressé par 
un transistor. Chaque panneau de cristaux liquides est situé entre deux polariseurs. 
Ces derniers perm ettent de moduler la quantité de lumière permise pour traverser le
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cristal liquide en fonction du voltage appliqué pour chaque pixel.
Le processus de formation d ’image consiste premièrement à produire une lumière 
blanche par la lampe. Pour les projecteurs tri-LCD, cette lumière se divise en trois 
faisceaux lumineux par trois miroirs dichroïques, puis les faisceaux obtenus sont ren­
voyés à travers les trois panneaux à cristaux liquides monochromes. Ensuite, dans un 
assemblage de prismes, les images correspondant aux trois faisceaux se recomposent 
en une seule image avant de traverser l’objectif vers l’écran de projection. Un schéma 















figure 1.4 -  Architecture du projecteur LCD
L’autre architecture des projecteurs fondée sur la technologie light-valves est celle 
du DLP Digital Light Processing, qui s’appuie sur l’utilisation d ’un composant DMD 
(Digital Micromirror Device) contenant de milliers de micromiroirs, représentant cha­
cun un pixel de l’image. Un micromiroir permet de réfléchir la lumière, où il se dévie 
de +10 ou -10 degrés [ ]. Dans la première position, la lumière sera réfléchie vers 
la lentille du projecteur ou vers une surface absorbante dans le cas de la deuxième 
position. Cette caractéristique permet de commuter entre ON et OFF selon l’intensité 
des pixels. La luminosité du pixel est contrôlée en spécifiant la période durant laquelle 
le pixel reste en position ON. Cette période est appelée duty cycle.
Le processus de formation d ’image est semblable à celui des projecteurs LCD.
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En effet, la source lumineuse projette de la lumière blanche qui se décompose en 
trois lumières de couleurs primaires par un prisme optique ou une roue chromatique. 
Ensuite, les trois composantes de couleur sont renvoyées aux trois matrices DMD, 
où chaque matrice correspond à une couleur primaire. Puis, la lumière sera réfléchie 
et modulée par les DMD suivant les caractéristiques des micromiroirs, ce qui permet 
de générer de bonnes couleurs. Finalement, les lumières réfléchies par les DMD sont 







figure 1.5 -  Architecture du projecteur DLP
Les projecteurs LCD et DLP sont des projecteurs possédant des résolutions natives 
qui sont déterminées par leurs structures physiques. C ette résolution est définie par 
le nombre global de valves de lumière (CL ou DMD). Par conséquent, pour faire la 
correspondance entre le pixel de l’image à afficher et le pixel physique, une opération 
de rééchantillonnage est nécessaire.
Les deux technologies présentent autant d ’avantages que d ’inconvénients. Il est 
difficile de trancher quelle est la meilleure par rapport à l’autre. Le plus grand avantage 
des projecteurs LCD par rapport aux DLP est la différence du prix. De plus, le LCD 
affiche des images plus lumineuses que celles du DLP, même avec la même lampe 
[ , ] et il consomme moins d ’énergie. En effet, le projecteur LCD fournit des images
plus lumineuses avec moins de consommation d ’électricité.
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Pour les LCD, la lumière se transmet et se projette sur l’écran de projection en 
passant par les pixels des cristaux liquides, c’est la technologie transmissive. L'image 
affichée apparaît pixélisée ou sous forme de blocs, ce que l’on appelle screen-door 
effect. Dans le cas où un pixel est endommagé, il s ’affiche sur l ’écran un point noir ou 
blanc, ce qui demande de changer tout le panneau des cristaux liquides [: ]. Ceci est 
moins remarquable avec les projecteurs DLP à cause de leur technologie réflective, 
dont la lumière générée par les pixels voisins peut compenser ou diminuer l’effet des 
pixels endommagés ]. L’autre limitation de ces projecteurs est la production du 
noir. Pour ces projecteurs, la lumière est générée d ’une manière continue, et elle est 
bloquée par les cristaux liquides et les DMD pour les LCD et DLP respectivement. 
Pour la génération du noir, une quantité de lumière passe à travers ces valves et sera 
affichée, ce qui ne donne pas un noir précis, c’est le black offset. Ceci est plus im portant 
avec les projecteurs LCD qu’avec les projecteurs DLP du fait que les panneaux LCD 
ne sont pas aussi efficaces que les matrices DMD [ ].
1.3 C om posants optiques associés
Rappelons que le projecteur reçoit en entrée le signal de l’image à afficher qui 
subit différentes transformations avant qu’il ne soit projeté par la lentille. Cela est 
assuré par un ensemble d’éléments optiques tels que les filtres, la lampe et la lentille. 
En effet, nous notons que ces composants influencent la qualité de l’image affichée, 
où chacun des composants possède ses propres caractéristiques spectrales. L’effet des 
caractéristiques spectrales est compensé par la reproduction du blanc. C ette opération 
(génération du blanc) permet de déterminer les contributions de chaque composant 
selon ses caractéristiques spectrales à la reproduction de couleur. Dans cette section, 
nous présentons les composants optiques les plus importants pour les projecteurs LCD 
et DLP.
Pour les projecteurs à trois panneaux (tri-LCD ou tri-DMD), les filtres perm ettent 
de décomposer la lumière blanche générée par la source lumineuse en trois faisceaux 
lumineux qui correspondent aux trois couleurs primaires. On les classifie en deux 
types, les filtres d ’absorption et les filtres dichroïques. selon leur fonctionnement. Les 
filtres d ’absorption absorbent de la lumière associée à une longueur d’onde spécifique
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et laissent, passer le reste. Par contre, les filtres dichroïques réfléchissent la lumière 
qui correspond à une longueur d ’onde et laisse le reste passer. Par exemple, lorsque 
la lumière blanche traverse le filtre dichroïque vert, la lumière verte sera réfléchie 
vers une direction définie, et le reste qui correspond au bleu et au rouge passe aux 
autres filtres, etc. De plus, il permet également de recombiner deux lumières. Par 
conséquent, ces filtres possèdent une certaine sensibilité spectrale qui leur permet de 
bloquer, réfléchir et recombiner la lumière. Ce genre de filtre est largement utilisé 
avec les projecteurs LCD [ : ].
Il est évident que la qualité de l’image affichée dépend de la puissance de la lampe, 
car elle est considérée comme la seule source lumineuse qui alimente le projecteur. 
L’image sera plus lumineuse lorsque la lumière générée est plus intense. De plus, la 
nature de la lumière produite est im portante aussi. Par exemple, certaines lampes 
émettent des lumières proches du jaune et du bleu qui ne peuvent pas être bloquées 
par les filtres. Ceci réduit la saturation du vert ou du rouge [. ]. Par conséquent, la 
source de lumière affecte la gamme de couleurs.
En ce qui concerne la lentille, elle fait partie des éléments les plus im portants 
du vidéoprojecteur. Son importance réside dans le fait q u ’elle projette trois lumières 
de couleur différente d ’un seul coup. De plus, elle possède la capacité de zoomer, 
c’est-à-dire qu’elle présente plusieurs distances focales, ce qui permet de projeter des 
images avec des tailles différentes en fonction des dimensions de l’écran de projection. 
Cependant, elle peut engendrer des distorsions de couleur et de géométrie [-'•].
>
1.4 Ecran de projection
Après avoir présenté les différentes technologies des vidéoprojecteurs, nous signa­
lons également que la qualité de l’image affichée dépend aussi de la surface (écran) 
de projection sur laquelle le projecteur diffuse du contenu. Cette dernière influence la 
géométrie et la radiométrie de l’image selon son type : planaire ou arbitraire.
Toute surface de projection se caractérise par son gain ou sa réflectance. Il est 
donné par le rapport entre la lumière réfléchie par l’écran, suivant une direction per­
pendiculaire, et la lumière réfléchie vers la même direction par une surface lamber- 
tienne ■]. Cette dernière est particulièrement définie par le fait qu’elle réfléchit la
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même quantité de lumière dans toutes les directions. Dépendamment de la structure 
physique de l’écran, sa réflectance varie entre 0 et 1, où 0 correspond au corps noir 
qui absorbe toute la lumière reçue. L’écran ayant une diffusion de lumière parfaite 
est celui qui possède une réflectance égale à 1 dont la lumière réfléchie est égale celle 
qui est reçue.
La classification des écrans de projection se fait selon leurs formes géométriques, 
en distinguant les surfaces planaires et les surfaces ordinaires. En effet, les surfaces 
planaires perm ettent d ’afficher des images géométriquement correctes, dans le sens où 
elles n ’engendrent aucune distorsion géométrique. Les distorsions qui peuvent appa­
raître sont créées par l’absence du parallélisme entre le plan du projecteur et le plan 
de l’écran. En revanche, la projection sur des surfaces ordinaires constitue l’un des 
problèmes les plus fréquents dans le domaine des systèmes caméra-projecteur mobiles 
(SCPM) Avec ce type d ’écran, l’image affichée parait géométriquement modi­
fiée, ce qui nécessite une étape de correction. Ce genre de projection est largement 
utilisé dans le domaine des arts visuels et des arts performatifs [' ]. On y trouve des 
applications d’illusions optiques en faisant la projection sur des objets 3D de formes 
différentes.
Cependant, nous notons qu’un nouveau type d ’écran est développé pour préserver 
l’apparence de l’image affichée dans un environnement lumineux. L’idée consiste à 
concevoir des cellules d ’écran perm ettant de réfléchir la lumière en dehors du champ 
de vision de l’observateur. Plus de détail se trouve dans [ -].
1.5 U tilisation  du projecteur
Les projecteurs ont été inventés pour pouvoir afficher sur des surfaces de grandes 
tailles. Depuis quelques années, ils ont été largement utilisés pour des applications 
de visualisation, de simulation, d’art visuel [ ], etc. Les applications de visualisation 
incluent des utilisations simples, comme des présentations dans les classes. D ’autres 
utilisations avancées sont encore au cours de développement, comme l’affichage tête 
haute (Head-up display) qui permet d ’afficher les informations nécessaires au pilotage 
sur l’environnement extérieur. Ce genre d ’application est utilisé dans les domaines de 
l’aviation et également l’automobile comme illustre l’exemple dans la figure 1.6.
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figure 1.6 -  Exemple de système d ’affichage tête haute pour automobile [ ;
Le domaine de la réalité augmentée bénéficie de l’utilisation des projecteurs pour 
la simulation des environnements. Par exemple, on trouve son application dans le do­
maine médical pour simuler des organes du corps humain. En effet, l’image tridim en­
sionnelle restituée est transparente, ce qui permet la visualisation de l’intérieur des 
organes [S]. Un exemple est illustré par la figure 1.7. Pour le domaine des arts visuels
figure 1.7 -  Exemple de la réalité augmentée dans le domaine médical [>■].
et des arts performatifs, un système de projecteur-caméra permet l’affichage sur des 
surfaces géométriquement complexes, comme les bâtiments, en créant des apparences 
artistiques où l’image affichée interagit avec son environnement de visualisation. 
Depuis les cinq dernières années, une autre catégorie de projecteurs de petites
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figure 1.8 -  Exemple de l’art visuel en projetant sur un bâtiment.
tailles (picoprojector) commence à apparaître. En effet, les limites des écrans des 
dispositifs mobiles (PDA. téléphone, caméra, etc.) sont contournées en leur intégrant 
des projecteurs pour pouvoir afficher des images et des vidéos sur de grandes surfaces.
figure 1.9 -  Le premier téléphone cellulaire doté par un pico projecteur présenté par 
Sumsung en 2009 [ ].
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1.6 Systèm e d ’affichage lié au projecteur
Nous avons montré dans la section 1.5, que les projecteurs commencent à s’intégrer 
dans une large diversité d ’applications. Le système d ’affichage à base de projecteur se 
résume par un projecteur branché à un dispositif d ’affichage (ordinateur par exemple), 
et un écran de projection. Dans cette section, nous détaillons le principe d ’affichage 
du projecteur. Plus particulièrement, nous nous intéressons aux différents traitem ents 
que le signal subit depuis son entrée au projecteur jusqu’à sa transform ation en un 
faisceau lumineux, enfin projeté sur la surface d ’affichage.
Dans ce qui suit, nous détaillons le mécanisme d’affichage des projecteurs DLP 
proposés par Texas Instrument La technologie DLP représente une solution d ’af­
fichage révolutionnaire pour les moniteurs vidéo à projection qui utilisent un semi- 
conducteur optique de façon à manipuler la lumière numériquement. Cette technolo­
gie permet de créer une connexion entièrement numérique entre un graphique ou une 
source vidéo et l’écran d ’affichage [ :]. Ces projecteurs sont numériques, car le signal 
est traité numériquement depuis l’entrée jusqu’à la sortie, comme il sera détaillé par 
la suite. Nous présentons les principales opérations du système d ’affichage de la vidéo, 
qui sont : le prétraitement, la correction et l’amélioration des couleurs, la génération 
et la séparation de la lumière, la modulation de la lumière par les DMD et enfin la 
recombinaison des couleurs et l’affichage d ’image.
1.6.1 Prétraitement
La première étape du prétraitement est le décodage. Elle consiste à convertir le 
signal analogique (qui vient d’une prise VGA par exemple) en entrée qui représente 
les valeurs RGB, à un autre signal composé en deux composantes : la luminance et 
la chrominance. Généralement, ces deux composantes sont représentées dans l’espace 
de couleur YCbCr ou YIQ. Le nouveau signal obtenu est ensuite converti du format 
analogique vers le format numérique par une opération dite A/D (Analog-To-Digital 
conversion) [ , , j. L’autre étape du processus de prétraitement est relative à la
notion de résolution. Les projecteurs DLP et LCD possèdent une résolution physique 
liée au nombre de valves de lumière (DMD ou LC respectivement). Le signal séparé 
subit une opération de ré-échantillonnage. Cette dernière est nécessaire afin de faire
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la correspondance spatiale entre le pixel physique et le pixel de l’image affichée. De 
plus, le ré-échantillonnage permet de maintenir le aspect ratio du pixel physique (DMD 
carré) pour les pixels noncarrés de l’image. Les algorithmes utilisés sont basés sur des 
techniques comme celles du plus proche voisin, de l’interpolation linéaire, des splines 
cubiques, etc. [ ].
1.6.2 Correction et amélioration de couleur
Cette étape de traitem ent a pour but d ’améliorer de la qualité. Cette améliora­
tion est conduite dans le domaine numérique et présente divers objectifs, comme par 
exemple l’amélioration des composantes de luminance et de chrominance de l’image 
[ , la réduction du bruit [ • •] et aussi la correction de couleur qui est effectuée
selon le point blanc du projecteur ] et son gamut de couleur [ , ", ]. Ces
différentes opérations sont exécutées à l’aide de divers algorithmes utilisant des opé­
rateurs comme les filtres pass-bas, pass-haut [ ; ■], etc. Le signal résultant représente 
la luminance et la chrominance améliorées. Ensuite, il est converti vers l’espace de 
couleur RGB. Cette conversion est fusionnée avec d ’autres opérateurs de contrôle du 
contraste, de la teinte et de la saturation de couleur [ i , ; ]. Le traitement de cette 
étape est donné dans [ ‘ ] par la formule suivante :
R  ' c l c2 c3 t;l v2 t>3 " et 0 0 1 0 0 Y
G = c4 c5 c6 v4 t;5 v6 0 sr 0 0 cosO —sind Cb






Color Correction Color Conversion C ontrast and Color Saturation  Hue Control
( 1 .2 )
La matrice de correction de couleur est utilisée pour l’adaptation du gamut de couleur 
afin de reproduire la couleur requise [ ].
À la fin de cette étape, les données RGB obtenues sont au format, dit plan de bits 
(bit plan data), qui vont être acheminées vers les DMD.
1.6.3 Génération et séparation de lumière
Pour les projecteurs DLP, la lumière est générée continuellement par la source 
lumineuse (une lampe) et indépendamment de la valeur de pixel en entrée. Nous 
notons cette lumière par E (A), dont A représente la longueur d ’onde du spectre visible.
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Le type de la lampe dépend du domaine d'application du projecteur. Nous distinguons 
alors deux types, à savoir les lampes tungsten halogen et les lampes HID (high intensity 
discharge) [ ].
La lumière générée E (A) est séparée par la suite en plusieurs lumières corres­
pondant aux couleurs de base du projecteur. Pour un projecteur DLP 3DMD, la 
séparation de la lumière en couleur primaires est effectuée par convolution des ca­
ractéristiques spectrales de la lampe et la réflectance spectrale des filtres dichroïques 




où Li(Xi) est la lumière résultante de la séparation, obtenue par le filtre i, dont i
représente une bande de couleur R, G ou B.
1.6.4 M odulation de lumière par les DM D
Pour mieux comprendre cette étape, nous illustrons le mécanisme de fonction­
nement des DMDs (Digital Micromirror Device). Puis, nous montrons comment les 
données RGB (sous forme numérique) sont affichées sur l’écran.
Le système DLP est basé sur un ensemble de miroirs microscopiques installés sur 
une matrice de pixels ; c’est le DMD (Digital Micromirrors Device). Le DMD se consi­
dère comme un interrupteur de lumière. Il contient une matrice rectangulaire pouvant 
aller jusqu’à 1.3 millions de miroirs microscopiques [ ]. Chaque miroir microscopique 
possède sa propre mémoire SRAM (Static Random Access Memory). Ces micromiroirs 
sont montés de façon à pouvoir de s’incliner, soit vers la source de lumière du système 
DLP (On) avec un angle de +10 degrés, soit en direction inverse de celle-ci (Off) vers 
une surface absorbante avec un angle de -10 degrés (voir figure 1.10). Dans le premier 
cas, une grande quantité de lumière sera réfléchie vers la surface de projection, ce qui 
donne des pixels clairs. À l’inverse, le deuxième cas donne des pixels sombres.
Lorsqu’un DMD est installé en coordination avec un signal vidéo (ou graphique) 
numérique, une source de lumière et une lentille de projection, ses miroirs peuvent 
refléter une image complètement numérique sur un écran ou sur toute autre surface 
[ ]. En effet, la lumière est générée par la source lumineuse d’une façon permanente,
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figure 1.10 -  Miroirs microscopiques du projecteur DLP.
indépendamment du signal vidéo. Cette lumière illumine le DMD. En fonction du 
signal vidéo, chacun des miroirs microscopiques illuminés peuvent soit bloquer la lu­
mière qui l’éclaire, soit réfléchir en direction de la lentille pour former l’image désirée 
(voir figure 1.11).
La nature numérique des DMD leur permet de recevoir en entrée une représentation
P r o j e c t i o n  
L t g h t  L c n sAbsorber
t. a  m  p
D M D  A r m y
figure 1.11 -  Mécanisme de fonctionnement du DMD
électrique (données RGB) du niveau d ’intensité de l’image à afficher, et de générer 
en sortie sa correspondance optique Conformément au flux de bits de l’image, 
la lumière produite par la source lumineuse sera alors réfléchie vers la lentille, puis
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vers la surface de projection en affichant l’image désirée. Lorsqu’un miroir est plus 
souvent en position ON  que OFF, il reflète un pixel clair. À l’inverse, lorsqu’il est 
plus souvent en position OFF que ON, il reflète un pixel foncé. Ceci est réalisé par 
une technique appelée PWM (Pulse Width Modulation).
Les couleurs RGB sont représentées par 24 bits (8 bits pour chaque couleur primaire).
figure 1.12 -  Image affichée par DMD.
La méthode PWM consiste à diviser le flux de bits de chaque couleur primaire en 
8 parties binaires, en assignant à chaque partie binaire une durée de temps selon la 
position de son bit dans le flux total. Ensuite, ces bits entrent par le pixel (miroir 
microscopique) séquentiellement en commençant par le bit de poids fort (MSB : Most 
Significant Bit) jusqu’au bit de poids faible (LSB : Least Significant Bit). Si le bit est 
à 1, le micromiroir est dans l’état ON, donc il réfléchit la lumière vers la lentille. Si 
le bit est à 0, le micromiroir est dans l’é ta t OFF, donc il réfléchit la lumière vers une 
surface absorbante. Dans les deux cas, chaque é ta t demeure une durée identifiée par 
la position de bit qu’il représente. Prenons un exemple [ ]. Pour une couleur grise
de 4 bits, 16 intensités différentes peuvent être représentées. Les durées du temps qui 
correspondent à ces bits, sont 1 (2°), 2 (21), 4 (22) et 8 (23) respectivement. Donc, le 
premier pixel (pixel de poids faible) représente une durée de 1/15 (où 15=1+2+4+8), 
le deuxième représente une durée de 2/15, le troisième représente une durée de 4/15 
et le quatrième (pixel de poids fort) représente une durée de 8/15 du temps total. 
Lorsque le micromiroir reçoit le premier bit de poids fort, il s’incline selon la valeur du
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figure 1.13 -  Intervalles de temps pour 4-bits
bit (1 ou 0), pour une durée de 8/15. Pendant cette durée, le prochain b it est chargé 
dans la mémoire du micromiroir. Lorsque la durée du premier b it termine, le micro- 
mirroir prend l’état indiqué par le deuxième bit qui est déjà chargé dans la mémoire. 
En conséquence, la lumière générée par la lampe, qui illumine le micromiroir, soit elle 
est réfléchie vers la lentille (b it= l), avec un pixel clair qui sera affiché sur la surface, 
soit elle est réfléchie vers la surface absorbante (bit=0), avec un pixel noir qui s ’af­
fiche. Ce processus se répète jusqu’à parcourir tous les bits représentant l’image. La 
vitesse de commutation d ’états est très rapide, de telle sorte que l’œil humain capte 
une constante d ’intensité qui s’affiche. Pour les projecteurs DLP, la durée minimale 
de 1/255 (où 255=128+64+32+16+8+4+2+1) correspond au bit de poids faible, et 
la durée maximale de 128/255 correspond au bit de poids fort.
1.6.5 Recombinaison de couleur et affichage d ’image
Pour un projecteur de 3 DMD, l’opération de PWM est faite pour les 3 DMD en 
parallèle, où chacun des trois DMD réfléchit la lumière qui lui correspond vers soit 
la lentille soit une surface absorbante. Les trois faisceaux lumineux réfléchis vers la 
lentille sont recombinés en utilisant un prisme, par convolution des caractéristiques 
spectrales des lumières réfléchies et la réflectance spectrale du prisme [ ]. La lumière 
recombinée résultante est affichée à travers la lentille de projection sur l’écran de 
projection.
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figure 1.14 -  Système d ’affichage du projecteur DLP (3 DMD) [_ :].
1.7 Facteurs de dégradation de l’im age observée  
par l’œ il hum ain
Dans cette section, nous présentons les dégradations affectant l’image affichée par 
le vidéoprojecteur et regardée par un observateur. Soit l’image originale I  à afficher 
par un projecteur sur une surface de projection ordinaire E. L’image résultante sur 
l ’écran de projection est notée Iv. L’image projetée est observée par l’usager et notée 
I0. Dans un environnement éclairé, l ’image ID apparaît différente de l’image / .  En 
effet, cette différence est engendrée par de nombreux facteurs. On peut les classifier 
en deux catégories à savoir les facteurs dégradant la reproduction de l’image originale 
qui se résument par le vidéoprojecteur, ainsi que les facteurs dégradant la perception 
de l’image liés à l’environnement de visualisation, où l ’on fait appel à l’écran de 
projection et à la lumière ambiante. La chaîne de dégradation, altérant l’apparence 
de l’image projetée, est donnée par la figure 1.17. Examinons chacun de ces facteurs.
Le vidéoprojecteur affecte la reproduction de l’image originale I,  ce qui a une in­
fluence sur la qualité de l’apparence de l’image. Sa qualité dépend fortement du degré 
de fidélité de la reproduction des couleurs de l’image par le vidéoprojecteur. Dépen- 
damment de sa technologie, un vidéoprojecteur ne peut pas reproduire toutes les 
couleurs avec précision. Ceci est dû aux caractéristiques physiques du projecteur que
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nous nous contentons de les résumer en deux éléments. Le premier élément concerne 
son intensité lumineuse, résumé par sa lampe, possédant une limite maximale. En 
conséquence, les images ayant une large dynamique (une large plage de contraste) 
sont modifiées. Le deuxième élément s’intéresse à sa palette de couleur, où on trouve 
des gamuts de couleur de tailles différentes. Pour les CRT, ceci est déterminé par 
les caractéristiques spectrales du phosphore, et pour les LCD et DLP, le gamut de 
couleur est déterminé par la convolution des caractéristiques spectrales de la lampe 
et les spectres de transmission et de réflexion des filtres optiques Cette variabilité 
de gamut de couleur d ’un projecteur à l’autre signifie qu’une même image pourrait 
être affichée avec une qualité satisfaisante par un projecteur et non pas par un autre. 
Ceci est expliqué par le fait que l’image qui est mal affichée présente des couleurs non 
reproductibles par le vidéoprojecteur, qui se situent à l’extérieur de son gamut.
(a) Image originale. (b) Image projetée sur un
écran texturé.
figure 1.15 -  Exemple de l’effet la couleur et de la texture de l’écran de projection sur 
l’apparence de l’image affichée.
Le deuxième facteur qui influence la perception des images projetées est l’environ­
nement de visualisation. Il intervient par deux éléments, à savoir la surface d ’affichage 
et la lumière ambiante. Ces derniers présentent un rôle crucial sur la reproduction 
des images affichées. En effet, la forme géométrique et la couleur de l’écran de projec­
tion infléchissent la visualisation de l’image (figure 1.15). C’est pourquoi la meilleure 
visualisation en termes de fidélité de couleur exige que la surface soit plane avec une 
couleur blanche. Toute autre forme de l’écran (sphérique, ex.) altère géométrique­
ment la perception de l’image. De plus, la visualisation de l’image sera modulée par 
la couleur de l’écran. Pour un système de vidéoprojection, l’apparence de l’image 
sera d ’autant meilleure que la lumière ambiante est faible. C ette dernière contribue
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(a) Image originale (b) Image projetée dans un 
environnem ent lumineux
figure 1.16 -  Exemple de l'effet de la lumière ambiante sur l’apparence de l’image 
affichée.
par ses deux propriétés, à savoir son intensité lumineuse et sa couleur. En effet, la 
dégradation de l’apparence de l’image est relativement proportionnelle à l’intensité 
de la lumière (figure 1.16). Prenons un exemple. Sur un écran de projection plan et 
blanc (réflectance=l), la même image projetée sous la lumière incandescente (éclai­
rage domestique) et sous la lumière du jour ne pourra pas avoir la même apparence. 
Ainsi, dans le premier cas, elle est mieux visible que dans le deuxième, avec une 
luminance et un contraste atténués par l ’intensité élevée de la lumière du jour. En 
outre, la couleur de la lumière affecte aussi l’apparence de l’image. Par exemple, sous 
un illuminant incandescent rouge, l ’image apparaîtra plus rougeâtre. Sa couleur s ’en 
trouvera modulée par la couleur de la lumière ambiante.
1.8 Systèm e de visualisation  contextuelle
Le système de visualisation contextuelle est l ’association du dispositif d ’affichage 
(projecteur), un périphérique d ’acquisition (caméra), l’environnement, et les spécifici­
tés de l’usager. Chacun de ces éléments contribue à la dégradation de l’image originale 
lors de la visualisation [ ! v].
Une scène S  prise par une caméra C , représente la lumière de la scène Ls  réfléchie par 
ses objets vers l’optique de la caméra. L’image I  capturée est appelée l’image de la 
scène. L’image affichée sur l’écran de projection E  est appelée Iv, elle ne reproduit pas 
exactement l’image /  car le projecteur possède ses caractéristiques qui produisent un 
traitem ent de nature physique qui change la qualité de l’image affichée. Dans un envi-
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Lumière scène Ls Lumière ambiante La
/ I V
Scène Caméra C Vidéoprojecteur Écran £  Observateur 0  Image perçue
Image I Image Iv Image h
figure 1.17 -  Chaîne de dégradation affectant l’image projetée.
ronnement éclairé par une lumière ambiante La, un observateur 0  regardant l’image 
Iv affichée sur l’écran de projection E ,  perçoit une image IQ différente de l’image I.
Comme motionné dans la section 1.7, l’image projetée sera d ’autant meilleure que 
la lumière ambiante est faible, à condition que l’écran de projection soit une surface 
plane et de couleur blanche. En effet, les deux images I  et Ia appartiennent à deux 
environnements différents où chacun a son propre repère. Concrètement, chaque image 
possède ses coordonnées dans le repère qui lui appartient. Le rôle d’un système de 
visualisation contextuelle est d ’obtenir une image IQ d ’autant plus semblable à l ’image 
I.
Si nous définissons Tp comme l’ensemble des transformations que subit l’image /  
depuis l’entrée du vidéoprojecteur jusqu’à la génération de la luminosité à travers sa 
lentille. Cette lumière générée représente l’image Ip affichée par le vidéoprojecteur. 
Nous l’écrivons comme suit :
Ip = Tp (I) (1.4)
En absence de la lumière ambiante, l’image Ip  subit par la suite des transformations 
notées Tp liées à l’écran de projection E. Nous supposons que l’écran de projection 
est une surface plane, ce qui signifie que les transformations sont engendrées par sa
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couleur. Le résultat est l’image projetée I v qui s ’écrit sous la forme :
Iv =  TE(Ip)  (1.5)
Si nous supposons que l’observateur est en face de l’écran de projection, les dé­
gradations qui pourront affecter l’apparence de l’image sont des dégradations radio- 
métriques et non géométriques, qui sont liées aux capacités et spécificités visuelles
de l’observateur. Soit Tl l’ensemble des transformations que subit l’image Iv par la
lumière ambiante et l’observateur, le résultat sera l’image perçue IQ, cette transfor­
mation s’écrit sous la forme :
Io =  Tl (Iv ) (1.6)
Ou encore :
I o  = Tl ( t e ( t p ( I ) ) )  (1.7)
L’image projetée dans ces conditions subit trois transformations après qu’elle se soit
t  Lumière ambiante La
/ i v
Image I Vidéoprejecteur Écran £  Observateur 0  Image perçue
Image Iv Image lo
figure 1.18 -  Système de visualisation contextuelle proposé.
affichée. Pour avoir une constance d ’apparence de l’image ( / ~  I a), l ’idée consiste 
à prendre en considération les effets de toutes ces transformations sur l’image. Pour 
ce faire, si nous considérons que les transformations citées avant sont linéaires, une 
transformation Tcotnp doit être appliquée à l’image avant qu’elle soit envoyée au vi-
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déoprojecteur (figure 1.18). Elle peut être exprimée de la manière suivante :
Io =  TL(TE ( Tp ( T conip( I ) ) ) )  (1.8)
où Tcamp représente un ensemble de transformations inverses tel que :
Tcomp = T p lTÊ1T £ 1 (1.9)
1.9 Travaux connexes
La recherche scientifique dans le domaine des vidéoprojecteurs est assidue depuis 
la dernière décennie, elle a connu beaucoup d ’intérêt par la communauté de la réalité 
augmentée et de la vision par ordinateur [■ ]. Les diverses applications des vidéopro­
jecteurs ainsi que leurs multiples problèmes sont d ’une grande motivation pour les 
chercheurs. Les méthodes existantes sont variées, de même que les conditions réelles 
liées à leur utilisation. Il peut s’agir d ’étudier la projection sur des surfaces ordinaires 
[ h  ,  ; ,  j u ,  i  1 ,  i t . ,  j ,  j  ,  i  ,  - j s ]  ou d ’étudier l’effet de la lumière ambiante sur
l’apparence des images projetées [ i o ,  i  i ,  < ï, 1 ]. De plus, certaines études s ’attachent
à la projection dans des environnements statiques [ . ; , : > tandis que d ’autres
s’intéressent à des environnements dynamiques [; ]. Dans ce dernier cas, quelques
méthodes sont utilisées pour accélérer la compensation en temps réel [ i  ]. En effet, 
nous classifions les travaux existant en deux catégories selon leurs natures de tra ite­
ment.
Dans cette section, nous donnons brièvement un aperçu des approches et des 
méthodes proposées pour la compensation de la lumière ambiante et de la couleur de 
la surface de projection.
1.9.1 M odèle physique
Les techniques de cette catégorie sont basées sur des modèles de formation d ’image. 
Nayar et al. [ ] ont proposé un modèle de compensation des surfaces planes texturées.
Ils ont utilisé un système de projecteur-caméra. La correspondance géométrique entre
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le projecteur et la caméra est décrite par des polynômes en morceaux de deuxième 
degré. Le modèle de compensation radiométrique est donné par : C  =  V P ,  où C  est le 
pixel de la caméra, P  est le pixel du projecteur et V  représente la matrice de mélange 
de couleur qui englobe la réflectance de la surface et les différences spectrales entre 
le projecteur et la caméra. L’image compensée qui est envoyée par le projecteur est 
formée par P  =  V ~ l C. Les données requises pour l’estimation des paramètres de ce 
modèle ont été rapportées à 500 Mo pour une caméra avec une résolution de 640x480 
et un projecteur avec une résolution de 800x600. La méthode consiste à calculer la 
matrice de mélange de couleur pour chaque pixel de la caméra ainsi que la fonction 
de transfert du projecteur. Cela demande la capture de 260 images.
Une autre approche similaire a été proposée dans [ > ]. Grossberg et al. ont pro­
posé un modèle de compensation radiométrique pour la projection sur des surfaces 
géométriquement complexes. Une autre version de l’algorithme de compensation pré­
senté dans [ ] a été conçue. Le modèle radiométrique donné par C — V P  +  F,  où F  
représente la lumière ambiante de l’environnement. Le calcul des paramètres de cette 
approche nécessite un ensemble de 6 images. Par conséquent, la quantité des données 
nécessaires est réduite à 7 Mo.
Les deux approches décrites précédemment se basent sur un calibrage hors ligne 
pour l’estimation des paramètres, ces derniers étant acquis en ligne. Fujii et al. [ i  i ]  
ont introduit un algorithme de compensation radiométrique en temps réel dans des 
environnements dynamiques. Pour le calibrage géométrique, le projecteur et la caméra 
sont coaxiaux en m ettant un miroir semi-réfléchissant. Le modèle radiométrique est 
basé sur les deux modèles précédents, c’est-à-dire qu’il prend en compte la contri­
bution de la lumière de l’environnement F  et le changement de réflectance A  de la 
surface. Il est donné par l’hypothèse : C — A ( V P  +  F). Dans ce cas, A  est une 
matrice diagonale 3x3. La compensation dynamique au temps t est basée sur les hy­
pothèses suivantes : V  reste constante, P  est la projection connue, les changements de 
la lumière de l’environnement sont négligeables (F 1 ~  F 0) et C 1 est capturée par la 
caméra. En se basant sur ces hypothèses, les changements de réflectance de la scène 
sont pris en compte en utilisant l’erreur entre l’image capturée et l’image désirée. La 
compensation est effectuée en temps réel.
Les trois méthodes présentées se basent sur le calcul d ’une matrice V  pour chaque
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pixel de la caméra. Chen et al. proposent l’usage d ’une seule matrice pour toute 
l’image en supposant que la distribution spectrale du projecteur est stable [ ], au
lieu d ’une matrice pour chaque pixel [ . , , ]. Cette matrice est indépendante de
la surface de projection et de la lumière ambiante.
La transformation de couleur entre le projecteur et la caméra est définie par une 
matrice de mélange de couleur 3x3 pour chaque pixel de la caméra [ , : , ] ou pour
toute l’image [ ■ ]. Cependant, l’estimation et l’application de cette matrice baissent 
la vitesse de compensation radiométrique d ’une manière linéaire à l’égard de la taille 
de l’image [ >]. En conséquence, une méthode de compensation radiométrique qui 
élimine le mélange de couleur entre le projecteur et la caméra a été proposée dans 
[ : ]. Ce mélange de couleurs est dû au chevauchement des réponses spectrales entre le 
projecteur et la caméra. Lee et al. [ .">] ont limité la réponse spectrale de la caméra en 
petites bandes en utilisant des filtres de couleur. Cette méthode est testée en absence 
de la lumière ambiante avec l’écran de projection qui est uniformément blanc.
1.9.2 M odèle psychophysique
Les approches de ce modèle adaptent le contenu de l’image selon les caractéris­
tiques du projecteur avant de réaliser la compensation. Wang et al. [ h>] ont conçu une 
technique basée sur les propriétés du système visuel humain pour fournir des images 
compensées, tout en préservant la qualité photométrique (luminosité et contraste) de 
l’image originale. Cette technique est testée sur des images en niveau de gris. Elle est 
basée sur les hypothèses suivantes : l ’écran de projection est blanc, l’absence de la 
lumière ambiante, un coefficient global a  =  0.5678 pour la compression du contraste 
de l’image en entrée et la fonction de réponse spectrale de la caméra est supposée 
linéaire. Ashdown et al. [.'] ont proposé une autre technique adaptative pour la com­
pensation photométrique basée sur le contenu de l’image. Un schéma a été conçu pour 
cet objectif. Premièrement, la chrominance de l’image originale est transférée dans le 
gamut de couleur du vidéoprojecteur. Puis, la luminance est ajustée par une méthode 
basée sur les équations différentielles. La lumière ambiante est supposée stable et 
l’écran de projection est une surface lambertienne (c’est-à-dire, une surface diffuse).
Une autre méthode de préservation de la qualité photométrique de l’image pro-
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jetée dans un milieu éclairé a été présentée dans [ ]. Monobe et al. ont proposé un
algorithme pour préserver localement le contraste de l’image projetée en présence de 
la lumière ambiante. Ils ont simulé la projection dans une salle noire (absence de lu­
mière ambiante). La première étape consiste à trouver la transformation entre l’image 
originale et la même image projetée en absence de lumière. Ensuite, le contraste a t­
ténué par la lumière ambiante est rehaussé à celui de l’image originale en utilisant la 
correction gamma. Finalement, le niveau de luminance de l’image est compensé par 
une correction linéaire. Cette méthode suppose que l’écran de projection soit blanc.
Grundhôfer et Bimber [ ] ont présenté un algorithme de compensation radio­
métrique de la surface de projection, qui est basé sur le contenu de l’image. Il a 
été implanté entièrement sur un GPU ( Graphics Processing Unit) afin d ’accélérer 
l’exécution de l’algorithme de compensation en temps réel. Au début, la surface de 
projection est analysée afin de déterminer sa réflectance et sa géométrie. Le contenu 
de l’image est ensuite analysé afin de déterminer les valeurs moyennes de luminance 
et les hautes fréquences. La compensation est effectuée en deux étapes. Les valeurs 
d ’intensité sont mises à l’échelle globalement en fonction de la réflectance de l’écran de 
projection et du contenu de l’image. Le résultat est analysé pour corriger les erreurs 
qui seront ajustées par l’ajout d ’une quantité de flou par un filtre gaussien. L’autre 
étape consiste à une mise à l’échelle des intensités de l’image d ’une manière globale 
avec des valeurs de luminance également ajustées localement en fonction des erreurs 
corrigées [ "].
1.10 A nalyse des travaux connexes
Selon l’analyse des méthodes présentées dans la section précédente, nous pouvons 
faire deux remarques importantes :
-  La projection dans des environnements lumineux en préservant l ’apparence de 
l’image est très peu étudiée par les méthodes proposées, de sorte que la lumière 
ambiante soit, soit négligée (salle noire), soit prise avec une faible intensité.
-  Les modèles proposés ne prennent pas en compte les capacités perceptuelles de 
l’œil sur la visualisation d ’image.
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Dans le travail qui suit, nous proposons une approche de compensation des condi­
tions de visualisation des images projetées. L’approche est présentée par un modèle 
physique de formation d ’image. En se basant sur l’idée de simuler les environnements 
dans lesquels on peut avoir une bonne qualité de visualisation, on obtient à la fois 
une meilleure compensation de la couleur de l’écran de projection et une remarquable 
réduction de l’effet de la lumière ambiante sur l’image affichée sous la lumière du 
jour. Pour surmonter l’atténuation du contraste visuel par la lumière, nous proposons 
une transformation de rehaussement du contraste en fonction de la lumière ambiante 
pour que l’œil humain soit capable de distinguer mieux les détails de l’image affichée.
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V isualisation  contextuelle  pour  
systèm e d ’affichage à base de 
projecteur
Dans ce chapitre, nous présentons un travail tra itan t la visualisation contextuelle 
pour les systèmes d ’affichage à base de projecteur. L’objectif à long terme consiste à 
rendre les projecteurs utilisables n’importe où, en préservant l’apparence de l’image 
projetée. En effet, l’apparence de l’image affichée est influencée négativement par deux 
principaux facteurs environnementaux à savoir la lumière ambiante et la surface de 
projection. Dans un milieu éclairé, l’image affichée apparaît avec des couleurs pales 
et modulées par la couleur de la lumière ambiante. De plus, la lumière ambiante a tté ­
nue le détail de l’image affichée dont elle perd de son contraste visuel d ’une manière 
proportionnelle à l’augmentation de l’intensité lumineuse de la lumière. Encore plus, 
lorsque l’image est affichée sur une surface colorée ou texturée, son apparence sera 
dégradée de telle sorte qu’elle sera modulée par la couleur et la texture de la surface. 
Par conséquent, la conception d ’un système éliminant ces effets environnementaux est 
primordiale. Pour ce faire, nous proposons une approche de compensation basée sur 
le modèle de formation de l’image perçue par l’œil humain. L’image est alors corrigée 
avant de l’afficher par le projecteur. L’image corrigée et afficgée, peut intéragir avec 
son environnement d’affichage afin de créer l’apparence désirée. Cette dernière dépend 
de la constance de couleur adoptée. Nous proposons l’application de la constance de
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couleur dans deux niveaux différents du processus de la formation de l’image perçue. 
Le premier niveau consiste à avoir une constance de couleur entre l’image originale et 
l’image affichée, perçue par l’observateur. Cette constance permet de préserver l’ap­
parence de l’image perçue. Le deuxième niveau de la constance de couleur consiste 
à m ettre deux images perçues dans deux environnements différents, paraissent iden­
tiques. Cette constance de couleur est conçue pour simuler les apparences obtenues 
dans des environnements cibles. En effet, le choix de la constance de couleur adéquate, 
dépend principalement du but de l’application.
Ce travail est réalisé sous la direction du Professeur Djemel Ziou (Université de 
Sherbrooke). Ma contribution dans ce travail réside dans la vérification du modèle, 
sa mise en œuvre et sa validation expérimentale.
Les détails de l’approche proposée sont présentés dans la suite du chapitre sous 
forme d ’un article qui a été soumis dans la revue Pattern Recognition Journal . L’ar­
ticle est sous le titre " Color Constancy for Visual Compensation of  Projector Displayed 
Image'.
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Abstract
The color of an image displayed by a projector-based display system can be distorted 
by features of the device, the ambient light, the projection screen, and also the ob­
server. This has raised the need to correct the image during the display to eliminate 
these effects and to ensure a constancy of the color appearances. The color constancy 
could have different meanings, it can be achieved at different steps of the schema of 
the projector image sensed by the human eye. In this paper, we propose models for 
controlling the appearance of the displayed image. We reformulate the problem of the 
color constancy, and we argue tha t the computational color constancy can be set at 
different steps. The choice of the appropriate step is guided by the goal of the appli­
cation. Based on our knowledge, it follows that the proposed models go further the 
established one. In addition, we propose a complementary operation for the contrast 
compensation which is derived from the Weber’s law. We verify through formal and 
empirical validations tha t the proposed methods significantly produce the desired 
colors. The first method allows to preserve the image appearance. The second one al­
lows to cover-up the screen effects and to simulate other effects of the target screens. 
Experimental results show the merits of the proposed method in some applications 
like camouflage and simulation.
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2.1 Introduction
Projectors become more proliferate and integrated in multiple areas. However, the 
quality of the displayed image can be adversely affected by the  device used and the 
real viewing conditions. The displayed image under bright conditions may appear with 
washed colors and attenuated contrast. The appearance of an image captured under 
illuminant D65, will be also affected when it is perceived under another illuminant. 
Thus, the mismatch between the display environmental illuminant and the illuminant 
of the image acquisition may influence the perception of the image. In addition, the 
displayed image under an ordinary surface will be affected, where its appearance 
will be modulated by the color and the geometry of the surface. Furthermore, the 
projector and depending on its technology, could affect the quality of the displayed 
image. The transfer function, and the embedded color signal processing influence the 
color generation. Moreover, the sensed image quality depends also on the spectral 
abilities of the human visual system (HVS). As it is characterized by its nonlinear 
response to the intensity of the ambient light [?], this means that the perceived 
contrast of the image will be necessarily affected.
The use of a projector anywhere is a challenging task th a t requires controlling 
the appearance of the sensed image. Indeed, we need for some applications, an image 
appears for a normal viewer the same regardless of where of how it is displayed. 
Similarity is desired between the image as it was created and the modified image 
viewed [ :]. However, we prefer in some cases to control the display conditions in 
order to cancel out or to create some distortion effects such as in the performance 
art. Despite their importance for the display manufactures ], few works have been 
interested to control the viewing conditions. Therefore, we believe th a t the display 
device should be equipped with a system which allows to control colors according to 
the viewing conditions.
Controlling effects of the viewing conditions can be done through two approaches. 
The materiel approach consists in monitoring the projector settings according to the 
environmental features, such as the ambient light which can be measured by a pho­
tometer [: :, : ]. This equipment measures the physical value of the light present 
in the environment rather than its perceptual impact [ ]. Or, it consists to design
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some specific screens in the manner tha t the ambient light will be reflected out of 
the observer direction [ ], where it requires some specific configurations concerning
the viewer position to the screen. The materiel approach is valid for controlling the 
ambient light, however, the compensation of the projection screen could not be per­
formed since the spatial reflectance values of the screen are required. On the other 
hand, the image approach adopted in this work, consists in modifying the original 
image before sending it to  the projector [ , , , , , , ■ This modification is
performed according to the values of the viewing conditions features. These latter can 
be recovered through acquiring images of the projection screen. Indeed, the modified 
image displayed by the projector can create the desired appearance by interacting 
with the environmental parameters.
This paper is organized as it follows. In the next Section, we present the problem 
statement. After, in Section 3 we detail our proposed models of the compensation of 
the environmental conditions. Then, Section 4 provides details on the m ethod used in 
parameters estimation. In Section 5, the experimental results are presented. Finally, 
we conclude this paper with a summary of the work.
2.2 Problem  statem ent
As it is indicated above, several factors influence the appearance of the displayed 
image, among them, there is the projection surface and the surrounding lights. Conse­
quently, the projected image will undergo two transformations noted S  and L, res­
pectively. Furthermore, The effect generated by a projector can be represented by 
a transformation D. Moreover, we note effects due to HVS by a transform ation O. 
Indeed, for an original image I  tha t will be displayed by a projector, its corresponding 
image sensed by a viewer noted Io, could be measured by an approximate transfor­
mation. Formally, the image Io  can be written by Eq. (2.1).
Io = 0 (L (S ( D ( I ) ) ) ) .  (2.1)
We note that the limitations of the HVS in terms of contrast perception and 
ambient conditions should be considered. Therefore, a correlation can be deduced
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between the intensity of the surrounding light, the response of the human eye and 
the perceived contrast. This can be expressed by a model which will be described 
later. Indeed, controlling the desired appearance of an image requires to be aware of 
all effects of viewing conditions that adversely influence the appearance.
In this paper, we address the control of the viewing conditions for projector-based 
display system through the color constancy concept. The goal is to make displayed 
images invariant to some factors depending to the use purpose. In the literature, the 
color constancy has been widely studied for monitors, in order to make the displayed 
image invariant to the illumiant of the environment. It was never explicitly broached 
for projector based display systems. It consists to make image invariant to a set of 
factors rather than the illuminant. For images displayed by a projector and viewed 
by a normal viewer, we show that the color constancy concept could be explored 
in different ways under some assumptions. In this work, as it is shown in Fig. 2.1, 
we categorize applications into two possible scenarios; 1) preservation of the image 
appearance, and 2) simulation of the image appearance as it will be detailed later. By 
the first scenario, we propose to preserve the appearance of the displayed image sensed 
by a viewer to appear similar to the original image as it was created. Consequently, 
the sensed image should be invariant to the response of the projector, the ambient 
light, the projection screen and also the response of the viewer. For example, we can 
perceive a sunset image as it was captured by a camera independently of how or 
where it is displayed. By the second scenario, we were interested to make two images 
viewed under two different conditions appear identical. This scenario was particularly 
designed in the perspective of simulation, whereby, we can simulate other effects th a t 
can be produced under specific environments of visualization. For example, this can be 
used for some applications of visual arts and performative art, where we can create 
some artistic effects. Therefore, the illuminant of the display environment and the 
target illuminant are introduced by the proposed model for this scenario, similar to the 
current and the target screen reflectance. In addition, aiming to produce the desired 
visual contrast of the displayed image under bright conditions, the nonlinearity of the 
HVS is considered, where the image contrast is enhanced according to the intensity 
of the surrounding light using the Weber law.
In the field of the environmental conditions compensation, there exist in litera-
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Screen 2Screen \
(a) (b)
figure 2.1 -  The proposed color constants, (a) the color constancy considered is be t­
ween the sensed image A  and the original image I, (b) and the color constancy 
considered is between the sensed images B  and A  under two different conditions.
ture two families of methods : the heuristic methods and the image formation based 
methods. These methods were designed principally in order to reduce all or some 
effects of the environmental conditions, where the above transformations have been 
studied. For the heuristic methods, works [ , , i  ] proposed frameworks considering
the preceding transformations separately. In [ 1 ], the method was based on power law 
function to map the input range to the output range, considering the contrast enhan­
cement. We note that the compensation algorithms based on heuristic methods are 
different from ours. Methods based on the image formation are designed for image 
captured by a camera contrary to us, where we were interested by the observer sensed 
image. Consequently, the contrast correction was not studied by these methods. We 
can consider the color constancy between the original image and the image captured 
by a camera (first scenario), is considered by this family of methods. The transfor­
mation S  is considered in [ -  , ], and L  in [ • ]. They [ :, ;• ] proposed a set of
parameters higher to a matrix 3x3 of color mixing for every pixel of the image. Au­
thors in [ i ] proposed a method based on one color mixing m atrix for the entire 
image. However, in a dark environment, this m atrix is eliminated in [T1] by using a 
color filter for the projector and the camera. Formally, to compensate the surrounding 
lights, our method proposes to perform well with one global estim ated m atrix 3x3 
for all images, unlike works [ , ], tha t relies on vector 3x1 for every pixel. For
a comparison purpose, the table 2.1, shows the proposed works and their conside­
red transformations. The symbol (+) indicates that the specified transformation is 
studied by the referenced work.
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We can resume contributions of the paper as the followings. 1) We reformulate 
and exploit the computational color constancy concept for projector systems. 2) We 
propose models for appearance preserving as well as appearance simulation based 
on the HVS, and consequently, 3) we deduce an operation for contrast correction 













tableau 2.1 -  Considered transformations in the related works.
Works Transform ations Scenario Model
UsedProjector Screen Illum inant Contrast
i ! + + Constancy between the original image and the camera captured image Image captured by a camera
[ + + + Constancy between the  original image and the camera captured image Image captured by a camera
[ + + + Constancy between the  original image and the camera captured image Image captured by a camera
[ + + Constancy between the original image and the camera captured image Image capt ured by a camera
[ + + Reduction of the screen effect for the observer Heuristic
[ ] + + Constancy between the  original image and the camera captured image Heuristic
+ + Constancy between the original image and the camera captured image Heuristic
+ Simulation of the image contrast obtained in a  dark room Power law
Our
Work
+ + + + Constancy between the original image and the retina sensed image 
Simulation of a  target appearances
Image sensed by an eye retina
Oi
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2.3 Proposed  m odel
In this section, we provide details of each model corresponding to two scenarios 
described above, by modeling the spectral response of the projector, the screen reflec­
tance, the surrounding lights and the spectral response of the viewer. Transformations 
could be linear [ , , , ] or nonlinear [ ]. In this work, we consider all trans­
formations as linear.
To this end, we need to further develop the model of the sensed image formation in 
Eq. (2.1). Then, we will explain how we can employ the color constancy between the 
sensed image and the original image, as well as two sensed images under two different 
environments. After that, as the HVS is affected by the surrounding light, it becomes 
harder to see details of the displayed image in bright conditions. Consequently, the 
visual contrast of the sensed image will be attenuated. Therefore, to overcome this 
limitation, we propose a method to enhance the contrast of the displayed image 
according to the surrounding light intensity. Note th a t the projector has three-color 
channels R, G and B.
The projector input pixel Ik of the k th band of an image is modulated by its 
spectral response t k(X), which includes all spectral responses of the projector optical 
components such as the lens and the physical processing operations. The light genera­
ted by the projector through its lens is given by Eq. (2.2) [ , ; ], where A represents
the wavelength of the visible spectrum. A linear transformation D  is considered as in 
[ ], since the DLP projectors used are assumed digital linear systems [ ].
Note tha t the colored point of the projection screen has a spectral reflectance re­
presented by pkc(A), where k in { R , G , B } ,  it is considered as the color channel of 
the screen. Let Za(A) be the spectral distribution of the actual surrounding illumina­
tion. The human eye receives a mixture of lights that are reflected by the projection 
screen. These lights come from the projector and the surrounding illumination. Yet 
the radiance R k of the scene point in the direction of the viewer’s eye is written as it 
follows :
E k( A) =  7fc(A)tfe(A). (2 .2 )
Rk{ A) =  (7fc(A)tfc(A) +  la(XŸjpkc(\). (2.3)
4 6
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Let Sfc(A) be the spectral perceptual abilities of the viewer when the eye has adapted 
to the surrounding light la. The effects of eyes optics can be considered as encoded in 
Ik- Under the above conditions, the sensed image Ak by the viewer can be w ritten as
Afe =  J  (h(X) tk(X)  + lak(X))Pkc(X)sk(X)dX. (2.4)
Eqs. (2.2), (2.3) and (2.4) model the formation of the sensed image by a human eye.
Now, as we indicated before, we can make two different color constants depending 
to the application purpose. In what follows, we will demonstrate the use of each one.
2.3.1 Color constancy between two sensed images
The aim is to make two images sensed under two different environments appear 
identical. Let lb be the spectral distribution of another illumination and Pkw(X) be 
the spectral reflectance of a white screen point. For the original pixel / ,  if the viewer 
is adapted to the visualization environment, the displayed image onto a white screen 
and under the illumination /*, will be sensed. It can be written as :
Bk = J  (/fc(A)tfc(A) +  lbk{XŸ)pkw{X)sk(X)dX. (2.5)
Our main interests is to make it possible th a t under the first conditions (i.e. the 
colorful screen and the illumination la), the projected image appears the same as it 
appears under the second conditions (i.e. the white screen and the illumination lb)- To 
make this point clear, we refer to the example in Fig. 2.1(b). As we are interested by 
the HVS, the constancy concerns the images sensed by the retina of the human eye. 
We want the sensed image (A) to be similar by a  viewer under the first conditions to 
the one sensed (B ) under the second conditions. However, since the two environments 
are different, the equality between the two appearances could be done by modifying 
the original image under the first conditions, before sending it to the projector, where 
a transformation T  will be applied to the original image that takes into account 
transformations due to the first conditions. This is can be expressed as
b {i , lb-,screen2) =  -B ( t( /) ,  la, screenlj . ( 2 .6 )
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Formally and using Eqs. (2.4) and (2.5), we finish with
B k = J  ( T ( l k(X))tk(X) + lak(X))pkc(X)sk(X)dX. (2.7)
Now, our purpose is to find the transformation T.  Therefore, we make the assump­
tion that s(X) is a Dirac and we will explain later how we overcome this assumption. 
Consequently, Eq. (2.7) can be rewritten as follows :
rp/  r \  P kw  j  1 / ,  P k w  j \
1 I 1 k j —  I k — — \ La k -----------L k  ■
'  '  n,.„ T.i. '  n '
Pkw
Pkc t k  v Pkc
For three-color channels, Eq. (2.8) leads to be written as :
A4 — P I  — AVL,
where :
' M r  ' I r laR IbR ' A n A12 Ai.s ‘
M  = M g , 7  = I g , U  = L g , lb — IbG , A = A21 A22 A23
M b I b laB L b A31 A 3 2 A,33
P  =
Pn«: 








P H , .
and V L  — L -  PL.
(2 .8 )
(2.9)
The compensated, and the original images are noted by M  and I. The image M  is 
sent to the projector, which produces the desired appearance. The matrix A captures 
the spectral responses of the projector for three-color channels. Like [i ], to overtake 
the assumption considering s(A) as Dirac, we consider a full m atrix  A. Otherwise, the 
channels R, G and B  are often correlated, hence, the use of a full m atrix A allows 
taking into consideration the correlation between them. The relationship between 
the current and the desired projection screen is given by the matrix P. In addition, 
the term VT represents the difference between the current and the target illuminant 
according to screens’ reflectance.
4 8
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2.3.2 Color constancy between the original image and the 
sensed image
We notice that Eq. (2.9) compensates effects due to the surrounding lights and the 
projection screen. Effects such as of the projector and the observer are not considered. 
This is justified by the fact that the constancy considered by our model is between 
images sensed by the eye’s retina. Furthermore, the two images are projected by the 
same projector and viewed by the same viewer. However, in some applications, we 
need to preserve the appearance of the sensed image as well as its corresponding 
original image was created. The image need to be invariant to the viewing condition 
and the display device used. This is could be done by verifying the color constancy 
between the sensed image and the original image.
The goal is to make it possible tha t under specific conditions (i.e. the colorful 
screen and the illumination Z0), the displayed image appears identical to its original 
image, as in Fig. 2.1(a). Therefore, we want the  sensed image (A) to be similar 
by a viewer to the original image (I). Consequently, the  equality between the two 
appearances could be done by modifying the original image under these conditions, 
before sending it to the projector. This could be done since a transformation T\ will 
be applied to the original image tha t takes into account transformations due to the 
display environment.
In the same manner as before, the transformation can be written as :
The compensated, and the original images are noted by Mj and I. The m atrix 
A captures the spectral responses of the projector and the viewer for three-color 
channels. Similarly, a full matrix A is considered to overcome the assumption taking 
s ( \ )  as Dirac. The matrix Pi allows to compensate the effects of the projection screen. 
We note that P  will be equal to  Pi if the desired screen is white. In addition, the
(2 . 10)
For three-color channels, the compensation is given by Eq. (2.11)
M i  —  A P i J  — A i Z „ , (2 .11 )
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surrounding light is given by the vector la.
We notice that Eq. (2.11) compensates all effects due to the surrounding lights, 
the projection screen, the spectral response of the projector and the spectral response 
of the viewer. These two spectral responses are compensated by the same m atrix A.
Now, considering the model in Eq. (2.9), one important issue concerns the iden­
tification of images th a t can be displayed and screens th a t can be used. Since color 
image M, is encoded by 24 bits (8 bits per channel), then values of each color channel 
vary between zero and 255. The following two constraints must be fulfilled. If the 
compensated image contains values above the maximal brightness or below the black 
level of the projector, artifacts will occur. To overcome this limitation, the compen­
sation image is controlled by the first constraint. The second constraint relies on the 
reflectance values of the target screen and the current screen, it gives the relationship 
between them, where (h : > 0).
h r 1 P I  > VL > A- ' ( P I  -  255).
0 ^  Pkw ™ 255
Jfc
2.3.3 Link with Von Kries model
The Von Kries computational color constancy is a  linear transformation, which 
depends on the original image illuminant and the target illuminant. Eq. (2.9) is an 
linear transformation tha t depends on both lights as well as reflectances. Furthermore, 
Von Kries model is valid when the ambient light has a multiplicative effect (one source 
of light) as well as ours. However, our model performs well when the ambient light 
presents an additive effect (two sources of light), which is not the case for Von Kries 
model. Indeed, this is due to the difference of the underlying image formation models 
and the display requirements.
2.3.4 Perception based contrast enhancement
Let us now focus on the additive term in Eq. (2.Ü). This term is free from the 
image content. It describes the light variation according to the relationship between
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target and current screen reflectances, and also, the transm ittance ratio of the pro­
jector. According to the image formation model presented in Eq. (2.4), it can be seen 
as the change of the environment light when some specific image is displayed. From 
the human perception side, a change of the surrounding lights causes changes in the 
smallest perceptible contrast (Stevens law), saturation [ ], and hue (Bezold-Brücke
law) of the perceived image. Therefore, both chromaticity and contrast of the per­
ceived image change. The contrast enhancement when lights change has been widely 
studied in computer vision [ , >, In this work, according to the performed expe­
riments presented in Section 5, chromaticity is considered compensated by Eq. (2.9) 
or Eq. (2.11), whereas the contrast adaptation is achieved by Eq. (2.16), which will be 
detailed later on. Furthermore, according to the performed experimental studies, it 
turns out that the saturation component of the original image should be maintained 
for the compensated image before performing the contrast adaptation.
Concerning the equation that guides the sensitivity of the HVS to the luminance 
changes and its impacts, we deal with the Weber law to  derive this equation th a t 
increases the contrast in the context of our contrast enhancement. The local contrast 
of a single target depends on the surrounding luminance. It is given by the Weber 
fraction as [ ; ] :
C = ^ .  (2.13)
where A L  is increasing or decreasing in the target luminance from the surrounding 
luminance L.
If the intensity of the ambient light increases, it could be possible th a t the contrast 
variation of the sensed image will not be detectable, where adding a constant term 
(surrounding lights quantity) to each pixel reduces our ability to perceive contrast [ i  i ] .  
However, the lower the environmental lights are, the higher the quality of the image 
will be. Thus, to achieve a visible contrast enhancement, higher luminance patterns 
need a higher contrast increase [ - ]. Therefore, it seems necessary th a t the contrast 
of the displayed image should be increased according to the amount of environmental 
lighting. Many measures of contrast were proposed in earlier work [ ]. We propose
the use of the Laplacian transformation, which has been used with some success in 
[ ]. We define the local contrast of an image to be proportional to the local Laplacian
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of the luminance component of the image. In other words,
C  ex L r (M y), (2.14)
where C  is the contrast and L r ( M y) represents the Laplacian transformation of the 
luminance component M y of the image M.
Eq. (2.13) and Eq. (2.14) indicate tha t to achieve the same perceived increase in 
contrast across an image, the values of the Laplacian transformation need to be stre t­
ched. In fact, according to Weber’s law, the stretching should be performed in such 
a manner that the contrast increasing is proportional to the surrounding luminance. 
Consequently, this can be done by stretching the Laplacian values of the resulted 
compensated images. It is given by the following equation [ ] :
Y  = My + aLr iM y ), (2.15)
where Y '  represents the enhanced contrast result, M y is the luminance component of 
the compensated image and is its Laplacian calculated.
Notice a is a constant of the model, its value is determined experimentally (a =  0.2). 
We observed that the contrast enhancement given by Eq. (2.15) is proportional to 
the Laplacian transformation of the image, which depends on the surrounding lights 
VL. A similar equation to Eq. (2.15) has been widely used to improve images in the 
microscopy field [ ].
We noted tha t the compensation of the image is done in the RG B  color space, 
except the contrast correction, which is performed by the luminance component of 
the YC bC r  color space. The compensation has been tested with other color spaces, 
and it turns out that color spaces used are the ones giving a better results.
2.4 E stim ation o f param eters
In this section, we show the method used to estimate parameters of Eq. (2.9). 
In the same manner, parameters of Eq. (2.11) can be estimated. Recovering model 
parameters in Eq. (2.9) consists in finding the matrices A and P , and this has been 
performed with the R G B  color space. We noted that the m atrix A is valid for the en-
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tire image. However, it could also be estimated for different sections of the image such 
as : edges, lines, and textures. We will show how a global matrix can be estimated. 
It is estimated only once, and it is constant for every environment conditions. The 
m atrix P  is estimated for every pixel to compensate spatial distortion of color. We 
note that the method used for the parameters estimation is based on the environment 
simulation, and it relies on the human perception. The viewer uses its perceptual ca­
pabilities to decide when some displayed images under different conditions are similar. 
These displayed images are then acquired by an embedded camera and used to esti­
mate the parameters as it will be discussed later. Consequently, a step of geometric 
calibration of the projector and the camera is necessary, for mapping projector pixels 
with their corresponding camera pixels. We propose the use of the presented method 
in [ ], where the calibration is performed by exploiting the homography between the
projected slide and the camera image. For accuracy, we aligned the projector and the 
camera to the projection screen (i.e. the optical axis of the projector and, the camera 
are perpendicular to the projection screen).
Primarily, we estimated the m atrix A. It can be estimated by a learning process. 
For this purpose, we were interested to compensate only the surrounding lights effects, 
when, we use a white planar screen (i.e., pkc — Pkw =  1 and P  is the identity). The case 
when two reflectances are not equal is presented later. Therefore, Eq. (2.9) becomes :
M  =  /  -  A(la -  lb). (2.16)
According to Eq. (2.16), for estimating the matrix A, three images are required. Two 
images corresponding to the two surrounding lights, are obtained by capturing the 
projection screen under the lights noted la and lb- The th ird  image corresponds to  the 
compensated image M ,  which is displayed under the light la, and it appears to be 
similar to the original image I  displayed under the light 4. This image is constructed 
by using a coloring graphical user interface, a similar protocol is used in [ : ]. An 
original image is displayed by the projector under the light lb and its appearance 
which represents a target appearance, is captured by the camera. Then, under the 
light la, the same original image is displayed by the projector, their colors are mo­
dified until getting the target appearance. The obtained appearance is captured by
53
C h a p i t r e  2 .  V i s u a l i s a t i o n  c o n t e x t u e l l e  p o u r  s y s t è m e  d ’a f f i c h a g e  à
BASE DE PROJECTEUR
the camera. For accuracy, the two appearances obtained under la and lb are captured 
by the camera and similarity between the two images is verified using image color 
similarity metrics (e.g., S__CIELAB). Indeed, the modified image that produces the 
desired appearance represents the image M ,  which will be used in the estimation of 
the the m atrix A. Note th a t S_CIELAB is a standard metric widely used for color 
measuring as it will be explained in the section below.
Therefore, once three images are acquired, the matrix A is obtained from Eq. (2.16) 
as :
I  — M  — A (la -  lb) 
F  = AC,
(2.17)
where :
I\R — M i r  ■ ■ InR — M nR lalR — hiR ■ ■ lanR IbnR
F  = IlG - m 1g  . ■ InG — M na , v  = la\G — lb\G • • lanG — limG
I\B — M \ b ■ InB — M nB lalB — IblB ■ ■ lanB — IfmB
Then, the m atrix A is estimated using the Moore-Penrose pseudo-inverse technique 
[ -]  as :
Â =  ( F V t ) ( V V t ) - 1. (2.18)
Now, we will deal with the case of two screens which have a different reflectance. 
To simplify the estimation of the m atrix P ,  we chose a fully dark environment to 
avoid the compensation of the surrounding lights. However, the matrix P  can also 
be estimated with a bright environment. At no light, Eq. (2.11) will be written as 
follows :
M  — P I ,  • (2.19)
M  and /  represent the images acquired by the camera with the white and the colored 
projection screen. We noticed that Eq. (2.19) can be written as :
(2 .20 )
Consequently, for every point of the projection screen, its m atrix P  is given as : 
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(2 .2 1 )
Due to the ratio between the target and the used screen reflectance expressed by 
the m atrix P  in Eq. (2.9), the compensated output projects of the original content in 
a modified form, depends on the analysis of the screen used and the image content 
tha t will be compensated. Consequently, if an image I  needed to be compensated for 
a given screen (with a reflectance pc), this should be verified according to the second 
constraint in Eq. (2.12), where k is in { R ,G ,B } .
Pkc  >  h (2 .22 )
2.5 E xperim ents and results
in  this section, we show the obtained results and experiments adopted to their eva­
luation, corresponding to  the model of the color constancy about two sensed images, 
given by Eq. (2.9). For the color constancy between the original image and the sense 
image, given by Eq. (2.11), the reader can find results and experiments in [.' ;].
We present the informal user study carried out to validate the increasing of the 
perceived visual improvement tha t can be gained by the proposed method. We have 
made four psychophysical experiments, which have been evaluated by seventeen hu­
man subjects '. All subjects had a normal vision. They had to pass the test of Ishihara 
color deficiency [ ]. Furthermore, before the beginning of each experiment, the sub­
jects were fully adapted to the environmental conditions (illumination or darkness). 
For bright and dark surroundings, the human eyes adapted since the subjects waited 
for three and over twenty minutes respectively [...■].
The first experiment focuses on measuring the appreciation of the subjects on 
the obtained images of the surrounding lights compensation compared to the uncom­
pensated one. The second experiment concerns the compensation of the projection 
screen, in which we measured the similarity between the appearance of the compen-
1. Three females and fourteen males
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sated image displayed onto a colorful screen and the appearance of the original image 
displayed onto a white screen. By the third experiment, we were interested to control 
the appearance of the displayed image according the screen used. When an image is 
displayed onto a colorful screen noted screen 1, its appearance perceived by the viewer 
is modulated by the color and the texture of the screen. Using another screen noted 
screen 2, we looked to acquire the same appearance obtained by using the screen 1. 
This could be done by projecting a compensated image onto screen 2. The similarity 
between these appearances is measured through this experiment. Finally, in the last 
experiment, we examine the validity of the proposed model by measuring the appre­
ciation of the subjects on the provided images of our method for the compensation 
of both projection screen and surrounding lights.
We noted th a t the first and the fourth experiments were performed in an illumina­
ted room unlike the second and the third ones which were performed in a dark room 
because they focused mainly on the projection screen. For the illuminated room, the 
surrounding lights are a mixture of fluorescent lamps of the room and the sunlight 
coming through the windows. The intensity of the light fell on the projection screen 
was measured in the center of the screen. This was done before starting each expe­
riment using an INS Digital Illumination meter DX-200. The first experiment was 
performed in bright conditions where the measured intensity of the surrounding light 
was 650 Lux. For the fourth experiment, the measured intensity varied according to 
the tested images as it will be explained later, it was between 92.7 Lux and 330 Lux. 
However, except the work [ ■• ], which performed experiments under an intensity of 
13.4 Lux, the other works [ • , !  ^ ; ] did not indicate this information. In
order to quantify the obtained results, the RMS and the S CIELAB metrics of the 
digital values were calculated. The RMS error is widely used for the image quality 
assessment and it was shown that it is close to the well known SSIM criterion [ i  j. 
For this reason, we found that the use of a prevalent criterion as AE*b th a t was used 
in [ ], is recommended to the perceptible color difference. In our work, we chose
the S__CIELAB metric, it is a spatial extension of the CIELAB color metric th a t is 
useful for measuring color reproduction errors of digital images [ ]. Since the eva­
luation methodologies were specifically different for all experiments, we will explain 
separately the methodology adopted for each experiment.
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For the experimental setup, two DLP projectors (Nec NP40) and the camera Ni­
kon D40 were used. In the second and third experiment, the two projectors were 
juxtaposed at the same horizontal level, one on the left and the other on the right. 
We noted that the projectors should be colorimetrically calibrated. A commercial 
projection screen was used as an approximate of the perfect diffused white screen. 
Several colorful posters were also used for the test screens (The diagonal of the screen 
is 14cm), three of them are illustrated by Fig. 2 .22. The proposed method was tested 
with a set of different static camera images, some of them are shown in the figures 
below. Keep in mind that examples illustrated in this section, the compensation re­
sults are shown as camera photographs of the compensated images projected onto the 
individual screens in the illuminated or the dark room. Therefore, differences between 
the original images and the capture of the compensated images can be a ttribu ted  to 
the intrinsic and extrinsic parameters of the camera (response, resolution, angle, dis­
tance, and so on) which are not considered by the proposed model, the surrounding 
illumination under which the figures are seen3, the printer, the screen or other devices 
used in the visualization.
(a) (b) (c)
figure 2.2 -  The (a) "patches", (b) "butterfly", and (c) "flowers" screens were used as 
the tested surfaces.
Let us now focus on the first experiment. Our objective through this experiment 
is to evaluate the validity of the proposed model by compensating the sunlight ef­
fects on the quality of perceived images. More specifically, this experiment examines 
whether the visual impression of the compensated images which are displayed under 
sunlight is better than the original images displayed under the same light. It should 
be noted that we used a white screen because we are interested in the surrounding
2. These surfaces were used in [ ].
3. The color constancy problem.
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(a) (b) (c) (d)
figure 2.3 Examples of the surrounding light compensation. The original image (a) 
is displayed under the surroundirig light (650 Lux), hence the perceived image (b) 
appears with saturated color and attenuated contrast. We generate the compensated 
image (c), and after projecting it under the same light, we increase the quality of the 
perceived image (d).
light compensation.
For the experimental protocol of this experiment, it can be summarized as fol­
low. Subjects are asked to rank each of the perceived images (i.e., compensated and 
uncompensated) using a scale ranging from one to five, which represent a very bad 
and a very good perception of the image. The images are displayed consecutively and 
randomly onto a flat white screen, the subjects did not know if it was the original 
or the compensated image which was projected. Next, for every displayed image, the 
subject could only see it for a few seconds (10 to 15 seconds). After, he/she gave the 
evaluation ranking. The compensation of the image is performed by using the Eqs. 
(2.9) and (2.15).
Figure 2.3 illustrates a projection of the original images (Fig. 2.3a) under bright 
surrounding light. The uncompensated projections (Fig. 2.3b) mean th a t the sur­
rounding lights have adversely influenced the appearances of the perceived images, 
where the colors are faded and saturated, and the brightness and the contrast are 
attenuated. Consequently, the obtained ranking by subjects was 1/5 for all images.
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tableau 2.2 -  The RMS error and S__CIELAB of the digital values for each channel 
of the uncompensated and compensated images for surrounding light compensation.
RMS error S__CIELAB error
U ncom pensated C om pensated U ncom pensated Com pensated
d r d9. db dr dg db
Image 1 23.21 22.35 23.41 19.82 18.70 20.36 28.58 23.30
Image 2 33.65 29.01 27.84 18.86 16.82 17.19 38.10 22.90
Im age 3 29.70 29.04 25.40 22.26 21.07 19.88 36.34 27.65
Image 4 32.81 32.50 32.45 16.88 15.98 16.10 42.92 23.58
In (Fig. 2.3c), the obtained images by our method of the surrounding light compen­
sation are shown. These images were displayed in such condition, and the perceived 
images by the viewer are given in (Fig. 2.3d). Their brightness was increased and the 
visual contrast was enhanced according to the surroundings. Therefore, the images 
were more appreciated by the subjects, since the given ranking were 3.85/5, 4.02/5, 
3.70 and 4.10/5 for the four images.
The RMS and S_CIELAB errors were calculated for both : (original image, un­
compensated image) and (original image, the compensated appearance) as listed in 
the Table 2.2. As seen from the quantities, the errors (RMS and S_CIELAB) of 
the digital values for the uncompensated images are larger, when the appearances 
are distorted by the surrounding light. However, these quantities are reduced for the 
compensated images, which means that the proposed framework was resistant to the 
effects of the surrounding light. Consequently, the compensated images were better 
perceived, which means that our method improved the quality of the displayed images.
In the second experiment, we were interested to measure the validity of the pro­
posed method for compensating the effects of the projection screen reflectance on the 
quality of the perceived image. The experimental protocol of this experiment consists 
to evaluate whether the visual impression of the compensated images displayed onto 
a colorful screen is kept at the same as the original images displayed onto a white 
screen. The subjects were asked to rank the similarity between the two appearances 
using a scale ranging from one to five, where five and one represent high and low simi­
larity respectively. The first projector displayed the original image onto a flat white 
screen on the left side, and the other projector displayed the compensated image onto 
the colorful screen on the right side. Next, the displayed images were seen by the
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subject for a few seconds (10 to 15 seconds). After that, he/she judged the similarity 
between the appearances of both images. We noted th a t the compensation of the 
projection screen color is performed using Eq. (2.9), when the current and the target 
surrounding lights are the same (/„*, =  /(,*.).
For illustration purpose, four images were tested with three screens. Figures 2.4, 
2.5, 2.6, and 2.6 show the obtained results for the second experiment. Their correspon­
ding metrics calculation are cited in the Tables. 2.4, 2.5 and 2.6 for screens "patches", 
"butterfly", and "flowers" respectively. Moreover, the subjects’ scores of the similarity 
are given by Tab. 2.3.
Figure 2.4 demonstrates an example of a projection (Fig. 2.4d) onto the "patches" 
screen (Fig. 2.2a). An uncompensated projection (Fig. 2.4b) indicates th a t the per­
ceived appearance is modulated by the colorful patches, and it is clear th a t this 
appearance looks different from the original one. In (Fig. 2.4c), the result image of 
the compensation of the "patches" screen is shown. This compensated image is consi­
dered to be displayed onto the "patches" screen to eliminate its effect, which allows to 
preserve the appearance of the original image. Therefore, the projection of the com­
pensated image produces an appearance (Fig. 2.4d) similar to the  desired image (Fig. 
2.4a). For the scores of the similarity ranking, viewers gave 3.97/5 for the projection 
(Fig. 2. id).
Figures 2.5, 2.6 and 2.7 illustrate other examples of projection onto the concer­
ned screens. The projections (Fig. 2.5b), (Fig. 2.6b), and (Fig. 2.7b) represent the 
displaying of the images (Fig. 2.5a), (Fig. 2.6a), and (Fig. 2.7a) onto the "flowers’, 
"butterfly", and "patches" screens. The underlying surfaces were clearly visible for 
the uncompensated images as in (Fig. 2.5b), (Fig. 2.6b), and 2.7b) for three images. 
Consequently, and due to the appearance modulation by the texture of the screen, 
the display of the uncompensated image was far from being similar to the desired ap­
pearance. In (Fig. 2.5c), (Fig. 2.6c) and (Fig. 2.7c), we show the obtained images by 
our method of the screen reflectance compensation for these images before using the 
projector. However, the display of the compensated images (Fig. 2.5c), (Fig. 2.6c), 
and (Fig. 2.7c) onto the corresponding screens, allows to conceal the screen effect 
as illustrated by the images (Fig. 2.5d), (Fig. 2.6d) and (Fig. 2.7d). Hence for the 
similarity ranking, the scores given by subjects were 2.94, 3.20/5 and 4.01/5 for (Fig.
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(h) (i) 0)
figure 2.4 -  Example 1 of the experimental results showing the screen compensation. 
When the original image (a) is projected onto "patches", "butterfly" and "flowers" 
screens, the image appearances (b, e, h) are modulated by the color and the texture 
of the screen used, but, by projecting the compensated images (c, f, i), we obtain the 
images (d, g, j), which are similar to the desired appearance.
2.5d), (Fig. 2.6d) and (Fig. 2.7d) as it is shown in the Tab. 2.3.
In order to quantitatively evaluate these results, Tables 2.4, 2.5, and 2.6 show the 
obtained quantities (RMS and S__CIELAB), th a t were calculated for both : (the origi­
nal image, the uncompensated appearance), and (the original image, the compensated 
appearance). The RMS values for the uncompensated images are larger. Therefore, 
the perceptible color differences (S_CIELAB) were significant. However, applying 
our framework, both RMS and S__CIELAB values are decreased significantly. The 
compensation for the color surface was appreciated since their RMS and S _CIELAB 
values were small. The obtained images corresponding to the compensation of the 
"patches" and "butterfly" surfaces were more similar to the desired images than the 
same images projected on "flower" surfaces, where they were more appreciated by the 
subjects. Hence, a caution inspection of the resulted images was done. We found tha t 
the differences were mainly contributed by the sharp edges mostly contained in the 
image. In other words, when the screen has remarkable edges, even by projecting the 
compensated images, these edges could be easily detected by the viewer since the 
human eyes are more sensitive to variations and discontinuities. However, all depends
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(h) (i) (j)
figure 2.5 -  Example 2 of the experimental results showing the screen compensation. 
W hen the original image (a) is projected onto "flowers", "patches", and "butterfly" 
screens, the image appearances (b, e, h) are modulated by the color and the texture 
of the screen used, but, by projecting the compensation images (c, f, i), we obtain the 
images (d, g, j), which are similar to the desired appearance.
tableau 2.3 -  Obtained scores of viewers ranking a
Im age 1 



















on the image content. For example, the edges are less noticeable for no bright gray 
image (Fig. 2.7j), otherwise other images like (Fig. 2.5j).
The results of our study show th a t our method increases the quality of the compen­
sated projection compared to the uncompensated projection. It depends particularly 
on the screen used. An image can be perfectly compensated, when the projection of 
its compensation produces an appearance meticulously similar to the desired one, 
as shown by the images displayed onto the "patches’ and "butterfly" screens. Howe­
ver, the same images can be compensated in the manner th a t its projection contains 
some mismatches, as illustrated previously for the "flowers* screen. Consequently, the 
smoothed reflectance screens are better compensated than screens with remarkable 
edges.
For the third experiment, we focus on using our method in simulating projection
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tableau 2.4 -  The RMS error and S__CIELAB of the digital values for each channel 
of the uncompensated and compensated images for "patches" screen compensation.
’patterns" screen
RMS error SCIELAB
U ncom pensated C om pensated U ncom pensated Com pensated
dr dg db df dg dr
Image 1 8.88 11.66 10.66 2.31 2.99 2.61 16.67 4.34
Im age 2 7.02 11.73 10.88 1.54 2.49 2.33 18.64 4.13
Im age 3 7.93 11.25 11.64 2.08 2.89 2.99 17.62 4.68
Im age 4 7.89 8.78 8.16 4.58 3.47 3.70 13.74 3.67
tableau 2.5 -  The RMS error and S C IE L A B  of the digital values for each channel 
of the uncompensated and compensated images for ’butterfly" screen compensation.
"butterfly" screen
RMS error SCIELAB
U ncom pensated C om pensated U ncom pensated Com pensated
dr dg db dr dg dr
Im age 1 5.68 7.48 9.33 0.91 1.11 1 39 10.90 1.61
Image 2 4.68 7.25 9.87 1.54 2.49 2.33 12.60 2.84
Image 3 5.27 7.78 10.78 1.17 1.67 2.30 12.64 2.85
Image 4 5.81 5.77 7.77 4.22 2.72 3.19 8.44 1.49
tableau 2.6 -  The RMS error and S_CIELAB of the digital values for each channel of 
the the uncompensated and compensated images for "flowers" screen compensation.
"flowers* screen
RMS error SCIELAB
U ncom pensated C om pensated U ncom pensated Com pensated
d r d g d b d r d g d r
Image 1 10.67 9.63 6.03 3.04 2.75 1.75 19.15 5.13
Im age 2 8.85 9.93 6.18 3.56 3.94 2.47 20.79 8.01
Im age 3 10.34 9.97 6.64 2.97 2.84 1.91 20.52 5.78
Image 4 7.27 5.46 6.11 4.26 2.83 4.01 11.77 3.66
tableau 2.7 -  The RMS error and S__CIELAB of the digital values for each channel 
between the desired appearance and the uncompensated and compensated images for 
the simulation of the projection screen.___________________________
RMS error S_CIELAB error
U ncom pensated C om pensated U ncom pensated 1 Com pensated
dr dg db dr dg db ............
Image 2 15.47 20.85 10.78 0.88 1.28 1.37 32.30 2.45
Image 3 5.46 7.88 11.52 2.35 3.17 2.77 15.51 4.63
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(h) (i) G)
figure 2.6 -  Example 3 of the experimental results showing the screen compensation. 
When the original image (a) is projected onto "butterfly’, "patches", and "flowers" 
screens, the image appearances (b, e, h) are modulated by the color and the texture 
of the screen used, but, by projecting the compensated images (c, f, i), we obtain the 
images (d, g, j), which are similar to the desired appearance.
screens. The idea consists to cover-up the screen used. In other words, we are inter­
ested to eliminate the effect of the screen used by creating other effects which are 
supposed to be created by a target screen. Therefore, the experimental protocol of 
this experiment consists to evaluate whether the visual impression of the compensated 
images displayed onto a colorful used screen is kept the same as the original images 
displayed onto a colorful target screen. The subjects were asked to rank the similarity 
between the two appearances using a scale ranging from one to five, where five and 
one represent high and low similarity. The first projector displayed the original image 
onto the target screen on the left side, and the other projector displayed the compen­
sated image onto the screen used on the right side. Next, the displayed images were 
seen by the subject for few seconds (10 to 15 seconds). After tha t, he/she judged the 
similarity between both images appearance.
Figures 2.8 illustrate an example of "flowers" screen simulation by using a "patches" 
screen. The projection (Fig. 2.8b) is considered as the desired appearance which 
represents the display of the original image (Fig. 2.8a) onto the target "flowers" screen. 
The projection (Fig. 2.8c) represents the display of the original image onto the used
64
2 . 5 .  E x p e r i m e n t s  a n d  r e s u l t s
(h) (i) (j)
figure 2.7 -  Example 4 of the experimental results showing the screen compensation. 
When the original image (a) is projected onto "patches", "butterfly", and "flowers" 
screens, the image appearances (b, e, h) are modulated by the color and the texture 
of the screen used, but, by projecting the compensated images (c, f, i), we obtain the 
images (d, g, j), which are similar to the desired appearance.
(b) (c) (d) (e)
figure 2.8 -  Example 1 showing the simulation of the "flowers" screen effects using the 
"patches" screen.
"patches" screen. However, projecting the compensated image (Fig. 2.8d) onto the 
screen used, allows to simulate the effect of the target screen effect as illustrated 
by the images (Fig. 2.8e), which is similar to the desired image. For the similarity 
ranking, subjects gave 4.23/5. Figure 2 8 illustrates another example of "butterfly" 
screen simulation by using "patches" screen as explained before for the Fig. 2.8. The 
similarity score given by subjects is 3.98/5.
The obtained results are very convincing, therefore, they are promising. The measured
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metrics are illustrated by Table 2.7.
(b) (c) (d) (e)
figure 2.9 -  Example 2 showing the simulation of the "butterfly" screen effects using 
the "patches" screen.
The fourth experiment, it investigates the validity of the compensation of the 
surrounding light and the projection screen. The experiment examines whether in 
illuminated rooms, the compensation of the surrounding lights and the projection 
screen are more convincing for the viewer. The protocol adopted for this experiment 
is the following : the projection screen and the original image were shown to the 
viewer. Next, the image was displayed onto a screen to illustrate the effect of the 
light and the screen on the appearance of the image. Afterwards, we projected the 
compensated image under such conditions. Then, the subject was asked to determine 
if there was an improvement of the appearance of the projected image, and at which 
level the compensated image reduces the contextual factors. The subject was asked 
to rank the appreciation of this improvement using a scale ranging from one to five, 
where five and one represented high and low appreciation. In this experiment, the 
compensation of the image is performed using Eqs (2.9) and (2.15).
Figure 2.10 demonstrates the examples obtained by our framework, where the sur­
rounding light and the projection screen are compensated. In an illuminated room, 
the images (Fig. 2.10a) and (Fig. 2.10e) were projected onto the "patches" screen. 
Their projections are shown in (Fig. 2.10b) and Fig. 2.10f). Obviously, they are mo­
dulated by the color and the texture of the screen used, and their brightness and 
visual contrast are attenuated by the surrounding light. Consequently, the underlying 
surfaces became more noticeable with the contrast enhancement according to the 
surrounding, our algorithm produces a brighter image with enhanced contrast, and
6 6
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(e) (f) (g) (h)
figure 2.10 -  Example 1 of the experimental results shows the surrounding light and 
the screen reflectance compensation. In an illuminated room, when the desired image 
(a, e) projected onto a "patches" screen under 92.7 and 195 Lux as intensities for the 
two images, the image appearance (b, f) is modulated by the color and the texture 
of the screen, and the brightness and the contrast are attenuated by the surrounding 
light. However, by projecting the compensation (c, g), we obtain an image (d, h), 
which is near similar to the desired appearance.
a reduced screen effect compared to the uncompensated projections. Concretely, the 
subjects judged that the projected compensations were more appreciated than the un­
compensated ones, and they gave 3.76, 3.51/5 for the ranking of the two images. The 
two images were tested under two different intensities, the intensity of the surrounding 
lights were 195 and 92.7 Lux for the (Fig. 2.10a) and (Fig. 2.10e). Experimentally, 
theses intensities are ideal for such kind of images; the bright image (Fig. 2.10a) 
and the gray image (Fig. 2.10e). The reason is th a t when the surrounding light are 
high, the compensation of the surrounding light is done perfectly by increasing the 
brightness and the contrast of the image. However, the obtained bright image will be 
sensitive to the screen color, as it was verified by our experiments.
Figure 2.11 illustrates other examples obtained by our framework, where the sur­
rounding light and the projection screen are compensated. In an illuminated room 
and under an intensity of 330 Lux, the images (Fig. 2.11a) and (Fig. 2.l ie )  were pro­
jected onto the "butterfly" and "flowers" screens. Their projections are shown in (Fig. 
2.11b) and (Fig. 2.Ilf). It is clear th a t their appearances are modulated by the color 
and the texture of the screen used, especially when the underlying screens were more 
visible under such surrounding lights. The compensated images given in (Fig. 2.11c) 
and (Fig. 2.11 g) were displayed under such conditions, and the result is illustrated
6 7
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(e) (f) (g) (h)
figure 2.11 -  Example 2 of the experimental results showing the surrounding light and 
the screen reflectance compensation. Under an intensity of 330 Lux, when the desired 
image (a, e) projected onto a "butterfly" and "flowers" screens, the image appearance 
(b, f) is modulated by the color and the texture of the screen, and the brightness 
and the contrast are attenuated by the surrounding light. However, by projecting the 
compensation (c, g), we obtain an image (d, h), which is near similar to the desired 
appearance.
by (Fig. 2.l id )  and (Fig. 2.11h) for the two images. We notice th a t these images be­
come brighter with enhanced contrast, the effect due to  the screen is greatly reduced 
compared to the uncompensated projections. Concretely, the subjects judged tha t the 
projected compensations were more appreciated than the  uncompensated ones, and 
they gave 3.44, 3.27/5 for the ranking of the two images. It should also be noted th a t 
the surrounding lights reflected from the surrounding objects toward the subjects’ 
eyes can influence their ranking.
While analyzing the obtained results, we found th a t the screens used do not en­
tirely diffuse surfaces (since they are printed papers, some areas have a specular 
reflection due to the ink of the printer). This influenced the appearance of the dis­
played images. Therefore, it influenced the viewer ranking. The captured images in 
(Fig. 2.lid )  and (Fig. 2.11h) show some effects caused by the natural specular reflec­
tion of the screen. We verified that these appearances change according to the angle 
vision of the viewers.
Globally, the obtained scores are satisfactory, and it is obvious that the compensa­
ted images displayed under such conditions (illuminated rooms and patterned screen) 
are better perceived than the uncompensated images seen in the same conditions. 
This is confirmed by the Tab 2.8, which shows the quantities obtained after RMS and
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tableau 2.8 -  The RMS error and S_CIELAB of the digital values for each channel 
of the uncompensated and compensated images for both, the surrounding lights and 
the projection screen compensation._________ _____________________
R M S  error S _ C I E L A B  error
U ncom pensated C om pensated U ncom pensated Com pensated
d r d g d f j d r d g d b
Image 1 8.88 11.66 10.11 2.31 2.99 2.61 16.67 4.34
Image 2 6.65 10.32 14.05 8.35 9.10 10.60 17.48 12.91
Im age 3 12.06 13.00 06.11 6.92 6.19 9.97 22.89 11.27
Im age 4 11.08 12.27 11.45 5.87 4.66 5.14 18.24 6.29
S^CIELAB computing.
2.6 Conclusion
In this paper, we have formulated the problem of the color correction for images 
displayed by a projector on a non-white screen and under bright conditions. This 
has been addressed using the model of the sensed image and exploiting the color 
constancy concept. The first method makes the sensed image invariant to  the viewing 
conditions and the display device used. For the second method, the target illuminant 
and the illuminant of the display environment, and similarly, the target and the 
screen used, were introduced into the model to simulate others environments effects 
for some applications. By using this image model and the color constancy requirement 
between sensed images, we deduce a linear transform th a t allows to compensate the 
surrounding light by a single m atrix multiplication. Furthermore, the compensation 
of the reflectance of the screen is expressed by a ratio of the target and the current 
screen reflectance.
Through validation studies, we demonstrated that our method reduces the sur­
rounding lights effects affecting the quality of sensed images. Therefore, the visual 
impression is kept. Moreover, our method compensates even the color of the projec­
tion screens. As a result, the viewers get a great visual impression as if the image 
is projected onto a white screen. In addition, we have conceived a simple technique 
to estimate how much the perceived contrast is altered. A straightforward function 
is then used to adjust the contrast of images based on the surrounding lights. This 
produces the correct perception of contrast. Furthermore, we have dem onstrated tha t
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the second method can be used to cover-up the screen effects as well as simulate other 
screen effects.
The experimental results are very promising. Our work could definitively be ex­
tended in order to develop it even more. The angle vision of the viewers and the reflect 
screen effect could be considered in a future work. Furthermore, as the compensation 
is performed mainly with R G B  color space, it would be interesting to find another 
color space th a t could improves the compensation results. This new color space could 
be determined similarly to the solutions proposed for color constancy. Alternatively, 
another interesting way could be the compensation of the screens with remarkable 
edges. It would also be effective to add compensations steps after the existing steps, 
such as an adaptive smoothing according to the human visual system th a t allows the 
variations and discontinuities to be less noticeable. Additionally, our m ethod could 
be extended for the projection onto no-flat surfaces.
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Conclusion
L’affichage contextuel est un concept im portant dans l’utilisation des projecteurs. 
À partir des conditions d ’illumination de l’environnement d ’affichage, des caractéris­
tiques de l’écran de projection et des caractéristiques du projecteur, il s ’avère intéres­
sant de concevoir un système qui prend en charge tous ces paramètres en entrée. Puis, 
il fournit une image à la sortie en fonction de ces paramètres. Selon le type d ’appli­
cation, cette image possède les propriétés d ’être la plus proche possible de l’image au 
moment de son acquisition. Elle possède aussi les propriétés d’être la plus différente 
possible de l’image au moment de son acquisition dans le cas où l’utilisateur souhaite 
créer des distorsions ou simuler d ’autres effets en fonction des param ètres de l’envi­
ronnement d ’affichage. Dans ce mémoire, nous avons présenté une approche qui vise 
à réaliser tels objectifs.
Nous avons vu, dans une première étape, un aperçu sur les systèmes d’affichage à 
base de projecteur, leurs technologies, leurs domaines d ’application et les facteurs af­
fectants l’apparence de l’image affichée. Dans la deuxième étape, nous avons présenté 
l’approche proposée. Elle est fondée sur le modèle de formation de l’image observée 
par l’œil humain. Le modèle est conçu dans la perspective de compenser et de simu­
ler les environnements d ’affichage. Il tient compte des différents facteurs influençant 
l’affichage d ’image par le projecteur. L’illuminant de l’environnement d ’affichage et 
l’illuminant cible, ainsi que l’écran utilisé pour l’affichage et l ’écran cible, sont in­
troduits dans le modèle. En utilisant ce modèle et en maintenant la constance de 
couleur entre les images observées par l’œil humain, nous avons déduit une transfor­
mation linéaire qui permet de compenser l’effet de la lumière ambiante en multipliant 
la différence des deux illuminants par une matrice globale estimée. La compensation 
de l’écran de projection est exprimée par un rapport entre la réflectance de l’écran
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cible et la réflectance de l’écran utilisé. Par ailleurs, comme la réponse du système 
visuel humain est non linéaire vis-à-vis de la lumière ambiante, nous avons dérivé 
une technique fondée sur la loi de Weber qui permet d ’adapter le contraste de l’image 
conformément à l ’intensité de la lumière ambiante. Nous avons montré que cette tech­
nique permet de préserver le contraste de l’image affichée en m ettant en évidence le 
lien entre l’intensité de la lumière ambiante et le contraste de l’image perçue.
Concernant les résultats obtenus, des évaluations objectives et subjectives ont 
été effectuées pour avoir une idée sur l’efficacité de l’approche proposée. Les résul­
tats obtenus sont satisfaisants pour les différentes évaluations notamment pour celle 
consacrée à la simulation des effets des écrans. Cependant, nous recommandons qu ’il 
y ait des améliorations à porter. Nous recommandons de prendre en charge le reflet 
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