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Abstract
The phenomenon of self-synchronization in populations of oscillatory units appears nat-
urally in neurosciences. However, in some situations, the formation of a coherent state is
damaging. In this article we study a repulsive mean-field Kuramoto model that describes
the time evolution of n points on the unit circle, which are transformed into incoherent
phase-locked states. It has been recently shown that such systems can be reduced to a
three-dimensional system of ordinary differential equations, whose mathematical structure
is strongly related to hyperbolic geometry. The orbits of the Kuramoto dynamical system
are then described by a flow of Mo¨bius transformations. We show this underlying dynamic
performs statistical inference by computing dynamically M-estimates of scatter matrices.
We also describe the limiting phase-locked states for random initial conditions using Tyler’s
transformation matrix. Moreover, we show the repulsive Kuramoto model performs dynam-
ically not only robust covariance matrix estimation, but also data processing: the initial
configuration of the n points is transformed by the dynamic into a limiting phase-locked
state that surprisingly equals the spatial signs from nonparametric statistics. That makes
the sign empirical covariance matrix to equal 1
2
id2, the variance-covariance matrix of a
random vector that is uniformly distributed on the unit circle.
1 Introduction
The phenomenon of self-synchronization in populations of oscillatory units appears naturally
in neurosciences. Nowadays, large systems of interacting oscillatory elements like systems de-
scribing pedestrian synchrony on foot bridges or neuronal and brain rhythms are becoming
increasingly popular both in empirical and theoretical research.
Winfree [25] proposed a mathematical model to describe collective synchrony of large pop-
ulations of biological oscillators. Later, Kuramoto [11] proposed a model, which can be seen as
a weak-coupling limit of Winfree model (see, e.g. [17]). Such models have the generic form
dθj(t)
dt
= f + g cos(θj(t)) + h sin(θj(t)), j = 1, · · · , n, (1)
where f, g and h are smooth functions of the angles (θ1(t), · · · , θn(t)). In what follows we
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consider the following simplified version of the Kuramoto model (see, e.g., [24, 20, 17, 3])
dθj(t)
dt
= ω +
1
n
n∑
k=1
cos(θk(t)− θj(t)− δ), j = 1, · · · , n, (2)
where ω is a constant and δ is a constant angle.
Many interesting features emerge when performing simulations. Such systems are known to
have potential for synchronizing the oscillators in the attractive case δ = pi/2, see e.g., [20, 1, 19].
For equation (2) we will mainly focus on the case when δ = −pi/2; this is called the repulsive
case. Repulsive Kuramoto dynamics lead to phase incoherence with phase-locked limiting
states, a property which plays an important role in natural systems, see, e.g., [21, 7, 8, 12, 6, 26].
It turns out [24, 20] that the dynamics of equation (2) can be reduced to a 3-dimensional
system of equations using Mo¨bius transformations. The idea of these authors consists in using
the so-called Watanabe–Strogatz (WS) transformation that is the main ingredient for reducing
the system. Later, the authors of [3] have shown that the dynamics of systems of the form
given in (2) can be seen as gradient dynamics where the gradient is taken with respect to the
hyperbolic metric on the Poincare´ disc. For the rest of the article we let D := {z ∈ C | |z| < 1}
and denote its closure by D.
The main idea behind the (WS) transformation is to find Mo¨bius transformationsM(t) and
base points βj ∈ S1, j = 1, · · · , n, which are related to M(0) and to the initial conditions θj(0),
j = 1, · · · , n, so that zj(t) = eiθj(t) (where θj(t) solves (2)) can be written as
zj(t) =M(t)(βj), j = 1, · · · , n.
The authors of [3] focus on transformations of the generic form
M(t)(z) = η(t)
z − w(t)
1− w¯(t)z , (3)
where η(t) ∈ S1 and w(t) ∈ D, for all t. Plugging this Ansatz in (2) leads to two ordinary
differential equations (o.d.e.) that w(t) and η(t) must satisfy (see Section 2). One of these two
equations takes the form
dw(t)
dt
= −1
2
(1− |w(t)|2)ei(pi2−δ)η¯(t) 1
n
n∑
j=1
M(t)βj . (4)
In the repulsive case, these authors then noticed the above differential equation is of gradient
type and the solution (if exists and is unique) to the gradient equals zero maximizes the function
of w ∈ D given by
L(w; p) =
n∑
j=1
ln(
1− |w|2
|βj − w|2 ),
where p = (β1, · · · , βn) ∈ (S1)n is the base point. They also showed that the maximizer, when
it exists and is unique, is the conformal barycenter (see [4]) of the sample empirical measure
µn =
1
n
∑n
j=1 δβj which is defined on the unit circle S
1. Then they deduce many new and
interesting properties of the solution to (2).
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Starting from these observations, we show the above potential function L(w; p) is the log-
likelihood function of the sample {β1, · · · , βn} ⊂ S1, for an underlying statistical model where
the data points are independent and identically distributed (i.i.d.) of law given by a circular
Cauchy distribution of parameter w, which is also known as a Poisson kernel in physics. In
Section 3, we define precisely circular Cauchy distributions, the related likelihood function,
and the notion of circular Cauchy M-functional MLE(·). We show the equilibrium point of the
(o.d.e.) (4) corresponds to the M-estimate MLE(µn) for the empirical measure µn of the sample
{β1, · · · , βn}, so that, repulsive Kuramoto dynamics perform estimation of the parameter w.
It turns out that circular Cauchy distributions are strongly related to central angular Gaus-
sian laws which are defined on the projective line P1R. Section 4 recalls the main definitions and
results related to such distributions. The associated random variables are obtained from bivari-
ate centred normal distributions through projection on P1R. We define the notions of likelihood
functions, M-functionals and M-estimates Σ(P) associated with probability measures P on P1R.
The natural parameter of central angular Gaussian distributions is the covariance matrix Σ of
the underlying bivariate normal law. We then relate in Theorem 7 the M-estimate MLE(µn)
and the M-estimate Σ(Pn) , where Pn is the empirical measure of a sample {[y1], · · · , [yn]} of
elements yj ∈ S1 with y2j = βj . Hence, Kuramoto dynamics perform statistical inference by
providing dynamically statistically robust estimates of covariance matrices.
Section 4.6 provides relevant asymptotic results in the large t and n limits. For example,
a complete description of phase-locked solutions to (2) is given, where zj(t) is asymptotically
phase-locked in states of the form MMLE(µn)(βj). We also consider the situation where the
base point p has i.i.d. components βj of law µ, and describe the almost sure convergence of
MLE(µn) toward MLE(µ) and establish in Proposition 9 and Corollary 10, using M-estimator
asymptotic theory, central limit theorems for MLE(µn). These results describe in a precise way
phase-locking in repulsive Kuramoto dynamics.
Finally, Section 5 introduces notions from nonparametric multivariate statistics which per-
mit to relate phase-locked states to affine invariant statistics from nonparametric sign test
theory. We show in this way in Theorem 11 that repulsive Kuramoto dynamics are not only
performing dynamically robust covariance matrix estimation but also perform data processing:
the initial configuration (zj(0))j=1,··· ,n ∈ (S1)n is transformed by the dynamics into a limiting
phase-locked state that surprisingly equals the square of spatial signs (S2j )j=1,··· ,n ∈ (S1)n from
nonparametric statistics, that makes the sign empirical covariance matrix to equal 12 id2, the
variance-covariance matrix of a random vector that is uniformly distributed on the unit circle.
This picture is then completed in Corollaries 12 and 13 where new statistical results on spatial
signs are provided.
2 Conformal barycenters
Recall first an element of the sub-group G of Mo¨bius transformations preserving the closure D
of the Poincare´ disc D is of the form
M(z) := η
z − w
1− w¯z , |η| = 1 and |w| < 1, z ∈ D, (5)
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and we denote
Mw(z) :=
z − w
1− w¯z , |w| < 1, z ∈ D. (6)
Moreover, it is well known that G acts transitively on the set of all triples of pairwise disjoint
points on the boundary S1 of D.
Let zj(t) := e
iθj(t), where the θj(t) solve (2). For a base point p = (β1, · · · , βn) ∈ (S1)n, the
authors of [3] used the (WS) reduction principle to obtain explicit formulas of the form
zj(t) =M(t)(βj) = η(t)
βj − w(t)
1 − w¯(t)βj , j = 1, · · · , n, (7)
for M(t) ∈ G a one-parameter family of Mo¨bius transformations. Notice the initial conditions
θj(0) and the base point p are related to each other according to the relation
βj =M−w(0)(η¯(0)e
iθj (0)), j = 1, · · · , n. (8)
To find the one-parameter family M(t) ∈ G the (o.d.e.) given by equation (2) is then reduced
to the system
dw(t)
dt
= −1
2
(1− |w(t)|2)ei(pi2−δ)η¯(t) 1
n
n∑
j=1
M(t)βj , (9)
dη(t)
dt
= iωη(t) − 1
2
(
w¯(t)A− w(t)A¯η(t)2
)
, (10)
where A is evaluated at M(t)p.
In the repulsive case δ = −pi/2, (9) becomes
dw(t)
dt
= −1
2
(1− |w(t)|2) 1
n
n∑
j=1
Mw(t)(βj). (11)
By definition an element w∗(p) ∈ D is called an equilibrium for equation (11) if either |w∗(p)| = 1
or
n∑
j=1
Mw∗(p)(βj) = 0. (12)
Hence, when w∗(p) ∈ D is an equilibrium for equation (11), z∗ :=
(
Mw∗(p)(βj)
)
j
belongs to
the manifold of incoherent states
z∗ ∈ M := {z = (z1, · · · , zn) ∈ Sn;
n∑
j=1
zj = 0}. (13)
The authors of [3] recall and develop further the link that exists between the representation
(7) of the solution to the (o.d.e.) (2) and the hyperbolic geometry on the unit disc D. It
is shown that relative to the hyperbolic metric on D the reduced (o.d.e.) given in (9) is the
gradient of the potential
H(w) := − 1
n
n∑
j=1
ln(
1− |w|2
|βj − w|2 ). (14)
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The equilibrium w∗(p) ∈ D for equation (11) (if it exists and is unique) maximizes the
function
L(w; p) :=
n∑
j=1
ln(
1− |w|2
|βj − w|2 ) (15)
and satisfies (12). If there is a unique maximizer w∗(p), the gradient form of the (o.d.e.) (11)
implies that w(t) −→ w∗(p) as t→∞.
Then the authors of [3] also show that w∗(p) is related to the conformal barycenter of the
atomic probability measure µ = 1
n
∑n
j=1 δβj on S
1. Let us first recall the notion of conformal
barycenter following [4]: Let µ be a probability measure on the unit circle S1. When µ is with
no atoms, the authors of [4] assign to µ an element B(µ) ∈ D. It is defined by considering the
vector field ξµ on D such that
ξµ(0) :=
∫
S1
ξdµ(ξ),
and, more generally, for any w ∈ D,
ξµ(w) := (1− |w|2)
∫
S1
ξ − w
1− w¯ξdµ(ξ) = (1− |w|
2)
∫
S1
Mw(ξ)dµ(ξ). (16)
The following definition considers the notion of conformal barycenter for probability mea-
sures µ with no atoms. We will extend this definition to any probability measure on S1 when
dealing with M-functionals for circular Cauchy and central angular Gaussian distributions.
By Proposition 1 of [4], if µ has no atoms, then ξµ(w) = 0 has a unique solution B(µ) in D.
Definition 1 ([4]). Suppose that µ has no atoms. Then the unique zero B(µ) ∈ D of the
vector field ξµ is called the conformal barycenter of the probability measure µ.
For the repulsive case, we see that (16) is nothing but the vector field associated with the
differential equation given in (11) for the empirical measure µ = µn =
1
n
∑n
j=1 δβj . The authors
of [3] have proven that the repulsive model has a unique equilibrium point w∗(p) when the data
p = (β1, · · · , βn) does not have a majority cluster of at least n/2 equal βj . Then this element
w∗(p) is the unique zero of the vector field ξµ.
3 The circular Cauchy distribution on S1
We will show that L(w; p) is the empirical log-likelihood of the sample {β1, · · · , βn} under the
circular Cauchy distribution of parameter w, and therefore, the equilibrium point w∗(p), when
it exists and is unique, is the sample M-estimate of the unknown parameter w.
Using this new way of looking at Kuramoto orbits, we will obtain new asymptotic results as
n→∞ from mathematical statistics. Conversely, we will obtain new results in nonparametric
multivariate statistics using mathematical results from Kuramoto dynamical system theory.
To define the standard Cauchy and Circular Cauchy distributions we follow [15]. For the
univariate and multivariate central angular Cauchy distributions we use the notions given in
[10] and [2].
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3.1 The univariate Cauchy law on R
A real random variable Y is said to follow a Cauchy distribution of parameter λ = µ + iσ,
where µ ∈ R and σ > 0 when it has the density
fλ(y) :=
σ
pi((y − µ)2 + σ2) .
The standard notation is Y ∼ C(λ).
3.2 The Circular Cauchy distribution
We define in what follows the notion of circular Cauchy distribution which is a distribution on S1
or on [0, 2pi] if one uses polar coordinates. In most works in physics dealing with the Kuramoto
model, this distribution is known as a Poisson kernel, see, e.g., [14, 13]. Let Y ∼ C(λ) and
consider the new random variable
Z :=
1 + iY
1− iY ∈ C,
which is such that |Z| = 1. Then it can be shown that Z has the density
fw(z) :=
1− |w|2
2pi|z − w|2 , (17)
where w := (1+ iλ)/(1− iλ) and z is on the unit circle. This random variable Z is said to have
a circular (or wrapped) Cauchy distribution. The standard notation is Z ∼ C∗(w). It turns out
that Z has the same law as the random variable
W := eiY ,
which is known as the wrapped Cauchy random variable, see e.g., [10]. Let z = eiθ for 0 ≤ θ ≤ 2pi
and set w = ρeiα, 0 ≤ α ≤ 2pi. Then the density of Z becomes
gw(θ) :=
1− ρ2
2pi(1 + ρ2 − 2ρ cos(θ − α)) . (18)
According to [15], the family of circular Cauchy distributions is closed under the action of
the sub-group of Mo¨bius transformations which preserve the unit disc D. Any such Mo¨bius
transformations is the composition of the following two transformations
Z 7→ eiαZ and Z 7→ Z − γ
γ¯Z − 1 , |γ| < 1. (19)
If the random variable Z is circular Cauchy C∗(ψ), then the induced distributions are
C∗(eiαψ) and C∗(
ψ − γ
γ¯ψ − 1). (20)
The basic family of Mo¨bius transformations which occur in the Kuramoto model are such that
Mw(z) = e
ipi z − w
w¯z − 1 , (21)
so that, if Z is circular Cauchy C∗(ψ), then Mw(Z) is circular Cauchy C
∗(Mw(ψ)).
Remark 2. The authors of [14, 13] have considered the large n limit of models which are
similar to the simpler model given by (2). They have shown the existence of a two-dimensional
invariant manifold which consists in so-called Poisson kernels (or circular Cauchy distributions
here). One can check this is a consequence of (20).
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3.3 Circular Cauchy M-functionals
Let µ be a probability measure on S1, typically (but not necessarily) the empirical distribution of
a sample. The circular Cauchy log-likelihood function for µ is the expectation of ln fw evaluated
at a random point ξ of law µ:
L(w;µ) :=
∫
S1
ln(fw(ξ))dµ(ξ). (22)
The circular Cauchy M-functional is the functional that assigns the maximizer of L(·;µ) (if
it exists and is unique) to the probability measure µ. Then we denote it by MLE(µ) ∈ D.
MLE(µ) is the circular Cauchy M-estimate for µ. For more informations on M-functionals, see,
e.g., [9].
Following [4, 3] (see Section 2 and Definition 1), one can write MLE(µ) = B(µ), when µ
has no atom. That is, the circular Cauchy M-estimate of µ is the conformal barycenter B(µ) of
the probability measure µ. Computing the gradient of L(·;µ) one obtains the related circular
Cauchy maximum likelihood equation which is given by
∫
S1
Mw(ξ)dµ(ξ) = 0. (23)
In the special case where µ is the empirical measure of the sample {β1, · · · , βn} associated with
the base point p, this last equation becomes
n∑
j=1
Mw(βj) = 0. (24)
The following result will be useful in what follows:
Lemma 3. Let µ be a law on S1 of unique circular Cauchy M-estimate MLE(µ) ∈ D. Let β
be a random element taking values in S1 of law µ. Then
MMLE(µ)(β) is uniform on S
1 if and only if µ is the circular Cauchy C∗(MLE(µ)). (25)
Proof. The right to left implication is trivial. Let us prove the converse one. To see this, set
B = MLE(µ) and assume MB(β) = U , where U is uniform on S
1, or, equivalently the circular
Cauchy C∗(0). Then, using the above properties of the circular Cauchy family, β = M−B(U)
is circular Cauchy C∗(M−B(0)) = C
∗(B).
As we have seen in (8), the initial conditions of the Kuramoto (o.d.e) (2) are related to the
base point p as zj(0) = η(0)Mw(0)(βj), j = 1, · · · , n. Let µzn be the empirical measure of the
sample {z1(0), · · · , zn(0)}. When they exist and are unique, we can relate the circular Cauchy
M-estimates of the empirical measures µn and µ
z
n as follows.
Lemma 4. Assume MLE(µn) exists and is unique. Then
MLE(µzn) = η(0)Mw(0)(MLE(µn)). (26)
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Proof. For convenience set w∗ := MLE(µn). We start from the likelihood equation (24) and
use (8) to obtain that
0 =
n∑
j=1
Mw∗(βj) =
n∑
j=1
Mw∗(M−w(0)(η(0)zj(0))).
A direct computation shows that
Mw∗(M−w(0)(y)) = η
′MMw(0)(w∗)(y),
where η′ = (1 − w(0)w∗)/(1 − w(0)w∗) is on the unit circle. Using the identity Ma(eiφz) =
eiφMae−iφ(z), one arrives at
0 =
n∑
j=1
Mη(0)Mw(0)(w∗)(zj),
which is the likelihood equation for the empirical measure µzn of the circular Cauchy M-estimate
η(0)Mw(0)(w
∗), and the result follows.
4 The central angular Gaussian distribution
Sections 2 and 3 show that the limiting behavior of the solutions to the repulsive Kuramoto
(o.d.e.) are well described using Mw(t)(βj), j = 1, · · · , n, where w(t) converges toward the
unique equilibrium state of (9) when the circular Cauchy M-estimate MLE(µn) exists and is
unique, where µn =
1
n
∑n
j=1 δβj . The next Sections show that such estimates are strongly
related to central Gaussian M-estimates for measures defined on the projective line P1R. We
will in this way obtain new characterizations of phase-locked limiting states using notions from
nonparametric multivariate statistics.
4.1 The central angular Gaussian law on the projective line P1R
We follow [2]. Let X = (X1,X2)
T ∈ R2 be a bivariate centred normal random vector of
covariance matrix Σ, which is symmetric and positive definite. The central angular Gaussian
model GΣ is obtained from X by retaining only its axis [X] = {λX; λ ∈ R}. The law of [X] is
called the univariate central angular Gaussian distribution of parameter Σ. The sample space
of the central angular Gaussian distribution is in fact the projective space P1R = {[x]; x ∈
R
2, x 6= 0}. A data point in P1R can be seen as a pair of opposite unit vectors ±eiθ ∈ S1.
As [λx] = [x] when λ ∈ R, λ 6= 0, the covariance matrix Σ of the centred normal vector X is
determined up to a positive constant. We thus assume that
Σ ∈ Pos+(2) :=
{[
a c
c b
]
| a > 0, b > 0, ab− c2 = 1
}
.
The density of the unit vector X/||X|| with respect to the uniform probability measure on S1 is
(xTΣ−1x)−1, ||x|| = 1. Thus, the density of the central angular Gaussian distribution GΣ with
respect to the uniform distribution on P1R is
fGΣ([x]) :=
xTx
xTΣ−1x
,
Σ ∈ Pos+(2), [x] ∈ P1R.
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4.2 Relation to the Cauchy model on R
We arrive at the Cauchy model C(λ), λ = µ + iσ, that gives the law of the ratio X1/X2 by
setting (see, e.g. [2])
Σ :=
1
σ
[
σ2 + µ2 µ
µ 1
]
.
4.3 The central angular Gaussian distribution on S1
The authors of [10] introduced similarly the notion of central angular Gaussian distribution on
S
1. Let y = eiφ ∈ S1. The central angular Gaussian density of parameter Σ = (σij) ∈ Pos+(2)
is given by
hΣ(φ) := (2pi)
−1 1
1
2 (σ11 + σ22) +
1
2(σ22 − σ11) cos(2φ) − σ12 sin(2φ)
(27)
0 ≤ φ < 2pi. Notice, the density 2pihΣ(φ) is obtained from the previously defined central angular
Gaussian distribution fGΣ([x]) on P
1
R by composing the density fGΣ([x]) with the projection
Proj : S1 → P1R, with Proj(y) = [y]; or otherwise saying the density of the central angular
Gaussian distribution on P1R equals 2pihΣ(φ).
4.4 The central angular Gaussian and the circular Cauchy models
The authors of [10] also make a link between the central angular Gaussian density of parameter
Σ = (σij) ∈ Pos+(2) evaluated at y = eiφ ∈ S1 and the circular Cauchy density of parameter
w = ρeiα, evaluated at z = eiθ, by setting
θ = 2(φ mod(pi)). (28)
Then
gw(θ) = hΣ(φ) (29)
where the respective parameters w = ρeiα and Σ = (σij) are related as
2
ρ cos(α)
1 + ρ2
=
σ11 − σ22
σ11 + σ22
, (30)
and
2
ρ sin(α)
1 + ρ2
=
2σ12
σ11 + σ22
. (31)
Remark 5. The form of the densities given in (18) and (27) show that if the unit random
vector Y = eiΦ follows a central angular Gaussian distribution on the circle S1 then Z = Y 2 =
e2iΦ = eiΘ is distributed according to a circular Cauchy law.
Remark 6. Given the matrix Σ = (σij) and solving the system given by equations (30) and
(31), one finds the same w = ρeiα as given by the bijection (see (45) of the Appendix)
σ11 =
1 + ρ2 + 2ρ cos(α)
1− ρ2 , σ22 =
1 + ρ2 − 2ρ cos(α)
1− ρ2 , σ12 =
2ρ sin(α)
1− ρ2 . (32)
Conversely, we have:
w =
1
σ11 + σ22 + 2
((σ11 − σ22) + 2iσ12). (33)
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4.5 Central angular Gaussian M-functionals
Let P be an arbitrary Borel probability measure on P1R. The central angular Gaussian log-
likelihood function for P is the expectation of the logarithm of fGΣ evaluated at a random point
[x] ∈ P1R of law P:
LG
P
(Σ) :=
∫
P1R
ln(fGΣ([x]))dP([x]). (34)
The central angular Gaussian M-functional is the functional that assigns the maximizer of LG
P
(if it exists and is unique) to any probability P on (P1R,B(P1R)). We denote it by Σ(P) ∈
Pos+(2), which is the central angular Gaussian M-estimate for P.
A projective subspace of dimension k of the projective space P1R is the set of axes [x] ∈ P1R
of the non-zero vectors x lying in a linear space of dimension k + 1 of R2, k = 0, 1. Theorem 1
of [2] provides a complete characterization of existence and uniqueness of Σ(P) for multivariate
central angular Gaussian distributions. Here, we just recall the main relevant results in the
univariate case:
• If the distribution P is absolutely continuous with respect to the uniform distribution on
P1R, then Σ(P) is well-defined.
• If the P probability of some point [x] ∈ P1R is larger than 1/2, then Σ(P) does not exist.
• Let Pn = (δ[x1] + · · · + δ[xn])/n be the empirical measure of a sample {[x1], · · · , [xn]} in
P1R. Suppose that n > 2 and that the sample is in general position, that is, that any
non-trivial projective subspace of dimension k of P1R contains at most k + 1 points of
the sample. Then Σ(Pn) is well-defined.
Theorem 3 of [2] shows by computing the gradient of LG
P
(·) that the maximum likelihood
equation, which is satisfied by Σ(P) is given by
Σ
2
= EP
( Y Y T
Y TΣ−1Y
)
=
∫
P1R
yyT
yTΣ−1y
dP([y]). (35)
When P is the empirical measure of a sample {[y1], · · · , [yn]}, yi ∈ R2, (35) becomes
Σ
2
=
1
n
n∑
j=1
yjy
T
j
yTj Σ
−1yj
, (36)
which is the so-called Tyler’s equation (see [23]). One should notice here that an estimator
satisfying an equation like (36) is an M-estimator in the sense of Huber [9].
Theorem 7. Let f : S1 → S1 be the map y ∈ S1 7→ f(y) = y2. Consider the projection
Proj : S1 → P1R, with Proj(y) = [y]. Let B(S1) and B(P1R) be the Borel σ-algebras associated
with the metric spaces associated with S1 and P1R for the euclidean metrics. Suppose that the
probability spaces (P1R,B(P1R),P), (S1,B(S1), ν) and (S1,B(S1), µ) are related to each other
as P = ν Proj−1 and µ = ν f−1. Then
LG
P
(Σ) =
∫
P1R
ln(fGΣ)dP =
∫
S1
ln(fw)dµ+ ln(2pi) = L(w;µ) + ln(2pi).
where w and Σ are related as in (32). Then, if they exist and are unique, the M-estimate
Σ(P) ∈ Pos+(2) for the central angular Gaussian model equals, via the bijection (32), the
M-estimate MLE(µ) ∈ D for the circular Cauchy model.
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Proof. Using the results of Sections 4.3, 4.4, 4.5, and Remark 6, one obtains that
LG
P
(Σ) =
∫
P1R
ln(fGΣ)dP =
∫
P1R
ln(fGΣ)d(νProj
−1) =
∫
S1
ln(fGΣ ◦ Proj)dν
=
∫
S1
ln(2pihΣ)dν = ln(2pi) +
∫
S1
ln(gw ◦ f)dν
= ln(2pi) +
∫
S1
ln(fw)d(νf
−1)
= ln(2pi) +
∫
S1
ln(fw)dµ = ln(2pi) + L(w;µ).
4.6 Asymptotic properties of Kuramoto orbits with random base point
Coming back to the Kuramoto model, one can consider the sample {β1, · · · , βn} associated with
the base point p, and the associated empirical measure. Then by Theorem 7 the equilibrium
point of (9), with base point given by p, corresponds to the M-estimate in the associated circular
Cauchy model, or, to the barycenter of the empirical measure, or, to the M-estimate Σ(Pn) of
the empirical measure of a sample {[y1], · · · , [yn]}, yj = eiφj ∈ S1 with βj = y2j from the central
angular Gaussian model.
Assume that the circular M-estimate MLE(µn) for µn exists and is unique. Let θj(t),
j = 1, · · · , n be the solution to (2) in the repulsive case δ = −pi/2. Let zj(t) = eiθj(t) with
zj(t) = η(t)Mw(t)(βj), where |η(t)| = 1. Then, modulo rotations, the orbit (z1(t), · · · , zn(t)) is
phase-locked as t→∞ on the state described by the MMLE(µn)(βj), j = 1, · · · , n.
We assume the [yj ] are i.i.d. from a continuous distribution P on the projective space
P1R, since any solution to (36) depends on the data points only through their directions. In
what follows Pn denote the random empirical measure associated to the random sample. The
following is Theorem 3.1 of [22]:
Theorem 8. Let {[Y1], · · · , [Yn]} ⊂ P1R be an i.i.d. random sample, where the Yj are drawn
from a continuous distribution P on (P1R,B(P1R)). Then the random empirical measure Pn
is such that Σ(Pn) converges almost surely to Σ(P) as n→∞.
We can now describe the limiting properties of Kuramoto orbits for random base point
p = (β1, · · · , βn). We assume in both results that the i.i.d. components βj of the base point
are drawn at random according to a continuous probability measure µ on (S1,B(S1)). The
same results hold true for more general distributions, the main condition being that the related
M-estimate exists and is unique (see Section 4.5).
Proposition 9. Assume the βj are i.i.d., distributed according to a continuous probability
measure µ on (S1,B(S1)), of barycenter MLE(µ). Let µn be the empirical measure of the sample
{β1, · · · , βn}. Then MLE(µn) is the unique equilibrium of the (o.d.e.) (11), and converges
almost surely to MLE(µ) as n → ∞. Moreover, √n(MLE(µn) − MLE(µ)) is asymptotically
centred Gaussian.
Proof. We use the results from Sections 4.4 and 4.5. Let [y1], · · · , [yn] be a sample of P1R
with yj = e
iφj , βj = e
2iφj and let Pn and µn be the corresponding sample empirical measures.
Assume as in Theorem 7 that Y is such that β = f(Y ) = Y 2, so that the laws ν of Y on
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1 and P of [Y ] on P1R are such that P = νProj−1 and µ = νf−1. Theorem 7 shows that
LG
P
(Σ) = L(w;µ) + ln(2pi), where the parameters w and Σ are related to each other through
relation (32). Similarly, LG
Pn
(Σ) = L(w;µn) + ln(2pi). The results of Section 4.5 show that
Σ(Pn) (and therefore that MLE(µn)) exists and is unique when the sample [y1], · · · , [yn] is
in general position, which holds almost surely true since by assumption the data are i.i.d.
drawn from a continuous distribution. Theorem 8 shows that Σ(Pn) converges almost surely
toward Σ(P), which implies, using (33), that MLE(µn) converges almost surely to MLE(µ).
The statistics Σ(P) is linearly invariant: for any regular matrix B, let PB denote the law
of [BX] when the random variable [X] with values in P1R is distributed accordingly to P;
then Σ(PB) = BΣ(P)BT . As Σ(P) ∈ Pos+(2), one can find an orthonormal matrix B such
that Σ(PB) = id2. Recall, the matrix exponential exp is a bijective map from the set of all
symmetric 2 × 2 matrices to the set of all symmetric and positive definite 2 × 2 matrices; its
inverse is thus denoted by ln. Theorem 6.11 and Remark 6.12 of [5] show that
√
n(ln(Σ(PBn ))− ln(id2) =
√
n ln(Σ(PBn )),
is asymptotically centred Gaussian. Hence, setting Wn =
√
n ln(Σ(PBn )), one obtains that
√
n(Σ(PBn )− id2) =
√
n(e
1√
n
Wn − id2) =Wn +O( 1√
n
),
so that
√
n(Σ(PBn )− id2) is asymptotically centred Gaussian, and the same result holds true for√
n(Σ(Pn) − Σ(P)). The corresponding result for the circular Cauchy model follows from the
transformation given in (33), which is smooth since tr(Σ) > 2 on Pos+(2).
Corollary 10. Under the same hypotheses, the Kuramoto orbit (z1(t), · · · , zn(t)) is asymp-
totically (t → ∞, n → ∞) phase-locked in the configuration (MMLE(µ)(β1), · · · ,MMLE(µ)(β1).
Moreover, MMLE(µ)(βj) is uniform on S
1 if and only if µ is circular Cauchy.
Proof. Consider (7) and (5), which give that zj(t) = η(t)Mw(t)(βj), with |η(t)| ≡ 1, and w(t)→
MLE(µn), as t→∞ (the convergence follows from the fact that the (o.d.e.) (11) is of gradient
form with a unique equlibrium). Proposition 9 gives the almost sure convergence of MLE(µn)
toward the M-estimate MLE(µ) as n → ∞. The last statement is a consequence of Lemma
3.
5 Phase-locked limiting states and spatial signs
This Section characterizes the limiting phase-locked states of Kuramoto orbits. We will see
that these limiting states are strongly related to so-called spatial signs Sj ∈ S1 which have been
considered in nonparametric multivariate statistics.
5.1 Tyler’s transformation matrix and spatial signs
For a given sample {y1, · · · , yn}, yj ∈ R2, j = 1, · · · , n, let Σ(Pn) ∈ Pos+(2) be the M-estimate
of the central angular Gaussian model for the empirical measure Pn :=
1
n
∑n
j=1 δ[yj ]. Consider
any matrix Ay such that
ATyAy = Σ
−1(Pn).
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Such matrices Ay are known as Tyler transformation matrices (and depend on the current
sample). This transformation is used for many purposes in statistics, for example for the
multivariate Sign test, see [18, 16].
Consider the projection S : R2\{0} → S1 by x 7→ S(x) := x||x|| . The spatial signs are defined
as the affine invariant statistics
Sj := S(Ayyj), j = 1, · · · , n. (37)
Using the fact that Σ(Pn) satisfies (36), one obtains
Σ(Pn)
2
=
A−1y (A
−1
y )
T
2
=
1
n
n∑
i=1
yiy
T
i
yTi A
T
yAyyi
=
1
n
n∑
i=1
yiy
T
i
||Ayyi||2 ,
and thus
id2
2
=
1
n
n∑
i=1
SiS
T
i . (38)
The transformed sample S = {S1, · · · , Sn} is then such that Σ(PSn) = id2, where PSn is the
transformed sample empirical measure PSn :=
1
n
∑n
j=1 δ[Sj ].
5.2 Phase-locked states and spatial signs
In this section we find an explicit relation between the spatial signs {S1, · · · , Sn} and the base
point p = (β1, · · · , βn) of the Kuramoto equation (2). Let us consider the same notation and
the hypotheses from Section 5.1 (see also Section 6.2 from the Appendix).
Theorem 11. Let yj ∈ R2, j = 1, · · · , n, and let βj ∈ S1, j = 1, · · · , n, be such that S(yj)2 =
βj . Let µn be the empirical measure of the sample {β1, · · · , βn} and assume MLE(µn) =: ρeiα
exists and is unique. Then, the spatial signs Sj ∈ S1 are such that
S2j = e
i(pi−α)MMLE(µn)(βj), j = 1, · · · , n. (39)
Let zj(t) = e
iθj(t), j = 1, · · · , n, be solution of (2) for the base point p = (β1, · · · , βn). Then,
the Kuramoto orbit (z1(t), · · · , zn(t)) is asymptotically phase-locked as t→∞ in the asymptotic
configuration (S21 , · · · , S2n), ∀n ≥ 3.
Proof. Set for convenience
yj
||yj ||
= eiφj and βj = e
2iφj . Then, by Section 6.2, the Tyler’s
transformation Ay is related to MLE(µn) = ρe
iα as follows
±Ay =
[
a 0
0 1
a
] [
cos((pi − α)/2 + kpi) − sin((pi − α)/2 + kpi)
sin((pi − α)/2 + kpi) cos((pi − α)/2 + kpi)
]
,
where a =
√
(1 + ρ)/(1 − ρ). This shows that, using complex notation, ±Ay yj||yj|| becomes
aℜ(ei(pi−α2 +φj+kpi)) + i1
a
ℑ(ei(pi−α2 +φj+kpi)).
Let θSj and θS2j be the arguments of the unit complex numbers Sj and S
2
j . Then, from con-
struction,
tan
(θS2j
2
)
= tan(θSj) =
1
a
sin(pi−α2 + φj + kpi)
a cos(pi−α2 + φj + kpi)
=
1
a2
tan(
pi − α
2
+ φj),
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or, equivalently,
tan
(θS2j
2
)
=
1− ρ
1 + ρ
tan(
pi − α
2
+ φj). (40)
To go further, consider a relation of the form
eiθ :=M−w(e
iψeiφ), (41)
where M−w is the inverse of Mw in the sub-group G of Mo¨bius transformations preserving the
closure D of the Poincare´ disc D that are of the form (7). Then
ei(θ−α) =
ρ+ ei(φ−u)
1 + ρei(φ−u)
, (42)
where we set u = α− ψ. The next step consists in using the trigonometrical identity
tan(
θ − α
2
) = i
1− ei(θ−α)
1 + ei(θ−α)
. (43)
Plugging the relation (42) into (43) one gets
tan(
θ − α
2
) =
1− ρ
1 + ρ
tan(
φ− α+ ψ
2
). (44)
A direct comparison of (40) with (44) shows that
S2j = e
−iαM−MLE(µn)(−βj) = ei(pi−α)MMLE(µn)(βj), j = 1, · · · , n.
Corollary 12. Assume the βj are i.i.d. drawn from a continuous distribution µ on (S
1,B(S1)).
Then each S2j converges almost surely as n→∞ to some limiting random variable S2(j) taking
values in S1. S2(j) is uniform on S1 if and only if the βj are circular Cauchy.
Proof. We know from Proposition 9 that the random variables MMLE(µn)(βj) converge toward
MMLE(µ)(βj) which are uniform if and only if the βj are circular Cauchy distributed. The result
follows then from the identity (39).
Because
∑n
j=1Mw∗(p)(βj) =
∑n
j=1MMLE(µn)(βj) = 0, we have the following surprising
result. Still, one can give an independent proof using Theorem 7.
Corollary 13. We have that
∑n
j=1 S
2
j = 0. In particular, S
2 = (S21 , · · · , S2n) belongs thus to
the manifold M of incoherent states as given in (13).
Proof. By Theorem 7 and equation (38), so using the mapping Y 7→ Y 2 = Z which maps
the central angular Gaussian model to the circular Cauchy model, and considering the related
empirical measure µn(S
2
1 , · · · , S2n) = 1n
∑n
i=1 δS2i , we obtian MLE(µn(S
2
1 , · · · , S2n)) = 0. So by
(24) we have
∑n
j=1 S
2
j = 0.
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6 Appendix
6.1 Four models for the hyperbolic plane
There are four models for the hyperbolic plane:
1. the Poincare´ disc model
D := {z ∈ C | |z| < 1}
endowed with the Riemannian metric ds2 = 4 dx
2+dy2
(1−x2−y2)2
, where z = (x, y) are the Carte-
sian coordinates of the ambient Euclidean plane;
2. the Poincare´ upper-half plane model
H =: {(x, y) | x, y ∈ R, y > 0}
endowed with the Riemannain metric ds2 = dx
2+dy2
y2
;
3. the hyperboloid model
H
2 =: {(t, x, y) ∈ R3 | t2 − x2 − y2 = 1, t > 0}
endowed with the Riemannian metric ds2 = dt2 − dx2 − dy2;
4. the positive definite, symmetric 2× 2 matrices model
Pos+(2) :=
{[
a c
c b
]
| a > 0, b > 0, ab− c2 = 1
}
where at every point Σ ∈ Pos+(2) the Riemannian metric is given by gΣ(A,B) =
trace(Σ−1AΣ−1B), for any vectors A,B in the tangent plane TΣPos
+(2) at Σ.
Between these four models we have the following isometries:
1. h : D → H, z 7→ h(z) := z+i
iz+1 , where i ∈ C is the imaginary unit;
2. g : D → H2, z = (x, y) 7→ g(z) :=
{
1+x2+y2
1−x2−y2
, 2x
1−x2−y2
, 2y
1−x2−y2
}
.
Its invers g−1 : H2 → D is (t, x, y) 7→ g−1((t, x, y)) =
{
x
1+t ,
y
1+t
}
;
3. f : H2 → Pos+(2), (t, x, y) 7→ f((t, x, y)) :=
[
t+ x y
y t− x
]
.
Its invers f−1 : Pos+(2)→ H2 is given by
[
a c
c b
]
7→ f−1(
[
a c
c b
]
) = (a+b2 ,
a−b
2 , c).
In particular, we obtain f ◦ g : D → Pos+(2)
z 7→ f(g(z)) =


1+zz+z+z
1−zz
z−z
i−izz
z−z
i−izz
1+zz−z−z
1−zz

. (45)
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6.2 The relation between MLE(µn) and Tyler’s matrix Ay
Let y := {y1, · · · , yn}, yj ∈ R2, j = 1, · · · , n, be a sample with associated M-estimate Σ(Pn) ∈
Pos+(2) and empirical measure Pn :=
1
n
∑n
j=1 δ[yj ] as in Section 5.1. Denote e
iφj :=
yj
||yj ||
∈ S1.
Let βj := e
2iφj ∈ S1 and µn := 1n
∑n
j=1 δβj be the empirical measure of the sample p :=
{β1, · · · , βn}.
By Theorem 7 the circular M-estimate B(µn) = w
∗(p) ∈ D of the measure µn equals Σ(Pn)
in the hyperbolic plane model Pos+(2).
To simplify the notation in the computation, in what follows consider w = w∗(p) and
Σ = Σ(Pn). Using the isometry f ◦ g : D → Pos+(2), given w the positive definite symmetric
matrix Σ has the form

1+ww+w+w1−ww w−wi−iww
w−w
i−iww
1+ww−w−w
1−ww

 ∈ Pos+(2).
Similarly, to −w corresponds Σ−1 and
Σ−1 =

1+ww−w−w1−ww −w+wi−iww−w+w
i−iww
1+ww+w+w
1−ww

.
As Σ−1 = ATyAy, where Ay =
[
a 0
0 1/a
] [
cos(θ) − sin(θ)
sin(θ) cos(θ)
]
with a ≥ 1, one has to solve the
following equation to either find Ay given w or find w given Σ:

1+ww−w−w1−ww −w+wi−iww−w+w
i−iww
1+ww+w+w
1−ww

 =
[
cos(θ) sin(θ)
− sin(θ) cos(θ)
] [
a2 0
0 1/a2
] [
cos(θ) − sin(θ)
sin(θ) cos(θ)
]
. (46)
By doing the computation for equation (46), given Ay (i.e., a > 0 and θ) we obtain
w =
a− 1
a
a+ 1
a
(cos(−2θ + pi) + i sin(−2θ + pi)). (47)
Now given w = ρeiα ∈ D, ρ < 1, we obtain ±Ay:
a =
√
1 + ρ
1− ρ and θ ∈ {(pi − α)/2 + kpi, | k ∈ Z}. (48)
Recall, when it exists and is unique, w∗(p) ∈ D is the equilibrium for equation (12):
n∑
j=1
Mw∗(p)(βj) = 0,
where Mw(z) :=
z−w
1−w¯z , for z ∈ D and w ∈ D, is an isometry of the Poincare´ disc model D. We
obtain therefore a relation between Mw∗(p) and Ay via the relation between w
∗(p) and Ay.
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