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Molecular simulation study of CO2 and N2 absorption in a phosphonium
based organic ionic plastic crystal
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(Received 30 June 2017; accepted 5 September 2017; published online 28 September 2017)
An organic ionic plastic crystal (OIPC), methyl(diethyl)isobutylphosphonium hexafluorophosphate
[P122i4][PF6], was investigated for CO2 and N2 absorption using molecular simulations. Ab initio
calculations showed that both the cation and anion exhibit larger binding energy for CO2 compared
with N2. The CO2 absorption, as calculated from classical molecular dynamics simulations, increased
by a factor of 7.5 from 275 K to 325 K, while that of N2 showed low absorption at both temperatures.
The simulations suggest that the significant increase in CO2 absorption at 325 K is attributed to a
higher degree of disorder and increase in the free volume due to the gas/solid interfaces. While the
ab initio calculations were helpful in identifying specific interaction sites on the constituent ions,
the classical MD simulations elucidated the importance of interfaces in gas absorption studies in
this material. The results show that the OIPC can be a promising material for CO2 separations from
CO2/N2 mixture. Published by AIP Publishing. https://doi.org/10.1063/1.4993654
I. INTRODUCTION
The problem of rising concentrations of carbon dioxide
in our atmosphere has been well recognized1 and is seen as a
major cause of global warming. The damage made to the envi-
ronment and the subsequent consequences for human health
have prompted calls for urgent action to reduce the greenhouse
gas emissions. Novel gas separation technologies that can
selectively filter out CO2, on a large scale, at the point sources
of pollution, will play an important role in achieving this goal.
Currently, the widely used liquid amine-based separation tech-
nology can enable large scale CO2 separation.2 However, the
regeneration of the spent solvent is very energy intensive,
which increases the overall cost of the process.2,3 Degradation
of the amine solvent also leads to corrosive by-products.4 Thus,
a considerable amount of research is being carried out towards
designing alternative, low-cost gas separation technologies.
Materials for membrane based gas separation have
attracted increasing interest as they offer a low-cost alternative
to the conventional absorption technology. Membranes based
on gas permeation operate by a solution-diffusion mechanism
to separate the gases. Polymer materials such as polycarbon-
ates, polyimides, poly(dimethylsiloxane), etc., are commonly
employed as membrane materials in this technique.5 An impor-
tant metric to gauge membrane performance is the Robeson
plot.6 Underlying models based on the plot predict an upper
bound for their performance. However, these upper limits have
been recently challenged by novel materials,7 which include
supported ionic liquid membranes (SILMs).5,8 The use of ionic
liquids (ILs) in porous polymer membranes to form SILMs
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can enhance gas separation capabilities by improving both the
permeability and selectivity for several industrially relevant
gas mixtures.2,4,9,10 This strategy is particularly effective for
CO2 separation as the quadrupole moment of the gas results in
strong electrostatic interactions with the ions of the IL.11 How-
ever, the IL/polymer structure can lose its robustness even at
low pressures,12 when the IL is partially forced out of the mem-
brane by the gas. Thus, better mechanical stability is important
when designing new membrane materials. One way to achieve
higher mechanical strength in SILMs is by including polymer-
izable groups in the ILs, resulting in poly(IL) membranes.13
Such membranes, in general, perform better than most of
the conventional polymeric systems and some of the pure IL
counterparts, in their separation of the CO2/N2 mixtures.13
Organic ionic plastic crystals (OIPCs) are solid-state
analogs of ILs and their use as solid electrolytes has
recently attracted significant attention.14–16 These materi-
als are composed of cations and anions similar to ILs
but are solids at room temperature. Hence, along with the
chemistry similar to ILs, they offer an additional advan-
tage of mechanical stability. Recently, a phosphonium-based
OIPC, methyl(diethyl)isobutylphosphonium hexafluorophos-
phate ([P122i4][PF6]), was tested for CO2 and N2 permeation
at temperatures in the range 35–95 °C and for pressures vary-
ing from 1 to 5 bars.17 These pressure and temperature ranges
resemble the conditions of an effluent gas from a coal-fired
power plant.5 Under these conditions, the material has demon-
strated good permeability of CO2 and a high ideal selectivity
(α) value (ca. 30) for a CO2/N2 mixture at 35 °C.17 This
work has prompted us to investigate further the gas absorption
in OIPCs in order to design improved materials. A funda-
mental understanding of the mechanism of gas absorption
and the factors affecting it is important in optimizing these
materials for better performance. Hence, towards achieving
this goal, we employed molecular simulation methodology,
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which has proved to be very useful in gaining insights into the
structure-property relationships in ionic liquids.18–21
The OIPC [P122i4][PF6] simulated in the current work
has been previously characterized by both experiments22
and molecular simulations.23–25 The material exhibits four
different solid phases: phase IV (below 298 K), phase III
(309–342 K), phase II (352–393), and phase I (400–423 K)
before it melts at 423 K. Both experiments22 and simu-
lations23,24 have shown that the OIPC exhibits interesting
dynamical behavior involving different cationic and anionic
molecular motions that lead to the complex phase behavior
and transport properties across its phases.24 For example, var-
ious degrees of rotational and translational motions were seen
to be activated at different temperatures.24 Furthermore, both
the cations and anion were found to exhibit dynamic hetero-
geneity in the OIPC phases,23 especially in the presence of
a defect or vacancy. Thus, the molecular simulation methods
employed in these studies have proven to be extremely useful
in gaining a deeper understanding of the overall behavior of
the material. In the current study, therefore, a combination of
quantum and classical molecular simulation methods was used
to understand gas absorption in the OIPC.
II. METHODOLOGY
The following two sets of calculations were performed:
ab initio based binding energies on gas/ion pairs and classical
molecular dynamics (MD) based calculations on CO2 and N2
gas absorption. Both methods are described in Secs. II A and
II B.
A. Gas/ion pair binding energy
Geometry optimizations have been carried out on the
gas/anion and gas/cations pairs, in the gas phase, with Hartree-
Fock26,27 (HF) and Møller-Plesset28 (MP2) levels of theory,
using the 6-311+G* and 6-311++G(d,p) basis sets.29–31 The
individual molecules were initially optimized at the MP2 level
using the corresponding basis sets. The gas/ion pairs, con-
sisting of these structures, were further optimized, first with
HF followed by the MP2 method. The structures optimized
using the 6-311+G* basis set were used for optimization with
the slightly bigger basis set 6-311++G(d,p). The Gaussian
09 program32 was used for all binding energy (BE) calcu-
lations. Basis set superposition error (BSSE) was accounted
for by using the counter-poise correction method33 as imple-
mented in the program. Equation (1) was used to calculate BE
(denoted by ∆EBE). ECPComplex represents the counter-poise cor-
rected energy of the gas/ion complex, and EGas and Eion denote
the gas and ion energies, respectively,
∆EBE = ECPComplex − (EGas + EIon). (1)
B. Classical molecular dynamics
Classical molecular dynamics (MD) simulations were
carried out at two different temperatures: 275 and 325 K,
each corresponding to phases IV and III, respectively, of
the OIPC. The molecular model consists of two regions:
one containing a slab of the solid OIPC and the other
comprising gas (CO2 or N2) molecules. The solid portion was
made up of 512 ion pairs, which amounts to 19 968 atoms.
The molecular structures of a cation and an anion molecule
are shown in Fig. 1(a). The molecular structure of the unit cell
used in the current work was obtained previously by X-ray
diffraction22 at 123 K.
Initially, the system containing only the bulk solid (with-
out the gas region) was gradually heated from 123 K to the
described temperatures by temperature scaling at the rate of
0.5 K/ps. After heating, the resulting structure was equilibrated
in the isothermal-isobaric (NPT) ensemble for 2 ns and 1 atm
pressure. Vacuum was then introduced along the Z direction
to form a gas-solid interface in the XY plane. The solid, there-
fore, occupied the lower portion of a cuboidal simulation box
with vacuum (and subsequently gas) at the top. The dimen-
sions of the resulting box were 5.3 × 5.9 × 25 nm (schematic
is shown as Fig. S1 in the supplementary material). The box
length along the Z direction, equal to 25 nm, was chosen to
ensure sufficient separation (of at least 18 nm) between the
periodic images of atoms along this direction. The resulting
OIPC/vacuum system was again equilibrated at the above men-
tioned temperatures in the NVT ensemble for an additional
11 ns at 275 K and 325 K. No further structural changes
in the solid were observed beyond these time intervals. The
gas molecules were subsequently introduced into the vacuum
part, and the OIPC-gas system was equilibrated (in the NVT
ensemble) for 8 ns. The required properties were calculated
by averaging over an additional run of 4 ns. All calculations
were carried out with periodic boundary conditions imposed
in all the three directions.
The force field parameters used in the current work were
formulated and tested previously to study the OIPC behavior
over a wide temperature range24 (the force field is described
in detail in the supplementary material). It was able to match
the simulated supercell volume with the experimental value at
123 K within an error of 0.51%.24 The same parameters were
used in the current study. The Nose´-Hoover style34,35 barostat
and thermostat equations were applied to control the pres-
sure and temperature during simulations. The temperature (or
pressure) during thermostatting (or barostatting) was relaxed
FIG. 1. (a) Molecular structures of the [P122i4]+ cation and [PF6] with
atomic labels. (b) Electrostatic potential map of [P122i4]+, and (c) the same
figure with the molecular structure superimposed.
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every 2 ps. The cutoff distance for the calculation of the van
der Waals forces (given by the LJ equation) and electrostatic
energies in real space was 15 Å. The long-range electrostatic
energies were treated with the particle-particle particle-mesh
technique.36 The program Large-scale Atomistic and Molec-
ular Massively Parallel Simulator (LAMMPS, version 7 Dec
2015)37 was used for all MD simulations. A time step of 2 fs
was adopted.
The number of CO2 or N2 molecules considered in the
simulation corresponds to the respective gas densities at spec-
ified temperatures. These were 76 at 275 K and 68 at 325
K, for both gases, when the gases occupied only the gas
region in the model. Two different sets of force field param-
eters for CO2 were trialled (Table S1 in supplementary mate-
rial): one by Zhang and Duan38 and the other by Potoff
and Siepmann39 (also known as transferable potentials for
phase equilibria or the TraPPE model). Both are rigid, three-
site models obtained by successfully reproducing vapor-liquid
equilibrium in pure phases as well as some mixtures with
alkanes.39 The TraPPE model showed a good estimate of the
quadrupole moment of the gas.39 As both the models yielded
very similar CO2 solubilities (at 325 K), only one of them
(TraPPE) was used for all the remaining simulations. Force
field parameters for N2 were also from the work of Potoff
and Siepmann.39 The positions and velocities of the OIPC
and the gas molecules were updated separately, both employ-
ing the same style of a thermostat and barostat. The rigid
gas molecules were treated as per the method proposed by
Kamberaj et al.40 The force field for the organic ionic plastic
crystal used scaled partial atomic charges to account for polar-
ization effects in the condensed phase.24 Although the CO2
and N2 models used in this study have also been previously
used in simulations with ionic liquids, they are not polarizable,
which may be important for a more accurate understanding of
the behavior of the absorption process.
To track the spatial variation of CO2 throughout the sim-
ulation box, its number density as a function of the Z direction
was calculated. For this, the box volume was divided into small
elements or bins along the Z direction, with a bin width equal to
0.1 Å. An ensemble average of the number of CO2 molecules
occupying each bin was obtained at the end of a simulation to
estimate the density as a function of the Z direction [ρ(z)]. For
better comparison, ρ(z) was further normalized by the initial
gas density (when the entire gas occupied only the gas region).
Integrating the density profile along a specified length along
the Z axis gave the number of particles in the volume cor-
responding to that length, which in turn gave the absorption.
Similar number densities were also calculated for the anion and
cation atoms to locate the interfacial positions. Such a density
plot is presented as Fig. S2 in the supplementary material. The
interfacial positions of the solid, thus obtained, were used for
calculating the solid volume and the number of absorbed CO2
molecules (described in Secs. III B and III C).
III. RESULTS AND DISCUSSIONS
A. Gas/ion pair binding energy
Ab initio calculations were carried out to determine bind-
ing energies (BEs) for gas/ion pairs in the gas phase. The
FIG. 2. Optimized configurations of (a) CO2/[PF6] and CO2/[P122i4]+ and
(b) the same for the ions with N2, along with labeled distances and angles.
The structures were obtained with the basis set 6-311++G(d,p).
optimized structures were obtained by trialling several initial
configurations and are shown in Fig. 2, and the correspond-
ing BE values are presented in Table I. Frequency calculations
performed on the HF level were used to determine the nature
of the converged state. The binding energies obtained using
the two basis sets vary by a margin of less than 10% and show
a consistent trend. The energies suggested that both the cation
and anion bonded more strongly with CO2 compared with N2.
Furthermore, for each gas, the cation exhibited a higher BE
than the anion. All starting configurations for the CO2/[P122i4]+
pair led to optimized structures wherein the C==O bonds were
aligned along the line joining the CO2 carbon and the P2 atom
[represented as the dotted line D in Fig. 2(a)], with a slight
deviation of around 1°. Similarly, the N2 molecule is aligned
with its triple bond pointing to the P2 atom, after optimization
[Fig. 2(b)]. The alignment of C==O (or N≡≡N) with the cation
can be understood from the electrostatic potential map of the
cation, shown in Fig. 1(b). The figure was generated and visu-
alized using the GaussView program (version 5.0.9).41 The
color scheme from green to blue in the map is indicative of the
increasing strength of attraction towards a negative charge.
Hence, the region around the phosphorous atom (P2), repre-
sented by the dark blue color, is most attractive to negatively
charged atoms. It also implies that a considerable portion of
the net positive charge is localized around the phosphorous
atom. Partial atomic charges calculated previously by Chen
TABLE I. Binding energies (in kcal/mol) for the gas/ion pairs as calcu-
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et al.24 also showed that the P2 atom held slightly more than
half of the net positive charge. Thus the final structures of the
gas/ion pairs are a result of the electron rich atoms (O and N)
being drawn towards the P2 atom.
The CO2/[P122i4]+ optimized structure also indicates the
presence of hydrogen bonds between the CO2 oxygen (OCO2 )
and the H atoms on carbons adjacent to P2. As shown in
Fig. 2(a), the three shortest OCO2 –H distances, d1,d2, and d3,
were in the range of 2.6–2.7 Å. These correspond to weak
hydrogen bonds, seen, for example, in C–H· · ·O==C interac-
tions in certain biological systems.42 This indicates that the
hydrogen atoms may also play a role in binding with CO2.
In the case of the N2/[P122i4]+ pair, the absolute value of BE
is about 51% lower than that for CO2/[P122i4]+. Accordingly,
the N–P2 (4.21 Å) distance is also significantly larger than the
O–P2 distance (3.61 Å).
With respect to interactions with the anion, both the N2 and
CO2 molecules preferred to orient with their bonds along the
direction perpendicular to a plane containing four P–F bonds.
Such orientations were also observed previously in MD sim-
ulations with CO2 in a bulk IL with [PF6] anions.20 The BE
for CO2/[PF6] obtained in this study matches well with that
reported in the literature19 using the same method and basis
set. As expected, the O==C==O bending was observed, with the
final value equal to 176.11◦. The experimental determination
of the angle of bending by spectroscopic techniques was one
of the earliest indicators of specific CO2–anion interactions.43
For some ionic liquids, the BE calculations were
used to explain qualitatively the trends in CO2/N2
selectivity. For example, among the anions [Tf2N]
[bis(trifluoromethylsulfonyl)], [PF6], and [BF4]
(tetrafluoroborate), [Tf2N] showed the smallest BE, while
[BF4] showed the largest (i.e., most negative) BE with CO2.44
Accordingly, the same trend in the CO2/N2 selectivity ratio was
followed by these ILs consisting of these anions with similar
cations.44 Similarly, with regard to the current OIPC system,
the gas/ion BEs indicate that the material can be potentially
useful in separating CO2 and N2, corroborating the previous
experimental finding of good CO2/N2 selectivity.17 Note that
in the above calculations, the cation and anions were consid-
ered separately while interacting with a gas molecule—future
BE calculations will investigate both ions interacting together
with the gas to study the net effect. It should also be noted that,
while the MP2 method has been largely used to calculate bind-
ing energies in systems involving CO2, one may be required
to use a more accurate method [such as coupled cluster singles
and doubles with perturbative triples, or CCSD(T) method] for
a more reliable prediction of binding energies involving the N2
molecule.
B. Interfacial effects
The structural evolution of [P122i4][PF6] in different plas-
tic crystal phases has been analyzed previously.23–25 Here we
present the first account of its behavior with a vacuum inter-
face. To track structural changes at both temperatures, radial
distribution functions (RDFs) inside the solid in regions close
to the interfaces and in the central section of the solid were
calculated. Each of these regions was 15 Å thick along the
Z direction, shown in Fig. 3(a). Figure 3(b) shows the RDFs
between the phosphorous atoms of both the cation and anion in
these regions. The corresponding plots in the same regions, but
for the bulk OIPC structure, are shown in Fig. 3(c). RDFs in all
FIG. 3. (a) Schematic of the OIPC/vacuum system show-
ing regions sectioned as interface (A) and centre (B), each
with a thickness of 15 Å. [PF6] anions are shown in red,
and [P122i4]+ cations are shown in blue. (b) RDF plots
across these regions at the two temperatures; plots for the
centre regions are shifted by 0.1 units along the Y axis
for clarity. (c) The same plots from the centre sections in
the bulk OIPC (without the interfaces).
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these sections were calculated without the periodic boundary
conditions.
At 275 K, the OIPC/vacuum structure stabilized after
simulating for 5 ns. The overall structure was slightly more
disordered compared with that in the bulk phase, as indicated
by the broader peaks in Fig. 3(b) compared with Fig. 3(c).
Furthermore, the atoms close to the interface (regions A) were
slightly more disordered than those in the centre (region B).
However, when the temperature of the OIPC/vacuum sys-
tem was increased to 325 K (corresponding to phase III), and
the system was equilibrated for 11 ns, considerable changes in
the overall structure were observed. The smaller peaks present
in the corresponding bulk structure [Fig. 3(c)] were replaced
by single, relatively broad peaks [Fig. 3(b)]. The RDF plots
in the centre region of the solid at this temperature resemble
those obtained for the bulk solid structure at 413 K (shown in
Fig. 4), which corresponds to its state in the higher-temperature
phase I.24 The RDF profiles at 325 K are thus hypothesized
to represent a more disordered structure, which is close to a
structure in a pre-melting or molten OIPC state. Therefore, the
introduction of an interface had a stronger effect on both short
and long range ordering of the cations and anions in the model
at 325 K.
The large structural changes in the OIPC caused by the
interfaces can be related to the behavior of the material in the
presence of defects. The presence of vacancies or impurities
has been shown to affect the ionic dynamics and also lead
to structural changes in certain OIPCs. For example, exper-
iments have shown that the OIPC [C2mpyr][BF4] (N-ethyl-
N-methylpyrrolidinium tetrafluoroborate) exhibited improved
transport behavior (i.e., increased conductivity) when con-
tacted with polymers such as polyvinylidene fluoride (PVDF),
attributed to defect formation in the interfacial region.45 Sim-
ilar behavior can be expected in the current OIPC as pre-
vious simulations have shown that introducing a vacancy
defect leads to local disordering and faster dynamics.23 In
this case, the vacuum essentially acts as a defect along the
solid interface, and the model behavior at 325 K is largely
representative of the material’s interfacial behavior. In the
present solid model, the unbalanced surface tension at the
vacuum/solid interface was large enough to cause dramatic
structural changes, i.e., the model was unable to retain any
FIG. 4. Comparison of the RDF plots between the centre regions of the OIPC
with vacuum at 325 K [labeled as B in Fig. 3(a)] and the corresponding region
in the bulk OIPC at 413 K. The plots for P2–P2 pairs are shifted by 0.1 units
along the Y axis for clarity.
portion of the bulk structure at this temperature. Therefore,
in order to study gas absorption (including higher tempera-
ture OIPC phases), future studies are planned with different
sized simulation boxes to achieve a more robust solid model
with interfaces. Nevertheless, the current work presents the
importance of structural disorder in the OIPC that has led
to many-fold increase in the CO2 absorption as described in
Sec. III C.
C. Absorption calculations
Density plots of CO2 and N2 separately, in the direc-
tion perpendicular to the interfaces (along the Z axis), were
obtained, for the two temperatures of the OIPC, as shown in
Fig. 5. The gray area represents the portion occupied by the
OIPC inside the simulation box. Integrating the density plots
in this area, therefore, gives the ensemble-averaged number
of gas molecules absorbed by the solid. As explained earlier,
the plotted gas density was normalized by its initial value (i.e.,
when the gas occupied only the non-OIPC portion of the sim-
ulation box at the specified temperatures and 5 atm initial gas
pressure). Thus, the gas densities shown in Fig. 5 are equal to
1 at the start of the simulation and finally stabilize to a lower
value as some of the gas molecules enter the OIPC. This is
followed by a commensurate reduction in the gas pressures
compared with the starting value of 5 atm. The density pro-
files in the solid stabilized after a simulation run time of 8 ns,
and the reported absorption numbers were averaged beyond
this time interval over an additional 3 ns.
At 275 K, the CO2 density at the interfaces was up to
13 times more than in the bulk. Hence, a relatively large amount
of the gas adsorbed onto the surface with very little of it enter-
ing the solid. A similar trend was also observed for N2, with
its interfacial density more than 3-4 times larger than that in
the bulk. At the higher temperature (325 K), there was a sig-
nificant increase in the number of CO2 molecules absorbed,
increasing from 2 to 15. There was also a slight increase in the
corresponding number of N2 molecules absorbed. Thus, while
the gas densities decreased at the interfaces, a much higher
reduction was observed for CO2.
The increase in CO2 absorption from 275 K to 325 K in
this study was believed to be due to a considerable increase in
FIG. 5. The CO2 (black) and N2 (red) gas density profiles calculated along
the Z axis, at 275 and 325 K. The gray area represents the portion occupied
by the OIPC in the simulation box. Also shown are the average numbers of
gas molecules absorbed in the OIPC along with corresponding error bars in
parentheses.
124703-6 Kandagal et al. J. Chem. Phys. 147, 124703 (2017)
the free volume accompanied by the overall disordering due
to the interfaces. A 1.7% increase in the solid volume was
noted upon introducing vacuum. The model therefore shows
that the interfaces may play an important role in affecting CO2
absorption and thereby opens up possibilities towards tailoring
the material for higher CO2 absorption. In the case of ionic
liquids, the CO2 absorption has been previously reported to
decrease, while that of N2 was seen to increase with temper-
ature.46 Here, however, we show a higher CO2 absorption at
higher temperatures, which indicates a more important role of
structural disordering and increase in free volume in the OIPC.
D. Structural details of CO2-ionic interactions
In order to assess the local environment of the CO2
molecules inside the plastic crystal, RDFs [g(r)] and
3-dimensional spatial distributions47 were calculated between
the gas and the OIPC molecules at 325 K. The plots reveal
details about average interatomic arrangement and hence the
preferred association between atomic pairs.
The RDF plots for CO2 with the anion and cation atoms
are shown in Fig. 6. As per Fig. 6(a), both C and O in
CO2 are closer to the phosphorous atom in the anion (P1)
than the cation (P2). This trend is in accordance with our
ab initio calculations (Sec. III A). The CCO2 –P1 distribution
peaks at 4.15 Å, which is close to the corresponding value
of around 4.2 Å obtained by classical MD simulations in
the IL 1-n-butyl-3-methylimidazolium hexafluorophosphate
([bmim][PF6]).48 Both the CCO2 –F and OCO2 –F distributions
are similar [Fig. 6(b)], each consisting of two peaks occur-
ring at 3.25 and 5.05 Å. The peak positions for OCO2 –F in our
calculations also matched well with those obtained from sim-
ulations of [bmim][PF6].48 The CCO2 –P2 and OCO2 –P2 peaks
for the CO2-cation interactions occurred at distances further
than those with P1 (in anions). Furthermore, the broader, lower
intensity peaks with P2 imply that the gas molecules are less
organized around the cations than around the anions. The RDF
for OCO2 with H (in [P122i4]+) suggests a uniform concentration
of H atoms around the gas molecule.
Spatial density distributions in three-dimensions were cal-
culated and visualized using the VMD program.49 The surfaces
shown in Fig. 7 represent the probability density of finding the
FIG. 6. RDF plots between the atoms in CO2 and the cations and anions of
the OIPC, calculated at 325 K and averaged over a simulation run time of
3 ns. (a) RDF plots between CO2 atoms and the phosphorous atoms of the
cation (P2) and anion (P1), (b) RDF plots between CO2 atoms and fluorine
and hydrogen atoms of the anion and cations, respectively.
FIG. 7. [(a) and (b)] Spatial distributions of the phosphorous atoms in the
anions (red) around a CO2 molecule. [(c) and (d)] Similar plots for phos-
phorous in cations (blue) around a CO2 molecule present inside the OIPC at
325 K. [(e) and (f)] Similar plots around a nitrogen molecule, at 325 K. All
the surfaces were generated with an isosurface value equal to 0.0316 Å3.
P1 (red) and P2 (blue) atoms around a CO2 molecule at 325 K
and at an isosurface value of 0.0316 Å3. The plots provide a
better aid for understanding the trends in the RDF plots. For
example, according to Figs. 7(a) and 7(b), the P1 atoms lie
closer to the carbon than the oxygen atoms in CO2, thereby
forming a doughnut-shaped region around the gas molecule.
In such an arrangement, both the OCO2 atoms are equidis-
tant from P1, thereby leading to a single peak for OCO2 –P1
pairs, as seen in the RDF plots (Fig. 6). The distributions for
P2 atoms [Figs. 7(c) and 7(d)] enclose the molecule from the
sides closer to each oxygen atom. The two smaller OCO2 –P2
peaks in Fig. 7(a), therefore, are due to the distances of each
oxygen atom from the two blue surfaces (P2 atoms). This is
in agreement with the ab initio optimized structure for the
CO2/[P122i4]+ pair [Fig. 2(a)], wherein the P2 atom interacted
with an OCO2 atom along the C==O axis. Similarly, the opti-
mized structures in Fig. 2(a) also showed P1 being closer
to the CCO2 as seen in the spatial distribution plots. Thus,
there is good agreement between both sets of calculations with
respect to the general arrangement of the phosphorous atoms
of the anions and cations around a CO2 molecule. Finally,
the trends in the RDFs can be explained by the electrostatic
interactions between oppositely charged atomic pairs. With
hydrogen on the cations and fluorine on the anions as the
nearest neighbours, the positively charged CO2 carbon attracts
the negatively charged fluorine atoms, whereas the negatively
charged OCO2 prefers to interact with the positively charged
H atoms in cations. Likewise, similar spatial distribution plots
were obtained for a nitrogen molecule at 325 K. Due to the
very low absorption of the gas, these plots are based on the
interaction of the gas molecule with the corresponding atoms
at the surface. Similar to the case of CO2, the anions tend to
be closer to the center of the N2 molecule and surrounding it.
However, the N2 molecule is not as well solvated as the CO2
molecule due to weaker interactions with the phosphorous
atoms, thereby further supporting the observed preferential
absorption of CO2 over N2 in the model.
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IV. CONCLUSION
Organic ionic plastic crystals are a novel class of materials
being investigated for gas absorption/separation. Molecular
simulation based methods were used to model CO2 and N2
absorption in the OIPC: [P122i4][PF6]. Ab initio based binding
energy (BE) calculations for the gas/ion pairs showed that both
the cations ([P122i4]+) and the anions ([PF6]) interacted more
strongly with CO2 than with N2. This trend is in agreement
with the experimentally observed high CO2/N2 selectivity in
the material (at 35 °C).17 Furthermore, CO2 and N2 exhibited
a slightly higher binding energy with the cation [P122i4]+ than
with the anion [PF6].
Classical MD simulation methods were employed to study
gas absorption in the OIPC using a gas/solid interface model.
The calculations were carried out at temperatures of 275 and
325 K corresponding to two different phases (IV and III) of
the OIPC, with an initial gas pressure of 5 atm. The number
of absorbed CO2 molecules was more than 7 times larger at
the higher temperature than at 275 K. This may be attributed
to a higher free volume and substantial degree of disordering
in the solid caused by the interfaces in the model. There was,
however, only a slight increase in the absorption of N2 at these
temperatures.
Binding energy calculations suggested that, in addition
to the anions, the cations may also be important in sta-
bilizing CO2. Classical MD based structural analysis also
showed that the two nearest neighbours of CO2 were flu-
orine (on the anions) and hydrogens (on the cations). The
phosphorous atom of the cation was identified as a domi-
nant interaction site for the oxygen atoms in CO2, by both
sets of calculations. Certain interatomic distances, such as
C–P and O–F, between CO2 and [PF6] ions were very sim-
ilar to those observed in analogous imidazolium based IL
systems.
The interface in the gas/OIPC model played a crucial
role in CO2 absorption for this material, especially at 325 K.
The model under these conditions is concluded to primar-
ily represent the behavior of the OIPC in the presence of
defects/vacancies, characterized by enhanced dynamics and
structural changes. The vacuum acts as a defect along the sur-
face of the OIPC affecting the overall structure, causing a large
increase in free volume and consequently leading to higher
CO2 absorption.
SUPPLEMENTARY MATERIAL
See supplementary material for the force field used to
model the organic ionic plastic crystal (OIPC), along with a
schematic of the simulation box, interfacial positions of the
OIPC (from density distributions), and two sets of force field
parameters for CO2 trialled in the study.
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