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Zusammenfassung
Eine Auswahl von Literatur zur Statistik, die subjektiv, historisch gewachsen, se-
lektiv und unvollsta¨ndig, aber dennoch vielleicht nu¨tzlich ist.
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1 Grundlagen und Hilfsmittel
1.1 Lexika, Enzyklopa¨dien, Nachschlagewerke
1. Bu¨cher: [Everitt/Skrondal 2010], [Rinne 2008], [Encyclopedia of Statistical Sciences
2006], [Beichelt/Montgomery 2003], [Mu¨ller 1991]
2. Internetressourcen: https://www.encyclopediaofmath.org1,
http://isi.cbs.nl/glossary/index.htm
1.2 Mathematische Grundlagen der Statistik
1. Differential- und Integralrechung: [Khuri 2003], [Natanson 1981]
2. Wahrscheinlichkeitstheoretische Grundlagen der Statistik: [Proschan/Shaw
2016], [Meintrup/Scha¨ﬄer 2005], [Bierens 2004], [Shorack 2000]
3. Wahrscheinlichkeitstheorie: [Borovkov 2013], [Schmidt 2011], [Athreya/Lahiri
2006], [Bauer 2002], [Billingsley 1995], [Karr 1993], [Feller 1971], [Feller 1968]
4. Matrixalgebra, Lineare Algebra: [Rencher/Christensen 2012, Kap. 2], [Harville
2008], [Schmidt/Trenkler 2006], [Bierens 2004, Anhang I], [Anderson 2003, Anhang
A], [Rencher 1998, Anhang A], [Fahrmeir/Hamerle/Tutz 1996, Anhang A], [Searle
1982], [Mardia/Kent/Bibby 1979, Anhang A]
5. Maß- und Integrationstheorie: [Elstrodt 2009], [Bauer 1992]
1Die Artikel der fru¨her unter http://statprob.com/encyclopedia zuga¨nglichen Enzyklopa¨die Stat-
Prob – The Encyclopedia Sponsored by Statistics and Probability Societies sind in die Encyclopedia of
Mathematics integriert und mit der Kategorie
’
StatProb‘ auffindbar.
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1.3 Datenerhebung
1. Experimentplanung (design of experiments): [Morris 2011], [Toutenbourg 2009]
2. Messtheorie: (measurement theory): [Sarle 1997]
3. Stichprobenerhebungen (survey sampling), Stichproben aus endlichen Grund-
gesamtheiten (finite population sampling): [Chaudhuri 2014], [Lohr 2010], [Chau-
dhuri/Stenger 2005], [Pokropp 1996]
2 Regression und Varianzanalyse
2.1 Lineare Regressionsmodelle
1. Einfache und multiple lineare Regression: [Fahrmeir/Kneib/Lang 2009, Kap.
3], [Rencher/Schaalje 2008, Kap. 6-11], [Everitt 2005, Kap. 8], [Toutenburg 2003,
Kap. 4], [Steyer 2003], [Wooldridge 2002], [Fahrmeir/Hamerle/Tutz 1996, Kap. 4.1]
2. Lineares Modell [Rao et al. 2008]
3. Lineares gemischtes Modell (linear mixed model, LMM), Lineares Modell mit
gemischten Effekten (linear mixed effects model): [McCulloch/Searle/Neuhaus
2008], [Rencher/Schaalje 2008, Kap. 17], [Jiang 2007], [Fitzmaurice/Laird/Ware
2004, Kap. 8]
2.2 Verallgemeinerte lineare Regressionsmodelle
1. Verallgemeinertes lineares Modell (generalized linear model, GLM): [Fahrmeir/
Kneib/Lang 2009, Kap. 4], [McCulloch/Searle/Neuhaus 2008], [Fitzmaurice/Laird/
Ware 2004, Kap. 10], [Fahrmeir/Tutz 2001]
2. Verallgemeinertes lineares gemischtes Modell (generalized linear mixed model,
GLMM): [Fahrmeir/Kneib/Lang 2009, Kap. 5], [McCulloch/Searle/Neuhaus 2008],
[Jiang 2007], [Molenberghs/Verbeke 2005, Kap. 14], [Fitzmaurice/Laird/Ware 2004,
Kap. 12]
3. Log-lineare Modelle (log-linear model): [Eye/Mun 2013]
2.3 Regression mit kategorialer erkla¨rter Variable
1. Logit-Modell (logit model, binary logit model), logistische Regression (logistic
regression); Probit-Modell (probit model, binary probit model): [Tutz 2012, Kap.
2], [Gourie´roux 2000], [Toutenburg 2003, Kap. 10], [Train 2003, Kap. 5.], [Tutz
2000], [Kleinbaum/Klein 2002], [Hosmer/Lemeshow 2000], [Collett 2003]
2. Multinomiale oder polytome logistische Regression (multinomial logit model,
multinomial logistic regression, polytomous logistic regression), Nominale erkla¨rte
Variable (nominal response variable): [Tutz 2012, Kap. 8], [Simonoff 2003, Kap.
3
10], [Kleinbaum/Klein 2002, Kap. 9], [Hosmer/Lemeshow 2000, Kap. 8.1], [Tutz
2000]
3. Ordinale logistische Regression (ordinal logistic regression, ordinal response va-
riable): [Tutz 2012, Kap 9.], [Agresti 2010, Kap. 3], [Simonoff 2003, Kap. 10], [Klein-
baum/Klein 2002, Kap. 10], [Tutz 2000, Kap 5.], [Hosmer/Lemeshow 2000, Kap.
8.2], [Tutz 1990, Kap 3.]
(a) Modell der kumulativen Logits mit proportionalen Chancen (cumula-
tive logit model with proportional odds): [Agresti 2010, Kap. 3.2-5], [Simonoff
2003, Kap. 10.2.1]
(b) Modelle der kumulativen Logits ohne proportionale Chancen (cumu-
lative logit models without proportional odds): [Agresti 2010, Kap. 3.6]
(c) Modell der kumulativen Probits (cumulative probit model): [Agresti 2010,
Kap. 5.2]; [Simonoff 2003, Kap. 10.2.2]
(d) Modell der kumulativen Log-Log-Links (cumulative log-log links): [Agre-
sti 2010, Kap. 5.3]
(e) Modell der logistischen Verbleibquote (logistic continuation-ratio model,
discrete proportional hazards model, proportional logit hazard model): [Agresti
2010, Kap. 4.2], [Simonoff 2003, Kap. 10.2.2]
(f) Modell der Nachbarschafts-Logits (adjacent-categories logit model): [Agre-
sti 2010, Kap. 4.1], [Simonoff 2003, Kap. 10.2.3]
(g) Stereotyp-Modell: (stereotyp modell, multiplicative paired-category logits) [Agre-
sti 2010, Kap. 4.3]
4. Modelle mit Zufallseffekten (random effect), gemischte Logit-Modelle (mixed
logit): [Tutz 2012, Kap. 14], [Kleinbaum/Klein 2002, Kap.13], [Train 2003, Kap. 6.]
5. Korrelierte Beobachtungen: [Kleinbaum/Klein 2002, Kap. 11-13], [Hosmer/Le-
meshow 2000, Kap. 8.3]
6. Diskrete Auswahlmodelle (discrete choice modeling): [Greene 2009]
7. Simulationstechniken bei der Scha¨tzung von Logit- und Probit-Modellen: [Train
2003]
2.4 Regression mit zensierten oder gestutzten erkla¨rten Varia-
blen
1. Zensierte Daten (censored data) und Tobit-Modell (tobit model for censored
data): [Greene 2006], [Gourie´roux 2000, Kap. 7], [Greene 2008, S. 869]
2. Gestutzte Verteilungen (truncated distributions), Heckit-Modell, Heckman-
Scha¨tzer: [Greene 2006], [Greene 2008, S. 882]
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2.5 Multivariate Regressionsmodelle
1. Multivariate lineare Regression
(a) Allgemein: [Rencher/Christensen 2012, Kap. 10], [Fahrmeir/Hamerle/Tutz
1996, Kap. 4.2], [Mardia/Kent/Bibby 1979, Kap. 6]
(b) Scheinbar unverbundene Regressionsgleichungen (seemingly unrelated
regressions, SUR): [Mardia/Kent/Bibby 1979, 7.5.1], [Frohn 1995, S. 203]
2. Simultane Gleichungen (simultaneous equations) und O¨konometrie (econome-
trics): [Wooldridge 2016], [Mills/Patterson 2009], [Greene 2008], [Mills/Patterson
2006], [Wooldridge 2002], [Assenmacher 2002], [Gourie´roux/Monfort 1995a], [Gou-
rie´roux/Monfort 1995b], [Gourie´roux/Jasiak 2001], [Judge et al. 1988], [Judge et al.
1985], [Scho¨nfeld 1971], [Scho¨nfeld 1969]
3. Multivariate kategoriale erkla¨rte Variablen (multivariate response model):
[Tutz 2012, Kap. 13], [Fahrmeir/Tutz 2001], [Tutz 1990, Kap. 4]
2.6 Varianzanalyse und Varianzkomponenten
1. Varianzanalyse (analysis of variance, ANOVA): [Fahrmeir/Hamerle/Tutz 1996,
Kap. 5.1-3], [Toutenburg 2003, Kap. 5], [Casella/Berger 2002, Kap. 11], [Hartung/
Elpelt/Klo¨sener 2009, Kap. XI]
2. Varianzanalyse mit zufa¨lligen Effekten (random effects), Varianzkomponenten
(variance components): [Searle/Casella/McCulloch 1992]
3. Kovarianzanalyse (analysis of covariance, ANCOVA): [Rencher/Schaalje 2008,
Kap. 16]
4. Multivariate Varianzanalyse (multivariate analysis of variance, MANOVA): [Ren-
cher/Christensen 2012, Kap. 6], [Fahrmeir/Hamerle/Tutz 1996, Kap. 5.4], [Mardia/
Kent/Bibby 1979, Kap. 12], [Everitt 2005, Kap. 7], [Morrison 2005, Kap. 3], [Rencher
1998, Kap. 4]
3 Zeitreihen
3.1 Stochastische Prozesse
1. Allgemein: [Serfozo 2009], [Rinne 2008, S. 398-419], [Beichelt/Montgomery 2003, S.
107-228], [Steele 2001], [Brzez´niak/Zastawniak 1999], [Gourie´roux/Monfort 1997],
[Resnick 1992], [Brockwell/Davis 1991]
2. Punktprozesse (point processes): [Reiss 1993]
3. Simulation von Le´vy-Prozessen: [Cont/Tankov 2004, Kap. 6]
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3.2 Analyse o¨konomischer Zeitreihen
1. Allgemein: [Kirchga¨ssner/Wolters/Hassler 2013], [Enders 2010], [Tsay 2010], [Wei
2006], [Chatfield 2004], [Brockwell/Davis 2002], [Rinne/Specht 2002], [Schlittgen
2001a], [Schlittgen/Streitberg 2001], [Hamilton 1994], [Brockwell/Davis 1991]
2. Finanzmarktzeitreihen, ARIMA, ARCH, GARCH: [Tsay 2010], [Chan 2010],
[Gourie´roux 1997], [Mills 1993]
3.3 Multivariate Zeitreihen
1. Allgemein: [Lu¨tkepohl 2007], [Gourie´roux/Monfort 1997, Kap. 7-8], [Chatfield 2004,
Kap. 12]
2. Vektorautoregressives Modell (vector autoregressive model, VAR): [Lu¨tkepohl
2007, Kap. 1-5], [Lu¨tkepohl 2006]
3. Vektorautoregressives Moving-average-Modell (vector autoregressive moving
average model, VARMA): [Lu¨tkepohl 2007, Kap. 11-15]
4. Multivariates Fehlerkorrekturmodell (vector error correction model, VECM)
[Lu¨tkepohl 2007, Kap. 6-8]
3.4 Verschiedenes
1. Extremwertscha¨tzung [Tsay 2010, Kap. 7], [Embrechts/Klu¨ppelberg/Mikosch
1997]
2. Ereignismodellierung (event history modeling), Hasardraten (hazard rates):
[Box-Steffensmeier/Jones 2004]
3. U¨berlebensanalyse (survival analysis): [Everitt/Hothorn 2006, Kap. 9]
4. Quantil- und Value-at-Risk-Scha¨tzung: [Tsay 2010, Kap. 7]
5. Zustandsraummodelle (state-space models), Kalman-Filter: [Gourie´roux/Mon-
fort 1997, Kap. 15]
6. Kompositionsdaten (compositional data): [Aitchison 1986], [Encyclopedia of Sta-
tistical Sciences 2006, S. 1146]
4 Multivariate statistische Verfahren
• Multivariate Regression: siehe Kapitel 2.5.
• Multivariate Varianzanalyse (MANOVA): siehe Kapitel 2.6.
• Multivariate Zeitreihen: siehe Kapitel 3.3
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4.1 Lehrbu¨cher
1. Grundlegend: [Mardia/Kent/Bibby 1979], [Fahrmeir/Hamerle/Tutz 1996]
2. Erga¨nzend: [Rencher/Christensen 2012], [Ha¨rdle/Simar 2007], [Hartung/Elpelt 2007],
[Morrison 2005], [Anderson 2003], [Rencher 2002], [Rencher 1998], [Giri 1996], [Job-
son 1992], [Jobson 1991]
4.2 Multivariate Normalverteilung
1. Allgemein: [Rencher/Christensen 2012, Kap. 4], [Anderson 2003, Kap. 2], [Tong
1990], [Patel/Read 1996, Kap. 9-10], [Mardia/Kent/Bibby 1979, Kap. 3]
2. Parameterscha¨tzung: [Mardia/Kent/Bibby 1979, Kap. 4], [Anderson 2003, Kap.
3-4]
3. Hypothesentests: [Mardia/Kent/Bibby 1979, Kap. 5], [Anderson 2003, Kap. 5]
4.3 Lineare Modelle mit latenten erkla¨renden Variablen
1. Hauptkomponentenanalyse (principal component analysis):
(a) Grundlegend: [Anderson 2003, Kap. 11], [Basilevsky 1994, Kap. 3-5], [Mar-
dia/Kent/Bibby 1979, Kap. 8]
(b) Erga¨nzend: [Rencher/Christensen 2012, Kap. 12], [Everitt/Hothorn 2006, Kap.
15], [Huschens 2006], [Everitt 2005, Kap. 3], [Morrison 2005, Kap. 6], [Jolliffe
2002], [Giri 1996, Kap. 10], [Fahrmeir/Hamerle/Tutz 1996], [Schneeweiß 1995]
2. Kanonische Korrelation (canonical correlation): [Rencher/Christensen 2012, Kap.
11], [Everitt 2005, Kap. 8], [Anderson 2003, Kap. 12], [Giri 1996, Kap. 11], [Mardia/
Kent/Bibby 1979, Kap. 10]
3. Faktorenanalyse (factor analysis):
(a) Grundlegend: [Anderson 2003, Kap. 14], [Fahrmeir/Hamerle/Tutz 1996, Kap.
11], [Basilevsky 1994, Kap. 6], [Mardia/Kent/Bibby 1979, Kap. 9]
(b) Erga¨nzend: [Rencher/Christensen 2012, Kap. 13-14], [Huschens 2006], [Eve-
ritt 2005, Kap. 4], [Morrison 2005, Kap. 7], [Giri 1996, Kap. 12], [Jolliffe
2002], [Schneeweiß 1995]
4. Lineare Strukturgleichungsmodelle (linear structural relationships, LISREL):
[Fahrmeir/Hamerle/Tutz 1996, Kap. 11.8], [Encyclopedia of Statistical Sciences
2006, S. 4295], [Encyclopedia of Statistical Sciences 2006, S. 8344]
(a) partielle Kleinste-Quadrate (partial least squares, PLS): [Vinzi et al. 2010],
[Encyclopedia of Statistical Sciences 2006, S. 5948]
(b) Kausalita¨t (causation): [Encyclopedia of Statistical Sciences 2006, S. 780]
(c) Mehrindikator-Ansatz (multiple indicator approach): [Encyclopedia of Sta-
tistical Sciences 2006, S. 5091]
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(d) Pfadanalyse (path analysis): [Encyclopedia of Statistical Sciences 2006, S.
6016]
(e) Graphische Modelle (graphical models): [Anderson 2003, Kap. 15]
4.4 Klassifikationsverfahren
1. Klassenbildung, unu¨berwachte Klassifikation (unsupervised classification), un-
u¨berwachte Mustererkennung (unsupervised pattern recognition), Clusterana-
lyse (cluster analysis): [Mardia/Kent/Bibby 1979, Kap. 13], [Fahrmeir/Hamer-
le/Tutz 1996, Kap. 9], [Everitt/Hothorn 2006, Kap. 15], [Everitt 2005, Kap. 5]
2. Zuordnung zu vorgegebenen Klassen, u¨berwachte Klassifikation (supervised
classification), u¨berwachte Mustererkennung (supervised pattern recognition),
Diskriminanzanalyse (discriminant analysis): [Mardia/Kent/Bibby 1979, Kap.
11], [Hand 1997], [Anderson 2003, Kap. 6], [Fahrmeir/Hamerle/Tutz 1996, Kap.
8], [Morrison 2005, Kap. 4], [Giri 1996, Kap. 9]
4.5 Verschiedenes
1. Mehrdimensionale Skalierung (multidimensional scaling): [Mardia/Kent/Bibby
1979, Kap. 14], [Fahrmeir/Hamerle/Tutz 1996, Kap. 12], [Everitt/Hothorn 2006,
Kap. 14], [Everitt 2005, Kap. 5]
2. Copula: [Jaworski et al. 2010], [Nelsen 2006], [Cherubini/Luciano/Vecchiato 2004],
[Joe 1997]
3. Kategoriale Daten (categorical data): [Agresti 2002], [Tutz 2000]
5 Grundlagen der statistischen Inferenz
5.1 Inferenzkonzepte
1. Likelihood-Inferenz: [Pawitan 2013]
2. Bayessche statistische Inferenz
(a) Allgemein: [Aitkin 2010], [Hogg/Tanis 2006, Kap. 7], [Young/Smith 2005,
Kap. 2], [O’Hagan/Forster 2004]
(b) Regressionsmodelle: [Wakefield 2013]
(c) In der O¨konometrie (econometrics): [Greenberg 2008], [Koop/Poirier/Tobias
2007], [Poirier/Tobias 2006], [Koop 2003], [Judge et al. 1988, Kap. 4 u. 7]
(d) In der Finanzwirtschaft (finance): [Rachev/Hsu/Bagasheva/Fabozzi 2008]
3. Entscheidungstheoretischer Ansatz
(a) Allgemein: [Ferguson 1967]
(b) Verlustfunktion (loss function)
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i. bei der Punktscha¨tzung: [Casella/Berger 2002, Kap. 7.3.4]
ii. in der Testtheorie: [Casella/Berger 2002, Kap. 8.3.5]
iii. bei der Intervallscha¨tzung: [Casella/Berger 2002, Kap. 9.3.4]
4. Simultane statistische Inferenz:
(a) Allgemein: [Lehmann/Romano 2005, Kap. 9], [Hsu 1996], [Miller 1980]
(b) Anordungsverfahren (ranking procedures): [Gibbons 2006a], [Panchapake-
san 2006]
(c) Auswahlverfahren (selection procedures): [Gibbons 2006b], [Panchapakesan
2006]
5. Nichtparametrische statistische Inferenz
(a) Allgemein: [Gibbons/Chakraborti 2011], [Wasserman 2006], [Bu¨ning/Trenk-
ler 1994]
(b) In der O¨konometrie (econometrics): [Li/Racine 2007]
(c) Semiparametrische Modelle: [Bickel et al. 1993]
(d) Empirische Prozesse: [Shorack 2000, Kap. 16], [Shorack/Wellner 1986]
5.2 Asymptotische Statistik
1. Allgemein: [DasGupta 2008], [Davidson 2006], [Lehmann 1999], [Van der Vaart
1998], [Witting/Mu¨ller-Funk 1995], [Davidson 1994], [Serfling 1980]
2. Wahrscheinlichkeitstheoretische Grundlagen: [Billingsley 1999]
3. In der O¨konometrie: [White 2001]
5.3 Verschiedenes
1. Modellselektion (model selection), Informationskriterium (information crite-
rion): [Claeskens/Hjort 2008], [Burnham/Anderson 2002]
2. Robuste statistische Verfahren: [Huber/Ronchetti 2009], [Maronna/Martin/Yo-
hai 2006]
3. Imputationstechnik, Regression bei unvollsta¨ndigen Daten: [Toutenburg 2003,
Kap. 11]
4. Statistik und statistische Funktionale
(a) L-Statistik: [Shorack 2000, Kap. 16.4]
(b) U-Statistik: [Shorack 2000, Kap. 17]
(c) Von-Mises-Funktionale (von Mises functionals): [DasGupta 2008, S. 505]
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6 Statistische Scha¨tzverfahren
6.1 Grundlagen
1. Punktscha¨tzung (point estimation): [Lehmann/Casella 1998]
2. Intervallscha¨tzung, Bereichsscha¨tzung, Pivotvariable (Pivotgro¨ße), U¨berdeckungs-
wahrscheinlichkeit (coverage probability): [Casella/Berger 2002, Kap. 9.1, 9.2.1-2,
9.3.1]
6.2 Weiterfu¨hrendes
1. Verallgemeinerte Momentenmethode (generalized method of moments, GMM):
[Greene 2008, Kap. 15], [Hall 2005]
2. Verallgemeinerte Scha¨tzgleichungen (generalized estimating equations, GEE):
[Fitzmaurice/Laird/Ware 2004, Kap. 11]
3. Scha¨tzfunktionen (estimating functions, EF): [Bera/Simlay 2006]
4. Getrimmte und winsorisierte Mittelwerte: [Shorack 2000, Kap. 16.1]
5. Steins Paradox, Stein-Scha¨tzer: [Casella/Berger 2002, Kap. 11.5.6]
6. Restringierte ML-Scha¨tzer: [Spanos 1999, S. 719]
7. Pitman-Scha¨tzer: [Casella/Berger 2002, S. 362]
8. Dichtescha¨tzung (density estimation): [Everitt/Hothorn 2006, Kap. 7]
9. Resampling, Bootstrap: [Good 2006], [Shorack 2000, Kap. 16.3], [Efron/Tibshirani
1993]
7 Statistische Testverfahren
7.1 Theorie und Methodik
1. Theorie statistischer Tests: [Lehmann/Romano 2005], [Ru¨ger 2002], [Ru¨ger 1999]
2. Wald-Test: [Gourie´roux/Monfort 1995b, Kap. 17], [Spanos 1999, S. 718]
3. Score-Test: [Gourie´roux/Monfort 1995b, Kap. 17], [Spanos 1999, S. 718]
4. Lagrange-Multiplikator-Test: [Gourie´roux/Monfort 1995b, Kap. 17], [Spanos
1999, S. 718]
5. Nichtparametrische Tests: [Bu¨ning/Trenkler 1994]
6. Invariante Tests: [Lehmann/Romano 2005, Kap. 6]
7. Bayessche Tests: [Casella/Berger 2002, Kap. 8.2.2]
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8. Rangtests (rank tests): [Ha´jek/Sˇida´k/Sen 1999]
9. Simultane Tests, multiple Testverfahren, multiple Vergleiche (multiple com-
parisons): [Lehmann/Romano 2005, Kap. 9], [Ru¨ger 2002, Kap 3.3.7], [Hsu 1996],
[Miller 1980]
7.2 Spezielle Testprobleme
1. Anpassungstests (goodness-of-fit tests): [Lehmann/Romano 2005, Kap. 14], [D’A-
gostino/Stephens 1986]
2. Chiquadrat-Anpassungstest mit parametrischer Nullhypothese: [Lehmann 1999,
Kap. 5.7], [Van der Vaart 1998, Kap. 17.5]
3. Tests auf Abweichung von der Normalverteilung: [Thode 2002], [Henze 2002],
[Henze 1994], [D’Agostino/Stephens 1986, Kap. 9], [Lehmann 1999, S. 344-349],
[Bu¨ning/Trenkler 1994, S. 81], [Encyclopedia of Statistical Sciences 2006, S. 1630-
1638], [Rinne 2008, S. 578-585], [Lilliefors 1967]
4. Behrens-Fischer-Problem: [Ru¨ger 2002, S. 226]
5. Tests auf Einheitswurzel (unit root testing): [Mills/Patterson 2006, Kap. 7],
[Enders 2010, Kap. 4.5-7]
8 Verschiedenes
1. Panel-Daten (panel data): [Wooldridge 2016, Kap. 13-14], [Ma´tya´s/Sevestre 2008],
[Baltagi 2006], [Baltagi 2001]
2. Quantitatives Risikomanagement (quantitative risk management): [McNeil/
Frey/Embrechts 2015]
3. Monte-Carlo-Methoden (Monte Carlo methods): [Robert/Casella 2004]
4. Stochastische Ordnungen (stochastic orders): [Shaked/Shanthikumar 2007], [Mu¨l-
ler/Stoyan 2002]
5. Stochastische Dominanz (stochastic dominance): [Sriboonchitta et al. 2010], [Le-
vy 2010]
6. LaTeX: http://www.miktex.org, http://www.dante.de
7. Software
(a) R:
i. Bu¨cher: [Ligges 2007], [Everitt/Hothorn 2006], [Sachs/Hedderich 2006],
[Murrell 2006], [Everitt 2005], [Behr 2005], [Crawley 2005], [Schlittgen
2005], [Verzani 2005], [Maindonald/Braun 2003], [Dalgaard 2002]
ii. Internetressourcen: http://www.r-project.org,
https://www.rstudio.com/
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(b) GAUSS:
i. Bu¨cher: [Schlittgen 2001b]
ii. Internetressource: www.aptech.com:
9 Favoriten
• 1971-1980: [Mardia/Kent/Bibby 1979], [Miller 1980], [Serfling 1980]
• 1981-1990: [Judge et al. 1985], [Witting 1985], [Shorack/Wellner 1986], [Judge et
al. 1988], [Tong 1990]
• 1991-2000: [Brockwell/Davis 1991], [Mu¨ller 1991], [Bu¨ning/Trenkler 1994], [Da-
vidson 1994], [Billingsley 1995], [Gourie´roux/Monfort 1995a], [Gourie´roux/Monfort
1995b], [Witting/Mu¨ller-Funk 1995], [Fahrmeir/Hamerle/Tutz 1996], [Embrechts/
Klu¨ppelberg/Mikosch 1997], [Joe 1997], [Van der Vaart 1998], [Lehmann/Casella
1998], [Lehmann 1999], [Ru¨ger 1999]
• 2001-2010: [White 2001], [Casella/Berger 2002], [Mu¨ller/Stoyan 2002], [Ru¨ger 2002],
[Anderson 2003], [Lehmann/Romano 2005], [Encyclopedia of Statistical Sciences
2006], [DasGupta 2008], [Rao et al. 2008], [Rinne 2008], [Lohr 2010]
• 2011-2016: [Schmidt 2011], [Gibbons/Chakraborti 2011], [Tutz 2012], [Stoyanov
2013], [McNeil/Frey/Embrechts 2015], [Proschan/Shaw 2016], [Wooldridge 2016]
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