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Abstract
The aim of this work is twofold. In a first, abstract part, it is shown
how to derive an asymptotic equation for the amplitude of weakly non-
linear surface waves associated with neutrally stable undercompressive
shocks. The amplitude equation obtained is a nonlocal generalization
of Burgers’ equation, for which an explicit stability condition is exhib-
ited. This is an extension of earlier results by J. Hunter. The second
part is devoted to ‘ideal’ subsonic phase boundaries, which were shown
by the first author to be associated with linear surface waves. The am-
plitude equation for corresponding weakly nonlinear surface waves is
calculated explicitly and the stability condition is investigated analyt-
ically and numerically.
2000 Mathematics Subject Classification: 35C20; 35L50; 35L67; 35R35;
76T10.
Key words and phrases: Amplitude equation, nonlocal Burgers equa-
tion, subsonic phase transitions.
1 Introduction
This work is concerned with the multi-dimensional theory of – possibly non-
classical – shock waves that are neutrally stable, which means that their
linearized stability analysis yields neutral normal modes. More specifically,
we are interested in cases when these neutral modes are of finite energy,
that is, when these modes are (genuine) surface waves. A program initiated
by Hunter [10] has shown that surface waves are usually associated, in the
weakly nonlinear regime, to amplitude equations that are nonlocal general-
izations of Burgers’ equation. Our main purpose is to apply this program
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in the framework of ‘shocks’, including undercompressive ones, with appli-
cation to phase boundaries. Indeed, it was shown in [3] that nondissipative,
dynamic and subsonic phase boundaries in van der Waals-like fluids are neu-
trally stable, with surface waves (also see [5]). The present paper contains
two main parts. In the first one we derive the amplitude equation associated
with surface waves along neutrally stable shocks in an abstract framework,
and give an alternative version of Hunter’s stability condition that is easy
to check in practice. In the second part we perform the computations in the
explicit case of surface waves along dynamic subsonic phase boundaries. It
turns out, as our numerical results show, that Hunter’s stability condition
is not satisfied by the amplitude equation associated with subsonic phase
boundaries. This is in contrast with what happens in Elasticity for instance,
where the amplitude equation associated with Rayleigh waves is known to
satisfy Hunter’s condition [10, 14, 15].
2 Derivation of the amplitude equation
2.1 General framework
We consider a hyperbolic system of conservation laws
d∑
i=0
∂if
i(u) = 0n , x ∈ Rd , (2.1)
where the unknown is u = t(u1, . . . , un) : (t, x) ∈ [0,∞)×Rd 7→ u(t, x) ∈ Rn,
∂0 stands for the partial derivative with respect to t and ∂i denotes the par-
tial derivative with respect to xi, i = 1, . . . , d. Here, f i = t(f i1, . . . , f
i
n) : u ∈
U 7→ f i(u) ∈ Rn, i = 0, . . . , d, are given smooth fluxes (at least C 2) on an
open subset U of Rn. We shall denote by Ai := (∂ukf ij)1≤j,k≤n : u ∈ U 7→
Ai(u) ∈ Rn×n the Jacobian matrix of f i, i = 0, . . . , d, and assume that:
• for all u ∈ U , the matrix A0(u) is nonsingular,
• for all u ∈ U and all η ∈ Rd \ {0d}, the matrix A0(u)−1
∑d
i=1 ηiA
i(u),
has n real eigenvalues λ1(u, η) ≤ λ2(u, η) ≤ . . . ≤ λn(u, η) and n lin-
early independent corresponding eigenvectors r1(u, η), . . . , rn(u, η) ∈
Rn, i.e. (
d∑
i=1
ηiA
i(u)− λjA0(u)
)
rj = 0n , j = 1, . . . , n .
We are concerned here with special, shock-like weak solutions to (2.1)
that are C 1 outside a smooth moving interface. Recall that for a hypersur-
face
Σ :=
{
(t, x) ∈ [0,∞)× Rd : Φ(t, x) = 0
}
, (2.2)
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where Φ: [0,∞)×Rd → R is a C 1 function, a mapping u : (0, T )×Rd → Rn
that is C 1 on either side of Σ is a weak solution of (2.1), if and only if,
d∑
i=0
∂if
i(u±) = 0n , ±Φ(t, x) > 0 , t ∈ (0, T ) ,
where u± is the restriction of u to the domain
Ω± :=
{
(t, x) ∈ [0,∞)× Rd : ± Φ(t, x) > 0
}
,
and
d∑
i=0
[
f i(u)
]
∂iΦ = 0n , Φ(t, x) = 0 , (2.3)
where the brackets [ · ] give the ‘strength’ of the jump across the interface.
It is well-known that the Rankine-Hugoniot jump conditions in (2.3)
are not sufficient in general to ensure uniqueness of weak solutions. They
must be supplemented with admissibility conditions. For “classical” shocks,
standard admissibility conditions are given by the Lax inequalities (see for
instance [16]), which require that the number of characteristics outgoing
the shockfront is less than the number of incoming characteristics. More
precisely, for Laxian shocks in a states space of dimension n, the number of
outgoing characteristics is n− 1 and the number of incoming ones is n+ 1.
For “nonclassical” shocks, the situation is different, and in particular for
undercompressive ones, the number in of incoming characteristics is less or
equal to n. Then a number p := n + 1 − in of additional jump conditions
is needed. In what follows, we consider undercompressive shocks for which
these additional jump conditions can be written as
d∑
i=0
[
gi(u)
]
∂iΦ = 0p , Φ(t, x) = 0 , (2.4)
where gi : u ∈ U 7→ gi(u) ∈ Rp, i = 0, . . . , d, are smooth (at least C 2). For
both Laxian and undercompressive shocks, the resulting system is
d∑
i=0
∂if
i(u) = 0n , Φ(t, x) 6= 0 ,
d∑
i=0
[
f˜ i(u)
]
∂iΦ = 0n+p , Φ(t, x) = 0 ,
(2.5)
where
• for classical shocks: p = 0, f˜ i(u) := f i(u) ∈ Rn;
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• for undercompressive shocks: p ≥ 1, f˜ i(u) :=
(
f i(u)
gi(u)
)
∈ Rn+p.
This work is motivated by nondissipative subsonic phase boundaries in
van der Waals fluids, which can viewed as undercompressive shocks with
p = 1 and (2.4) given by the so-called capillarity criterion [3]. More precisely,
for isothermal phase boundaries, the interior equations are given by the
conservation of mass and of momentum – with a non-monotone pressure law
ρ 7→ p(ρ) – and the additional jump condition is given by the conservation
of total energy (in fact, the free energy plus the kinetic energy).
Our purpose is to describe nontrivial approximate solutions to the fully
nonlinear problem (2.5). The starting point will be a planar stationary
noncharacteristic shock-like solution.
Assumption 1 There exists u = (ul, ur) ∈ Rn × Rn such that u(t, x) :=
{
ul , xd < 0 ,
ur , xd > 0 ,
Φ(t, x) := xd ,
is a solution of the nonlinear problem (2.5). In addition, we assume that
the matrices Ad(ul) and Ad(ur) are nonsingular.
2.2 The linearized problem
We are interested in solutions of (2.5) close to the planar stationary solution
u given by Assumption 1. In this respect, we shall concentrate on solutions
(v,Ψ) for which the location of the shock front is given by an equation of
the form
Ψ(t, x) = 0 , where Ψ(t, x) = xd − χ(t, x1, . . . , xd−1)
for a smooth map χ : (t, x1, . . . , xd−1) ∈ [0,∞)×Rd−1 7→ χ(t, x1, . . . , xd−1) ∈
R. Then the system (2.5) applied to (v,Ψ) instead of (u,Φ) becomes
d∑
i=0
∂if
i(v) = 0n , xd 6= χ(t, x1, . . . , xd−1) ,
d−1∑
i=0
[
f˜ i(v)
]
∂iχ =
[
f˜d(v)
]
, xd = χ(t, x1, . . . , xd−1) ,
(2.6)
where [f˜ i(v)] := f˜ i(vr)− f˜ i(vl) ∈ Rn+p, being
vl(t, x1, . . . , xd−1) := lim
xd↗χ(t,x1,...,xd−1)
v(t, x1, . . . , xd) ,
vr(t, x1, . . . , xd−1) := lim
xd↘χ(t,x1,...,xd−1)
v(t, x1, . . . , xd) .
4
As usual for free boundary value problems, we start by making a change
of variables that leads to a problem in a fixed domain. Introducing the new
unknowns v± : [0,∞)× Rd−1 × [0,∞)→ Rn, related to v by
v±(y0, y1, . . . , yd) := v(y0, . . . , yd−1, χ(y0, . . . , yd−1)± yd) ,
and redefining v as
v := (v−, v+) : [0,∞)× Rd−1 × [0,∞)→ R2n ,
we are led to the boundary value problem{
L(v,∇χ) · v = 02n , yd > 0 ,
b(v,∇χ) = 0n+p , yd = 0 , (2.7)
with
L(v,∇χ) :=
d−1∑
i=0
Ai(v)∂yi + A
d(v,∇χ)∂yd
b(v,∇χ) :=
d−1∑
i=0
(∂iχ)
[
f˜ i(v)
]
−
[
f˜d(v)
]
∈ Rn+p ,
where, for i = 0, . . . , d,
Ai(v) :=
(
Ai(v−) 0n×n
0n×n Ai(v+)
)
, I˘2n :=
( −In 0n×n
0n×n In
)
A˘i(u) := I˘2nAi(u) , Ad(v,∇χ) := A˘d(v)−
d−1∑
i=0
(∂iχ)A˘i(v) ∈ R2n×2n.
Using an observation of Me´tivier [13], we may simplify the boundary con-
ditions in (2.7), at least for solutions close to u, provided that the following
assumption holds true.
Assumption 2 The jump vectors [f˜0(u)], . . . , [f˜d−1(u)] are independent in
Rn+p.
Under Assumption 2, there exist a neighborhood V ⊆ U ×U of u and a map
Q : v ∈ V 7→ Q(v) ∈ GLn+p(R) (the group of non-singular (n+ p)× (n+ p)
matrices) such that
Q(v)
d−1∑
i=0
ξi+1
[
f˜ i(v)
]
=
(
ξ
0n+p−d
)
∈ Rn+p for all ξ ∈ Rd and all v ∈ V.
Therefore, the boundary value problem (2.7) can be rewritten with “simpler”
boundary conditions:{
L(v,∇χ) · v = 02n , yd > 0 ,
J∇χ+ h(v) = 0n+p , yd = 0 , (2.8)
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where
J :=
(
Id
0(n+p−d)×d
)
∈ R(n+p)×d , h(v) := −Q(v)
[
f˜d(v)
]
∈ Rn+p .
The linearization of the simplified problem (2.8) about its constant so-
lution (v ≡ u, χ ≡ 0) readily gives the equations for the perturbations v˙ and
χ˙ of v and χ respectively,{
L(u, 0) · v˙ = 02n , yd > 0 ,
J∇χ˙+H(u) · v˙ = 0n+p , yd = 0 , (2.9)
where H(u) ∈ R(n+p)×2n denotes the Jacobian matrix of h at u.
We shall now make a further assumption regarding the solutions of (2.9)
that go to zero as yd goes to +∞. First of all, we introduce, for η =
(η0, η1, . . . , ηd−1) ∈ R× Rd−1, the operator
L̂(u, η) := A(u, iη) + A˘d(u) ∂yd , with A(u, iη) :=
d−1∑
k=0
i ηk Ak(u) ,
obtained from L(u, 0) by Fourier transform in the tangential variable y =
(y0, y1, . . . , yd−1). Observe that by the noncharacteristicity of the shock u
(Assumption 1), the (2n× 2n) block-diagonal matrix A˘d(u) is nonsingular.
In what follows, we also use the notation L̂(u, η) for vectors η for which
η0 = −iτ ∈ C, Re(τ) > 0, the operator L̂(u, τ, iη1, · · · , iηd−1) arising when
we perform a Laplace transform in y0 instead of a Fourier transform. The
hyperbolicity of (2.1) implies, by a classical observation due to Hersh [9],
that for all η = (η0, η1, . . . , ηd−1) ∈ C× Rd−1 with Im(η0) < 0, the matrix
A(u, η) := − A˘d(u)−1 A(u, iη) (2.10)
is hyperbolic, that is, has no purely imaginary spectrum. It is well known
that the well-posedness of the linear problem (2.9) crucially depends on the
properties of the invariant subspaces of A(u, η). The following is a natural
generalization of the Lopatinski˘ı condition to undercompressive shocks [8]
(regarding Laxian shocks, see the seminal work by [12] ).
Assumption 3 For all η = (η0, η1, . . . , ηd−1) ∈ C×Rd−1 with Im(η0) < 0,
the stable subspace Es(u, η) of A(u, η) is of dimension q := n + p − 1, and
there is no nontrivial (X,V ) ∈ C× Es(u, η) such that
XJη +H(u)V = 0n+p . (2.11)
Assumption 3 is known to be necessary for the well-posedness of (2.9)
associated with suitable initial data. To investigate the actual well-posedness
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of this initial-boundary-value problem we need to go further and consider
the subspace E(u, η) obtained as
E(u, η) := lim
b↗ 0
Es(u, η0 + ib, η1, . . . , ηd−1)
(in the Grassmannian of q-dimensional subspaces of C2n). As the hyper-
bolicity of the matrix A(u, η) fails in general for real η0, the limiting space
E(u, η) decomposes as
E(u, η) = E−(u, η) ⊕ E0(u, η) ,
where E−(u, η) is the (genuine) stable subspace of A(u, η), of dimension say
m ≤ q, and E0(u, η) is a subspace of the center subspace of A(u, η).
Assumption 4 There exists η = (η0, η1, . . . , ηd−1) ∈ Rd, η0 6= 0, and
(Xη, Vη) ∈ C× E(u, η) such that
{ (X,V ) ∈ C× E(u, η) ; XJη +H(u)V = 0 } = C {(Xη, Vη)} ,
and the vector Vη belongs to E−(u, η)\{02n}.
Assumption 4 means that (2.5) admits surface waves, that is, solutions
that are exponentially decaying in yd and oscillating in y = (y0, y1, . . . , yd−1).
As observed in [6, Chap. 7], even though surface waves signal a failure of the
so-called uniform Kreiss-Lopatinski˘ı condition, their existence is still com-
patible with the well-posedness of constant-coefficients linear homogeneous
boundary value problems, such as (2.9). For non-linear problems, the resolu-
tion of which relies on non-homogeneous linear problems, surface waves are
responsible for a loss of regularity, see in particular the work of Coulombel
and Secchi [7].
Our purpose here is to adapt the method proposed by Hunter [10] to
derive an amplitude equation for weakly non-linear surface waves associated
with weakly stable shocks – i.e. shocks satisfying in particular Assumption 4.
Finally, we shall assume that frequencies of surface waves do not corre-
spond to ‘glancing points’. This is the purpose of the following.
Assumption 5 For all η as in Assumption 4, the matrix A(u, η) is diago-
nalizable.
In particular, for nondissipative isothermal subsonic phase transitions
considered, our five assumptions are satisfied; see Section 3 for more details.
The existence of surface waves has also been evidenced by Serre [17] in a
general framework, when the evolution equations derive from a variational
principle.
We enter now into more technical details. Assumption 5 and the fact that
A(u, η) has purely imaginary coefficients implies the existence of eigenvalues
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β±i ∈ C and associated eigenvectors R±i ∈ C2n, for i ∈ {1, . . . , q±} with
q− := q = n+ p− 1, q+ := n− p+ 1,
(A(u, η) − β±i I2n )R±i = 02n ,
or equivalently,
(A(u, iη) + β±i A˘
d(u) )R±i = 02n ,
with
Re(β±i ) ≷ 0 , β+i = −β−i , R+i = R−i , i ∈ {1, . . . ,m} ,
Re(β±i ) = 0 , R
±
i ∈ R2n , i ∈ {m+ 1, . . . , q±} ,
and
C2n = Span{R−1 , . . . , R−q− , R+1 , . . . , R+q+} = E−(u, η) ⊕ Ec(u, η) ⊕ E+(u, η) ,
where
E±(u, η) := Span{R±1 , . . . , R±m} ,
(we recall that E−(u, η) is the stable subspace of A(u, η), and similarly,
E+(u, η) is its unstable subspace), and
Ec(u, η) := Span{R−m+1, . . . , R−q− , R+m+1, . . . , R+q+}
is the center subspace of A(u, η).
Let L±i ∈ C2n be such that L±i A˘d(u) are left eigenvectors of the matrix
A(u, η)∗, and more precisely,
(L±i )
∗ (A(u, iη) + β±i A˘
d(u) ) = 0∗2n .
Above “ ∗ ” gives the conjugate of the transpose, i.e. A∗ = t(A). Like the
right eigenvectors, they can be chosen so that L+i = L
−
i , i = 1, . . . ,m, and
L±i ∈ R2n, i = m+ 1, . . . , q±. We make the following further assumption.
Assumption 6
(L±i )
∗ A˘d(u) R±j = 0 , i, j = 1, . . . , q± , i 6= j ,
(L±i )
∗ A˘d(u) R∓j = 0 , i = 1, . . . , q±, j = 1, . . . , q∓ .
Observe that Assumption 6 is automatic if all the β±i are distinct. We rescale
the eigenvectors so that
(L±j )
∗ A˘d(u) R±j = 1 , j = 1, . . . , q± .
Now, Assumption 4 may be interpreted in terms of the eigenvectors
R−1 , . . . , R
−
q only. We first make some further reductions. Observing that
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A(u; kη) = kA(u, η) for any k ∈ R (which is due to scale invariance), we see
that the subspace E(u, η) is positively homogeneous degree 0 in η. Therefore,
the wave vectors η for which Assumption 4 holds true form a positive cone,
and for all k > 0
Xkη =
1
k
Xη , Vkη = Vη .
Thus, without loss of generality, we may assume that η0 = 1. Then we
observe that (2.11) equivalently reads
X = −H1(u)V , C(u, η)V = 0 , (2.12)
whereH1(u) = dh1(u) is the first row of the Jacobian matrixH(u) = dh(u),
and C(u, η) ∈ Rq×2n is defined by
C(u, η) := T (η)H(u) , T (η) :=

−η1
... Iq
−ηd−1
0q−d+1
 ∈ Rq×(q+1) .
Hence, by Assumption 4, there exists γ ∈ Cm\{0m} such that
m∑
j=1
γj C(u, η)R−j = 0q ,
the components γj of γ merely being the components of Vη in the basis
{R−1 , . . . , R−m} of E−(u, η). Moreover, Assumption 4 means that the q × q
matrix [C(u, η)R−1 , . . . , C(u, η)R−q ] is of rank q − 1, so that there exists σ ∈
Cq\{0q} such that
σ∗C(u, η)R−j = 0 , j ∈ {1, . . . , q} . (2.13)
Since the matrix C(u, η) and the vectors R−m+1, . . . , R−q have real coefficients,
and R−j = R
+
j for j ∈ {1, . . . ,m}, we also have, by conjugation,
σ∗C(u, η)R+j = 0 , j ∈ {1, . . . ,m} ,
σ∗C(u, η)R−k = 0 , k ∈ {m+ 1, . . . q} .
(2.14)
2.3 Weakly nonlinear surface waves
We can now turn to the derivation of an amplitude equation for weakly non-
linear surface waves in (2.5). Following Hunter’s approach [10], we consider
an expansion for v, χ, of the form
vε(y) =u+ εv1(η0y0 + ηˇ · yˇ, yd, εy0) + ε2v2(η0y0 + ηˇ · yˇ, yd, εy0) +O(ε3) ,
χε(y)= εχ1(η0y0 + ηˇ · yˇ, εy0) + ε2χ2(η0y0 + ηˇ · yˇ, εy0) +O(ε3) ,
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where ηˇ and yˇ stand for the (d − 1)-dimensional vectors defined by ηˇ =
(η1, . . . , ηd−1) and y = (y1, . . . , yd−1), and v1,2 is supposed to go to zero as
yd goes to infinity. The above ansatz for v describes a small amplitude wave
that is changing slowly in reference frame moving with the wave.
From now on, we use the notation (ξ, z, τ) = (η0 · y0 + ηˇ · yˇ, yd, εy0) for
the new independent variables. Using Taylor expansions for f i and h,
Ai(vε)=Ai(u) + ε dAi(u) · v1 +O(ε2) ,
h(vε) = εH(u) · v1 + ε2 (H(u) · v2 + 12 d2h(u) · (v1, v1)) +O(ε3) ,
and equating to zero the coefficients of ε and ε2 in (2.8), we find{ L(u, η)v1 = 02n , z > 0
Jη ∂ξχ1 +H(u)v1 = 0n+p , z = 0 ,
(2.15)
and{ L(u, η) · v2 +M(u, η; v1, ∂ξχ1) · v1 = 02n , z > 0
Jη ∂ξχ2 +H(u) · v2 +G(u; v1, ∂τχ1) = 0n+p , z = 0 , (2.16)
where
L(u, η) := A(u, η) ∂ξ + A˘d(u) ∂z ,
M(u, η; v1, ∂ξχ1) := A0(u)∂τ + dA(u, η) · v1 · ∂ξ + dA˘d(u) · v1 · ∂z
− (∂ξχ1) A˘(u, η) ∂z , with A˘(u, η) := I˘2nA(u, η) ,
and
G(u; v1, ∂τχ1) := (∂τχ1) e1 +
1
2
d2h(u) · (v1, v1) ,
with e1 denoting the first vector of the canonical basis in Cq+1.
We recall that by definition,
Vη =
m∑
j=1
γj R
−
j
and Xη = −H1(u)Vη solve (2.11), or equivalently, (2.12). Denoting by Pj
and Qj the real and imaginary parts, respectively, of γj R−j , we have
Vη = P + i Q , with P :=
m∑
j=1
Pj , Q :=
m∑
j=1
Qj .
For convenience, we also introduce the notations %j and δj for the real and
imaginary parts, respectively, of β−j (j ∈ {1, . . . ,m}). In what follows, H
stands for the Hilbert transform, such that for any L2 function w,
FH[w](k) = −i sgn(k) F [w](k) , ∀k ∈ R ,
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where F denotes the Fourier transform, with the convention
F [w](k) = ŵ(k) :=
∫ +∞
−∞
w(x) e−ikx dx , ∀k ∈ R .
Proposition 2.1 The solutions (ξ, z) 7→ (v1, χ1)(ξ, z) of (2.15) that are
square integrable in ξ and such that v1 goes to zero as z → +∞ are of the
form
v1(ξ, z) = (w ∗ξ r)(ξ, z) , r(ξ, z) := − 1
pi
m∑
j=1
z %j Pj + (z δj + ξ)Qj
(%jz)2 + (δjz + ξ)2
or equivalently,
v̂1(k, z) = ŵ(k) r̂(k, z) , r̂(k, z) =

m∑
j=1
γj eβ
−
j k z R−j , k > 0 , z > 0 ,
m∑
j=1
γj eβ
+
j k z R+j , k < 0 , z > 0 ,
and
v1(ξ, 0) = w(ξ)P − H[w](ξ)Q , χ1(ξ) = H1(u)
∫ +∞
ξ
v1(ζ, 0) dζ ,
where w is an arbitrary L2 function.
Proof. By Fourier transform in the variable ξ, (2.15) becomes kA(u, iη) v̂1(k, z) + A˘
d(u) ∂z v̂1(k, z) = 02n , z > 0 ,
i k χ̂1(k) Jη +H(u)v̂1(k, 0) = 0n+p .
(2.17)
Similarly as in (2.12), we may eliminate χ̂1 from the boundary condition in
(2.17). We thus obtain
χ̂1(k) =
i
k
H1(u) v̂1(k, 0) , C(u, η) v̂1(k, 0) = 0 . (2.18)
Since by Assumption 1 the matrix A˘d(u) is nonsingular, the first line in
(2.17) is a genuine ODE on v̂1, which may equivalently be written as
∂z v̂1 = A(u, kη) v̂1 , (2.19)
where A(u, kη) is defined as in (2.10) (note that A is homogeneous degree
one in η). Then, the vanishing of v̂1 at z = +∞ implies that for k > 0, there
exists W (k) ∈ C such that
v̂1(k, 0) = W (k) Vη = W (k)
m∑
j=1
γj R
−
j ,
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hence, by the solving (2.19),
v̂1(k, z) = exp(zA(u; kη)) v̂1(k, 0) = W (k)
m∑
j=1
γj eβ
−
j k z R−j .
Observing that (k, z) 7→ v̂1(−k, z) solves the same problem as (k, z) 7→
v̂1(k, z), we find that for k < 0, there exists also W (k) ∈ C such that
v̂1(k, z) = W (k)
m∑
j=1
γj eβ
+
j k z R+j , z ≥ 0 .
The conclusion follows by inverse Fourier transform, with w := F−1[W ].
Details are standard and left to the reader. 2
Proposition 2.2 We assume that (v1, χ1) is a family of solutions of (2.15)
as in Proposition 2.1, depending smoothly on the parameter τ , and that
(2.16) admits a solution (v2, χ2), square integrable in ξ, jointly smooth in
(z, τ), with v2 going to zero as z → +∞. Then ŵ(·, τ) = F [w(·, τ)] satisfies
a nonlocal equation of the form
a0(k) ∂τ ŵ(k, τ) +
∫ +∞
−∞
a1(k − `, `) ŵ(k − `, τ)ŵ(`, τ) d` = 0 , (2.20)
where a0 and a1 are given by (2.24) and (2.25) below.
Proof. By Fourier transform in ξ, (2.16) becomes kA(u, iη) v̂2 + A˘
d(u) ∂z v̂2 +m1 = 02n , z > 0 ,
i k χ̂2 Jη +H(u) · v̂2 + g1 = 0n+p , z = 0 ,
(2.21)
where
m1 := F [M(u, η; v1, ∂ξχ1) · v1] , g1 := F [G(u, η; v1, ∂τχ1)] .
A crucial fact in what follows on will be thatm1(k, z, τ) decays exponentially
fast to zero as z goes to +∞, as v1 itself.
We first eliminate χ̂2 from the boundary condition in (2.21), as we have
made for χ̂1 in (2.17). This yields
χ̂2(k) =
i
k
(
H1(u) v̂2(k, 0, τ) + g11(k, τ)
)
,
where g11 denotes the first component of g1, and
C(u, η) v̂2(k, 0, τ) + T (η) g1(k, τ) = 0 . (2.22)
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Now, decomposing v̂2 as
v̂2(k, z, τ) =
q−∑
j=1
ν−j (k, z, τ)R
−
j +
q+∑
j=1
ν+j (k, z, τ)R
+
j ,
thanks to the normalization of left and right eigenvectors, we see that the
first equation in (2.21) is equivalent to
∂zν
±
j − k β±j + (L±j )∗m1 = 0 , j ∈ {1, . . . , q±} .
Solving these ODEs, taking into account the signs of Re(β±j ) and the fact
that m1 decays exponentially fast to zero as z goes to +∞, we find that for
v̂2 to decay to zero as z goes to +∞, necessarily
ν−j (k, 0, τ) =
∫ +∞
0
e−kβ
−
j z (L−j )
∗m1(k, z, τ) dz
for (k < 0 and j ∈ {1, . . . , q−}) or (k > 0 and j ∈ {m+ 1, . . . , q−}), and
ν+j (k, 0, τ) =
∫ +∞
0
e−kβ
+
j z (L+j )
∗m1(k, z, τ) dz
for (k > 0 and j ∈ {1 . . . q+}) or (k < 0 and j ∈ {m+ 1 . . . q+}).
Going back to the boundary condition in (2.22) and multiplying it suc-
cessively by σ∗ and σ∗, we get, thanks to (2.13) and (2.14),
q+∑
j=1
(σ∗ C(u, η)R+j ) ν+j (k, 0, τ) + σ∗ T (η)g1(k, τ) = 0 ,
m∑
j=1
(σ∗ C(u, η)R−j ) ν−j (k, 0, τ) +
q+∑
j=m+1
(σ∗ C(u, η)R+j ) ν+j (k, 0, τ)
+σ∗ T (η)g1(k, τ) = 0 .
Substituting the integrals found above for ν±j (k, 0, τ), we obtain for all k 6= 0,∫ +∞
0
L(k, z)m1(k, z, τ) dz + σ(k)T (η)g1(k, τ) = 0 , (2.23)
with σ(k) := σ∗ for k < 0 and σ(k) := σ∗ for k > 0,
L(k, z) :=
q+∑
j=1
(σ∗C(u, η)R+j ) e−kβ
+
j z (L+j )
∗ , k > 0 ,
L(k, z) := L(−k, z) =
m∑
j=1
(σ∗C(u, η)R−j ) e−kβ
−
j z (L−j )
∗
+
q+∑
j=m+1
(σ∗C(u, η)R+j )e−kβ
+
j z (L+j )
∗ , k < 0 .
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Finally, the compatibility equation (2.23) may be rewritten explicitely
in terms of the amplitude function ŵ = ŵ(k, τ) and of the linear surface
wave function r̂ = r̂(k, z) (given by Proposition 2.1). Indeed, substituting
ŵ(k, τ) r̂(k, z) for v̂1(k, z, τ) in the definition of m1, we get
m1(k, z, τ) = ∂τ ŵ(k, τ)A0(u)r̂(k, z)+
∫ +∞
−∞
m(u, η; k−`, `, z) ŵ(k−`, τ) ŵ(`, τ) d` ,
2pi ·m(u, η; k, `, z) = i `dA(u, η) · r̂(k, z) · r̂(`, z)
+ i `dAd(u) · r̂(k, z) · F [r′](`, z)
+ i `H1(u)r̂(k, 0) A(u, η)F [r′](`, z) ,
where we have introduced a new vector-valued function r′, defined by
i ` F [r′](`, z) := I˘2n ∂z r̂(`, z) ,
or equivalently,
F [r′](k, z) =

−i I˘2n
m∑
j=1
γj β
−
j e
β−j k z R−j , k > 0 , z > 0 ,
−i I˘2n
m∑
j=1
γj β
+
j e
β+j k z R+j , k < 0 , z > 0 .
To find the last term in the kernel m, we have used the expression of χ̂1
given by (2.18). This expression is also useful to compute
g1(k, τ) = ik ∂τ ŵ(k, τ)H
1(u) r̂(k, 0) e1
+
∫ +∞
−∞
g(u, η; k − `, `) ŵ(k − `, τ) ŵ(`, τ) d` ,
g(u, η; k, `) :=
1
4pi
d2h(u) · (r̂(k, 0), r̂(`, 0)) .
We have thus obtained the nonlocal equation (2.20) for ŵ, with
a0(k) :=
∫ +∞
0
L(k, z)A0(u) r̂(k, z) dz +
i
k
(H1(u)r̂(k, 0))σ(k)T (η) e1 ,
(2.24)
a1(k, `) :=
∫ +∞
0
L(k + `, z)m(u, η; k, `, z) dz + σ(k + `)T (η) g(u, η; k, `) .
(2.25)
2
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Remark 2.3 Since L(k, z) and r̂(k, z) are linear combinations of exponen-
tials e−kβ
+
j z and ekβ
−
p z, and, by construction, L(k, z) = L(−k, z), r̂(k, z) =
r̂(−k, z), σ(k) = σ(−k), we see on (2.24) that a0 is of the form
a0(k) =

α0
k , k > 0 ,
−α0k , k < 0 ,
(2.26)
with α0 ∈ C. More explicitly, this number is given by
α0 =
σ∗C(u)R+j
β+j − β−p
(L+j )
∗A0(u)(γpR−p ) + i (γpH1(u)R−p )σ∗T (η) e1 , (2.27)
where we have used the usual summation convention on the repeated indices,
with j ∈ {1, . . . , q+}, p ∈ {1, . . . ,m}.
Remark 2.4 The kernel a1 is obviously not symmetric in (k, `). However,
it can easily be symmetrized. Indeed, by change of variables ` 7→ k − `, the
nonlocal equation (2.20) is equivalent to
a0(k) ∂τ ŵ(k, τ) +
∫ +∞
−∞
as1(k − `, `) ŵ(k − `, τ)ŵ(`, τ) d` = 0 ,
with
as1(k, `) :=
∫ +∞
0
L(k + `, z)ms(u, η; k, `, z) dz + σ(k + `)T (η) g(u, η; k, `) ,
(2.28)
2ms(u, η; k, `, z) := i(k + `) dA(u, η) · r̂(k, z) · r̂(`, z)
+ i`dAd(u) · r̂(k, z) · F [r′](`, z) + ik dAd(u) · r̂(`, z) · F [r′](k, z)
+ i`H1(u)r̂(k, 0) A(u, η)F [r′](`, z) + ikH1(u)r̂(`, 0) A(u, η)F [r′](k, z) .
(2.29)
(The first term is indeed symmetric by the symmetry of dA, as a linear
combination of second order differentials d2f j. For the same reason, g being
defined by means of d2h, it is symmetric in (k, `).) In addition, both the
integral and the last term in as1(k, `) are positively homogeneous degree zero
in (k, `).
Theorem 2.5 Under the Assumptions 1, 2, 3, 4, 5, 6, we also assume that
the number α0 defined in (2.27) is nonzero. Then weakly nonlinear surface
waves for the nonlinear model (2.5) are governed by the nonlocal amplitude
equation
∂τw + ∂ξQ [w] = 0 , (2.30)
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where Q is given by
Q [v] (ξ) = (K ∗ (v ⊗ v))(ξ, ξ) (2.31)
for all v ∈ S (R) (the Schwartz class), the kernel K being the real tempered
distribution on R2
K := 2piF−1(Λ) , (2.32)
with Λ ∈ L∞(R2) defined as in (2.33).
Proof. With the notations introduced above, we define for k 6= 0, ` 6= 0,
k + ` 6= 0,
Λ(k, `) :=
as1(k, `)
i (k + `) a0(k + `)
. (2.33)
Then (2.20) can be rewritten as
∂τ ŵ(k, τ) + ik
∫ +∞
−∞
Λ(k − `, `)ŵ(k − `, τ)ŵ(`, τ)d` = 0 . (2.34)
By inverse Fourier transform this gives (2.30) with, formally,
Q [w] (ξ, τ) :=
1
2pi
∫ +∞
−∞
∫ +∞
−∞
ei(k+`)ξΛ(k, `)ŵ(k, τ)ŵ(`, τ) d`dk ,
or,
Q [w] (ξ, τ) = 2piF−1(Λ ŵ(·, τ)⊗ ŵ(·, τ))(ξ, ξ) ,
where F here denotes the Fourier transform onS ′(R2). Since F−1(ŵ⊗ŵ) =
w ⊗ w, we find that
2piF−1(Λŵ(·, τ)⊗ ŵ(·, τ)) = K ∗ (w(·, τ)⊗ w(·, τ)) ,
with K := 2piF−1(Λ).
To justify the above computations, we first observe that the kernel Λ has
some nice properties inherited from the properties of as1 and a0. It is indeed
smooth (analytic) outside the lines k = 0, ` = 0, and k + ` = 0, symmetric
in (k, l), like as1, and positively homogeneous degree zero, like a
s
1 and k 7→
ka0(k). In addition, since a0(−k) = a0(k) and as1(−k,−`) = as1(k, `), we
have Λ(−k,−`) = Λ(k, `). To summarize, we have for all k 6= 0, ` 6= 0, and
θ > 0,
Λ(k, `) = Λ(`, k) , Λ(−k,−`) = Λ(k, `) , Λ(θk, θ`) = Λ(k, `) . (2.35)
Using these properties and noting that Λ(1, θ) and Λ(−1, θ) are uniformly
bounded for θ ∈ (0, 1), we easily check that Λ is bounded on (R\{0})2. Thus
it can be viewed as a tempered distribution, and K is therefore well-defined
by (2.32) as a tempered distribution. Furthermore, the second property in
(2.35) shows that K is a real distribution.
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To conclude, for all v ∈ L2(R),
k 7→
∫ +∞
−∞
Λ(k − `, `)v̂(k − `)v̂(`)d`
defines an L∞ function by the Cauchy-Schwarz inequality, whose inverse
Fourier transform, Q[v], is a tempered distribution. If moreover v belongs
to the Schwartz class, Q[v] is a function, explicitly given in terms of K by
(2.31). 2
In [10], Hunter had pointed out the following stability condition for equa-
tions of the form (2.34) with Λ satisfying (2.35),
Λ(1, 0+) = Λ(1, 0−) . (2.36)
He had in particular checked it was satisfied in the case of weakly nonlinear
surfaces waves in Elasticity [10, 14, 15]. More recently, he and co-workers
derived and investigated a stronger condition [2, 1], which ensures that (2.34)
has a Hamiltonian structure (see [11] for a local-in-time existence under this
condition in a periodic setting). It turns out that (2.36) is in fact exactly
what we need to get a priori estimates without loss of derivatives for (2.34),
see [4]. This is the condition we are going to investigate further in our
abstract framework and afterwards in the explicit case of subsonic phase
boundaries.
Proposition 2.6 For Λ defined as in (2.33) with a0 given by (2.26) (2.27),
α0 being assumed to be nonzero, and as1 given by (2.28) (2.29), the stability
condition (2.36) is equivalent to requiring that a(P ) and a(Q) be real, with
a the linear form a : C2n → C defined by
α0 a(R) = −iσ∗T d2h · (R, V ) +
q+∑
j=1
m∑
p=1
σ∗CR+j
β+j − β−p
(L+j )
∗
(
(dA− iβ−p dA˘
d
) · (γpR−p ) ·R− iβ−p (H1R)A˘(γpR−p )
)
,
where, for simplicity, underlined letters correspond to quantities evaluated
at u and/or η, while, as in Proposition 2.1,
V =
m∑
p=1
γpR
−
p , P = Re
( m∑
p=1
γpR
−
p
)
, Q = Im
( m∑
p=1
γpR
−
p
)
.
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Proof. By direct computation we find that
2α0 Λ(1, 0+) = − i2pi σ
∗T d2h · (V, V )
+
σ∗CR+j
β+j − β−p
(L+j )
∗
(
(dA− iβ−p dA˘
d
) · (γpR−p ) · V − iβ−p (H1V )A˘(γpR−p )
)
,
2α0 Λ(1, 0−) = − i2pi σ
∗T d2h · (V , V )
+
σ∗CR+j
β+j − β−p
(L+j )
∗
(
(dA− iβ−p dA˘
d
) · (γpR−p ) · V − iβ−p (H1V )A˘(γpR−p )
)
,
where for simplicity we have used the convention of summation over re-
peated indices. Observe that (2.36) is equivalent to require that Λ(1, 0+) +
Λ(1, 0−) ∈ R and Λ(1, 0+) − Λ(1, 0−) ∈ iR, or that the sum of the above
equalities divided by 2α0 and their difference divided by 2iα0 must be real.
2
3 Application to van der Waals fluids
In this section we apply the method of the previous section to a concrete
model for fluids exhibiting phase changes, and obtain an explicit form for
the kernel as in Theorem 2.5.
3.1 Introduction
The Euler equations governing the motion in Rd, d ≥ 1, of a compressible,
non-viscous, isothermal fluid of van der Waals are{
∂tρ+∇ · (ρv) = 0d
∂t(ρv) +∇ · (ρv ⊗ v) +∇p = 0 . (3.37)
Above ρ > 0 denotes the density, v ∈ Rd the velocity and p > 0 the pressure
of the fluid obeying the pressure law
p(V ) =
RT
V − b −
a
V 2
,
where V := 1/ρ is the specific volume, T is the temperature, R is the
perfect gas constant and a, b are positive constants. Below the critical tem-
perature, Tc := 8a/(27bR), van der Waals fluids can undergo transitions
between two phases, the liquid phase for 1/ρ ∈ (0, V∗) and the vapor phase
for 1/ρ ∈ (V ∗,∞), for the presence of the nonphysical region (V∗, V ∗), called
the spinodal region. The van der Waals law is considered here for concrete-
ness, but our results do not depend on the actual form of this law. They
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basically depend on the existence of three zones, namely the intervals (0, V∗)
and (V ∗,∞) where the pressure is decreasing with 1/ρ and the system (3.37)
is hyperbolic, and the interval (V∗, V ∗) where the pressure is increasing with
1/ρ and the system (3.37) becomes elliptic. In this situation it is natu-
ral to consider (weak) solutions to (3.37) that avoid the spinodal region.
The simplest weak solutions in this case are piecewise C 1 functions which
satisfy (3.37) outside a moving interface Σ(t), and, at least, the Rankine-
Hugoniot jump conditions across the interface. We are interested here in
dynamic discontinuities, for which there is some mass tranfer across the in-
terface, and especially the subsonic ones, for which the Mach numbers with
respect to the interface are lower than one on both sides. In the terminology
of hyperbolic conservation laws these discontinuities are undercompressive,
the number of outgoing characteristics being equal to that of incoming ones,
and an additional jump condition is thus needed. In the continuation of
[3], we have chosen a simple and explicit additional condition, referred to
as the capillarity criterion merely because it is equivalent to the existence
of travelling capillarity profiles. It can be understood as the conservation
of ‘total energy’, namely the kinetic energy plus the free energy, across the
interface. It amounts to neglecting dissipation due to viscosity, which is
reasonable in some physicals contexts (e.g. for water in extreme conditions
or for superfluids).
3.2 The nonlinear problem and the reference phase bound-
ary
We consider a problem of the form (2.6) with n = d+ 1, p = 1, and
u :=
(
ρ

)
, f0(u) := u, f i(u) :=
(
i
p(ρ) ei +
i
ρ 
)
,
f˜0(u) :=
(
u
‖‖2
2ρ + ρ f(ρ)
)
, f˜ i(u) :=
(
f i(u)(‖‖2
2ρ2
+ f(ρ) + p(ρ)ρ
)
i
)
,
where (e1, . . . , ed) is the canonical basis of Rd,
 = (1, . . . , d) := ρv ∈ Rd+1
is the momentum, and f = f(ρ) is the free specific energy of the fluid,
characterized by
p(ρ) = ρ2 f ′(ρ). (3.38)
By definition, a solution of (2.6) with χ ≡ 0 and u constant on either side
of the hyperplane {x ∈ Rd : xd = 0} is characterized by [f˜d(u)] = 0, that
is,
[d] = 0 ,
[
p(ρ) ed +
d
ρ

]
= 0 ,
[(‖‖2
2ρ2
+ f(ρ) +
p(ρ)
ρ
)
d
]
= 0 . (3.39)
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As is very well-known, the first two equations imply that for a dynamical
discontinuity, for which d 6= 0, the jump of the tangential velocity must be
zero, that is, [v1] = · · · = [vd−1] = 0. By a change of Galilean frame we
may assume without loss of generality that the tangential velocity of the
left and right reference states is zero. With this simplification, the jump
conditions in (3.39) reduce to
[d] = 0 ,
[
p(ρ) +
2d
ρ
]
= 0 ,
[
2d
2ρ2
+ f(ρ) +
p(ρ)
ρ
]
= 0 . (3.40)
For later use, it is convenient to introduce the functions
q : (ρ, j) 7→ p(ρ) + j
2
ρ
,
z : (ρ, j) 7→ j
(
j2
2ρ2
+ f(ρ) +
p(ρ)
ρ
)
.
Notice that using these functions the jump conditions in (3.40) equivalently
read
[d] = 0 , [q(ρ, d)] = 0 , [z(ρ, d)] = 0 . (3.41)
It is not difficult to show that for a non-monotone pressure law ρ 7→ p(ρ),
there exist ρl, ρr, vl, vr satisfying (3.41) with ρlvl = ρrvr =: d > 0, that
is, q(ρl, d) = q(ρr, d) and z(ρl, d) = z(ρr, d), together with qρ(ρl,r, d) 6= 0,
that is p′(ρl,r) − v2l,r 6= 0; see [3, page 249]. The corresponding reference
states ul = t(ρl, 0, . . . , 0, vl) and ur = t(ρr, 0, . . . , 0, vr) are thus connected
by a planar dynamical subsonic phase boundary located at xd = 0, and
u = (ul, ur), satisfies Assumption 1. From now on, we fix u as above, and
we introduce the notations cl,r for the sound speeds on each side of the
reference phase boundary:
cl,r :=
√
p′(ρl,r) .
3.3 Linearization
Proceeding as in Section 2.2, we may reformulate the free boundary problem
(2.5) with our specific fluxes in terms of
ρ±(y0, y1, . . . , yd) := ρ(y0, . . . , yd−1, χ(y0, . . . , yd−1)± yd) ,
±(y0, y1, . . . , yd) := (y0, . . . , yd−1, χ(y0, . . . , yd−1)± yd) ,
as 
L(ρ±, ±,∇χ) ·

ρ−
−
ρ+
+
 = 02d+2 , yd > 0
b(ρ±, ±,∇χ) = 0d+2 , yd = 0 .
(3.42)
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Linearizing this problem about (ρ− ≡ ρl, − ≡ (0, . . . , 0, ρlvl), ρ+ ≡ ρr, + ≡
(0, . . . , 0, ρrvr), χ ≡ 0), we readily get a system of the form (2.9), without
having to invoke Assumption 2 for the reduction of the boundary conditions.
Indeed, for the specifix fluxes we are considering, the linearized version of
the jump conditions in (2.6) turns out to reduce to
[ρ] ∂tχ˙ = [˙d] ,
[p] ∂iχ˙ = [v ˙i] , i ∈ {1, . . . , d− 1} ,[
(c2 − v2) ρ˙ + 2 v ˙d
]
= 0 ,
[
1
2 ρ v
2 + ρ f
]
∂tχ˙ =
[
(c2 − v2)vρ˙ + (f + pρ + 32v2) ˙d
]
,
(3.43)
which is obviously of the form
J(u)∇χ˙ + H(u) · (ρ˙, ˙) = 0d+2 , (3.44)
with J(u) a matrix depending only on the reference state, as well as H(u),
and
(ρ˙, ˙) :=

ρ˙−
˙−
ρ˙+
˙+
 .
Regarding the linearized version of the interior equation in (2.6), it is given
by the block-diagonal operator
L(ρl,r, 0, vl,r, 0, 0) =
(
L−(ρl, vl) 0
0 L+(ρr, vr) ,
)
,
the operators L± being defined in tangential Fourier variables by
L̂±(ρ, v, η) =

iη0 iηˇ ±∂yd
ip′(ρ) tηˇ (iη0 ± v∂yd)Id−1 0d−1
±(p′(ρ)− v2)∂yd ivηˇ iη0 ± 2v∂yd
 ,
where ηˇ := (η1, . . . , ηd−1). The subsonicity of the reference phase boundary
(cl,r > vl,r) and the additional assumption
η20 < (c
2
l,r − v2l,r) ‖ηˇ‖2 (3.45)
imply that Assumption 5 is satisfied (see [3]). In this case, with the notations
of Section 2.2 we have,
n = d+ 1, p = 1, q− = q+ = d+ 1, m = 2 ,
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the eigenvalues β±1 being the roots of
(c2l − v2l )β2 + 2 iη0vlβ + η20 − c2l ‖ηˇ‖2 = 0 ,
and the eigenvalues β±2 being the roots of
(c2r − v2r )β2 − 2 iη0vlβ + η20 − c2r‖ηˇ‖2 = 0 ,
which gives explicitly,
β+1 =
1
c2l−v2l
(αl − iη0vl) , β−1 = 1c2l−v2l (−αl − iη0vl) ,
αl := cl
√
(c2l − v2l )‖ηˇ‖2 − η20 ,
β+2 =
1
c2r−v2r (αr + iη0vr) , β
−
2 =
1
c2r−v2r (−αr + iη0vr) ,
αr := cr
√
(c2r − v2r )‖ηˇ‖2 − η20 .
(3.46)
The other, purely imaginary eigenvalues are
β+3 := i
η0
vl
, β−3 := −i
η0
vr
,
of multiplicity d− 1. Right eigenvectors may be chosen as follows
R±1 =
(
r±1
0d+1
)
, R±2 =
(
0d+1
r±2
)
,
r−1 =
 −iη0 + vlβ−1ic2l ηˇ
αl
 , r+1 =
 iη0 − vlβ+1−ic2l ηˇ
αl
 ,
r−2 =
 −iη0 − vrβ−2ic2r ηˇ
−αr
 , r+2 =
 iη0 + vrβ+2−ic2r ηˇ
−αr
 ,
R+i =
(
r+i
0d+1
)
, R−i =
(
0d+1
r−i
)
,
r+i =
 0η0 eˇi−2
vl ηˇ · eˇi−2
 , r−i =
 0η0 eˇi−2
vr ηˇ · eˇi−2
 ,
i = 3, . . . , d+ 1 ,
(3.47)
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where (eˇ1, . . . , eˇd−1) is an arbitrary basis of Rd−1. For left eigenvectors, we
may take
L±1 =
(
l±1
0d+1
)
, L±2 =
(
0d+1
l±2
)
,
l−1 =
 iη0 + 2vlβ−1−iηˇ
−β−1
 , l+1 =
 −iη0 − 2vlβ+1iηˇ
β+1
 ,
l−2 =
 −iη0 + 2vrβ−2iηˇ
−β−2
 , l+2 =
 iη0 − 2vrβ+2−iηˇ
β+2
 ,
L+i =
(
l+i
0d+1
)
, L−i =
(
0d+1
l−i
)
,
l+i =
 −v2l ηˇ · eˇ′i−2η0 eˇ′i−2
vl ηˇ · eˇ′i−2
 , l−i =
 −v2r ηˇ · eˇ′i−2η0 eˇ′i−2
vr ηˇ · eˇ′i−2
 ,
i = 3, . . . , d+ 1 ,
(3.48)
where (eˇ′1, . . . , eˇ′d−1) is another arbitrary basis of Rd−1. Recalling that
A˘d(u) =
( −Ad(ρl, vl) 0
0 Ad(ρr, vr)
)
,
Ad(ρ, v) =

0 0∗d−1 1
0d−1 vId−1 0d−1
p′(ρ)− v2 0∗d−1 2v
 ,
we easily compute
∓ (L±i+2)∗A˘d(u)R±k+2 = v3l,r (ηˇ · eˇ′i) (ηˇ · eˇk) + vl,r η20 (eˇ′i · eˇk)
for i, k ∈ {1, . . . , d− 1}. So, even though the eigenvalues β±3 are non-simple,
it is possible to choose the bases (eˇ1, . . . , eˇd−1) and (eˇ′1, . . . , eˇ′d−1) to have
(L±i )
∗A˘d(u)R±k = 0 , i, k ∈ {3, . . . , d+ 1} , i 6= k .
For instance, we can take
eˇ1 = eˇ′1 = ηˇ ,
and choose ‘dual’ bases (eˇ2, . . . , eˇd−1) and (eˇ′2, . . . , eˇ′d−1) of ηˇ
⊥. The left and
right eigenvectors above are not normalized to have (L±i )
∗A˘d(u)R±i = 1.
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Instead, we have
(L±1 )
∗A˘d(u)R±1 = 2 c2l (vl‖ηˇ‖2 − i η0 β±1 ) = 2αlc2l−v2l (vlαl ∓ iη0c
2
l ) ,
(L±2 )
∗A˘d(u)R±2 = 2 c2r (vr‖ηˇ‖2 + i η0 β±2 ) = 2αrc2r−v2r (vrαr ± iη0c
2
r) ,
(L+3 )
∗A˘d(u)R+3 = − vl (η20 + v2l ‖ηˇ‖2) ‖ηˇ‖2 ,
(L+i )
∗A˘d(u)R+i = − vl η20 , i = 4, . . . , d+ 1 ,
(L−3 )
∗A˘d(u)R−3 = vr (η20 + v2r ‖ηˇ‖2) ‖ηˇ‖2 ,
(L−i )
∗A˘d(u)R−i = vr η20 , i = 4, . . . , d+ 1 .
(3.49)
In addition, we do have
(L±i )
∗A˘d(u)R∓k = 0 , i, k ∈ {1, . . . , d+ 1} .
Lemma 3.1 We assume that, as described above, the states t(ρl, 0, . . . , 0, vl)
and t(ρr, 0, . . . , 0, vr) are connected by a planar dynamical subsonic phase
boundary located at xd = 0. Without loss of generality we assume that the
velocities vl and vr are positive. The associated right eigenvectors are defined
as in (3.47). Then a linear combination of the form
ρ˙−
˙−
ρ˙+
˙+
 = d+1∑
i=1
γiR
−
i
solves the linearized jump conditions in (3.43) for some
χ˙(t, y) = X ei(η0t+ ηˇ·y)
such that the frequency η0 6= 0 and the wave vector ηˇ satisfy (3.45), if and
only if,
c2rc
2
l η
2
0 − vrvlαlαr = 0 , (3.50)
where αl,r are defined as in (3.46), γi = 0 for i ≥ 3, and
γ1 = − vr αr − iη0 c2r , γ2 = vl αl − iη0 c2l . (3.51)
Proof. This is part of the main result in [3], in different variables though.
Let us give a sketch of computations. First recall that the Rankine-Hugoniot
conditions (3.41) imply that
[p] = vlvr [ρ] ,
[
g +
1
2
v2
]
= 0 ,
where g(ρ) := f(ρ) + p(ρ)ρ (which corresponds to the chemical potential of
the fluid). These jump relations will enable us to eliminate χ˙ = X ei(η0t+ ηˇ·y)
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from (3.43). Indeed, subtracting (g + 12v
2) times the first equation to the
(d+ 2)th equation in (3.43), we may replace the latter by
− [p] ∂tχ˙ =
[
(c2 − v2)vρ˙ + v2 ˙d
]
.
Then, substituting X ei(η0t+ ηˇ·y) for χ˙ in (3.43), we can complete the elimi-
nation of χ˙. Since η0 6= 0 (and therefore also ηˇ 6= 0 by (3.45)), we have
X =
[˙d]
iη0[ρ]
,
and we are left with the following algebraic system for (ρ˙, ˙),
η0 [vˇ˙] · ηˇ − ‖ηˇ‖2 vlvr [˙d] = 0 ,[
(c2 − v2) ρ˙ + 2 v˙d
]
= 0 ,[
(c2 − v2)v ρ˙ + (v2 + vlvr) ˙d
]
= 0 ,
with the additional condition that [vˇ˙] be colinear to ηˇ. The rest of the proof
is a matter of elementary algebra and is left to the reader. 2
Remark 3.2 As was observed in [3], the linear surface waves found in
Lemma 3.1 are slow, in that for (η0, ηˇ) ∈ Rd solution of (3.50) with (3.45)
and (3.46), we have the inequality
η20 < vl vr ‖ηˇ‖2 . (3.52)
This inequality will be used later on.
Notice that, in terms of the abstract form (3.44) of (3.43) for χ˙ =
χ˙(η0t + ηˇ · y), the method of elimination used in Lemma 3.1 above leads to
the system
(∂ξχ˙) J˜(u) η + H˜(u, η) · (ρ˙, ˙) = 0d+2 ,
with
J˜(u) η =

− η0 [ρ]
0d−1
0
0
 ,
H˜(u, η) · (ρ˙, ˙) =

[˙d]
Πη[vˇ˙]
η0 [vˇ˙] · ηˇ − ‖ηˇ‖2 vl vr [˙d][
(c2 − v2) ρ˙ + 2 v˙d
][
(c2 − v2)v ρ˙ + (v2 + vlvr) ˙d
]
 ,
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where the brackets stand as usual for “jumps” (e.g. [˙d] = (˙d)+−(˙d)−), and
Πη denotes the (d−2)×(d−1) matrix whose rows are teˇi for i = 2, . . . , d−1.
(Recall that (eˇ2, . . . , eˇd−1) has been chosen to be a basis of ηˇ⊥.) We have
H˜(u, η) = E(u, η)H(u, η) and J˜(u) = E(u, η)J(u), with
E(u, η) =

1 0∗d−1 0 0
0d−2 Πη 0 0
−‖ηˇ‖2vlvr η0 tηˇ 0 0
0 0∗d−1 1 0
vlvr − (g + 12v2) 0∗d−1 0 1
 .
Denoting by C(u, η) the linear mapping
(ρ˙, ˙) 7→

Πη[vˇ˙]
η0 [vˇ˙] · ηˇ − ‖ηˇ‖2 vl vr [˙d][
(c2 − v2) ρ˙ + 2 v˙d
][
(c2 − v2)v ρ˙ + (v2 + vlvr) ˙d
]
 ,
(that is, we retain all but the first row in H˜(u, η)·(ρ˙, ˙)), Lemma 3.1 says that
the matrix made up with the column vectors (C(u, η)R−1 , . . . , C(u, η)R−d+1)
is of rank d and
γ1 C(u, η)R−1 + γ2 C(u, η)R−2 = 0 .
By definition (see (2.13)), the vector σ = (σ−d+2, . . . , σ−1, σ1, σ2, σ3)
must be orthogonal (in Cd+1 equipped with the standard hermitian product)
to
C(u, η)R−1 =

0d−2
‖ηˇ‖2vl (vr αl − iη0c2l )
−vlαl + iη0c2l
vl(−vrαl + iη0c2l )
 ,
C(u, η)R−2 =

0d−2
‖ηˇ‖2vr (vl αr + iη0c2r)
−vrαr − iη0c2r
−vr(vlαr + iη0c2r)
 ,
C(u, η)R−i =

η0vrΠη eˇi−2
(η20 − vlvr‖ηˇ‖2) vr (ηˇ · eˇi−2)
2v2r (ηˇ · eˇi−2)
v2r (vl + vr)(ηˇ · eˇi−2)
 , i = 3, . . . , d+ 1,
or, with the choice of the vectors eˇj made above,
C(u, η)R−3 =

0d−2
(η20 − vlvr‖ηˇ‖2) vr ‖ηˇ‖2
2v2r ‖ηˇ‖2
v2r (vl + vr) ‖ηˇ‖2
 , C(u, η)R−i =

η0vrΠη eˇi−2
0
0
0

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for i = 4, . . . , d+1. Since the (d− 2)× (d− 2) matrix (Πη eˇ2, . . . ,Πη eˇd−1) is
nonsingular, we easily see that σ must be of the form σ = (0, . . . , 0, σ1, σ2, σ3).
Furthermore, taking for instance
σ2 = −vlαr + iη0c2r ,
we find that
σ3 − σ1‖ηˇ‖2 = αr − iη0c2r/vr = −
γ1
vr
,
and
σ1 = −(vr − vl)vrαr + iη0c
2
r
η20 + ‖ηˇ‖2v2r
= γ1
vr − vl
η20 + ‖ηˇ‖2v2r
.
Knowing that σ∗C(u, η)R−1,2 = 0, that C(u, η) has real coefficients and that
R+1,2 = R
−
1,2, we readily get
σ∗C(u, η)R+1 = 2σ∗Re
(C(u, η)R−1 ) = 2αl vl (vrσ1‖ηˇ‖2 − σ2 − vrσ3)
= − 2αl αr vl (vr − vl) ,
σ∗C(u, η)R+2 = 2σ∗Re
(C(u, η)R−2 ) = 2αr vr (vlσ1‖ηˇ‖2 − σ2 − vlσ3)
= 2 i η0 c2r αr (vr − vl) .
Finally, since
C(u, η)R+3 =

0d−2
−(η20 − vlvr‖ηˇ‖2) vl ‖ηˇ‖2
−2v2l ‖ηˇ‖2
−v2l (vl + vr) ‖ηˇ‖2

resembles C(u, η)R−3 , it is not difficult to evaluate
σ∗C(u, η)R+3 = γ1
[v]2
η20 + ‖ηˇ‖2v2r
‖ηˇ‖2 vl
vr
(vlvr‖ηˇ‖2 − η20) .
(Observe that by (3.52), the last factor here above is positive.)
To summarize we have
σ∗C(u, η)R+1 = − 2αl αr vl [v] ,
σ∗C(u, η)R+2 = 2 i η0 c2r αr [v] ,
σ∗C(u, η)R+3 = γ1 ‖ηˇ‖2
vl
vr
vlvr‖ηˇ‖2 − η20
η20 + ‖ηˇ‖2v2r
[v]2 ,
σ∗C(u, η)R+j = 0 , j ∈ {4, . . . , d+ 1} .
(3.53)
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3.4 Weakly nonlinear surface waves for phase boundaries
We are now going to derive the explicit form of the first and second order
systems associated with our specific free boundary problem (3.42). Since the
boundary condition in (3.42) is not as decoupled as in (2.8), the resulting
second order system will look slightly more complicated than (2.16).
To avoid multiple indices we prefer using here notations with dots instead
of subscripts 1 and 2 for the first order and second orders of the expansion.
Then the first and second order systems associated with (3.42) are of the
form 
L(u, η) · (ρ˙, ˙) = 02d+2 , z > 0 ,
(∂ξχ˙) J(u)η +H(u) · (ρ˙, ˙) = 0d+2 , z = 0 ,
(3.54)

L(u, η) · (ρ¨, ¨) +M(u, η; ρ˙, ˙, ∂ξχ˙) · (ρ˙, ˙) = 02d+2 , z > 0 ,
(∂ξχ¨) J(u)η +H(u) · (ρ¨, ¨) +G(u, η; ρ˙, ˙, ∂τ χ˙, ∂ξχ˙) = 0d+2 , z = 0 ,
(3.55)
with
(ρ˙, ˙) :=

ρ˙−
˙−
ρ˙+
˙+
 , (ρ¨, ¨) :=

ρ¨−
¨−
ρ¨+
¨+
 .
The linear terms in (3.54) and (3.55) are of course reminiscent of the lin-
earized problem considered in Section 3.3. The operator L(u, η) is block-
diagonal and defined by
L(u, η) =
( L−(ρl, vl, η) 0
0 L+(ρr, vr, η)
)
,
L±(ρ, v, η) =

η0∂ξ ηˇ∂ξ ±∂z
p′(ρ) tηˇ∂ξ (η0∂ξ ± v∂z)Id−1 0d−1
±(p′(ρ)− v2)∂z vηˇ∂ξ η0∂ξ ± 2v∂z
 .
In the boundary condition we have
J(u)η :=

−η0 [ρ]
−[p]ηˇ
0
−η0 [ρ(g + 12v2)− p]
 ,
H(u) · (ρ¨, ¨) =

[ ¨d ]
[ v ˇ¨ ][
(c2 − v2) ρ¨ + 2 v¨d
][
(c2 − v2)v ρ¨ + (g + 32v2) ¨d
]
 .
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We recall that c denotes the sound speed (c(ρ)2 = p′(ρ)) and g denotes the
chemical potential (g(ρ) = f(ρ) + p(ρ)ρ ) of the fluid.
The other terms in (3.55) are of the form
M(u, η; ρ˙, ˙, ∂ξχ˙) · (ρ˙, ˙) = ∂τ (ρ˙, ˙) + ∂ξ(Q(u, η)(ρ˙, ˙)) + ∂z(P(u)(ρ˙, ˙))
−(∂ξχ˙) ∂z(N (u, η)(ρ˙, ˙)) ,
where Q(u, η) and P(u) are quadratic mappings and N (u, η) is a linear
mapping, and
G(u, η; ρ˙, ˙, ∂τ χ˙, ∂ξχ˙) = (∂τ χ˙) e − (∂ξχ˙)N(u, η)(ρ˙, ˙) + P (u)(ρ˙, ˙) ,
where P (u) is another quadratic map (involving P(u)), N(u, η) is another
linear map (involving N (u, η)), and
e(u) :=
 −[ρ]0d
−[ρ(g + 12v2)− p]
 .
Explicit formulas are
N (u, η)(ρ˙, ˙) =
( −N0(ρl, vl, η)(ρ˙, ˙)
N0(ρr, vr, η)(ρ˙, ˙)
)
,
N0(ρ, v, η)(ρ˙, ˙) =
 η0ρ˙+ ηˇ · ˇ˙η0ˇ˙+ p′(ρ)ρ˙ηˇ
η0˙d + vηˇ · ˇ˙
 ,
Q(u, η)(ρ˙, ˙) =
( Q0(ρl, vl, η)(ρ˙, ˙)
Q0(ρr, vr, η)(ρ˙, ˙)
)
,
Q0(ρ, v, η)(ρ˙, ˙) =
 01
ρ(ηˇ · ˇ˙)ˇ˙+ 12p′′(ρ)(ρ˙)2ηˇ
1
ρ(ηˇ · ˇ˙)(˙d − vρ˙)
 ,
P(u)(ρ˙, ˙) =
( −P0(ρl, vl)(ρ˙, ˙)
P0(ρr, vr)(ρ˙, ˙)
)
,
P0(ρ, v)(ρ˙, ˙) =
 01ρ(˙d − vρ˙)ˇ˙
(12p
′′(ρ) + v
2
ρ )(ρ˙)
2 + 1ρ ˙d(˙d − 2vρ˙)
 ,
P (u)(ρ˙, ˙) =
( P0(ρr, vr)(ρ˙, ˙)− P0(ρl, vl)(ρ˙, ˙)
pi(ρr, vr)(ρ˙, ˙)− pi(ρl, vl)(ρ˙, ˙)
)
,
pi(ρ, v)(ρ˙, ˙) = vρ(
1
2‖˙‖2 + (˙d)2) + 12v(p′′(ρ)− p
′(ρ)−3v2
ρ )(ρ˙)
2 + p
′(ρ)−3v2
ρ ρ˙ ˙d ,
29
N(u, η)(ρ˙, ˙) =
( N0(ρr, vr, η)(ρ˙, ˙)−N0(ρl, vl, η)(ρ˙, ˙)
ν(ρr, vr, η)(ρ˙, ˙)− ν(ρl, vl, η)(ρ˙, ˙)
)
,
ν(ρ, v, η)(ρ˙, ˙) = η0(g(ρ)− 12v2) ρ˙ + (g(ρ) + 12v2) (ηˇ · ˇ˙) + η0 v ˙d .
From Lemma 3.1 the resolution of (3.54) is given by the following ana-
logue of Proposition 2.1.
Proposition 3.3 The solutions (ξ, z) 7→ (ρ˙, ˙, χ˙)(ξ, z) of (3.54) that are
square integrable in ξ and such that ρ˙, ˙ go to zero as z → +∞ are of the
form
(ρ˙, ˙)(ξ, z) = (w ∗ξ r)(ξ, z) , χ˙(ξ) = (w ∗ξ s)(ξ) ,
r̂(k, z) =
{
γ1 eβ
−
1 k z R−1 + γ2 e
β−2 k z R−2 , k > 0 , z > 0 ,
γ1 eβ
+
1 k z R+1 + γ2 e
β+2 k z R+2 , k < 0 , z > 0 ,
ŝ(k) =

− γ2αr + γ1αl
ikη0[ρ]
, k > 0 ,
− γ2αr + γ1αl
ikη0[ρ]
, k < 0 ,
where w is an arbitrary L2 function.
Now, since the triangular matrix E(u, η) is nonsingular (for η 6= 0), the
boundary condition in the second order system (3.55) is equivalent to
(∂ξχ¨) J˜(u)η + H˜(u, η) · (ρ¨, ¨) + G˜(u, η; ρ˙, ˙, ∂τ χ˙, ∂ξχ˙) = 0d+2 ,
with G˜(u, η; ·) = E(u, η)G(u, η; ·) (and as before J˜(u) = E(u, η)J(u), H˜(u, η) =
E(u, η)H(u, η)), or, isolating the first row,
−η0[ρ](∂ξχ¨) + [¨d]− η0[ρ](∂τ χ˙) − [η0ρ˙+ ηˇ · ˇ˙] (∂ξχ˙) = 0 ,
C(u, η) · (ρ¨, ¨) + g˜(u, η; ρ˙, ˙, ∂τ χ˙, ∂ξχ˙) = 0d+1 ,
(3.56)
where
g˜(u, η; ρ˙, ˙, ∂τ χ˙, ∂ξχ˙) := e(u, η)G(u, η; ρ˙, ˙, ∂τ χ˙, ∂ξχ˙) .
e(u, η) :=

0d−2 Πη 0 0
−‖ηˇ‖2vlvr η0 tηˇ 0 0
0 0∗d−1 1 0
vlvr − (g + 12v2) 0∗d−1 0 1
 .
It turns out that the factor of ∂τ χ˙ in g˜ reduces to
e(u, η) e(u) =

0d−2
‖ηˇ‖2vlvr[ρ]
0
0
 .
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Theorem 3.4 Under the Assumptions of Lemma 3.1, weakly nonlinear sur-
face waves for the nonlinear model (3.37) (3.39) are governed by a nonlo-
cal amplitude equation of the form (2.30), where Q is related by (2.31) to
K := 2piF−1(Λ) ∈ S ′(R2), in which Λ is defined as in (2.33) by
Λ(k, `) :=
as1(k, `)
i (k + `) a0(k + `)
, a0(k) =

α0
k , k > 0 ,
α0
k , k < 0 ,
with α0 and as1 defined in (3.59) (3.60) (3.61) (3.62) below. This kernel Λ is
well defined because α0 6= 0. In addition, it satisfies the reality-symmetry-
homogeneity properties in (2.35), and the stability condition (2.36) is equiv-
alent to requiring that a(Re(γ1R−1 + γ2R
−
2 )) and a(Im(γ1R
−
1 + γ2R
−
2 )) be
real, with the linear form defined by (3.63) below.
Proof. Similarly as in the abstract framework of Section 2.3, using the
reformulation (3.56) of the boundary condition in (3.55), we find that for
(3.55) to have a L2 solution, the first order solution (ρ˙, ˙, χ˙) of (3.54) must
satisfy ∫ +∞
0
L(k, z)m1(k, z, τ) dz + σ(k) g1(k, τ) = 0 , (3.57)
with
m1 := F [M(u, η; ρ˙, ˙, ∂ξχ˙) · (ρ˙, ˙)] , g1 := F [g˜(u, η; ρ˙, ˙, ∂τ χ˙, ∂ξχ˙)] ,
L(k, z) :=
3∑
j=1
σ∗C(u, η)R+j
(L+j )∗A˘dR
+
j
e−kβ
+
j z (L+j )
∗ , k > 0 ,
L(k, z) := L(−k, z) , k < 0 ,
σ(k) := σ∗ , k > 0 , and σ(k) := σ(k) , k < 0 .
(The fact that the sum is limited to j ≤ 3 comes from σ∗C(u, η)R+j = 0 for
j ≥ 4, see (3.53).)
Substituting ŵ(k, τ) r̂(k, z) for F [(ρ˙, ˙)](k, z, τ), and ŵ(k, τ) ŝ(k) for F [χ˙](k)
in the definition of m1 and g1, we can rewrite (3.57) as
a0(k) ∂τ ŵ(k, τ) +
∫ +∞
−∞
as1(k − `, `) ŵ(k − `, τ)ŵ(`, τ) d` = 0 ,
with
a0(k) :=
∫ +∞
0
L(k, z) r̂(k, z) dz + ŝ(k)σ(k) e(u, η)e(u) , (3.58)
as1(k, `) :=
∫ +∞
0
L(k+ `, z)ms(u, η; k, `, z) dz + σ(k+ `) e(u, η) γ(u, η; k, `) ,
(3.59)
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2ms(u, η; k, `, z) := i(k + `)Q2(u, η)(r̂(k, z), r̂(`, z))
+ i`P2(u)(r̂(k, z),F [r′](`, z)) + ikP2(u)(r̂(`, z),F [r′](k, z))
− i` ikŝ(k) N (u, η)(F [r′](`, z)) − ik i`ŝ(`) N (u, η)(F [r′](k, z)) ,
(3.60)
2γ(u, η; k, `) := 2P2(u)(r̂(k, 0), r̂(`, 0))
− ikŝ(k) N(u, η)(r̂(`, 0)) − i`ŝ(`) N(u, η)(r̂(k, 0)) ,
(3.61)
where Q2(u, η), P2(u), and P2(u) denote the symmetric bilinear mappings
associated with the quadratic mappings Q(u, η), P(u), and P (u) respec-
tively, and
i ` F [r′](`, z) := ∂z r̂(`, z)
(unlike what we did in the abstract framework of Section 2.3 we do not insert
the matrix I˘2n here). By direct computation we find that a0(k) = α0/k for
k > 0, and a0(k) = α0/k for k > 0, with
α0 :=
σ∗C(u, η)R+1
β+1 − β−1
γ1(L+1 )
∗R−1
(L+1 )∗A˘dR
+
1
+
σ∗C(u, η)R+2
β+2 − β−2
γ2(L+2 )
∗R−2
(L+2 )∗A˘dR
+
2
+
σ∗C(u, η)R+3
β+3 − β−1
γ1(L+3 )
∗R−1
(L+3 )∗A˘dR
+
3
+ ŝ(1)σ∗e(u, η)e(u) .
(3.62)
(We have used here the observation that (L+2 )
∗R−1 = 0 and (L
+
j )
∗R−2 = 0 for
j = 1 or j ≥ 3, which is an obvious consequence of the ‘block form’ of these
vectors.) To check whether the number α0 is nonzero we recall from (3.46),
(3.49), (3.51), and (3.53) the values of β±j , γp, (L
+
j )
∗A˘dR+j and σ∗C(u, η)
respectively. In particular, we observe that
β+1 − β−1 =
2αl
c2l − v2l
, β+2 − β−2 =
2αr
c2r − v2r
,
and thus
(L+1 )
∗A˘dR+1 = γ2 (β
+
1 − β−1 ) , (L+2 )∗A˘dR+2 = −γ1 (β+2 − β−2 ) .
In addition, going back to the definitions (3.47) and (3.48), we easily com-
pute that
(L+1 )
∗R−1 =
2c4l ‖ηˇ‖2 − v2l η20
c2l − v2l
,
which is a positive real number by (3.52) (and c2l > v
2
l ), and similarly,
(L+2 )
∗R−2 = −
2c4r‖ηˇ‖2 − v2rη20
c2r − v2r
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is a negative real number (because of (3.52) and c2r > v
2
r ). Therefore, we
find that the first two terms in (3.62) equal to
2 [v]αr
(
−γ1
γ2
θlαlvl
(β+1 − β−1 )2
+
γ2
γ1
iη0 θrc2r
(β+2 − β−2 )2
)
,
where
θl,r :=
2c4l,r‖ηˇ‖2 − v2l,rη20
c2l,r − v2l,r
.
Concerning the last term in (3.62) we find the value
i
η0[ρ]
(γ2αr + γ1αl)σ1 vlvr[ρ]‖ηˇ‖2 = i [v]vlvr‖ηˇ‖
2
η0 (η20 + ‖ηˇ‖2v2r )
(αl|γ1|2 + αrγ2γ1) .
And finally, after computing that
(L+3 )
∗R−1 =
c2l ‖ηˇ‖2
c2l − v2l
γ2 and β+3 − β−1 =
γ2
vl(c2l − v2l )
,
we find that the third term in (3.62) equals to
− [v]2 |γ1|2 c2l ‖ηˇ‖2
vl (vlvr‖ηˇ‖2 − η20)
vr µl µr
,
with µl,r := η20+‖ηˇ‖2v2l,r. (It can easily be checked that each of these terms
has the dimension of c8β2, or equivalently x6t−8 in the physical space-time
variables.) Observing that, thanks to the dispersion relation (3.50),
iη0 γ2γ1 = − η20 (αlvlc2r + αrvrc2l ) ∈ (−∞, 0) ,
we readily find that
Re(α0) = − [v]αr η20 (αlvlc2r + αrvrc2l )
(
2θrc2r
|γ1|2(β+2 −β−2 )2
+ vlvr‖ηˇ‖
2
µrη20
)
− [v]2 |γ1|2 c2l ‖ηˇ‖2 vl (vlvr‖ηˇ‖
2−η20)
vr µl µr
,
with µl,r := η20 + ‖ηˇ‖2v2l,r,
Im(α0) = 2 [v]
αl
η0
(
η20 αr
|γ2|2 (αlvlc
2
r + αrvrc
2
l )
θlαlvl
(β+1 − β−1 )2
+
vlvr‖ηˇ‖2
µr
|γ1|2
)
.
Since [v], αl,r, θl,r, and µl,r are all positive real numbers, we see that Im(α0)
is nonzero (it is of the same sign as [v]). Concerning Re(α0), it is always
nonzero for [v] > 0, which corresponds to an expansive phase transition
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(typically, vaporization), and it is also nonzero for −[v] > 0 and not too big.
To evaluate
as1(1, 0±) = lim
`→0±
∫ +∞
0
L(1+`, z)ms(u, η; 1, `, z) dz+σ∗ e(u, η) γ(u, η; 1, 0±) ,
we go back to the definitions (3.60) (3.61) of ms and γ, and also to the
definition of ŝ (see Proposition 3.3). We thus see that
lim
`→0+
∫ +∞
0
L(1 + `, z)ms(u, η; 1, `, z) dz =
σ∗CR+j
2(L+j )∗A˘dR
+
j
×
(L+j )
∗
β+j − β−p
(
iQ2(V, γpR−p ) + P2(V, γpβ−p R−p ) +
γ2αr + γ1αl
η0[ρ]
N (γpβ−p R−p )
)
,
lim
`→0−
∫ +∞
0
L(1 + `, z)ms(u, η; 1, `, z) dz =
σ∗CR+j
2(L+j )∗A˘dR
+
j
×
(L+j )
∗
β+j − β−p
(
iQ2(V , γpR−p ) + P2(V , γpβ−p R−p ) +
γ2αr + γ1αl
η0[ρ]
N (γpβ−p R−p )
)
,
with, as before,
V = γ1R−1 + γ2R
−
2 ,
and
γ(u, η; 1, 0+) = P2(V, V ) +
γ2αr + γ1αl
η0[ρ]
N(V ) ,
γ(u, η; 1, 0−) = P2(V, V ) + γ2αr + γ1αl2η0[ρ] N(V ) +
γ2αr + γ1αl
2η0[ρ]
N(V ) ,
We may observe that γ2αr + γ1αl = SV , where S = (−S0, S0) with S0 =
(0, 0∗d−1,−1). Therefore, Hunter’s stability condition (2.36) for phase bound-
aries is equivalent to a(Re(V )) and a(Im(V )) being real, with
a(R) :=
3∑
j=1
2∑
p=1
σ∗CR+j
2α0(L+j )∗A˘dR
+
j
×
(L+j )
∗
β+j − β−p
(
(Q2 − iβ−p P2)(R, γpR−p )− iβ−p
SR
η0[ρ]
N (γpR−p )
)
− i
α0
σ∗e
(
P2(V,R) +
SV
2η0[ρ]
N(R) +
SR
2η0[ρ]
N(V )
)
.
(3.63)
2
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Figure 1: Ratio Im(a(Re(V )))/Re(a(Re(V ))) in terms of the mass transfer
flux j for phase transitions in water at T = 600K (thermodynamic coeffi-
cients taken from [18]).
The condition (3.63) can be tested numerically. We present on Figure
3.4 numerical results in a realistic situation, which show that (3.63) is not
satisfied. This might explain why surface waves are hardly ever observed in
liquid-vapor flows.
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