Abstract. Assume G is a connected reductive algebraic group defined over an algebraic closure K =
1. Introduction 1.1. Throughout this article G will denote a connected reductive algebraic group defined over an algebraic closure K = F p of the finite field of prime order p > 0. Furthermore F : G → G will denote a Frobenius endomorphism defining an F q -rational structure G := G F . If H is a finite group then we will denote by Cent(H) the space of all class functions f : H → Q ℓ where ℓ = p is a prime and Q ℓ is an algebraic closure of the field of ℓ-adic numbers.
In [Lus85]
Lusztig has defined a set G of G-equivariant Q ℓ -perverse sheaves on G known as character sheaves. These geometric objects have a conjectural relationship to the irreducible characters of G. Through this relationship one sees that the character theory of G is intimately related to the geometry of G. Let A ∈ G be an F-stable character sheaf, i.e. there exists an isomorphism φ A : F * A → A, then Lusztig has associated to A and φ A a class function χ A,φ A ∈ Cent(G) whose definition depends heavily upon the choice of the isomorphism φ A . In this article we consider the following problem.
Problem 1.3. Given g ∈ G can we explicitly determine χ A,φ A (g)?
1.4. For every character sheaf A ∈ G we assume fixed an appropriately chosen isomorphism φ A : F * A → A, when one exists, such that the resulting set of functions B = {χ A,φ A } is an orthonormal basis of Cent(G). The problem considered above is motivated by Lusztig's conjecture, mentioned above, which is stated in [Lus84a] . Specifically, Lusztig conjectures an explicit description for the change of basis matrix between B and Irr(G) (the set of all irreducible characters of G). Thus, having a solution to Problem 1.3 together with a solution to Lusztig's conjecture would provide us with a method for determining the values of the irreducible characters of G. In fact, to prove Lusztig's conjecture one already requires a detailed understanding of the values of the functions in B (see for instance [Lus86; Sho97] ).
1.5.
In this article we will consider Problem 1.3 when the element g ∈ G is unipotent. Let us denote by N G the set of all pairs (O, E ) where O is a unipotent conjugacy class of G and E is a G-equivariant local system on O. This set is partitioned into subsets I [L, ν] called blocks where L G is a Levi complement of a parabolic subgroup of G and ν ∈ N L is a cuspidal pair. The map (O, E ) → (F −1 (O), F * E ) defines a natural action of F on the set N G , compatible with the blocks, and we denote by N F G the elements fixed under this action. If ι ∈ I [L, ν] ∩ N F G then we may, and will, assume that F(L) = L and ν ∈ N F L . For any ι ∈ I [L, ν] F we have a corresponding irreducible character E ι ∈ Irr(W G 
The summands of the induced complex ind G L (A L ) are in bijective correspondence with the set of irre-
is the stabiliser of L . If A ∈ G corresponds to E ∈ Irr(W G (L, L )) then we have A is F-stable if and only if E is fixed by F. With this we may state our main result (which is stated precisely in Theorem 7.7).
Theorem. For any unipotent element u ∈ G we have
χ A,φ A (u) = ∑ ι ′ ,ι∈I [L,ν] F E ι , Ind W G (L).F W G (L,
L ).F ( E) W G (L).F (−1)
a ι q (dim G+a ι )/2 P ι ′ ,ι Y ι ′ (u).
1.7.
Our work here is inspired by (and is a generalisation of) that of Lusztig in [Lus86] . In particular, if F is a split Frobenius endomorphism and L is contained in an F-stable parabolic subgroup of G then this result is due to Lusztig (see [Lus86, 2. 6(e), 3.2(a), 4.9(a)]). We also note that the work of Bonnafé [Bon04] is crucial in dealing with the situation when L is not the complement of an F-stable parabolic subgroup.
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Conventions
Perverse Sheaves 2.1. Given a variety X over K we denote by D X = D b c (X, Q ℓ ) the bounded derived category of Q ℓ -constructible sheaves on X. Furthermore we denote by M X the full subcategory of D X whose objects are the perverse sheaves on X. Assume H is a connected algebraic group acting on X then we take the statement A ∈ D X is H-equivariant to be defined as in [Lus85, §1.9 ]. If X is itself a connected algebraic group then, unless otherwise explicitly stated, we take X-equivariance to be with respect to the natural conjugation action of X on itself.
We will refer to an element A ∈ D X as a "complex". Recall that we may construct for any i ∈ Z the ith cohomology sheaf H i A of the complex A, which is a Q ℓ -sheaf. Given any element x ∈ X we then denote by 
2.2.
Assume X ⊆ Y is a subvariety then for any A ∈ D Y we denote by A| X the complex i * A ∈ D X where i : X ֒→ Y is the inclusion map (we call this the restriction of A to X). Assume now that X is a smooth open dense subset of its closure X and that L is a local system on X (by which we mean a locally constant Q ℓ -constructible sheaf with finite dimensional stalks) then
We may freely consider this as an element of M Y by extending IC(X, L )[dim X] to Y by 0 on Y − X and we will do so without explicit mention.
where : Q ℓ → Q ℓ is a fixed automorphism such that ω = ω −1 for every root of unity ω ∈ Q × ℓ . We may also define a Q ℓ -linear map Ind
2.6.
For any x ∈ G we will denote by ad x : G → G the automorphism given by ad x (h) = xhx −1 for all h ∈ G. As the composition φ ad g is an automorphism of G we may form, as before, the semidirect product G ⋊ φ ad g . The restriction of φ ad g to H is also an automorphism of H so we have H ⋊ φ ad g is naturally a subgroup of G ⋊ φ ad g . We may now define a surjective homomorphism of groups ψ g : 
Character Sheaves
Recall our assumption that G is any connected reductive algebraic group defined over an algebraic closure K = F p of the finite field of prime characteristic p > 0. Also F : G → G is a Frobenius endomorphism of G.
3.1.
We assume fixed an F-stable Borel subgroup B 0 G and maximal torus T 0 B 0 (the assumption of F-stability will not be needed until Section 6). Let Φ G be the roots of G with respect to T 0 then we will denote by ∆ G ⊆ Φ + G ⊆ Φ G the set of simple and positive roots determined by T 0 B 0 . We will denote by (W G , S) the Coxeter system of G where
is the Weyl group with respect to T 0 and S = {s α | α ∈ ∆ G } is the set of reflections determined by ∆ G . If T is a torus then we denote by S(T) the set of (isomorphism classes) of rank 1 local systems L on T such that L ⊗m is isomorphic to Q × ℓ for some m coprime to p (we call such a local system tame). The Weyl group W G acts naturally on T 0 and this in turn gives us an action on S(T 0 ) by L → (w −1 ) * L ; we denote the corresponding set of orbits by S(T 0 )/W G . Associated to each such local system L Lusztig has defined a set of character sheaves G L (see [Lus85, Definition 2.10]), which depends only on the W G -orbit of L . The set of character sheaves on G is then defined to be
whose elements are irreducible G-equivariant objects in M G. We will denote by K 0 (G) the subgroup of the Grothendieck group of M G spanned by the character sheaves of G. We then define a bilinear form
3.2. We will denote by Z the set of all pairs (L, P) such that P is a parabolic subgroup of G and L P is a Levi complement of P. We then define Z std to be the subset consisting of all standard pairs (L, P), i.e. P contains B 0 and L is the unique Levi complement of P containing T 0 (note that every pair in Z is conjugate to a pair in Z std ). By projecting onto the first factor of Z (resp. Z std ) we obtain the set of Levi (resp. standard Levi) subgroups L (resp. L std ).
Assume now that (L, P) ∈ Z and let A 0 ∈ M L be an L-equivariant perverse sheaf on L. In [Lus85, §4.1] Lusztig has associated to A 0 a complex ind where we havê 
3.4.
We say a character sheaf A ∈ G is non-cuspidal if there exists a pair (L, P) ∈ Z (with P = G) and a character sheaf A 0 ∈ L such that A is a direct summand of the induced complex ind Let us now fix a pair (L, P) ∈ Z such that there exists a cuspidal character sheaf A 0 ∈ L. By [Lus85, Proposition 3.12] we have A 0 is isomorphic to an intersection cohomology complex
of an isolated conjugacy class and E is a local system on Σ. From the proof of this result we know that (Σ, E ) is a cuspidal pair in the sense of [Lus84b, Definition 2.4]. Of particular interest to us will be the special case where supp(A 0 ) ∩ L uni = ∅, where for any connected reductive algebraic group H we denote by H uni the variety of unipotent elements. Assume this is so then there exists a triple
where
With all of this we may now define a map
From this point forward Σ will always denote the variety O 0 Z • (L) where O 0 ⊂ L is a unipotent conjugacy class supporting a cuspidal local system.
3.7.
Let A ∈ G be a character sheaf which occurs as a direct summand of the induced complex ind
where U P P is the unipotent radical of P. In particular we have supp A ∩ G uni = ∅ if and only if supp A 0 ∩ L uni = ∅. Hence if we are only interested in character sheaves supported by a unipotent element then we need only concern ourselves with those character sheaves occurring in an induced complex of the form given in (3.5). We end our discussion of induced complexes with the following lemma which gives some facts concerning the inverse image of an induced complex. 
3. The conclusion concerning cuspidality is an immediate consequence of the first part, which proves (a).
We now prove (b). Let Q = i(P) then collapsing the notation H L⊂P simply to P we have a diagram
LX PXP H LX QXQ H
with commutative squares. Let K (resp. K ′ ) be the canonical perverse sheaf onX P (resp.X Q ) satisfying π P A 0 =σ P K (resp.π Q A 0 =σ Q K ′ ). Nowπ P φ defines an isomorphismπ P i * A 0 →π P A 0 and using the commutativity of the above diagram we may view this as an isomorphismσ P i * K ′ →σ P K. As σ P is smooth with connected fibres we haveσ P is a fully faithful functor (see [Lus85,  For each ι ∈ N G we will now choose a representative (L ι , ν ι ) ∈ C ι with L ι ∈ L std . For convenience, we will assume that if ι,
In [Lus84b] it was shown that we have a disjoint union
where 
4.3.
To describe the correspondence in (4.2) we will need to recall a description of semisimple objects in M G following [Lus84b, 3.7] . Let K ∈ M G be semisimple and let A = End(K) be the endomorphism algebra of K, by which we mean the algebra Hom M G (K, K) in the category M G. Assume E is any finite dimensional A-module then we define
To see that this is an object of M G we can construct this in the following way. Let us pick a presentation A m ϕ → A n → E → 0 of the module E. Applying Hom A (−, K) and using the fact that we have an
with exact rows (ϕ * is the map induced by ϕ and the vertical arrows are A-module isomorphisms). The A-module homomorphism ϕ * is also a morphism in M G because M G is Q ℓ -linear and the kernel exists because M G is an abelian category. Hence Hom A (E, K) ∼ = Ker(ϕ * ) ∈ M G as desired. Now K E is a simple object of M G if and only if E is a simple A-module and we have a canonical isomorphism
= L} and we denote by Y the locally closed smooth irreducible subvariety of G given by ∪ x∈G xΣ reg x −1 . We have the following diagram
Since the local system E 0 is L-equivariant there exists a canonical local systemẼ 0 onỸ such that
ss (where h ss is the semisimple part of h for all h ∈ G) thenL = δ * L is a local system onỸ hence so isẼ 0 ⊗L . By [Lus84b, 3.2] we have γ is a Galois covering so γ * = γ ! because γ is finite (hence proper), which means
4.10. Let us keep the notation of 4.7. We denote by 
The composition of the maps E → K E → ι then gives the bijection in (4.2) and we will freely denote the object
However this is automatically satisfied in our situation by [Lus84b, Theorem 9.2(b)].
4.13.
We now end this section by explicitly describing how K L is related to ind G L⊂P (A L ) (for this we follow [Lus84b] ). Here we assume (L, P) ∈ Z and ν ∈ N 0 L . Recalling the notation of 3.2 we wish to describe the complex D. To do this we first observe that
where U P is the unipotent radical of P andX
Let us fix a set of coset representatives {h 1 , . . . , h k } of P in G then we define j :X →X by setting j(g, hP) = (g, h i ) where 1 i k is the unique index such that h ∈ h i P. By the construction in [Lus85, 1.9.3] we see that
Let Y andỸ be as in 4.7 then by [Lus84b, Lemma 4.
Here we have applied 2.3 to obtain τ ! = id
where the last equality follows from the fact that γ is proper. With this we have the following result of Lusztig.
Proposition 4.14 (Lusztig, [Lus84b, Proposition 4.5]). The complex τ ! D is a perverse sheaf and is canonically isomorphic to
Remark 4.15. Note that Proposition 4.14 implies that ind G L⊂P (A L ) does not depend upon the choice of parabolic P containing L so in this situation we will simply write ind
Bases of the Endomorphism Algebra
L then we denote by K the image of (L, O 0 , E 0 , Q ℓ ) under the map in (4.9) and by A the endomorphism algebra of K. As was mentioned in (4.11) Lusztig has defined an isomorphism between A and the group algebra Q ℓ W G (L) by specifying a set of basis elements
which also defines such an isomorphism. In this article we will need to use both bases and we recall here results of Bonnafé concerning the relationship between the two.
We now assume that u 0 ∈ O 0 is a fixed unipotent element. If L and O 0 are F-stable then we assume that u 0 ∈ O F 0 . 
Assume
which induces the identity at the stalk of u 0 . Clearly this also defines an isomorphism E 0 b Q ℓ → (adv) * (E 0 b Q ℓ ) which induces the identity at the stalk of any element u 0 z where z ∈ Z • (L); we will also denote this by θ ′ v . As is described in 5.2 this isomorphism determines a unique endomorphism
The following result describes the relationship between the two sets of basis elements for A. is not the identity. However, this character is described by work of Waldspurger [Wal01] as is explained in [Bon04, Example 6.3] (see also [Bon05, Errata] 
Proposition 5.6 (Bonnafé, [Bon04, Corollary 6.2]). There exists a linear character
γ G L,u 0 ∈ Irr(W G (L)) such that Θ ′ v = γ G L,u 0 (v)Θ v and so θ ′ v = γ G L,u 0 (v)θ v for all v ∈ W G (L).χ A,φ A (g) = ∑ i (−1) i Tr(φ A , H i g A) for all g ∈ G F .
The Frobenius endomorphism acts on the set
Twisted Levi Subgroups 6.3. We now wish to choose for each F-stable unipotently supported character sheaf A ∈ G F a distinguished isomorphism φ A : F * A → A. This was done by Lusztig in [Lus86, §3.3 - §3.4] under the assumption that G is an adjoint simple group and F is a split Frobenius endomorphism. Adapting an idea of Lusztig from [Lus85, §10.3] we will extend this to the case where F is not necessarily split and G has a connected centre. Firstly let us assume that (L, P) ∈ Z std is a standard pair such that N 0 
If v is the identity in W G (L) then we will assume for convenience thaṫ v = g v is the identity in G (this clearly satisfies the assumption of 5.2). We now define (3.5) ). From the discussion in 6.3 we need only concern ourselves with summands of ind
hence we may, and will, assume that ν ∈ N F L and
In particular we will assume that
If S G is any F-stable torus and F ∈ S(S) F is any F-stable local system then we may choose a distinguished isomorphism β : F * F → F by the condition that the morphism induced by β at the stalk of the identity element 1 ∈ S F is the identity morphism. In particular this defines an isomorphism
Relative Weyl Groups 6.6. For the following we refer to [Bon04, Proposition 1.12] and the references therein (in particular [How80] ). Let us denote by Φ L ⊆ Φ G the root system of L with respect to T 0 . We will denote by 
Isomorphisms for Local Systems
6.7. We now consider how to choose an isomorphism
. First we will choose an isomorphism ϕ 0 :
• F we see that we obtain a new isomorphism
Moreover the isomorphism ϕ 0 induces an isomorphism
We will now take ϕ v 0 to be the composition (ad Remark 6.9. Here, we have not quite followed the setup of [Lus85] because we have scaled the map of finite order, chosen in [Lus85, 24.2], by a power of q. When following [Lus85] we must then adjust all terms by this scalar, which the reader may check that we do.
Isomorphisms for Induced Complexes

Assume
under the map in (4.9). We now consider how to choose an isomorphism F * K v → K v . Recalling the construction in 4.7 we see that the isomorphisms ϕ v 0 :
Clearly the variety Y of 4.7 is stable under F (because L v is stable under F) so we have
because γ * = γ ! and F * γ ! = γ ! F * (see 4.7 and 2.3). We may now define a unique isomorphism φ :
Isomorphisms for Character Sheaves 6.11. Let K v and φ : F * K v → K v be as in 6.10. By Proposition 4.14 we may assume that any summand A of ind 
given by f → φ • f . Here F * K v is an A-module under the action θ · k = (F * θ)(k) for all k ∈ F * K v and the first equality is seen to hold by the construction given in (4.5).
Assume we have an A v -module isomorphism
is an isomorphism of A v -modules which defines an isomorphism in D G under the construction in (4.5). We now need only observe that when K v,E is simple, hence E is simple, all such isomorphisms occur in this way. To see this note that any non-zero
This discussion shows that choosing the isomorphism φ A is equivalent to choosing the isomorphism ψ E .
Let us recall Lusztig's basis
.2). From their definition one may readily check that the basis elements of
where F is the finite cyclic group generated by the automorphism
-module E by letting F −1 act as ψ E under the isomorphism in (4.11). In this way we see that choosing φ A is equivalent to choosing an extension
is an automorphism stabilising the set of Coxeter generators J w (c.f. 6.6). In this situation we will assume that ψ E is chosen such that E is Lusztig's preferred extension of E defined as in [Lus85, §17.2].
Passing from Twisted to Split Levis on the Trivial Local System
Assume, only for this section, that
under the map in (4.9) and let ψ v : F * K v → K v be the isomorphism defined in 6.10. We will denote by K the image of (L, O 0 , E 0 , L ) under the map in (4.9). We wish to define an isomorphism φ v : F * K → K which is related (through Θ F(v) ) to the isomorphism ψ v . Recall that in 6.7 and 6.10 we have defined isomorphisms φ :
in the constructions). With this we obtain isomorphisms
by composing with the endomorphism defined in 5.2. As in 6.10 we define the isomorphism φ v to be the unique extension of the isomorphism γ * φv,0 . It is clear from the construction that we have φ v = Θ F(v) φ and furthermore using the exact same argument as in [Lus85, (10.6.1)] we have for each g ∈ G and i ∈ Z that
Assume now that K ι is an F-stable summand of K parameterised by the irreducible character E ∈ Irr(W G (L)) F (c.f. 4.10). By 6.11 we have an isomorphism φ ι : F * K ι → K ι defined by φ and Lusztig's preferred extension of E. Replacing φ by φ v in the construction of 6.11 we see that the isomorphism φ ι is replaced by
14)
induced by the isomorphism ad g v . We will denote by K v,ι the summand of K v which is parameterised by E ′ ∈ Irr(W G (L v )) F corresponding to E under (6.14). By 6.11 we have an isomorphism ψ v ι : F * K v,ι → K v,ι whose definition depends upon ψ v and an extension E ′ of E ′ . We may, and will, assume that the restriction of E ′ to the coset W G (L v ).F coincides with the restriction of E to the coset W G (L).F under the correspondence in 2.6. Arranging things in this way, and using (6.13), we then have for each g ∈ G and 
Bases of the Space of Unipotently Supported Class Functions
Before we continue we define here two integer values associated to a pair
We now consider how the above isomorphisms determine a canonical isomorphism
Note that we are using Remark 6.9 and the fact that b ι = a ι + dim supp K ι . This latter statement follows from the fact that dim supp K ι = dim Y where Y is as in 4.13.
6.17.
Let us assume that to every element ι ∈ N G we have associated an element v ι ∈ W G (L ι ) such that this assignment is constant on blocks (i.e. v ι = v ι ′ if ι and ι ′ are contained in the same block of N G ). Following [Lus85, §24.2] we associate to each F-stable pair ι ∈ N F G a unipotently supported class function of G by setting
for all g ∈ G (where φ v ι is as in 6.12). Here we simply write v for v ι with the meaning understood from the context. Furthermore for each ι ∈ N F G we define a second unipotently supported class function of G by setting
otherwise, for all g ∈ G (where ψ v ι is as in 6.16). The sets Y * = {Y v ι | ι ∈ N F G } and X * = {X v ι | ι ∈ N F G } are bases for the subspace Cent U (G) of unipotently supported class functions of G (see [Lus85, 24.2.7] ). In particular for each ι, ι ′ ∈ N F G there exists an element P ι ′ ,ι ∈ Q ℓ such that
is precisely the matrix considered in [Lus85, §24] and is computable by the algorithm described in the proof of [Lus85, Theorem 24.4]. We recall that the following property of the coefficients P ι ′ ,ι holds 
3). Setting L = Q ℓ we obtain a new complex which we denote simply by K w . Recall from 6.17 that X * is a basis for the subspace Cent U (G) of unipotently supported class functions of G. In particular we have
We will assume that the element v ι chosen in 6.17 is w when ι is contained in the block I [L, ν] (ν = (O 0 , E 0 )). It is the purpose of this section to describe the coefficients m(A, ι, φ v ι ). We will do this following the method in [Lus86] , in particular we will now recall the sequence of isomorphisms constructed in [Lus86, §2.6].
7.2.
Assume (L w , Q) ∈ Z then we will denote by ind
under the map in (3.6). Let D be the similarly named complex defined in 3.2 then by the discussion in 4.13 we have
Setting L = Q ℓ we obtain new complexes which we respectively denote by D 0 and ind 
. ForX ′ uni andX ′ uni we have the action of i is given by the natural action on the first factor. We will denote byZ ′ uni ⊂X ′ uni the subvariety given by { (g, hQ) ∈ G uni × G/Q | h −1 gh ∈ ΣU Q } and byĩ :Z ′ uni ֒→X ′ uni the inclusion map. It is clear that we have an isomorphism ψ : 
which in turn induces an isomorphism
According to [Lus84b, 6 .6] we have (
. Note that 2.3 does not apply here because i is a closed immersion.
7.3.
For each pair (L w , Q) ∈ Z we will denote by
the restrictions to G uni of the canonical isomorphisms described by Proposition 4.14. Putting these isomorphisms together with δ Q we can now define an isomorphism
. We claim that ε does not depend upon the choice of parabolic subgroup Q used to define it. Firstly, from the construction above, it is clear that δ Q does not depend upon the choice of Q hence we need only show that the same is true of λ Q and λ L ,Q . However, using the construction in 4.13 we see that this follows from the commutative diagram
where (L w , R) ∈ Z and µ(g, hQ) = (g, hR). This statement is implicitly used in [Lus86, §2.6]. 
Let
) ! so we takeθ L ,v andθ v to be the isomorphisms induced by ϕ v . Using the definition of θ v one can check that we have a commutative diagram
where λ L ,v = λ L ,vP w and λ v = λ˙v P w . In particular this shows that the isomorphism ε is an isomorphism of W G (L w , L w )-modules (recall that ε does not depend upon the choice of parabolic subgroup used to define it).
We now wish to check that the isomorphism ε respects the action of the Frobenius endomorphism.
: F * K w → K w be the isomorphisms defined in 6.10 then we wish to show that ε
Recall that in 6.7 we fixed isomorphisms F * A L → A L and F * A 0 → A 0 and that by Lemma 3.9 these respectively induce isomorphisms ψ L ,Q :
hence ε commutes with the isomorphisms φ w L and φ w Q ℓ as desired (note that we have used here that F(G uni ) = G uni ).
7.5.
We now arrive at our ultimate isomorphism (c.f. [Lus86, §2.6(e)]). For any simple W G (L w , L w )-module E we will denote by E the induced module Ind
Here we have used ε and the standard isomorphisms given by (2.6) and (2.19) of [CR81] . Chasing through the isomorphisms we can see that
Using (6.15) and the fact that the modules
-modules we see that we have an equality
(7.6)
Note that in the above we assume that E ι and E are the restrictions of the extensions (assumed to be Lusztig's preferred extension) to the appropriate coset. In particular we have proved (c.f. 2.6) that
Note that, as in (6.14), we identify the sets of irreducible characters Irr(W G (L)) F and Irr(W G (L w )) F . Combining this with the statements of 6.17 we obtain our main result.
Theorem 7.7. We have the following equality of class functions
Remark 7.8. Note that the equality (7.6) echoes a similar equality which is known to hold for almost characters (see for instance [AA07, Lemme 6.1]).
Split Elements and Lusztig's Preferred Extensions
From now until the end of this article we assume that Z(G) is connected, G/Z(G) is simple and p is a good prime for G.
8.1.
To make the formula in Theorem 7.7 computationally explicit we must now show how to compute the functions Y w ι . In [Sho87, Remark 5.1], assuming F is a split Frobenius endomorphism, Shoji has defined the notion of a split unipotent element. However, there is also a notion of split unipotent element when F is not split which we would like to recall here. All the statements of this section are due to the combined efforts of Hotta-Springer, Beynon-Spaltenstein and Shoji. To give the definition we must first prepare some preliminary notions and notation.
Given a unipotent element u ∈ G we denote by B G u the variety of Borel subgroups of G containing the unipotent element u and we denote its dimension dim B G u by d u . The corresponding ℓ-adic cohomology groups with compact support
are modules for the direct product A G (u) × W G which are zero unless i ∈ {0, . . . , 2d u } (in fact i must be even). Note that we take the (A G (u) × W G )-module structure to be the one described by Lusztig in [Lus81, §3] (this agrees with the generalised Springer correspondence given in [Lus84b] ). This differs from the original module structure given by Springer in [Spr78] but one is translated to the other by composing the W G -action with the sign character (see [Hot81, Theorem 1] ).
Assume now that u ∈ G is fixed by F then F stabilises B G u hence we have an induced action of F in the compactly supported cohomology which we denote by 
8.2.
Let σ : W G → W G denote the automorphism induced by F; note that σ stabilises the set of Coxeter generators S so that σ induces an automorphism of (W G , S). We now define what it means for a unipotent element u ∈ G to be split. This definition will be well-defined up to G-conjugacy. We will do this on a case by case basis as follows.
(1) G not of type E 8 and σ the identity. We say u ∈ G F is split if F stabilises every 
(3) G of type A n and σ of order 2. We define any unipotent element u ∈ G F to be split.
(4) G of type D n and σ of order 2. Let G ad denote SO 2n (K)/Z(SO 2n (K)), which is an adjoint group of type D n . Let π : SO 2n (K) → G ad be the natural projection map and let us fix an adjoint quotient α : G → G ad . We assume that SO 2n (K) and G ad are endowed with Frobenius endomorphisms so that the morphisms π and α are defined over F q . We say u ∈ G is split if (π −1 • α)(u) is a split unipotent element as defined in [Sho07, 2.10.1]. Note that there can only be one unipotent element in the preimage of α(u) under π.
(5) G of type D 4 and σ of order 3. We say u ∈ G F is split if it satisfies the condition of (1) with respect to the Frobenius endomorphism F 3 . [Sho83, §4.24]
(6) G of type E 6 and σ of order 2. Let F 0 : G → G be a Frobenius endomorphism which induces the identity on W G . In [BS84, §4] Beynon-Spaltenstein define a bijection between the set of G Fconjugacy classes of unipotent elements and the set of G F 0 -conjugacy classes of unipotent elements, which is uniquely characterised by three properties. We say a unipotent element u ∈ G F is split if it is contained in a G F -conjugacy class which is in bijective correspondence with a split G F 0 -conjugacy class under Beynon-Spaltenstein's bijection.
Remark 8.3. In (4) we have used an adjoint quotient α : G → G ad to define the notion of split unipotent element. We claim that this does not depend upon the choice of α up to G-conjugacy. Assume α ′ is another adjoint quotient of G defined over F q then there exists t ∈ T 0 such that α ′ = α • ad t (see [Ste99, 1.5] ). To prove the claim it suffices to show that we may take t ∈ T F 0 . Now α ′ , α, ad t and F are bijections on G uni (the set of unipotent elements), hence the condition F • α ′ = α ′ • F implies ad(t −1 F(t)) is the identity on G uni . This implies t −1 F(t) centralises a regular unipotent element so by [DM91, Lemma 14 .15] we must have t −1 F(t) ∈ Z(G) as it is semisimple. By the Lang-Steinberg theorem (applied inside the connected group Z(G)) there exists z ∈ Z(G) 9. Computing Functions in Good Characteristic 9.1. We will now show how the functions Y w ι occuring in Theorem 7.7 can be computed using the notion of split unipotent elements. In particular, we must show how to determine the trace of ψ v ι on the stalk (E ι ) u for a unipotent element u ∈ O F ι . We will start by considering the case where u is a split unipotent element. Note that the isomorphism ψ v ι is determined once we have chosen the isomorphism ϕ 0 : F * E 0 → E 0 fixed in 6.7.
We assume that the element u 0 ∈ O F 0 chosen in Section 5 is a split unipotent element. Furthermore, we assume that the isomorphism ϕ 0 :
times the identity (note that O 0 cannot be the class E 8 (b 6 )).
With these assumptions we may now prove our final result, which follows the line of argument given in [Lus86, 3.4 Proof. Let K be the image of (L, O 0 , E 0 , Q ℓ ) under the map in (4.9) and let φ : F * K → K be the isomorphism defined in 6.10. We denote by ϕ u the isomorphism H
By Proposition 5.6 it suffices to show that ϕ u is ±q (dim G+a ι )/2 times the identity, where the sign is positive unless G is of type E 8 , q ≡ −1 (mod 3) and O ι is the class E 8 (b 6 ).
First of all let us note that under the isomorphism in (4.6) we have
Both of these isomorphisms are given in the same way as (4.6) by noticing that
φ to the summand isomorphic to E ⊗ K E corresponds to the isomorphism ψ
φ A ) (where ψ E and φ A are as in 6.11). With this in mind it is enough to show that ϕ u acts on an A-submodule of H
To prove this we follow the argument of [Sho97, Lemma 3.6] which in turn is a modification of the arguments in [Lus86] . Let P G be a parabolic subgroup of G such that P = L ι U P is a Levi decomposition of P. As ι ∈ N F G is F-stable we may assume L ι and P are F-stable. We define Z u to be the variety {xP ∈ G/P | x −1 ux ∈ O 0 U P } and similarly we define Z u to be the variety {x ∈ G | x −1 ux ∈ O 0 U P }. We have two natural morphisms ψ u : Z u → Z u , resp. λ u : Z u → O 0 , given by ψ u (x) = xP and λ u (x) = (O 0 -component of x −1 ux ∈ O 0 U P ). We then define a local system E ι on Z u by the condition that ψ * u E ι = λ * u E 0 . As mentioned in 6.16, we have
where this is the cohomology with compact support of Z u with coefficients in the local system E ι ). Note that we have a commutative diagram
is an isomorphism such that the induced isomorphism at the stalk of our fixed split element u 0 ∈ O F 0 is the identity (c.f. 5.5). This isomorphism induces an isomorphism ϕ 0 : 
Assume L ι is a torus so that ι is in the principal block then (O 0 , E 0 ) = ({1}, Q ℓ ) and Z u can be canonically identified with B G u . Furthermore we have E ι is simply the constant sheaf and ϕ 0 induces the identity at every stalk of E ι . Hence the statement is simply that of Proposition 8.7 so we are done in this case. The case where L ι = G (i.e. ι is cuspidal) is trivial so we are left only with the case where L ι is neither G nor T 0 . For this to be the case we must have G is of type B n , C n or D n but these cases are dealt with by Shoji in [Sho07, Theorem 4.3] (see also the reduction arguments given in [Sho06, 1.5]). Note that to apply this theorem we need the fact that θ ′ 
A. Finite Groups and Cosets of Automorphisms
A.1. Assume G is a finite group and φ : G → G is an automorphism then we recall the notation of 2.5 (in particular G = G ⋊ φ ). If V is a G-module then we denote by V φ the module obtained from V by twisting with φ. In other words, if · denotes the original action of Q ℓ G on V then we obtain V φ by defining a new action ⋆ given by g ⋆ v = φ(g) · v for all g ∈ Q ℓ G and v ∈ V (here φ is naturally extended to Q ℓ G by linearity). We say V is φ-stable if we have an isomorphism σ : V → V φ of G-modules. Note that the choice of σ defines a G-module structure on V by setting φ · v = σ(v) for all v ∈ V and all such possible extensions are obtained in this way. Assume χ (resp. χ) is the character of G (resp. G) afforded by V then we call χ the σ-extension of χ.
For any two elements x, y ∈ G we say x and y are φ-conjugate, and write x ∼ φ y, if there exists z ∈ G such that x = z −1 yφ(z). We denote by Cl G,φ (x) the equivalence class of x under ∼ φ , called the φ-conjugacy class of x, and H 1 (G, φ) the set of all such equivalence classes. Finally we write C G,φ (x) = {g ∈ G | g −1 xφ(g) = x} for the φ-centraliser of x ∈ G; clearly we have |G| = |C G,φ (x)| · | Cl G,φ (x)| by the orbit-stabiliser theorem. When φ = id then we write Cl G (x) (resp. C G (x)) for Cl G,φ (x) (resp. C G,φ (x)). We recall here the following lemmas which are left as an exercise to the reader. where ϕ g : V → V is the map defined by the action of g. The term in the sum is constant on G-conjugacy classes. Therefore, using Lemma A.2 and splitting up along cosets we have
, (A.14)
where here the sum is taken over a set of representatives from the equivalence classes H 1 (G, φ i ).
When i = 1 it follows from Lemma A.10 that we need only compute this term on elements of the form x where x ∈ G 1 . After suitably ordering the basis B considered in A.11 (and identifying linear maps with matrices) we have Now the right hand side of (A.15) is simply det V 1 (id V 1 −t n · ϕ (x;ψ 1 ) ). Hence, using Lemma A.10, we can deduce that χ 1 ((x; ψ 1 ) −1 ) |C G 1 ,ψ 1 (x)| · det V 1 (id V 1 −t n · ϕ (x;ψ 1 ) ) (A.16)
Let us now consider the remaining cosets for the automorphism φ i . If i = nk for some k ∈ N 0 then we have φ i = ψ k 1 × · · · × ψ k n . If this is not the case, as n is prime, we have φ i is exactly of the form considered in A.9 and the induced automorphism on G k is precisely ψ i k . In particular we may apply the previous argument to this case to obtain that the statement in (A.16) holds with φ replaced by φ i and ψ 1 replaced by ψ i 1 . Putting this together, and using the fact that {ψ n 1 , ψ 2n 1 . . . , ψ nk 1 } = {id, ψ 1 , . . . , ψ k−1 1 } we get that
where λ is the restriction of χ to the subgroup G ⋊ φ Remark A.17. The setup here may seem contrived but this situation occurs naturally when G is a Weyl group and V is the natural module. In this case the invariant basis considered in A.11 is given by a set of simple roots for the underlying root system of G.
