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APPROXIMATION OF m−SUBHARMONIC FUNCTIONS ON BOUNDED
DOMAINS IN Cn
NGUYEN QUANG DIEU, DAU HOANG HUNG, HOANG THIEU ANH AND SANPHET OUNHEUAN
Abstract. Let D be a bounded domain in Cn. We study approximation of (not necessarily
bounded from above)m−subharmonic functionD by continuousm−subharmonic ones defined
on neighborhoods of D. We also consider the existence of a m−subharmonic function on D
whose boundary values coincides with a given real valued continuous function on ∂D except
for a sufficiently small subset of ∂D.
1. INTRODUCTION
Subharmonic functions and plurisubharmonic functions are fundamental notions in potential
theory and pluripotential theory respectively. The theory of m−subharmonic (m−sh., for short)
function was introduced and investigated thoroughly since the seminal work [Bł2]. This new
class of functions encompasses the subharmonic and plurisubharmonic ones naturally. The
definition of m−sh function is however a bit technical. Let D be an open subset of Cn, and u be
a subharmonic function defined on D,u 6≡ −∞. We say that u is m−subharmonic (m−sh. for
short) if the (1,1) current ddcu is m−positive in the weak sense, i.e., for η1, · · · ,ηm−1 ∈ Γˆm we
have
ddcu∧η1∧· · ·∧ηm−1∧ω
n−m ≥ 0.
Here we define
Γˆm := {η ∈ C1,1 : η ∧ω
n−1 ≥ 0, · · · ,ηm∧ωn−m ≥ 0},
where ω = ddc|z|2 is the standard Kähler form and C1,1 denotes the space of (1, 1)-forms
with constant coefficients. Moreover, u is said to be strictly m−sh. on D if for each relatively
compact subdomain D′ in D there exists a constantM > 0 such that u−M|z|2 is m−sh. on D′.
Thus, in the case m = 1 or m = n we recover the classes of subharmonic and plurisub-
harmonic functions respectively. We write SHm(D) for the set of m−sh functions on D. In
this paper, we address the question of approximating an element u ∈ SHm(D) by a sequence
{u j} of continuous m−sh functions on neighborhoods of D. If we ask for continuity and
m−subharmonicity of u j only on D then our problem has a satisfactory answer if D enjoys
certain convexity condition. Namely we have the following result which reduces to a classical
approximation theorem of Fornaess and Narasimhan in the case where m= n.
Theorem 1.1. Assume that D has a m−sh. exhaustion function ϕ , i.e., {ϕ < c} is relatively
compact in D for all c ∈R. Then for every u ∈ SHm(D), there exists a sequence {u j} of smooth
strictly m−sh functions on D such that u j ↓ u on D.
On the the hand, under the additional condition that u is bounded from above on D then the
above problem may be approached by the use of Jensen measures associated to certain convex
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cones in SHm(D). The first results in this direction, in the special case m= n, are due to Wik-
ström in [Wik] and then in [DW] and [Di]. In this work, we will exploit further the techniques
developed in [Wik], [DW] and [Di] to work with the case where u is not necessarily bounded
from above on D. For the reader convenience, we will first sketch the general approach in the
case u∈ SHm(D) with sup
D
u< ∞. Then, after subtracting a large constant we may assume u< 0
on D. Now let SH−m (D) be the convex cone of non-positive upper semicontinuous functions
on D which are m−sh on D and SH∗m(D) be the sub-cone of SH
−
m (D) that consists of restric-
tions on D of continuous m−sh functions on neighborhoods of D. Then, by a general duality
theorem of Edwards we may express upper envelopes of plurisubharmonic functions taken in
SH−m (D),SH
∗
m(D) in terms of Jensen measures with respect to these cones. The general princi-
ple is that the approximation of elements in SH−m (D) by elements in the smaller cone SH
∗
m(D)
is possible when we have equality of the sets of Jensen measures with respect to these cones.
In order to formulate our results properly, it is convenient to introduce the following notions
pertaining to our work.
Definition 1.2. For a point z ∈ D, we define below two classes of Jensen measures.
Jm,z := {µ ∈B(D) : u(z)≤
∫
D
udµ,∀u ∈ SH−m (D)};
Jcm,z := {µ ∈B(D) : u(z)≤
∫
D
udµ,∀u ∈ SH∗m(D)};
where B(D) denotes the class of positive, regular Borel measures on D.
Remarks. 1. If ξ ∈ ∂D then Jm,ξ = {δξ}. This is seen by applying Jensen’s inequality to the
element u ∈ SH−m (D) defined by u(ξ ) = 0 whereas u=−1 on D\{ξ}.
2. For z ∈ D, let L be an affine complex subspace of dimension n−m+ 1 passing through
z,B ⊂ L be an open ball centered at z and relatively compact in L∩D. Then the normalized
Lebesgue measure on ∂B belongs to Jm,z. This follows directly from Lemma 2.1 (h) in the next
section and the mean value inequality for subharmonic functions.
3. It is obvious that Jm,z ⊂ J
c
m,z. If D is homogeneous, i.e., for p,q ∈ D there exists an automor-
phism ϕ : D→D sending p to q and extends to a homeomorphism from D onto D, then the set
{z ∈ D : Jn,z = J
c
n,z} equals either D or the empty set.
The connection between Jensen measures and approximation of m−sh functions stems from
the following fact which is a simple consequence of Fatou’s lemma.
Proposition 1.3. Let D ⊂ Cn be a bounded domain and E be a subset of D. Assume that for
every u ∈ SH−m (D), there exists {u j} j≥1 ⊂ SH
∗
m(D) having the following properties:
(i) u j → u pointwise on E.
(ii) lim
j→∞
u j ≤ u on D.
Then Jm,z = J
c
m,z for every z ∈ E.
In the opposite direction, the next result gives a sufficient condition so that point-wise ap-
proximation of functions in SHm(D) by elements in SH
∗
m(D) is possible. We need the follow-
ing standard notation: If u : D → [−∞,∞] then the upper regularization u∗ of u is defined as
u∗(z) := lim
ξ→z,ξ∈D
u(ξ ), ∀z ∈D. If u ∈ SH−m (D) then obvious ly u≤ u
∗ on D while u= u∗ on D.
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Theorem 1.4. Let D⊂Cn be a bounded domain. Assume that there exists a subset X of D with
λ2n(X) = 0 such that Jm,z = J
c
m,z for all z ∈ D \X . Let E be any compact subset of ∂D such
that Jc
m,ξ
= {δξ}, ∀ξ ∈ E. Then there exists a m−polar subset Y of D having the following
property: For every u ∈ SH−m (D), there exists a sequence {u j} ⊂ SH
∗
m(D) having the following
properties:
(i) u j converges pointwise to u
∗ on E ∪ (D\Y );
(ii) lim
j→∞
u j ≤ u on D.
Here by a m−polar set we mean singular the locus of a m−sh. function. We postpone to the
next section a brief discussion of m−polar sets. In the case where m= m and X = /0, we cover
Theorem 3.1 in [DW].
The next theorem, which is our main result, deals with approximation of m−sh. functions
which are only assumed to be bounded from above on a portion (possibly empty) of ∂D. We
will see, at the same time, that the exceptional set Y mentioned in Theorem 1.4 might occur.
For this purpose, the following piece of notation is useful.
Definition 1.5. Let a ∈ D. Then by ∂D(a) we mean the set of limits points of sequences in
D∩ht(∂D) as t ↑ 1, where ht(z) := t(z−a)+a.
By an abuse of notation, we will sometimes write h(t,z) instead of ht(z). Notice that ∂D(a)⊂
∂D and ∂D(a) = /0 if and only if D∩ht(∂D) = /0 for t closed enough to 1.
Theorem 1.6. Let D⊂ Cn be a bounded domain and a ∈ D. Suppose that there exist an open
neighborhood U in Cn of ∂D(a) and a m−polar subset E of U ∩ ∂D satisfying the following
conditions:
(a) Jc
m,ξ = {δξ} for every ξ ∈ (U ∩∂D)\E.
(b) Jc
1,ξ
= {δξ} for every ξ ∈U ∩∂D.
Then there exists a m−polar subset E ′ of D such that for every u ∈ SHm(D) satisfying
sup
U∩∂D
u∗ < ∞, there exists a sequence {u j} ⊂ SH
∗
m(D) satisfying the following properties:
(i) u j → u pointwise on D\E
′;
(ii) lim
j→∞
u j ≤ u on D;
(iii) u j(x)→ u
∗(x) for every x ∈ ∂D such that u is continuous at x, i.e.,
lim
z→x,z∈D
u(z) = u∗(x) ∈ [−∞,∞].
In particular, if ∂D(a) = /0 then Jm,z = J
c
m,z for all z ∈ D.
The proof of the above theorem is inspired by Theorem 3.2 in [DW]. Nevertheless, as we will
see, besides the (possible) unboundedness from above of u, there is an additional technical
difficulty coming from the fact that 1 may not be a thin point of the segment t 7→ tz(0≤ t ≤ 1)
for m−sh. functions.
The structure of Jensen measures is particularly simple at boundary points which admits a sort
of peak m−sh. function. We isolate them in the following definition.
Definition 1.7. Let ξ ∈ ∂D. Then we say that ξ admits a local m−sh. barrier if there exist a
small neighborhoodU of ξ and u∈ SHm(U) such that u(ξ )= 0whereas u< 0 onU∩(D\{ξ}).
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Remarks. 1. The condition Jc
m,ξ = {δξ} is fulfilled at ξ ∈ ∂D if there is a local m−sh. barrier
at ξ . Indeed, by shrinkingU we may achieve that sup
D∩∂U
u< 0. So we may find an open neigh-
borhoodV of D\U such that δ :=− sup
V∩∂U
> 0. Thus by the gluing lemma (Lemma 2.1(g)) the
function u˜ :=max{u,−δ} onU and u˜ :=−δ on V \U is m−sh. onU ∪V , an open neighbor-
hood of D. Now let µ ∈ Jc
m,ξ . By convolving u with smoothing kernels we obtain a sequence
u j of C
∞−smooth m−sh. functions defined on neighborhoods of D that decrease to u on D. It
follows that
u j(ξ )≤
∫
D
u j(z)dµ.
By letting j → ∞ and using Fatou’s lemma we conclude that µ = {δξ}. This reasoning is
essentially contained in Proposition 1.4 in [Si].
2. Suppose that there exists an open set U ⊂ Cn and a continuous strictly m−sh. function ϕ
onU such thatU ∩D= {z ∈U : ϕ(z)< 0}. Then for every ξ ∈U ∩∂D we have Jc
m,ξ = {δξ}.
Indeed, forM > 0 we set
uM(z) :=Mϕ(z)−|z−ξ |
2, ∀z ∈U.
Then forM> 0 large enough, uM is a local continuousm−sh. barrier at ξ . By the above remark
we have Jc
m,ξ = {δξ}.
3. Our proof shows that E ′ is included in them−polar hull of E, i.e., intersection of allm−polar
sets that contain E. In particular, if E = /0 then E ′ = /0.
In analogy with the concept of B−regular domains that was introduced and investigated throughly
in [Si] (see also [Bł1]), we have the following definition.
Definition 1.8. A bounded domain D in Cn is called Bm−regular if for every continuous func-
tion on f on ∂D we can find a u ∈ SHm(D)∩C (D) such that u|∂D = f .
IfD is Bm−regular then obviously for every boundary point ξ ∈ ∂D there exists uξ ∈ SHm(D)∩
C (D) such that uξ (ξ ) = and uξ (z) < 0 elsewhere. We will provide a sort of converse to this
statement in Theorem 1.10.
Using Theorem 1.4 and Theorem 1.6 we may derive the following consequences.
Corollary 1.9. Let D be an intersection of a finite number of bounded Bm−regular domains
with C 1−smooth boundary. Then for every u ∈ SH−m (D), there exists a sequence {u j} ⊂
SH∗m(D) such that u j ↓ u on D.
Remark. In the case where m = n and ∂D is C 1−smooth, the above result can be deduced
by combining results in [Wik] and [FW]. Indeed, according to Theorem 4.1 in [Wik] u∗ may
be approximated from above on D by a decreasing sequence {v j} ⊂ SHn(D)∩C (D). It is
now suffices to use Theorem 1 in [FW] to approximate each v j uniformly on D by elements in
SH∗n (D).
The result below illustrates a class of domains in Cn to which Theorem 1.6 is applicable.
Corollary 1.10. Let Ω be a bounded Bm−regular domain in C
n and f be a C 1−smooth func-
tion defined on Ω. Let
D := {z ∈ Ω : f (z)< 0}.
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For a ∈ D, we set
Ka :=
{
z ∈ Ω∩∂D : ℜ
(
z1−a1)
∂ f
∂ z1
(z)+ · · ·+(zn−an)
∂ f
∂ zn
(z)
)
≥ 0
}
.
Assume that there exists a ∈ D such that the following conditions hold true:
(i) f is strictly m−sh. on an open neighborhoodU of Ka.
(ii) There exists a m−polar subset E of U ∩∂D such that for each point ξ ∈ (U ∩∂D) \E we
have ξ = lξ ∩∂D∩Ω, where lξ := {tξ : t ∈ R}.
Then D satisfies the condition given in Theorem 1.6.
Remark. For a concrete application of the above corollary, consider the case where n= 3,m=
2, Ω = B3 is the unit ball in C
3 and
f (z1,z2,z3) = |z1|
2+ |z2|
2+ϕ(|z3|
2),
where ϕ is a C 2 smooth function on R satisfying the following conditions:
(a) ϕ(0)< 0,ϕ(1)> ϕ ′(1);
(b) xϕ ′′(x) +ϕ ′(x) > −δ for all x ∈ [0,1) such that xϕ ′(x) ≥ ϕ(x), where δ ∈ (0,1/2) is a
constant;
(c) ϕ is real analytic on (0,1);
(d) For every x ∈ (0,1) there exists t ∈ (0,1) such that ϕ(tx) 6= tϕ(x).
Then the function f satisfies the conditions (i) and (ii) of Corollary 1.10. To see this, we first
compute
ddc f = dz1∧dz1+dz2∧dz2+(ϕ
′(|z3|
2)+ |z3|
2ϕ ′′(|z3|
2))dz3∧dz3. (1.1)
In view of (a) we have a= 0 ∈ D. So an easy computation yields that
Ka =
{
(z1,z2,z3) ∈ B3 : |z1|
2+ |z2|
2 =−ϕ(|z3|
2), |z3|
2ϕ ′′(|z3|
2)≥ ϕ ′(|z3|
2)}.
By (b) and (1.1) we see that f is strictly 2−sh. on a small neighborhood U of Ka. In view of
the second condition in (a), we may obtain that |z3|< 1 onU . Finally, given ξ = (ξ1,ξ2,ξ3) ∈
U ∩ ∂D, we claim that ξ is an isolated point of lξ ∩ ∂D. If this is false, then there exists a
sequence t j → 1 such that f (t jξ ) = 0. Using the assumption (c) on real analyticity of ϕ on
(0,1) we conclude that f (tξ ) = 0 for all t ∈ (0,1). This means that
t2(|ξ1|
2+ |ξ2|
2)+ϕ(t2|ξ3|
2) = 0,∀t ∈ (0,1).
Plugging |ξ1|
2+ |ξ2|
2 =−ϕ(|ξ3|
2) into the above equation we arrive at a contradiction to (d).
The claim follows.
For an example of ϕ having the above properties we take ϕ(x) = α(c− x)3, where α,c are
real constants such that α > 0,−2< c< 0,αc2 < 2
45
.
We end up with the problem of finding a bounded continuous maximal m−sh function u on D
such that the boundary values of u coincides with a given continuous function defined on part of
the boundary ∂D. Recall that u ∈ SHm(D) is said to be maximal if for every relatively compact
open subsetU of D and every v ∈ SHm(D) such that v≤ u on D\U we have v ≤ u on D. This
definition is analogous to the classical one, i.e.,m= n given by Sadullaev (see Proposition 3.1.1
in [Kl]).
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Theorem 1.11. Suppose that there is v ∈ SH−m (D),v > −∞ on D and a compact K ⊂ ∂D
satisfying the following properties:
(i) lim
z→ξ
v(z) =−∞, ∀ξ ∈ K;
(ii) Every ξ ∈ (∂D)\K admits a local m-sh barrier.
Then for every ϕ ∈ C (∂D), there exists uniquely a bounded function u ∈ SHm(D)∩C (D)
having the following properties:
(a) lim
z→ξ ,z∈D
u(z) = ϕ(ξ ), ∀ξ ∈ (∂D)\K;
(b) u is maximal on D;
(c) u can be approximated uniformly on compact sets of D\K by elements in SH∗m(D).
The above theorem appears to be new even in the case where m= n because we allow the ex-
istence of points on ∂D which may not admit continuous plurisubharmonic barriers. Theorem
1.11 also differs somewhat from Theorem 2.1 in [Si] and Theorem 1.7 in [Bł1] even in the case
K = /0 andm= n, since the solution umay be approximated uniformly onD by continuous ones
defined on neighborhoods of D. In the recent preprint [ACH], the authors use Jensen measures
to develop some extension and approximation results for m−subharmonic functions. They,
in particular, generalize several results in [FW] and [Wik] to the context of m−subharmonic
functions. There is apparently, no overlap between the current paper and their work.
2. PRELIMINARIES
Throughout this paper, unless otherwise specified, by D we always mean a bounded domain in
Cn. We also fix an approximate of identity {ρδ} in C
n, i.e., ρδ (x) :=
1
δ 2n
ρ(x/δ ), where ρ is a
smooth radial function with compact support in the unit ball of Cn and satisfies
∫
Cn
ρdλ2n = 1
with λ2n is the Lebesgue measure of C
n.
Our first lemma contains elementary facts about m−sh functions. The proof of these state-
ments follows from either standard arguments in pluripotential theory (see [Kl]) or from direct
computation (see [Bł2]). The details are therefore omitted.
Lemma 2.1. (a) If u ∈ SHm(D), then the standard regularization uδ := u ∗ρδ is also m-sh in
Dδ := {z ∈ D : d(z,∂D)> δ}.Moreover, uδ ↓ u as δ → 0;
(b) If u,v ∈ SHm(D) then au+bv ∈ SHm(D) for any a,b≥ 0, i.e. the class SHm(D) represents
a convex cone;
(c) PSH(D) = SHn(D)⊂ ·· · ⊂ SH1(D) = SH(D);
(d) If χ is a convex increasing function on R and u ∈ SHm(D), then χ ◦u ∈ SHm(D);
(e) The limit of a uniformly converging or decreasing sequence of m-sh functions is m-sh;
(f) The maximum of a finite number of m-sh functions is m-sh. More generally, for an arbitrary
locally uniformly bounded from above family {uα}α∈I ⊂ SHm(D)we have (sup
α∈I
uα)
∗ ∈ SHm(D).
(g) (gluing lemma) Let U be an open subset of D such that ∂U ∩D is relatively compact in D. If
u ∈ SHm(D),v ∈ SHm(U) and lim
x→y
v(x)≤ u(y) for each y ∈ ∂U ∩D, then the function w defined
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by
w :=
{
u on D
max{u,v} on D\U.
is m-sh in D.
(h) If u ∈ SHm(D) then the restriction of u on each n−m+1 affine complex subspace is sub-
harmonic.
(i) If u ∈ SHm(D) and g(t) = at+b, t ∈C
n is an affine map then u◦g ∈ SHm(g
−1(D)). In other
words, m−subharmonicity is invariant under translations and dilations.
(j) For 1≤ m≤ n the function Hm(z) =−|z|
2− 2nm belongs to SHm(C
n).
Notice, however, that m−subharmonicity is not invariant under composition of holomorphic
mappings. We now have the useful notion of m−polar sets.
Definition 2.2. A subset E of Cn is said to be m−polar if for every z0 ∈ E we may find a
neighborhoodU of z0 and u ∈ SHm(U) such that u=−∞ on E ∩U.
The most basic properties of m−polar sets are collected below.
Proposition 2.3. (a) For every m−polar subset E, there exists u ∈ SHm(C
n) such that u≡−∞
on E.
(b) Let {uα}α∈I be a set of m−sh functions defined on D which are locally uniformly bounded
from above. Set u := sup
α∈I
uα . Then the set {u< u
∗} is m−polar.
(c) Let {X j} j≥1 be a sequence of m−polar sets. Then
⋃
j≥1
X j is also m−polar.
In the special case where m= n, the above results are proved by Bedford and Taylor using the
key notion of relative capacity. The general case can be attacked by the same method where
the above notion of capacity is replaced by that of m−capacity (see [Lu] or [SA]). We should
say that it is not so easy to construct m−polar sets which are not pluripolar (1−polar). The
following result (Theorem 2.26 in [Lu]) enables us to construct a substantial class of such sets
(see Example 2.27 in [Lu]).
Proposition 2.4. Let H(r) := r2n−2m(1≤ m< n). Then every subset E ⊂ Cn that satisfies
∞ > ΛH(E) := lim
δ→0
(
inf∑
k
H(rk)
)
,
where the infimum is taken over all coverings of E by balls Bk of radii rk ≤ δ , is m−polar.
Using the same arguments, we can even show that the class of m− polar sets is properly in-
cluded in the set of (m−1)−polar ones. The proof of Proposition 2.4 uses among other things,
a formula for m− relative extremal functions between concentric balls, which requires Lemma
2.1 (j).
A major technical tool that will be used throughout our work is a version of Edwards’ duality
theoremwhich relates upper envelopes of upper semicontinuous functions defined on a compact
metric space with lower envelopes of integrals with respect to certain classes of measures. To
begin with, let us fix the notation. Let X be a compact metric space, by C (X) we denote the
set of real-valued continuous functions on X . We also write B(X) for the class of positive,
regular Borel measures on X . Let F be a convex cone of upper semicontinuous functions on X
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containing all the constants. If g : X → [−∞,∞) is a Borel measurable function on X and z ∈ X
then we define
Sg(z) := sup{u(z) : u ∈F ,u≤ g},
Ig(z) := inf{
∫
X
gdµ : µ ∈ JFz }.
Here JFz := {µ ∈B(X) : u(z)≤
∫
X udµ, ∀u ∈F}. It is easy to see that J
F
z is a convex subset
of B(X). Moreover, µ(X) = 1 for every µ ∈ JFz since F contains the constants. In view
of Banach-Alaoglu’s theorem and the fact that every upper semicontinuous function on X is
the limit of a decreasing sequence of continuous function on X , we can also check that JFz is
weak-∗ compact in B(X). Now we have the following basic duality theorem of Edwards (see
[Ed], [Wik]).
Theorem 2.5. Let X ,F be as above. If g : X → (−∞,∞] is lower semicontinuous, then Sg= Ig.
Apparently the first use of Edwards’ duality theorem in pluripotential theory has been made
in the seminal work [Si] where we can find a systematic study of domains in Cn on which the
Dirichlet problem for plurisubharmonic functions is solvable.
In our context, by applying the above theorem to the convex cones SH−m (D) and SH
∗
m(D) we
obtain the following result which will be referred to as Edwards’ duality theorem.
Theorem 2.6. (Edwards’ duality theorem) Let ϕ : D→ (−∞,+∞] be a lower semicontinuous
function. Then we have
inf
{∫
D
ϕdµ,µ ∈ Jm,z
}
= sup{u(z) : u ∈ SH−m (D),u≤ ϕ on D}, ∀z ∈ D
inf
{∫
D
ϕdµ,µ ∈ Jcm,z
}
= sup{u(z) : u ∈ SH∗m(D),u≤ ϕ on D}, ∀z ∈ D.
Our next ingredients consists of a few standard facts about upper semicontinuous and lower
semicontinuous functions on compact sets of Cn. First, we have an elementary yet useful result
of Choquet (see Lemma 2.3.4 in [Kl]).
Lemma 2.7. Let {uα}α∈A be a family of upper semicontinuous functions defined on a closed
subset X ⊂ Cn, which is locally bounded from above. Then there exists a countable subfamily
B of A such that
(sup{uα : α ∈B})
∗ = (sup{uα : α ∈A })
∗.
If uα are lower semicontinuous then B can be chosen so that
sup{uα : α ∈B}= sup{uα : α ∈A }.
The next simple lemma deal with monotone sequences of lower semicontinuous on subsets
of Cn. The easy proof is left to the interested reader.
Lemma 2.8. Let X be a subset of Cn and {ϕ j} j≥1 be a sequence of lower semicontinuous
functions on X that increases to a lower semicontinuous function ϕ on X. Then for every
sequence {a j} j≥1 ⊂ X with a j → a ∈ X we have
ϕ(a)≤ lim
j→∞
ϕ j(a j).
We end up this preparatory section by presenting a useful result which permits approximation
of continuous strictly m−sh functions by smooth ones. This lemma will be used only in the
proof of Theorem 1.4.
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Lemma 2.9. Let D be a domain in Cn. Assume that u is a continuous strictly m−sh function
on D. Then for every continuous positive function h on D we can find a smooth strictly m−sh
function v on D such that u< v< u+h on D.
Proof. In view of Lemma 2.1 we may modify easily the original proof of Richberg’s theorem
in the case of m= n (see Theorem 1.3 in [Bł1]). The details are left to the interested reader. 
3. PROOFS OF THE MAIN RESULTS
Proof. (of Theorem 1.1)We first show thatD admits a smooth strictlym−sh exhaustion function
which is larger than ϕ . This will be done by an adaptation of the proof of Theorem 2.6.11 in
[Hö]. For the reader convenience, we indicate some details. For each j ≥ 1 we let
ϕ j(z) := (ϕ ∗ρδ j)(z)+δ j|z|
2.
Here δ j > 0 is chosen so small that ϕ j is smooth and strictly m−sh on D j+1. Moreover, we
may arrange so that ϕ j > ϕ there. All this is possible in view of Lemma 2.1. Take a smooth
convex increasing function χ on R such that χ(t)< 0 for t < 0 and χ ′(t)> 0 when t > 0. Then
the function χ(ϕ j− ( j−1)) is positive, smooth and strictly m−sh. on the open set D j+1 \D j.
Therefore we may choose inductively positive numbers {a j} such that the function
ψ j :=
j
∑
l=1
alχ(ϕl +1− l)
is strictlym−sh and> ϕ onD j. By the choice of χ we also have ψ j′ =ψ j′′ onD j if j< j
′< j′′.
It follows that ψ := lim
j→∞
ψ j is a smooth, strictly m−sh function on D. Moreover, since ψ > ϕ ,
we conclude that ψ exhausts D. Next, in view of Lemma 2.1 and Richberg’s approximation
lemma (cf. Lemma 2.9), we may repeat the proof of Theorem 5.5 in [FN] to produce the
desired approximating sequence for u. The details are omitted. 
Proof. ( of Proposition 1.3) Obviously Jm,z ⊂ J
c
m,z,∀z ∈ D. Conversely, fix z ∈ E and µ ∈ J
c
m,z.
For every u ∈ SH∗m(D) we choose a sequence {u j} j≥1 ⊂ SH
∗
m(D)∩C (D) that satisfy the con-
ditions (i) and (ii). Then we have
u j(z)≤
∫
D
u jdµ, ∀ j ≥ 1.
By letting j→ ∞ and making use of Fatou’s lemma we get
u(z)≤
∫
D
udµ.
Thus µ ∈ Jm,z as desired. 
For the ease of exposition, we introduce the following notation: For each bounded function
f on D, we set
Sm f (z) := sup{u(z) : u ∈ SH
−
m (D),u
∗ ≤ f on D}, z ∈ D,
Scm f (z) := sup{u(z) : u ∈ SH
∗
m(D),u≤ f on D},z ∈ D.
(3.1)
Proof. (of Theorem 1.4) We split the proof into two steps.
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Step 1. We will show that there exists a m−polar subset Y of D such that for every f ∈ C (D)
we have
Sm f = S
c
m f on D\Y.
Choose a countable dense subset { f j} of C (D). Fix j ≥ 1. Then from (3.1), Edwards’ duality
theorem and the fact that Jm,z = J
c
m,z, for z ∈ D\X , we obtain
Sm f j = S
c
m f j ∀z ∈ D\X .
Since f j is continuous on D, we have (Sm f j)
∗ ≤ f j on D. Hence Sm f j = (Sm f j)
∗ ∈ SHm(D).
Since Scm f j = (S
c
m f j)
∗ a.e. onDwe infer that Sm f j = (S
c
m f j)
∗ a.e. onD. Since Sm f j and (S
c
m f j)
∗
are subharmonic on D we deduce that
Sm f j = (S
c
m f j)
∗ on D.
Notice that, by Proposition 2.3, the set X j := {z : (S
c
m f j)
∗(z)> Scm f j(z)} is m−polar. Set Y :=⋃
Yj. Then Y is m−polar and
Scm f j = (S
c
m f j)
∗ on D\Y.
Now we choose a subsequence { fk j} that converges uniformly to f on D. Since Sm fk j (resp.
Scm fk j) converges uniformly on D to Sm f (resp. S
c
m f ), we infer that Sm f = S
c
m f on D\Y.
Step 2. We will prove that Y has the properties indicated in the theorem. To this end, we may
assume that Y is Gδ . Fix u ∈ SH
−
m (D). We now follow closely the arguments in Theorem 3.1
of [DW]. Choose a sequence of real valued continuous functions ϕ j on D such that ϕ j ↓ u
∗ on
D. Then by Edwards’ duality theorem and the fact that Jm,z = J
c
m,z, for every z ∈ D\Y we infer
Scmϕ j = Smϕ j on D\Y.
Since ϕ j is continuous on D, we have (Smϕ j)
∗ ≤ ϕ j. Therefore
Smϕ j = (Smϕ j)
∗ ∈ SH−m (D) ∀ j ≥ 1.
On the other hand, since Scmϕ j is lower semicontinuous on D we deduce that (Smϕ j)
∗ is con-
tinuous at every point in D \Y. It follows that the restriction of Scmϕ j on D \Y is continuous.
Observe also that u≤ Scmϕ j ≤ ϕ j on D for every j, so we get Smϕ j ↓ u on D. Hence S
c
mϕ j ↓ u on
D′ := D\Y. Since D′ is a Fσ set, there exists an exhaustion of D
′ by compact subsets {K j} j≥1.
By Edwards’ duality theorem and the assumption that Jm,ξ = {δξ} for each ξ ∈ E, we infer
that Scmϕ j = ϕ j on E. In particular S
c
mϕ j is continuous on K
′
j := E ∪K j. For every j ≥ 1, by
Choquet’s lemma 2.7, we can find a sequence {vl, j}l≥1 ⊂ SH
∗
m(D) that increases to S
c
mϕ j on D.
By Dini’s theorem and continuity of Smϕ j on K
′
j, the convergence is uniform on K
′
j as l → ∞.
Thus we can choose vl( j), j ∈ SH
∗
m(D) such that
‖Smϕ j− vl( j), j‖K′j ≤
1
j
,vl( j), j ≤ ϕ j on ∂D.
It is then easy to check that u j := vl( j), j converges pointwise to u on E ∪D
′ and
lim
j→∞
u j ≤ lim
j→∞
ϕ j = u
∗ on D.
The proof is thereby completed 
Remark. By the same proof as in the one given in Step 2, we can show that for z ∈ D, the
equality Jm,z = J
c
m,z implies that for each u ∈ SH
−
m (D), there exists {u j} j≥1 ⊂ SH
∗
m(D) such
that u j(z)→ u(z) and lim
j→∞
u j ≤ u on D.
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Proof. (of Theorem 1.6) After subtracting a large constant and shrinking U we may assume
sup
U∩∂D
u∗ < 0. For δ > 0 we set Dδ := {z ∈ D : dist (z,∂D) > δ}. Fix an exhaustion sequence
{K j} of D by compact sets. We claim that for each j ≥ 1, there exists δ j ∈ (0,1/ j) such that
(∂D)\U ⊂ ht(Dδ j), ∀t ∈ (1,1+δ j].
Indeed, if the claim is false, then there exists a sequence {xm} ⊂ (∂D)\U but xm 6∈ ham(D1/m),
where am := 1+1/m. Hence
xm = ham(ym),ym 6∈ D1/m.
After switching to a subsequence we may assume that {xm} → x
∗ ∈ (∂D) \U . It follows that
{ym}→ x
∗. Now we take a sequence bm ↑ 1 such that for m large enough we have
|ham(ym)−hbm(y
∗)|<
1
m
.
It follows that hbm(y
∗)→ x∗. Hence x∗ ∈ ∂D(a), which is a contradiction. The claim follows.
Set
u j(z) := (u∗ρδ j)(z),z ∈ Dδ j .
We may also choose δ j such that δ j > δ j+1 and that K j ⊂ ht(Dδ j) for all t ∈ (1,1+δ j]. Then
for z ∈ K j ⊂ D∩ψt(Dδ j) and t ∈ (1,1+δ j] we have
|u j ◦h
−1
t (z)−u j(z)| ≤
∫
|u j(x)|||ρδ j(h
−1
t (z)− x)−ρδ j(z− x)|dλ2n(x)
≤M j‖u‖L1(K j)|t−1|.
HereM j > 0 is a constant independent of t. Thus, we can choose t j ∈ (1,1+δ j] such that
‖u j ◦h
−1
t j
(z)−u j(z)‖K j <
1
j
. (3.2)
Let {ϕ j} be a sequence of negative continuous functions on ∂D such that ϕ j ↓ u
∗ on U ∩∂D.
Let K be a closed ball contained in D. Consider the envelopes
V (z) := sup{v(z) : v ∈ SH∗m(D),v≤−χK},z ∈ D,
Φ j(z) := sup{v(z) : v ∈ SH
∗
m(D) : v|∂D ≤ ϕ j},z ∈ D.
Using Edwards’ duality theorem and the assumptions (a) and (b) we obtain
Φ j = ϕ j and V = 0 on ∂D∩ (U \E). (3.3)
Φ j ≤ S
c
1ϕ j = ϕ j on ∂D∩U . (3.4)
SinceV ∗ ∈ SHm(D) and sinceV
∗=−1 on the interior of K, by the maximum principle we have
V ≤V ∗ < 0 on D. Now using Choquet’s lemma, we may choose sequences {vk} ∈ SH
∗
m(D) and
ϕk, j ∈ SH
∗
m(D) with ϕk, j ↑ Φ j and vk ↑ V on D. Moreover, by the assumption, there exists
ψ ∈ SH−m (D
′)with ψ|E ≡−∞, where D
′ is some open neighborhood of D. Then for fixed j≥ 1
we claim that there exist l j ≥ 1,δ
′
j ∈ (0,δ j) such that for t ∈ (1,1+δ
′
j] we have
vl j(ξ )+
1
j
ϕl j, j(ξ )≥
1
j
lim
z→ξ
(u j ◦h
−1
t )(z)+
1
j2
(ψ ∗ρδ ′j)(ξ )−
1
j2
∀ξ ∈ D∩ϕt(∂Dδ ′j),
where u j(z) := (u∗ρδ ′j)(z),z∈Dδ
′
j
. If this is false then we can find sequences kl ↑∞,δ
′
l ↓ 0, tl ↓ 1
and points {ξl} such that ξl ∈ D∩htl(∂Dδ ′l ) and
vkl (ξl)+
1
j
ϕkl , j(ξl)<
1
j
(u jl ◦h
−1
tl
)(ξl)+
1
j2
(ψ ∗ρδ ′j)(ξl)−
1
j2
.
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After passing to a subsequence, we may assume that {ξl} converges to ξ
∗ ∈ ∂D(a) ⊂U. On
one hand, by Lemma 2.8 we have
lim
l→∞
ϕkl , j(ξl)≥ Φ j(ξ
∗) and lim
l→∞
vkl (ξl)≥V (ξ
∗).
On the other hand,
1
j
lim
l→∞
(u jl ◦h
−1
tl
)(ξl)+
1
j2
lim
l→∞
(ψ ∗ρδ ′j)(ξl)≤
1
j
u∗(ξ ∗)+
1
j2
ψ(ξ ∗)
<
1
j
ϕ j(ξ
∗)+
1
j2
ψ(ξ ∗).
Putting all this together, using (3.3) and the fact that ψ|E =−∞, we obtain a contradiction. The
claim is proved. Furthermore, using Dini’s theorem and (3.3) again we may choose l j so large
such that
vl j ≥−
1
j2
on the compact set (U ∩∂D)\{ψ <− j}. (3.5)
This implies that the function u˜ j defined by
u˜ j :=
{
max{ul j ◦h
−1
δ ′j
+ 1
j
ψ ∗ρδ j−
1
j
, jvl j +ϕl j, j} on D∩hδ ′j(Dδ ′j)
jvl j +ϕl j, j on D\hδ ′j(Dδ ′j),
belongs to SH∗m(D). Now we set
L j := {z ∈ K j : u(z)≥− j,ψ(z)≥− j}.
Then L j is a compact subset of K j. Set E
′ := {z ∈D′ : ψ(z) =−∞}. Now we claim that u˜ j → u
on D \E ′. Indeed, given z0 ∈ D with ψ(z0) > −∞. Consider first the case where u(z0) > −∞.
Then z0 ∈ L j for j large enough. Since
jvl j(z0)≤ jV (z0)→−∞ as j→ ∞,
from (3.2) we infer that for j sufficiently large
u˜ j(z0) = (ul j ◦h
−1
δ ′j
)(z0)+
1
j
()ψ ∗ρδ j)(z0)−
1
j
.
Therefore, using again (3.2) and the fact that u j(z0) ↓ u(z0)we see that u˜ j(z0)→ u(z0) as j→∞.
On the other hand, if u(z0) = −∞ then by the same reasoning we have (ul j ◦ h
−1
δ ′j
)(z0)→−∞.
Hence lim
j→∞
u˜ j(z0) = −∞ = u(z0). This proves (i). For (ii), we first note that if z ∈ D with
V (z)< 0 then
lim
j→∞
( jvl j(z)+ϕl j, j(z))≤ lim
j→∞
jV (z) =−∞.
Thus, the preceding proof yields that lim
j→∞
u˜ j(z) ≤ u(z). For z ∈ D with V (z) = 0 we have z ∈
(∂D)∩U. It follows, using (3.4) that
lim
j→∞
( jvl j(z)+ϕl j, j(z))≤ lim
j→∞
ϕl j, j(z)≤ lim
j→∞
Φ j(z)≤ lim
j→∞
ϕ j(z)≤ u
∗(z).
This proves (ii). Next, we fix x ∈ (∂D) \E ′ such that u is continuous at x. If x 6∈ U , then
V (x)< 0, so by the same reasoning as above we get
u˜ j(x) = (ul j ◦h
−1
δ ′j
)(x)+
1
j
(ψ ∗ρδ j)(x)−
1
j
→ u(x) as j→ ∞.
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For the case x ∈U we observe that
lim
j→∞
( jvl j(x)+ϕl j, j(x)) = lim
j→∞
ϕl j, j(x)≥ lim
k→∞
( lim
j→∞
ϕk, j(x)) = u(x).
Hence we get (iii). Finally, we note that if u ∈ SH−m (D) then so is u˜ j. Thus, if ∂D(a) = /0 we
may chooseU = /0. It follows that lim
j→∞
u j ≤ u on D. Hence, by applying Proposition 1.3 we get
that Jm,ξ (D) = J
c
m,ξ for all ξ ∈ D. 
For the proof of Corollary 1.9 we need the following lemma
Lemma 3.1. Let D be as in Corollary 1.9 and ξ ∈ ∂D. Then Jc
m,ξ
(D) = {δξ}.
Proof. We split the proof into two steps.
Step 1. We first show that Jc
m,ξ (D∩U) = {δξ} for some small neighborhood U of ξ . To
see this, we write D = D1 ∩ · · · ∩Dk, where D1, · · · ,Dk are Bm−regular domains with C
1−
smooth boundaries. Then ξ ∈ ∂D j for some 1 ≤ j ≤ k. Since D j is Bm−regular, we can find
u∈ SHm(D j)∩C (D j) such that u(ξ ) =−1 and u<−1 onD j \{ξ}. Since ∂D j is C
1−smooth,
we may find ε > 0 and open balls B1 ⊂ B2 such that
B1∩D j ⊂ (B1∩D)+ εn, ∀ε ∈ (0,ε0),
where n is the unit outward normal to ∂D at ξ . We claim that Jc
m,ξ
(D′) = {δξ}, where D
′ :=
D j∩B1. For this, we set uε(z) := u(z−εn). Then uε is m−sh on a neighborhood of D′ for each
ε ∈ (0,ε0). Fix µ ∈ J
c
m,ξ
(D′). Then for δ > 0 small enough we have
(uε ∗ρδ )(ξ )≤
∫
D′
(uε ∗ρδ )µ.
By letting δ ↓ 0 and ε ↓ 0 and using Fatou’s lemma we obtain−1≤
∫
D′
udµ. This forces µ = δξ
as claimed.
Step 2. Fix ν ∈ Jc
m,ξ (D) we will show that ν = {δξ}. Consider the upper envelope
ϕ(z) := sup{u(z) : u ∈ SHcm(D
′) : u≤ h on D′},
where h(z) := −|z− ξ |. Then by Edwards’ duality theorem and the result obtained in the
previous step we obtain ϕ(ξ ) = 0 whereas ϕ < 0 on D′ \{ξ}. Thus, by Choquet’s lemma, we
can find a sequence {uk} ⊂ SH
c
m(D
′) such that uk ↑ ϕ as k → ∞. In particular uk ≤ h on D′.
Hence, we can find δ > 1 such that uk <−δ on ∂D
′∩D. Define for each k the function
u˜k :=
{
−δ on D\D′
max{uk,−δ} on D
′.
By Lemma 2.1, we see that u˜k ∈ SH
c
m(D). Thus we have
u˜k(ξ )≤
∫
D
ukdν.
By letting k→ ∞ and using Lebesgue monotone convergence theorem we infer that ν = {δξ}.
This completes the proof of the lemma. 
Proof. (of Corollary 1.9) In view of the above lemma, we may apply Theorem 1.6 to U =
Cn,E = /0 and a is an arbitrary point of D to get the desired conclusions. 
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Proof. (of Corollary 1.10) First we show that ∂D(a) is included in Ka. Indeed, fix α ∈ ∂D(a).
Then we can find a sequence t j ↑ 1 and a sequence p j ∈ ∂D such that
D ∋ α j := h(t j, p j)→ a.
Recall that ht(t,z) = ht(z) = t(z− a)+ a. Set t
′
j := 1/t j > 1. It follows that g(h(t
′
j,α j)) = 0
whereas g(h(1,α j))≤ 0. Hence, there exists t
′′
j ∈ (1, t
′
j) such that
0≤
∂
∂ t
f (h(t,α j))
∣∣
t=t ′′j
= 2ℜ
(
(α1−a)
∂ f
∂ z1
◦h(t ′′j ,α1)+ · · ·+(αn−a)
∂ f
∂ zn
◦h(t ′′j ,αn)
)
.
By letting j→ ∞ we see that α ∈ Ka. Next, fix ξ = (ξ1, · · · ,ξn) ∈ (U ∩∂D)\E, we will show
that Jcm,c(ξ ) = {δξ}. To see this, it suffices to construct a local m−sh barrier of D at ξ . Since
Ω is Bm−regular and ∂Ω is C
1−smooth, by Lemma 3.1 we may assume that ξ ∈ Ω. Since f
is strictly m−sh. onU , after shrinkingU and multiplying f with a constant we may assume
f (z) = |z|2+g(z),
where g ∈ SHm(U)∩C
1(U). Notice that g(ξ ) =−|ξ |2 < 0. For z ∈U we define
uξ (z) = ℜ(z
2
1ξ
2
1 + · · ·+ z
2
nξ
2
n )−g(z)g(ξ ).
By the hypothesis, we see that uξ is continuous m−sh on U and uξ (ξ ) = 0. Moreover, for
ξ˜ ∈ D\{ξ}, by Cauchy-Schwarz’s inequality we obtain
uξ (ξ˜ )≤ |ξ˜ |
2|z|2−g(z)g(ξ˜ )≤ 0.
Here the equality occurs only if ξ˜ ∈ ∂D and ξ˜ = tξ for some constant t ≥ 0, t 6= 1, i.e., ξ˜ ∈ lξ .
This is impossible in view of (ii). Hence, uξ is indeed a local m−sh. barrier at ξ . The proof is
thereby completed. 
The proof of Theorem 1.11 requires the following fact.
Lemma 3.2. Let ξ ∈ ∂D be a boundary point that admits a local m−sh. barrier. Let ϕ < 0 be
a continuous function on ∂D. Then for every sequence {ξ j} ⊂ D with ξ j → ξ we have
lim
j→∞
Scmϕ(ξ j)≤ ϕ(ξ ),
where ϕ is extended to a lower semicontinuous function on D by setting ϕ :=+∞ on D.
Proof. Let u be a local m−sh. barrier at ξ . By the argument given in the remark following
Theorem 1.6, we may extend u to a m−sh. function u˜ on a neighborhood of D such that
u˜(ξ ) = 0 while u˜ < 0 on D \ {ξ}. Let {µ j} j≥1,µ j ∈ Jm,z j be a sequence of Jensen measures
with compact support in ∂D. We claim that µ j converges to δξ in the weak
∗− topology. Let
µ∗ be a cluster point of {µ j}. Then for δ > 0 small enough and j ≥ 1 we have
(u˜∗ρδ )(z j)≤
∫
∂D
(u˜∗ρδ )dµ j.
By letting δ ↓ 0 and then j→ ∞ we infer that µ∗ = δξ . This proves the claim. It follows that
lim
j→∞
Scmϕ(z j)≤ lim
j→∞
∫
∂D
ϕdµ j ≤ ϕ(ξ ).
This is the desired conclusion. 
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Proof. (of Theorem 1.11) We split the proof in two two parts.
Existence. After subtracting a large constant we may assume ϕ < 0 on ∂D. Define
Smϕ(z) := sup{u(z) : u ∈ SH
−
m (D),u≤ ϕ on ∂D}, z ∈ D;
Scmϕ(z) := sup{u(z) : u ∈ SH
∗
m(D),u≤ ϕ on ∂D},z ∈ D.
Then by Lemma 2.1 (f), u := (Scmϕ)
∗ ∈ SH−m (D). In view of the assumption (a) and the remark
following Theorem 1.6 we also have Jc
m,ξ
= {δξ} for every ξ ∈ (∂D) \K. So using Edwards’
duality theorem (with ϕ :=+∞ on D) we obtain
Scmϕ = ϕ on (∂D)\K. (3.6)
Furthermore, by Theorem 1.6 we get Jm,z = J
c
m,z for every z ∈ D. So applying again Edwards’
duality theorem we get
Smϕ = S
c
mϕ on D. (3.7)
On the other hand, by the assumption (ii) and Lemma 3.2 we get
lim
z→ξ ,z∈D
u(z)≤ ϕ(ξ ), ∀ξ ∈ (∂D)\K. (3.8)
Fix ε > 0 and set uε := u+ εv. Then we infer from the last inequality and the assumption that
(uε)
∗ ≤ ϕ on ∂D. This implies that uε ≤ Smϕ on D. By letting ε ↓ 0 and noting that v>−∞ on
D we get
Scmϕ ≤ u≤ Smϕ = S
c
mϕ on D.
Hence u= Scmϕ on D. In particular u is lower semicontinuous on D. Therefore u ∈ SHm(D)∩
C (D) and ‖u‖D ≤ ‖ϕ‖∂D. Next we claim that u has the right boundary values off K. Indeed,
fix ξ ∈ (∂D)\K and a sequence ξ j → ξ ,ξ j ∈D. By the lower semicontinuity on D of S
c
mϕ and
(3.6), (3.8) we have
ϕ(ξ ) = Scmϕ(ξ )≤ lim
j→∞
u(ξ j)≤ lim
j→∞
u(ξ j)≤ ϕ(ξ ).
It follows that lim
z→ξ
u(z) = ϕ(ξ ). This proves our claim. By the same argument as the one given
at the end of the proof of Theorem 1.4 (applying Choquet’s lemma and then Dini’s theorem on
an exhaustion sequence of compact subsets of D\K) we conclude that u may be approximated
uniformly on compact sets of D \K by elements in SH∗m(D). Finally, for maximality of u, let
w ∈ SHm(D) with w ≤ u on D \U for some open set U relatively compact in D. Then the
function
u˜(z) :=
{
max{u(z),w(z)}, z ∈U
u(z) z ∈ D\U
belongs to SHm(D). Moreover, u˜ is a member in the defining family for Smϕ . Therefore
u˜≤ Smϕ = u on D. In particular, w≤ u onU. This proves the existence of the desired solution.
Uniqueness. Assume that there exist bounded continuous maximal functions u1,u2 ∈ SHm(D)
on D such that
lim
z→ξ ,z∈D
u1(z) = lim
z→ξ ,z∈D
u2(z) = ϕ(ξ ), ∀ξ ∈ (∂D)\K.
Let {D j} j≥1 be a sequence of relative compact open subset of D with D j ↑ D. Fix ε > 0, since
u2 is bounded from below on D we can find j0 ≥ 1 so large such that
u1+ εv− ε ≤ u2 on D\D j0.
It follows from maximality of u2 that
u1+ εv− ε ≤ u2 on D.
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By letting ε ↓ 0, we infer that u1 ≤ u2 on D. Similarly we also get u2 ≤ u1 on D. Therefore
u1 = u2 on D.
The theorem is proved. 
Remark. If we do not assume that v> −∞ on D then a slight modification of the above proof
(similar to the proof of Theorem 1.3) gives a maximal m−sh function u on D with boundary
values ϕ (on (∂D)\K which is only continuous at every point z ∈ D with v(z)>−∞.
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