Introduction
Let X be the prehomogeneous vector space of binary cubic forms, and denote the standard element of X by f (x, y) = ax 3 + bx 2 y + cxy 2 + dy 3 .
Let X + be the space of "positive definite" binary cubic forms. Here, the "positive definite" cubic forms are the cubic forms with a > 0 and b 2 −3ac < 0. Geometrically, this would mean that the cubic function y = ax 3 + bx 2 + cx + d is everywhere increasing.
Let Γ ∞ = 1 1 0 1 be the unipotent elements of SL 2 (Z). Then we have a left action of Γ ∞ on X + , given by γ • f (x, y) = f ((γ • (x, y) T ) T ). There are four relative invariants of X + under the action of Γ ∞ , namely
r 3 (f ) = 2b 3 + 27a 2 d − 9abc
Note that the last one of these invariants r 4 is the discriminant of f (x, y). See We will present the proof of this theorem in the next section. Many mathematicians have studied multiple Dirichlet series of the form See, e.g., [4] , [5] , [6] , [7] , and [8] , and our proof of the theorem follows standard techniques in the subject.
M. Sato and Shintani [14] first defined zeta functions associated to prehomogeneous vector spaces with single relative invariants, and proved some analytic properties including analytic continuation and functional equations. Then F. Satō undertook the study of multiple Dirichlet series associated to prehomogeneous vector spaces. See [11] , [12] and [13] for more details.
Our work in this paper is directly motivated by the thesis of Li-Mei Lim [10] who considered multiple Dirichlet series associated to the prehomogeneous vector space of ternary quadratic forms in an attempt to generalize the result of Chinta and Offen [2] on the orthogonal period of a GL 3 Eisenstein Series. Namely, let X 3 be the space of ternary quadratic forms, and let X + 3 be the space of positive definite ternary quadratic forms. Also, let P be the minimal parabolic subgroup in SL 3 (Z). The action of P on X + 3 has three relative invariants, namely,
Using these relative invariants, one can form a multiple Dirichlet series:
Lim proved that the k −s 1 coefficient in the series Z(s 1 , s 2 , s 3 ) is both equal to a sum of special values of the minimal parabolic GL 3 Eisenstein series, and a linear combination of double Dirichlet series which arise as Fourier coeffients of the Eisenstein series on double cover of GL 3 .
We would like to think of our work as only the beginning of an investigation into an interesting realm of problems. For example, it would be desirable to give interpretations of the multiple Dirichlet series we consider here in terms of canonical objects of the theory of automorphic forms, e.g., Eisenstein series on higher rank groups.
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Proof of the main theorem
Since in X + , |r 1 (f )| = a and |r 2 (f )| = 3ac − b 2 , the multiple Dirichlet series becomes
The following is the broad outline of the proof of Theorem 1.1:
(1) We reduce the multiple Dirichlet series into a finite linear combination of standard type double zeta functions; (2) we find the domain of meromorphy; (3) we find the functional equation; (4) and finally, we use convexity to get the final result. 
where C(m, n) = #{x mod m : x 2 ≡ n mod m}.
the coefficient is #{x mod 3m :
The following proposition shows the explicit formulae for C(m, n). ii) If any prime p = 2 and p ∤ n, then C(p α , n) = 1 + n p for α > 0.
iii) If p = 2 and n is odd, then for α > 0,
Proof. i) This is true by the Chinese Remainder Theorem. In particular, if m = p
hence, we only have to analyze C(p α , n) for any prime p, α, and n. ii) By Hensel's Lemma, if p is an odd prime and p ∤ n, x 2 ≡ n mod p α is solvable if and only if x 2 ≡ n mod p is solvable and in such cases, x 2 ≡ n mod p α has exactly two solutions.
iii) The case of α = 1 is trivial. The case of α = 2 and n ≡ 1 mod 4 follows from the same argument about the odd primes. Now, let's look at the cases of α ≥ 3.
Remark. x 2 ≡ 1 mod 2 α , α ≥ 3 has exactly four solutions, which are 1, −1, 1 + 2 α−1 , and −1 + 2 α−1 .
For x 1 and x 2 odd, if
By the above remark,
2 will be one of the four. Hence, if there is a solution to x 2 ≡ n mod 2 α , then there will be exactly four of them. Now, let's show that x 2 ≡ n mod 2 α is solvable if and only if x 2 ≡ n mod 8 is solvable, which is when n ≡ 1 mod 8.
Recall the generalized version of Hensel's Lemma. For p a prime and and 2 2 ∤ 2a, i.e. a odd and a 2 − n ≡ 0 mod 8, then for all M > 1, there exists
That is to say, x 2 ≡ n mod 2 α is solvable if and only if x 2 ≡ n mod 8 is solvable, i.e. n ≡ 1 mod 8.
and any of these will work. Since the number of choices for each a i 's is p,
We know the number of solutions to 2 for y is C(p α−r , n) mod p α−r . Now we have to lift y's up to mod p α . The number of solutions of y for
Next, Z(s 1 , s 2 ) can be rewritten as
Proof. It is trivial due to the multiplicity of C(m, n) for fixed n.
Local Euler Factors.
We explicitly compute the local Euler factors via local computations for various p's and n's.
.e. −n ≡ 7 mod 8:
ii) n ≡ 3 mod 8, i.e. −n ≡ 5 mod 8:
iii) n ≡ 5 mod 8, i.e. −n ≡ 3 mod 8:
In particular, if r = 1, then Z n,p (s) = 1 − p −2s
ii) r is even:
In particular, if −n ≡ 2 mod 3, i.e. n ≡ 1 mod 3, then Z n,3 (s) = 0.
ii) n = 3 r n 0 , 3 ∤ n 0 , r odd:
In particular, if r = 1, then Z n,3 (s) = 1. iii) n = 3 r n 0 , 3 ∤ n 0 , r even: 
In particular, if n is square-free, then
(b) n ≡ 23 mod 24:
(c) n ≡ 11 mod 24:
n ≡ 23 mod 24
So from the above computations, letting n be square-free, we conclude that
Here a n (s 1 ) is the function that is given by Proposition 2.4, and it depends on the residue of n modulo 24, and L 2,3 is a Dirichlet L-function with the Euler factor at 2, 3 removed. Let us assume that n is coprime to 6. Let δ j (n) to be equal to 1 if n ≡ j mod 24, otherwise equal to 0. Then
Then if gcd(n, 24) = 1, we have
This shows that Z(s 1 , s 2 ) is a finite linear combination of standard type multiple Dirichlet series of the form
, s 1 n s 2 and this will be analyzed from the following section.
2.2. Domain of Meromorphy. In this section, we adapt the proofs of some results of Diaconu, Goldfeld and Hoffstein from [4] . Let w, s 1 , s 2 , · · · , s m ∈ C with Re(w) > 1, Re(s i ) > 1 for i = 1, · · · m. Consider the absolutely convergent multiple Dirichlet series
where χ(d) is some Dirichlet character and
To see where the poles and residues of Z(w, s 1 , · · · , s m ) are, let us define an adjusted multiple Dirichlet series:
We set Proof. We can rearrange the series and see the following:
For any fixed m-tuple of positive integers, {n 1 , · · · , n m }, we can write
with the following properties:
• n: square-free • If p|N, then p|n • gcd(M, n) = 1 and M odd Hence, the inner summation becomes:
Let ψ be a Dirichlet character of conductor n. Define 
and it has analytic continuation to Re(w) > 0 and the only pole is at w = 1 if ψ 2 = 1.
is holomorphic on Re(w) > 0 except when ψ is trivial mod n, in which case, there is a unique pole at w = 1 with residue
Proof. For a primitive ψ 1 modñ, which is extended to ψ mod n, we can say
has a pole at w = 1 if and only if ψ 1 is trivial. Since ψ 1 is primitive, in order to have a pole,ñ = 1. Hence, the residue of 
Res
provided that the primitive part of χ is trivial. Otherwise, there is no pole.
Proof. In order to prove above proposition, we need the following lemma:
for m| cond ψ.
Proof.
Using above lemma 2.9, we get the follwoing:
Hence, we have the following identity:
, we get
and if m is not a square, which concludes the proof of Proposition 2.8.
Res

Functional Equation.
Recall the fuctional equation of L(s, χ) for χ a primitive Dirichlet character mod k. Define It is a well-known (see, e.g., Exercise 21 on page 45 of [1] ) that for χ a real primitive character mod k where k > 2, Now, we can use the properties of tube domains [9, Theorem 2.5.10] to conclude that our Z * (s 1 , s 2 ) can be extended to a function on the convex hull, which is the whole C 2 . The fact that Z(s 1 , s 2 ) is a finite linear combination of Z * (s 1 , s 2 ) concludes the proof of Theorem 1.1.
