For a tree T of order n, let (T ) = {X ∈ n | X A(T ) + I n }, where n denotes the set of all doubly stochastic matrices of order n and A(T ) denotes the adjacency matrix of T , and let µ(T ) denote the minimum permanent of matrices in (T ). Let P n denote the path of length n − 1 and K 1,n−1 the complete bipartite graph on 1 + (n − 1) vertices. In this paper, it is shown that P n and K 1,n−1 are the only trees with minimal and maximal µ-values respectively among all trees of order n.
Introduction
The permanent of an n × n matrix A = [a ij ], per A, is defined by
where S n stands for the symmetric group on {1, 2, . . . , n} [9] . Let n denote the set of all doubly stochastic matrices of order n. The set n is known to be a convex polytope [1] . For an n × n (0, 1)-matrix D, let (D) = {X ∈ n | X D} where X D means that every entry of X is less than or equal to the corresponding entry of D. Then (D) is a face of n and every face of n can be defined in this fashion [3] .
Let T n denote the set of all trees of order n. We assume that the trees in T n have vertices 1, 2, . . . , n. For a tree T ∈ T n , let A(T ) denote the adjacency matrix of T and let the set (A(T ) + I n ) be denoted by (T ) for brevity, where I n denotes the identity matrix of order n. Note that A(T ) + I n is the adjacency matrix of the graph obtained from T by introducing a loop to each of the vertices.
Let T ∈ T n and let P n denote the pat of length n − 1. It can be easily shown that (A(T )) / = ∅ if and only if n is even and T = P n , and also that (A(P n )) consists of the single matrix 
. For any tree T , every matrix in (T ) is symmetric.
Proof. We prove the theorem by induction on the order n of T . The theorem certainly holds for n = 1. Let n 2. T has a pendant vertex, say 1. We may assume that 1 is adjacent to 2 by renaming the vertices of T , if necessary. Let A ∈ (T ). Then A looks like
Since A is doubly stochastic, it must be that b = c. Let A(i|j) denote the matrix obtained from A by deleting the row i and the column j . Then, clearly, A(1|1) + diag(b, 0, 0, . . . , 0) ∈ (T − {1}). Thus, by induction hypothesis, A(1|1) + diag(b, 0, 0, . . . , 0) is symmetric and hence so is A(1|1), whence it follows that A is symmetric.
To the vertex i of T assign the weight a ii , and to the edge e ij of T joining the vertices i and j assign the weight a ij . We call the resulting weighted tree a doubly stochastic tree. Let G be a weighted graph with vertices 1, 2, . . . , n. For each vertex i, we define the volume of i, vol(i), by
where wt(·) denotes the weight function and N(i) denotes the set of all vertices which are adjacent to i. We see that the doubly stochastic trees are the 'nonnegatively' weighted trees with the property that every vertex has volume 1. In the sequel, by the permanent of a doubly stochastic treeT we mean the permanent of the doubly stochastic matrix which determines the weighting ofT .
For T ∈ T n , let
The purpose of this paper is to determine the µ-minimal and µ-maximal trees. and let
for n 3. Then F n ∈ (P n ) and
For n 3, let
. It is shown in [2] that per G n = δ n and G n is the unique minimizing matrix over (K 1,n−1 ). Let
Then by the above observations, we see that µ min (n) 1/2 n−1 and µ max (n) δ n .
In this paper, we show that in fact µ min (n) = 1/2 n−1 and µ max (n) = δ n , and that these values are achieved uniquely at the trees P n and K 1,n−1 respectively. A square matrix of order n is called fully indecomposable if it does not contain a p × (n − p) zero submatrix, 0 < p < n. We close this section with a useful lemma. 
The µ-minimal tree
In this section we determine the µ-minimal trees in T n and the doubly stochastic trees at which the µ min (n) is attained. This is the problem of minimizing the permanent function over the set
After the resolution of the Van der Waerden conjecture [5] , many of the works concerning the permanent minimization problem for doubly stochastic matrices have been focused on faces of n (see [2, 4, 7, 8, 10] , for example). We would like to point out that the set S n is not a face, not even a convex set. However S n is a 'star-like' set in the sense that the entire line segment {(1 − t)I n + tA | 0 t 1} is contained in S n for every A ∈ S n .
For (p|p) , where Eis the matrix all of whose entries are 0 except for the (q, q)-entry which is 1.
Lemma 2.1. Let T ∈ T n and let A be a minimizing matrix over (T ). If v is a pendant vertex of T , then per
Proof. Without loss of generality, we may assume that v = 1 and 1 is adjacent to 2 in T , so that A has the form
By Lemma 1.2, it follows that a / = 0 / = b, and hence that
Thus we see that
Lemma 2.2. Let T ∈ T n and let A be a minimizing matrix over (T ) of the form (2.1). If c /
Proof. Observe that
Since per A > 0, it follows that per Z / = 0 and hence that a = b by Lemma 1.2. Since a + b = 1, we have a = b = 1/2.
We now prove one of our main assertions. Theorem 2.3. For a positive integer n, let F n be the matrix in (1.1). Then (a) P n is the unique µ-minimal tree in T n , (b) µ min (n) = 1/2 n−1 and this value is attained uniquely at F n in (P n ).
Proof.
We proceed by induction on n. The theorem clearly holds for n 3. Let n 4. Let T ∈ T n be a µ-minimal tree and let A be a minimizing matrix over (T ). Then per A 1/2 n−1 . We claim that, for every pendant vertex v of T , (i) T − {v} is a µ-minimal tree in T n−1 , and (ii) A [v] is a minimizing matrix in (T − {v}).
For, let v be a pendant vertex of T . Then by Lemma 2.1,
On the other hand, since T − {v} ∈ T n−1 and A [v] ∈ (T − {v}), we have
by the induction hypothesis. From (2.2) and (2.3) it follows that per A [v] = 1/2 n−2 = µ min (n − 1) and hence that T − {v} is µ-minimal. We may assume that 1 is a pendant vertex of T . Then by the above discussion T − {1} is µ-minimal and hence T − {1} = P n−1 by induction. We can also assume that T − {1} is the path 2-3-4-· · · -(n − 1)-n. Let j be the vertex of T which is adjacent to 1. We claim that j = 2 or j = n. Suppose, on the contrary, that j / = 2, n. If n = 4, then it must be that j = 3 and T = K 1,3 . But
contradicting the µ-minimality of T . Let n 5. Then one of the subpaths P = 2-3-· · · -j , P = j -(j + 1)-· · · -n of T − {1} is of length 2. Suppose that the length of P is 2. Then j 4, and T − {2} is a µ-minimal tree in T n−1 which is not a path, contradicting the induction hypothesis. In case that the length of P is 2, we get the same contradiction.
Thus it has been proved that j = 2 or j = n. In either of the cases j = 2 or j = n, T = P n and A has the form 
If c / = 0, then by Lemma 2.2, b = 1/2 which makes the row 2 of A have sum >1, an impossibility. Thus c = 0 which yields a = b = 1/2 so that A = F n , and the proof is complete.
The µ-maximal tree
In this section we determine the µ-maximal trees in T n and the doubly stochastic trees at which the µ max (n) is attained. Recall that for n 3, G n and δ n are the matrix and the number defined in (1.2) and (1.3) respectively. For a positive real number a, the function f a (x) defined by
is strictly increasing on the interval x > 0.
Proof. Taking 'log' of both sides of (3.1), we have
which is differentiated as
Since a > 0, we have
Therefore, on the interval x > 0, the function log f a (x) is strictly increasing and hence so is f a (x).
Lemma 3.2. The number δ n has the following properties:
(a) For any positive integer p, g p (k) = δ k+p /δ k is a strictly increasing function of k for k 3. (b) δ n−q δ q < δ n for any pair of positive integers n and q with 3 q n − q. f p (x) be the function defined in (3.1) with a = p. Then
Proof. (a) Let
, and the assertion of (a) follows from Lemma 3.1.
(b) We first show that for q > 4,
or equivalently
With the function g in (a), we note that
Since 3 < n − q, from (a) there follows (3.3) i.e. (3.2) . We now show δ n−3 δ 3 < δ n , (3.4) which is equivalent to
By (a), we have
Thus (3.5) and hence (3.4) is proved. Now the assertion of (b) follows from (3.2) and (3.4).
The maximal length of a path in a graph G is called the diameter of G and is denoted by diam(G). For example diam(P n ) = n − 1 and diam(K 1,n ) = 2 for n 2.
Proof. Let T be a µ-maximal tree in T n . Then µ(T ) δ n . Let d = diam(T ). Then T has a path of length d. Without loss of generality we may assume that the path is
The values log 2 (1/δ n ) play an important role in determining µ-maximal trees. We prepare these values for some small n's (Table 1) . Now we are ready to prove our final theorem. Then A ∈ (T ), and hence
contradicting the µ-maximality of T . Thus it must be that diam(T ) = 2 which means that T = K 1,4 . Let n 6, and let T be a µ-maximal matrix in T n . Suppose that d = diam(T ) 3. T has a path of length d, say 1-2-· · · -(d + 1) . Take a vertex i in the path such that 2 i < i + 1 d. Let e = e i,i+1 , the edge joining i and i + 1. Then, since e is a bridge of T , T − {e} has two components, say T and T . Let q be the order of T , then the order of T is n − q, and q, n − 1 2. Without loss of generality, we may assume that n −2. Note that T , T are also trees. Let A , A be minimizing matrices over (T ) and (T ) respectively. Then A ⊕ A ∈ (T ) and hence µ
(T ) per (A ⊕ A ) = (per A )(per A ).
If q 3, then by induction, per A δ q , per A δ n−q and hence µ(T ) δ q δ n−q < δ n by Lemma 3.2(b), contradicting the µ-maximality of T .
Suppose that q = 2. Then T = P 2 and A = F 2 , where F 2 is the matrix defined in (1.1), so that per A = 1/2 and µ(T ) δ n−2 /2 since per A δ n−2 . By Lemma 3.2(a), we have that δ n δ n−2 δ 6 δ 4 = 0.55296 > 1 2 ,
i.e., that δ n−2 /2 < δ n . Thus µ(T ) < δ n , again contradicting the µ-maximality of T . Therefore it must be that diam(T ) = 2, i.e., that T = K 1,n−1 .
Since per G n = δ n and G n is the unique minimizing matrix over (K 1,n−1 ), the proof is complete.
