Cell-free Massive MIMO (multiple-input multiple-output) is a promising distributed network architecture for 5G-and-beyond systems. It guarantees ubiquitous coverage at high spectral efficiency (SE) by leveraging signal co-processing at multiple access points (APs), aggressive spatial user multiplexing and extraordinary macro-diversity gain.
suppresses its own interference, but not interference from other APs-unlike centralized ZF with global CSI knowledge at the CPU. The performance of FZF is affected by the quality of the CSI the AP is able to acquire, the available spatial degrees of freedom, i.e., the number of AP antennas M and the number of orthogonal spatial directions we wish to cancel the interference towards-which is equal to the number of mutually orthogonal pilots τ P . If the condition M > τ P is not fulfilled, then full-pilot ZF cannot be implemented [20] , [21] . While reducing τ P increases the pilot contamination and further degrades the channel estimates, larger M increases in general the complexity at the AP (hardware, data processing, etc.).
The scope of this paper is to propose a fully distributed and versatile precoding scheme providing an adaptable trade-off between interference mitigation and power increase, whose effective operation is not constrained by the number of AP antennas.
B. Contributions
The main technical contributions of the paper can be summarized as follows:
• We propose two fully distributed precoding schemes, referred to as local partial zero-forcing (PZF) and local protective partial zero-forcing (PPZF), that provide interference cancelation gain with no additional front-hauling overhead, and can be implemented by APs with very few antenna elements.
• For the proposed precoding schemes, we derive closed-form expressions for an achievable downlink spectral efficiency, under the assumption of independent Rayleigh fading. These expressions take into consideration channel estimation errors and pilot contamination. • We devise an algorithm to globally solve the max-min fairness power control optimization problem subject to per-AP power constraint. This optimization problem has structural similarity to that in [12] and it is based on the closed-form SE expressions we derived. • We quantitatively compare the performance of PZF and PPZF with MRT, FZF and local regularized ZF both with optimal max-min fairness power control and a distributed heuristic channel-dependent power control strategy.
II. SYSTEM MODEL
Let us consider a cell-free Massive MIMO system operating in TDD, wherein L APs equipped with M antennas each are able to jointly coherently serve K single-antenna users, and LM ≫ K.
The APs are connected to multiple central processing units (CPUs) through a front-haul network. 6 The channel vector between an AP l and a UE (user equipment) k is denoted by h l,k ∈ C M ×1 , and captures the effects of small-scale and large-scale fading. We assume the following:
• perfect channel reciprocity. The channel is reciprocal as a result of a perfect calibration of the hardware chains (accurate calibration is achievable by off-the-shelf methods [22] );
• block-fading channel model, i.e., the channel is constant within a time-frequency interval referred to as the coherence interval, and varies independently between coherence intervals;
• independent Rayleigh fading channel, h l,k ∼ CN (0, β l,k I M ), where β l,k is the large-scale fading coefficient (channel variance) between AP l and UE k, constant over the antenna elements (i.e., β l,k does not depend on the antenna element index m, m = 1, . . . , M).
• large-scale fading coefficients known a-priori at each AP. The large-scale fading coefficients vary slowly, in the range of several coherence intervals and depending on the UE mobility.
Hence, we assume that the channel variances are estimated at an early stage and these estimates are used afterwards to estimate the current channel response;
• infinite capacity of the front-haul network. The performance of cell-free Massive MIMO with front-haul capacity constraints was investigated in [23] .
Let τ C denote the length, in samples, of the TDD frame, chosen to fit the shortest coherence interval of the users in the network. The TDD frame consists of three phases: (i) UL pilot transmission (or UL training); (ii) UL data transmission; and (iii) DL data transmission. We let τ P denote the UL training length, and τ D = τ C − τ P the number of samples per TDD frame spent on data transmission. The number of samples spent for DL data transmission and UL data transmission are given by ξτ D and (1 − ξ)τ D , respectively, where 0 < ξ < 1.
A. Uplink Training
In the UL training phase, each AP acquires the CSI of all the UEs. UL training is a crucial activity since, by virtue of the channel reciprocity, both UL detection and DL precoding rely on how well the APs learn the channel. Each UE sends simultaneously a pilot, i.e., a sequence known a-priori, to all the APs. The length of the UL training τ P determines the length of the pilot sequences as well as the number of orthogonal pilots that are available. The longer the UL training phase is, the better the channel estimation is. However, the increase of τ P subtracts resources to the data which reduces the spectral efficiency. Let i k ∈ {1, . . . , τ P } be the index of the pilot used by UE k. We define φ i k ∈ C τP ×1 the pilot sequence assigned to UE k. We assume τ P < K, meaning that some UEs share the same orthogonal pilot sequence. In this regard, we define P k ⊂ {1, . . . , K} as the set of indices, including k, of UEs assigned with the same pilot as UE k. Hence, for any UE t with t = k, i k = i t ⇔ t ∈ P k . The pilot sequences are mutually orthogonal and normalized such that
The pilot signal sent by UE k to all the APs is √ p k φ i k , where p k is the UL normalized transmit power. We assume that the UEs transmit with full power. The pilot signal received at an AP l is
where N l ∈ C M ×τP is a Gaussian noise matrix whose elements are i.i.d. CN (0, 1).
In order to estimate the channel to UE k, AP l first correlates the received pilot signal with the corresponding pilot sequences φ i k , then it performs minimum mean square error estimation (MMSE). The MMSE channel estimateĥ l,k can be derived as [24] 
where c l,k is defined as
The estimation error is given byh l,k = h l,k −ĥ l,k . The estimate and estimation error are independent and distributed asĥ l,k ∼ CN (0, γ l,k I M ), andh l,k ∼ CN (0, (β l,k − γ l,k )I M ), respectively, where γ l,k is the mean-square of the estimate, i.e., for any antenna element m, m = 1, . . . , M,
Remark 1 (Pilot contamination): For any pair of UEs k and t, with t ∈ P k , t = k, the respective channel estimates to any AP l are linearly dependent aŝ
The APs are not able to spatially separate linearly dependent channels. This is the essence of the pilot contamination.
B. Downlink Data Transmission
In canonical cell-free Massive MIMO, all the APs serve all the UEs in the network, in the same time-frequency resources. Coherent joint transmission has higher front-hauling requirements than non-coherent transmission as the former needs phase-synchronization between the APs.
To reduce the amount of overhead exchanged over the front-haul network, precoders can be conveniently designed at each AP, by exploiting the channel reciprocity and using only local CSI [14] . Distributed precoding also ensures the scalability of the system when the number of APs and UEs grows large. The data signal transmitted by AP l to all the UEs is given by
where w l,i k ∈ C M ×1 is the precoding vector used by AP l towards UE k and all the UEs using pilot i k (as result of Remark 1), with E w l,i k 2 = 1; ρ l,k is the normalized transmit power, satisfying a per-AP power constraint (described in Section IV). The data symbol q k has unit power, E {|q k | 2 } = 1, and zero mean, and we assume that the data symbols are uncorrelated, i.e., E {q k q * t } = 0 for any t = k. Remark 2 (Clustering): By constraining the power control coefficient ρ l,k to be zero, AP l is excluded from the service of UE k. In such a way, one can design APs cooperation clusters that serve a given UE, or, from the AP viewpoint, UEs clusters served by a given AP.
As outlined in Remark 1, when τ P < K, some of the estimated channels are parallel. Hence, the matrix of the channel estimates,Ĥ l = [ĥ l,1 , . . . ,ĥ l,K ] ∈ C M ×K , is rank-deficient. The corresponding full-rank matrix of the channel estimates,H l , is given bȳ
where Φ = [φ 1 , . . . , φ τP ] ∈ C τP×τP is the pilot-book matrix. Hence, the channel estimate between AP l and UE k can be expressed in terms ofH l aŝ
where e i k denotes the i k -th column of I τP .
Remark 3 (Pilot-to-Precoder Mapping):
The precoders at AP l are designed by using the fullrank matrix,H l , whose dimension is M × τ P . Each AP can effectively construct τ P precoding vectors, namely one per orthogonal pilot, and the same precoding vector is adopted towards those UEs sharing the same pilot. In order to constructH l , AP l needs to acquire at least one channel estimate per uplink pilot.
At UE k, the received data signal can be written as
where the first term is the desired signal, the second term describes the multi-user interference (all the signal components intended for UE t, t = k), and the third term is i.i.d. Gaussian noise at the receiver, n k ∼ CN (0, 1).
III. PERFORMANCE ANALYSIS
We evaluate the performance, in terms of downlink spectral efficiency (SE) [bit/s/Hz/user], provided by a cell-free Massive MIMO system, modeled as described in Section II, for different precoding schemes. All the schemes considered and proposed in this section can be implemented in a distributed fashion at each AP by using only local CSI.
A. Downlink Spectral Efficiency
A lower bound on the ergodic capacity, i.e., an achievable SE, can be found by using the bounding technique in [10, Sec. 2.3.2], [25] , and [26] , known as hardening bound. To obtain the hardening bound we first rewrite (9) as
where CP k , PU k , and UI kt represents the coherent precoding gain, precoding gain uncertainty, and multi-user interference, respectively, defined as
As described in (10), UE k effectively sees a deterministic channel (CP k ) with some unknown noise. Since q k and q t are uncorrelated for any t = k, the first term in (10) is uncorrelated with the third term. Furthermore, q k is independent of PU k , thus the first and the second terms are uncorrelated. By assumption, the noise (fourth) term is independent of the first term in (10) .
Therefore, the sum of the second, third, and fourth term in (10) can be treated as an uncorrelated effective noise. By invoking the arguments from [10, Sec. 2.3.2], [25] , an achievable downlink SE for UE k can be written as stated in Theorem 1.
Theorem 1:
A lower bound on the downlink ergodic capacity of a UE k is given by
where the effective SINR is
Expression (14) is valid regardless of the precoding scheme used. Next, we derive closed-form expressions for the achievable SE provided by different precoding schemes, under the assumption of independent Rayleigh fading channel.
B. Maximum Ratio Transmission
For the sake of self-containment, we herein present the closed-form expression for the achievable downlink SE, if the multi-antenna APs utilize MRT. Such expression was already given in [27] . The MRT precoding vector constructed by AP l towards UE k, denoted by w MRT l,i k , is
where θ l,k = E |[H l e i k ] m | 2 , for any antenna element m of AP l, and θ l,k = γ l,k /c 2 l,k . By plugging (16) into (15) , and calculating the corresponding expected values, the achievable downlink SE is obtained in closed form for MRT precoding as in Theorem 1, where
C. Full-pilot Zero-Forcing Precoding
Full-pilot zero-forcing (FZF) precoding was investigated in [21] for multi-cell co-located Massive MIMO systems. Unlike canonical ZF that only suppresses intra-cell interference, FZF has also the ability to suppress inter-cell interference in a fully distributed and scalable fashion.
In cell-free Massive MIMO, FZF can be implemented by multi-antenna APs and its performance has been evaluated in our preliminary work [20] . The local nature of this precoding strategy is extremely important to preserve the system scalability, which is crucial in cell-free
Massive MIMO, thus we use the terminology local FZF to stress this aspect. The local FZF precoding vector, used by AP l towards UE k, is given by
Under the assumption of independent Rayleigh fading channel, the normalization term in (18) is given in closed form by
which follows from [28, Lemma 2.10], for a τ P × τ P central complex Wishart matrix with M degrees of freedom satisfying M ≥ τ P + 1. We stress that, any AP l can design the ZF precoders by only using its local CSI, i.e.,H l . This yields at least two benefits:
1) there is no need of any centralized computation of the precoding vectors at the CPU. As a consequence, there is neither exchange of instantaneous CSI from the APs to the CPU nor information about the computed precoding vectors fed back from the CPU to the APs.
2) lower complexity. The precoding vector design requires the computation of the pseudo-
In contrast, canonical ZF, performed at the CPU, would require global CSI knowledge and the computation of the pseudo-inverse matrixH H HH −1 , whereH = H 1 , . . . ,H L T has dimension LM × τ P .
FZF suppresses interference towards all the UEs unless they share the same pilot:
Importantly, with local FZF, an AP can only suppress its own interference, but not interference from other APs (as instead global zero-forcing would enable to). The capability to cancel interference is highly dependent on the quality of the acquired CSI, and on the number of AP's antennas, which must meet the requirement M > τ P .
By substituting (20) into (15) , and computing the corresponding expected values, the ergodic SE is obtained in closed form for full-pilot ZF precoding as in Theorem 1, where
Proof: See Appendix A.
Unlike centralized ZF, local FZF is a scalable precoding scheme as it is implemented in a fully distributed fashion. Moreover, the latter has lower complexity and allows faster precoder computation due to the smaller pseudo-inverse matrices. Compared to MRT, local FZF provides interference cancelation gain with no additional front-hauling overhead. The cost is a loss in array gain of τ P .
D. Local Partial Zero-Forcing Precoding
In this section, we describe our first proposed precoding scheme named local "partial" zeroforcing (PZF). The principle behind this scheme is that each AP only suppresses the interference it causes to the strongest UEs, namely the UEs with the largest channel gain and that it presumably interferes the most with. Conversely, the interference caused to the weakest UEs is tolerated.
More specifically, for any AP l, the set of the active UEs is virtually divided in two disjoint subsets: (i) strong UEs, and (ii) weak UEs. We define S l ⊂ {1, . . . , K}, and W l ⊂ {1, . . . , K} as the set of indices of strong and weak UEs, respectively. Note that
The UE grouping can follow different criteria. For instance, it may be based on the mean-square of the channel gain: a UE k belongs to S l if β l,k is above a predetermined threshold, else UE k belongs to W l .
Remark 4 (Grouping co-pilot UEs):
UEs assigned with the same pilot are grouped together as an AP is not able to separate them spatially. Let UE t ∈ P k and UE k ∈ S l , then UE t ∈ S l .
Let τ S l ≤ τ P be the number of different pilots used by the UEs ∈ S l , and R S l = r l,1 , . . . , r l,τ S l the set of the corresponding pilot indices. The matrix that collects only the pilots of the UEs ∈ S l is given by Φ S l = ΦE S l , where E S l = [e r l,1 , . . . , e r l,τ S l ] ∈ C τP×τ S l , and e r l,i is the r l,i -th column
Local PZF operates as follows: AP l transmits to all the UEs ∈ S l by using local FZF, and to all the UEs ∈ W l by using MRT. The signal x l , sent by AP l employing PZF, is thus given by
where w MRT l,i j is given in (16) , and w PZF l,i k is defined as
Under the assumption of independent Rayleigh fading channel, the normalization term in (23) is given, in closed form, by
which follows from [28, Lemma 2.10], for a τ S l × τ S l central complex Wishart matrix with M degrees of freedom satisfying M ≥ τ S l + 1.
Remark 5 (PZF generalizes FZF):
The PZF precoding vector reduces to the FZF precoding
then τ S l = τ P and E S l = I τP . As a result, ε j l,k = e i k and (23) becomes identical to (18) .
PZF only orthogonalizes the τ S l channels in the matrixH l E S l . The (intra-group) interference between UEs ∈ S l is actively suppressed, while the (inter-group) interference between UEs ∈ S l and UEs ∈ W l is managed as in MRT. Hence, for any pair of UEs
which is computed by following the same approach in (20) . For any pair of UEs
If t / ∈ P k , the expectation in (26) is zero, sinceĥ l,k is independent of w MRT l,it and zero-mean RV. If t ∈ P k , then w MRT l,it andĥ l,k are linearly dependent and the result in (26) is obtained by applying (16) . For any pair of UEs k, t in different groups, it must hold that t / ∈ P k , since co-pilot UEs are placed in the same group. Hence,ĥ l,k is independent of w l,it , and E ĥ H l,k w l,it = 0. Clearly, PZF is performed locally at each AP, and it does not require any CSI to be exchanged between APs and CPU. The UE grouping varies from AP to AP as it is based on local statistical CSI, but neighbouring APs might have similar or identical sets S and W. From the UE viewpoint, a UE k is differently served by two disjoint subsets of APs. Let Z k and M k denote the set of indices of APs that transmit to UE k by using w PZF l,i k and w MRT l,i k , respectively, defined as
The received data signal at the UE k can be written as
Utilizing the same capacity bounding technique as in Section III-A, the effective SINR, assuming PZF precoding, is given by
By plugging (23) and (16) into (28), and computing the expected values, the ergodic SE is obtained in closed form for PZF precoding as in Theorem 1, where
and
Proof: See Appendix B.
For any UE k, the array gain from AP l is either
The latter is larger than (at most equal to) the array gain that FZF would provide, since τ S l ≤ τ P . Note that, if Z k = {1, ..., L} ∀k, k = 1, . . . , K, then all APs serve all the UEs with FZF, thus τ S l = τ P , δ l,k = 1 ∀l, k, and (29) reduces to (21) . Conversely, if M k = {1, ..., L} ∀k, k = 1, . . . , K, then all APs serve all the UEs with MRT, thus τ S l = 0, δ l,k = 0 ∀l, k, and (29) reduces to (17) .
Pointing out the role of the function δ ·,· , the SINR expression in (29) tells us that, for any UE k, the coherent precoding gain (i.e., numerator) depends on the precoding scheme used towards UE k, while the coherent interference (i.e., first term of the denominator) depends solely on the precoding scheme used towards the co-pilot UEs (any UE t ∈ P k \ {k}). Interestingly, the non-coherent interference (i.e., second term of the denominator) can be significantly reduced only if both UE k and any UE t are in S l . Hence, all the UEs in the strong UE set suffer from, besides pilot contamination, non-coherent interference due to the UEs served by MRT.
In the literature, the principle of using a number of antennas for interference cancelation and the rest for signal boosting is not certainly new. Different flavours of partial zero-forcing precoding/combining schemes were analyzed in the context of MIMO communications [29] , [30] , and recently in millimeter wave cellular networks [31] and cell-free Massive MIMO [32] .
However, earlier works assume perfect CSI knowledge and the key novelty of our work is how we combine the channel estimation with the construction of the PZF precoding vector.
E. Local Protective Partial Zero-Forcing
As described in the previous section, with PZF, the UEs in S l experience, besides interference from pilot contamination, non-coherent interference from the signals transmitted to the UEs in W l . To significantly reduce this interference, we propose an enhanced PZF scheme that guarantees full "protection" to the strong UEs by forcing the MRT to take place in the orthogonal complement ofH l E S l . We refer to this scheme as protective partial zero-forcing (PPZF). Let
denote the projection matrix onto the orthogonal complement ofH l E S l . The MRT precoding vector from AP l to the UEs ∈ W l is now given by
By design, we haveĥ H l,k B l = 0, if k ∈ S l . The effective per-user SINR achieved by this scheme is equal to (28) , but replacing w MRT l,i j with w PMRT l,i j . The ergodic SE for the PPZF scheme is given in closed form by Theorem 1, where
Proof: See Appendix C.
Comparing (29) with (33), we observe that the use of PPZF gives the array gain M − τ S l in any case, regardless of whether k ∈ S l . Importantly, the non-coherent interference solely depends on the precoding scheme used towards UE k, meaning that if k ∈ S l , then the non-coherent interference almost vanishes (a small contribution survives due to the channel estimation errors).
The philosophy of this precoding scheme might be summarized with the motto "to protect and to serve", in that it guarantees full interference protection-except for pilot contaminationto UEs with good channel conditions, while still providing service to UEs with poor channel conditions. PPZF offers a balance between interference cancelation and boosting of the desired signal. This balance is adjustable by properly setting the UE grouping criterion, letting τ S l satisfy the condition M > τ S l . Such a versatile scheme can provide excellent interference cancelation gains even with APs equipped with few antenna elements.
F. Local Regularized Zero-Forcing
Similarly to PZF and PPZF, regularized zero-forcing (RZF) offers, but simultaneously to all the UEs, a trade-off between interference suppression and boosting of the intended signal [33] .
The regularized zero-forcing (RZF) precoding vector is obtained by adding a regularization term-a diagonal matrix whose elements relate to the SNR −1 at each UE-to the matrix to be inverted when defining the pseudo-inverse of the channel estimates. In this paper, we are interested in a local RZF scheme wherein the precoding vector is function only of the local channel estimates collected at each AP. The RZF precoding vector designed by AP l towards UE k is, similarly to [26] , defined as
where P l = diag(ρ l,1 , . . . , ρ l,K ) ∈ R K×K , andê k is the k-th column of I K . Unlike the precoding schemes described above, an AP must construct K RZF precoding vectors, one for each UE, if different power levels are allocated among the UEs.
Deriving a closed-form expression for the achievable SE is, due to the regularization term, intractable and beyond the scope of this paper. Hence, we evaluate the achievable SE by using (14) , inserting (34) into (15) , and computing the corresponding expectations by Monte-Carlo simulations for any choice of the RZF precoding vectors.
IV. POWER CONTROL

A. Max-Min Fairness
Max-min fairness power control consists in maximizing the lowest user's downlink SE, and providing uniform service throughout the network. Such egalitarian policy might penalize UEs with high channel quality as their SEs would be lowered to increase those of the UEs with poor channel quality. This especially occurs in cellular massive MIMO where cell-edge UEs experience bad channel conditions due to significant path-loss and inter-cell interference [10] , [26] . Conversely, in cell-free massive MIMO, the distributed topology and the user-centric transmission lead to more uniform user's channel conditions [12] . 
Next, we provide a general formulation for the max-min power control optimization problem, subject to per-AP power constraint, and demonstrate that a global optimum can be computed by solving a second order cone program (SOCP). The (normalized) transmit power at AP l,
is constrained by ρ max
The max-min fairness power control optimization problem is formulated as follows
where the superscript "ps" stands for "precoding scheme", ps = {MRT, FZF, PZF, PPZF}, and
The values that the terms g ps l,k,t and z ps l,k,t assume for the precoding schemes presented in Section III, are summarized in Table IV- 
where ν is the minimum SINR among the UEs that we aim to maximize. The max-min optimization problem in (39) has structural similarity to that in [12] . Following the same approach as in [12] , we next show that problem (39) can be solved for a fixed ν as a SOCP.
We can denote u ′ i to as the i-th row of U. We also let z t,i = z ps 1,t,i , . . . , z ps L,t,i T and g t,i = g ps 1,t,i , . . . , g ps
where t ′ 1 , . . . , t ′ |P k \{k}| are the UE indices ∈ P k \{k}, and • denotes the element-wise (Hadamard) product. Finally, (39) is reformulated as
The constraints (40b) and (40c) are both second-order cones with respect to {ρ i,t }, but jointly in {ρ i,t } and ν. Consequently, (40) is a convex program if ν is fixed, and the optimal solution can be obtained by using interior-point methods, e.g., CVX toolbox [34] . Moreover, since (40b) is increasing function of ν, the solution to (40) is obtained by solving the corresponding feasibility problem, through bisection method [35] . Therefore, when the updating frequency of the power control coefficients is relatively low, optimal power control is efficiently practicable.
B. Distributed Heuristic Channel-Dependent Strategy
A less performant but scalable solution consists in implementing power control in a distributed fashion at each AP, and letting the power control coefficients depend exclusively on the local longterm channel statistics. More specifically, setting the power control coefficients to be proportional (at a proper rate) to users' channel gain yields good performance [12] , [17] , [36] , [37] . Similarly, in this paper, we consider a distributed heuristic power control policy where the power control coefficients are set as
This choice for the power control coefficients fulfils the per-AP power constraint (36) with equality (i.e., full power transmission) and, being the allocated power proportional to γ l,k , adheres to the rule: "the better the channel is the more power is allocated".
V. NUMERICAL RESULTS
The performance of the proposed precoding schemes are numerically evaluated, analyzed and discussed in this section. We firstly introduce the network setup and the parameters considered in our simulations.
A. Simulation Scenario
We consider an area of size D × D squared meters, wrapped-around by eight twin areas in order to simulate no cell boundaries. APs and UEs are uniformly distributed at random, and the cumulative distributed function (CDF) presented next corresponds to several network snapshots, i.e., different realizations of AP/UE positions.
The large-scale fading coefficients {β l,k } incorporate pathloss and shadow fading, as follows
where PL l,k represents the pathloss, and 10 σ sh z l,k 10 models log-normal shadow fading with standard deviation σ sh and z l,k ∼ N (0, 1) . The pathloss follows the 3GPP Urban Microcell model in [38, 
where d l,k is the distance between AP l and UE k including AP and UE's heights. The shadow fading accounts for spatial correlations both between APs and between UEs by
where a l ∼ N (0, 1) and b k ∼ N (0, 1) are independent RVs modeling the shadow fading impact on the channels from AP l to all the UEs and from UE k to all the APs, respectively, and the parameter ̺ provides weighting for these impacts. The shadowing terms are correlated as
where d AP l,i is the distance between AP l and AP i, d UE k,t is the distance between UE k and UE t, and 9 meters is the decorrelation distance [38] .
The following settings are adopted in the simulations, unless otherwise stated: D = 1000 m, Finally, we assume that the τ P < K UL pilot sequences are randomly assigned to the UEs. Fig. 1 shows the CDFs of the SEs achieved by the precoding schemes described in Section III.
B. Performance Evaluation
In this initial comparison, the setup consists in L = 200, M = 16, τ P = 15, and K = 20. The heuristic distributed channel-dependent power control policy (hereafter HCD) is adopted. The UEs grouping strategy in PZF and PPZF relies, inspired by [27] , on the following rule
according to which AP l constructs its setŜ l by selecting the UEs that contribute at least υ% of the overall channel gain. The final strong UE set S l is given by the UEs inŜ l plus the remaining UEs that use any pilot used inŜ l . In (45), {β l,1 , . . . ,β lK } indicates the set of the large-scale fading coefficients sorted in descending order. In the example shown in Fig. 1, we set υ = 0.95. For any AP l, υ is conveniently adjusted (lowered), if the resulting τ S l does not fulfil the condition M > τ S l . From Fig. 1(a) , we first observe that the gain of the interferencesuppression schemes with respect MRT is quite significant, especially for the UEs with good channel conditions. PZF and PPZF outperform FZF providing up to 25% improvement in terms of per-user SE. FZF suffers from modest array gain M − τ P as almost all the degrees of freedom are exploited to cancel the interference. By contrast, PZF and PPZF only cancel the interference among the strong UEs, using τ S l ≤ τ P degrees of freedom and taking advantage of a larger array gain. Hence, it is not necessary to cancel interference towards all the available orthogonal directions. PPZF improves the upper SE percentiles compared to PZF, thanks to its protective nature towards the UEs with larger channel gain. Up to an additional 7% can be gained, in terms of sum SE, by using PPZF, as shown in Fig. 1(b) . PPZF and PZF have great ability to mitigate both coherent and non-coherent interference, while MRT and FZF suffer from excessive coherent interference but for two different reasons: MRT does not suppress interference by nature, whereas FZF experiences small array gain since all the available degrees of freedom are exploited to cancel the interference. Lastly, from Fig. 1 we can observe that the results obtained in closed form (solid curves) and by Monte-Carlo simulations (markers), for each precoding schemes, are precisely overlapped, which proves the high accuracy of our closed-form expressions.
In Fig. 2 , we slightly change the simulation scenario by setting τ P = 10. By reducing τ P , we increase the pilot re-use, hence the pilot contamination. Consequently, the ability to suppress the interference reduces and, compared to the setup in Fig. 1, PZF of the setup, PPZF performs as well as RZF (benchmark), suggesting that (33) might be a reliable closed-form expression to estimate the performance of RZF.
In Fig. 3 we present the results achieved by using max-min fairness (MMF) power control.
The simulation setup consists in L = 100, M = 8, τ P = 7, and K = 10. We keep the AP and UE density constant by reducing the simulation area to 500 × 500 squared meters. Firstly, we point out how powerful MMF is for increasing the minimum service provided throughout the network. For instance, PPZF with MMF can guarantee up to 6-fold 95%-likely SE improvement over PPZF with HCD power control. With MMF power control, PZF and PPZF are the best precoding schemes and are identical: the opportunistic nature of PPZF is balanced out by the egalitarian philosophy of MMF. Since a closed-form expression for RZF is not available, we evaluate its performance numerically (by Monte-Carlo simulations), plugging different sets of power control coefficients into (34) and (15) . In Fig. 3 } optimized for PPZF are used for power allocation and {ρ HCD l,k } are used to define the regularization term in (34) . The dynamic range of the coefficients {ρ HCD l,k } is much smaller than that of {ρ MMF l,k }, thus the former are more suitable to regularize the matrix inversion.
In Fig. 4 we emphasize the implementation versatility of PZF and PPZF versus the limitations of the FZF scheme. When τ P is fixed, PZF, PPZF and RZF can be implemented by APs equipped with any number of antenna elements, while to implement FZF, the condition M > τ P must be fulfilled-else the FZF pseudo-inverse matrix is not defined. Fig. 4(a) shows, for instance, that 6 antennas are needed for PPZF to guarantee a median SE of 3 bit/s/Hz/user, against 8 antennas for FZF. From Fig. 4(b) , we observe that FZF constraints the number of available orthogonal pilots, and much higher SEs can be achieved by RZF, PPZF and PZF in the operation regime in which FZF cannot be implemented.
The performance of PZF and PPZF deeply depend on the criterion used to split strong and weak UEs. Until now, in our simulations we have considered the UE grouping strategy in (45) with υ = 95%. The choice of this threshold value needs further motivation. Fig. 5(a) illustrates the median per-user SE, averaged over many large-scale fading realizations, versus υ. Simulation settings resemble those in Fig. 1, but with K = 40. The optimal SE can be achieved when the strong UE set consists of the UEs whose channel gain, towards a given AP, corresponds to the 95% of the overall channel gain. The remaining UEs are grouped in the weak UE set, unless they do not share any pilot with UEs in the strong UE set (see Remark 4) . With this setup, 1/3-1/2 of the UEs are selected to be part of S l and τ S l is 4-6, on average. A large value for υ (e.g., υ = 100%) would group more UEs in the strong UEs set, and employ more degrees of freedom to suppress modest levels of interference at the cost of a reduced array gain. The loss in array gain is larger then the additional interference cancelation gain. On the other hand, a small value for υ would group more UEs in the weak UE set, and employ less antennas to cancel interference. However, intolerable interference would decrease the SE, despite the increased array gain. Note that, PZF and PPZF reduce to MRT if υ = 0%, or to FZF if υ = 100%.
The same approach as in (45) can be used to select a subset of APs that will serve a given UE [13] , [27] . AP selection (or AP clustering) is necessary to preserve the system scalability, i.e., the ability of the network to handle a growing amount of work (data processing, signaling, power control, etc.) by adding UEs to the system. Fig. 5(b) shows the median per-user SE, averaged over many large-scale fading realizations, versus κ, i.e., the threshold used to form the user-specific AP clusters as follows
where |A k | is the cardinality of the user-k-specific AP cluster, and {β 1,k , . . . ,β L,k } is the set of the large-scale fading coefficients sorted in descending order. The simulation settings resemble those in Fig. 5(a) the almost identical performance of PPZF and PZF in Fig. 5(b) .
One may wonder whether serving the weak UEs pays off. The answer is given in Fig. 6 which shows the CDF of the 95%-likely SE achieved by PPZF and the variant of PPZF, denoted by PPZF \{MRT}, in which the weak UEs receive no service, i.e., there is no transmission by using MRT. We focus on the 95%-likely SE since caring of the UEs with poor channel conditions might have only impact on the lower percentiles of the CDF of the SE. As we can see in Fig. 6 , serving the weak UEs yields substantial gains when the ratio K/M (τ P /M) is large, as UEs with relatively good channel gain might be grouped by many APs in the weak UE set due to the lack of degrees of freedom and receive no service. Conversely, if the ratio K/M is small, then it is quite likely that any UE k belongs to many strong UE sets, and receiving service from the APs in M k does not bring any additional benefit.
VI. CONCLUSION
The proposed local partial zero-forcing and local protective partial zero-forcing are versatile distributed precoding schemes that can significantly improve the spectral efficiency of a cell-free
Massive MIMO system, compared to the traditional MRT and ZF precoding schemes. Especially, protective partial zero-forcing may, in many scenarios of practical interest, outperform partial zero-forcing by providing full interference protection towards the users with better channel conditions. The proposed schemes perform as well as regularized zero-forcing (benchmark), and the corresponding closed-form expressions we derived are valuable to devise optimal power control strategies that are also suitable for regularized zero-forcing. Moreover, regularized zeroforcing requires the APs to construct one precoding vector per user, while one precoding vector per orthogonal pilot is needed when partial zero-forcing or protective partial zero-forcing are implemented. This results in lower complexity as τ P ≤ K.
APPENDIX
A. Proof of Corollary 1
We first compute in closed form the numerator in (15) , that is
where α ZF l,k,k is defined in (20) . The first term in the denominator of (15) is given by
where in (a) the cross-expectations vanishes ash l,k is independent of w ZF l,it and zero-mean RV. Plugging (47) and (48) into (15) gives (21) .
B. Proof of Corollary 2
Plugging (25) and (26), for t = k, into the numerator of (28), and exploiting the independence between the channel estimation errors and the estimates, yields
where δ l,k is defined in (30) . The first term of the denominator in (28) can be decomposed as
We first focus on the last term of the RHS in (50), where w MRT p,it is defined only if UE t ∈ W p , and consider UE k ∈ W p . 
where we have exploited the following: (a) h p,k is a zero-mean RV independent of w MRT p,it when t ∈ W p \ P k ; (b)h p,k is independent ofĥ p,k and w MRT p,it , when t ∈ P k , and zero-mean RV; (c)ĥ H p,k w MRT p,it is independent ofĥ H q,k w MRT q,it when p = q, asĥ l,k ∼ CN (0, γ l,k I M ) ∀l, k. Now, we compute in closed form the first term of the RHS in (50), where w PZF l,it is defined only if UE t ∈ S l . If UE k ∈ S l , then following the same methodology as in Appendix A, but applying (25), yields 
since h l,k is a zero-mean RV independent of w PZF l,it . Combining (54) and (55), for any k, we have 
Given l ∈ Z t and p ∈ M t , Z t ∩M t = ∅ implies that h H l,k w PZF l,it and (w MRT p,it ) H h p,k are independent, thus the expectation E h H l,k w PZF l,it (w MRT p,it ) H h p,k in the second term of the RHS in (50) can be divided in two parts, and by using (25) and (26) , it is given bŷ
where t ∈ P k implies that k belongs to the same group of t, namely k ∈ S l and k ∈ W p , and t / ∈ P k must be intended as t ∈ S l \P k , t ∈ W p \P k . Plugging (57) into the second term of the RHS in (50) gives ρ l,t (β l,k −δ l,t δ l,k γ l,k ),
where in (e) we use the fact that t ∈ P k =⇒ δ l,t = δ l,k and δ l,t = δ l,t δ l,k . Substituting (49) and (59) into (28) , gives (29) .
C. Proof of Corollary 3
The proof of Corollary 3 is almost identical to what is given in Appendix B for Corollary 2.
The only difference is that the precoding vector for the MRT at AP l now projects the signal to the M − τ S l dimensional subspace orthogonal to the column space ofH l E S l . This projection implies that, for any UE t, k ∈ W l , with t ∈ P k 
where (a) follows from [ 
