By explicitly representing well-stirred chemical reaction systems with independent, unit Poisson processes we develop a new adaptive tau-leaping procedure. The procedure developed is novel in that we enforce any leap condition via a post-leap check as opposed to performing a pre-leap tau selection. Further, we perform the post-leap check in such a way that the statistics of the sample paths generated will not be skewed by the rejection of a leap. By performing a post-leap check to ensure accuracy, the method developed in this paper is guaranteed to never produce negative population values. The efficiency of the method developed here is demonstrated on a model of a decaying dimer.
Introduction
Consider a chemically reacting system consisting of N ≥ 1 chemical species, {X 1 , . . . , X N }, undergoing M ≥ 1 chemical reactions, each of which is equipped with a propensity function (or intensity function in the mathematics literature), a k (X). Let ν k , ν is the number of times that the kth reaction has taken place up to time t, the state of the system is given by X(t) = X(0) + The fundamental assumption of stochastic chemical kinetics states that the probability that reaction k takes place in the infinitesimal amount of time [t, t + ∆t) is given by a k (X(t))∆t ( [10] , [11] ). Thus,
where the Y k are independent, unit Poisson processes and so the state of the system at time t is ( [1] , [3] , [8] )
In order to numerically generate sample paths from equation (1) , one needs to be able to probe the Poisson processes, Y k , to find when each reaction takes place and then update the system appropriately. Due to the importance of considering such systems ( [2] , [17] , [18] , [20] ) many different numerical techniques have been developed. While we will not attempt to describe each in detail, we note that the different techniques fall into two categories: exact methods and approximate methods.
In Section 2 we will describe the Gillespie algorithm, or stochastic simulation algorithm (SSA), which is the original exact method for the simulation of discrete chemical reaction systems. We will then present a widely used approximate method known as tau-leaping. Also in Section 2, we discuss the fact that in the course of a simulation, tau-leaping has been observed to generate negative population values, which is physically unrealistic, and will describe methods that have been developed to avoid such negative values. In Section 3 we present our new algorithm. In Section 4 we compare our new algorithm to the current adaptive tau-leaping procedures on a model of a decaying dimer.
The method developed in this paper is an adaptive procedure in which a post-leap check is performed after each step in order to guarantee accuracy. Post-leap checks have been avoided in the past because of the worry that rejecting a leap will skew the statistics of the sample paths.
However, this problem is bypassed in our method by storing all the information gained during each leap for future use. Further, by performing a post-leap check, the method developed in this paper can never produce negative population values. Therefore, our method naturally bypasses one of the main problems of tau-leaping without any extra effort in either a programming or numerical sense.
Current Simulation Methods
In this section we present the original Gillespie Algorithm and explicit tau-leaping. We note that there are other exact simulation methods such as the First Reaction Method ( [10] ), the Next Reaction Method ( [9] ), and the modified Next Reaction Method ( [1] ), as well as other approximate methods such as implicit tau-leaping ( [19] ) and the Langevin approximation ( [12] ), however we will not make an attempt to detail all such methods in an exhaustive fashion as they are not directly applicable to the results of this paper.
The Gillespie Algorithm
The Gillespie algorithm, and in fact all exact simulation methods, attempts to answer each of two questions at a given moment of time, t:
1. When does the next reaction take place?
2. Which reaction takes place at that future time?
By noting that the state of the system is given by equation (1), we see that the first question can be answered by asking for the next firing time of the processes R k (t), which can be modeled as finding the first firing time of time-homogeneous Poisson processes with propensities a k (X(t)).
Then, the second question is answered by asking for the Poisson process that actually fires at that future time. Therefore, if we let a 0 (X(t)) = m k=0 a k (X(t)), the time until the next reaction, ∆, is exponentially distributed with parameter a 0 (X(t)) and the probability that the next reaction is the kth is a k (X(t))/a 0 (X(t)) ( [10] , [11] ). After each step, we may invoke the loss of memory property for the Poisson processes that did not fire and repeat the process. These observations form the foundation for the Gillespie algorithm. Algorithm 1. Gillespie's original algorithm.
1. Initialize. Set the initial number of molecules of each species and set t = 0. 2. Calculate the propensity function, a k for each reaction. 3. Set a 0 = m k=1 a k . 4. Generate two independent uniform(0,1) random numbers r 1 and r 2 .
5. Set ∆ = 1/a 0 ln(1/r1) (equivalent to drawing an exponential random variable with parameter a 0 ).
which is equivalent to choosing a reaction if the kth reaction has probability a k /a 0 . 7. Set t = t + ∆ and update the number of each molecular species according to reaction µ. 8. Return to step 2 or quit.
We note that the Gillespie algorithm is considered an exact simulation method in that it generates statistically exact sample paths for the system (1) (assuming one can generate truly random numbers). Typically one uses such a method to generate many sample paths to gain an understanding of the underlying probability distributions of the system of interest. However, as will be described in the next section, there are many instances when the exactness of the Gillespie algorithm makes it ineffectual and approximate techniques are needed.
Tau-leaping
Statistically exact simulation methods such as the Gillespie Algorithm become ineffectual when one wants to simulate systems in which many reactions take place over short amounts of time.
Recalling that the algorithms described in this paper are typically used for Monte Carlo simulations in which thousands, tens of thousands, or even hundreds of thousands of such simulations may be needed to get an accurate picture of the underlying probability distribution, it becomes clear why simulation speed is of the essence. Statistically exact methods can be slow because they calculate every reaction that takes place even if some (or most) of the reactions change the state of the system (and therefore the propensity functions) only by a negligible amount. Individual reactions making negligible changes to the state of the system is a common occurrence for systems in which there are species in large quantities. Therefore, approximation techniques have been developed that will generate sample paths significantly faster than the exact methods and will do so with an acceptable amount of error. One such method is tau-leaping ( [13] ).
Consider equation (1) . We make the observation that there are two natural places where we can approximate the system: the Poisson processes, Y k , and the propensity functions, a k . In standard tau-leaping, only the a k 's are approximated: at time t the number of times the kth reaction fires in the time interval [t, t + τ ) is approximated in the following way.
Number of firings =
where we have approximated a k by assuming it is constant over the time interval [t, t + τ ). We point out, however, that there was no approximation to Y k in equation (2) . Instead we used our approximation of a k and asked how many times Y k had fired by time a k (X(t))τ + t 0 a k (X(s))ds as opposed to time
In such a way, we have "leaped" over many reactions, thereby increasing simulation speeds by potentially great amounts. We note that based upon the approximation used, tau-leaping is similar to first order Euler for deterministic systems.
The subtlety of tau-leaping lies in how to select a τ so that one can be at least reasonably sure that none of the propensity functions changed too much during any given leap. That is, for some ǫ > 0, one may wish to have
where
The question now becomes how to go about selecting a τ for which we will be reasonably sure that the condition (3) will be satisfied. In [6] , Cao, Gillespie, and Petzold calculate τ before each leap in the following way (the details of why this is a reasonable way to find τ are omitted and the reader is referenced to the original article). First, compute the
and then take
where c k is the rate constant of the kth reaction and ν ik is the net change in the number of X i molecules due to one instance of reaction k.
The above method attempts to calculate a τ before each step in such a way that one can be at least somewhat sure that condition (3) will be satisfied. Another way to ensure accuracy, however, is to attempt to find a τ so that the number of molecules of each molecular species changes by an insignificant amount during each leap. Of course, if the change in each molecular species is negligible, then the change in the propensity functions will also be small. In [6] , the following procedure is used and the reader is again referenced to the original paper for the details. Let ǫ > 0. Let HOR(i) denote the highest order of reaction in which species X i appears as a reactant. Let ǫ i = ǫ/g i where
is given as follows.
(i) If HOR(i) = 1, take g i = 1.
(ii) If HOR(i) = 2, take g i = 2, except if any second-order reaction requires two X i molecules in which case take g i = 2 + 1/(x i − 1).
(iii) If HOR(i) = 3, take g i = 3, except if some third-order reaction requires two X i molecules in which case take
except if some third-order reaction requires three X i molecules in which case take
The aim is to attempt to ensure that for each species X i ,
As described in [6] , ensuring (5) will approximate (3). In order to select a τ for which we can be reasonably sure that equation (5) will be satisfied, Cao et al.
perform the following steps. First, compute the 2N quantitieŝ
where, again, v ij is the net change in the number of X i molecules due to one instance of reaction j.
Then take
Using either of the above pre-leap τ selection methods, standard tau-leaping is given by the following algorithm.
Algorithm 2. Tau-leaping.
1. Initialize. Set the initial number of molecules of each species and set t = 0. 2. Calculate the propensity function, a k for each reaction. 3. Calculate τ according to equation (4) or equation (6) .
Return to step 2 or quit.
In the interest of clarity, Algorithm 2 leaves out several features common to tau-leaping. The first omitted feature is that one would normally compute a 0 = M k=1 a k in step 2 and then do the tau leap if the τ of step 3 is larger than some small multiple of 1/a 0 (10, say), but do one or more time-steps with an exact simulation method otherwise. Switching between tau-leaping and an exact method is reasonable because the benefits of tau-leaping as compared with exact methods evaporate as τ → 1/a0, which is the expected amount of time until the next reaction.
The second omitted feature in Algorithm 2 is more subtle. Because Poisson processes have unbounded support, no matter how you choose τ in step 3 there will always be a positive probability that the leap condition (3) or (5) will not be satisfied in the course of a time-step. More so, there will always be a positive probability that the leap condition will be violated so badly (perhaps due to a combination of reactions firing too many times) that certain species numbers will become negative.
As negative species numbers is physically unreasonable, this constitutes a major potential problem.
In fact, negative species numbers have been found to occur in simulations using tau-leaping in systems of interest ( [5] , [22] ). In order to handle the potential of negative values, a number of solutions have been proposed. Tian et al., ([22] ) and Chatterjee et al., ( [7] ) independently developed a method in which one uses binomial random variables as opposed to Poisson random variables to perform the leap. This method is equivalent to adding one more approximation to the end of equations (2) in which you approximate the Poisson random variable with a specially chosen binomial random variable. Because binomial random variables have bounded support, one can choose the parameters of the binomial random variable in such a way that it is possible to guarantee that no molecular species will become negative. Cao et al. ( [5] ) then developed a method to handle the potential of negative population values in which you partition the reactions into two sets before the calculation of τ : critical reactions and non-critical reactions. For some predetermined integer between 2 and 20, n c , the set of critical reactions is defined to consist of those reactions with a positive propensity function that is within n c firings of exhausting one of its reactants. You then perform a standard tau-leap for the non-critical reactions concurrent with a standard Gillespie Algorithm step for the critical reactions. See ( [5] ) for the full details. In this manner, you guarantee that each of the critical reactions will fire at most one time, thereby significantly reducing, but not completely doing away with, the chance of achieving a negative value.
While both the binomial tau-leaping method and the idea of partitioning the reactions into critical and non-critical sets effectively reduces the chances of obtaining negative population values, neither addresses the underlying problem of what is driving species values negative: that the leap condition (3) or (5) is badly violated at times. Instead of handling this larger problem, both the binomial tau-leap method and the partitioning method of Cao et al. only handle it when species numbers are low (although this is admittedly the most important time to handle this problem).
However, the fact that species values can become negative in the absence of specific machinery designed to keep them positive points out that other such large violations must also occur during other leaps in the simulation, even when no species value goes negative. One just may not notice them.
A new tau-leaping procedure
The method proposed in this section will rectify the underlying problem that leads to negative population values in the course of a tau leaping simulation: it will enforce that a leap condition is always satisfied. Of course, a consequence of this will be that achieving negative values will be impossible, and so the partitioning machinery of Cao et al. will no longer be necessary. Further, as the method proposed will adaptively choose tau based upon the success or failure of the previous leap, there will be no need to calculate tau before each leap via equation (4) or equation (6).
A simple version
The main idea of the new algorithm is that instead of computing tau before the leap via equation (4) or equation (6) and then assuming (sometimes incorrectly) that the leap condition was satisfied, one should perform a post-leap check on the system to verify that the leap condition was satisfied. As has been pointed out in numerous papers, however, performing a post-leap check and rejecting leaps is liable to skew the statistics of the system. However, by carefully considering equation (1) , this problem of adding bias to the sample paths generated can be partially, and/or completely bypassed.
A more thorough examination of equation (1) is in order. We point out that there are actually M + 1 relevant time frames in the system. The first time frame is the actual, or absolute time, t. However, each Poisson process Y k brings its own time frame. More specifically, if we define
a k (X(s))ds for each k, then it is relevant for us to consider Y k (T k (t)). We will call T k (t) the "Poisson time" for reaction k ( [1] ). The use of Poisson times is analogous to the use of "clocks" in the theories of generalized semi-Markov processes ( [4] , [21] , [15] ) and stochastic Petri nets ( [16] ). Now suppose that at absolute time t, we wish to perform a leap of length τ . Suppose further that we know the current Poisson time, T k (t), for each reaction channel. By performing the leap and then checking whether the leap condition was satisfied, we are simply probing each Y k at its Poisson time
If we find that the leap condition (4) or (6) was satisfied, we accept the leap and may perform another. If, however, we find that the leap condition was violated then we must shorten τ and redo the leap. However, there is no reason to completely discard the information that has already been found about Y k : that we know precisely how many times Y k has fired by time a k (X(t))τ + T k (t).
That is, we know the value of Y k (a k (X(t))τ + T k (t)). Of course, we also know Y k (T k (t)), which is the total number of times that reaction k has fired up to time t. Since we wish to shorten the amount of time for the leap, we let 0 < p < 1 and consider a new leap of size pτ . If for all s ≥ 0 we denote
which is the binomial distribution with parameters z and p. We now know how to perform a tau-leap over an interval shorter than the originally chosen τ , yet that does not ignore the fact that we had already attempted a longer leap and failed. At this point we may recheck the leap condition with our shorter tau and smaller leaps. If it is satisfied, accept the leap. If the leap condition still is not satisfied, perform the previous steps again. Repeat this process until the leap is accepted. Once the leap has been accepted, we may choose to keep all of the information learned about the Y k 's or discard it. If we discard it, then we will be approximating the Y k 's of equation (1) as well as the a k 's. Discarding the extra information leads to the algorithm given below.
Algorithm 3. An accurate and efficient tau-leaping method that approximates the a k 's and the Y k 's.
1. Initialize. Set the initial number of molecules of each species and set t = 0. Set τ to some initial value. Set 0 < p < 1. 2. Calculate the propensity function, a k for each reaction. 6. else, reject leap:
(c) Return to step 4 or quit.
Algorithm 3 has the following advantages over traditional tau-leaping:
1. The leap condition will be satisfied for every jump that is accepted.
2. There is no chance a species value will become negative.
3. It is extremely simple to implement.
(a) There is no need to make any calculations in order to calculate τ before the leap (although some calculations after the leap are necessary for the check).
(b) There is no need to split the reactions into critical and non-critical sets as there is no chance that a species value will become negative.
The main drawback of Algorithm 3 as compared with typical tau-leaping procedures is that it approximates both the a k 's and the Y k 's as opposed to only the a k 's. In this way it is similar to the binomial tau-leaping methods. While approximating the Y k 's inherently increases the error of the method, we note that always satisfying the leap condition naturally lowers the error of Algorithm 3 as compared to that of traditional tau-leaping. Which method, therefore, has less overall error will typically most likely depend upon the system under consideration and is deserving of future study.
We note that we did not specify how to update τ in step 5d after an accepted leap. The method we have typically used is the following. Suppose that ǫ is the accuracy parameter we have chosen for our leap condition and suppose thatǫ = .75ǫ. If the the leap condition withǫ is satisfied, we lengthen τ by raising it to the power of q < 1 (where q is chosen ahead of time). However, if the leap condition is not satisfied forǫ, we lower τ by multiplying it by .9. Therefore, we lower τ after a jump which was successful, but only just. The purpose of the preceding procedure is to try to minimize the number of reactions that are rejected. We note, however, that updating τ in such a manner makes any comparison between Algorithm 2 and Algorithm 3 more difficult as Algorithm 3 is designed to choose smaller τ 's than Algorithm 2 for a given ǫ. Therefore, for a given value of ǫ, we expect that Algorithm 3 will be more accurate, yet slower than Algorithm 2.
The full method
In Algorithm 3 we are discarding information and are therefore approximating the Poisson processes Y k . With a little extra work we can do away with that approximation. Suppose that instead of discarding our knowledge of Y k (a k τ + T k (t)) we store it for future use. In fact, suppose that at time t we have already stored such future information and know the values of
We wish to perform a tau-leap with τ > 0.
There are three cases that need consideration to be able to know how many times the Poisson process Y k fires over the leap.
Case 1: a k τ ≤ s 1 . In this case, we will use both Y k (T k (t)) and
. A binomial random variable with parameters N k and p (the ratio of the difference in Poisson times) gives a statistically exact value.
By a similar argument as that given in equations (7) it is simple to show that
where r = a k τ /s 1 .
Case 2:
There is an i,
and
. Again, by a similar argument as that given in equations (7) we have that
where r = (a k τ − s i−1 )/ (s i − s i−1 ). See figure 3.1.
, thus, we will need to use a Poisson random variable as we are probing a Poisson process:
Combining the above ideas we arrive at an accurate and efficient new tau-leaping algorithm. In the following algorithm, each Poisson process Y k will have an associated matrix, S k , that will serve to store the information gained from leaps that fail the post leap check. Each S k has two columns.
The first column will store future Poisson times (as opposed to absolute times). The second column will store the number of firings of Y k up to the Poisson time in the first column. The first row of all the S k matrices will always contain the present Poisson time and the number of times Y k has fired up to that time. Also, for every step, T k will be the current Poisson time of reaction k and we shall denote Y k (T k ) by C k (the "C" is for count. Note that T k is S k (1, 1) and C k is S k (1, 2) ). Finally, the values row k will be used to update the rows of the matrices S k after every step.
Algorithm 4. An accurate tau-leaping method that does not approximate the Y k 's.
1. Initialize. Set the initial number of molecules of each species and set t = 0. Set τ to some initial value and set p < 1.
For each k do the following:
(a) Let B k =the number of rows of S k (so B k =amount of future information stored +1).
• Set row k = 1.
(e) else (Case 2),
• find the index, I k , such that • For each k, delete all rows less than or equal to row k and shift all other rows down.
Add a new first row of [ (e) Update species values and propensity functions.
(f) Return to step 2.
else, reject leap:
(a) Update S k .
• For each k, add the row [T k + a k τ , C k + N k ] between rows row k and row k + 1 (if row k + 1 > B k , just add a last row to S k ).
(b) Set τ = pτ .
(c) Return to step 2.
Algorithm 4 has certain advantageous properties. The first is that no species value can become negative during a leap. However, unlike the binomial leap method or the splitting of the reactions into critical and non-critical subsets, Algorithm 4 handles the underlying problem that was causing certain species values to become negative. That is, the leap condition will never be violated. The second is that the Poisson processes Y k are never approximated. Instead, only the propensity functions, a k , are. Further, while Algorithm 4 does have its own machinery built in to handle the storage of known future information (via the matrices S k ), there is no need to calculate τ before the leap nor is there a need to partition the reactions at each step into critical and non-critical subsets. From a purely coding standpoint, Algorithm 4 is not as complicated as it seems to be at first glance. The three most labor intensive steps are 2, 4a, and 5a. However, each of those steps are generic and do not depend upon the system under consideration. Therefore, they can be written as separate functions once and then those functions can be used repeatedly for any system one wishes to consider. Therefore, once those functions have been written, Algorithm 4 becomes extremely easy to implement.
As in Algorithm 3, we did not specify how to update τ in step 4d. However, we typically update τ in the manner described following Algorithm 3. We also note that in the case of a rejected leap, it is no longer important to decrease τ simply by multiplying τ by some p < 1. Previously, this was convenient because it led to a simple formula for the next jump size (a binomial random variable with parameters N k and p). However, since we are storing all future information in Algorithm 4
and not simply calculating the next jump values directly, decreasing τ in such a way is no longer necessary. Thus, there is no set way to change τ from step to step. Considering how different methods of increasing and decreasing τ affects the efficiency of Algorithm 4 is therefore worthy of future study.
Switching to an exact algorithm
Both Algorithms 3 and 4 were developed as pure tau-leaping methods. However, as noted in the paragraph following Algorithm 2, it is sometimes necessary to switch back and forth from a tauleaping method to an exact method. Doing so for Algorithm 3 is simple as there is no stored future information. However, doing so for Algorithm 4 is non-trivial as there is stored future information.
A choice must be made as to how to make the switch in Algorithm 4. One option is to discard all stored future information (that is, delete the information in the matrices S k ) and switch to an exact method. In this case, it is important to recognize that by discarding the stored future information, we have approximated the Poisson processes, Y k , and added a potential bias to the choice of sample paths. Typically, however, there are not many switches made from tau-leaping to an exact method in the course of a simulation, and so the bias that is added may be negligible. Further, doing so would be very simple to implement.
The other option is to keep all of the stored future information and still switch to an exact method. In this situation, we preserve the fact that we are not approximating the Y k 's in our simulation and this option should be chosen by those wishing to have the utmost accuracy. The exact method that we will switch to will not be the original Gillespie algorithm. Instead, we will switch to a method that is similar to the modified Next Reaction Method (see [1] for a detailed explanation of the modified Next Reaction Method).
Suppose that at time t, we wish to switch from the tau-leaping method given in Algorithm 4
to an exact simulation method. As in the modified Next Reaction Method, we begin by letting P k denote the Poisson time of the next firing of the Poisson processes Y k . That is,
First suppose that there is no stored information for the kth reaction channel. Using the fact that the Y k 's are independent, unit Poisson processes, we may set P k = T k + ln(1/r k ), where r k is uniform(0, 1). Now suppose that there is stored information for the kth reaction channel. We are interested in when Y k fires next. Therefore, find j such that C k = S k (j, 2) and C k < S k (j+1, 2) (recall that C k is the number of times Y k has fired). If no such j exists, set
where B k = length(S k (:, 1)) and r k is uniform(0, 1). If such a j does exist we know that the next reaction of Y k must take place within the (Poisson) time interval [S k (j, 1), S k (j + 1, 1)). Let 
Therefore, we find ∆t k by setting
where r 1 is uniform(0, 1). Finally, set P k = S k (j, 1) + ∆t k . Now that we know how to find the next firing times for each Y k , we may use the modified Next Reaction Method to perform the SSA steps
Algorithm 5. An exact stochastic simulation algorithm given stored future information S k .
1. Input: the initial number of molecules of each species, t, and for each k, the following: S k , T k , and C k . 2. For each k, find P k (as described above). 3. Set ∆ k = (P k − T k )/a k . 4. Set ∆ = min{∆ k } and let µ be the reaction at which the minimum is realized.
5. Set t = t + ∆ and update the number of each molecular species according to reaction µ. 6. For each k, set T k = T k + a k ∆. 7. Set C µ = C µ + 1. 8. Find P µ (as described above). 9. Recalculate the propensity functions. 10. Update S k by deleting all rows with Poisson times less than or equal to T k and adding a new first row of [T k , C k ]. 11. Return to step 3 or return to tau-leaping.
Remark. After the first time-step, the above algorithm uses only one random variable per time-step. Also, Algorithm 5 becomes the modified Next Reaction Method if all of the information in each S k is exhausted before the switch back to tau-leaping is made.
We have shown how to switch successfully from tau-leaping with Algorithm 4 to the exact method in Algorithm 5. However, we now have to consider how to switch back. It is not at all clear that we can simply discard the information contained in the unused P k 's without adding bias to our system. We also note that we can not simply incorporate the P k 's into the S k matrices because S k contains information on how many firings have taken place up to a time and not the exact firing times. However, the following theorem allows us to discard the information stored in the P k 's when we switch from Algorithm 5 back to Algorithm 4. Proof. We note that if there are no stored reaction times for reaction channel k, then discarding the extra information contained in P k is done by invoking the loss of memory property. Now suppose that there is stored information. As before, find j such that C k = S k (j, 2) and C k < S k (j + 1, 2). If no such j exists, we may again discard P k by invoking the loss of memory property. If such a j does
∆ i be the amount of time after S k (j, 1) until the ith firing of Y k . Let W be a unit Poisson process.
We model the ∆ i as the ith firing of W . Therefore, in order to show that the statistics of the firing times are unchanged by discarding P k , we require
for all 0 ≤ x ≤ t k − s. If equation (13) holds then the distributions of the firing times assuming knowledge of the P k (the left side of equation (13)) is equal to the distribution of the firing times without such knowledge (the right side of equation (13)). This is, in a sense, the correct version of the loss of memory property for our situation. Showing that equation (13) holds is simply a computation:
A numerical example
We compare the different tau-leaping methods on a model of an unstable dimer that has been used in a number of earlier papers ( [13] , [14] , [6] ). The model consists of four reactions and three species, X 1 , X 2 , and X 3 . The reactions are
with rate constant c 1 = 1, c 2 = .002, c 3 = 0.5, and c 4 = 0.04. Therefore, the propensity functions are a 1 (X) = X 1 , a 2 (X) = (.002/2)X 1 (X 1 − 1), a 3 (X) = 0.5X 2 , and a 4 (X) = 0.04X 2 . We chose initial conditions of X 1 (0) = 10 6 , X 2 (0) = 10 3 , and X 3 (0) = 0. The leap condition we chose to implement for each of the different tau-leaping methods is condition (5).
In order to perform the simulations with Algorithms 3 and 4 we must fix a procedure for increasing and decreasing tau after each step. In the case of a rejection, we chose to lower tau by multiplying it by p = .75. In the case of a successful leap we did one of two things. If the post-leap check found that
for each i, then we lengthened τ by raising it to the power of q = .98. Otherwise, we lowered tau by multiplying it by 0.9. Therefore, it is not surprising that Algorithms 3 and 4 are significantly more accurate for each ǫ.
The CPU times for each method is given in the following table. The simulations we performed using Matlab on a 2 Ghz processor running on the Debian operating system. In order to gain an understanding of why our method is more efficient, we simulated the system 100 times using the pre-leap computation method with ǫ = 0.03, Algorithm (3) with ǫ = 0.1, and Algorithm (4) with ǫ = 0.1, except this time we added machinery to keep track of how many rejections took place in our algorithms, and how many times a leap generated via the pre-leap method actually failed the leap condition. We found that Algorithm 4 took an average of 203.4 successful leaps per simulation and rejected an average of 37.8. Therefore, on average, 15.7% of the leaps were rejected.
We found that Algorithm 3 took an average of 202.7 successful leaps per simulation and rejected an average of 36.9, giving a rejection rate of 15.4%. We found that the pre-leap method of Cao et al.
took on average 466.8 leaps, of which, 229.6 failed the leap condition (49.2%). Noting that it takes Algorithms 3 and 4 43% fewer leaps to gain the same amount of accuracy as the pre-leap method, and noting the difference in percentage of "bad" leaps, we begin to understand why our new algorithms are so efficient: the tau-selection procedure used in our algorithms naturally generates better choices for tau. In fact, we see that even though the average step size of the pre-leap method was nearly half that as our average step size, which would typically imply a higher degree of accuracy, all methods in fact had comparable accuracy. Therefore, our methods achieve greater accuracy with larger τ 's.
We close this section by noting the comparable accuracy and simulation times of Algorithms 3 and 4. As shown in Figure 4 .1, there is virtually no difference in the accuracy of the two methods on the dimer model. Also, the above 
Conclusion
By explicitly representing discrete, well-stirred chemical reaction systems via equation (1), we have developed an accurate and efficient adaptive tau-leaping procedure. The main difference between the algorithms developed in this paper and the current adaptive tau-leaping methods is that we enforce our leap conditions via a post-leap check, as opposed to computing tau via a procedure before each leap. Also, by carefully considering the representation (1), we have demonstrated how to reject leaps without affecting the statistics of the sample paths generated. As a consequence of always satisfying a given leap condition, our methods are guaranteed to never produce negative population values. This is in contrast to current methods in which extra machinery is needed to guarantee that population values remain non-negative.
Through an example of an unstable dimer, we have demonstrated that the algorithms proposed in this paper are not only extremely accurate, but are also extremely efficient. This gain in efficiency comes about because the τ 's that are selected in Algorithms 3 and 4 are better selected than those from the "pre-leap methods". Further, we were able to demonstrate that the commonly held worry that rejecting leaps would skew the statistics of the sample paths is, perhaps, overblown. Instead we found that failing to satisfy a leap condition caused significantly more error. Of course, we note that this conclusion is based upon a single example and care should still be taken when rejecting leaps for arbitrary systems. For this reason it is Algorithm 4 together with the mechanism designed to switch to an exact method given in Section 3.3, and not Algorithm 3, that we believe is the main contribution of this paper.
We note that Algorithms 3 and 4 were the two extremes in the approximation of the Poisson processes, Y k . In Algorithm 3 we discarded nearly all information gained about the Y k 's, whereas in Algorithm 4, great effort is taken to preserve all information gained. However, there is much middleground to be had. For instance, one could choose to keep only some of the information gained (i.e. It is possible that more effective τ updating procedures will improve the efficiency of Algorithm 4
and so this is a worthy area of future study. 
