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ABSTRACT

Instrumentation and Application of Image-Charge Detection of
Electrospray-Charged Microparticles and Microdroplets
Jiuzhi Gao
Department of Chemistry and Biochemistry, BYU
Doctor of Philosophy
Image-charge detection is emerging as an important tool to analyze heavy and
heterogeneous samples because of its unique advantages in measuring highly charged
microparticles. Conventional image-charge detection instruments include at least three
fundamental components: an ionization source, an aerodynamic particle delivery system, and an
image-charge detector. Here I report research efforts that investigated the mechanisms of imagecharge detection and proposed some instrumental developments of these components to suit
specific research purposes.
In Chapter 2, I report an investigation of the electrospray ionization (ESI) mechanism based
on an observation that a certain portion of charged particles generated with an ESI source carried
charges opposite to the needle which is biased with a high voltage. Both biological and nonbiological samples were used to shed a light on the complex process of droplet evolution in ESI.
In Chapter 3, I present two novel designs of printed circuit board (PCB) based image-charge
detectors. With these detectors, not only the charge and velocity of each microparticle were
investigated, but also the two dimensional trajectories, with applications in aerosolized particle
beam diagnostics. Chapter 4 shows several designs of the microparticle delivering system aiming
to achieve a faster acceleration of sample microparticles. Finally, Chapter 5 presents some thoughts
on future directions for these projects.

Keywords: electrospray ionization, planetary protection, image-charge detection, trajectory
detector, mass spectrometry
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Chapter 1: Introduction
Portions of this chapter were taken from: Gao, J.; Austin, D. E., Mechanistic Investigation of
Charge Separation in Electrospray Ionization using Microparticles to Record Droplet Charge State.
Journal of the American Society for Mass Spectrometry 2020, 31(10), 2044-2052. Copyright ©
2020 American Society for Mass Spectrometry. Reprinted with permission.

Over the last several decades, advances in mass spectrometry (MS) have allowed
researchers to expand their analyte range from small molecules1,2 to larger biomolecules,3
polymers,4 aerosols,5 and intact cells.6 The difficulty in determining the mass and charge of these
large analytes is mainly a result of their intrinsic structural complexity and resulting mass
inhomogeneity. Among all MS techniques, charge detection mass spectrometry (CDMS) is
emerging as an important tool since it has several unique advantages. Heavy particles like
biological cells have masses in the MDa to TDa range (106 ~1012 Da). These particles would be
likely to have a comparatively wide range of mass-to-charge (m/z) ratio because of the
heterogeneity in mass and size. Since both charge and mass vary for each particle, other MS
techniques suffer from resolving charge peaks in the m/z spectrum. CDMS measures charge and
m/z independently and simultaneously for each particle. This is valuable for analytes that have
intrinsic heterogeneity or incomplete desolvation. In addition, as the mass of the same analytes
varies widely, it is important to ionize these particles with high electrical charge in order to obtain
a modest m/z range. CDMS has, in theory, no upper charge limit; heavy analytes can be detected
with a high detection efficiency. Last but not least, conventional single-pass charge detectors also
measure particles’ velocity based on their time-of-flight. It shows the potential for CDMS to reveal
more information about the sample particles than other MS techniques.
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Conventional CDMS includes at least three components: an ionization source, an
atmospheric pressure inlet system (for introducing the analyte into vacuum), and a charge detector.
Instrumental setups can be modified and more components can be added according to research
purposes.

Ionization sources
The two most commonly used ionization methods for high-mass sample particles are
matrix-assisted laser desorption ionization (MALDI) and electrospray ionization (ESI). Both
methods are soft ionization methods. MALDI produces particles with lower charge than ESI which
can make it challenging to distinguish charge state peaks in the m/z spectrum.7 Electrospray ionizes
analytes directly from a solution into the gas phase. Therefore, it is easily compatible with
traditional chromatographic separation techniques widely used in analytical chemistry. In addition,
it is the most universally used ionization method and has very few problems with chemical
interferences.
ESI was first introduced by Malcolm Dole--he was inspired by the car painting process
using electrospray to produce small, charged droplets of paint which were attracted by the metal
surface of the car. In 1968, he developed an apparatus that produced charged polystyrene
molecules with electrospray ionization.4 John Fenn later used ESI to test salts in methanol to
demonstrate the ability of ESI to produce positive and negative ions.1 Although ESI has become
one of the most widely employed ionization methods, there are difficulties in understanding ESI
mechanisms because of the rapidly developing physical and chemical state of the charged droplets
and solutes during the ionization process.
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There are four major stages in the ESI process: generation of charged droplets from a
capillary tip, decrease of droplets’ radii through solvent evaporation, breakup of charged droplets
into smaller droplets through Coulombic fission, and production of gas-phase charged particles or
ions from liquid phase droplets. A typical ESI source consists of a capillary tube biased with a
high voltage (about 2-5 kV) of either positive or negative polarity relative to a counter electrode,
which is also the conductance limiting aperture to the mass spectrometer vacuum system. When a
sample solution is pumped with a syringe and reaches the tip of the capillary, it is distorted by the
strong electric field into a cone, referred to as a Taylor cone,8 and sprayed into a fine mist of
charged droplets. Since the electrospray ionization capillary is thin and applied with a high voltage,
the electric field at the capillary tip can be very high. The value of the field E can be estimated
with the approximate relationship:9
𝐸=

2𝑉

(1-1)

4𝑑
)
𝑅

𝑅ln(

where V is the applied potential, R is the capillary outer radius, and d is the distance from capillary
tip to the vacuum chamber.
With the effect of the strong electric field, charged droplets carrying the same polarity as
the biased potential are formed from the cone jet. It has been proposed by Cloupeau and PrunetFoch10 and confirmed by Tang and Gomez11 that the majority of the droplets produced would be
approximately of the same size. The size of the droplets r is dependent on the jet radius RD:
(1-2)

𝑅𝐷 /𝑟 ≈ 1.9

As the charged droplets sprayed from ESI capillary tip, the electric Coulomb attraction
pulled them towards the counter electrode. The electric current generated with the movement of
charged droplets has been observed and calculated because it indicates the total number of
elementary charges leaving the ESI capillary tip.12,13 Although only a small portion of charged
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droplets end up triggering the charge detector in these experiments, it should be proportional to
the theoretical total number of ions. Based on experimental data and theoretical calculation,
Fernandez de la Mora and Locertales13 proposed the following equations for the total current and
effective resistivity of the ESI source:
𝐼 = 𝑓(𝜀)(𝛾𝐾𝑉𝑓 𝜀)1/2

(1-3)

𝑉𝑓 𝜀𝜀0 1/3
)
𝐾

(1-4)

𝑅≈(

where 𝛾 is the surface tension of the solvent, K the conductivity of the infused solution, Vf the flow
rate, 𝜀 the electrical permittivity, and 𝜀0 the dielectric constant of the vacuum.13
As soon as these droplets form, shrinking begins due to solvent evaporation while the
charge remains constant. The energy required for solvent evaporation is provided by the thermal
energy of the gas molecules around the droplets.15 When the droplets shrink to a radius that
repulsion between charges overcomes the cohesive force of the surface tension, it results in a
droplets fission called Coulombic fission. The limiting condition of instability is given by the
Rayleigh equation:15
𝑞𝑅 = 8𝜋(𝜀0 𝛾𝑟 3 )1/2

(1-5)

where qR is the charge on the droplet, 𝜀0 the electrical permittivity, 𝛾 the surface tension of the
solvent, and r the radius of the droplet.
The repeated Coulombic fission events result in much smaller droplets from which charged
analytes are produced. These small droplets carry ~15% of the charge and only ~2% of the total
mass.16 Peschke et al.17 reported experiments and calculations showing that ESI water droplets
lose about 40% of their volume between each droplet fission. The interval between each fission
ranges from 39 µs to 460 µs. Therefore, solute concentration increases rapidly with multiple
Coulombic fissions in a short period of time.
4

Multiple mechanisms have been proposed describing the final stage as charged analytes
are produced from parent droplets. Two widely accepted mechanisms are the “Ion Evaporation
Model” (IEM) and the “Charged Residue Model” (CRM). Both mechanisms can be used to explain
droplet behavior observed in ESI experiments. And both mechanisms share the same assumption
that charged droplets are in a free space where no strong electric field is present.
Iribarne and Thomson18,19 proposed the mechanism of IEM in which low molecular weight
ions such as Na+ and Cl- can be ejected directly from the surface of the charged droplets to become
gas phase ions. This mechanism predicts ion evaporation will occur after the droplets’ radii shrink
to less than 10 nm.
Fernandez de la Mora and co-workers20-22 reported experiments to examine the prediction
of IEM. Ideally researchers should monitor the development of shape, size, and charge for all
offspring droplets in order to find proof for ionization models. To circumvent the difficulty in
direct observation of very small droplets, there have been multiple reports on investigating solid
residues after solvent evaporation. Gamero-Castaño and de la Mora21 reported a method to prove
small ions are likely to follow the IEM. They electrosprayed tetraheptylammonium bromide into
the first differential mobility analyzer (DMA) for selecting solid residues with almost the same
mobility. Then these residues passed through a neutralizing chamber and reduced the great
majority to a single charge. A second DMA and a single ion detector was used to determine the
number of analytes with a given mobility. Thus, both diameter and charge were selected twice
with the two DMAs. The activation free energy was calculated and provided solid evidence in
favor of the IEM.
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Theoretical work of computational simulations also provided valuable insights into the
IEM. Vertes and co-workers23 reported a series of computational simulations on the evaporation
of H3O+ ions from charged water droplets.
With these experimental and theoretical efforts examining the IEM, it is well-supported for
describing the process of how small ions are generated from parent droplets. However, the
theoretical derivation of this model does not apply for larger analytes. For analytes larger than 10
nm in radii, CRM was proposed. In CRM, solvent continues to evaporate until the particles or ions
are completely exposed.4 This model assumes each small droplet contains at most one
macromolecule. As the last few solvent molecules evaporate, the charges are localized on the
analyte, giving rise to ions in the gas phase.
An early study provided good support that protein ions are produced via CRM.24 It reported
an observation of protein aggregates (multimers) generated by ESI. The results showed that
statistically there can be more than one protein molecule present in the final droplet. Researchers
observed monomers together with a series of dimers, trimers, and even higher multimers with
decreasing intensity. The results are consistent with CRM.
Other than IEM and CRM, Konermann et al. proposed a chain ejection model (CEM).25
Instead of considering high molecular weight particles as large condensed globular molecules,
CEM was proposed for the ejection of disordered polymers. Their molecular dynamics simulations
revealed that when protein unfolding was triggered in liquid phase, it changes the protein from a
compact and hydrophilic state to an extended and hydrophobic state. The hydrophobic protein
chains were unfavorable to reside within the droplet interior as indicated with CRM. These
molecules will be ejected out of the charged droplets similar to IEM.
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Aerodynamic particle delivery systems
To achieve the maximum possible sensitivity, charged analytes created at atmospheric
pressure must be transmitted with high efficiency through a conductance limiting inlet into the
high vacuum region where the mass analyzer is placed. The particle delivery device or inlet can
be as simple as an aperture-nozzle system. When particles pass through the apertures and nozzles,
the particle beam would have a supersonic expansion and a portion of the total microparticles
would end up passing through the charge detector. Otherwise the particle delivery device can also
be designed structures that manipulate the motion of the particle beam.
In 1967, Israel and Friedlander26 generated a beam of small latex particles using capillaries
of different lengths. The particle diameters were 0.126, 0.365, and 1.305 µm. The particle beam
divergence was 0.0055 rad and particle velocity was 200 m/s. Estes et al.27 reported that the particle
beam generated by a capillary-skimmer system was generally highly divergent. Most of the
experiments show larger than 0.02 rad divergence angle. But only particles around 0.5 micrometer
in diameter can make the divergence angle better than 0.005 rad.
To achieve a tighter divergence angle, Dahneke and Cheng29,30 calculated the performance
of a series of designed convergent nozzles. For particle diameter in the range of 0.5-1 µm, a
detector collecting particles within a 1° (0.017 rad) divergence angle will achieve an 100%
detecting efficiency. Mallina et al.31 simulated a system of convergent nozzles and capillaries and
found that only in a narrow particle size range the divergence angle was on the order of 0.008 rad.
Results suggest that size range strongly depends on the nozzle geometry and operating conditions.
Kirian et al.32 designed a simple convergent-nozzle aerosol injector for X-ray free-electron laser
(XFEL) experiments. The 0.5-µm sample particles were focused to a full width at half maximum
diameter of 4.2 µm target area.
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Dahneke and Cheng29 reported that sheath flow reduced the beam divergence angles by a
factor of 5 for 0.5 and 1.19 µm polystyrene particles if 99% sheath flow is employed. Rao et al. 32
and Kievit et al.33 also reported a particle beam quality improvement with sheath flow. However,
sheath flow also reduces particle sampling rate, and difficulty in handling sheath gas made this
technique rarely used in practical particle analyses.34,35
Deponte et al.36 proposed a design for a gas dynamic virtual nozzle (GDVN). With this
device, a liquid jet can be compressed to a smaller diameter. Their minimum drop size was below
the limit of optical microscopy. Comparing with converging wall micronozzles, GDVN eliminates
the possibility of nozzle clogging.
Liu et al.37,38 proposed an aerodynamic lens-nozzle system. By placing a series of co-axial
orifices, this particle delivery system can guide the gas flow and particle beam through the system.
Liu et al. reported, as calculated with a computational fluid dynamics (CFD) program Fluent
(ANSYS, Inc., Canonsburg, PA), that 500 nm diameter spheres can be focused into a beam with
high collimation, with a divergence angle of about 5 ×10-3 rad. The collection efficiency was 100%
on their simulated target (detector). The aerodynamic lens-nozzle system provides the same
function as the sheath flow without sharing its shortcomings of reducing sampling rate and
handling difficulty.
Zhang et al.34,35 also used Fluent to study the numerical characterization of gas flow and
particle movement with an individual lens/nozzle or an integrated lens-nozzle system. They
described the calculation method when the Mach number is low (M0 ~ 0.03). The Reynolds number
calculation can characterize the gas flow field as:
𝜌0 𝑉0 𝑂𝐷

𝑅𝑒0 =

(1-6)

𝜇0

𝑉

𝑀0 = 𝐶0

(1-7)

0
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where 𝜌0 is the average gas density, V0 the average velocity, OD the tube diameter, 𝜇0 the average
gas viscosity, and C0 the sonic speed.
The motion of a particle can be represented with the following equations:
𝑑𝑉𝑝
𝑑𝑡

=

𝜏 =

𝑉 − 𝑉𝑝

(1-8)

𝜏

𝜌𝑝 𝐷𝑝 2 𝐶𝑠

(1-9)

18𝜇

where 𝑉 is the gas velocity, 𝑉𝑝 the particle velocity, 𝜏 the particle relaxation time, 𝜌𝑝 and 𝐷𝑝 are
the particle density and diameter, and 𝐶𝑠 is a correction coefficient to Stokes’s law. It can be
calculated as39
0.89

(1-10)

𝐶𝑠 = 1 + 𝐾𝑛𝑝 [1.21 + 0.41 exp (− 𝐾𝑛 )]
𝑝

where 𝐾𝑛𝑝 is the particle Knudsen number. Particle motion is usually characterized in terms of
the Stokes number:
𝑆𝑡 =

𝜏𝑉𝑐

(1-11)

𝐿𝑐

where 𝑉𝑐 and 𝐿𝑐 are characteristic velocity and length scales.
Zhang et al.39 reported that the extent of beam contraction and particle impact loss on an
individual lens/nozzle system is controlled by the geometrical parameters ID/OD and L/ID and the
dynamical parameters of Reynolds number and Stokes number. They reported the maximum
particle contraction but also significant impact loss at St ≈ 1. While at St ≈ 0.2, beam contraction
was close to maximum and they reported no impact loss. They also simulated particle movement
in an integrated five-lens aerodynamic-lens-nozzle system.40 Two thirds of the total pressure drop
occurs at the final nozzle which makes particles (D <2500 nm) repeatedly accelerate and decelerate
passing through the lenses while keeping a relatively constant velocity. Also Brownian motion
significantly influences the transmission efficiency of small particles (D <15 nm). To get a better
9

transmission efficiency, researchers could adjust particle sizes, nozzle geometry, lens geometry,
or add more lenses.

Charge detectors
For a CDMS instrument, the core measurement relies on the image-charge detectors.
Conventional image-charge detectors have one or multiple cylindrical metal tubes. When a
charged particle passes through the detector, it induces some charges of the opposite polarity
moving toward the surface of the metal tube. The information from this charge movement is
amplified, differentiated, and recorded. The rise time of the amplified peaks is determined by the
distance between the detecting elements and its adjacent grounded detecting elements. Therefore,
both the amplified signals and the differentiated amplified signals can be used to calculate the
time-of-flight (TOF) of each particle passing through. Particle velocity can be calculated by
dividing the designed length of the detecting element by the time-of-flight between the entering
peak and the exiting peak.

Figure 1. The design of a multi-stages PCB image-charge detector with three grounded
electrodes (yellow) and two detecting electrodes (gray). As a charged particle passes through the
10

detector, it induces opposite charges on the inner surface of the metal electrodes. The charge
movement is amplified, differentiated and then recorded.

There have been two types of image-charge detectors developed for different research
purposes. The first type includes single-pass detectors, while the second includes electrostatic
particle traps.
The single-pass charge detectors allow particles to pass through the detecting elements with
little interference on particle trajectories. There are two methods used to measure the m/z for each
particle. The first is to let particles pass through a detecting unit for the measurement of initial
velocity and then pass through a designed accelerating/decelerating region with a known potential.
By using another detecting unit, the m/z can be calculated with the velocity differences. The second
method also uses a conventional charge detector first for the initial velocity. Then particle will
pass through a potential ramp where it will be both accelerated and decelerated before arrival at
the second detector. The time-of-flight difference between particles that pass through the potential
ramp versus those particles that do not can be used to calculate m/z.
In 1960, Shelton et al.40 invented a method using two charge detector tubes to measure
velocity and m/z of micron-sized charged iron particles. These particles were charged by collision
with a high voltage electrode and then were accelerated in a van de Graaff accelerator system with
a 100 kV potential. The final velocity range of the particles was in the range of 1-3 km/s. After
acceleration, particles passed through two detecting tubes which determined the particle velocity
and m/z. Particle masses were determined to within about 20% accuracy limited by the sensitivity
of their detector. Friichtenicht et al.41 used a similar design but an improved particle acceleration
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system. By using a 2 MV accelerating potential, the final velocity achieved was 14 km/s. This
result expanded the use of charge detectors in fast microparticle detections.
Fuerstenau and Benner3 applied this method with electrosprayed nanoparticles and
biological macromolecules with a mass range of 1-100 MDa. This is the first report that a charge
detection device was called a mass spectrometer. They used a hexapole ion guide to focus the ion
beam. The reported uncertainty was about 150 e- and the limit of detection was about 425 e-. The
mass spectra as well as mass spectrum histogram were studied. Both single-stranded DNA and a
double-stranded DNA showed maxima corresponding to the m/z distributions and mass
distributions of these species.
Gamero-Castaño42 reported a charge detector with an aligned array of charge detector tubes
used to minimize its uncertainty. Theoretically, measuring the same analyte particle N times
reduces the uncertainty by a factor of N-1/2. However, charge detectors, if connected with the same
preamplifier, will increase input capacitance which limits the improvement of its uncertainty. If
the charge detecting tubes were connected with different preamplifiers, the cost and complexity
increases accordingly. Gamero-Castaño42 used six detectors connected with two preamplifiers.
The first, third, and fifth detector were connected with one amplifier and the second, fourth, and
sixth detector were connected with the other one. All detecting tubes were assembled coaxially
with a grounded tubular electrode on each end of the series. The limit of detection was 100 e-.
Smith et al.43 applied a similar electrode connection design for the largest reported linear
charge detector with 22 detecting tubes and 23 grounded tubes. To analyze data obtained with this
instrument, the simplest method was to treat it as 22 repeated detections of the same charged
particle. In this report, researchers proposed a second method which is to have a fast Fourier
transform (FFT) analysis. As the detecting tubes were evenly spaced, the velocity of each particle
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was inversely proportional to the frequency. In theory, if each detecting tube was connected to a
separated charge sensitive preamplifier, the uncertainty can be further improved. However, for the
22-detectors-instrument, there was not enough data for a complete FFT analysis. The calculated
limit of detection was 10 e- with an FFT correlation analysis.
Although single pass CDMS with one or a few detecting elements suffers from the
disadvantage of low accuracy and high limit of detection (LOD), it is still widely used due to its
advantages of easy assembly and fast detection. CDMS with a series of aligned detecting
electrodes, comparatively, has an advantage in accuracy and LOD. However, it is much more
difficult to implement especially for systems having more than ten detecting elements.
An easy-to-implement multi-stage printed circuit board (PCBs) image-charge detector was
demonstrated by our lab.44 Two PCBs with mirrored patterns were assembled facing each other
forming a sandwich shape. As a charged particle passes through the space between the two PCBs,
it induces charge to the inner surface of the PCBs similar to the tubular charge detectors. This
detector can be much smaller and less expensive with the same function of measuring charge and
one-dimensional velocity as an indirect charge detector. It also makes the assembly of multiple
detection elements much easier than tubular charge detectors.
Other than single-pass charge detectors, the design of ion trap charge detector was first
proposed by Benner in 1997.45 A series of electrodes was used on each end of the shielded
detection tube. Electrodes on both ends were connected with a higher potential so that particles
would travel back and forth in the potential valley. The applied potential was adjusted according
to the m/z of different analytes. Another entrance electrode was applied before the ion trap charge
detector. When a particle passed through the entrance electrode and carried a high enough charge
to trigger the electrode, the ion trap would be initiated to trap this particle. The RMS noise reported
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was 50 e-. The longest trapping was about 10 ms with about 450 oscillations. The corresponding
uncertainty in charge given this many oscillations was reduced to 2.3 e-.
Doussineau et al.46 reported a two stage charge detection device with the second charge
detector to be ion trap charge detector. They applied an ion gate at the entrance of the first CD to
rule out ions with unwanted m/z. With this device they analyzed poly(ethylene oxide) (PEO) ions
of approximately 7 MDa.
To achieve longer trapping time, Contino and Jarrold reported an electrostatic ion trap with
cone shaped trapping electrodes.47 They also applied a dual hemispherical deflection analyzer
(HDA) at the entrance of the trap for mass selection. The HDA was an S-shaped formation of two
curved paths with electrodes connected to each other. By applying a selected potential, they were
able to mass select ions which entered the ion trap. The improved Lissajous-like pattern allows
particles that enter the trap off-axis or with a trajectory that was not parallel to the trap axis to be
trapped. Ions’ trapping time was reported to be 30 s. The average of bovine serum albumin (BSA)
was 1139 cycles. The calculated limit of detection was 3.2 e-. This ion trap charge detector requires
the background pressure to be in the UHV regime and also requires the kinetic energy of analyte
ions to be in a narrow range.
The trigged trapping CDMS has a limit of detection similar to single-pass CDMS since the
main limitation is the entering electrode. A different approach that lowers the limit of detection is
random trapping CDMS.47 With this method, there is no entering electrode signal, and the charge
detector traps particles at random times. Empty and multiple ion trapping events wasted detecting
time with this method. The chance of empty and multiple trapping incidence can be improved by
adjusting solution concentration or the instrument’s aerodynamic design. For single particle
trapping events, the m/z was determined with signal frequency and the charge was determined by
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the magnitude of the peak. The limit of detection is improved because FFT peak magnitudes are
proportional to trapping time (t) while noise increases with t1/2. The RMS charge uncertainty from
noise is dependent on the frequency of the ion oscillation, which is determined by the m/z of the
particle.
The performance of CDMS can not only be improved by increasing the trapping time, but
also by other approaches. Contino and Jarrold47 described cooling the JFET through which the
induced charge enters the amplifier circuit. They reported a major source of thermal noise to be
the JFET. By lowering the thermal noise, the signal to noise ratio (S/N) was increased. They
analyzed charged molecules of alcohol dehydrogenase as well as cytochrome C. They detected
single ions with as few as 9 e-. Their reported detection efficiency was calculated to be more than
95% for ions with more than 13 e-.
Pierson et al. reported that signals from ion oscillations in the cone-shaped ion trap CD are
distinctly non-sinusoidal, and large, higher order harmonics appear in the FFT of the signal.48 The
magnitudes of the harmonics increases the S/N. They improved the ion optics alignment which
better focused ions. They also changed the hemispherical deflection analyzer operation to a high
resolution mode which further narrowed the kinetic energy range over which ions are allowed to
enter the ion trap. Also, the intensity of the ion beam was lowered to increase the possibility of
single ion trapping instead of multiple ion trapping. The LOD was improved to 7 e- while the
uncertainty of the measurement was reduced to 0.65 e-.
Keifer et al.49 further improved the detecting accuracy by reducing the pressure and
refining the analysis method. With ~3 s trapping time and up to 60,000 oscillations, an excellent
uncertainty of 0.20 e- was achieved with pyruvate kinase ions.
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Ion trap CDMS, compared with other CDMS techniques, has the lowest LOD and
uncertainty. However, the disadvantage of ion trap CDMS is that it requires a long trapping time
if an accurate charge measurement is needed. Also, the high accuracy instrument was expensive
and complex to implement.
As the design and performance of CDMS instrumentation improved, the scope of analytes
also expanded. Researchers have used CDMS to explore numerous substances of the natural world.
The rest of the introductory literature review will focus on the advances of expanding the
application of CDMS.
Fuerstenau and Benner3 detected DNA ions with known molecular weight in the range of
2.8 to 31 MDa. A single pass charge detector3 and an ion trap charge detector45 were used to
analyze DNA ions. Although the mass resolution was not high enough to compete with
electrophoretic measurements, it showed the fundamental structure of single-stranded and doublestranded DNA. More importantly it revealed the potential of CDMS to shed light on the shape of
the ions.
Vercoulen et al.5 tested glass beads larger than 200 µm with two charge detecting electrodes.
Both of the electrodes were concentric copper rings placed inside of metal shielding. The charge
movement of this report was not amplified but recorded with an oscilloscope directly.
Fuerstenau and Benner6 later measured the mass of an intact virus with CDMS. A singlepass charge detector was used to measure rice yellow mottle virus (RYMV) with a mass of 6.5
MDa and tobacco mosaic virus (TMV) with a mass of 40.5 MDa. Thousands of individual virus
particles were measured by the charge detector. The results show the RYMV has an average mass
of 6-7 MDa and TMV has an average mass of 39-42 MDa. The broadened mass range was mainly
due to the uncertainty in both the charge measurements and m/z time-of-flight measurements.
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Doussineau et al. showed the capability of CDMS to test PEO particles with the mass
ranging from one to seven megadaltons.50 They used a shielded, single-pass charge detector to
investigate the causal relationship between the charging capability and the particle size,
concentration, and the type of alkali ions in solution. They compared the particle velocity with
electrostatic acceleration and with aerodynamic acceleration with gas expansion to estimate
particle masses. The mass accuracy was limited with the detection of averaged particle velocity.
Antoine et al. investigated the laser induced decay of PEO particles with charge detectors.51
Their instrument had two charge detectors. The first detector was a single-pass charge detector and
the second was an ion trap charge detector. When a PEO ion passed through the first charge
detector, it was then selected using an ion gate before being allowed to enter the second ion trap
charge detector. The LOD of this instrument was 400 e-. The masses of the ions were in the low
megadalton range. With this instrument, several novel fragmentation pathways were recorded
which would not be possible for other instruments detecting averaged reaction rates.
More recently, Doussineau et al. applied CDMS coupled with atomic force microscopy
(AFM) to investigating amyloid fibrils.52 CDMS provides fast detection of fibrils’ average mass
and polydispersity index while AFM measures the average length. Therefore, the mass per unit
length was determined. They reported the length of the fibrils to be up to 50 µm and the charge
range from 300 e- to 2500 e-.
Peng et al. described a method using laser induced acoustic desorption (LIAD) and a
quadrupole ion trap together with direct charge detectors for the investigation of mononuclear
cells.53 Various types of mononuclear cells were ionized with LIAD and then entered the
quadrupole ion trap. The ion trap was for m/z selection. Then the selected particles collided on a
detection plate. Signals generated on the plate were amplified and recorded. With this method,
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researchers distinguished CD3+ lymphocytes from CD14+ monocytes. Mass distributions were
observed to distinguish normal T lymphocytes and CEM cancer cells derived from T lymphocytes.
A similar technique was used by Nie et al. to observe red blood cells.54 The reported
samples were red blood cells of humans, goats, cow, pigs, mice, and chickens. The average mass
of these cells ranged between 5.8 to 28 TDa or between 9.6 to 46.5 pg. They also tested red blood
cells sampled from a healthy male adult, an iron-deficiency anemia patient, and a thalassemia
patient. The results of mass determination were consistent with those reported using more
established methods.
The recent reported improvement of CDMS instrumentation has been mostly focused on
improving LOD and uncertainty. In the following chapters, several studies will be presented
focusing on investigating the mechanism and improving the instrumental design for each part of
charge detection instruments. The purpose is to show the potential of multi-functional charge
detection as a method for analyzing microparticles.
Chapter two will be devoted to investigate the ESI mechanism based on an observation that
a certain portion of charged particles generated with ESI carried charges opposite to the polarity
of the source. Both biological and non-biological microparticles were used to preserve the charges
originally on the droplet surface. A model of ESI droplet evolution will be presented that is
different from IEM and CRM.
Two designs of a novel PCB image-charge detector will be presented in chapter three.
These designs enabled us not only to detect charge and m/z as conventional image-charge detectors
do, but also to detect the changing velocity and trajectory of particles. The detector’s performance
on particle beam diagnostics will be discussed.
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In chapter four, an improved particle delivery system will be presented. Both
computational simulation and experimental methods were used to design and improve the particle
delivery system to achieve a faster acceleration with aerodynamic methods.
The final chapter presents some possible future directions for this research. Preliminary
data will be presented which can possibly lead to a further expanded application of the CDMS.
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Chapter 2: Mechanistic investigation of charge separation in electrospray
ionization
Portions of this chapter were taken from: Gao, J.; Austin, D. E., Mechanistic Investigation of
Charge Separation in Electrospray Ionization using Microparticles to Record Droplet Charge State.
Journal of the American Society for Mass Spectrometry 2020, 31(10), 2044-2052. Copyright ©
2020 American Society for Mass Spectrometry. Reprinted with permission.

2.1 Introduction
Electrospray ionization (ESI) is one of the most widely employed ionization methods in
mass spectrometry. ESI has the advantage that solutes present in a solution can be directly
transferred into the gas phase as ions for mass spectrometric analysis. Therefore, it can easily be
coupled with liquid chromatography. In addition, ESI typically produces multiply charged ions
during a “soft” ionization process, allowing high mass species—even those with little or no
volatility—to be ionized without fragmentation and analyzed at moderate mass-to-charge ratios.
In some cases, the conformation of large proteins can be changed by side-chain collapse, unfolding,
and refolding.55 A vast variety of compounds from inorganic and organic compounds to polymers,
nucleic acids, proteins, viruses, and bacterial spores has been reported as analytes of ESI mass
spectrometry.19,44,56-58 Although ESI has been extensively commercialized, the underlying
mechanisms are still not well understood inasmuch as the ESI process represents a series of highly
complex chemical and physical processes.59
Generally speaking, there are four stages in the ESI process: generation of charged droplets
from a capillary tip, decrease of droplets’ radii through solvent evaporation, breakup of charged
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droplets into smaller droplets through Coulombic fission, and production of gas-phase charged
particles or ions from liquid phase droplets. A typical ESI source consists of a capillary tube biased
with a high voltage (about 2-5 kV) of either positive or negative polarity relative to a counter
electrode, which is also the conductance-limiting aperture to the mass spectrometer vacuum system.
When sample solution is pumped with a syringe and reaches the tip of the ESI capillary, it is
distorted by the strong electric field into a Taylor cone and sprayed into a fine mist of charged
droplets. These droplets then undergo both evaporation and Coulombic fission events. However,
the chemical compositions of the primary droplets, downstream droplets, and final charged
particles are different due to the complex processes involved.16,59 Various studies have worked to
correlate the chemical composition and physical status toward the ultimate goal of understanding
the fundamental ESI mechanisms.19,56
The primary charged droplets generated by a Taylor cone shrink due to solvent evaporation.
The energy required for evaporation is provided by thermal energy of the ambient gas. This
shrinking process happens continuously until the droplet radius nears the Rayleigh limit.15 The
Rayleigh limit describes the limit of stability of charged droplets effected by the opposing forces
of surface charge density and surface tension:
𝑞𝑅 = 8𝜋[𝜖0 𝛾𝑟 3 ]1/2

(2-1)

where qR is the total charge on the droplet, r is the radius, γ is the surface energy, and 𝜖0 is the
electrical permittivity. Droplets close to the Rayleigh limit are marginally stable and can
experience Coulombic fission. Several theories have been proposed to describe the process from
this point on. Among them, two widely accepted theories include the “Ion Evaporation Model”
(IEM)18,19 and the “Charged Residue Model” (CRM)4.
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In an effort to observe ion production from very small droplets, Gamero-Castaño and de la
Mora21 electrosprayed a solution of tetraheptylammonium bromide into a differential mobility
analyzer (DMA) and selected solid residues with similar mobility. Then these residues passed
through a neutralizing chamber, reducing most to a single charge. A second DMA and a Faraday
detector were then used to determine the number of analytes with a given mobility. Thus, both
aerodynamic diameter and charge were determined. The activation free energy was calculated and
found to be consistent with IEM.
An early study from Winger et al.24 tested several proteins with ESI. They observed protein
aggregates (multimers) generated by ESI, including monomers together with a series of dimers,
trimers, and even higher multimers with decreasing abundance. This observation showed that the
size of the final droplets (before they evaporated) was still large enough that multiple proteins were
present in each droplet. These results are consistent with CRM.
Since ESI sources are biased with high voltage, almost all research efforts into the
underlying mechanism assume that the final particle will have the same polarity as the voltage
applied. However, Jarrold’s group60,61 reported observations in which charged pure water droplets
produced by ESI can carry both positive and negative charges with a single polarity of capillary
bias. Conventional MS instruments filter droplets or ions with opposite charge, so this
phenomenon hasn’t been widely observed or reported, but Jarrold’s group used a charge detector—
with no mass selection or ion guide—and was therefore able to observe both polarities with no
adjustments to the instrument. Results showed that pure water droplets had a significant preference
for positively charged droplets in both positive and negative mode ESI. In positive mode, fewer
than 1% of detected water droplets were negatively charged, compared with 99% positively
charged droplets. However, in negative mode ESI, fewer than 30% of detected water droplets were
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negatively charged, whereas more than 70% were positively charged. This result was surprising—
that positively charged water droplets were favored in both ESI modes while there had been no
previous report showing similar significant ionization efficiency differences between positive and
negative mode with conventional ESI-MS. This phenomenon was explained with a bag mechanism
of aerodynamic charge separation as shown in Figure 2. In this bag mechanism, the charged
droplets first deform into a slightly flattened ellipsoid and then change to a bag shape due to
interaction with the surrounding gas. When these bag-shaped droplets break, smaller droplets are
generated from the bag area while larger droplets are generated from the annulus area. 61 Because
of the electrical double layer effect between liquid phase and gas phase, the smaller droplets
generated from the bag region are expected to be predominantly negatively charged, while larger
droplets prefer positive charges. This preference would exist in both positive and negative mode
ESI in these experiments. Though negatively charged droplets should be produced in greater
numerical quantity compared with positively charged droplets, these smaller droplets would be
more easily eliminated by evaporation, leaving more positively charged droplets detected.61
Droplets that had evaporated below a certain point, and which had lost charge due to Coulombic
fissioning and/or evaporation would not be detectable using the charge detector (LOD ~1000 e-).
The droplets detected by the image-charge detector were estimated to be approximately 2-3 m in
radius regardless of their initial size.61 Therefore, data from these experiments may have preferred
positively charged droplets in both positive and negative mode ESI because most of the smaller,
negatively-charged droplets evaporated before they reached the detector.60,61 Without knowing the
presence or quantity of such smaller droplets, there is no direct evidence showing either the volume
or quantity difference between positive and negative droplets at the moment of droplet formation,
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as required by the bag mechanism. These results show only differences in droplet numbers at the
final stages after possibly multiple evaporation and droplet breakup processes.

Figure 2. Theoretical concept of the aerodynamic breakup of a droplet following the bag
mechanism as proposed by Zilch et al. to explain the charge separation of charged water droplets
in the ESI process. The bag shape formation process (a-d), and droplet breakup into product
droplets with various sizes (e-f). Exaggerated cartoon showing charge separation in the bag shaped
droplet due to electrical double layer (g-h). (Adapted from Zilch et al.61 with permission. ©2008.
American Chemical Society.)

The aerodynamic breakup mechanism assumes negative ions in water droplets to be
concentrated on the surface of the droplet according to the electrical double layer mechanism.61
This mechanism was originally proposed to describe the behavior of a charged droplet in free space,
with no electric field present. In an ESI source, a strong electric field exists especially near the
sharp capillary tip. The electric field can be estimated with the approximate relationship.9
𝐸=

2𝑉

(2-2)

4𝑑
)
𝑅

𝑅×ln(

where E is the electric field at the tip, V is the applied potential, R is the capillary outer radius, and
d is the distance from the capillary tip to the counter electrode. Zhou and Cook63 studied the surface
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concentration of ions in electrospray ionized droplets. Based on theoretical considerations, the
resulting electric field will induce an axial charge separation due to electrophoretic effects inside
each droplet. The resulting spatial inhomogeneity of cations and anions inside a droplet may result
in charge separation in product droplets (Figure 3). Bhalwankar et al.64 reported a related scenario
of water droplets with a much larger diameter (7.25 mm) suspended in a wind tunnel with a
horizontal electric field of 500 kV/m. Their observation showed that the electric-field-induced
breakup could modify the charges on the fragments. Droplets split into positive and negatively
charged droplets with unequal volumes. Then smaller droplets ejected a tiny droplet with the same
charge polarity as the small droplet. With this mechanism, no clear preference of positive or
negative charge was observed (Figure 4).

Figure 3. Exaggerated cartoon showing axial charge gradient that may develop via
electrophoretic charge separation due to the strong electric field created by the ES capillary. M +
and Y- are arbitrary ions of mobility less than H+ and X-. (Reprinted from Zhou et al.63 with
permission. ©2001. American Chemical Society.)
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Figure 4. Photograph sequence of suspended water droplets in a horizontal electric field of
500 kV/m as induced charge separation produces multiple charged droplets with opposite charge
polarity. Both positively and negatively charged droplets were generated with similar volume ratio.
(Reprinted from Bhalwankar et al.64 with permission. ©2017. American Geophysical Union.)

As these previous studies reported, both aerodynamic charge separation and electric field
induced charge separation can theoretically result in product droplets carrying either positive and
negative charge, including droplets with opposite charge polarity as the applied bias voltage on
the ES capillary. However, the greater proportion of negatively charged droplets required by the
aerodynamic charge separation process (bag mechanism) has not been observed—it is not known
whether such droplets were present and may have evaporated before detection. On the other hand,
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the studies to-date on electric field induced charge separation were performed with a strong
homogeneous electric field and relatively large droplets. No results have been reported observing
the details of charge separation during droplet break-up due to the electric field of an ESI tip. It is
difficult to simultaneously monitor the droplet number, size, and charge of all product droplets
during the whole ESI process as the electric field, droplet size, and relative velocity between
droplets and background gas all change dramatically and quickly. In this study we took an
alternative approach by using amphoteric microparticles as probes to preserve and record the
charge on droplets as they evaporate beyond the size range of the particles. When the particle size
is much smaller than the droplet size, such as during droplet splitting under either mechanism, we
expect these microparticles to have no influence on the charge separation process. However, these
microparticles will preserve the charges on both large and small product droplets even if the
solvent fully evaporates. This method provides data on the difficult-to-observe process occurring
during ESI and allows distinguishing between mechanisms.

2.2 Experimental
An overview of the instrumental setup is shown in Figure 5. Microparticle suspensions
were ionized with a custom electrospray ionization source and introduced into the vacuum system
through a pinhole orifice, a 30-cm long beam tube, and through a differentially pumped skimmer.
After particles were charged, desolvated and collimated during this process, an asymmetric 2-stage
image-charge detector made using printed circuit boards (PCBs) measured the charge and velocity
of each particle.
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Figure 5. A diagram of the experimental apparatus. Suspensions of microparticles prepared
with HPLC grade water were ionized with an ESI source in atmospheric pressure and then
introduced to a vacuum chamber through a 500-µm orifice, a 30-cm aerodynamic accelerating tube,
and a differentially pumped skimmer. An asymmetric 2-stage detector is placed in the second
chamber to record the charge and velocity of charged species in the sample.

I tested four types of microparticles: 0.91-μm amino-terminated polystyrene beads
(Spherotech, Lake Forest, IL) (0.05% w/v), spores of Bacillus pumilis (107 CFU/mL), spores of
Bacillus atrophaeus (107 CFU/mL), and spores of Geobacillus steorothermophilus (106 CFU/mL).
All these samples were suspensions in HPLC grade water with no acid, organic solvent or salt,
consistent with the solvent used in the experiments from Zilch et al.61 The sample solution was
pumped with a syringe pump at 100 μL/h. The ESI needle, which had an O.D. of 135 µm and an
I.D. of 55 µm, was biased at 3.5 kV with a 5-kV, 25-W high-voltage power supply (PS 350,
Stanford Research Systems, Sunnyvale, CA, USA), and the vacuum chamber was grounded. The
charged droplets were introduced into the vacuum chamber through a 500-μm pinhole (Lennox
Laser, Glen Arm, MD, USA), a beam tube of 4.5 mm I.D. and 30 cm in length, and through two
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differentially pumped regions separated by a skimmer. An asymmetric 2-stage printed circuit
board (PCB) charge detector with a sandwich arrangement was mounted in the second chamber to
measure the charge and velocity of each particle.
In a previous study I presented a multi-stage image-charge detector constructed with two
identical, copper-patterned PCBs in a sandwich arrangement.44 For the purpose of determining the
particles’ charge, velocity, and direction in the present experiment, I designed an asymmetric two
stage PCB charge detector (Figure 6). The facing surface of each PCB was patterned with a longer
rectangular sensing stage and a shorter one. These two sensing electrodes are separated by
grounded electrodes. The sensing stages fulfill the same role as tubular electrodes in conventional
image-charge detectors by measuring the charge and velocity of each charged particle or ion
passing through. It has been demonstrated that the sensitivity of a patterned, PCB-based stage
approximates that of a cylindrical metal tube.44 The PCBs were designed using Eagle Layout
Editor 6.4.0 and fabricated by Quick Turn Circuits (Salt Lake City, UT, USA). The first sensing
stage was 64 mm in length and the second one was 191 mm. This length difference was designed
in order to determine the direction of the charged particles and eliminate the possibility that the
opposite charged signals are caused by bounced particles. It also greatly decreases the possibility
of overlapped signal when multiple particles pass through the detector in a short period of time.
The signals from the image charge detector were amplified using a charge-sensitive
amplifier (Amptek A-250, Bedford, MA, USA) and three shaping amplifiers (Amptek A-275), and
recorded using an oscilloscope as described previously.44 Particle charge was determined by taking
the average area of the four peaks for each particle’s signal and multiplying by the known gain of
the charge amplifier. The triggering level on the oscilloscope was set to +70 mV for all experiments,
yielding a detection limit of approximately ±1500 e- given the typical particle velocities in this

29

study. This detection limit is similar to those reported in other charge detection experiments.60, 61
Because particles generate both positive and negative peaks (one for entering, the other for leaving
a sensing region), the detection limit does not introduce bias for one polarity over the other when
there is a baseline shift. Small baseline shifts result in slight differences in detection limit that
affect both polarities similarly. Baseline was subtracted when calculating the charge of each
particle.

Figure 6. The asymmetric image-charge detector used in this study is composed of two
printed circuit boards, one of which is shown here.

2.3 Results and Discussion
Representative positive/negative signals triggered by charged droplets and/or particles on
the 2-stage PCB detector are shown in Figure 7. This detector is not only capable of measuring
charge and velocity as conventional charge detectors do, it also eliminates any ambiguity of the
direction of charged particles since the time difference between the first pair of peaks and the
second pair are proportional to the length ratio of two sensing stages. This characteristic eliminated
the possibility of signals triggered by bounced particles which might have exchanged charge with
metal chamber walls or other surfaces. In addition, since multiple droplets may have been
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generated with the split up of the primary droplets, particles and/or droplets could be close to each
other in time or space as they pass through the vacuum system inlet. This design reduces the
possibility of signals from overlapping particles in such a case. The use of two stages of differing
lengths also eliminates the possibility of incorrectly assigning the polarity of charge, as might
happen if one peak is obscured in noise and the adjacent peak is incorrectly interpreted to be exit
vs. entering the sensing region. This PCB image-charge detector is capable of simultaneously
providing information on the velocity, charge, and direction of each charged particle passing
through.

Figure 7. Representative signals from a positively charged particle (top) and a negatively
charged particle (bottom) in positive mode ESI. The first two smaller signal peaks are caused by
the metal shield of the detector. The positions of the second two peaks represent the time of the
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particle entering and exiting the first detecting stage. The positions of the third two peaks represent
the time of particle entering and exiting the second detecting stage. Since the oscilloscope
triggering levels for both types of signals are the same, the detection limit between positive and
negative particles should also be the same.

There are two major differences between the aerodynamic droplet charge separation and
electric field induced charge separation on predicting the properties of product droplets. The first
is that the aerodynamic breakup mechanism predicts the quantity of charged droplets generated in
the bag area will be more than those generated in the annulus area in both positive and negative
mode ESI because the surface area is much larger in the bag area than in the annulus area.60
However, the electric-field-induced breakup mechanism of both uncharged and charged droplets
has no such expected preference.64,65
The second major difference between the two mechanism theories relates to the volume of
product droplets. The aerodynamic breakup mechanism predicts each product droplet from the bag
area should have a lower average volume in both positive- and negative-mode ESI because the
surface-area-to-volume ratio in the bag area is higher than in the annulus area.60 However, the field
induced breakup mechanism of uncharged water droplets shows an obvious size difference
between product droplets but no preference for polarity.64 For charged methanol droplets, field
induced droplet breakup produces product droplets with roughly 5% of the primary droplet’s size,
with charges of both polarities.65 Since the primary droplets reported were all positively charged,
no preference for droplet polarity can be concluded from this report.65
In these experiments, in positive mode ESI we observed both positive and negative signals
with suspensions of B. pumilis, B. atrophaeus, and G. stearothermophilus spores, as well as amino-
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terminated polystyrene beads as shown in Table 1. For each particle type, 350 signals were
observed. Table 1 shows the fraction of these signals with negative charge. Uncertainties for each
ratio represented standard deviations were determined using the square root of the number of
observed signals of opposite polarity. Interestingly, both biological and non-biological
microparticles with similar sizes show a similar proportion of negatively charged particles in
positive ESI. There was no observed difference in the charge distributions for the four different
types of particles. In addition, I observed no noticeable difference in total charge range and
velocity range for all four microparticle types. These results imply that the type of particle has
negligible effect on the measurement distribution of charges during the droplet breakup process.
As has been done in other microparticle ESI experiments,58,66,67 the concentration of
microparticles used was chosen to minimize the probability of droplets containing more than one
particle. Based on the calculated primary droplet size of 5.6 m using the method of Schmidt et
al.68 and the known microparticle concentrations, only 37% of primary droplets contain a
microparticle for the most concentrated particle type (polystyrene), with much lower proportions
of particle-laden droplets for other microparticle types and for all product droplets. As a result,
microparticle-microparticle interactions within droplets are negligible.
In the absence of microparticle-microparticle interactions, and given their very low
electrophoretic mobility due to their large size, I assume that the microparticles are evenly
distributed throughout the liquid at all points in the process of droplet formation. If this is the case,
then the number of observed particles of each polarity represents the volume of liquid that
produced them. As a result, in positive mode ESI, I conclude that approximately 4 times as much
of the solution volume ends up in droplets with positive charge compared with droplets carrying
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negative charge. Implications of possible droplets with charge below the detection limit of the
charge detector and triggering electronics are discussed later.
I also tested HPLC grade pure water as the blank with the same experimental setup, but no
negative signal was observed, even after 1000 positive signals were counted. The results of this
blank are significant beyond simply showing that some positive droplets were not fully desolvated.
Negative droplets must have been created, as evidenced by the negative signals observed when
microparticles were present in solution, but all of these negative droplets had evaporated below
the detection limit in the blank experiment; however, positive droplets, at least some of which must
have been larger, had not fully evaporated. Ignoring the effect of droplets below the charge
detection limit, I expect that 20% of the liquid ended up in negatively charged product droplets,
but that all of these droplets were small enough to evaporate before detection. The remaining 80%
of the liquid was contained in positive droplets.

G.
B. pumilis

B. atrophaeus

Aminostearothermophilus

spores

spores

Blank
polystyrene beads

spores
Percentage of negatively
charged particles/droplets

22.6%  2.5%

23.7%  2.6%

17.1%  2.2%

22.9%  2.6%

0%

observed in positive ESI

Table 1. Ratio of negative to positive particles out of 350 detected signals for each type of
biological and non-biological particle, and out of 1000 detected signals for blank water droplets,
in positive-mode ESI experiments.
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I also observed 350 signals of bacterial spores of B. atrophaeus in negative mode ESI, and
22.3% ±2.5% of the detected particles were positively charged (i.e., opposite charge to the ESI
bias voltage). The percentage of positive signals in this negative-mode ESI experiment is not
statistically different from the percentage of negative signals in positive mode ESI. This result
shows that positively charged product droplets are not preferred in quantity as predicted in the
aerodynamic breakup mechanism. Instead, both in positive mode ESI and negative mode ESI, a
similar percentage of droplets were charged with charge polarity opposite to the biased ESI source.
The charge from each of the 350 signals in negative ESI of B. atrophaeus spores is shown
in Figure 8. Based on the above discussion, this figure shows that (1) negative mode ESI generates
a greater number of negatively charged droplets than positively charged droplets, (2) a greater
fraction of the solution volume ends up in negative droplets compared with positive droplets, and
(3) the negative droplets carry more total charge.
Just to the right of the center of Figure 8 is the region corresponding to charges less than
the detection limit of these experiments, including both positive and negative charges. The
detection limit is determined by the triggering level on the oscilloscope, and corresponds to ±1500
elementary charges. There may or may not have been sparingly charged droplets or particles with
charges in this range, but they were not detectable in this experiment. However, the drop-off of
counts near this region—in both polarities—implies that the population of nearly neutral droplets
or particles is not large. In any case, the ratios presented in Table 1 and subsequent discussion are
based only on observed particles. Unobserved particles or droplets would result from solvent
droplets created with minimal charge either through aerodynamic, field, or other mechanisms, and
that after evaporation still had insufficient charge to produce detectable particles. Such nearlyneutral droplets constitute an unknown amount of the original solvent.
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Up to this point I have not addressed the possibility that there may be bias against droplets
based on charge or size as they are transmitted through the instrument. To the extent particle
trajectories are governed by aerodynamic effects, there should be no difference between positively
and negatively charged droplets, so any bias against smaller droplets should cancel out of
calculated ratios of charge. After the pinhole aperture there are no applied electric fields, so chargebased bias should be minimal. Between the ESI needle and the pinhole, there is a strong electric
field, but also strong gas flow into the vacuum. In fact, when the pinhole is much smaller and the
gas flow into the vacuum system is lower, opposite charged signals aren’t observed at all, which
may be because the field effects are stronger than the atmospheric effects in that case. As a result,
even with the 500-μm pinhole there likely is still some bias against smaller, oppositely-charged
droplets between needle and pinhole, but this effect should similar for positive and for negative
ESI. It is not clear what effect this might have on the measured ratios, although the
droplets/particles with less charge should actually be less susceptible to these effects.

Figure 8. Signal counts of detected B. atrophaeus spores and/or detected droplets in
negative mode ESI in 24 bin ranges of particle charge. The detection limit, determined by the
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triggering level, was ±1500 e-, which is why the two bins near the center of the distribution have
zero counts.

Figure 9 shows a model consistent with the above results. Primary droplets produced in the
Taylor cone respond to the electric field between the capillary and grounded counter electrode by
emitting smaller product droplets of opposite charge. The primary droplets, which retain most of
the volume and charge, may subsequently break apart into smaller droplets, either in a fieldinduced mechanism, through aerodynamic mechanisms, or through traditional Coulombic fission.
Drawn by the flow of gas into the vacuum system, droplets of both polarities continue to the
vacuum chamber and are eventually detected. This process operates the same for positive capillary
bias as negative bias.

Figure 9. Exaggerated cartoon showing mechanism of electric field induced charge
separation during ESI. Positively charged primary droplets were sprayed from the ESI source
biased with high voltage (a). With the intensive electric field near ESI needle tip, positively
charged primary droplets emit smaller oppositely charged product droplets (b). Further droplet
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breakups can be either aerodynamic breakup or Coulombic split but total volume ratio between
negative and positive droplets were recorded as triggered signal numbers (c).

Grimm and Beauchamp’s results65 showed that with sufficiently high field, droplets of both
polarities may simultaneously be emitted from larger droplets. However, my experimental data are
insufficient to determine whether smaller droplets of both polarities are produced, or whether
smaller droplets are produced only with the opposite polarity charge as the ESI bias voltage.
Either due to momentum or due to the strong gas flow (I used a larger aperture than is used
in most ESI experiments) the oppositely charged droplets did not turn back and accelerate toward
the biased capillary, but continued into the vacuum system with the other droplets. Although the
product droplets are caused by the high field, which is generally present in ESI sources, the fate of
any oppositely charged droplets in other experimental setups may depend on a variety of factors,
including the size of the aperture into the vacuum system.
Although the present results do not show that the aerodynamic breakup mechanism is
operating in the present experimental setup, this doesn’t rule out the possibility that such processes
may be at work in ESI systems. However, the proposed bag mechanism has a narrow range of
parameters over which it operates, and may therefore be limited in scope. The creation of the bagand-annulus shape requires the Weber number of droplets to be in the range of ~12 < We < ~16
given by:62
𝑊𝑒 =

𝜌𝐺 𝑣 2 𝑑

(2-3)

𝜎

where 𝜌𝐺 is the gas density, 𝑣 is the relative velocity between gas and droplet, d is the diameter of
the droplet, and 𝜎 is the surface tension. In an ESI process, diameters of droplets continuously
decrease because of solvent evaporation and droplet breakup. Meanwhile, the relative velocity
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between gas and droplets is also changing due to acceleration in the strong electric field and the
gas acceleration caused by pressure differences between atmospheric pressure and the vacuum
system. Therefore, the time in which conditions are favorable for droplet breakup with Weber
number in the range of ~12 to ~16 is relatively small. In contrast, the conditions required for fieldinduced droplet breakup, namely, the high field in the region between the capillary and counter
electrode, is generally met,64 so this mechanism has more opportunity to take place. The
observations that the ratio of oppositely-charged droplets is roughly 20% regardless of the bias
polarity support field-induced breakup as a dominant mechanism in ESI.

2.4 Conclusion
This study is the first report of opposite polarity electrical charges produced in ESI with
sample particles. These particles can preserve the charge generated on droplets for quantitative
analysis of the volume ratio of positive/negative charged product droplets. The fraction of opposite
signals is similar in both positive and negative mode ESI with biological and non-biological
particles. Possible factors for false or ambiguous signals have been eliminated with the design of
PCB charge detector. I propose that electric-field-induced charge separation can cause the
generation of charged droplets in both positive and negative mode ESI. Further, the results do not
support aerodynamic charge separation, but rather, demonstrate that field-induced breakup is more
likely in these experiments. These results shed light on the mechanism of electrospray ionization
and of what happens to charged droplets at the micrometer size scale.
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Chapter 3: Visualizing charged microparticle beam trajectories with printed
circuit board charge detectors
3.1 Introduction
Aerosolized particle beams have been extensively studied and used in delivering nano- and
micro-particles to optical and charge detection for decades since they were first produced by
Murphy and Sears69. Regulated particle beams with designed divergence angle, particle velocity
range, and beam width are used in many applications to enhance transport efficiency and improve
detection resolution. Typical applications include the inlets of mass spectrometers and
nanomaterial synthesis.70,71 Being able to manipulate particle beams provides a way to separate
particles by size and collect individual particles for analysis.72 On-line single particle imaging (SPI)
methods like x-ray free-electron lasers (XFELs) require analyte particles to be precisely delivered
into the most intense region of the focused x-ray beam.73 Collimated narrow particle beams have
been widely used in aerosol mass spectrometers to guide charged analytes through multiple mass
selecting and detecting elements.74-76 Traditionally particle beams were produced by supersonic
expansion through a single orifice to vacuum. For the purpose of manipulating particle beams, an
early attempt is to use a single tube to focus aerosols.77 This method could focus particles with
well-defined particle diameters within a small pressure range. However, particles with properties
outside those specific parameters would form broad distributions. Later reports of aerosol focusing
systems including convergent nozzles,30 gas-dynamic virtual nozzles (GDVN),36 and the
aerodynamic-lens-nozzle system37,38 have been developed and optimized with both theoretical and
experimental methods.
Computational fluidic dynamic (CFD) simulations have often been used for theoretical gas
flow and particle behavior analysis.34,35,78 Zhang et al. used the commercially available numerical
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package Fluent (ANSYS, Inc., Canonsburg, PA, USA) for charactering particle beam trajectories
of single- and multiple- stage aerodynamic-lens-nozzle systems.34, 35 Abouali et al.78 used Fluent
to develop a three-dimensional model simulating Brownian motion of nanoparticles in an
aerodynamic lens.
Other than CFD simulations, multiple experimental methods have been proposed for
particle beam diagnostics. Early approaches determined particles’ one-dimensional velocities by
measuring time-of-flight (TOF) over a designed distance. In 1978, Dahneke and Cheng28,29 applied
two laser beams in the vacuum chamber. When a particle passes through these laser beams,
scattered light will be recorded to determine TOF and velocity along the designed direction for
each particle. This method provides limited information for instrumental development.
Modern experimental methods for aerosolized particle beam diagnostics can be categorized
in three main mechanisms: direct optical imaging, capturing particles on plates coated with sticky
materials (greased transverse plane imaging), and charge detection. With the development of flash
light sources and fast camera sensors, researchers have been able to take direct side-view images
for particle beam diagnostics. Three different detecting methods have been proposed for side-view
imaging: long exposure imaging, streak imaging, and snapshot imaging.73 Long exposure imaging
setups use an exposure time far longer than the time particles move across the full field of view.79
For all particles that passed through the field of view during the exposure time period, a collected
image of all trajectories can be obtained with this method. This method records the trajectories but
not velocities. Streak imaging shortens exposure time to be smaller than the TOF. Both trajectories
and velocities can be recorded with this method. Snapshot imaging mode is when the exposure
time is set to be far less than the time for a particle to move the length of its diameter. With snapshot
imaging researchers can measure particle size and numbers, and particle velocity can be measured
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from multiple exposures with a known delay.80,81 The direct optical imaging methods can be nondestructive and provide various information about aerosolized particle beams by switching among
the three methods described above. However, the suitable particle size is limited by the resolution
of the imaging system. Focusing particle beams and light sources into the camera’s field of view
can be time-consuming. Also, fast camera and fast illuminance systems are costly to purchase and
operate.
A different approach is transverse-plane particle imaging. Early experiments applied an
impact surface covered with a thin sticky grease layer to adhere aerosol particles and then analyze
the deposition under an external microscope.32 Multiple images can be recorded by moving the
impact surface along the direction of particle beam.73 This method has shown its usefulness in
visualizing particle trajectories. Comparing with direct optical imaging methods, it’s much less
costly and it’s easier to have particle beam diagnostics for smaller particles. But this method also
has several drawbacks. Firstly, the collecting surface not only stopped particle movements from
further analysis but can also brought about disturbance to carrier gas jets depending on the
instrument design.73 Secondly, carrier gas flow distorts the grease layer when collector is within a
few nozzle diameters of the orifice.82 In addition, information is recorded at just one point of the
trajectories, so assumptions about the particle origin must be made rather than directly observed.
This method measures a collected image of particle beam trajectories but no information about
each particle can be recorded.
The third category for particle beam diagnostics includes charge detection methods. In
1995, Liu et al. proposed an instrument with a pair of deflection plates and a Faraday cup for
charge detection of charged particles.37,38 This method measures beam widths, velocities, and
transport efficiencies of a particle beam. Another research effort proposed an electrostatic
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detection method for three-dimensional tracing.83 By measuring induced charge on four impact
electrodes, researchers were able to calculate the trajectory of a charged particle during those
impacts. These two reports used direct charge detection methods which means particle information
was obtained with the direct impact between charged particles and detecting electrodes. Similar to
transverse-plane imaging, direct charge detection methods are destructive and they intervene in
the particle beam trajectory.
In 2008, Benner et al. introduced the image-charge detector as a non-destructive method
for characterizing charged particle beams.72 Two single-pass tubular image-charge detectors were
mounted along the particle beam collimation direction to record the particle transporting efficiency
according to pressure as well as the particle velocity along the particle beam axis assuming the
velocity was a constant. Image-charge detectors have the advantage that they are small and less
costly to operate. However, single-pass tubular image-charge detectors can only provide limited
information about particle beams.
This indirect image-charge detection mechanism plays an important role in cosmic dust
analyzers (CDAs). Auer et al. described a dust trajectory sensor with three sensor planes consisting
of 21 wire electrodes.84 It detects charged dust particles with accuracies of ~1°in direction and 1%
in velocity. Srama and Auer developed a low-noise beam detector with a similar geometry as
tubular image-charge detector.85 The Lunar Dust Explorer (LDX) on NASA’s LADEE mission
had a CDA with three rectangular grid layers connected to a charge sensitive amplifier.86 When a
charged dust particle passed through, it induced opposite charge on the grid wires. The intensity
of the induced charge decreased according to the distance between particle and wires. With the
designed wire grid geometry, CDAs can record the charge and two-dimensional velocity of each
dust grain. The Cassini mission had a CDA with four wire grids with similar function.87 Though
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the CDA has the advantage as a non-destructive trajectory recording method, it is designed for
cosmic dust analysis therefore it assumes particles to travel in a constant velocity. Also, to better
collect cosmic dust, these CDAs are built with a large effective area, limiting their application in
regular vacuum chambers. Since the angular and velocity measurements and accuracies are
distance related, minimizing CDAs compromises their performance for beam characterization.
Our lab previously reported an image-charge detector based on two printed circuit boards
(PCBs) facing each other in a sandwich arrangement.44 This detector is small and less expensive
compared with most of other detectors. It has the unique function of an image-charge detector in
that it measures charge and one-dimensional velocity for every charged microparticles passing by
the image-charge detectors. The versatility of PCBs also allows researchers to easily modify
patterns of detecting elements to suit a specific research purpose.
In this chapter, I report two designs of PCB image-charge detectors. The first detector is
smaller and it records the divergence angle of a particle beam while the second design is larger but
can record two-dimensional trajectories and velocities of each charged particle in an aerosol
particle beam. These two detectors are in-line, non-destructive particle beam diagnostic methods
which allow particles to pass through for further analysis without interference on particle
trajectories. This report could help designing, optimizing, and monitoring particle injection
systems.

3.2 Experimental
Instrumental setup
I designed two PCB image-charge detector patterns as shown in Figure 10. The first design,
the divergence angle detector has two isosceles right triangle electrodes as the detecting elements
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while the second design, the trajectory detector, has two parallelogramic and two rectangular
detecting electrodes. (Figure 10) The divergence angle detector is 58.42 mm long and 20.32 mm
wide and the two triangular detecting electrodes’ leg length is 20.32 mm. The trajectory detector
is 119.38 mm long and 20.32 mm wide. It has two parallelograms with a 15.24 mm base and a
20.32 mm height. The two rectangular detecting electrodes have a 10.16 mm width and a 20.32
mm height. All detecting elements are connected to a charge-sensitive amplifier (Amptek A-250,
Bedford, MA, USA). Two pieces of mirror-imaged, copper-patterned PCBs were mounted facing
each other with 4 mm ceramic spacers at the corners. More detailed information on the mechanism
and fabrication of PCB image-charge detectors were described in previous reports from our lab
and in Chapter 2.44,88

Figure 10. The design of PCB image-charge divergence angle detector (top) and trajectory
detector (bottom). Detecting electrodes are represented as gray and grounded electrodes are black.
The divergence angle detector has two isosceles right triangles as the detecting elements with a
total length of 58.42 mm and width of 20.32 mm. The trajectory detector has two parallelograms
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and the other two are rectangles. The bottom detector is 119.38 mm long and 20.32 mm wide. The
green arrows represent the direction of charged particles travelling above the PCB.

An overview of the instrumental setup is shown in Figure 11. Microparticle suspensions of
0.91 µm amino-terminated polystyrene beads (Spherotech, Lake Forest, IL, USA) were prepared
at a concentration of 0.05% w/v in a solution that was 4:1 methanol to water. The solution was
pumped through an electrospray ionization source by a syringe pump operating at 100 µL/h. The
needle was biased at +3 kV relative to the grounded vacuum system with a 5 kV, 25 W highvoltage power supply (PS350, Stanford Research Systems, Sunnyvale, CA, USA). Charged
droplets were introduced into a vacuum chamber through a 0.41-mm supersonic nozzle. These
particles then entered the detector’s metal shielding through a 6 mm opening and passed along the
central plane of the PCB image-charge detector. As the charged particles passed through, opposite
charges were induced on the surfaces of the detecting electrodes. Charge movements were
amplified by a charge sensitive amplifier (Amptek A-250) and recorded with a 200 MHz
oscilloscope (Waverunner 3024 Lecroy, Chestnut Ridge, NY, USA). For the purpose of exploring
the capability of this detector in not only uniform motion but also for uniformly variable motion,
the vacuum chamber was pumped with a multi-stage Roots vacuum pump (ECODRY 65 plus,
Leybold, Export, PA, USA) to ~0.6 Torr.
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Supersonic nozzle

ESI source

PCB detector
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Detector shielding

Figure 11. A diagram of the experimental apparatus. Suspensions of microparticles were
ionized with an ESI source in atmospheric pressure and then introduced into a vacuum chamber
through a supersonic nozzle. Charged particles/droplets then passed through an assembled PCB
detector for particle movement analysis and particle beam diagnostics.

Signal processing
A representative signal triggered by charged droplets and/or particles on the PCB imagecharge trajectory detector is shown in Figure 12. Four signals were generated by the four electrodes
(Figure 12 left). The first smaller negative narrow peak and the last positive bump were triggered
by entering and exiting the detector’s metal shielding. As I differentiate the signal (Figure 12 right),
there are eight signal peaks—the position of each peak indicated the timing when the particle
passed through the position of A to H (as shown in Figure 14), while the corresponding peak areas
represents the charge on the particle passing through. Peak FWHM are inversely proportional to
the instantaneous velocity vector perpendicular to the electrodes. While the peaks A, B, E, and F
are different in FWHM to the other four, it is because the first and third detecting electrodes are at
an angle of 45°comparing with the second and fourth detecting electrodes. The entering narrow
peak was differentiated to be a pair of narrow but sharper peaks compared with the following eight
signals. This unique pattern makes it easier to identify a series of signals triggered by a single
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particle, and also to identify which peak in the signal corresponds with which point in the electrode
array.

B

D
F

Charge (103 e-)

H

Velocity

E

A
Time (s)

G

C

Time (s)

Figure 12. A representative signal after it was amplified (left) and differentiated (right).

Divergence angle detection
As a charged particle passes through the divergence angle detector, the velocity
perpendicular to each detecting electrode edges resulted in a measured parameter inversely
proportional to the FWHM of each peak of the differentiated signals. (Figure 13) Therefore, the
velocity perpendicular to each electrode edge can be calculated with the particle velocity v0 as:
(3-1)

𝑣1 = 𝑣0 𝑠𝑖𝑛𝛼
𝜋

𝑣2 = 𝑣3 = 𝑣0 sin(𝛼 + 4 )

(3-2)

𝜋

(3-3)

𝑣4 = 𝑣0 sin( 2 − 𝛼)
Therefore, the angle α can be calculated with the ratio of the four recorded signals.
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Figure 13. A schematic of a charged particle passing through divergence angle detector
with an angle of α. vi is the velocity perpendicular to the i-th electrode edges.

Particle trajectory detection
Our group recently reported an improved technique to calibrate a charge detector’s peak
position.89 Figure 14 shows the schematic of a charged particle passing through the calibrated
detecting electrodes’ edges at point A-H instead of the physical electrodes’ edges. The ratio in
distances of AB, BC, CD, DE, EF, FG, and GH were calculated with the calculated instantaneous
velocities and the recorded time-of-flight. The positions between points A-H were calculated with
the presence of similar triangles. As the auxiliary lines shown in Figure 14, an arbitrary coordinate
system was set and there are multiple triangles similar to each other as a particle passes through
the detector. To reduce uncertainty, I took the average of four pairs of similar triangles to calculate
each point’s position. For example, point A is determined with the fact that
AIC ~ AKG

(3-4)

AJD ~ AKG

(3-5)

AIC ~ ALH

(3-6)

AJD ~ ALH

(3-7)

Therefore, each pair of similar triangles above can be used to calculate the position of point
A independent with each other in the coordinate system as shown in Figure 14. Similar calculations
can be applied to all points from B to H. Each coordinate is calculated four times and averaged.
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Figure 14. A schematic of a charged particle trajectory passing through trajectory detector
with auxiliary lines.

3.3 Results and Discussion
Divergence angle analysis
A total of 30 signals have been calculated for the analysis of particle beam divergence
angle. The distribution of the angle α between particle trajectories and the first sensing electrode
is shown as Figure 15. The angle α ranges from 58.5 ± 2.3 degrees to 23.4 ± 2.0 degrees for the
particles observed. The average uncertainty of particle trajectory angles is 2.3 degrees.
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Signal counts

Angle distribution of α (degrees)

Figure 15. Distribution of α with 30 calculated signals.

Single particle velocity analysis
In general, aerosolized particle beam diagnostic methods measure particle trajectories with
an assumption that particles pass through the detector with a constant velocity. It is a reasonable
assumption only when the detector is placed in a high vacuum environment. This detector
measures the instantaneous velocity of each particle as it passes through point A-H. Therefore, it
can be used with both decelerating and accelerating movement. With the experimental setup,
particles decelerate due to collisions with background gas since the detector was in an environment
of ~0.6 Torr. The entering velocity and exiting velocity of 100 observed signals were recorded and
calculated as in Figure 16.
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Figure 16. A statistic of particle’s entering velocity (orange) and exiting velocity (blue)
with the uniformly decelerating linear motion.

I collected 100 signals and calculated their trajectories with the averaged coordinates of
eight points for each signal. Two representative trajectories are shown in Figure 17. There is a
consistent pattern observed as I obtain the trajectories with the coordinates of points A to H. For
the 100 signals, point A is 0.94 mm ± 0.79 mm above the trajectory, point B is 0.83 mm ± 0.58
mm below the trajectory, point C is 0.87 mm ±0.45 mm below the trajectory, point D is 0.54 mm
± 0.30 mm above the trajectory, point E is 1.39 mm ± 0.91 mm below the trajectory, point F is
1.77 mm ±0.89 mm above the trajectory, point G is 1.34 mm ±0.86 mm above the trajectory, and
point H is 1.64 mm ±0.86 mm below the trajectory. In Figure 12, overlapping, especially between
the third and fourth signals, caused a peak position shift which extends the time of flight between
FG and also affects the other times of flight. Therefore, I believe a main source of the systematic
error is from the peak overlapping. However, the uncertainty with systematic error and random
error combined is smaller than 2.66 mm. Therefore, the PCB image-charge trajectory detector can
be further improved by adjusting the position or direction of the detector.
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Figure 17. Two representative trajectories represented with dotted lines and calculated
particle positions represented with blue dots. Both have a consistent, systematic error pattern which
is probably caused by the overlapping of the original amplified signals.

Particle beam trajectories
While the two-dimensional trajectory of each charged particle was determined with the
method described above, the average velocity, initial velocity, and final velocity can also be
calculated with total time-of-flight and peak heights. For particle beam trajectory diagnostics, I
plotted a collected image of 100 particle trajectories. Figure 18 shows the angle, position, and
velocity of each trajectory when they passed through the detector as well as the relative position
to the detector PCB boards and the detector’s metal shielding. The average relative angular
difference between particle beam and detector is 9.6 degrees. The possible misalignment of the
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supersonic nozzle, the direction of the metal shielding where detector mounted, as well as the
asymmetric gas flow caused by the pumping system can all contribute to enlarge the relative
angular difference. The aerosol charged particle beam width when exiting the detecting elements
is 7.95 mm.

Velocity (m/s)

Figure 18. A collective image of the trajectories and velocities of 100 charged particles
with the relative position to PCB detector boards and detector’s metal shielding. Trajectories with
color change represents the velocity change as particles passing through the detector. The yellow
rectangular background represents the position of PCB board and the approximate position of
metal shielding is represented in gray.

As the result above has shown, the detector I proposed is capable of providing plenty of
information about single particle trajectories and aerosol particle beam with unfocused and
decelerating particles. A similar experimental setup can be applied to other more common
instrumental setups with a better regulated particle beam with uniform motion.
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3.4 Conclusion
Here I report two designs of a novel PCB image-charge detector that is capable of recording
two-dimensional information for charged particles movements. Comparing with conventional
charge detectors, I calculated velocity and position information in two dimensions from time-offlight of each particle instead of one-dimensional information. Although there is some systematic
error, the uncertainty of divergence angles is 2.4 degrees and particle trajectory uncertainty is
smaller than 2.5 mm. With this capability, it could be applied to real-time aerosolized particle
beam analysis in instrumental design, charge detection mass spectrometry, cosmic dust analysis,
and hypervelocity impact experiments of charged particles.

55

Chapter 4: Designing an aerodynamic accelerating instrument for
microparticle impact experiments
4.1 Introduction
The possibility of natural interplanetary transport of life has fascinated both theoreticians
and experimental scientists since the panspermia hypothesis was proposed more than a century
ago.90 In 1903 Arrhenius first reported a scientific rationale for panspermia, now called
radiopanspermia, claiming that microbes can make interplanetary transfers with the radiation
pressure from the sun.91 This hypothesis is based on the phenomenon that cosmic dust grains in
the range of 1.5 µm and smaller can be propelled by solar radiation pressure.91 However, there are
arguments against the radiopanspermia hypothesis showing that bare terrestrial microbes cannot
survive extended exposure in the full space environment.92,93
Later development of the panspermia hypothesis developed as the lithopanspermia theory.
Lithopanspermia describes an interplanetary transfer of microbes inhabited inside ejected rocks as
a result of natural impacts.94 Recent developments of microbiology, geophysics, and planetary
science divided the investigation of lithopanspermia into three phases: launch of microbe-bearingrocks from a ‘donor’ planet, transport of microbes through space, and landing on a ‘recipient’
planet.94 The possibility of lithopanspermia has been examined with various experiments. There
are several key factors that influence the survivability. Microbes will be exposed to multiple lethal
environmental stresses during the transit in space: solar radiation, cosmic radiation, vacuum,
reduced gravity, and extreme high/low temperatures in space are all potential threats to life. During
the launching and landing process, the most threatening factors are the high velocity impact of
microbes.
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In various experiments since the 1960s, microorganisms have been exposed to the space
environment as the technology of space flight has advanced. In 1965, bacteriophage T1, Bacillus
subtilis spores, and Penicilium spores were exposed to solar UV on board rockets at an altitude of
150 km.95 In 1966, samples of bacteriophage T1 and Penicillium roqueforti spores were exposed
to outer space for 16.8 h and 6.5 h during the Gemini satellite experiments.96 The survivability
analysis after retrieval showed 3 × 10-5 (Gemini IX) and <2 × 10-6 (Gemini XII) survival rate for
P. roqueforti and 2 × 10-6 and 3 × 10-5 for bacteriophage T1.96 These results show these sample
species cannot survive the space environment for interplanetary transfer. However, both samples’
survival rates dramatically improved with a thin (0.4 mm) layer of aluminum cover. The survival
rates improved 3000 fold for T1, and full survival was observed for fungal spores.96
Researchers also investigated the influence of exposure time and UV intensity on survival
rates. In 1972 the microbial ecology equipment device (MEED) mounted on the lunar orbiter of
Apollo 16 was composed of 798 sample cuvettes with optical filters.97 Organisms of viruses, yeasts,
filamentous fungi, bacteria, and an invertebrate were exposed to space vacuum for 1.3 h and three
intensity levels of solar UV for 10 min with the peak wavelength of 254 nm, 280 nm, or 300 nm.
No significant differences were detected in the survival of flight samples compared with groundbased controls.97
The European Retrievable Carrier (EURECA) mission exposed microbes to space vacuum
but shielded against solar UV radiation to investigate the influence of vacuum. Cells of the
desiccation-resistant bacterium Deinococcus radiodurans survived a 9-month exposure to space
vacuum, while conidia (spores) of Aspergillus niger and Aspergillus ochraceus showed survival
rates of about 30% and 5%.98
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The Long-Duration Exposure Facility (LDEF) exposed microorganisms to the space
environment from 1984 to 1990. The results showed spores of B. subtilis in a monolayer survived
with percentage rate of 1 to 2%.99 Accompanied with protective substances, B. subtilis spores
survived the 6-year-expose at the rate of 70 to 90% with the presence of 5% glucose.99
The reports above show that microbes can survive the long-term interplanetary transit with
solar UV shielded by clay, rock, or meteorite powder as described in the lithopanspermia
hypothesis. However, surviving the launching and landing processes challenge microbes’
survivabilities under high shock pressure and high temperature. A series of ground-based
simulation and space environment experiments have been reported to investigate the survivability
of microorganisms during the hypervelocity impacts in launching and landing processes.
In 2000, Horneck et al. reported an explosive device that mounted spores of B. subtilis in
a sandwich of shaped quartz plates. Spores were subjected to a peak shock pressure of 32 ±1 GPa
and a post-shock temperature of ~250 °C.100 The survival rate after shock recovery was assessed
to be up to 10-4.100 This result indicates that spores of B. subtilis are able to survive the high velocity
impact of approximately 5 km/s.100
Similar explosive device with adjustable shock pressure from 5 to 50 GPa was used to
investigate the survivability of B. subtilis spores, Chroococcidiopsis sp., and Xanthoria elegans
shielded in Martian analogue rock. Both B. subtilis spores and Xanthoria elegans survived up to
45 GPa while Chroococcidiopsis sp. Survived up to 10 GPa.101 All three sample species can
potentially survive the launch process required for lithopanspermia.101
A different approach to test microorganism survivability is to accelerate microbe-laden
projectiles with a light gas gun (LGG) instead of an explosive device. Burchell et al. 102,103
accelerated bacteria of Rhodococcus loaded on ceramic projectiles and aluminum spheres to the
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speed of up to about 5 km/s with a two-stage LGG. They reported a positive recovery result if the
bacteria-loaded projectiles were shot at a target of agar but a negative result if the projectiles were
shot at an icy target surface.102,103
Mastrapa et al. accelerated microbe-laden projectiles with a compressed-air pellet rifle.104
Spores of B. subtilis or cells of D. radiodurans were loaded into a rear cavity of lead pellets for
impact tests. These projectiles were accelerated to ~100 m/s and to ~300 m/s with two separate
rifles at a chilled clay target surface. The survival rates of both samples ranged from 40% to
100%.104
Price et al. loaded yeast spores and agar in nylon cylinders in a LGG.105 The target was a
sterilized polystyrene bag of HPLC grade water. By adjusting the amount of gunpowder, nylon
projectiles were accelerated to an impact velocity range of 1 to 7.4 km/s. The survival rates of
yeast spores were recorded ranging from ~50% at 1 km/s to 10-5 at 7.4 km/s.105 They concluded
the impact velocity of 4 km/s as a critical threshold of yeast spore cell damage.
Pasini et al. extended the range of sample organisms in high velocity impact experiments
to tardigrades.106 These experiments increased the range of impact experiments from single-cell
microorganisms to organisms approximately 40,000 cells in size. Researchers enclosed watercontaining frozen tardigrades in a nylon LGG projectile. Their results show these tardigrades
survived an impact up to 5.490 km/s with the survival rate of 1.8%.
Other than ground-based simulations of impact experiments, the European Space Agency
(ESA) developed the STONE facility which was attached to the heat shield of the Foton satellite.107
Microorganisms of B. subtilis spores, Ulocladium atrum fungus, and Chroococcidiopsis sp. were
loaded on the drilled holes on the back side of the facility with 2-cm rock coverage. Foton reentered
Earth’s atmosphere with a velocity of 7.7 km/s and the temperature increased to above the melting
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point of silica and basalt. None of the microorganism samples survived the reentry process with
the STONE facility.107
These previous reports have investigated the survivability of multiple microorganism
species in high velocity impact processes. Although all these reports help reveal the potential for
microorganisms to survive interplanetary transit as indicated by the lithopanspermia hypothesis,
the reported survivability varied widely because of the experimental setups. The mounting plates
in explosive devices experiments, the projectiles in light gas gun experiments, and the protecting
material in Earth’s reentry experiments provided different levels of protection and cushion to help
microorganisms survive the potentially lethal high velocity impact.
Our lab previously reported an aerodynamic accelerating instrument that accelerates B.
subtilis spores to velocities as high as 299 ± 28 m/s.58 Bacterial spores were aerosolized and
isolated by an electrospray ionization source. Through a beam tube, the spores were accelerated
together with the carrier gas of air to a subsonic velocity. The velocities of each spore were
recorded with a sandwich shaped PCB image-charge detector. Spores were then impacted onto the
back surface of a collecting vessel for survivability assessments. The results show that up to 75%
of the B. subtilis spores survived the fastest impact velocity range.58
In this report, I developed three aerodynamic accelerating methods aiming to further
accelerate 1-m particles to a supersonic speed for high velocity impact experiments. All three
methods were designed with computational fluid dynamic (CFD) software and in-lab experiments.
I hope these instrumental designs can be used to investigate the survivability limit of bare
microorganisms in high velocity impact experiments in the future.
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4.2 Experimental
The designs of accelerating systems for high-velocity impact experiments were simulated
with computational fluid dynamic (CFD) software and then built and tested in the lab. I used StarCCM+ (Siemens, Plano, TX) to simulate the velocity change of the carrier gas flow and Fluent
(ANSYS, Canonsburg, PA) to simulate the one-m polystyrene particles accelerated with carrier
gas.
The design of a high-velocity impact instrument with a helium/nitrogen mixture as the
carrier gas is shown in Figure 19. An electrospray ionization source with a needle of O.D. 135 m
and I.D. 55 m was used to produce electrically charged, gas-phase, bare bacterial spores. The
needle was biased at 3.5 kV with a 5-kV, 25-W high-voltage power supply (PS 350, Stanford
Research Systems, Sunnyvale, CA, USA). The charged particles were then introduced into a
vacuum chamber through a 500 m orifice (Lennox Laser, Glen Arm, MD, USA). After the initial
pressure-reducing orifice, a 30-cm long, 4.5 mm I.D. aerodynamic accelerating tube accelerated
these particles. Then a two-stage image charge detector was used to record the final velocity of
each particle. A collection vessel placed on the last chamber allowed the recovery of any microbes
passing through the charge detector. Assessments on bio-viability of microbes on high-velocity
impact can be performed afterward.
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Figure 19. A schematic of the high-velocity impact instrument with a helium/nitrogen
mixture carrier gas supply. Spores and microparticles were ionized with an ESI source and
introduced into a vacuum chamber through an orifice. The carrier gas was premixed and the gas
supply tube was pointed at the orifice. As particles were accelerated in the aerodynamic
accelerating tube and entered the second chamber through a skimmer cone, an asymmetric PCBbased image-charge detector recorded the impact velocity. Particles would be impacted on a tilted
glass surface and collected.

Figure 20 shows the carrier gas supply tubes pointing at the pinhole. Carrier gas
composition was controlled with two flowmeters connected separately with a helium tank and a
nitrogen tank. The two components of the carrier gas were premixed and supplied with two gas
tubes for minimizing the influence on particle trajectory. The design and manufacturing of multistages PCB image-charge detector were described in detail in Chapter 3.
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Figure 20. A photograph of the inlet design with two carrier gas supply tubes pointing at
the vacuum chamber orifice.

Figure 21 shows a schematic of an aerodynamic-lens-based high-velocity impact
instrument. Instead of the aerodynamic beam tube used in Figure 19, a series of co-axis orifices
with reducing diameters in order to accelerate particles was manufactured. The four orifices were
with the decreasing diameters of 500 m, 300 m, 200 m, and 100 m. These orifices were
spaced 29.2 ± 0.1 mm apart using Teflon spacers. The PCB-based image-charge detector was
mounted in the same vacuum chamber with the accelerating aerodynamic lens.
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Figure 21. A schematic of the high-velocity impact instrument designed based on a series
of aerodynamic lens elements.

Figure 22 shows a schematic of a high-velocity impact instrument with a supersonic nozzle
as the accelerating unit. The 406 ±2.5 m diameter supersonic nozzle was manufactured by Flow
Systems Inc. (Berthoud, CO, USA).

Figure 22. A schematic of the high-velocity impact instrument with a supersonic nozzle.
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The 0.91-μm amino-terminated polystyrene beads (Spherotech, Lake Forest, IL) (0.05%
w/v) were prepared at a concentration of 0.05% w/v in a 4:1 methanol to water solution. Spores of
Bacillus pumilis (107 CFU/mL), spores of Bacillus atrophaeus (107 CFU/mL), and spores of
Geobacillus steorothermophilus (106 CFU/mL) were suspended in HPLC grade water with no acid,
organic solvent, or salt added. The spores’ impact vessel was designed with a tilted glass impact
surface of 45°angle to prevent the spores from bouncing out of the vessel. To collect the spores
after impact, a sterilized cotton swab was used to sweep completely over the inner surface of the
collecting vessel and deposit on a nutrient agar surface. The nutrient agar plate was then placed in
a 32 °C incubator for 12 h to grow survived spores into colonies. These colonies were visually
counted and recorded for survivability assessments.

4.3 Preliminary Results and Discussion
Light gas acceleration
Our lab previously reported a series of experiments reaching 300 m/s with a 30-cm beam
tube for aerodynamic acceleration.72 Although the design with a beam tube cannot accelerate gas
flow above the speed of sound, I increased the speed of sound by adjusting the composition of
carrier gas. In an ideal gas, the speed of sound c can be calculated as
𝑥·𝑅·𝑇𝐾

𝑐=√

(4-1)

𝑀

Where x is the adiabatic index, R = 8.314 J·K-1·mol-1 is the gas constant, TK is the absolute
temperature in kelvin, and M is the molecular mass. In 20 °C, the speed of sound in air is 344 m/s
while the speed of sound in helium is 927 m/s. To increase particles’ impact velocity without
changing the instrumental design, I used a helium/nitrogen mixture as the carrier gas. Figure 23
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shows the two simulated results with Star-CCM+ Computational Fluid Dynamics software. The
simulation predicted that velocity of air will be accelerated to 340 m/s and He will be accelerated
to 890 m/s.

Figure 23. Simulated results of beam tube acceleration with air (top) and helium (bottom).
The speed of carrier gas was simulated to be 340 m/s with air and 890 m/s with He.

However, experiments with spores of Bacillus pumilis, spores of Bacillus atrophaeus, and
spores of Geobacillus steorothermophilus using the helium carrier gas (as opposed to air) saw an
increase in velocity only from 300 m/s to 330 ±30 m/s (as shown in Figure 24). The highest impact
velocity was achieved with 100% He. After impacting on the glass surface, spores were collected
with a sterilized swab and cultured with nutrient agar in 32 °C for 12 h. All three sample species
survived the impact and were cultured into colonies in the agar plates. Similar impact velocity has
been recorded with 0.91-µm polystyrene beads.
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Figure 24. A pair of representative signals recorded by a two-stage asymmetric PCB imagecharge detector with air as the background gas (blue) and with a helium/nitrogen mixture carrier
gas (green).

Aerodynamic lens based acceleration
The second tested design of accelerating systems was based on an aerodynamic lens.
Conventional aerodynamic lenses have multiple co-axial orifices aligned to focus gas flow and
aerosol particles. With this design, I used a series of orifices with decreasing size from 500 m to
100 m. CFD simulation with ANSYS Fluent shows that for a conventional aerodynamic lens,
aerosol particle velocities were accelerated at the pinhole but decelerated soon after they passed
through. (Figure 25) However, with the design of decreasing pinhole sizes, the particles’ peak
velocity was simulated to be increased to 396 m/s with air and 1089 m/s with pure He. I tested this
instrument with 0.91-m polystyrene beads. For 300 signals recorded the peak velocity was 342
±32 m/s.
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Figure 25. Simulation of particles accelerated in air with a constant pinhole sizes (top left)
and decreasing pinhole sizes (top right). Peak velocity increased from 249.4 m/s to 396.6 m/s. In
pure helium, an aerodynamic lens in which all lens elements have the same aperture size (bottom
left) is expected to accelerate particles to 682.2 m/s, while lens with decreasing sizes (bottom right)
accelerated particles to 1089 m/s.

Supersonic nozzle
A single 406-m supersonic nozzle was used as the accelerating element for the third
instrument design. CFD simulations with Star-CCM+ show gas velocity with air can be accelerated
to about 500 m/s and pure He can be accelerated to about 1200 m/s. Experiments with 0.91-m
polystyrene beads recorded 300 signals. The peak velocity recorded was 368 ±35 m/s.
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Figure 26. CFD simulation of air accelerated with a supersonic nozzle (top) and pure
helium accelerated with a supersonic nozzle (bottom).

Discussion
There are two possible reasons why the particle velocities were much slower than the
simulated gas velocities. The first reason is that I had much less helium in the experimental gas
mixture than simulated. The sound speed of a gas mixture can be calculated as
c = √(

1
1
∑𝑖 𝑥𝑖
𝑘𝑖 −1

+ 1) ∑

𝑅𝑇

(4-2)

𝑖 𝑀𝑖 𝑥𝑖

where xi is the molar concentration of the i-th gas, ki is the i-th adiabatic index, Mi is the i-th molar
mass. The sound speed in an air-helium mixture slows rapidly as the concentration of air increases.
Therefore, the experimental results should be slower than the simulated velocity with pure He.
Secondly, kinetic energy transfer efficiency is determined by the kinetic energy transfer rate as
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well as the interaction time. The CFD simulation of the first instrument design shows a gradual
accelerating process. However, the low molecular weight of He is much smaller than the mass of
the polystyrene beads. It may result in a less efficient kinetic energy transfer from gas to particle.
The CFD simulation of the second and third designs show that the carrier gas is accelerated within
the pinhole for a short period of time. This phenomenon may indicate that there is a much shorter
interaction time which is not sufficient to accelerate the particles to the same velocity as the gas
flow. Therefore, the velocity recorded by the PCB image-charge detector was slower than the peak
velocity.

4.4 Conclusion
Preliminary data performed with the three instrumental designs has shown the possibility
of spores and polystyrene beads to be accelerated up to 368 ± 35 m/s. Spores’ survivability tests
show that exposed spores has not reached their limit of life with 330 m/s impacts. Future research
on spores’ survivability after high-velocity impact can be assessed in the same method with a more
efficient accelerating unit. The survivability of a wide range of microorganisms can be tested with
this method.
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Chapter 5: Future directions
Mass spectrometry has become one of the most widely used chemical analysis techniques
because of its ability to analyze a wide variety of analytes with high selectivity and sensitivity. The
image-charge detection technique has shown its advantage compared with other MS detectors in
its application to analyzing large, heavy, and heterogeneous samples. However, there are still many
directions for the development of charge detection mass spectrometry in the future.

Miniaturization of mass spectrometers
Conventional MS systems are lab-scale analytical instruments. A typical commercially
available HPLC-MS instrument weighs several hundred kilograms and requires thousands of watts.
The space and power consumption limits the capability for in-field MS analysis. In the cases when
fast analysis has to be done in the field or when sample delivery time is limited, it is sometimes
desirable to bring the mass spectrometer out of the lab to the sample. Examples could be
environmental analysis in the field, the detection of toxic gases, and real-time reaction monitoring.
Miniaturizing mass spectrometers has long been an aim for many researchers and engineers. The
aim of miniaturization is to reduce the size and power supply for mass spectrometers without
sacrificing too much of its analytical performance.
Numerous efforts have focused on designing miniaturized mass analyzers which separate
ions based on the mass-to-charge ratio. A wide variety of ion trap geometries have been developed
from the original quadrupole ion trap to linear ion trap, toroidal ion trap, cylindrical ion trap etc.
Beam-type portable mass analyzers have also been attempted such as time-of-flight and sector
instruments.

71

CDMS measures the mass, charge, and mass-to-charge ratio independently for each
charged particle passing though the detector. It has the advantage that separation techniques are
not needed, and power supply requirements are minimal for ion separation in CDMS instruments.
Vacuum systems used in mass spectrometers are crucial for performance. Conventional
mass analyzers’ best working pressure is in the range of 10-4 to 10-6 Torr. CDMS shares the same
limit of working pressure since the calculation of particle velocity presumes the sample particles
are in a constant velocity. However, in chapter 3 I have demonstrated that the 2D trajectory
analyzers are capable of working at higher than 10-1 Torr pressure range and without turbo pumps.
This detector can measure the velocity change of each particle as they pass through. For this reason,
a CDMS based trajectory analyzer has the potential to be developed into a portable mass
spectrometer.

Detailed analysis for macromolecules and microparticles
It has been an advantage of PCB-based detectors that modifying PCB designs according to
the analytes is relatively easy and with low cost. In chapter 3 I presented a modification of PCB
patterns for image-charge detectors and used it in two-dimensional trajectory analysis. More
analytical functions can be developed based on the trajectory detector.
One of the most important advantages of CDMS compared with other mass spectrometry
techniques is that it can be used for the analysis of macromolecules and microparticles that have
heterogeneous mass due to their structural complexity. For samples such as proteins, viruses, and
bacterial spores, the mass and charge distribution can reveal structural information. However,
some physical and chemical processes cannot be easily detected with conventional CDMS.
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Virus capsid assembly is an excellent example as it represents a series of complex reactions.
The reaction process starts with individual subunits to a single complete capsid structure. However,
the assembly process is highly complex and the numbers of possible intermediates is determined
by the possible reaction paths. Although some of the intermediates have been investigated with
charge and mass distribution, there are intermediates that have similar mass and similar charge. In
these cases, measuring another parameter like cross section can help identify and distinguish
similar intermediates.6,57
Proteins’ folding process is another example as the protein molecules change their threedimensional structure via a physical process.55 It is possible that some parts of the functional
proteins are folded while other parts remain unfolded. This makes understanding protein dynamics
difficult if only the mass and charge of proteins were investigated. However, cross section changes
of proteins change dramatically during the folding process. Measuring cross sectional area together
with charge and mass can help researchers better understand the folding process.
In chapter 3 I demonstrated the capability of PCB image-charge detectors to record the
velocity information of each charged particle in two dimensions. More information about each
particle can be obtained without significantly increasing the complexity of the instrumental design.
For example, adding an aerodynamic accelerating section perpendicular to the trajectory can help
to modify the velocity change in the second dimension. As this velocity change is proportional to
cross section area to mass ratio, the two-dimensional trajectory analyzer can potentially analyze
the cross section area of each sample particle simultaneously with their charge and mass.
Other than the examples described above, three dimensional trajectory analyzers can be
developed by removing one of the sandwich shaped PCB boards. Improving the noise level by
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redesigning amplifier electronics can be a solution not only for lowering the limit of detection but
also for improving accuracy and precision.

Conclusion
Charge detection mass spectrometry has become an important analytical method for
analyzing large and heterogeneous samples. In this chapter, I mentioned just a few examples of its
possible application. The potential this technique has to help us expanding our knowledge is
unlimited.
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