Abstract. In the sln case, A. Berenstein and A. Zelevinsky studied in [3] the Schützenberger involution in terms of Lusztig's canonical basis. We generalize their construction and formulas for any semisimple Lie algebra. We use the geometric lifting of the canonical basis, on which an analogue of the Schützen-berger involution can be given. As an application, we construct semitoric degenerations of Richardson varieties, following a method of P. Caldero, [5] .
Introduction
Let G be a semisimple simply connected complex Lie group. Fix opposite Borel subgroups B and B − of G. In this paper we consider subvarieties of the flag variety G/B known as Richardson varieties. They first appear in [15] . Our problem is to construct toric or semitoric degenerations of these varieties. Such constructions have already be done in the special cases of the flag variety and the Schubert varieties, see [9] , [8] and [5] . Our approach consists to extend the method introduced by [5] . Let us mention that the method of [5] was recently extend for the degenerations of spherical varieties, see [1] .
A Richardson variety X τ w is the intersection of a Schubert variety X w := BwB/B and an opposite Schubert variety X − τ := B − τ B/B, where w and τ are elements in the Weyl group W of G. The opposite Schubert variety X τ is the image of a Schubert variety under the action of the longest element w 0 of W . This element plays an important role in our study. In order to construct toric degenerations of these varieties, we define filtrations on the homogenous coordinates algebras associated to the varieties (Sections 3.2, 3.3 and 3.4). All these algebras are direct sums of subspaces of G-modules. The algebra R τ associated to the opposite Schubert variety X τ is related to the algebra R τ associated to the Schubert variety X τ via the action of w 0 . It is then important to understand the action of w 0 on the G-modules.
An important tool in our work is the canonical/global basis of Lusztig and Kashiwara. This basis B lays in the negative nilpotent part of the enveloping algebra U(g), where g is the Lie algebra of G, and has remarkable compatibility properties with the simple G-modules of highest weight. The basis B provides good bases of simple G-modules. And this provides good bases to study the homogenous coordinates algebras of the varieties.
By a result of Lusztig, we know that w 0 acts by a permutation on the elements of the bases of the G-modules induced by B. To have explicit results we use a combinatorics of B, given in terms of string parametrization and Lusztig parametrization. These parametrizations depend on a choice of a reduced decomposition of w 0 . In the case where G = SL n (C), for a convenient choice of the decomposition of w 0 , this combinatorics is the same as the combinatorics given in terms of Young tableaux. In this case, the action of w 0 is given by the involution of Schützenberger described on the tableaux in [16] , and we have explicit formulas. This was done in [3] . We generalize these results (Corollary 2.8 and Corollary 2.17) to any group G and to any choice of a reduced decomposition. A part of our results was already announced in [14] , and applied in [7] .
The generalized Schützenberger involution is understood via the geometric lifting, i.e a geometric version of the canonical basis which gives a combinatorics of totally positive subvarieties in G. We give (Theorem 2.13) a geometric analogue of the Schützenberger involution in the totally positive subvarieties of G. The formulas in the geometric version can be easily computed. These formulas are closely related to similar formulas in the algebraic version by a "tropicalization" application. We strongly use the results of [2] and [4] . This paper is organized as follows. Section 1 provides a construction of the canonical basis and their parametrizations. It also recalls the compatibility property with the simple highest weight G-modules. In Section 2, we define the action of w 0 on the modules and we give its geometric analogue. We obtain explicit formulas in terms of parametrizations of the canonical basis. In Section 3, we recall the 1.2. Weyl group and reduced words. The Weyl group W is the subgroup of End(h * ) generated by the reflexions
We identify s i with its adjoint so we also have
The form , is W -invariant. A reduced word for w ∈ W is a finite sequence of indices i = (i 1 , · · · , i l ) such that w = s i1 · · · s i l and the length ℓ(w) := ℓ is the shortest possible length. Let w 0 be the unique element of W with maximal length; set N := ℓ(w 0 ). Reduced words for w = w 0 will be called reduced words for short. The involution i → i * of the set {1, . . . , n} is defined by w 0 (α i ) = −α i * . Given a reduced word i = (i 1 , · · · , i N ), we set i
is also a reduced word. Given λ ∈ P + , we set λ * := −w 0 (λ).
1.3. PBW-bases. Now, let us introduce the quantum enveloping algebras. They will be useful in Sections 1.3, 1.4 and 1.5 for the definition of the canonical basis and there parametrizations. After these sections, we will only consider the classical algebras which are the specializations at q = 1. Let q be an indeterminate. The quantum enveloping algebra U q (g) of g, over C(q), is defined with generators E i , F i , K i , 1 ≤ i ≤ n and quantum Serre relations. We also have a triangular decom-
One can construct bases of U q (n) called Poincaré-Birkhoff-Witt type bases as follows.
For all 1 ≤ i ≤ n and all k ∈ N, we set
and:
Define automorphisms T i , 1 ≤ i ≤ n of U q (g) as follows:
One can check the compatibility with Serre's relations. Now fix a reduced word
It is well known that {β i,k , 1 ≤ k ≤ N } is the set of positive roots and that the ordering
is a convex ordering on R + . For all k, we define E
, where
Witt type basis of U q (n) associated to the reduced word i. In the same way, we define a Poincaré-Birkhoff-Witt basis
1.4. Canonical/global basis and its Lusztig parametrization. Lusztig, and independantly Kashiwara [10] , constructed a basis called canonical (or global) basis of the nilpotent part U q (n − ) which have good compatibility properties with the g-modules. Following Lusztig's construction, let us introduce the "bar" automorphism of U q (g) over C, denoted¯and defined by:
The set B as above is namely the canonical basis of U q (n − ). Given a reduced word i, the map t → b = b i (t) is a bijection from Z N ≥0 to B, it gives a parametrisation of the canonical basis that we call Lusztig's parametrization. 
The string parametrization of an element b ∈ B associated to a reduced word i = (i 1 , · · · , i N ) is the N -tuple c i (b) := (t 1 , t 2 · · · , t N ) defined recursively by 
Let us now introduce the various reparametrization maps. Let i and i ′ be reduced words, define:
Example 1.3. In the case G = SL 3 , there are exactly two reduced words, namely i = (1, 2, 1) and i ′ = (2, 1, 2). The map R i ′ i was calculated by Lusztig, see [12] . If
The methods of computation and explicit formulas of all the previous maps are given in [4] , we will recall them in section 2.7.
1.7. Canonical basis in the modules. Given a weight λ in P + , the Weyl module denoted by V (λ) is a simple finite dimensional U(g)-module with highest weight λ. From now on, we fix for any λ ∈ P + , a highest weight vector v λ and a lowest weight vector v low λ in every V (λ). One has V (λ) = U(n − ).v λ = U(n).v low λ . It is known that the module V (λ) satisfies the Weyl character formula. Let w be an element in W , fix an extremal vector v wλ in V (λ) of weight wλ. We introduce the Demazure module V w (λ) := U(n).v wλ which is a U(b)-submodule of V (λ).
The canonical basis and the above modules are compatible, by [10] and [11] . and v wλ belong to B(λ). We still denote byẽ i andf i the Kashiwara operators define from
1.8. Examples in the A n case. In this section, we study the case where G = SL n+1 . In this case the Weyl group is isomorphic to the group of permutations S n . The element w 0 has length n(n + 1)/2 and the special reduced word i = (1, 2, 1, · · · , n, n − 1, · · · , 2, 1) will be called standard reduced word. Recall that in the case G = SL n+1 , one has a combinatoric model of Young tableaux. The Lusztig parametrization and the string parametrization generalize this combinatory. They coincide when the parametrizations are considered with the standard reduced word.
The Young tableau of shape λ is a collection of boxes, arranged from left to right, from λ n columns with n boxes to λ 1 columns with one boxes. Further, a tableau filled with entries in {1, · · · , n + 1} such that the entries increase across each row and strictly increase down each column, is called a semi-standard Young tableau of shape λ.
is a semi-standard Young tableau of shape
Denote by Y (λ) the set of all semi-standard Young tableaux of shape λ. One knows (see [10] ) that the set Y (λ) gives a parametrization of the canonical basis B(λ). Let us precise this fact.
Let T be a tableau Y (λ) and denote by b T the element associated to the tableau T . Let i be the standard reduced word, introduce Lusztig's parameters of b T :
and the string parameters of b T :
The link between all theses parametrizations is the following. 
2. Action of w 0 and geometric lifting 2.1. Modules twisted by automorphism. Let us consider the three automorphisms of U(g) defined on the generators by:
η(H i ) = −H i * Notice that the automorphism η coincides with the action of w 0 up to a multiplicative constant.
In the sequel, let us fix a dominant weight λ ∈ P + .
Given an automorphism χ of U(g), one can define the twisted module V (λ) χ as the vector space V (λ) with the following action:
χ is simple since V (λ) is simple. And one has V (λ) χ ≃ V (λ χ ), for a certain λ χ ∈ P + . The automorphism χ leads an isomorphism of vector spaces
Such isomorphism is unique up to multiplicative constant by Schur's lemma.
Let us describe these isomorphisms in the cases where χ = η, δ and φ. The isomorphism η λ :
, thus one has:
The vector η λ (v λ ) is therefore a lowest weight vector in the corresponding twisted module V (λ η ). Let us determine the weight of η λ (v λ ). For all 1 ≤ i ≤ n, one has:
To summarize, one has:
In the same way, the automorphisms φ and δ induce the following isomorphisms of vector spaces (normalized by the choice of the image of v λ ):
The isomorphism φ λ is compatible with the canonical basis in the following sense:
It is clear from the definitions that δ(b i (t)) = δ(b i * (t)), thus we also have
Schützenberger involution. Fix a dominant weight λ ∈ P
+ . The isomorphism η λ generalizes the Schützenberger involution defined in the case G = SL(n) in terms of Young tableaux. Schützenberger described (see [16] ) an involution S : Y (λ) → Y (λ) with an algorithm called "jeu de taquin". In the case where G = SL(n), the link between η λ and S is the following:
Given T ∈ Y (λ) and the associated element b T ∈ B(λ), one has: 2.3. Geometric lifting and tropicalization. In the sequel, we wish to compute explicit formulas for the isomorphism η λ in terms of parametrizations of the canonical basis. We first consider the isomorphism φ λ , and then we use the composition η λ = δ λ * φ λ .
Our goal is to give explicit formulas for the application b
For this end we use the methods and the results of [2] and [4] on geometric lifting and tropicalization. We consider semifield structures, i.e commutative multiplicative groups equipped with an additive law which is associative, commutative and distributive on the product.
The main example of semifield is the set of integers Z endowed with the operations: a ⊕ b := min(a, b), a ⊙ b := a + b, a, b ∈ Z, it is called tropical structure of Z. It induces a semifield structure on the set F (Z N ≥0 , Z) of all maps from Z N ≥0 to Z with the operations:
This set is a semifield (the smallest one containing the indeterminates t 1 , · · · , t N ) for the usual laws + and ×. The tropicalization is defined by:
). There exists a unique homomorphism of semifields, denoted by [.] Trop , such that:
by changing the + in min, the × in +, et the ÷ in -. Let us give an example taken from [2] . To finish this subsection, let us introduce the following notation. Let
2.4. Totally positive subvariety of G. For any 1 ≤ i ≤ n, denote by ϕ i : SL 2 ֒→ G the natural injective map corresponding to the simple root α i . Consider the one-parameter subgroups of G defined by
Clearly, x i (t)'s, (resp. y i (t), t
One has the following relations of commutation:
One defines two involutive antiautomorphisms of G: x → x T , called transposition, and x → x ι , called inversion, as follows:
Let G 0 := N − T N be the set of all elements in G which admit a Gaussian decomposition. Given x ∈ G 0 , the Gaussian decomposition is unique and we will write
Consider the following reduced double Bruhat cells. ±i . In the sequel we will use the notation (.)
∨ that means we consider the analogous maps in the Langlands dual G ∨ of G.
Recall that the Langlands dual G
∨ is the semisimple Lie group with transposed Cartan's matrix. The simple roots of G ∨ can be naturally identified with the simple coroots of G and conversely. Thus the Weyl groups are naturally identified with each other.
Let us introduce the reparametrization mapsR
to itself. An important result from [4] is that these maps are geometric liftings of R 
are expressed as rational subtraction-free expressions in t 1 , · · · , t N , and one has:
Example 2.8. Explicit formulas in the case G = SL 3 (C) are:
Hence,
) This is precisely the formulas (1.1) which give the reparametrization R 212 121 . Example 2.9. As in the previous example, we can also compute:
Hence: We can also give a geometric lifting of the maps R i ′ −i . This geometric lifting is an isomorphism between the subvarieties L w0,e and L e,w0 . To define this isomorphism, we need to introduce a representative of w 0 in G.
Recall that W ≃ Norm(T )/T . Fix a representative w 0 ∈ Norm(T ) of w 0 . In the sequel, the results will not depend on the choice of this representative.
For instance, choose w 0 := s i1 s i2 · · · s iN , where i = (i 1 , · · · , i N ) is a reduced word and
We know that w 0 does not depend on the choice of the reduced word. An easy computation shows that s i T = s i −1 and s i ι = s i . Furthermore, 
Example 2.11. In the case G = SL 3 (C), one has the following explicit formulas:
3 )] Trop = (t 1 , t 3 , t 2 − t 3 ) This is precisely the formulas (1.3) which give the changing of parametrization R 121 −121 . 2.6. Geometric lifting of φ λ . Now we fix a dominant weight λ = λ 1 ̟ 1 + · · · + λ n ̟ n to the end of the section. Given x ∈ G, we set ζ(x) := [x ιT ] + . Our first observation is Proposition 2.12.
>0 . Proof : (i) follows from the relations (2.4) and (ii) follows from Theorem 2.6 and (2.7). Now we can give a geometric lifting and an explicit formula for φ λ : Theorem 2.13. Let i and i ′ be reduced words.
As a consequence of the above proposition and the above theorem, we have:
GEOMETRIC LIFTING OF THE CANONICAL BASIS ...
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Corollary 2.14. 
Proof of the theorem: Fix a weight λ in P + . Let Φ i,i ′ : C i (λ) → Z N be a family of applications indexed by two reduced words, satisfying the following properties:
The theorem is a consequence of the following proposition:
is a family satisfying conditions (1), (2), (3), then
Φ i,i ′ = b −1 i φ λ c −1 i ′ (ii) The family (Φ i,i ′ ) defined by Φ i,i ′ (t) = [(x −1 i • ζ • x −i ′ ) ∨ ] Trop (t) + b −1 i φ λ (v λ )
satisfies conditions (1), (2), (3).
Proof: Let us first prove (ii). Given a rational subtraction-free expression Q, one has [Q] Trop (0, ..., 0) = 0, so condition (1) is clear. Using (2.7) and (2.12) the conditions (2) and (3) are also clear. Let us now prove (i). Let (Φ i,i ′ ) be a family satisfying the conditions (1), (2), (3). We define maps (2) 
. Using Proposition 1.2 and Theorem 2.1(ii),
i (φ λ (b)) for any reduced word i.
2.7.
Geometric lifting of η λ . Let i be a reduced word and let λ = λ 1 ̟ 1 + · · · + λ n ̟ n be a dominant weight. One knows that i * is also a reduced word. And it is clear that the isomorphism δ λ * (see section 2.1) induced by δ on V (λ * ) satisfies δ λ * (b i (t)) = b i * (t). Now we can give an explicit formula for the Schützenberger involution η λ = δ λ * φ λ in terms of parametrizatons of the canonical basis:
It is remarkable that the application b
is affine, and that its linear part does not depend on λ.
We define a linear map Ω i as follows: for all (λ, t)
We can also give a geometric lifting of η λ . Given x ∈ G, we set ξ(
∨ are rational subtraction-free expressions, (iii) One has,
. Proof: It suffices to notice that w 0 y i (t)w 0 −1 = x i * (−t) and w 0 t
The proposition then follows from Proposition 2.12 and Theorem 2.13. Example 2.19. In the A 2 case, let b be an element of B(
Example 2.20. In the B 2 case, let b be an element of B(λ 1 ̟ 1 + λ 2 ̟ 2 ). If we denote (t 1 , t 2 , t 3 , t 4 ) = c 1212 (b) and
Formulas of inverse maps. In this section we study the inverse maps c i φ λ b i and ζ −1 . We have explicit formulas:
Proposition 2.21. [7] Let i be a reduced word and let λ = λ 1 ̟ 1 + · · · + λ n ̟ n be a dominant weight. One has:
>0 to L w0,e >0 Proposition 2.22.
>0 is given by:
Proof: Let us check that ζ −1 (x) is well defined. We use definitions (2.5) and relations (2.4). Given x ∈ L e,w0 >0 , set y := [w 0 x T ] 0 x ιT and let us show that y ∈ L w0,e >0 . One can express x as:
Thus,
Let us commute the above two elements in T and N :
Hence y belongs to L w0,e by definitions (2.5). It remains to check the positivity of y. Fix a reduced word i and let us use Theorem 2.6 for x and y. One can write 
Toric and semitoric degenerations of Richardson varieties
3.1. Problem of toric degenerations. A complex projective variety X degenerates into a toric variety, resp. semi-toric variety (i.e a variety whose irreducible components are toric varieties), if there exists a variety X and a regular map π : X → C such that π −1 (z) ∼ = X for all z ∈ C * and π −1 (0) = X 0 , where X 0 is a toric variety, resp. semi-toric variety.
One can construct toric degenerations of varieties in the following way. Denote by R the algebra of regular functions on X. Endow R with an increasing filtration (R n ) n≥0 such that the associated graded algebra GrR is isomorphic to one algebra of semigroup. Consider R := ⊕ n≥0 R n t n ⊂ R[t] where t is an indeterminate over R. One has R/tR ≃ ⊕ n≥0 R n+1 /R n ≃ GrR and R/(t − z)R ≃ R, for all z ∈ C * . Thus if X := Proj R, π := t and X 0 := Proj GrR, then we have a (flat) toric degeneration of X in X 0 .
Flag varieties.
Consider the flag variety G/B and denote by R its algebra of homogenous coordinates. Let λ 0 be a regular dominant weight and denote by L λ0 the corresponding ample line bundle on G/B. Recall that:
where N.λ 0 is the cone of all the multiples of λ 0 .
From now on, we fix a regular dominant weight λ 0 = λ 1 ̟ 1 + λ 2 ̟ 2 + · · · + λ n ̟ n . One can identify each element of N.λ 0 with the n-tuple of its coordinates on the fundamental weights ̟ 1 ,..., ̟ n . The set N.λ 0 is naturally identified with N n .
The set {(bv λ ) * ⊗v λ , b ∈ B(λ), λ ∈ N.λ 0 } is the canonical basis of R. The product on R is given by:
Given a reduced word i, one parametrize an element (bv λ )
and one introduce the set of all parameters:
One has
Theorem 3.1. [11] The set Γ i is the set of all integral points in a rational polyhedral convex cone of R n+N .
We will use the notation b λ,t , (λ, t) ∈ Γ i , for the element (bv λ )
The following multiplicative property of two elements of the canonical basis, is due to Caldero:
where ≺ is the usual lexicographic order of Z N ≥0 . Using this property one can construct in a first step, a Γ i -filtration of R such that the associated graded algebra is isomorphic to the algebra of the semigroup C[Γ i ]. In a second step, using an adapted linear form e : Z N ≥0 → N (see [5] ) one constructs a N-filtration F i := (F i,m ) m∈N of R such that the associated graded algebra is isomorphic to C[Γ i ]. Denote by GrR the graded algebra associated to this filtration and denote byb λ,t the image of b λ,t in GrR. The elementsb λ,t satisfȳ b λ,tbλ ′ ,t ′ =b λ+λ ′ ,t+t ′ , thus one has GrR = ⊕ (λ,t) ∩Γ i . By [11] , one knows equations of the polytope
where λ i is the coordinate of λ 0 on ̟ i (note that one can also obtain these equations with the formula (2.8) using the positivity of the t ′ k 's). In the cases where G is of type A n or G arbitrary and i is a nice decomposition of w 0 , one also has equations for the string cone C i (see [4, 3.4] , [11, 4] ).
Schubert varieties. Consider the Bruhat cellular decompositions:
Closures X w := BwB/B, w ∈ W , in G/B, are the so-called Shubert varieties. It is well known that dim(X w ) = ℓ(w). Let us denote by X τ := w 0 (X τ ) = B − w 0 τ B/B, τ ∈ W , the oppposite Schubert varieties in G/B. Recall that G/B = X w0 = X w0 . In the sequel, let us fix two elements w and τ in W . The algebra R w associated to X w is a quotient of R by a certain ideal
⊥ is the orthogonal of V w (λ) in V (λ) * . By Theorem 1.4 the ideal I w is compatible with the canonical basis of R. More precisely, {(bv λ ) * ⊗ v λ , λ ∈ N.λ 0 , b ∈ B w (λ)} is a basis of I w . Denote by π w the canonical projection of R onto R/I w = R w . The set {π w (bv * λ ⊗ v λ ), b ∈ B w (λ), λ ∈ N.λ 0 } is a basis of R w . Let i be a reduced word, define Γ is the set of all integer points in a rational polyhedral convex cone of R n+N .
Using the above filtration F i , one can construct a filtration F w i of R w , as follows F w i,m := F i,m + I w , m ∈ N. The associated graded algebra GrR w is such that GrR w = GrR/GrI w . The ideal GrI w of GrR is generated by {b λ,t , (λ, t) ∈ Γ w i }. In the case where i is adapted to w one has GrR w = C[Γ 
where Ω i ′′ is the map defined in section 2.7. One has (λ, R
Since Ω i ′′ is linear and Γ τ i ′′ is a cone, one has (mλ, mR
As a consequence of Theorem 2.10 one also has mR
. In other words, we have
, that shows that the hypothesis of the Lemma 3.6 are satisfied. We deduce that Γ w,τ i is a union of faces of Γ i .
We are now ready to prove the main result of this section. The Richardson surfaces are X s1s2 , X s2s1 , X s2s1 , X s1s2 and correspond to the faces represented Figure 3 .3.
The edge [AG] corresponds to the intersection of the irreducible components of X s2s1 , and the edge [FG] corresponds to the intersection of the irreducible components of X s1s2 .
3.7. Examples in the B 2 case. In the B 2 case there are two reduced words for w 0 , namely i = (1, 2, 1, 2) and i ′ = (2, 1, 2, 1). There is no non trivial diagramm automorphism thus i * = i and i ′ * = i ′ . We will use the word i. Using [11, 4] , one 
Let us fix a regular dominant weight λ 0 = ̟ 1 + ̟ 2 . By [11, 1] the polytope C i (λ 0 ) is the intersection between C i and the following affine cone:
Denote by Φ i , resp.Φ i , the face of the polytope C i (λ 0 ) determined by the inequality (Φ i ), resp. (Φ i ).
The flag variety G/B degenerates in the toric variety associated to the polytope C i (λ 0 ). The subvarieties X τ w degenerate in toric or semitoric varieties which are associated to face or union of faces of the polytope. We describe some of them.
The variety X s1s2s1 is associated to the face Φ 4 . It is a 3-dimensional polytope whose vertices are {(0, 0, 0, 0), (0, 1, 0, 0), (1, 0, 0, 0), (0, 3, 1, 0), (2, 1, 0, 0), (2, 3, 1, 0), (0, 1, 1, 0)}. The variety X s1s2s1 is associated to the facesΦ 2 ∪Φ 4 . And the variety X s1s2s1 s1s2s1 is associated to the face Φ 4 ∩Φ 2 . It is a plane polytope whose vertices are { (0, 1, 0, 0), (2, 1, 0, 0), (2, 3, 1, 0), (0, 3, 1, 0) }.
The variety X s1s2 is associated to the face Φ 3 ∩ Φ 4 . It is a plane polytope whose vertices are {(0, 0, 0, 0), (0, 1, 0, 0), (2, 1, 0, 0), (1, 0, 0, 0)} (in this case the degeneration is trivial). The variety X s1s2 is associated to the faceΦ 2 ∩Φ 3 . It is a plane polytope whose vertices are { (1, 3, 2, 1), (2, 3, 1, 0), (0, 3, 1, 0), (0, 3, 2, 1) }.
