Although various criteria have been proposed for the evaluation of psychiatric classifications, there is need for an integrated paradigm. This article presents such a framework based on the principles of construct validation. Emphasis is placed on the continual interplay between theory development and empirical analyses. First, the theory formulation component involves specification of the theoretical types and their functional linkages. Then, the internal validation component entails development of an empirical typology followed by an evaluation of its reliability, coverage, homogeneity, and robustness. Finally, the external validation component evaluates predictive validity with respect to treatment outcome, clinical meaningfulness of the diagnostic categories, descriptive validity, and generalizability of the typology to other populations. This framework is used to evaluate (a) the new diagnostic system (Diagnostic and Statistical Manual of Mental Disorders-Ill) developed by the American Psychiatric Association, (b) recent classifications of psychopathology that were derived using empirical clustering methods, and (c) classifications of behavioral disorders that have an explicit theoretical basis. A key challenge for the scientific understanding of abnormal behavior is to achieve a synergism between theory formulation and empirical classification methods.
The history of psychiatric classification has been marked by sporadic periods of great activity. Recently, several developments have fueled a renewed interest in classifying mental and behavioral disorders. These include publication of a new diagnostic system (Diagnostic and Statistical Manual of Mental Disorders-Ill; DSM-III) by the American Psychiatric Association (1980) , the explosive growth of empirical typologies derived by clustering methods, and serious challenges to the basic assumptions of the necessity for psychiatric classifications. The shortcomings of psychiatric nomenclature have been brought into sharp relief by the The research for this article was supported by the Addiction Research Foundation of Ontario. Portions of the article were presented at the Classification Society annual meeting, Dartmouth College, June 7-9, 1977 , and at the Classification Society annual meeting, University of Florida, April 1-3, 1979 .
The author wishes to acknowledge the helpful comments given by Roger Blashfield, Leonard Eron, Frederick Glaser, Maurice Lorr, and Juan Mezzich. Requests for reprints should be sent to Harvey A. Skinner, Addiction Research Foundation, 33 Russell Street, Toronto, Canada M5S 2S1. controversial Rosenhan (1973) article "On Being Sane in Insane Places," and through the subsequent critiques from practicing clinicians and academics (e.g., Crown, 1975; Farber, 1975; Millon, 1975; Spitzer, 1975; and Weiner, 1975) . Similarly, the publication of DSM-III has stimulated an oftentimes passionate debate about the value of broadband classifications of mental disorders (Schacht & Nathan, 1977) .
Traditionally, psychiatric classifications have been developed on a rational basis and often have reflected the fruit of an active clinical practice (e.g., Kraepelin, 1899) . During the past 20 years, however, the rapid development of quantitative procedures for "numerical taxonomy" (Sneath & Sokal, 1973) has stimulated various empirical approaches to define major behavioral disorders. Given a set of measures on a sample of individuals, the basic strategy is to identify relatively homogeneous subgroups through the use of a clustering algorithm. For example, Lorr (1966) has used this approach to devise a classification of psychotic patients based on clinical ratings. An as-68 sumption is that empirically derived taxonomies will facilitate a more reliable and objective classification of patients than traditional schemas. Several comparisons between traditional syndromes and empirically identified symptom clusters have demonstrated partial success in mapping one classification into the other (Everitt, Gourlay, & Kendell, 1971; Overall, Henry, & Markett, 1972; Strauss, Bartko, & Carpenter, 1973) .
Cluster analytic studies have tended to be largely descriptive in orientation and are analogous in many respects to the empirical approach to test construction exemplified by the Minnesota Multiphasic Personality Inventory (MMPI; Wiggins, 1973) . Too often, a clustering algorithm has been applied to a convenient data set as an end in itself. Few attempts have been made to determine whether the types have prognostic value with respect to treatment outcome or to integrate the types with previous research. Just as Loevinger (1957) has argued the need for developing a theoretical model to underlie an assessment instrument, similar arguments can be made for integrating an empirically derived classification within a scientific theory. Through the continual interplay of theory building and empirical analyses, one may lay the foundation for psychiatric classifications that possess broader import.
In the present article, a general framework is described for the integration of classification theory with empirical methods. Emphasis is placed on formulation of theoretical types, development of an empirical typology, and external validation of the typology with respect to criteria such as treatment outcome. A central tenet is that a psychiatric classification should be viewed as a scientific theory that is open to empirical falsification (Hempel, 1965; Popper, 1972 ). After it is described, this framework is used to evaluate (a) the American Psychiatric Association's (1980) DSM-III, (b) classifications of depression, psychosis and psychopathology that were derived by empirical clustering techniques, and (c) classifications of schizophrenia, alcoholism, personality disorders, and general psychopathology that are based on a theoretical model.
Construct Validation Framework
Various criteria have been proposed for the evaluation of psychiatric classifications (Blashfield & Draguns, 1976a) . For example, reliability concerns the extent to which patients possessing similar attributes will be assigned to the same diagnostic category. A reliable classification system should be consistent from user to user (interdiagnostician agreement) and within the same user over different time periods (intradiagnostician consistency). Coverage, on the other hand, describes the domain of patients encompassed by the classification system. Next, descriptive validity involves the degree to which categories or types within the system are homogeneous with respect to relevant attributes (i.e., symptoms, personality constructs, biographical data). Lastly, predictive validity addresses the prognostic value of the classification with respect to alternative treatment interventions.
Although these criteria have been applied more or less to extant classifications, there is need for a common framework. Following Loevinger (1957) , a three-stage paradigm is depicted in Figure 1 . Basically, the theory formulation component involves a precise definition of the typal constructs, a specification of the purpose (e.g., etiological versus descriptive), and a formulation of linkages among types. Second, the internal validation component entails the choice of a relevant statistical technique, the development of an empirical taxonomy, and an evaluation of its internal properties (e.g., reliability). Third, the external validation component involves a series of studies that address various facets of validity, such as the clinical relevance of the diagnostic categories. All three components interact in a program of research as successive refinements are made to both the operational taxonomy and the underlying theoretical model. This framework is meant to serve as a meta-theory of classification, which should have heuristic value for the evaluation of particular diagnostic systems.
Several excellent reviews are available on specific aspects of internal and external validation (e.g., Blashfield & Draguns, 1976a , 1976b Kendell, 1975; Phillips & Draguns, 1971; Zigler & Phillips, 1961; Zubin, 1967 Figure I . A construct validation framework for classification research.
Consequently, in the following discussion emphasis is placed upon the interdependence between classification theory and empirical methods.
Theory Formulation
The theoretical component of the construct validation framework involves a specification of the typological theory. Ideally, this would include a precise definition of each type and functional relationships among the various types (nomological network), an explication of the development and etiology of the disorders, a description of prognosis and appropriate treatment interventions, and a discussion of the population for which the classification applies. The definitions and assumptions that constitute the theory should lead to hypotheses that are open to empirical evaluation. In his doctrine of falsifiability, Popper (1972) argued that the essential aspect of a scientific theory is that it suggests refutation rather than proof. Empirical evidence is valuable only for its power to falsify hypotheses. The need for more "scientific" theorization has been underscored by Birley (1975) , who concluded that psychiatry is presently "littered with a mixture of irrefutable theories which explain a great deal, and refutable theories which explain only a very little" (p. 399).
The following section focuses on (a) potential content areas that may form the basis of a classification, (b) alternative structural models for organizing the typology, and (c) relationships between ideal type constructs and empirical data. A brief illustration is given from the classification of depression. The importance of theory to the development of a classification is considered further in the Discussion section.
Content Domains
An important consideration is the kinds of variables on which the classification is based. Should one consider the presenting clinical symptoms, the course of the disorder, its etiology, or some combination of these? This issue is critical, since a classification based on current symptoms can be markedly different from a system based on etiology. A parallel problem exists in biology (Johnson, 1968) between the use of resemblances existing now (phenetic relationships) and the study of evolutionary lineages (cladistic relationships). Hempel (1965) gives the example of the species Wolf (Canis) and Tasmanian Wolf (Thylacinus), which phonetically are very similar specimens but are classified into quite distinct species in the evolutionary hierarchy.
Although Kraepelin (1899) insisted that psychiatric classification consider both etiology and clinical symptoms, the etiology of mental disorders has generated much controversy. From his investigation of why a common classification of mental disorders (ICD-6) has failed to gain acceptance, Stengel (1959) concluded that the root of the problem was different assumptions about etiology by the various schools of psychiatry. Stengel (1959) made the pragmatic recommendation of deleting all etiological implications and advocated a focus on unambiguous operational definitions of diagnostic categories. Today, this philosophy is clearly evident in DSM-III (American Psychiatric Association, 1980) . Others have argued that an etiologically oriented system of diagnosis is premature (Zigler & Phillips, 1961) . Kanfer and Saslow (1965) suggested behavioral analysis as a serious alternative. Yet another strategy for facilitating the clinical acceptance of a classification is to adopt a multiaxial system in which the clinical syndrome is diagnosed separately from its etiology (e.g., Essen-Moller, 1973) .
In biology, numerical taxonomists have stressed that classifications are best developed on the basis of resemblances that exist now. Neither the origin of the resemblances found nor the rate at which resemblances were altered in the past is emphasized. Sneath and Sokol (1973) argued that the "separation of overall similarity (phenetics) from evolutionary branching sequences (cladistics) is an important advance in taxometric thinking" (p. 10). Since the available fossil record is often incomplete, generally there is insufficient evidence for constructing evolutionary sequences. This discussion has an interesting parallel in clinical research, where adequate data on the natural history of a disorder are much more difficult to acquire than presenting signs and symptoms.
The actual content areas will vary according to the purpose of the classification. For instance, Zubin and Spring (1977) described six approaches to etiology in the classification of schizophrenia: the ecological, developmental, learning, genetic, internal environmental, and neurophysiological models. They proposed a superordinate concept of vulnerability as a means of integrating this field. Similarly, the description of the clinical syndrome can place differential emphasis on biophysical elements, predispositions or traits within the individual, overt behaviors, and situational and social factors (Endler & Magnusson, 1976) . What is needed at this stage are well-reasoned frameworks for integrating important content areas.,An important step in this direction is the biopsychosocial model proposed by Engel (1977 Engel ( , 1980 . In criticizing the traditional model of disease, Engel (1977) argued for a more encompassing framework that incorporates social, psychological, and behavioral dimensions of illness in addition to biomedical factors. The biopsychosocial model provides a blueprint for relevant variables that must be considered in the formulation of a theory.
Structural Models
Three basic approaches have been used to provide a geometric representation of psychiatric disorders. First, hierarchical structures classify individuals into subsets, which are themselves successively classified into groups at higher levels in the hierarchy. For instance, Foulds and Bedford (1975) have proposed a four-tiered classification that begins with (a) neurosis and personality disorders and then progresses up to the hierarchy to (b) mania, depression, and paranoia, (c) schizophrenia, and finally (d) organic brain syndrome. The four classes are ordered by increasing degrees of adverse change in the person. Foulds and Bedford (1975) postulate that a person with symptoms at a given class will necessarily have symptoms at all lower levels in the hierarchy. Next, categorical systems classify individuals into discrete classes. Each type is seen as internally cohesive and distinct. In the classification of depression, for example, Carney, Roth, and Garside (1965) have argued that "endogenous" and "neurotic" depression are two distinct illnesses. Finally, dimensional systems order individuals along axes in a multidimensional space. The neuroticism, extroversion, and psychoticism dimensions proposed by Eysenck (1970) are a well known illustration.
Recently, interest has grown in the possibilities of using more complex structures, especially in the development of multiaxial diagnostic systems (Mezzich, 1979) . One of the most promising approaches is the classquantitative structure (Degerman, 1972) Strauss (1975) and Rutter, Shaffer, and Shepherd (1975) .
Another interesting structure is the radex, which integrates dimensions and spheroids (Degerman, 1972) . A good example is the vector model of disease described by Sneath (1975) . Normal states are represented by a swarm of points about the origin in a dimensional space. As a person becomes ill, his or her point moves away from the origin. The length of this vector (distance from the origin) provides a measure of symptom severity, whereas the direction of the vector indicates the type of disease (e.g., pneumonia). Thus, individuals with the same disorder form a loci of points (vectors) in this space. As a person recovers, his or her vector moves back toward the origin and basal level of symptoms.
The more complex structures offer considerable potential for the integration of seemingly disparate theories of abnormal behavior. For instance, the debate over dimensions versus categories has generated a heated controversy throughout the history of psychiatry as to whether differences among disorders are qualitative or quantitative in kind (Kendell, 1975) . Hybrid models, such as the class-quantitative structure, may prove fruitful for integrating the distinctive merits of each approach. To date, a careful study of these composite structures has not received sufficient attention in clinical research. Perhaps a real breakthrough in our understanding of psychiatric disorders awaits the skillful use of composite models.
Ideal Type Constructs
The use of ideal type constructs in theory construction has a considerable history (Hempel, 1965; Jung, 1921 Jung, , 1971 . Each ideal type may be defined as a hypothetical pattern of attributes (symptoms, personality characteristics, demographic data) that is characteristic of a subset of individuals in the population. Ideal types are mental constructs that may be used to summarize observed characteristics among relatively homogeneous groups of individuals. For example, the schizoid taxon postulated by Meehl (1962) is an ideal type construct. According to Wood (1969) , ideal type constructs have five central functions: (a) to encourage theoretical speculation, (b) to indicate aspects of a theoretical system that are open to empirical falsification, (c) to stimulate comparisons of different theoretical systems, (d) to provide a basis for classifying empirical cases, and (e) to encourage the consideration of rare or extreme types that have few real world examples.
In discussing the role of ideal type concepts and scientific explanation, Hempel (1965) argued that "this conception reflects an attempt to advance concept formation . . . from the stage of description and 'empirical generalization' ... to the construction of theoretical systems or models" (p. 161). Quantitative techniques such as cluster analysis (Everitt, 1974 ) provide a methodology for deriving an operational definition or empirical typology. Consequently, each ideal type construct may be specified by an interlocking system of relationships in the theory plane and by an operational definition in the data plane (cf. Torgerson, 1958) .
A key challenge in scientific explanation is the development of constructs that offer both systematic and empirical import. Systematic import refers to the cogency of relationships that connect constructs in the theory plane. On the other hand, empirical import denotes the quality of operational definitions that link theoretical constructs and observable data. The theory should lead to explicit hypotheses that may be tested. If predictions are not corroborated by the data, then the investigator must entertain the following three possible explanations:
1. The empirical typology (rules for assigning individuals) does not measure the ideal type constructs-a problem with empirical import.
2. The theoretical network is faulty or incorrect-a problem with systematic import.
3. The particular experiment failed to provide an adequate test of the hypotheses.
The first issue involves ensuring that each ideal type construct possesses fundamental measurement, that is, an explicit operational and constitutive meaning (Torgerson, 1958, p. 22) . The second point of questioning the theoretical formulation could result in a modified theory that advances our scientific understanding. Finally, the third issue is basically a matter of sound research design.
Classification of Depression
Figure 2 presents an example of the ideal type framework that is based on KendelPs (1976) review of the classifications of depressions. Kendell introduced two contrasting symptom complexes as an aid for integrating the diverse literature. Type A, which has been variously labeled endogenous or psychotic depression, constitutes the more severe form, with characteristic features of mood fluctuations, guilt feelings, motor retardation, insomnia, and weight loss. There is evidence to suggest that Type A may have a biological basis. In contrast, Type B (reactive or neurotic) depression represents a milder disorder that fluctuates from day to day and is often preceded by stressful life events. Whereas Type A is fairly well defined in the literature, Type B is more equivocal and may in fact be composed of two or more subtypes.
The solid lines of Figure 2 represent functional relationships among the various constructs. The two types are higher order constructs that imply a certain configuration of attributes. Each attribute construct is linked to observable data by an operational definition (double line). For example, the construct of environmental stress could be measured by the instrument for scaling recent life events changes developed by Paykel, Prusoff, and Unlenhuth (1971) . Links between the attribute and type constructs could represent explicit diagnostic criteria, such as those exemplified by Feighner et al. (1972) . Certainly the most controversial aspect of the theoretical model is the nature of the link between Type A and Type B. Kendell (1976) reviews five structural models: (a) that Type A and Type B are distinct illnesses, (b) that they are variants of a single depressive illness, (c) that they are poles of a psychotic/ neurotic continuum, (d) that they represent two orthogonal dimensions, or (e) that they are arranged in a hierarchy. This formulation of the classification problem should provide a scientific theory that is open to empirical evaluation. One hypothesis might be that individuals classified according to Type A depression will respond better to a specific treatment than individuals classified as Type B. Indeed, there is consistent evidence in the literature for a depressive Subtype X Drug Therapy interaction (Blashfield & Morey, 1979) .
Internal Validation
Given a specification of the theoretical model, the next stage of the construct validation framework is to develop an operational definition of the constructs and to examine various properties concerning the internal structure of the derived classification ( Figure 1 ). Multivariate statistical methods, such as factor analysis (Gorsuch, 1974) , have been used to identify syndromes that underlie symptom checklists and selfreport inventories (e.g., Cattell, 1970; Eysenck, 1970; Lorr, Klett, & McNair, 1963) . Another quantitative approach that has become increasingly popular is to identify homogeneous subgroups by using cluster analytic procedures (Everitt, 1974) . Some excellent discussions on the use of these methods in clinical research include Blashfield (1980), Garside and Roth (1978) , and Maxwell (1971) .
The classification problem involves two essential steps. First, a definition of similarity among individuals must be expressed and an appropriate index chosen to quantify the degree of resemblance. The correlation coefficient and euclidean distance are frequently used indices in psychiatric research. Second, individuals are allocated into relatively homogeneous subgroups through the application of a clustering algorithm. Various clustering techniques are available that can produce quite different solutions to the same data set (Everitt, 1974) . To date, no single technique has gained ascendence as the preferred method. Further research experience and Monte Carlo studies of algorithm properties (e.g., Edelbrock & McLaughlin, 1980) are needed in order to illuminate which clustering techniques work best with particular forms of data. 
Similarity Index
In assessing similarity between profiles, Cronbach and Gleser (1953) drew distinctions among profile shape, scatter, and elevation. Shape denotes the actual pattern of "ups and downs" across measures in the profile, scatter describes how widely dispersed scores are from the profile average, and elevation is the mean level over all measures in the profile. For example, an MMPI code type reflects a profile shape in which a Code 4-9 would be characterized by high points on Pd and Ma. However, the level of symptom severity is a function of the MMPI profile elevation (e.g., T scores exceeding 70). A similar distinction between elevation and shape has been made by Penrose (1954) . The various similarity indices are differentially sensitive to profile shape, scatter, and elevation (Skinner, 1978) . Consequently, the choice of a particular index must be consistent with theoretical considerations. In the vector model of psychopathology developed by Skinner and Jackson (1978) , a clear distinction is made between the type of clinical syndrome (MMPI profile shape) and the degree of symptom severity (MMPI profile elevation).
Clustering Technique
Distinctions may be drawn among: hierarchical models, in which individuals are classified into successive subsets to form a tree structure (Blashfield, 1976) ; clustering strategies, which allocate subjects into discrete or overlapping subgroups (Hartigan, 1975) ; and ordination methods, which display relationships among individuals in a parsimonious multidimensional space (Rohlf, 1972) . Recently, methods for fitting hybrid models have been proposed (Carroll, 1976; Skinner, 1979a) . The essential point is that choice among alternative classification models and corresponding computer algorithms must be consistent with theory. For instance, ordination methods (continuous dimensions) and clustering strategies (discrete categories) represent quite different viewpoints of what constitutes a "type" (Skinner, 1977) .
A substantial body of literature surrounds the controversy over whether psychiatric syndromes are indeed categorical, dimensional, or hierarchical (Kendell, 1975; Maxwell, 1972; Strauss, 1973) . Empirical evidence alone is unlikely to establish which approach is "best," since with fallible data one may fit alternative models with reason-able success. Although efforts are being directed at the development of confirmatory or inferential techniques (Sneath & Sokol, 1973, p. 284) , classification methods are predominantly exploratory in nature. There is an urgent need for confirmatory methods by which alternative classification models may be tested empirically.
The following illustration is based on 13 functional psychotic prototypes from Overall and Klett (1972, p. 196) . Each diagnostic prototype (e.g., paranoid state) is defined by a distinct profile of 16 clinical measures on the Brief Psychiatric Rating Scale (BPRS). Thus, the data matrix is composed of 13 individuals (psychotic prototypes) X 16 measures (BPRS scales). Employing a clustering algorithm, Overall and Klett (1972', p. 191) identified the four clusters depicted in Figure  3 . This clustering procedure chooses one individual as the nucleus or pivot and adds highly similar individuals to build a cluster. Then, additional clusters are sought using this strategy in an iterative fashion. The first cluster contains the two depression prototypes (11, 12), the second cluster comprises the four paranoid prototypes (1, 2, 3, 13), the third cluster groups the five primary schizophrenia profiles (5, 6, 7, 8, 9) , and the Figure 3 . Distinct clusters solution of the 13 psychotic prototypes from Overall and Klett (1972, p. 196). fourth cluster contains a mixed schizophrenia composition (4,10). Given this clustering solution, one might conclude that there are four discrete types of functional psychosis.
CLUSTER
However, Figure 4 presents the results from fitting a hierarchical model of the 13 psychotic prototypes, in this case the complete linkage or farthest neighbor method (Everitt, 1974) . This procedure constructs partitioned hierarchies in which the similarity of an individual (here the BPRS prototype) to an extant subgroup is taken as the proximity of that individual to the farthest individual already in the subgroup. The level in the hierarchy indicates the diameter, or the largest distance between individuals in the subgroup. This hierarchical solution at level 6.8 compares favorably with the discrete clusters of Figure 3 , except that the hierarchical solution subdivides the primary schizophrenic profiles into two groups: 5, 6, 9 and 7, 8.
Alternatively, Figure 5 presents an ordination plot from a principal components analysis. Ordination methods display relationships among individuals as points in multidimensional space. The primary aim is to find a satisfactory solution in the minimum number of dimensions. The Q-technique solution is based on an eigen-decomposition of the matrix of raw cross-products among the 13 prototypes. The first principal component essentially recovers profile mean or elevation differences among prototypes, whereas the remaining dimensions reflect similarity due to profile shape and scatter (Skinner, 1978) . In Figure 5 , the depression prototypes (11, 12) and the paranoid prototypes (1, 2, 3, 13) define opposite poles of dimension II, whereas the schizophrenia prototypes are ordered along Dimension III. Figure 5 suggests that psychotic depression and paranoia are polar opposite clusters (discrete types), whereas the schizophrenia prototypes vary quantitatively along a single axis.
All three models depicted in Figures 3, 4 , and 5 yield interpretable solutions. Thus, in deciding whether psychiatric syndromes should be organized according to hierarchical, categorical, or dimensional models, cluster analyses alone are unlikely to furnish the answer. Similar to the development of statistical tests in factor analysis (JOreskog, 1978) , there is a need for confirmatory clus- OVERALL and KLETT(1972) Figure 4 . Hierarchial solution of the 13 psychotic prototypes from Overall and Klett (1972, p. 196) .
tering methods whereby an hypothesized model may be tested for goodness of fit against alternative theoretical structures. Until more rigorous statistical procedures are developed for comparing different theoretical models, clustering procedures will be limited in their potential for advancing scientific theories of mental disorders. To state it differently, Meehl (1979) argued that there is a necessity "to develop consistency tests sufficiently strong that a taxometric research procedure can 'flunk them' " (p. 572).
Internal Properties
Once an empirical classification has been developed, the onus is on the investigator to provide sufficient evidence about its reliability, coverage, homogeneity, and robustness across samples. Before a classification is used in clinical settings, the diagnostic system should be subjected to standards similar to those required of a psychological test (American Psychological Association, 1974) .
Of the four internal properties, homogeneity and coverage are most influenced by the choice of a specific clustering technique. For example, the single linkage procedure (Everitt, 1974) considers the similarity of an individual to an extant cluster as the proximity of this person to the nearest individual already in the cluster. Since connections between individuals and clusters are established through single links, this method usually leads to the formation of long, straggly clusters that is termed chaining. In contrast, the complete linkage technique exemplified in Figure 4 considers the similarity of an individual to the farthest individual already in the cluster. Since an individual is admitted to a cluster only if this person is close to all previously grouped individuals, the complete linkage procedure tends to produce compact, homogeneous clusters. Therefore, homogeneity is a function of which technique is selected. Similarly, coverage may be altered by varying the threshold criterion for the formation of a cluster. In general, as cluster homogeneity increases, the number of classifiable cases decreases, and vice versa (Blashfield, 1973) .
External Validation
The third stage in developing a classification system (Figure 1 ) involves an ongoing series of studies aimed at establishing the external validity of the classification. These studies bear on its prognostic usefulness, descriptive validity, clinical meaningfulness of the typal constructs, and generalizability to different populations. Multiple discriminant analysis is a frequently used technique for studying the distinctiveness of groups (types) that have been previously identified by using clustering methods (Blashfield, 1980; Garside & Roth, 1978) . Unfortunately, the external validation component has been the most neglected element in classification research.
Predictive Validity
This aspect of validity is of immediate concern to clinical users of the classification. Kendell (1975) argued that "in the last resort all diagnostic concepts stand or fall by the strength of the prognostic and therapeutic implications they embody" (p. 40). If a classification is to be clinically useful, then the information it provides must enhance decision making with respect to what treatment intervention is most appropriate for a particular patient or group of similar patients. Examples of differential treatment effectiveness research include the studies of Klein (1967) , Overall, Hollister, Johnson, and Pennington (1966), and Paykel (1972) .
Descriptive Validity
In essence, descriptive validity rests on the convergent and discriminant properties of the classification (cf. Campbell & Fiske, 1959) . Convergent validity involves the extent to which individuals are classified according to the same type across alternative measures, such as behavioral observations, symptoms, personality characteristics, and social history. Discriminant validity addresses the distinctiveness among types across alternative measures. Poor discriminant validity would be evidenced by the finding that the differentiation among types based on one assessment mode (e.g., self-report data) was largely lost when the classification is attempted with a parallel set of measures (e.g., clinical ratings). In other words, the boundary between classes does not hold. From a depression DUD paranoid states ES3 primary schizophrenia 1=1 mixed schizophrenia Figure 5 . Dimensional solution of the 13 psychotic prototypes from Overall and Klett (1972, p. 196). broader perspective, convergent and discriminant properties may be assessed with attribute domains that are distinct from the original classification. For example, are patients classified on the basis of a structured personality inventory such as the MMPI, also homogeneous with respect to demographic and social history variables?
Clinical Validity
This element involves the perceived meaningfulness and relevance of the typal constructs to clinicians (Overall & Woodward, 1975) . It is unlikely that a classification will be widely used if clinicians do not feel comfortable with the typal definitions and find this information of relevance in clinical practice. Thus, the acceptance of a classification system is contingent on its clinical validity. One approach for investigating the conceptual power of various typal constructs is through clinical judgment experiments (e.g., Reed & Jackson, 1975) . Another strategy is to examine the conceptual "maps" used by experienced clinicians when classifying prototypical and real patients (Canter, Smith, French, & Mezzich, 1980; Strauss et al, 1979) .
Generalizability
Given that a classification has been developed within a specific population, one may be interested in the generalizability of this classification to different populations. Generalizability studies are important for establishing boundary limits upon which inferences may be drawn regarding the applicability of the classification (e.g., Skinner et al., 1976) .
Recent Developments in Psychiatric Classification
In this section, alternative approaches to the classification of abnormal behavior are compared using the construct validation framework of Figure 1 . First, an evaluation is made of DSM-III, a broadband classification that was developed by the American Psychiatric Association (1980) . Then, several systems are considered that have evolved from an explicit theoretical model. In particular, attention is focused on developments in the classification of schizophrenia (Meehl, 1962) , personality disorders (Benjamin, 1974; Millon, 1969) , alcoholism , and general psychopathology (Eysenck, 1970) . Finally, three empirical typologies derived by clustering techniques are examined, including: psychosis (Lorr, 1966) , depression (Overall et al., 1966) , and psychopathology assessed by the MMPI (Skinner & Jackson, 1978) .
American Psychiatric Association's DSM-III
In September 1973 a task force was constituted to develop the third edition of the American Psychiatric Association's Diagnostic and Statistical Manual (DSM-III). The original draft of DSM-III underwent numerous revisions and field trials before a final version was published in 1980. DSM-III has introduced several innovations that were not contained in its predecessors (Spitzer, Sheeny, & Endicott, 1977) . Of these, the use of a multiaxial diagnostic system and of explicit operational criteria represent major changes.
DSM-I and DSM-II have been criticized because they forced each patient into a single diagnostic category. The multiaxial system of DSM-III, on the other hand, allows primary and secondary diagnoses, as well as the potential for multiple determinants, by including physical (medical) disorders, psychosocial stressors, and level of adaptive functioning. The five axes include:
I. Clinical psychiatric syndrome, II. Personality disorder (adult) or Developmental disorder (children), III. Physical disorder, IV. Psychosocial stressors, V. Level of adaptive functioning (past year).
This schema is aimed at making the diagnosis more specific and informative. However, in their appraisal of DSM-III, both Schacht and Nathan (1977) and Karasu and Skodol (1980) have argued for the inclusion of an additional axis, namely, response to treatment. The clinical syndromes of Axes I and II have an implicit hierarchical structure. For example, the major class of schizophrenia is further divided into five schizophrenic subtypes (Donlon, 1979) . In contrast, Axes IV and V involve quantitative ratings on a dimension of severity of impairment. Thus, the DSM-III multiaxial system is a hybrid of hierarchical and dimensional classification models.
A second major innovation of DSM-III is the use of operationally defined criteria for making a diagnosis. This approach was stimulated by research criteria developed by psychiatrists at Washington University, St. Louis (Feighner et al., 1972) . Shortly afterwards, these criteria were extended by Spitzer, Endicott, and Robins (1975) and termed the Research Diagnostic Criteria. Consequently, DSM-III represents a third stage in the refinement process. The tenor of these criteria has been aptly described by Feighner (1979) as "pragmatic, operational, atheoretical, and of heuristic value" (p. 1173).
Initial field trials of DSM-III suggested a favorable acceptance of the specific diagnostic criteria, especially from younger clinicians and students (Maxmen, 1979) . In an evaluation of childhood psychiatric disorders, found few difficulties when implementing DSM-III, and reported a consistent preference for DSM-III over DSM-II. Preliminary evidence suggests that DSM-III has achieved improvements in interrater diagnostic reliability. Spitzer, Forman, and Nee (1979) reported a kappa coefficient for Axis I diagnoses of .78 for joint interviews and .66 for diagnoses made after separate interviews. In addition, found a good level of reliability for Axis V (.80 for joint interviews, .69 for separate interviews). However, the reliability estimates were somewhat lower for Axes II and IV. With respect to childhood disorders, a comparable level of interrater reliability was found between DSM-III and DSM-II , although particular areas of disagreement were evident (e.g., anxiety disorders, complex cases, depression subtypes). In general, this evaluation of DSM-III found the multiaxial framework to be a major strength .
Thus, preliminary evaluations of DSM-III suggest that it offers improvements in its internal validity properties. Although no studies have been reported to date on external validity, one might expect gains in this domain due to the innovative features of DSM-III. At the very least, DSM-III is far more researchable and open to empirical evaluation than its predecessors. Some questions open to investigation are, for example, what evidence is there to support the hierarchical nesting of syndromes on Axes I and II? Should additional axes be included, such as response to treatment? What are the specific relationships between psychosocial stressors of Axis IV and psychiatric disorders on Axes I and II?
On the other hand, DSM-III is largely atheoretical with respect to etiology. No single theoretical model can be identified. The downplaying of etiological concepts was done to facilitate the acceptance of DSM-III by clinicians from different schools of thought (e.g., psychodynamic vs. behavioral vs. biological). In justifying this tack, Spitzer (1980) argued that "clinicians can agree on the identification of mental disorders on the basis of their clinical manifestations without agreeing on how the disturbances come about" (p. 7). Thus, DSM-III is primarily a descriptive classification, although its emphasis on precise definitions should facilitate both theoretical and etiological research.
Classifications Based on Theory
Another approach to classification is to begin with the specification of a theoretical model. Five examples are described that represent theories at various stages of development. In contrast to the all-encompassing nature of DSM-III, the theory-based classifications focus on more circumscribed areas of abnormal behavior.
In 1962, Meehl proposed a theory of schizophrenia in which he postulated a hypothetical class of individuals, termed the schizoid taxon. According to Meehl (1962) , these individuals have a particular genetic constitution that predisposes them to four indicators-cognitive slippage, social aversiveness, anhedonia, and ambivalence. The genetic aberration is hypothesized to alter single cell functioning and produce an integrative neural defect. Using the MMPI item pool, Golden and Meehl (1979) evaluated three statistical methods for detecting the schizoid taxon, which produced comparable base-rate estimates (.37, .40, .41) in a hospitalized psychiatric sample. Although Golden and Meehl (1979) derived an "optimal" 7-item scale for detecting the schizoid taxon, in practice they suggested that the sum of four MMPI clinical scales would work just as well (D, Pt, Sc, Si) . Since MMPI responses are far removed causally from any genetic source, further studies may find more powerful indicators among physiological and neurological variables. This research is a good example of where a theoretical model has been integrated with the development of a classification technique.
Building on theories of interpersonal behavior, Benjamin (1974) proposed a structural analysis of social behavior (SASB). Two major axes, labeled affiliation and interdependence, are used to depict interpersonal behaviors in three planes that focus (a) on the other person, (b) on the self, and (c) on introjected behaviors. Since psychiatric diagnoses tend to emphasize observed interpersonal behavior, McLemore and Benjamin (1979) have proposed Benjamin's model as an alternative to DSM-III. A number of studies have been conducted on internal validity of the SASB model. Support for its construct validity was evidenced by an item factor analysis in which the empirical item loadings were highly congruent with their hypothesized location on the two major axes. The utility of the SASB model for family therapy has been illustrated by Benjamin (1977) , and in a recent article Benjamin (1979) combined the SASB model with Markov procedures to describe social processes in a dyadic interaction. Although research is needed on the external validation component, Benjamin's model is an excellent example of a theory-based classification.
Another example of theory-based classification is a typology of personality disorders that has been proposed by Millon (1969) and elaborated on by Millon and Millon (1974) . Eight personality patterns are hypothesized to emerge from an individual's social learning history: Asthenic, Avoidant, Inadequate, Hysterical, Narcissistic, Aggressive, Compulsive, and Negativistic. Millon and Millon (1974) describe the developmental background for each type including its biological and social learning influences, as well as discussing appropriate treatment approaches. The eight types are viewed as overlapping classes. Several diagnostic instruments have been developed to use this classification model (Millon & Diesenhaus, 1972; Millon, 1977) . In the development of the Millon Clinical Multiaxial Inventory (MCMI), Millon (1977) followed the construct validation paradigm described by Loevinger (1957) and Jackson (1971) . The MCMI manual provides a detailed account of the theory specification, internal validity analyses, and external validation. Thus, the careful work by Millon provides a good illustration of a classification that has been developed according to a construct validation framework.
In comparison with the well-specified nature of the previous examples, the alcohol dependence syndrome proposed by is at a provisional stage of development. Nevertheless, this concept is important because it attempts to advance from the description of alcohol abuse (e.g., National Council on Alcoholism criteria, 1972) to the formulation of a theoretical basis. The basic concepts are the alcohol dependence syndrome, which is an impaired control over alcohol use, and alcohol-related disabilities, which are biomedical and sociobehavioral problems that are associated with, but not necessarily directly caused by, alcohol abuse (Edwards, Gross, Keller, Moser, & Room, 1977 ). An important feature is that the core alcohol dependence syndrome is hypothesized to exist in degrees. This conception moves beyond the simple categorization of "alcoholic" versus "nonalcoholic" to a dimensional model which emphasizes the level or degree of alcohol abuse. A brief self-report questionnaire has been developed by Stockwell, Hodgson, Edwards, Taylor, and Rankin (1979) to measure the severity of alcohol dependence, and Hodgson, Stockwell, Rankin, and Edwards (1978) have reviewed experimental data that supports the construct validity of the alcohol dependence syndrome.
The final example of a theory-based classification is the dimensional system of psychopathology proposed by Eysenck (1967 Eysenck ( , 1970 Eysenck & Eysenck, 1969 . Drawing on earlier formulations, especially by Wundt, this theory has evolved through 30 years of research. Three fundamental dimensions are hypothesized: Neuroticism, Extroversion, and Psychoticism, and biological determinants have been proposed for each dimension. For instance, Neuroticism is associated with the inherited degree of lability in the autonomic nervous system, whereas Extroversion is related to the extent of excitation-inhibition in the central nervous system. An extensive body of literature has been stimulated by Eysenck's theory. Furthermore, beginning with the Maudsley Medical Questionnaire, various self-report instruments have been constructed to assess these dimensions. The Eysenck Personality Questionnaire represents the latest instrument in this tradition (Eysenck & Eysenck, 1975) . Because of its emphasis on biological determinants and the availability of self-report measures, Eysenck's theory has encouraged laboratory oriented research. However, the construct validity of these measures remains a contentious issue, especially with respect to the psychoticism axis (e.g., Block, 1978; Claridge, & Birchall, 1978) .
Classifications Derived Using Clustering Methods
In 1966, Lorr presented a series of studies in typing psychotic patients. This monograph represented the first comprehensive typology that was derived by cluster analysis. Previous work involving factor analytic studies had resulted in an interview schedule for assessing 10 psychotic syndromes (Inpatient Multidimensional Psychiatric Scale). Lorr (1966) developed a computer algorithm for identifying relatively homogeneous subgroups based on a definition of a type as "a class of persons in which each person in the class is, on average, more like every other person in the class than he is (on the average) like any other person in any other group" (p. 26). In a replication design, 9 acute psychotic types were identified among male and female samples. Approximately 60% of the sample could be categorized according to the 9 types. This classification was compared with DSM-I diagnoses, and there was substantial agreement between the two systems. With respect to reliability of the diagnostic categories, two independent raters achieved 73.0% agreement. Considerable evidence was presented by Lorr (1966) regarding descriptive validity of the 9 acute psychotic types with respect to demographic characteristics, social class, psychiatric diagnoses, type of commitment, and ward placement. Moreover, predictive validity with respect to treatment outcome was examined at 6 months after admission.
In the same year as the publication of Lorr's (1966 ) monograph, Overall et al. (1966 presented a typology for clinically depressed patients. Using Q-technique factor analysis, Overall et al. identified three subtypes (Anxious, Hostile, and Retarded) that replicated across four samples. This typology was based upon 16 symptom variables from the Brief Psychiatric Rating Scale. Of landmark importance was the finding of a significant patient Type X Drug Therapy interaction. This was one of the first major studies to demonstrate the predictive validity of an empirically-based classification system. These findings have been extended by other investigators, notably Paykel (1972) , Paykel and Henderson (1977) , Raskin et al. (1972) , and Raskin and Crook (1976) . A consistent finding is that the anxious depression type respond best to major and minor tranquilizers, whereas tricyclic antidepressants produce better results with the retarded depression type. An excellent review of 11 studies that have used cluster analysis to derive classification of depression is given by Blashfield and Morey (1979) . All studies identified a severely depressed class of patients labeled retarded/endogenous/ psychotic, In addition, 4 studies found a neurotic depression cluster, 4 studies identified a hostile depression subtype, and 6 studies found an anxious depression cluster. Thus, beginning with the Overall et al. (1966) study, the use of empirical clustering techniques in the classification of depression has produced encouraging results.
Finally, a dimensional model of psychopathology has been proposed by Skinner (1979a Skinner ( , 1979b ) that was adapted from a vector model of disease states in clinical medicine (Sneath, 1975) . This approach exemplifies classification research that proceeds from an explicit structural model. Basically, the model draws a distinction between the severity of maladjustment and the particular clinical syndrome or type of disorder. Each clinical syndrome is represented by an axis in a multidimensional space. In a preliminary study that used this model with the Differential Personality Inventory, Skinner, Jackson, and Hoffmann (1974) identified eight personality types among alcoholic patients. The generalizability of the first two types was clearly evident among psychiatric patients, prison inmates, and normals (Skinner, Reed, & Jackson, 1976) , and evidence for their clinical validity was found by Reed and Jackson (1975) .
In a subsequent line of research, the dimensional model was used to classify code types from two MMPI actuarial systems. Skinner and Jackson (1978) identified three superordinate types: neurotic (Hs, D, Hy) , psychotic (Sc, Pt) and sociopathic (Pd, Ma) . Each type emphasizes a different MMPI profile configuration or shape and corresponds to an axis in a three dimensional space. A fourth axis is used to describe the degree of symptom severity (MMPI profile elevation). Using this MMPI model, Skinner and Jackson (1978) successfully classified 85% of the diverse 233 groups contained in Lanyon's (1968) compendium. Further support for the construct validity of the model was provided by Skinner (1979b) . When multiple discriminant analysis was used, the MMPI model parameters significantly differentiated among various psychiatric and normal groups. These results were comparable to Goldberg's (1972) analyses of the Lanyon MMPI group data. Finally, Skinner (1980) employed the MMPI model to integrate various studies on alcoholic patients, including several empirical typologies, comparisons across treatment settings, and profiles from longitudinal research.
In review, cluster analytic studies of psychopathology have concentrated on the internal validation component (Figure 1 ). If this research is to have impact, then further effort must be directed at establishing external validity as well as providing a theoretical grounding for the empirically identified types.
Discussion
A comprehensive framework for classification research has been described that is based on the principles of construct validation. Particular emphasis has been placed upon starting with theory rather than description and upon applying psychometric principles to classification research. These ideas have been discussed previously. For example, the merits of a construct validation approach have received considerable attention in the classic papers of Cronbach and Meehl (1955) , Loevinger (1957) , Campbell and Fiske (1959), and Jackson (1971) . Likewise, various criteria have been proposed for the evaluation of psychiatric classifications (Blashfield and Draguns, 1976a) . What has been missing, however, is an integration of these criteria in a convenient framework such as that exemplified by Figure 1 . This framework should facilitate an evaluation of the strengths and weaknesses of a given psychiatric classification, point out areas that require further development, and encourage the comparison of alternative diagnostic systems.
Two fundamental questions should be addressed. First, how important is theory to the development of a psychiatric classification? Second, at what stages in the development of a classification should theory be applied?
The first issue centers on the extent to which hypothesized constructs are invoked instead of a direct description of behavior itself. Whereas the behavioral approach involves a sampling of criterion behaviors, theory-based models first assess hypothetical constructs and then use them to predict the criterion. Goldfried and Kent (1972) have argued that the descriptive or behavioral approach is more useful, since it requires fewer inferences and is directly amenable to empirical analyses. This contrast between approaches exemplifies the theoretician's dilemma. According to Hempel (1965) , Why should science resort to the assumption of hypothesized entities when it is interested in establishing predictive and explanatory connections among observables? Would it not be sufficient ... to search for a system of general laws mentioning only observables? (p. 179) In short, can this theoretical detour be avoided entirely?
Certainly, with the mature sciences such as physics, there are compelling examples of how theoretical constructs enable the establishment of predictive order among complex observations. In medicine, this development can be seen in the shift from descriptive (symptomatic) to more theoretical (etiological) terms and in the treatment of the "cause" of a disease rather than its overt symptoms. Classic examples include tertiary syphilis, chronic tuberculosis, and pernicious anemia, which can have diverse manifestations among major organ systems. Nevertheless, a single causative mechanism has been identified for each disease (specifically, the spirochete, tubercle bacillus, and vitamin 812 deficiency, respectively).
In contrast, with most mental disorders the etiology is unknown. Although a variety of theories have been advanced to explain how these disorders come about, there is considerable disagreement about their merit. Meehl (1979) has pointed out that in order for theoretical constructs to have powerful predictions, two conditions must be met: "First, the theory is well worked-out and well corroborated . . . secondly, there exists a powerful technology of measurement" (p. 564). Since neither condition is adequately met in clinical psychology, our understanding of mental disorders is largely at a descriptive stage.
Against this background, Zigler and Phillips (1961) warned about the dangers of premature inference and advocated an accelerated program of descriptive research. They argued that etiological considerations should represent an end point as opposed to the beginning of a psychiatric classification. Cluster analytic studies of psychopathology provide an excellent example of this empirical tradition. However, the naive empiricism inherent in much of this research has been criticized (Blashfield, 1980) . On the other hand, few would argue with the desirability, at least in principle, of developing proper "scientific" theories of psychopathology. If our understanding of mental disorders is to achieve the status of a mature science, then history supports the need for theoretical concepts. The key issues, then, are how and at what rate we should progress from a descriptive orientation to an emphasis on theoretical entities.
A sensible approach is to adopt what Kaplan (1967) described as the Goldilocks strategy: "One bowl of porridge is too hot, one is too cold, and the other just right" (p. 328). Just as one might condemn the abstract search for theoretical entities as being self-contained and not linked to empirical content, the opposite extreme of brute empiricism may be equally unpalatable and result in only limited gains. According to Kaplan (1967) , the bowl of porridge that is just right will obtain when "abstract theory is explicitly interwoven with extensive empirical investigation" (p. 329). The theorybased classifications described earlier provide examples of a synergism between theory formulation and empirical research. Another promising approach is to begin with a structural model of psychopathology and then establish the integrative and predictive power of the model in various clinical domains (e.g., Skinner, 1979b) .
The second issue concerns the points at which theory should be applied in the development of a classification. In many respects, this is a moot question, since theoretical conceptions are unavoidably embedded in the choice of variables, selection of subjects, and application of a particular quantitative technique (clustering algorithm). For example, an agglomerative algorithm, in which classes are themselves classified into successive groups in a hierarchy, and a density search technique, in which clusters are formed by locating dense concentrations, represent quite different conceptualizations of a "type." In brief, the properties of a clustering algorithm make implicit assumptions about an underlying structural model. Since theoretical consid-erations are inherent to most stages in the development of a classification, the rationale for decisions about methodology must be made explicit.
In conclusion, Hempel (1965) discusses two basic functions of science. First, the events under investigation are adequately described. Second, general laws and theories are established whereupon "particular events may be explained and predicted and thus scientifically understood" (p. 139). As a discipline matures, emphasis shifts from the initial description of events to the development of explanatory theories. To date, psychiatric classifications such as DSM-III have focused largely on providing a common terminology and description of mental disorders. The construct validation approach outlined in this article provides a framework for the evaluation of theoretical models. I hope this integrated approach will advance our scientific understanding of abnormal behavior.
