ABSTRACT This paper proposes a memristor model, named learning experience memristor (LEM), for using as synapse in the associative neural network. The properties of LEM are discussed under different external voltages. And then, we design a new feedback learning rule, all input feedback (AIF). An associative neural network-based the AIF law and LEM synapse is constructed and analyzed, and the associative neural network incorporates learning experience behavior, forgetting, and threshold functions. The properties of LEM are also verified through PSpice simulation. The associative neural network circuit based on AIF law and LEM are constructed and simulated using PSpice, the simulation results are analyzed sufficiently. Finally, different memristors are used as synapses in the associative neural network, and we analyze and compare the simulation results. All simulation results show that the associative neural network incorporating LEM synapses and AIF learning law exhibits good performance, mimicking biological neural networks, and self-learning behavior.
I. INTRODUCTION
Many studies have mimicked brain behavior by building various high capacity neural networks. Brains transmit and process stimuli efficiently and accurately within extremely short time intervals, but despite processing signals at high speed, human brains consume very little energy ∼12 W [1] . Thus, brain learning and rebuilding systems are very significant for artificial intelligence development. However, human brains contain billions of neurons and tens of thousands times more synapses than neurons. Thus, the scale of devices that imitate synapses and neurons is vital to build artificial brains. Figure 1 shows that biological synapses connect two neurons, where synapse connection strength change, i.e., synaptic plasticity, is the basis of learning and memory [2] . Therefore, nanoscale and energy saving electronic devices with similar plasticity to biological synapses are urgently required.
Chua [3] proposed the memristor theoretically in 1971, and Strukov et al. [4] implemented the design physically at HP laboratories in 2008. Significant subsequent progress has been made to exploit memristor properties and applications. Their compact spatial structure and low power consumption makes them ideal for various fields, including computer storage [5] , secure communication [6] , [7] , neural networks [8] , etc. Memristor resistance (memristance) depends mainly on the total current (or charge) flowing through it, similar to biological synapse plasticity, i.e., biological synapse weighting is affected by historical activities and congenital properties. Consequently, many studies have considered neural networks with various memristor synapses [9] - [12] , leading to several memristors based on different materials being proposed.
There are many similar characteristics between memristor and synapse, such as memorizing [13] , [16] , forgetting [14] , [15] and learning experience behavior [17] . Memristor research focuses on developing the theoretical and material basis to mimic biological neural networks. Many kinds of real memristors with excellent performance have been designed, such as memristors with diffusive dynamics as synaptic emulators [18] . Thus, various memristor models have been proposed for specific mathematical analyses and applications. Hu et al. [16] proposed a modified voltage controlled (MVC) memristor based associative memory neural network to model affection, focusing on associative learning and short term memory (STM). The MVC memristor exhibited good performance for associative memory, but was poor for long term memory (LTM), forgetting characteristic and learning experience behavior. Nan et al. [17] considered memory problems in memristor models, and improved memristor learning experience functionality under positive voltage. However, the model was very complex and only work for positive voltages. Wang et al. [12] used a memristor to build a memristor neural network circuit to simplifying associative memory learning. And various memristor based neural networks have been constructed for specific applications. [19] , [20] .
Material, fabrication process, and device dimension influence memristor properties [22] - [25] , several studies have shown memristor based on different materials share similar functions with biological synapses [26] . Consequently. mathematical models have been developed to imitate these characteristics, such as nonlinear drift memristor [27] , threshold memristor, etc. models. Chang et al. [22] proposed an additional term for the memristor state equations, to better describe the forgetting process. Chen et al. [28] added an LTM controlling term to the state equations, and set a time constant to control forgetting speed. The proposed model matched experimental results well, and provided inspiration for subsequent models that adopted the technique to mimic forgetting and memory characteristics for HP and other memristors [29] . However, although this type of model matches forgetting and memory processes well, it ignores threshold characteristics that have been observed in some physical memristors. Some models may also exhibit boundary problems or window function defects. Therefore, this paper proposes a new memristor model, learning experience memristor (LEM), which incorporates more comprehensive functions and avoids boundary problem at some extent. Moreover, we discussed the LEM application as synapse in associative memory neural network. Although several studies have considered feedback in neural network [12] , [21] , to our best knowledge, the feedback law regarding self-learning of associative neural networks has not been considered. Therefore, we also proposed a modified neural feedback law and applied the feedback law in associative neural network with LEM synapses.
II. MEMRISTOR MODEL A. PROPOSED MEMRISTOR MODEL
The various memristor models mentioned above lack more or less necessary function, which means that most of memristor models are only used in special simulation work (e.g. forgetting property, learning process, LTM and so on). In other word, there exist some limits in memristor model applications. Moreover, circuit hybrid simulation with more comprehensive mathematical memristor model are more instructive in memristor hybrid circuit design. Therefore, we constructed a memristor model acting more like biological synapses. We considered not only basic memory related functions, e.g. forgetting effect, etc., but also threshold characteristics. From Ohm's law, LEM conductance (memductance), w can be expressed as
where i and v are the memristor current and terminal voltage, respectively. Theṅ
where ε acts as the LTM state variable,
and the state variable, τ can be described aṡ
where v th is the LEM threshold; β and (ε − w)/τ are the w change rate when |v| > v th or |v| ≤ v th , respectively; γ is the change rate of τ when v = 0; α u and α d are ε change rates when |v| > v th or |v| ≤ v th , respectively. The decrement rate, α d , of ε is greater than the increment rate, α u , which will keep w(t) ≥ ε(t) under any voltage. Coefficients β, γ , α u , and α d are positive constant. We use state variables
to describe LTM and memristor forgetting rate, respectively. Since the memristor has a physical boundary, we use the step function guarantee that memductance changes between w L and w H , i.e.,
Memristor states are described by piecewise function more accurately. In order to provide more rich functions, the term (ε − w)/τ has been mainly used to perform LTM, STM and forgetting function, which complicates the memristor model. However, as for simulation purpose, the complex model has little effect on simulation result. Moreover, the variables ε(t) and τ (t) have been changed into linear functions, this action will simplify the memristor model at some extent.
As for boundary problem, the step function s(x) is comparatively simple and exists in most simulation platforms, we can directly use it to solve boundary problem instead of rebuilding new window function.
B. LEARNING EXPERIENCE MEMRISTOR ANALYSIS
This section briefly discusses and analyzes the LEM we designed in the previous section. From the LEM state description expression equations (3)- (5), the LEM has different states depending on voltage polarity and magnitude. Therefore, to facilitate analysis, we set voltage to be constant, and the LEM state equations can be described as follows.
1) When v > 0 and v > v th , equations (3)- (5) can be expressed asẇ
respectively. And then
and
where
and w(0), ε(0) and τ (0) are the initial values for w(t), ε(t), and τ (t), respectively. Equations (10) and (11) are linear, indicating that ε(t) and τ (t) change proportionally with time under constant voltage. The term containing
v th kτ in eq. (9) tends to 0, and w(t) increases toward a straight line with slope
2) When v > 0 and v ≤ v th , equations (3) - (5) can be expressed asẇ
Consequently,
equations (15) - (17) show that memductance declines toward ε(0), ε(t) and τ (t) retain their initial values.
3) When v = 0, equations (3) - (5) can be expressed aṡ
Hence
equation (21) - (23) show that memductance converges to ε(0), with convergence speed is mostly dependent on τ (0), τ (t) and ε(t) remain unchanged when voltage is 0. 4) When v < 0 and |v| > v th , the w(t), ε(t), and τ (t) change processes are completely opposite to case 1 (v > 0 and v > v th ). When v < 0 and |v| ≤ v th , ε(t) and τ (t) remain unchanged, whereas w(t) changes oppositely to case 2 (v > 0, v ≤ v th ). Hence, discussions regarding w(t), ε(t) and τ (t) are omitted.
III. ASSOCIATIVE MEMORY NEURAL NETWORK
There is a marvelous number of associative memories in biological nervous systems, for example, a color, shape or texture can remind you of something related. Pavlov's dog experiment demonstrated associative memory of the biological brain [30] . The Hebbian theorem ''neurons that fire together wire together'' argues that if two presynaptic neurons are connected to the same postsynaptic neuron and one presynaptic neuron can activate (fire) the postsynaptic neuron naturally, all presynaptic neurons could activate the postsynaptic neuron after they fire together several times. Thus, an associative memory neural network can be constructed based on the Hebbian theorem and biological associative memory.
A. BASIC PRINCIPLES OF ASSOCIATIVE MEMORY NEURAL NETWORK
In neuromorphic systems, the neural network is constructed from many basic units, i.e., neurons. Figure 2 shows common associative memory neural networks, the network incorporates three neurons (N1, N2, N3) and two memristor synapses, where N1 and N2 are input neurons and N3 is the output neuron. Coefficient w ij is the synaptic weight between the ith presynaptic and jth postsynaptic neurons (e.g. w 12 ), means to sum all input signals, f (·) is the activation function, and v out is neuron output, i.e., f (·) output.
Signal processing, m(·), and activation, f (·), are summation ( in neuron) and step functions, respectively,
where v i is the ith presynaptic neuron output signal, θ is the neuron activation threshold, w is the synaptic weight, i.e., memductance of memristor in this paper, and k is the number of presynaptic neurons connected with the jth neuron. The neuron generates an output when m(.) reaches the activation threshold for this neuron. Traditional neural network model ( Fig. 2(a) ) assumes that neuron generates a back propagating pulse to fresh the synapse weight when it is activated [31] . The usual back propagating function can be expressed as
where is a positive coefficient, g(t) is the feedback voltage, and v out (t) is the neuron output. We propose a modified back propagating rule (AIF learning), as shown in Fig. 2(b) . In contrast to the traditional back propagating pulse, −v out (t) (Fig. 2(a) ), which has identical magnitude but opposite polarity to the neuron output pulse, the modified back propagating pulse, −v (Fig. 2(b) ) is
where v (t) is the weighted sum of stimuli. The traditional neuron feedback mechanism voltage across synapse can be expressed as
whereas the voltage across the synapse under the proposed AIF learning rule is
In traditional feedback, the stimulus across the synapse is just the input signal, v i , when the neuron has not been activated, and the synapse is strengthened only when the stimulus reaches the neuron's threshold. In contrast, the AIF learning feedback signal still exists even though the accumulated signal does not exceed the neuron threshold (equation (31)). The main advantage from the proposed AIF feedback rule is to reduce the learning intensity due to the remaining feedback, hence neurons can be directly fired by their presynaptic neurons without requiring the Hebbian theorem when weights are strengthened above a given level, even if the accumulated stimulus does not reach the activation threshold.
We use LEM as the synapse to realize biological synaptic functions (Fig.2(c) ). Accordingly, memristor synapse weights can be refreshed as
where η is the learning rate of memristor, and λ is the transfer coefficient. We can obtain η and λ after refreshing the synaptic weights, and w ij (v j ) can be counted in equation (2) by comparing the resultant memductance with the value before experiencing the pulse.
B. ANALYSIS OF THE LEARNING EXPERIENCE MEMRISTOR BASED ASSOCIATIVE MEMORY NEURAL NETWORK WITH AIF LAW
As shown in Fig.2 , assuming that the synapse between N1 and N3 has small weight, whereas the weight between N2 and N3 is large. There is no any output in N3 when N2 has not been activated. To strengthen the connection between N1 and N3, we need to activate N1 and N2 consistently until N3 has output only under N1 stimuli. Figure 2(b) shows that the weight memristor between N1 and N3 is LEM with high resistance (i.e., small weight), whereas the other is a common memristor with large weight.
Hence, in contrast to the traditional feedback law (Fig. 2(a) ), feedback voltage is the weighted sum of N1 and N2 outputs (Fig. 2(b) ). Initially, the LEM synapse weight is very small, i.e., v < v th when only N1 has been activated, and hence there is no output from the neural network. The voltage across the LEM synapse can be expressed as
where v 1 = v , v 2 = 0, v th is the neuron activation threshold, v out is the output of N3, v is the weighted sum of N3 input stimuli, v 1 and v 2 are the input voltages for N1 and N2, respectively. When both N1 and N2 have been activated, N3 can be activated due to the large weight between N2 and N3. Feedback voltage could be sufficient that voltage across the LEM exceeds the N3 threshold when both N1 and N2 are activated simultaneously. Thus, the voltage across the LEM synapse can be described as
After training (both N1 and N2 have outputs), LEM memductance reaches a certain level and N1 alone can activate N3. LEM conductance will converge to some value larger than the initial value due to LTM when the neural network receives no stimuli. LEM also enables the synapse to implement self enhancement due to AIF law when memductance is large enough, the voltage across the LEM synapse are
As for the associative memory neural network with more than two presynaptic neurons like N1, the postsynaptic neuron can be activated when there are enough presynaptic neurons like N1 being fired at same time. According to the AIF rule and the way of the neuron processing information, the feedback voltages will be imposed on all synapses when presynaptic neurons being activated. The more presynaptic neurons be activated, the higher feedback voltages are imposed on synapses. Thus, the feedback voltages will exceed synapse threshold, and postsynaptic neurons will be activated when considerable presynaptic neurons are activated.
This situation can be regarded as a kind of alert mechanism; In common situation, N1 cannot activate N3 directly. However, large number of presynaptic neurons like N1 are fired, which is an unusual phenomenon, and the system should give a response, i.e., N3 is activated. Therefore, this alert mechanism would shorten network training time. However, due to the AIF law, postsynaptic neurons are sensitive to presynaptic neuron activities. Thus, this feedback mechanism highly relies on stability of circuit system. For simplicity, this paper simulates memristor based associative memory neural network with two presynaptic neurons and a postsynaptic neuron. Figure 3 shows the circuit which is used to testing LEM characteristics, where the MEMRISTOR is LEM and ports PLUS and MINUS are the LEM positive and negative poles, respectively. Three additional ports (MEMRISTANCE, TAU, EPSILON) are set to observe internal state variables w(t), τ (t) and ε(t). V1 was sinusoidal 15 HZ, 2 V source; V2 was a square wave with v low = 0 V, v high = 1 V, t TR = t TF = 1 s, t PW = 0.06 s, and t PER = 0.2 s; and MULT is a multiplier with output as shown in Fig. 4 . We set R 1 − R 3 = 1 k to measure the internal state variables. (Fig. 3) output.
IV. LEARNING EXPERIENCE MEMRISTOR BASED ASSOCIATIVE MEMORY NEURAL NETWORK CIRCUIT A. LEARNING EXPERIENCE MEMRISTOR CHARACTERISTICS
LEM resistance changed between 100 and 20 k , and memductance is used to show the LEM state. LEM parameters are set as β = 3000, α u = 600, α d = 3000, γ = 20, v th = 1.2V, w H = 1000 µS, w L = 50 µS, ε H = 1000 µS, ε L = 50 µS, τ H = 10, τ L = 0.1. We apply a series of sinusoidal signals (Fig. 4) exceeding the LEM voltage threshold, producing characteristic current-voltage (i-v) pinched hysteresis loops (Fig. 5) confirming the proposed LEM to be a memristor. As discussed above, after a forgetting period, memductance will increase faster than the previous learning process when the LEM experiences a pulse series the same as former pulses, i.e., LEM exhibits learning experience behavior. Therefore, we modify the circuit from Fig. 3 to verify this learning experience behavior: V1 is changed to a square wave with amplitude 1.5 V only for 0-1 s (S1) and 10-11 s (S2), and 0 V otherwise, as shown in Fig. 6 . The simulation lasted 20 s, divided into two same length stages. Figure 7(a) shows that MVC memristor responses are identical between S1 and S2, confirming that the MVC memristor has no learning experience behavior, i.e., historical activities have no effect on MVC memristance or memductance change rate, and the forgetting rate is constant after experiencing the same pulse. MVC memristance also returns to its initial value after the stimulus stops, indicating that the MVC memristor cannot hold the memory longer under the linear forgetting process. Thus, The MVC memristor does not exhibit LTM. Figure 7 (b) shows that LEM memductance average increment is 49.35 µS under the single pulse, and the total increment is 202.24 µS during S1; LEM memductance subsequently reduced by 56.67 µS from 1-2 s. However, LEM memductance average and total increment is 53.24 µS and 239.45 µS during S2, respectively; LEM memductance reduced by only 43.14 µS from 11-12 s. Table 1 compares LEM response between S1 and S2. LEM remembers more and forgets less in S2 than S1 after experiencing the same pulse. Therefore, LEM has not only memory (learning), forgetting function, LTM, but also learning experience behavior, i.e., historical activities affect LEM memductance or memristance change rate. TABLE 1. Simulation learning experience memristor (LEM) responses for stages 1 (S1) and stages 2 (S2) in Fig. 7 . Figure 8 shows the simple LEM based associative memory neural network constructed in this study. We also applied the proposed AIF learning law for feedback in the network.
B. ASSOCIATIVE MEMORY NEURAL NETWORK CIRCUIT
All operational amplifiers matched those used for the PSpice model: TL082: VCC = 15 V and VEE = −15 V; U1 (MEMRISTOR_L, synapse with small weight, i.e., high resistance) initial conditions: w 01 = 100 µS, ε 01 = 100 µS, α d = 3000, and τ 01 = 0.1; and U2 (MEMRISTOR_H, low resistance synapse) initial conditions: w 02 = 500 µS, ε 02 = 500 µS, α d = 0, and τ 02 = 10, U2 feedback effect was omitted. The remaining U1 and U2 parameters are same: β = 3000, α u = 600, γ = 20, and v th = 1.2 V. Figure 8 shows that U3 and U6 realize weighted summation of N1 and N2 outputs, and feedbacks U4 and U7 invert the output voltage. Thus, outputs of all amplifiers are
, and
Pull-down resistors R 1 = R 2 = R 3 = R 4 = R 5 = R 6 = 1 k , and R 9 and R 10 = 5.4 k , and 80 k , respectively. The remaining resistors are 10 k .
To activate subsequent neurons, U5A is a comparator realizing output signals with threshold VBB = 2 V. When the comparator input signal exceeds the threshold, the comparator outputs a voltage almost reaching VTT (10V), otherwise, the output is close to zero. Figure 9 shows the signal generator circuit with voltage sources V1-V4, and multipliers MULT1 and MULT2. V1 and V3 are square waves with v low = 0 V, v high = 0.7 V, t TR = t TF = 1 s, t PW = 0.06 s, and t PER = 0.2 s; V2 and V4 limit the square wave range according to input signals.
C. SIMULATION RESULTS AND ANALYSIS
This section reports an experiment using the associative memory circuit in Fig. 8 to demonstrate LEM characteristics in associative neural networks. Table 2 shows the input neuron states throughout the procedure, where ''Y'', ''N'', and ''/'' represent active (i.e., output) inactive (i.e., no output), and uncertain states, respectively.
Simulation time interval ranged from 0-30 s with stages as follows.
• Stage 1. Only N1 is activated and there is no output in U5A. LEM remains in the initial state (high resistance) since the synapse weight between N1 and N3 is too small to activate the neuron.
• Stage 2. N2 is activated and amplifier U5A also has outputs. There is a strong relationship (large weight connection) between N2 and N3. • Stage 3. N1 and N2 are activated together (learning), and U5A has output.
• Stage 4. Only N1 has output, U5A is activated due to the LEM being sufficiently enhanced in Stage 3, i.e., LEM synapse weight is sufficiently large.
• Stage 5. Both N1 and N2 remain in inhibition state (forgetting). LEM goes into forgetting process and U5A has no output.
• Stage 6. Only N1 is activated again, but there is no output in U5A. LEM synapse loses its memory.
• Stage 7. Both N1 and N2 are activated again (learning). LEM starts to learn again.
• Stage 8. LEM goes into forgetting process again • Stage 9. only N1 is activated, and U5A also has outputs in the stage 9. Figure 10 shows the simulation results. LEM synapse memductance (Fig. 8. U1 ) agrees well with the procedures listed in Table 2 aside from stage 6. In stage 6, U5A outputs only one pulse at 12 s (Fig. 10, blue box) , i.e., the network has STM (which cannot hold for a long period). After experiencing forgetting at stage 5, the LEM begins to learn again in stage 7, which requires only 2 s compared with stage 3 that required 4 s. The forgetting progress in Stage 8 (4 s) also takes longer than the previous case (Stage 5, 2 s). However, U5A retains output through Stage 9, which implies that the network learned faster, and the memory lasted longer after experiencing the previous impulse.
Thus, the proposed LEM exhibits learning experience behavior and LTM in the associative memory neural network. In particular, LEM memductance increases slightly in Stage 9 (Fig. 10, blue circle) , although only N2 remains in the stimulus state. Due to AIF law, the associative network can learn independently without requiring the Hebbian theorem (at least two neurons firing together) after a certain amount of pulses. This self-learning behavior confirms that LEM based memristive neural networks with AIF learning law can keep learning with only one neuron being activated, which will significantly simplify associative memory neural network learning procedures. Figure 11 shows LEM synapse (U1) internal state variable changes for Fig. 8 . Forgetting rate, τ , and LTM controlling variable, ε, increase slowly with learning process.
We used MVC memristor and LEM separately in the associative memory neural network in Fig. 8 to compare their performance in a network. Figure 12 shows N1 and N2 outputs over 10 s, and Figs. 13 and 14 show MVC and LEM states, respectively. Figures 13 and 14 show there are two leaning stages and two forgetting stages: learning 1 (2-4 s), forgetting 1 (4-6 s), learning 2 (6-8 s) and forgetting 2 (8-10 s). We used memristance for MVC memristor states (Fig. 13) and memductance for LEM states (Fig. 14) . The MVC memristor completely loses its memory after a short period, and learning and forgetting rates remain constant across the stages. Thus, the MVC memristor does not have learning experience behavior in associative memory neural networks.
In contrast, in Fig. 14, LEM learning rates become faster after experiencing learning processes, and the forgetting rate slowly decreases. Therefore, LEM provide excellent LTM performance and other functions in an associative memory neural network compared with MVC memristors.
As former analysis in section II MEMRISTOR MODEL section B, in testing part (0-2s), the state of LEM can be calculated by equations (15) , (16) , (17) ; in learning parts (2-4s and 6-8s), the states of LEM mainly depend on equations (9), (10), (11) ; in forgetting parts (4- 6s and 8-10s ), the equations (21), (22), (23) can determine states of LEM.
More specifically, in testing part, these is no any learning experience behavior in network because of small activating voltage between LEM synapse.
According to equations (10) and (11), the forgetting controlling variable τ (t) is increasing functions. Therefore, compared with learning 1 part (2-4s), in the learning 2 part (6-8s), the term [τ (0)/τ (t)] v th kτ in equation (9) will be smaller, as a result, in associative neural networking, LEM memductance (equation (9)) will increases toward a straight line with slope k τ (v th k w − k ε )/(v th + k τ ) + k ε .
In the forgetting part (4-6s, 8-10s), because w(0) − ε(0) is positive and remains approximately constant (w(t) will gradually converge to ε(t)), the term (w(0) − ε(0))e −t/τ (0) will become small and w(t) = ε(0) + (w(0) − ε(0))e −t/τ (0) will converge to ε(0), where (w(0) − ε(0))e −t/τ (0) and ε(0) are STM and LTM in associative neural network, respectively.
In brief, the LEM with rich functions can be use as pre-simulation of memristor applications and related property exploitation. The associative neural network with LEM synapse and AIF law will greatly reduce its training time. Moreover, with the help of LEM other function (LTM etc.), the associative neural network will become more like human neural activities.
V. CONCLUSIONS
This study showed that associative memory neural networks based on the LEM model achieved better performance in imitating biological synapse functionality, realizing self-learning behavior.
We have proposed LEM, an improved memristor model, and AIF learning law for network feedback. A corresponding analog LEM model was constructed in PSpice, and an associative memory neural network circuit was realized based on the proposed LEM and AIF learning law. Simulations showed that the LEM model exhibited similar characteristics to real synapses in biological systems, e.g. learning experience behavior, threshold effect, etc.
The LEM model can provid simulation analysis for memristor applications, and the AIF learning law can help neural networks form self-learning behavior and simplify the training procedures. This will promote artificial intelligence and enrich memristor mathematical models. In the future research, we will also make effort to enhance antiinterference performance of AIF learning law.
