Non-existence results for non-negative distribution entire solutions of singular quasilinear elliptic differential inequalities with weights are established. Such inequalities include the capillarity equation, with varying gravitational field h, as well as the general p-Poisson equation of radiative cooling, with varying heat conduction coefficient g and varying radiation coefficient h. Since we deal with inequalities and positive weights, it is not restrictive to assume h radially symmetric. Theorem 1 extends in several directions previous results and says that solely entire large solutions can exist, while Theorem 2 shows that in the p-Laplacian case positive entire solutions cannot exist. The results are based on some qualitative properties of independent interest.
Introduction
In this paper we study the non-existence of non-negative, non-trivial entire solutions of the following singular quasilinear elliptic inequality with weights div{g(|x|)A(|Du|)Du} ≥ h(|x|)f (u),
where n ≥ 1, Du = (∂u/∂x 1 , · · · , ∂u/∂x n ). Towards this aim we let Φ( ) = where h represents the influence of a (radially) varying gravitational field. While in the p-Laplacian case (1) , that is when A( ) = p−2 , p > 1, appears in the study of non-Newtonian fluids, non-Newtonian filtrations and subsonic motion of gases, see [19] and the references therein, as well as in Riemannian geometry, cf. [9] , [11] . In recent years the importance of such inequalities has been widely recognized, see [10] 1 and the references therein. Prototypes included in (1), with non-trivial functions g and h, are given in the next two examples, namely equations of respectively Matukuma type and of Batt-Faltenbacher-Horst type (cfr. [1] ). The general Matukuma equation reads
where ∆ p u = div(|Du| p−2 Du) denotes the p-Laplace operator, p > 1, and g(|x|) ≡ 1, h(|x|) = 1/(1 + r σ ). Note that the standard Matukuma equation is obtained with the choices p = σ = 2 and n = 3. The general BattFaltenbacher-Horst equation is given by
where now g(|x|) ≡ 1, h(|x|) = r σ−p /(1 + r p ) σ/p , and p is the Hőlder conjugate of p. The Batt-Faltenbacher-Horst equation introduced in [1] , as a model of stellar structure, is obtained when p = 2 and n = 3; this reduces to the standard Matukuma equation when we further specify σ = 2.
All these examples are in turn special cases of the main prototype equation introduced in [10] f (u), . Equation (4) will be considered below in some detail (see also [2] and [10] for further results).
Following [15] a classical entire solution u of (1) is a non-negative distribution solution of (1) For more details we refer to Corollary 3.3 of [10] . Let R > 0 and on [R, ∞) consider the function S defined by
a(r) = r n−1 g(r), b(r) = r n−1 h(r), (5) and r = |x|. After some preliminary results in Section 2 we prove the following main Theorem 1. Assume (H1)-(H3) and
where p is the exponent given in (H2). Let f satisfy
Then the differential inequality (1) has no non-negative non-trivial bounded classical entire solutions, with
In case (4) Theorem 1 can be applied when either
Note that in (8) the parameter s > 0 does not appear in the above constraints. In the special case (2) we have = −σ < 0, s = σ and k = 0, so that (6) 1 holds when 1 ≤ σ < n, while (6) 2 is valid if σ ≤ min{p, n}. In conclusion (6) holds for (2) if 1 ≤ σ ≤ p and σ < n. The classical Matukuma equation occurs in the subcase p = σ = 2 and n = 3.
Condition (7) is necessary for the validity of Theorem 1. First note that u(0) < u * is indeed obviously verified whenever u is regular and radial thanks to (F1). As for the assumption u * < ∞ in (7), consider the capillarity linear equation with radial weights div r 1−n sinh r Du
which satisfies the assumptions (H1)-(H3), with p = 2, δ = ∞ and ω = 1, and condition (6) . On the other hand the equation admits the non-negative entire large solution
with u * = ∞. That is (1) may possess non-negative entire unbounded solutions. But in the setting of Theorem 1 also for the p-Laplacian case there can exist unbounded entire classical solutions. Indeed, equation
admits the non-negative entire large classical solution
and (6) is again satisfied. In Section 3 we remove assumption (7), provided that we consider the p-Laplacian case of (1) , that is
in R n \ {0}, and (H3) is replaced by the stronger
while f is assumed to satisfy the further request
This is the content of the main result in Section 3, stated below, for pregular entire nonnegative (weak) solutions u of (11) , that is, as in [16] ,
which are weak solutions of (11), with test functions ϕ ≥ 0 of class
1/p ds < ∞, and that there exists N > 1 such that
where
Then the differential inequality (11) admits no positive classical entire solutions.
Application of Theorem 2 to the prototype equation (4) sheds light on its content. Clearly
Moreover
By (13) and (14) the function ψ is also strictly decreasing in R + , and so (12) 1 holds, with
by (13) . Finally, (12) 2 is automatic thanks to (13) . Again the Batt-Faltenbacher-Horst equation, namely the special case of (4) when p = 2, n = 3, k = 0 and = −2, as well as the standard Matukuma equation, that is (4) with the further assumption σ = 2, do satisfy (13) and (14) . When σ = 0 in (4), conditions (H3) and (12) will be satisfied if the relations (13) and (14) hold as strict inequalities, with
Actually, the natural dimension of the problem is N , for a detailed discussion see Section 4 of [10] and the next Section 3. Finally, we observe that Theorem 2 can also be applied to the standard p-Poisson equation in which g = h = 1, or more generally when g = h, g ≥ 0 in (H3) and (12) holds; while Theorem 1 cannot be applied whenever g = h verifies (H3), with g = o(g) and r n−1 g(r) → ∞ as r → ∞, since (6) 1 fails. On the other hand, there are cases in which the weights satisfy the structure conditions of Theorem 1, but not the setting of Theorem 2. Indeed, in the case of (4), when (8) 3 and (13) hold, (14) is never valid; while when (8) 2 is satisfied and p − k > n, then (14) fails. Finally, when p = 2,
Theorem 1 extends in several directions previous results. In particular, Theorem 4 in [4] , in which non-existence of non-negative entire large solutions is proved for ∆u = P (x)f (u). In [4] it is assumed that P is continuous, non-negative in R n , with its zero points enclosed by a bounded surface of non-zero points and ∞ 0 r max |x|=r P (x) < ∞, while f satisfies (F1), (F2) and
du/f (u) = ∞ (that is when f is pure power its exponent m is such that 0 < m ≤ p − 1 = 1, see also Theorem 4 of [5] in this setting). If P is positive, then every solution in [4, 5] is a solution of ∆u ≥ h(r)f (u), with h(r) = min |x|=r P (x) > 0, r > 0, and h satisfying (6) .
When A is of the mean curvature type, see [18] , or A( ) = p−2 , p > 1, is the p-Laplacian, see [7] , and g ≡ 1, f ∈ Lip loc (R + ), is superlinear, say when f (u) = u m then m > p − 1, and h is replaced by a positive continuous function P defined in R n , such that lim inf |x|→∞ |x| p P (x) > 0, then nonexistence of positive entire solutions is proved in [18,7, Corollary at page 479, and Theorems 1-3 at page 245]. But in [7] equation (9) cannot be considered. Every solution of [18, 7] is again a solution of (1), with h(r) = min |x|=r P (x) > 0, r > 0, and in all these results condition (6) 2 holds. Finally, since P is positive and continuous in R n , by the strong maximum principle (see for example [14, 16] ), the non-negative solutions considered in [18, 7] are either trivial or positive.
Finally, condition (F3) is essential. Indeed, if in (4) we take
Non-existence of bounded entire solutions
In what follows we assume (H1)-(H3) and extend Φ on all of R setting Φ( ) = −Φ(− ) for < 0. Arguing as in Lemma 2.1 of [11] , we prove the following Lemma 1. Assume (6) . Then, for ε > 0 sufficiently small, the function
Furthermore, w ε > 0 on (R, ∞) and
Finally lim
Proof. By (6) it follows that S is bounded on [R, ∞), so we can choose ε > 0 such that for all ε ∈ (0, ε)
On the other hand by integration of (15)
thus, by virtue of (19) and (H1) we can invert Φ and it follows that w ε is well defined. Furthermore w ε (r) ≥ 0 by (H3) and the definition Φ in R. From (H1) and (H2), we get
for r ≥ R. Thus (16) is proved by (6) 2 . Now (17) follows from the fact that Φ −1 is strictly increasing and so
Finally, (18) is consequence of (17).
Example. For equation (4) it is easily seen that
Consequently, (6) 1 holds when either
Hence Lemma 1 can be applied in all the cases (8).
Next we state a Euclidean version of the maximum principle at infinity contained in Theorem 2.3 of [11] .
holds in the weak sense, where
Proof. Assume by contradiction that there exists σ > 0 such that
Consequently by (H3) there exists ε 0 > 0 such that
Step 1. u * cannot be achieved at any point x 0 ∈ R n . The fact that u * cannot be achieved at 0 follows directly by assumption (7) . If u * is achieved at some
By (22) and (H3) div{g ( 
. By (H1), (H3) and Theorem 3.3.1 of [16] (see also [14] , [3] and Proposition 2.1 of [12] ), applied with B = 0 and
Step 1 is therefore completed.
Step 1 implies that u * = lim sup |x|→∞ u(x), and so there is a divergence sequence (r j ) j such that
Take R > 0 in (5) even larger if necessary so that
Fix w R ∈ (u * R , u * ) and choose ε ∈ (0, ε 0 ) so small to apply Lemma 1. Define
where w ε is the function given in Lemma 1. In particular, by (16), we get
and v ε is a solution of
Step 2. For ε > 0 sufficiently small u−v ε attains a positive maximum M ε in Ω R . By (24), we can choose j * sufficiently large so that, having set R 1 = r j * , we get R 1 > R and max
Finally, by (18), we can choose ε = ε(R 1 , σ) sufficiently small, even smaller than ε 0 , such that in the compact interval [R,
where the first inequality follows from the definition of w ε since Φ −1 is non-negative in R + 0 . In particular the above inequality yields
Thus
Step 2 is proved.
Step 3. The set
Hence we can choose τ ∈ (0, M ε ) so that, by (32), (25) and the choice of
This concludes the proof of Step 4.
Step 
Since u = v ε + τ on ∂U ε and by (34) and (25) u
that is, when τ is sufficiently near M ε , we have shown that
and by (27)
Combining (35) and (36) we ultimate the proof of Step 5, that is (33) holds. By Lemma 5.5 of [14] and (H1) it follows
, so that can be taken as a test function in (33). Hence by (37) and (H3) 
Proof. Assume by contradiction that f (u * ) ≥ 2ε > 0 for some ε sufficiently small. Fix σ ∈ (0, σ) so small that f (u(x)) ≥ ε in E σ , by continuity of f and u. Thus by (1) div{g(|x|)A(|Du|)Du} ≥ εh(|x|) in E σ in the weak sense, so that
The latter inequality contradicts (20) when Theorem 3 is applied in E σ and concludes the proof.
Proof of Theorem 1. Otherwise, since u satisfies (7), the contradiction follows by direct application of Corollary 1 thanks to (F1).
Non-existence of entire solutions
In this section we shall remove the assumption u * < ∞. To do this we restrict our attention to the p-Laplacian case (11) of (1), since we shall use the change of variables introduced in [10] (see also [13] , [2] and [15] ). Note that in the p-Laplacian case assumptions (H1) and (H2) hold with δ = ω = ∞. Before proving the main result of this section, we recall the following weak comparison principle established in [15] and [16] . 
in Ω, where Ω is a bounded domain of R n containing 0. Suppose also that u and v are continuous in Ω,
For later purposes we shall consider also radial solutions v(x) = v(r), r = |x|, of (38) in R n \ {0} (or in other domains when otherwise specified), that is [a(r)|v
where a and b are defined in (5). As in [15] , the functions a and b are assumed to be such that (39) can be transformed by the change of variables r → t(r),
with t :
where w = w(t) = v(r(t)),
and r = r(t) is the inverse of t = t(r). This requires, in particular, the validity of the stronger version (H3) of (H3), given in the Introduction. Note that (H3) , in terms of q above, simply reduce to
By (Q1) and (12) 
The change of variables above is clearly explained in the main example of [13] , see also [10] , when in (38)
(cf. the particular case of (4) with σ = k = 0). Here (H3) holds if
while the transformed equation (41) takes the form
with
When N ∈ N this shows that N is the natural dimension of the transformed problem, since in fact (45) is the radial version of
For other equations modelled by (11) we refer to Section 4 of [10] . The next result is a corollary of Lemma 4.7 of [9] and it will prove useful in what follows.
Lemma 2. Let G : [τ, ∞) → R + 0 be a non-decreasing function such that
where λ ∈ (0, 1) and B, θ > 0 are constants. Then there exists a constant
In the following lemma the case w * < ∞ is a simplified version of Lemma 1.2 of [8] . However, we present a complete proof for sake of clarity. 
where B = B(p) is a positive constant independent of γ.
(ii) Case w * = ∞. If w is a solution of the differential inequality
where B = B(p) is a positive constant independent of γ.
In particular, in both cases, letting γ → w * , we get
Proof. The case w
and v is a solution of (46) in [t γ , ∞). Let t > t γ and choose a smooth cut-off function ψ :
for some constants ℘ > 1 and K = K(℘) > 0, where ℘ is chosen such that 
(53) By the elementary inequality
valid for all ξ, η ≥ 0 and σ > 0, choosing
Hence, inserting into (53), using (52)-(iii) and by Hölder's inequality with exponents α ≥ 2 and α we get
Now, by the fact that φ ≥ 0 and (52)-(i) it follows
Hence, inserting in (55), after some simplifications, we get
where we have used (51), (52), the fact that [2
Now, for all t sufficiently large, say t ≥ τ > t γ , we choose
whereB = 1/2 p+1 C 2 > 0 is independent on γ and t. Applying Lemma 2 with λ = 1/2, B =B(w * − γ) 1−p and θ = p, we obtain the existence of a constant B 1 = B 1 (p) > 0 such that for all t ≥ 2τ and γ ∈ [γ 0 , w * )
Since φ ≤ 1 by construction, we find
where B =B · B 1 log 2, and so (47) follows at once. Letting γ → w * we finally obtain (50) when w * < ∞. and integrate by parts on [t γ , 2t]. Thus by using the fact that w(t γ ) = γ,
Hence, inserting into (57) and using the fact that φ ≥ 0, we get
Letp andp be conjugate exponents to be chosen later. By (52)-(iii) we obtain
with K = K(℘) > 0 given in (52) and where we have used Hölder's inequality.
Next we consider two cases separately. Case 1 < p ≤ 2. Of course
Then, forp
and using (60), we have
and by (52) and (61)
Inserting this last inequality into (58) gives
and by (56),
Consequently we have
This case is similar to the above, but now we choosẽ
Here
Hence (62) holds also in this case, with nowm = m − max{1, p − 1} = m − p + 1 > 0. Next we set
Now, since
Then, taking t even larger, say t ≥ τ > t γ , we choose
for all t ≥ τ and γ ≥ γ 0 , and it follows from (64) that for all t > τ and 
In other words, since φ ≤ 1 by (56),
with B =B · B 1 log 2, and (49) is proved. Letting γ → w * = ∞, we finally get (50) since m − p + 1 > 0 by assumption.
Lemma 4. Assume that f satisfies (F1) and (F3) . Letq
Proof. We divide the argument into several steps following some reasonings in the proofs of [9, Lemma 3.2] and of [11, Lemma 4.6 and Theorem 4.8].
Step 1: w t > 0 in (0, T ). Integrate (67) over [0, t] , t ∈ (0, T ), and using the fact thatq is continuous at t = 0, p > 1 and w t (0) = 0, we obtain
By (F1) and sinceq(t) > 0 in R + we have that w t > 0 in (0, T ). Thus there exists lim
¿From the initial data in (67) it follows that w(t) > 0 on [0, T ).
Step 2: If w Therefore w * = 0 by (F1) and this contradicts the fact that w * > w 0 > 0 by Step 1. Thus T < ∞.
Step 3: T = ∞ implies w * < ∞. Assume by contradiction that w * = ∞. Let γ 0 ≥ 0 be so large that also w(t γ0 ) = γ 0 is so large that by (F3) and
Step 1 there is κ > 0 such that
Hence w is a C 1 (R + 0 ) positive strictly increasing solution of the differential inequality (48) in (t γ0 , ∞), and Lemma 3-(ii) can be applied and (50) is valid. This contradicts (66) and so w * < ∞.
Step 4: (68) holds. Steps 2 and 3 show that T cannot be infinite, and so T < ∞. Assume by contradiction that w * < ∞, so that by (70)
By (69) there exists finite
We claim that the initial value problem 
where Ψ is a continuous function from [T, ∞) × R 2 , after extending the definition of the principal operator Φ to all real values of by setting Φ( ) = −Φ(− ) when < 0. By standard theory (72) has at least a C 1 solution x = (w, z) defined in some interval [T, T + ε), ε > 0, and thereforew is a C 1 solution of (71) in [T, T + ε), proving the claim. Now the functionŵ
is a C 1 extention of w in [0, T + ε) as a solution of (67), contradicting the maximality of T .
In order to prove Theorem 2, first we note that assumption (12) in terms of the function q defined in (42) reduces simply to lim sup
where t = t(r) is defined in (40).
Proof of Theorem 2 Assume by contradiction that u is a positive classical entire solution of (11) . By Proposition 1, see also Proposition 9.1 of [10] , let w be a solution of
where T ≤ ∞ is maximal andq is the solution of the initial value problem in R
where z is a fixed positive function of class
for some c, C > 0 and 
Now, it follows that v(x) = w(t(r)), t = t(r) given by (40) and r = |x|, is a solution of
In order to apply the comparison Theorem 4, it remains to verify that v is a p-regular solution, that is, since v is radial, that
by (76), for an appropriate constant C > 0. Consequently 
