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B = {0, 1}とする．ある 2進系列xn ∈ Bkにおいて，０がn0個，１がn1個含まれている























のKT推定量Pe(xt+11 )は次のように逐次計算可能である．ただし，xmn は系列xnxn+1 . . . xm














情報源アルファベットA = {a1, a2, . . . , am}について考える．時刻 tに出力されるシン
ボルを xtと表記すると，系列 xmn の語尾集合は {xmn , xmn+1, . . . , xm, λ}となる．ただし，λ
は空列を表す．T ⊂ A∗ := ∪l≥0Alにおいて，全ての s ∈ T に対して，その sの全ての語
3
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尾が T に含まれるとき，T を語尾木または文脈木と呼ぶ．文脈木 T について，外部葉集
合 ∂T を次のように定義する．
∂T := {as : a ∈ A, s ∈ T} ∪ {λ} \ T (2.3)
∂T の各要素を T の葉と呼ぶ．∂T はAの完全語尾集合である．すなわち，∂T の要素が
∂T の他の要素の語尾になることはなく，かつ ∂T の要素の長さの集合はKraftの不等式
を満たす．
2.2.2 木情報源
列 s ∈ A∗について，sの語尾のうち ∂T の要素となるものを表す関数を βT (s)と定義し，
βを文脈関数と呼ぶ．d := maxs∈∂T |s|をT の深さと呼ぶ．ただし，|s|は sの長さを表す．




限の文脈木 T を仮定し，この T の外部葉集合 ∂T に対して，パラメータベクトル θ∂T =
{θas : s ∈ ∂T, a ∈ A}, 0 ≤ θas ≤ 1を作る．ここで θas は文脈 sの後に aを出力する確率を表
す．以上より，シンボル xtの生起確率は次のように表記できる．
p(xt = a|xt−1−∞, T,θ∂T ) = θas (2.4)
すなわち，木情報源はTがモデルとなり，初期状態とモデルとパラメータの組 (x0−∞, T,θ∂T )
で表現される．
2.2.3 確率推定
ある木情報源 (x0−∞, T,θ∂T )が系列 xt1を生成したとする．xt1において文脈 sの後にシ




























· · · (ns + m−22 )
(2.6)
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上式は a ∈ {0, 1}のとき，(2.1)式の 2進KT推定量に対応する．このKT推定量につい
て，木情報源に対して拡張することを考える．文脈木 T の外部葉 s ∈ ∂T におけるパラ
メータベクトル θ∂T に対しても Jeffreys事前分布を仮定するとき，T を固定した下での
θ∂T の事前分布 J(θ∂T |T )は次のようになる．













































モデルも未知の場合は，それを推定するために深さがDで一定の文脈木 T ∪ ∂T を用意
して，モデル T の確率分布（事前分布）をω(T ) =∏s∈T γ̄(s)∏s∈∂T γ(s)とする．ただし，
1
2








これは，文脈木 T ∪ ∂T 中に含まれる全ての T について推定確率∏s∈∂T Pe({nas}a∈A)を求
め，各 T が ω(T )で分布していると仮定して平均をとっていることを表している．
次に，CTW法のアルゴリズムについて述べる．まず，深さDで一定の文脈木T ∪ ∂T の
各ノード sに，カウンタの集合 {nas}a∈A，変数Pe(s), Pw(s)が保持される．ただし，Pe(s) =






a∈A Pe(as) if s ∈ T
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2.3 記号分解法
2.3.1 記号分解アルゴリズム
情報源アルファベットA = {a1, a2, . . . , am}，m = kについて考える．このとき，各シ
ンボル a ∈ Aの 2進 kビット表示にはb = b1b2 · · · bk ∈ Bkが対応する．さらに，分解木と








図 2.1: 分解木 (m = 8)
次に，多進シンボルの系列 x1x2 · · ·xn ∈ Anについて考える．系列 xji において，語頭
集合を {λ, xi, xi+1i , . . . , xj−1i }と定義する．また，系列 xji において，シンボル a ∈ Aの出
現回数を na，語頭 τb（τ はBk内のあるシンボルの語頭であり，また b ∈ B）をもつシン






















Pi(τ0)Pe(τω)Pi(τ1) for |τ | < k − 2
Pe(τ0)Pe(τω)Pe(τ1) for |τ | = k − 2
(2.15)
ただし，|τ |は τ の深さを表す．
τにおける推定量は，新しいシンボルb = b1b2 · · · bkを読んだ上で次のように更新する．
















θbτ = ξa (2.17)





メータが {0 ≤ θbτ ≤ 1}τ∈T ,b∈{0,1}のマルコフ過程に従って生成されるということである．
いま，θτ := θ0τ , θ̄τ := 1 − θτ = θ1τ と書くことにすると，シンボルを 2進木の葉に対応さ
せた木において，各内部節点 τ で分岐する際にパスを左に取る確率が θτ であるようなモ
デルが，記号分解法の確率モデルである．
ここで，このモデルにおける系列確率について次の補題が成立する．
補題 2.3.1. 確率パラメータ {0 ≤ θbτ ≤ 1}τ∈T ,b∈{0,1}に基づいてシンボルが発生するモデ
ルの系列確率 P (xn1 )は次式で表される：
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証明 2.3.1. 系列確率において，τ ∈ T と b ∈ {0, 1}を固定すれば，{θbτ}τ∈T は，出現した
シンボルが語頭に τbをもつ回数分掛けられるので，次のように計算できる．






































































































混合は ρ(xn) = ∫ p(xn|θ)wJ(θ)dθとして与えられる．これが漸近的minimax予測である
ことは次のように Laplace近似にを使って示される．アルファベットサイズを d+ 1，Bn
9
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FSMXモデルとは，2.2.2節において，ある木情報源が任意の s ∈ ∂T と任意の a ∈ A
に対して，（|sx| < dであっても）β(sx)が一意に存在する情報源である．
本節ではアルファベットサイズを d + 1とする．SFMXモデルの確率的コンプレクシ
ティは (3.9)と同様の値となる．したがって，CJ の値を求めれば良いので次の補題が成
立する．
補題 3.2.1. 情報源アルファベットX = {0, 1, · · · , d}に関する FSMXモデルについて考
える．X ′ = {1, 2, · · · , d}，状態 s ∈ ∂T において x ∈ Xが生起する確率を ηx|sとする．ま































nx|s log ηx|s (3.13)
ただし，nx|sは状態 sにおいて xが出現した回数，β(·)は文脈関数を表す．












(x, y ∈ X ′, s, t ∈ ∂T )




































一般の有限アルファベットX = {0, 1, . . . , d}を考える．T ′を一般の treeモデルを定義す
る文脈木とする．T は T ′を拡張した，FMSXモデルを定義する文脈木とする．要素数を
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Lとする状態集合 S(T ) = {s1, . . . , sL}について，そのパラメータを η = (ηs1 , . . . , ηsL)と
する．また，要素数を L′とする状態集合 S(T ′) = {g1, . . . , gL′}について，そのパラメー
タを ζ = (ζg1 , . . . , ζgL′ )とする．ただし，ζgaは文脈 gaにおいて x ∈ Xが生成される確率
ζx|ga(x = 1, . . . , d)を成分とするベクトルである．ここで，∂T の要素のうち gaを語尾と
して持つものの集合を次のように定義する．
F (g) := {s : s ∈ ∂T,∃t ∈ X∗, tg = s} (3.20)
すなわち，F (g)は T の状態のうち，T ′において gでマージされる状態の集合である．こ
のとき，ϕを次のように定義する．
∀s ∈ F (g), ϕs(ζ) := ζg (3.21)
このとき，S(T )における ηのFisher情報行列を J(η)，S(T ′)における ζのFisher情報行










J ′(ζ)の ζx|g, ηy|hに関する成分は以下のようになる．




































て推定される．例えば，窓の大きさを Bとした場合，窓の内容は {xt−Bxt−B+1 · · ·xt−1}




木情報源の情報源アルファベット A := {a1, a2, · · · , am}，状態集合を ∂T と定義し，
m = 2kの場合を考える．このとき，a ∈ Aに対応した kビット表現 {0, 1}k =: Akの真の
語頭集合を T，深さ k − 1の分解木の葉集合を Lと定義する．これらの定義より，シン
ボル系列 an ∈ Anをビットで表現した系列 ank ∈ Ankを時系列として考える．このとき，
任意時刻 t = lk + |τ |+ 1とするとき，atの状態は al−1l−Bの語尾である c ∈ ∂T と語頭であ
る τ lk+|τ |lk+1 の対 (c, τ)である．つまり，(c, τ)の全体 ∂T × T =: Sを状態集合とする．
13
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4.2.2 アルゴリズム
はじめに，図 4.1のような分解木と文脈木の直積構造を用意する．図 5.2の右方向には
記号分解法を用い，図 4.1の下方向には文脈に関する重み付けを行う．座標 (c, d)のノー
ドに保存される推定確率としてP c,de を定義する．c方向は文脈木方向を表し，d方向は分
解木方向を表す．同様に，座標 (c, d)のノードに保存される重み付け確率として P c,dw を
定義する．(c, d)の位置関係によって以下のように場合分けされる．分解木において内部
ノードかつ文脈木において内部ノードの場合，































Pwc,d := P c,de (4.4)
分解木において葉かつ文脈木において内部ノードの場合，

























































































定義 5.0.1. 冗長度を符号長と理想符号長の差分 ρ(xn) := log 1/p(xn) −










未知の情報源アルファベットA := {a1, a2, . . . , am}，文脈構造をによる状態集合を
∂T と定義し，m = 2kとする．また，a ∈ Aに対応した kビット表現 {0, 1}kの語頭
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はじめに，確率モデルNについて定義する．確率モデルNは分解木と文脈木の組み合
わせによって決定される．ただし，文脈木は分解木の各葉に付随して定まる．分解木の
葉集合を L，モデルN を一つ決めると定める全文脈木の内部ノードを TdとするとN の
定義式は次のように示すことが出来る．
N := {∂Td, d ∈ L} (5.3)
このとき，真の確率モデルN∗に対して推定される確率モデルN を次のように場合分け
することが出来る．
(ⅰ) N = N∗ when ∀d ∈ L, ∂Td = ∂T ∗d
(ⅱ) ∂N ∩N∗ ̸= ϕ when ∃d ∈ L, ∂Td ∩ T ∗d ̸= ϕ




− log pλ,ϕw (xn) + log p(xn|N∗, θ∗) (5.4)















ここで，N∗は真の確率モデルを示し，p(xn|N) :=∏d∈L∏c∈∂Td P c,de である．上式につい
て差分∆を取ると次のように計算できる．
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次に，(5.6)式各項について解析を行う．一項目について (3.9)式より次のように変形する
ことができる．
















































(T ⊋ T ∗)
exp {−Θ(n)} (∂T ∩ T ∗ ̸= ϕ)
(5.11)
証明 5.1.1. 図 5.2のような T, T ∗の場合について考える．∂T と ∂T ∗ を各々B1 ∪B2 ∪B3
とC1 ∪ C2 ∪ C3 のように分割し，B1 の各 cはC1のある c′ の真の子孫，B3の各 cはC3
























































































































l∈S(c) nlより，(nl | l ∈ S(c))は多項分布 (n, q(c)q(c′))と捉えることが出来る．また，
θ = P (0)をベルヌーイ分布のパラメータとした場合，その最尤推定値は θ̂ = n0/n, θ̂l =
n0l /nlとなり，θ̂周りでテーラー展開すると次式を得る．
log p(xn|θ) = log p(xn|θ̂) + (θ − θ̂) d
dθ
log p(xn|θ̂) + 1
2




= log p(xn|θ̂) + 1
2
(θ̂ − θ)2nJ(θ̂) (5.16)
ただし，J(θ̂)は Fisher情報量である．
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ただし，ϵkは i.i.d.で標準正規分布 ϵk ∼ N(0, 1)に従うものとする．
これを用いて (5.24)式を変形すると次式を得る．∑
k






































































































































































ただし，h(α) := −α logα− (1− α) log(1− α)である．
q(c′) := nc′/n, p(0|c′) := n0c′/nc′ , q(c|c′) := nc/nc′ , p(0|c, c′) := n0c/ncの下でI(X;C|C ′) ≥

























= nq(c′)I(X;C|C ′) (5.34)
ただし，H(·)は情報エントロピーを表す．
ここで，αが nが十分大きい時に正に取れることを示す．
はじめに，仮定しているのは定常マルコフ情報源であるので， q(c′) > 0の下で，n′cは
確率１で無限になる．したがって，確率分布は確率１で真の確率に収束する．
これらを踏まえて，次の背反事象について議論する．
(A) lim infn I(X;C|C ′) > 0
(B) lim infn I(X;C|C ′) = 0





























)n1c ≤ exp {−nq(c′)α} (5.36)
≤ exp{−Θ(n)} (5.37)
が成立する．したがって，(5.14)式全体において−Θ(n)と表現することが出来る．






















































(T ⊋ T ∗)
exp {−Θ(n)} (∂T ∩ T ∗ ̸= ϕ)
(5.41)
は満たされる． 2
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次に (5.6)式三項目について，全ての dについて ∂Td ∩ T ∗d = ϕが成立するので (5.6)式二

























未知の情報源アルファベットA := {a1, a2, . . . , am}，文脈構造をによる状態集合を
∂T と定義し，m = 2kとする．また，a ∈ Aに対応した kビット表現 {0, 1}kの語頭
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· 1{n0c,d = 0}+
1
4
· 1{n1c,d = 0} (5.51)
ただし，1{·}は括弧の中の条件が真のとき 1，偽のとき 0になる．
(5.5)式より，p(xn|N) :=∏d∈L∏c∈∂Td P c,dz として計算を行う．この時，(5.6)式の一項目
について (3.9)式より次のように変形することができる．




































































ただし，L1は分解木において 0 < θc,d < 1を持つ葉集合であり，L2は分解木において
θc,d = 0 or θc,d = 1を持つ葉集合である．また，A1は log 43 ≤ A1 ≤ log 4を満たす定数で
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図 5.3: BとCの関係
分母の ∂T ∗d と分子の ∂Td を各々B1 ∪B2 ∪B3 とC1 ∪C2 ∪C3 のように分割し，B1 の
各 cは C1のある c′ の真の子孫，B3の各 cは C3のある c′の真の先祖，またB2, C2につ
いてはB2＝ C2 となるようにできる．また，B3の文脈 cを先祖とする C3の部分集合を
S(c)とし，B2, C2に関する積は各々等しい．
B3, C3が存在する場合には，B3の文脈 cを先祖とするC3の部分集合 S(c)が存在するが，
cに基づくデータサンプルは S(c)に属する文脈に基づくサブサンプルに分割されるわけ
であるから，十分長い時間がたてば対応する比の部分は，cに基づく確率分布が非縮退で
あること，つまり，0 < θc,d < 1を満たす葉集合L1に含まれるならば，O( 1Poly(√n)) とな




















































































ただし，A2は定数である．次に (5.6)式三項目について，全ての dについて ∂Td ∩T ∗d = ϕ
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