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Résumé
De plus en plus d’applications sont construites à base de services et exécutées dans des environnements
large échelle, dynamiques et distribués. La notion de "cloud" est souvent utilisée pour parler de ces en-
vironnements. Le paradigme de cloud computing correspond à un ensemble de niveaux indépendants
ayant chacun leurs propres objectifs. Ces objectifs sont aussi bien de garantir la qualité de service fournie
aux utilisateurs que de gérer les ressources disponibles. Mais la qualité de service tout comme les res-
sources disponibles peuvent évoluer au fil de l’exécution et les différents niveaux doivent s’adapter à ces
évolutions. Du fait de leur indépendance, ces différents niveaux s’adaptent indépendamment les uns des
autres. Pourtant si l’on considère un ensemble d’adaptations s’effectuant sur des niveaux différents, il est
possible que ces adaptations soient contradictoires ou redondantes entre elles, ne produisant pas au final
l’effet escompté ou bien l’atteignant de manière non performante. Nous présentons dans cet article ce que
nous appelons adaptation multi-niveaux ainsi que l’intérêt qu’elle peut avoir. Nous illustrons cet intérêt
sur le cas de la migration de service permettant d’adapter une application en utilisant l’infrastructure
sous-jacente et ses capacités.
Mots-clés : adaptation, applications à base de services, cloud computing, adaptation multi-niveaux
1. Introduction
De plus en plus d’applications sont construites à base de services et exécutées dans des environnements
large échelle, dynamiques et distribués. Une application à base de services correspond à une architecture
d’application dans laquelle l’élément de base est le service qui fournit une fonctionnalité, comme par
exemple accéder à une ressource, ouvrir une IHM ou traiter des données.
L’un des modèles de système distribué de plus en plus présent est le cloud. Celui-ci est défini comme
un ensemble de niveaux que sont l’IaaS, le PaaS et le SaaS. L’IaaS (Infrastructure as a Service) offre une
capacité de gestion des ressources disponibles suffisamment robuste et intelligente pour optimiser leur
utilisation. On peut voir l’IaaS comme étant le système d’exploitation d’une infrastructure distribuée dans
lequel on souhaite simplifier l’accès au ressources quelque soit leur localisation. Au-dessus de l’IaaS, le
PaaS (Platform as a Service) a pour but de faciliter la conception d’applications en simplifiant/minimisant
l’interaction avec l’IaaS. Enfin les SaaS (Software as a Service) représentent les applications composées
d’un ensemble de services.
Du fait, entre autres, de la dynamicité des services (ceux-ci peuvent apparaître et disparaître à n’importe
quel moment), les applications à base de service (SaaS) doivent être autonomes. De même l’infrastructure
doit être capable de s’adapter afin de tenir compte de l’évolution des ressources. Ces ressources peuvent
en effet, tout comme les services, apparaître et disparaitre du fait de connexions réseaux intermittentes
par exemple. Enfin le PaaS doit quant à lui assurer la liaison entre l’ensemble des services formant les
applications ainsi que la liaison avec l’IaaS pour le déploiement des services.
Il existe différents travaux concernant l’adaptation que ce soit pour l’infrastructure ou pour les applica-
tions. Cependant aucun d’entre eux n’a été mené sur l’adaptation de l’ensemble des différents niveaux
que forme l’IaaS, le PaaS et le SaaS. Pourtant l’adaptation de l’un de ces éléments peut avoir un impact
sur l’autre. C’est le cas par exemple de l’adaptation de l’algorithme d’ordonnancement des processus
applicatifs qui peut agir sur le temps d’exécution des processus sur le ou les processeurs et ainsi poten-
tiellement réduire ou augmenter le temps de réponse d’un service en réduisant ou augmentant son temps
d’exécution.
Dans cet article, nous proposons de considérer l’adaptation comme une préoccupation transverse aux
différents niveaux d’un système tel que le cloud en utilisant un cadre de développement générique pour
les systèmes d’adaptations nommé SAFDIS. Après un bref état de l’art en section 2 concernant les travaux
sur l’adaptation que ce soit au niveau de l’infrastructure, de la plate-forme ou des applications, nous
présentons en section 3, le modèle MAPE [21] comme fondement de notre système d’adaptation SAFDIS
et décrivons la relation entre le système d’adaptation et les différents niveaux. Nous détaillons en section
4, notre utilisation de la plate-forme et surtout de l’infrastructure pour adapter les applications. Enfin la
section 5 conlut cet article et présente des travaux futurs.
2. État de l’art
Il existent de nombreux travaux concernant l’adaptation dynamique que ce soit au niveau des infrastruc-
tures, des plates-formes ou des applications. Au niveau de la plate-forme, XtreemOS [23], Nimbus[2] ou
Globus[1] proposent des solutions concernant la gestion des apparitions et disparitions des ressources
et leur allocation en fonction des besoins des tâches à exécuter. On peut aussi citer Entropy [19] qui est
un gestionnaire de machine virtuelle pour cluster, capable de faire migrer les machines virtuelles d’un
nœud du cluster à un autre en fonction des ressources dont la machine virtuelle a besoin et des resso-
ruces disponibles sur les nœuds du cluster. Dans les systèmes pair à pair, des travaux sur les mécanismes
d’indexation comme ceux de Aberer et al. [4] illustrent le besoin de reconfigurations lors de l’apparition
et la disparition de nœuds. La particularité de ces travaux consiste à adapter l’organisation du réseau
P2P mais aussi adapter la réplication des informations dans les DHTs selon la taille du réseau. Il existe
également des travaux sur la configuration réseau utilisée sur les nœuds d’un système distribué [26]. Ces
travaux adaptent des paramètres “critiques” d’un réseau pouvant entrainer, par leur seule modification,
une reconfiguration importante des communications entre les nœds d’un système distribué large échelle.
De nombreux travaux portent sur l’adaptation au niveau des applications en offrant un cadre applicatif
au dessus de mécanismes d’adaptation proposés par la plate-forme. On peut citer par exemple SAFRAN
[15] qui est un système d’adaptation à part entière et qui permet d’adapter des applications à base de
composants Fractal [9]. SAFRAN intègre entre autres WildCAT [16] qui est un moteur d’observation et
FScript [14] qui est un langage de script permettant de définir des politiques d’adaptation avec un en-
semble de primitives telles que l’ajout ou la suppression de composants, la modification de paramètres
d’un composant. Dynaco [10], comme SAFRAN, est un système d’adaptation pour les applications Frac-
tal. Sa particularité est d’être conçu pour adapter les applications sur grille de calcul. Il permet notamment
de gérer la sauvegarde d’état des composants afin d’assurer la cohérence de l’application et d’éviter de
perdre l’état d’avancement de l’application au moment de l’adaptation. Enfin FraSCAti est une mise en
œuvre du standard SCA [12]. La particularité de FraSCAti est qu’elle offre un ensemble de primitives
permettant d’observer et d’adapter dynamiquement les composants SCA. FraSCAti permet aussi de gé-
rer des propriétés non-fonctionnelles au niveau des composants. Grâce aux mécanismes d’adaptation
proposés, il est alors possible d’introduire ou d’enlever voir de mettre à jour de telle propriétés.
Cependant ces travaux, bien que travaillant sur l’infrastructure, la plate-forme ou les applications consi-
dèrent rarement l’adaptation comme un problème global à l’ensemble de ces niveaux et il n’existe, à
notre connaissance, aucun travaux capable de gérer l’adaptation de manière transverse à ces niveaux afin
d’assurer une adaptation cohérente et efficace.
3. Système d’adaptation
Un système dynamiquement adaptable, ou autonome, est une entité logicielle capable de s’adapter aux
changements de son environnement lors de son exécution.
L’adaptation dynamique d’entités logicielles a été introduite au début des années 2000 [11, 25]. Le modèle
MAPE (Monitoring, Analysis, Planning, Execution) [21] est une abstraction proposée par Jeffrey O. Ke-
phart et David M. Chess. Il introduit dans l’entité à adapter un gestionnaire d’adaptation qui est chargé
d’observer l’entité et ses relations afin de l’adapter.
L’adaptation y est décomposée en quatre fonctions. La première est l’observation, qui consiste à sur-
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FIGURE 1 – SAFDIS
veiller le contexte de l’application afin de détecter les changements qui nécessiteraient une adaptation.
Ce contexte peut aller des ressources disponibles pour le système (bande passante, processeurs...) jus-
qu’aux préférences des utilisateurs en passant par les propriétés de son environnement (météo, date...).
La seconde fonction est l’analyse (ou décision) qui est chargée d’analyser les évènements qui sont ap-
parus et de décider, en fonction de ces évènements, si une adaptation est judicieuse et si oui laquelle.
La troisième fonction est celle de la planification, qui est chargée de décomposer la stratégie d’adapta-
tion choisie par la phase d’analyse en un plan d’actions élémentaires. Il existe peu de travaux à ce sujet
et elle est souvent confondue avec la phase d’analyse ou la phase suivante qu’est l’exécution. Celle-ci
correspond à la dernière fonction et est chargée d’exécuter les actions dans l’ordre prévu par le plan.
De plus on peut identifier différents types d’actions d’adaptation selon leur impact sur l’entité à adapter.
Tout d’abord l’adaptation paramétrique qui modifie un ou plusieurs paramètres de l’entité (par exemple
modification du niveau de log dans une application). L’adaptation fonctionnelle permet quant à elle
de remplacer le code d’une fonction de l’entité par une autre sans pour autant changer son comporte-
ment (par exemple remplacement d’une fonction de tri à bulles par une fonction de tri rapide). À l’in-
verse, l’adaptation comportementale consiste à changer le comportement de l’entité (par exemple ajouter
une fonctionnalité à l’entité). Enfin, l’adaptation environnementale permet de modifier l’environnement
d’exécution du service(par exemple migrer l’entité d’une machine à une autre).
3.1. SAFDIS
SAFDIS (Self-Adaptation For DIstributed Services) [6] est un cadre de développement générique pour
les systèmes d’adaptations distribués et auto-adaptables. Il a aussi pour particularité d’être un système
d’adaptation pour applications à base de services, lui-même construit à base de services. Une architecture
orientée services est une architecture logicielle dont l’élément de base est le service. Un service correspond
à une fonctionnalité simple comme accéder à une ressource, ouvrir une IHM ou traiter des données. C’est
la composition de ces fonctionnalités qui permet la conception d’applications. Cette composition s’effec-
tue généralement durant l’exécution de l’application, facilitant ainsi l’évolution continue des services et
des applications. Basé sur le modèle MAPE, SAFDIS fournit un ensemble d’interfaces permettant d’inté-
grer des mises en œuvre existantes pour chaque phase du processus d’adaptation, et de les interconnecter
(voir Figure 1).
Nous proposons entre autre dans notre mise en œuvre de pouvoir sélectionner dynamiquement l’algo-
rithme de la phase de planification à utiliser ([7]). De manière générale, la phase de planification est un
sujet peu abordé dans le cadre de l’adaptation dynamique et la construction des plans d’actions se fait la
plupart du temps de manière statique lors de la définition des stratégies ou en utilisant un modèle fixe
(par exemple les actions de type A sont toujours exécutées avant les actions de types B). Pourtant plu-
sieurs travaux concernant la planification ont été effectués dans le domaine de l’intelligence artificielle.
Ces travaux ont produit de nombreux algorithmes ayant différentes propriétés pouvant être intéressantes
dans le cadre d’adaptation dynamique pour systèmes distribués comme par exemple la parallélisation
des actions d’adaptation ou encore la sélection des actions en fonction de la stratégie choisie par la phase
de décision et les contraintes posées sur le système d’adaptation.
3.2. L’adaptation : un problème transverse à l’ensemble du système
Chaque niveau du cloud possède son propre objectif. L’IaaS a pour objectif de gérer les ressources et de
les allouer à la demande de manière efficace. Le PaaS lui doit gérer les applications qui s’exécutent au-
dessus de lui. Enfin le SaaS, correspondant à l’ensemble des applications à base de services, doit pouvoir
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FIGURE 2 – L’adaptation comme problématique transverse
continuer à fournir les fonctionnalités de chaque application aux utilisateurs en respectant des qualités
de service pouvant varier d’une application à une autre.
Afin de pouvoir atteindre leurs objectifs, chacun peut envisager d’être autonome et donc de s’adapter.
Cependant ces objectifs peuvent être, dans certains cas, contradictoires ou redondants impliquant ainsi
que plusieurs adaptations à différents niveaux soient incohérentes.
Par exemple, considérons deux systèmes d’adaptation indépendants, l’un au niveau du SaaS et l’autre
au niveau de l’IaaS. Pour le premier, l’objectif à atteindre est la réduction du temps d’exécution d’une
application A et l’action choisie est le remplacement de l’un des algorithmes de cette application. Pour
le second, l’objectif est d’assurer le plus de temps processeur à l’application la plus utilisée qui est B et
l’action choisie est l’augmentation de la priorité des processus de cette application au niveau de l’ordon-
nanceur. Dans cet exemple, les deux actions choisies indépendamment peuvent être contradictoires car
l’action choisie pour l’application B peut potentiellement empêcher l’action choisie pour l’application A
d’atteindre l’objectif fixé (réduire le temps d’exécution).
Si l’on considère la même situation avec cependant dans le second système d’adaptation un objectif cor-
respondant toujours à assurer le plus de temps processeur à l’application la plus utilisée mais cette fois il
s’agit de l’application A ; alors dans cet exemple, les deux actions choisies indépendamment peuvent être
redondantes car seulement l’une des actions aurait pu suffire.
C’est pourquoi il est nécessaire d’envisager l’adaptation comme un problème transverse à l’ensemble des
niveaux et donc de proposer un système d’adaptation multi-niveaux c’est-à-dire un système d’adaptation
étant capable d’observer l’ensemble des niveaux et d’adapter aussi ces mêmes niveaux (Figure 2).
Si l’on considère maintenant les différents types d’actions d’adaptation (voir la section 3), nous constatons
qu’ils ne peuvent généralement être définis qu’à un nombre restreint de niveaux en fonction de la nature
de l’entité à adapter. Ainsi pour l’adaptation d’une application, l’adaptation paramétrique est dépendante
de l’application et est donc implémentée au niveau de l’application alors que l’adaptation fonctionnelle
peut être quant à elle implémentée aussi bien au niveau de l’application en utilisant de l’adaptation
paramétrique et l’équivalent d’un “switch case” sur les algorithmes disponibles, ou au niveau de la plate-
forme en intégrant de manière dynamique, dans le code, une redirection vers la version de l’algorithme
que l’on souhaite utiliser. L’adaptation comportementale est implémentée au niveau de la plate-forme de
la même manière que l’adaptation fonctionnelle. Enfin l’adaptation environnementale est implémentable
au niveau de la plate-forme ou de l’infrastructure.
Chacun de ces types, pris indépendamment, permet d’effectuer un certain nombre d’adaptation sur les
entités mais aucun n’est suffisant à lui seul. Par exemple, l’adaptation paramétrique n’est pas suffisante
pour pouvoir faire de l’adaptation efficace dans le cas où toutes les ressources utilisées sont surchargées
car elle ne permet pas de faire une demande de nouvelle ressource. Là encore envisager l’adaptation
comme étant un problème transverse nous permet de disposer d’un plus grand panel d’actions et de
stratégies.
Nous avons identifié deux possibilités pour effectuer de l’adaptation multi-niveaux. La première consiste
à définir un ensemble de systèmes d’adaptation, chacun spécialisé pour un niveau particulier et d’inté-
grer un mécanisme de coordination entre ces différents systèmes d’adaptation afin de coordonner leur
décision. L’avantage de cette solution est de complètement séparer les différents niveaux et ainsi de pou-
voir définir plus facilement l’ensemble des actions d’adaptation pour chaque niveau. Cependant cette
avantage est aussi un inconvénient car la complexité que l’on évite au niveau de la définition des ac-
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tions et des stratégies se répercute sur la couche d’interopération entre les systèmes d’adaptation des
différents niveaux. Le second avantage de cette solution est de pouvoir facilement réutiliser les différents
travaux d’adaptation existants pour les différents niveaux. La deuxième solution consiste à utiliser un
seul système d’adaptation qui va gérer l’ensemble des niveaux. L’avantage de cette solution est de ne pas
surcharger le système avec un ensemble plus ou moins important de systèmes d’adaptation s’exécutant
en parallèle. De plus cette solution offre la possibilité de définir des stratégies d’adaptation tenant compte
des différents niveaux en même temps.
C’est la solution que nous avons choisi d’utiliser avec SAFDIS. Un expert en adaptation doit donc définir,
pour chaque niveau, l’ensemble des sondes et les actions accessibles depuis le système d’adaptation.
Ensuite l’expert peut définir l’ensemble des politiques d’adaptation orientant le choix de l’adaptation
au niveau de la phase d’analyse. C’est ensuite la phase de planification qui va sélectionner les actions à
utiliser afin d’effectuer de l’adaptation qui soit ni contradictoire ni redondante.
4. L’infrastructure au service des applications
Dans cette section, nous allons présenter l’utilisation de SAFDIS dans le cadre d’un environnement dis-
tribué large échelle composé de XtreemOS, de la plate-forme de services OSGi et d’applications basées
sur cette plate-forme. Nous allons plus particulièrement présenter une mise en œuvre de la migration
de service premièrement utilisant les capacités fournies par la plate-forme (voir Figure 3 et 4) puis une
seconde utilisant certaines capacités du système XtreemOS à partir d’une plate-forme OSGi (voir Figure
7 et 8). La migration consiste à déplacer un service S1 d’une ressource R1 à une ressource R2. Cette action
d’adaptation n’est pas disponible au niveau de l’application car celle-ci n’a pas la maitrise des ressources.
La plate-forme quant à elle peut communiquer avec les ressources (par l’intermédiaire de l’infrastruc-
ture) et peut donc utiliser cette action. Cependant il n’existe pas de mise en œuvre dans les plates-formes
actuelles. L’infrastructure quant à elle possède l’ensemble des primitives nécessaires pour effectuer la
migration de tâche mais XtreemOS ne propose pas directement de primitive de migration.
4.1. Migration de service par la plate-forme
L’alliance OSGi [5], ‘consortium de technologie innovante’, a défini un ensemble de spécifications[3] dé-
crivant le fonctionnement que doit avoir une plate-forme orientée services. En plus de ces spécifications,
un ensemble d’interfaces de services basiques sont proposées, tel qu’un service de journalisation ou
encore http, afin de les standardiser. Outre les services, on peut aussi distinguer les bundles. Un bundle,
correspondant à une archive binaire Java, est l’élément de base dans la plate-forme. C’est lui qui contient
un ou plusieurs services. Ces services sont le plus souvent reliés d’un point de vue logique. Un bundle
les expose en les enregistrant sur la plate-forme. C’est aussi le bundle qui définit les dépendances sta-
tiques de paquetages Java (imports et exports) pour les services. Ainsi pour qu’un service fonctionne, il
est nécessaire que les dépendances de son bundle soit résolues. OSGi propose aussi une standardisation
concernant la communication entre différentes plates-formes permettant ainsi de définir une plate-forme
de services distribuée comme étant un ensemble de plates-formes interconnectées entre elles. On peut
donc imaginer un ensemble de plates-formes OSGi comme étant la mise en œuvre du PaaS capable de
définir sur laquelle de ces plates-formes il est nécessaire de déployer tel ou tel service en fonction des
besoins qui lui sont associés. Enfin OSGi propose un ensemble de primitives utilisables sur les services
ou les bundles comme l’ajout, la suppression, l’arrêt, le démarrage et la mise à jour sans devoir redémarrer
la plate-forme. Cependant il n’existe aucune primitive permettant d’effectuer de la migration de bundle
ou de service. Pour combler cette lacune dans la cadre de l’utilisation d’OSGi comme PaaS, nous avons
défini deux services, nommés BundleManagement et ServiceManagement, collaborant l’un avec l’autre
afin d’effectuer ce type de migration.
4.1.1. Fonctionnement
Pour pouvoir définir un service sur une plate-forme OSGi, il est nécessaire que le bundle qui le gère soit
installé et même démarré sur cette plate-forme (voir Figure 5 et 6). C’est pourquoi, si nous souhaitons ef-
fectuer de la migration de service, il faut aussi pouvoir effectuer de la migration de bundles. Pour effectuer
la migration d’un bundle, il est nécessaire de posséder une URL donnant l’adresse du JAR représentant
le bundle, qui doit être accessible depuis la plate-forme distante. Nous utilisons le service HTTPService,
un service standard défini dans la spécification OSGi, qui permet de rendre disponible des ressources sur
le réseau. Ainsi, le JAR est publié par l’intermédiaire de ce service, puis le bundle est installé depuis la
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plate-forme distante grâce à l’URL fournie par le HTTPService.
Ensuite, bien qu’il soit nécessaire de faire migrer le bundle pour pouvoir migrer un seul service, nous ne
souhaitons pas nécessairement migrer l’ensemble des services du bundle avec celui-ci. Pour cela, nous
définissons, sur la plate-forme distante, un filtre qui identifie les services à migrer. C’est ensuite au bundle
lui-même de décider s’il enregistre seulement ces services ou s’il enregistre la totalité. Le respect de ce
bon comportement est à la charge du développeur.
Plate-forme 1
S1 S2 S3
Plate-forme 2
Bundle 1 Bundle 2
FIGURE 5 – Avant la migration du service S2
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FIGURE 6 – Après la migration du service S2
En outre, quand on fait migrer un service, il peut être nécessaire de conserver son état avant la migration.
Celui-ci peut correspondre aux données persistantes qu’un bundle peut contenir. C’est pourquoi nous dé-
finissons, en plus du filtre sur les services, les états des services avant migration. Une fois que le bundle
migré enregistre son service, l’état de celui-ci est rechargé. Pour cela, il est nécessaire que le service im-
plémente l’interface Originator que nous avons définie et qui permet de sauvegarder et recharger l’état
du service. Cela correspond à l’utilisation du Design Pattern Memento [17]. Il appartient au développeur
des services de définir les informations nécessaires à sauvegarder pour pouvoir recharger correctement
l’état d’un service.
Une fois ces trois premières étapes effectuées, le bundle peut être démarré sur la plate-forme distante.
Dans le cas de la migration, nous retirons aussi le service que nous venons de migrer. Cette adaptation est
représentée sur les Figures 3 et 4. Dans le cas d’une duplication de service, le service n’est pas retiré. En
plus de la migration et de la duplication, le ServiceManagement permet aussi d’enregistrer ou d’arrêter
un service sur la plate-forme et de modifier les propriétés définies pour un service.
4.1.2. Contraintes et limitations
Bien qu’offrant une nouvelle action d’adaptation au niveau de la plate-forme, notre mise en œuvre de
la migration de service impose un ensemble de contraintes sur la conception des applications afin de
pouvoir être utilisée. Par exemple, il est nécessaire que l’enregistrement de services s’effectue par l’inter-
médiaire du ServiceManagement afin de tirer partie de l’ensemble des actions d’adaptation proposées
par le ServiceManagement. Une autre contrainte, pouvant par contre être vue aussi comme un avan-
tage, réside dans l’utilisation du filtre pour l’enregistrement des services. En effet, le développeur doit
gérer lui-même les services qu’il souhaite ré-enregistrer après migration.
Pour utiliser cette action, il est nécessaire de gérer différentes contraintes propres à OSGi. C’est le cas
des dépendances binaires des bundles (paquetage Java importés). En effet, si l’on migre un bundle, celui-
ci doit pouvoir résoudre ses dépendances. Pour cela, il doit être capable de trouver, parmi les bundles
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déjà présents sur la nouvelle plate-forme, ceux lui permettant d’accéder aux paquetages qui lui sont
nécessaires. Notre service de BundleManagement ne se charge pas de contrôler ces dépendances. Ainsi,
bien que la migration d’un bundle puisse se faire correctement, son démarrage ne pourra se faire tant que
les paquetages dont il a besoin ne sont pas accessibles.
Pour résoudre cette contrainte, nous avons choisi de transférer systématiquement les bundles nécessaires
depuis la plate-forme d’origine vers la nouvelle. Cela est géré par le système d’adaptation.
4.2. Migration de service par l’infrastructure
Notre deuxième solution consiste à migrer la plate-forme plutôt qu’un seul service et ainsi éviter les
contraintes imposées aux développeurs et la forte dépendance à la plate-forme. En effet, la reconfigu-
ration de la plate-forme vers laquelle le service est migré nécessite potentiellement de faire migrer un
ensemble important de bundles afin de satisfaire les dépendances nécessaires au fonctionnement du ser-
vice migré. De même pour chaque bundle migré, il peut être nécessaire d’en migrer d’autres et ainsi de
suite. Du coup, alors que l’objectif de l’adaptation était de décharger la plate-forme A car celle-ci était sur-
chargée, il n’est pas impossible que ce soit, après l’exécution de l’adaptation, la plate-forme vers laquelle
le service est migré qui soit surchargée. Du plus il y a, au niveau de l’infrastructure, un ensemble de pri-
mitives pouvant faciliter cette migration de plate-forme telles que la création, l’arrêt de tâches, mais aussi
la sauvegarde d’état pour les tâches permettant ainsi de recharger l’état d’une plate-forme sans demander
aux développeurs de mettre en place cette sauvegarde au niveau de leurs services.
Une tâche, aussi appelée job, est la représentation d’un ou plusieurs processus d’une application. Chaque
job possède une description permettant au gestionnaire de ressources d’identifier ses besoins (mémoire
vive, capacité de disque, ...) et ainsi de faciliter la sélection des ressources nécessaires à son bon fonction-
nement. Ainsi plus la description est précise et plus la sélection des ressources à attribuer sera efficace.
En effet, si la tâche a besoin de 50Mo de mémoire vive, il n’est pas nécessaire d’utiliser une ressource X
complètement libre qui possède 4Go de mémoire vive mais plutôt une ressource Y qui possède aussi 4Go
de mémoire vive et n’est utilisée qu’à 60% et possède donc encore 500Mo de mémoire vive disponible.
L’adaptation, bien que servant historiquement et encore le plus souvent, à adapter le fonctionnement des
entités afin d’offrir une qualité de service suffisante aux utilisateurs, est aussi de plus en plus utilisée
dans le cadre de la maîtrise de la consommation énergétique. Dans ce cadre, l’utilisation correcte des
ressources est très importante, d’où l’importance d’une définition des besoins correcte et précise. Cepen-
dant les besoins d’un job sont difficiles à déterminer précisément et à l’avance. En effet ceux-ci dépendent
fortement de l’utilisation des processus présents dans le job et donc de l’utilisation de l’application (ou
du/des service(s)) à laquelle appartient ces processus. D’où l’intérêt de pouvoir migrer les jobs en fonc-
tion de l’évolution des besoins de celui-ci. En effet, il est possible de surveiller l’utilisation du job et plus
précisément la variation dans l’utilisation des ressources. Si le système d’adaptation se rend compte d’une
trop grande variation, il peut envisager de migrer un ou plusieurs jobs (voir figure 7 et 8) sur d’autres
ressources correspondant plus précisément à leurs besoins.
Job4Job3Job2Job1
S1 S2 S3
OSGi distribué (PaaS)
S4 S5
Ressource 1 Ressource 2
XtreemOS (IaaS)
Applications (SaaS)
FIGURE 7 – Avant la migration du job 2
Job4Job3 Job2Job1
S1 S2 S3
OSGi distribué (PaaS)
S4 S5
Ressource 1 Ressource 2
XtreemOS (IaaS)
Applications (SaaS)
FIGURE 8 – Après la migration du job 2
XtreemOS [23] est un système d’exploitation de grille fondé sur Linux ayant pour but d’intégrer, dans
une seule grille de calcul, un ensemble hétérogène de dispositifs informatiques que sont les appareils
mobiles de type smartphone, les ordinateurs personnels ou encore les clusters. XtreemOS fournit un en-
semble de fonctionnalités allant de la sécurité à la gestion des ressources. Il propose une gestion des
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organisations virtuelles. Une organisation virtuelle est un rassemblement d’entreprises ou d’organisa-
tions qui partagent leurs ressources et leurs compétences afin de pouvoir répondre de manière efficace à
des besoins aussi bien au niveau des services rendus (tels que gestion de marchés financiers, gestion de
connaissances médicales) qu’au niveau de l’utilisation des capacités des ressources informatiques. Cette
coopération est supportée par les réseaux informatiques dont l’interconnexion gérée par XtreemOS per-
met le partage efficace des ressources. XtreemOS peut être utilisé comme un gestionnaire d’infrastructure
et donc faire partie de l’IaaS [24].
C’est le PaaS qui peut créer de nouvelles tâches sur les ressources et donc dans notre cas d’utilisation, c’est
au niveau des plates-formes OSGi que cela doit s’effectuer. Ici, ces tâches correspondent à la création de
nouvelles plates-formes OSGi qui vont étendre la plate-forme distribuée (PaaS) et dans lesquelles seront
déployés un ou plusieurs services. C’est cette fonctionnalité que nous avons implémentée afin de l’utiliser
pour effectuer de la migration de service sur de nouvelles ressources. En effet, la migration de tâches n’est
pas une primitive implémentée dans la version 2.1 du système d’exploitation XtreemOS.
4.2.1. Création d’un Job OSGi sur XtreemOS
La création d’une tâche sous XtreemOS peut se faire de plusieurs manières. Tout d’abord les commandes
xsub et xsub.sh permettent de soumettre un job au système. La première prend en paramètre la descrip-
tion d’un job sous la forme d’un fichier JSDL [8] alors que la seconde génère automatiquement ce fichier
JSDL avant de le soumettre. L’intérêt de définir soi-même la description JSDL vient du fait qu’il est pos-
sible de préciser les besoins de la tâche afin de faciliter l’allocation de ressources qu’effectue XtreemOS.
Une troisième solution consiste à effectuer la création de job de manière programmatique, c’est-à-dire en
utilisant une API permettant de définir une description JSDL. C’est ensuite l’application dans laquelle
l’API est utilisée qui va demander l’exécution d’un job à la grille.
Cette API s’intitule SAGA (Simple API for Grid Applications) [18]. Plusieurs mises en œuvre de cette
API existent en différents langages. XOSAGA est la mise en œuvre définie et utilisée par XtreemOS. Elle
supporte entre autres les langages C/C++ et Java et ajoute, en plus des fonctionnalités standard de SAGA,
un ensemble d’extensions spécifiques à XtreemOS [13]. Du fait de l’utilisation de la plate-forme OSGi qui
est une solution basée sur le langage Java, nous utilisons XOSAGA en version Java. De plus nous avons
choisi de restreindre notre utilisation de XOSAGA aux seuls éléments présents dans l’API SAGA dans le
but d’assurer la portabilité de nos travaux sur des systèmes supportant SAGA autres que XtreemOS.
La description JSDL (voir Figure 9) générée par l’intermédiaire de l’API SAGA (voir Figure 10) doit tout
d’abord contenir la commande Java permettant d’exécuter la plate-forme. Elle doit aussi contenir l’en-
semble des propriétés nécessaires à sa configuration. On y trouve par exemple la localisation des JARs
définissant l’ensemble de bundles nécessaires au fonctionnement d’une plate-forme. Dans notre cas d’uti-
lisation, cela comprend, entre autres, le bundle qui définit le fonctionnement de la plate-forme ainsi que
l’ensemble des bundles représentant SAFDIS. Une autre propriété importante est la localisation/définition
du cache de la plate-forme. Ce cache permet de conserver une trace de la configuration d’une plate-forme
OSGi permettant d’arrêter et de redémarrer celle-ci sans perte d’état. Le cache est aussi utilisé comme
système de fichier par la plate-forme et offre, pour chaque bundle, un espace personnel lui permettant de
sauvegarder des informations qui lui sont propres.
Les JARs et le cache doivent être accessible de la ressource sur laquelle va s’exécuter la plate-forme. C’est
pourquoi nous utilisons XtreemFS [20]. En effet, XtreemFS permet de partager des données sur l’ensemble
des nœuds physiques (grilles, clusters, ordinateurs voire téléphones de type smartphone) représentant le
système XtreemOS assurant l’accès aux informations nécessaires depuis n’importe laquelle de ces res-
sources.
Ainsi pour satisfaire notre objectif, il est nécessaire de lancer tout d’abord une plate-forme OSGi par l’in-
termédiaire de la commande xsub avec la description JSDL associée. Ensuite cette plate-forme, dotée de
SAFDIS, est en mesure de créer de nouvelles plates-formes et de demander à XtreemOS de les exécu-
ter sur de nouvelles ressources. L’arrêt d’une plate-forme quant à lui peut s’effectuer grâce à l’une des
primitives fournies directement par la plate-forme et va entrainer l’arrêt du job.
4.2.2. Migration par XtreemOS
Durant nos expérimentations, nous avons utilisé XtreemOS 2.1. Cette version ne propose aucune primi-
tive concernant la migration de job. Elle possède toutefois de nombreuses autres primitives permettant de
concevoir la migration de job. Nous avons choisi d’utiliser la création de job, et l’arrêt de job en utilisant
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. . .
< j s d l : Applicat ion >
< j s d l : ApplicationName>OSGi Fe l ix </ j s d l : ApplicationName>
< j s d l−posix : POSIXApplication >
<!−− Definition de l ’ executable−−>
< j s d l−posix : Executable >java </ j s d l−posix : Executable >
<!−− Definition du classpath de la plate−forme pour in tegre r SAGA−−>
< j s d l−posix : Argument>−cp</ j s d l−posix : Argument>
< j s d l−posix : Argument > . . . < / j s d l−posix : Argument>
<!−− Definition des propr ie tes remplacant le f i ch i e r de configurat ion−−>
< j s d l−posix : Argument>−D. . . < / j s d l−posix : Argument>
. . .
< j s d l−posix : Argument>−D. . . < / j s d l−posix : Argument>
<!−− Definition de la loca t ion des Ja r s−−>
< j s d l−posix : Argument>−−f e l i x−l o c a t i o n </ j s d l−posix : Argument>
< j s d l−posix : Argument > . . . < / j s d l−posix : Argument>
<!−− Definition de l ’ emplacement du cache−−>
< j s d l−posix : Argument>−−working−direc tory </ j s d l−posix : Argument>
< j s d l−posix : Argument > . . . < / j s d l−posix : Argument>
<!−− Definition des f i ch i e r s de log−−>
< j s d l−posix : Output > . . . < / j s d l−posix : Output>
< j s d l−posix : Error > . . . < / j s d l−posix : Error >
</ j s d l−posix : POSIXApplication >
</ j s d l : Applicat ion >
. . .
FIGURE 9 – Description JSDL d’un job OSGi
i f ( s e s s i o n == null ) { / / i n i t i a l i z e XtreemOS a t t r ibu t e s
s e s s i o n = Sess ionFactory . c r e a t e S e s s i o n ( t rue ) ;
serverURL = URLFactory . createURL ( " xos :/// " ) ;
contex t = ContextFactory . c rea teContext ( " xtreemos " ) ;
s e s s i o n . addContext ( contex t ) ;
}
/ / i n i t i a l i z e jobService used to c rea te job
J o b S e r v i c e j s = JobFactory . c r e a t e J o b S e r v i c e ( serverURL ) ;
/ / i n i t i a l i z e job descr ipt ion
JobDescr ipt ion jd = JobFactory . c r e a t e J o b D e s c r i p t i o n ( ) ;
/ / c r ea te job descr ipt ion
jd . s e t A t t r i b u t e ( JobDescr ipt ion .EXECUTABLE, " java " ) ;
/ / add OSGi proper t ies + JARs loca t ion + cache loca t ion
/ / s c r ip tP rope r t i e s i s an array
/ / previously defined with configurat ion proper t ies
jd . s e t V e c t o r A t t r i b u t e ( JobDescr ipt ion .ARGUMENTS, s c r i p t P r o p e r t i e s ) ;
jd . s e t A t t r i b u t e ( JobDescr ipt ion .OUTPUT, plat formsLocat ion + F i l e . separa tor
+ platformId + " . output . log " ) ;
jd . s e t A t t r i b u t e ( JobDescr ipt ion .ERROR, plat formsLocat ion + F i l e . separa tor
+ platformId + " . e r r o r . log " ) ;
/ / Create the job according to the job descr ipt ion
Job job = j s . c r e a t e J o b ( jd ) ;
/ / submit the job on XtreemOS
job . run ( ) ;
FIGURE 10 – code SAGA pour créer un job OSGi
le cache des plates-formes OSGi comme étant la sauvegarde de l’état de la plate-forme avant la migration.
Il est aussi envisageable d’utiliser la primitive de sauvegarde d’état [22] proposée par XtreemOS au lieu
du cache de la plate-forme.
Lors de la création des plates-formes OSGi par l’intermédiaire de l’API SAGA, un cache spécifique est
défini pour chaque plate-forme. Lors de la migration, le cache de la plate-forme à migrer (plate-forme A)
est réutilisé lors de la création de la nouvelle plate-forme (plate-forme A’). Ainsi la plate-forme A’ va re-
charger l’ensemble de la configuration de la plate-forme A. De cette manière la plate-forme A’ correspond
exactement à la plate-forme A. Une fois le démarrage de cette plate-forme A’ effectuée, la plate-forme A
peut être arrêtée ou pas selon que l’on souhaite faire de la migration ou de la réplication.
En plus des propriétés qui définissent l’application (ou les processus de l’application) à exécuter dans un
job, la description JSDL peut contenir des informations concernant les besoins du job. Ainsi il est possible
de donner des indications sur les ressources souhaitées pour exécuter le job. Ces informations peuvent
être le nombre de coeurs, la quantité de mémoire vive, le nombre de processus à exécuter, le système
d’exploitation nécessaire pour le bon fonctionnement du job, le nombre de processus par ressource, ...
L’ensemble de ces propriétés permet de faciliter le travail du gestionnaire de ressources qui peut grâce
à ses informations effectuer une sélection précise des ressources. Cependant lors de nos expérimenta-
tions, la version de XOSAGA disponible sur la version 2.1 de XtreemOS ne permettait pas d’utiliser ces
propriétés. Une nouvelle version de XOSAGA a été publiée depuis mais nous n’avons pas testé cette
fonctionnalité.
4.2.3. Illustration d’une adaptation multi-niveau
Nous allons présenter dans cette partie un exemple d’application sur laquelle nous pouvons utiliser les
deux actions de migration présentées ci-dessus en fonction de la situation et des objectifs d’adaptation
fixés par l’expert en adaptation.
Cette application est utilisée pour la gestion de crise dans le cadre par exemple d’une intervention sur
un accident de la route. Dans cette situation, l’application est sensible au contexte. Le système d’obser-
vation MM1 gère un ensemble de sondes afin de collecter les données nécessaires au fonctionnement de
l’application. Ce système d’observation correspond à un ensemble de services déployés dans un unique
job XtreemOS sur la ressource R2. L’ensemble des sondes gérées par MM1 ne sont utilisées qu’en mode
pull, i.e. MM1 demande l’information aux sondes. MM1 est aussi chargé de l’agrégation des données
et utilise pour cela de nombreuses opérations mathématiques ainsi que des tables de données de taille
importante. De ce fait, MM1 est fortement consommateur de ressources de calcul (en moyenne 25% de
la ressource R2). Le reste de l’application n’est pas détaillée ici mais consomme en moyenne 80% des
ressources disponibles sur la ressource R1 (voir Figure 11).
L’expert en adaptation chargé de ce système définit un ensemble d’objectifs non-fonctionnels aussi bien
au niveau système qu’au niveau applicatif. Ces objectifs sont, par ordre d’importance, de diminuer glo-
balement la consommation énergétique du système, de diminuer les resources consommées par chaque
élément de l’application (dans notre exemple nous nous intéressons à MM1), de maximiser la précision
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des données produites et/ou utilisées par MM1 et enfin de favoriser les performances de l’application.
Les mécanismes d’adaptation disponibles, en plus des deux actions de migration proposées en 4.1 et
4.2, sont l’arrêt d’un noeud XtreemOS afin de limiter la consommation énergétique, l’introduction d’un
composant de cache entre le reste de l’application et MM1 afin d’éviter à MM1 de recalculer les données
et ainsi de diminuer la consommation de ressources par MM1. Ce cache estampille les données et les
déclare valides pendant une certaine période de temps. Passé ce délai, lorsqu’une nouvelle demande
d’information est reçue par le cache, celui-ci interroge MM1 pour obtenir une valeur fraîche.
L’ensemble des objectifs et des mécanismes disponibles nous permettent d’envisager deux adaptations.
La première consiste à migrer entièrement MM1 depuis R2 vers R1 tout en introduisant un composant
de cache afin de limiter l’utilisation des ressources par MM1 (voir Figure 12). Cette adaptation peut être
intéressante dans le cas où il ne reste plus que MM1 qui s’exécute sur R2. Sa migration permet ainsi
d’éteindre R2 et donc de diminuer la consommation énergétique du système. La seconde adaptation
envisageable consiste à laisser MM1 sur R2 et à migrer seulement le composant de cache sur R1 afin de
diminuer la latence de l’accès aux informations par l’application et ainsi favoriser les performances (voir
Figure 13).
Ces deux adaptations possibles illustrent un besoin de coordination entre les adaptations au niveau OS
et au niveau applicatif dans le premier cas et un besoin d’une granularité différente dans la migration
des artefacts logiciels dans le deuxième cas. La coordination entre les actions d’adaptation et le choix
du type de migration s’effectue au niveau du système d’adaptation (généralement au niveau de la phase
d’analyse). Dans notre mise en œuvre de SAFDIS, c’est la phase de planification qui qui va se charger de la
coordination en ordonnant l’exécution des actions d’adaptation que sont la migration et l’ajout du cache
et la phase d’analyse qui se charge de choisir le type de migration à effectuer. La phase de planification
peut choisir éventuellement le type de migration dans le cas où, contrairement à notre exemple, un job
ne contient que un et un seul service (ou composant).
Application
MM1
R1 R2
FIGURE 11 – Avant adaptation
Application
MM1
R1 R2
cache
FIGURE 12 – Après adaptation 1
Application
MM1
R1 R2
cache
FIGURE 13 – Après adaptation 2
4.2.4. Bilan des solutions
Notre première solution concernant la migration de service permet d’effectuer de la migration de manière
précise en permettant de migrer un seul service. Cependant elle peut tout de même entrainer la migra-
tion d’un nombre potentiellement conséquent de bundles OSGi afin d’assurer le bon fonctionnement du
service à migrer. Notre deuxième solution quant à elle permet d’effectuer la migration d’une plate-forme
et donc d’un ensemble de services tout en permettant l’allocation d’une ressource plus appropriée par
l’intermédiaire de l’IaaS. Cette solution a l’avantage par rapport à la première de ne pas imposer une mé-
thode de conception des services notamment pour la sauvegarde d’état grâce à l’utilisation des capacités
intrinsèques de la plate-forme (le cache) ou de l’infrastructure (la sauvegarde d’état).
Dans notre cas d’utilisation avec OSGi en tant que plate-forme, il n’est pas envisageable de faire de la
migration d’un seul service puisqu’un job est une plate-forme, avec cette solution. Cependant, si la tech-
nologie utilisée au niveau plate-forme nous permet d’identifier un job pour chaque service alors la mi-
gration d’un service est tout à fait possible. De plus, nous avons choisi une API se voulant un standard
pour la définition de tâches sur les système distribués et implémentée notamment pour XtreemOS mais
aussi pour d’autres gestionnaires d’infrastructures. De ce fait, notre deuxième solution peut tout à fait
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être généralisée alors que notre première solution est totalement spécifique à OSGi et ne peut pas être
utilisée telle quelle sur d’autres plates-formes.
Ces deux possibilités d’adaptation permettant d’effectuer de la migration de service peuvent être utili-
sées de différentes manières. La première est utilisable afin de migrer un service pour lui offrir plus de
ressources sur une autre plate-forme (Figure 3 et 4). La seconde quant à elle peut être aussi utilisée pour
offrir plus de ressources à un service, non pas en migrant celui-ci mais en migrant un job s’exécutant ini-
tialement sur la même ressource (Figure 7 et 8). Comme nous l’avons expliqué dans la partie 4.2.3, c’est
le système d’adaptation qui se charge de sélectionner l’action adéquate à la situation.
Enfin nous avons montré l’intérêt de l’utilisation de l’infrastructure qui propose des mécanismes réuti-
lisables pour effectuer certaines adaptations de l’application. Une meilleure solution serait envisageable
si une primitive de l’infrastructure permettait d’effectuer l’ensemble des actions correspondant à la mi-
gration de job. En effet, l’ensemble de ces actions correspond à des fonctionnalités fournies par l’infra-
structure. Cette primitive n’existe pas pour l’instant, et il est donc nécessaire, comme nous l’avons fait,
d’interagir plusieurs fois avec l’infrastructure.
5. Conclusion
Les systèmes distribués large échelle sont de plus en plus utilisés de nos jours. Cette popularité vient
en majorité d’un besoin croissant de puissance de calcul et du prix très important des super calculateurs.
L’un des principaux intérêts de ces systèmes est l’élasticité qui consiste à pouvoir facilement augmenter la
taille des ressources mise à disposition dans ces systèmes. Le paradigme de cloud computing correspond
à un modèle de système distribué dans lequel est défini un ensemble de niveaux ayant chacun leur propre
rôle et leur propre objectif dans le fonctionnement du système global.
Afin de pouvoir atteindre leurs objectifs, chacun peut envisager d’être autonome et donc de s’adapter
et nous avons montré dans cet article que ces objectifs peuvent être contradictoires ou redondants. Ces
potentielles contradictions et redondances imposent donc d’envisager l’adaptation comme un problème
transverse entre les différents niveaux d’un système distribué large échelle tel qu’un cloud. L’intérêt de
gérer l’adaptation pour l’ensemble des différents niveaux est d’une part d’offrir des actions équivalentes
d’un point de vue de leurs objectifs (réduction du temps d’exécution d’une application par exemple) et
d’autre part de posséder une gamme d’actions d’adaptation plus importante nous permettant d’envisager
de nouvelles adaptations non envisageables si l’on se focalise sur un seul niveau. L’un des exemples est
la migration de service qui n’est pas envisageable dans le cadre de l’adaptation d’application si l’on ne
tient pas compte de la plate-forme et de l’infrastructure car l’application en elle-même ne maitrise pas les
ressources disponibles.
Un autre point que nous n’avons pas mis en avant dans cet article est l’accès aux informations permettant
de prendre des décisions. En effet, bien que l’accès à un nombre plus importants d’actions soit intéressant
pour envisager de nouvelles adaptations, l’accès à des informations permettant d’en tirer partie est lui
aussi important. En effet, si il est impossible de connaître l’utilisation des ressources par les applications,
il sera difficile d’envisager la migration de tâche.
Dans la continuité des travaux que nous présentons dans ce papier concernant l’utilisation des fonction-
nalités de l’IaaS pour le SaaS, nous souhaitons étudier l’intérêt de l’adaptation multi-niveaux du point de
vue de l’infrastructure. En effet, certaines infrastructures (et/ou plates-formes) sont amenées à prendre
des décisions d’adaptation concernant les applications afin d’assurer la qualité de service requise. Par
exemple, il est envisageable que les applications soit répliquées. Dans ce cas, si une adaptation survient
par exemple pour modifier le fonctionnement de l’application, il est nécessaire que l’infrastructure soit
notifiée afin de mettre à jour l’ensemble des instances de l’application à partir de celle qui vient d’être
adaptée.
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