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Abstract 
This thesis gives an overview of my work on the development of a digital binaural cochlear 
system, and its applications to a “where” pathway and a “what” pathway model. The 
binaural cochlear system models the basilar membrane, the outer hair cells, the inner hair 
cells and the spiral ganglion cells. It is stable, scalable, easy to use and can thus provide an 
excellent input hardware stage for more complex machine hearing tasks. The “where” 
pathway model uses a deep convolutional neural network to analyse correlograms from the 
binaural cochlear system to obtain sound source location.  This approach is novel for 
binaural sound localisation and it shows excellent performance on experimental data in 
reverberant environments. The “what” pathway model uses a novel event-based 
unsupervised feature extraction approach to investigate the acoustic characteristics 
embedded in auditory spike streams and it shows best accuracy in an isolated spoken digits 
recognition task.   
In this thesis, the anatomy and physiology of the human ear are described. The key 
elements, including the basilar membrane ‘band-pass’ filters, the inner hair cell transduction 
and the mechanical feedback introduced by the outer hair cells are important for the creation 
of an electronic cochlear model. Digital models for these elements are presented, and 
measurement results are shown.  
The remaining part of the human auditory pathway consists of different types of spiking 
neurons, and the bulk of the signal processing in the auditory pathway is performed by these 
spiking neurons. Therefore, the electrophysiology and anatomy underlying the spiking 
behaviour essential for modelling neurons electronically are described. A digital stochastic 
neuron model is presented, and measurement results are shown.   
Combining the cochlear model and the stochastic neuron model, a fully digital, biologically 
inspired, binaural cochlear system is developed. With the ease of use of this digital system, 
we can start to model and engineer the auditory pathway for practical applications. Two 
examples of auditory pathway modelling based on the system are presented.  
The first “where” pathway example uses the instantaneous activity of the binaural cochlear 
system’s inner hair cell output to generate 2-D correlograms. The generated correlograms 
are then analysed using a deep convolutional neural network for regression to the angle of 
incidence of the sound. This system is evaluated using experimental data in reverberant 
environments, and the performance and comparisons with other biologically inspired sound 
localisation systems are shown.  
The second “what” pathway explores an event-based unsupervised feature extraction with 
adaptive thresholds on spike streams generated from the binaural cochlear system. It 
extracts acoustic features from the spike streams, and these features are used in an isolated 
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spoken digits recognition task.  
The hardware cochlear system on field programmable gate array provides an excellent input 
stage for the two pathway models, and its cochlear parameters are configurable to adapt to 
various tasks. A future direction for this work is to investigate optimal cochlear parameters 
for different applications. The “where” pathway has shown superior performance comparing 
with other biologically inspired sound localisation systems. Future directions for this work 
include: implementing the system on hardware for real-time sound localisation; extending 
the 2-D localisation into 3-D by using multiple cochlea pairs; investigating sound 
segregation and tracking algorithms based on the model for more practical applications. The 
“what ” pathway has shown better performance than other event-based approaches in 
isolated spoken digits recognition. A future direction for this work is to investigate optimal 
configurations of the unsupervised feature extraction approach for event-based auditory 
signal applications. 
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1  Introduction 
This work is driven by the ease with which humans and animals perceive sound. As the 
input structure of the auditory pathway, the tonotopically-organised cochlea decomposes, 
converts, and amplifies sound waves nonlinearly into electrical signals, which stimulate the 
nervous system. Perceptual auditory tasks are then performed in the nervous system using 
these inputs and processing them with neurons. To try to emulate the efficiency and 
robustness of the human auditory system in perceiving sound, efforts have been made for 
decades to engineer such hearing machines for practical applications.  
Analogue integrated circuits have been used to implement auditory pathway building blocks 
due to their small area, low power consumption, and the fact that their noise and process 
mismatch are believed to enforce similar strategies in signal processing as in biological 
organisms. However, analogue circuits so far do not provide robust performance under 
changing environments, and they are thus hard to use in practical applications.  
The first aim of this work is to build a peripheral auditory system that can provide an 
excellent input stage for further investigating and mimicking the human auditory pathway. 
Therefore, in the first part of my thesis, a fully digital cochlear system with a novel digital 
stochastic neuron is developed. This cochlear system models the key elements of the human 
cochlear function, and the digital stochastic leaky integrate and fire neuron models the spiral 
ganglion cells function and mimics the uncertainty presenting in the biological nervous 
system. The biology and anatomy of the human ear, and the electrophysiology of the 
spiking neuron are present in Chapter 2, the cochlear system is described in Chapter 3, and 
the hardware measurements are shown in Chapter 4.  
The second aim of the work is to investigate and mimic the human auditory system in 
structure by combining the neuromorphic electronic devices with the neural network system 
and algorithms. Therefore, in the second part of my thesis, two examples, a “where” 
pathway and a “what” pathway model are proposed.  
The first example is a “where” pathway, a biologically inspired sound localisation system. 
In this system, the binaural cochlear system is used to pre-process binaural signals, and each 
channel of the left cochlea is compared with each channel of the right cochlea in parallel to 
generate a 2-D instantaneous correlation matrix (correlogram). The correlogram encodes 
both binaural cues and spectral information in a unified framework. A sound onset detector 
is used to detect the sound onset and the correlogram is only generated during the sound 
onsets to remove interference from echoes. The onset correlogram is then analysed using a 
deep convolutional neural network for regression to the angle of incidence of the sound. The 
underlying biological background is presented in Chapter 5, and in Chapter 6, the system is 
described and the excellent performance is shown.  
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The second example is a “what” pathway, a biologically inspired speech recognition 
approach. In this approach, spike streams are generated from the cochlear system, and an 
event-based unsupervised feature extraction is used to extract acoustical features from the 
spike streams. The feature extraction is performed on the exponential decaying time 
surfaces generated from the spike streams through the use of “neurons”. These neurons act 
as feature extractors with individual thresholds adapted through a competitive control 
strategy. This approach is described and the evaluations on an isolated spoken digits 
recognition task are shown in Chapter 7. 
The binaural cochlear system mimics the human ear function and provides stable and fast 
pre-processing for the two pathway models. This binaural cochlear system thus holds the 
potential to be used as an input stage for other neuromorphic sound processing and 
recognition systems. Additionally, the high performance of the two novel biologically 
inspired models indicates that modelling and mimicking the structure of the biological 
neural system using our understanding of neural system and algorithms, and developing 
systems that leverage the strengths of both biology and cutting edge technology, will 
advance the field of neuromorphic engineering.  
Finally, the conclusion is presented in Chapter 8, in which I summarise the main results and 
give some recommendations for future research.  
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2 The Human Ear 
2.1 Introduction 
As the input structure of the auditory pathway, the tonotopically-organised cochlea 
decomposes, converts and amplifies sound waves nonlinearly into electrical signals, which 
stimulate the nervous system. The cochlea is characterised by its remarkably wide dynamic 
range (0-120 dB SPL) (Plack 2013), and a high frequency selectivity (approximately 3 Hz at 
the characteristic frequency of 1 kHz) (Glasberg and Moore 1990). This chapter will 
describe the anatomy of the outer, middle and inner ear, and the function of the cochlea. The 
cochlea function will be important for the creation of an electronic cochlea model. 
Following input from the cochlea, the bulk of the signal processing in the auditory pathway 
is performed by different types of spiking neurons. Therefore, we will also discuss the 
electrophysiology and anatomy underlying the spiking behaviour that forms the basis of 
modelling the electronic neuron. The information about the anatomy of the ear and the 
spiking neuron will provide a reader that is not familiar with these details a background. The 
measurements and observations adopted in this chapter are based on different animals, but 
the conclusions drawn from the data also hold true for humans.   
2.2 The Human Ear Anatomy  
Anatomically, the human ear has three distinguishable parts: the outer, the middle, and the 
inner ear, as shown in Figure 2.1. The details of each element will be described in this 
section, and the function of the elements will be discussed in section 2.3.   
2.2.1 Outer and Middle Ear 
The outer ear comprises the pinna, the concha and the ear canal that leads to the tympanic 
membrane (eardrum), as shown in Figure 2.1. It collects sound waves and directs them into 
the middle ear. The function of the pinna and the concha is to act as a funnel to collect the 
sound to the canal. When sound waves pass the pinna and the concha, they move 2-3 cm in 
the canal to the eardrum. The sound pressure for some frequencies is increased due to 
resonances in the cavity. The outer ear also provides cues for sound localisation by altering 
the spectrum of the sound waves from different locations.  
The middle ear is an air-filled cavity with a suspended ossicular chain in it. It connects with 
the outside through the eustachian tube to balance the air pressure. The ossicular chain 
consists of three tiny ossicles: the malleus, the incus, and the stapes (Figure 2.1 Bottom). 
The malleus is attached to the eardrum, the incus is connected to the malleus laterally, and 
the stapes is attached to the oval window. In this manner, the airborne sound energy that 
reaches the eardrum is transmitted to the oval window and transferred to movement of the 
fluid-and-membrane structure of the inner ear. There are two windows of the middle ear that 
connect to the inner ear, the oval window and the round window. The round window 
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vibrates in the opposite phase to the vibrations entering the inner ear through the oval 
window. It thus allows the fluid in the cochlea to move.  
The ossicular chain, together with the eardrum and the oval window, provide an impedance 
matching mechanism. Impedance matching is one of the most important functions of the 
middle ear. It converts low pressure, high displacement vibrations in air into high pressure, 
low displacement vibrations that are suitable for driving cochlear fluids. Three processes are 
involved in the impedance matching. Firstly, the pressure collected over the relatively large 
surface of the eardrum is transmitted to the much smaller stapes, thus increasing the 
pressure over the oval window. The pressure is increased by the ratio of these two areas, i.e., 
18.75 times. Secondly, a small lever action due to the different length of the malleus and the 
incus decreases the displacement (velocity) of the stapes. Since the malleus is 
approximately 2.1 times longer than the incus, the lever action multiplies the force by 2.1 
times. Thirdly, the buckling motion of the eardrum can increase forces itself when the sound 
hit it. Therefore, the pressure of the sound waves on the oval window is totally about 
20-30 times higher than on the eardrum through the impedance matching processes.  
Furthermore, the pressure gain of the middle ear is as a function of sound frequency. The 
ossicular chain has resistance to displacement, and it mainly reduces the low-frequency 
sound displacement. At high frequencies, the transmission is also reduced by many factors, 
 
Figure 2.1 The human ear anatomy. Adapted from (van Schaik 1998).  
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including the mass of the ossicles and less efficient modes of vibration of the structure. The 
pressure gain of the middle ear thus has a weak band-pass characteristic with a maximum 
gain of around 1 kHz. Figure 2.2 shows the ear canal sound pressure to cochlear vestibule 
pressure gain (GME) and the ear canal sound pressure to the stapes footplate 
velocity (SVTF) measured in twelve fresh human temporal bones, which is adapted from 
(Aibara et al. 2001). At 1 kHz, the maximum gain of both GME and SVTF achieve 25 dB.   
Two muscles, the tensor tympani and the stapedius in Figure 2.1, support the ossicles in the 
middle ear. They receive descending connections from the brain. When the muscles contract, 
the resistance to the displacement of the ossicular chain is increased, and the pressure gain 
in the middle ear decreases. They contract reflexively about 0.1 s after one or both ears are 
exposed to loud external sounds. It thus protects the inner ear from fatigue, interference and 
potential injury caused by loud sound. However, since the reflex is quite slow, it does not 
protect against impulsive noise. The muscles also contract just before we start talking or 
swallowing. It reduces the middle ear response to the internal low-frequency noises that 
could otherwise mask high-frequency external sounds.  
 
Figure 2.2 Transfer function of the ear canal sound pressure to cochlear vestibule pressure 
gain (GME) (solid line) and the ear canal sound pressure to the stapes footplate velocity 
transfer function (SVTF) (dashed line) measured in twelve fresh human temporal bones. 
Adapted from (Aibara et al. 2001).   
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2.2.2 The Inner Ear 
The inner ear is a fluid-filled bony structure embedded in the temporal bone of the skull. It 
includes three semicircular canals (anterior, posterior and horizontal canals), the vestibule, 
and the cochlea (Figure 2.3). The semicircular canals provide sensory input for rotary 
movements. In both inner ears, the semicircular canals act in concert to coordinate balance. 
The vestibule is the central part of the bony labyrinth in the inner ear. The oval window is 
an opening in the vestibule, and the vibrations of the stapes cause the pressure waves to 
travel in the fluid inside the vestibule and the cochlea. The round window provides pressure 
relief for the incompressible cochlear fluid. 
The cochlea is a spiral-shaped cavity in the bony labyrinth containing about 2.5 turns in 
humans. The coiling of the cochlea saves space. The cochlear canal is approximately 35 mm 
long and is wider at the base (close to the oval window) than at the apex (far from the oval 
window). An uncoiled cochlea and its cross-section are shown in Figure 2.3 top.  
 
Figure 2.3 The uncoiled cochlea and the organ of Corti. Adapted from (van Schaik 1998) 
(Top), Brooks/Cole – Thomson Learning  (Bottom left), and Bachara Kachar, The National 
Institute on Deafness and Other Communication Disorders (Bottom right). 
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The cochlea is divided into three separate chambers: the scala vestibuli, the scala media, and 
the scala tympani by the Reissner’s membrane and the basilar membrane together with the 
osseous spiral lamina (Figure 2.3 Bottom left). The fluid in the scala vestibuli and the scala 
tympani, called perilymph, is high in sodium (Na+) and low in potassium (K+) content. The 
perilymph is similar to the extracellular fluids in the brain and is at about the same potential 
as the surrounding bone. Whereas, the fluid in the scala media, called endolymph, is low in 
sodium but very high in potassium, and has a potential of about +80 mV with respect to 
surrounding bone. The endolymph is produced by the stria vascularis, which forms the outer 
wall of the cochlear duct. The potential provides the electrical power for the conversion of 
the vibrations to an electrical signal. 
The scala vestibuli is connected with the scala tympani by a small opening at the apex of the 
cochlea, called the helicotrema, but isolated from the scala media by Reissner’s membrane. 
The organ of Corti is located in the scala media and supported by the basilar membrane in 
most mammals. The organ of Corti is composed of mechanosensory cells, known as hair 
cells and their support cells. The surface of the organ of Corti is bathed in endolymph in the 
scala media, whereas the main body of hair cells and support cells are in contact with 
perilymph in the scala tympani (not shown in Figure 2.3).  
 
Figure 2.4 Scanning electron micrographs of inner hair cells and outer hair cells; (Bottom 
left) Scanning electron micrographs of rat inner hair cells and the outer hair cells, (Kandel 
et al. 2014); (A) Scanning electron micrographs of the stereocilia bundles of a rat cochlear 
inner and (B) outer hair cells; scale bar = 2.0 !m. Adapted from (Beurg et al. 2006).  
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Hair cells are the sensory receptors of both the auditory system and the vestibular system in 
the ears of all vertebrates. The human cochlea contains about 3500 inner hair cells that form 
a single row and 12000 outer hair cells (3-5 rows) at birth (Figure 2.4), (Beurg et al. 2006). 
The hair cells are rigidly attached to the basilar membrane by the supporting phalangeal 
cells, pillar cells, and inner phalangeal cells, as shown in Figure 2.3 Bottom right.   
The tiny projections from the top of the hair cells are called stereocilia. Figure 2.4 shows 
scanning electron micrographs of the stereociliary bundles of a rat cochlear inner hair cells 
(A) and outer hair cells (B). The stereocilia of inner hair cells are arranged in shallow curves, 
and V or W shapes for the outer hair cells. The tallest cilia of the outer hair cells are 
attached to the tectorial membrane, whereas the cilia of the inner hair cell are not. The inner 
hair cells are flask-shaped, flexible, and are completely surrounded by the inner phalangeal 
cells. The outer hair cells are cylindrical in shape, stiff, and only attached to phalangeal cells 
at their tops and bottoms, so that most of the cell is free to move.  
 
Figure 2.5 Innervations of the hair cells in humans. Adapted from (van Schaik 1998), 
(Watts 1993). Approximately 95% of the afferents come from the inner hair cell, and they 
are bundled with the spiral afferents that innervate a range of outer hair cells about 0.6 mm 
basal-ward along the cochlea to form the auditory portion of the eighth cranial nerve. Most 
efferent fibres (about 80%) contact a range of outer hair cells and come from the 
contralateral medial superior olivary complex. The remaining 20% of the efferent fibres are 
from the ipsilateral lateral and medial superior olivary complex.  
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2.2.3 The Innervation of the Hair Cells 
Hair cells are connected to the brain via afferent and efferent fibres. The innervation schema 
of the hair cells is shown in Figure 2.5 (van Schaik 1998), (Spoendlin 1985).  In rats, each 
inner hair cell is synaptically connected to approximately 10-20 spiral ganglion neurons 
forming the radial afferents (Meyer et al. 2009), and approximately ten outer hair cells 
synapse with one spiral ganglion neuron forming the spiral afferents ascending to the 
cochlear nuclei (Elgoyhen and Katz 2012). 
The lateral efferent arising from neurons in the ipsilateral lateral superior olivary complex 
brings feedback to the inner hair cell afferent synapse. Neurons from the medial superior 
olivary complex in both sides of the brain form axosomatic synapses with the outer hair 
cells. Synapses from hair cells to the afferent fibres are excitatory, and synapses from the 
efferent fibres to the outer hair cells are inhibitory.  
2.3 The Cochlea Function 
The basilar membrane in the fluid-filled cochlea moves in response to vibrations coming 
from the outer and middle ear. The inner hair cells sense the motions via their stereocilia 
and transduce it into electrical signals that are then relayed to the auditory brainstem and the 
cortex via the auditory nerve system. Additionally, the cochlea receives neuro-mechanical 
feedbacks through the outer hair cells. These elements in the function of the cochlea are 
essential for modelling the auditory periphery. We will discuss them in detail in this section.  
2.3.1 Basilar Membrane Motion 
The basilar membrane widens from the base (0.08-0.16 mm) to the apex (0.42-0.65 mm), 
 
Figure 2.6 Three-dimensional representation of the basilar membrane displacement and 
frequency response in the uncoiled cochlea. Adapted from (van Schaik 1998).  
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and its stiffness decreases more than 100-fold in an approximately exponential fashion, 
(Oghalai 2004). Figure 2.6 shows a three-dimensional representation of the basilar 
membrane displacement and frequency response in the uncoiled cochlea. The oval window 
is connected to the stapes, and the movement of the stapes causes a wave that is propagated 
by the combined movement of the fluid in the duct and the basilar membrane.  
The position of maximum displacement on the basilar membrane varies as a function of 
frequency contents of the sound. At the basal end of the cochlea, the basilar membrane is 
stiff, and the membrane-displacement wave propagates fast. As the wave travels down the 
cochlear canal, the basilar membrane stiffness decreases. This causes the wave to slow 
down, and its amplitude increases. Further down the cochlear canal, the membrane is too 
flexible to support a wave at the given frequency, and the energy of the wave is quickly 
dissipated. For each frequency, the corresponding maximum displacement point on the 
basilar membrane is called the “best place”, and the position of the best place measured 
from the oval window increases logarithmically with the decrease of the frequency down to 
about 1 kHz. At lower frequencies, the position varies more linearly with frequency. 
Conversely, at each point on the basilar membrane, there is a “best frequency” that induces 
the maximum displacement of the basilar membrane at that point.  
 
Figure 2.7. The magnitudes of basilar membrane responses to tones at the 3.5 mm site of a 
chinchilla cochlea. (Left) Velocity (displacement) as a function of stimulus frequency and 
sound level. (Right) As in Left, but is normalised to stimulus pressure. Adapted from 
(Ruggero et al. 2000).   
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(Ruggero et al. 2000) measured a chinchilla cochlear response to tones at the 3.5 mm site 
for various SPL in Figure 2.7. The corresponding best frequency is approximately 9 kHz. 
The frequency response shows high frequency selectivity and high gain at low sound 
intensities, whereas the selectivity and the gain decrease and the peak gain shifts towards 
lower frequencies with the increase of the sound level. Additionally, below the best 
frequency, i.e., 9 kHz, the frequency response is stimulus intensity independent, and the 
basilar membrane is linear in this frequency range.  
2.3.2 Inner Hair Cell Function 
The inner hair cells sense the vibration of the basilar membrane through the motion of the 
stereocilia. As the stereocilia of the inner hair cells are not attached to the tectorial 
 
Figure 2.8 (A) Tip link and associated proteins are shown for a tip link between a taller 
and a shorter stereocilium. (B) The operation of hair cells: mechanotransducer at the apex 
of the hair cell act as variable resistance. (C) The tip link model for mechanotransduction. 
Deflection of the bundle in the direction of the tallest stereocilia, which is always the 
excitatory direction, applies tension to the links and pulls open the mechanotransducer 
channels. Deflection in the reverse direction takes tension off the links and allows the 
channels to close, adapted from (Pickles 2013). 
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membrane, when the basilar membrane moves, forces are exerted on the stereocilia mainly 
due to the viscous drag of the endolymph. The displacement of the stereocilia is thus 
proportional to the velocity of the basilar membrane motion. At the tip of the stereocilia, 
there are protein filaments that attach to adjacent stereocilia, as shown in Figure 2.8 (A). 
These filaments are associated with ion channels that open when tension is placed on the 
filament.  
In the extracellular domain, the protein filaments are mainly composed of two twisted 
strands of the cell adhesion molecule cadherin-23 and two twisted strands of 
protocadherin-15. The strands of cadherin-23 are normally folded, and the folded strands are 
bonded by calcium (Ca2+) ions. This structure thus allows the inner hair cell to respond to 
excessive tension while maintaining the ability to transmit small forces to the 
mechanotransducer channels, (Pickles 2013).   
The intracellular insertion of the upper end of the tip link is suggested to attach to a protein 
complex that includes harmonin, sans and either myosin 7a or myosin 1c. The myosin itself 
attaches to the actin filaments in the core of the stereocilia, so that not only the tension on 
the tip link can be controlled by movement of the myosin on the actin core, but also forces 
from the core of the stereocilia can be transmitted to the tip link. The myosin thus provides 
an adaption motor, (Cyr, Dumont, and Gillespie 2002),(Gillespie and Cyr 2004), (Stauffer 
and Holt 2007). On the lower insertion of the tip link, the protocadherin-15 is likely to 
attach directly or indirectly onto the mechanotransducer channel. The channel is then likely 
to be attached directly or indirectly via anchors to the density covering the upper ends of the 
actin filaments of the shorter stereocilia.  
The ion channels in the tips of the stereocilia act as variable resistances. Ions flow into the 
cell, driven by the battery of the endolymphatic potential and the intracellular potential. The 
influx of the positive ions from the endolymph in the scala media depolarises the cell, 
resulting in a receptor potential, as shown in Figure 2.8 (B). This receptor potential opens 
voltage gated calcium channels of the cell. Calcium ions then enter the cell and trigger the 
release of neurotransmitters at the basal end of the cell. The neurotransmitters diffuse to the 
afferent neuron to trigger action potentials in the auditory nerve. 
The basal ends of the hair cells are in contact with perilymph in the scala tympani, which 
has a very low concentration of potassium current. The electrochemical gradient makes 
potassium entering the hair cell at the apex automatically diffuse out of the cell at the basal 
end. This process is called repolarisation (not shown in Figure 2.8). 
As shown in Figure 2.8 (C), deflection of the bundle in the direction of the tallest stereocilia 
of the inner hair cells is always the excitatory direction. It applies tension to the tip links and 
pulls open the mechanotransducer channels. Deflection in the reverse direction (inhibition 
direction) takes tension off the links and allows the channels to close. The intracellular 
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potential as a function of the hair bundle deflexion is shown in Figure 2.9 (A) (Hudspeth 
and Corey 1977). The intracellular potential varies between two asymptotes, which 
resembles a sigmoid function.  
The voltage response of the inner hair cell as a function of input signal intensity is shown in 
Figure 2.9 (B). The receptor potential of the inner hair cell grows linear at first as the input 
 
Figure 2.9 (A) Hair cell response as a function of hair deflexion. Adapted from (Hudspeth 
and Corey 1977). (B) Input-output functions for inner and outer hair cells measured in the 
third turn of the guinea pig cochlea (800 Hz place). Adapted from (Pickles 2013). (C) 
Intracellular voltage changes in an inner hair cell for different frequencies of stimulation. 
Adapted from (Palmer and Russell 1986). (D) Post stimulus time histogram of a single 
auditory nerve fibre in response to repeated stimuli with a pure tone as measured in a cat. 
Adapted from (Pickles 2013).  
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signal intensity increases. When the intensity increases further, the response saturates 
(Pickles 2013). The membrane of the inner hair cell has a certain electrical capacitance in 
parallel with its conductance to ions, and this capacitance offers a low impedance path for 
a.c currents at high frequencies, reducing the a.c voltage response in the cell (Hudspeth and 
Corey 1977). Figure 2.9 (C) (Palmer and Russell 1986) shows the measurement of the 
intracellular voltage of the inner hair cell for different frequencies, as the increase of the 
stimulus frequencies, the inner hair cell intracellular voltage shows a d.c. component 
(offset) with reduced amplitude of a.c. component. Figure 2.9 (D) (Pickles 2013) shows the 
adaption of the auditory nerve fibres response to sustained input. The figure shows a 
histogram of the action potentials generated on a single auditory nerve fibre in response to 
repeated pure tone bursts. Hair cell adaption to a sustained stimulus is one of the factors that 
allow humans to ignore constant sounds that are no longer new but remain sensitive to 
changes in their surroundings.  
2.3.3 Outer Hair Cell Function 
Outer hair cells are found only in mammals. Outer hair cells are proved to be particularly 
difficult to record from. A possible reason may be that outer hair cells are suspended by 
their apical and basal ends within the organ of Corti so that an advancing electrode tends to 
push them aside rather than penetrate. It is reported that the resting potentials of outer hair 
cells are considerably more negative than inner hair cells (-70 mV as against  -45 mV). Like 
inner hair cells, outer hair cells can show both a.c. and d.c. voltage responses. However, the 
voltage responses in outer hair cells are only one-half to one-third the size of those of inner 
 
Figure 2.10 Change in length of an isolated outer hair cell of a guinea pig in response to 
various membrane potential steps. The hyperpolarisation of the outer hair cells leads to 
elongation of the cell body while depolarisation leads to contraction. Adapted from 
(Santos-Sacchi 1992).  
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hair cells, as shown in Figure 2.9 (B). 
Based on the work from several groups on many animals (Ryan and Dallos 1975), (Kiang, 
Liberman, and Levine 1976), (Dallos and Harris 1978), (Borg 1987), (White et al. 1998), 
(Chen, Tanaka, and Henderson 2008), (Salvi et al. 2017), it has been known that the outer 
hair cells function in some way is necessary for the sharp tuning and sensitivity of the inner 
hair cells. These data show that the loss of outer hair cells results in the loss of tuning and 
the rise of firing threshold in the auditory nerve. However, partly because of the potential 
injuries of outer hair cells during the experiments, the results are not conclusive (Chen et al. 
2008).  
The prevailing view is that outer hair cells contribute to the cochlear amplifier via a change 
in their length when electrically stimulated (Brownell 1983), (Brownell, Bader, Bertrand, & 
de Ribaupierre, 1985), (Dallos 1992), (Zhao and Santos-Sacchl 1999), (Brownell 2017). 
Hyperpolarisation of the outer hair cells leads to a lengthening of the cell body, and 
depolarisation leads to the cell becoming shorter. Although the speed of outer hair cell 
motility that can be measured is limited by the recording technologies, experiments reported 
that the upper limit of electromotility was above 22 kHz (Ashmore 2008). The outer hair 
cell length change is only a small percentage of the cell body length, which is in the same 
amplitude range as the basilar membrane vibrations (Neely 1998).    
Outer hair cells generate motile forces upon their contraction and elongation, which are 
transmitted onto the basilar membrane to alter its motion (Ashmore 1987) (Mountain and 
Hubbard 1989). The supporting Deiters’ cells are most likely to deliver these forces as they 
are formed by a closely packed microtubular array, thereby exhibiting columnar rigidity 
(Neely 1998).   
The outer hair cell shows a small peak-to-peak amplitude of about 15 mV with a fast 
saturation at high pressure levels. Additionally, the cell body length change as a function of 
membrane potential saturates at positive and negative potentials in Figure 2.10 (Santos-
Sacchi 1992).  
In the auditory pathway, hair cells are connected to the auditory nerve via afferent (towards 
the brain) and efferent (from the brain) fibres, where the bulk of the signal processing is 
performed by different types of spiking neurons. In the next section, we will discuss the 
electrophysiology and anatomy underlying the spiking behaviour. 
2.4 Biological Neurons 
Biological neurons are morphologically variable and possess different features, but 
generally a neuron receive incoming signals from other nerve cells via synapses on its 
dendrites and its soma (cell body), and its output travels as a spike on its axon to other 
neurons. The details of the spiking neuron operation and its electronic model will be 
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described in this section, and most information of this section is taken from (Alberts et al. 
2008), (Kandel et al. 2014). 
2.4.1 Passive Membrane Properties 
Neurons are both electrically and chemically excitable. The cell membrane of a neuron 
contains specialised proteins, ion channels and receptors, which facilitate ions to flow inside 
and outside of the cell, thereby creating ion currents that alter the voltage across the 
membrane. These changes in charge can produce a wave of depolarisation in the form of 
action potentials (spikes) along the axon, which can propagate along it over long distances.  
At their resting state, neurons are not transmitting signals. Most neurons have a potential 
difference across their membrane at rest, which is about 60 mV to 70 mV with the inside of 
the cell more negative than the outside (Lewis et al. 2011). Such a potential difference is 
called resting membrane potential (or resting potential). The resting potential is determined 
by the ion concentration gradient across the cell membrane, and by the different 
permeability of the cell membrane to different ions.  
In most neural tissue, the most abundant ions are sodium (Na+), potassium (K+), chloride 
(Cl-) and organic anions. K+ and organic anions are present at higher concentrations inside 
the cell than outside, while Na+ and Cl- are present at higher concentrations outside the cell. 
The Na+ and K+ concentration gradients are maintained by specialised proteins called ion 
transporters or Na+-K+ pumps, which move ions across cell membranes. Neurons expend 
about 30% of their metabolic energy in pumping Na+ ions out of the cell and K+ ions into 
the cell. The ion pumps transfer three Na+ ions out of the cell for every two K+ ions pumped 
into the cell, which causes negative charge at the interior of the cell. This change in ion 
concentration of the cell creates a concentration gradient with high potassium concentration 
inside and high sodium concentration outside of the cell.  
In addition to the Na+-K+ pumps, there are other specialised channels that provide ion 
tunnels across the membrane. Some channels are known as leakage channels, which are 
open randomly, and others are gated ion channels, of which the conductance of a particular 
ion depends on the membrane voltage or on activation by particular chemicals. Most cells in 
the body have membranes that are permeable to potassium, sodium and chloride. The 
concentration gradient causes potassium ions to leak out through the leakage channels, 
which charges the cell even more negatively with respect to the extracellular fluid. The 
result reduces the flow of positively charged potassium ions. At the same time, sodium 
slowly leaks into the cell through the leakage channels of the membrane. Therefore, 
equilibrium is reached when the passive currents of both ions through the cell membrane are 
counter-balanced by the Na+-K+ pump. Additionally, the higher chloride concentration 
outside the cell causes Cl- ions leak into the cell through the chloride leakage channels until 
the electrical force generated by the membrane potential counter-balances the chemical 
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force created by the concentration gradient so that no more Cl- passes the membrane. This 
equilibrium potential is called Nernst potential:  
 !!"# = !!!!" [!"#]![!"#]!  (Equation 2.1) 
where Z is the valence of the ion, !! is the thermal voltage, and [!"#]!and [!"#]! are the ion 
concentrations outside and inside the cell.  
When multiple ions are present, they all contribute to the resting potential, and the final 
value of resting potential depends on the concentration gradient and the relative membrane 
permeability of the ions in the system of the cell. Each ion moves down to its own 
electrochemical potential gradient. In this case, the system is at steady-state. In the nerve 
cells in the brain, the Nernst potential of the three ions is approximately !!= -75 mV, !!"= 
+50 mV, !!"= -60 mV.  
2.4.2 Generation of Spikes 
The voltage-gated ion channels are closed (deactivated) when the membrane potential is 
near the resting potential, but an increase in voltage of the membrane (depolarisation), Vm, 
causes a rapid opening of gated sodium channels. The influx of sodium driven by the 
sodium concentration gradient further depolarises the membrane, which causes more 
sodium channels to open and resulting in even more sodium influx. The rapid influx of 
sodium causes the cell to rapidly depolarise from a negative potential to a more positive 
potential, which generates an action potential. The sodium channels rapidly transit into an 
inactivated state at such depolarised potentials. In the inactivated state, the ion channels are 
closed and result in the return of membrane potential to the resting voltage, due to the Na+ 
 
Figure 2.11 (A) Action potential generation model. The equivalent electrical circuit 
including two voltage-dependent conductances. Adapted from (van Schaik 1998).  (B) 
Generation of an action potential by the flows of sodium and potassium ions, represented as 
conductance. Adapted from (Cios 2018). 
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leakage through the leak sodium channels. Additionally, the depolarisation opens gated 
potassium channels with some delay, which increases the speed of repolarisation of the cell. 
The sodium channels will stay in inactivated and the potassium channels remain activated 
for a while after an action potential. This process is called the refractory period of the 
neuron. The refractory period is divided into the absolute and relative refractory period. In 
the absolute refractory period, the sodium channels are still inactivated, it is thus impossible 
to generate a new action potential. In the relative refractory period, the potassium channels 
are still open, a stronger stimulus is needed to generate an action potential.  
In 1952, Hodgkin and Huxley developed a model to describe the action potential generation 
of giant nerve fibre (Hodgkin and Huxley 1952). As shown in Figure 2.11 (A) (van Schaik 
1998), the model is described as:  
 !! !!!!" = !! − !!!!!ℎ !! − !!! − !!!! !! − !!− !!(!! − !!) (Equation 2.2) 
Where !! is the stimulus current, !!  is the membrane potential, and !! is the membrane 
capacitance. !!! , !!  and !!  are the sodium, potassium and leakage conductance. !!! , !!  and !!  are the sodium, potassium and leakage channel potential. !, ℎ and ! are the 
activation variables to model the probability that each channel is open at a given moment of 
time. The values of !, ℎ and ! vary with voltage and time, where ! describes the opening 
and ℎ describes the blocking of the sodium channels, and ! controls the opening of the 
potassium channels. The leakage channel shows a voltage independent conductance. This 
model exhibits a threshold-type behaviour for the action potential generation, as shown in 
Figure 2.11 (B) (Cios 2018), the depolarisation causes the increase of the sodium 
conductance and creates the influx of sodium.  It also increases the potassium conductance 
and thus increases the outward potassium flow and an outward leakage through the resting 
ion potassium channels. If the depolarisation is below a threshold, the inward sodium 
current is counterbalanced by the outward currents. However, as the gated sodium channel 
has great sensitivity and rapid kinetics, the inward current will exceed the outward currents 
once the membrane potential is above a threshold voltage, and an action potential will be 
generated. Apart from the Na+, K+, and Cl- shown in the model, other voltage-dependent 
conductance can be readily added in to create more complex spiking behaviours.  
2.4.3 Interaction between Neurons 
Neurons receive spikes though synapses and send the generated spikes to other neurons over 
the axon. As shown in Figure 2.12, the axon arises from the cell body at a specialised area 
called the axon hillock. Some synapses release a chemical substance called neurotransmitter 
in the cleft between the pre-synaptic and the post-synaptic membrane upon the arrival of a 
spike at the pre-syntactical terminal, as shown in Figure 2.12 lower left. The 
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neurotransmitter binds with receptors in the post-synaptic cell, causing the gated ion 
channels to open. Binding of a neurotransmitter to an excitatory receptor opens a channel 
that is permeable to sodium or both sodium and potassium ions. Channel opening leads to 
depolarisation of the postsynaptic plasma membrane, promoting the generation of an action  
potential, the Excitatory Post-Synaptic Potential (EPSP). In contrast, binding of a 
neurotransmitter to an inhibitory receptor on the postsynaptic cell causes the opening of 
potassium or chloride channels. The resulting membrane hyperpolarisation creates an 
Inhibitory Post-Synaptic Potential (IPSP), which inhibits the generation of an action 
potential in the postsynaptic cell. For example, the release of the neurotransmitter glutamate 
opens the ion channels that are permeable both to sodium and potassium ion, and sometimes 
calcium ions. The effect on the post-synaptic neuron is the influx of positive ions, which 
create an EPSP. The release of Gamma-Aminobutyric acid (GABA) and glycine in the brain 
opens the Cl- channels of the post-synaptic cell. For the neurons that have a Cl- pump, the 
opening of the chloride channels will hyperpolarise the cell and create IPSP. Otherwise, no 
IPSP is generated.  
The gated sodium channels are relatively sparse at the dendrites and the soma of the cell. 
Potential changes at these sites will not create an action potential. Instead, the charges are 
 
Figure 2.12 Anatomy of a typical neuron and the potentials at different sites. Adapted from 
Khan Academy,  “Neurons and glial cells: Figure 2” and “Synapse”. 
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passively transmitted along the cell membrane. At the axon hillock, the gated ion channels 
become numerous, and the action potential is generated here and transmitted along the 
axons.  
2.5 Summary 
The human ear is the input structure for the auditory pathway. It translates a time-varying 
pressure signal, sound, into a time-varying pattern of excitation, spike train, on the auditory 
nerve. Anatomically, the human ear is divided into three distinguishable parts: the outer, the 
middle and the inner ear. The out ear directs the incoming sound waves into the middle ear, 
and the vibrations of the eardrum in the middle ear are transformed by the ossicles to the 
oval window of the inner ear. The pressure gain of the middle ear thus has a weak band-pass 
characteristic with a maximum gain of around 1 kHz.  
From a modelling point of view, the most important structure in the ear is the cochlea in the 
inner ear. The cochlea is a fluid-filled, coiled structure that is divided into three separate 
chambers: the scala vestibuli, the scala media, and the scala tympani. Displacement of the 
oval window creates a pressure wave in the fluids of the cochlea, and different incoming 
sound frequencies cause different parts of the basilar membrane to vibrate. The base of the 
basilar membrane is most sensitive to high frequencies whereas the apex to low frequencies. 
The inner hair cells sense the basilar membrane vibration adaptively and release 
neurotransmitters at the basal end of the cell. The neurotransmitters diffuse to the afferent 
neuron to trigger action potentials in the auditory nerve. The outer hair cells are believed to 
contribute to the sharper frequency selectivity and higher sensitivity of cochlear 
amplification via a change in their length. 
Neurons are both electrically and chemically excitable. The intracellular fluid and the 
extracellular fluid of a neuron are separated by a cell membrane that contains specialised 
proteins, ion channels and receptors. At rest, the membrane potential is negative and 
potassium is most concentrated inside the cell, whereas sodium is most concentrated outside 
the cell. 
A spike is generated under the control of voltage-gated ion channels at the axon hillock 
when the cell membrane is rapidly depolarised once it reaches a critical value. A further 
increase in voltage of the membrane causes the opening of gated sodium channels, which 
creates an influx of positive charge. The positive charge depolarises the cell even more and 
opens more sodium channels. This process causes the membrane potential to rise towards !!". Next the sodium channels will be gradually inactivated allowing the charge to be 
removed from the cell. The delayed opening of voltage-dependent potassium channels 
accelerates the repolarisation of the cell. After a spike, the sodium channels stay inactivated 
for a while and the potassium channels activated for a longer time, which creates a 
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refractory period, during which it is impossible or much more difficult to create another 
spike. 
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3 Digital Cochlear Model: Theory and Modelling 
3.1 Introduction 
In Chapter 2, we have discussed the cochlea function and the spiking neuron behaviour that 
are important for the creation of building blocks for an electronic auditory pathway. Over 
the past decades, efforts have been made to engineer a hearing machine that is able to 
emulate the function and efficiency of the human auditory system. As a first step towards 
this target, cochlear models have been proposed, developed, and implemented in a number 
of ways with a varying degree of complexity. The challenge and attraction of building 
electronic cochleae lie in the design and implementation of a complex signal processing 
system that follows basic principles of biological cochleae (Hamilton 2008).   Since the 
days of the first silicon cochlea that was built by Richard Lyon and Carver Mead (Lyon and 
Mead 1988) in analogue very large scale integration (VLSI) circuits, there have been many 
variations and improvements. Figure 3.1 shows an extended tree diagram illustrating the 
progression of silicon cochlear modelling based on the summary in (Hamilton 2008). More 
details about the history of cochlear modelling can be found in the book “Human and 
Machine Hearing -Extracting Meaning from Sound” by (Lyon 2017). In this chapter, we 
will concentrate on developing a fully digital real-time implementation of the cochlear 
model developed in that book: the Cascade of Asymmetric Resonators with Fast-Acting 
Compression (CAR-FAC) model. 
3.2 Auditory Filter Models 
Cochlear models can be divided into two classes: transmission-lines (TL) and auditory 
filterbanks (Duifhuis 2004). The TL models represent the cochlea partition as a coupled 
mass-spring-damper system to emulate wave propagation on the Basilar Membrane (BM) 
(Zweig, Lipes, and Pierce 1976). TL models are faithful to the physiology and are accurate 
in simulating wave propagation on the BM. However, they are more computationally 
challenging as they have complicated differential equations in the time domain (Altoè and 
Pulkki 2014).  
Auditory filterbank models use either parallel or cascade filters to model wave propagation 
on the BM. Parallel filterbank models use independent filters, such as rounded-exponential 
(roex) filters (Glasberg, Moore, and Nimmo-smith 1984), the gammatone filter family 
(including gammachirp) (Patterson, Unoki, and Irino 2003) or pole-zero filters (Lyon, 
Katsiamis, and Drakakis 2010) that connect to a single input signal in parallel. Cascade 
filterbank models, for example, the CAR-FAC model (Lyon 2017) or biophysical models of  
(Liu and Neely 2010) and (Saremi and Stenfelt 2013), use a cascade of filters instead.  
 37 
Parallel filter bank models are mostly concerned with reproducing measured cochlear 
responses but pay little attention to the biological structure of the cochlea. As shown in 
Figure 3.1, recent parallel silicon cochleae include the ultra-steep roll-off filter model on a 
0.35 µm CMOS IC (Wang et al. 2015), the source-follower-based bandpass filter bank on a 
0.18 µm CMOS analogue IC (Yang et al. 2016). Some of the parallel filter models introduce 
cross-channel couplings. For example, Yang et al. implemented a parallel filter bank of 
4th-order one-zero gammatone filters (OZGF) with across channels automatic gain control 
(AGC) on a 0.35 µm CMOS IC (Yang, Lyon, and Drakakis 2015). Another parallel form, 
the 2-D parallel filter bank models, use conductive elements coupling neighbouring filters, 
such as (van Schaik and Fragniere 2001), (Hamilton et al. 2008), and (Nouri et al. 2015).  
Cascade filterbank models take advantage of the way sound propagates in the forward 
direction as travelling waves in the cochlea. In the cascade of filters, each filter stage 
models a segment of the nonuniform distributed wave system and its output becomes the 
input of the next stage. The cascade form thus provides a natural model of coupling in the 
forward direction. Recent cascade silicon cochleae include the 2nd-order low-pass filter 
(LPF) with address event interface (Chan, Liu, and van Schaik 2007), the cascade 64-stage 
 
Figure 3.1 Historical tree diagram of silicon cochleae.  
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model on a 0.35 µm CMOS IC (Liu et al. 2014), and the spiking band-pass (BPF) filer 
model on an FPGA (Jimenez-Fernandez et al. 2016). For some proposed cascade filterbank 
models, an AGC feedback loop is included to model some couplings between channels in 
both directions, such as Lyon’s pole-zero filter cascade (PZFC) model and 
CAR-FAC model.  
As discussed in Chapter 2, the biological cochlea is a causal, active, and nonlinear system. 
In the biological cochlea, responses at frequencies near the characteristic frequency (CF) 
vary highly nonlinearly with input level. Additionally, for higher SPL, the high-frequency 
roll-off slope broadens with a shift of the peak towards lower frequencies. In auditory 
filterbank models, the nonlinearities can be described as linear filters with parameters 
depending on signal level. For example, the parallel and cascade gammachirp filter models 
(PrlGC and CasGC) (Irino and Patterson 2001), (Unoki et al. 2006), the all-pole gammatone 
filter (APGF) models and pole-zero filter cascade (PZFC) models (Lyon 1997), (Katsiamis 
et al. 2007) have signal-level-dependent poles and/or zeros. For an AGC-based model, the 
output level is also fed back through parameters such that higher outputs lead to lower filter 
gains, resulting in a compressive input-output function. Such feedback nonlinearity control 
mechanism cross channels is inspired by the OHCs function of the mammalian cochlea 
(Kim 1986). The all-pole filter cascade (APFC) analogue cochlear model (Lyon and Mead 
1988)  and the CAR-FAC model (Lyon 2017) are such examples. 
Although for decades different cochlear models have been implemented on VLSI as 
described in the above paragraphs, an excellent cochlear implementation has yet to be 
shown. Traditional analogue silicon cochleae hold the advantages of compact size and low 
power consumption, and recent implementations, such as the 2-D design and the AGC 
circuits, try to closely mimic the human ear function. However, due to their scalability 
limitations and stability problems, further efforts are needed to make such analogue 
implementations useful for practical applications. On the other hand, a digital system offers 
stable performance under changing environments and is easy to extend for different tasks, 
but existing digital cochlear implementations are far too simple in mimicking the human ear 
function. Therefore, in this thesis, we aim to implement a stable, scalable, and easy-to-use 
cochlear model that is able to closely mimic the human ear function and provide an 
excellent input stage for neuromorphic auditory systems. 
The CAR-FAC model is a digital cascade auditory filter model proposed by Richard Lyon 
and described in detail in (Lyon, 2017). It closely approximates the physiological elements 
that consist of the human cochlea and mimics its qualitative behaviour. The CAR part 
models the BM function that translates the cochlear fluid pressure wave (converted from the 
sound wave by the middle ear) into positions of maximal displacement along its length. The 
FAC part models the OHC, the IHC and the medial olivocochlear efferent system functions 
that transduce the cochlear mechanic vibrations into electronic signals and exert a nonlinear 
gain control feedback on the BM through the OHC. The FAC nonlinear effects include both 
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the nonlinear response growth and the frequency distortions and are realised by moving the 
positions of the poles and zeros of the CAR resonators in the z plane. Additionally, the CAR 
filter expression in the z domain has fewer coefficients than other auditory filters, such as 
the roex, the gammatone, and the gammachrip filters (Lyon, 2011), which makes the CAR 
FAC easier to be implemented in hardware. Saremi et al. compared seven computational 
cochlea models including one cascade filterbank model (CAR-FAC), one transmission-line 
model, one biophysical model, and four parallel filterbank models (Saremi et al. 2016) in 
response to a set of stimuli, which are used in the clinical assessment of human hearing to 
study their performance, as shown in Table 3-1. It reports the evaluations of three functions, 
Input/Output function (I/O function), Excitation patterns, Tuning and Level dependent 
tuning function of seven models with regards to biological data recordings in mean absolute 
percentage errors (MAPE). The results show that the CAR-FAC exhibits an outstanding 
agreement with the biological data recordings among the seven cochlear models 
(Gammatone, Gammachirp, DRNL, Zilany, CAR-FAC, Verhulst, and Saremi). These 
factors formed our basis of developing the CAR-FAC model and investigating its 
characteristics and possible applications. We previously introduced the CAR-FAC system 
on FPGA in (Xu et al., 2016) and here we present the complete system and measurement 
results.  
Table 3-1 Summary of model comparisons with regard to given biological experimental 
references in mean absolute percentage errors (MAPE). MAPE within 20% criterion 
receives a tick mark. The CARFAC model obtains 12 ticks and shows the best performance 
in fitting the biological experimental references. Adapted from (Saremi et al. 2016). 
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3.3 CAR-FAC Cochlear Model 
The CAR-FAC model consists of a cascade of asymmetric resonators, a digital OHC 
(DOHC) model, a digital IHC (DIHC) model and an AGC loop, as shown in Figure 3.2. At 
each stage, the resonator Hi is connected to its next stage and the DIHC. It also gives an 
intermediate variable, velocity, to the DOHC. The DIHC feeds back to the DOHC through 
the AGC loop. The DOHC combines the AGC loop output and the velocity and feeds back 
to the resonator. Each DIHC drives three Leaky Integration-and-Fire (LIF) neurons with 
different thresholds, emulating the multiple spiral ganglion cells with three different firing 
thresholds (low, medium, and high) driving by a single IHC in the biological cochlea. The 
CAR-FAC output includes a multi-channel BM out yi and a DIHC out, and the spike trains 
generated from the LIF neurons. 
3.3.1 CAR 
In the CAR, the asymmetric resonator is a coupled form two-pole-two-zero filter, as shown 
in Figure 3.3. The transfer function of the filter in the z domain is:  
 
Figure 3.2 Structure of the CAR-FAC model. x is the input sound, H1 to HN  are the transfer 
functions of the CAR part, and y1 to yN represent the CAR-FAC output. The CFs of the 
CAR resonators decrease from left to right. The DOHC, the DIHC and the AGC loop 
comprise the FAC part. Each DIHC is connected to nine LIF neurons with three thresholds, 
Vth_low, Vth_medium and Vth_high, after a Lateral Inhibition function between 
neighbouring channels. 
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 ! ! = !! = ! ! − !!"#$ ! − !!"#$∗! − !!"#$ ! − !!"#$∗= ! !! + −2!! + ℎ!! !" +  !!!! − 2!!!" +  !!  (Equation 3.1) 
The two-pole coupled form has a pair of conjugate poles (!!"#$  and  !!"#$∗ ) and zeros 
(!!"#$ and  !!"#$∗ ):  
 !!"#$ , !!"#$∗ = 2!!! ± 2!!! ! − 4!!2 = !"#$ !! ± !"#!$ !!  (Equation 3.2) 
 !! =  !"# !!  (Equation 3.3) 
Where !! is the pole angle in the z plane. The conjugate zeros  (!!"#$ and  !!"#$∗ ) are:  
 !!"#$ , !!"#$∗ = − −2!! + ℎ!! ! ± −2!! + ℎ!! !! − 4!!2         = !"#$ !! ± !"#!$ !!  (Equation 3.4) 
 !! − ℎ!!/2 =  !"# !!  (Equation 3.5) 
where !! is the zero angle in the z plane. The zero radius is the same as the pole radius, r. 
The condition for complex zeros becomes relevant for high-frequency channels, where !"# !! < 0:   
 
Figure 3.3 Structure of the two-pole-two-zero resonator. a0, c0, and h are the resonator 
coefficients, r is the pole/zero radius in the z plane, g is the DC gain factor, W0 and W1 are 
the intermediate variables, x is the input, and y is the output. 
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 !! − ℎ!!2 >  −1 (Equation 3.6) 
 ℎ < 2 + 2!!!!  (Equation 3.7) 
Coefficient g controls the stage DC gain. Here, g is set to maintain a unit DC gain for each 
stage of the filterbank:  
 ! =  1!(1) =  1 − 2!!! + !!1 − 2 !! − ℎ!! ! + !! (Equation 3.8) 
In this structure, the zeros can be moved together with the poles by changing r while 
keeping h constant. The two zeros are placed slightly above the poles in frequency, and the 
distance between the zeros and the poles are set by the coefficient h. For lower h, the zeros 
are close to the poles, forming a steeper roll-off (asymmetric). For higher h, the zeros are 
further away from the poles, which results in a gradual roll-off at the higher frequency end. 
The steeper roll-off fits the auditory filtering characteristic and provides better frequency 
selectivity. Here, h is set to c0 to keep the zero frequency at half an octave above the pole 
frequency.    
Additionally, changing the poles and the zeros of the filter, via r leaves the zero-crossing 
times of the filter’s impulse response nearly unchanged in time. The unchanged zero 
crossing characteristic satisfies the physiologically observed condition that the impulse 
response zero crossings are very nearly unchanged with variation in stimulus level (Lyon 
2017).    
The zeros and poles are set initially for each cascaded stage. The poles of the 
two-pole-two-zero resonators are chosen to be equally spaced along the normalised length 
of the mammalian cochlea according to the Greenwood map function (Greenwood 1990): 
 ! = 165.4(10!.!! − 1) (Equation 3.9) 
Here, coefficient x is the normalised position along the cochlea, varying from 0 at the apex 
of the BM, to 1 at the basal end, and coefficient f is the pole frequency.  
In the digital implementation, the transform function of the CAR is given by: 
 !!(!) = ! ! − 1 +  !(!)(!! ! !!(!) − !! ! !!(!)) (Equation 3.10) 
 !! =  !(!)(!! ! !!(!) − !! ! !!(!)) (Equation 3.11) 
 43 
 !(!) = !(!)(! ! − 1 + ℎ(!)!!(!)) (Equation 3.12) 
where i is the frequency channel number. 
In the CAR-FAC model, the FAC effects are achieved by moving the initial CAR poles and 
zeros radius r through the DOHC feedback. The details of each element in the FAC part are 
presented in the next three sections. 
3.3.2 DOHC 
The DOHC models the OHCs function, actively and nonlinearly amplifying the wave 
propagation in the cochlea. In the CAR-FAC model, the DOHC gain control mechanism 
integrates a local instantaneous nonlinearity and a multi-time-scale nonlinearity, as shown in 
Figure 3.4. The instantaneous nonlinearity is based on the BM velocity, taken as the rate of 
change of W1. The multi-time-scale nonlinearity comes from the DIHC feedback through 
the AGC loop filter. Both combine to change the pole (zero) radius r:  
 ! =  !! + !_!"(1 − !)!"#(!) (Equation 3.13) 
where coefficient r1 is the minimum radius, corresponding to the maximum damping of the 
resonator. In a digital implementation, r1 is given by: 
 !! = 1 − !"#$%&' 2!"!!  (Equation 3.14) 
Where the coefficient !"#$%&' controls the damping factor, f is the CF from (Equation 
 
Figure 3.4 Structure of the DOHC model. The instantaneous nonlinearity performs a 
nonlinear gain control (NLF) on the CAR velocity, which is calculated from the BM 
coefficient W1. The multi-time-multi-scale dynamic gain-control factor, b, is obtained from 
the AGC loop. Both gain control factors are combined to change r through (Equation 3.13).      
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3.9), and !!  is the sampling frequency. !!  keeps the damping away from zero, thereby 
keeping the system away from the Hopf bifurcation of the resonators. !! also makes the 
damping bounded.  The increment of r above r1 is the relative undamping. It is the product 
of the nonlinear function (NLF) of the CAR velocity, and the AGC loop, b. The coefficient !_!" controls the rate at which the velocity and the AGC loop affects the damping. Here, !_!" is set to 0.7×(1-!!) (Lyon 2017).  
The NLF function in the DOHC is given by:  
 !"#(!) =  11 + (!×!"#$% + !""#$%)! (Equation 3.15) 
where v is the CAR velocity, scale is 0.1, and offset is 0.04 (Lyon 2017). At high velocities, 
the velocity-squared function grows very rapidly and saturates the NLF towards zero, thus 
making the damping saturate towards a high-level limit.  
The level dependence of the damping mechanism introduces frequency distortions. The 
velocity-squared function includes a double-frequency term that interacts with the CAR 
coefficients (!!! and !!!) to generate a CDT. For example, if there are two tones, f1 and f2  
(where f1< f2), then a third tone, at the frequency (2f1 - f2) will appear and propagate through 
the cascade of filters. The !""#$% in the NLF function introduces a first order damping 
factor, which will interact with the CAR coefficients to generate a QDT, (f2 – f1) (Lyon 
2017).     
3.3.3 DIHC 
The DIHC models the IHC function. It comprises a high-pass filter (HPF), a transduction 
nonlinearity unit, a transducer unit and two LPFs. The IHCs are mechano-electrical 
transducers that sense the BM vibration, convert the mechanical motion into electrical 
signals, and deliver the results to the nervous system. The DIHC model is shown in Figure 
3.5. The HPF suppresses the CAR output frequencies below 20 Hz. The transduction 
nonlinearity includes a half wave rectifier (HWR), and a rational sigmoid function: 
 ! = !"# !!!!" + 0.175  (Equation 3.16) 
 ! = !!!! +  !! + 0.1 (Equation 3.17) 
where !!!!" is the high pass filtered CAR output, u is the intermediate variable, and n is 
the transduction nonlinearity output. The HWR mimics the directional sensitivity of the IHC 
transduction which response mainly in one direction. The constant 0.175 (Lyon 2017) keeps 
the nonlinearity at a fixed value at zero response. The rational sigmoid function (Equation 
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3.17) provides a nearly linear response at low amplitude and a saturating response at higher 
amplitudes.  
The transducer unit detects and amplifies the signal onset, then compresses and reduces its 
response gain quickly after the signal onset. It is implemented by:  
 ! = 1 − ! (Equation 3.18) 
 ! = !" (Equation 3.19) 
 !!"# = 1 − ! ! + !(!")      (Equation 3.20) 
where m is the adaptive gain of its input, n, c is set to 20, and q is the LPF state. The time 
constant of the first order FIR LPF is set to 10 ms. The final two FIR LPFs smooth the 
output using a time constant of 80 µs each.   
3.3.4 AGC Loop 
The AGC loop consists of a four-stage cascaded FIR LPF, with each stage coupled with its 
left and right neighbours to form a three-stage spatial LPF. It feeds the DIHC signal back to 
the DOHC at a much lower update rate than other parts of the CAR-FAC model. The AGC 
loop models the medial olivocochlear system’s efferent feedback that exerts an automatic 
gain control on the BM vibration through the OHCs. The AGC loop filter is shown in 
Figure 3.6. Each AGC smoothing filter (SF) stage includes a temporal linear LPF with a 
defined coefficient c_t and a three-tap spatial LPF. The three-tap spatial LPF coefficients [s1, 
1-s1-s2, s2] apply weight s1 to the left neighbour value, s2 to the right neighbour value, and 
1-s1-s2 to the current channel value to keep the total mixing gain equal to 1. For a 44.1 kHz 
signal, in the fastest and most local stage, AGC-SF4, c_t is set to 0.09, s1 is 0.14 and s2 is 
 
Figure 3.5 Structure of the DIHC model. It comprises an HPF, a transduction nonlinearity 
unit, a transducer unit and two LPFs. 
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0.2 (Lyon 2017). The input of each AGC-SF comes from a respective accumulation of the 
DIHC and its lower stage. The AGC-SF4 output b feeds back to the DOHC.  
The number of spikes generated in a cycle is set by amplitude and frequency of the input, 
DIHC, and the amount of charge needed to fire a spike. The latter is set by the capacitance 
 
Figure 3.6 Structure of the AGC loop. Four stages of the temporal smoothing filters (SF) 
(Upper). Each stage consists of a temporal LPF with a defined time constant (0.002 s, 
0.008 s, 0.032 s and 0.128 s) and a three-tap spatial smoothing filter. The internal structure 
of an AGC-SF (Lower), the input of the AGC-SF comes from the lower filter stage with the 
smaller time constant as well as the accumulation of the DIHC. The output goes to the next 
stage of the temporal filter. The spatial smoothing filter is a three-tap smoothing filter 
coupled with lateral channels. s1, s2, and 1-s1-s2 are the spatial filter coefficients. c_t is the 
temporal LPF coefficient calculated from the time constant. 
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!_!"# in the LIF neuron and the threshold voltage Vth.  
3.3.5 Stochastic LIF Neuron 
The LIF neuron used in the CAR-FAC system is a stochastic conductance-based physical 
neuron model. It exploits a stochastic method to implement LIFs (Wang, Thakur, and van 
Schaik 2018). To model the variability between biological neurons, a random number 
generator is used to introduce some variability in the digital system.   
The neuron includes a single PSC generator, which generates EPSCs and IPSCs, and a soma 
to integrate the post-synaptic currents (Wang et al. 2018), as shown in Figure 3.7. The PSC 
generator consists of two multipliers, an adder, a comparator and two multiplexers: 
 !"# !, ! + 1 =  !"# !, ! !!"#!!"# + 1 + ! !, ! + !!"#!(!, !) (Equation 3.21) 
Where t is the discrete time, and i is the CAR-FAC frequency channel, !"# !, !  is the PSC 
at time t, and !!"# is the time constant, i.e., 10 ms, controlling the speed of PSC decay 
exponentially. Additionally, !!"# can to either !!"#$  and !!"#$, corresponding to the EPSC 
and IPSC. ! !, !  is an 8-bit random number ranging from 0 to FF.  !(!, !) represents the 
linear accumulation of the weighted synaptic input from the pre-synaptic events at time t of 
channel i, and here ! !, !  is the lateral inhibition of the DIHC out. !!"# is the synaptic 
gain. The lateral inhibition function is realised by a simple subtraction between the adjacent 
channels. 
The soma is also a stochastic conductance-based model similar to the PSC generator: 
Figure 3.7 The structure of the physical neuron. Adapted from (Wang et al. 2018). 
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!!!" !, ! + 1=  !!"! !, ! !!"#$!!"#$ + 1 + ! !, ! + !!"#!"# ! + 1  (Equation 3.22) 
Where !!"! !, !  is the membrane voltage, and !!"#$ is the time constant controlling the 
leak of !!"! !, ! . !!!" is the post-synaptic gain. The soma has two states: active state, !!"! and refractory state, !!"#. The state is decided by comparing the membrane voltage !!"! !, !  to a pre-set initial voltage, !!"!#. If !!"! !, !  > !!"!#, the soma is in its active 
state, otherwise, the soma is in its refractory state. 
When the soma is in the active state, if the membrane voltage !!"! !, !  reaches a threshold 
Vth, a post-spike !"# (!, !) is generated and !!"! !, !  is reset to !_!"#"$: 
 
!" !!"! !, ! =  !"ℎ:  !"# (!, !) = 1, and !"#  !!"! !, ! = !!"!#   (Equation 3.23) 
Otherwise if the soma is in its refractory state, the PSC will be discarded.  
3.4 Summary 
In this chapter, I have presented the fully digital CAR-FAC model. It includes a cascade of 
coupled form two-pole-two-zero asymmetric resonators, a DIHC model emulating the IHC 
function using the HWR with rational sigmoid function and a nonlinear transducer unit, a 
DOHC model integrating a local instantaneous nonlinearity and a multi-time-scale 
nonlinearity from the DIHC via a AGC-loop, and a Digital Stochastic LIF neuron to 
generate spikes. The modelling forms the basis of design and implement a fully digital 
real-time CAR-FAC system on hardware. 
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4 Digital Cochlear Model: Implementation and Results 
4.1 Introduction 
In Chapter 3, we have described the fully digital CAR-FAC model and the stochastic LIF 
neuron model. In this chapter, we will discuss the hardware design for a fully digital 
binaural CAR-FAC system and the verification of the system on FPGA. The binaural 
structure is inspired by the human auditory system, and to investigate the performance of 
each element of the system, the output is selectable in the CAR, the DIHC and the LIF 
neurons.  
4.2 Design and Implementation 
4.2.1 System Architecture  
We first simulated the CAR-FAC model in Python with floating-point numbers. Next, we 
verified the model using the fixed-point numbers to determine the required word length for 
the hardware implementation. We use 20-bit BM variables, 20-bit DOHC variables, 14-bit 
 
Figure 4.1 The CAR-FAC system architecture. The system includes two CAR-FAC 
modules, two LIF neuron modules, a synchronisation module and a control module.  
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DIHC variables and 14-bit AGC variables to approximate the floating-point CAR-FAC 
performance to achieve a 70 dB input dynamic range. Then the system is designed using 
Verilog HDL with the same word length as the fixed-point computer simulation. There is no 
difference between the hardware measurements shown in the following sections and the 
fixed-point computer simulation results, and insignificant difference with the floating-point 
computer version. 
The architecture is shown in Figure 4.1. The CAR-FAC module in the system implements 
the components described in Chapter 3, including the CAR, the DOHC, the DIHC, the 
AGC, and the stochastic LIF neuron. Additionally, the CAR module can operate 
independently: when the FAC function is turned off, the DOHC and AGC loop function will 
be switched off, and all the CAR coefficients (a0, c0, g, h, and r) remain fixed at their initial 
values. The system then operates as a linear CAR system. 
The control module controls the system data flow, including writing initial coefficients, 
audio input to the CAR-FAC module, and the CAR-FAC module output to the interface 
module. Additionally, the output of the system is selectable: we can choose the BM output, 
the DIHC output or the stochastic LIF neuron output of either one or both of the ears as the 
system output. 
The synchronisation module synchronises data between different clock domains. There exist 
two clock domains: a system clock domain and an interface clock domain. The system clock 
domain includes the control module and the CAR-FAC module. The interface clock domain 
is unique to the synchronisation module.  
One challenge of the implementation is the design of the timing diagram for the system. In 
digital audio, 44.1 kHz is a common sampling frequency, and the CAR-FAC module and 
 
Figure 4.2 System timing diagram: Pipelined CAR-FAC. With the time multiplexing and 
the pipeline techniques, a binaural real-time n-channel CAR-FAC system is built using only 
one CAR-FAC module and one LIF module for each ear. 
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the stochastic LIF module can operate much faster than the audio sample interval 
(22.68 µs). Hence, in this system, for each ear, a single CAR-FAC hardware module and 
LIF module is reused multiple times to realise the multiple-channel CAR-FAC system. 
Additionally, we use the pipeline technique to parallel the CAR module, the DOHC module, 
the DIHC_AGC module, and the stochastic LIF module. The system timing diagram is 
shown in Figure 4.2; within one audio clock cycle, a CAR-FAC module is reused n times. 
When the CAR in the CAR-FAC module is finished for one channel, for example, channel 1 
in Figure 4.2, it will start to calculate for channel 2 instead of waiting for channel l finish all 
the CAR_FAC calculations. Therefore, when channel 1 is running the DIHC_AGC 
calculation, channel 2 is running the CAR calculation; and when channel 1 is running the 
LIF calculation, channel 2 is running the DIHC_AGC accordingly. In this way the system 
operation speed is optimised.  
4.2.2 Synthesis, Floorplanning, Place and Route 
We synthesised the binaural CAR-FAC system with Cadence Genus Synthesis using 28 nm 
ARM technology. From the manufacturing process, we chose the library with smallest 
available standard cells with high threshold to reduce area and leakage power consumption.  
The post place and route core size is 900×500 µm (core utilisation = 75%). The floorplan of 
the system is shown in Figure 4.3. The input data and address bus are placed on the top, and 
 
Figure 4.3 Floorplanning of the system on 28 nm ARM technology. The data flows from 
the top to the bottom. The CAR module (blue) is placed closest to the input bus, the 
DIHC-AGC (red) is placed at the West and the East side, and the DOHC (pink) is placed 
between the CAR and the DIHC. The yellow arrows show the data flow between modules. 
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the output data and address bus are at the bottom. Another challenge of the implementation 
is the floorplan for the system. The West and East side have no signal pins and are left for 
power IOs. The CAR module is placed close to the input bus, as its initial coefficients and 
audio input are written through the input bus to the CAR module. The DOHC module is 
placed between the CAR and the DIHC-AGC module for data flowing between them. The 
CAR, DIHC-AGC and LIF neuron output memories are placed close to the output bus at the 
bottom.  
The system clock is set as 250 MHz, and the synchronisation clock is 100 MHz considering 
the system real-time performance and power consumption. The audio sampling frequency is 
44.1 kHz. The power estimation is 99.04 mW (leakage 0.16 mW) in Cadence Innovus after 
routing using typical transistors of 0.9 V at 25℃ with the foundry provided capacitance 
table, the area and power consumption for each type of module of one CAR-FAC model 
(CAR-FAC Left) is shown in Table 4-1. 
The IC was not manufactured due to the cost in involved and that instead the digital design 
was tested and verified on FPGA. The design for the FPGA implementation is the same as 
the ASIC implementation, following the ASIC design flow in the Cadence design tools. In 
the next section, the system implementation on FPGA and the measurement results will be 
described. 
4.3 Verification on FPGA 
The binaural CAR-FAC system is implemented on the Cyclone V board to investigate its 
performance. Figure 4.4 shows the architecture of the system on FPGA. With using the 
FPGA board, two ways of sound input is provided. One way is through the SSM2603 audio 
codec on the board. It also supports recorded audio file input from the PC host through a 
USB 3.0 interface.  
        Table 4-1 Area and power consumption for each module of one CAR-FAC model 
 Area (!m!) Power (mW) 
CAR 75000 18.08 
DIHC-AGC 60997 16.79 
DOHC 10622 7.41 
LIF Neuron 5423 3.92 
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The CAR-FAC module is controlled by the controller module and its output is sent to the 
DDR through the controller and the synchronisation circuit. The DDR is a 1 GB DDR3 
SDRAM on the board to store the system output. The USB interface communicates between 
the board and the PC, and transmits the system’s initial coefficients (a0, c0, g, h, r, r1, b and 
d_rz), and, if required, the input audio file from the PC to the board.  It also transmits the 
system’s output from the DDR to the PC. 
The system diagram is shown in Figure 4.5. The BM_start signal controls the start of the 
system through the controller and is triggered by the Audio_in_ready signal. If there exists 
an audio input from either the PC or the audio codec, the BM_start signal will be sent to the 
 
Figure 4.4 Architecture of the binaural CAR-FAC FPGA system. The system consists of an 
audio codec, an external memory (Double Data Rate Synchronous Dynamic 
Random-access Memory) and two ears. Each of the ears includes a CAR-FAC module, a 
controller module, and an interface module. The FPGA board is hosted by a PC through the 
USB interface. 
                   
                                       Table 4-2 Device utilisation summary 
 Used Available Utilisation 
ALM 14,623 29,080 50% 
Memory (bits) 1,391,232 4,567,040       30% 
DSPs 129 150 86% 
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CAR through the controller, and the CAR will start to run. The ohc_sel is a selector switch 
for the CAR/CAR-FAC function, and the agc_sel is a switch for the AGC loop function. 
When the ohc_sel is low, the DOHC function is switched off, and the CAR-FAC operates as 
a linear CAR system, and we can choose the CAR, the DIHC and the LIF neuron as the 
output. When both the ohc_sel and the agc_sel are high, the whole CAR-FAC function is 
switched on. When the ohc_sel is high and the agc_sel is low, the AGC loop function is 
switched off, leaving only the instantaneous nonlinearity in the CAR-FAC system.  
The CAR state machine controls the DOHC and DIHC_AGC start in the system. It will 
send a start signal to the DOHC and the DIHC-AGC module separately at a particular time 
to start the DOHC and the DIHC-AGC function if both the ohc_sel and the agc_sel are high. 
The DOHC state machine starts when the CAR module finishes updating the internal 
variables W0/W1. The DIHC-AGC state machine starts when the BM output calculation is 
                                        Table 4-3 System timing information 
 
Input 
sampling rate 
System 
frequency 
Latency of AGC loop 
Fastest Slowest 
CAR-FAC 44.1 kHz 250 MHz 0.18 ms 1.45 ms 
 
Figure 4.5 The binaural CAR-FAC system diagram on FPGA. 
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finished. The output from each channel is moved to the DDR and sent to the PC through the 
USB interface. 
The binaural CAR-FAC system is configurable in filter parameters, stochastic LIF neuron 
parameters, and channel numbers. More channels will result in more overlap among filters 
if the frequency range is kept the same. For machine hearing applications, about 50% 
overlap in items of equivalent rectangular bandwidth (ERB) is considered to provide a 
well-behaved representation of a sound (Lyon 2011). Psychophysical experiments (Glasberg 
and Moore 1990), (Moore 1995) show that each ERB at moderate sound level corresponds 
to about 0.89 mm on the BM.  Therefore, for the total length of the human BM (about 35 
mm), this would correspond to 78 channels with 50% overlap, or 11 channels per octave 
according to the Greenwood function map in (Equation 3.9). Machine hearing models 
typically use 60 to 100 channels in total (Lyon 2011), and in (Saremi et al., 2016), 70 
channels were used for the CAR-FAC model, which demonstrated excellent performance.  
Therefore here in this work, we also use 70 channels as an example to show the system 
performance. However, the channel number can easily be changed, according to different 
tasks. As described in Chapter 3, each channel is connected to nine LIF neurons with three 
different thresholds to mimic the biological innervations of the IHCs, so here the LIF 
neuron number is set as nine. The device utilisation of the binaural 2×70×9 CAR-FAC 
system is shown in Table 4-2, and the system timing information is shown in Table 4-3. The 
system nonlinearity from the DOHC includes an instantaneous nonlinearity from the CAR 
and a multi-time-multi-scale nonlinearity from the DIHC via the AGC-loop, the fastest 
activation of the AGC-loop needs 8 audio cycles, and the slowest activation needs 64 audio 
cycles.   
 
Figure 4.6 Transfer function of the 70-channel CAR-FAC system. The CAR response 
(Upper); The CAR-FAC response to a -40 dB sine tone sweep (Lower). 
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4.4 Measurements 
4.4.1 CAR-FAC Transfer Function 
We have implemented a real-time 2×70×9 binaural digital CAR-FAC system at a 44.1 kHz 
sampling rate on the Cyclone V FPGA board covering an input frequency range up to 
22.05 kHz. The CAR-FAC module measurements shown in this section are from one ear of 
the binaural system, since in digital implementations, characterises of identical hardware 
modules are the same.  
The measured system transfer function in response to a -40 dB FULL SCALE (FS), 1 s sine 
tone sweep from 20 Hz to 22.05 kHz (squared-cosine rise and decay time of 0.1 s to 
minimise the influence of the spectral splatter) is shown in Figure 4.6. Note that we express 
the intensity of input signals in dB FS relative to a maximum amplitude of FFFFF (20-bit 
unsigned number). The upper set of curves shows the linear CAR response of all the 70 
channels when the FAC function is switched off. The lower set shows the CAR-FAC 
response. Both the CAR and the CAR-FAC show an increased gain with the increase of the 
input frequency in lower and moderate frequency range and a reduced gain in the higher 
frequency range. Additionally, the FAC function shows a global gain compression effect on 
the system response.  
Figure 4.7 shows the CAR and the CAR-FAC output in the time domain in response to 0.5, 
 
Figure 4.7 CAR and CAR-FAC output in response to 0.5 (A), 1 (B), 2 (C) and 4 kHz (D) 
tones with an amplitude of -40 dB at the channels of CFs corresponding to the input 
frequencies.   
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1, 2 and 4 kHz tones (squared-cosine rise and decay time of 10 ms) at channels of CFs 
corresponding to the input tones. The CAR amplifies the amplitude of the input tones 
linearly, whereas the CAR-FAC responses exhibit a gradually compressed gain control. 
4.4.2 CAR-FAC Excitation Patterns and Nonlinear Growth 
Excitation patterns show the vibration amplitude across the BM to a single sound. Here, the 
excitation patterns were calculated as the root-mean-square (RMS) signal at the output of all 
the CAR-FAC channels (Ren 2002). The Greenwood function in (Equation 3.9) is used as 
the position-frequency map.  
 
Figure 4.8 Excitation patterns calculated as the RMS output signal of the 70 CAR-FAC 
channels in response to tones at (A) 0.5 kHz, (B) 1 kHz, (C) 2 kHz,  (D) 4 kHz and (E) 
8 kHz with intensities ranging from -65 dB FS to -15 dB FS in steps of 10 dB FS. The 
x-axis shows both the frequency and the position-frequency location. (F) The normalised 
nonlinear response growth of the system to the tones of 0.5, 1, 2, 4 and 8 kHz 
(squared-cosine rise and decay time of 10 ms) with intensities between -65 dB FS 
to -15 dB FS in steps of 10 dB FS. 
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Figure 4.8 (A) to (E) show excitation patterns in response to 100 ms tones at 0.5, 1, 2, 4 and 
8 kHz (squared-cosine rise and decay time of 10ms) with intensities ranging from -65 dB FS 
to -15 dB FS in steps of 10 dB FS. The peak locations of all excitation patterns correspond 
to the input tones through the position-frequency map, demonstrating that the system 
captures the human frequency-position map well.  
Additionally, we calculated the BM input/output (I/O) function to evaluate the nonlinear 
and compression effects of the system. The I/O function is the ratio between the RMS 
output at the CF channel corresponding to the stimulus frequency and the RMS of the 
stimulus. Figure 4.8 (F) shows the I/O function curves of the system to 100 ms pure tones of 
0.5, 1, 2, 4 and 8 kHz (squared-cosine rise and decay time of 10 ms) with intensities 
between -65 dB FS to -15 dB FS in steps of 10 dB FS. The I/O curves were normalised with 
respect to the -65 dB FS I/O point. The output shows a compressed intensity range 
(15 dB FS) comparing to the input (50 dB FS), and the I/O curves were generally more 
compressive at moderate CFs, such as 1, 2, and 4 kHz, than the lower and higher CFs (0.5 
and 8 kHz).  
4.4.3 CAR-FAC Frequency Selectivity and Q Tuning 
The CAR-FAC frequency selectivity was evaluated from the system frequency responses. 
The frequency response was calculated using the FFT from the system impulse responses at 
the channels of CFs corresponding to 0.5, 1, 2, 4 and 8 kHz.  
Furthermore, in the CAR-FAC system, quality factor (Q factor) tuning is achieved by tuning 
of the damping factor (damping in (Equation 3.14)). Here, to investigate the system’s Q 
 
Figure 4.9 The frequency response measured from a chinchilla cochlea for various levels of 
input sound pressure level (SPL) adapted from (Ruggero, 1992). The gain is measured by 
the BM displacement (or velocity) relative to the stapes motion. 
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tuning effects, we used different damping factors and calculated the corresponding Q factors 
associated with the ERB, QERB (de Boer and Nuttall 2000): 
 !!"# = !"!"# (Equation 4.1) 
The ERB was evaluated from the system’s impulse response power spectral density (PSD).  
The relation between dB FS of this system and the dB SPL depends on the damping 
set-point used in the CAR-FAC model, damping in Equation (3.14). Comparing the peak 
gain at moderate frequencies (1, 2, and 4 kHz) with the measured biological cochlea 
frequency response in Figure 4.9, we can see that using a damping factor of 0.4, the -20 dB 
FS input has ∼60 dB peak gain, which fits the 30 dB SPL input intensity curve in Figure 4.9. 
Accordingly, at 0.5 damping, the -20 dB FS corresponds to 60 dB SPL, and at 0.7 damping, 
the -20 dB FS corresponds to 70 dB SPL. This frequency response in SPL is measured from 
chinchilla since we don’t have this data for humans, but it demonstrates the variable 
relationship between dB SPL and dB FS. 
 
Figure 4.10 (A) to (E) the CAR-FAC system response calculated at the CFs corresponding 
to 0.5, 1, 2, 4 and 8 kHz with three damping factors (0.4, 0.5 and 0.7) in (Equation 3.14). 
The x-axis shows both the frequency and the BM location calculated from (Equation 3.9). 
(F) The corresponding QERB at CFs corresponding to 1, 0.5, 2, 4, and 8 kHz estimated from 
the BM impulse response PSD at CFs.    
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Figure 4.10 (A) to (E) shows the system’s frequency responses at output channels of CFs 
corresponding to 0.5, 1, 2, 4, and 8 kHz to -20 dB FS, 40 µs condensation clicks. The 
damping in the system was set as 0.4, 0.5 and 0.7, respectively. The smaller damping 
corresponds to higher gain at all CFs. Figure 4.10 (F) shows the calculated QERB under 
different damping factors. The smaller QERB corresponds to higher damping, and at higher 
damping (0.5 and 0.7), QERB is higher at moderate CFs than lower and higher CFs.   
We also investigated the system’s impulse response characteristics in the time domain and 
the intensity dependence of the QERB factors. Figure 4.11 (A) shows the CAR-FAC impulse 
responses at CFs corresponding to 1 kHz to a condensation click 
with -50 dB FS, -30 dB FS, and -10 dB FS intensity respectively. It shows the CAR-FAC 
filter characteristic that the shape and the amplitude of the impulse responses varied while 
the zero-crossing timing remains the same across the stimulus levels. Figure 4.11 (B) shows 
the calculated QERB factor for clicks with intensities between -60 dB FS to -10 dB FS in 
steps of 10 dB FS at the CF corresponding to 1 kHz. The QERB factor decreases as the 
stimulus intensity increases. The sharpness of the frequency response thus decreases as the 
stimulus intensity increases.  
4.4.4 DIHC Model Output 
To investigate the DIHC characteristics, we measured the DIHC response to tones. In order 
to present stimuli with same amplitude to the DIHC, we made use of the linearity of the 
CAR: we switched off the FAC function, leaving the CAR amplifying the input tones 
 
Figure 4.11 System impulse responses at the 1 kHz CF channel to -50 dB, -30 dB, -10 dB 
clicks. The arrows mark the amplitude of clicks. The red dashed lines mark two consecutive 
impulse response zero-crossings (A). 1 kHz QERB factors derived from impulse responses at 
relative intensities from -60 dB and -10 dB in steps of 10 dB FS (B). 
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linearly. Firstly, we presented 0.5, 1, and 4 kHz tones to the system, and measured the CAR 
output at channels with CFs corresponding to each of those tones. We adjusted each tone’s 
amplitude to make sure the CAR output at the corresponding channel had the same 
amplitude of 1.0. Next, we used the adjusted tones as the input to the system and measured 
the DIHC output in response to those tones with the same CAR output amplitude at the 
corresponding CFs (Gmel et al. 2011).  
Figure 4.12 shows the DIHC output in response to 100 ms tones of 0.5, 1 and 4 kHz 
(squared-cosine rise and decay time of 10 ms). The DIHC detects and amplifies input signal 
onset well. For lower frequencies, e.g., 0.5 kHz, the DIHC output shows little DC offset and 
follows the sinusoidal curve of the input. This small offset between the DIHC and the CAR 
output is from the NLF function of the DIHC model. The DIHC model includes a constant 
to keep the nonlinearity at a fixed value (0.175) at zero response. As the increase of the 
input frequency, e.g., 4 kHz, the DIHC shows high DC offset and reduced gain.   
4.4.5 Stochastic LIF Neuron Output 
As described in Chapter 3, the stochastic LIF neurons in the digital system emulate the 
variability between biological neurons by using a random number generator in the 
modelling. Although we use only one LIF neuron hardware module in the system, the 
spikes from the 2×70×9 output all have different random noise from each other. Figure 
 
Figure 4.12 DIHC output and CAR output in response to 100 ms tones of 0.5 (A), 1 (B) and 
4 kHz (C) at the channels of CFs corresponding to those tones. 
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4.13 shows the nine stochastic LIF neurons responses from all the channels of one ear to 
a -20 dB FS, 1 s sine tone sweep from 20 Hz to 22.05 kHz (squared-cosine rise and decay 
time of 0.1 s to minimise the influence of the spectral splatter). In this example, the lateral 
inhibition output from the DIHC module, LI_DIHC, is modelled by the discrete difference 
between adjacent channels of the DIHC output. The LI_DIHC is a signed 15-bit number, 
and only the positive number (14-bit unsigned number) is used to generate spikes. The 
synaptic gain g!"# and the post-synaptic gain g!"# are 8-bit and set to 00000001, the PSC 
decay and the soma leak parameter, !!"#!!"#!! and !!"#$!!"#$!! are 8-bit and set to 10100000, !!"!# is 
4-bit and set to 0010, and !!! is 10-bit and set to 0001100100 in this example.  
As the CAR-FAC system introduces frequency distortions, such as the CDT and the QDT, 
the frequency distortion is kept in the generated spikes, as shown between 0.5 s and 0.75 s 
in Figure 4.13.  
4.5 Summary 
This chapter presents an ASIC design for the fully digital binaural CAR-FAC system, and 
its verification on FPGA. With 28 nm ARM technology, the post place and route core size 
of the system is 900×500 µm, and the power estimation is 42.8 mW at 250 MHz system 
frequency. The system is verified on FPGA, and we use time-multiplexing and pipeline 
parallelising techniques to implement a binaural 2×70×9 real time CAR-FAC system at 
44.1 kHz on the Cyclone V FPGA board. We measured the system responses to a set of 
stimuli such as pure tones and condensation clicks and analysed the CAR-FAC nonlinear 
growth characteristics, excitation patterns, frequency selectivity and impulse response. We 
investigated the CAR-FAC Q tuning effects thought the damping factor tuning in (Equation 
3.14). Additionally, we measured the DIHC model responses to tones, and the spikes 
generated from the stochastic LIF neuron. In Table 4-4, we compare the system with prior 
silicon cochleae with respect to architecture, channel number, frequency range, input range, 
Q tuning, and power consumption. We use a power analysis tool, PowerPlay, provided by 
 
Figure 4.13 Spike raster recorded from the stochastic LIF neurons. Examples of the 
frequency distortions are shown in red circle.    
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Altera to estimate the power consumption of the system on FPGA, since a direct 
measurement of the power consumption on the FPGA board is not possible for this 
development kit. Table 4-4 reports the estimated FPGA chip power consumption by 
PowerPlay based on its default settings.  
The CAR-FAC system shows a wide input frequency range and dynamic range, and a small 
Q tuning range. The power consumption of the whole FPGA board is high compared to 
other analogue silicon cochleae. However, this fully digital system is stable, scalable, and 
easy to use. Additionally, in (Saremi et al., 2016), the CAR-FAC shows an outstanding 
agreement with the biological data recordings and an improved signal to noise ratio (SNR) 
(Saremi et al., 2016). It is thus able to provide an excellent input hardware stage to more 
complex machine hearing tasks such as sound localisation, sound segregation, speech 
recognition, and so on.  
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5 Deep “Where” Pathway: Introduction and Theory 
5.1 Introduction 
In Chapter 4 we have shown a digital implementation of the binaural CAR-FAC cochlear 
system, demonstrating the possibility of simulating the response of the human ear using fully 
digital circuits. As digital systems are stable, scalable, and easy to use, the digital CAR-FAC 
system thus provides a good hardware basis for investigating and mimicking the human 
auditory pathway in perceiving sound. Here in this work, we extend the CAR-FAC system 
to a deep “where” system to perform binaural sound localisation task. The term “deep” is 
from “deep learning”, which is inspired by signal processing and communication patterns in 
many layers of hierarchy in biological nervous systems. The proposed biologically inspired 
system is novel in machine hearing and shows overwhelming performances on experimental 
data in reverberant environments. In this chapter, the underplaying biological background, 
including the human auditory pathway and neural mechanisms of encoding binaural 
localisation cues are described. Related neural networks and learning systems will also be 
discussed.  
5.2 Binaural Spatial Hearing 
5.2.1 Human Auditory Pathway Overview 
The binaural auditory system is not only essential for human brain mechanism to figure out 
the location or origin of a sound source based on comparing the sound arriving at two ears 
but also helpful in interpreting sound mixtures that include signals from different directions. 
For example, speech is easier to be understood in reverberant environments by listening to a 
binaural recording than just one channel. A simplified diagram of the human auditory 
pathway is shown in Error! Reference source not found.. The sound is firstly 
pre-processed in two cochleae, transformed into neural signals and transmitted via the 
auditory nerve fibres to the cochlear nucleus (CN), after which they come together and 
interact in the olivary complex in the brainstem and form into ascending signals to the 
lateral lemniscus (LL), inferior colliculus (IC), medial geniculate body (MGB) and auditory 
cortex (AC). We will mainly describe the human auditory pathway that is related to the 
localisation mechanism and this work hereafter.  
5.2.2 Binaural Localisation 
In the exploration of the mechanism of the binaural sound localisation in the human 
auditory pathway, Rayleigh (1907) formalised the classical psychophysically defined 
“duplex theory of sound localisation”. According to the theory, two types of binaural cues, 
the interaural time difference (ITD) and the interaural level difference (ILD) are primary 
cues for sound localisation (Rayleigh 1907). He theorised the ITD cues dominate at low 
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frequencies while the ILD cues dominate at high frequencies (in humans, above 2-3 kHz) 
where the wavelength is short, and the head can act as an acoustic shadow. So far many 
psychophysical experiments have been done to support the duplex theory, (Zwislocki and 
Feldman 1956), (Casseday and Neff 1973), (Henning 1974), (Batra, Kuwada, and Stanford 
1989), (Joris 1996), (Yin 2002), (Grothe, Pecka, and McAlpine 2010), (Yin and Kuwada 
2012), and the duplex conception is still a standard idea for how binaural hearing works.  
Corresponding to the duplex theory, there are two parallel pathways in the auditory 
brainstem that are known to encode the ITD and ILD cues. “The neural circuitry underlying 
the encoding of these binaural localisation cues is well understood, and each of the cell 
types in the circuit has been well characterised physiologically. Indeed, this is one of the 
rare cases where the behavioural function of a circuit in the central nervous system is 
believed to be well known” (Yin 2002).  Error! Reference source not found. shows the 
ascending binaural circuits that are involved in the coding of the ITD and ILD in the 
auditory brainstem of higher mammals.  
 
Figure 5.1 Simplified diagram of the auditory pathway. The mutual projections on both 
sides to the lateral lemniscus (LL), inferior colliculus (IC), and medial geniculate body 
(MGB) are omitted in the diagram right, but shown in the schematic diagram lower left. 
Adapted from (Mountain et al., 2003) (Left) and Sinauer Associates, Inc., 2001 (Top right). 
 
 69 
The BM, IHCs and OHCs in the cochlea are tonotopically organised, and the auditory nerve 
is mainly made up of nerve fibres that innervate the IHCs in the cochlea. The connected CN, 
LSO, MSO, LNTB and MNTB maintain this tonotopical organisation. For low-frequency 
sinusoidal tone, the auditory nerve fibres respond in a phase-lock fashion, as the response 
favours a particular phase angle. The phase-locking of low frequencies is kept in the 
tonotopically organised SOC and forms the basis for encoding the timing information by the 
auditory periphery.  
Both of the ITD and ILD interaural localisation circuitries receive signals from the CN by 
way of the bushy cells of the AVCN. The bushy cell is the only one of several cell types in 
the cochlear nucleus that receives direct synaptic input from auditory nerve fibres. 
 
Figure 5.2 Schematic diagram of two parallel ascending binaural pathways from the 
cochlea, through auditory nerve (AN) and CN to the superior olivary complex (SOC). The 
main excitatory pathway is shown in green. A sound from the left side primarily sends 
excitatory signals to the left lateral superior olive (LSO), right medial superior olive 
(MSO) and the right medial nucleus of the trapezoid body (MNTB). The inhibitory 
pathway is shown in red. A sound from the left side sends inhibitory signals to the lateral 
nucleus of the trapezoid body (LNTB) and MNTB (though the LSO) on the left side. The 
cochlea, CN, LSO, LNTB and MNTB are tonotopically organised. The signal from the 
ipsilateral side is shown in bold, and from the contralateral side is in shallow. The 
anteroventral cochlear nuclei (AVCN) and the dorsal cochlear nuclei (DCN) distribution 
are not shown in the figure. Modified from (Kandler, 2009). 
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Experiments have shown that bushy cells exhibit phase-locking with higher precision to low 
frequency tones (<1.3 KHz) and higher synchronisation coefficients than the auditory nerve 
fibres, (Joris et al. 1994) (Johnson 1980), (Smith, Joris, and Yin 1993). The mechanism 
behind the enhanced temporal synchronisation of the bushy cells is believed to be their large 
synapses, called endbulbs of Held. The large endbulb that is from a single fibre synapses 
with a number of presynaptic auditory nerve inputs with similar BFs. If each input is 
subthreshold with a fast, brief EPSP, then the bushy cell act as a coincidence detector that 
requires coincident inputs over a short time window to elicit a postsynaptic spike. These 
results illustrate that the temporal input provided to the SOC is considerably sharper than 
that of auditory nerve fibres. Therefore, models of binaural processing will provide accurate 
temporal information using the physiological properties of busy cells rather than auditory 
nerve fibres.  
Cells in the LSO receive excitation from the small spherical bushy cells (SBCs) of the 
ipsilateral AVCN, and inhibition from the ipsilateral MNTB (Kulesza Randy J. 2015). The 
MNTB cells receive excitatory input from the globular bushy cells (GBCs) of the 
contralateral AVCN. The most distinctive feature of the MNTB cells is the large synaptic 
ending, the calyx of Held. It is the synaptic terminal of the GBC axons and forms a cup-like 
structure around the cell body of the MNTB. The calyx is one of the largest synapses in the 
mammalian brain. A single GBC axon often includes two or three calyces. The most likely 
mechanism for the calyx structure is to relay the inhibitory input to the LSO fast enough so 
that it arrives nearly coincident with the excitatory input.   
The mechanism of the LSO is believed to encode the ILD cues. Cells in the LSO are 
binaurally activated: they are excited by the sound that is greater in level at the ipsilateral 
side and inhibited by the sound that is greater in level at the contralateral side. Furthermore, 
the representation of the cochlear signal in the LSO is biased towards high frequencies, 
which is constant with the role of the LSO in encoding ILDs and the importance of the ILDs 
for sound localisation at high frequencies, (Guinan, Norris, and Guinan 1972).  
Cells in the MSO receive excitation from large SBCs of the AVCN of both sides and 
inhibitory from the ipsilateral lateral nucleus of the LNTB and MNTB, (Jalabi et al. 2013). 
The MSO is known to encode the ITD cues, and the mechanism of the MSO will be 
discussed in the next section. 
Anatomical trace studies have shown that the LSO projects bilaterally to the IC and the 
DNLL (Oliver, Beckius, and Shneiderman 1995), (Kelly et al. 1998), (Yin 2002), and the 
primary projection of the MSO is to the ipsilateral dorsal nucleus of the DNLL and the IC 
with a small contralateral component. Additionally, the DCN cells are thought to provide 
spectral cues through the DNLL to the IC on the contralateral side to help with the vertical 
localisation. (Blumberg, Freeman, and Robinson 2010).  
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Although both ITD and ILD cues are involved in human sound localisation, engineering 
sound localisation systems mainly use the ITD cue since it is relatively strong and easy to 
obtain without any instruments such as a dummy head or an artificial pinna pair. Therefore, 
in the section, only the MSO mechanism that is related to the proposed system is described.  
5.2.3 MSO Neural Mechanisms 
To investigate and mimic the human auditory “where” pathway based on the ITD cues, we 
therefore have to understand the background of the MSO mechanism. In this section, we 
will discuses some current modelling of the MSO mechanism.  
In many mammals, the MSO consists of a sheet of cells in the narrowest dimension, and it is 
tonotopically organised with low frequencies represented dorsally and high frequencies 
ventrally (Guinan et al. 1972). Generally, three types cell have been identified in the MSO: 
principal, multipolar and marginal cells. As the principal cells have bipolar dendrites 
segregating ipsilateral and contralateral excitatory inputs from the VCN, they are likely to 
detect the ITDs. In 1948, Jeffress proposed a delay-line model for encoding ITDs (Jeffress 
1948). According to the model, the ITD of low frequency sounds arriving at two ears is 
represented as a place in an array of nerve cells. The model forecasted the neural 
mechanisms of sound localisation, especially at the time when little was known, and was 
demonstrated anatomically and physiologically to be present in the barn owl (Carr and 
Konishi 1990). In 1990, Yin and Chan found evidence suggestive of a spatial map in the 
MSO of cat (Yin and Chan 1990), as shown in Error! Reference source not found.. The 
MSO cells are tonotopically arranged mostly along the rostral-caudal directions. Axons 
 
Figure 5.3 Three-dimensional schematic diagram of the innervation of the MSO in a cat. A 
single contralateral fibre and an ipsilateral fibre innervate a row of MSO cells. Adapted 
from (Yin 2002). 
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from the SBC cells provide delay lines, while the MSO neurons serve as coincidence 
detectors and send spikes of which the rates are periodical with the ITD cues. In cats, 
responses are restricted to a narrow band of BFs, cells in the rostral end of the MSO tend to 
respond best to stimuli with zero ITDs, and cells in the caudal side respond to ITDs near 
400-600 !s.  
Nevertheless, in mammals and reptiles, the existence of the ITD maps in mammals has been 
controversial, and experiments have concluded that the Jeffress model does not provide 
accurate descriptions of how the ITDs are encoded mammalian auditory brainstem. 
(McAlpine and Grothe 2003), (Grothe et al. 2010) (Ashida and Carr 2011), (Karino et al. 
2011). For example, in the gerbil brain, as shown in Error! Reference source not found., 
cells in MSO change the neural activity (spike rate) in an ITD-dependent manner, but the 
peaks of the ITD rate curves often lie outside the physiologically relevant time range. 
Furthermore, most MSO cells in each hemisphere show similar ITD tuning. This suggests 
that the average spike rate of many MSO cells codes ITDs using the slope rather than the 
peak of the tuning curves.   
Additionally, the MSO receives inhibition from both the LNTB and the MNTB. The MSO 
receives bidirectional excitation and inhibition, and studies on ITD sensitivity with delayed 
stimulation in one ear relative to the other have shown that cells in the MSO display 
long-lasting suppression (Litovsky and Yin 1998). The mechanism is thought to allow 
suppression of echoes for the precedence effect (Yin 1994). The precedence effect is that we 
perceive the location of a sound source based on its onset and ignore the differences that 
follow to 2 to 40 ms (Wallach, Newman, and Rosenzweig 1949).   
 
Figure 5.4 ITD coding strategy for the gerbil. (Left) Schematic diagram of gerbil’s 
brainstem; (Middle) Schematic diagram of a gerbil MSO cell. The principal cells have 
bipolar dendrites segregating ipsilateral and contralateral excitatory inputs from the VCN. 
Inhibitory inputs from LNTB and MNTB are confined to the cell body region; (Right) 
Response curves (spiking rate) of MSO cells tuned at 1 kHz. The tuning curves of MSO 
cells are very similar. Peak positions of the tuning curves can lie out of the physiological 
ITD range (dark area). Adapted from (Ashida and Carr 2011). 
 
 73 
In the human auditory pathway, the ITD and ILD cues are extracted in the MSO and LSO 
and formed into ascending signals to the LL, IC, MGB and AC (Error! Reference source 
not found.), where more complicated mechanisms are operated. Although these 
mechanisms have not been well known yet, efforts have been made to mimic the biological 
neural network in architecture, and algorithms have been developed to process sensory data 
using such architectures with high performance. In the next section, the neural network and 
learning systems will be described.   
5.3 Neural Networks and Learning Systems  
A neural network is a parallel distributed processing system that is inspired by its biological 
network counterpart. Each neural network contains different numbers of processing units 
called neurons. The neurons are interconnected, and the connections (synapses) have 
numeric weights, through which neurons can communicate by sending signals to one other. 
Each neuron receives signals from other neurons, performs computations and sends its 
output signals to other neurons locally, while the neural network as a whole performs 
computations in a highly parallel and distributed manner. The connection weights can be 
updated based on training, making neural networks adaptive to inputs and capable of 
learning.  
5.3.1 Neural Networks and Convolutional Neural Network 
Generally, a neural network comprises an input layer, a hidden layer (or multiple hidden 
layers) and an output layer. Neural networks fall into two categories based on the 
topologies: 
• Feedforward networks: The connections between neurons in feedforward neural 
networks do not form cycles. The information moves in only one direction, forward, 
from the input nodes, through the hidden layer (or multi hidden layers) and to the 
output layer. For example, the ELM is a single hidden layer feedforward neural 
network (Huang, Zhu, and Siew 2006).  
• Recurrent networks: recurrent networks contain feedback connections. There are 
several types of recurrent neural networks proposed in the literature. For example, 
the long short-term memory (LSTM) is one of the recurrent network and it 
outperforms other models in speech recognition (Zen and Sak 2015).  
Varieties of neural networks provide the best solution to many problems in image 
recognition, speech recognition and natural language processing, and with the developments 
in computing power, learning algorithms, and the advent of large amounts of labelled data, 
convolutional neural networks (CNNs) with many layers (deep CNNs) show outstanding 
performance. A CNN is a multi-layer neural network and is originally biologically inspired 
by visual cortex. The origins of CNNs dates back to 1980s to its predecessor, called the 
neocognitron, by Fukushima (Fukushima 1980). Thereafter, a famous CNN called LeNet-5 
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was proposed by LeCun to classify handwritten digits (LeCun et al. 1998). The most 
significant advance of deep CNNs was achieved in the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) in 2012. Krizhevsky et al. used a deep CNN to classify 
approximately 1.2 million images into 1000 classes, with record-breaking results 
(Krizhevsky, Sutskever, and Hinton 2012). Although currently there are many varieties of 
improvement related to these networks, such as the architecture, (Mahdianpari et al. 2018), 
the nonlinear activation functions, (Liew, Khalil-Hani, and Bakhteri 2016), the supervision 
components, (Li et al. 2018), the regularisation mechanisms, (Khan, Hayat, and Porikli 
2017) and the optimisation techniques, (Muralitharan, Sakthivel, and Vishnuvarthan 2018), 
a basic CNN consists of two main operations: convolution and pooling, as shown in Error! 
Reference source not found.:  
• Convolution: For a convolutional layer ! in a CNN, the dimension of its previous 
layer (! − 1)  is !×! . Each element in the (! − 1)!!  layer is !!" , ! ∈ !, and ! ∈!. The dimension of the convolution feature map, or kernel, is !×!. The convolution 
is adopted as follow: 
 
 
!!,! = !( !!!!!!,!!!!!×!!,!!!!!!!!! ) ! = 1,2,… ! − ! + 1 , ! = 1,2… (! − ! + 1) (Equation 5.1) 
where g is a nonlinear activation function and w is the connection weight.  
• Pooling: Followed after convolution, pooling is performed to reduce the 
dimensionality of the features and introduce translational invariance into the CNN 
 
Figure 5.5 Architecture of a CNN. The input size is 24×24, and the network consists of 
three convolutional layers, two 2×2 max-pooling layers and one output layer. The first 
convolutional layer contains four 5×5 feature maps, the second layer includes eight 8×8 
feature maps, and the third layer comprises 20 4×4 feature maps. The third convolutional 
layer is all-to-all connected to the output layer. 
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network. There are different pooling methods, such as average pooling, maximum 
pooling and square root pooling. For instance, a !×! maximum pooling layer (! + 1)  is adopted on the convolution layer ! , each element in the resulting (! + 2)!! layer is !"# !!: !!! , !!: !!! , where ! = !", ! = !". 
Convolutional and pooling layers are usually arranged alternatingly in a network, obtaining 
high-level features on which classification is performed. In addition, several feature maps 
may exist in each convolutional layer and the weights of convolutional nodes in the same 
map are shared. This setting enables the network to learn different features while keeping 
the number of parameters tractable.  
The CNN has three key properties: locality, weight sharing, and pooling. In auditory signal 
processing tasks, those properties can potentially improve auditory signal recognition 
performance (Abdel-Hamid et al. 2014). The local connections through kernels between 
adjacent layers in deep CNN allow more robustness against non-white noise, where some 
bands are cleaner than the others, so that good features can be captured from cleaner parts of 
the spectrum and only a small number of features are affected by the noise. Additionally, a 
weight matrix W sharing within the same feature map avoids over-fitting, as the weight is 
learned from multiple frequency bands instead of just from one single locations. Finally, 
pooling at a local frequency region makes a deep CNN more robust to slight formant shifts 
(frequency shifts). This is because the same feature values computed at different locations 
are pooled together and represented by one value.  
5.3.2 Learning and Learning Algorithms 
One of the key elements of a neural network is the possibility of learning. Learning is the 
capacity of the network to adjust itself to execute a given task or a set of tasks with 
improved performance over time. The numeric connection weights are updated during the 
learning process according to learning rules. There are two different learning paradigms:  
• Unsupervised learning 
• Supervised learning 
In unsupervised learning, only unlabelled data are provided. The neural network learns to 
discover correlations and regularities in data sets and adjusts its response with respect to the 
inputs accordingly. Unsupervised learning is sometimes referred to as self-organisation 
because learning creates a topographic organisation in which nearby locations on the map 
represent inputs with similar properties.  
In supervised learning, the training set consists of input patterns as well as their correct 
solutions (labels). Thus, for each training set that is fed into the network, the output can 
directly be compared with the label and the connection weights can be changed according to 
the difference so that the calculated output can match the corresponding label as much as 
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possible. The supervised learning falls into two board categories according to the training 
data:  
• Batch learning: The connection weights are updated after an entire set of 
datasets-labels, or subsets of it, are supplied to the neural network. 
• Online learning: The connection weights are updated after the arrival of every new 
data point in a scaled fashion; it can be used in the case of a process adaptation 
occurring in time. 
Here two supervised learning algorithms, backpropagation and the extreme learning 
machine (ELM), are described since they are used in the proposed system.  
Backpropagation 
The term backpropagation is short for “backward propagation of errors”, which is a 
common algorithm for training a neural network (LeCun, Bengio, and Hinton 2015). It is 
used in conjunction with an optimisation method such as gradient descent. This algorithm 
calculates the gradient of a cost function with respect to all the weights in the network, 
where the cost function is a function of the error between the target output and the actual 
output. The gradient is then fed to the optimisation method that in turns uses it to update the 
weights, in an attempt to minimise the cost function.  
The backpropagation algorithm can be divided into two phases: 
• Phase 1: Propagation. 
For a feedforward neural network, each neuron j in (v+1)th layer, its output !! to the 
pth  training patterns is defined as: 
 !! = !! !"#!"! = !!( !!"!!!!! !!"! ) (Equation 5.2) 
Where !"#!"! =  !!"!!!!! !!!! . !!  is the activation function of the !!!  unit in the 
(v+1)th layer.  !!"!  is the activation function of the !!! unit in the vth layer.  !!"!  is the 
weight of the connection from the ith  unit in the vth layer to the jth neuron in the 
(v+1)th layer, and v = (1,2,…u-1), u is the output layer. N is the number of 
connections to the jth neuron. 
The cost function J is selected to be the squared error function for example, which is 
summed over all training patterns (M). All output units (Nout) is collectively defined 
as: 
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 ! =  !! = 12!!!! ( !!" − !!"! )!
!!"#
!!!
!
!!!  (Equation 5.3) 
The factor !! is included to cancel the exponent when differentiating. !!"is the target 
output from the jth output neuron corresponding to the pth input data, !!"!  is the actual 
output from the jth output neuron corresponding to the pth  input data. 
The gradient of J with respect to the weight !!"!  in layer v is !!!!!!"!. It is extended as 
follows using the chain rule: 
 !!!!!!"! = !!!!!!"! !!!"!!!"#!"! !!"#!"!!!!"!  (Equation 5.4) 
In the last term of (Equation 5.4), only one term in the sum !"#!"! depends on !!"! , 
so that: 
 !!"#!"!!!!"! = !( !!"!!!"! )!!!!!!!"! = !!"!  (Equation 5.5) 
Here, we define !!!!!"#!"! = !!!!!!"! !!!"!!!"#!"! as  !!"! : 
  !!"! = !!!!!"#!"! = !!!!!!"! !!!"!!!"#!"! = !!!!!!"! !!(!"#!"! ) (Equation 5.6) 
           Where, !!!(!"#!"! ) is the derivative of !! !"#!"! . 
If unit j is an output unit of the network:  
 !!!!!!"! = (!!" − !!"! ) (Equation 5.7) 
            Then:  
  !!"! = (!!" − !!"! )!!!(!"#!"! ) (Equation 5.8) 
If unit j is in an arbitrary inner layer v, then its v+1 layer have M nodes. Considering !! as a function of the inputs of all neurons receiving the input from neuron j: 
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 !!!!!!"! =  !!!!!"#!"!!!!!!! !!"#!"!!!!!!"! =  !!"!!!!!!! !!"! (Equation 5.9) 
Then: 
  !!"! = !!!(!"#!"! )  !!"!!!!!!! !!"! (Equation 5.10) 
• Phase 2: Weights update. 
To update the weights wij  using gradient descent, a learning rate, α must be chosen.  
The change in weight is equal to the product of the learning rate and the gradient, 
multiplied by -1: 
 Δ!!" =  −! !!!!!!" = −!!!"!!" (Equation 5.11) 
For a single hidden layer feedforward neural network, this expression becomes the delta 
rule: Δ!!" = −! (!!" − !!"! )!!!(!"#!"! )!!" , where !!"  is the !!!  input of the pth training 
patterns. 
The backpropagation algorithm is most frequently used in DNNs for image and speech 
recognition and has shown the state-of-the-art performance. The modern implementations 
taking advantage of specialised GPUs tend to further improve its performance.  
Extreme Learning Machine (ELM) 
The ELM is an algorithm that is used for single-hidden layer feedforward neural networks 
(SLFNs), in which the input weights and the hidden layer biases are randomly chosen. Such 
hidden nodes can thus be called random hidden nodes. The output nodes in the ELM are 
linear. The output weights between the large hidden layer and output neurons are 
determined by calculating the product of the pseudoinverse of the hidden layer activations 
with the target outputs.  
For M arbitrary distinct samples {(xj, tj)} j=1,2…N, where xj = [xj1, xj2…xjm]∈ ℝ! and tj = [tj1, 
tj2…tjk]∈ ℝ!. Standard SLFNs with L hidden nodes and the activation function a(.) are 
mathematically modelled as: 
 !!!! !!!!!! = !!! !!!! + !!!!!!  =  !! ,  (Equation 5.12) 
Where j= 1,2,…N, wi = [wi1, wi2 … wim]T is the weight vector connecting the ith hidden node 
and the input nodes. !! = [!!!,!!!… !!" ]T is the weight vector connecting the ith hidden 
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node and output nodes.  !! is the bias of the ith hidden node.  
The above SLFNs with L hidden nodes and the activation function a(.) can approximate 
these M samples with zero error,  !! − !! = 0,!!!!   which means there exists !! , wi and !!such that 
 !!!(!!!! + !!)!!!!  =  !! ,  j= 1,2,…N. (Equation 5.13) 
The above M equations can be written compactly as: 
 H ! = T, (Equation 5.14) 
where  
 H(w1, w2… wL, b1, b2… bL, x1, x2… xM) = !(!!!! + !!) ⋯ !(!!!! + !!)⋮ … ⋮!(!!!! + !!) ⋯ !(!!!! + !!) !×! (Equation 5.15) 
 
 ! =  ! !!… ! !! !×!, T = 
 ! !!… ! !! !×! (Equation 5.16) 
H is the hidden layer output matrix of the SLFN. If the activation function a(.) is infinitely 
differentiable, the least squares solution ! for the matrix in H ! = T is: 
 ! = !! T, (Equation 5.17) 
where H+ is the Moore-Penrose generalised pseudoinverse of the matrix H.   
The solution of the hidden layer weights by means of a matrix pseudoinverse operation is a 
significant contributor to the utility of the ELM. The conventional calculation of the 
pseudoinverse is based on the singular value decomposition (SVD). For example if a matrix !!×! = !Σ!∗, the pseudoinverse of the matrix M equals to !Σ!!∗. Where U* is the 
conjugate transpose of !!×!, !! is the pseudoinverse of the !×! diagonal matrix Σ, and !∗ is the conjugate transpose of !!×!. In many cases, the ELM tends to require more hidden 
neurons than convectional tuning-based algorithms, and for large data sets, the scale of the 
matrix M will become very large (Zhu et al. 2005) and the pseudoinverse calculation will 
take a long time, and is impractical for real-time online computation. Additionally, it is hard 
to implement such a large pseudoinverse in hardware. In order to improve the pseudoinverse 
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calculation, an Online Pseudoinverse Update Method (OPIUM) was proposed in (van 
Schaik and Tapson 2013). 
OPIUM 
In the ELM as illustrated in (Equation 5.17), in order to obtain the output weights !, the 
pseudoinverse matrix H+ of H, is calculated. Every row in !!×! is the hidden layer outputs 
corresponding to a training data xj, and every row in T corresponds to a label data tj. 
If !!×! is defined as the transpose matrix of !!×!, and Y is the transpose matrix of T. 
H !=T will be written as:  
 !!×!! !!×! = ! (Equation 5.18) 
Every column of A is the hidden layer outputs corresponding to a training data xj: 
 ! = !(!!!! + !!) ⋯ !(!!!! + !!)⋮ … ⋮!(!!!! + !!) ⋯ !(!!!! + !!) !×! (Equation 5.19) !!×!!  can be obtained by calculating the pseudoinverse matrix A+ of A:  
 !!×! = !!! (Equation 5.20) 
When an input data vector comes at time t, a column of the hidden layer output at in A will 
be added and correspondingly, the actual output yt will be added to Y: 
 !! = !!!!,!!  (Equation 5.21) 
 !! = !!!!,!!  (Equation 5.22) 
Now Wt can be calculated by given Wt-1: 
 !! = !!!!!,    !!!! =  !!!!!!!!!  (Equation 5.23) 
According to Greville’s theorem, the pseudoinverse A+ is given by: 
 !!! = !!!!!! !!!!! !− !!!!!!∗  (Equation 5.24) 
If  !! = !− !!!!!!!!! !! = 0: 
 !! =  !!(!!!!! )!!!!!1 +  !!∗(!!!!! )∗!!!!! !! (Equation 5.25) 
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Here * denotes the conjugate transpose matrix.  
The condition !! = !− !!!!!!!!! !! = 0 implies that in the column space of !!!!, i.e., !! 
is a linear combination of the previous hidden layer activation vectors !!!!. When the 
number of columns in !!!! is larger than the dimension of !!, i.e., t > M, then the vectors !! are most likely linearly dependent and the condition !! = !− !!!!!!!!! !! = 0 will 
hold. This will typically be the case in the online regression defined in (Equation 5.18) (van 
Schaik and Tapson 2013).  
To simplify the expression of !!, a symmetric square matrix !!!! is defined as: 
 !!!! = (!!!!! )∗!!!!! = (!!!!!!!!∗ )! (Equation 5.26) !! is rewritten as: 
 !! =  !!!!!!1 +  !!∗!!!!!! (Equation 5.27) !! is updated as: 
 !! = (!!!!∗)! = (!!!!!!!!∗ +  !!!!∗)! (Equation 5.28) 
According to the matrix inversion lemma: (! + !"!∗)!! = !!! − !!!!!∗!!!!!!!!∗!!!!, where !!! 
and !!! exist and B is a matrix such that !"!∗ has the same dimensionality as D. Here, we 
define ! = !!!!!!, B = !!, and C = I, an update rule for !! can be obtained from (Equation 
5.28) : 
 !! = !!!! − !!!!!!!!∗!!!!∗1 + !!∗!!!!!!  = !!!! −  !!!!!!!!∗ (Equation 5.29) 
The weights are updated as follows: 
 !! = !!!!! = !!!!!! !!!!! !− !!!!!!∗  =!!!! + (!! −!!!!!!)!! (Equation 5.30) 
Initially, when t < M, !! = 1 − !!!!!!!!! !! ≠ 0, !! is redefined as: 
 !! =  !!!!!!!!∗!!!!∗ !!!!!! (Equation 5.31) 
Where !!!! = !− !!!!!!!!! , 
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 !! = !!!! −!!!!!!!!  (Equation 5.32) 
 
 !! = !!!!!!!!∗ ! =  !!!! − !!!!!!!!∗ + ! + !!∗!!!!!! !!!!∗ − !!!!∗!!!!∗  (Equation 5.33) 
Experimental results based on a few artificial and real benchmark function approximation 
tasks and classification problems, including very large complex applications, show that the 
algorithm can produce good generalisation performance in most cases and can learn 
thousands of times faster than conventional popular learning algorithms for feedforward 
neural networks (Huang et al. 2006). In 2015, McDonnell et al. proposed six ways to 
improve the performance of the ELM (McDonnell et al. 2015), one of which is inspired by 
CNN. It restricts the weights for each hidden layer neuron to be non-zero only for a small 
random rectangular patch of the input field; it is called Receptive Field ELM (RF-ELM). 
Furthermore, they combined two ELMs into a two-layer ELM, and this system gives the 
best overall performance on the NORB image database of all their proposed methods 
(McDonnell et al. 2015); Huang also proposed a local receptive fields based extreme 
learning machine (ELM-LRF) (Huang et al. 2015), in which the output of a CNN including 
one convolutional layer and one pooling layer is used as the input layer of an SLFN. The 
performance of this algorithm on the NORB image database showed around 3% 
improvement compared to conventional CNNs according to his experiments. In this thesis 
the ELM is used as comparisons with the CNN in the proposed “where” pathway model.  
 
5.4 Summary 
Two parallel pathways in the auditory brainstem are known to encode the ITD and ILD 
cues. The ITD cue is mostly used in the sound localisation systems since it is relatively 
strong and easy to obtain without any instruments such as a dummy head or artificial pinna 
pair. The ITD cues are believed to be encoded in the MSO, in which cells receive excitation 
from large SBCs of the AVCN of both sides and inhibitory from the LNTB and MNTB. The 
encoding mechanism in the MSO is thought to be a coincidence detector. Although the 
Jeffress delay line model of the MSO has been applied in many of the systems, the MSO 
mechanism is still under investigation. Additionally, experiments have shown that SBCs 
exhibit an enhanced temporal synchronisation. Models of binaural processing will thus 
provide accurate temporal information using the physiological properties of busy cells 
rather than auditory nerve fibres.  
The neuron network is a parallel distributed processing system that is inspired by the 
biological neural network. In recent years, deep CNNs running on GPU platforms represent 
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the current state-of-the-art, and the backpropagation algorithm is considered to be an 
efficient algorithm that has been widely used in various networks.  
In the thesis, we propose a deep “where” system of binaural sound localisation using the 
ITD cues and the deep CNN together with the CAR-FAC system. The details of the system 
will be described in the next chapter.  
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6 Deep “Where” Pathway: Implementation and Results 
6.1 Introduction 
To try to achieve the robustness of the human auditory system in localising a sound source, 
biologically inspired hearing systems have been proposed and developed. In this chapter, we 
first summarise the implementations of current biologically inspired sound localisation 
systems and describe the proposed deep “where” system. We then investigate the system 
performance and compare the system with current biologically inspired sound localisation 
systems. The human sound localisation performance reported in (Middlebrooks and Green 
1991) is also included as a baseline.  This work has been presented in the IEEE International 
Symposium on Circuit & Systems (ISCAS) 2018.  
6.2 Biologically Inspired Sound Localisation Systems 
The first biologically inspired sound localisation system was implemented by (Lazzaro and 
Carver 1989). They built the Jeffress model with two cochleae on a chip. The system creates 
delay lines from two cochleae channels with a maximum delay value of the maximum ITD 
expected and a minimum delay value that equals to the system resolution. The hardware 
implementation of the delay lines makes the system rather large. After this, (Bhadkamkar 
and Fowler 1993) implemented a two-chip system: One chip for two cochleae and one chip 
for a delay line model. However, the system did not show any reliable performance. An 
alternative implementation of the delay line is to use the inherent characteristic of cascade 
cochlear form. In a cascade cochlear model, each stage of the filter adds a certain delay so 
that the cascade form acts as a delay line. The cross-correlation between the two cochleae 
thus includes information of ITDs. Such a system was implemented by (Mead, Arreguit, 
and Lazzaro 1991). However, the delays are proportional to the inverse of the CFs of the 
cochlear channels and are therefore scale exponentially, the work didn’t show the estimation 
of the ITD directly from the silicon cochleae.  
In 2001, (Ponca and Schauer 2001) proposed to build a spike-based sound localisation 
system on FPGA. They use a LIF neuron model to generate spikes from a cochlear IHC 
output, and a delay line model to extract ITD cues from the spike streams. A 
Winner-take-all (WTA) network is then used to select the dominant sound source direction. 
However, The system was not finished. 
In 2004, (Grech, Micallef, and Vladimirova 2004)  built a three-chip system with four 
microphones to detect the 3-D location of a sound source. In the system, the first chip is for 
two cochleae and IED/IID extraction, the second chip is for onset detection, and the third 
chip is for ITD extraction. This complicated system showed an RMS error of 5° in azimuth 
and elevation. van Schaik and Shamma implemented a neuromorphic sound localiser (van 
Schaik and Shamma 2004). In the system, a delay between the positive zero-crossing of both 
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ears are detected, and a pulse is generated with the width equal to the delay value.  The 
voltage cross a capacitor proportional to the average pulse width is obtained by integrating 
over a fixed number of pulses. Once a fixed number of pulses is counted, the capacitor is 
read and reset.  This analogue system showed a few degrees of RMS.  
In 2008, (Iwasa et al. 2007), (Kugler et al. 2008) used a competitive learning network with a 
pulsed neuron model (CONP) to learn the direction of a sound source, but the system did 
not show any reliable performance.  
In 2010, Chan et al. proposed a robotic sound localisation system using a WTA network to 
estimate the direction of a sound source through the ITD cue from a cochlea pair with 
address event representation (AER) interface (Chan, Jin, and van Schaik 2010). The system 
showed a few degrees of RMS with pure tones.  
Recently, with the explosive development of neural network and machine learning 
algorithms, using DNNs for sound localisation has been proposed. For example, Ma et al. 
used the cross-correlation function (CCF) and the ILD from each channel of an auditory 
filter bank to train a separate DNN (Ma, Brown, and May 2015), (Ma, May, and Brown 
2017). This approach is highly computational demanded since it includes multiple DNNs.  
Inspired by those systems, we proposed to use an ELM to learn the direction of a sound 
source directly from the 2-D correlogram generated from the CAR-FAC pair in 2018. Here 
in the thesis, we modified this work and propose a deep “where” pathway system. This 
biologically inspired system shows excellent performance on experimental data in 
reverberant environments. In the next sections, the implementation and evaluation of this 
system will be described.    
6.3 Design and Implementation 
In the proposed deep “where” system, the binaural CAR-FAC cochlear system is used to 
pre-process binaural signals. A lateral inhibition function is exploited to mimic the effects 
of cochlear nucleus, and the MSO function is modelled by instantaneously comparing each 
channel of the left CAR-FAC with each channel of the right CAR-FAC in parallel. The 
generated a 2-D instantaneous correlation matrix (correlogram) encodes both binaural cues 
and spectral information in a unified framework. A sound onset detector is used to generate 
the correlogram only during the sound onsets to remove interference from echoes, and the 
onset correlogram is analysed using a deep CNN for regression. In this system, the binaural 
CAR-FAC and the onset correlogram are implemented on FPGA, and the onset detection 
and the deep CNN are simulated on a PC, as shown in Figure 6.1. 
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6.3.1 CAR-FAC Cochlear System 
As described in Chapter 4, the CAR-FAC model closely mimics the physiological elements 
that consist of the human cochlea. The CAR part models the BM function using 
two-pole-two-zero resonators. The FAC part includes a DOHC model, a DIHC model, and a 
spatial-temporal filter-loop. Here in the proposed sound localisation system, we use a 
70-channel binaural CAR-FAC system at 44.1 kHz sampling frequency that has been 
implemented on FPGA to evaluate the system performance. 
 
Figure 6.1 Architecture of the binaural sound localisation system. (A) The CAR-FAC 
model, H1 to HN are the transfer functions of the CAR part, the CFs of the resonators 
decrease from H1 to HN. The DOHC, the DIHC and the AGC comprise the FAC part. The 
DIHC output is connected to the lateral inhibition function. (B) The lateral inhibition unit; 
(C) The instantaneous correlogram, the circle marked with a cross is an instantaneous 
correlation unit, and the output from all the units forms a 2-D correlogram. (D) The onset 
detection function; (E) The onset correlogram; a short period after the onset detection, !! to !!, includes n instantaneous correlograms. The n instantaneous correlograms are averaged 
to form the onset correlogram. (F) The deep CNN; the onset correlogram is used to train the 
deep CNN to learn the azimuthal angle of the sound source. The details of the CNN will be 
described later in this chapter. 
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6.3.2 Mimicking Bushy Cells Effects of Cochlear Nucleus  
As illustrated in Chapter 5, biological experiments show that bushy cells exhibit 
phase-locking with higher precision to low frequency range than the auditory nerve fibres. 
The temporal signal provided to the SOC is thus considerably sharper than that of auditory 
nerve fibres (Joris et al. 1994). Therefore, models of binaural processing will provide 
accurate temporal information using the physiological properties of busy cells rather than 
auditory nerve fibres. To mimic the bushy cell effects, the DIHC model output from the 
CAR-FAC model is connected to a lateral inhibition function, as shown in Figure 6.1 (B). 
The lateral inhibition is modelled by the discrete difference between adjacent channels of 
the DIHC output:  
 ! !, ! = !"#$ !, ! − !"#$ ! + 1, !  (Equation 6.1) 
where i is the cochlear channel number, t is the discrete time, and ! !, !  is the lateral 
inhibition output. Figure 6.2 shows an example of the lateral inhibition effects. The lateral 
inhibition response to a 500 Hz sine wave is sharper than the DIHC response temporally, 
becoming more synchronised within the channel than the DIHC response.  
6.3.3 Modelling MSO Coding Mechanism: Instantaneous Correlation 
As discussed in Chapter 5, the MSO mechanism is believed to be a coincidence detector. 
Following the work from (Mead et al. 1991), the MSO is modelled here by computing 
binary correlations of the instantaneous activity of the two lateral inhibition outputs from 
the CAR-FAC system on each channel: 
 
Figure 6.2 The CAR-FAC IHC (blue) and the lateral inhibition (positive part only) (red) 
response to a 500 Hz sine wave at channel 53 (CF corresponds to 500 Hz). 
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 !"##!,! !, !, ! =         1,             !"  !! !, ! ×!! !, ! > 0  −1,             !"  !! !, ! ×!! !, ! < 0     0,             !"  !! !, ! ×!! !, ! = 0 (Equation 6.2) 
where !"#!!,!(!, !, !) is the instantaneous correlation from channel i of the left cochlea !! !, !  and channel j of the right cochlea !! !, !  at time t. The binary instantaneous 
correlation describes the correlation between two channel signals, and more importantly, it 
is easy to implement on hardware by simply binarising !! and !! and comparing the two 
 
Figure 6.3 Correlogram on FPGA. In cycle T1, two n channel outputs at cycle T1 from 
CAR-FAC1 and CAR-FAC2 are stored in two RAM1-RAM2 Ping-Pong buffers. In cycle 
T2, eight parallel comparators calculate the instantaneous correlogram of RAM1_l and 
RAM1_r. At the same time, the two n-channel outputs at cycle T2 are stored in RAM2_l 
and RAM2_r. The calculated instantaneous correlograms are stored and accumulated in a 
memory during the signal onset period. After the signal onset, it takes eight cycles to 
readout the memory data to PC. 
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binarised values. Therefore in this system, we choose to use the binarised values from the 
cochlea rather than the spike streams. Correlations of the same polarity of the two inputs 
produce a positive correlation signal, and correlations of the opposite polarity of the two 
inputs produce a negative anti-correlation signal. At time t, correlations of all the channels 
of the two CAR-FAC models comprise a 2-D instantaneous correlogram. It is implemented 
on FPGA using a Ping-Pong buffer, as shown in Figure 6.3. The binarised !! and !! of all 
the two cochlear channels obtained in the current audio clock cycle can not generate an 
instantaneous correlogram in real-time within the current cycle. Two buffers, RAM1_l and 
RAM1_r, are thus needed to store !!  and !! . In the next audio cycle, we reuse eight 
comparators to calculate the instantaneous correlations of RAM1_l and RAM1_r. At the 
same time, ! ! and !! generated at this cycle are stored in the other two buffers, RAM2_l 
and RAM2_r, for the correlation calculation in the following cycle. The generated 
instantaneous correlogram is stored in a memory and accumulated at each audio cycle 
during the signal onset period and readout after the signal onset.  
6.3.4 Onset Detection 
In machine hearing systems, signals inevitably overlap echoes after the signal onset in 
reverberant environments, which greatly affects the sound localisation system performance. 
As described in Chapter 5, in the human auditory system, the location of a sound source is 
perceived based on its onset, and the differences that follow to 2 to 40 ms is ignored. 
Inspired by such binaural psychoacoustical effect (precedence effects) of the human 
auditory system to remove interference from echoes, we propose a sound onset detection 
approach that detects the onset of the sound source to generate the correlogram during the 
signal onset to decrease the influence of echoes. The onset detection approach is given by: 
 ∆! ! = log10 ! ! !!!!!!"#$!!!  ! ! !!!!!!!!!"#$  (Equation 6.3) 
where !(!)! is the energy of the sound signal at time n, and !"#$ is a time window. Here a 
threshold ∆!"ℎ is set, and ∆! !  is compared with ∆!"ℎ. If ∆!(!) ≥ ∆!"ℎ at time t, the 
onset time t is detected.  
6.3.5 Onset Correlogram  
When an onset is detected, the onset correlogram is generated by: 
 !"##!"#$% = 1∆!×!!  × !"##(!)!!!"#$%!∆!!!!"#$%  (Equation 6.4) 
where  !!  is the sampling frequency and is set to 44.1 kHz.  !"#$% is the detected onset 
time, ∆! is a short period after the signal onset, !"##(!) is the instantaneous correlation at 
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time t, and !"#!!"#$% is the averaged instantaneous correlograms during ∆!. In the proposed 
system, the onset correlogram is transformed to have zero mean:  
 !"##!"#(!, !) 
= !"##!"#$% !, ! − 170!  × !"##!"!"#(!, !)!!!"!!!!!!"!!!  (Equation 6.5) 
where the zero-mean distributed !"##!"# is transformed from !"##!"#$% by subtracting its 
mean.  
6.3.6 Deep CNN  
We propose to use a deep CNN to learn the direction of the sound source from the onset 
correlogram. As shown in Figure 6.1 (F), the deep CNN is consist of two convolutional 
layers, two pooling layers, one all-to-all connection layer and one output layer to give the 
learned azimuthal angle of the sound source. The deep CNN is built using Theano 1.0. For 
this regression task, the convolutional layer activation function is defined as the rectify 
function, and the initial weights are set to have the HeUniform distribution (He et al. 2015). 
The 2×2 max-pooling is used in the two pooling layers. In the all-to-all connection layer, 
the tanh function is set as the activate function and the initial weights are set as the 
HeUniform. The output layer has one neuron and the activate function is set as linear. In 
training phase, the loss function is defined as the squared-error loss function, and the 
RMSprop is set as the update rule. The configurations of the deep CNN are set empirically 
by testing different settings that are reported to be suitable for a regression task (Theano 
Development Team 2016) and referring similar regression tasks built with Theano (Zhou et 
al. 2016).  
 
Figure 6.4 Experiment setup in a reverberant environment (an office).   
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6.4 Experiment and Evaluation 
6.4.1 Experiment Setup 
The proposed system is evaluated using experimental data from a reverberant environment 
(an office) Figure 6.4. In the experiment, the azimuthal angle ranging from -90 ° to 90 ° is 
divided into 13 locations with a 15 ° step. Two microphones are spaced 0.4 m apart from 
each other on the floor, and the speaker is placed 0.96 m away from the centre of the two 
microphones on the floor of the office. The 0.4 m setting simulates a scenario that such a 
sound localisation system is equipped on a chair in a meeting room, and the width of an 
office chair is approximately 0.4 m.  We use spoken digits from the Austalk database as the 
sound source. We prepared ten isolated spoken digits (zero to nine) from five speakers, and 
the spoken digits were played at all the 13 locations. A PC connecting to the two 
microphones recorded the speech to create the binaural signal database. Additionally, we 
augmented the database by adding different band-limited noises with different SNRs 
(between 20 dBFS and 30 dBFS), inverting the signals upside down, and stretching the 
signals in the time domain. More details about audio data augmentation can be found in (Ko 
et al. 2015). Through data augmentation, the database is increased to 11704 samples, where 
each sample contains an isolated spoken digit from a specific location.  
6.4.2  Onset Detection and Onset Correlogram 
Figure 6.5 shows the onset detection in the system. The logarithmic speech energy change 
threshold ∆! (!), and the time window step are highly signal and environment dependent. 
 
Figure 6.5 Onset detection; the log energy change ∆E of the speech ‘six’ (blue wave) is 
shown in red and green lines, the circles mark the detected onset time for each of the 
binaural signal. The first onset time t is selected to be the onset time.     
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For the experimental dataset collected in this work, we found that the threshold ∆!!ℎ 0.95 
and the step 125 ms in (Equation 6.3) are appropriate for most of the data and thus tend to 
provide better performance for the system. For binaural signals, a separated onset time is 
detected for each cochlea, and the earliest of the two is used as the onset time. The onset 
correlogram then is generated 40 ms after the onset according to the human auditory 
precedence effects (Equation 6.4), i.e., ∆! =  40 ms. Figure 6.6 shows four sets of 
correlograms generated with different CAR-FAC filter CF ranges and damping factors 
(Equation 6.1). If there is no ITD between the left and right signal, the azimuthal angle is 0°, 
and there is a strong stripe of correlation along the diagonal with symmetric off-diagonal 
correlation and anti-correlation bands. When there is an ITD between the signals, the 
correlation stripes are bent towards the cochlea where the signal is delayed, and the 
off-diagonal bands show an asymmetric structure. At higher frequencies, the correlogram 
asymmetry is more noticeable. As the pattern of the correlograms encoding the ITD 
information is formed mainly depending on the IPD of the two cochlear frequency channels. 
 
Figure 6.6 Onset correlogram generated from speech “eight”. (A) CAR-FAC filter CF 
frequency range is from 45 Hz to 8 kHz, and the damping factor is set as 0.4; (B) 
CAR-FAC filter CF frequency range is from 500 Hz to 8 kHz, and the damping factor is 
set as 0.4; (C) CAR-FAC filter CF frequency range is from 45 Hz to 8 kHz, and the 
damping factor is set as 0.6; (D) CAR-FAC filter CF frequency range is from 500 Hz to 
8 kHz, and the damping factor is set as 0.6. Five azimuthal angles (-90°, -45°, 0°, 75°, 
and 90°) are shown here, and each column has the same angle. 
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At low frequencies channels, the IPD is small, and the correlation and anti-correlation 
generated from (Equation 6.2) form ambiguous off-diagonal stripes. As shown in Figure 6.6 
(A) and (C), in the low frequency area (the bottom and right of the correlogram), the 
off-diagonal stripes are blurry, leaving only strong diagonal patterns. At higher frequencies 
channels, the increased phase difference introduces noticeable correlation and 
anti-correlations, which form strong off-diagonal stripes, as shown in Figure 6.6 (B) and 
(D). As illustrated in Chapter 3, the smaller damping factor introduces sharper frequency 
selectivity and high sensitivity of the CAR-FAC system response. The sharper frequency 
response with higher gain of each CAR-FAC filter makes the pattern of the correlogram 
more noticeable in the diagonal area than the rest of the area. Furthermore, the diagonal area 
shows fine correlations and anti-correlations pattern, as shown in Figure 6.6 (B).  
6.4.3 Results and Comparisons   
The generated 2-D 70×70 correlogram is transformed to have zero mean and fed into a deep 
CNN for the regression analysis. The database is divided into a training, validation and 
testing set. We use the samples from four speakers as the training data (9324) and the 
samples from the fifth speaker as the validation (840) and testing data (1540). The 
validation data from the fifth speaker is to detect the training process using some data that is 
   
Figure 6.7 Correlogram used as the input of the deep CNN. 14 channels on each side of 
the diagonal of the correlogram are selected, and the top left and bottom right of the 
correlogram are abandoned to form a rectangle input to the deep CNN. (A) Diagonal 
correlogram of speech “eight” and (B) “zero” at location -90°, -45°, 0°, 45°, and 90°. 
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not present in the training dataset to avoid overfitting, and we also set the dropout as 0.5 in 
the CNN to avoid potential overfitting. 
Firstly, we use the correlogram generated from the binaural CAR-FAC with 0.6 damping 
and the filter CF ranging from 45 Hz to 8 kHz. We limit the upper frequency to 8 kHz, 
because the sampling frequency of the Austalk dataset is 16 kHz, and therefore there is no 
 
Figure 6.8 Comparisons of the linear regression (top), ELM regression (middle) and deep 
CNN regression (bottom) on the experimental data. 
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information above 8 kHz in the input sound according to the Shannon sampling theory. 
Different settings of the lower limit of the filter CF and damping factors will be investigated 
and compared later in this section. With this filter CF and damping settings, as the IPD is 
too small in lower frequency channels, and the off-diagonal area of lower frequency 
channels did not show any clear patterns. We thus select the strong diagonal patterns area as 
the input to the deep CNN, as shown in Figure 6.7. We found that using 14 channels on 
each side of the diagonal to generate a 42×28 diagonal correlogram as the input to the deep 
CNN shows the best performance in the experiment.  
For the deep CNN, as shown in Figure 6.1 (F), in the first convolutional layer, the filter 
number is set to 16, and the convolutional size is set to 19×9. In the second convolutional 
layer, the filter number is set to 32, and the convolutional size is set to 5×5. The all-to-all 
connection layer neuron number is set to 5120, and the drop rate is set to 0.3. The number of 
filters and convolutional size are set empirically and proved to provide the best performance 
in this regression task.  
Figure 6.8 shows the testing data distribution, the mean of the testing data and the standard 
deviation at the 13 locations. The performance of a linear regression and an ELM are also 
shown for comparison. In the ELM, the hidden layer size is set as ten times of the input size, 
11760, and the tanh function is used as the nonlinear activation function. Those setting are 
empirically determined. In Figure 6.8, the label of the testing data is shown in blue, and the 
testing result is shown in red. In the linear regression, the red dots are distributed sparsely 
around the blue label, denoting a large error between the label and the testing results. In the 
DNN regression, the testing results are mostly overlapped with the label, showing a small 
error between them. The green dot is the averaged testing value of each location, and the 
pink bar around it shows the standard deviations of each location. The linear regression 
shows the largest standard deviations for all the locations. The deep CNN shows the 
smallest standard deviations, and the ELM performance is in between. Table 6-1 shows the 
value of the standard deviation of each location and the averaged absolute error. The result 
proves the excellent performance of the proposed deep “where” pathway model. For the 
deep CNN, the results show an increased standard deviation at locations with large 
azimuthal angles, and the largest standard deviation occurs at locations -90° and 90°. As 
different locations of the sound source are indicated as different IPDs, and the change of the 
IPD at large azimuthal angles, e.g., from -90° to -75°, is relatively smaller than the changes 
                                                     Table 6-1 Regression comparison 
 Standard Deviation Avg. Abs 
Error
(°) -90° -75° -60° -45° -30° -15° 0° 15° 30° 45° 60° 75° 90° 
Linear 30.12 23.55 21.93 27.30 20.95 17.57 17.54 27.56 18.25 23.11 21.25 29.50 30.78 19.05 
ELM 16.96 10.28 12.25 12.72 9.50 10.15 6.04 10.32 11.60 10.99 10.24 16.86 15.32 10.25 
Deep 
CNN 10.66 3.90 4.22 2.43 0.68 0.33 0.66 0.16 3.43 0.41 0.61 5.82 5.84 2.39 
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in front locations, such as from -15° to 0°. The deep CNN thus tends to show larger standard 
deviation in locating a sound source at large azimuthal angles.  
Secondly, we investigate the effect of different CAR-FAC filter CF ranges and damping 
factors on the performance of the task. We choose two filter CF ranges, 45 Hz to 8 kHz and 
500 Hz to 8 kHz, and two damping factors, 0.4 and 0.6 for investigation. The 45 Hz is 
selected as it is close to the lower limit of human hearing, and 500 Hz is the lowest 
frequency to form clear off-diagonal patterns. The damping factors are selected according to 
the CAR-FAC hardware system, as a small damping factor will introduce high gains in the 
filters and thus make the system variables overflow.   
Furthermore, to investigate in system performance, in addition to the diagonal correlogram, 
a 2×2 max-pooling approach is also used to down-sample the input correlogram (70×70) 
into size 35×35. Figure 6.9 shows the results of those different configurations. Table 
6- shows comparisons of the averaged absolute error and the RMS error. The 0.4 damping 
shows better performance than the 0.6 damping in all the cases. A higher frequency 
selectivity, similar to that of the biological cochlea, is obtained with the smaller damping 
factor, and this sharper frequency selectivity will generate better DIHC output for the 
correlograms that encode the IPDs.  
For the broader CF range, 45 Hz to 8 kHz, the diagonal correlogram performs better than 
the max_pooling correlogram, as the diagonal correlogram only select the strong diagonal 
patterns, but the max_pooling correlogram still includes the blurry off-diagonal patterns in 
the lower frequency channels as the input to the deep CNN, which seems to affect the 
performance. In contrast for the 500 Hz to 8 kHz range, the max_pooling approach shows 
better performance, and the max_pooling with 0.4 damping achieves the best performance. 
In this CF range, clear correlation and anti-correlation bands are generated in each 
frequency channel, and the max-pooling approach maintains patterns of the generated 
correlograms in a reduced dimension. These factors are essential for this sound localisation 
system.  
The use of deep CNN significantly improves the sound localisation performance in this 
system. Recently, efforts have been made to implement fixed-point CNNs to reduce the 
computational cost and facilitate the hardware implementation. The results have shown that 
fixed point CNNs can achieve similar performance as floating point CNNs, (Lin, Talathi, 
                                          Table 6-2 Deep CNN performance comparison 
CF Range/ 
Damping 
Diagonal Correlogram 2×2 Max-pooling Correlogram 
RMS Error (°) Avg. Abs.Error (°) RMS Error (°) Avg. Abs.Error (°) 
45 Hz-8 kHz/ 0.6  5.23 2.39 5.62 3.21 
45 Hz-8 kHz/ 0.4 3.12 2.08 4.97            2.57 
500 Hz-8 kHz/ 0.6 5.89 2.87 4.19 1.80 
500 Hz-8 kHz/ 0.4 5.39 2.65 3.68 1.66 
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and Annapureddy 2016), (Zhou and Jiang 2016), (Shin, Boo, and Sung 2017), (Zhang and 
Li 2017).  The proposed sound localisation system can thus be implemented on hardware 
with similar performance as shown in this section. 
Table 6-3 shows the comparisons of the proposed system with current biologically inspired 
sound localisation systems in the system set up, approaches, and the RMS error. The human 
sound localisation performance reported in (Middlebrooks and Green 1991) is also included 
in the table. With two cochleae, the proposed system shows 3.12° RMS error in localising 
speech in horizontal in reverberant environments, which is better than current systems and 
close to the reported human performance.  
6.5 Summary 
We have presented a biologically inspired binaural sound localisation system for 
reverberant environments. It exploits the binaural CAR-FAC system to generate 2-D 
frequency and location dependent correlogram during the sound onset, and the deep CNN to 
learn the azimuthal angle of the sound source. The system was evaluated using experimental 
data collected in reverberant environments and shows excellent performance. The proposed 
system is novel in binaural sound localisation, and since the correlogram includes both 
binaural cues and spectral information of the sound source, the system can be extended to 
other auditory tasks such as sound segregation and tracking.    
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Figure 6.9 Deep CNN results comparison.  
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Table 6-3 Comparison of sound localisation systems 
Localisation 
system Mic Cues Stimulus 
Accuracy (Acc) Approach 0-45°/45-90° 
(Lazzaro and 
Carver 1989) 2 ITD 
Periodic clicks   
(475 Hz) N/A 
Two silicon cochlear 
models and the Jeffress 
model on chip 
(Mead et al. 1991) 2 ITD 
Sine tones, 
white noises, 
and vowels 
N/A 
Instantaneous cross 
correlation with two 
silicon cochlear models 
on chip 
(Ponca and 
Schauer 2001) 2 ITD N/A N/A  
Propose FPGA 
implementation of the 
cochlear model, LIF 
neuron model and WTA 
network  
(Grech et al. 
2004) 4 
IPD, IED, 
IID, 
Spectral 
cues 
Impulse 
RMS Error 5° 
(Azimuth and 
elevation) 
Three-chip system; One 
for onset detection, one 
for BPF bank and 
IED/IID cue extraction, 
and one for 
cross-correlation, IPD 
(van Schaik and 
Shamma 2004) 2 ITD 
(50-300 Hz) 
sounds 
RMS Error 
3°/12° Two silicon cochleae, zero-crossing  
(Clapp and 
Etienne-Cummings 
2004) 
9 
Spatial 
temporal  
filtering 
50 kHz 1° in simulation Extract velocity of a wavefront moving 
across the array 
(Julián, Andreou, 
and Goldberg 
2006) 
4 ITD <300 Hz RMS Error 3°/8° Digital delay line on chip 
( Kugler et al., 
2008) 2 ITD 
FM Noise,  
Alarm Bell 
FM Noise Acc 
98.35% 
Alarm Bell Acc 
61.44% 
Delay line and CONP 
on FPGA 
(Chan et al. 2010) 2 ITD Noise,  Sine tones 
RMS  Error 
2.7°/5.5° Two silicon cochleae (AER-EAR) 
Gore et al. 2010) 4 
Acoustic 
wave 
field 
1 kHz pure 
tone 1° Delta-sigma modulation to analyse ITDs from a microphone array  
(Ma et al., 2017) 2 CCF,ILD 
Multiple 
competing 
talkers 
Acc 95% Gammatone filters, CCF, ILD, DNNs 
This work 2 ITD(IPD) Spoken digits in office 
RMS Error 
3.12° Two digital CARFACs Deep CNN 
Human 
(Middlebrooks 
and Green 1991)  
2 ears ITD ILD 
Broadband 
sound sources 
2° azimuth 
3.5° elevation Brief (150 ms) sound presented in front of 6 subjects in a free field 
 
 103 
6.6 References  
Bhadkamkar, N. and B. Fowler. 1993. “A Sound Localization System Based on Biological 
Analogy.” IEEE International Conference on Neural Networks 1902–7. 
Chan, Vincent Yue Sek, Craig T. Jin, and André van Schaik. 2010. “Adaptive Sound 
Localization with a Silicon Cochlea Pair.” Frontiers in Neuroscience 4(NOV):1–31. 
Grech, Ivan, Joseph Micallef, and Tanya Vladimirova. 2004. “Analog CMOS Chipset for a 
2-D Sound Localization System.” Analog Integrated Circuits and Signal Processing 
41:167–84. 
He, Kaiming, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2015. “Delving Deep into 
Rectifiers: Surpassing Human-Level Performance on Imagenet Classification.” in 
Proceedings of the IEEE International Conference on Computer Vision. 
Iwasa, Kaname., Mauricio. Kugler, Susumu. Kuroyanagi, and Akira. Iwata. 2007. “A Sound 
Localization and Recognition System Using Pulsed Neural Networks on FPGA.” 2007 
International Joint Conference on Neural Networks 902–7. 
Joris, Philip X., Laurel H. Carney, P. H. Smith, and T. C. Yin. 1994. “Enhancement of 
Neural Synchronization in the Anteroventral Cochlear Nucleus. I. Responses to Tones 
at the Characteristic Frequency.” Journal of Neurophysiology 71(3):1022–36. 
Julián, Pedro, Andreas G. Andreou, and David H. Goldberg. 2006. “A Low-Power 
Correlation-Derivative CMOS VLSI Circuit for Bearing Estimation.” IEEE 
Transactions on Very Large Scale Integration (VLSI) Systems 14(2):207–12. 
Ko, Tom, Vijayaditya Peddinti, Daniel Povey, and Sanjeev Khudanpur. 2015. “Audio 
Augmentation for Speech Recognition.” in Proceedings of the Annual Conference of 
the International Speech Communication Association, INTERSPEECH. 
Kugler, Mauricio, Kaname Iwasa, Victor Alberto Benso, Susumu Kuroyanagi, and Akira 
Iwata. 2008. “A Complete Hardware Implementation of an Integrated Sound 
Localization and Classification System Based on Spiking Neural Networks.” Neural 
Information Processing 4985:577–87. 
Lazzaro, John and Mead Carver. 1989. “A Silicon Model of Auditory Localization.” Neural 
Computation (1989):47–57. 
Lin, Darryl, Sachin Talathi, and Sreekanth Annapureddy. 2016. “Fixed Point Quantization 
of Deep Convolutional Networks.” International Conference on Machine Learning. 
Ma, Ning, Guy J. Brown, and Tobias May. 2015. “Exploiting Deep Neural Networks and 
Head Movements for Binaural Localisation of Multiple Speakers in Reverberant 
Conditions.” Pp. 160–64 in INTERSPEECH 2015. 
Ma, Ning, Tobias May, and Guy J. Brown. 2017. “Exploiting Deep Neural Networks and 
Head Movements for Robust Binaural Localization of Multiple Sources in Reverberant 
 104 
Environments.” IEEE/ACM Transactions on Audio Speech and Language Processing 
25(12):2444–53. 
Mead, Carver A., Xavier Arreguit, and John Lazzaro. 1991. “Analog VLSI Model of 
Binaural Hearing.” IEEE Transactions on Neural Networks 2(2):230–36. 
Middlebrooks, John C. and David M. Green. 1991. “Sound Localization by Human 
Listeners.” Annual Review of Psychology. 
Ponca, Marek and Carsten Schauer. 2001. “FPGA Implementation of a Spike-Based Sound 
Localization System.” in International Conference on Artificial Neural Networks and 
Genetic Algorithms. 
van Schaik, André and Shihab Shamma. 2004. “A Neuromorphic Sound Localizer for a 
Smart MEMS System.” Analog Integrated Circuits and Signal Processing 39(3):267–
73. 
Shin, Sungho, Yoonho Boo, and Wonyong Sung. 2017. “Fixed-Point Optimization of Deep 
Neural Networks with Adaptive Step Size Retraining.” in ICASSP, IEEE International 
Conference on Acoustics, Speech and Signal Processing - Proceedings. 
Theano Development Team. 2016. “Theano: A Python Framework for Fast Computation of 
Mathematical Expressions.” ArXiv E-Prints. 
Zhang, Jialiang and Jing Li. 2017. “Improving the Performance of OpenCL-Based FPGA 
Accelerator for Convolutional Neural Network.” in Proceedings of the 2017 
ACM/SIGDA International Symposium on Field-Programmable Gate Arrays - FPGA 
’17. 
Zhou, Jing, Xiaopeng Hong, Fei Su, and Guoying Zhao. 2016. “Recurrent Convolutional 
Neural Network Regression for Continuous Pain Intensity Estimation in Video.” in 
IEEE Computer Society Conference on Computer Vision and Pattern Recognition 
Workshops. 
Zhou, Yongmei and Jingfei Jiang. 2016. “An FPGA-Based Accelerator Implementation for 
Deep Convolutional Neural Networks.” in Proceedings of 2015 4th International 
Conference on Computer Science and Network Technology, ICCSNT 2015. 
 
  
 105 
7 “What” Pathway Experiment: Unsupervised Feature Extraction 
7.1 Introduction 
In the human auditory pathway, information is extracted and conveyed through sequences 
of action potentials, or spikes. The spike streams form robust representations for encoding 
auditory features that are important for recognition. To investigate and understand signal 
processing in the human auditory system, we have implemented the binaural CAR-FAC 
cochlear system with stochastic LIF neurons to generate spike streams in Chapter 4. In this 
chapter, the work aims to methodically examine and investigate existing and novel spike 
processing methods for processing auditory spike streams. We propose to use an 
event-based unsupervised feature extraction approach that has been used in the event-based 
vision processing (Cohen 2016) to extract acoustic characteristics and compare its 
performance with the statistical approaches that have been classically used for decoding 
spike streams.  
Event-based Auditory Data Processing 
In biologically inspired signal processing, event-based sensors use sparse, asynchronous 
events to represent signal more efficiently than the dense, synchronous frame-based data 
from conventional sensors. For examples, event-based vision sensors transmit data only 
when a pixel detects a change. This approach overcomes the frame rate limitation, high 
redundancy between consecutive frames, and high bandwidth demand of modern vision 
sensors (Amir et al. 2017). Similarly, event-based cochleae use spiking neuron models to 
generate spike streams that represent the sensed sound with much less power and bandwidth 
and are relatively noise tolerant than traditional audio sensors (Chan, Liu, and van Schaik 
2007). The event-based system generates a spike through a spiking neuron only when it 
achieves a threshold. It is thus more noise tolerant than traditional audio sensors in which 
any small changes caused by noise in the input signal will pass to the output. 
To mimic the human brain in processing sensory data with high power efficiency and 
accuracy, efforts have been made to explore types of event-based sensory data processing 
using deep spiking neural network (SNN) architectures (Farabet et al. 2012), (Pérez-
Carrasco et al. 2013), (Querlioz et al. 2013), (Merolla et al. 2014), (Furber et al. 2014), 
(Zhao et al. 2015), (Diehl and Cook 2015), (Amir et al. 2017). In the training phase, recent 
learning algorithms of deep SNNs show promising results on the MNIST dataset (Lee, 
Delbruck, and Pfeiffer 2016), (Mostafa 2017), (Kheradpisheh et al. 2018), but the scalability 
of learning algorithms to larger architectures and more challenging data sets have yet to be 
shown. 
On the other hand, as illustrated in Chapter 5, deep neural networks, such as the deep CNN 
and LSTM running on GPUs have achieved the state-of-the-art performance in speech 
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recognition (Saon et al. 2015), (Xiong et al. 2017). To make use of the advantages of current 
neural networks and algorithms, an alternative approach to process event-based sensory data 
is to learn and extract feature frames embedded in the spike streams and interface the 
features with well developed neural networks. This approach is currently an active area of 
research and has been applied in event-based vision processing (Cohen 2016), (Lagorce et 
al. 2017).   
In audio, it has been argued that statistical features embedded in neuronal spike streams 
could be the mechanism for precise encoding of auditory cues that are important for 
recognition (Gerstner and Kistler 2002). Efforts have been made to investigate different 
statistics of spike streams for the decoding of sensory signals. For example, rate-code based 
features (Neil and Liu 2016), inter-spike interval distributions (Li, Delbruck, and Liu 2012), 
(Uysal, Sathyendra, and Harris 2006) inter-spike velocity (Chakrabartty and Liu 2010), and 
exponential features (Anumula et al. 2018) have all been used in speaker identification and 
speech recognition:  
• Rate-code based features    
The rate-code based features include time-binned spike count features and event-binned 
spike count features. Time-binned features are generated by counting the events within a 
fixed time window, e.g. 5 ms, and the counted number is used as the feature for the window.  
Instead, event-binned features are generated by counting a fixed number of events, e.g., 25 
events. Examples of time-binned and event-binned features are shown in Figure 7.1 (A) and 
(B). The time-binned features show an equal error rate of 8% in speaker recognition on the 
YOHO database using a Gini-SVM classifier (Chakrabartty & Liu, 2010) and 95.08% in 
isolated spoken digits recognition on the TIDIGITS dataset using an SVM classifier 
(Abdollahi and Liu 2011); Both time and event binned features can achieve an accuracy of 
around 95% in isolated spoken digit recognition on the N-TIDIGITS dataset using an ELM 
classifier (Acharya et al. 2018). Rate-code features use simple statistics of spike count, but 
the temporal information between spikes within a window is lost. The hardware of the 
rate-code approach has been implemented in (Acharya et al. 2018).  
• Inter-spike-interval and Inter-spike-velocity features 
For a given spike stream, the inter-spike-interval features are computed by averaging the 
duration between the occurrences of two spikes. The average was computed over a time 
window frame, e.g. 5 ms, and the obtained value is the inter-spike-interval feature for the 
window (Chakrabartty and Liu 2010), as shown in Figure 7.1 (C). The inter-spike-velocity 
features are obtained by differentiating the duration between the occurrences of two spikes 
with respect to time in Figure 7.1 (D). The inter-spike-interval shows a 4.9% and 
inter-spike-velocity shows 2.9% of equal error rate in a speaker recognition task on the 
YOHO dataset using a Gini-SVM classifier (Chakrabartty and Liu 2010). The inter-spike-
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interval and inter-spike-velocity features consider the temporal information between spikes 
within a window in a limited degree and show smaller error rate comparing with the 
rate-code features in (Chakrabartty and Liu 2010).  
• Exponential features  
An exponential feature firstly convolves each event with an exponential kernel, and then the 
generated exponential decayed real-valued time surface is binned into time window frames 
either through a time binning or an event binning similarly to the rate-code based features. 
The average of the decayed real value within a window is the exponential feature for the 
window. The exponential features show an accuracy of 91.1% with a time constant of 2 ms 
to 5 ms (Anumula et al. 2018) in speech recognition using a gated recurrent unit neural 
network on the TIDIGITS dataset.  The exponential features use the exponential decaying 
approach to represent the inter-spike temporal information(Lagorce et al. 2017) that might 
 
Figure 7.1 Examples of different statistical features from the CAR-FAC system for a 
spoken digit (“one”) from the TIDIGITS dataset. (A) 5 ms time-binned, (B) 25-event 
event-binned, (C) 5 ms inter-spike-interval time-binned, (D) 5 ms inter-spike-velocity, (E) 
5 ms exponential time-binned,  (F) 25-event exponential event-binned features. 
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be useful in classification. However, this approach only shows advantages when interfacing 
with gated recurrent unit neural network and LSTM neural network, and any better accuracy 
than the rate-code features interfacing with the SVM has not shown.   
The above-mentioned works have been trying to map the event-based audio data into forms 
that are well suited to machine learning systems, but excellent performance has yet to be 
shown. Motivated by those works, we propose to use an event-based unsupervised feature 
extraction approach to capture the acoustic characteristics embedded in auditory streams. 
The details of the unsupervised feature extraction approach will be described hereafter.  
7.2 Event-based Unsupervised Feature Extraction 
7.2.1 Auditory Time Surface and Time Surface Window 
The notion “time surface” is from event-based vision data processing (Lagorce et al. 2015), 
(Cohen 2016), (Lagorce et al. 2017). It is generated by applying an exponential kernel 
decaying with a time constant ! on the square neighbourhood centred on an event. For 
example, an event !! occurred at time !, 
 !! = [!,!, !, !]! (Equation 7.1) 
where !,! represent the spatial location of the pixel with reference to the event-based 
sensor and  ! ∈ {−1,1} is the polarity of the event. 
A time-surface !!(!, !) around (!,!) with size (2! + 1)× 2! + 1  is generated by: 
 !!(!, !) =  !!(!!!!!(!,!))/! (Equation 7.2) 
where ! = [!!,!!]!  is a local receptive field that ! ∈ −!,… ,!  and ! ∈ −!,… ,! . Γ!(!, !) is a time-context in which the latest event !! occurred at time !! before !! at each 
location within the local respective field !  is stored. In event-based vision data, the 
time-surface describes the recent time history of events in the spatial neighbourhood of an 
event in 2-D.  
Similarly, the time surface of an event-based auditory signal is generated by applying an 
exponential kernel decaying with a time constant ! on neighbouring channels centred on an 
event. The exponential decaying approach has been used in (Lagorce et al. 2015), (Cohen 
2016), (Lagorce et al. 2017), and proved to be suitable for the unsupervised feature 
extraction on event-based vision data in (Cohen 2016). In this thesis, we thus use the 
exponentially decaying features. 
Figure 7.2 shows the construction of the time surface from the CAR-FAC spike stream. For 
an auditory event stream, the time-surface !!! for the !!! event !! at !! is constructed by first 
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defining a time context Γ! for the event. The time context Γ! includes ! channels and Γ! !  is 
the time, !!, of the latest event !! occurred in channel ! before !!. The time-surface is then 
defined as: 
 !!! ! =  !!(!!!!!(!))/! (Equation 7.3) 
The time constant ! controls the decaying and determines the duration over which events 
have an impact on the auditory scene.  
The auditory exponentially decaying time surfaces encode the temporal information from 
the auditory spike stream into a continuous value of surface in response to the arrival of 
each event. Different from the 2-D spatial temporal time-surface generated from event 
based vision data, the auditory time surface only has one dimension in “space”, which is the 
frequency channel arranged according to the Greenwood function (Equation 3.20). 
Here in this work, we propose to use the x channels of the auditory time surface as one 
dimension, and y cycles of the CF of each frequency channel in time as the second 
dimension to form a 2-D auditory time surface window. Within the time surface window, 
each frequency channel is resampled to form the same size as the highest CF window length 
in time, as shown in Figure 7.2. The generated auditory time surface window thus includes 
spectral-temporal information that is specific to different spike streams. The use of y cycles 
of each frequency channel ensures the information of each frequency channel is complete, 
and the formation of the same size feature for all time surface windows is needed for the 
feature extraction process that will be described in the next section. 
 
Figure 7.2 Construction of the auditory time surface window. (A) Spike streams generated 
from the binaural CAR-FAC system on FPGA. (B) When a spike occurs in a frequency 
channel, the value decays exponentially as t increase, forming the exponential decaying 
feature. A x-channel and y-cycle of each frequency channel area is selected to form a time 
surface window. The time surface window is then resampled in time to form a rectangle. !_ℎ is the highest CF of all the channels, and !! is the audio sampling frequency. 
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7.2.2 Unsupervised Feature Extraction 
The event-based feature extraction method using adaptive selection thresholds (FEAST) is 
described in (Cohen 2016) to process event-based vision data. It extracts features from the 
real-valued time surfaces through 2-D “neurons”. These neurons have the same size as the 
time surfaces, (2! + 1)× 2! + 1 , and each neuron has a randomly generated initial 
threshold and template. The neurons act as feature extractors with individual adaptive 
thresholds via a competitive control strategy. In the extraction or learning phase, each 
neuron’s unique threshold determines a matching of its template to the feature of the 
incoming time surface. This threshold is dynamic during learning, and given neurons, the 
thresholds change based on two rules: 
1. If the feature of an incoming time surface matches template ! of neuron !, then 
increase the threshold !"ℎ_! for neuron ! by a fixed amount Δ!. 
2. If the feature of an incoming time does not match any templates, then decrease all the 
neurons thresholds by a fixed amount of Δ!.  
 
Figure 7.3 Diagram showing the adaptive threshold neurons in a 2-D space. An existing 
configuration with two normalised neurons, neuron 1 (red dot) and neuron 2 (blue dot), are 
shown in left on a unit circle. They have independently configured thresholds (the red and 
blue area around the dots). (A) If an incoming time surface window, shown in the green 
arrow, falls within the threshold distance of neuron 2, then it matches neuron 2. The 
threshold of neuron 2 will be increased. (B) If the incoming time surface window does not 
match any existing neurons, the template of this time surface window is discarded and the 
thresholds for all neurons are decreased.  
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The matching between the feature of an incoming time surface and each neuron’s template 
is calculated using the dot product between them, and the neuron with the largest result and 
also above its threshold is chosen as the matching neuron. If the feature of an incoming time 
surface is successfully matched to a neuron, the feature of the time surface is then assigned 
to the matching neuron, and the matching neuron is said to emit a spike. The spike forms a 
feature map in the feature space for the matched neuron.  
The incoming time surface is then used to update the matching neuron’s template with a 
fixed mixing rate as follows: 
 !"#$%&'"!_!"#$%& =  !"#$%&'"! +  !×! (Equation 7.4) 
where !"#$%&'"!  denotes the template i of neuron i to which the incoming time surface 
window ! is successfully matched, and ! is the mixing rate used to update the template of 
the neuron. Figure 7.3 shows an illustration of the adaptive threshold as applied to features 
containing two neurons. The use of this dynamic threshold ensures that the rate of firing of 
all neurons is approximately equal across the dataset, as increasing the threshold on the 
matching feature serves to specialise each neuron from other neurons. If the templates are 
coding poorly for the incoming feature (if, for instance, they have become too specialised), 
 
Figure 7.4 Feature map generation. For example, for the ith event at time ti in channel n of 
the spike stream “one”, if its time surface window matches to a neuron, the neuron will 
emit a spike at !!  in channel n on its feature map in the feature space. Each neuron 
generates a feature map, and the feature map is down sampled into a compressed size. 
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then the global threshold decrease serves to expand the range of input features to which the 
neurons will respond. This learning process is dynamic and responsive to the nature of the 
incoming data. The incoming time surface windows require normalising to ensure that they 
are comparable to the templates that are initialised to random points on the unit circle.  
In this work, we apply the FEAST algorithm described above on the auditory time-surface 
windows to extract speech-specific features in an online and unsupervised manner. There 
are two phases: 
1. Learning: 
In the learning phase, the number of the 2-D neurons, m, is pre-set, and the initial threshold 
and template for each neuron are randomly generated. For an incoming time surface 
window generated from the event at time ti in channel n, the dot product between the time 
surface window and each neuron are calculated. The neuron with the largest value and also 
above its threshold is selected as the matching neuron. The threshold of the matching 
neuron is then increased by Δ!, and the template is updated according to (Equation 7.4).  
2. Feature Extraction: 
Once the system is no longer learning, the m neurons are then used to extract features from 
spike streams, as shown in Figure 7.4. Each neuron corresponds to a feature map in its 
feature space with the same size as the input spike stream. For a time surface window 
generated from the event at time ti in channel n, the dot product between the time surface 
window and each neuron are calculated, and the matching neuron, neuron 1, will emit a 
spike at time ti in channel n in its feature map. The generated feature maps for all the 
neurons are then down sampled into a compressed size.  
The performance of FEAST is evaluated through a speech recognition task by using the 
learned feature maps as the input to a classifier. The details of the experiment and 
evaluation are described in the next section.   
7.3 Experiments and Evaluation 
7.3.1 CAR-FAC Spike Stream and Exponential Decay 
We use the binaural CAR-FAC system on FPGA to generate spike streams from the 
TIDIGITS database in the experiments. The spike streams are generated using one 
70-channel CAR-FAC module and one stochastic LIF neuron per channel that has an 
arbitrarily chosen medium level threshold (8-bit 01100100). We use a subset dataset from 
the TIDIGITS database, the isolated spoken digits (one to nine) from 114 female speakers 
as the training and testing data, of which 2052 samples are included in total in this 
experiment. Figure 7.5 (A) shows an example of spike streams, and Figure 7.5 (B) and (C) 
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show the exponential decaying time surface with different settings of the time constant !. In 
Figure 7.5 (B), for each frequency channel n, a separate !(!) is set using Equation 7.5, 
where !"(!) is the CF of frequency channel n, !! is the audio sample frequency, and 0.7 is 
a coefficient of decaying that is derived empirically. In Figure 7.5 (C), all channels share the 
same !, 0.01.  
 ! ! = 0.7×!"(!)/!! (Equation 7.5) 
Here in this experiment, !! is set as 44.1 kHz, and !" includes the CFs of the 70 channels of 
the CAR-FAC system ranging from 20 Hz to 20 kHz obeying the Greenwood function 
(Equation 3.20). The time constant determines a duration over which the previous event has 
an impact on the scene, and the current event represent the highest energy, 1.0. If a fixed ! 
is used, as shown in Figure 7.5 (C), based on the spike streams generated using the 
 
Figure 7.5 (A) Example of the generated spike stream “one” from the CAR-FAC FPGA 
system. (B) The exponential decay of “one” with frequency channel dependent ! and (C) a 
fixed ! value across all the channels. 
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stochastic neurons on the FPGA, for lower frequency channels, the decay of the previous 
event is too fast, and the energy decreases to zero quickly before the current event. In 
contrast, in medium and high frequency channels the decay is too slow, so that decay over 
time is hard to see. Therefore in this experiment, the CF dependent ! of Figure 7.5 (B) is 
used to provide better exponential decay.  
7.3.2 Neuron Numbers and Feature Maps 
In the learning phase, the parameters configured as Δ! = 0.001, Δ! = 0.003, and ! = 0.001 
in (Equation 7.4), which were derived empirically. The number and the size of the neurons 
depend greatly on the nature of the data and the size of the patches. In this experiment, four 
neuron configurations are tested: 
a) 32 neurons with 16×12 (4 cycles) templates 
b) 36 neurons with 8×12 (4 cycles) templates 
 
Figure 7.6 Templates extracted using the FEAST algorithm (A) 32 neurons of size 
16 channels ×12 samples (B) 64 neurons of size 6 channels ×6 samples (C) 36 neurons of 
size 8 channels ×12 samples, and (D) 18 neurons of size 8 channels ×9 samples. 
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c) 64 neurons with 6×6 (2 cycles) templates 
d) 18 neurons with 8×9 (3 cycles) templates 
The time surface windows generated from the spike streams are shuffled randomly so that 
an incoming time surface window presenting to the neurons could come from any sample. 
Multiple epochs of learning are performed empirically by observing the stability of the 
feature through monitoring the mean change of the adaptive threshold across all the 
neurons. In fact, the feature detection, and the neuron thresholds remain stable after a 
sufficient presentation of data. In this experiment, it is observed that after three epochs of 
training, the neurons of a), b) and c) configurations have learned appropriate features and 
become stable, but for d) configuration, the majority of the features are not stable. A 
 
Figure 7.7 Feature maps of “one” generated from the feature space with configuration a): 
32 neurons with receptive field size of 16 channels ×12 samples. 
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possible reason might be that the number of neurons is much less than the number of 
templates that could be extracted given this receptive field size. Figure 7.6 shows the 
templates for all the configurations. Within each configuration, all the neurons show 
distinguishing templates from each other, denoting different features are learnt. Across 
different configurations, the template from smaller neurons looks like a zoom-in of the 
template from larger size neurons.  
After learning, the neurons are then used to extract features and the corresponding feature 
maps are generated as the input for the spoken digits recognition. Figure 7.7 to Figure 7.9 
show examples of the down sampled feature maps of configurations a), b) and d). For 
configuration a) in Figure 7.7, the neurons have the largest receptive field size (16×12), and 
 
Figure 7.8 Feature maps of “one” generated from the feature space with configuration b): 
36 neurons with receptive field size of 8 channels ×12 samples. 
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feature map 15, 23, and 31 show a bright strip at the bottom of the map (around channel 
60-63). The corresponding neurons in Figure 7.6 show an obvious black strip. These 
patterns are from the exponential decay features in Figure 7.5 (B), in which a gap between 
the fundamental frequency and the first harmonic is shown. As the fundamental frequency 
for female speech is around 200 Hz, and the CFs of channel 60 to 63 matches the range (278 
Hz to 210 Hz), the feature maps thus represent the fundamental frequency of the speech. 
Feature map 1, 3, 5, 7, 25, 26, 27, 28 and 32 all show similar features presenting in the 
middle and higher frequency channels. Feature map 13, 16 and 29 show no useful 
information. Besides, the speech formants are not shown properly in any of the feature 
maps. This configuration is thus not suitable for this dataset.  
For configuration b) in Figure 7.8, the fundamental frequency is shown in feature map 14, 
15 and 26. The speech formants are shown in 7, 11, 13, 21, 22, 24, 27, 28, 29 and 35, and 
the corresponding neurons have similar patterns shown in Figure 7.6. Feature map 10, 12, 
25 and 33 show the higher frequency channel features. Feature map 1, 11, and 36 show no 
useful information. This configuration seems to extract the formants from the speech, which 
are important for speech recognition, and it could thus be used in speech recognition tasks. 
These formants are also shown in configuration c) (not shown), but similarly, many feature 
maps seem very similar. A possible reason is that these features may occur sequentially one 
after each other, and similar features might be useful in a more complicated task, such as 
speech sequence recognition.  
For configuration d) in Figure 7.9, we reduce the number of neurons and set the receptive 
field size between configuration b) and c). As in the feature extraction phase, the features 
are not stable, and after three epochs the training is abandoned and the feature maps are 
 
Figure 7.9 Feature maps of “one” generated from the feature space with configuration d): 
18 neurons with receptive field size of 8 channels ×9 samples. 
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generated based on those unstable features. As shown in Figure 7.9, the fundamental 
frequency, formants, and higher frequency features are shown in these feature maps.    
The generated feature maps of all the configurations are then presented to classifiers for an 
isolated spoken digits recognition task to evaluate its performance. For the 2052 isolated 
spoken digits (one to nine) from 114 female speakers in the TIDIGITS database, we use 
1620 samples from 90 speakers as the training data, and the rest 432 samples from other 24 
speakers in the database are used in the testing or/and validation data. The details are 
described in the next section.  
7.4  Classifiers and Results 
7.4.1 Methods 
We use the SVM and ELM for the classification task to evaluate the FEAST performance. 
The down sampled feature maps are fed to the classifiers via two approaches, max-pooling 
and principal component analysis (PCA), as shown in Figure 7.10. The max-pooling across 
the feature maps provide invariance to a local area, and the PCA is a frequently occurring 
application of the dimension reduction technique that uses an orthogonal transformation to 
find the directions of greatest variance in the dataset and represent each data point by its 
coordinates along each of these directions. The details of the PCA implementation can be 
found in (Klikauer 2016), and it is simulated using Python in this experiment.  
We also use the MFCC to generate spectral features directly from the audio files as a 
standard audio signal processing approach for comparison. The details of MFCC can be 
found in (Sahidullah and Saha 2012), and it is simulated using Python in this experiment. 
The MFCC features are used with the SVM, ELM and CNN as baselines. Additionally, 
Figure 7.10 Diagram of evaluating the FEAST by using the ELM classifier. 
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according to (Acharya et al. 2018) and (Anumula et al. 2018), the time-binned features 
show higher accuracy than other statistical features in the isolated spoken digits recognition, 
so in this experiment, the time-binned features are also used in all the three classifiers for 
comparison. 
The SVM is simulated in Python with the library sklearn (Klikauer 2016). The ELM is 
simulated in Python, and the hidden layer of the ELM is set as 18000 empirically. The CNN 
is built with Theano 1.0. For this classification task, the CNN consists of two convolutional 
layers, two pooling layers, one all-to-all connection layer and one output layer. The first 
convolutional layers include 32 12×12 feature maps, and the second convolutional layers 
include 64 5×5 feature maps. The convolutional layer activation function is defined as the 
rectify function, and the initial weights are set to have the GlorotUniform distribution. In the 
all-to-all connection layer, rectify is set as the activation function and the initial weights are 
set as the GlorotUniform. The 2×2 max-pooling is used in all the two pooling layers. The 
all-to-all connection layer has 5120 neurons and the activation function is the rectify 
function. The output layer has 9 neurons the activate function is set as softmax. In the 
training phase, the loss function is defined as the Categorical_crossentropy loss function, 
and the Nesterov is set as the update rule. These configurations are set empirically and 
proved to be suitable for the classification task (Theano Development Team 2016).  
7.4.2 Results 
The results are shown in Table 7-1. Here in the experiment, different pooling sizes are 
investigated, and different numbers of components from the PCA are selected as the input to 
the classifier. The MFCC features and the time-binned feature are resampled to 35×35 in 
size, and the MFCC achieves a better accuracy comparing with the time-binned features for 
all the three classifiers. A similar result is reported in (Anumula et al. 2018), in which the 
MFCC feature achieves the best accuracy over a number of statistical features. The use of a 
CNN shows an improved accuracy compared with the SVM and the ELM for both the 
MFCC and the time-binned features. The MFCC with the CNN achieves the best 
performance in this experiment. 
The FEAST_PCA shows an improved accuracy compared with the time-binned features 
when using the SVM as the classifier, but the accuracy is still lower than the time-binned 
features using the ELM. As the PCA uses an orthogonal transformation to convert feature 
maps into a set of linear uncorrelated values, this transformation may lose information that 
is important for speech recognition. The PCA thus seems not an appropriate approach to 
compress feature maps in this experiment.  
The FEAST_Pooling approach shows better performance than the FEAST_PCA and the 
time-binned features with both the SVM and the ELM. The max-pooling approach 
maintains patterns of feature maps in a compressed dimension, and is thus suitable for this 
 120 
speech recognition task. The FEAST_Pooling (36×11×7) of configuration b) achieves the 
best accuracy of 99.5% in the FEAST. This demonstrates that the FEAST is a useful 
approach to extract acoustic features embedded in spike steams of the input sound.  
 The feature maps of configuration a) did not represent the input sound well, as illustrated in 
Figure 7.7. The FEAST_Pooling accuracy of this configuration is thus lower than 
configuration b). Similarly, because no stable features were obtained in the extraction phase 
for configuration d), the accuracy of this configuration is lower than configuration b). 
Configuration c) has the smallest local respective field size and the most number of neurons. 
The generated feature maps include too many similar features and its accuracy is thus lower 
than configuration b). However, all configurations still show an improved accuracy 
compared with the time-binned features with both the SVM and the ELM in Table 7-1, 
which proves the robustness of FEAST in the experiment. 
          Table 7-1 Summary of investigated features on the TIDIGITS dataset (a subset) 
Sensor Method Input size Classifier SVM ELM CNN 
N/A MFCC 35×35 95.2% 99.2% 99.67% 
CAR-FAC 
FPGA 
Time-binned feature 35×35 90.07% 95.41% 97.67% 
a) 
configuration 
36×8×12 
FEAST 
PCA 
2000 92.08% 94.42%  
N/A 1600 92.02% 94.12% 
800 92.02% 94.72% 
Max 
Pooling 
36×11×10 96.17% 97.83%  
N/A 36×11×7 96.72% 99.50% 
36×4×5 93.80% 97.58% 
b) 
configuration 
32×16×12 
FEAST 
PCA 
2000 91.83% 93.72%  
N/A 1600 91.59% 93.0% 
800 91.90% 94.2% 
Max 
Pooling 
32×11×10 95.93% 98.06%  
N/A 32×11×7 94.63% 96.86% 
32×4×5 94.67% 97.58% 
c) 
configuration 
64×6×6 
FEAST 
PCA 
2000 90.14% 92.32%  
N/A 1600 90.17% 92.32% 
800 89.07% 91.60% 
Max 
Pooling 64×4×5 92.69% 97.30% N/A 
d) 
configuration 
18×8×9 
FEAST  
PCA 
2000 93.67% 93.96%  
 
 
N/A 
1600 93.56% 94.12% 
800 93.06% 94.21% 
Max 
Pooling 
18×11×10 95.60% 97.80% 
18×11×7 96.10% 98.55% 
18×4×5 93.40% 96.86% 
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7.5  Summary 
In this chapter, we propose to use the FEAST algorithm on auditory spike streams for 
feature extraction, and the extracted features are investigated by using them for an isolated 
spoken digits classification task. The features extracted by FEAST show fundamental 
frequency and formant information of the input sound. It is shown that in speech 
recognition, the features extracted from FEAST provide better representations of the 
event-base data than statistical approaches that have been classically used for decoding 
spike streams.  
The features also result from pre-processing with the CAR-FAC system. As described in 
Chapter 3, the CAR-FAC system introduces frequency distortions that might be useful in 
the formation of acoustic features and are thus helpful in acoustic feature extraction.     
The FEAST algorithm is novel in investigating the acoustic characteristics embedded in 
spike streams. It has been proven in this work that FEAST can extract essential acoustic 
features, such as the fundamental frequency and formats from sparse, asynchronous 
auditory spike streams. With this algorithm, the event-based auditory data is able to be used 
in more practical applications such as pitch detection, speaker recognition and speech 
sequence recognition with improved performance.   
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8 Conclusion 
The main goal of the thesis is to emulate the efficiency and robustness of the human 
auditory system in perceiving sound. In this thesis, we firstly mimic the human auditory 
periphery to implement a fully digital cochlear system. It provides an excellent input stage 
for further investigating the human auditory pathway. Secondly, we have attempted to build 
a “where” pathway and a “what” pathway on top of the digital cochlear system. 
The digital Cascade of Asymmetric Resonators with Fast-Acting Compression cochlear 
system models the functions of the basilar membrane, the outer hair cells, the inner hair 
cells, and the spiral ganglion cells. Its computational model has shown an outstanding 
agreement with the biological data recordings over other cochlear models, and its hardware 
implementation and system response are shown to be equivalent to the software model in 
this work. The real-time cochlear system on FPGA has a large dynamic range and is 
reconfigurable in filter parameters, channel numbers, and stochastic neuron parameters. We 
use  time multiplexing and a pipeline design to make the system small and fast. However, 
the update of the filter pole radius is through a division, and the multi-bit divider is large in 
the system. A Future direction for the hardware system is to optimise the division by either 
seeking an approximation or using a lookup table. In applications, the use of a cochlea 
model has recently shown more accurate and stable performance than conventional audio 
signal processing approaches in some application, such as speech recognition, speaker 
recognition, and gender recognition under noisy environment (Islam et al. 2016), (Russo et 
al. 2019). Therefore, a possible future direction is to investigate optimal cochlear 
parameters for different applications. 
The “where” pathway uses a deep convolutional neural network to analyse correlograms 
generated from the binaural cochlear system to locate a sound source in 2-D. It shows 
superior performance over all the other biologically inspired systems. This model thus holds 
great potential to be used in more practical applications. Future directions for this work 
include: implementing the system on hardware for real-time sound localisation; extending 
the 2-D localisation into 3-D by using multiple cochlea pairs; investigating sound 
segregation and tracking algorithms based on the model for more practical applications.       
The “what” pathway investigates the acoustic features embedded in the spike streams by 
using an unsupervised feature extraction approach that has been used in processing 
event-based vision data. The performance of this approach is investigated by using them for 
a speech recognition task. It has been proven in this work that the Feature Extraction using 
Adaptive Selection Thresholds approach can extract essential acoustic features, such as the 
fundamental frequency and formats, from sparse, asynchronous auditory spike streams. It 
has shown some advantages over current event-based auditory signal processing 
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approaches. However, this unsupervised feature extraction approach is very computationally 
demanding. A future direction is to optimise the algorithm and seek for a hardware 
implementation solution to make it operate in real-time.  
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