Abstract-Recently, dynamic adaptive streaming over HTTP (DASH) is a dominated traffic in Internet. The client requests a suitable representation depending on the current network condition. On the other hand, multipath transmission control protocols emerges as potential data transmission utilizing multiple network paths concurrently. In this paper, we conduct extensively experiments to evaluate the performance of DASH over MPTCP. Four different performance metrics are investigated, i.e., time on high quality, impactful switches, switch frequency, and average bitrate. The results show that the performance of DASH decreases when the paths of MPTCP have different bandwidths.
Introduction
In recent years, the world has witnessed the rapid growth of global internet traffic. According to Cisco Visual Networking Index annual report [1] , video traffic occupies a large share of internet traffic today. By 2015, video traffic consumes 70 percent of all IP traffic and this number will reach 82 percent by 2020. Today, dynamic adaptive streaming over HTTP (DASH) is a major technique to stream a video from a server to a client.
On the other hand, also according Cisco's VNI report, the number of mobile broadband subscribers grows at a double-digit rate. By 2017, the number of mobilebroadband subscriptions reaches 4.3 billion, more than 50% of the population [1] . The user equipments (UE) are usually equipped with multiple network interfaces such as 3G/4G and wi-fi. Utilizing multiple paths to transmit data achieves a high throughput, provides a smooth hand-off, and improves the high-availability. The multipath transmission control protocol (MPTCP) couples the congestion windows of the subfows from one source. It is designed to satisfy three design goals, i.e., 1) improving the throughput, 2) balancing the congestion between the subfows, and 3) being friendly to the single-path TCP (a.k.a. do-not-harm) [2] [3] [4] [5] [6] .
In this paper, we evaluate the performance of DASH over a MPTCP connection. Various performance metrics are evaluated such as time on high quality, number of impactful switches, number of switches, buffer level, and average bitrate. A test-bed is set up and extensively experiments are conducted.
There are several works has evaluated the performance of DASH over MPTCP. The work [7] evaluates the performance of different congestion control algorithms when transmitting DASH. The work [8] also evaluates the performance of DASH over MPTCP. However, only two performance metrics are measured in [8] . Our work is similar to the work [9] . However, the work [9] evaluates the benefit of the secondary path when fixing the primary path whereas our work evaluate the performance of the video when varying the bandwidth ratio between the paths, but the sum of bandwidth is unchanged.
The structure of the paper is as follows. Section 2 contains an overview of adaptive HTTP streaming and performance metrics. Section 3 describes the test-bed and experiment results. The conclusions are given in Section 4.
Dynamic Adaptive HTTP Streaming and Performance Metrics
In DASH, a multimedia content is delivered from server to client using an adaptive bitrate, client-based control protocol due to the instability of the network connection from media server to user [10] [11] [12] . In DASH, a video content is chunked into equal-playback-time segments. Furthermore, a video is encoded in multiple representations with different bitrates and resolutions. A better-performance representation has a higher bitrate and resolution, but results to more latency and consumes more bandwidth. Table I describes the bitrates and resolutions of 20 representations of "Big Buck Bunny" video [13] .
The segments are downloaded in chronological order with a suitable representation based on the estimated throughput or buffer level. The downloaded segments are buffered in the client memory before being played. Video's buffer level is total playing time of the wait-to-1859-378X-2019-1202 c 2019 REV be-played segments. When a new segment is successful downloaded, the buffer increases by the segment length and when a segment is played, the buffer decreases by the segment length. In DASH, video player requires an initial buffer level, e.g., one segment, before start playing. When the buffer exceeds a target buffer level, client will stop downloading the new segment, wait for the buffer level decreasing below the target level and then resume the downloading. The client will re-buffer when the buffer level is under a defined threshold. The player will stop playing and wait until the buffer level is over the initial threshold. Re-buffering causes video freezes and reduces the quality-of-experience (QoE) of the users [14, 15] . Due to the fluctuation in network environment, the client-based adaptation algorithm plays an essential role in providing a high QoE for the users. Depending on the estimated throughput (for throughput-based methods) or the buffer level (for buffer-based methods) or a combination of these two parameters, the client decides a suitable representation to request for the new segment.
Performance Metrics
The most correct method to measure the quality of video is using subjective method mean-opinion-score (MOS). The video is played, and the users are asked about the quality of the playing video. The quality of the video is rated using a one-to-five scale. However, a subjective measurement is costly and time consuming. In some recent studies [16] [17] [18] [19] , the authors have shown that there are several factors that affect the MOS such as the video time on high quality, number of bitrate and resolution switches, and average bitrate of the video session.
Time on high quality:
According to [17] , the time on high quality is a main influenced factor since its effect in performance is very visible, user's MOS possibly decreases up to 37.5 percent (from 4 MOS to 2.5 MOS) when this value decreases. In our experiments, the highest resolution of the video played at the client is 1280 × 720. The time on high quality is the percentage of time the player playing at this resolution..
Switching amplitude:
Not every representation switch causes the same effect on MOS. In [17] , the switching amplitude represents how different in bitrate or resolution between representations when the switching event happens. If the video quality oscillates between the highest resolution and the medium resolution (next lower one), it is considered as a low amplitude switch. If the switching is between the highest and the lowest quality, it is considered a higher quality switch. However, they encoded their test sample into only 3 quality levels resolution: 640 × 360, 320 × 180, 160 × 90 which is different to our experiment sample (4 types of resolution and 14 different bitrate value).
Influenced by the works [16, 17] , the switch amplitudes are classified in 2 types in this paper, non-impactful switch and impactful switch as described in Table II. A switch is considered an impactful one if it changes the resolution of the playing video.
Switch frequency:
Switching frequency is a rate of video quality switch over a specific time unit during playing session. However, the work [16] shows that switching frequency does not have a significant effect in user's MOS. In our experiment, if the representation switch is a non-impactful switch (within the same resolution), the change in video quality seems undetectable.
Average bitrate:
Average bitrate is the mean of video bitrate over the playing session. Theoretically, a higher average bitrate yields a better video quality and higher bandwidth utilization, but average bitrate is not a QoE's influenced factor since videos with similar average bitrates can result to different subjective perceptions, i.e., a 14-second video played with at 1157 kbps is perceived differently from the same video played at 1500 kbps for first 10 second but drop down to 300 kbps in last 4 seconds. The work [19] shows that average bitrate cannot be used alone to evaluate performance of DASH.
Performance Evaluation

Experiments Setup
We setup a test-bed to evaluate the performance of DASH over Multipath TCP. Our test-bed includes two virtual machines running Linux Kernel MultiPath TCP [20] (see Figure 1) . One machine installed Apache HTTP server [21] run as the server which holds all video segments. The other installed DASH.js [15] run as the client downloading the video segments from the server and playing them. We use Linux traffic control utility [22] to change bandwidth, packet delay and loss of the paths to emulate various network conditions. Total bandwidth of two subflows is 2000 kbps, random packet loss is set 0.5 percent and propagation delay is 30 ms for each subflow. We investigate the performance of video in several scenarios described in Table III . The bandwidth ratio between two subflows is gradually decreased from 1:1 to 1:5.
The sample video "Big Buck Bunny" is used [13] . The video length is about 580-second. We evaluate three types of segment lengths: 1-, 6-, and 10-second segment. The video is encoded in 20 levels of bitrates and 5 resolutions as described in Table I . Each experiment is run in 10 times. Average values used in the plots are calculated from 60-th to 540-th second to avoid the initial phase. The errors are mean-square errors. Bufferbased adaptation is applied for all the experiments.
Experiment Results
Our experiment evaluates four metrics when the bandwidth ratio between two subflows vary from 1:1 to 1:5.
3.2.1 Time on high quality: Figure 2 shows the percentage of time the video playing at high quality, i.e., resolution 1280 × 720 or better. With 1-second segment length, the time on high quality decreases more than 42.9 percent when the bandwidth ratio varies from 1:1 to 1:5 (from 64.9 percent of time at ratio 1:1 to 22.0 percent of time at bandwidth ratio 1:5). With 10-second segment length, the reduction is 31.5 percent, smaller than the one of 1-second segment (from 90.7 percent at ratio 1:1 to 59.2 percent at ratio 1:5). The more difference of the bandwidths between two subflows yields a less percentage of time the video plays at high quality. In addition, this metric for longer segment length yields a better outcome than the one for a shorter one.
Bitrate and resolution switches:
We next analyze the number of impactful switches (resolution switches) and the number of switches (bitrate switches). A higher number of impactful switches and number of switches yields a lower QoE. Figures 3 and 4 show the average number of the impactful switches as well as the number of switches when varying the bandwidth ratio between two paths with different segment duration. In general, the number of impactful switches increases when the bandwidth ratio decreases (see Figure 3) . For example, with 10-second segment, the average number of impactful switches is 5 with bandwidth ratio 1:1 and 20.8 with the ratio 1:5. The performance of 1-second segment is the worst in all test cases. The average numbers of impactful switches of 10-second segment in both figures are always the lowest of all the segment lengths. For example, with the case 1000-1000 kbps of two paths, 10-second segment has 5 impactful switches, whereae 1-and 6-segment lengths have 33.5 and 9.9 impactful switches in average, respectively. The average number of switches of 1-second segment is much higher than the one of 6-and 10-second segment lengths in all the cases (see Figure 4) . This metric tends to increase as the two paths are more different in bandwidths.
The performance metrics of 1-second segment video are less stable than the ones of other segment lengths. the increasing in two figures is not monotonic with 1-second segment. For example, the number of impactful switches of 1-second segment with ratio 1:5 is slightly lower than the one of bandwidth ratio 1:4 (see Figure 3) , or the average number of switches of bandwidth ratio 1:2 is lower than the one with the ratio 1:1 (see Figure 4) . However, there is a large deviation with 1-second segment.
3.2.3 Average bitrate: Figure 6 shows the average bitrate of three types of segment lengths. In overall, it also indicates a same property as previous experiments: a smaller bandwidth ratio yields a worse performance.
Buffer levels:
We observe the buffer level of the player with different segment lengths. In previous experiments, 1-second segment length has a noticeable reduction in Figure 6 . Average bitrate. performance. However, a shorter segment length yields a more stable buffer level as observed in Figure 7 , the latency from sending the request to playing the first segment of a shorter segment is also shorter (see Table IV ). 1-second segment length has almost instant start time of video.
MPTCP vs. TCP
We conduct the experiments to compare the performance of DASH between TCP and MPTCP. In case the bandwidth of the TCP is 2000 kbps, which equals to the total bandwidth of two MPTCP's subflows, the performance of TCP always outperforms MPTCP (see Figures 2-6 ). When the bandwidth of TCP flow equals to the larger subflow of MPTCP (1667 kbps). The performance metrics of the MPTCP still is even worse than the one of TCP.
The reason of the reduction in performance of MPCTP shown in the above experiments is from the out-of-order of the video packets delivered over heterogeneous paths. Packet scheduling mechanism of MPTCP decides which packet is dispatched via which path. However, due to the different bandwidths of the paths, video packets may arrive out-of-order at the receiver and must be re-ordered before being played [23] . The packet scheduling of MPTCP currently is not designed specific for video streaming. It needs a cross-layer design between the application layer and transport layer for video streaming. This work is reserved for our future study.
Conclusions
We have evaluated the performance of DASH over a MPTCP flow. As the bandwidth difference between the subflows increases, the QoE metrics of DASH decrease due to the out-of-order packets arriving at the receiver. To improve the performance DASH over MPTCP, we should redesign packet scheduling mechanism of MP-TCP to support DASH, which is reserved for our future studies. 
