The deployment of hybrid wide-area OpenFlow networks is essential for the gradual integration of OpenFlow technology into existing wide-area networks. Integration is necessary because it is impractical to replace such wide-area networks with OpenFlow-enabled ones at once. On the other hand, the design, deployment, and operation of such hybrid OpenFlow networks are often conducted intuitively without in-depth technical considerations. In this paper, we systematically discuss the technical aspects of the hybrid architecture for OpenFlow networks based on our experience so far in developing wide-area hybrid OpenFlow networks on JGN2plus and JGN-X, which are nation-wide testbed networks in Japan. We also describe the design and operation of RISE (Research Infrastructure for large-Scale network Experiments) on JGN-X, whose objective is to support a variety of OpenFlow network experiments.
Introduction
The Internet succeeded in acquiring the position of the most important infrastructure for cultivating an information society. However, its fundamental architecture must overcome several technical issues to enable this society to grow sustainably. Many researchers around the world have been attacking these issues and publishing technologies that renovate the current Internet architecture. These are called Future Internet (FI) or New Generation Network (NWGN) Technologies (we use the latter term in this paper).
To promote the R&D (research and development) of NWGN technologies worldwide, NICT (National Institute of Information and Communications Technology) is operating JGN-X [2], a large-scale distributed network testbed. In this study, we develop an OpenFlow [3] testbed called RISE (Research Infrastructure for large-Scale network Experiments) on top of JGN-X.
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based on Ethernet technology and exports the packet forwarding control interfaces to an OpenFlow controller (OFC) outside an OpenFlow switch (OFS), i.e., it implements the separation of the data plane and the control plane in the networks. In OpenFlow networks (OFNs), we can therefore control packet forwarding freely on each switch, violating the Ethernet forwarding principles. This feature attracts much attention from researchers and developers in the area of NWGN technologies because they can implement their own NWGN technology in OFNs. In addition, OpenFlow is also recognized as a technology that provides isolated logical network slices, which can accommodate NWGN experimental networks as well as production networks.
In this paper, we propose the RISE architecture, a widearea OpenFlow testbed, and compile our experiences of developing and deploying this technology. Our empirical study contributes to the following three areas.
First, we are focusing on establishing wide-area OFNs. At the time when OpenFlow was initially invented, campus networks were the major target for its deployment [4] , [5] , which allowed several advantages. For example, campus networks provide us with more realistic experimental environments because they are much larger than the inlaboratory experimental networks usually set up for academic research. In addition, new technologies deployed in OpenFlow-based campus networks have a better opportunity to transfer production network traffic generated by many advanced real users such as students, faculties, and administrative staff. The organization of campus networks is usually geographically-concentrated, and therefore it is relatively easy to install, configure, and operate new (and unstable) technologies. However, from the viewpoint of NWGN technology deployment, we need to expand this limited scale of OpenFlow experimental environments to that of wide-area networks.
Therefore, we have been developing a wide-area OpenFlow network testbed since 2009 [6] . We took the approach of a hybrid OFN architecture, i.e., our OFNs are built on top of JGN2plus [7] and JGN-X * * [2] networks. One reason for this is that the price of wide-area broadband networks is tremendously high and we cannot purchase one to dedicate to our OpenFlow testbed. Another, more important, reason is that we need to develop an OpenFlow transition method, i.e., an incremental deployment method for OFNs into the existing network infrastructure. To achieve this, we have to consider the requirements of both the existing networks and the OFNs.
The second contribution is to share our knowledge of wide-area OFNs with other R&E (Research and Education) network organizations [8] , [9] . To make our wide-area and hybrid OFNs work correctly, we need to leverage some implementation-dependent functions of communication devices, as well as those described in the OpenFlow specifications. Accordingly, we focus on the practical techniques required to establish real-world OFNs and their technology transfer to the world.
Finally, we operate our wide-area OFNs as a RISE OpenFlow testbed. To achieve this, we develop a service model, i.e., a framework to accept experimental OFCs. Although the basic mechanism to share OFNs among multiple users is available in the famous FlowVisor [10] , we must sometimes provide completely independent OFNs simultaneously to multiple users. As we mentioned before, our OFNs are built on existing networks, which incurs some limitations in functionality and performance. By considering these limitations, as well as the scenarios in wide-area OpenFlow network experiments, we have developed the basic architecture of the RISE testbed.
The rest of this paper is organized as follows. We discuss the necessity of wide-area OFNs in Sect. 2, before describing the technical requirements of both OFNs and existing wide-area networks in Sect. 3. The RISE testbed architecture, which satisfies these requirements, is presented in Sect. 5. We summarize our experiences of deploying and operating RISE in Sect. 6, and conclude this paper in Sect. 7.
Details of the OpenFlow technology are not described in this paper. Please refer to the OpenFlow specifications † [11] for more detailed information. We have also omitted a detailed description of the experiments conducted during deployment of RISE. Please refer to our previous literature [6] , [12] .
Motivation for RISE
In this section, we describe the background of OpenFlow as an infrastructure technology for NWGN and outline our motivation for developing RISE, a wide-area OpenFlow testbed.
Issues in Experimental Environments for NWGN Technologies
To overcome the limitations of the current Internet architecture, a wide-variety of NWGN technologies have been developed. One of the challenges in the development of NWGNs is finding wide-area experimental environments for newly developed technologies. Because the Internet is now playing the role of the most fundamental infrastructure for the global information society, it is highly difficult to accept major changes in its architecture, even if the aim of the changes is to verify novel technologies for the renovation of the Internet. More specifically, we need to consider the following three issues. The first issue is security. For all organizations and persons, security is crucial, and an inappropriate response to a security incident can erode their public confidence in a technology as well as cause economic loss. Therefore, even in campus networks where many R&D activities are conducted, there are many restrictions on using new technologies, and it is hard to prepare a large-scale experimental environment.
The second issue is service continuity. Quite naturally, newly developed technologies cannot accumulate much knowledge of their large-scale operation, and therefore may sometimes cause a wide-area functional failure. Because the Internet is now operating as an essential infrastructure for the information society, discontinuity in its service is unacceptable for many users.
Finally, we need to consider the economics of R&D. Recent network equipment deployed in wide-area networks, such as switches and routers, is often implemented with dedicated, proprietary hardware. This means that academic researchers must conduct development jointly with the companies that develop and release such equipment in order to deploy their original technologies in real wide-area networks. On the other hand, the recent development of network equipment is highly competitive and its cost is skyrocketing. Therefore, the integration of new technologies into existing systems is often an unacceptable risk for many network equipment companies.
Advantages of OpenFlow
OpenFlow has attracted much attention as a platform that can solve the issues of NWGN experimental environments mentioned in the previous subsection. One of the major features of OpenFlow is its separation of the data plane and the control plane (Fig. 1) . Fig. 1 Separation of the data plane and the control plane in OpenFlow. † In this paper, we refer to version 1.0 of the OpenFlow specifications because its implementation is widely available. At the time of writing this paper, there is a newer OpenFlow specification (version 1.1), but only a small number of OpenFlow devices support it.
In the data plane, OpenFlow adopts the architecture of current L3 switches without major modification. This allows network equipment companies to utilize existing sophisticated hardware technology, and therefore they can afford to develop OFSs. In addition, this Ethernet-friendly architecture of OpenFlow makes it easy to introduce OFNs into existing networks.
In the OpenFlow control plane, a centralized architecture is adopted. Users can freely control packet forwarding on each switch via the OFC connected to all OFSs. Utilizing this controllability, users can develop their own mechanisms for NWGN such as routing, traffic engineering, multi-casting, and mobile communications, and easily deploy them to the networks by installing them in the controller. In addition, from an administrative viewpoint, the centralized architecture is favorable for security management as well as trouble shooting.
We can also develop network virtualization mechanisms in OFNs by leveraging the flexible packet forwarding controllability. FlowVisor provides in-flowspace separation mechanisms between networks, which allow us to configure experimental networks that are logically separated from the production networks shared by all users.
Motivation for Wide-Area OpenFlow Networks
Although OpenFlow started with campus networks as its initial deployment target, we cannot ignore its wide-area deployment, especially from the perspective of NWGN R&D. Clearly, NWGN technologies should cover global networks, and OFNs should therefore be deployed worldwide and support global NWGN experiments. Accordingly, we have been developing and operating wide-area (nationwide) OFNs on top of JGN2plus and JGN-X since 2009. To the best of our knowledge, there were no such wide-area OFNs when we started this project. We devised the architecture of our wide-area OFNs based on the Ethernet Q-in-Q mechanism, which we will mention later. Our empirical knowledge was shared with other R&E network developers and operators through documents [6] , [12] and presentations [8] , [9] .
Consideration of Wide-Area Deployment of OpenFlow
In this section, we describe what we considered in for deploying wide-area OFNs and operating them as an R&D testbed.
OpenFlow Functions
Before designing wide-area OFNs, it is important to consider what mechanisms they should incorporate. OpenFlow provides extremely flexible control of packet forwarding, and allows users to implement a wide variety of networking mechanisms. Ultimately, users can replace the current Internet architecture with one of their own. For example, OFN users can develop original mechanisms for network virtualization.
It must be remembered, however, that OpenFlow is a developing technology and involves various implementation-dependent issues. Therefore, we should first define the function and performance requirements in OFNs, and then elaborate their composition in order to meet these requirements. In this study, we set the goal of advanced traffic engineering for each flow in our wide-area OFNs (Fig. 2) . That is, end hosts connected to the OFNs generate traditional TCP/IP packets and their traffic engineering is operated with OpenFlow.
The details of the traffic engineering in our OFNs can be described as follows. In each OFSs, one or more dedicated physical ports are allocated to each user. The traffic flows that are controlled in our OFNs are defined with the OpenFlow tuple, except for 802.1Q VLAN tags [13] . Users can define a target flow for control by physical ports, MAC addresses, IP addresses, TCP/UDP port numbers, and so on. For example, the packets in a single TCP connection can be defined as a flow, and OpenFlow can define their control rules.
In our current OFN design, the 802.1Q VLAN tags are used for an administrative purpose -we identify the user of each packet by the VLAN ID attached to it. In other words, VLAN IDs are employed as user identifiers. With this mechanism, we can configure unique slices to allow each user free usage of all the other tuple space in their slice. In other words, a user need not consider which MAC addresses, IP addresses or TCP/UDP port numbers other users are using in our OFNs. In the example shown in Fig. 2 , the control of web traffic for user A does not affect any kind of traffic control for user B and C, including web traffic control.
The administrative design whereby we identify users by the physical ports they use has another advantage from the viewpoint of network operation. When a specific user's traffic causes network trouble due to an unrecoverable error, we can stop this traffic by shutting down their physical ports. We adopt this model for accommodating users in the RISE testbed (we describe RISE in detail in Sect. 5).
On the other hand, users in our OFNs cannot utilize the VLAN tags for their own traffic control. This imposes a limitation on connecting user networks in which VLAN tags are utilized to our OFNs. To overcome this limitation, we can divide the 12-bit VLAN tag into two parts and provide one to the users, if the number of users is small enough. However, this requires per-packet processing of the VLAN tag and causes an additional overhead.
Deployment Techniques for OpenFlow Networks
We took the approach of deploying OFNs virtually in existing wide-area networks. This is because the enormous cost of dedicated wide-area communication lines between the OFSs was impractical for exploiting the possibility of wide-area deployment of OpenFlow when this project commenced. In addition, OpenFlow data packets follow the traditional Ethernet packet format, and it is theoretically possible to transfer OpenFlow data packets in traditional Ethernet networks. Therefore, we have investigated how to configure virtual networks in existing wide-area networks and accommodate OFNs within them (Fig. 3) . In this paper, the virtual networks that accommodate the OFNs are called as Existing Virtual Networks (EVNs). We consider the following issues of EVNs:
• Utilization of a wide-area Ethernet technology • Avoidance of MAC address learning
Wide-Area Ethernet Technologies for EVNs
We need to choose virtual network technologies for the accommodation of OFNs. Basically, OpenFlow data packets are stored in the Ethernet format, and the EVNs must transfer the Ethernet packets from one OFS to another OFS without modification. There are a variety of wide-area Ethernet technologies in each network layer that provide this kind of virtual Ethernet connectivity (Ethernet over Ethernet, MPLS, IP, UDP, and so on).
At this time, we believe Ethernet-and MPLS-based technologies are the best for accommodating OFNs. An advantage of OpenFlow is its explicit and fine-grained con- trol over packet forwarding. Therefore, it is preferable that we can statically configure the EVNs, which is allowed by Ethernet-and MPLS-based virtual network technologies. When we utilize virtual Ethernet links based on an upper layer technology such as EtherIP [14] , it is relatively difficult to control the actual (physical) paths, especially in widearea networks.
We can also consider using virtual network technologies other than wide-area Ethernet to virtually extend the OpenFlow data plane. However, such technologies generally terminate Ethernet connections on the border between the OFNs and EVNs, i.e., they modify the MAC addresses or other Ethernet header fields in OpenFlow data packets. Therefore, when we use these technologies for EVNs, we cannot use the Ethernet header fields in the OpenFlow tuple space.
In addition, current OpenFlow implementations depend on some Ethernet layer technologies, although they are not formally documented in the OpenFlow specifications. Thus, when we utilize L3 or upper-layer (non-wide-area Ethernet) virtual networks for EVNs, we must solve any relevant implementation issues. For example, many OFSs use LLDP (Link Layer Discovery Protocol, IEEE 802.1AB [15] ) to obtain link topology information. Accordingly, it is currently the best practice to utilize wide-area Ethernet technologies for EVNs.
MAC Address Learning in EVNs
The next issue for consideration is MAC address learning in EVNs. As we have mentioned, OpenFlow uses Ethernet packets. OpenFlow also allows us to control each packet beyond the Ethernet packet forwarding principles. Therefore, if EVNs work as a virtual Ethernet switch with a MAC address learning mechanism, they may not be able to transfer the OpenFlow data packets correctly depending on the forwarding control applied to them (Fig. 4) .
A solution to this problem is to separate the MAC address learning domain by introducing tunnels (point-to-point connections in wide-area Ethernet networks) between OFSs (Fig. 5) . With this approach, EVNs can decide where to de-liver each OpenFlow data packet by binding the packet to a tunnel, rather than by learning MAC addresses. In other words, we must notify the EVNs which tunnel is to be used for each packet by some other means than MAC addresses.
The simplest approach to achieve this is to utilize separate physical links between an OFS and a network switch of EVNs, as shown in Fig. 6(a) . In this case, the number of physical links is the same as that of the tunnels in the EVNs. Herein, we call an EVN switch an accommodation switch and a physical link between an OFS and an accommodation switch a boundary link. To transmit an OpenFlow data packet from an OFS to an accommodation switch, the OFS selects the tunnel to the next hop OFS, i.e., the physical port of the boundary link for the tunnel, and then the accommodation switch just adds some tunnel information to the packet, thus avoiding any confusion from MAC address learning in the other physical ports. For the reverse communication, when the accommodation switch receives a packet from a tunnel, it removes the tunnel information from the packet and forwards the packet to a boundary link corresponding to the tunnel. The receiving OFS then identifies the tunnel with the physical port of the boundary link.
When we cannot prepare as many physical boundary links as there are tunnels, we must extend the tunnels virtually to the OFS. For this, the OFS can add some information to a packet, and the accommodation switch uses this to identify which tunnel to forward the packet through, as shown in Fig. 6(b) . In this case, we suppose that the virtualization (tunnel) techniques utilized in the OFS and the accommodation switch are different. For example, the OFS adds an 802.1Q VLAN tag to an OpenFlow data packet to notify the tunnel to which the accommodation switch should forward the packet. Then, the accommodation switch reads the VLAN tag in the packet and adds an MPLS header to the packet according to the switch configuration. Thus, the accommodation switch translates the tunnel IDs added by the OFS into those actually used in the EVNs.
If the virtualization techniques are the same, it means the tunnels are extended directly to the OFS, as shown in Fig. 6(c) . Similar to the case in which different techniques are used, the OFS needs to add some information to the packet to identify the desired tunnel. We will discuss these virtualization techniques in the next subsection.
Another solution to the MAC address learning issue is to replace the MAC address with a safe one that does not confuse the EVNs. This replacement should be done in the OFS, and the OpenFlow specifications define this kind of MAC address modification capability in the OFS. However, the management of the MAC address translation will be highly complicated (theoretically, we need to define a unique MAC address for each logical link between the OFSs) and the per-packet processing cost of MAC address modification is not negligible. Accordingly, we conclude that providing logical links between the OFSs by tunnels in the EVNs is the current best practice to deploy wide-area OFNs.
Wide-Area Ethernet
As discussed in the previous subsection, we adopted an approach to deploy our OFNs over wide-area Ethernet networks. We now briefly survey wide-area Ethernet technologies † .
Wide-Area Ethernet with Ethernet
IEEE 802.1Q (Virtual LAN) [13] , IEEE 802.1ad (Provider Bridges) [16] , and IEEE 802.1ah (Provider Backbone Bridges) [17] are categorized as wide-area Ethernet with Ethernet technologies. 802.1Q Virtual LAN (also called tagged VLAN) is the most widely used technology for configuring a tunnel in the Ethernet layer (L2). In an 802.1Q VLAN, a 12-bit VLAN tag is added to the Ethernet header of a packet and a switch treats a series of packets with the same tag as those in a logically separated network (VLAN).
OpenFlow supports the manipulation of the 802.1Q VLAN tag in its specifications. We can use VLAN tags to control packet forwarding in OFNs, as well as for configuring tunnels in EVNs. Accordingly, when we utilize VLAN tags in EVNs, we must avoid using them in the OFNs or split the 12-bit space into separate spaces for OFNs and EVNs. In addition, we cannot use VLAN tags to create tunnels in EVNs in the configuration shown in Fig. 6(b) , because the end-point of a VLAN should usually be configured as a separate physical port (the untagged port).
802.1Q is currently the only technology directly supported in the OpenFlow specifications. Therefore, it is the only technology we can use to extend the tunnels in EVNs to an OFS, as shown in Fig. 6(c) . Actually, the latest (at the moment of writing this paper) OpenFlow specification version 1.3 supports other technologies such as Q-in-Q, MACin-MAC, and MPLS (we will discuss those later). However, those were not supported by the hardware-based switches available when we designed and deployed the OpenFlow networks.
IEEE 802.1ad Provider Bridging (also called Q-in-Q) adds an extra VLAN tag to an already tagged VLAN packet. When we use Q-in-Q in the EVNs, a Q-in-Q packet is forwarded from each switch according to the most recently added VLAN tag and the destination MAC address. Q-in-Q is now supported by many low-end Ethernet switches, and therefore we can configure EVNs that accommodate OFNs at low cost.
However, when we use Q-in-Q in EVNs with the configuration shown in Fig. 6(b) , a VLAN tag needs to have been added to the packet in the OFNs before it enters the EVNs, as the tag is used to identify the desired tunnel in the EVNs. In other words, the VLAN tag space should be reserved for tunnel selection in EVNs and cannot be freely utilized by the OpenFlow users (applications). This is basically because L2 switches that support Q-in-Q usually add an extra VLAN tag to a packet, according to their configuration, based on physical ports or VLAN tags.
Another issue is MAC address learning in EVNs. Although the MAC address learning domains are separated between the tunnels, an accommodation switch maintains a MAC address table for each tunnel. Therefore, when a huge number of devices are connected to the OFNs and communicate with each other through a specific single tunnel, a shortage of MAC address table entries may occur.
IEEE 802.1ah Provider Backbone Bridging (also called MAC-in-MAC) adds extra source and destination MAC addresses and a VLAN tag to an Ethernet packet, and uses them for packet forwarding in virtual networks. In other words, MAC-in-MAC can completely hide the original Ethernet header information in EVNs. Compared with Q-in-Q, MAC-in-MAC is superior as it is more tolerant to the issue of MAC address learning.
On the other hand, when we use MAC-in-MAC in the configuration shown in Fig. 6(b) , it suffers from the same limitation as Q-in-Q does -packets from OFNs must be VLAN-tagged beforehand. In addition, low-end Ethernet switches rarely support MAC-in-MAC.
Wide-Area Ethernet with MPLS
The MPLS technology adds information (an MPLS label) between the L2 and L3 headers, and each packet is forwarded according to this information. Although MPLS is as mature as other L2 technologies, such as Q-in-Q and MACin-MAC, utilizing MPLS is an expensive approach because only the network switches/routers for core networks support it.
To configure Ethernet tunnels with MPLS, we can use Ethernet over MPLS (EoMPLS) [18] or Virtual Private LAN Service (VPLS) [19] . Because VPLS is basically for connecting more than two user networks and uses MAC address learning mechanisms, we focus on EoMPLS in this paper.
EoMPLS maintains the mapping between Ethernet VLAN tag information and MPLS label information on the boundary of the tunnels. Similar to MAC-in-MAC, EoM-PLS do not refer to the MAC addresses in EVNs and it does not suffer from the MAC address learning issue. However, EoMPLS has the same VLAN tag issue in OFNs as the other technologies, i.e., it requires packets in OFNs to be VLANtagged. Table 1 summarizes the wide-area Ethernet technologies described in this paper. Basically, because we should allow users to employ the VLAN tag, it is best to configure as many physical boundary links as there are tunnels in EVNs, † We describe only the minimum necessary information. For detailed information, please refer to the protocol specifications. and use Q-in-Q, MAC-in-MAC, or EoMPLS to configure these tunnels. When we use Q-in-Q, the issue of MAC address learning in EVNs must be considered; we need to manage the number of MAC addresses used in an experiment. Note that we will be able to manage the tunnels directly in the OpenFlow switches as shown in Fig. 6 (c), because newer versions of OpenFlow specification support Q-in-Q, MAC-in-MAC, and MPLS and many venders are developing OpenFlow switches that conform those specifications.
Summary of Wide-Area Ethernet Technologies for EVNs

Design and Deployment of RISE
In this section, we describe the design and deployment of the RISE testbed infrastructure. This is based on the considerations in Sect. 3 as well as the technical limitations of constructing real EVNs on JGN2plus and JGN-X.
Design of RISE
Network Technologies for EVNs
We adopted the Ethernet Q-in-Q technology when constructing EVNs for RISE for two reasons. First, we decided to use 802.1Q VLAN tags as user identifiers as we explained in Sect. 3.1, and therefore we cannot use them to create tunnels in EVNs. Second, there are some switches in JGN2plus that support neither MAC-in-MAC nor MPLS-based tunneling technologies. Accordingly, we were naturally led to the basic architecture depicted in Fig. 6(a), i. e., we configured as many physical boundary links as the tunnels (logical links) between OFSs. On the other hand, this architecture with Qin-Q has an issue of MAC address learning in EVNs as we summarized in Table 1 . Therefore, we need to be careful about the number of MAC addresses used by the users.
Identifiers
We now describe the identifiers defined for managing entities in RISE, such as end-users, OFNs, and EVNs. Figure 7 shows the relationships between these entities.
First, each end-host connected to RISE is not managed by its independent ID. Instead, we allocate some dedicated physical ports to each user for their experiments, and identify all communication through those ports as belonging to that user. To achieve this, we define an in-RISE unique 802.1Q VLAN ID to each user, and the OFSs attach this ID to every packet coming from the user's ports.
The physical OFSs of RISE are NEC IP8800 switches, in which we can configure multiple logical instances. Using this switch virtualization mechanism, we allocate a dedicated logical OFS instance to each user and bind the user's VLAN ID to the logical instance. To identify these logical OFS instances uniquely in RISE, we generate their DPID (OFS ID used by the OFC) by concatenating the in-RISE unique site ID, the in-site unique OFS ID, and the VLAN ID (user ID).
From the viewpoint of EVNs (JGN-X), we need Q-in-Q tunnels between the OFSs. Before configuring OFNs for RISE, we asked the JGN-X network operation group to set up these tunnels and obtained the outer VLAN IDs and port configuration information of the accommodation switches.
Basic Architecture of RISE
Next, we describe the RISE architecture. A basic set of two OFSs and one accommodation switch are installed in each site (OpenFlow access point) in JGN-X (Fig. 8) . One of the two OFSs is called an edge OpenFlow switch (E-OFS) and the other is a distribution OpenFlow switch (D-OFS).
The E-OFS directly accommodates end-user connections. Therefore, all the user physical ports are allocated in those E-OFSs. An E-OFS adds a VLAN tag to packets coming from a user port, and removes a VLAN tag from packets going to a user port.
The D-OFS provides physical connections between the OFNs and the EVNs (tunnels). For this purpose, we configure OpenFlow-enabled ports and OpenFlow-disabled ports in a D-OFS and connect them with physical links, which we call hard loops in this paper. By selecting an output port from the OpenFlow-enabled ports, we can control the forwarding paths between the OFSs from the OFNs viewpoint. From the EVNs perspective, the boundary is the OpenFlowdisabled ports in the D-OFSs, for which we configure Q-in-Q. Naturally, the number of hard loops in a D-OFS should be at least the number of Q-in-Q tunnels between the D-OFS and the D-OFSs in other sites. By using an E-OFS and a D-OFS, we can separate the design of the logical connections between the OFSs from the design of the physical links between the OFSs and EVNs. The best scenario is that we prepare many (depending on the number of physical ports the D-OFS implements) physical hard loops in the D-OFS and many (possibly full-mesh) logical tunnels in EVNs beforehand, and then flexibly modify the mapping between the hard loops and the tunnels according to user requests.
We strongly believe our architecture has the following three advantages. Firstly, the minimum number of physical connections between the accommodation switch and the D-OFS is 1 † , and therefore we can minimize the usage of physical ports in the accommodation switches, which are shared by other experimental environments deployed in JGN-X. Secondly, we can easily add OpenFlow access points to our infrastructure using the spare hard loops configured in D-OFS beforehand. Thirdly, our architecture provides flexibility in its logical configuration, meaning that we can reduce the physical modifications necessary, which naturally reduces the operating expense (OPEX) of our infrastructure.
On the other hand, our architecture has a drawback that we need two OFSs at each site. This means that the OPEX as well as the capital expenditure (CAPEX) worsens. However, OPEX of a network infrastructure generally grows underlinearly against the number of switches. As for CAPEX of the RISE infrastructure, the cost of OpenFlow switches are much lower than that of the communication lines. Therefore, the drawback of our architecture is acceptable at least for us.
Path Control Mechanisms
We now explain the mechanisms of traffic engineering using the simple network example † † depicted in Fig. 9 . In this example network, a normal TCP/IP packet from the host on the left side is transferred to the host on the right side via site 1, site 2, and site 3. More precisely, the packet traverses E-OFS 1, D-OFS 1, site 1, site 2, D-OFS 2, site 2, site 3, D- OFS 3, and E-OFS 3.
First, the left host generates a normal Ethernet packet and sends it to E-OFS 1. After E-OFS 1 receives the packet, it determines the VLAN ID, which is equal to the user ID, depending on the receiving physical port number and adds the ID to the packet. E-OFS 1 searches its flow tables using the packet header information and finds that it has to forward the packet to the hard loop connected to the tunnel between site 1 and site 2. After the packet is forwarded to the hard loop, an extra Q-in-Q tag is added to the packet header and then the packet is transferred from site 1 to site 2, where it reaches D-OFS 2 and has its Q-in-Q tag removed. D-OFS 2 then searches its flow tables using the packet header information and forwards the packet to the hard loop connected to the tunnel between site 2 and site 3. Similar to the previous in-tunnel transfer, an extra Q-in-Q tag is added to the packet, it travels through the Q-in-Q tunnel, and the Q-in-Q tag is removed at D-OFS 3. After the packet reaches an OpenFlow-enabled port of D-OFS 3, the packet is forwarded to E-OFS 3 according to its flow table information. E-OFS 3 receives the packet, and determines that it has to forward the packet to the host on the right-hand side of Fig. 9 from its flow table information. E-OFS 3 then removes the VLAN ID (user ID) from the packet and delivers it to the right host. Figure 10 shows the topology of RISE networks. The EVNs and their switches are shown in the lower part of the figure, and the OFNs and OFSs are shown in the upper part. All of the OFNs are logical (virtual) networks.
RISE Topology
Our RISE networks can benefit from the high level of redundancy in the JGN-X physical network design (not shown in the figure). In the actual design of the logical connections between OFSs, we can reflect the physical redundancy in the logical redundancy. When we require more logical redundancy in the OFNs, we can configure some more † In the current RISE infrastructure, we prepared multiple physical connections between an accommodation switch and a D-OFS because the bandwidth of each connection is just 1 Gbps which is not enough to accommodate multiple simultaneous experiments. For the same reason, we prepared multiple physical connections between a D-OFS and an E-OFS.
† † A simple naming rule is used for this explanation, which is slightly different from that of RISE. redundant links using the spare hard loops.
Lessons Learnt from the Deployment of RISE
In this section, we describe the lessons learnt from the deployment and operation of the RISE testbed networks. From a technical viewpoint, OpenFlow is highly dependent on traditional Ethernet switch technology. However, the deployment and operation of OFNs are partially different from those of Ethernet-based networks. In addition, OpenFlow allows users to control their traffic at a low level. Therefore, we should be conservative in the operation of OFNs to prevent network troubles.
Incremental Deployment of OFNs
To achieve advanced traffic engineering in OFNs, it is highly important to prepare redundant paths in them, which allows us many options for traffic control. On the other hand, redundant paths mean that, if we make an incorrect configuration, loop packet forwarding can occur, which causes a severe traffic load in the loop paths and their switches. To avoid this kind of incorrect configuration, we recommend configuring small-scale tree-topology OpenFlow networks and validating the configuration and behavior of the networks at the outset. It is then possible to take steps towards expansion, inclusion of redundant paths, and traffic controls using these paths.
Information Sharing with Users about Their Experiments
As described above, incorrect configuration of OFC/OFSs can make the OFSs forward user packets to unexpected ports. Unfortunately, it is often difficult for OFN operators to know whether such traffic control is intended by the user or not. Sometimes, the only option for OFNs operators is a compulsory shutdown of the physical ports that have sent more packets than the pre-defined threshold. Therefore, the OFN operators should share sufficient information about the traffic engineering conducted in OFNs by the users, define the traffic threshold for port shutdown, and achieve an agreement with the users about this threshold and the possibility of compulsory port shutdown.
6.3 Separation of the Data Plane, Control Plane, and Management Plane
We should prepare separate physical ports for user-data transfer, secure channels, and remote access. As mentioned above, we sometimes need to shutdown physical ports for user-data transfer. If we share a physical port on an OFS for these purposes, its shutdown renders the OFS uncontrollable from the OFC or the remote terminal. It is also important to protect communication networks for remote access by preparing separate VLANs for secure channels and remote access. This is because a secure channel can easily be overloaded by packets from unregistered flows, and in that case we can stop such traffic by shutting down the VLAN for the secure channel. As for remote access ports, we should not modify their configuration except in case of emergency.
Preparation for Uncontrollable OFSs
When loop traffic occurs, the OFSs on the paths become overloaded and user packet transfer, control packet transfer, and remote access on them can be almost impossible. In this case, we may try to ask the EVN operators to shutdown the tunnels between the OFSs. However, such an operation can also be difficult because the switches that create the tunnels can be overloaded. Accordingly, we should introduce a mechanism that enables us to power-off the OFSs remotely, even in the worst case.
Physical Location of the OFC
In OFNs, the OFC can be the single point of failure. A technical problem on the OFC can cause the malfunction of whole OFNs. Therefore, we should carefully choose the physical location of the OFC to be reachable by an operator in a short time, as well as preparing a spare OFC.
Operational Cooperation between OFNs and EVNs
When OFNs are deployed virtually over wide-area EVNs and are operated by different groups, their cooperation is indispensable. For example, even when an unexpected packet behavior is observed in an OFN, the OFN operators may not be able to solve it without the prompt assistance of the EVN operators. Therefore, it is important to establish a cooperative consensus for the operational procedures between OFNs and EVNs.
When OFNs are constructed over multiple wide-area EVNs connected with each other, or when multiple OFNs are connected with each other, we need more complex coordination between different infrastructures, users, operation groups, organizations, and so on. The first step to achieving this should be to clarify what traffic control mechanisms to deploy in OFNs, as we discussed in Sect. 3.1. Without these, it is highly difficult to establish appropriate coordination among the operation groups because operational procedures for trouble shooting become too wide-ranging.
Conclusions
In this paper, we described the motivation, design, technologies, and deployment of RISE, a wide-area OFN testbed. Actually, several demonstrations were conducted on RISE [6] , [12] , which showed the high potential of the wide-area deployment of OFNs.
Our future work will take the following three directions. The first is the introduction of MPLS-based tunneling technology (EoMPLS) in EVNs, because the current JGN-X infrastructure deploys new MPLS-enabled switches. We expect a lower OPEX with EoMPLS than with the current Q-in-Q as we need not worry about the MAC address learning issue.
Second, we will improve the management mechanism of user slices. The current design of RISE enables the establishment of multiple user slices with their management based on physical ports. Thus, an independent OFC can be connected to a user slice bound to separate (dedicated) physical ports. On the other hand, wide-area EVNs are physically shared among users, and we need to develop more sophisticated coordination mechanisms for logical and physical resource sharing among the users. To achieve this, we also need to establish closer cooperation between RISE and JGN-X (EVNs).
Finally, we will move forward to OpenFlow testbed interconnections. Recently, several research projects have developed wide-area OpenFlow infrastructure, such as the OS 3 E project [20] in the United States and the OFELIA project [21] in the EU. We expect to connect RISE to these OpenFlow testbeds and develop a federation mechanism for both the data plane and the control plane among different organizations.
