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Abstrakt
Tato pra´ce se zaby´va´ problematikou hleda´n´ı odhadu parametr˚u. V ra´mci pra´ce byl vytvorˇen
novy´ program, ktery´ umozˇnˇuje prova´deˇt hleda´n´ı odhadu parametr˚u, podobneˇ jak na´stroj Pa-
rametr estimation, ktery´ je soucˇa´st´ı rozsˇiˇruj´ıc´ıho bal´ıcˇku Matlabu. Noveˇ vytvorˇeny´ program
vhodnou vizualizac´ı a novy´mi funkcemi umozˇnˇuje pro neˇktere´ prˇ´ıpady nalezen´ı lepsˇ´ıho odhadu
parametr˚u nezˇ program od Mathworks.
Summary
This thesis deals with parameters estimation search problematics. Newly-made software is pro-
posed within a frame of this work and it replaces and supplements the Parameter Estimation
tool, which is a part of Matlab toolbox. New software proposes suitable visualisation and new
functions, which may lead to better solutions than build-in tools in Matlab.
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ritmus, Monte Carlo, Grid.
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1 U´vod
Pro lepsˇ´ı rˇ´ızen´ı soustavy nezˇ obycˇejny´m PID regula´torem je znalost soustavy nezbytna´. Pokud
je mozˇne´ soustavu matematicky popsat, lze take´ vytvorˇit model, ktery´ reprezentuje do urcˇite´
mı´ry soustavu. Tento model obsahuje rˇadu parametr˚u, ktere´ je mozˇne´ v lepsˇ´ım prˇ´ıpadeˇ zmeˇrˇit,
v opacˇne´m prˇ´ıpadeˇ je potrˇeba je z´ıskat odhadem pomoc´ı nameˇrˇeny´ch dat.
Mysˇlenka je jednoducha´. Postupnou u´pravou parametr˚u syste´mu se meˇn´ı odezva na vstupn´ı
signa´l, ktery´ je porovna´va´n s nameˇrˇeny´m signa´lem na soustaveˇ. Ovsˇem prohleda´vac´ı prostor
by´va´ obvykle obrovsky´ a skry´va´ mnoho loka´ln´ıch minim. Nelze tedy pouzˇ´ıt jenom neˇkterou z
gradientn´ıch metod ani nelze prohledat cely´ prostor.
”
Identifikace syste´mu je umeˇn´ı a veˇda, ktera´ se zaby´va´ vytvorˇen´ım matematicke´ho modelu
dynamicke´ho syste´mu z nameˇrˇeny´ch vstupn´ıch a vy´stupn´ıch dat“[14]. Umeˇn´ı, tedy znalosti a
schopnosti uzˇivatele, jsou obvykle nezastupitelnou soucˇa´st´ı. Proto je potrˇeba umozˇnit uzˇivateli,
aby byl soucˇa´st´ı procesu hleda´n´ı.
1.1 Pra´ce s Parametr estimation toolbox
Program PE (parametr estimation toolbox) je mocny´ na´stroj, ktery´ umozˇnˇuje nalezen´ı odhadu
parametr˚u, pokud ma´me model a nameˇrˇena´ data. Ovsˇem ma´ neˇkolik nedostatk˚u, popsany´ch
v kapitole 2.5. Jedna´ se hlavneˇ o filozofii, zˇe je model, nad ktery´m beˇzˇ´ı program PE. Jedna´ se
tedy o pra´ci jen s jediny´m modelem. Program je pro uzˇivatele black-box, kde nev´ı, jak uvnitrˇ
pracuje a ani se nedostane k pr˚ubeˇhu hledan´ı parametr˚u.
S nar˚ustaj´ıc´ım pocˇtem hodin stra´veny´ch nad programem PE se vkra´da´ mysˇlenka, jestli to,
jak je program navrzˇeny´, je idea´ln´ı varianta a jestli nejde prˇij´ıt s neˇcˇ´ım lepsˇ´ım. Tedy vznika´
motivace vytvorˇit na´stroj, ktery´ poskytne novy´ prˇ´ıstup k problematice.
1.2 Stanovene´ c´ıle
Novy´ program, ktery´ bude vytvorˇen v ra´mci te´to pra´ce, by meˇl poskytnout uzˇivateli mozˇnost
zohlednit jeho znalost soustavy tak, aby dosˇlo k synergicke´ integraci schopnosti technicky
zdatne´ho uzˇivatele a vy´pocˇetn´ı s´ıly pocˇ´ıtacˇe. Jedna´ se tedy o inzˇeny´rsky´ na´stroj, urcˇeny´ pro ty,
co to s hleda´n´ım odhadu parametr˚u mysl´ı va´zˇneˇ. Nejde tedy o program, ktery´ beˇhem lusknut´ı
prstu nalezne parametry a nap´ıˇse, zˇe hleda´n´ı dopadlo u´speˇsˇneˇ. Inzˇeny´r mus´ı by´t skepticky´ k
vy´sledk˚um z programu˚, u ktery´ch nev´ı, jak vevnitrˇ funguj´ı.
Program by tedy meˇl by´t schopen poskytnout vesˇkere´ informace o pr˚ubeˇhu hleda´n´ı od-
hadu parametr˚u, take´ by meˇl nab´ızet mozˇnost konkre´tneˇ nastavit prohleda´vac´ı metodu nebo ji
dokonce vytvorˇit.
Hlavn´ım prˇ´ınosem nove´ho programu by meˇla by´t schopnost pracovat s v´ıce modely, cozˇ by
umozˇnilo vytva´rˇet r˚uzne´ experimenty, ktere´ sd´ılej´ı parametry. Nebo porovnat neˇkolik model˚u,
jak reprezentuj´ı soustavu. Popis pozˇadavk˚u na noveˇ vytvorˇeny´ program je v kapitole 3.
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2 Resˇersˇe
Tato kapitola se bude zaby´vat na´strojem PE (Parameter Estimation), prˇicˇemzˇ prima´rneˇ bude
zameˇrˇena na verzi na´stroje, dostupnou ve verzi MATLAB R2013b. Prima´rn´ım zdrojem pro
tuto kapitolu je na´poveˇda MATLABu [2] a z´ıskana´ zkusˇenost s na´strojem.
2.1 Na´stroj Parameter Estimation
Na´stroj PE je soucˇa´st´ı doplnˇkove´ho bal´ıcˇku Simulink Design Optimization. Na´stroj odhaduje
parametry a pocˇa´tecˇn´ı stavy modelu se zna´mou strukturou v Simulinku pomoc´ı nameˇrˇeny´ch
dat. Tento na´stroj zvysˇuje prˇesnost modelu tak, aby model reprezentoval nameˇrˇene´ chova´n´ı
hardwaru (na meˇrˇene´ soustaveˇ). Pro pouzˇit´ı tohoto na´stroje je nutne´ mı´t prˇipraveny´ model v Si-
mulinku s neˇjaky´mi vstupy, vy´stupy a parametry. Tento model je cha´pa´n jako grey-box. Pomoc´ı
optimalizacˇn´ıch algoritmu˚ na´sledneˇ na´stroj hleda´ takove´ parametry, ktere´ minimalizuj´ı stanove-
nou kriteria´ln´ı funkci (rozd´ıl mezi nameˇrˇenou a simulovanou odezvou). Lze tedy naprˇ´ıklad auto-
maticky odhadnout odpor motoru, indukcˇnost a moment setrvacˇnosti z nameˇrˇeny´ch dat napeˇt´ı
a rychlosti motoru. S na´strojem lze pracovat bud’ prostrˇednictv´ım graficke´ho uzˇivatelske´ho
rozhran´ı, nebo pomoc´ı prˇ´ıkazove´ rˇa´dky.
Pomoc´ı tohoto na´stroje lze:
– Importovat a prˇedzpracovat nameˇrˇena´ data.
– Nale´zt nejvy´znamneˇjˇs´ı odhadovane´ parametry (pomoc´ı na´stroje Sensitivity Analysis –
dostupne´ azˇ od verze R2016a).
– Odhadovat parametry a pocˇa´tecˇn´ı stavy modelu a monitorovat postup estimace (odhadu).
– Validovat (verifikovat) vy´sledky estimace.
Na´stroj umozˇnˇuje odhad a validaci v´ıce parametr˚u modelu za´rovenˇ a je mozˇne´ zave´st meze
mozˇny´ch hodnot parametr˚u.
Z na´stroje lze generovat i ko´d v MATLABu a urychlit odhad parametr˚u pomoc´ı paraleln´ıch
vy´pocˇt˚u a funkce Simulink fast restart (dostupne´ azˇ od verze R2015b).
2.2 Formulace odhadu parametr˚u
2.2.1 Prˇehled odhadu parametr˚u jako optimalizacˇn´ı u´lohy
Tento software formuluje odhad parametr˚u jako optimalizacˇn´ı u´lohu. Rˇesˇen´ım te´to optima-
lizacˇn´ı u´lohy jsou odhadovane´ hodnoty parametr˚u. Tato optimalizacˇn´ı u´loha se skla´da´ z:
– x - Navrhove´ promeˇnne´. Parametry modelu a pocˇa´tecˇn´ı stavy, ktere´ maj´ı by´t odhadova´ny.
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– F (x) – U´cˇelova´ funkce. Funkce, ktera´ pocˇ´ıta´ mı´ru rozd´ılu mezi nameˇrˇenou a simulovanou
odezvou. Tuto funkci lze take´ nazvat jako hodnot´ıc´ı funkce, kriteria´ln´ı funkce nebo chyba
estimace (odhadu).
– (Volitelne´) - Meze. Omezen´ı hodnot odhadovany´ch parametr˚u.
– (Volitelne´) C(x) – Omezovac´ı funkce. Funkce, ktera´ specifikuje omezen´ı na´vrhovy´ch
promeˇnny´ch.
Optimalizacˇn´ı rˇesˇicˇ lad´ı hodnoty na´vrhovy´ch promeˇnny´ch s c´ılem splnit stanovene´ c´ıle a
omezen´ı. Prˇesna´ formulace optimalizace za´vis´ı na pouzˇite´ optimalizacˇn´ı metodeˇ.
2.2.2 Kriteria´ln´ı funkce
Software lad´ı parametry modelu za u´cˇelem dosazˇen´ı simulovane´ odezvy ysim, ktera´ sleduje
nameˇrˇenou odezvu nebo referencˇn´ı signa´l yref . Aby toho bylo dosazˇeno, rˇesˇicˇ minimalizuje
kriteria´ln´ı funkci, neboli odchylku estimace, tedy mı´ru rozd´ılu mezi nameˇrˇenou a simulovanou
odezvou. Kriteria´ln´ı funkce F (x) je u´cˇelovou funkc´ı optimalizacˇn´ı u´lohy.
Hruba´ odchylka odhadu e(t) je definovana´ jako:
e(t) = yref(t)− ysim (2.1)
e(t) je take´ oznacˇova´no jako rezidua´ly odchylek nebo jednodusˇe rezidua´ly.
Software vyhodnocuje kriteria´ln´ı funkci pro urcˇity´ cˇasovy´ interval. Tento interval je za´visly´
na cˇasove´ ba´zi nameˇrˇene´ho signa´lu a cˇasove´ ba´zi simulovane´ho signa´lu.
– Cˇasova´ ba´ze nameˇrˇene´ho signa´lu se skla´da´ ze vsˇech cˇasovy´ch bod˚u, pro ktere´ je nameˇrˇeny´
signa´l specifikovany´. V prˇ´ıpadeˇ v´ıce nameˇrˇeny´ch signa´l˚u je cˇasova´ ba´ze sjednocen´ım
cˇasovy´ch bod˚u vsˇech nameˇrˇeny´ch signa´l˚u.
– Cˇasova´ ba´ze simulovane´ho signa´lu se skla´da´ ze vsˇech cˇasovy´ch bod˚u, pro ktere´ je model
simulova´n.
V prˇ´ıpadeˇ, zˇe model pouzˇ´ıva´ rˇesˇicˇ s promeˇnnou de´lkou kroku, pak se cˇasova´ ba´ze simulo-
vane´ho signa´lu mu˚zˇe mezi jednotlivy´mi optimalizacˇn´ımi iteracemi meˇnit. Cˇasove´ ba´ze simu-
lovane´ho a nameˇrˇene´ho signa´lu se mohou liˇsit. Software vyhodnocuje kriteria´ln´ı funkci pouze
pro cˇasovy´ interval, ktery´ je spolecˇny´ pro obeˇ ba´ze. Ve vy´choz´ım nastaven´ı software pouzˇ´ıva´ ve
spolecˇne´m cˇasove´m intervalu pouze cˇasove´ body specifikovane´ nameˇrˇeny´m signa´lem.
– V GUI lze stanovit cˇasy zacˇa´tku a konce simulace v oblasti Simulation time v dialogove´m
okneˇ Simulation options.
– V prˇ´ıkazove´m rˇa´dku software stanov´ı cˇas konce simulace jako posledn´ı bod cˇasove´ ba´ze
nameˇrˇene´ho signa´lu.
Software Simulink Design Optimization poskytuje na´sleduj´ıc´ı kriteria´ln´ı funkce pro zpra-
cova´n´ı e(t)
Soucˇet cˇtverc˚u odchylek SSE
Soucˇet cˇtverc˚u odchylek je vy´choz´ı metoda v programu PE. V programu je pod na´zvem SSE.
SSE =
n∑
i=1
e(t)2 (2.2)
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Soucˇet absolutn´ıch odchylek SAE
Soucˇet absolutn´ıch odchylek da´va´ stejnou va´hu na vsˇechny chyby e(t). V programu je pod
na´zvem SAE.
SAE =
n∑
i=1
|e(t)| (2.3)
Hruba´ odchylka - Residuals
Tato volba je dostupna´, pouze pokud se s programem pracuje pomoc´ı prˇ´ıkaz˚u. V programu je
pod na´zvem Residuals.
F (x) =
 e(0)...
e(N)
 (2.4)
Uzˇivatelem definovana´ funkce
Uzˇivatel ma´ mozˇnost definovat svoji metodiku hodnocen´ı. Tuto volbu lze pouzˇ´ıt jen prˇi pra´ci s
PE pomoc´ı prˇ´ıkaz˚u.
2.2.3 Meze a vazby
Na za´kladeˇ znalosti syste´mu lze stanovit meze pro navrhovane´ promeˇnne´ (odhadovane´ parame-
try modelu). Meze jsou vyja´drˇeny jako:
x ≤ x ≤ x¯ (2.5)
Kde: x je spodn´ı a x¯ horn´ı mez navrhovane´ promeˇnne´
Naprˇ´ıklad u oscila´toru mus´ı by´t odhadovana´ hmotnost veˇtsˇ´ı nezˇ nula a mensˇ´ı nezˇ nekonecˇno.
Tyto meze jsou vyja´drˇeny jako:
0 < x <∞ (2.6)
Prˇi pra´ci s PE pomoc´ı prˇ´ıkaz˚u lze take´ stanovit dalˇs´ı vazby C(x) pro navrhovane´ promeˇnne´.
C(x) mu˚zˇe by´t linea´rn´ı nebo nelinea´rn´ı a mu˚zˇe popisovat rovnosti cˇi nerovnosti. C(x) mu˚zˇe
take´ specifikovat vazby mezi v´ıce parametry. Naprˇ´ıklad v jednoduche´m modelu trˇen´ı mu˚zˇe C(x)
prˇedepsat, zˇe staticky´ koeficient trˇen´ı x2 mus´ı by´t veˇtsˇ´ı nebo roven dynamicke´mu koeficientu
trˇen´ı x1. Jedn´ım ze zp˚usob˚u vyja´drˇen´ı te´to vazby je:
C(x) = x1 − x2 (2.7)
C(x) ≤ 0 (2.8)
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2.2.4 Optimalizacˇn´ı metody
Nonlinear Least Squares
Prˇi pra´ci s PE pomoc´ı skriptu se metoda jmenuje lsqnonlin. Minimalizuje cˇtverce rezidua´l˚u, je
to doporucˇena´ metoda pro hleda´n´ı odhadu parametr˚u. Tato metoda vyzˇaduje vektor rezidua´l˚u
odchylek, vypocˇteny´ za pouzˇit´ı fixn´ı cˇasove´ ba´ze. Tento prˇ´ıstup nen´ı vhodny´ v prˇ´ıpadeˇ skala´rn´ı
kriteria´ln´ı funkce, nebo pokud se pocˇet rezidua´l˚u odchylek mu˚zˇe mezi iteracemi meˇnit. Tato
metoda pouzˇ´ıva´ funkci lsqnonlin.
lsqnonlin rˇesˇ´ı u´lohy nelinea´rn´ıch nejmensˇ´ıch cˇtverc˚u, vcˇetneˇ u´loh typu curve-fitting
(prokla´da´n´ı krˇivek).
Gradient Descent
Prˇi pra´ci s PE pomoc´ı skriptu se metoda jmenuje fmincon. Obecny´ nelinea´rn´ı rˇesˇicˇ pouzˇ´ıva´
gradient kriteria´ln´ı funkce. Tento prˇ´ıstup je vhodne´ pouzˇ´ıt, pokud je zˇa´douc´ı stanovit jednu z
na´sleduj´ıc´ıch mozˇnost´ı, cˇi jejich libovolnou kombinaci:
– Uzˇivatelem definovana´ kriteria´ln´ı funkce
– Parametrove´ vazby
– Signa´love´ vazby
Tato metoda pouzˇ´ıva´ funkci fmincon.
fmincon hleda´ minimum omezene´ nelinea´rn´ı skala´rn´ı funkce v´ıce promeˇnny´ch. Obecneˇ se
to oznacˇuje jako constrained nonlinear optimization (omezena´ nelinea´rn´ı optimalizace) nebo
nonlinear programming (nelinea´rn´ı programova´n´ı).
Simplex Search
Prˇi pra´ci s PE pomoc´ı skriptu se metoda jmenuje fminsearch. Zalozˇeno na algoritmu Nelder-
Mead. Tento prˇ´ıstup nepouzˇ´ıva´ gradient kriteria´ln´ı funkce. Pouzˇijte tento prˇ´ıstup, pokud kri-
teria´ln´ı funkce nebo vazby nejsou spojite´ nebo diferencovatelne´. Tato metoda pouzˇ´ıva´ funkce
fminsearch a fminbnd. fminbnd se pouzˇ´ıva´, je-li optimalizova´n jeden skala´rn´ı parametr. V
opacˇne´m prˇ´ıpadeˇ se pouzˇije fminsearch. S fminsearch nelze specifikovat meze parametr˚u
x ≤ x ≤ x¯.
fminsearch hleda´ minimum neomezene´ skala´rn´ı funkce v´ıce promeˇnny´ch. Obecneˇ se to
oznacˇuje jako unconstrained nonlinear optimization (neomezena´ nelinea´rn´ı optimalizace).
fminbnd hleda´ minimum funkce jedne´ promeˇnne´ ve fixn´ım invervalu.
Pattern Search
Prˇi pra´ci s PE pomoc´ı skriptu se metoda jmenuje patternsearch. Je to prˇ´ıma´ metoda vy-
hleda´va´n´ı, zalozˇena´ na zobecneˇne´m algoritmu pattern search (hleda´n´ı vzor˚u). Tato metoda
nepouzˇ´ıva´ gradient kriteria´ln´ı funkce. Je vhodne´ pouzˇ´ıt tento prˇ´ıstup, pokud kriteria´ln´ı funkce
nebo vazby nejsou spojite´ nebo diferencovatelne´. Tato metoda pouzˇ´ıva´ funkci patternsearch.
patternsearch hleda´ minimum funkce pomoc´ı pattern search (hleda´n´ı vzor˚u).
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2.3 Prˇ´ıprava dat
2.3.1 Podporovana´ data
K hleda´n´ı odhadu parametr˚u a pocˇa´tecˇn´ıch podmı´nek Simulink modelu s jedn´ım cˇi v´ıce vstupy a
vy´stupy jsou zapotrˇeb´ı nameˇrˇena´ signa´lova´ data. Prˇi meˇrˇen´ı dat je nutne´ zvolit vhodne´ buzen´ı
syste´mu, aby syste´m nebyl v rovnova´zˇne´m stavu a bylo mozˇne´ zachytit dynamiku syste´mu.
Vhodny´m buzen´ım mu˚zˇe by´t naprˇ´ıklad skok, impulsn´ı vstupy, sˇum nebo libovolny´ jiny´ vhodny´
signa´l, ktery´
”
vybud´ı v syste´mu zrychlen´ı“. PE umozˇnˇuje hledat odhad parametr˚u modelu z
na´sleduj´ıc´ıch typ˚u dat:
– Time-domain data data, ktera´ maj´ı jednu nebo v´ıce vstupn´ıch promeˇnny´ch u(t) a jednu
nebo v´ıce vy´stupn´ıch promeˇnny´ch y(t), vzorkovane´ jako funkce cˇasu.
– Time-series data data ulozˇena´ v objektech typu
”
time-series“.
PE hleda´ odhad parametr˚u modelu porovna´n´ım nameˇrˇeny´ch signa´lovy´ch dat se simulacˇn´ımi
daty z´ıskany´mi ze Simulink modelu. Software hleda´ odhad parametr˚u a pocˇa´tecˇn´ıch podmı´nek
stav˚u pomoc´ı optimalizacˇn´ıch metod minimalizac´ı uzˇivatelem zvolene´ kriteria´ln´ı funkce. Kri-
teria´ln´ı funkce typicky pocˇ´ıta´ odchylku mezi nameˇrˇeny´mi a simulovany´mi daty pomoc´ı metody
nejmensˇ´ıch cˇtverc˚u.
2.3.2 Pozˇadavky na model pro import dat
Prˇed analy´zou a prˇedzpracova´n´ım nameˇrˇeny´ch dat pro hleda´n´ı odhadu (estimacˇn´ıch dat) je
nutne´ prˇiˇradit data k jednotlivy´m kana´l˚um modelu. Aby bylo mozˇne´ prˇiˇradit data, mus´ı model
v Simulinku obsahovat jeden z teˇchto prvk˚u:
– Blok Inport v nejvysˇsˇ´ı u´rovni modelu. Pokud model jizˇ obsahuje pevny´ vstupn´ı blok
(naprˇ. Step), pak blok Inport nen´ı potrˇeba.
– Blok Outport v nejvysˇsˇ´ı u´rovni modelu.
– Zaznamenany´ (logged) signa´l. Zaznamenany´ signa´l mu˚zˇe by´t signa´l v nejvysˇsˇ´ı u´rovni
modelu nebo signa´l v subsyste´mu modelu.
Pro zaznamena´n´ı signa´lu je potrˇeba v Simulink editoru vybrat dany´ signa´l, kliknout na
sˇipku u tlacˇ´ıtka Record a kliknout na Log/Unlog Selected Signals.
V GUI Control and Estimation Tools Manager, rˇa´dky na karteˇ Input Data odpov´ıdaj´ı In-
port blok˚um v nejvysˇsˇ´ı u´rovni modelu. Viz obra´zek 2.1. Podobneˇ rˇa´dky na karteˇ Output Data
odpov´ıdaj´ı bud’ Outport blok˚um v nejvysˇsˇ´ı u´rovni nebo zaznamenany´m signa´l˚um v modelu.
Prˇida´n´ı Inport nebo Outport bloku nebo oznacˇen´ı signa´lu pro zaznamena´n´ı vytvorˇ´ı novy´
rˇa´dek v odpov´ıdaj´ıc´ı za´lozˇce. Novy´ rˇa´dek lze pouzˇ´ıt k importu estimacˇn´ıch dat pro odpov´ıdaj´ıc´ı
signa´l. Pro zobrazen´ı nove´ho rˇa´dku je nutne´ kliknout na tlacˇ´ıtko Update Task v uzlu Esti-
mation Task v GUI Control and Estimation Tools Manager.
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Obra´zek 2.1: Input Data
2.3.3 Import dat
Nezˇ se zacˇnou importovat data, mus´ı se vytvorˇit a nastavit u´loha hleda´n´ı odhadu konfigurac´ı
prˇ´ıslusˇny´ch parametr˚u, rˇesˇicˇ˚u a kriteria´ln´ıch funkc´ı. Software PE poskytuje graficke´ uzˇivatelske´
rozhran´ı (GUI), ktere´ umozˇnˇuje vytvorˇen´ı projektu hleda´n´ı odhadu rychle a jednodusˇe.
Pro vytvorˇen´ı projektu hleda´n´ı odhadu:
– Otevrˇ´ıt Simulink model. Model pro u´cˇely tohoto na´vodu prˇedstavuje mechanicky´ oscila´tor.
Tento model obsahuje vstupn´ı (Inport) blok u a vy´stupn´ı (Outport) blok y pro import
vstupn´ıch a vy´stupn´ıch dat.
– GUI se otevrˇe Control and Estimation Tools Manager vy´beˇrem Analysis - Parameter
Estimation v okneˇ Simulink modelu.
Strom projektu zobrazuje na´zev projektu Project – M2 bez tihove sily. U´lohy hleda´n´ı od-
hadu jsou usporˇa´da´ny uvnitrˇ uzlu Estimation Task.
Pozna´mka: Pro vykona´n´ı u´loh hleda´n´ı odhadu mus´ı z˚ustat Simulink model otevrˇeny´.
Po vytvorˇen´ı projektu hleda´n´ı odhadu, jak je popsa´no v prˇedchoz´ım textu, je mozˇne´ impor-
tovat estimacˇn´ı data do GUI.
Import nameˇrˇeny´ch dat:
– V GUI se zvol´ı Transient Data v uzlu Estimation Task.
– Pravy´m tlacˇ´ıtkem mysˇi se klikne na Transient Data a zvol´ı se New pro vytvorˇen´ı uzlu
New Data. Prˇ´ıpadneˇ se mu˚zˇe pro vytvorˇen´ı tohoto uzlu pouzˇ´ıt tlacˇ´ıtko New.
– Vybere se uzel New Data v uzlu Transient Data.
Rˇa´dky tabulky na karteˇ Input Data odpov´ıdaj´ı vstupn´ımu Inport bloku u v modelu M2.
Podobneˇ rˇa´dky na karteˇ Output Data odpov´ıdaj´ı vy´stupn´ımu Outport bloku y.
Pozna´mka: Aby bylo mozˇne´ importovat data, mus´ı Simulink model obsahovat blok Inport
nebo Outport nebo zaznamenane´ (logged) signa´ly. Pro v´ıce informac´ı viz kapitola 2.3.2.
Nyn´ı je nutne´ importovat vstupn´ı a vy´stupn´ı data, jak je popsa´no v na´sleduj´ıc´ıch sekc´ıch:
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Import vstupn´ıch dat a cˇasove´ho vektoru
– V uzlu New Datase klikne na kartu Input Data.
– Kliknut´ım pravy´m tlacˇ´ıtkem na bunˇku Data a zvolen´ım Import se otevrˇe dialogove´
okno Data Import. K otevrˇen´ı tohoto dialogove´ho okna lze take´ pouzˇ´ıt tlacˇ´ıtko Import.
– V dialogove´m okneˇ Data Import se vybere u ze seznamu promeˇnny´ch. Viz obra´zek 2.2.
– Da´le tlacˇ´ıtko Import.
– V karteˇ Input Data se vybere bunˇka Time/Ts.
– Vybere se time v dialogove´m okneˇ Data Import.
– Kliknut´ım na tlacˇ´ıtko Import se vybere import cˇasove´ho vektoru pro vstupn´ı data.
– Kliknut´ım na tlacˇ´ıtko Close se zavrˇe dialogove´ okno Data Import.
Obra´zek 2.2: Dialogove´ okno Data Import
Import vy´stupn´ıch dat a cˇasove´ho vektoru
– V uzlu New Data se klikne na kartu Output Data.
– Kliknut´ım pravy´m tlacˇ´ıtkem na bunˇku Data a zvolen´ım Import se otevrˇe dialogove´
okno Data Import.
– V dialogove´m okneˇ Data Import se vybere y ze seznamu promeˇnny´ch.
– Da´le se zvol´ı Import.
– V karteˇ Output Data, se vybere bunˇka Time/Ts.
– Vybere se time v dialogove´m okneˇ Data Import.
– Kliknut´ım na tlacˇ´ıtko Import se provede import cˇasove´ho vektoru pro vstupn´ı data.
– Kliknut´ım na tlacˇ´ıtko Close se zavrˇe dialogove´ okno Data Import.
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Vykreslen´ı a analy´za dat
Po importu estimacˇn´ıch dat je vhodne´ odstranit odlehle´ hodnoty, vyhladit, odstranit trend,
nebo jinak osˇetrˇit data tak, aby byla v´ıce poddajna´ pro u´cˇely analy´zy a hleda´n´ı odhadu. Pro
zobrazen´ı a analy´zu vlastnost´ı dat je nutne´ vykreslit cˇasovy´ pr˚ubeˇh dat. Pro vykreslen´ı datove´
sady se vybere v uzlu Transient Data bunˇka Data a klikne se na tlacˇ´ıtko Plot Data.
Pomoc´ı cˇasove´ho pr˚ubeˇhu dat je mozˇne´ zkoumat vlastnosti dat, jako je sˇum, odlehle´ hod-
noty a cˇa´sti dat pro pouzˇit´ı prˇi hleda´n´ı odhadu parametr˚u. Po analy´ze dat je mozˇne´ prove´st
prˇedzpracova´n´ı dat.
2.3.4 Prˇedzpracova´n´ı dat
Po importu estimacˇn´ıch dat lze prove´st pomoc´ı na´stroje Data Preprocessing Tool na´sleduj´ıc´ı
operace pro prˇedzpracova´n´ı (preprocessing) dat:
– Exclusion – Vyloucˇen´ı cˇa´sti dat z procesu hleda´n´ı odhadu.
– Handle missing data – Odstraneˇn´ı chybeˇj´ıc´ıch dat nebo vy´pocˇet chybeˇj´ıc´ıch dat pomoc´ı
interpolace.
– Handle outliers – Odstraneˇn´ı odlehly´ch hodnot.
– Detrend – Odstraneˇn´ı pr˚umeˇrny´ch hodnot nebo linea´rn´ıho trendu.
– Filter – Vyhlazen´ı dat pomoc´ı filtru prvn´ıho rˇa´du, libovolnou prˇenosovou funkc´ı, nebo
idea´ln´ım filtrem.
Pro otevrˇen´ı na´stroj Data Preprocessing Tool :
– V GUI se vybere uzel Transient Data v uzlu Estimation Task a pote´ se vyberou
data urcˇena´ pro prˇedzpracova´n´ı, bud’ na karteˇ Input Data nebo Output Data.
– Klikne se na tlacˇ´ıtko Pre-process pro otevrˇen´ı na´stroje Data Preprocessing Tool. Okno
na´stroje Data Preprocessing Tool je na obra´zku: 2.3.
2.4 Hleda´n´ı odhadu parametr˚u a stav˚u
2.4.1 Specifikace estimacˇn´ıch dat
Vytvorˇen´ı u´lohy hleda´n´ı odhadu
Po importu nameˇrˇeny´ch signa´lovy´ch dat, jak je popsa´no v kapitole 2.3.3 (Import dat), je potrˇeba
vytvorˇit u´lohu hleda´n´ı odhadu (estimacˇn´ı u´lohu) a konfigurovat nastaven´ı hleda´n´ı odhadu. Po-
kud data obsahuj´ı sˇum nebo odlehle´ hodnoty, je zapotrˇeb´ı prove´st prˇedzpracova´n´ı (preproces-
sing) dat viz kapitola 2.3.4.
Vytvorˇen´ı u´lohy hleda´n´ı odhadu:
– V GUI Control and Estimation Tools Manager se klikne pravy´m tlacˇ´ıtkem mysˇi na uzel
Estimation a zvol´ı se New.
– Vybere se uzel New Estimation.
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Obra´zek 2.3: Data Preprocessing Tool
Specifikovat data
Po vy´beˇru uzlu New Estimation se objev´ı za´lozˇka Data Sets. Zde lze vybrat datovou sadu
urcˇenou pro hleda´n´ı odhadu.
Pozna´mka: Pokud je importova´no neˇkolik datovy´ch sad, mohou se vybrat pro hleda´n´ı od-
hadu zasˇkrtnut´ım pol´ıcˇka vpravo od kazˇde´ pozˇadovane´ datove´ sady. Pouzˇit´ı v´ıce datovy´ch sad
vede ke zvy´sˇen´ı prˇesnosti hleda´n´ı odhadu. Nicme´neˇ zvy´sˇ´ı se t´ım take´ pocˇet potrˇebny´ch simulac´ı.
Pote´ je mozˇne´ urcˇit va´hu kazˇde´ho vy´stupu z tohoto modelu nastaven´ım sloupce Weight
v tabulce Output data weights.
Relativn´ı va´hy urcˇuj´ı, jak velky´ d˚uraz je kladen na konkre´tn´ı vy´stupn´ı promeˇnne´. Prˇi defi-
nova´n´ı vah je vhodne´ rˇ´ıdit se na´sleduj´ıc´ımi tipy:
– Pouzˇit mensˇ´ı va´hu, pokud vy´stup obsahuje sˇum
– Pouzˇit veˇtsˇ´ı va´hu, pokud vy´stup silneˇ ovlivnˇuje parametry
– Pouzˇit veˇtsˇ´ı va´hu, pokud je d˚ulezˇiteˇjˇs´ı, aby tento vy´stup modelu prˇesneˇ odpov´ıdal dat˚um
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2.4.2 Specifikace odhadovany´ch parametr˚u
Volba parametr˚u, ktere´ maj´ı by´t odhadnuty nejdrˇ´ıve
Hleda´n´ı odhadu parametr˚u modelu je iteracˇn´ı proces. Cˇasto je prakticˇteˇjˇs´ı hledat odhad male´
skupiny parametr˚u a pouzˇ´ıt fina´ln´ı odhadovane´ hodnoty jako vy´choz´ı bod pro dalˇs´ı hleda´n´ı
odhadu parametr˚u, ktera´ jsou slozˇiteˇjˇs´ı. Pokud je hleda´n odhad velke´ho mnozˇstv´ı parametr˚u,
je vhodne´ nejprve hledat odhad parametr˚u, ktere´ nejv´ıce ovlivnˇuj´ı vy´stup. Toto rozhodova´n´ı
vyzˇaduje zkusˇenosti, intuici a dobrou znalost silny´ch stra´nek a omezen´ı Simulink modelu.
Po vyhleda´n´ı odhadu podmnozˇiny parametr˚u a jejich validaci (verifikaci) se vyhleda´ odhad
zby´vaj´ıc´ıch parametr˚u.
Specifikovat odhadovane´ parametry
Volba odhadovany´ch parametr˚u:
– V GUI Control and Estimation Tools Manager se vybere uzel Variables pro otevrˇen´ı
panelu Estimated Parameters.
– V panelu Estimated Parameters se kliknut´ım na Add otevrˇete dialogove´ okno Select
Parameters.
V dialogove´m okneˇ (Viz. obra´zek: 2.4) je zobrazen seznam vsˇech promeˇnny´ch modelu.
K vy´beˇru parametr˚u pro hleda´n´ı odhadu lze pouzˇ´ıt mysˇ nebo textove´ pole. Pro vy´beˇr sou-
sedn´ıch parametr˚u pomoc´ı mysˇi se stiskne a drzˇ´ı kla´vesa Shift a klikne se na prvn´ı a posledn´ı
pozˇadovany´ parametr. Pro vy´beˇr parametr˚u, ktere´ nejsou umı´steˇny pod sebou, se stiskne a drzˇ´ı
kla´vesa Ctrl a je trˇeba kliknout na kazˇdy´ parametr. Parametry, oddeˇlene´ cˇa´rkami, lze take´ za-
dat do textove´ho pole Specify expression. Parametry mohou by´t ulozˇeny v jedne´ z na´sleduj´ıc´ıch
mozˇnost´ı:
– Parametr objektu v Simulinku. Prˇ´ıklad: Pro parametr objektu k se zada´ k.value.
– Struktura. Prˇ´ıklad: Pro strukturu S, se zada´ S.fieldname (kde fieldname prˇedstavuje na´zev
pole, ktere´ obsahuje parametr).
– Cell array. Prˇ´ıklad: Zada´n´ım C1 pro vy´beˇr prvn´ıho prvku Cell array C.
– MATLAB array. Prˇ´ıklad: Zada´n´ım a(1:2) pro vy´beˇr prvn´ıho sloupce array a o rozmeˇru
2x2.
Pozna´mka: Nen´ı nutne´ hledat odhad vsˇech zde vybrany´ch parametr˚u najednou. Je mozˇne´
nejprve vybrat vsˇechny parametry, ktere´ jsou zaj´ımave´, a pozdeˇji vybrat pouze ty parametry,
jejichzˇ odhad ma´ by´t hleda´n, jak je popsa´no v dalˇs´ım kroku:
– V uzlu New Estimation, se vybere karta Parametry. V tomto okneˇ mu˚zˇete vybrat,
ktere´ parametry maj´ı by´t odhadova´ny a rozsah hodnot pro hleda´n´ı tohoto odhadu.
– Vyberou se parametry, ktere´ maj´ı by´t odhadnuty, zasˇkrtnut´ım pol´ıcˇka ve sloupci Esti-
mate.
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Obra´zek 2.4: Vy´beˇr parametr˚u
– Ve sloupci Initial Guess se zadaj´ı pocˇa´tecˇn´ı hodnoty pro parametry. Vy´choz´ı hodnoty ve
sloupc´ıch Minimum a Maximum jsou –Inf a +Inf (tedy -∞ a +∞), ale mu˚zˇe se zadat
libovolny´ rozsah.
Pozna´mka: Kdyzˇ se zde zadaj´ı minima´ln´ı a maxima´ln´ı hodnoty parametr˚u, nema´ to vliv
na nastaven´ı v uzlu Variables. Tyto volby se ty´kaj´ı pouze te´to u´lohy hleda´n´ı odhadu.
Mezi uzly Variables a Estimation lze data prˇesunout.
Pokud je dobry´ d˚uvod se domn´ıvat, zˇe parametr lezˇ´ı v konecˇne´m rozsahu, je obvykle nej-
lepsˇ´ı nepouzˇ´ıvat vy´choz´ı minima´ln´ı a maxima´ln´ı hodnoty. Zada´n´ı konecˇny´ch mez´ı je obvykle i
vy´pocˇetneˇ vy´hodneˇjˇs´ı. Urcˇen´ı spodn´ı a horn´ı meze mu˚zˇe by´t velmi d˚ulezˇite´. Naprˇ´ıklad pokud
parametr uda´va´ hmotnost, je zˇa´douc´ı zadat jako absolutn´ı doln´ı mez hodnotu 0, pokud nen´ı
k dispozici lepsˇ´ı znalost.
Specifikace pocˇa´tecˇn´ıch odhad˚u a horn´ıch/spodn´ıch mez´ı
Po vy´beˇru odhadovany´ch parametr˚u v uzlu Variables vypada´ za´lozˇka Estimated Parameters
jako na obra´zku 2.5.
Pro kazˇdy´ parametr lze pouzˇ´ıt panel Default settings pro zada´n´ı na´sleduj´ıc´ıch polozˇek:
– Initial guess (pocˇa´tecˇn´ı odhad) – Hodnota, ktera´ se pouzˇije prˇi zaha´jen´ı procesu hleda´n´ı
odhadu.
– Minimum – Nejmensˇ´ı povolena´ hodnota parametru. Vy´choz´ı hodnota je –Inf, tedy -∞.
– Maximum – Nejveˇtsˇ´ı povolena´ hodnota parametru. Vy´choz´ı hodnota je +Inf, tedy +∞.
– Typical value (typicka´ hodnota) – Pr˚umeˇrny´ rˇa´d. Pokud se prˇedpokla´da´, zˇe se bude
parametr meˇnit v rozsahu neˇkolika rˇa´d˚u, zada´ se cˇ´ıslo, ktere´ odpov´ıda´ pr˚umeˇrne´mu
prˇedpokla´dane´mu rˇa´du. Naprˇ´ıklad pokud je pocˇa´tecˇn´ı odhad 10, ale ocˇeka´va´ se, zˇe se
parametr bude meˇnit mezi 10 a 1000, zvol´ı se 100 jako typickou hodnotu (pr˚umeˇrny´ rˇa´d).
Pro kladen´ı veˇtsˇ´ıho cˇi mensˇ´ıho d˚urazu na konkre´tn´ı parametry lze pouzˇ´ıt veˇtsˇ´ı typickou
hodnotu, pokud je zˇa´douc´ı, aby byl na dany´ parametr kladen veˇtsˇ´ı d˚uraz beˇhem hleda´n´ı
jeho odhadu.
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Obra´zek 2.5: Nastaven´ı parametr˚u
2.4.3 Specifikace zna´my´ch pocˇa´tecˇn´ıch stav˚u
Specifikace pocˇa´tecˇn´ıch stav˚u versus hleda´n´ı odhadu pocˇa´tecˇn´ıch stav˚u
Sady nameˇrˇeny´ch dat se cˇasto shromazˇd’uj´ı v r˚uzny´ch cˇasech a za r˚uzny´ch pocˇa´tecˇn´ıch podmı´nek.
Kdyzˇ se hleda´ odhad parametr˚u modelu pomoc´ı jedne´ sady dat a na´sledneˇ se spust´ı dalˇs´ı hleda´n´ı
odhadu s druhou sadou dat, hodnoty parametr˚u se nemus´ı shodovat. To je samozrˇejmeˇ proble´m,
vzhledem k tomu, zˇe software PE se snazˇ´ı naj´ıt konstantn´ı hodnoty parametr˚u.
Hleda´n´ı odhadu pocˇa´tecˇn´ıch podmı´nek je mozˇne´ s pouzˇit´ım podobny´ch postup˚u jako prˇi
hleda´n´ı odhadu parametr˚u. Tyto odhady pocˇa´tecˇn´ıch podmı´nek lze pote´ pouzˇ´ıt jako za´klad pro
hleda´n´ı odhadu parametr˚u Simulink modelu. Control and Estimation Tools Manager obsahuje
panel Estimated States, kde jsou uvedeny dostupne´ stavy pro hleda´n´ı odhadu pocˇa´tecˇn´ıch
podmı´nek.
Odhadu pocˇa´tecˇn´ıch podmı´nek pro bloky s extern´ımi pocˇa´tecˇn´ımi podmı´nkami
Kdyzˇ blok Integrator pouzˇ´ıva´ port pro pocˇa´tecˇn´ı podmı´nku, ktera´ je specifikova´na pomoc´ı
bloku IC, nelze hledat odhad pocˇa´tecˇn´ıch podmı´nek integra´toru pomoc´ı softwaru PE. Hleda´n´ı
odhadu nen´ı mozˇne´, protozˇe extern´ı pocˇa´tecˇn´ı podmı´nky maj´ı vysˇsˇ´ı prioritu nezˇ pocˇa´tecˇn´ı
podmı´nky konkre´tn´ıho bloku, kv˚uli zachova´n´ı integrity modelu.
Pro ladeˇn´ı pocˇa´tecˇn´ıch podmı´nek bloku Integrator s extern´ımi pocˇa´tecˇn´ımi podmı´nkami je
nutne´ upravit model tak, aby byl extern´ı signa´l laditelny´m parametrem. Naprˇ´ıklad je mozˇne´
nastavit blok IC (ktery´ je prˇiveden do integra´toru) tak, aby to byla laditelna´ promeˇnna´, a pak
lze hledat odhad te´to promeˇnne´.
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specifikace pocˇa´tecˇn´ı stavu v GUI
Po vy´beˇru parametr˚u pro hleda´n´ı odhadu, jak je popsa´no v kapitole Specifikace odhadovany´ch
parametr˚u (2.4.2), je mozˇne´ zadat pocˇa´tecˇn´ı podmı´nky stav˚u v modelu. Ve vy´choz´ım nastaven´ı
pouzˇ´ıva´ hleda´n´ı odhadu pocˇa´tecˇn´ı podmı´nky stanovene´ v Simulink modelu. Pokud je zˇa´douc´ı
zadat jine´ nezˇ vy´choz´ı pocˇa´tecˇn´ı podmı´nky, pouzˇije se karta State Data v uzlu New Data
pod uzlem Transient Data.
Pro urcˇen´ı pocˇa´tecˇn´ı podmı´nky stavu pro dany´ model:
– Vybere se prˇ´ıslusˇna´ bunˇka Data.
– Zada´ se pocˇa´tecˇn´ı podmı´nka. Viz. obra´zek 2.6.
Obra´zek 2.6: Specifikace pocˇa´tecˇn´ıch stav˚u
2.4.4 Mozˇnosti hleda´n´ı odhadu
Pro prˇ´ıstup k mozˇnostem hleda´n´ı odhadu se klikne v uzlu New Estimation na kartu Es-
timation. Na´sledneˇ se klikne na tlacˇ´ıtko Estimation Options. Tato akce otevrˇe dialogove´
okno Options, kde se mu˚zˇe na karteˇ Optimization Options specifikovat metoda hleda´n´ı
odhadu, mozˇnosti algoritmu a kriteria´ln´ı funkce pro hleda´n´ı odhadu. Viz obra´zek 2.7.
Na´sleduj´ıc´ı odd´ıly popisuj´ı nastaven´ı metod hleda´n´ı odhadu a kriteria´ln´ı funkce:
– Podporovane´ metody hleda´n´ı odhadu
– Volba mozˇnost´ı ukoncˇen´ı optimalizace
– Volba dalˇs´ıch mozˇnost´ı optimalizace
– Specifikace krite´ria shody (kriteria´ln´ı funkce)
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Obra´zek 2.7: Mozˇnosti hleda´n´ı odhadu
Podporovane´ metody hleda´n´ı odhadu
Nastaven´ı metody a algoritmu definuj´ı optimalizacˇn´ı metodu. Jedna´ se o oblast Optimization
method v dialogove´m okneˇ Options pro nastaven´ı metody a algoritmu hleda´n´ı odhadu.
Pro volbu Method jsou k dispozici na´sleduj´ıc´ı cˇtyrˇi mozˇnosti:
– Nonlinear least squares (vy´choz´ı) – Pouzˇ´ıva´ Optimization Toolbox funkci nelinea´rn´ıch
nejmensˇ´ıch cˇtverc˚u lsqnonlin.
Algoritmy:
– Trust-Region-Reflective (default)
– Levenberg-Marquardt
– Gradient descent – Pouzˇ´ıva´ Optimization Toolbox funkci fmincon.
Algoritmy:
– Active-Set (default)
– Interior-Point
– Trust-Region-Reflective
– Sequential Quadratic Programming
– Pattern search – Pouzˇ´ıva´ metodu hleda´n´ı vzor˚u patternsearch. Tato mozˇnost vyzˇaduje
software Global Optimization Toolbox.
– Simplex search - pouzˇ´ıva´ Optimization Toolbox funkci fminsearch, cozˇ je prˇ´ıma´ metoda
vyhleda´va´n´ı. Simplex search je nejuzˇitecˇneˇjˇs´ı pro jednoduche´ proble´my a je neˇkdy rychlejˇs´ı
nezˇ fmincon u model˚u, ktere´ obsahuj´ı nespojitosti.
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Volba mozˇnost´ı ukoncˇen´ı optimalizace
Mozˇnosti ukoncˇen´ı optimalizace se stanovuj´ı v oblasti Optimization options.
Ukoncˇen´ı optimalizace je definova´no neˇkolika volbami:
– Diff max change – Maxima´ln´ı povolena´ zmeˇna promeˇnny´ch pro derivace konecˇny´ch dife-
renc´ı.
– Diff min change – Minima´ln´ı povolena´ zmeˇna promeˇnny´ch pro derivace konecˇny´ch dife-
renc´ı.
– Parameter tolerance – Optimalizace se ukoncˇ´ı, kdyzˇ se po sobeˇ jdouc´ı hodnoty parametr˚u
zmeˇn´ı o me´neˇ nezˇ toto cˇ´ıslo.
– Maximum fun evals – Maxima´ln´ı povoleny´ pocˇet ohodnocen´ı kriteria´ln´ı funkce. Optima-
lizace se ukoncˇ´ı, kdyzˇ pocˇet ohodnocen´ı funkce prˇekrocˇ´ı tuto hodnotu.
– Maximum iterations – Maxima´ln´ı povoleny´ pocˇet iterac´ı. Optimalizace se ukoncˇ´ı, pokud
pocˇet iterac´ı prˇekrocˇ´ı tuto hodnotu.
– Function tolerance – Optimalizace se ukoncˇ´ı, kdyzˇ po sobeˇ jdouc´ı hodnoty funkce jsou
mensˇ´ı nezˇ tato hodnota.
Zmeˇnou teˇchto parametr˚u lze prˇinutit optimalizaci k pokracˇova´n´ı v hleda´n´ı rˇesˇen´ı nebo k
pokracˇova´n´ı v hleda´n´ı prˇesneˇjˇs´ıho rˇesˇen´ı.
Volba dalˇs´ıch mozˇnost´ı optimalizace
V doln´ı cˇa´sti panelu Optimization options je skupina dalˇs´ıch mozˇnost´ı optimalizace.
Dalˇs´ı mozˇnosti pro optimalizaci zahrnuj´ı:
– Display level – Urcˇuje formu vy´stupu, ktery´ se zobraz´ı v MATLAB command window.
Mozˇnosti jsou:
– Iteration – zobrazen´ı informac´ı po kazˇde´ iteraci.
– None – zˇa´dny´ vy´stup.
– Notify – zobrazen´ı vy´stupu pouze v prˇ´ıpadeˇ, zˇe funkce nekonverguje.
– Final – zobrazen´ı pouze konecˇne´ho vy´stupu.
– Gradient type – Prˇi pouzˇit´ı metod Gradient descent nebo Nonlinear least squares se gra-
dienty vypocˇ´ıta´vaj´ı na za´kladeˇ metody konecˇny´ch diferenc´ı. Metoda Refined poskytuje
robustneˇjˇs´ı a me´neˇ sˇumem zat´ızˇenou metodu vy´pocˇtu gradientu nezˇ Basic, nicme´neˇ op-
timalizace pomoc´ı metody Refined trva´ de´le.
Specifikace krite´ria shody (kriteria´ln´ı funkce)
Kriteria´ln´ı funkce je funkce, kterou se metody hleda´n´ı odhadu snazˇ´ı minimalizovat. Kriteria´ln´ı
funkci lze specifikovat v doln´ı cˇa´sti oblasti Optimization options.
Prˇi vy´beˇru kriteria´ln´ı funkce jsou na´sleduj´ıc´ı mozˇnosti:
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– Cost function – Vy´choz´ı je SSE (soucˇet cˇtverc˚u odchylek), ktery´ pouzˇ´ıva´ prˇ´ıstup
nejmensˇ´ıch cˇtverc˚u. Je mozˇne´ take´ pouzˇ´ıt SAE (soucˇet absolutn´ıch odchylek). Vı´ce v
kapitole 2.2.2.
– Use robust cost – Optimaliza´tor pouzˇ´ıva´ robustn´ı kriteria´ln´ı funkci namı´sto vy´choz´ıho
krite´ria nejmensˇ´ıch cˇtverc˚u. To je uzˇitecˇne´, pokud maj´ı experimenta´ln´ı data mnoho od-
lehly´ch hodnot, nebo pokud obsahuj´ı sˇum.
2.4.5 Mozˇnosti simulace
K hleda´n´ı odhadu parametr˚u modelu software PE spousˇt´ı simulaci modelu.
Pro prˇ´ıstup k mozˇnostem simulace se klikne v uzlu New Estimation na kartu Esti-
mation. Kliknut´ım na tlacˇ´ıtko Estimation Options. Tato akce otevrˇe dialogove´ okno Opti-
ons, kde je mozˇne´ v karteˇ Simulation Options specifikovat mozˇnosti simulace (cˇas simulace,
rˇesˇicˇe), popsane´ v na´sleduj´ıc´ıch odd´ılech.
Volba cˇasu simulace
Cˇas zacˇa´tku a konce simulace se mu˚zˇe nastavit v oblasti Simulation time na karteˇ Simu-
lation Options.
Ve vy´choz´ım nastaven´ı jsou cˇasy zacˇa´tku simulace (Start time) i konce simulace (Stop time)
automaticky vypocˇteny na za´kladeˇ pocˇa´tecˇn´ıch a koncovy´ch cˇas˚u simulace nastaveny´ch v Si-
mulink modelu.
Pro nastaven´ı jine´ho pocˇa´tecˇn´ıho a koncove´ho cˇasu pro optimalizaci, se zadaj´ı nove´ cˇasy
v oblasti Simulation time. Tato akce prˇep´ıˇse pocˇa´tecˇn´ı a koncove´ cˇasy simulace specifikovane´
v Simulink modelu.
Volba rˇesˇicˇ˚u
Prˇi hleda´n´ı odhadu software rˇesˇ´ı dynamicky´ syste´m pomoc´ı jednoho z neˇkolika rˇesˇicˇ˚u v Simu-
linku.
Urcˇ´ı se typ rˇesˇicˇe a jeho mozˇnosti v oblasti Solver options na karteˇ Simulation Options
v dialogove´m okneˇ Options.
Rˇesˇicˇ mu˚zˇe by´t jedn´ım z na´sleduj´ıc´ıch typ˚u (Type):
– Auto (vy´choz´ı) – Pouzˇ´ıva´ nastaven´ı simulace specifikovane´ v Simulink modelu.
– Variable-step – Rˇesˇicˇe s promeˇnny´m krokem udrzˇuj´ı chybu uvnitrˇ stanoveny´ch toleranc´ı
u´pravou velikosti kroku, kterou rˇesˇicˇ pouzˇ´ıva´. Naprˇ´ıklad pokud se stavy modelu budou
pravdeˇpodobneˇ rychle meˇnit, lze pouzˇ´ıt rˇesˇicˇ s promeˇnny´m krokem pro rychlejˇs´ı simulaci.
Rˇesˇicˇe (Solver):
– Discrete (no continuous states)
– ode45 (Dormand-Prince)
– ode23 (Bogacki-Shampine)
– ode113 (Adams)
– ode15s (stiff/NDF)
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– ode23s (stiff/Mod. Rosenbrock)
– ode23t (Mod. stiff/Trapezoidal)
– ode23tb (stiff/TR-BDF2)
– Fixed-step – Rˇesˇicˇe s fixn´ım krokem pouzˇ´ıvaj´ı konstantn´ı velikost kroku.
Rˇesˇicˇe (Solver):
– Discrete (no continuous states)
– ode5 (Dormand-Prince)
– ode4 (Runge-Kutta)
– ode3 (Bogacki-Shanpine)
– ode2 (Heun)
– ode1 (Euler)
Pozna´mka: Pro rychlejˇs´ı simulace prˇi hleda´n´ı odhadu je mozˇne´ zmeˇnit typ rˇesˇicˇe na Variable-
step nebo Fixed-step. Nicme´neˇ odhadnute´ hodnoty parametr˚u plat´ı pouze pro vybrany´ typ rˇesˇicˇe
a mohou se liˇsit od hodnot z´ıskany´ch pomoc´ı nastaven´ı specifikovany´ch v Simulink modelu.
je mozˇne´ take´ zadat na´sleduj´ıc´ı parametry, ktere´ maj´ı vliv na velikost kroku simulace:
– Maximum step size – Nejveˇtsˇ´ı velikost kroku, kterou mu˚zˇe rˇesˇicˇ pouzˇ´ıt beˇhem simulace.
– Minimum step size – Nejmensˇ´ı velikost kroku, kterou mu˚zˇe rˇesˇicˇ pouzˇ´ıt beˇhem simulace.
– Initial step size – Velikost kroku, kterou rˇesˇicˇ pouzˇ´ıva´ k zaha´jen´ı simulace.
– Relative tolerance – Nejveˇtsˇ´ı prˇ´ıpustna´ relativn´ı chyba v kazˇde´m kroku simulace.
– Absolute tolerance – Nejveˇtsˇ´ı prˇ´ıpustna´ absolutn´ı chyba v kazˇde´m kroku simulace.
– Zero crossing control – Prˇi nastaven´ı na on rˇesˇicˇ prˇesneˇ spocˇ´ıta´ mı´sto, kde signa´l prot´ına´
osu x. Tato volba je uzˇitecˇna´ prˇi pouzˇ´ıva´n´ı funkc´ı, ktere´ jsou nehladke´, a vy´stup za´vis´ı
na tom, kdy signa´l prot´ına´ osu x, naprˇ´ıklad absolutn´ı hodnoty.
Ve vy´choz´ım nastaven´ı software automaticky zvol´ı hodnoty teˇchto voleb.
2.4.6 Spusˇteˇn´ı hleda´n´ı odhadu
Nezˇ se zacˇne s hleda´n´ım odhadu parametr˚u, mus´ı by´t nakonfigurova´ny estimacˇn´ı data a para-
metry a specifikova´ny mozˇnosti hleda´n´ı odhadu a simulace, cozˇ bylo popsa´no v prˇedcha´zej´ıc´ım
textu.
Pro spusˇteˇn´ı hleda´n´ı odhadu se vybere uzel New Estimation a vybere se karta Esti-
mation. Stisknut´ım tlacˇ´ıtka Start se zaha´j´ı proces hleda´n´ı odhadu. Po ukoncˇen´ı iterac´ı by
okno meˇlo vypadat podobneˇ jako na obra´zku 2.8.
Nizˇsˇ´ı hodnota kriteria´ln´ı funkce (Cost function) obvykle znacˇ´ı u´speˇsˇne´ nalezen´ı odhadu, cozˇ
znamena´, zˇe experimenta´ln´ı data odpov´ıdaj´ı simulaci modelu s odhadnuty´mi parametry.
Karta Estimation zobrazuje kazˇdou iteraci optimalizacˇn´ıch metod. Pro zobrazen´ı fina´ln´ıch
hodnot parametr˚u je potrˇeba se prˇepnout na kartu Parameters.
Hodnoty teˇchto parametr˚u jsou take´ aktualizova´ny v MATLAB workspace. Pokud zada´te
na´zev promeˇnne´ ve sloupci Initial Guess, mu˚zˇete restartovat hleda´n´ı odhadu z mı´sta, kde
skoncˇilo prˇedchoz´ı hleda´n´ı odhadu.
Da´le je mozˇne´ prohle´dnout graf porovna´n´ı nameˇrˇeny´ch a simulovany´ch dat s c´ılem zjistit,
jak dobrˇe simulovana´ data odpov´ıdaj´ı nameˇrˇeny´m estimacˇn´ım dat˚um viz. obra´zek 2.9.
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Obra´zek 2.8: Ukoncˇen´ı hleda´n´ı odhadu
2.4.7 Typy graf˚u
Uzel Views slouzˇ´ı k prohl´ızˇen´ı a vyhodnocen´ı hleda´n´ı odhadu. Typ grafu lze zvolit v rozbalo-
vac´ım seznamu v kolonce Plot Type. K dispozici jsou na´sleduj´ıc´ı typy graf˚u:
– Cost function – Graf hodnot kriteria´ln´ı funkce.
– Measured and simulated – Graf porovna´n´ı nameˇrˇeny´ch a simulovany´ch dat.
– Parameter sensitivity – Graf rychlosti zmeˇny kriteria´ln´ı funkce jako funkce zmeˇny para-
metru. Je to tedy graf derivace kriteria´ln´ı funkce s ohledem na meˇn´ıc´ı se parametr.
– Parameter trajectory – Graf meˇn´ıc´ıch se hodnot parametru.
– Residuals – Graf odchylky mezi experimenta´ln´ımi daty a simulovane´ho vy´stupu.
2.4.8 Validace modelu
Po dokoncˇen´ı hleda´n´ı odhadu parametr˚u, jak je popsa´no v kapitole Spusˇteˇn´ı hleda´n´ı odhadu
(2.4.6), je nutne´ oveˇrˇit (validovat, verifikovat) vy´sledky pomoc´ı jine´ sady dat (validacˇn´ı datova´
sada).
Postup pro validaci modelu:
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Obra´zek 2.9: Graf porovna´n´ı nameˇrˇeny´ch a simulovany´ch dat
– Import validacˇn´ı datove´ sady v uzlu Transient Data.
– Prˇida´n´ı nove´ validacˇn´ı u´lohy v uzlu Validation.
– Konfigurace nastaven´ı validace - vy´beˇr typ˚u grafu a validacˇn´ı datove´ sady v za´lozˇce Va-
lidation Setup.
– Zvolen´ı polozˇky Show Plots v za´lozˇce Validation Setup a zobrazen´ı vy´sledk˚u v grafu.
– Porovna´n´ı validacˇn´ıch graf˚u s odpov´ıdaj´ıc´ımi estimacˇn´ımi grafy (uzel Views).
Za´kladn´ı rozd´ıl mezi rysy uzl˚u Validation a Views je ten, zˇe validaci lze spustit azˇ po
dokoncˇen´ı hleda´n´ı odhadu. Vsˇechny na´hledy (views) by meˇly by´t vytvorˇeny prˇed hleda´n´ım
odhadu a aktualizace na´hled˚u je mozˇne´ pozorovat v rea´lne´m cˇase. Validace mohou pouzˇ´ıt i
jine´ validacˇn´ı datove´ sady pro porovna´n´ı s odezvou modelu. Nav´ıc validace se objev´ı azˇ po
dokoncˇen´ı hleda´n´ı odhadu a neaktualizuj´ı se.
Validovat data je mozˇne´ porovna´n´ım nameˇrˇeny´ch a simulovany´ch dat pro estimacˇn´ı data a
validacˇn´ı datove´ sady. Stejny´m zp˚usobem je take´ cˇasto uzˇitecˇne´ porovna´vat rezidua´ly.
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2.4.9 Urychlen´ı simulac´ı modelu beˇhem hleda´n´ı odhadu
U´vod o urychlen´ı simulac´ı modelu beˇhem hleda´n´ı odhadu
Vy´pocˇty hleda´n´ı odhadu parametr˚u lze urychlit zmeˇnou simulacˇn´ıho rezˇimu (simulation mode)
Simulink modelu. Software PE podporuje simulacˇn´ı rezˇimy Normal a Accelerator.
Vy´choz´ı rezˇim simulace je Normal. V tomto rezˇimu Simulink pouzˇ´ıva´ beˇhem simulac´ı inter-
pretovany´ ko´d, nikoliv tedy zkompilovany´ ko´d v jazyce C.
V rezˇimu Accelerator software PE prˇi hleda´n´ı odhadu spousˇt´ı simulace se zkompilovany´m
ko´dem v jazyce C. Pouzˇit´ı zkompilovane´ho ko´du v jazyce C urychluje simulace a zkracuje cˇas
pro hleda´n´ı odhadu parametr˚u.
Omezen´ı
Rezˇim Accelerator nen´ı mozˇne´ pouzˇ´ıt, pokud model obsahuje algebraicke´ smycˇky. V prˇ´ıpadeˇ,
zˇe model obsahuje bloky MATLAB function, je nutne´ je bud’ odstranit nebo je nahradit bloky
Fcn.
Nastaven´ı rezˇimu Accelerator pro hleda´n´ı odhadu parametr˚u
Pro nastaven´ı simulacˇn´ıho rezˇimu Accelerator se v Simulink modelu provede jedna z na´sleduj´ıc´ıch
akc´ı:
– Vybere se Simulation - Mode - Accelerator.
– Volba Accelerator v rozbalovac´ım seznamu vedle cˇasu konce simulace.
Pro dosazˇen´ı maxima´ln´ıho vy´konu v rezˇimu Accelerator je vhodne´ zavrˇ´ıt vsˇechny bloky
Scope v modelu.
Urychlen´ı pomoc´ı paraleln´ıch vy´pocˇt˚u
Software PE lze pouzˇ´ıt se softwarem Parallel Computing Toolbox pro urychlen´ı hleda´n´ı odhadu
parametr˚u Simulink model˚u. Pouzˇit´ı paraleln´ıch vy´pocˇt˚u mu˚zˇe zkra´tit dobu hleda´n´ı odhadu v
na´sleduj´ıc´ıch prˇ´ıpadech:
– Model obsahuje velke´ mnozˇstv´ı odhadovany´ch parametr˚u a metoda hleda´n´ı odhadu je
nastavena jako Nonlinear least squares nebo Gradient descent.
– Metodou hleda´n´ı odhadu je zvolena metoda Pattern search.
– Model je slozˇity´ a jeho simulace trva´ dlouhou dobu.
Prˇi pouzˇit´ı paraleln´ıch vy´pocˇt˚u software distribuuje neza´visle´ simulace, aby je mohl spousˇteˇt
paralelneˇ v neˇkolika relac´ıch MATLABu, zna´me´ jako workers. Cˇas potrˇebny´ pro simulaci modelu
dominuje celkove´mu cˇasu hleda´n´ı odhadu. Z toho d˚uvodu distribuce simulac´ı vy´znamneˇ snizˇuje
cˇas hleda´n´ı odhadu.
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2.5 Zhodnocen´ı na´stroje Parameter Estimation
Program PE je silny´ na´stroj, ktery´ umozˇnˇuje hleda´n´ı parametr˚u a stav˚u modelu. Program je
velice komplexn´ı a dovoluje nastavit r˚uzne´ parametry, ktere´ mohou prˇispeˇt k lepsˇ´ımu hleda´n´ı
odhadu parametr˚u. Neˇktere´ funkce jsou ale dostupne´ jen pokud se s na´strojem pracuje pomoc´ı
prˇ´ıkaz˚u. Program ma´ take´ neˇkolik nedostatk˚u.
Seznam nedostatk˚u:
– Prˇed hleda´n´ım odhadu je nutno zadat neˇjake´ hodnoty parametr˚u do
Workspace, i kdyzˇ jejich hodnotu budeme estimovat (hledat jej´ı odhad). Pokud hodnoty
parametr˚u ve Workspace nejsou specifikova´ny, na´stroj PE zahla´s´ı chybu.
– Data ulozˇena´ ve forma´tu struktury nelze importovat pomoc´ı dialogove´ho okna, ale je
potrˇeba je napsat do bunˇky Data manua´lneˇ (naprˇ. u.signals.values ; u.time).
– Proble´m s konvergenc´ı optimalizacˇn´ıch metod – cˇaste´ uv´ıznut´ı v loka´ln´ım minimu, je to
velmi citlive´ na pocˇa´tecˇn´ı podmı´nky (pocˇa´tecˇn´ı odhad).
– Program pracuje vzˇdy jen s jedn´ım modelem.
– Program neukla´da´ vy´sledky simulac´ı pro pozdeˇjˇs´ı vizualizaci.
– Nelze nastavit minima´ln´ı pocˇet iterac´ı nebo dobu hledan´ı parametr˚u.
– Program je placeny´ a nen´ı soucˇa´st´ı studenske´ verze programu Matlab, ani do studenske´
verze nelze doinstalovat.
– Pro podrobneˇjˇs´ı definici hleda´n´ı odhadu parametr˚u je potrˇeba pracovat s programem
pomoc´ı prˇ´ıkaz˚u.
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Pro program MPE (Mechlab’s parametr estimation) se na za´kladeˇ zhodnocen´ı programu PE
definovaly pozˇadavky, ktere´ by meˇl program splnˇovat. Pozˇadavky lze rozdeˇlit na syste´move´
pozˇadavky, vizua´ln´ı dovednosti a na schopnosti programu. Na za´kladeˇ definice bude vytvorˇen
program, ktery´ by meˇl mı´t stejne´ za´kladn´ı vlastnosti, jako program PE, a prˇitom prˇina´sˇet nove´
mozˇnosti pro uzˇivatele, ktere´ mu program od Mathworks neumozˇnˇuje.
3.0.1 Schopnosti, definovane´ pro program
– ukla´dan´ı pr˚ubeˇhu simulac´ı - Po kazˇde´ simulaci se kromeˇ vypocˇ´ıtane´ chyby ulozˇ´ı i
pr˚ubeˇh odezvy ze simulace, aby poslouzˇila pro vizualizaci nebo pro vy´pocˇet hodnoty
chyby jinou metodou.
– mozˇnost kombinovat v´ıce prohleda´vac´ıch metod - Uzˇivatel by meˇl mı´t mozˇnost
pokracˇovat v zapocˇate´m prohleda´va´n´ı jinou metodou nebo stejnou metodou s jiny´m na-
staven´ım.
– mozˇnost jednoduche´ho prˇida´n´ı nove´ prohleda´vac´ı metody - Nova´ metoda by se
meˇla prˇidat pouhy´m vlozˇen´ım do slozˇky s ostatn´ımi metodami.
– volba metodiky urcˇova´n´ı chyby - Pro vy´pocˇet ohodnocen´ı parametr˚u by meˇlo by´t
mozˇne´ pouzˇ´ıt v´ıce metodik vy´pocˇtu, naprˇ´ıklad: MAE, RMSE,...
– zohlednit d˚uveˇru pro jednotlive´ experimenty - Zadana´ hodnota pro danou kombi-
naci modelu a souboru dat (experimentu). Chyby jsou touto va´hou na´sobeny, a t´ım se
vy´znam neˇktery´ch experiment˚u potlacˇ´ı nebo zvy´razn´ı.
– spra´va projekt˚u, soubor˚u dat a model˚u - Prˇehledna´ souborova´ politika.
– nastavitelna´ tolerance shody navrzˇeny´ch parametr˚u - Zabra´nit simulac´ım, ktere´
se v prohleda´vac´ım prostoru pohybuj´ı bl´ızko k drˇ´ıve prohledane´mu mı´stu.
– iteracˇn´ı zmensˇova´n´ı prohleda´vane´ho prostoru zmeˇnou hranic intervalu -
Uzˇivatelsky prˇ´ıveˇtiva´ pra´ce s hranicemi interval˚u.
– porovna´n´ı jednotlivy´ch model˚u nebo soubor˚u dat - Mozˇnost zhodnotit, jak vy-
tvorˇene´ modely a nameˇrˇena´ data reprezentuj´ı dany´ experiment.
– porovna´n´ı prohleda´vac´ıch metod - Mozˇnost spustit v´ıce na sebe neza´visly´ch pro-
hleda´vac´ıch metod se stejny´mi pocˇa´tecˇn´ımi podmı´nkami umozˇn´ı porovna´n´ı jejich schop-
nost´ı.
– mozˇnost prˇevzorkovat data - Mozˇnost zmeˇnit vzorkovac´ı frekvenci nameˇrˇeny´ch dat.
– mozˇnost pracovat s programem pomoc´ı prˇ´ıkaz˚u - Vytvorˇit logickou syntaxi funkc´ı
a umozˇnit tak pracovat s programem i bez uzˇivatelske´ho rozhran´ı.
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– schopnost naj´ıt parametry v modelu, i kdyzˇ jsou soucˇa´st´ı vzorce - Neˇktere´
parametry nemus´ı by´t v bloku osamostatneˇne´. Mohou by´t soucˇa´st´ı matematicke´ho vzorce,
naprˇ´ıklad Mz/J . Program parametry mus´ı umeˇt naj´ıt.
– mozˇnost pracovat s v´ıce modely, ktere´ sd´ılej´ı parametry - Program MPE by meˇl
na rozd´ıl od programu PE umeˇt pracovat s v´ıce modely.
– prˇida´n´ı nalezeny´ch parametr˚u do modelu - Schopnost programu upravit model tak,
aby byl spustitelny´ bez prˇepisova´n´ı nalezeny´ch parametr˚u.
– mozˇnost spojit v´ıce estimac´ı - Aby se mohla pra´ce paralelizovat na v´ıce pocˇ´ıtacˇ˚u, je
potrˇeba mı´t mozˇnost prohleda´va´n´ı spojit.
– orˇ´ıznut´ı kombinace nalezeny´ch parametr˚u - Mozˇnost zmensˇit soubor pomoc´ı za-
dane´ho krite´ria nalezeny´ch parametr˚u.
– odliˇsit konstanty a parametry - Neˇktere´ prohleda´vac´ı metody pracuj´ı s pocˇtem
nezna´my´ch parametr˚u, a proto je potrˇeba odliˇsit hledane´ parametry a zna´me´ konstanty.
3.0.2 Vizua´ln´ı pozˇadavky na program
– intuitivn´ı uzˇivatelske´ rozhran´ı
– mozˇnost vizualizace nalezeny´ch parametr˚u a odezvy syste´mu beˇhem pro-
hleda´va´n´ı - Pro optimalizaci prohleda´vaj´ıc´ı metody je vhodne´ videˇt jak navrzˇene´ pa-
rametry, tak i odezvu ze simulace.
– porovna´n´ı jednotlivy´ch model˚u nebo soubor˚u dat - Vizualizace nalezeny´ch chyb
pro jednotlive´ kombinace.
– porovna´n´ı prohleda´vac´ıch metod
– vizualizace nalezene´ chyby v pr˚ubeˇhu hleda´n´ı
– vizualizace odezvy pro parametry v urcˇite´m intervalu - Vykresl´ı se jen odezvy
pro parametry, ktere´ se nacha´z´ı v zadane´m intervalu.
– vizualizace hledany´ch parametr˚u, ktere´ na´lezˇ´ı do zadany´ch interval˚u - Zobraz´ı
se jen ty hodnoty parametr˚u, ktere´ na´lezˇ´ı do vsˇech interval˚u.
– vizualizace doby do konce prohleda´vac´ıho cyklu - Odhad doby, ktera´ zby´va´ do
konce prohleda´vac´ıho cyklu.
– responzivn´ı okno programu - Mozˇnost meˇnit velikost nebo maximalizovat okno pro-
gramu.
– vizualizace vstupn´ıho signa´lu - Prˇi volbeˇ soubor˚u dat poskytnout mozˇnost vizualizo-
vat vstupn´ı signa´l soustavy a nameˇrˇenou odezvu.
– informacˇn´ı panel - Spodn´ı prouzˇek, ktery´ doprova´z´ı uzˇivatele v definici proble´mu
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3.0.3 Syste´move´ pozˇadavky na program
– kompatibilita od verze Matlab 2012b
– fungova´n´ı bez dalˇs´ıch toolbox˚u kromeˇ Simulinku - Program PE je soucˇa´st´ı bal´ıcˇku
Simulink Design Optimization. Program MPE by nemeˇl vyuzˇ´ıvat zˇa´dny´ doplnˇkovy´ bal´ıcˇek.
– kompatibilita pro operacˇn´ı syste´my Windows a OS X - Operacˇn´ı syste´my se liˇs´ı
v cesta´ch k soubor˚um a ve forma´tech, se ktery´mi umı´ pracovat. V neˇktery´ch cˇa´stech
programu je potrˇeba osˇetrˇit tyto rozd´ıly.
– spustitelnost na studenske´ verzi Matlabu - Doplnˇkovy´ bal´ıcˇek Simulink Design
Optimization nen´ı mozˇne´ nainstalovat na studenskou verzi Matlabu. Program MPE by
meˇl narozd´ıl od programu PE fungovat i na studenske´ verzi Matlabu.
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4.1 Struktura programu
Obra´zek 4.1: Struktura programu
Program je strukturovany´ tak, aby pokud mozˇno oddeˇlil jednotlive´ problematiky, jako je
pra´ce s daty, modelem, vy´sledky a uzˇivatelsky´m rozhran´ım. Viz obra´zek 4.1. Z tohoto d˚uvodu
je program tvorˇen z peˇti objekt˚u, ktere´ maj´ı na starosti drˇ´ıve zminˇovane´ problematiky. U´cˇelem
te´to struktury je co nejveˇtsˇ´ı prˇehlednost, protozˇe na´zvy syntaxe metod, ktere´ objekty obsahuj´ı,
jsou slozˇeny z odkazu na dany´ objekt a na´zvu metody, ktera´ je za tecˇkou.
Programova´n´ı pomoc´ı OOP (objektoveˇ orientovane´ho programova´n´ı) je programovac´ı prˇ´ıstup,
ktery´ dovoluje spojit data programu, souvisej´ıc´ı cˇinnosti a operace do logicky´ch struktur. Tyto
struktury se nazy´vaj´ı objekty a jejich funkce metodami. Tento prˇ´ıstup velice zlepsˇuje schop-
nost zvla´dat slozˇitost pokrocˇilejˇs´ıch programu˚, vzhledem ke schopnosti zvla´dnut´ı rozsˇiˇrovan´ı a
udrzˇova´n´ı sofistikovany´ch programu˚ a slozˇity´ch datovy´ch struktur.[2]
OOP schopnosti jazyka Matlabu va´m umozˇn´ı vytvorˇit komplexn´ı technicke´ pocˇ´ıtacˇove´ apli-
kace rychleji, nezˇ s jiny´mi jazyky, jako je C ++ a Java. Je mozˇne´ definovat trˇ´ıdy a aplikovat
standardn´ı na´vrhove´ vzory objektoveˇ orientovane´ v prostrˇed´ı Matlabu, ktere´ umozˇnˇuj´ı opeˇtovne´
34
4 POSTUP RˇESˇENI´ A VY´SLEDKY 4.1 STRUKTURA PROGRAMU
pouzˇit´ı ko´du, deˇdicˇnost a zapouzdrˇen´ı.[2]
Program obsahuje kromeˇ objekt˚u zacˇ´ınaj´ıc´ıch na p´ısmena MPE a metod ve slozˇce /me-
thods take´ funkci strsplit. Tato funkce je obsazˇena v Matlabu od verze R2013a. Protozˇe byl
pozˇadavek kompatibility od verze Matlab R2012b, je tato funkce prˇida´na externeˇ. Funkce slouzˇ´ı
pro rozdeˇlen´ı textove´ho rˇeteˇzce pomoc´ı jine´ho textove´ho rˇeteˇzce.[2] Pokud je pouzˇ´ıva´na verze
Matlabu R2013a nebo noveˇjˇs´ı, je vhodne´ funkci pro urychlen´ı programu odstranit.
4.1.1 Administrace dat
O pra´ci s datovou strukturou se stara´ objekt MPE D (Mechlab’s parametr estimation - data
administration). Zahrnuje funkci, ktera´ pomoc´ı cesty k souboru s prˇ´ıponou .mat nahraje data do
properties objektu. Ostatn´ı objekty prˇistupuj´ı k dat˚um pomoc´ı odkazu. Tento prˇ´ıstup zrychluje
program, protozˇe prˇedcha´z´ı prˇesouva´n´ı velke´ho objemu dat. Objekt zahrnuje dalˇs´ı operace s
datovou strukturou, ktere´ jsou popsa´ny v uzˇivatelske´m manua´lu v prˇ´ıloze: A.1.
4.1.2 Administrace model˚u
Objekt MPE M zajiˇst’uje cestu k model˚um a na´zvy parametr˚u a konstant v modelech obsazˇene´,
ktere´ si z model˚u sa´m zjist´ı. Pra´ce s objektem a jeho metodami je popsa´na v uzˇivatelske´m
manua´lu v prˇ´ıloze: A.1.
4.1.3 Definice parametr˚u
Parametry, ktere´ bude MPE (Mechlab’s parametr estimation) hledat a take´ konstanty, ktere´
se beˇhem hleda´n´ı odhadu parametr˚u nemeˇn´ı, avsˇak v modelu jsou obsazˇene´, obsahuje objekt
MPE P (Mechlab’s parametr estimation - definici parametrs). Objekt take´ obsahuje rozsahy pro
hleda´n´ı odhadu jednotlivy´ch parametr˚u. Interval se skla´da´ z minima´ln´ı a maxima´ln´ı hodnoty
rozsahu. Pokud je minima´ln´ı a maxima´ln´ı hodnota rozsahu stejna´, povazˇuje program dany´
parametr za konstantu a je vyloucˇen z vy´pocˇt˚u jednotlivy´ch prohleda´vac´ıch metod, ktere´ cˇasto
pro nastaven´ı svy´ch parametr˚u pouzˇ´ıvaj´ı pocˇet hledany´ch parametr˚u. Jako naprˇ´ıklad geneticky´
algoritmus, Grid a dalˇs´ı. Pra´ce s objektem a jeho metodami je popsa´na v uzˇivatelske´m manua´lu
v prˇ´ıloze: A.1.
4.1.4 Administrace simulac´ı a jejich vizualizace
Urcˇen´ı, ktere´ kombinace model˚u a dat poslouzˇ´ı pro hleda´n´ı odhadu parametru, se definuje po-
moc´ı objektu MPE S (Mechlab’s parametr estimation - saving searched prametres and their
simulations). V tomto objektu se taky uchova´va´ pr˚ubeˇh vsˇech simulac´ı, ktere´ jsou pro dane´
hleda´n´ı odsimulova´ny, chyba pro danou kombinaci (rozd´ıl mezi odezvou nameˇrˇenou a odsimu-
lovanou) a take´ celkova´ chyba ze vsˇech pouzˇity´ch kombinac´ı dat a model˚u. V tomto objektu je
cela´ rˇada metod, ktere´ zajiˇst’uj´ı pra´ci s vy´sledky a jejich vizualizace. Pra´ce s objektem a jeho
metodami je popsa´na v uzˇivatelske´m manua´lu v prˇ´ıloze A.1.
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4.1.5 Definice metody prohleda´va´n´ı a jej´ı parametry
Pro spusˇteˇn´ı simulace pomoc´ı uzˇivatelske´ho rozhran´ı nebo pomoc´ı skriptu slouzˇ´ı objekt MPE GUI
(Mechlab’s parametr estimation - Graphical User Interface). Do objektu vstupuj´ı objekty
MPE D, MPE M, MPE P, MPE S pomoc´ı odkaz˚u. Vstupem je take´ na´zev prohleda´vac´ı me-
tody a libovolny´ pocˇet parametr˚u dane´ metody. Kompletn´ı syntaxe je podrobneˇ popsa´na v
uzˇivatelske´m manua´lu v prˇ´ıloze A.1.
Objekt provede r˚uznou posloupnost operac´ı podle toho, jestli je spusˇteˇn jako uzˇivatelske´
rozhran´ı, nebo pomoc´ı skriptu. Z tohoto d˚uvodu jsou neˇktera´ uzˇivatelska´ rozhran´ı prˇi druhe´
mozˇnosti neprˇ´ıstupna´. Jedna´ se o uipanel (vrchn´ı rozklikac´ı panel).
Objekt MPE GUI take´ obsahuje ohodnocovan´ı funkci. Tato funkce nacˇte parametry a kon-
stanty, ktere´ j´ı posˇle prohleda´vac´ı metoda. Nacˇte vstupn´ı data z objektu MPE D a odsimuluje
model v Simulinku, vy´stup ze simulace porovna´ s meˇrˇen´ım pomoc´ı zvolene´ porovna´vac´ı metody
v objektu MPE S.
4.1.6 Metody prohleda´va´n´ı
Vsˇechny metody prohleda´va´n´ı jsou ulozˇene´ ve slozˇce /methods. Jednotlive´ metody mohou mı´t
libovolny´ na´zev (podle pravidel Matlabu), ale mus´ı obsahovat funkci s na´zvem m solve s prˇesneˇ
definovany´m pocˇtem vstup˚u. Nova´ metoda se nemus´ı nikde definovat, postacˇ´ı prˇidat danou
metodu do te´to slozˇky a program si ji sa´m prˇida´ mezi metody prohleda´van´ı. Take´ zjist´ı, jake´
parametry mu˚zˇe uzˇivatel nastavit pro danou metodu.
Metody jsou psane´ jako funkce, to znamena´, zˇe na rozd´ıl od objekt˚u, ktere´ zacˇ´ınaj´ı p´ısmeny
MPE, nemaj´ı svoji datovou strukturu. K dat˚um prˇistupuj´ı pomoc´ı odkaz˚u do jednotlivy´ch
objekt˚u. Metody take´ mohou vyuzˇ´ıvat zobrazovac´ı funkce, ktere´ jsou obsazˇene´ v objektu
MPE GUI a taky pracuj´ı s vy´sledky, obsazˇeny´mi v objektu MPE S. Objekt MPE GUI prˇi
spusˇteˇn´ı zkop´ıruje vsˇechny funkce, obsazˇene´ v metoda´ch. Od te´ chv´ıle se chovaj´ı jako soucˇa´st
objektu MPE GUI. Z toho plyne, zˇe prˇi u´praveˇ prohleda´vac´ı funkce je potrˇeba znovu vytvorˇit
objekt MPE GUI, aby se provedene´ zmeˇny projevily.
Snahou je, aby prˇida´n´ı nove´ metody nevyzˇadovalo hlubokou znalost programu MPE a pro
vytvorˇen´ı nove´ metody byly dostacˇuj´ıc´ı informace, nabyte´ z uzˇivatelske´ho na´vodu k programu
A.1. Tento prˇ´ıstup umozˇnˇuje uzˇivateli experimentovat s r˚uzny´mi metodami prohleda´va´n´ı a po-
rovna´n´ı s drˇ´ıve vytvorˇeny´mi metodami bez nutnosti znalosti komunikace Matlabu a Simulinku
a dalˇs´ıch netrivia´ln´ıch operac´ı, ktere´ program MPE zajiˇstuje.
4.1.7 Struktura projekt˚u
Prˇi pra´ci s programem MPE pomoc´ı uzˇivatelske´ho rozhran´ı je uzˇivatel nucen vytvorˇit projekt.
Prˇi vytvorˇen´ı projektu se zalozˇ´ı slozˇka s jeho na´zvem ve slozˇce Projects a podslozˇky Project-
s/NazevProjektu/Data a Projects/NazevProjektu/Models, do ktery´ch se ukla´daj´ı kopie dat a
model˚u.
Vytva´rˇen´ı projekt˚u umozˇnˇuje zachova´vat prˇehlednost prohleda´va´n´ı a take´ zmeˇnu modelu
a jeho nastaven´ı se zachova´n´ım origina´lu. Program provede prˇi prˇekop´ırovan´ı modelu i jeho
prˇejmenova´n´ı. To zabranˇuje komplikac´ım prˇi otevrˇen´ı origina´ln´ıho modelu beˇhem simulace.
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4.2 Struktura dat
Jak uzˇ bylo napsa´no v kapitole 4.1, data jsou rozdeˇlena do objekt˚u, zacˇ´ınaj´ıc´ıch p´ısmeny MPE.
V te´to kapitole bude popsa´na struktura dat v jednotlivy´ch objektech.
4.2.1 Data (MPE D)
Data jsou ukla´da´na do tabulky table v jednom rˇa´dku, kde sloupce jsou jednotlive´ datove´ struk-
tury, ktere´ obsahuj´ı na´zev dat name, cˇasovou stopu time (1:pocˇet cˇasovy´ch za´znamu˚,1), vstupn´ı
hodnoty pro simulaci u (1:pocˇet cˇasovy´ch za´znamu˚,1), nameˇrˇena´ data y (1:pocˇet cˇasovy´ch
za´znamu˚,1) a cestu k datove´ strukturˇe path.
>> hD.table{1,1}
name: [1x38 char]
time: [101x1 double]
u: [101x1 double]
y: [101x1 double]
path: [1x45 char]
4.2.2 Modely (MPE M)
Cesty k model˚um jsou ulozˇeny v tabulce table v jednom rˇa´dku, kde sloupce jsou jednotlive´ struk-
tury, ktere´ obsahuj´ı cestu k modelu name. Cesta je uvedena od korˇenove´ho adresa´rˇe syste´mu.
V cesteˇ je take´ obsazˇen na´zev modelu, ktery´ lze z´ıskat pomoc´ı funkce
strsplit(hM.table{1,1}.table.name,’/’). Da´le struktura obsahuje na´zvy jedinecˇny´ch pa-
rametr˚u (Pokud se parametr objevuje v modelu v´ıcekra´t, je ulozˇen jen jednou).
>> hM.table{1,1}
name: [1x58 char]
parameters: {1x7 cell}
4.2.3 Parametry (MPE P)
Objekt MPE P obsahuje strukturu, ve ktere´ je obsazˇena tabulka names. V n´ı se nacha´z´ı v
jednom rˇa´dku na´zvy parametr˚u a parametry jsou ve stejne´m sloupci, jako hranice interval˚u pro
dany´ parametr. Tyto hranice jsou pak ulozˇeny jako matice nims a maxs.
37
4 POSTUP RˇESˇENI´ A VY´SLEDKY 4.2 STRUKTURA DAT
>> hP
MPE P handle
Properties:
names: {'T' 'b' 'c' 'dx0' 'k'}
mins: [1 1 1 0 1]
maxs: [2 2 10 0 2]
Methods, Events, Superclasses
4.2.4 Simulace (MPE S)
Testovane´ kombinace parametr˚u a chyba (rozd´ıl mezi simulac´ı a meˇrˇen´ım) se ukla´da´ do objektu
MPE S. Objekt obsahuje matici p, kde rˇa´dky prˇedstavuj´ı hodnoty pro jednotlive´ parametry a
sloupce jsou jednotlive´ kombinace parametr˚u a konstant, ktere´ byly odsimulova´ny a matici,
error ve ktere´ jsou v jednom rˇa´dku spolecˇne´ chyby pro vsˇechny simulovane´ kombinace model˚u
a dat. Sloupec chyby error odpov´ıda´ sloupci parametr˚u p. V promeˇnne´ statistical method je
na´zev metody, podle ktere´ se pocˇ´ıta´ chyba.
Vy´sledky simulace jsou ulozˇeny v tabulce simresult, kde rˇa´dky prˇedstavuj´ı data a sloupce
modely. V bunˇce pro danou kombinaci dat a modelu se nacha´z´ı promeˇnna´ gain, ktera´ prˇedstavuje
hodnotu, kterou se na´sob´ı chyba. Vhodnou volbou te´to velicˇiny mu˚zˇeme prohleda´vane´ metodeˇ
prˇideˇlit veˇtsˇ´ı va´hu pro danou kombinaci dat a modelu. Da´le bunˇka obsahuje chybu pro da-
nou kombinaci, ktera´ ma´ stejnou strukturu jako celkova´ chyba. Jako posledn´ı se zde nacha´z´ı
matice, slozˇena´ z vy´stupn´ıch vektor˚u simulace, kde sloupce prˇedstavuj´ı jednotlive´ simulace a
rˇa´dky hodnoty vy´stupu pro dane´ cˇasove´ u´seky. Vzorkovac´ı frekvence je vzˇdy shodna´ se vzorko-
vac´ı frekvenc´ı meˇrˇeny´ch dat, ktere´ slouzˇ´ı pro urcˇen´ı chyby.
>> hS
MPE S handle
Properties:
p: [7x100 double]
simresult: {3x3 cell}
error: [1x100 double]
statistical method: 'MSE'
Methods, Events, Superclasses
>> hS.simresult{1,2}
gain: 1
error: [1x100 double]
y: [101x100 double]
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4.3 Preprocessing
Za´sadn´ı roli pro u´speˇsˇne´ nalezen´ı parametr˚u ma´ vhodna´ volba vstupn´ıho signa´lu a spra´vneˇ zvo-
leny´ model soustavy. Za´lezˇ´ı te´zˇ na vhodne´ metodice meˇrˇen´ı. Nahrazen´ı soustavy modelem mu˚zˇe
by´t r˚uzne´. Naprˇ´ıklad zanedba´n´ı neˇktery´ch parametr˚u mu˚zˇe ovlivnit hleda´n´ı odhadu parametr˚u.
Prˇ´ıprava dat zase ovlivnˇuje dobu simulace.
4.3.1 Prˇ´ıprava dat
Pro spra´vne´ nameˇrˇen´ı verifikacˇn´ıch dat na soustaveˇ mus´ı by´t zarucˇeno, zˇe je soustava izolova´na.
Vy´stupn´ı signa´l nesmı´ ovlivnit vstupn´ı signa´l.
Vhodny´ vstupn´ı signa´l je takovy´, ktery´ se na soustaveˇ mu˚zˇe objevit beˇhem provozu. Pokud
se urcˇita´ dynamika soustavy neprojev´ı beˇhem takove´ho signa´lu, tak se neprojev´ı ani beˇhem pro-
vozu a nen´ı motivace ji zjiˇst’ovat, pokud takovy´ signa´l pro sve´ vlastnosti nedovoluje prove´st iden-
tifikacˇn´ı experiment, naprˇ´ıklad mala´ amplituda, nevhodne´ frekvencˇn´ı spektrum nebo obt´ızˇne´
z´ıska´n´ı signa´lu. Mu˚zˇe se pouzˇ´ıt umeˇle vytvorˇeny´ signa´l. Takovy´ signa´l lze jednodusˇe opakovaneˇ
generovat, matematicky popsat, fyzika´lneˇ realizovat a dostatecˇneˇ vybudit syste´m vzhledem k
jeho dynamice.[3][4].
Vstupn´ı signa´l mus´ı by´t navrzˇen tak, aby nedosˇlo k saturaci vy´stupn´ıho signa´lu. Existuj´ı
prˇ´ıpady, kdy je saturace vy´stupn´ıho signa´lu zˇa´douc´ı. Saturace vy´stupn´ıho signa´lu ze soustavy je
nezbytna´, pokud jsou hranice saturace soucˇa´st´ı modelu a hodnota hranice saturace je soucˇa´st´ı
hledany´ch parametr˚u.
Dynamika soustavy se neprojev´ı ve vsˇech nameˇrˇeny´ch signa´lech. Pokud bude zmeˇna vstupn´ıho
signa´lu moc mala´, neprojev´ı se dynamika syste´mu. V takove´m prˇ´ıpadeˇ nedojde k nalezen´ı pa-
rametr˚u, ktere´ souvis´ı s dynamikou syste´mu, jako je hmotnost a moment setrvacˇnosti. Pokud
bude vstupem rampa, tedy pomaly´ na´r˚ust vstupn´ı hodnoty, neprojev´ı se dynamika syste´mu.
Vhodnou volbou je tedy takovy´ vstupn´ı signa´l, ktery´ obsahuje ostrou zmeˇnu. Takovy´m signa´lem
mu˚zˇe by´t obde´ln´ıkovy´ signa´l, krokova´ zmeˇna a dalˇs´ı.
Pro hleda´n´ı parametr˚u nen´ı vhodne´, aby se signa´l periodicky opakoval. Takovy´ signa´l by
neprˇinesl nove´ informace o soustaveˇ, prodluzˇuje de´lku meˇrˇen´ı a tedy i dobu simulace. Vhodny´m
kompromisem je pouzˇ´ıt periodicky´ vstupn´ı signa´l a vy´stupn´ı signa´l zpr˚umeˇrovat na jednu pe-
riodu. T´ımto zp˚usobem se cˇa´stecˇneˇ odstran´ı zasˇumeˇn´ı vy´stupn´ıho signa´lu. Je potrˇeba zajistit,
aby v mı´steˇ rˇezu periody byla pocˇa´tecˇn´ı a koncova´ hodnota stejna´, vcˇetneˇ jejich derivac´ı. Toho
je veˇtsˇinou teˇzˇke´ dosa´hnout. Lze toho dosa´hnout, pokud se do vstupn´ıho signa´lu prˇida´ usta´lena´
hodnota, ktera´ bude vlozˇena mezi p˚uvodn´ı periody. Tento vnorˇeny´ signa´l mus´ı mı´t takovou
de´lku, aby se doc´ılilo usta´lene´ho stavu soustavy.
Pokud existuje nameˇrˇeny´ signa´l soustavy, u ktere´ho je vzorkovac´ı frekvence prˇ´ıliˇs jemna´,
tedy pokud by sn´ızˇen´ı vzorkovac´ı frekvence nevedlo k ztra´teˇ informace v signa´lu obsazˇene´m, je
vhodne´ prove´st prˇevzorkova´n´ı, tedy nahrazen´ı p˚uvodn´ı vzorkovac´ı frekvenci novou, zpravidla
mensˇ´ı. Pro prˇevzorkova´n´ı se vyuzˇ´ıva´ interpolace. Pro potrˇeby prˇevzorkova´n´ı lze pouzˇ´ıt funkci
hD.set D, v programu MPE popsanou v kapitole A.1.
Pro nameˇrˇeny´ signa´l je mozˇne´ pouzˇ´ıt neˇkterou z metod filtrace signa´lu. Tato pra´ce nepo-
pisuje metody filtrace, ani na´stroj MPE neprova´d´ı filtraci signa´lu. Je cˇisteˇ na uzˇivateli, aby
vyuzˇil vhodny´ matematicky´ apara´t na filtraci signa´lu. Sˇum, ktery´ p˚usob´ı na vstupn´ı signa´l,
nekaz´ı odhad, zat´ımco sˇum, ktery´ p˚usob´ı na vy´stupn´ı signa´l, odhad kaz´ı.[1]
Parametry syste´mu jsou take´ pocˇa´tecˇn´ı hodnoty integra´lu, tedy pocˇa´tecˇn´ı stavy soustavy.
Tyto parametry lze taky zahrnout do hledany´ch parametr˚u. To rozsˇ´ıˇr´ı hledany´ prostor a pocˇet
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dimenz´ı, ktery´ je roven pocˇtu teˇchto pocˇa´tecˇn´ıch stav˚u. Ve veˇtsˇineˇ prˇ´ıpad˚u lze bud’ zajistit
nulove´ pocˇa´tecˇn´ı stavy nebo je nameˇrˇit. Pokud je tedy naprˇ´ıklad u DC motoru vstupem napeˇt´ı
a vy´stupem natocˇen´ı, je vhodne´, aby signa´l napeˇt´ı zacˇ´ınal nulovou hodnotou a nulovou smeˇrnic´ı.
T´ımto prˇ´ıstupem lze urcˇit pocˇa´tecˇn´ı stavy soustavy a sn´ızˇit dimenzi hledane´ho prostoru.
Program MPE vyzˇaduje, aby vzorkovac´ı frekvence vstupn´ıho, vy´stupn´ıho a cˇasove´ho signa´lu
byla stejna´, tedy stejny´ pocˇet vzork˚u.
4.3.2 Prˇ´ıprava modelu
Model nahrazuje soustavu matematicky´m popisem s prˇesnost´ı podstatnou pro vyrˇesˇen´ı dane´ho
proble´mu.[7] V te´to pra´ci se pojmem model mysl´ı na´hrada soustavy modelem v prostrˇed´ı
Simulink. Model lze z´ıskat slovn´ım popisem, fyzika´ln´ımi za´kony nebo identifikac´ı syste´mu z
nameˇrˇeny´ch dat.
Du˚lezˇitou ota´zkou je, kolik ma´ syste´m, potazˇmo rovnice, zjistitelny´ch parametr˚u. Pokud se
pop´ıˇse kyvadlo rovnic´ı 4.1 a za prˇedpokladu, zˇe z nameˇrˇeny´ch dat se z´ıskaj´ı ϕ, ϕ˙, ϕ¨, lze z´ıskat
jednoznacˇneˇ jen dva parametry. Ze z´ıskany´ch parametr˚u p1 a p2 je mozˇne´ z´ıskat jen parametr
L, protozˇe gravitace se bere jako zna´ma´ konstanta. Pro parametry b a m je zna´m jen pomeˇr
mezi nimi, tedy je potrˇeba urcˇit jeden z parametr˚u pro stanoven´ı druhe´ho.
Pro vytvorˇen´ı nove´ho modelu (nebo u´pravu existuj´ıc´ıho) poslouzˇ´ı model new model ve slozˇce
/models. Model obsahuje bloky potrˇebne´ pro program MPE. Na obra´zku 4.2 lze videˇt, kam se
prˇipoj´ı model.
Obra´zek 4.2: Pra´zdny´ model
Vytvorˇeny´ program MPE umı´ nale´zt parametry a konstanty obsazˇene´ v modelu, pokud se
nacha´z´ı v bloku Constant nebo Gain. Parametr mu˚zˇe by´t soucˇa´st´ı matematicke´ho vzorce nebo
by´t obsazˇen v´ıcekra´t v modelu. Jsou bloky, ktere´ mohou take´ obsahovat hledany´ parametr,
jako jsou Integrator nebo Saturation. V teˇchto bloc´ıch lze prˇepnout zdroj tohoto parametru
jako venkovn´ı.
Parametry v modelu mohou mı´t libovolny´ na´zev, ktery´ Simulink dovoluje. Mu˚zˇe obsahovat
cˇ´ıslici, ale nesmı´ cˇ´ıslic´ı zacˇ´ınat. Program rozliˇsuje velka´ a mala´ p´ısmena (case-sensitiv). Du˚lezˇita´
pro dobu simulace a jej´ı prˇesnost je volba rˇesˇicˇe.
Program MPE je vyv´ıjen a testova´n ve verzi Matlabu r2012b. V prˇ´ıpadeˇ komplikac´ı s kom-
patibilitou je vhodne´ ulozˇit model do te´to verze.
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4.4 Prˇ´ınosy MPE
Z hodnocen´ı programu PE v kapitole 2.5 a z na´vrh˚u vylepsˇen´ı v kapitole 3 byly stanoveny
priority funkcionality noveˇ vytvorˇene´ho na´stroje MPE.
Vytvorˇeny´ na´stroj MPE je mozˇne´ pouzˇ´ıvat v Matlabu od verze 2012b v operacˇn´ım syste´mu
Windows a OS X. Na´stroj nevyzˇaduje prˇ´ıtomnost zˇa´dne´ho dodatecˇne´ho bal´ıcˇku kromeˇ Simu-
linku. Na rozd´ıl od programu PE, novy´ program MPE umozˇnˇuje spusˇteˇn´ı ve studenske´ verzi
Matlabu, ktera´ instalaci teˇchto bal´ıcˇk˚u kromeˇ Simulinku neumozˇnˇuje. Neˇktere´ prohleda´vac´ı
metody vyzˇaduj´ı neˇktery´ z dodatecˇny´ch bal´ıcˇk˚u, jako naprˇ´ıklad GA Matlab, ktery´ je obsazˇen
v Global Optimization Toolbox.
Program MPE da´va´ mozˇnost vytva´rˇet nove´ prohleda´vac´ı metody bez nutnosti hluboke´
znalosti programu MPE. Podrobny´ na´vod prˇida´n´ı nove´ prohleda´vac´ı metody je v kapitole A.3.
C´ılem bylo vytvorˇit takovy´ na´stroj, ktery´ mu˚zˇe poslouzˇit pro vy´uku prˇedmeˇtu, ktery´ se zaby´va´
studiem prohleda´vac´ıch metod. Soucˇa´st´ı tohoto prˇedmeˇtu by mohlo by´t vytvorˇen´ı prohleda´vac´ı
metody do programu MPE. Takto vytvorˇene´ algoritmy by bylo mozˇne´ porovnat a zhodnotit
jejich vlastnosti.
Prˇ´ınosem je take´ uzˇivatelske´ rozhran´ı programu MPE, ktere´ je v´ıce intuitivn´ı nezˇ GUI PE.
Program ma´ cˇesky psany´ uzˇivatelsky´ manua´l v kapitole A a take´ uka´zkove´ studie v kapitole
4.6, ktere´ mohou poslouzˇit student˚um k pochopen´ı pra´ce s programem.
Beˇzˇne´ hleda´n´ı parametr˚u mu˚zˇe trvat i neˇkolik des´ıtek hodin. Program MPE na rozd´ıl od
programu PE umozˇnˇuje spojovat provedene´ hleda´n´ı a t´ım cˇas rozdeˇlit na v´ıce u´sek˚u. Program
take´ poskytuje informaci o dobeˇ, ktera´ zby´va´ do konce hleda´n´ı.
Program MPE si ukla´da´ pr˚ubeˇhy vsˇech simulac´ı. Neztra´c´ı zˇa´dne´ informace o prohleda´vane´m
prostoru, cozˇ umozˇnˇuje upravovat hledac´ı prostor bez ztra´ty informace. Takovy´ prˇ´ıstup k
vy´sledk˚um simulac´ı dovoluje zmeˇnu vyhodnocovac´ı metody. Metody urcˇovan´ı shody simulace
a nameˇrˇeny´ch dat jsou v kapitole 4.4.5.
Vy´hodou je take´ mozˇnost u´plne´ho prohleda´n´ı prostoru, popsane´ v kapitole 4.5.1. Takove´
hleda´n´ı je sice cˇasoveˇ na´rocˇne´, ale poskytuje d˚uveˇru v nalezene´ parametry.
Vyuzˇit´ım tolerance prˇi hledan´ı parametr˚u, popsane´ v kapitole A.3, se omez´ı pocˇet simulac´ı.
Prˇida´n´ı tolerance zajiˇst’uje, zˇe se nebude simulovat kombinace parametr˚u, ktera´ je s urcˇitou
mı´rou tolerance stejna´ jako uzˇ drˇ´ıve simulovana´ kombinace parametr˚u. Takova´ kombinace pa-
rametr˚u by neprˇinesla nove´ informace o prohleda´vane´m prostoru. Tolerance lze v pr˚ubeˇhu
iteracˇn´ıho prˇ´ıstupu hleda´n´ı meˇnit a ovlivnit tak dobu hleda´n´ı. Iteracˇn´ı prˇ´ıstup hleda´n´ı je popsa´n
v kapitole 4.4.4.
Za´sadn´ı prˇ´ınos do problematiky hleda´n´ı parametr˚u prˇina´sˇ´ı program MPE schopnost´ı kombi-
novat neˇkolik model˚u a datovy´ch mnozˇin. Takove´to kombinace mohou sd´ılet neˇktere´ parametry.
T´ımto definova´n´ım mu˚zˇeme kombinac´ım prˇidat va´hu, ktera´ prˇedstavuje mı´ru d˚uveˇry v danou
kombinaci modelu a datove´ mnozˇiny.
4.4.1 Jeden model s v´ıce daty
Stejneˇ jako program PE umı´ MPE pracovat s jedn´ım modelem a v´ıce soubory nameˇrˇeny´ch dat.
Pro danou kombinaci parametr˚u se uskutecˇn´ı simulace jednoho modelu se vsˇemi datovy´mi
soubory a provede se ohodnocen´ı jednotlivy´ch kombinac´ı. Na vy´sledne´ chyby se aplikuj´ı va´hy a
provede se vy´pocˇet spolecˇne´ chyby. Tuto chybu vyuzˇije prohleda´vac´ı metoda pro nalezen´ı nove´
kombinace parametr˚u.
Kombinace jednoho modelu s v´ıce daty se vyuzˇ´ıva´, pokud provedeme v´ıce meˇrˇen´ı s odliˇsny´m
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vstupn´ım signa´lem. Mu˚zˇe take´ by´t rozd´ılna´ mı´ra vybuzen´ı, de´lka meˇrˇen´ı nebo mı´ra zmeˇny.
Program umozˇnˇuje porovnat chybu stejne´ kombinace parametr˚u prˇi pouzˇit´ı r˚uzny´ch da-
tovy´ch soubor˚u. Toto porovna´n´ı se prova´d´ı prˇ´ıkazem hS.comparison by summed error a je
popsa´no v kapitole A.1.
4.4.2 Test r˚uzny´ch variant model˚u
Mozˇnost, kterou program PE neumozˇnˇuje, je hleda´n´ı parametr˚u pomoc´ı v´ıce model˚u. Program
PE je va´za´n na jeden model. Novy´ program MPE nen´ı va´za´n na jeden model a dovoluje praco-
vat s libovolny´m pocˇtem model˚u. V ra´mci jednoho hodnocen´ı se provede libovolna´ kombinace
soubor˚u dat a model˚u.
Prˇi tvorbeˇ popisu soustavy modelem se cˇasto dospeˇje k v´ıce varianta´m model˚u. Mu˚zˇe to by´t
zp˚usobeno nedostatecˇnou znalost´ı soustavy nebo zanedba´n´ım neˇktery´ch parametr˚u. V takove´m
prˇ´ıpadeˇ je vhodne´ mı´t na´stroj, ktery´ doka´zˇe tyto modely porovnat. Takovy´mto na´strojem je
pra´veˇ novy´ program MPE. Program doka´zˇe porovnat, ktery´ model le´pe sed´ı na urcˇity´ datovy´
soubor.
Ohodnocen´ı navrzˇene´ kombinace parametr˚u se vypocˇ´ıta´ va´zˇeny´m pr˚umeˇrem z jednotlivy´ch
kombinac´ı soubor˚u dat a model˚u. Ohodnocen´ı jednotlivy´ch kombinac´ı se uchova´va´ pro prˇ´ıpadnou
pozdeˇjˇs´ı zmeˇnu vah.
Do uka´zkovy´ch studi´ı v kapitole 4.6 byly vybra´ny experimenty, ktere´ kombinuj´ı v´ıce model˚u
a soubor˚u dat.
4.4.3 Neˇkolik r˚uzneˇ provedeny´ch experiment˚u, ktere´ sd´ıl´ı
parametry
Pokud je mozˇne´ vytvorˇit v´ıce r˚uzny´ch variant experiment˚u, prˇi ktery´ch se neˇktery´ z parametr˚u
neprojev´ı, dosa´hneme sn´ızˇen´ı dimenze prohleda´vac´ıho prostoru. Sn´ızˇen´ı dimenze jen o jediny´
rozmeˇr ma´ vy´razny´ vliv na schopnost nale´zt parametry modelu.
Parametry jsou sd´ılene´ v ra´mci model˚u, i kdyzˇ nejsou ve vsˇech modelech obsazˇeny vsˇechny.
Kazˇdy´ model mu˚zˇe mı´t tedy svoje unika´tn´ı a sd´ılene´ parametry. Prˇ´ıkladem mu˚zˇe by´t oscila´tor
z kapitoly 4.6.1, kde unika´tn´ı parametr je koeficient trˇen´ı.
Pokud ma´me v´ıce r˚uzneˇ provedeny´ch experiment˚u, ktere´ sd´ılej´ı parametry, pak hleda´me
takove´ hodnoty parametr˚u, ktere´ nejle´pe sed´ı na vsˇechny modely. Prˇida´n´ım va´hy jednotlivy´m
kombinac´ım model˚u a soubor˚u dat se ovlivn´ı prohleda´vac´ı metoda.
Cela´ problematika se ty´ka´ nalezen´ı takove´ho experimentu, u ktere´ho bud’ lze zanedbat urcˇity´
parametr nebo zmeˇnit hodnotu parametru o zna´mou hodnotu. Zmeˇna hodnoty parametru nesmı´
ovlivnit jiny´ parametr. Takovy´m parametrem mu˚zˇe by´t hmotnost nebo moment setrvacˇnosti,
ktere´ lze zmeˇnit o prˇesneˇ danou hodnotu. Za´rovenˇ vy´razneˇ ovlivn´ı dynamiku syste´mu. Takova´to
zmeˇna parametr˚u vyzˇaduje dobrou znalost soustavy.
Jako prˇ´ıklad sd´ılen´ı parametr˚u poslouzˇ´ı kyvadlo, tedy dynamicky´ syste´m druhe´ho rˇa´du. Jak
bylo popsa´no v kapitole 4.3.2, nelze z rovnice 4.1 pomoc´ı meˇrˇen´ı z´ıskat vsˇechny parametry. Pro
parametry m a b nelze urcˇit jejich hodnoty, pouze jejich pomeˇr.
mL2ϕ¨ = −mgL sin(ϕ)− bϕ˙ (4.1)
Kde m[kg] je hmotnost, L[m] de´lka od osy rotace po teˇzˇiˇsteˇ hmoty, b[s−1] soucˇinitel u´tlumu,
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ϕ[rad] natocˇen´ı kyvadla.
ϕ¨ = −p1 sin(ϕ)− p2ϕ˙ (4.2)
Kde p1 a p1 jsou:
p1 =
g
L
(4.3)
p2 =
b
mL2
(4.4)
Pro zjiˇsteˇn´ı chybeˇj´ıc´ıch parametr˚u b a m lze upravit experiment tak, aby se jeden z pa-
rametr˚u zmeˇnil o zna´mou velikost. Tlumen´ı se velice obt´ızˇneˇ meˇn´ı tak, aby byla zna´ma´ jeho
prˇidana´ hodnota, proto je vhodneˇjˇs´ı upravit hmotnost. Pokud se vytvorˇ´ı novy´ experiment, ktery´
bude mı´t prˇidanou definovanou za´teˇzˇ, lze pomoc´ı vzorce 4.8 a 4.9 stanovit chybeˇj´ıc´ı parametry.
Teˇzˇiˇsteˇ prˇidane´ a p˚uvodn´ı hmotnosti mus´ı by´t stejne´, aby parametr L z˚ustal stejny´.
Pokud by se proble´m rˇesˇil v programu PE, nameˇrˇily by se dva soubory dat (s a bez prˇidane´
hmotnosti). Provedl by se prvn´ı odhad parametr˚u, kde by se z´ıskaly hodnoty parametr˚u p1, p2.
Ve druhe´m odhadu parametr˚u by se z´ıskala hodnota parametr˚u p´2. Jak ukazuje uka´zkova´
studie DC motoru 4.6.3, nevede tento prˇ´ıstup k d˚uveˇryhodny´m hodnota´m, protozˇe program
PE nehleda´ kompromis v chybeˇ mezi prvn´ım a druhy´m experimentem.
(m+mz)L
2ϕ¨ = −(m+mz)gL sin(ϕ)− bϕ˙ (4.5)
ϕ¨ = −p1 sin(ϕ)− p´2ϕ˙ (4.6)
p´2 =
b
(m+mz)L2
(4.7)
m =
mzp´2
p2 − p´2 (4.8)
b = p´2L
2(m+mz) (4.9)
Program MPE na rozd´ıl od programu PE umozˇnˇuje pracovat s v´ıce modely. Tato schopnost
se vyuzˇije tak, zˇe se vytvorˇ´ı modely pro rovnice 4.1 a 4.5. Program prova´d´ı hleda´n´ı odhadu
parametr˚u tak, aby spolecˇna´ chyba byla co nejmensˇ´ı. Program tedy hleda´ urcˇity´ kompromis.
Pro jednotlive´ experimenty lze nastavit va´hu, ktera´ ovlivn´ı prohleda´vac´ı metodu.
4.4.4 Iteracˇn´ı zmeˇna prohleda´vac´ıho prostoru
Z kapitoly 4.5.1 plyne, zˇe u´plne´ prohleda´n´ı prostoru nen´ı ve vy´pocˇetn´ıch sila´ch. Prˇesto je hrube´
prozkouma´n´ı prostoru velmi d˚ulezˇite´. Poskytuje znalost prostoru, ktera´ poslouzˇ´ı pro nasta-
ven´ı intervalu neˇktere´ inteligentn´ı prohleda´vac´ı metody nebo pocˇa´tecˇn´ı polohy pro gradientn´ı
metody, tedy vytvorˇen´ı takzvaneˇ lukrativn´ıch lokalit.
Program PE umozˇnuje iteracˇn´ı prˇ´ıstup takovy´, zˇe lze neˇktere´ z hodnot vy´sledny´ch para-
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metr˚u pouzˇ´ıt pro nove´ hledan´ı. Proble´m nastane, pokud se parametr nacha´z´ı ve sve´m loka´ln´ım
minimu, ze ktere´ho se i po nove´m zaha´jen´ı hleda´n´ı nedostane. PE si take´ neukla´da´ informace
z drˇ´ıveˇjˇs´ıho hleda´n´ı a tedy ztra´c´ı informace o prohleda´vac´ım prostoru.
Novy´ program MPE po zakoncˇen´ı hleda´n´ı (odsimulova´n´ı zadane´ho pocˇtu simulac´ı) vizuali-
zuje dosazˇenou chybu na osa´ch jednotlivy´ch interval˚u. Uzˇivatel mu˚zˇe bud’ omezit interval pro
nove´ hleda´n´ı nebo zaha´jit hleda´n´ı gradientn´ı metodou. Gradientn´ı metoda vyuzˇije kombinaci
parametr˚u s nejmensˇ´ı chybou jako pocˇa´tecˇn´ı polohu. Lze si to prˇedstavit jako kapky desˇteˇ, ktere´
si najdou cestu do u´dol´ı z mrak˚u, ktere´ jsou pod vrcholky hor, tedy omezen´ı plochy z ktere´ prsˇ´ı
do u´dol´ı. Podrobny´ na´vod pra´ce s iteracˇn´ım prˇ´ıstupem v programu MPE je v kapitole A.2.
4.4.5 Metody urcˇova´n´ı shody simulace a nameˇrˇeny´ch dat
Volba metody urcˇova´n´ı chyby, neboli ohodnocova´n´ı, ma´ vliv na schopnost nale´zt hledane´ pa-
rametry. Existuje v´ıce metod vy´pocˇtu chyby mezi meˇrˇen´ım a simulac´ı. V programu PE se
vyuzˇ´ıvaj´ı dveˇ metody, SSE (The sum of squares due to error) a SAE (Sum absolute error),
popsane´ v kapitole 2.1.[2]
Kazˇda´ kombinace souboru dat a modelu ma´ pro kazˇdou kombinaci parametr˚u vypocˇ´ıtanou
chybu. Da´le existuje globa´ln´ı chyba, ktera´ se pocˇ´ıta´ jako pr˚umeˇr chyb jednotlivy´ch kombinac´ı
soubor˚u dat a model˚u. Podle te´to spolecˇne´ chyby se prohleda´vac´ı metoda rozhoduje o novy´ch
kombinac´ıch parametr˚u, tedy o poloze v prohleda´vac´ım prostoru.
Pr˚umeˇrna´ kvadraticka´ chyba MSE
Pr˚umeˇrna´ kvadraticka´ chyba zohlednˇuje vzda´lenost mezi kazˇdou hodnotou v pr˚ubeˇhu simulace
a meˇrˇen´ı. O metodeˇ se take´ mluv´ı jako o momentu setrvacˇnosti chyby. Jedna´ se o nejrozsˇ´ıˇreneˇjˇs´ı
metodu vy´pocˇtu chyby. Vyuzˇ´ıva´ se hlavneˇ ve statistice. Metodu prˇedstavil C.F.Gauss.[10]
Vy´pocˇet chyby metodou MSE je na´chylny´ na extre´mn´ı vy´chylky v signa´lu, ktere´ mohou
by´t zp˚usobene´ chybou v meˇrˇen´ı. Takovy´ soubor je potrˇeba filtrovat, cozˇ mu˚zˇe ve´st ke ztra´teˇ
informace obsazˇene´ v signa´lu.[9]
MSE =
1
n
n∑
i=1
(yi − y′i)2 (4.10)
V rovnici 4.10 je y nameˇrˇeny´ signa´l na soustaveˇ a y′ signa´l vytvorˇeny´ simulac´ı.
Pr˚umeˇrna´ absolutn´ı chyba MAE
Pr˚umeˇrna´ absolutn´ı chyba poskytuje stejnou va´hu vsˇem chyba´m. Je me´neˇ na´chylna´ na extre´mn´ı
vy´chylky v signa´lu.
MAE =
1
n
n∑
i=1
|yi − y′i| (4.11)
V rovnici 4.11 je y nameˇrˇeny´ signa´l na soustaveˇ a y′ signa´l vytvorˇeny´ simulac´ı.
Odmocneˇna´ pr˚umeˇrna´ kvadraticka´ chyba RMSE
Odmocneˇna´ pr˚umeˇrna´ kvadraticka´ chyba znevy´hodnˇuje rozptyl, protozˇe da´va´ chyba´m s veˇtsˇ´ı
absolutn´ı hodnotou veˇtsˇ´ı va´hu, nezˇ chyba´m s mensˇ´ı absolutn´ıch hodnotou. RMSE samozrˇejmeˇ
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nikdy nebude mensˇ´ı nezˇ MAE. RMSE ma´ tendenci naby´vat veˇtsˇ´ıch hodnot nezˇ MAE, protozˇe
jej´ı spodn´ı limit je MAE a horn´ı limit MAE ×√n.
RMSE =
√
MSE (4.12)
V rovnici 4.12 je MSE pr˚umeˇrna´ kvadraticka´ chyba z rovnice 4.10.
Normovana´ odmocneˇna´ pr˚umeˇrna´ kvadraticka´ chyba NRMSE
Normovana´ odmocneˇna´ pr˚umeˇrna´ kvadraticka´ chyba je uzˇitecˇna´, protozˇe je snaha srovna´vat
RMSE s r˚uzny´mi jednotkami.
NRMSE =
RMSE
ymax − ymin (4.13)
V rovnici 4.13 je RMSE pr˚umeˇrna´ kvadraticka´ chyba z rovnice 4.12, ymax a ymin je ma-
xima´ln´ı a minima´ln´ı hodnota obsazˇena´ v nameˇrˇene´m signa´lu na soustaveˇ.
Sˇpicˇkovy´ pomeˇr signa´lu k sˇumu (PSNR)
Sˇpicˇkovy´ pomeˇr signa´lu k sˇumu vyjadrˇuje pomeˇr mezi maxima´ln´ı mozˇnou energi´ı signa´lu a
energi´ı sˇumu.[2]
PSNR = 10 log10
(
R2
MSE
)
(4.14)
R = max(ymax, y
′
max) (4.15)
V rovnici 4.14 je R maxima´ln´ı hodnota, ktera´ se nacha´z´ı v nameˇrˇene´m nebo odsimulovane´m
signa´lu.[2]
4.5 Metody prohleda´va´n´ı
4.5.1 Grid
Metoda je veˇrna´ sve´mu jme´nu, je zalozˇena na rozdeˇlen´ı zadane´ho intervalu na prˇesny´ pocˇet
hodnot. Pokud by se tedy odhadoval parametr, ktery´ je zada´n uzavrˇeny´m intervalem <1;5> s
rozdeˇlen´ım na trˇi hodnoty, interval by se rozdeˇlil na N-1 interval˚u, kde N prˇedstavuje hodnotu
gridu a hranice mezi intervaly jsou hledane´ hodnoty. Simulace by se tedy uskutecˇnila pro hod-
noty 1, 3, 5, pokud bychom meˇli interval z jedne´ strany otevrˇeny´ <1;6). (Do intervalu spadaj´ı
vsˇechny hodnoty, kromeˇ hodnoty z otevrˇene´ strany.) Interval bychom rozdeˇlili na N interval˚u,
kde hledane´ hodnoty jsou hranice mezi intervaly bez hodnoty, ktera´ lezˇ´ı na otevrˇene´ straneˇ in-
tervalu. Tedy 2,4,6 pro rozdeˇlen´ı na trˇi hodnoty. Pokud by byl interval otevrˇeny´ (1;7), rozdeˇlil
by se na N+1 interval˚u a hledane´ hodnoty by byly hranice mezi intervaly, kromeˇ hodnot na
hranici p˚uvodn´ıho intervalu.
Metoda je vhodna´, pokud je obava uv´ıznut´ı jine´ metody v loka´ln´ım minimu. Tento prˇ´ıstup
nevyuzˇ´ıva´ zˇa´dne´ znalosti z prˇedchoz´ıch simulac´ı, ktere´ jsou v jiny´ch metoda´ch pouzˇity pro
zrychlen´ı nalezen´ı hledany´ch parametr˚u. Pocˇet simulac´ı je roven NˆP, kde N je mı´ra rozdeˇlen´ı a
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Tabulka 4.1: Tabulka parametr˚u pro metodu Grid
Parametr metody Na´zev parametru v metodeˇ Vy´choz´ı hodnota
Maxima´ln´ı pocˇet simulac´ı NumberOfSimulations 400
Zobrazit pr˚ubeˇh ShowSimulation Off
Tolerance shody Tolerance 0
P je pocˇet parametr˚u. Prˇi beˇzˇneˇ velke´m pocˇtu parametr˚u je potrˇeba mnohem veˇtsˇ´ı pocˇet simu-
lac´ı, nezˇ prˇi inteligentn´ım prohleda´van´ı, ale nen´ı potrˇeba prova´deˇt vy´pocˇet po kazˇde´ simulaci
cˇi generaci. Prohleda´n´ım cele´ oblasti dostaneme informace o prohleda´vane´m prostoru, metoda
mu˚zˇe tedy slouzˇit pro urcˇen´ı pocˇa´tecˇn´ıho intervalu pro neˇkterou inteligentn´ı metodu.
Metoda ma´ v programu MPE jenom prˇi parametry NumberOfSimulations, ShowSimulation
a Tolerance. Parametr NumberOfSimulations urcˇuje maxima´ln´ı pocˇet simulac´ı. Metoda najde
nejveˇtsˇ´ı pocˇet permutac´ı s opakovan´ım, ktery´ neprˇesa´hne zadany´ pocˇet simulac´ı. Zvolena´ hod-
nota Tolerance urcˇuje jakou vzda´lenost od odsimulovany´ch kombinac´ı parametr˚u povazˇujeme
za nepotrˇebnou pro novou kombinaci parametr˚u. Pokud se nezmeˇn´ı zˇa´dna´ z hranic interval˚u
pro hleda´n´ı, tak i prˇi male´ hodnoteˇ tolerance nedojde k simulova´n´ı novy´ch hodnot. Du˚vodem je
shoda navrzˇeny´ch kombinac´ı parametr˚u s kombinacemi, ktere´ byly odsimulova´ny v prˇedchoz´ım
pouzˇit´ı te´to metody. Pokud je tedy tolerance aplikova´na, je vhodne´ pro kazˇdou novou aplikaci
te´to metody zmeˇnit hranice intervalu nebo pocˇet simulac´ı.
Vy´hodou te´to metody je take´ mozˇnost vizualizace prostoru pro dva parametry. Ostatn´ım
parametr˚um se urcˇ´ı hodnota pro tuto vizualizaci. Vytvorˇ´ı se tere´n, kde u´dol´ı prˇedstavuj´ı loka´ln´ı
minima. Na obra´zku 4.3 je pouzˇita metoda Grid. Jedna´ se o oscila´tor z kapitoly 4.6.1.
Pro vizualizaci na obra´zku 4.3 bylo potrˇeba 1002 simulac´ı, ktere´ trvaly trˇi a p˚ul minuty.
Pokud by se aplikovala metoda pro vsˇech sedm parametr˚u, jednalo by se o 1007 simulac´ı.
Simulace by trvala 66590 let. Pokud by se ukla´daly informace o simulaci stejneˇ jako prˇi pouzˇit´ı
programu MPE, bylo by potrˇeba 71525 TB. Z teˇchto vy´pocˇt˚u vyply´va´, zˇe prohleda´n´ı cele´ho
v´ıce-dimenziona´ln´ıho prostoru s rozumnou prˇesnost´ı nen´ı mozˇne´. Metoda se tedy vyuzˇ´ıva´ jako
prvn´ı hrube´ prozkouma´n´ı prostoru, ktere´ vytvorˇ´ı vhodne´ pocˇa´tecˇn´ı polohy pro jine´ metody.
Parametry pro tuto metodu jsou v tabulce 4.1.
Pokud se neˇktere´ z loka´ln´ıch minim nacha´z´ı na hranici intervalu, je vhodne´ interval rozsˇ´ıˇrit
t´ımto smeˇrem. Tento prˇ´ıstup mu˚zˇe poslouzˇit jako za´klad gradientn´ı metody pro z´ıska´n´ı smeˇru
nejrychlejˇs´ıho spa´du.[6]
4.5.2 Monte Carlo
Monte Carlo je stochasticka´ metoda, zalozˇena´ na na´hodne´m zastoupen´ı prostoru tak, aby
rozlozˇen´ı bylo rovnomeˇrne´. Metoda patrˇ´ı do neinformovany´ch metod, protozˇe pro vygenerova´n´ı
novy´ch hodnot nevyuzˇ´ıva´ znalost z´ıskanou z drˇ´ıveˇjˇs´ıho hleda´n´ı. Vy´hodou metody je neza´vislost
vygenerovany´ch hodnot na ohodnocen´ı, tedy netrp´ı uv´ıznut´ım v loka´ln´ım extre´mu a je jed-
nodusˇe implementovatelna´. Nevy´hodou je obvykle veˇtsˇ´ı pocˇet simulac´ı potrˇebny´ch pro nalezen´ı
globa´ln´ıho minima nezˇ u informovany´ch metod.
Metoda je za´visla´ na genera´toru na´hodny´ch cˇ´ısel, respektive pseudona´hodny´ch cˇ´ısel, tedy
aby rozlozˇen´ı vygenerovany´ch cˇ´ısel bylo rovnomeˇrne´. Program Matlab vyuzˇ´ıva´ pro generova´n´ı
na´hodny´ch cˇ´ısel rˇadu, ktera´ zajiˇst’uje rovnomeˇrne´ rozlozˇen´ı vygenerovane´ matice cˇ´ısel.[2]
Jako prvn´ı zmı´nka o metodeˇ Monte Carlo se cˇasto uva´d´ı Boffonova u´loha, ktera´ z na´hodne´ho
46
4 POSTUP RˇESˇENI´ A VY´SLEDKY 4.5 METODY PROHLEDA´VA´NI´
Obra´zek 4.3: Grid pro dva parametry c a k
umı´steˇn´ı dopadnuty´ch jehel doka´zˇe urcˇit hodnotu p´ı. Vy´znamneˇjˇs´ıho vyuzˇit´ı se metoda docˇkala
azˇ s rozvojem vy´pocˇetn´ı techniky. Konkre´tneˇ ve druhe´ sveˇtove´ va´lce, kde nasˇla uplatneˇn´ı prˇi
vy´voji atomove´ zbraneˇ v projektu Manhattan.[5]
Metoda je implementova´na v programu MPE pod na´zvem MC a mozˇne´ nastaven´ı algoritmu
je v tabulce 4.2.
4.5.3 Geneticky´ algoritmus
Geneticky´ algoritmus vycha´z´ı ze znalosti evoluce. Poprve´ byl algoritmus prˇedstaven Johnem
Hollandem v roce 1975 v publikaci Adaptation in Natural and Artificial Systems [8]. Algoritmus
napodobuje schopnost prˇirozene´ho vy´beˇru silneˇjˇs´ıch jedinc˚u.
Du˚lezˇite´ pojmy pro geneticky´ algoritmus jsou: jedinec, generace, elita, mutace, hodnot´ıc´ı
Tabulka 4.2: Tabulka parametr˚u pro metodu Monte Carlo
Parametr metody Na´zev parametru v metodeˇ Vy´choz´ı hodnota
Pocˇet simulac´ı NumberOfSimulations 100
Zobrazit pr˚ubeˇh ShowSimulation Off
Tolerance shody Tolerance 0
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Tabulka 4.3: Tabulka parametr˚u pro Geneticky´ algoritmus
Parametr metody Na´zev parametru v metodeˇ Vy´choz´ı hodnota
Pocˇet generac´ı Mutation 0.03
Zobrazit pr˚ubeˇh ShowSimulation Off
Tolerance shody Tolerance 0
Cˇasovy´ limit TimeLimit inf
Pocˇet jedinc˚u v eliteˇ EliteCount 5
Cˇa´st generace urcˇena´ pro krˇ´ızˇen´ı CrossoverFraction 0.8
Pocˇet generac´ı Generations 10
Pocˇet jedinc˚u v generaci PopulationSize 50
funkce, selekce a krˇ´ızˇen´ı. V programu MPE je navrzˇena´ kombinace parametr˚u jedincem a ge-
nerace je skupina kombinac´ı urcˇena´ pro hleda´n´ı odhadu parametr˚u. Elita je urcˇity´ pocˇet kom-
binac´ı parametr˚u, ktere´ byly ohodnoceny nejmensˇ´ı chybou. Mutace je zmeˇna hodnoty dane´ho
parametru. Hodnot´ıc´ı funkce je porovna´n´ı odezvy simulace pro danou kombinaci parametr˚u s
odezvou soustavy. Selekce je vy´beˇr nejlepsˇ´ıch kombinac´ı parametr˚u pro dalˇs´ı generaci. Krˇ´ızˇen´ı
je prohozen´ı neˇktery´ch parametru mezi jedinci.[8]
V programu MPE jsou dva geneticke´ algoritmy, jeden byl vytvorˇen v ra´mci jine´ pra´ce a druhy´
upravuje GA obsazˇen´ı v Matlabu. Mozˇne´ nastaven´ı algoritmu je v tabulce 4.3. K podrobneˇjˇs´ımu
nastaven´ı je potrˇeba upravit metodu GA Matlab.
Doporucˇene´ nastaven´ı pro velikost generace je desetkra´t veˇtsˇ´ı nezˇ pocˇet hledany´ch para-
metr˚u. Mı´ra mutace by nemeˇla prˇekrocˇit peˇt procent.[8]
4.5.4 Gradientn´ı metody
Program MPE vyuzˇ´ıva´ gradientn´ı metody obsazˇene´ ve funkci fsolve k nalezen´ı loka´ln´ıho mi-
nima, kde pocˇa´tecˇn´ı polohy jsou kombinace parametr˚u s nejlepsˇ´ım ohodnocen´ım. Metody jsou
zalozˇeny na znalosti nejveˇtsˇ´ıho spa´du. Program MPE ma´ jako vy´choz´ı metodu Levenberg –
Marquardt. Vsˇechny metody obsazˇene´ v programu:
– Levenberg – Marquardt
– Trust region reflective
– Trust region dogleg
Trust region reflective je algoritmus, ktery´ je u´cˇinny´ na rˇ´ıdke´ proble´my. Je mozˇne´ pouzˇ´ıt
specia´ln´ı techniky, jako naprˇ´ıklad Jacobianovu v´ıcena´sobnou funkci pro rozsa´hle´ proble´my.[2]
Trust region dogleg je jediny´ algoritmus, ktery´ je specia´lneˇ urcˇen na rˇesˇen´ı nelinea´rn´ıch
rovnic. Ostatn´ı metody minimalizuj´ı soucˇet cˇtverc˚u funkce.[2]
Program MPE provede hleda´n´ı ze vsˇech vybrany´ch kombinac´ı, proto je potrˇeba omezit tento
pocˇet kombinac´ı zmensˇen´ım intervalu chyby. Hleda´n´ı pokracˇuje do te´ doby, nezˇ je nalezeno
loka´ln´ı minimum. Doba hleda´n´ı se tedy meˇn´ı podle vzda´lenosti a spa´du pocˇa´tecˇn´ı polohy od
minima.
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4.6 Uka´zkove´ studie odhadu parametr˚u
4.6.1 Oscila´tor
Jako uka´zkova´ u´loha je pouzˇit mechanicky´ oscila´tor, tedy kmitaj´ıc´ı hmota s pruzˇinou a tlumicˇem.
Pro demonstraci schopnost´ı programu MPE jsou vytvorˇene´ dva experimenty, ktere´ sd´ılej´ı para-
metry. Zmeˇnou experimentu ovlivn´ıme rovnici popisuj´ıc´ı soustavu, ale neovlivn´ıme jej´ı parame-
try. Odebrany´ parametr z nameˇrˇeny´ch dat nelze z´ıskat, ale sn´ızˇen´ım dimenze prohleda´vane´ho
prostoru umozˇn´ıme sna´ze naj´ıt zbyle´ parametry.
Za prˇedpokladu nulove´ pocˇa´tecˇn´ı polohy a zrychlen´ı se hledaj´ı hodnoty peˇti parametr˚u,
v obou experimentech se projev´ı cˇtyrˇi. Pokud by experiment nezacˇ´ınal nulovou polohou a
rychlost´ı, pak se hodnoty teˇchto stav˚u daly urcˇit z nameˇrˇeny´ch dat.
mx¨ = −kx− bx˙− Tsgn(x˙) +mg + cF (4.16)
V rovnici 4.16 je m hmotnost, k tuhost, b tlumen´ı, T trˇec´ı s´ıla, g gravitacˇn´ı zrychlen´ı, x
poloha, x˙ rychlost a x¨ zrychlen´ı. T je trˇec´ı s´ıla, nikoliv koeficient trˇen´ı, ktery´ p˚usob´ı vzˇdy proti
smeˇru pohybu.
Pokud se provedou dva experimenty o cˇtyrech parametrech mı´sto jednoho experimentu o
peˇti parametrech, sn´ızˇ´ı se vy´razneˇ hledany´ prostor. Pokud by se prostor prohleda´val metodou
Grid o pocˇtu deseti vzork˚u, pro jeden model o peˇti parametrech by se jednalo o 100 000
simulac´ı. Pokud by se provedlo hleda´n´ı parametr˚u na modelu o cˇtyrˇech parametrech, bylo by
to 10 000 simulac´ı. Po nalezen´ı cˇtyrˇ sd´ıleny´ch parametr˚u by se provedlo hleda´n´ı na modelu o
jednom nezna´me´m parametru, tedy 10 simulac´ı. Dohromady tedy 10 010 simulac´ı oproti 100
000 simulac´ı o stejne´ vypov´ıdaj´ıc´ı hodnoteˇ. Pokud by se provedlo hleda´n´ı na obou modelech
o 50 000 simulac´ıch nara´z, tedy 100 000 dohromady, dal by se jeden parametr rozdeˇlit na 15
hodnot mı´sto 10.
Prvn´ı experiment s vlivem gravitace a bez trˇen´ı
Prvn´ı experiment, zna´zorneˇny´ na obra´zku 4.4, je bez vlivu trˇen´ı. Soustava je popsa´na rovnic´ı
4.17. Hmota je zaveˇsˇena´ na pruzˇineˇ s tlumicˇem a kmita´ svisle v ose gravitacˇn´ıho zrychlen´ı.
Oscila´tor je vybuzen silou cF ve smeˇru gravitacˇn´ıho zrychlen´ı.
mx¨ = −kx− bx˙+mg + cF (4.17)
V rovnici 4.17 je m hmotnost, k tuhost, b tlumen´ı, g gravitacˇn´ı zrychlen´ı, x poloha, x˙
rychlost a x¨ zrychlen´ı.
Model pro prvn´ı experiment je zna´zorneˇn na obra´zku 4.5. Vstupn´ı s´ıla pro prvn´ı experiment
je na obra´zku 5.14. Nameˇrˇena´ poloha je zna´zorneˇna na obra´zku 5.15.
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Obra´zek 4.4: Prvn´ı experiment s vlivem gravitace a bez trˇen´ı
Obra´zek 4.5: Model M4 prvn´ıho experimentu s vlivem gravitace a bez trˇen´ı
Druhy´ experiment bez vlivu gravitace a se trˇen´ım
Druhy´ experiment, zna´zorneˇny´ na obra´zku 4.6., je bez vlivu gravitacˇn´ı s´ıly. Jak uzˇ bylo napsa´no,
T je trˇec´ı s´ıla, ktera´ se skla´da´ z norma´love´ s´ıly, na kterou ma´ vliv gravitacˇn´ı zrychlen´ı, prˇesto
se tento experiment popisuje jako experiment bez vlivu gravitace. Soustava je popsa´na rovnic´ı
4.18. Prˇedmeˇt se pohybuje po vodorovne´ plosˇe, ktera´ na neˇj p˚usob´ı silou T proti smeˇru pohybu.
Je vybuzova´n vodorovnou silou cF .
mx¨ = −kx− bx˙− Tsgn(x˙) + cF (4.18)
V rovnici 4.18 je m hmotnost, k tuhost, b tlumen´ı, g gravitacˇn´ı zrychlen´ı, T trˇec´ı s´ıla, x
poloha, x˙ rychlost a x¨ zrychlen´ı.
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Obra´zek 4.6: Druhy´ experiment bez vlivu gravitace a se trˇen´ım
Obra´zek 4.7: Model M3 prvn´ıho experimentu bez vlivu gravitace a se trˇen´ım
Model pro druhy´ experiment je zna´zorneˇn na obra´zku 4.7. Vstupn´ı s´ıla pro druhy´ experiment
je na obra´zku 5.16. Nameˇrˇena´ poloha je zna´zorneˇna na obra´zku 5.17.
Definice proble´mu
Protozˇe se jedna´ o uka´zkovou studii, ktera´ byla vytvorˇena simulac´ı, neexistuje tedy rea´lna´
soustava, ale jsou zna´me´ prˇesne´ parametry. V takove´m prˇ´ıpadeˇ mu˚zˇeme prove´st srovna´n´ı a
urcˇit mı´ru shody s odhadnuty´mi parametry.
Je proveden odhad pomoc´ı trˇ´ı metod: Gridu, Monte Carlo a Geneticke´ho algoritmu. Tedy
pomoc´ı metod, ktere´ byly vytvorˇeny v ra´mci te´to pra´ce. Program obsahuje v´ıce metod, ktere´
ale jsou vytvorˇeny v ra´mci jine´ pra´ce a proto jejich zhodnocen´ı nebude obsahem te´to pra´ce.
Bylo odsimulova´no 100 000 simulac´ı pro kazˇdy´ experiment, tedy 200 000 simulac´ı v ra´mci
jednoho odhadu parametr˚u. Interval parametr˚u byl zvolen tak, aby spodn´ı hranice byla nulova´
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hodnota a horn´ı hranice dvojna´sobek prˇedpokla´dane´ hodnoty. Tento interval byl take´ zvolen
tak, aby hledana´ hodnota byla prˇesneˇ mezi dveˇma vzorky pro metodu Grid, tedy aby se mrˇ´ızˇka
metody Grid neprot´ınala s hodnotami hledany´ch parametr˚u. Pro hmotnost byl spodn´ı interval
posunut od nuly, aby nedosˇlo k deˇlen´ı nulou, ke ktere´mu by v prˇ´ıpadeˇ pouzˇit´ı metody Grid
dosˇlo urcˇiteˇ a v prˇ´ıpadeˇ pouzˇit´ı ostatn´ıch metod by k neˇmu mohlo teoreticky doj´ıt take´. Takova´
nedovolena´ operace by zaprˇ´ıcˇinila konec chodu programu.
V tabulce 4.4 je tucˇneˇ zna´zorneˇna kombinace soubor˚u dat a model˚u, ktere´ odpov´ıdaj´ı po-
psany´m experiment˚um. Pro doplneˇn´ı tabulky byly vytvorˇeny modely a soubory dat i pro zbyle´
kombinace. Pro hleda´n´ı parametr˚u jsou pouzˇity kombinace D1,M2 a D4,M2.
Tabulka 4.4: Tabulka kombinac´ı soubor˚u dat a model˚u pro oscila´tor
Pu˚sob´ı t´ıhova´ s´ıla Ano Ne
Pu˚sob´ı trˇen´ı
Ano D2,M1 D1,M2
Ne D4,M4 D3,M3
Podle tabulky 4.4 je definova´n proble´m pomoc´ı prˇ´ıkaz˚u uvedeny´ch v prˇ´ıloze B. Metodika
stanoven´ı chyby je metoda nejmensˇ´ıch cˇtverc˚u (MSE). Hodnota va´hy pro jednotlive´ kombinace
byla stanovena pokusem. Pokus se skla´dal z odsimulova´n´ı 1000 simulac´ı a va´ha pro jednotlive´
kombinace se stanovila tak, aby pr˚umeˇrna´ chyba byla pro obeˇ kombinace stejna´. Takto zvoleny´
prˇ´ıstup stanov´ı pro obeˇ kombinace stejnou va´hu d˚uveˇry. Va´hy jsou take´ vyna´sobeny stejnou
hodnotou, aby se vy´sledna´ chyba pohybovala v rˇa´dech, ktere´ program zobrazuje.
Definice proble´mu pro program MPE pomoc´ı prˇ´ıkaz˚u je v prˇ´ıloze B. Nastaven´ı pro geneticky´
algoritmus je v tabulce 4.5, pro Grid v tabulce 4.6 a pro Monte Carlo v tabulce 4.7.
Tabulka 4.5: Tabulka nastaveny´ch parametr˚u pro Geneticky´ algoritmus
Parametr metody Na´zev parametru v metodeˇ Hodnota
Pocˇet simulac´ı pro jeden model - 1e5
Pocˇet generac´ı Generations 50
Velikost populace PopulationSize 2000
Mı´ra mutace Mutation 3%
Pocˇet elitn´ıch jedinc˚u EliteCount 5
Tabulka 4.6: Tabulka nastaveny´ch parametr˚u pro metodu Grid
Parametr metody Na´zev parametru v metodeˇ Hodnota
Pocˇet simulac´ı pro jeden model NumberOfSimulations 1e5
Pocˇet vzork˚u na parametr - 10
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Tabulka 4.7: Tabulka nastaveny´ch parametr˚u pro metodu Monte Carlo
Parametr metody Na´zev parametru v metodeˇ Hodnota
Pocˇet simulac´ı pro jeden model NumberOfSimulations 1e5
Nalezene´ parametry
V tabulce 4.8 jsou hodnoty parametr˚u, ktere´ maj´ı nejmensˇ´ı spolecˇnou chybu z jednotlivy´ch
prohleda´vac´ıch metod. Protozˇe hodnoty parametr˚u jsou v tomto prˇ´ıpadeˇ zna´me´, je mozˇne´
porovnat odhadnute´ parametry s parametry soustavy.
Tabulka 4.8: Tabulka odhadnuty´ch parametr˚u
Parametry T b c k m
Jednotky [N] [Ns/m] [-] [N/m] [kg]
Hodnota parametru 0.1 0.9 5 10 0.25
Hranice intervalu <0; 0.2> <0; 1.8> <0; 10> <0; 20> <0.01; 0.51>
Grid 0.111 0.800 4.444 8.889 0.232
Chyba 0.011 0.1 0.556 1.111 0.018
Procentua´ln´ı chyba 11% 11% 11% 11% 7.2%
Monte Carlo 0.117 1.1845 5.866 11.797 0.289
Chyba 0.017 0.285 0.866 1.797 0.039
Procentua´ln´ı chyba 17% 32% 17% 18% 16%
Geneticky´ Algoritmus 0.129 0.917 4.973 9.986 0.251
Chyba 0.029 0.017 0.027 0.014 0.001
Procentua´ln´ı chyba 29% 1.9% 0.54% 0.14% 0.4%
Z tabulky 4.8 vyply´va´, zˇe nejle´pe dopadl geneticky´ algoritmus. Metody Monte Carlo a Grid
jsou ovlivneˇny zvoleny´m intervalem. V prohleda´vane´m prostoru doka´zˇou stanovit zaj´ımavou
oblast pro dalˇs´ı hleda´n´ı odhadu neˇkterou z gradientn´ıch metod.
Zna´zorneˇn´ı rychlosti nalezen´ı hledany´ch parametr˚u je v grafu 4.8. Pro vytvorˇen´ı tohoto grafu
je pouzˇit n´ızˇe napsany´ cyklus, ktery´ urcˇ´ı, jaka´ minima´ln´ı hodnota byla beˇhem simulace nalezena.
Z grafu vyply´va´, zˇe Geneticke´mu algoritmu stacˇ´ı 10 000 simulac´ı pro nalezen´ı parametr˚u, ktere´
se v dalˇs´ım prohleda´van´ı zlepsˇ´ı uzˇ jen minima´lneˇ.
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minim=inf;
for i=1:length(hS.error)
if hS.error(1,i)<minim
minim = hS.error(1,i);
end
progress(i)=minim;
end
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Obra´zek 4.8: Minima´ln´ı chyba v pr˚ubeˇhu hleda´n´ı
Grafy 5.20 a 5.19 zna´zornˇuj´ı odezvu modelu pro hodnoty nalezeny´ch parametr˚u, porovnanou
s odezvou hledany´ch parametr˚u. Z graf˚u vyply´va´, zˇe odezvy se velice shoduj´ı a hledane´ minimum
chyby je tedy velice meˇlke´, tedy mala´ zmeˇna parametru vede k minima´ln´ı zmeˇneˇ chyby.
Zhodnocen´ı odhadnuty´ch parametr˚u
Po u´praveˇ rovnice 4.16 na 4.19 vyplyne, zˇe pocˇet skutecˇneˇ mozˇny´ch parametr˚u, ktere´ lze z
nameˇrˇeny´ch dat odhadnout, je cˇtyrˇi. Sta´le plat´ı, zˇe vhodnou volbou experimentu lze sn´ızˇit
pocˇet parametr˚u.
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x¨ = −p1x− p2x˙− p3sgn(x˙) + g + p4F (4.19)
Kde p1, p2, p3 jsou:
p1 =
k
m
(4.20)
p2 =
b
m
(4.21)
p3 =
T
m
(4.22)
p3 =
c
m
(4.23)
Lze nale´zt nekonecˇneˇ velky´ pocˇet kombinac´ı parametr˚u m, k, b, T, c, ktere´ budou mı´t stejne´
hodnoty parametr˚u p1, p2, p3. Tedy stejnou dynamiku a stejnou chybu. Je potrˇeba zd˚uraznit,
zˇe nalezene´ parametry nemus´ı by´t parametry soustavy. Pro jednoznacˇne´ urcˇen´ı parametr˚u
m, k, b, T, c z parametr˚u p1, p2, p3 je potrˇeba bud’ zmeˇrˇit neˇktery´ z parametr˚u, nebo prove´st
experiment, ktery´ neˇktery´ z parametr˚u zmeˇn´ı o zna´mou hodnotu. Takovy´ prˇ´ıstup je popsa´n v
kapitole 4.6.3.
4.6.2 Sˇkrt´ıc´ı klapka
Sˇkrt´ıc´ı klapka je soucˇa´stka, ktera´ otev´ıra´ nebo uzav´ıra´ pr˚utok potrub´ım. Pouzˇ´ıva´ se v za´zˇehovy´ch
motorech, kde pomoc´ı natocˇen´ı klapky reguluje mnozˇstv´ı paliva proud´ıc´ıho do motoru. Sou-
stava ma´ vy´znamne´ suche´ trˇen´ı. Klapka obsahuje prˇedpjatou pruzˇinu, ktera´ klapku v havarijn´ım
stavu uzavrˇe.[11][12]
Soustava byla vybra´na jako uka´zkova´ studie pro program MPE z d˚uvodu vy´znamne´ nelinea-
rity. Problematikou rˇ´ızen´ı sˇkrt´ıc´ı klapky se zaby´vaj´ı pra´ce [11][12]. Tato pra´ce se bude zaby´vat
pouze odhadem parametr˚u modelu, ktery´ reprezentuje soustavu. Sˇkrt´ıc´ı klapka je na obra´zku
4.9.
Jϕ¨ = M − bϕ˙− kϕ− f0sgn(ϕ˙)− k0 (4.24)
Rovnici 4.24 by bylo nutne´ upravit stejny´m zp˚usobem, jako rovnici 4.16 na 4.19, pokud
by parametr f0 nebyl zna´m. Protozˇe parametr f0 byl urcˇen experimentem, nen´ı takova´ u´prava
zapotrˇeb´ı.
Nameˇrˇena´ data a vytvorˇeny´ model
Na sˇkrt´ıc´ı klapce byly nameˇrˇeny se´rie dat s r˚uznou dynamikou. Jeden ze vstupn´ıch signa´l˚u je v
grafu 5.18. Pro kazˇdy´ soubor dat byly zjiˇsteˇny z nameˇrˇeny´ch dat pocˇa´tecˇn´ı stavy dphi0aphi0.
Pro kazˇdy´ soubor dat je jeden model, ktery´ ma´ jine´ pocˇa´tecˇn´ı stavy. Model pro sˇkrt´ıc´ı klapku
je na obra´zku 4.10.
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Obra´zek 4.9: Elektronicka´ sˇkrtic´ı klapka [12]
Obra´zek 4.10: Model sˇkrt´ıc´ı klapky
Definice proble´mu
Interval pro hledany´ parametr byl zvolen od nuly do dvojna´sobku ocˇeka´vane´ hodnoty para-
metru. Pro hleda´n´ı odhadu parametr˚u se pouzˇily cˇtyrˇi metody: Grid, Monte Carlo, Geneticky´
algoritmus a Iteracˇn´ı prˇ´ıstup.
Postup hleda´n´ı iteracˇn´ım prˇ´ıstupem je v tabulce 4.9. Jde o zmensˇova´n´ı hledane´ho prostoru
na za´kladeˇ z´ıskany´ch znalost´ı z drˇ´ıveˇjˇs´ıch ohodnocen´ı. Ve sloupci ∆ je vypocˇ´ıta´no procentua´ln´ı
zmensˇen´ı prostoru k prostoru z minule´ho kroku. Ve sloupci Sim. je pocˇet simulac´ı urcˇeny´
uzˇivatelem nebo danou metodou a ve sloupci V tol. je pocˇet simulac´ı, ktere´ program provedl.
Rozd´ıl mezi pocˇtem pozˇadovany´ch a odsimulovany´ch simulac´ı je pocˇet simulac´ı, ktere´ se se
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Tabulka 4.9: Iteracˇn´ı postup hleda´n´ı odhadu parametr˚u pro sˇkrt´ıc´ı klapku
Ite. Met. Sim. V tol. ko k b J MSE ∆
- - - - [Nm] [Nm/rad] [Ns/rad] [gmˆ2] - [%]
1. MC 100 100 0-0.4 0-2 0-0.6 0.01-15 95.21 -
2. MC 100 100 0.04-0.3 0.6-2 0.1-0.55 0.01-15 83.71 -66
3. MC 200 200 0.09-0.225 0.6-2 0.19-0.55 0.01-15 58.45 -58
4. MC 400 388 0.1-0.225 0.6-2 0.26-0.45 0.01-15 40.02 -51
5. MC 400 394 0.135-0.218 0.76-1.6 0.26-0.45 0.01-15 34.08 -60
6. MC 400 363 0.17-0.21 0.858-1.25 0.26-0.35 1.6-12 29.32 -93
7. MC 400 390 0.178-0.21 0.91-1.18 0.28-0.327 4.4-10.4 24.91 -83
8. MC 1000 938 0.187-0.205 0.93-1.1 0.29-0.32 5.4-10 24.55 -83
9. MC 1000 939 0.188-0.205 0.94-1.07 0.295-0.315 6.4-8.27 24.45 -80
10. L-M 190 190 0.188-0.205 0.94-1.07 0.295-0.315 6.4-8.27 24.34 0
11. MC 400 398 0.192-0.195 1.01-1.04 0.298-0.301 6.9-7.8 24.34 -99
12. Grid 4096 4093 0.192-0.195 1.01-1.04 0.298-0.301 6.9-7.8 24.33 0
13. L-M 527 527 0.192-0.195 1.01-1.04 0.298-0.301 6.9-7.8 24.33 0
14. MC 980 980 0.192-0.195 1.01-1.04 0.298-0.301 6.9-7.8 24.33 0
svy´mi parametry trefily do bl´ızke´ oblasti tolerance. Oblast tolerance je okol´ı bodu (kombinace
parametr˚u) v prohleda´vac´ım prostoru. Tato oblast je hyperkrychle, kde de´lky jednotlivy´ch stran
jsou ucˇeny procentua´lneˇ k velikosti intervalu v dane´m rozmeˇru. Do iterace 12. byla tolerance
nastavena na 10%, dalˇs´ı iterace meˇly toleranci vypnutou.
Nalezene´ parametry
V tabulce 4.10 jsou nalezene´ odhady parametr˚u pro jednotlive´ metody. Z tabulky vyply´va´,
zˇe nejmensˇ´ı chyby pro nalezene´ parametry bylo dosazˇeno iteracˇn´ı metodou. Pr˚ubeˇh nalezene´
nejmensˇ´ı chyby beˇhem prohleda´va´n´ı je v grafu 4.11.
Porovna´n´ı odezvy nameˇrˇeny´ch dat a simulac´ı s parametry, z´ıskany´mi pomoc´ı jednotlivy´ch
metod, jsou v grafech 5.21, 5.22, 5.23.
4.6.3 DC motor
V te´to uka´zkove´ studii se bude porovna´vat pra´ce s programem PE a MPE. K tomuto porovna´n´ı
poslouzˇ´ı DC motor, ktery´ je soucˇa´st´ı vy´ukove´ soustavy DoubleDrive. Na te´to soustaveˇ byly
nameˇrˇeny dva soubory dat na dvou r˚uzny´ch experimentech. Soustava byla popsa´na rovnicemi
4.25 a 4.27.
Pro prvn´ı experiment se nameˇrˇila odezva na motoru bez setrvacˇn´ıku a bez za´teˇzˇove´ho mo-
mentu Jz = 0,Mz = 0. Druhy´ experiment byl proveden bez za´teˇzˇove´ho momentu a se se-
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Tabulka 4.10: Tabulka odhadnuty´ch parametr˚u pro sˇkrt´ıc´ı klapku
Parametry J b k k0 MSE
Jednotky [gmˆ2] [Ns/rad] [N/rad] [Nm] -
Hranice intervalu <0.1; 15> <0; 0.6> <0; 2> <0; 0.4> -
Grid 10.003 0.333 1.111 0.178 61.534
Monte Carlo 6.095 0.283 1.059 0.189 27.745
Geneticky´ Algoritmus 8.442 0.304 1.090 0.186 26.046
Iteracˇn´ı metoda 7.039 0.299 1.027 0.192 24.326
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Obra´zek 4.11: Minima´ln´ı chyba v pr˚ubeˇhu hleda´n´ı
trvacˇn´ıkem Jz = 81.977e−6kgm2,Mz = 0.
Pro prˇidany´ setrvacˇn´ık je vypocˇ´ıta´n moment setrvacˇnosti. Setrvacˇn´ık se skla´da´ z navija´ku a
dvou prˇipevnˇovac´ıch sˇroub˚u. Moment setrvacˇnosti navija´ku byl z´ıska´n z programu SolidWorks,
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do ktere´ho je pro vy´pocˇet mometu setrvacˇnosti kromeˇ geometrie prˇida´na take´ hustota ma-
teria´lu. Pro sˇrouby a navija´k se prˇedpokla´da´ homogenn´ı hustota. Protozˇe geometrie navija´ku
a sˇroubu je zna´ma´, stacˇ´ı pro vy´pocˇet hustoty zmeˇrˇit hmotnost prvk˚u . Objem navija´ku je
On = 45241, 67mm
3, hmotnost mn = 363g. Vy´sledna´ hustota ρm =
mn
On
= 8023.57kg/m3.
Hmotnost sˇroubu byla pro veˇtsˇ´ı prˇesnost z´ıska´na pomoc´ı meˇrˇen´ı deseti sˇroub˚u. Byla zmeˇrˇena
na ms = 2.06g. Objem sˇroubu je Os = 332mm
3. Hustota sˇroubu je ρs =
ms
Os
= 6204.82kg/m3.
Celkovy´ moment setrvacˇnosti prˇidany´ch teˇles k ose rotace je Jz = 81.977e−6kgm2. Prˇidany´
setrvacˇn´ık zmeˇn´ı dynamiku soustavy, ale neovlivn´ı ostatn´ı parametry.
Momentova´ rovnice DC motoru:
(J + Jz)
dω
dt
= M − bω − Tsgn(ω)−Mz (4.25)
Kde: J [kgm2] moment setrvacˇnosti rotoru, Jz[kgm
2] moment setrvacˇnosti setrvacˇn´ıku, M [Nm]
moment motoru, Mz[Nm] za´teˇzˇovy´ moment, b[Nms/rad] koeficient visko´zn´ıho trˇen´ı, T [Nm]
koeficient suche´ho trˇen´ı, ω[rad/s] u´hlova´ rychlost rotoru.
Vztah mezi momentem a proudem kotvy:
M = Kmi (4.26)
Kde: Km[Nm/A] momentova´ konstanta motoru, i[A] proud motorem.
Napeˇt’ova´ rovnice DC motoru
L
di
dt
= U − e−Ri (4.27)
Kde: L[H] je indukcˇnost vinut´ı kotvy, U [V ] vstupn´ı napeˇt´ı, e[V ] zpeˇtne´ elektromotoricke´ napeˇt´ı,
R[Ω] odpor motoru.
Za´vislost zpeˇtne´ho elektromagneticke´ho napeˇt´ı na u´hlove´ rychlosti rotoru.
e = Kuω (4.28)
Kde: Ku[V s] napeˇt’ova´ konstanta motoru.
Vztah pro odpor kotvy:
Ra = R−Ri (4.29)
Kde: Ra[Ω] je odpor vinut´ı kotvy, Ri[Ω] odpor zdroje.
Protozˇe je elektromagneticka´ cˇasova´ konstanta τa =
La
Ra
rˇa´doveˇ mensˇ´ı, nezˇ elektromechanicka´
cˇasova´ konstanta τm =
JRa
KmKu
, lze cˇlen L
di
dt
v rovnici 4.27 zanedbat[13]. Protozˇe je za´teˇzˇovy´
moment nulovy´ Mz = 0, je mozˇne´ rovnice 4.27 a 4.25 upravit na:
(J + Jz)ϕ¨ = U
Km
R
−
(
KmKu
R
+ b
)
ϕ˙− Tsgnϕ˙ (4.30)
Z rovnice vyply´va´, zˇe vsˇechny parametry nejde jednoznacˇneˇ urcˇit. Pro hleda´n´ı odhadu pa-
rametru se pouzˇij´ı na´hradn´ı parametry. V dalˇs´ı u´praveˇ se postup v programech PE a MPE
rozcha´z´ı.
Rˇesˇen´ı u´lohy pomoc´ı PE
Protozˇe PE neumı´ pracovat s v´ıce modely, je potrˇeba prove´st odhad parametr˚u dvakra´t. Rovnice
se uprav´ı na dva vztahy, bez a s prˇidany´m momentem setrvacˇnosti Jz.
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Vztah bez prˇidane´ho momentu setrvacˇnosti:
ϕ¨ = U
Km
RJ
− 1
J
(
KmKu
R
+ b
)
ϕ˙− T
J
sgnϕ˙ (4.31)
Vztah 4.31 se uprav´ı na:
ϕ¨ = p1U − p2ϕ˙− p3sgnϕ˙ (4.32)
Kde parametry p1, p2, p3 jsou:
p1 =
Km
RJ
(4.33)
p2 =
1
J
(
KmKu
R
+ b
)
(4.34)
p3 =
T
J
(4.35)
Vztah s prˇidany´m momentem setrvacˇnosti:
ϕ¨ = U
Km
R(J + Jz)
− 1
J + Jz
(
KmKu
R
+ b
)
ϕ˙− T
J + Jz
sgnϕ˙ (4.36)
Vztah 4.36 se uprav´ı na:
ϕ¨ = p´1U − p´2ϕ˙− p´3sgnϕ˙ (4.37)
Kde parametry p´1, p´2, p´3 jsou:
p´1 =
Km
R(J + Jz)
(4.38)
p´2 =
1
J + Jz
(
KmKu
R
+ b
)
(4.39)
p´3 =
T
J + Jz
(4.40)
Hleda´n´ı odhadu parametr˚u p1, p2, p3 se provede na datech z prvn´ıho meˇrˇen´ı bez prˇidane´ho
momentu setrvacˇnosti. Odhad parametr˚u p´1, p´2, p´3 se provede na datech z druhe´m meˇrˇen´ı s
prˇidany´m momentem setrvacˇnosti. K hleda´n´ı odhadu parametr˚u se vyuzˇije program PE. V
obou prˇ´ıpadech se vyuzˇije stejny´ model.
Program PE odhadl parametry p1 = 2942, p2 = 11.592, p3 = 310.85 pro prvn´ı experi-
ment s chybou SSE = 1120.9. Pro druhy´ experiment odhadl parametry na p´1 = 1361.5, p´2 =
22.238, p´3 = 48.919 s chybou SSE = 13.941.
Z nalezeny´ch parametr˚u lze zjistit hodnotu momentu setrvacˇnosti pomoc´ı vztahu:
J = Jz
p´3
p1 − p´3 = 81.977e−6
48.919
310.85− 48.919 = 15.31e−6kgm
2 (4.41)
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Da´le parametr T se vypocˇ´ıta´:
T = p3J = 310.85 · 15.31e−6 = 4.8e−3Nm (4.42)
Parametry km a R nelze urcˇit, ale je mozˇne´ urcˇit pomeˇr
Km
R
:
Km
R
= p1J = 2942 · 15.31e−6 = 0.0450 (4.43)
Prˇiblizˇneˇ stejny´ vy´sledek by meˇl vyj´ıt s pouzˇit´ım parametru p´1:
Km
R
= p´1(J + Jz) = 1361.5(15.31e−6 + 81.977e−6) = 0.1325 (4.44)
Prˇestozˇe parametry Km, R, J jsou pro oba experimenty totozˇne´, vy´sledny´ pomeˇr
Km
R
prˇi
pouzˇit´ı parametr˚u p´1 a p1 se liˇs´ı trojna´sobneˇ. Tedy nelze veˇrˇit odhadnuty´m parametr˚um.
Du˚vodem je, zˇe program PE pracuje vzˇdy jen s jedn´ım modelem, u ktere´ho se snazˇ´ı odhadnout
parametry tak, aby chyba mezi meˇrˇen´ım a simulac´ı byla co nejmensˇ´ı. Program tedy nedoka´zˇe
naj´ıt kompromis, na rozd´ıl od programu MPE.
Obra´zek 4.12: Model DC motoru pro odhad parametr˚u pomoc´ı PE
Rˇesˇen´ı u´lohy pomoc´ı MPE
Program MPE umı´ pracovat s v´ıce modely, tedy s v´ıce rovnicemi. Rovnice 4.30 se proto mu˚zˇe
upravit na dveˇ, 4.45 a 4.46, ktere´ sd´ılej´ı parametry p1, p2, T, J a konstantu Jz.
Jϕ¨ = p1U − p2ϕ˙− Tsgnϕ˙ (4.45)
(J + Jz)ϕ¨ = p1U − p2ϕ˙− Tsgnϕ˙ (4.46)
Kde parametry p1, p2 jsou:
p1 =
Km
R
(4.47)
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p2 =
KmKu
R
+ b (4.48)
Program MPE odhadl parametry J = 6.142e−6kgm2, T = 4e−3Nm, p1 = 2801.256, p2 =
11.84 s chybou MSE = 26.17. Stejneˇ jako u rˇesˇen´ı u´lohy programem PE, nelze jednoznacˇneˇ
urcˇit parametry Km, Ku, R, b, pouze parametry J, T .
Obra´zek 4.13: Model DC motoru pro odhad parametr˚u pomoc´ı MPE
Porovna´n´ı vy´sledk˚u
Protozˇe chybu SSE z programu PE nelze porovna´vat s chybou MSE z programu MPE, bylo
potrˇeba z´ıskane´ parametry z programu PE ohodnotit v programu MPE. Spolecˇna´ chyba pro
parametry z´ıskane´ z programu PE je MSE = 118.46. Chyba pro parametry z´ıskane´ z programu
PE je MSE = 26.17.
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5 Za´veˇr
Zacˇa´tek pra´ce se veˇnuje programu PE v kapitole 2.1. Popis pra´ce s programem, princip cˇinnosti
a uzˇivatelske´ zkusˇenosti s programem jsou zhodnoceny v kapitole 2.5. Z te´to kapitoly vyplynuly
nedostatky programu PE, jako jsou naprˇ´ıklad: omezen´ı pocˇtu model˚u, uv´ıznut´ı v loka´ln´ım
minimu a mnoho dalˇs´ıch. Tyto nedostatky byly zohledneˇny v kapitole 3, kde se stanovily c´ıle
pro novy´ program MPE.
V kapitole 4.1 je popsana´ navrzˇena´ struktura nove´ho programu MPE. Struktura byla navrh-
nuta tak, aby zachova´vala prˇehlednost a oddeˇlila za´kladn´ı cˇa´sti programu do logicky´ch skupin.
Do programu byly implementova´ny prohleda´vac´ı metody Monte Carlo, Grid a Geneticky´ al-
goritmus a gradientn´ı prohleda´vac´ı metody Levenberg-Marquardt, Trust region reflective a Trust
region dogleg. Tyto metody jsou soucˇa´st´ı funkce fsolve. Program obsahuje i dalˇs´ı prohleda´vac´ı
metody, ktere´ byly vytvorˇeny v jine´ diplomove´ pra´ci a rozsˇiˇruj´ı t´ım schopnosti nove´ho programu
MPE.
Program vyuzˇ´ıva´ v´ıce metodik vy´pocˇtu chyby, ktere´ jsou popsane´ v kapitole 4.4.5. Program
prˇina´sˇ´ı mozˇnost meˇnit metodiku urcˇova´n´ı chyby beˇhem procesu hleda´n´ı, protozˇe ukla´da´ odezvu
syste´mu pro kazˇdou simulovanou kombinaci parametr˚u. Beˇhem procesu hleda´n´ı lze taky meˇnit
va´hu pro jednotlive´ kombinace model˚u a soubor˚u dat, a t´ım ovlivnit prohleda´vac´ı algoritmus.
Soucˇa´st´ı programu je vhodna´ vizualizace nalezeny´ch parametr˚u a odezvy podle stanoveny´ch
c´ıl˚u v kapitole 3.0.2. Jedna´ se hlavneˇ o vizualizaci prohleda´vane´ho prostoru na intervalech
jednotlivy´ch parametr˚u. Tyto intervaly lze intuitivneˇ zmensˇovat, a t´ım zobrazit urcˇitou oblast
prohleda´vane´ho prostoru. Nalezene´ chyby lze taky r˚uzneˇ serˇadit pro vhodnou vizualizaci.
Pro program MPE byl vytvorˇen podrobny´ na´vod obsazˇeny´ v prˇ´ıloze A. V manua´lu je obsazˇen
i na´vod na vytvorˇen´ı nove´ prohleda´vac´ı metody. Noveˇ vytvorˇena´ prohleda´vac´ı metoda lze prˇidat
do programu MPE bez editace programu.
Du˚lezˇitou soucˇa´st´ı pra´ce jsou prˇ´ıkladove´ studie, ve ktery´ch se prova´d´ı hleda´n´ı odhadu para-
metr˚u pomoc´ı nove´ho programu MPE. Prˇ´ıkladove´ studie ukazuj´ı schopnosti a vy´hody nove´ho
programu.
V prvn´ı prˇ´ıkladove´ studii se hledaj´ı parametry nasimulovane´ho oscila´toru pomoc´ı dvou
experiment˚u, ktere´ sd´ılej´ı parametry. Pro nalezen´ı odhadu parametr˚u byly vyuzˇity metody
vytvorˇene´ v te´to pra´ci. V tabulce 4.8 jsou porovna´ny chyby pro odhadnute´ parametry a v grafu
4.8 pr˚ubeˇh nejmensˇ´ı nalezene´ chyby beˇhem procesu hleda´n´ı.
V druhe´ prˇ´ıkladove´ studii je provedeno hleda´n´ı odhadu parametr˚u na rea´lne´ soustaveˇ sˇkrt´ıc´ı
klapky. V te´to prˇ´ıkladove´ studii je uka´za´na s´ıla iteracˇn´ıho zmensˇova´n´ı prostoru a zmeˇny pro-
hleda´vac´ı metody. Hodnoty nejmensˇ´ı chyby pro jednotlive´ metody, vcˇetneˇ iteracˇn´ıho prˇ´ıstupu,
jsou v tabulce 4.10. Pr˚ubeˇh nejmensˇ´ı nalezene´ chyby beˇhem procesu hleda´n´ı je v grafu 4.11.
V posledn´ı prˇ´ıkladove´ studii je take´ provedeno hleda´n´ı odhadu parametr˚u na rea´lne´ soustaveˇ
DC motoru. Jsou provedeny dva experimenty, ktere´ sd´ılej´ı parametry. V te´to prˇ´ıkladove´ studii
je porovna´n prˇ´ıstup pomoc´ı programu PE a MPE, ze ktere´ho vyply´va´, zˇe absence mozˇnosti
prova´deˇt hleda´n´ı parametr˚u na v´ıce modelech vede k nalezen´ı parametr˚u, ktere´ maj´ı horsˇ´ı
spolecˇnou chybu, nezˇ prˇi pouzˇit´ı programu MPE.
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5.1 Na´meˇty na dalˇs´ı vy´voj programu
Beˇhem pra´ce na programu jsem prˇiˇsel na dalˇs´ı vlastnosti, ktere´ by mohl program MPE poskyt-
nout. Neˇktere´ byly implementova´ny do programu, ostatn´ı jsou n´ızˇe popsa´ny a mohou poslouzˇit
pro dalˇs´ı vy´voj programu MPE.
Jak je uvedeno v kapitole 2.2.3, program PE ma´ mozˇnost zadat dalˇs´ı vazby C(x), pokud se
s programem pracuje pomoc´ı prˇ´ıkaz˚u. Tato mozˇnost v programu MPE chyb´ı. Takova´ mozˇnost
by dovolila uzˇivateli zohlednit jeho znalosti o soustaveˇ, naprˇ´ıklad vza´jemne´ vazby jednotlivy´ch
parametr˚u.
Pro gradientn´ı metody je d˚ulezˇita´ volba kroku λ. V programu MPE ji nelze uzˇivatelsky
prˇ´ıveˇtiveˇ meˇnit. Prˇidana´ mozˇnost editace te´to hodnoty by pomohla gradientn´ım metoda´m.
Pokud pomoc´ı iteracˇn´ı metody najde uzˇivatel dany´ parametr s dostatecˇnou prˇesnost´ı, bylo
by vhodne´, aby meˇl mozˇnost tento parametr zmeˇnit na konstantu. Zmeˇnou parametru na
konstantu by se zmensˇil pocˇet simulac´ı a take´ by se zrychlilo vykreslova´n´ı nalezeny´ch parametr˚u.
Zmeˇnu na konstantu lze pouzˇ´ıt, pokud se s programem MPE pracuje pomoc´ı prˇ´ıkaz˚u. Takova´
mozˇnost v uzˇivatelske´m rozhran´ı chyb´ı.
Program MPE ma´ stanoveny´ pocˇet mı´st, na ktera´ zaokrouhluje. To mu˚zˇe ve´st ke ztra´teˇ
informac´ı. Proto je nutne´ pro neˇktere´ hledane´ parametry zmeˇnit model tak, aby se zmeˇnily jed-
notky dane´ho parametru. Volba rˇa´du zaokrouhlen´ı by umozˇnila hledat parametry v za´kladn´ıch
jednotka´ch.
Program PE na rozd´ıl od programu MPE dovoluje upravit de´lku vstupn´ıho signa´lu, se
ktery´m se prova´d´ı simulace. Pro program MPE je potrˇeba data prˇed pouzˇit´ım orˇ´ıznout. Vhodny´m
rozsˇ´ıˇren´ım programu MPE by bylo prˇida´n´ı panelu preprocessing, ktery´ by se staral o orˇeza´n´ı a
filtraci dat. V ra´mci takove´ho panelu by byla i mozˇnost upravit va´hy na urcˇite´ u´seky signa´lu.
Prˇidana´ va´ha by umozˇnila vyuzˇ´ıt metodiky vy´pocˇtu chyb, ktere´ s va´hou pracuj´ı, jako naprˇ´ıklad
MSWD (Mean square weighted deviation).
Pokud by hodnoty parametr˚u byly zada´va´ny vcˇetneˇ jednotek, mohl by program sa´m meˇnit
rozsahy, to by vedlo k lepsˇ´ı prˇedstaveˇ o nalezene´ hodnoteˇ. Naprˇ´ıklad zmeˇnou kg na g. Takto
urcˇene´ hodnoty parametr˚u by byly pro uzˇivatele prˇedstavitelneˇjˇs´ı, take´ by se vyrˇesˇil proble´m
se zaokrouhlen´ım.
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Seznam zkratek a symbol˚u
FSI Fakulta strojn´ıho inzˇeny´rstv´ı
OOP Objektoveˇ orientovane´ho programova´n´ı
MPE Mechlab’s parametr estimation
PE, SPE Parametr estimation
GUI Graphical User Interface
MSE Mean squared error
MAE Mean absolute error
RMSE Root mean squared error
NRMSE Norm root mean squared error
PSNR Peak signal to noise ratio
MSWD Mean square weighted deviation
SSE The sum of squares due to error
SAE Sum absolute error
MPE D Mechlab’s parametr estimation - data administration
MPE M Mechlab’s parametr estimation - model administration
MPE P Mechlab’s parametr estimation - definition of parametrs
MPE S Mechlab’s parametr estimation - saving searched prametres and their simulations
MPE GUI Mechlab’s parametr estimation - Graphical User Interface
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Prˇ´ılohy
A Uzˇivatelsky´ manua´l k programu
S na´strojem MPE lze pracovat dvoj´ım zp˚usobem. Pomoc´ı uzˇivatelske´ho rozhran´ı a nebo pomoc´ı
prˇ´ıkaz˚u, kde je potrˇeba prˇed spusˇteˇn´ım prohleda´van´ı definovat cesty k model˚um a dat˚um a
take´ nadefinovat meze pro hleda´n´ı dane´ho parametru. Strucˇny´ na´vod lze spustit prˇ´ıkazem:
help MPE GUI, kam se lze dostat prˇes odkazy ke vsˇem funkc´ım.
A.1 Pra´ce s MPE pomoc´ı skriptu
Pro spusˇteˇn´ı estimace pomoc´ı skriptu je potrˇeba vytvorˇit a ulozˇit skript ve slozˇce, kde se nacha´z´ı
funkce MPE GUI, MPE D, MPE M, MPE P, MPE S. Pro verzi Matlabu R2012b a starsˇ´ı take´
funkci strsplit nebo do jine´ slozˇky a prˇidat cestu k funkc´ım pomoc´ı addpath, naprˇ´ıklad:
addpath(strcat(pwd,'/Funs'));
Administrace a u´prava dat MPE D
O administraci a u´pravu dat se stara´ objekt MPE D.
hD = MPE D
Vytvorˇ´ı objekt pomoc´ı konstruktoru a vrac´ı odkaz na tento objekt.
Prˇida´n´ı dat set D
hD = set D(MPE D)
Spust´ı pr˚uzkumn´ık pro urcˇen´ı dat k nacˇten´ı. Viz obra´zek 5.1 Nemus´ı se prˇedt´ım vytva´rˇet
objekt pomoc´ı konstruktoru.
hD.set D
Spust´ı pr˚uzkumn´ık pro urcˇen´ı dat k nacˇten´ı. Viz obra´zek 5.1 Lze vybrat jeden soubor dat
a nebo v´ıce soubor˚u dat najednou. Pokud objekt jizˇ datove´ struktury obsahuje, obsad´ı data
nove´ pozice.
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Obra´zek 5.1: Vybeˇr dat
hD.set D(path)
Nacˇte data ze zadane´ cesty a ulozˇ´ı je na volnou pozici.
hD.set D(path, decimate)
Nacˇte data ze zadane´ cesty a ulozˇ´ı je na volnou pozici a provede decimaci. Hodnota zadane´
decimace urcˇuje pocˇet vzork˚u po decimaci.
hD.set D(path, decimate, id)
Nacˇte data ze zadane´ cesty, ulozˇ´ı je na zadanou pozici a provede decimaci. Decimace se
neprovede, pokud se zada´ nula mı´sto decimace.
hD.set D(name, y, u, time)
Vytvorˇ´ı datovou strukturu ze vstupn´ıch vektor˚u. Vstupn´ı vektor mu˚zˇe mı´t libovolnou ori-
entaci.
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Administrace model˚u MPE M
O administraci model˚u se stara´ objekt MPE M.
hM = MPE M
Vytvorˇ´ı objekt pomoc´ı konstruktoru a vrac´ı odkaz na tento objekt.
Prˇida´n´ı modelu set M
hM.set M(MPE M)
Spust´ı pr˚uzkumn´ık pro urcˇen´ı cesty k model˚um. Viz obra´zek 5.1 Nemus´ı se prˇedt´ım vytva´rˇet
objekt pomoc´ı konstruktoru.
hM.set M
Spust´ı pr˚uzkumn´ık pro urcˇen´ı cesty k model˚um. Viz obra´zek 5.1
Obra´zek 5.2: Vy´beˇr modelu
hM.set M(path)
Ulozˇ´ı cestu k modelu na volnou pozici.
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hM.set M(path, id)
Ulozˇ´ı cestu k modelu na zadanou pozici.
Nalezen´ı parametr˚u v modelu set parameters
hM.set parameters
Funkce prohleda´ vsˇechny modely, ke ktery´m je ulozˇena´ cesta, vyta´hne z nich parametry a
ulozˇ´ı je. V prˇ´ıpadeˇ, zˇe je v modelu parametr uvedeny´ v´ıcekra´t, je ulozˇen jen jednou. Funkce
pozna´ v modelu parametry, i kdyzˇ jsou soucˇa´st´ı vzorce. Naprˇ´ıklad 1/2∗−dx0. Parametry mohou
obsahovat cˇ´ıselne´ znaky, jako trˇeba dx0. Lze je vypsat pomoc´ı prˇ´ıkazu: hM.table1.parameters
hM.table{1}.parameters
'T' 'b' 'c' 'dx0' 'k' 'm' 'x0'
Prˇida´n´ı cesty pomoc´ı tabulky set path
hM.set path({'M1',..,'Mn'},{'path1',..,'pathn'})
Ulozˇ´ı cesty k model˚um z tabulky podle index˚u, ktere´ jsou v tabulce ulozˇene´ jako string ve
tvaru M1,M2 atd. Tato funkce najde vyuzˇit´ı prˇi ukla´da´n´ı dat z uitable v GUI.
Definice parametr˚u MPE P
O definici parametr˚u se stara´ objekt MPE P.
hP = MPE P
Vytvorˇ´ı objekt pomoc´ı konstruktoru a vrac´ı odkaz na tento objekt.
Prˇida´n´ı parametru set P
hP.set P(name, constant)
Do spodn´ı i vrchn´ı hranice intervalu ulozˇ´ı stejne´ cˇ´ıslo. T´ımto zp˚usobem se zada´ konstanta.
Pokud jme´no konstanty jizˇ existuje, bude jej´ı hodnota prˇepsa´na.
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hP.set P(name, min, max)
Ulozˇ´ı spodn´ı a vrchn´ı hranice intervalu pro estimace. Pokud jme´no parametru jizˇ existuje,
budou hranice prˇepsa´ny noveˇ zadany´mi.
Prˇida´n´ı hranic intervalu z tabulky set Min Max
hP.set Min Max({'1:2',..,'1:2'})
Text z buneˇk tabulky rozdeˇl´ı na cˇa´st prˇed dvojtecˇkou, kterou ulozˇ´ı do spodn´ı hranice in-
tervalu a cˇa´st za dvojtecˇkou, kterou ulozˇ´ı do vrchn´ı hranice intervalu. Funkce najde vyuzˇit´ı prˇi
ukla´dan´ı dat z tabulky v GUI.
Prˇida´n´ı na´zv˚u parametr˚u a konstant set names
hP.set names({'a',..,'z'})
Ulozˇ´ı na´zvy parametr˚u a konstant. Vhodne´ pouzˇit´ı je s vyuzˇit´ım funkce hP.set parameters.
Naprˇ´ıklad: hP.set names(hM.table{1}.parameters).
Spra´va vy´sledk˚u simulace MPE S
O spra´vu a u´pravu vy´sledk˚u simulac´ı, kombinaci hledany´ch parametru a nalezene´ chyby pro
jednotlive´ kombinace parametr˚u se stara´ objekt MPE P.
hS = MPE P
Vytvorˇ´ı objekt pomoc´ı konstruktoru a vrac´ı odkaz na tento objekt. Prˇi tomto za´pise z˚usta´va´
metoda vy´pocˇtu chyby nastavena na vy´choz´ı metodeˇ, a to na metodeˇ MSE (Mean squared
error).
hS = MPE P(method)
Vytvorˇ´ı objekt pomoc´ı konstruktoru a vrac´ı odkaz na tento objekt. Prˇi tom se nastav´ı
metoda, kterou se pocˇ´ıta´ chyba. Mozˇnosti vy´pocˇtu chyby jsou: MAE, MSE, MPE, RMSE,
NRMSE, PSNR. Vı´ce o metodeˇ vy´pocˇtu chyby je v kapitole 4.4.5. Metodu lze zmeˇnit i pozdeˇji,
a to prˇ´ıkazem: hS.statistical method = 'MAE'.
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Prˇida´n´ı kombinace dat a model˚u pro estimaci set S
hS.set S(id data, id model)
Prˇida´ kombinaci dat a modelu pro prohleda´van´ı. Va´ha je prˇi tomto za´pisu nastavena na
hodnotu 1.
hS.set S(id data, id model, gain)
Prˇida´ kombinaci dat a modelu s danou va´hou pro prohleda´van´ı parametr˚u. Va´ha slouzˇ´ı jako
mı´ra d˚uveˇry k dane´ kombinaci dat a modelu.
Vy´pocˇet spolecˇne´ chyby set mse
hS.set mse
Secˇte chyby ze vsˇech kombinac´ı a podeˇl´ı je pocˇtem kombinac´ı. Tato hodnota prˇedstavuje
spolecˇnou chybu pro vsˇechny kombinace. Podle te´to hodnoty se prohleda´vac´ı algoritmy rozho-
duj´ı. Tato spolecˇna´ hodnota je pr˚ubeˇzˇneˇ ukla´dana´ beˇhem prohleda´van´ı. Prˇ´ıkaz je tedy potrˇeba
pouzˇ´ıt jen prˇi zmeˇneˇ va´hy pro urcˇitou kombinaci dat a modelu nebo prˇi zmeˇneˇ metody vy´pocˇtu
chyby.
Slucˇovan´ı vy´sledk˚u prohleda´va´n´ı add new values
hS.add new values(tS, id Data, id Model)
Prˇida´ ze struktury tS testovane´ kombinace parametru tS.p, pr˚ubeˇhy simulac´ı tS.simresult a
pro dane´ kombinace svoji i spolecˇnou chybu, prˇicˇemzˇ je zkontrolova´no, zda je de´lka jednotlivy´ch
cˇa´st´ı struktury stejna´. Tato funkce slouzˇ´ı pro spojova´n´ı vy´sledk˚u simulac´ı tak, aby nedosˇlo
k posˇkozen´ı dat.
Vykreslen´ı vy´sledne´ chyby serˇazene´ podle spolecˇne´ chyby
comparison by summed error
hS.comparison by summed error
hS.comparison by summed error(Level)
hS.comparison by summed error(Level, percent, axes)
hS.comparison by summed error(Level, percent, [], hS 1,..,hS n)
hS.comparison by summed error(Level, percent, axes, hS 1,..,hS n)
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Zobraz´ı graf, kde jsou chyby pro jednotlive´ kombinace serˇazene´ podle spolecˇne´ chyby. To
znamena´, zˇe na vodorovne´ ose jsou jednotlive´ kombinace serˇazene´ podle hodnoty spolecˇne´ chyby.
Jednotlive´ body jsou prolozˇene´ polynomem, kde jeho rˇa´d je urcˇen hodnotou Level. Pokud nen´ı
hodnota zada´na, jedna´ se o polynom trˇet´ıho rˇa´du.
V grafu je vykresleno jen urcˇite´ procento nejlepsˇ´ıch hodnot tak, zˇe prˇi hodnoteˇ percent = 1
je zobrazeno 100% hodnot. Pokud nen´ı hodnota zada´na, je zobrazeno 90% nejlepsˇ´ıch hodnot.
Zobrazen´ım jen urcˇite´ho mnozˇstv´ı nejlepsˇ´ıch hodnot se zabra´n´ı zneprˇehledneˇn´ı zp˚usobene´mu
extre´mn´ımi hodnotami. Lze taky zadat osy axes, do ktery´ch se graf vykresl´ı. Prˇida´n´ım odkaz˚u
na dalˇs´ı objekty MPE S se provede porovna´n´ı teˇchto prohleda´van´ı. Kliknut´ım levy´m tlacˇ´ıtkem
mysˇi lze zmeˇnit va´hu dane´ kombinace dat a model˚u. Tato nova´ va´ha je ihned zpeˇtneˇ prˇepocˇ´ıta´na
na vsˇechny simulace. Viz obra´zek 5.3
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Obra´zek 5.3: Vykreslen´ı vy´sledne´ chyby: hS.comparison by summed error(5,0.8)
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Vykreslen´ı serˇazene´ podle vy´sledne´ chyby comparison by error
hS.comparison by error
hS.comparison by error(Level)
hS.comparison by error(Level, percent, axes)
hS.comparison by error(Level, percent, [], hS 1,..,hS n)
hS.comparison by error(Level, percent, axes, hS 1,..,hS n)
Zobraz´ı graf, kde jsou chyby pro jednotlive´ kombinace serˇazene´ podle svy´ch chyb. To zna-
mena´, zˇe na vodorovne´ ose jsou jednotlive´ kombinace serˇazene´ podle hodnoty chyby. Z grafu
tedy nelze odecˇ´ıst chybu pro urcˇitou kombinaci parametr˚u. Jednotlive´ body jsou prolozˇene´ poly-
nomem, kde jeho rˇa´d je urcˇen hodnotou Level. Pokud nen´ı hodnota zada´na, jedna´ se o polynom
trˇet´ıho rˇa´du. V grafu je vykresleno jen urcˇite´ procento nejlepsˇ´ıch hodnot tak, zˇe prˇi percent = 1
je zobrazeno 100% hodnot. Pokud nen´ı hodnota zada´na, je zobrazeno 90% nejlepsˇ´ıch hodnot.
Zobrazen´ım jen urcˇite´ho mnozˇstv´ı nejlepsˇ´ıch hodnot se zabra´n´ı zneprˇehledneˇn´ı zp˚usobene´mu
extre´mn´ımi hodnotami. Lze taky zadat osy axes, do ktery´ch se graf vykresl´ı. Prˇida´n´ım odkaz˚u
na dalˇs´ı objekty MPE S se provede porovna´n´ı teˇchto prohleda´va´n´ı. Viz obra´zek 5.4
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Obra´zek 5.4: Vykreslen´ı vy´sledne´ chyby: hS.comparison by error(5,0.8)
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Vykreslen´ı vy´sledne´ chyby podle porˇad´ı simulac´ı comparison by time
hS.comparison by time
hS.comparison by time(Level)
hS.comparison by time(Level, axes)
hS.comparison by time(Level, [], hS 1,..,hS n)
hS.comparison by time(Level, axes, hS 1,..,hS n)
Zobraz´ı graf, kde jsou chyby pro jednotlive´ kombinace serˇazene´ podle toho, jak byly si-
mulova´ny. Jednotlive´ body jsou prolozˇene´ polynomem, kde jeho rˇa´d je urcˇen hodnotou Level.
Pokud nen´ı hodnota zada´na, jedna´ se o polynom trˇet´ıho rˇa´du. Lze taky zadat osy axes, do
ktery´ch se graf vykresl´ı. Prˇida´n´ım odkaz˚u na dalˇs´ı objekty MPE S se provede porovna´n´ı teˇchto
prohleda´van´ı. Viz obra´zek 5.5
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Obra´zek 5.5: Vykreslen´ı vy´sledne´ chyby: hS.comparison by time(2)
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Definice prohleda´vac´ı metody MPE GUI
O volbu prohleda´vac´ı metody, u´pravu nastaven´ı te´to metody a na´sledne´ zobrazen´ı vy´sledk˚u
estimace se stara´ objekt MPE GUI.
hMPE = MPE GUI
hMPE = MPE GUI(hD,hM,hP,hS,nameOfmetod);
hMPE = MPE GUI(hD,hM,hP,hS,nameOfmetod,'PropertyName',PropertyValue,..);
hMPE = MPE GUI(hD,hM,hP,hS,'MC','NumberOfSimulations',1000,...
'ShowSimulation','Off',...
'Tolerance',10);
Pokud nen´ı zada´n zˇa´dny´ parametr, spust´ı se GUI. Pokud je prˇida´no nastaven´ı prohleda´vac´ı
metody, je toto nastaven´ı upraveno. V jine´m prˇ´ıpadeˇ metoda pracuje s vy´choz´ım nastaven´ım.
A.2 Pra´ce s MPE pomoc´ı uzˇivatelske´ho rozhran´ı
Program MPE ma´ vlastn´ı uzˇivatelske´ rozhran´ı, ktere´ umozˇnˇuje intuitivneˇ prove´st hleda´n´ı para-
metr˚u. Prˇed spusˇteˇn´ım programu MPE je potrˇeba prˇipravit datovou strukturu do pozˇadovane´ho
tvaru a vytvorˇen´ı modelu. Popis prˇ´ıpravy dat a model˚u je popsa´n v kapitola´ch 4.3.1 a 4.3.2.
Uzˇivatelske´ rozhran´ı je rozdeˇleno do peˇti cˇa´st´ı. Projekt panel, Data panel, Model panel,
Proble´m panel a Panel pro zobrazen´ı vy´sledk˚u. Uzˇivatel je teˇmito panely veden postupneˇ
v porˇad´ı, ve ktere´m byly vyjmenova´ny. Panely nelze prˇeskakovat, ale lze se vracet zpeˇt k
prˇedchoz´ım panel˚um pomoc´ı uimenu. Strom programu, ktery´m je uzˇivatel veden, je zna´zorneˇn
na obra´zku 5.6.
Ve spodn´ı cˇa´sti okna programu se nacha´z´ı informacˇn´ı panel, ktery´ beˇhem pra´ce s programem
informuje o kroc´ıch, ktere´ byly provedeny, nebo se od uzˇivatele ocˇeka´va´, zˇe je provede. Viz
obra´zek 5.7. Informacˇn´ı panel take´ graficky informuje o pr˚ubeˇhu procesu hleda´n´ı parametr˚u.
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Obra´zek 5.6: Strom uzˇivatelske´ho rozhran´ı
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Spusˇteˇn´ı programu MPE
Program se spust´ı prˇ´ıkazem MPE GUI. Pro zda´rne´ spusˇteˇn´ı je nutne´ by´t ve slozˇce /Funs, kde se
nacha´z´ı objekty zacˇ´ınaj´ıc´ı MPE a slozˇka /methods. Pro veˇtsˇ´ı prˇehlednost je vhodneˇjˇs´ı pracovat
v korˇenove´ slozˇce programu a prˇed spusˇteˇn´ım programu prˇidat cestu do slozˇky /Funs, a to
trˇeba prˇ´ıkazem addpath(strcat(pwd,'/Funs'));.
Lze spustit v´ıce programu˚ za´rovenˇ zmeˇnou odkazu hMPE GUI1=MPE GUI; hMPE GUI2=MPE GUI;.
Takove´to spusˇteˇn´ı v´ıce programu˚ se nedoporucˇuje, protozˇe pro simulaci vyuzˇ´ıva´ program
Workspace. Tu maj´ı potom programy spolecˇnou a mohlo by doj´ıt k simulaci s nezamy´sˇlenou
hodnotou parametru.
Po spusˇteˇn´ı programu se prohleda´ slozˇka /methods a funkce v n´ı obsazˇene´ se ulozˇ´ı do objektu
MPE GUI z toho plyne, zˇe prˇidan´ı novy´ch prohleda´vac´ıch metod je mozˇne´ jen prˇed spusˇteˇn´ım
programu.
Vytvorˇen´ı projektu
Prvn´ım krokem po spusˇteˇn´ı programu MPE bude vytvorˇen´ı nebo volba projektu. Prˇi vytvorˇen´ı
nove´ho projektu se vytvorˇ´ı nova´ slozˇka s na´zvem projektu ve slozˇce /Projects. Na´zev projektu
by nemeˇl obsahovat diakritiku a zacˇ´ınat cˇ´ıslic´ı. V te´to slozˇce se take´ vytvorˇ´ı podslozˇky /Data
a /Models.
Projekty lze i smazat. Program prˇi volbeˇ smazat projekt po uzˇivateli nevyzˇaduje potvrzen´ı
volby a smazˇe celou slozˇku projektu. Projekt se neprˇesouva´ do kosˇe syste´mu.
Pro volbu projektu a pokracˇovan´ı do dalˇs´ıho kroku je potrˇeba oznacˇit neˇktery´ z projekt˚u
a zvolit volbu Open projekt. Pokud projekt jizˇ obsahuje data nebo modely, jsou zobrazeny v
prave´ cˇa´sti programu. Viz obra´zek 5.7.
Obra´zek 5.7: Volba projektu
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Volba dat
Po volbeˇ projektu je na rˇadeˇ vy´beˇr dat pro hleda´n´ı parametr˚u. Pokud v projektu nejsou nahra´na
zˇa´dna´ data, spust´ı se pr˚uzkumn´ık pro vybra´n´ı novy´ch dat. Viz obra´zek 5.1. Tuto nab´ıdku lze
take´ vyvolat volbou Load data.
Data jsou prˇekop´ırova´na z p˚uvodn´ıho umı´steˇn´ı do slozˇky /Data. Prˇi zmeˇneˇ dat se zmeˇna
neprojev´ı na p˚uvodn´ıch datech.
Kromeˇ na´zvu, data posledn´ı zmeˇny a velikosti je uveden i popis. Popis je ulozˇen v datove´
strukturˇe do D1{1,1}.name. Popis jde editovat. Zmeˇna se ulozˇ´ı prˇi klepnut´ı mysˇ´ı do jine´ bunˇky.
Oznacˇen´ım jednotlivy´ch dat ve sloupci use se vyberou data, ktera´ se nab´ıdnou pro hleda´n´ı
parametr˚u. Data vy´beˇrem dostanou svoje porˇad´ı, ktere´ se pocˇ´ıta´ vzestupneˇ od vrchn´ı cˇa´sti
tabulky. Nevybrana´ data se do cˇ´ıslovan´ı nezahrnou a v dalˇs´ı cˇa´sti programu se neprojev´ı.
V tomto panelu lze vykreslit vybrana´ data volbou Plot data. Vstupn´ı signa´l do modelu
se vykresl´ı plnou cˇa´rou. Nameˇrˇena´ data se vykresluj´ı prˇerusˇovanou cˇa´rou stejnou barvou jako
vstupn´ı signa´l viz obra´zek 5.8. Vybrana´ data lze taky smazat volbou Delete data.
Po volbeˇ dat se postoup´ı do dalˇs´ı cˇa´sti volbou Use data. Zpeˇt na volbu projektu lze pomoc´ı
kliknut´ı na Projekt v uimenu.
Obra´zek 5.8: Volba dat
Volba model˚u
Dalˇs´ım krokem je vy´beˇr model˚u. Pokud v projektu nejsou nahra´ny zˇa´dne´ modely, spust´ı se
pr˚uzkumn´ık pro vy´beˇr novy´ch dat. Viz obra´zek 5.1. Tuto nab´ıdku lze take´ vyvolat volbou Load
data. Modely jsou prˇekop´ırova´ny do slozˇky /Models. Prˇi zmeˇneˇ model˚u a jejich nastaven´ı se
zmeˇna neprojev´ı na p˚uvodn´ıch modelech. Protozˇe simulaci pomoc´ı Simulinku lze spousˇteˇt jak
pomoc´ı cesty k modelu, tak i jenom na´zvem modelu, mohlo by doj´ıt k chybeˇ, pokud by v´ıce
model˚u meˇlo stejny´ na´zev, i kdyzˇ by byly v r˚uzny´ch slozˇka´ch, do ktery´ch ma´ Matlab prˇidanou
cestu. Z toho d˚uvod˚u prˇi prˇekop´ırovan´ı dojde take´ k prˇejmenova´n´ı tak, zˇe se prˇed na´zev mo-
delu prˇida´ na´zev projektu. Naprˇ´ıklad: Projekt M1. To zarucˇ´ı jednoznacˇne´ urcˇen´ı simulovane´ho
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modelu.
Program je vyv´ıjen a testova´n ve verzi MATLAB 2012b. V prˇ´ıpadeˇ komplikac´ı s kompati-
bilitou ve vysˇsˇ´ı verzi Matlabu lze model ulozˇit do prˇedchoz´ı verze. Prˇi ulozˇen´ı z noveˇjˇs´ı verze
do verze MATLAB 2012b se odkomentuj´ı zakomentovane´ bloky.
Modely mus´ı obsahovat urcˇite´ bloky, ktere´ jsou popsane´ v kapitole 4.3.2. Po prˇ´ıpadnou
kontrolu lze modely rychle otevrˇ´ıt volbou Show model. Modely se otevrˇou ve vy´choz´ım prohl´ızˇecˇi
obra´zk˚u operacˇn´ıho syste´mu ve forma´tu .jpg nebo .png podle operacˇn´ıho syste´mu. Takove´to
zobrazen´ı se provede mnohem rychleji nezˇ otevrˇen´ı model˚u v Simulinku. Vytvorˇene´ obra´zky
model˚u jsou ulozˇeny ve slozˇce /Models, ktera´ se nacha´z´ı ve slozˇce projektu.
Prˇi nacˇten´ı se modely prozkoumaj´ı a vyta´hnou se parametry v modelu obsazˇene´. Parametry
mus´ı by´t jen v urcˇity´ch bloc´ıch. Prˇesny´ popis prˇ´ıpravy model˚u je popsa´n v kapitole 4.3.2.
Vsˇechny nalezene´ parametry jsou vypsane´ v tabulce ve sloupc´ıch. V jednotlivy´ch rˇa´dc´ıch je
zna´zorneˇno, ktere´ parametry jednotlive´ modely obsahuj´ı.
Kromeˇ na´zvu, data posledn´ı zmeˇny a velikosti modelu je v tabulce take´ popis modelu, ktery´
lze editovat. Popis je ulozˇen v samotne´m modelu.
Oznacˇen´ım jednotlivy´ch model˚u ve sloupci use vyberete modely, ktere´ se nab´ıdnou pro
hleda´n´ı parametr˚u. Modely vy´beˇrem dostanou svoje porˇad´ı, ktere´ se pocˇ´ıta´ vzestupneˇ od vrchn´ı
cˇa´sti tabulky. Nevybrane´ modely se do cˇ´ıslovan´ı nezahrnou a v dalˇs´ı cˇa´sti programu se neprojev´ı.
Po volbeˇ model˚u se postoup´ı do dalˇs´ı cˇa´sti volbou Use models. Zpeˇt na volbu projektu lze
pomoc´ı kliknut´ım na Projekt nebo Data v uimenu.
Obra´zek 5.9: Volba model˚u
Definice proble´mu
V tomto panelu se definuje samotne´ hleda´n´ı parametr˚u. Tedy na ktery´ch kombinac´ıch dat a mo-
del˚u se bude prova´deˇt hleda´n´ı parametr˚u a ktere´ chyby kombinac´ı se budou pr˚umeˇrovat. Take´
se urcˇuje rozsah jednotlivy´ch parametr˚u, nastaven´ı hodnot pro konstanty, metoda prohleda´van´ı
prostoru a nastaven´ı parametr˚u metody a hodnoty va´hy.
V leve´ horn´ı cˇa´sti programu se nacha´zej´ı dveˇ tabulky. Leva´ prˇedstavuje vybrana´ data a
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prava´ vybrane´ modely. Du˚lezˇity´ je levy´ sloupec, ktery´ prˇiˇrazuje identifikacˇn´ı cˇ´ıslo dat anebo
model˚u ve forma´tu: p´ısmeno D a cˇ´ıslo nebo p´ısmeno M a cˇ´ıslo. T´ımto identifikacˇn´ım cˇ´ıslem se
definuje proble´m. Slovem proble´m je mysˇleno, na ktery´ch kombinac´ıch dat a modelu se provede
hleda´n´ı parametr˚u a jaky´m zp˚usobem se bude pracovat s vy´slednou chybou.
V prave´ horn´ı cˇa´sti programu se nacha´z´ı textove´ pole, kde uzˇivatel definuje proble´m. Zde
symbol cˇa´rky ”,” rozdeˇluje identifikacˇn´ı cˇ´ıslo dat a model˚u. Symbol plus ”+” urcˇuje, zˇe vy´sledna´
chyba se v ra´mci scˇ´ıtanc˚u chyby kombinac´ı pr˚umeˇruje. To ovlivnˇuje metodu prohleda´va´n´ı. Vı´ce
v kapitole 4.4.3. Dalˇs´ım symbolem je strˇedn´ık ”;”, ktery´ rozdeˇluje jednotlive´ hleda´n´ı parametr˚u.
Jednotliva´ hleda´n´ı spolu nijak nesouvis´ı a mohou pouzˇ´ıvat r˚uzne´ metody nastaven´ı, ale i para-
metry. T´ımto zp˚usobem lze porovna´vat r˚uzne´ metody prohleda´van´ı, protozˇe program umozˇnˇuje
porovna´vat prohleda´van´ı mezi sebou. Posledn´ı mozˇnost´ı je pouzˇ´ıt symbol hveˇzdicˇky ”*”, ktery´
urcˇuje va´hu pro danou kombinaci. T´ımto zp˚usobem lze urcˇit mı´ru d˚uveˇry pro danou kombinaci.
Mı´ra va´hy se p´ıˇse prˇed symbolem. Pro pouzˇit´ı teˇchto symbol˚u je potrˇeba da´t kombinace dat a
model˚u do za´vorek.
Pomu˚ckou pro definici proble´mu je pop-up menu, kde lze zvolit jeden z prˇ´ıklad˚u definice
proble´mu. Prˇ´ıklad se vyp´ıˇse do textove´ho pole, kde se proble´m definuje a kde lze upravit.
Volbou Application se vytvorˇ´ı ve spodn´ı cˇa´sti programu tabulky jednotlivy´ch hleda´n´ı, ktere´
byly definova´ny v textove´m poli. Prˇi zmeˇneˇ textove´ho pole a znovu volby Application se tabulky
smazˇou a vytvorˇ´ı se nove´. Pro kazˇdou tabulku hleda´n´ı bude vytvorˇen novy´ objekt.
V tabulce lze vybrat prohleda´vac´ı metodu, velikost va´hy pro danou kombinaci, identifikacˇn´ı
cˇ´ıslo dat a model˚u, rozsah parametr˚u a nastaven´ı pro danou metodu. Pro volbu nastaven´ı me-
tody je potrˇeba nejdrˇ´ıve vybrat metodu. Metodu lze vybrat jen jednou. Zmeˇnit metodu po
jej´ım vy´beˇru lze pouze volbou Application. Vy´beˇrem metody se do rolovac´ı nab´ıdky posledn´ıho
sloupce Property prˇidaj´ı na´zvy nastaven´ı pro vybranou metodu. Kazˇda´ metoda ma´ rozd´ılne´ na-
staven´ı a z tohoto d˚uvodu nelze metodu po vybra´n´ı meˇnit. Vy´beˇrem neˇktere´ho na´zvu nastaven´ı
z posledn´ıho sloupce se vytvorˇ´ı novy´ sloupec s na´zvem vybrane´ho nastaven´ı. Jako hodnota se
zobraz´ı vy´choz´ı hodnota nastavena´ v metodeˇ. Tuto hodnotu lze nyn´ı upravit. Nevybrane´ nasta-
ven´ı z˚ustane nastaveno na vy´choz´ı hodnoty pro danou metodu. Vy´beˇr nastaven´ı lze opakovat,
nezˇ se vybere posledn´ı z nab´ıdky nastaven´ı.
Parametr definuje minima´ln´ı a maxima´ln´ı hodnotou rozsahu rozdeˇlen´ı symbolem dvojtecˇky
”:”. Jednotlive´ kombinace v ra´mci jednoho hleda´n´ı mus´ı mı´t stejny´ rozsah. Program nedovol´ı
r˚uzny´ rozsah parametr˚u v ra´mci jednoho hleda´n´ı parametr˚u. Hodnotu tedy stacˇ´ı nastavit jen
pro jednu kombinaci.
Konstanta se nastav´ı zada´n´ım jej´ı hodnoty do prˇ´ıslusˇne´ bunˇky, jako u parametr˚u dx0 a x0
na obra´zku 5.10. Pokud metoda pouzˇ´ıva´ pro sv˚uj vy´pocˇet hodnotu pocˇtu parametr˚u, konstanty
se do tohoto vy´pocˇtu nezahrnuj´ı. Konstanty se taky nezobraz´ı ve vizualizaci v dalˇs´ım panelu.
Lze take´ pouzˇ´ıt volby open estimation pro nacˇten´ı drˇ´ıveˇjˇs´ıho hledan´ı. Po nacˇten´ı se rovnou
zobraz´ı vizualizace. Po nacˇten´ı lze s pokracˇovat s prohleda´va´n´ım a tedy pokracˇovat na drˇ´ıveˇjˇs´ım
projektu. Take´ lze hleda´n´ı parametr˚u smazat nebo ulozˇit, pokud uzˇ neˇjake´ hleda´n´ı parametr˚u
probeˇhlo.
Volbou Start estimations se vytvorˇ´ı objekty MPE D, MPE M, MPE P a MPE S. Prˇepne se
na novy´ panel a spust´ı se prohleda´va´n´ı. Proces prohleda´va´n´ı zobrazuje progress bar. Informace
o postupu hleda´n´ı se obnovuje po cele´m procentu z d˚uvod˚u sˇetrˇen´ı vy´pocˇetn´ıho vy´konu. Je
zobrazova´n take´ cˇas do konce prohleda´van´ı, ktery´ pocˇ´ıta´n pomoc´ı doby, za kterou se provedly uzˇ
probeˇhle´ simulace. Ze zacˇa´tku mu˚zˇe by´t cˇas neprˇesny´, ale s na´r˚ustem procent se cˇas zprˇesnˇuje.
Pokud je zapnuta´ vizualizace, tak se zobrazuj´ı pra´veˇ simulovane´ parametry.
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Obra´zek 5.10: Definice proble´mu
Vizualizace
Po dokoncˇen´ı hleda´n´ı parametr˚u se zobraz´ı v leve´ cˇa´sti rozsahy parametr˚u a v prave´ cˇa´sti
porovna´n´ı pr˚ubeˇhu simulac´ı k nameˇrˇene´mu pr˚ubeˇhu. Zobraz´ı se tis´ıc nejlepsˇ´ıch vy´sledk˚u z
d˚uvodu rychle´ odezvy programu. Lze zobrazit i v´ıce nezˇ tis´ıc simulac´ı u´pravou prvn´ıho intervalu,
ktery´ zobrazuje spolecˇnou chybu kombinace parametr˚u pro vsˇechny kombinace dat a model˚u.
V leve´ cˇa´sti programu se nacha´z´ı intervaly parametr˚u, kde jednotlive´ modre´ cˇa´rky prˇedstavuj´ı
konkre´tn´ı hodnotu dane´ho parametru v dane´m rozsahu. Cˇ´ım je cˇa´ra tmaveˇjˇs´ı, t´ım vy´sledna´
chyba byla mensˇ´ı, tedy le´pe odpov´ıdal vy´stup ze simulace meˇrˇen´ım.
V prave´ cˇa´sti je vy´sledny´ pr˚ubeˇh simulac´ı teˇch kombinac´ı parametr˚u, ktere´ jsou uvnitrˇ
interval˚u na leve´ cˇa´sti programu. Cˇ´ım je cˇa´ra tmaveˇjˇs´ı, t´ım vy´sledna´ chyba byla mensˇ´ı a tedy
le´pe odpov´ıdal vy´stup ze simulace meˇrˇen´ım. Zelena´ cˇa´ra prˇedstavuje meˇrˇen´ı.
V prave´m grafu je legenda, kde momenta´lneˇ zobrazena´ kombinace dat a model˚u je zvy´razneˇna
cˇervenou barvou. Na kombinace v legendeˇ lze kliknout a t´ım prˇepnout zobrazenou kombinaci.
Pod pravy´m grafem je pop-up menu, ve ktere´m lze vybrat probeˇhle´ hleda´n´ı parametr˚u. Po
zmeˇneˇ vy´beˇru dojde k prˇekreslen´ı leve´ho i prave´ho grafu.
Po kliknut´ı do leve´ho grafu se prˇesune prˇ´ıslusˇna´ hranice intervalu na tuto pozici. Posune
se ta hranice, ktera´ se nacha´z´ı nejbl´ızˇe. Po kliknut´ı na levy´ nebo pravy´ okraj leve´ho grafu se
posune maxima´ln´ı nebo minima´ln´ı hranice intervalu na vy´choz´ı hodnotu. Kliknut´ım na hodnotu
se zobraz´ı okno (5.11), kde lze nastavit prˇesnou hodnotu hranice intervalu. Po volbeˇ set se ulozˇ´ı
nova´ hranice intervalu. Trˇet´ı mozˇnost´ı, jak upravit interval, je kliknut´ı na neˇkterou z hranic
intervalu, pohybem mysˇi najet na zvolenou hodnotu a kliknut´ım potvrdit. Prˇi pohybu mysˇ´ı se
zmeˇn´ı kurzor na obousmeˇrnou vodorovnou sˇipku a v mı´steˇ kurzoru se zobraz´ı cˇervena´ cˇa´ra,
ktera´ prˇedstavuje novou hranici intervalu. Pokud se s kurzorem vyjede mimo interval, operace
se ukoncˇ´ı.
Po zmeˇneˇ intervalu se obnov´ı vykreslene´ intervaly ve vsˇech intervalech tak, aby byly zob-
razene´ jen ty kombinace parametr˚u, ktere´ se nacha´z´ı vevnitrˇ vsˇech interval˚u. Jako na obra´zku
5.12. Zmeˇna intervalu se taky projev´ı na prˇ´ıpadne´m nove´m hled8n´ı parametr˚u, ktere´ bude
provedeno v tomto nove´m prostoru ohranicˇene´m novy´mi hranicemi.
Hodnoty parametru lze zobrazit kliknut´ım na libovolnou cˇa´ru, ktera´ prˇedstavuje hodnotu
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Obra´zek 5.11: Nastaven´ı nove´ hranice
Obra´zek 5.12: Vizualizace
parametru v leve´ cˇa´sti programu nebo na pr˚ubeˇh simulace v prave´m grafu. Po vy´beˇru se tmaveˇ
zelenou barvou zvy´razn´ı vsˇechny hodnoty parametr˚u dane´ kombinace a hodnota chyby v prvn´ım
intervalu. Take´ se zvy´razn´ı pr˚ubeˇh dane´ simulace. Ve spodn´ım informacˇn´ım panelu se vyp´ıˇsou
hodnoty vsˇech parametr˚u a konstant pro danou simulaci. Zvy´razneˇn´ı kombinace je zobrazeno
na obra´zku 5.12.
V prave´m grafu lze vyvolat kontext menu, kde lze prˇep´ınat, co bude vykresleno v prave´m
grafu. Viz obra´zek 5.11 Na vy´beˇr je Selected of simulation (zobrazen´ı pr˚ubeˇh˚u simulac´ı), coma-
rison one estimation by summerd error (Zobrazen´ı chyby jednotlivy´ch kombinac´ı dat a model˚u
serˇazene´ podle spolecˇne´ chyby), comarison one estimation by error (Zobrazen´ı chyby jednot-
livy´ch kombinac´ı dat a model˚u serˇazene´ podle chyb jednotlivy´ch kombinac´ı), comarison one
estimation by time (Zobrazen´ı chyby jednotlivy´ch kombinac´ı dat a model˚u serˇazene´ podle toho,
v jake´m porˇad´ı prob´ıhala simulace), comarison all estimation by error(Zobrazen´ı chyby jed-
notlivy´ch kombinac´ı dat a model˚u serˇazene´ podle chyb jednotlivy´ch kombinac´ı v ra´mci vsˇech
proces˚u hleda´n´ı parametr˚u) a comarison all estimation by time(Zobrazen´ı chyby jednotlivy´ch
kombinac´ı dat a model˚u serˇazene´ podle toho, v jake´m porˇad´ı prob´ıhala simulace v ra´mci vsˇech
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proces˚u hleda´n´ı parametr˚u). Tyto grafy lze vyvolat i pomoc´ı prˇ´ıkazu. Syntaxe prˇ´ıkazu a po-
drobneˇjˇs´ı popis vizualizace teˇchto graf˚u je v kapitole A.1.
Volbou Estimation se provede nove´ prohleda´van´ı parametr˚u, ale pouze toho prohleda´van´ı
(estimace), ktera´ je v te´ chv´ıli vybrana´. Pro spusˇteˇn´ı vsˇech nadefinovany´ch hled8n´ı estimac´ı
je potrˇeba se vra´tit do prˇedchoz´ıho panelu Problems pomoc´ı uimenu a volbou Start estimati-
ons. Nove´ hleda´n´ı parametr˚u se provede jen v prostoru ohranicˇene´m pomoc´ı hranic interval˚u.
Zmensˇovan´ım interval˚u se tedy zmensˇuje prostor, ve ktere´m se kombinace parametr˚u hleda´. To
vede k efektivneˇjˇs´ımu hleda´n´ı. Iteracˇn´ı prˇ´ıstup hleda´n´ı je popsa´n v kopitole 4.4.4.
Volba Crop and delete orˇ´ızne v objektu MPE S vy´sledky simulac´ı podle rozsah˚u zvolen´ıch
interval˚u. Tento vy´rˇez zanecha´ a zbytek simulac´ı vymazˇe. To bude mı´t pozitivn´ı vliv na reakci
programu prˇi velke´m pocˇtu simulac´ı. Uzˇivatel nen´ı vyzva´n k potvrzen´ı te´to volby a smaz8n´ı
dat je trvale´ a nelze je vz´ıt zpeˇt.
Volba Find the local minium spust´ı hleda´n´ı parametr˚u pomoc´ı vybrane´ gradientn´ı metody
prohleda´va´n´ı. Vı´ce o gradientn´ıch metoda´ch pouzˇity´ch v programu MPE je v kapitole 4.5.4.
Proces najde nejblizˇsˇ´ı loka´ln´ı minimum. Pocˇa´tecˇn´ı hodnoty jsou kombinace parametr˚u, ktere´
jsou uvnitrˇ vsˇech interval˚u. Jedno hleda´n´ı mu˚zˇe trvat i neˇkolik minut podle toho, jak je pocˇa´tecˇn´ı
poloha vzda´lena od loka´ln´ıho minima. Z tohoto d˚uvodu je vhodne´ vytvorˇit pomoc´ı interval˚u jen
male´ mnozˇstv´ı pocˇitatelny´ch poloh. Prˇi hleda´n´ı mu˚zˇe by´t nalezeno minimum mimo interval, to
je zp˚usobeno t´ım, zˇe gradientn´ı metoda hranice prohleda´vac´ıho prostoru nepotrˇebuje a proto
jimi nen´ı zbytecˇneˇ omezena´.
Dalˇs´ı volba je Open model, ktera´ momenta´lneˇ vybrany´ model otevrˇe. Prˇed otevrˇen´ım se do
Model Properties/Callbacks/PreLoadFcn ulozˇ´ı hodnoty parametru kombinace s nejmensˇ´ı chy-
bou. Viz obra´zek 5.13. Funkce PreLoadFcn se provede prˇed nacˇten´ım modelu v Simulinku. Ve
funkci je kromeˇ hodnot parametr˚u i cesta dat˚um. Takto vytvorˇena´ funkce dovoluje spustit mo-
del v Simulinku, ktery´ provede simulaci s parametry, odpov´ıdaj´ımi kombinaci parametr˚u, jenzˇ
dosa´hla nejmensˇ´ı chyby. V bloku Scope lze porovnat nameˇrˇena´ a odsimulovana´ data. Protozˇe je
funkce ulozˇena´ uvnitrˇ modelu, lze model prˇesunout do jine´ slozˇky a spustit bez programu MPE.
T´ımto zp˚usobem lze rychle aplikovat nalezene´ rˇesˇen´ı do modelu a hned se zaby´vat regulac´ı bez
nutnosti prˇepisovat nalezene´ vy´sledky.
Mozˇnost otevrˇ´ıt model a prove´st simulaci v prostrˇed´ı Simulink je taky vhodne´ pro dobrou
volbu rˇesˇicˇe. Volba rˇesˇicˇe ma´ vliv na prˇesnost simulace a dobu simulace.
A.3 Prˇida´n´ı nove´ prohleda´vac´ı metody do MPE
Program MPE je vytvorˇen tak, aby umozˇnil jednoduche´ vytvorˇen´ı novy´ch prohleda´vac´ıch me-
tod. Pokud je dodrzˇena struktura funkce prohleda´vac´ı metody, stacˇ´ı danou metodu prˇesunout
do slozˇky /Funs/methods. Program se postara´ o prˇida´n´ı metody do seznamu a take´ o zjiˇsteˇn´ı
parametr˚u (nastaven´ı) metody. Prohleda´vac´ı metoda se stara´ pouze o urcˇova´n´ı novy´ch kom-
binac´ı parametr˚u, ktere´ budou simulova´ny. O ukla´dan´ı vizualizac´ı a ohodnocova´n´ı simulace se
stara´ program MPE.
Struktura prohleda´vac´ı metody
Funkce mus´ı obsahovat hlavn´ı funkci (ktera´ je definovana´ jako prvn´ı), funkci m solve a libovolny´
pocˇet dalˇs´ıch funkc´ı. Hlavn´ı funkce mus´ı mı´t stejny´ na´zev, jako na´zev m-souboru. T´ımto na´zvem
se metoda definuje v programu MPE.
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Obra´zek 5.13: Parametry v PreLoadFcn
function funs = name of method
funs.m solve = @m solve;
funs.properties = { 'NumberOfSimulations', 100;...
'ShowSimulation', 'Off';...
'Tolerance', 0};
end
%% Solve
function m solve(hObject,in NumData,in NumModel,properties)
...
end
%% function 1 ... function n
function [output] = function 1(input)
...
end
...
function [output] = function n(input)
...
end
Hlavn´ı funkce mus´ı obsahovat prˇ´ıkaz funs.m solve = @m solve, ktery´ prˇida´va´ odkaz na
funkci m solve do struktury funs. Do te´to struktury se take´ prˇida´va´ tabulka. Tabulka definuje v
prvn´ım sloupci na´zev parametru (velicˇina, se kterou metoda operuje, nikoliv hledany´ parametr)
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a v druhe´m sloupci vy´choz´ı hodnota pro dany´ parametr. Ve druhe´m sloupci tabulky se nemus´ı
nacha´zet jen cˇ´ıselna´ hodnota, ale i textovy´ rˇeteˇzec, vektor cˇi matice. V tabulce mus´ı z˚ustat ve
druhe´m rˇa´dku parametr 'ShowSimulation'. Tento parametr urcˇuje, zda bude beˇhem simulace
vizualizovat pr˚ubeˇh hleda´n´ı. Zapnuta´ vizualizace vy´razneˇ zpomaluje hleda´n´ı parametr˚u, proto
je vhodne´ vizualizovat hleda´n´ı parametr˚u jen prˇi tvorbeˇ nove´ prohleda´vac´ı metody.
Funkce m solve je vola´na programem MPE. Prohleda´va´n´ı neskoncˇ´ı, dokud tato funkce nen´ı
provedena. Funkce ma´ striktneˇ danou syntaxi:
function m solve(hObject,in NumData,in NumModel,properties)
...
end
Kde hObject je odkaz na objekt programu MPE. Promeˇnna´ in NumData je vektor, ve ktere´m
jsou identifikacˇn´ı cˇ´ısla dat pro hleda´n´ı. Stejneˇ jako promeˇnna´ in NumModel, ktera´ obsahuje
identifikacˇn´ı cˇ´ısla model˚u. V promeˇnne´ properties je uzˇivatelem upravena´ tabulka parametr˚u,
definovana´ v hlavn´ı funkci.
Ohodnocovac´ı funkce
Ohodnocovac´ı neboli fitness funkce je funkce, ktera´ pomoc´ı simulace urcˇuje, jak je navrzˇena´
kombinace parametr˚u u´speˇsˇna´. Tedy vrac´ı hodnotu, ktera´ prˇedstavuje mı´ru shody nameˇrˇeny´ch
dat a simulace prˇi navrzˇeny´ch hodnota´ch parametr˚u. Cˇ´ım je cˇ´ıslo mensˇ´ı, t´ım je veˇtsˇ´ı shoda
meˇrˇen´ı a simulace. Principem prohleda´vac´ı metody je minimalizovat vy´stupn´ı hodnotu z vy-
hodnocovac´ı funkce vhodnou volbou navrzˇeny´ch parametr˚u.
[~,error]=hObject.fitness function(in NumData,in NumModel,properties,tS);
%% Nebo
hObject.fitness function(in NumData,in NumModel,properties,tS);
error=hObject.hS.error(end);
Promeˇnna´ in NumData je vektor, ve ktere´m jsou identifikacˇn´ı cˇ´ısla dat pro hledan´ı. Stejneˇ
jako promeˇnna´ in NumModel, ktera´ obsahuje identifikacˇn´ı cˇ´ısla model˚u. V promeˇnne´ properties
je tabulka nastaven´ı. Strukturou ts.p definujeme kombinaci navrzˇeny´ch parametr˚u, kde rˇa´dky
prˇedstavuj´ı parametry. Lze simulovat bud’ jednu kombinaci nebo skupinu kombinac´ı. Vy´stupn´ı
parametr error urcˇuje spolecˇnou chybu vsˇech kombinac´ı.
Podobnost hledany´ch parametr˚u (is in p)
Doba simulace jedne´ kombinace je obrovska´ ve srovna´n´ı s dobou, kterou zabere vy´pocˇet nutny´
pro navrzˇen´ı nove´ kombinace pro simulaci. Z tohoto d˚uvodu je vhodne´ omezit prova´deˇn´ı
zbytecˇny´ch simulac´ı. Pokud dana´ kombinace s urcˇitou prˇesnost´ı uzˇ byla odsimulovana´, nova´
simulace neprˇinese nove´ informace o prohleda´vane´m prostoru.
is in p=hS.is in p(new combinations,Tolerance,hObject.hP);
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Parametr new combinations obsahuje kombinace, ktere´ algoritmus navrhl pro simulaci. Mı´ra
prˇesnosti shody kombinac´ı se zada´va´ promeˇnou Tolerance v procentech. Parametr hObject.hP
urcˇuje mnozˇinu kombinac´ı, ve ktere´ se hleda´ shoda. Vy´stupem z funkce is in p je vektor nul a
jednicˇek stejneˇ dlouhy´, jako pocˇet zkoumany´ch kombinac´ı. Jednicˇka znamena´, zˇe dana´ kombi-
nace parametr˚u se nacha´z´ı ve zkoumane´ mnozˇineˇ kombinac´ı. To znamena´, zˇe dana´ kombinace
by nemeˇla by´t simulovana´, protozˇe neprˇinese nove´ informace o prohleda´vane´m prostoru.
Funkce umozˇnˇuje zmensˇit pocˇet simulovany´ch kombinac´ı. Novou skupinu kombinac´ı z p˚uvodn´ı
skupiny lze z´ıskat prˇ´ıkazem: tS.p=new combinations([~is in p],:)
Pra´ce s nastaven´ım (properties)
V promeˇnne´ properties je ulozˇeno nastaven´ı pro danou metodu. Vesˇkere´ vlastnosti, ktere´ pro-
hleda´vaj´ıc´ı metoda ma´ nastavitelne´, jsou ulozˇene´ v te´to promeˇnne´. O u´pravu hodnot uzˇivatelem
se stara´ program MPE. Prˇ´ıklad pouzˇit´ı, pokud se jedna´ o cˇ´ıselnou hodnotu:
>> properties{1,2};
ans =
100
Pokud se jedna´ o textovy´ rˇeteˇzec, je vhodne´ pouzˇ´ıt funkci strcmpi, ktera´ porovna´va´ textove´
rˇeteˇzce a nebere ohled na velikost p´ısmen (case-insensitive).
if 1==strcmpi(properties{2,2},'On')
...
end
Vycˇisteˇn´ı grafu parametr˚u (draw axes p)
hObject.draw axes p;
drawnow
Vycˇist´ı levy´ graf, ve ktere´m se nacha´z´ı kombinace hledany´ch parametr˚u. Po vycˇisteˇn´ı se
znovu provede vykreslen´ı cˇa´ry a hodnoty hranic interval˚u a na´zv˚u hledany´ch parametr˚u. Protozˇe
je funkce soucˇa´st´ı objektu MPE GUI, je nutne´ mı´t prˇi vola´n´ı funkce odkaz (handle) na tento
objekt. Funkce m solve ma´ odkaz na objekt pokazˇde´.
Vycˇisteˇn´ı grafu pr˚ubeˇh˚u simulac´ı (draw axes y)
hObject.draw axes y;
drawnow
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Vycˇist´ı pravy´ graf, ve ktere´m se nacha´z´ı pr˚ubeˇhy simulac´ı. Po vycˇisteˇn´ı je graf pra´zdny´.
Protozˇe je funkce soucˇa´st´ı objektu MPE GUI, je nutne´ mı´t prˇi vola´n´ı funkce odkaz (handle) na
tento objekt. Funkce m solve ma´ odkaz na objekt pokazˇde´.
Vykreslen´ı hodnoty chyby (draw error)
hObject.draw error(error max,error,'k','LineWidth',3)
drawnow
Funkce draw error zajiˇstuje vykreslen´ı hodnoty chyby do prvn´ıho intervalu v leve´m grafu.
Kde error max je horn´ı hranice intervalu a error je hodnota chyby, kterou chceme vykreslit.
Da´le pak libovolny´ pocˇet vstup˚u, ktere´ definuj´ı vlastnosti vykreslene´ cˇa´ry. Vlastnosti jsou stejne´,
jak u funkce plot. Protozˇe je funkce soucˇa´st´ı objektu MPE GUI, je nutne´ mı´t prˇi vola´n´ı funkce
odkaz (handle) na tento objekt. Funkce m solve ma´ odkaz na objekt pokazˇde´.
Vykreslen´ı kombinace parametr˚u (draw p)
hObject.draw p(parameters,'b','LineWidth',1)
drawnow
Funkce draw p vykresluje jednu nebo v´ıce kombinac´ı parametr˚u do interval˚u v leve´m grafu.
Kde parametr parameters je matice parametr˚u. Rˇa´dky matice prˇedstavuj´ı jednotlive´ hledane´
parametry a konstanty. Konstanty se nevykresl´ı. Da´le pak libovolny´ pocˇet vstup˚u, ktere´ definuj´ı
vlastnosti vykreslene´ cˇa´ry. Vlastnosti jsou stejne´, jak u funkce plot. Protozˇe je funkce soucˇa´st´ı
objektu MPE GUI, je nutne´ mı´t prˇi vola´n´ı funkce odkaz (handle) na tento objekt. Funkce
m solve ma´ odkaz na objekt pokazˇde´.
Vykreslen´ı pr˚ubeˇhu hleda´n´ı
Pokud prohleda´vac´ı metoda prova´d´ı simulovan´ı kombinac´ı da´vkoveˇ, tedy naprˇ´ıklad po gene-
rac´ıch, o vykreslen´ı pr˚ubeˇhu simulace se stara´ program MPE. Pokud se funkce fitness function
vola´ jen pro jednu kombinaci parametr˚u, je potrˇeba se o vykreslen´ı pr˚ubeˇhu hledan´ı postarat.
NumOfSimulated=length(hObject.hS.error);
TimeToEnd=tic;
tic
for i=1:NumOfSimulations
%% fitnes fnc + search strategy
...
%% progress bar
if toc>1
tic
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time1=(toc(TimeToEnd)/((length(hObject.hS.error)-NumOfSimulated),...
/NumOfSimulations))-toc(TimeToEnd);
time2=properties{4,2}-toc(TimeToEnd);
set(hObject.FigureElements.Status.rectangle,'Position',...
[0,0,(length(hObject.hS.error)-NumOfSimulated),...
/NumOfSimulations,1]);
set(hObject.FigureElements.Status.Text,'visible','on',...
'string',[num2str(round(((length(hObject.hS.error)-,...
NumOfSimulated)/NumOfSimulations)*100)),...
'% ('num2str((length(hObject.hS.error)-NumOfSimulated)),'/',...
num2str(NumOfSimulations)'),...
'Time to end:',datestr(min(time1,time2)/86400, 'HH:MM:SS')]);
drawnow
end
end
Jedna´ se o slozˇiteˇjˇs´ı prˇ´ıpad, kdy kromeˇ pocˇtu simulac´ı je zada´na maxima´ln´ı doba simulace.
Tato doba je ulozˇena v tabulce properties{4,2} v sekunda´ch. Algoritmus provede prˇekreslen´ı
maxima´lneˇ kazˇdou sekundu z d˚uvod˚u zrychlen´ı cele´ho procesu. Doba do konce prohleda´va´n´ı se
pocˇ´ıta´ z doby a pocˇtu simulac´ı, ktere´ uzˇ probeˇhly.
Uzˇitecˇne´ typy
Intervals = hP.maxs(:)-hP.mins(:);
Stanov´ı velikost interval˚u.
PositionOfParameters = find(Intervals>0);
Pozice, na ktery´ch jsou parametry.
PositionOfConstant = find(Intervals==0);
Pozice, na ktery´ch jsou konstanty.
Intervals = Intervals(PositionOfParameters);
Intervaly pouze parametr˚u.
Constants = Intervals(PositionOfConstant);
Intervaly pouze konstant.
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B Definice proble´mu pro oscila´tor
clc; clear all; close all;
addpath(strcat(pwd,'/Funs'));
%% Vytvori objekt, ktery bude obsahovat cestu k datovim souborum
hD=MPE D;
hD.set D(strcat(pwd,'/Data/D1.mat'),0,1); % decimace zadna, id 1
hD.set D(strcat(pwd,'/Data/D4.mat'),0,4); % decimace zadna, id 4
%% Vytvori objekt, ktery bude obsahovat cestu k modelum
hM=MPE M;
hM.set M(strcat(pwd,'/Models/M2 bez tihove sily.slx'),2); % id 2
hM.set M(strcat(pwd,'/Models/M4 bez treni s tihovou silou'),4); % id 4
hM.table{2}.parameters % vypise nalezene paremetry v modelech
%% Vytvori objekt, ktery bude obsahovat hranice parametru
hP=MPE P;
hP.set P('T',0,0.2); % T = 0.1 [N]
hP.set P('b',0,1.8); % b = 0.9 [Ns/m]
hP.set P('c',0,10); % c = 5 [-]
hP.set P('dx0',0); % dx0 = 0 [m/s]
hP.set P('k',0,20); % k = 10 [N/m]
hP.set P('m',0.01,0.51); % m = 0.25 [kg]
hP.set P('x0',0.5); % x0 = 0.5 [m]
%% Vytvori objekt, ktery bude obsahovat vysledky estimace
hS=MPE S('MSE'); % Prumerna absolutni chyba (MAE,MSE,MPE,RMSE,NRMSE,PSNR)
hS.set S(1,2,3.3e3); % data D3, model M3, vaha 1000
hS.set S(4,4,1e3); % data D3, model M3, vaha 1000
%% Zavola estimaci
hMPE Grid=MPE GUI(hD,hM,hP,hS,'Grid','NumberOfSimulations',100000);
%hMPE MC=MPE GUI(hD,hM,hP,hS,'MC','NumberOfSimulations',100000);
%hMPE GA=MPE GUI(hD,hM,hP,hS,'GA Matlab', 'Generations',50,...
% 'PopulationSize',2000);
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C Definice proble´mu pro sˇkrt´ıc´ı klapku
clc; clear all; close all;
addpath(strcat(pwd,'/Funs'));
%% Vytvori objekt, ktery bude obsahovat cestu k datum
hD=MPE D;
hD.set D(strcat(pwd,'/Data/D1 fast.mat'),400);
hD.set D(strcat(pwd,'/Data/D2 fast.mat'),400);
hD.set D(strcat(pwd,'/Data/D3 faster.mat'),400);
%% Vytvori objekt, ktery bude obsahovat cestu k modelum
hM=MPE M;
hM.set M(strcat(pwd,'/Models/dyn est R2012b phi0 D1.slx'));
hM.set M(strcat(pwd,'/Models/dyn est R2012b phi0 D2.slx'));
hM.set M(strcat(pwd,'/Models/dyn est R2012b phi0 D3.slx'));
hM.table{1}.parameters
%% Vytvori objekt, ktery bude obsahovat hranice parametru
hP=MPE P;
hP.set P('J',0.1,10); % J [g*mˆ2]
hP.set P('b',0.2,0.4); % b [Nms/rad]
hP.set P('f0',0.0864); % f0 [Nm]
hP.set P('k',0.8,1); % k [Nm/rad]
hP.set P('k0',0.17,0.23); % k0 [Nm]
%% Vytvori objekt, ktery bude obsahovat vysledky estimace
hS=MPE S('MSE'); % Prumerna absolutni chyba (MAE,MSE,MPE,RMSE,NRMSE,PSNR)
hS.set S(1,1,1e6);
hS.set S(2,2,1e6);
hS.set S(3,3,1e6);
%% Zavola estimaci
hMPE Grid=MPE GUI(hD,hM,hP,hS,'Grid','NumberOfSimulations',10000);
%hMPE MC=MPE GUI(hD,hM,hP,hS,'MC','NumberOfSimulations',10000);
%hMPE GA=MPE GUI(hD,hM,hP,hS,'GA Matlab', 'Generations',20,...
% 'PopulationSize',500);
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D Definice proble´mu pro DC motor
D.1 Definice pro program MPE
restoredefaultpath;
clc; clear all; close all;
addpath(strcat(pwd,'/Funs'));
%% Vytvori objekt, ktery bude obsahovat cestu k datum
hD=MPE D;
hD.set D(strcat(pwd,'/Data/D16 Without flywheel.mat'),400);
hD.set D(strcat(pwd,'/Data/D17 With flywheel.mat'),400);
hD.set D(strcat(pwd,'/Data/D18 Without flywheel.mat'),400);
hD.set D(strcat(pwd,'/Data/D19 With flywheel.mat'),400);
hD.set D(strcat(pwd,'/Data/D20 Without flywheel.mat'));
%% Vytvori objekt, ktery bude obsahovat cestu k modelum
hM=MPE M;
hM.set M(strcat(pwd,'/Models/DC without flywheel.slx'));
hM.set M(strcat(pwd,'/Models/DC with flywheel.slx'));
hM.table{1}.parameters
%% Vytvori objekt, ktery bude obsahovat hranice parametru
hP=MPE P;
hP.set P('J',0,30); % J [g.mmˆ2]
hP.set P('Jz',81.977); % Jz [g.mmˆ2]
hP.set P('Mz',0); % Mz [Nm]
hP.set P('T',0,5e-3); % Mz [Nm]
hP.set P('dphi0',0); % dphi0 [rad/s]
hP.set P('p1',0,30);
hP.set P('p2',0,4000);
hP.set P('phi0',0); % phi0 [rad]
%% Vytvori objekt, ktery bude obsahovat vysledky estimace
hS=MPE S('MSE'); % MAE, MSE, MPE, RMSE, NRMSE, PSNR
hS.set S(3,1);
hS.set S(4,2);
%% Zavola estimaci
hMPE GUI=MPE GUI(hD,hM,hP,hS,'GA Matlab');
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D.2 Definice pro program PE
load D18 Without flywheel PES
p1 = 0; p2 = 0; p3 = 0; phi0 = 0; dphi0 = 0;
open system('DC without flywheel PES v2')
data = [u.time, u.signals.values, phi.signals.values];
Exp = sdo.Experiment('DC without flywheel PES v2');
Exp.InputData = timeseries(data(:,2),data(:,1));
phiSig = Simulink.SimulationData.Signal;
phiSig.Name = 'phi';
phiSig.BlockPath = 'DC without flywheel PES v2/Integrator2';
phiSig.PortType = 'outport';
phiSig.PortIndex = 1;
phiSig.Values = timeseries(data(:,3),data(:,1));
Exp.OutputData = phiSig;
phi0 = sdo.getParameterFromModel('DC without flywheel PES v2','phi0');
phi0.Value = 0;
phi0.Free = false;
dphi0 = sdo.getParameterFromModel('DC without flywheel PES v2','dphi0');
dphi0.Value = 0;
dphi0.Free = false;
Exp = sdo.Experiment('DC without flywheel PES v2');
Exp.InputData = timeseries(data(:,2),data(:,1));
phiSig.Values = timeseries(data(:,3),data(:,1));
Exp.OutputData = phiSig;
Exp.Parameters = [phi0;dphi0];
Simulator = createSimulator(Exp(1));
Simulator = sim(Simulator);
SimLog = find(Simulator.LoggedData,...
get param('DC without flywheel PES v2','SignalLoggingName'));
Phi(1) = find(SimLog,'phi');
p = sdo.getParameterFromModel('DC without flywheel PES v2',{'p1','p2','p3'});
p(1).Minimum = 0;
p(1).Maximum = inf;
p(2).Minimum = 0;
p(2).Maximum = inf;
p(3).Minimum = 0;
p(3).Maximum = inf;
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s = getValuesToEstimate(Exp);
v = [p;s]
estFcn = @(v) DC Objective(v,Exp);
opt = sdo.OptimizeOptions;
opt.Method = 'lsqnonlin';
vOpt = sdo.optimize(estFcn,v,opt)
Exp = setEstimatedValues(Exp,vOpt);
Simulator = createSimulator(Exp(1));
Simulator = sim(Simulator);
SimLog = find(Simulator.LoggedData,...
get param('DC without flywheel PES v2','SignalLoggingName'));
Phi(1) = find(SimLog,'phi');
sdo.setValueInModel('DC without flywheel PES v2',vOpt);
bdclose('DC without flywheel PES v2')
function vals = DC Objective(v,Exp)
r = sdo.requirements.SignalTracking;
r.Type = '==';
r.Method = 'Residuals';
r.Normalize = 'off';
Exp = setEstimatedValues(Exp,v);
Error = [];
for ct=1:numel(Exp)
Simulator = createSimulator(Exp(ct));
Simulator = sim(Simulator);
SimLog = find(Simulator.LoggedData,...
get param('DC without flywheel PES v2','SignalLoggingName'));
phi = find(SimLog,'phi');
phiError = evalRequirement(r,phi.Values,Exp(ct).OutputData(1).Values);
Error = [Error; phiError(:)];
end
vals.F = Error(:);
end
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E Grafy pro uka´zkove´ studie
E.1 Oscila´tor
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Obra´zek 5.14: Vstupn´ı s´ıla prvn´ıho experimentu s vlivem gravitace a bez trˇen´ı
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Obra´zek 5.15: Nameˇrˇena´ poloha prvn´ıho experimentu s vlivem gravitace a bez trˇen´ı
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Obra´zek 5.16: Vstupn´ı s´ıla prvn´ıho experimentu bez vlivu gravitace a se trˇen´ım
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Obra´zek 5.17: Nameˇrˇena´ poloha prvn´ıho experimentu bez vlivu gravitace a se trˇen´ım
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E.2 Sˇkrt´ıc´ı klapka
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Obra´zek 5.18: Vstupn´ı signa´l pro sˇkrt´ıc´ı klapku
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Obra´zek 5.19: Odezva pro nalezene´ parametry pro prvn´ı experiment
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Obra´zek 5.20: Odezva pro nalezene´ parametry pro druhy´ experiment
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Obra´zek 5.21: Odezva sˇkrt´ıc´ı klapky
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Obra´zek 5.22: Odezva sˇkrt´ıc´ı klapky
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Obra´zek 5.23: Odezva sˇkrt´ıc´ı klapky
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