Examples
In this section we present the formulation of four recent ILP-based analyses in a uniform format for a simple example language. The four analyses are concerned with instruction scheduling, energy efficiency, code-size minimization, and register allocation. Casting the analyses in a common framework makes it easier to understand fundamental similarities and differences. For each of the four analyses, we specify the following items.
Processor: The key resource constraint of the intended processor. Source Program: Information about the source program that we assume is given to the ILP-based analysis, such as liveness information. Liveness information expresses, for each program point, which variables will be needed later in the computation.
Target Program: The required format of the target program, including special instructions provided by the target language.
Problem: The optimization problem that the ILP-based analysis is intended to solve. 0-1 Variables: All four analyses use only 0-1 variables. Constraints: We use ILPs. In this proposal, we will use constraints of just four forms:
where V 1 , . . . , V n are variables that range over {0, 1}, and C is an integer constant. It is easy to see that all such constraints can be encoded using the general format of ILPs.
Objective Function: The analysis will try to minimize the value of the objective function.
Code Generation: When a solution to the ILP has been found, code can be generated. Example: We have a running example which is a little program in our example language. For each of the four optimizations, we show the code generated for the example program.
A program in our example language is an instruction list s 1 , ..., s n . Each instruction is an assignment of the form x := c or x += y, where x, y range over integer variables and c ranges over integer constants. Our example language can be viewed as a means for expressing basic blocks in a conventional language like C. In the future, we hope to extend the language.
A program in the example language is specified using sets. P is the set of program points, where a point lies between two successive instructions or precedes s 1 or follows s n . Pair ⊆ (P × P) is the set of pairs of adjacent points and Succ = { (p 1 , p 2 , p 3 ) | (p 1 , p 2 ) ∈ Pair∧(p 2 , p 3 ) ∈ Pair}. V is the set of integer variables used in the program. U ⊆ (P×P×V) is the set of triples (p 1 , p 2 , x) such that (p 1 , p 2 ) ∈ Pair and the instruction between p 1 and p 2 is x := c, and B ⊆ (P × P × V × V) is the set of quadruples (p 1 , p 2 , x, y) such that (p 1 , p 2 ) ∈ Pair and the instruction between p 1 and p 2 is x += y. Additional sets specifying, for instance, data dependencies or liveness information, will be defined when required.
For the example program in Figure 1 (2, 3, v) , (4, 5, x), (5, 6, y)}, and B = {(3, 4, v, u), (6, 7, y, x)}. 
Instruction Scheduling
This section presents the ILP-based analysis for instruction scheduling by Wilken, Liu, and Heffernan [37] , recast for our example language. Processor: The processor can schedule R instructions simultaneously. Source Program: The source program is provided in the form of the standard sets and the set Depn ⊆ (P × P × P × P × N) consisting of 5-tuples (p 1 , p 2 , p 3 , p 4 , W ) such that (p 1 , p 2 ) ∈ Pair, (p 3 , p 4 ) ∈ Pair, and the instruction between p 1 and p 2 can begin executing no earlier than W cycles after the instruction between p 3 and p 4 has begun executing.
Target Program: The target program is a list of groups of instructions (as opposed to a list of instructions): Each group consists of at most R instructions all of which are scheduled simultaneously. The schedule length of a target program is the length of the list. We are given (i) a lower bound L on the schedule length and (ii) a target program with schedule length U possibly computed using a heuristic.
Problem: Generate a target program that has the minimum schedule length. The ILP formulation (described below) is parameterized by the schedule length (M ). If U = L, the schedule is optimal, and the formulation is not instantiated. If U > L, the formulation is instantiated with schedule length U − 1. If the resulting ILP is infeasible, the schedule of length U is optimal. Otherwise, a schedule of length U − 1 was found, and the formulation is instantiated with schedule length U − 2. This procedure is repeated until a schedule of minimum length is found.
0-1 Variables: Variable x is defined such that for each (p 1 , p 2 ) ∈ Pair and each cycle i ∈ [1..M ], x p 1 ,p 2 ,i = 1 iff the instruction between p 1 and p 2 is scheduled in cycle i.
Constraints: Each instruction must be scheduled in exactly one of the M cycles and at most R instructions can be scheduled simultaneously.
For each (p 1 , p 2 ) ∈ Pair, the cycle in which the instruction between p 1 and p 2 is scheduled is given by:
Using this formula, a constraint is expressed for each (p 1 , p 2 , p 3 , p 4 , W ) ∈ Depn to ensure that the instruction between p 1 and p 2 is scheduled no earlier than W cycles after the instruction between p 3 and p 4 has been scheduled.
Code Generation: The target program generated from a solution to the ILP obtained from the above ILP formulation and the source program is a list of groups of instructions, namely, if (p 1 , p 2 ) ∈ Pair and i is the cycle such that x p 1 ,p 2 ,i = 1, then the instruction between p 1 and p 2 in the source program is scheduled in the i th group in the target program. Example: Suppose the example program has four dependencies, namely, that v += u must begin executing no earlier than 1 cycle after u := c u and v := c v have begun executing, and that y += x must begin executing no earlier than 1 cycle after x := c x and y := c y have begun executing, i.e., Depn= { (3, 4, 1, 2, 1), (3, 4, 2, 3, 1), (6, 7, 4, 5, 1) , (6, 7, 5, 6 , 1) }. With R = 2, the optimal solution to the ILP obtained from the above ILP formulation and the example program yields a target program with schedule length 3. The target program generated using one such solution is shown in Figure 1(b) . Note that the program respects the stated dependencies: v += u is scheduled 2 cycles after u := c u and v := c v , and y += x is scheduled 1 cycle after x := c x and y := c y .
Energy Efficiency
This section presents the ILP-based analysis for energy efficiency by Saputra et al. [27] , recast for our example language.
Processor: The processor has N voltage levels. Source Program: The source program is provided in the form of the standard sets and, for each (p 1 , p 2 ) ∈ Pair and i ∈ [1..N ], E p 1 ,p 2 ,i (resp. T p 1 ,p 2 ,i ) is the energy consumption (resp. execution time) of the instruction between p 1 and p 2 when voltage level i is used. Also, the overall execution time must not exceed a deadline D.
Target Program: The target language differs from the source language in that it provides a special instruction svl i ("set voltage level to i"), with execution time C t and energy consumption C e , to change the voltage level at any program point.
Problem: Generate a target program that consumes minimum energy.
0-1 Variables:
• Variable VLVal is defined such that for each (p 1 , p 2 ) ∈ Pair and each i ∈ [1.
.N ], VLVal p 1 ,p 2 ,i = 1 iff voltage level i is selected for the instruction between p 1 and p 2 .
• Variable SetVL is defined such that for each (p 1 , p 2 , p 3 ) ∈ Succ, SetVL p 2 = 1 if the voltage level changes at p 2 .
Constraints:
Exactly one voltage level should be selected for each instruction.
For each (p 1 , p 2 , p 3 ) ∈ Succ, if the voltage level at the instruction between p 1 and p 2 differs from that at the instruction between p 2 and p 3 , then SetVL p 2 = 1.
The overall execution time must not exceed D.
The term C t on the l.h.s. of the above constraint accounts for the execution time of an svl instruction introduced at the start of the target program (see code generation below).
Objective Function: Minimize the energy consumption of the target program:
Code Generation: The target program generated from a solution to the ILP obtained from the above ILP formulation and the source program s 1 , ..., s n is identical to the source program with the following modifications:
• If (p 1 , p 2 , p 3 ) ∈ Succ, SetVL p 2 = 1, and i is the voltage level such that VLVal p 2 ,p 3 ,i = 1, then we introduce instruction svl i at p 2 .
• If (p 1 , p 2 ) ∈ Pair where p 1 is the program point before s 1 and i is the voltage level such that VLVal p 1 ,p 2 ,i = 1, then we introduce instruction svl i at p 1 .
Example: With N = 2, D = 38, C e = 7, C t = 2, and the energy consumption and execution time of the unary and binary instructions at the two voltage levels given below:
Voltage Level: 1 2 instruction in U 6 3 instruction in B 10 5
Energy Consumption Execution Time
The optimal solution to the ILP obtained from the above ILP formulation and the example program yields a target program whose energy consumption is 119 units. The target program generated using one such solution is shown in Figure 1 (c). Note that the program has an overall execution time of 37 cycles and thereby meets the specified deadline of 38 cycles.
Code-Size Minimization
This section presents the ILP-based analysis for code-size minimization by Naik and Palsberg [15] , recast for our example language. Processor: The processor has a banked register file of N banks and M registers per bank, and a Register Pointer (RP) indicating the "working bank."
Source Program: The source program is provided in the form of the standard sets. Target Program: The target language differs from the source language in two respects: (1) it provides a special instruction srp b ("set RP to bank b"), occupying 2 bytes, to change the working bank at any program point and (2) it uses registers instead of variables. A variable allotted register d in bank b is denoted rd or Rbd, depending upon whether b is the working bank or not, respectively. The target instruction corresponding to x := c occupies 2 or 3 bytes depending upon whether x is allotted a register in the working bank or not, respectively, and the target instruction corresponding to x += y occupies 2 or 3 bytes depending upon whether x and y are allotted registers in the working bank or not, respectively.
Problem: Generate a target program that occupies minimum space.
0-1 Variables:
• Variable r is defined such that for each v ∈ V and b ∈ [1.
.N ], r v,b = 1 iff v is allotted a register in bank b.
• Variable RPVal is defined such that for each (p 1 , p 2 ) ∈ Pair and b ∈ [1.
.N ], RPVal p 1 ,p 2 ,b = 1 if the value of RP at the instruction between p 1 and p 2 is b.
• Variable SetRP is defined such that for each (p 1 , p 2 , p 3 ) ∈ Succ, SetRP p 2 = 1 if the value of RP changes at p 2 .
• Variable UCost p 1 ,p 2 is defined such that for each (p 1 , p 2 , v) ∈ U, UCost p 1 ,p 2 = 1 if the value of RP at the instruction between p 1 and p 2 is not the bank in which the register for v is allotted.
•
if the value of RP at the instruction between p 1 and p 2 is not the bank in which the register for v 1 or v 2 (or both) is allotted.
Constraints: A variable must be stored in exactly one bank, the total number of variables must not exceed the total number of registers, and RP must be set to exactly one bank at every instruction.
∀v ∈ V.
For each (p 1 , p 2 , p 3 ) ∈ Succ, if the value of RP at the instruction between p 1 and p 2 differs from that at the instruction between p 2 and p 3 , then SetRP p 2 = 1.
Any instruction in U occupies 2 or 3 bytes depending upon whether the operand is stored in the working bank or not, respectively. The following constraint characterizes the space cost of each such instruction.
Any instruction in B occupies 2 or 3 bytes depending upon whether both operands are stored in the working bank or not, respectively. The following constraints characterize the space cost of each such instruction.
Objective Function: Minimize the space occupied by the target program:
• If v ∈ V and b is the bank such that r v,b = 1, then v is allotted a unique register in bank b.
• If (p 1 , p 2 , v) ∈ U and v is allotted register d in bank b, then the instruction between p 1 and p 2 is denoted rd := c or Rbd := c, depending upon whether UCost p 1 ,p 2 is 0 or 1, respectively.
• • If (p 1 , p 2 , p 3 ) ∈ Succ, SetRP p 2 = 1, and b is the bank such that RPVal p 2 ,p 3 ,b = 1, then we introduce instruction srp b at p 2 .
• If (p 1 , p 2 ) ∈ Pair where p 1 is the program point before s 1 and b is the bank such that RPVal p 1 ,p 2 ,b = 1, then we introduce instruction srp b at p 1 .
Example: With N = M = 2, the optimal solution to the ILP obtained from the above ILP formulation and the example program yields a target program that occupies 16 bytes. The target program generated using one such solution is shown in Figure 1 
Register Allocation
This section presents the ILP-based analysis for register allocation by Appel and George [2] , recast for our example language.
Processor: The processor consists of K registers. Source Program: The source program is provided in the form of the standard sets and Live ⊆ (P × V), the set of pairs (p, v) such that variable v is live at program point p, and
Target Program: The target language differs from the source language in two respects: (1) it uses registers or memory addresses instead of variables: a variable in register d is denoted rd and a variable in memory is denoted by the variable name itself, and (2) it provides special instructions ld rd, x ("load variable from memory address x to register d") and st x, rd ("store register d into memory address x"), each occupying 3 bytes.
The cost of loading (resp. storing) a variable is C l (resp. C s ) cycles. The cost of fetching and decoding one instruction byte is C i cycles. The target instruction corresponding to x := c occupies 1 or 2 bytes depending upon whether x is a register or memory address, respectively. The target instruction corresponding to x + = y occupies 2, 3, or 4 bytes depending upon whether both x and y are registers, one is a register and the other is a memory address, or both are memory addresses, respectively.
Problem: Generate a target program that executes in minimum time. 0-1 Variables: Variables r, m, l, s are defined such that for each (p, v) ∈ Live we have:
r p,v = 1 iff v arrives at p in a register and departs p in a register. m p,v = 1 iff v arrives at p in memory and departs p in memory. l p,v = 1 iff v arrives at p in memory and departs p in a register. s p,v = 1 iff v arrives at p in a register and departs p in memory.
Constraints: For each (p, v) ∈ Live, v must arrive at p either in a register or in memory and, likewise, depart p either in a register or in memory.
Since registers are scarcer than memory, all the stores will be performed before all the loads at each program point. Therefore, for each p ∈ P, the sum of (i) the variables stored at p (i.e., variables arriving at p in registers and departing p in memory) and (ii) the variables arriving at p in registers and departing p in registers must not exceed K.
∀p ∈ P.
(p,v)∈Live
If variable v is live at successive program points p 1 and p 2 , then it either departs p 1 in a register (resp. memory) and arrives at p 2 in a register (resp. memory). If it departs p 1 in a register, then either it must have already been in a register (r p 1 ,v = 1), or it must have been loaded at p 1 (l p 1 ,v = 1). Likewise, if it arrives at p 2 in a register, then either it must continue in a register (r p 2 ,v = 1), or it must be stored at p 1 (s p 2 ,v = 1).
Objective Function: Minimize the execution time of the target program:
The first component accounts for the cost of each 3-byte load and store instruction that is introduced. The second component accounts for the "overhead" cost of each unary instruction x := c, namely, if x is in memory, it accounts for the cost to store x and the cost to fetch and decode an extra byte of the instruction. The third component accounts for the "overhead" cost of each binary instruction x += y, namely, (i) if y is in memory, it accounts for the cost to load y and the cost to fetch and decode an extra byte of the instruction, and (ii) if x is in memory, it accounts for the cost to load and store x and the cost to fetch and decode another extra byte of the instruction.
Code Generation: The target program generated from a solution to the ILP obtained from the above ILP formulation and the source program is identical to the source program with the following modifications (performed in that order):
• If (p, v) ∈ Live and l p,v = 1, then v is allotted a unique register (say d) and instruction ld rd, v is introduced at p.
• If (p, v) ∈ Live and s p,v = 1, then v was allotted some register (say d) and instruction st v, rd is introduced at p.
• If (p 1 , p 2 , v) ∈ U, then (p 1 , v) / ∈ Live and (p 2 , v) ∈ Live, and there are two cases dictating how the instruction between p 1 and p 2 must be denoted:
If r p 2 ,v + s p 2 ,v = 1, then v is allotted a unique register (say d) and the instruction is denoted rd := c. Else, m p 2 ,v + l p 2 ,v = 1, and the instruction is denoted v := c.
• If (p 1 , p 2 , v 1 , v 2 ) ∈ B, then (p 1 , v 1 ) ∈ Live and (p 1 , v 2 ) ∈ Live, and there are four cases dictating how the instruction between p 1 and p 2 is denoted: Example:
, (6, x), (6, y)}, and Copy = {}, the optimal solution to the ILP obtained from the above ILP formulation and the example program yields a target program with execution time 16 cycles. The target program generated using one such solution is shown in Figure 1 (e).
Open Problems
In this section we discuss three possible research directions. First, how can we design combinations of ILP-based analyses? This would, for instance, enable combining the phases of a compiler, thereby solving the phase-ordering problem. Second, how can we prove the correctness of ILP-based analyses, including combinations of such analyses? Third, how can we prove equivalence results that clarify the relationships between ILP-based analysis, typebased analysis, and set-based analysis? This would be a step towards a unified framework and a better understanding of when each of the approaches is the best fit for a given problem.
Combination
Performing different ILP-based transformations sequentially on a source program might result in the violation of certain constraints on the resource usage of the target program. For instance, consider the ILP formulations for energy efficiency (Section 2.2) and code-size minimization (Section 2.3), denoted I E and I S , respectively. The I E -based transformation, when performed in isolation, ensures that the target program will consume the least energy. However, performing the I S -based transformation following the I E -based transformation does not ensure this. Likewise, the I S -based transformation, when performed in isolation, ensures that the target program will occupy the least space. However, performing the I E -based transformation following the I S -based transformation does not ensure this.
Precise control over both the energy usage and the space usage of the target program can be achieved by a single transformation based on an ILP formulation that is a combination of I E and I S , denoted I ES . The constraints in I ES are those in I E and I S , except that constraint (1) which constrains the overall execution time of the target program must also account for the execution time (say C t ) of each srp instruction that is introduced:
However, there is no one obvious way of dealing with multiple objective functions. Williams [38] suggests that one approach is to take a suitable linear combination of the objective functions. We will illustrate this approach by choosing the objective function of I ES as the sum of the objective functions of I E and I S . Let the energy consumption of the srp instruction be C e and the space occupied by the svl instruction be 2 bytes. The energy usage E and the space usage S of the target program are:
Then, the objective function of I ES is E + S.
The optimal solution to the ILP obtained from I ES and the example program in Figure 1(a) yields the target program in Figure 1 (f) which has space usage 21 bytes and energy usage 116 units.
Correctness
Until now, there have been only a few results on the correctness properties of ILP-based analyses. This is in marked contrast to type-based analyses and set-based analyses, for which many theoretical results are available. Key correctness properties include soundness, preservation, and combination, that is: (1) is the analysis sound with respect to a formal semantics? (2) is the analysis preserved after program transformations and optimizations? and (3) can analyses be combined in ways that preserve basic properties of the program? Foundational results about the correctness of ILP-based analyses can lead to improved compiler technology, quicker debugging of compilers, fewer bugs and increased confidence in generated code, principles for developing new analyses, increased understanding of how to combine analyses, and ILP-based code certification, in the spirit of proof-carrying code, typed assembly language, and Java bytecode verification.
An approach to correctness can take its starting point in the well-understood foundations of type-based analysis and set-based analysis. First, there are results on soundness, that is, the analysis is sound with respect to a formal semantics. Soundness is the key lemma for proving correctness of the optimization that is enabled by the analysis. For type systems, a typical soundness theorem reads:
A well-typed program cannot go wrong. This is a safety result: bad things cannot happen. For set-based analyses, a typical soundness theorem reads, informally:
If an expression e can produce a value v, then the set-based analysis of e gives a set which approximates v.
Again, this is a safety result: unexpected things cannot happen. Milner [12] proved the first type soundness theorem, Sestoft [28, 29] proved that a set-based control-flow analysis is sound with respect to call-by-name and call-by-value semantics, and Palsberg [20] proved that the same analysis is sound for arbitrary beta-reduction, a proof that was later improved by Wand and Williamson [35] . A well-understood proof technique for type soundness [17, 39] uses a lemma that is usually known as Type Preservation or Subject Reduction. Intuitively, such lemmas state that if a program type checks and it takes one step of computation using a rewriting rule, then the resulting program type checks. A similar proof technique works for proving soundness for set-based analysis: Palsberg [20] demonstrated that a setbased analysis is preserved by one step of computation. Some soundness results have been automatically checked, e.g., Nipkow and Oheimb's type soundness proof for a substantial subset of Java [19] . Among the correctness results for optimizations enabled by a program analysis is that of Wand and Steckler [34] for set-based closure conversion.
The preservation of typability and set-based analysis may go beyond merely steps of computation. In particular, the field of property-preserving compilation is concerned with designing and implementing compilers where each phase preserves properties established for the source program. Intuitively, the goal is to achieve results of the form:
If a program has a property, then the compiled program also has that property.
Meyer and Wand [11] have shown that typability is preserved by CPS transformation, and Damian and Danvy [4] and Palsberg and Wand [25] have shown that a set-based flow analysis is preserved by CPS transformation. Examples of end-to-end type-preserving compilers with proofs include the TIL compiler of Tarditi et al. [33] and the compiler from System F to typed assembly language of Morrisett, Walker, Crary, and Glew [13] .
Types and set-based analysis can be combined into so-called flow types. The idea is to use types that are annotated with sets. Flow types have been studied by Tang and Jouvelot [32] , Heintze [6] , Wells, Dimock, Muller, and Turbak [36] , and others, who show how to prove soundness for various kinds of flow types. Correctness results for other kinds of annotatedtype systems have been presented by Nielson, Nielson, and Hankin [18] . One can go further and establish the equivalence of type systems and set-based flow analysis [23, 6, 21, 24] . In these cases, a correctness result for one side can often be transferred easily to the other side. Lerner, Grove, and Chambers [9] combined five dataflow analyses into one analysis, thereby overcoming the phase-ordering problem. Their compiler produces results that are at least as precise as iterating the individual analyses while compiling at least five times faster.
It remains to be seen whether the proof techniques used for type-based and set-based analysis can also be applied to ILP-based analysis.
Relationships with other Approaches
For object-oriented and functional languages, most static analyses are based on a set-based flow analysis. This leads to the suggestion that resource-aware compilation for, say, Java can best be done using a combination of set-based analysis and ILP-based analysis. This is particularly interesting if the two kinds of constraints interact in nontrivial ways. Currently, there is no practical method for combining these; set-based analysis is usually formulated using set constraints and solved using one kind of constraint solver, while ILPs have an entirely different kind of constraint solver. Should the constraints be solved using a joint constraint solver or should one kind of constraints be translated to the other? How can correctness be proved for such a combined analysis?
For a typed language, perhaps ILP-based analyses can be phrased as type-based analyses [22] . Focusing on typable programs tends to make correctness proofs easier in the setting of set-based analysis for object-oriented and functional languages; perhaps also for ILP-based analyses?
Conclusion
Devices such as medical implants, smart cards, etc. lead to a demand for smaller and smaller computers so the issues of limited resources will continue to be with us. Writing the software can be done faster and more reliably in high-level languages, particularly with access to a resource-aware compiler. One of the main approaches to building resource awareness into a compiler is to use ILP-based static analysis. We have presented the formulation of four recent ILP-based static analyses in a uniform format for a simple example language. We have also outlined several open problems in ILP-based resource-aware compilation.
Glossary
Compiler A software tool which translates a program in a high-level language to an equivalent program in a target language, typically machine code.
Data-flow equations A kind of set constraints of the form X = Y where X and Y are set expressions. Data-flow equations are used in static analyses such as liveness analysis.
ILP Integer Linear Programming.
NP-complete
The set of problems which are the hardest problems in the complexity class NP in that they are the ones most unlikely to be solvable in polynomial time. Examples of NP-complete problems include the Hamiltonian cycle and traveling salesman problems. At present, all known algorithms for NP-complete problems require time exponential in the problem size. It is unknown whether there are any faster algorithms. Therefore, NP-complete problems are usually solved using approximation algorithms, probabilistic methods, or heuristics.
Phase-ordering problem An optimizing compiler performs several optimization phases. Different orderings of the phases can yield different performance of the generated code. This is because one phase can benefit or suffer from being performed after another phase. The phase-ordering problem is to determine the best ordering of the optimization phases.
Set constraints Constraints of the form X ⊆ Y where X and Y are set expressions. Such constraints are used in set-based static analyses.
Static analysis A technique that is used by a compiler to determine facts about a program that are useful for optimizations.
Type constraints Constraints of the form X = Y or X ≤ Y where X and Y are type expressions. Such constraints are used in type-based static analyses.
