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Jump-number of Means on Graphs
CHRISTIAN DELHOMME´, MAURICE POUZET AND NORBERT SAUER
We prove that the jump-number of a symmetric and idempotent n-ary operation defined on the
vertex-set of a graph G is at least
⌈
min
{
g
4 ,
g−1
n
}⌉
, where g is the girth of G.
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1. INTRODUCTION
Given a set V , an n-variable mapping f : V n → V is idempotent if it maps every constant
n-tuple to that constant; it is an n-mean if it is symmetric (i.e., invariant under any permutation
of the variables). Once V is endowed with some structure, and V n with a ‘derived’ structure,
the question of the existence of homomorphic n-means arises. For instance the circle R/Z
(and more generally any topological space of which it is a retract) admits no continuous n-
mean when n ≥ 2. The structures that we shall consider are (reflexive) graphs. Given a graph
G, the derived structure that we endow V n with is the Hamming nth-power G2n , so that, a
mapping f : V n → V is a graph homomorphism if and only if it is regular in every variable,
i.e., all self-mappings of V obtained from f by fixing all but one variable are endomorphisms
of G. We define the jump-number J f of an n-mean f : V n → V as the ‘greatest’ graphic
distance (w.r.t. to G) between the images of two adjacent vertices of G2n , thus quantifying the
failure of f to be regular in every variable. Our main result, Theorem 1 below, gives a lower
bound of J f in terms of the girth of G (the length of its shortest cycles) and of the number
of variables. In some respects, this (quantitative) result may be seen as a discrete analogue
of the (qualitative) statement above, concerning the circle R/Z; but it also yields quantitative
refinements of that statement, e.g., the fact that for every 2-mean f of a metric space admitting
a (non-expansive) retraction on the circle, there are two arbitrarily close points x and x ′ such
that, for some third point y, f (x, y) and f (x ′, y) are no closer than one-fourth of the total
length of the circle (see Theorem 2).
The results of this paper were originally motivated by Arrow’s Impossibility Theorem. Con-
sider the set Vm of all linear orderings on an m-element set E ; with each 2-element subset u
of E , associate the equivalence relation ≡u on Vm for which two linear orderings are equiv-
alent if they coincide on u. Letting R denote the relational structure on V made up of all
≡u’s, Arrow’s Theorem for linear orders states that, if m ≥ 3, then projections are the only
idempotent homomorphisms from the categorical nth-power Rn of R into R ([1], cf. [6]); in
particular no homomorphism fromRn intoR is an n-mean when n ≥ 2. Then, how far are the
n-means from being homomorphisms? We do not directly address this question here. In fact,
there is a graph behind a strengthening of Arrow’s Theorem, namely the permutahedron Pm
(the graph on Vm for which two orderings are linked by an edge if they differ in at most one
comparability): for n ≥ 2, there is no homomorphic n-mean from PAnm into Pm [6], where
PAnm denotes the affine nth-power of Pm (a graph on Vm ‘intermediate’ between the categor-
ical and the Hamming powers of Pm). The girth of Pm is 4 (for m ≥ 4); but for such a girth,
our result, as stated, says nothing. Still, the permutahedron retracts onto a 6-element cycle;
and from the minoration given for such a cycle, it follows that for n ≤ 4, no n-mean of Pm
can be regular in every variable (cf. Remark 1). On the other hand, it can be checked that for
each n ≥ 2(m! − 2), Pm admits an n-mean regular in every variable (like any graph on an
m!-element set) (see [3]). These two statements are far from being acute; so we ask:
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PROBLEM. Find the least integer n(m) such that, for every n ≥ n(m), Pm admits an n-
mean regular in every variable.
2. PRELIMINARIES
We consider undirected graphs, specified as reflexive and symmetric binary relations G =
(VG, EG), with VG and EG ⊂ VG × VG denoting, respectively, the vertex-set and the
edge-set of G. Given two vertices x and y, we shall write x ∼G y when (x, y) ∈ EG
(in particular, x ∼G y if and only if y ∼G x , and z ∼G z for every vertex z). Denote
by dG : VG × VG → N ∪ {∞} the shortest-path distance on the vertex-set: dG(x, y)
is the least d for which there is a path of length d between x and y, that is, a sequence
x = z0 ∼G · · · ∼G zd = y. Given two graphs R and G, the jump-number J f of a mapping
f : VR→ VG is the least λ ∈ {0, 1, . . .}∪{∞} such that dG( f (x), f (y)) ≤ λ×dR(x, y), for
every x and y in VR. With this definition, J f ≤ 1 if and only if f is a graph homomorphism,
i.e., ( f (x), f (y)) ∈ EG whenever (x, y) ∈ ER. Given an integer n ≥ 1, the Hamming nth-
power of a graph G is the graph G2n on (VG)n such that (x1, . . . , xn) ∼G2n (y1, . . . , yn) if
and only if there is at most one k ∈ {1, . . . , n} such that xk 6= yk , in which case xk ∼G yk .
The upper integral part of a real number x will be denoted by dxe (so that dxe − 1 < x ≤
dxe). We shall prove the following.
THEOREM 1. Consider two integers n > 1 and g ≥ 3. For every graph G of girth g and
every n-mean f : (VG)n → VG, the jump-number of f , once (VG)n is equipped with the
Hamming power of G, is at least ⌈min{g4 , g−1n }⌉. Furthermore, equality can hold.
The proof of the minoration of J f goes as follows. The cycle space ZG of G is a free
abelian group (Z(r),+) for some cardinal r > 0. From an n-mean f invalidating the above
statement, one could define an endomorphism ϕ of ZG such that n · ϕ would be idZG, the
identity mapping (ϕ would be ‘induced’ by any self-mapping of VG obtained from f by fixing
all but one variable). Clearly, however, such a ϕ cannot exist, since for instance, the element
(1, 0, . . . , 0, . . .) of Z(r) is not divisible by n. A related argument has been used in [2] to
prove that every finite CW-complex admitting a continuous n-mean must be homotopically
trivial [2].
EXAMPLE 1. The following mapping is an n-mean of {1, . . . , g}.
M : {1, . . . , g}n −→ {1, . . . , g}
(x1, . . . , xn) 7−→
⌈
x1 + · · · + xn
n
⌉
.
Considering {1, . . . , g} as the vertex-set of the cycle Cg of length g (so that two distinct ver-
tices x and x ′ are linked by an edge if and only if |x ′ − x | is congruent to 1 modulo g), the
jump-number ofM is precisely equal to ⌈g−1
n
⌉
.
REMARK 1. Recall that a graph R is a retract of a graph G if there exist two graph homo-
morphisms j : VR→ VG and r : VG→ VR satisfying r ◦ j = idVR. Assume that R is a
retract of G (with associated j and r ), and consider an n-variable mapping f : (VG)n → VG.
Let
f˜ : (VR)n −→ VR, (x1, . . . , xn) 7−→ r ◦ f ( j (x1), . . . , j (xn)).
Then J f˜ ≤ J f .
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In particular, for every n-mean f of a graph G with girth g ≥ 3, the cycle Cg admits an
n-mean f˜ with J f˜ ≤ J f , since Cg is a retract of G (see [5]).
Accordingly, we could reduce the proof of Theorem 1 to the particular case of the cycles;
but this would lead to no substantial simplification in our proof. In this case, our argument
reduces to considerations on Brouwer degrees: given a map f : VCg′ → VCg between
two cycles, consider the sum
∑
k∈VCg δ f (k), where δ f (k) denotes that integer in the interval[−g2 , g2 [ congruent to f (k + 1)− f (k) modulo g. This sum (considered in Z) is divisible by
g; its quotient by g is the degree b( f ) of f . Then (cf. Section 4 below):
(i) If f1 and f2 are two maps from VCg′ into VCg, then b( f1) = b( f2), whenever J f1 +
J f2 + 2× d( f1, f2) < g.
(ii) For two maps f ′ : VCg′′ → VCg′ and f : VCg′ → VCg, b( f ′ ◦ f ) = b( f ) × b( f ),
provided that J f ′ × J f < g2 .
In the particular case of an n-mean f on a cycle Cg, with n dividing g, consider f : VGg →
VGg and α : VGg→ VGg
n
, where f (k) := f (k, k+ g
n
, . . . , k+ (n−1)× g
n
)
and α(k) is the
element of VGg
n
congruent to k modulo g
n
. Observe that b(α) = n and Jα = 1. Furthermore,
as f is symmetric, f = f ′ ◦ α for some f ′ : VGg
n
→ VGg with J f ′ = J f . Assuming that
J f <
⌈
min
{g
4 ,
g−1
n
}⌉
, then on the one hand it would follow from iterated applications of (i)
that b( f ) = b(k 7→ f (k, . . . , k)), that is 1 (because f is idempotent), but on the other hand,
it would follow from (ii) that b( f ) = b( f ′)× b(α), which is a multiple of n (cf. Remark 3).
REMARK 2. For a graph G with no cycle at all, there is always an n-mean f with J f = 1.
Namely, supposing w.l.o.g. that G is connected, by selecting some vertex as a root, obtain a
downward directed tree (seen as a poset), and set f (x1, . . . , xn) := inf{x1, . . . , xn}. (Observe
that f (x1, . . . , xn) = x1 ∧ inf{x2, . . . , xn}.)
REMARK 3. The jump-number of an n-mean on a graph G is intended to ‘quantify its
failure regularity’. We defined it as the least lipschitz coefficient of that mean with respect
to dG. Since the distance dG2n is the `1-distance associated to dG, this definition extends
to general metric spaces. However, it may not say much about a ‘failure regularity’, as it
may happen that such means are λ-lipschitz only for λ = ∞. For instance, the real circle
C = (C, d) of length 1 (C := R/Z and d is the quotient of the usual distance on R) has no
continuous n-mean: for a continous n-mean f : Cn → C , the mapping f (x) := f (x, x +
1
n
, . . . , x + n−1
n
)
would be homotopic to the diagonal mapping δ(x) := f (x, . . . , x), hence
f would have degree 1; besides f would also factorize into f = f ′ ◦ α, with α(x) := n × x ,
and f ′ : C → C continuous, thus n would divide the degree of f .
Given a metric space X = (X, d), define the jump-number of an n-variable mapping f :
Xn → X as:
J f := inf{J f (ε) : ε > θ(X)}, where θ(X) := inf{d(x, y) : x 6= y} and
J f (ε) :=
sup{d( f (x1, . . . , xk−1, y, xk+1, . . . , xn), f (x1, . . . , xk−1, y′, xk+1, . . . , xn)) :
x1, . . . , xk−1, xk+1, . . . , xn, y, y′ ∈ X, k ∈ {1, . . . , n}, d(y, y′) ≤ ε}.
In the case of X = (VG, dG), this coincides with the jump-number previously defined (and
explains that the term jump-number has been preferred to the term lipschitz-number).
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REMARK 4. The definition above directly takes care of n-variable mappings, not consid-
ering them as general mappings f : X → Y between two metric spaces (for which the
jump-number would be defined as J ′f := inf{sup{d( f (x), f (y)) : d(x, y) ≤ ε} : ε > θ(X)}).
In fact, for mappings f : Xn → X , if θ(X) > 0, then J f = J ′f , but if θ(X) = 0, then J ′f can
range from J f to n × J f .
Observe now that in the case of M, the n-mean of C given in Example 3(i) below, is
JM = J ′M = 1n . In particular, for n > 3 (and f an n-mean of C), the minoration J ′f ≥ 1n is
a strict consequence of the minoration J f ≥ 1n given by Theorem 2 below, and it cannot be
sharpened.
THEOREM 2. If f : Cn → C is an n-mean, then J f ≥ min
{ 1
4 ,
1
n
}
. Furthermore, equality
can hold.
This conclusion is also valid for metric spaces admitting a (non-expansive) retraction onto
the circle (see Remark 1).
PROOF. The proof relies on Theorem 1 and the fact that each cycle Cg is a g-retract of
C (see Section 3.2.1 below). Assume that J f < min
{ 1
4 ,
1
n
}
and consider some J strictly in
between
(
J f < J < min
{ 1
4 ,
1
n
})
. Given g ≥ 3, consider the mappings
j : {1, . . . , g} −→ ]0, 1] r : ]0, 1] −→ {1, . . . , g}
k 7−→ kg x 7−→ dg× xe.
For g big enough, the mapping f˜ : (VR)n → VR, defined as in Remark 1, is an n-mean
satisfying: J f˜ ≤
⌈
g× J f
( 1
g
)⌉ ≤ dg× Je < min{g4 , g−1n }, contradicting Theorem 1.
For the optimality, see Examples 3. 2
REMARK 5. Given any metric space X and n > 1, denote by J (X, n) the greatest lower
bound of all jump-numbers of n-means on X. (For example, Theorem 2 gives J (C, n) =
min
{ 1
4 ,
1
n
}
.) Let S denote the two-dimensional unit euclidian sphere (so, as a metric space,
it has diameter pi ). Applying similar arguments roughly, one would obtain: pi3 < J (S, 2) ≤
arccos −13 ≤ 2pi3 . We will not give the proof here.
3. EXAMPLES
3.1 Retracts and samples. Given two graphs G and R and a real number λ > 0, recall
that a mapping f : VR → VG is λ-lipschitz for dR and dG when dG( f (x), f (y)) ≤
λ × dR(x, y) for every (x, y) ∈ VR × VR. Say that R is a λ-sample of G if there exist a
λ-lipschitz mapping j : VR → VG and a graph homomorphism r : VG → VR satisfying
dG( j ◦ r(x), x ′) ≤ λ, for every adjacent vertices x and x ′ of G.
3.1.1 Assume that R is a λ-sample of G (with associated j and r ), and consider an n-
variable mapping f : (VR)n → VR. Say that f is convex if x ∼R y implies f ({x, y}n) ⊂
{x, y}. Let
f : (VG)n −→ VG, (x1, . . . , xn) 7−→
{
x1 if the xk’s are all equal
j ◦ f (r(x1), . . . , r(xn)) if not.
If f is convex, then J f ≤ λ× J f .
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EXAMPLE 2. Given n > 1, define
pin : (Z/2Z)2 × · · · × (Z/2Z)2 −→ (Z/2Z)2
((x1, y1), . . . , (xn, yn)) 7−→ (x1 × · · · × xn, y1 × · · · × yn).
Considering (Z/2Z)2 as the vertex-set of the cycle C4 of length 4 (so that (x, y) ∼ (x ′, y′)
when x = x ′ or y = y′), notice that Jpin = 1 and that pin is convex (in fact, (Z/2Z)n being
endowed with its lattice structure, pin(z1, . . . , zn) = z1 ∧ · · · ∧ zn while x ∼C4 y implies
x ≤ y or y ≤ x).
Now given g ≥ 4, as C4 is obviously a
⌈g
4
⌉
-sample of the cycle Cg (consider j : k ∈
{1, 2, 3, 4} 7→ ⌈g4 × k⌉ and r : x ∈ {1, . . . , g} 7→ ⌈ 4g × x⌉), it follows from Section 3.1.1
above that pin is an n-mean of Cg with a jump-number not exceeding
⌈g
4
⌉
. (In particular,
Jpi2 = Jpi3 =
⌈g
4
⌉
.)
3.2 In Remark 1 and Section 3.1 above, the graph G can be replaced by a metric space.
Consider a graph R and a metric space X = (X, d):
3.2.1 Given λ > 0, say that R is a λ-retract of X if there exist two mappings j : VR× X
and r : X → VR, with j being 1
λ
-lipschitz (for dR and d), r ◦ j = idVR and such that
dR(r(x), r(x ′)) ≤ dλ× d(x, x ′)e, for every x , x ′ in X . (Notice that R is a λ-retract of (X, d)
if and only if it is a 1-retract of (X, λ× d).)
Now consider an n-variable mapping f : Xn → X . Given any λ > 0, if R is a λ-retract
of X (with associated j and r ), then the mapping f˜ : (VR)n → VR defined as in Remark 1
satisfies: J f˜ ≤
⌈
λ× J f
( 1
λ
)⌉
.
3.2.2 Given λ > 0, say that R is a λ-sample of X if there exist a λ-lipschitz mapping
j : VR→ X , a mapping r : X → VR and some ε > 0 such that
for every x, x ′ in X with d(x, x ′) ≤ ε,
{
r(x) ∼R r(x ′) and
d( j ◦ r(x), x ′) ≤ λ.
With this definition, Section 3.1.1 extends verbatim, with X in place of G.
EXAMPLES 3. (i) Identifying the real interval ]0, 1] with the underlying set of the metric
space C, the n-meanM : (x1, . . . , xn) 7→ x1+···+xnn has a jump-number precisely equal to 1n(cf. Example 1).
The cycle C4 is a 14 -sample of the real circle C, thus C admits an n-mean pin (see Exam-
ple 2) with a jump-number not exceeding 14 . (In particular, Jpi2 = Jpi3 = 14 .)
4. PROOF OF THEOREM 1
4.1 Cycle-space. The chain-space of the graph G will be the abelian group EG gener-
ated by the edge-set EG and subject to the relations (z, z) = 0 and (x, y) + (y, x) = 0. It
is endowed with an integer-valued norm which maps each chain to the least number of edges
adding up to it. On this chain-space is defined the boundary operator ∂G : EG → VG with
values in the abelian group VG freely generated by the vertex-set VG; it is a group homomor-
phism satisfying ∂G(x, y) = y− x for every (x, y) ∈ EG. The cycle-space of G is the kernel
ZG of the boundary operator. Notice that the girth of G is the least norm of its non-zero
cycles.
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4.2 Lipschitz mappings. Given two graphs H and K, consider a map f : VH→ VK.
When f is a graph homomorphism, denote by f∗ : EH→ EK the induced group homomor-
phism (given by f∗(x, y) = ( f (x), f (y)), for every (x, y) ∈ EH). It maps cycles to cycles;
then denote by f] : ZH → ZK the corresponding restriction. Assume that, more generally,
f is λ-lipschitz for dH and dK, with λ < ∞. In particular, for every edge (x, y) ∈ EH, there
is a path f (x) = z0 ∼K · · · ∼K zd = f (y) for some d ≤ λ. Observe then, that the chain
(z0, z1)+ · · · + (zd−1, zd) does not depend on the choice of the path, up to a cycle of norm at
most 2× λ. Thus, for each ` ≥ 2× λ, we obtain a group homomorphism
f∗[`] : EH −→ EK/Z`K,
where Z`K denotes the group spanned by the cycles of norm not exceeding `. Notice that it
maps ZH into ZK/Z`K and denote by f][`] : ZH→ ZK/Z`K the corresponding restriction.
Notice that, if in addition g : VL → VH is a group homomorphism (so that f ◦ g is
λ-lipschitz for dL and dK), then ( f ◦ g)][`] = f][`] ◦ g].
4.3 n-variable mappings. Given a graph G, consider an n-variable mapping f : (VG)n
→ VG. Denote by fδ : VG → VG, x 7→ (x, . . . , x) its diagonal mapping (hence f is
idempotent if and only if fδ = idVG). For each x ∈ (VG)n and k ∈ {1, . . . , n}, denote
by f xk : VG → VG its kth-partial mapping at x, which is obtained by letting free the kth
variable and by fixing the other variables to their values in x. Say that f is λ-lipschitz in every
variable when its partial mappings are all λ-lipschitz (for dG).
The proof of Theorem 1 relies on the following proposition, which we shall prove in the
following section.
PROPOSITION. Given a connected graph G and an n-variable mapping f : (VG)n →
VG, consider an integer `.
(1) If f is λ-lipschitz in every variable and ` ≥ 4× λ, then the group homomorphisms
f xk][`] : ZG −→ ZG/Z`G
do not depend on x; in this case, denote them by fk][`].
(2) If in addition fδ is µ-lipschitz and ` ≥ max{µ+ n × λ, 2× µ}, then
f1][`] + · · · + fn][`] = fδ][`] : ZG −→ ZG/Z`G.
4.4 Proof of Theorem 1. Let us first establish the minoration. Given a graph G of girth
g < ∞ (which we can clearly assume to be connected), consider an integer n > 1 and an
n-mean f : (VG)n → VG. Assume by contradiction that J f < min
{g
4 ,
g−1
n
}
and consider
` = max{4 × J f , 1 + n × J f }. Notice that in particular ` < g, so that Z`G = {0}. Now
it follows from the Proposition that the f xk] = f xk][`] are all equal to an endomorphism ϕ
of ZG which satisfies n · ϕ = fδ] = idZG. However, as seen in Section 2, this leads to a
contradiction, since ZG is a non-zero free abelian group.
As for the optimality of this minoration: for n ≥ 4, see Example 1; for n ≤ 3 and g ≥ 4,
see Example 2; finally for g = 3, just consider a complete graph. 2
5. PROOF OF THE PROPOSITION
NOTATION. Consider two graphs H and K, a mapping f : VH→ VK which is λ-lipschitz
for dH and dK, and an integer ` ≥ 2× λ.
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If 0 is a subgroup of ZH on which f][`] vanishes, then denote by f][`];0 : ZH/0 →
ZK/Z`K the induced group homomorphism, so that f][`] = f][`];0 ◦ τH0 , where τH0 : ZH→
ZH/0 is the canonical projection.
5.1 3-lipschitz mappings. Consider a graph H and a map 3 : EH → N such that
3(x, x) = 0 for every vertex x ∈ VH. Define a semi-norm on EH:
σ ∈ EH 7−→ ‖σ‖3 = inf{3(x1, y1)+ · · · +3(xd , yd) : (x1, y1)+ · · · + (xd , yd) = σ },
(in particular, the usual norm on EH corresponds to 3 mapping non-loop edges to 1). For
each non-negative integer `, denote by Z3` H the subgroup of ZH spanned by the chains σ for
which ‖σ‖3 ≤ `.
Given a graph K and a mapping f : VH → VK, say that f is 3-lipschitz when dK( f (x),
f (y)) ≤ 3(x, y) for every (x, y) ∈ EH. Observe that, if 3 is bounded above by λ (so that in
particular f is λ-lipschitz), then for any integer ` ≥ 2× λ, f][`] vanishes on Z3` H.
5.2 Powers of G. Consider a graph G and an integer n ≥ 1. For each x = (x1, . . . , xn) ∈
(VG)n and k ∈ {1, . . . , n}, define the kth-partial injection at x
ιxk : VG −→ (VG)n
x 7−→ (x1, . . . , xk−1, x, xk+1, . . . , xn).
Define also the diagonal injection
δ : VG −→ (VG)n
x 7−→ (x, . . . , x).
Recall that G2n is the graph on (VG)n given by
EG2
n = {(ιzk(x), ιzk(y)) : (x, y) ∈ EG, z ∈ (VG)n, k ∈ {1, . . . , n}}.
Let G2nδ denote the graph on (VG)n given by
EG2
n
δ = EG2n ∪ {(δ(x), δ(y)) : (x, y) ∈ EG}.
The graph G2nδ is the ‘least’ graph on (VG)n for which δ and the ιzk’s are graph homomor-
phisms.
Given two distinct indices i and j in {1, . . . , n}, and an n-tuple z = (z1, . . . , zn) ∈ (VG)n ,
for each edge (x, y) ∈ EG, denote by ιzi, j (x, y) the n-tuple (z′1, . . . , z′n) ∈ (VG)n given by:
z′i = x, z′j = y and z′k = zk for k ∈ {1, . . . , n} \ {i, j}.
• Denote by 5 the subgroup of Z4G2n ⊂ ZG2nδ spanned by all cycles
(ιzi, j (x, x
′), ιzi, j (y, x ′)) + (ιzi, j (y, x ′), ιzi, j (y, y′))
+ (ιzi, j (y, y′), ιzi, j (x, y′))+ (ιzi, j (x, y′), ιzi, j (x, x ′)),
with (x, y) and (x ′, y′) in EG, i and j , two distinct elements of {1, . . . , n}, and z in
(VG)n .
• Denote by 1 the subgroup of ZG2nδ spanned by all cycles
(z0, z1)+ · · · + (zn−1, zn)− (δ(x), δ(y)),
with (x, y) in EG, x 6= y and δ(x) = z0 ∼G2n · · · ∼G2n zn = δ(y).
774 C. Delhomme´ et al.
• Finally, denote by 6 the subgroup of ZG2nδ generated by the union 5 ∪1.
LEMMA ([4] LEMMA 1). Consider a connected graph G and an integer n > 1.
(1) The group homomorphisms
τG
2n
5 ◦ ιxk] : ZG −→ ZG2
n
/5
do not depend on x.
(2) In particular, the τG2
n
δ
6 ◦ ιxk]’s do not depend on x either: denote them by ιk]6 : ZG→
ZG2nδ /6. Furthermore:
ι1]6 + · · · + ιn]6 = τG
2n
δ
6 ◦ δ] : ZG −→ ZG2
n
δ /6. 2
5.3 Proof of the Proposition. Given G connected and f : (VG)n → VG, observe that
each f xk is equal to f ◦ ιxk , that fδ = f ◦ δ and that f is λ-lipschitz in every variable precisely
if it is λ-lipschitz for dG2n and dG.
(1) Assume that f is λ-lipschitz for dG2n and dG and that ` ≥ 4×λ. As5 ⊂ Z4G2
n
, f][`]
vanishes on 5. Now for each x and k,
f xk][`] = f][`];5 ◦ τG
2n
5 ◦ ιxk] : ZG→ ZG2
n −→ ZG2n/5 −→ ZG/Z`G;
hence, according to the lemma, it does not depend on x.
(2) Assume that, in addition, fδ is µ-lipschitz and ` ≥ max{µ+n×λ, 2×µ}. Then observe
that f is 3-lipschitz, where, for each (x, y) ∈ EG2nδ with x 6= y, 3(x, y) is equal to λ when
(x, y) ∈ EG2n , and 3(x, y) is equal to µ otherwise (i.e., when (x, y) is a ‘diagonal edge’).
Furthermore, ` ≥ sup3 and
• 1 ⊂ Z3µ+n×λG2
n
δ , so f][`] vanishes on 1,
• 5 ⊂ Z4G2n , so f][`] vanishes on 5.
In particular, f][`] vanishes on 6. Now for each x and k,
f xk][`] = f][`] ◦ ιxk] = f][`];6 ◦ τG
2n
δ
6 ◦ ιxk] : ZG −→ ZG/Z`G.
Thus, it follows from the Lemma that:
f1][`] + · · · + fn][`] = f][`];6 ◦ ι1]6 + · · · + f][`];6 ◦ ιn]6 : ZG −→ ZG/Z`G
= f][`];6 ◦ (ι1]6 + · · · + ιn]6)
= f][`];6 ◦ τG
2n
δ
6 ◦ δ]
= f][`] ◦ δ]
= ( f ◦ δ)][`]
= fδ][`]. 2
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