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Abstract: We discuss the prospects of performing high-order perturbative calcula-
tions in systems characterized by a vanishing temperature but finite density. In partic-
ular, we show that the determination of generic Feynman integrals containing fermionic
chemical potentials can be reduced to the evaluation of three-dimensional phase space
integrals over vacuum on-shell amplitudes — a result reminiscent of a previously pro-
posed “naive real-time formalism” for vacuum diagrams. Applications of these rules
are discussed in the context of the thermodynamics of cold and dense QCD, where it is
argued that they facilitate an extension of the Equation of State of cold quark matter
to higher perturbative orders.
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1 Introduction
Understanding the properties of cold and dense strongly interacting matter is known
to be a very challenging task. With the Sign Problem preventing a lattice approach
[1], the first-principles methods available for describing, e.g., the internal composition
of neutron stars, are limited to Chiral Effective Theory at low baryon densities [2] and
perturbative QCD at ultrahigh density [3]. In order to decrease the currently sizable
error bars of the Equation of State (EoS) of neutron star matter [4], it is thus clear
that these two approaches should be actively pushed to higher orders. Indeed, it has
been shown recently that a systematic interpolation between the low- and high-density
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limits can be efficiently used to restrict the behavior of the neutron star EoS at all
densities, provided that the asymptotic limits are accurate enough [5, 6].
The current state-of-the-art result for the perturbative EoS of zero-temperature
quark matter is from a three-loop, or O(α2s), calculation that was first performed at
vanishing quark masses [7, 8], but later generalized to nonzero quark masses [9] (see also
[10]) and small but nonvanishing temperatures [11]. Extending these zero-temperature
results to higher orders, however, presents a considerable technical challenge. Similarly
to the case of high temperatures [12, 13], part of the problem in extending these results
lies in understanding how to handle the contributions of the soft momentum scales
to the quantity. These difficulties will be addressed in a forthcoming publication,
containing the logarithmic α3s ln αs and α
3
s ln
2 αs contributions to the perturbative EoS
[14]. A more challenging part of the full O(α3s) result is, however, the contribution of
the hard energy scale µB, i.e. the baryon chemical potential, which is obtained from
the sum of all four-loop bubble diagrams of QCD. The high-temperature counterpart
of this computation has turned out to be extremely challenging, and has only been
worked out in φ4 theory [15] as well as for the large-Nf limit of QCD [16].
In the paper at hand, we present a new technical tool for perturbative calculations
at zero temperature but finite chemical potentials that we argue enables a high-order
determination of many important thermodynamic quantities. This tool is referred to
as a set of “cutting rules”, which were proposed but not explicitly derived in ref. [9].
They concern Feynman integrals at zero temperature and finite fermionic chemical
potentials, and reduce the evaluation of the original One-Particle-Irreducible (1PI)
Feynman graph to the computation of three-dimensional phase space integrals over on-
shell vacuum (T = µ = 0) amplitudes. This represents a remarkable simplification for
practical calculations, as there is a vast amount of literature on vacuum amplitudes that
can be directly taken over. This significantly streamlines the evaluation of multi-loop
Feynman graphs.
Although our derivation of the cutting rules utilizes the imaginary-time formalism
of thermal field theory, it is interesting to note that the result appears to have an
intimate connection to the real-time formalism as well. In particular, it can be shown
that (modulo some simple additional assumptions) our cutting rules would emerge from
a naive replacement of Euclidean propagators by the time-ordered propagators of the
real-time formalism, closely reminiscent of eq. (4) of ref. [17]. This is sometimes referred
to as the “naive real-time formalism”. This result dates back to the much earlier work
of Dashen et al. [18], where a connection between certain statistical-physics quantities
and scattering amplitudes was proposed, and it has since then been developed, e.g., in
[19, 20]. It is, however, important to note that the formalism has been proposed only
for vacuum diagrams, and even there no proof to all orders exists; rather, the validity of
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the replacement has only been checked on a case-by-case basis up to partial three-loop
order. In contrast, our proof of the zero-temperature cutting rules covers all Euclidean
n-point functions up to an arbitrary order in perturbation theory, thereby validating
the use of the naive real-time formalism for these quantities.
Our paper is organized as follows. In section 2, we introduce our notation and
state the cutting rules. In addition, as an illustration, we present a simple two-loop
computation in two ways: both without and with the help of the cutting rules. Section
3 then contains a detailed proof of the rules, as well as two intermediate lemmas that
are each interesting in their own right. After this, we discuss the regularization of
the most common divergences occurring in the cut graphs in section 4, while section
5 presents an outlook on the applications of the cutting rules, in particular in dense
QCD. Lastly, many details of the more subtle parts of our proof have been relegated
to the appendixes.
2 Cutting rules
2.1 Notation and statement of the rules
We work with Euclidean signature Feynman graphs at zero temperature and finite
chemical potentials. This means that we can think of our diagrams as consisting of two
types of propagators, “fermionic” 1/((q0 + iµ)
2 + (Eiq)
2) and “bosonic” 1/(q20 + (E
i
q)
2),
where Eiq ≡
√
q2 +m2i and q represents a spatial momentum vector. Consistently
with the fermionic nature of the chemical potential, we assume µ to be larger than
the mass of the corresponding field. Divergences are finally regulated via dimensional
regularization by working in d = 3− 2 spatial dimensions, defining∫
Q
≡
∫ ∞
−∞
dq0
2pi
∫
q
≡
∫ ∞
−∞
dq0
2pi
∫
ddq
(2pi)d
, (2.1)
where Q denotes a Euclidean four-vector, such that Q2 ≡ q20 + q2.
Before stating the cutting rules, we make a few simplifying assumptions, the pur-
pose of which is to keep our presentation as concise and readable as possible:
• There is no structure in the numerator of the original Feynman integral, i.e. we
consider scalar propagators and trivial vertex functions.
• No individual propagator is raised to a power higher than one.
• There is only one chemical potential appearing in the graph.
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• In the external momenta Pk = (pk0,pk), the pk0 are always real-valued, correspond-
ing to imaginary frequencies ωk.
As will be discussed in section 5, the first three of these assumptions can be easily
relaxed, but at the cost of making the notation somewhat more convoluted. Note,
however, that we have made absolutely no assumptions about the masses of the prop-
agators, so that they can and will be considered independent.
Under the above assumptions, let us consider an arbitrary 1PIN -loop n-point Feyn-
man graph F ({Pk}, µ), where the Pk, k = 1, 2, ..., n stand for the external momenta.
According to the cutting rules, we may write this function in the form
F ({Pk}, µ) = F0-cut({Pk}) + F1-cut({Pk}, µ) + · · ·+ FN -cut({Pk}, µ), (2.2)
where F0-cut({Pi}) is simply the original graph evaluated at vanishing chemical poten-
tial, µ = 0, while the remaining pieces result from the cutting procedure. In particular,
Fj-cut({Pk}) denotes the sum of all so-called “j-cut” diagrams, in which exactly j of
the internal fermionic propagators have been cut off. This cutting procedure involves
the following steps:
1. Removing the cut propagators from the original graph.
2. Evaluating the resulting N − j -loop n + 2j -point amplitude at T = µ = 0,
assuming all external momenta to be real-valued.
3. Setting the cut momenta Qi on shell, i.e. writing q
i
0 = iEi for each of them.
4. Integrating the resulting expression over the cut three-dimensional momenta with
the weights −θ(µ− Ei)/(2Ei).
An important additional rule is that those cuts that divide the original graph into two
or more disconnected pieces are to be thrown out.
The usefulness of the cutting rules originates from the fact that they isolate the
chemical-potential dependence of the original graph in the θ-function factors in the
three-dimensional “phase space” integrations. Owing to the abundance of analytic re-
sults for vacuum amplitudes in the literature, one typically only needs to perform (some
of) these phase space integrations numerically, which is an enormous simplification.
2.2 Example calculation: standard technique
To illustrate the use of the cutting rules as well as motivate their introduction, we
consider next an elementary practical example in the form of a two-loop integral en-
countered when considering the graph of fig. 1, appearing in the O(αs) contribution
– 4 –
Figure 1: A two-loop diagram contributing to the partition functions of QED and
QCD, with the wiggly line corresponding to a gauge boson (photon or gluon) and the
solid lines to fermions (electrons or quarks).
to the EoS of QED or QCD matter. At zero temperature, the most nontrivial master
integral resulting from this diagram is the two-loop “sunset”
I2(µ) ≡ =
∫
P
∫
Q
1
(p0 + iµ)2 + E2p
1
(q0 + iµ)2 + E2q
1
(p0 − q0)2 + (p− q)2 (2.3)
=
∫
P
∫
Q
∫
K
(2pi)4δ(4)(P −Q−K)(
(p0 + iµ)2 + E2p
)
((q0 + iµ)2 + E2k) (k
2
0 + k
2)
, Ek ≡
√
k2 +m2 ,
where the solid lines in the graph denote a massive fermion propagator and the dotted
line a massless boson one. In order to reduce the integral to a more manageable form,
we first perform the integrations over the 0-components of the different momenta, which
is a rather straightforward task at such a low loop order.
The standard way of evaluating the p0- and q0-integrals proceeds by writing the
δ-function in eq. (2.3) in the form [22]
2piδ(p0 − q0 − k0) =
∫ ∞
−∞
dα eiα(p0−q0−k0) , (2.4)
which allows us to perform the p0, q0, and k0 integrations independently using the
Residue theorem. Choosing the integration contours to lie on the upper or lower half of
the complex plane depending on the sign of the exponent in eq. (2.4), we obtain after
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quite some algebra
I2(µ) =
∫
p,q
1
2|p− q| 2Ep 2Eq
2
|p− q|+ Ep + Eq
−
∫
p,q
θ(µ− Ep)
2|p− q| 2Ep 2Eq
2(|p− q|+ Eq)
(|p− q|+ Eq)2 − E2p
−
∫
p,q
θ(µ− Eq)
2|p− q| 2Ep 2Eq
2(|p− q|+ Ep)
(|p− q|+ Ep)2 − E2q
+
∫
p,q
θ(µ− Ep)θ(µ− Eq)
2Ep 2Eq
1
(p− q)2 − (Ep − Eq)2 . (2.5)
While perfectly correct, this result is unfortunately rather unpractical, as the first three
lines contain complicated UV divergent integrals of highly non-standard objects that
we would need to determine in 3− 2 dimensions. Only the last of the four terms is of
a form that may be directly evaluated as a numerical integral.
Some insights into how the above integrals might become tractable can be gained
by observing that the first term of eq. (2.5), containing no step functions, may be recast
in the form of the original diagram evaluated at µ = 0,∫
p,q
1
2|p− q| 2Ep 2Eq
2
|p− q|+ Ep + Eq
=
∫
P
∫
Q
1(
p20 + E
2
p
)
(q20 + E
2
k) ((p0 − q0)2 + (p− q)2)
= I2(0). (2.6)
Apart from being of limited physical interest, this term can be easily evaluated using
the standard tools of perturbative zero-temperature field theory.
Perhaps even more interestingly, we note that the second term of eq. (2.5) is ex-
pressible in terms of a two-point function,∫
Q
1
q20 + E
2
q
1
(p0 − q0)2 + (p− q)2
∣∣∣
p0→iEp
=
∫
q
1
2|p− q| 2Eq
2(|p− q|+ Eq)
(|p− q|+ Eq)2 − E2p
,
(2.7)
where the substitution p0 → iEp is made only after performing the integral on the
left-hand side (prior to this substitution, p0 is considered real). Again, we note that
the integral on the left-hand side is of a form often encountered in standard T = 0
quantum field theory calculations. A similar result clearly exists for the third term of
eq. (2.5) as well, via the substitution p↔ q.
2.3 Example calculation: cutting rules
The observations made in the previous subsection clearly suggest that the two-loop
integral of eq. (2.3) may be written in a form reminiscent of the cutting rules, i.e. as a
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sum of phase-space integrals of higher-point amplitudes. To make this statement more
precise, we shall now explicitly show that the cutting rules indeed exactly reproduce
the above results.
According to the cutting rules, the integral I2(µ) of eq. (2.3) can be directly written
in the form
I2(µ) ≡ I0-cut2 + I1-cut2 (µ) + I2-cut2 (µ) . (2.8)
Here, the first term reads
I0-cut2 = I2(0) = , (2.9)
where we have denoted a µ = 0 massive propagator by a dashed line. This clearly
agrees with eq. (2.6). For the one-cut piece, on the other hand, we obtain
I1-cut2 (µ) = −
∫
p
θ(µ− Ep)
2Ep
[∫
Q
1
q20 + E
2
q
1
(p0 − q0)2 + (p− q)2
]
p0→iEp
−
∫
q
θ(µ− Eq)
2Eq
[∫
P
1
p20 + E
2
p
1
(p0 − q0)2 + (p− q)2
]
q0→iEq
≡ − 2
∫
p
θ(µ− Ep)
2Ep
∣∣∣∣∣
p0→iEp
, (2.10)
where we have used the symmetry of the two terms in the first form of the result. This
can be identified with the second and third terms of eq. (2.5), using eq. (2.7). Finally,
the two-cut part of the graph takes the form
I2-cut2 (µ) =
∫
p
θ(µ− Ep)
2Ep
∫
q
θ(µ− Eq)
2Eq
[
1
(p0 − q0)2 + (p− q)2
]
p0→iEp, q0→iEq
≡
∫
p
θ(µ− Ep)
2Ep
∫
q
θ(µ− Eq)
2Eq
∣∣∣∣∣
p0→iEp,q0→iEq
, (2.11)
which is nothing but the last term of eq. (2.5). Thus, the cutting rules do indeed
reproduce the full result for the graph considered. It is worth pointing out here that
this result is by no means new and only serves as a pedagogical introduction to our
discussion; in a finite-T context, a similar result has been obtained, e.g., in Appendix
A of [21].
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3 Proof of the rules
3.1 Organization of the proof
In this section, we provide a proof of the cutting rules in the case of a generic 1PI
Feynman graph at zero temperature but finite chemical potential. For reasons of clarity,
we do this in three sequential steps, of which the first two can be considered useful
lemmas while the connection to the cutting rules is made in the third part of the proof:
1. Vanishing-chemical-potential case: Consider a generic Euclidean Feynman inte-
gral at zero temperature and vanishing chemical potential, corresponding to a
1PI N -loop n-point diagram. Such a graph consists of some (potentially large)
number M of internal lines, which we enumerate by the index α = 1, 2, ...,M .
The corresponding propagators can be written in the form
1
(rα0 )
2 + E2α
, Eα ≡
√
r2α +m
2
α , (3.1)
of which exactly N can be chosen to correspond to the loop momenta Qi, i =
1, ..., N , that are integrated over. The remaining M − N Rα are then linear
combinations of the loop momenta and the external momenta Pk, k = 1, ..., n,
as dictated by momentum conservation at the vertices (see appendix A for a
discussion of this issue).
Our claim is now that the integral
I ≡
∫ ∞
−∞
N∏
i=1
dqi0
2pi
M∏
α=1
1
(rα0 )
2 + E2α
, (3.2)
where we have made some arbitrary choice for the loop momenta, can be written
in a simple form that is explicitly independent of this choice. To write down this
result, we introduce the following notation: denoting the set of all propagators by
P ≡ {1, 2, ...,M}, we define S to be the set of all possible choices of loop momenta,
such that each element Sr ∈ S corresponds to some subset of N indices from P .
The sets Sr are limited only by momentum conservation, and several examples
of them are given in appendix A.
With the above notation, our proposed result for I reads
I =
∑
Sr∈S
∏
i∈Sr
1
2Ei
∏
α∈P\Sr
1
(rα0 (Sr))
2 + E2α(Sr)
∣∣∣
{qi0=iEi}
, (3.3)
where P \ Sr denotes the propagators that do not belong to the set Sr and the
explicit forms of the Rα in terms of the Qi and Pk are dictated by Sr. Note that
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each set Sr is to be counted only once here, and the labeling of the momenta
within Sr (including changing the direction of some loop momenta, Qi → −Qi)
plays no role: it is only the choice of propagators that counts.
2. Generalization to finite density : Assume next that some of the internal propaga-
tors of the graph are fermionic in the sense that they carry a chemical potential µ
in the way stated in the previous section. The above result for I is then modified
only by the factors 1/(2Ei) corresponding to the internal fermion lines changing
according to
1
2Ei
→ θ(Ei − µ)
2Ei
. (3.4)
Note that for different Sr ∈ S, the numbers of fermionic momenta and thus
θ-function factors are typically different.
3. Connection to the original cutting rules : Writing the θ-functions in the form
θ(Ei− µ) = 1− θ(µ−Ei) and rearranging terms, the above results reduce to the
cutting rules stated in section 2.
We now proceed to prove these three claims, thereby deriving the cutting rules.
3.2 Vanishing-chemical-potential case
Given a random choice of loop momenta Sr ∈ S, we may clearly express the integral
we wish to evaluate [cf. eq. (3.2)] in the form
I(Sr) ≡
∫ ∞
−∞
∏
i∈Sr
dqi0
2pi
M∏
α=1
1
(rα0 (Sr))
2 + E2α(Sr)
, (3.5)
where our notation highlights the fact that the Rα and corresponding Eα depend on
Sr. Picking some i ∈ Sr as the first integration to be performed gives a sum of residues
of the form 1
2Eα
(. . .) |qi0=iEα+..., where each rα depends linearly on the qi. Placing the
momentum in question on shell shifts the poles of some of the remaining propagators but
does not affect the corresponding residues. Upon subsequent integrations, complicated
combinations of θ-functions typically appear in the numerator of the result due to
these shifts. What remains unchanged, however, is that each integration produces
an additional factor of 1/(2Eα′), originating from the residue of one of the remaining
propagators.
To illustrate the above reasoning, consider the following simple example, where
we perform three q0 integrations, always picking up the pole from the highlighted
– 9 –
propagator:∫
q10
∫
q20
∫
q30
1
(q10)
2 + E21
1
(q20)
2 + E22
1
(q30)
2 + E23
1
(q10 + q
2
0)
2 + E24
1
(q10 + q
2
0 − q30)2 + E25
=
∫
q20
∫
q30
1
2E1
1
(q20)
2 + E22
1
(q30)
2 + E23
1
(iE1 + q20)
2 + E24
1
(iE1 + q20 − q30)2 + E25
+ · · ·
=
∫
q30
1
2E1
θ(E4 − E1)
2E4
1
(iE4 − iE1)2 + E22
1
(q30)
2 + E23
1
(iE4 − q30)2 + E25
+ · · ·
=
1
2E1
θ(E4 − E1)
2E4
θ(E5 − E4)
2E5
1
(iE4 − iE1)2 + E22
1
(iE4 − iE5)2 + E23
+ · · · . (3.6)
Note that additional terms of the exact same form but with different θ-function factors
originate from taking the same poles in a different order.
From the above exercise, we see that I(Sr) obtains the form of a lengthy sum
of terms of a similar kind: a product of residues 1/(2Eα) from some set Ss of N
propagators, multiplied by a complicated sum of products of θ functions along with the
product of the remaining propagators, with the Ss momenta placed on shell. Defining
a function ASr(Ss) to stand for the latter part of the result, we may write it in the form
I(Sr) =
∑
Ss
∏
k∈Ss
1
2Ek
ASr(Ss)
∣∣∣
{qk0=iEk}
. (3.7)
A crucial realization is now the following: the sets of N propagators obtained above,
i.e. the Ss, cannot contain any sets that are not part of the “superset” S, defined as all
the possible choices of loop momenta in the original graph. This is a simple consequence
of momentum conservation: we cannot take residues of a set of propagators whose
momenta are linearly dependent. This implies that we may directly write the result in
a form reminiscent of eq. (3.3),
I(Sr) =
∑
Sr′∈S
∏
i∈Sr′
1
2Ei
A˜Sr(Sr′)
∣∣∣
{qi0=iEi}
, (3.8)
where the tilde on A highlights the fact that the summation now goes over the sets Sr′ .
The remaining step in relating the above result to eq. (3.3) is to use the known
independence of I(Sr) on the random initial set Sr, i.e. the fact that I(Sr) = I. For
any given Sr ∈ S, there is one term in the sum of eq. (3.8) that is particularly simple,
namely that where Sr′ = Sr. For this term, each of the q
i
0 integrations picks up a
pole from a propagator of the simple form 1/((qi0)
2 +E2i ), so that no θ-functions arise,
producing
A˜Sr(Sr) =
∏
α∈P\Sr
1
(rα0 (Sr))
2 + E2α(Sr)
. (3.9)
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Owing to the independence of the Eα, we on the other hand know that the different
terms in the sum of eq. (3.8) must be unique (see appendix B for a detailed discussion
of this point), so that A˜Sr(Sr′) = A˜Sr′ (Sr′) for all Sr, Sr′ . This implies that also the
coefficients A˜Sr(Sr′), r 6= r′, must reduce to the simple form
A˜Sr(Sr′) =
∏
α∈P\Sr′
1
(rα0 (Sr′))
2 + E2α(Sr′)
, (3.10)
which — together with eq. (3.8) — leads us directly to the result (3.3).
3.3 Generalization to finite density
Somewhat surprisingly, the generalization of the above result to the presence of nonzero
µ in some of the propagators is by far the simplest part of our proof. Namely, the exact
same reasoning goes through as in the µ = 0 case, with the only modification being
a shift in the poles and residues of the fermion propagators originating from the µ-
dependence of the integral∫ ∞
−∞
dqi0
1
(qi0 + iµ)
2 + E2i
=
θ(Ei − µ)
2Ei
. (3.11)
In other words: whenever the pole of a fermionic propagator is taken, we need to
multiply the corresponding residue in the product
∏
i∈Sr′
1
2Ei
by the factor θ(Ei − µ).
3.4 Connection to the original cutting rules
The previous step of the proof brought us to a somewhat cumbersome result, featuring
a sum over all possible labelings of loop momenta in the original Feynman graph, with
each term in the sum further containing a product of some number of θ(Ei−µ) factors.
To move forward, we write each of the θ-functions in the form 1− θ(µ−Ei), and then
reassemble the result for I in the form
I =
(
terms with 0 θ(µ− Ei)’s
)
+
(
terms with 1 θ(µ− Ei)
)
+ · · ·
+
(
terms with N θ(µ− Ei)’s
)
. (3.12)
It is self-evident that the first term in the above sum corresponds to the µ = 0 version
of the same graph, but a little more effort is required to see what happens to the terms
with one or more θ-functions.
In the single-θ part of the result, we first group together terms according to the
argument of the θ(µ − Ei) function they contain, which clearly correspond to all the
fermionic propagators in the original graph. Singling out one of them (and the asso-
ciated − 1
2Ei
factor), we note that it is multiplied by a sum of terms, each of which
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contains a product of N − 1 factors of 1/(2Ej) as well as the product of the rest of
the propagators with the Ei and Ej lines placed on shell. Recalling the result of the
first part of our proof, we recognize this as the result for an N − 1 -loop n + 2 -point
function that is obtained by removing the line i from the original graph, i.e.
I = · · · − θ(µ− Ei)
2Ei
×
(
original graph with Qi-propagator removed
)∣∣∣
qi0=iEi
+ · · · ,
(3.13)
so that the sum of all such terms exactly corresponds to the sum of all 1-cut graphs in
the cutting rules. In evaluating this expression, the Qi line clearly must be placed on-
shell only after computing the associated n+2 -point function, as one of the assumptions
of the µ = 0 cutting rules above was that all external momenta in the original graph
be real-valued (modulo a possible µ in the external legs of the original graph).
Moving on to the terms with two or more θ-function factors, the above reasoning
goes through in each case, leaving us with the 2-, 3-, ..., and N -cut contributions to the
original graph. In each case, the generated amplitudes are to be evaluated assuming
the external momenta to be real: only afterwards are the cut momenta placed on-shell.
One final comment is in order. Each time some number of fermion lines are cut
in a given Feynman graph, it follows from the construction presented above that these
propagators must form a subset of some possible choice of integration momenta Sr ∈ S.
This means that the cuts can never split the original 1PI graph into two (or more)
disconnected pieces: for this to happen, we would need to cut propagators whose
momenta are not linearly independent, which is not possible for any subset of Sr.
4 Regularization of the integrals
Before we can successfully apply the cutting procedure to an arbitrary Feynman di-
agram, there is one further issue that needs to be discussed. This is related to the
regularization of unphysical divergences appearing in the calculations, of which there
are two distinct variations. They differ in that the first kind of divergence appears in
the very definition of the finite-µ integrals, while the latter is a byproduct of the cutting
procedure and therefore more artificial.
The first type of singularity is related to the divergence of the fermionic propagator
1/((p0 + iµ)
2 + E2p) when p0 = 0 and Ep = µ, i.e. it appears along the original inte-
gration contour. It gets realized only in the limit where the θ(µ− Ep) function in the
integration measure gets saturated, but one might nevertheless worry that it makes the
p0 integrations ill-defined. The most natural resolution to this problem turns out to in-
volve the use of an infinitesimal but nonzero temperature T as a regulator. As we shall
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show in detail in appendix C, the effect of this prescription amounts to interpreting all
p0 integrations in the principal value sense, i.e. writing∫ ∞
−∞
dp0
2pi
∫
p
→ P
∫ ∞
−∞
dp0
2pi
∫
p
= lim
→0+
{∫ −
−∞
dp0
2pi
+
∫ ∞

dp0
2pi
}∫
p
=
1
2
{∫ ∞+i0+
−∞+i0+
dp0
2pi
+
∫ ∞−i0+
−∞−i0+
dp0
2pi
}∫
p
, (4.1)
where we have assumed p0 = 0 to be the only singular point on the real axis. While
this does not affect the practical application of the cutting rules, it demonstrates that
the integrand is well-defined on the entire integration contour, so that no imaginary
parts can be generated in bubble graphs due to the divergence.
Another frequently occurring problem is the emergence of spurious poles in some
of the cut graphs that would automatically cancel, should all of the p0 integrations in
the diagram be computed at the same time and the results added together. A simple
example of this is seen in the integral∫ ∞
−∞
dp0
2pi
∫ ∞
−∞
dq0
2pi
1
p20 + E
2
1
1
q20 + E
2
2
1
(p0 − q0)2 + E23
=
1
2E1
1
2E2
1
(iE1 − iE2)2 + E23
+
1
2E1
1
2E3
1
(iE1 + iE3)2 + E22
+
1
2E2
1
2E3
1
(iE2 + iE3)2 + E21
=
1
4E1E2E3(E1 + E2 + E3)
, (4.2)
where the intermediate stage corresponds to the outcome of the cutting rules. Even
though the initial integral as well as its final form are both perfectly well-defined for all
real-valued Ei, we see that the intermediate result contains a sum of three terms that
each diverge when the three energies satisfy the linear relation E1 − E2 = ±E3. This
is clearly a deeply unphysical problem.
The simplest manifestation of the second type of divergence is seen in the two-loop
sunset graph, introduced already in sec. 2, where we now set the mass of one of the two
fermion lines to zero. Considering the two-cut contribution corresponding to eq. (2.11),
we are left to evaluate the integral
I2-cut2 (µ) =
∫
p
θ(µ− Ep)
2Ep
∫
q
θ(µ− q)
2q
[
1
(p0 − q0)2 + (p− q)2
]
p0→iEp, q0→iq
, (4.3)
where the integrand[
1
(p0 − q0)2 + (p− q)2
]
p0→iEp, q0→iq
=
1
2Ep q − 2 p · q−m2 (4.4)
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contains a singularity that cannot be regulated using dimensional regularization. For
bubble diagrams and those N -point functions that are known to be real-valued, the
choice of regulator is in principle free, but the most straightforward prescription is
to interpret the diverging integrations in a principal value sense. For correlators that
might develop physical imaginary parts upon a specific i prescription, the procedure is,
however, more tricky and one must be careful not to discard any physically meaningful
contributions.
5 Discussion and outlook
The cutting rules we stated and proved in the previous three sections apply as such
only under the assumptions listed in sec. 2.1. It is, however, straightforward to see that
the first three of the conditions can be easily relaxed:
• The appearance of external or internal momenta in the numerator of the Feynman
graph does not prohibit the application of the cutting rules. The only potential
problem might originate from 0-components of internal momenta, but even these
will simply be replaced by the corresponding iEi factors according to the Residue
Theorem.
• If a scalar propagator is raised to a higher power, care must be taken when
evaluating the Feynman integral. The most straightforward way to proceed is by
first evaluating the corresponding graph with the propagator raised to power 1,
and then (repeatedly) differentiating the result with respect to the mass squared
of the propagator in question, relying on the formula
1
(Q2 +m2i )
n
=
(−1)n−1
(n− 1)!
d
dm2i
1
Q2 +m2i
. (5.1)
A possible caveat here has to do with massless propagators raised to higher powers
and the associated physical IR divergences. If we introduce a mass term for such
a line and then differentiate with respect to it, this will in general produce a 1/mki
term in the mi → 0 limit. Some extra effort will then be required to convert this
divergence into a 1/ pole, as expected in dimensional regularization.
• Having several closed fermion loops in the graph, each with an independent chem-
ical potential, clearly produces a mere notational complication, and the form of
the result stays exactly the same as above. We only need to keep track of the
correspondence of the chemical potentials with the cut fermion lines.
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Together, these three generalizations allow us to tackle all Feynman integrals encoun-
tered in gauge field theories coupled to Dirac fermions, such as QED or QCD.
As discussed already in section 1, the cutting rules become increasingly important
when one tries to extend perturbative studies of the thermodynamics of cold and dense
systems to higher loop orders. The rules were an integral part of the determination
of the three-loop EoS of cold quark matter in ref. [9], and it is because of them that
an extension of this result to the full four-loop order is feasible. In this context, there
are in fact two separate challenges: in addition to the evaluation of all four-loop bub-
ble diagrams one needs to determine (a specific component of) the gluon polarization
tensor to two-loop order. The latter of these two computations is alone sufficient for
determining the logarithmic contributions α3s ln
2 αs and α
3
s ln αs to the EoS. This work
is near completion, and the results will be presented in a separate publication later [14].
To conclude, let us briefly return to the connection between our work and the naive
real-time formalism discussed in sec. 1. In proving the validity of the zero-temperature
cutting rules, we have, in effect, also shown that the naive real-time formalism is ap-
plicable not only for vacuum diagrams, contributing to the free energy, but also for
Euclidean n-point functions in the T = 0 limit. At the same time, we know that the
multitude of various Minkowskian correlators (retarded, advanced, time-ordered, etc.)
at nonzero temperature can only be reproduced using the Feynman rules of the full real-
time formalism, featuring, in particular, a doubling of field variables. Trying to gain
a detailed understanding of the conditions, under which the full real-time formalism
reduces to its naive version, is clearly an intriguing avenue for future research.
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A On the choice of loop momenta
When expressing an N -loop Feynman diagram in momentum space, there are a number
of possible choices for the integration (or loop) momenta. We choose each of them to
correspond to the momentum flowing along one of the propagators, in which case their
assignment is limited by two rules, both related to momentum conservation:
1. All internal lines meeting at a given vertex or subdiagram cannot be chosen to
correspond to independent loop momenta, as they are linearly dependent.
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4
5
2
1
c)
2
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1
Figure 2: Topologies of three vacuum graphs appearing in the determination of the
3-loop EoS of cold quark matter [9] and discussed in the main text.
2. For each closed loop in the graph, at least one of the propagators forming the
loop must be chosen to correspond to a loop momentum.
Besides these rules, the choice is arbitrary, and each choice merely corresponds to a
slightly different way of writing the original graph. However, they must all lead to the
same result.
To illustrate this point as well as our notation for the sets Sr ∈ S introduced in
section 3, let us first consider the topology a of fig. 2. According to our notation, we
then have Pa = {1, 2, 3, 4, 5, 6} as well as
Sa = {{1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {1, 3, 4}, ...}, (A.1)
where the only sets of three indices missing from S are {1, 2, 6}, {2, 3, 4}, {1, 3, 5}, and
{4, 5, 6}, corresponding to the four three-vertices of the graph (cf. fig. 2). Writing down
the first few terms of eq. (3.3), we similarly obtain:
Ia =
1
(2E1)(2E2)(2E3)
1
(iE1 − iE2)2 + E26
1
(iE2 − iE3)2 + E24
1
(iE3 − iE1)2 + E25
+
1
(2E1)(2E2)(2E4)
1
(iE1 − iE2)2 + E26
1
(iE2 − iE4)2 + E23
1
(iE2 − iE1 − iE4)2 + E25
+ · · · . (A.2)
For the diagrams b and c, the corresponding supersets S read
Sb = {{1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {1, 3, 4}, {1, 4, 5}, {2, 3, 5}, {2, 4, 5}, {3, 4, 5}} ,
Sc = {{1, 2}, {1, 3}, {2, 3}} . (A.3)
B On the uniqueness of the cutting rules
In this appendix, we provide a detailed argument for the final form of the cutting
rules, eq. (3.10), starting from the earlier result of eq. (3.9). To this end, we define the
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function
J(Sr) ≡ 2M
M∏
i=1
Ei × I(Sr)
= 2M
M∏
i=1
Ei ×
∑
Sr′∈S
∏
i∈Sr′
1
2Ei
A˜Sr(Sr′)
∣∣∣
{qi0=iEi}
≡
∑
Sr′∈S
∏
α∈P\Sr′
Eα(Sr′)θrr′
(rα0 (Sr′))
2 + E2α(Sr′)
∣∣∣∣
{qi0=iEi, i∈Sr′}
. (B.1)
where we denote by θrr′ dimensionless coefficients composed of θ-functions that may
in principle depend both on Sr and Sr′ . From eq. (3.9) we know that θrr = 1 for all
r, and we shall now show that the independence of the Eα implies that θrr′ = 1 even
when r 6= r′.
To achieve the above goal, we choose another Sr′′ ∈ S and multiply the function
J(Sr) by the product
∏
β∈P\Sr′′ Eβ(Sr′′), after which we take the limit where the Eβ
approach infinity:
lim
Eβ→∞
∏
β∈P\Sr′′
Eβ(Sr′′)× J(Sr)
=
∑
Sr′∈S
lim
Eβ→∞
∏
α∈P\Sr′
∏
β∈P\Sr′′
Eα(Sr′)Eβ(Sr′′)θrr′
(rα0 (Sr′))
2 + E2α(Sr′)
∣∣∣∣
{qi0=iEi, i∈Sr′}
. (B.2)
At this point, we notice that in those terms of the sum where r′ 6= r′′ we have at
least one index β that belongs to the set Sr′ . The corresponding Eβ thus appears only
linearly in the numerator, but quadratically in the denominator. This implies that the
corresponding limit must tend to 0, leaving us with
lim
Eβ→∞
∏
β∈P\Sr′′
Eβ(Sr′′)× J(Sr)
= lim
Eβ→∞
∏
β∈P\Sr′′
E2β(Sr′′)θrr′′
(rβ0 (Sr′′))
2 + E2β(Sr′′)
∣∣∣∣∣
{qi0=iEi, i∈Sr′′}
= θrr′′ . (B.3)
Knowing that J(Sr) must be independent of r — just as I(Sr) is — we conclude from
here that θrr′ = θr′r′ = 1 and hence A˜Sr(Sr′) = A˜Sr′ (Sr′), which is what we wanted to
show.
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C Zero-temperature limit of a fermionic Matsubara contour
In this appendix, we demonstrate that the use of an infinitesimal temperature as a
regulator of finite-µ Feynman graphs leads to the handling of divergences along the p0
integration contour in terms of a principal value prescription.
To begin, we consider a generic fermionic Matsubara sum, denoted by T
∑
n h (iωn),
where ωn = (2n+ 1)piT and the chemical potential resides in the function h(z) that is
taken to vanish sufficiently rapidly at large |z|. As usual, we assume that this function
may be analytically continued to a meromorphic function h : C → C. Letting ε > 0,
we then denote by Ω the ε-strip Ω ≈ (−ε, ε) × R, noting that if h is holomorphic on
Ω, we may evaluate the sum by multiplying h by an appropriately normalized Fermi
distribution function that has poles at ω = iωn. This leads to the usual integral
representation
T
∑
{ωn}
h (iωn) = −
∑
{ωn}
Res [h (z)nF (z) |z = iωn] = 1
2pii
lim
ε→0+
∮
Γε
dz h (z)nF (z) ,(C.1)
where nF (z) ≡ 1/(ez/T + 1) and Γε denotes a clockwise rectangular contour whose long
sides lie on {−ε}×R and {ε}×R, respectively. As the horizontal sides of the rectangle
produce vanishing contributions, we may equivalently close the vertical contours by
two infinite semicircles on the left and right halves of the complex plane.
Proceeding to the zero-temperature limit, we may easily take ε → 0+, which
makes the two vertical contours pinch together. Taking advantage of the relation
limT→0+ nF (z) = θ(−Re z) then leads to the simple result
∫ i∞
−i∞
dz
2pii
h (z), where it is
customary to redefine the integration variable as z = iz˜ so that we obtain a Euclidean
signature integral along the real axis. This is a well-known result that we used as
the starting point in our derivation of the cutting rules. Unfortunately however, not
all physically interesting functions h are holomorphic on the strip Ω, as they may de-
velop poles along the imaginary axis. This means that special care must be applied
when proceeding to the T → 0+ limit in the Matsubara sum, as we shall presently
demonstrate.
Let us now choose δ ∈ (0, piT
2
)
, and make the simplifying assumption that the only
problematic pole of the function h resides at the origin, z = 0.1 In this case, the integral
over Γε has an unphysical contribution not present in the original Matsubara sum that
can be removed by integrating the function h(z)nF (z) clockwise over the boundary
of the rectangle Ψε,δ = (−ε, ε) × (−iδ, iδ) (note that this function is holomorphic on
1Other isolated poles not coinciding with the imaginary Matsubara frequencies can be easily re-
moved in the same way, so this is not a restriction.
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Figure 3: An illustration of the procedure by which we convert a Matsubara sum into
a contour integral when the summand has a pole at z = 0. The red color represents
the original integration contour Γ, while the blue rectangle stands for ∂Ψ¯ε,δ.
Ψ¯ε,δ\ {0}, since sup
z∈Ψ¯ε,δ
|Imz| ≤ piT
2
< piT ). This yields as the generalization of eq. (C.1)
T
∑
{ωn}
h (iωn) =
1
2pii
lim
δ→0+
lim
ε→0+
{∮
Γε
dz h (z)nF (z)−
∮
∂Ψ¯ε,δ
dz h (z)nF (z)
}
, (C.2)
which we depict in fig. 3 and where we have at the end taken the limit that δ, too,
tends to zero.
Let us now inspect the form of eq. (C.2) in detail. Considering first the horizontal
sides of the rectangular integral, we note that the integrand is regular along them, so
that they independently vanish in the → 0+ limit,
lim
ε→0+
(ε,±iδ)∫
(−ε,±iδ)
dz h (z)nF (z) = 0 ∀ T > 0, δ ∈
(
0,
piT
2
)
. (C.3)
At the same time, the arc integrals in Γε are unchanged (i.e. they still vanish at infinity),
so for the first term in eq. (C.2) we are left with the usual result
∫ i∞−ε
−i∞−ε dz h (z)nF (z)−∫ i∞+ε
−i∞+ε dz h (z)nF (z). Subtracting from here the vertical sides of the second term of
eq. (C.2) yields then
∫ −iδ±ε
−i∞±ε dz h (z)nF (z) +
∫ i∞±ε
iδ±ε dz h (z)nF (z), so that in total, we
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obtain
T
∑
{ωn}
h (iωn) =
1
2pii
lim
δ→0+
lim
ε→0+
 −iδ−ε∫
−i∞−ε
dz h (z)nF (z) +
i∞−ε∫
iδ−ε
dz h (z)nF (z)
−
−iδ+ε∫
−i∞+ε
dz h (z)nF (z)−
i∞+ε∫
iδ+ε
dz h (z)nF (z)
 . (C.4)
Taking now advantage of the fact that the integrand is regular along the integration
contour, we may proceed to the T → 0+ limit in the usual manner. This gives as the
zero-temperature limit of the Matsubara sum
T
∑
{ωn}
h (iωn)
T→0+→ 1
2pii
lim
δ→0+
{ −iδ∫
−i∞
dz h (z) +
i∞∫
iδ
dz h (z)
}
≡ P
∫ ∞
−∞
dz˜
2pi
h (iz˜) , (C.5)
where we have arrived at a principal value type integral. This result implies that the
correct starting point for the derivation of the cutting rules is to define the integration
measure as in eq. (4.1).
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