ABSTRACT In recent years, the scale and application scenarios of the Internet of Things (IoT) have been expanding. Since traditional algorithms are unable to meet wireless networks computing capability requirement in the IoT, more and more research institutions and scholars have turned their eyes to artificial intelligence (AI) methods. Because the IoT device uses wireless networks to communicate in most scenarios, this paper systematically studies the method of feature dimension reduction of wireless communication signals. In this paper, we will take the power amplifier radio frequency (RF) fingerprinting as an example. Focusing on reducing the high dimensionality of RF fingerprint features and the uncorrelated or redundant features in the features space, the RF fingerprint feature dimension reduction method is mainly studied. Based on the principal component analysis (PCA), linear discriminant analysis (LDA), and auto encoder (AE) research, this paper studies the PCA-LDA method and uses the distance ratio criterion to evaluate the separability of features. The simulation results show that the classification accuracy of PCA-LDA is superior to PCA, LDA, and AE in most SNR, and the characteristics of PCA-LDA is more separable.
I. INTRODUCTION
In the last two decades, the rapid development of wireless communication and hardware devices has promoted the maturity of Internet of Things (IoT) technology. Since IoT uses wireless networks as a means of communication in most scenarios, and traditional algorithms cannot meet the computing requirements of wireless networks, more and more scholars are turning their attention to the application of artificial intelligence (AI) to IoT [1] - [4] . Recently, AI concept has gradually entered people's lives, and a hot spot in the current industry. In recent years, AI has entered a stage of rapid development driven by machine learning. Whether in the fields of finance, computer networks, industrial engineering, and communications, different machine learning algorithms are emerging, and AI and machine learning are culminating again and again. In the field of communication, AI and The associate editor coordinating the review of this manuscript and approving it for publication was Guan Gui. machine learning algorithms also play a pivotal role [5] - [8] .
As an important part of the machine learning method, feature dimension reduction has also received extensive attention from various institutions and scholars.
Dimensionality reduction is to project high dimensional space into low dimensional space in a certain way, so that the feature dimension after dimensionality reduction is much smaller than the dimension before dimension reduction, which realizes the compression of features and reduces the probability of dimensionality disaster.
The linear dimensionality reduction method assumes that the projection relationship from the original space to the dimensionality reduction space is linear, mainly including principal component analysis (PCA) [9] and linear discriminant analysis (LDA) [10] . These two methods are proposed earlier and the theoretical system is perfect, and the practical application effect is good. However, in many cases, nonlinear dimensionality reduction is a good way to so. To solve the problem. In 1998, Schölkopf et al. [11] ''nuclearized'' linear dimensionality reduction methods based on nuclear techniques, and proposed Kernel Principal Component Analysis (KPCA). In 1999, Mika et al. [12] proposed Kernel Fisher Discriminant (KFD) based on ''nucleation''. Since 2000, manifold learning has become a research hotspot. Methods such as Isometric Mapping (Isomap) [13] , Locally Linear Embedding (LLE) [14] , and Laplacian Eigenmaps (LE) [15] have been proposed. In 2006, Tang et al. [16] built an auto encoder (AE) network with dimensionality reduction capability. In 2008, van der Maaten and Geoffrey [17] proposed t-Distributed Stochastic Neighbor Embedding (t-SNE), which is an effective method for data dimensionality reduction and visualization. After that, the research methods based on fractal theory [18] , [19] and correlation filtering [20] , [21] have been continuously proposed by research institutions and scholars. In the last two decades, the dimensionality reduction method based on sparse representation [22] - [24] , tensor [25] , [26] and migration learning [27] , [28] has become a research hotspot.
In the field of radio frequency fingerprinting, only some feature dimension reduction methods are applied. In 2015, Yuan et al. [29] used principal component analysis to complete the dimensionality reduction operation of phase space reconstruction features. In 2015, Reising et al. [30] extracted the RF-DNA fingerprint of the WiFi preamble and the WiMAX near-transient signal and deleted the redundant features. Only 10% of all features achieved the desired device classification effect.
Through there exists the research on the feature dimension reduction of high-dimensional data in machine learning and intelligent data processing, this paper completes some relevant theoretical research and simulation analysis in. The rest of the paper is arranged as follows: The second part introduces the basic feature dimension reduction method and the evaluation method, the third part talks about the principle of the PCA-LDA method proposed in this paper, and simulation experiment and analysis are in the fourth part, In finally part we draw conclusion.
II. FEATURE DIMENSION REDUCTION METHOD
Dimensionality reduction is to project high dimensional space into low dimensional space in a certain way, so that the feature dimension after dimensionality reduction is much smaller than the dimension before dimension reduction, which realizes the compression of features and reduces the probability of occurrence of dimensionality disaster. This section focuses on three traditional feature dimensionality reduction methods, including PCA, LDA, and auto encoder (AE).
A. PRINCIPAL COMPONENT ANALYSIS
PCA is the most commonly used method of dimensionality reduction. The principle of the method is to find a plane so that the distance between all the samples and the plane is as close as possible and the position of all the samples mapped on this plane is more dispersed. According to these two requirements, the PCA method can be realized.
Given a training set D, first normalize the data, make the mapped matrix {w 1 , w 2 , . . . , w d }, where w i is the standard orthogonal basis vector. w i 2 = 1, w T i w j = 0 ((i = j)). The sample x i is reduced to the d dimension and the matrix z i = (z i1 ; z i2 ; . . . z id ) is generated. z ij = w T j x i is the mapping of the j dimension of the mapping matrix. If x i is reconstructed based on z i ,x i = d j=1 z ij w j will be obtained. In training set D, the distance between the original sample and the reconstructed sample is
All samples are required to be as close as possible in the plane. The optimization goal of principal component analysis is
where i x i x T i is the covariance matrix. The position where all samples are mapped on this plane is required to be as scattered as possible, that is, the variance of the sample after mapping is as large as possible. Where W is the mapping matrix and satisfies.
by using the Lagrangian multiplier method for equation (2) or (3), it is converted into:
The eigenvalue decomposition method is used to process the covariance matrices and arrange the eigenvalues from large to small λ 1 ≥ λ 2 ≥ . . . ≥ λ d . All eigenvectors of the first d eigenvalues of the covariance matrix are used to form W = (w 1 , w 2 , . . . , w d ). This is the solution to principal component analysis.
B. LINEAR DISCRIMINANT ANALYSIS
LDA belongs to linear dimensionality reduction method. This method considers the category information of the sample and is a supervised dimensionality reduction method. In practical applications, it is necessary to find a straight line so that the distance between the samples of the same category mapped onto the line is as small as possible, and the distance between the positions of the different types of sample maps is as large as possible.
Given a training set
, y i ∈ {0, 1}, the mapping matrix is w, the sum of the covariances of the two types of data w T 0 w + w T 1 w is required to be as small as possible, where i is the covariances of x i . It is required that the distance between different types of sample mappings is as large as possible, that is, the distance between the central mappings of the two types of data
is as large as possible, where µ i is the mean. In order to balance the two conditions, the criterion for maximizing is
the formula for ''intra-class divergence matrix'' is
''Interclass divergence matrix'' is
then equation (5) can be rewritten as
when w T S w w = 1, then equation (8) is equivalent to
using the Lagrangian multiplier method, the formula (9) can be written as follow
where λ is the Lagrange multiplier. Taking all the feature vectors of the first d eigenvalues of S −1 w S b to form the projection matrix.
C. AUTO ENCODER
AE is based on neural network. Input data is encoded in an unsupervised learning manner to obtain the characteristics of the hidden layer, and output data is obtained by decoding. The goal of AE is to make the difference between input and output data as small as possible. Figure 1 shows the network model of the AE. In the AE, features number of input layer is equal to features number of output layer, and features number of the hidden layer has three relationships with the number of features of the input and output layers. The first type is that the number of hidden layer features is greater than the number of input layer features, that is, the dimension is increased. The second is that the number of hidden layer features is equal to the number of input layer features, that is, the same dimension. The third is that the number of hidden layer features is less than the number of input layer features, that is, dimensionality reduction. In this paper, the dimension reduction is mainly used.
The input data is
, and input data is the desired output. The model is
where the parameter of the analysis phase is W a ∈ R v×u , b a ∈ R v , the activation function is σ a (·), where the letter ''a'' is the initial letter of the analysis; the parameter of the synthesis phase is W s ∈ R u×v , b s ∈ R u , the activation function is σ s (·), and the same letter ''s'' is the initial letter of the synthesis; The predicted value of output isx. The optimization objective equation based on energy loss can be expressed as follows:
wherex (n) is the predicted value of the ideal target value x (n) , and the parameters and regular terms are:
D. EVALUATION OF FEATURE DIMENSION REDUCTION METHOD
The distance-based evaluation criteria are used in the evaluation of the dimensionality reduction method, and the distance evaluation function is also called the separability criterion. VOLUME 7, 2019 The distance between different types of samples increases with the divergence between different types of samples, and the spatial distribution of the samples is farther and farther. At the same time, the intra-class distance is as small as possible, and the intra-class aggregation is high. For a classification problem, the distance evaluation function can evaluate the degree of differentiation of features from different samples.
The distance evaluation function includes a class-to-class distance criterion, an inter-class distance criterion, and a distance ratio criterion.
1) Class-to-Class Distance Criterion: The class-to-class distance criterion evaluates the degree to which features are distinguished from different classes of samples based on the distance between the classes and the classes. The greater the distance between classes, the stronger the classification ability of the feature set. The centroid is used in the calculation of the distance. The centroid refers to the physical mass center. The average value of the similar sample is used as the centroid of the sample, and the centroid is used to represent the sample. For the data set, the centroid of each class is to add all the sample feature values of the sample to find the average value, that is, the centroid of the class. The size of the distance between classes represents the degree of separation between classes. Therefore, different features can be used to calculate the distance between centroids of the class. The larger the distance, the more obvious the classification of different types of samples, indicating that the feature has better separability for different types of samples. A typical method of calculating the distance is the Euler distance formula. The distance criterion between classes is: first calculate the centroid of each type of sample; secondly calculate the distance between the two types of samples, calculate the average of the distance again, and finally evaluate the degree of separation. 2) Inter-Class Distance Criterion: The inter-class distance criterion is used to evaluate the degree of convergence of features on similar samples. The smaller the sum of the distances between similar samples, the smaller the maximum distance and the closer the aggregation, indicating that the characteristics of the same sample are more powerful. The calculation method of the interclass distance criterion is as follows: firstly calculate the distance between two pairs of the same kind of sample, then calculate the distance average, and finally evaluate the degree of convergence. 3) Distance Ratio Criterion: The two distance criteria described above have different evaluation angles for feature separability. The class-to-class distance criterion evaluates the separability of features to different types of samples. The inter-class distance criterion evaluates the degree of aggregation of features to similar samples, so that the feature space distances of different types of samples are as large as possible, and similar samples are gathered as much as possible. Therefore, the distance ratio criterion can be designed to comprehensively evaluate the separability of the feature. The distance ratio criterion is calculated as follows:
where D b is the evaluation value of the distance criterion between classes, D w is the evaluation value of the distance criterion within classes, and R d is the ratio of the former to the latter. The larger the ratio, the stronger the separability. In summary, the distance-based evaluation criterion can evaluate the separability of features, and has the advantages of simple and intuitive calculation principle. However, if the number of samples is larger, the amount of calculation will be larger.
III. PRINCIPAL COMPONENT ANALYSIS-LINEAR DISCRIMINANT ANALYSIS
The traditional PCA approach is an unsupervised learning approach that does not consider the correlation between data and categories. When a part of the component is discarded, some principal components with a small contribution rate may contain important information that affects the sample difference. The biggest disadvantage of the traditional LDA method is that it is limited by the type of sample. The dimension of the projection space is smaller than the number of categories, and there are singular problems. Aiming at the problems existing in the traditional PCA method and LDA method, the PCA-LDA dimension reduction method is studied. The schematic diagram of this method is shown in Figure 2 .
The PCA-LDA method can overcome the singular problem. In practice, this problem is avoided by projecting data set into the lower dimensional space, so that intra-class scatter matrix is non-singular. PCA-LDA is implemented by using PCA to reduce the size of the feature space to d pca dimensions and then applying a standard FLD to reduce the size to the target dimension. W T opt means the following: 
IV. SIMULATION EXPERIMENT AND ANALYSIS A. EXPERIMENTAL DATA AND METHODS
The experimental data set is the signal of 8 amplifiers collected in the real environment. Each amplifier has 120 samples and a total of 960 samples, each of which has a signal length of 20000 sample points. In the experiment, the data set is divided into training set, verification set and test set, the ratio is set to 4:1:1, that is, the training set contains 640 samples, the verification set contains 160 samples, and the test set contains 160 samples. Gaussian white noise is added to the signal to simply simulate the influence of the environment on the signal, and the signalto-noise ratio (SNR) ranges from 0 dB to 20 dB. The feature extraction method used is a covariance distribution feature with a feature dimension of 14850. Therefore, the dataset has a total of 20160 samples, of which the training set contains 13,440 samples, the validation set contains 3360 samples, and the test set contains 3360 samples. Four feature dimension reduction methods studied in this chapter were applied in the experiment, including PCA method, LDA method, AE method and PCA-LDA method. The parameters of the automatic encoder are as follows: the number of input layer nodes is 14850, the number of hidden layer 1 nodes is 128, the number of hidden layer 2 nodes is set to the target dimensionality reduction dimension, that is, from 1 to 30, the number of hidden layer 3 nodes is 128, and the optimizer we select is Adadelta. The activation function of the middle layer is ReLU, ReLU, and the output layer activation function is Linear. In the PCA-LDA method, the PCA dimension reduction dimension is initially set to 37. If the experimental results are not good, the dataset is adapted to the adjustment. The classifier uses the K-nearest neighbor method (KNN), and the number of neighbors is 6.
B. EXPERIMENTAL RESULTS AND ANALYSIS
This part of the simulation experiment mainly includes three parts: 1) classification experiment of different dimensionality reduction methods with characteristic dimension under the same condition of SNR; 2) different feature selection methods with SNR under the same conditions of dimensionality reduction Changed classification experiments; 3) visualization experiments; 4) separability evaluation.
1) CLASSIFICATION EXPERIMENT OF DIFFERENT DIMENSIONALITY REDUCTION METHODS WITH CHARACTERISTIC DIMENSION CHANGES UNDER THE SAME CONDITIONS OF SNR
The classification accuracy rate is the most important indicator to measure the effectiveness of the dimension reduction method. Figure 3 shows the classification accuracy curves of PCA method, LDA method, AE method and PCA-LDA method with the change of feature dimension when the SNR is 5dB, 10dB, 15dB and 20dB respectively.
In Figure 3 , classification accuracy of PCA generally increases first and then gradually decreases and finally stabilizes. With the increase of the dimensionality of the dimension reduction, the classification accuracy of the LDA method is gradually increased. After the decline, it gradually rises and then falls, and finally stabilizes. The classification accuracy rate of the AE method generally increases gradually. Because of the randomness of the training, the curve fluctuation is more obvious. The classification accuracy of the PCA-LDA method increases gradually and then gradually decreases. Finally, the trend tends to be stable, but the overall fluctuation range is small compared with PCA, LDA and AE, and the classification accuracy rate is 98.75% when SNR is 20 dB and the dimensionality reduction dimension is 2. It shows that the PCA-LDA method can effectively reduce the dimensions and reduce redundancy, and improve classification performance of KNN. Figure 4 shows the classification accuracy curves of PCA, LDA, AE and PCA-LDA methods with SNR changes when the feature dimensions are 2, 10, 20 and 30, respectively.
2) CLASSIFICATION EXPERIMENT OF DIFFERENT FEATURE SELECTION METHODS WITH SNR UNDER THE SAME CONDITIONS OF DIMENSIONALITY REDUCTION
It can be seen from Figure 4 that with the increase of SNR, the classification accuracy of PCA, LDA, AE and PCA-LDA methods generally increases, and the AE method is affected by the dimensionality of dimensionality reduction. The more feature dimensions of dimensionality reduction, the better the classification effect of the AE method. The classification effect of PCA-LDA method is better than that of PCA method, LDA method and AE method under most SNR, and the classification accuracy is higher than 90% at high SNR.
3) VISUAL EXPERIMENT Figure 5 shows the sample distribution of different dimensionality reduction methods down to 2D when the SNR is 20dB. The horizontal and vertical axes represent the projected axes.
It can be seen from Figure 5 that the sample distribution of the AE method is the densest and the most difficult to distinguish. The sample distribution of the PCA method is relatively scattered and has a certain ability to distinguish, but different types of samples are easy to overlap. The sample distribution of LDA method and PCA-LDA method is the most loose, and there is a clear distinction between each type of sample, and the sample distinguishing ability is the strongest. 
4) SEPARABILITY EVALUATION
When the SNR is 20 dB and the feature dimension is reduced to 2 dimensions, the distance ratios of the different feature dimensionality reduction methods are shown in Table 1 .
It can be seen from Table 1 that when the dimensionality reduction dimension is 2, the distance ratio of the PCA method is the smallest, and the distance ratio of the AE method is larger than the PCA method, and the separability between the two is small. The distance ratio of the LDA and PCA-LDA methods are relatively large and the score ability is strong.
V. CONCLUSION
This paper focuses on the method of RF fingerprint dimension reduction. The three traditional dimensionality reduction methods, including PCA method, LDA method and AE method, are studied. The PCA-LDA method is studied for the shortcomings of PCA and LDA. The feature selected in simulation experiment is the covariance distribution feature, and the feature number is 14850. When the SNR is 5dB, 10dB, 15dB, 20dB respectively, the classification effect of PCA-LDA is better than three traditional methods. When feature dimension is 2 and the SNR is 20dB, the classification accuracy rate can reach 98.75%. When the feature dimension is 2, 10, 20, 30, the classification accuracy of PCA-LDA method is higher than PCA method, LDA method and AE method under most SNR. And the classification accuracy rate is higher than 90% under high SNR. Therefore, the PCA-LDA method can effectively reduce dimensions and reduce redundancy, and improve the classification performance of KNN. The distance ratio criterion is used to prove that the PCA-LDA method has strong feature separability.
