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ABSTRACT
Stagewise estimation is a slow-brewing approach for model building that has re-
cently experienced a revival due to its computational efficiency, its flexibility in handling
complex data structures, and its intrinsic connections with penalized estimation. Syn-
thesizing generalized estimating equations to handle correlated non-Gaussian data with
stagewise techniques, this thesis proposes general stagewise estimation approaches that
perform model selection in the presence of complex covariate structures.
First, the setting where there is a prior covariate grouping structure or hierarchy
is considered. As the grouping structure in practice is often not ideal as even impor-
tant groups may contain unimportant variables, the key is to simultaneously conduct
group selection and within-group variable selection, or in other words, bi-level selection.
This thesis presents two approaches to address the challenge. The first is the bi-level
stagewise estimating equations (BiSEE) approach, which is shown to correspond to the
sparse group lasso penalized regression. The second is the hierarchical stagewise estimat-
ing equations (HiSEE) approach that can handle a more general hierarchical grouping
structure, in which each stagewise estimation step itself is executed as a hierarchical
selection process based on the grouping structure.
The second setting explored is regression with interaction terms. As it is often re-
quired that main effect terms be included when an interaction term is part of a model,
the goal is to perform variable selection that maintains the variable hierarchy. Two
approaches are proposed by this thesis. The first is a hierarchical lasso stagewise esti-
mating equations approach, which is shown to directly correspond to the hierarchical
lasso penalized regression. The second is a stagewise active set approach, which enforces
the variable hierarchy by conforming the selection to a properly growing active set in
each stagewise estimation step.
Simulation studies are presented to show the efficacy and superior computational effi-
ciency of the proposed approaches. The approaches are also used to study the association
between the suicide-related hospitalization rates among 15–19 year olds in Connecticut
and the characteristics of the school districts in which they reside.
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1Chapter 1
Introduction
1.1 Overview
In contemporary scientific research, data of large size and variety are routinely collected
in various fields such as genetics, medical imaging, health sciences, etc (Fan et al., 2014).
In man cases, the data is categorized as high dimensional data; that is, the data set has
a large number of variables to investigate. Consider an adolescent suicide risk study
from the State of Connecticut (Chen and Aseltine, 2017). Adolescent suicide prevention
is a major public health concern as suicide is one of the leading causes of death among
adolescents. In this study, annual suicide-related hospitalization counts for the 15–19
age group in each of 119 school districts were obtained during 2010 to 2014 from all hos-
pitals in the state. The research interest is the association between adolescent suicide
risk proxied by hospitalization counts and school district characteristics. Several cate-
gories of covariates were collected, such as demographics, prosperity measures, academic
measures, and time trend.
In high dimensional settings such as the suicide risk study, there are two common
goals that the researcher may have. The first possible goal is to establish a general
2relational structure between the different variables; this type of task is referred to as
unsupervised learning. The second possible goal is characterized by a target that the
researcher is aiming for; usually this target is one of the variables that the researcher
would like to be able to predict in the future. This target is usually referred to as the
dependent or response variable, while the other variables in the data set used to predict
the response are called the independent variables or covariates. In the context of the
suicide risk study, the response variable would be suicide related hospitalizations, and
the covariates would be the all of the variables in the various categories describing the
school districts. Trying to predict the response variable with the covariates creates a
feedback mechanism that can be used to train the model. For this reason, this goal is
referred to as supervised learning. In the statistics literature, this approach is usually
referred to as regression, and will be a core focus of this thesis.
When performing regression, either to investigate inferential statements or to develop
a predictive model, in the high dimensional setting, it is beneficial to perform a task that
is called model selection, or variable selection. Model selection is the task of identifying
the best subset of covariates to perform regression with in order to reach a particular goal.
In the high dimensional setting this is beneficial because performing model selection will
likely result in fewer covariates being used in the final model. This can greatly improve
both a model’s predictive capability if the covariates are strongly correlated, as well as
ease the interpret-ability of the model. Additionally, in the high dimension setting, there
may be so many covariates that performing direct regression without any model selection
3is not physically possible; performing model selection can also address this issue.
The basic premise of most model selection techniques can be thought of as an op-
timization of what is known as the combinatorial approach. In the combinatorial ap-
proach, the research decides on a criterion by which he or she will evaluate different
models. This criterion is not usually an absolute measure of goodness, but rather a
comparative one; that is the criterion can only tell the research whether one model is
better than another. With a chosen criterion, the researcher then performs some method
of regression using all possible combinations of the covariates, and calculates that cri-
terion for each resulting model. The model with the optimal criterion value is then
selected.
In the case of high dimensional data however, this approach can become infeasible.
If there are p possible covariates, where each one may either be in or out of the model,
then there will be a total of p2 different subsets of covariates. Even if there were only 100
covariates and it took on average 1 second to make each model, the comparison of all of
these models would take over two and a half hours. If p were increased to 300 it would
take more than a day. A wildly popular approach to performing model selection that
addresses the computational issues of the combinatorial approach is called penalized
regression.
The computational deficiencies of the combinatorial approach are addressed by pe-
nalized regression by reducing the number of possible subsets to be considered by dis-
regarding clearly poor subsets. Typical regression generally takes the form where a loss
4or objective function f is optimized with respect to a set of parameters, denoted as a
p×1 vector β, that each reflect the importance of different covariates. The loss function
describes how good a certain relationship, as described by the values of β, between the
covariates and the response is. One common loss function is called the observed least
squares, which is the sum of the squares of the difference between values predicted by a
model and the observed response values.
Penalized regression instead uses a technique called regularization where the loss
function is still optimized, but the possible values of β are constrained by what is called
a penalty function. One common penalty function example is the `1 norm, φ(β) =∑p
j=1 βj, where βj is the jth element of β. This penalty function is constrained to be
a pre-specified value t, and then f is optimized subject to the penalty of the value of
β being less than t. The penalized regression approach then looks at several solutions
calculated using a range of values for t. The resulting models are the candidate models
from which the researcher selects using the desired criterion.
A different approach to model selection is the recently revitalized stagewise estima-
tion approach. The main idea of a stagewise procedure is to build a model from scratch,
gradually increasing the model complexity in a sequence of learning steps in a way that
the computation in each step is kept cheap. Consider the familiar linear regression model
Yi = X
>
i β + ei, i = 1, . . . , n,
5where Yi is the ith response, Xi is a p×1 covariate vector, β is a p×1 coefficient vector,
and ei’s are independent random errors of zero mean. For simplicity, we assume that the
responses and the predictors are centered so that there is no intercept term. Starting with
β[0] = 0, a stagewise procedure determines a small increment δ[t] in learning step t and
updates the coefficients with β[t] = β[t−1]+δ[t]. Depending on the learning objective, there
are different ways to determine the “optimal” δ[t]. For example, in forward stagewise
regression, if the jth covariate is most correlated with the current residual vector eˆ[t−1]
with correlation r
[t−1]
j , then, with a predetermined , the components in δ are set with
δ
[t]
j =  · sign(r[t−1]j ) and δ[t]i = 0 for all i 6= j.
In general, a properly designed/implemented stagewise procedure can efficiently trace
out a path of potential models with repeated simple calculations, making it attractive in
complex statistical modeling problems. Under certain conditions, the classical forward
stagewise regression path converges exactly to the solution path of the most popular
penalized regression approach, lasso (Tibshirani, 1996), as the step size goes to zero
(Efron et al., 2004; Zhao and Yu, 2007). Nonetheless, the merit of a stagewise method
does not rely on the existence of such equivalency: even when the stagewise solution
path deviates from its penalized estimation counterpart, its performance can remain
competitive (Tibshirani, 2015).
Variable selection in modeling non-Gaussian clustered data, such as in the suicide
risk study where the suicide related hospitalization counts are not well described by a
Gaussian distribution, is an important but less studied problem. The term clustered data
6refers to situations where there is a clear clustering of observations or rows within the
data set. These clusters usually indicate potential correlation between the observations.
For example the data may come from a longitudinal study where the observations are
coming from the same person at different time points. In the suicide risk study, because
the hospitalization counts for each district are collected over 5 consecutive years, we
expect there to be some correlation or relationship between the measurements from year
to year. In these cases, accounting for the within cluster correlation would improve
estimation efficiency. When the response variable takes on non-Gaussian forms such
as only non-negative integers, accounting for these correlations can be difficult. One
popular approach is to use Generalized Estimating Equations (GEE) (Liang and Zeger,
1986) to perform standard regression. GEEs specify only the structure of the mean
and the variance of the response, as opposed to the whole distribution, and propose
an approximation of the correlation structure with what is called a working correlation
matrix. Though GEEs are complicated to work with, the flexible nature of stagewise
techniques makes the pair a good combination that together can perform model selection
in the presence of non-Gaussian correlated data.
71.2 Literature Review
1.2.1 Penalized Regression
The task of penalized regression can be formulated as solving the following constrained
optimization problem,
min
θ
f(θ) subject to φ(β) ≤ s, (1.1)
where f is a loss function reflecting lack of fit, φ is a penalty function controlling the
complexity of model parameter vector β, usually a subset of θ, and s ≥ 0 is a tuning
parameter that determines the amount of regularization. When φ is the `1-norm func-
tion, the technique is referred to lasso (Tibshirani, 1996). The development of lasso is
considered pioneering work, and the use of other penalty forms have been investigated.
Using a pure `2-norm on all of the coefficients, the technique is called ridge regression
(Miller, 2002; Draper and Smith, 1998), which performs estimation shrinkage that can
address multicollinearity issues and reduce variation. A mixture of the lasso penalty and
the ridge penalty gives elastic net (Zou and Hastie, 2005), which combines the benefits
of both penalties. Techniques using penalties based on the `2 norm, the group lasso
(Yuan and Lin, 2006) and the sparse group lasso (Friedman et al., 2010; Simon et al.,
2013b), were developed to address grouped covariates. Non-convex penalties such as
the smoothly clipped absolute deviation (SCAD) penalty (Fan and Li, 2001), and the
minimax concave penalty (MCP) (Zhang, 2010) reduce penalization for larger coefficient
8estimates, thereby reducing bias from estimates.
Penalized regression approaches have also undergone other exciting developments in
recent years. the concept of an adaptive lasso that uses pre-determined weights to re-
duce the bias and improve accuracy of the model selection of the penalized regression
techniques was introduced by Zou (2006). Efficient algorithms the improve computation
time have also been developed for lasso (Efron et al., 2004). Additionally, the develop-
ment of post model selection inference has become a popular topic (Berk et al., 2013;
Tibshirani et al., 2016; Lee et al., 2016). For a broader overview of penalized regression
techniques, see Bu¨hlmann and van de Geer (2011); Huang et al. (2012).
1.2.2 Generalized Estimating Equations
GEE has become an indispensable tool for analyzing clustered data when the marginal
regression parameters are of primary interest. Efficiency can be gained if the working
correlation structure is closer to the truth than working independence (Liang and Zeger,
1986). Commonly-used working correlation structures include independence, exchange-
able, autoregressive, and unstructured. A major advantage of GEE is that the consis-
tency of the estimator is not affected by misspecification of the correlation structure
of the clusters. The sandwich variance estimator of the GEE estimator is asymptoti-
cally justified regardless of the working correlation structure. GEE has been extended
in various ways, e.g., to allow a second estimating equations for covariance parame-
ters (Prentice and Zhao, 1991), to model binary responses (Prentice, 1988), to model
9categorical responses (Liang et al., 1992), to perform model comparison (Pan, 2001),
and to incorporate covariates into nuisance parameters (Yan and Fine, 2004). Several
implementations of GEE are available in major statistical software and packages (e.g.,
Halekoh et al., 2006).
1.2.3 Stagewise Estimation
In parallel to the developments in penalized regression, there has also been a revival of
interest in some classical model selection techniques. In particular, the forward stagewise
procedures, also known as the -boosting methods, have drawn much attention (e.g.,
Friedman et al., 2000; Wolfson, 2011; Tibshirani, 2015), for which an extensive body of
literature exists in both statistics and machine learning (e.g., Bu¨hlmann and Hothorn,
2007; Schapire and Freund, 2012; Efron et al., 2004; Breiman, 1998; Hastie et al., 2009).
In the context of linear regression, the stagewise selection procedure starts from a
null model, at each step selects one predictor that can best explain the current model
residuals, and then updates its corresponding coefficient by a small amount  to partially
adjust for its predictive effect. This process is repeated until a model with a desirable
complexity level is reached or the model becomes excessively large. By directly linking
the stagewise procedure to the regularized estimation problem, Tibshirani (2015) pro-
posed a general framework for conducting stagewise estimation. Starting from β[0] = 0,
10
the procedure at step t = 1, 2, . . . performs the following:
δ[t] = arg min
δ∈Rp
f(β[t−1] + δ)− f(β[t−1]) subject to φ(β[t−1] + δ)− φ(β[t−1]) ≤ ,
β[t] = β[t−1] + δ[t],
where  > 0 is the step size. When the penalty function φ satisfies the triangular
inequality φ(b + c) ≤ φ(b) + φ(c) for all b and c, the constraints can be simplified to
φ(δ) ≤ . For several commonly-used penalty forms including lasso and group lasso,
the triangle inequality holds and the computation is very fast. Furthermore, to simplify
and accelerate the minimization problem, f(β[t−1] + δ)− f(β[t−1]) can be approximated,
using Taylor expansion around β[t−1], by 〈∇f(β[t−1]), δ〉, where ∇ denotes the partial
derivative and 〈·, ·〉 denotes the inner product. With these substitutions, the resulting
procedure becomes the following: start from β[0] = 0, and for each step t = 1, 2, . . .
δ[t] = arg min
δ∈Rp
〈∇f(β[t−1]), δ〉 subject to φ(δ) ≤ ,
β[t] = β[t−1] + δ[t].
(1.2)
Tibshirani (2015) showed that the stagewise path produced by (1.2) well approximates
its counterpart from regularized estimation.
The connections to regularized estimation, the impressive empirical performance, and
the computational efficiency, all make stagewise estimation very attractive. In the con-
text of GEE, Wolfson (2011) proposed an -boosting method (EEBoost). This method,
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however, only considered individual variable selection corresponding to the `1 penalty,
which is not suitable in the presence of complicated covariate structures. Additionally,
neither Wolfson (2011) nor Tibshirani (2015) addressed the handling of nuisance param-
eters. The presence of such parameters are often inevitable, e.g., the intercept term β0
in generalized linear models and the parameters of the working correlation structure in
GEE.
1.2.4 Model Selection with Grouped Covariates
In many applications such as the suicide risk study, the predictors may have some prior
grouping structure or more generally certain hierarchical structure, and it is important
to incorporate such information into the selection procedure. Under the penalized es-
timation framework, the most popular approach is the group lasso (gLasso) (Yuan and
Lin, 2006; Meier et al., 2008; Breheny and Huang, 2009), where each group of variables
is either kept or removed from the model altogether. A stagewise estimation approach
analogous to group lasso was proposed by Tibshirani (2015). In practice, however, some
groups may be a mix of both important and irrelevant variables. Therefore, identifi-
cation of the important variables within each of the selected groups is preferred. The
sparse group lasso (sgLasso) (Friedman et al., 2010; Simon et al., 2013b) conducts such
bi-level selection with a convex penalty. Non-convex approaches have been developed
as well (Wang et al., 2007; Huang et al., 2009; Breheny and Huang, 2009; Chen et al.,
2016). Bi-level selection however, has not yet been studied in stagewise estimation.
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We propose two general forward stagewise approaches for variable selection, under the
general framework of generalized estimating equations (GEE) (Liang and Zeger, 1986),
that allows for flexible marginal modeling for clustered data without fully specifying the
within-cluster dependence structure. While some versions of penalized GEE (Fu, 2003;
Wang et al., 2012; Deshpande et al., 2016) or boosted GEE (Wolfson, 2011) have been
proposed, no existing GEE approach addresses the group or bi-level selection problem.
1.2.5 Interaction Selection
In the interaction selection literature, a key concept is model hierarchy. There are two
forms of hierarchy that are used with interaction models that allow for simpler model
interpretation. Weak hierarchy requires that a particular interaction term may be in-
cluded in the model only if at least one of its corresponding main effects is included.
Strong hierarchy requires that both main effects be included. Liu et al. (2013) intro-
duced a mixture of the minimax concave penalty (MCP) and group MCP, much like
the sparse group lasso (Friedman et al., 2010) for gene-environment interactions that
preserves strong hierarchy, but this technique only considers model selection with in-
teraction terms where one of the corresponding main effects are unpenalized, and thus
are always included in the model. Lim and Hastie (2015) suggested a novel way to use
group lasso to induce strong hierarchy in a computationally efficient way when the co-
variates are categorical. Zhao et al. (2009), Jenatton et al. (2011), and Bach et al. (2012)
proposed penalization techniques for imposing specific hierarchical structures that can
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be adapted to the interaction setting. Bien et al. (2013) also proposed a penalization
approach that extended the traditional lasso approach, which elucidates the effect of
imposing a hierarchical structure. Though these penalization approaches do success-
fully impose the desired structure, they do so at a computational expense. Zhu et al.
(2014) developed a stagewise approach for model selection that maintains these hierarchy
structures that has both competitive performance compared to these penalization tech-
niques and a computational advantage; but neither this technique nor the penalization
approaches are able to handle non-Gaussian clustered data.
1.3 Outline
This thesis aims to present novel methods to perform model selection in the presence of
non-Gaussian clustered data with overlaying covariate structures. To demonstrate the
value of these techniques, they will be applied to the suicide risk study.
In the suicide risk study, the categories of the covariates, or groups of covariates,
may indicate an underlying structure that would be useful in improving estimation.
So, in Chapter 2, the concept of grouped covariates is explored, and new techniques
are developed to harness this structure. Two new techniques, Bi-Level Stagewise Esti-
mating Equations (BiSEE) and Hierarchical Stagewise Estimating Equations, are pre-
sented. Theses approaches utilize these potential structures while accounting for the
non-Gaussian clustered form of the data. Illustrative examples and multiple numerical
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studies are presented to demonstrate the efficacy of the techniques and demonstrate
their advantages over other current techniques. The chapter concludes with an analysis
of the suicide risk data using the new approaches.
Additionally, it may be beneficial to investigate the interactions between the various
covariates in the study. So, in Chapter 3, the challenges of performing model selec-
tion when considering interaction terms is discussed and new techniques are presented
to address these issues. Again, two new methods, Hierarchical Lasso Stagewise Esti-
mating Equations (HiLa) and Active Set Stagewise Estimating Equations (ACTS), are
presented. these approaches enforce typical structures associated with interaction mod-
els while accounting for the non-Gaussian clustered form of the data. As in Chapter 2,
illustrative examples and simulation studies are presented to highlight the strengths of
the new techniques. The chapter will conclude with a second analysis of the suicide
risk study using the new techniques to evaluate possible interaction effects between the
covariates and the response.
The thesis concludes in Chapter 4. A summary of the contributions of this work are
presented and various new directions for further study of stagewise techniques, with or
without the inclusion of GEEs is discussed. In the appendix the software implementation
that was developed for these techniques in the R package sgee is covered.
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Chapter 2
Stagewise Generalized Estimating
Equations with Grouped Variables
2.1 Grouped Covariates
This chapter focuses on solutions to the bi-level selection problem, where the covariates
have a grouping structure, but those groups may not perfectly separate important and
un-important variables. This requires a group level selection in which important groups
are identified, and an individual level selection in which important individual covariates
are identified. Building upon Wolfson (2011) and Tibshirani (2015), we develop a bi-
level stagewise estimating equations (BiSEE) approach that corresponds to the sparse
group lasso penalized regression. The essence of forward stagewise estimation is to build
a model by gradually adding well-chosen “weak learners”, which motivates a general hi-
erarchical stagewise estimating equations (HiSEE) approach. By properly designing the
process of selecting weak learners to enter the model, HiSEE can flexibly take advantage
of the hierarchical group structure.
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2.2 Notation
Let Yi be a ki×1 response vector in cluster i, for i = 1, ..., n. LetXi = (1ki , XiI1 , . . . , XiIJ ),
where 1ki is a ki × 1 vector of 1′s and XiIj is a ki × pj matrix of grouped covari-
ates for Yi where
∑J
j=1 pj = p. It is assumed that the groups do not overlap. The
conditional mean of Yi given Xi is specified as E[Yi | Xi] = µi = g−1(ηi), where
ηi = β01ki +XiI1βI1 + . . .+XiIJβIJ , βIj is a pj × 1 coefficient vector for j = 1, . . . J , β0
is the scalar intercept, and g is a known link function. The regression coefficient vector
β = (β>I∞ , . . . , β
>
IJ )
> is of primary interest. The conditional variance of each component
Yij of Yi, j = 1, . . . , ki, is V [Yij | Xij] = ψv(µij), where ψ is a scalar, and v(·) is a
variance function as in the exponential families.
The regression coefficients (β0, β) given (ψ, α) are estimated by solving
U(β, β0, ψ, α) ≡ −
n∑
i=1
D>i V
−1
i (Yi − µi) = 0,
where Di = (∂µi/∂η
>
i )Xi, Vi = A
1/2
i Ri(α)A
1/2
i , Ai = ψ diag {v(µi1), . . . , v(µiki)}, and
Ri(α) is an ki×ki working correlation matrix parameterized as a function of a parameter
vector α. A major advantage of GEE is that the consistency of the estimator is not
affected by misspecification of the correlation structure of the clusters (Liang and Zeger,
1986).
Given (β0, β), estimates of (α, ψ) can be obtained by method of moments or ad-
ditional estimating equations. The alternating updating continues until convergence.
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In what follows, we write U(β, β0, ψ, α) = U(β, ν), where ν = (β0, ψ, α) collects all
the nuisance parameters that are not directly related to variable selection. The esti-
mating equations U(β, ν) can also be partitioned based on the group structure, i.e.,
U(β, ν) = (U0(β, ν), UI1(β, ν)
>, . . . , UIJ (β, ν)
>)> where UIj(β, ν) ∈ Rpj for j = 1, .., J
and U0(β, ν) ∈ R pertains to the intercept term.
2.3 Stagewise Generalized Estimating Equations
2.3.1 Bi-level Stagewise Estimating Equation
From (1.2), only the gradient of the objective function being minimized is needed in com-
putation. Although there is no explicit objective function in a GEE setting, it is helpful
to view the estimating function U(β, ν) as the gradient of some convex and differentiable
f(β, ν), possibly of no closed form. The stagewise estimation can still be carried out
using U itself without knowing f (e.g., Wolfson, 2011). There remains, however, several
challenges in applying the framework in (1.2) to our setup. Besides the regression coef-
ficients β, the nuisance parameters have to be properly estimated/updated during the
stagewise estimation. A main advantage of stagewise estimation is its computational
efficiency, which requires that the optimization problem in each step is easy to solve.
This is true for the stagewise procedures corresponding to either lasso or group lasso
(Tibshirani, 2015). For more sophisticated bi-level or hierarchical variable selection, it
is unclear what penalty permits efficient computation.
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We consider the following BiSEE procedure: starting from β[0] = 0, for t = 1, 2, . . .
(t.1) Given β[t−1], update the nuisance parameters to obtain ν [t],
(t.2) δ[t] = arg min
δ∈Rp
〈U[0](β[t−1], ν [t]), δ〉 subject to φ(δ) ≤ ,
(t.3) β[t] = β[t−1] + δ[t],
where U[0](β
[t−1], ν [t]) = (UI1(β
[t−1], ν [t])>, . . . , UIJ (β
[t−1], ν [t])>)>. Here δ ∈ Rp is par-
titioned in the same way as β; i.e. δ> = (δ>I1 , . . . , δ
>
IJ )
>, where δ>Ii is a pi × 1 vector.
We propose to use the sparse group lasso penalty (Friedman et al., 2010; Simon et al.,
2013b)
φ(δ) = λ1
J∑
j=1
wj‖δIj‖2 + λ2‖δ‖1, (2.1)
where wjs are some group-level weights, ‖ · ‖k indicates the `k norm, and λ1 and λ2
are two tuning parameters controlling the relative degrees of group level and individual
level penalization, respectively. The relationship between λ1 and λ2 is best described as
λ1 + λ2 = 1 with λ1 ∈ [0, 1]. If these parameters instead summed to some value c, then
the step size could simply be scaled by c. Unless otherwise noted, we use wj =
√
pj
to adjust for the sizes of the groups. The nuisance parameters ν and the regression
coefficients β are updated separately at each step. Following Tibshirani (2015), we
have also simplified the constraint to φ(δ) ≤  because the sparse group lasso penalty
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satisfies the triangle inequality. Consequently, the simplified constraint guarantees that
the increment in φ is at most .
The central task is to solve (t.2). Define
BIj(i)(γ) = sign{−UIj(i)(β[t−1]; ν [t])}{|UIj(i)(β[t−1]; ν [t])| − γλ2}+/(γλ1wj), (2.2)
as a function of scalar γ for j = 1, . . . , J , where BIj(i)(γ) indicates the ith element of
the pj × 1 vector BIj(γ), and (x)+ = max(x, 0). The following theorem shows that (t.2)
can be solved efficiently, and as expected, at each step the update only changes a subset
of coefficients within a particular group.
Theorem 2.1. Consider the problem in (t.2), where φ is the sparse group lasso penalty
in (2.1) with λ1 > 0. Then the problem is solved as follows. First select k to be
k = arg max
j:j∈{1,...,J}
γj
where γj is such that ‖BIj(γj)‖2 = 1, with BIj(γj) as defined in (2.2). Then δ[t] is given
by
δ
[t]
Ik =
BIk(γk)
λ1wk + λ2‖BIk(γk)‖1
, and δ
[t]
Ij = 0, ∀j 6= k. (2.3)
Theorem 2.1 is proven by using the Karush–Kuhn–Tucker conditions of (t.2). Intu-
itively, γj evaluates the importance of a group as a whole. The group with the largest
γj is selected and the configuration within the group that provides the most benefit is
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determined. Theorem 2.1 ensures that BiSEE can achieve bi-level selection efficiently.
Furthermore, the results encompass lasso with λ1 = 0 and the group lasso with λ2 = 0
as special cases. The proof of Theorem 2.1 and more specifics of the BiSEE method are
available in the Web-based Supplementary Materials.
In practice, the tuning parameters involved in φ need to be selected. Because λ1 +
λ2 = 1, we can choose a sequence of λ1 values between [0, 1] and fit BiSEE with each fixed
λ1 value. We then refit each of the unique models that appear in the paths generated
by BiSEE using traditional GEE and use cross-validation to select the best model. The
step size  also needs to be selected with care. In general, too large a step size would
produce inaccurate and unstable paths while too small a step size may cause unnecessary
computation burden. We suggest examining the trace plot when selecting the step size.
A sensitivity study using the illustrative example in Section 2.3.6 is reported in the
Web-based Supplementary Materials.
2.3.2 Proof of Theorem 2.1
Proof. In the problem (t.2), i.e.,
min
δ∈Rp
〈U[0](β[t−1], ν [t]), δ〉 subject to φ(δ) ≤ ,
both 〈U[0](β[t−1], ν [t]), δ〉 and φ(δ) are convex functions of δ. Specifically, since the `1 and
`2 norms are convex functions, it is clear that φ is convex as well. Since 〈U[0](β[t−1], ν [t]), δ〉
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is linear in δ, the convexity of the function is also clear. Since the problem is convex, the
regularity conditions have thus been met and it only remains to show that the solution
proposed by Theorem 2.1 satisfies the Karush–Kuhn–Tucker (KKT) conditions for (t.2).
For notational simplicity, U[0](β
[t−1]; ν [t]) from Equation (t.2) will be shortened to
just U , and the scaling factor /(λ1wk + λ1‖BIk(γk)‖1) from Equation (2.3) will be
represented as c.
Let W = diag { diag (w11>p1), . . . , diag (wJ1>pJ )} be a p × p block diagonal matrix,
SIj(δ
[t]) be an element of the subgradient of the `2 norm evaluated at δ
[t]
Ij , and QIj(i)(δ
[t])
be an element of the subgradient of the absolute value function evaluated at δ
[t]
Ij(i). The
forms of the `2 norm and the absolute value function sub-gradients are
∂‖y‖2
∣∣
y=x
=

x
‖x‖2 x 6= 0
L ∈ {L : ‖L‖2 ≤ 1} x = 0
, and ∂|y| ∣∣
y=x
=

sign(x) x 6= 0
L ∈ [−1, 1] x = 0
.
The KKT conditions that correspond to Equation (t.2) evaluated at δ = δ[t] are
−U = γk{λ1WS(δ[t]) + λ2Q(δ[t])}, (2.4)
γk ≥ 0,
γk(λ1
J∑
j=1
wj‖δ[t]Ij‖2 + λ2
J∑
j=1
pj∑
i=1
|δ[t]Ij(i)| − ) = 0,
λ1
J∑
j=1
wj‖δ[t]Ij‖2 + λ2
J∑
j=1
pj∑
i=1
|δ[t]Ij(i)| −  ≤ 0.
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By construction, γk ≥ 0 and φ(δ[t]) = , so only (2.4) remains to be demonstrated.
We proceed by showing that each equality −UIj(i) = γk{λ1WS(δ[t]) + λ2Q(δ[t])}Ij(i)
for j ∈ {1, . . . , J} and i ∈ {1, . . . , pj} from Equation (2.4), holds. Each equation is
demonstrated in one of the following cases: 1) when j = k and i is such that |UIk(i)| >
γkλ2, 2) when j = k and i is such that |UIk(i)| ≤ γkλ2, and 3) when j 6= k.
Consider case 1,) which implies that δ
[t]
Ik(i) = c sign(−UIk(i))(|UIk(i)| − γkλ2)/γkλ1wk.
Then
γk{λ1WS(δ[t]) + λ2Q(δ[t])}Ik(i)
= γk
{
λ1wkSIk(i)(δ
[t]) + λ2QIk(i)(δ
[t])
}
= γk
{
λ1wk
cBIk(i)(γk)
‖cBk(γk)‖2 + λ2 sign(cBIk(i)(γk))
}
= γk
{
λ1wk
c
c
sign(−UIk(i))[|UIk(i)| − γkλ2]
γkλ1wk‖Bk(γk)‖2 + λ2 sign
(
c
sign(−UIk(i))[|UIk(i)| − γkλ2]
γkλ1
)}
= −UIk(i) − sign(−UIk(i))γkλ2 + λ2 sign(−UIk(i))γk
= −UIk(i).
So, the equations hold in this case.
Now consider case 2), which implies that δ
[t]
Ik(i) = 0 and that QIk(i)(δ
[t]) can be selected
to be −UIk(i)/γkλ2. We see that the equations hold in this case:
γk{λ1WS(δ[t]) + λ2Q(δ[t])}Ik(i) = γk{λ1wkSIk(i)(δ[t]) + λ2QIk(i)(δ[t])}
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= γk{λ2QIk(i)(δ[t])} = γkλ2
−UIk(i)
γkλ2
= −UIk(i).
Consider now case 3). Since δ
[t]
Ij = 0, we must select SIk(δ
[t]) from the set {L :
‖L‖2 ≤ 1} and QIk(i)(δ[t]) from [−1, 1] for all i. Since γk ≥ γj ∀j and ‖BIj(γj)‖2 = 1
by construction, we can conclude that ‖BIj(γk)‖2 ≤ ‖BIj(γj)‖2 = 1. Thus, it is valid to
select
SIj(i)(δ
[t]) = BIj(i)(γk) =
− sign(UIj(i))[|UIj(i)| − γkλ2]
γkλ1wj
,
and we do so. We now proceed in two sub-cases: 3a) when i is such that |UIj(i)| > γkλ2,
and 3b) when i is such that |UIj(i)| ≤ γkλ2.
For the first sub-case we can let QIk(i)(δ
[t]) = sign(−UIj(i)) and we see that
γk(λ1WS(δ
[t]) + λ2Q(δ
[t]))Ij(i)
= γk
{
λ1wjSIj(i)(δ
[t]) + λ2QIj(i)(δ
[t])
}
= γk
{
λ1wj
sign(−UIj(i))[|UIj(i)| − γkλ2]
γkλ1wj
+ λ2 sign(−UIj(i))
}
= −UIj(i) − sign(−UIj(i))γkλ2 + λ2 sign(−UIj(i))γk
= −UIj(i).
Finally, consider the second sub-case. If we select QIj(i)(δ
[t]) = −UIj(i)/λ2γk then we
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see that the KKT conditions continue to hold:
γk(λ1WS(δ
[t]) + λ2Q(δ
[t]))Ij(i) = γk{λ1wjSIj(i)(δ[t]) + λ2QIj(i)(δ[t])}
= γk{λ2QIj(i)(δ[t])} = γkλ2
−UIj(i)
γkλ2
= −UIj(i).
2.3.3 Lasso and Group Lasso As Special Cases
Our results in Theorem 2.1 generalize both the special case of lasso that corresponds to
λ1 = 0 and the special case of group lasso which corresponds to λ2 = 0.
When λ2 = 0, it is clear that γj = ‖UIj(β[t−1]; ν [t])‖2/wj for all j which in turn
yields an update of δ
[t]
Ik = −UIk(β[t−1]; ν [t])/wk‖UIk(β[t−1]; ν [t])‖2 when k is selected to
be arg max
j:j∈{1,...,J}
γj.
In the case of λ1 = 0, Theorem 2.1 does not directly provide a solution, but as
λ1 goes to 0, the solution given in Theorem 2.1 does converge to the solution ob-
tained when λ1 = 0. Specifically, as λ1 → 0, we see that at some point, for all
j ∈ {1, . . . , J}, BIj(γj) contains only one non-zero element, BIj(lk)(γj), where lk is
such that |UIj(lk)(β[t−1]; ν [t])| ≥ |UIj(i)(β[t−1]; ν [t])| for all i ∈ {1, . . . , pj}. At this point
‖BIj(γj)‖2 = |BIj(lk)(γj)| = 1, which implies that γj = |UIj(lk)(β[t−1]; ν [t])|/(λ2 + λ1wj).
Therefore, we have γj → |UIj(lk)(β[t−1]; ν [t])|, and thus to select k = arg max
j:j∈{1,...,J}
γj is
to select the group with the largest individual contributor, which yields the update
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δ
[t]
Ik(lk) = − sign{UIk(lk)(β[t−1]; ν [t])}.
For completeness, we present these two special cases in the following corollaries.
Corollary 2.2. When φ(δ) =
∑J
j=1wj‖δIj‖2, the solution to (t.2) is
δ
[t]
Ik = −UIk(β[t−1]; ν [t])/wk‖UIk(β[t−1]; ν [t])‖2,
δ
[t]
Ij = 0, ∀j 6= k,
where k = arg max
j:j∈{1,...,J}
‖UIj(β[t−1]; ν [t])‖2/wj.
Corollary 2.3. When φ(δ) = ‖δ‖1, the solution to (t.2) is
δ
[t]
Ik(lk) = − sign{UIk(lk)(β[t−1]; ν [t])},
δ
[t]
Ij(i) = 0, ∀(j, i) 6= (k, lk),
where (k, lk) = arg max
(j,i):j∈{1,...,J},i∈{1,...,pj}
|UIj(i)(β[t−1]; ν [t])|.
2.3.4 Hierarchical Stagewise Estimating Equation
Despite the attractive equivalency to sparse group lasso, BiSEE has some limitations.
The relative weights of the group-level and the individual level regularization need to
be tuned, which increases computation cost. A simpler and more direct way to achieve
bi-level selection is to treat the update as a hierarchical selection process, according to
the prior grouping structure of the variables. The most important group based on a
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certain criterion can be identified first, and then the important variables within that
group can be identified.
We thus propose the following HiSEE procedure. Starting from β[0] = 0, for t =
1, 2, . . .
(t.a) Given β[t−1], update the nuisance parameters to obtain ν [t].
(t.b) δ(g) = arg min
δ∈Rp
〈U[0](β[t−1], ν [t]), δ〉 subject to φ1(δ) ≤ 1, and let K[t] = {j : δ(g)Ij 6= 0}.
(t.c) δ[t] = arg min
δ:δIj=0,∀j /∈K[t]
〈U[0](β[t−1], ν [t]), δ〉 subject to φ2(δ) ≤ 2.
(t.d) β[t] = β[t−1] + δ[t].
Here φ1 is a group-level sparsity-inducing penalty while φ2 is an individual-level sparsity-
inducing penalty. We propose to use the group lasso penalty for φ1(δ) =
∑J
j=1wj‖δIj‖2
and lasso penalty for φ2(δ) = ‖δ‖1. This pair of penalties leads to very simple updating
rules, enabling efficient computation. For simplicity, we set the group and the individual
step sizes to be equal, i.e., 1 = 2 = . The details of the procedure are given in the
Web-based Supplementary Materials.
Although we mainly focus on bi-level selection here, HiSEE can be extended to
hierarchical variable selection with more than two levels. In each step, at each level of
the hierarchy one or more subgroups are selected until the lowest level of the structure
is reached.
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2.3.5 Algorithm Details
Specifics of the BiSEE and HiSEE methods are summarized in Algorithms 1 & 2. In
both Algorithms, the model is initialized with an empty model, indicated by β[0] = 0. In
the initial step, the intercept is updated to be β
[t]
0 , the root of U0(β
[t−1], β0, ψ[t−1], α[t−1])
with respect to β0. Other nuisance parameters ψ and α are updated with the method
of moments from the Pearson residuals evaluated at β[t−1] (Liang and Zeger, 1986). Our
algorithm can be extended to incorporate covariates in ψ and α (Yan and Fine, 2004).
In the next step the optimal update is determined using the corresponding penalty
(penalties). Finally, the update is applied to yield β[t], which is the used in the next
iteration.
The algorithm can be terminated in several ways. For the stagewise estimation
framework in (1.2), a general approach is to stop the algorithm when the change in f
falls below certain threshold. In the GEE setup, as there is no such loss function, the
algorithm can be terminated when |〈U[0](β[t−1], ν [t]), δ[t]〉| is below certain threshold, e.g.,
10−4. The number of maximum iterations can also be roughly estimated, e.g., based on
the ratio between the value of φ evaluated at a regular GEE solution (when available)
and the step size . An advantage of the stagewise estimation is that if a given number
of iterations is not adequate, the algorithm can be restarted from its last step.
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2.3.6 An Illustration
To illustrate the efficacy of BiSEE and HiSEE, we consider a Poisson regression with
a simulated data set of 50 clusters of size 4. There are 7 covariate groups of size
3. Only the first three groups have non-zero regression coefficients: βI1 = (0, 0, .2)
>,
βI2 = (−.25, 0, .15)>, and βI3 = (.2, .15,−.15)>. The covariates within each group are
correlated. See Section 2.4 for the details of the data generation process.
The solution paths of β generated by lasso, group lasso, BiSEE (λ1 = λ2 = 0.5),
and HiSEE are presented in Figure 1. Both lasso and group lasso bring in unimportant
covariates before all the important ones enter the model. As a consequence, neither of
them produces the correct model structure on their paths. In contrast, both BiSEE
Algorithm 1 Bi-level Stagewise Estimating Equations (BiSEE)
Initialize: β[0] = 0 , ν [0], wj > 0, λ1 > 0, λ2 > 0, and  > 0.
for t = 1, 2, . . . do
(t.1) Given β[t−1], update the nuisance parameters to obtain ν [t].
(t.2) Solve ‖BIj(γj)‖2 = 1 to obtain γj and let k = arg max
j:j∈{1,...,J}
γj.
(t.3) β
[t]
Ik = β
[t−1]
Ik + BIk(γk)/(λ1wk + λ2‖BIk(γk)‖1).
end for
Algorithm 2 Hierarchical Stagewise Estimating Equations (HiSEE)
Initialize: β[0] = 0 , ν [0], wj > 0, and  > 0.
for t = 1, 2, . . . do
(t.a) Given β[t−1], update the nuisance parameters to obtain ν [t].
(t.b) k = arg max
j:j∈{1,...,J}
‖UIj(β[t−1]; ν [t])‖2/wj.
(t.c) lk = arg max
i:i∈{1,...,pk}
|UIk(i)(β[t−1]; ν [t])|.
(t.d) β
[t]
Ik(lk) = β
[t−1]
Ik(lk) +  sign{UIk(lk)(β[t−1]; ν [t])}.
end for
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and HiSEE are able to distinguish all the important variables from the irrelevant ones.
The lasso and group lasso methods are outperformed by the proposed methods mainly
because they fail to utilize the bi-level variable grouping structure. First, many of the
groups contain only irrelevant predictors. Considering the predictors individually, as
lasso does, is wasteful and creates a greater risk of false discovery. Second, the groups
that do contain useful predictors may also contain irrelevant ones. However, group lasso
can only include or exclude a group as a whole.
Figure 2 presents the corresponding paths of the mean squared prediction errors,
based on 1000 replications. At first, all paths are comparable, but later on, the stagewise
approaches, especially HiSEE, achieve lower mean predictive errors than lasso and group
lasso.
2.4 Numerical Studies
We consider a longitudinal setting with cluster size ki = k = 4 and covariates in groups of
size pj = p0 = 24. Both low and high dimension settings are considered, with (n, p, J) =
(100, 72, 3) and (n, p, J) = (50, 216, 9), respectively. Each set of p0 covariates in the
same group is generated from a multivariate normal distribution with mean zero and
covariance matrix Σx of an exchangeable correlation structure, with off diagonal elements
ρx = 0.4. Three patterns of group sparsity are investigated: (I) no sparsity, (II) moderate
sparsity, and (III) high sparsity. In each setting, the number of important covariates is
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Figure 1: The illustration example: paths of individual coefficient estimates against
the `1 norm of the estimates, generated by lasso (a), HiSEE (b), group lasso (c), and
BiSEE (d). All the paths are plotted against the `1 norm of the solution, e.g., ‖β̂‖1,
along the path. Each grouped coefficients share the same line style. Paths of irrelevant
predictors are marked with “x” and those of important predictors are left unmarked.
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Figure 2: The illustration example: the path of mean prediction error as a function of
the `1 norm of the coefficient estimates, generated by lasso, group lasso, HiSEE, and
BiSEE, averaged over 1000 replicates.
always set to be p0 = 24, with all the corresponding regression coefficients set to be 1; all
other covariates have zero regression coefficients. In (I) the p0 covariates in the first group
are set as the important covariates, in (II) there are p0/2 = 12 important covariates in
each of the first two groups, and in (III), there are p0/3 = 8 important covariates in each
of the first three groups. Finally, each k×1 response vector for each cluster is generated
from the multivariate normal distribution with mean Xiβ (where the intercept value
is β0 = 1) and covariance matrix Σy of an exchangeable correlation structure, i.e., Σy
has diagonal elements σ2y and off diagonal elements σ
2
yρy. The variance σ
2
y is chosen
to fix the signal to noise ratio (SNR) to be 2, where SNR =
∑J
j=1 β
>
IjΣxβIj/σ
2
y . We
consider ρy ∈ {.3, .6}, corresponding to moderate and high within-cluster correlations.
Each configuration is replicated 100 times.
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The methods to be compared with BiSEE and HiSEE include group lasso (gLasso)
and sparse group lasso (sgLasso), which have been implemented in R package SGL (Simon
et al., 2013a). In BiSEE and HiSEE, we use exchangeable working correlation, and set
the number of iterations as N = 2000 and the step size as  = 0.05. For BiSEE and
sgLasso, the tuning parameters are set to be λ2 = 1−λ1, where λ1 ∈ {0, 0.1, . . . , 0.9, 1}.
To compare all methods fairly, they are tuned based on independently generated testing
data of large size. Specifically, the prediction error of a given solution on a given solution
path/surface is defined as
∑n˜
i=1(Y˜i− µˆi)>V−1i (Y˜i− µˆi)/n˜, where {Y˜i, i = 1, . . . , n˜ = 10n}
denotes the testing data, µˆi denotes the prediction of Y˜i based on the fitted model, and
Vi = Σy. The solution with the lowest prediction error in each solution path/surface is
then selected as the final solution for that path/surface. We also use the lowest prediction
error as a predictive measure for comparing different methods. The prediction error of
an oracle estimator, obtained by fitting GEEs with the true set of important covariates,
is also computed. To evaluate the variable selection performance, we report both the
false positive rate and the false negative rate. The false positive rate is the percent of
true zero coefficients that were identified as non-zero. The false negative rate is the
percent of true non-zero coefficients that were identified as zero.
Table 1 reports the simulation results when ρy = 0.3; results when ρy = 0.6 are
provided in Table 2. Figure 3 shows the boxplots of the predictive measure. Across
all simulation settings, BiSEE has the lowest predictive measure among all competing
techniques. HiSEE’s predictive performance is close to, or better than, that of either
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Table 1: Simulation results with ρy = 0.3 from 100 replicates. Reported are the mean
and standard deviations (sd) of the predictive measure (Msr), the false positive rate
(FP), and the false negative rate (FN).
No Sparsity Mod. Sparsity High Sparsity
Msr FP FN Msr FP FN Msr FP FN
G
au
ss
ia
n
H
ig
h
D
im
en
si
on
Oracle mean 1.15 1.15 1.14
sd 0.06 0.06 0.06
gLasso mean 1.05 0.16 0.00 1.14 0.45 0.00 1.22 0.60 0.00
sd 0.04 0.15 0.00 0.05 0.16 0.00 0.05 0.15 0.00
sgLasso mean 1.05 0.16 0.00 1.14 0.43 0.00 1.21 0.46 0.02
sd 0.04 0.15 0.00 0.05 0.16 0.01 0.05 0.15 0.04
BiSEE mean 1.03 0.27 0.00 1.13 0.52 0.00 1.21 0.53 0.01
sd 0.04 0.18 0.00 0.04 0.20 0.00 0.05 0.16 0.03
HiSEE mean 1.13 0.02 0.22 1.20 0.07 0.17 1.26 0.11 0.16
sd 0.05 0.01 0.07 0.05 0.02 0.07 0.06 0.03 0.06
L
ow
D
im
en
si
on
Oracle mean 1.06 1.06 1.07
sd 0.03 0.03 0.03
gLasso mean 1.03 0.21 0.00 1.08 0.88 0.00 1.14 1.00 0.00
sd 0.03 0.29 0.00 0.03 0.22 0.00 0.03 0.00 0.00
sgLasso mean 1.03 0.21 0.00 1.08 0.72 0.01 1.12 0.50 0.02
sd 0.03 0.29 0.00 0.03 0.26 0.02 0.04 0.17 0.02
BiSEE mean 1.01 0.53 0.00 1.07 0.83 0.00 1.11 0.69 0.01
sd 0.03 0.34 0.00 0.03 0.23 0.01 0.03 0.28 0.02
HiSEE mean 1.06 0.04 0.08 1.09 0.23 0.04 1.12 0.39 0.02
sd 0.03 0.04 0.05 0.03 0.08 0.04 0.04 0.10 0.03
P
oi
ss
on
H
ig
h
D
im
en
si
on
Oracle mean 1.08 1.08 1.08
sd 0.05 0.05 0.05
lasso mean 1.16 0.06 0.04 1.20 0.08 0.09 1.24 0.11 0.14
sd 0.07 0.02 0.05 0.07 0.02 0.07 0.08 0.03 0.09
gLasso mean 1.18 0.41 0.00 1.27 0.54 0.00 1.36 0.63 0.00
sd 0.08 0.15 0.00 0.09 0.13 0.00 0.09 0.13 0.00
BiSEE mean 1.04 0.17 0.00 1.12 0.26 0.00 1.16 0.32 0.00
sd 0.05 0.11 0.00 0.06 0.13 0.02 0.06 0.15 0.01
HiSEE mean 1.12 0.01 0.04 1.15 0.03 0.09 1.19 0.04 0.13
sd 0.06 0.01 0.05 0.06 0.01 0.07 0.07 0.02 0.09
L
ow
D
im
en
si
on
Oracle mean 1.04 1.03 1.03
sd 0.03 0.03 0.03
lasso mean 1.06 0.32 0.00 1.06 0.37 0.01 1.07 0.46 0.01
sd 0.03 0.14 0.02 0.04 0.10 0.02 0.03 0.11 0.02
gLasso mean 1.07 0.96 0.00 1.08 1.00 0.00 1.11 1.00 0.00
sd 0.04 0.14 0.00 0.04 0.00 0.00 0.04 0.00 0.00
BiSEE mean 1.02 0.49 0.00 1.04 0.54 0.00 1.05 0.46 0.00
sd 0.03 0.37 0.00 0.04 0.30 0.01 0.03 0.27 0.01
HiSEE mean 1.05 0.05 0.01 1.05 0.19 0.01 1.06 0.29 0.01
sd 0.03 0.06 0.02 0.04 0.10 0.02 0.04 0.10 0.03
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Table 2: High response correlation: simulation results with ρy = 0.6. Reported are
the average values and standard deviations of the predictive measure (Msr), the false
positive rate (FP), and the false negative rate (FN).
No Sparsity Mod. Sparsity High Sparsity
Msr FP FN Msr FP FN Msr FP FN
G
au
ss
ia
n
H
ig
h
D
im
en
si
on
Oracle mean 1.16 1.16 1.15
sd 0.06 0.06 0.05
gLasso mean 1.08 0.18 0.00 1.23 0.45 0.00 1.36 0.64 0.00
sd 0.05 0.15 0.00 0.07 0.16 0.00 0.09 0.17 0.00
sgLasso mean 1.08 0.18 0.00 1.23 0.43 0.00 1.36 0.50 0.02
sd 0.05 0.15 0.00 0.07 0.16 0.02 0.09 0.17 0.04
BiSEE mean 1.03 0.31 0.00 1.18 0.47 0.00 1.30 0.52 0.01
sd 0.03 0.21 0.00 0.04 0.18 0.00 0.07 0.20 0.03
HiSEE mean 1.16 0.02 0.13 1.25 0.07 0.11 1.33 0.11 0.09
sd 0.05 0.02 0.06 0.06 0.02 0.06 0.09 0.02 0.05
L
ow
D
im
en
si
on
Oracle mean 1.07 1.06 1.06
sd 0.03 0.03 0.03
gLasso mean 1.05 0.17 0.00 1.14 0.88 0.00 1.22 1.00 0.00
sd 0.03 0.29 0.00 0.04 0.22 0.00 0.04 0.00 0.00
sgLasso mean 1.05 0.17 0.00 1.14 0.72 0.01 1.19 0.50 0.02
sd 0.03 0.29 0.00 0.04 0.25 0.02 0.05 0.18 0.03
BiSEE mean 1.01 0.53 0.00 1.09 0.83 0.00 1.12 0.47 0.00
sd 0.02 0.33 0.00 0.03 0.28 0.01 0.04 0.20 0.01
HiSEE mean 1.08 0.05 0.04 1.11 0.27 0.01 1.12 0.40 0.00
sd 0.03 0.04 0.04 0.04 0.10 0.02 0.04 0.09 0.01
P
oi
ss
on
H
ig
h
D
im
en
si
on
Oracle mean 1.09 1.09 1.07
sd 0.07 0.05 0.07
lasso mean 1.25 0.07 0.04 1.31 0.09 0.09 1.35 0.11 0.13
sd 0.11 0.03 0.06 0.11 0.03 0.08 0.11 0.03 0.08
gLasso mean 1.29 0.39 0.00 1.42 0.52 0.00 1.53 0.61 0.00
sd 0.12 0.12 0.00 0.14 0.09 0.00 0.14 0.12 0.00
BiSEE mean 1.05 0.19 0.00 1.17 0.29 0.00 1.21 0.29 0.00
sd 0.06 0.14 0.00 0.06 0.16 0.01 0.08 0.14 0.01
HiSEE mean 1.15 0.01 0.02 1.19 0.03 0.04 1.22 0.05 0.07
sd 0.09 0.01 0.04 0.07 0.02 0.05 0.09 0.02 0.07
L
ow
D
im
en
si
on
Oracle mean 1.04 1.03 1.04
sd 0.04 0.04 0.04
lasso mean 1.09 0.32 0.00 1.10 0.38 0.01 1.11 0.45 0.01
sd 0.06 0.14 0.01 0.05 0.12 0.02 0.06 0.11 0.02
gLasso mean 1.11 0.98 0.00 1.15 1.00 0.00 1.17 1.00 0.00
sd 0.06 0.09 0.00 0.06 0.00 0.00 0.06 0.00 0.00
BiSEE mean 1.02 0.56 0.00 1.06 0.50 0.00 1.07 0.39 0.00
sd 0.04 0.35 0.00 0.04 0.29 0.00 0.04 0.22 0.00
HiSEE mean 1.05 0.08 0.00 1.06 0.19 0.00 1.07 0.25 0.00
sd 0.04 0.09 0.01 0.04 0.10 0.01 0.04 0.11 0.00
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Figure 3: Gaussian example: boxplots of the predictive measures over 100 replicates.
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group lasso or sparse group lasso. Also, the advantage of BiSEE and HiSEE becomes
more visible when the response correlation increases. This is largely due to the fact
that both BiSEE and HiSEE are based on GEEs, which accounts for within cluster
dependence. In the no sparsity setting, we notice that the lowest predictive measure
is not necessarily produced by the oracle estimator. Further investigation shows that
this is because the stagewise estimators and the penalized estimators are all capable of
inducing shrinkage estimation, which can be beneficial to deal with multi-collinearity.
For variable selection, BiSEE yields comparable false positive rate compared to gLasso
and sgLasso, and all of them have very low false negative rate. This is expected as it
is known that convex penalization methods tend to select more variables when tuned
based on predictive performance. HiSEE has the lowest false positive rate across all
settings, at the expense of a higher false negative rate.
The study with Poisson response is similar to that with Gaussian response. The dif-
ferences are described as follows. The within-cluster dependence of Poisson responses is
set to be a normal copula with an exchangeable correlation structure whose off-diagonal
values are ρy ∈ {.3, .6}. The marginal Poisson distributions are set to have mean
g−1(Xijβ) for the jth observation in the ith cluster, where g is the log link function. The
group size of the covariates is set to be p0 = 12, and the model dimensions in low and
high dimension settings are set as (n, p, J) = (100, 36, 3) and (n, p, J) = (50, 216, 18),
respectively. The three group sparsity patterns are set in the same fashion as in the
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Gaussian study, with the coefficients of p0 = 12 important variables set to be 0.1 dis-
tributed in the first three groups. Since sgLasso implementation for Poisson regression
is not available, we only consider lasso and gLasso in the comparison, using implementa-
tions from R package grpreg (Breheny and Huang, 2009). HiSEE and BiSEE use step
size of  = 0.025. Each configuration is replicated 100 times. The performance of differ-
ent methods is still compared in terms of prediction error, false positive rate, and false
negative rate, as defined earlier. In the prediction error, however, Vi, the variance matrix
of Y˜i, is approximated as A
1/2
i R(αˆ)A
1/2
i , where αˆ is estimated from an independent data
set of size 10n.
The simulation results are summarized in Tables 1 and 2. Figure 4 presents the box-
plots of the predictive measures of different methods. Most observations in the Gaussian
case remain. BiSEE and HiSEE outperform both lasso and gLasso in prediction. The
variable selection performance of BiSEE is in between those of lasso and gLasso. HiSEE
in general yields the smallest false positive rates among all methods, with well-controlled
false negative rates. The advantages of BiSEE and HiSEE become more visible as the
within-cluster dependence increases.
2.4.1 Between Group Correlation
We conducted an additional simulation study to examine the effect of between group
correlation. All of the same simulation settings described in Section 2.4 are used with
correlation induced between groups in a manner similar to that which is described in
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Figure 4: Poisson example: boxplots of the prediction errors over 100 replicates.
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No Sparsity Mod.  Sparsity High Sparsity
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Figure 5: Gaussian example: boxplots of the predictive measures over 100 replicates,
with a between different covariate correlation of (.4)|i−j|+1, where i and j are group
indices.
Huang et al. (2009) such that the pairwise correlation between two different covariates
in groups i and j, respectively, is (0.4)|i−j|+1. We present these results in Tables 3 and 4,
with boxplots in Figures 5 and 6.
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Figure 6: Poisson example: boxplots of the predictive measures over 100 replicates, with
a between different covariate correlation of (.4)|i−j|+1, where i and j are group indices.
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Table 3: Moderate response correlation: simulation results with ρy = 0.3, and with
a between different covariate correlation of (.4)|i−j|+1, where i and j are group indices.
Reported are the average values and standard deviations of the predictive measure (Msr),
the false positive rate (FP), and the false negative rate (FN).
No Sparsity Mod. Sparsity High Sparsity
Msr FP FN Msr FP FN Msr FP FN
G
au
ss
ia
n
H
ig
h
D
im
en
si
on
Oracle mean 1.14 1.14 1.14
sd 0.05 0.05 0.06
gLasso mean 1.05 0.18 0.00 1.10 0.39 0.00 1.17 0.54 0.00
sd 0.04 0.14 0.00 0.04 0.15 0.00 0.05 0.15 0.00
sgLasso mean 1.05 0.18 0.00 1.10 0.38 0.00 1.17 0.47 0.01
sd 0.04 0.14 0.00 0.04 0.16 0.02 0.06 0.15 0.03
BiSEE mean 1.03 0.34 0.00 1.10 0.48 0.00 1.17 0.57 0.00
sd 0.03 0.21 0.00 0.04 0.18 0.00 0.05 0.18 0.01
HiSEE mean 1.12 0.02 0.21 1.17 0.07 0.23 1.23 0.10 0.25
sd 0.04 0.02 0.07 0.05 0.02 0.07 0.06 0.02 0.07
L
ow
D
im
en
si
on
Oracle mean 1.07 1.07 1.07
sd 0.03 0.03 0.03
gLasso mean 1.03 0.28 0.00 1.07 0.79 0.00 1.11 1.00 0.00
sd 0.03 0.34 0.00 0.02 0.25 0.00 0.03 0.00 0.00
sgLasso mean 1.03 0.28 0.00 1.07 0.70 0.01 1.11 0.68 0.03
sd 0.03 0.34 0.00 0.02 0.25 0.02 0.03 0.22 0.04
BiSEE mean 1.01 0.60 0.00 1.07 0.86 0.00 1.10 0.87 0.01
sd 0.02 0.35 0.00 0.02 0.20 0.00 0.03 0.23 0.03
HiSEE mean 1.07 0.05 0.09 1.09 0.25 0.08 1.12 0.40 0.07
sd 0.03 0.04 0.05 0.03 0.08 0.05 0.03 0.08 0.05
P
oi
ss
on
H
ig
h
D
im
en
si
on
Oracle mean 1.08 1.07 1.07
sd 0.05 0.05 0.05
Lasso mean 1.17 0.06 0.05 1.18 0.08 0.08 1.21 0.10 0.10
sd 0.07 0.02 0.06 0.07 0.03 0.07 0.07 0.03 0.08
gLasso mean 1.18 0.41 0.00 1.24 0.48 0.00 1.31 0.56 0.00
sd 0.08 0.13 0.00 0.09 0.13 0.00 0.09 0.13 0.00
BiSEE mean 1.04 0.16 0.00 1.12 0.23 0.00 1.16 0.25 0.01
sd 0.05 0.11 0.00 0.06 0.13 0.01 0.06 0.12 0.04
HiSEE mean 1.12 0.01 0.05 1.15 0.03 0.10 1.17 0.04 0.13
sd 0.06 0.01 0.06 0.07 0.02 0.07 0.06 0.02 0.09
L
ow
D
im
en
si
on
Oracle mean 1.04 1.04 1.04
sd 0.03 0.03 0.03
Lasso mean 1.06 0.33 0.00 1.06 0.39 0.01 1.07 0.42 0.01
sd 0.04 0.14 0.02 0.04 0.13 0.02 0.03 0.11 0.03
gLasso mean 1.06 0.95 0.00 1.09 1.00 0.00 1.11 1.00 0.00
sd 0.04 0.17 0.00 0.04 0.00 0.00 0.04 0.00 0.00
BiSEE mean 1.01 0.54 0.00 1.05 0.57 0.00 1.06 0.44 0.01
sd 0.03 0.34 0.00 0.04 0.33 0.01 0.03 0.24 0.02
HiSEE mean 1.04 0.07 0.00 1.06 0.22 0.01 1.06 0.28 0.01
sd 0.03 0.08 0.01 0.04 0.12 0.02 0.03 0.12 0.03
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Table 4: High response correlation: simulation results with ρy = 0.6, and with a between
different covariate correlation of (.4)|i−j|+1, where i and j are group indices. Reported
are the average values and standard deviations of the predictive measure (Msr), the false
positive rate (FP), and the false negative rate (FN).
No Sparsity Mod. Sparsity High Sparsity
Msr FP FN Msr FP FN Msr FP FN
G
au
ss
ia
n
H
ig
h
D
im
en
si
on
Oracle mean 1.15 1.16 1.15
sd 0.06 0.06 0.06
gLasso mean 1.08 0.15 0.00 1.19 0.37 0.00 1.27 0.54 0.00
sd 0.05 0.14 0.00 0.06 0.16 0.00 0.07 0.15 0.00
sgLasso mean 1.08 0.15 0.00 1.19 0.36 0.00 1.27 0.46 0.02
sd 0.05 0.14 0.00 0.06 0.15 0.01 0.07 0.13 0.04
BiSEE mean 1.03 0.27 0.00 1.15 0.42 0.00 1.22 0.48 0.01
sd 0.04 0.18 0.00 0.05 0.17 0.01 0.05 0.17 0.03
HiSEE mean 1.16 0.02 0.14 1.23 0.07 0.16 1.28 0.11 0.15
sd 0.06 0.01 0.07 0.07 0.02 0.07 0.07 0.03 0.07
L
ow
D
im
en
si
on
Oracle mean 1.07 1.07 1.07
sd 0.03 0.03 0.03
gLasso mean 1.05 0.23 0.00 1.12 0.81 0.00 1.18 1.00 0.00
sd 0.03 0.30 0.00 0.04 0.25 0.00 0.04 0.00 0.00
sgLasso mean 1.05 0.23 0.00 1.12 0.71 0.01 1.17 0.64 0.03
sd 0.03 0.30 0.00 0.03 0.26 0.02 0.04 0.21 0.03
BiSEE mean 1.01 0.60 0.00 1.09 0.87 0.00 1.12 0.69 0.01
sd 0.03 0.34 0.00 0.03 0.23 0.01 0.04 0.30 0.02
HiSEE mean 1.08 0.06 0.04 1.11 0.26 0.04 1.13 0.42 0.03
sd 0.03 0.04 0.03 0.03 0.08 0.04 0.04 0.11 0.03
P
oi
ss
on
H
ig
h
D
im
en
si
on
Oracle mean 1.07 1.07 1.07
sd 0.06 0.06 0.06
Lasso mean 1.24 0.06 0.04 1.28 0.08 0.07 1.31 0.09 0.11
sd 0.10 0.02 0.05 0.11 0.02 0.07 0.13 0.03 0.08
gLasso mean 1.26 0.40 0.00 1.38 0.47 0.00 1.44 0.53 0.00
sd 0.11 0.13 0.00 0.12 0.11 0.00 0.15 0.14 0.00
BiSEE mean 1.04 0.20 0.00 1.16 0.26 0.00 1.20 0.24 0.01
sd 0.06 0.13 0.00 0.07 0.17 0.01 0.09 0.15 0.02
HiSEE mean 1.13 0.01 0.01 1.17 0.03 0.04 1.21 0.04 0.06
sd 0.07 0.01 0.03 0.08 0.01 0.05 0.10 0.02 0.07
L
ow
D
im
en
si
on
Oracle mean 1.04 1.04 1.04
sd 0.04 0.04 0.04
Lasso mean 1.10 0.32 0.01 1.09 0.37 0.01 1.10 0.42 0.01
sd 0.05 0.12 0.02 0.05 0.11 0.02 0.05 0.11 0.03
gLasso mean 1.12 0.98 0.00 1.13 1.00 0.00 1.17 1.00 0.00
sd 0.05 0.10 0.00 0.05 0.00 0.00 0.06 0.00 0.00
BiSEE mean 1.03 0.56 0.00 1.06 0.46 0.00 1.07 0.41 0.00
sd 0.03 0.34 0.00 0.04 0.30 0.00 0.04 0.24 0.00
HiSEE mean 1.06 0.05 0.00 1.06 0.20 0.00 1.07 0.26 0.00
sd 0.04 0.05 0.00 0.04 0.12 0.00 0.04 0.12 0.01
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(f) BiSEE,  = 0.005
Figure 7: Coefficient Trace plots: paths of individual coefficient estimates against the `1
norm of the estimates, generated by HiSEE (a) – (c) and BiSEE (d) – (f). Each grouped
coefficients share the same line style and color. Paths of dashed lines represent irrelevant
predictors and those of solid lines represent important predictors.
2.4.2 Sensitivity Analysis on Step Size
The choice of step size  is not arbitrary but should be done with care. In our numerical
studies, we made sure that the step size was small enough to ensure a sufficiently smooth
solution path. For Gaussian responses, we used  = 0.05. For Poisson responses, since
the coefficient values were smaller in magnitude, we used  = 0.025. In the real data
example, we used  = 0.001 to ensure precision, though larger values would have been
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Figure 8: Predictive Error: the path of prediction error as a function of the `1 norm of
the coefficient estimates, generated by HiSEE (a) and BiSEE (b) using different values
of .
sufficient.
The determination of the step size is an important issue. If the step size is too
large, the stagewise estimation may produce inaccurate and unstable path; on the other
hand, a too-small step size would cause unnecessary computational effort. In practice,
we suggest the step size be checked based on some diagnostics plots. One can either
examine the coefficient trace plot, i.e., the coefficient paths against the `1 norm of the
coefficients (or the iteration number), or the prediction trace plot, i.e., the predictive
error (by cross validation) against `1 norm of the coefficients. When the step size is too
large, we will see jagged, “fluttering” paths that bounce back and forth between similar
points.
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To show the impact of step sizes on BiSEE and HiSEE, we use our illustrative
example from Section 2.3.6. Web Figure 7 shows the coefficient trace plots for  ∈
{0.1, 0.025, 0.005}, and Web Figure 8 shows the prediction trace plots for
 ∈ {0.1, 0.075, 0.05, 0.025, 0.01, 0.005}.
Web Figure 7 shows that the smaller the step size, the smother the solution path. Too
large step sizes may lead to “fluttering” paths. Web Figure 8 confirms that as long as
the step size is below certain value, the paths become stable and similar to each other.
2.5 Connecticut Adolescent Suicide Risk Study
Suicide among youth is one of the most serious public health problems in the United
States (e.g., Chen and Aseltine, 2017). According to the Centers for Disease Control
(CDC), the suicide rate in 2013 was 11.1 per 100, 000 among youth aged 15–24, making it
the third leading cause of death of this age group. Suicide among adolescents aged 15–19
years tripled between 1950 and 2011, exhibiting an alarming increasing trend. Effectively
preventing youth suicide is an extremely challenging task which requires development
of reliable metrics for assessing suicide risk, identification of areas of greater risk for
effective resource allocation, and thorough understanding of important risk factors and
their interactions.
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We used five years of hospitalization data from 2010–2014 from the Connecticut Hos-
pital Inpatient Discharge Database, to gain insight about the association between the
suicide risk of the 15–19 age group at the school district level and the socio-economic,
demographic, and academic characteristics of the schools districts. Annual counts of
inpatient hospitalizations due to intentional self-injury for the 15–19 age group were
obtained for each of 119 public schools districts with high schools in Connecticut. Al-
though a suicide attempt does not always lead to a hospitalization, the suicide-related
hospitalization rate, i.e., the ratio between the suicide-related hospitalization count and
the population size of the 15–19 age group, can serve as a valid proxy for indicating the
relative risk levels of the school districts. For comparison, the annual total counts of in-
patient hospitalizations of the 15–19 age group were also obtained, which can be used as
a proxy for assessing the overall well-being of the youth in different school districts. One
school district (Thomaston School District) was removed from the analysis for having
missing values, leaving a final sample size of n = 118.
Several variables about the characteristics of the school districts were collected, which
fall into multiple categories: 1) demographic measures, including average household size,
proportion of population under the age of 18, and the proportion of population that is
white; 2) academic measures, including average score on the Connecticut Academic
Performance Test (CAPT) and the average attendance rate of the high schools in the
district; 3) incidence measures, including the incidence rate, defined as the ratio between
the number of incidences and the total enrollment; 4) prosperity measures, including the
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median income of the district; 5) grant status, indicating whether a school district has
ever received a state grant related to suicide prevention. As the covariates (excluding
grant status) may have nonlinear effects on the hospitalization counts, we computed the
orthogonal polynomials of orders 1 and 2 of each covariate, and included both terms
in its corresponding variable group. We also set the linear and the quadratic terms of
time as another variable group, to capture the trend over time. As such, there were 6
variables groups, with their group sizes ranging from 2 to 6.
We then used BiSEE and HiSEE to conduct a Poisson regression analysis, in which
the annual hospitalization counts served as the clustered response, the logarithm of
the district population of the 15–19 age group as the offset, and the aforementioned
groups of variables as the predictors. The step size was set to  = 0.001. The model
selection was conducted by 10-fold cross-validation, using the deviance to measure the
predictive performance of the models. As a result, while BiSEE and HiSEE resulted
in similar solution paths, BiSEE produced the best model for modeling the overall
hospitalization counts, and HiSEE produced the best model for modeling the suicide-
related hospitalization counts. (To ease the interpretation, if the quadratic term of a
variable was selected, its linear term was then also included.) We then refitted the
data using regular GEEs with the selected model structures. For comparison, the group
lasso approach implemented in the R package grplasso, which does not account for
correlation within the school districts, was also applied in the same manner.
Table 5 reports the refitting results using GEE. The median income, the proportion of
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Table 5: Suicide study: the fitted Poisson regression models for the overall hospitaliza-
tion counts and the suicide-related hospitalization counts. BiSEE, HiSEE, and group
lasso were used for model selection, and the estimation results were from refitted models
using GEE. Between BiSEE and HiSEE, BiSEE produced the best model for the overall
hospitalizations, whereas HiSEE produced the best model for the suicide-related hospi-
talizations. Models selected using group lasso are presented in the gLasso columns. The
linear terms are presented with superscript 1, and the quadratic terms are presented
with 2.
Overall Suicidal
BiSEE gLasso HiSEE gLasso
(Intercept) −3.486 −3.466 −6.686 −6.694
Demographic measures
Proportion of white1 −0.072
Prosperity measures
Median income1 −0.174 −0.228 −0.176
Median income2 0.068
Academic measures
Average CAPT1 −0.033 0.122 −0.057
Average CAPT2 −0.042 −0.137
Attendance rate1 0.003 −0.026
Attendance rate2 −0.105 −0.060
Incidence measures
Incidence rate1 0.055
Incidence rate2 −0.087
Grant status
Grant −0.062
Time trend
Time1 −0.089 0.061
Time2 −0.023
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white and the average CAPT are all negatively associated with the overall hospitalization
rate, indicating that the general well-being of the 15-19 age group tends to be better in
wealthier communities with a larger white population and better academic performance.
Also, there is a downward trend of the overall hospitalization rate over time, indicating
the general well-being of the youth is improving over time. These results are as expected.
The results from group lasso only included the prosperity measure group (linear and
quadratic); academic measure and time trend were not selected as whole groups.
In contrast, the analysis of the suicidal hospitalization counts shows a different pic-
ture. The median income level is still negatively associated with the suicidal risk. How-
ever, while the proportion of the population that is White is negatively associated with
the overall hospitalization, it is no longer selected for modeling the suicide-related hos-
pitalization; this may be because the Whites have a much higher suicide attempt rate
than all other race groups, which may offset the negative effect seen in the analysis of
overall hospitalization. The incidence rate appears to have a positive effect on the sui-
cide risk and the association may be nonlinear. Also, after adjusting for the other terms,
academic performance, as measured by average CAPT and attendance rate, appears to
have a positive linear effect and a negative quadratic effect on the suicide risk. This
suggests that after accounting for the income level and other terms in the model, the
better the academic performance, the higher the suicide attempt risk, and this positive
association diminishes as academic performance continues to improve. This conditional
positive association may be attributed to the fact that students in school districts of
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better academic performance also tend to be under higher pressure, which may induce
psychological distress. Having received a suicide prevention grant is negatively associ-
ated with the suicide risk. While the overall hospitalization rate has been decreasing,
there appears to be increases in hospitalizations for suicide attempts over time. These
findings agree with existing studies (Chen and Aseltine, 2017). On the other hand, the
results from group lasso only included the academic measure group; the signs of the lin-
ear terms of average CAPT and attendance rate are opposite to those from the HiSEE
approach; this is mainly caused by not adjusting the effects from other important factors
including median income, incidence measures, grant status, and time trend. Overall, in-
corporating variable hierarchy and data correlation via the proposed approach allows
us to gain several insights regarding adolescent suicide risk, which can be very useful in
guiding future suicide monitoring and prevention efforts.
51
Chapter 3
Efficient Interaction Selection via
Stagewise Generalized Estimating
Equations
3.1 Interaction Selection
In regression analysis, interaction terms can potentially lead to a more precise and
insightful model reflecting the underlying relationships being studied. Model selection
with interaction terms is, however, difficult as the dimensionality of the problem is
exponential in the number of covariates. Furthermore, it is necessary to maintain certain
hierarchical structure in the model where higher order terms are included only if lower
order terms are also included to make interpretation straightforward.
We propose two techniques to facilitate model selection with non-Gaussian clustered
data while preserving interaction hierarchy. Our techniques make use of the general
framework of generalized estimating equations (GEE) (Liang and Zeger, 1986), that
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allows for flexible marginal modeling for clustered data without fully specifying the
within-cluster dependence structure. Building upon previous stagewise techniques for
GEEs (Wolfson, 2011; Vaughan et al., 2017), we develop a stagewise counterpart to the
hierarchical lasso proposed by Bien et al. (2013) called hierarchical lasso (HiLa) stagewise
estimating equations that makes use of the same penalty function in a stagewise context.
Additionally, we develop a stagewise active set (ACTS) technique that extends the work
by Zhu et al. (2014) to GEEs.
3.2 Notation
Let Yi be a ki × 1 response vector in cluster i with cluster size ki, i = 1, ..., n. Let
Xi = (Xi[11], . . . , Xi[pp], Xi[12], . . . , Xi[1p], Xi[23], . . . , Xi[(p−1)p]), whereXi[jk] is a ki covariate
vector for Yi where j = k corresponds to a main effect, and j 6= k corresponds to an inter-
action effect. That is, Xi[jk] = Xi[jj]Xi[kk] for j 6= k. The conditional mean of Yi given Xi
is specified as E[Yi | Xi] = µi = g−1(ηi), where ηi = β01ki+Xiβ, β is a (p2+p)/2×1 coef-
ficient vector, β0 is the scalar intercept, 1ki is a ki×1 vector of 1’s, and g is a known link
function. The regression coefficient vector β = (β11, . . . , βpp, β12, . . . , β(p−1)p)>, where βjj
corresponds to the jth main effect and βjk with j 6= k corresponds to the interaction
effect between the jth and kth main effects, is of primary interest. The conditional vari-
ance of each component Yij of Yi, j = 1, . . . , ki, is V [Yij | Xij] = ψv(µij), where Xij is the
jth row of Xi, ψ is a scalar, and v(·) is a variance function as in the exponential families.
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The correlation structure is approximated by Ri(α), a ki×ki working correlation matrix
parameterized as a function of a parameter vector α.
The regression coefficients (β0, β) given (ψ, α) are estimated by solving
U(β, β0, ψ, α) ≡ −
n∑
i=1
D>i V
−1
i (Yi − µi) = 0,
where Di = (∂µi/∂η
>
i )Xi, Vi = A
1/2
i Ri(α)A
1/2
i , and Ai = ψ diag {v(µi1), . . . , v(µiki)}. A
major advantage of GEE is that the consistency of the estimator of β is not affected
by misspecification of the correlation structure of the clusters (Liang and Zeger, 1986).
Given (β0, β), estimates of (ψ, α) can be obtained by method of moments (Liang and
Zeger, 1986). The alternating updating continues until convergence.
For notational simplicity, we write U(β, β0, ψ, α) = U(β, ν) from here forward,
where ν = (β0, ψ, α
>)> is a vector of the nuisance parameters that are not consid-
ered for variable selection. The estimating equations U(β, ν) can also be partitioned
based on the interaction structure, i.e., U(β, ν) = (U0(β, ν), U11(β, ν)
>, . . . , Upp(β, ν)>,
U12(β, ν)
>, . . . , U(p−1)p(β, ν)>)> where Ujk(β, ν) ∈ R pertains to the jth main effect
if j = k, the interaction effect between the jth and kth main effects if j 6= k, and
U0(β, ν) ∈ R pertains to the intercept term. To ease notation, we may interchange the
subscripts of interaction terms to refer to the same object; i.e. βjk = βkj and Ujk = Ukj.
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3.3 Stagewise GEE for Interaction Selection
3.3.1 HiLa Stagewise Estimating Equations
Bien et al. (2013) introduced a penalization approach to model selection with interaction
terms that preserves the desired strong hierarchical structure. First, a convex relaxation
of the constrained optimization that adds the restriction requiring
‖(βj1, . . . , βj(j−1), βj(j+1), . . . , βjp)‖1 ≤ |βjj|
to the original lasso problem is introduced. This convex relaxation is done by splitting
the main effects βjj into two parts. That is, βjj is re-written as βjj = β
+
jj − β−jj, where
β+jj and β
−
jj are both non-negative. This is different from a usual splitting into “positive”
and “negative” terms as β±jj 6= max(±βjj, 0) necessarily; both terms may be positive.
β+jj and β
−
jj are each the jth element of the p × 1 vectors β+ and β−, respectively.
Due to the parity between U and β, we also have U+jj and U
−
jj for all main effects j,
where Ujj = U
+
jj = −U−jj . The resulting constrained optimization problem is represented
55
as
minimize
β± ∈ Rp, βI ∈ Rp(p−1)/2
L(β+ − β−, βI)
subject to
1>p (β
+ + β−) + ‖βI‖1 ≤ λ,
‖(βj1, . . . , βj(j−1), βj(j+1), . . . , βjp)‖1 ≤ β+j + β−j , j = 1, . . . , p,
β+j ≥ 0, j = 1, . . . , p,
β−j ≥ 0, j = 1, . . . , p,
(3.1)
where L is a convex loss function, ‖·‖1 indicates the `1 norm, βI indicates the p(p−1)/2×1
sub-vector of interaction terms of the original β vector, and λ is a tuning parameter.
We propose the following algorithm as a stagewise analog to the hierarchical lasso.
(t.1) Given β[t−1], update the nuisance parameters to obtain ν [t].
(t.2) Solve for
δ[t] = arg min
δ± ∈ Rp+, δI ∈ Rp(p−1)/2
〈U[0](β[t−1]0 , β+[t−1] − β−[t−1], β[t−1]I , ν [t]), δ〉
subject to
1>p (δ
+ + δ−) + ‖δI‖1 ≤ ,
‖(δj1, . . . , δjj−1, δjj+1, . . . , δjp)‖1 ≤ δ+j + δ−j , j = 1, . . . , p,
δ+j ≥ 0, j = 1, . . . , p,
δ−j ≥ 0, j = 1, . . . , p,
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where δ is subset and decomposed in a manner similar to β; that is, δ = (δ+11 −
δ−11, . . . , δ
+
pp − δ−pp, δ12, . . . , δ(p−1)p)>.
(t.3) β[t] = β[t−1] + δ[t].
In the general framework proposed by Tibshirani (2015), for a desired step size ,
φ(δ) ≤  is used to constrain φ(β[t−1] + δ)− φ(β[t−1]) to be less than , but this does not
consider addition constraints as we have in Equation (3.1). If we consider the original
form of the penalty, then what is desired is
δ[t] = arg min
δ± ∈ Rp+, δI ∈ Rp(p−1)/2
〈U[0](β[t−1]0 , β+[t−1] − β−[t−1], β[t−1]I , ν [t]), δ〉
subject to
1>p (θ
+ + θ−) + ‖θI‖1 − 1>p (β+[t−1] + β−[t−1])− ‖β[t−1]I ‖1 ≤ ,
‖(θ(jj))‖1 ≤ θ+j + θ−j , j = 1, . . . , p,
θ+j ≥ 0, j = 1, . . . , p,
θ−j ≥ 0, j = 1, . . . , p,
where, θ = β[t−1]+δ and (θ(jj)) = (β
[t−1]
j1 +δj1, . . . , β
[t−1]
jj−1 +δjj−1, β
[t−1]
jj+1 +δjj+1, . . . , β
[t−1]
jp +
δjp). Satisfying these conditions in each iteration would ensure that β
[t] satisfies the
constraints for the hierarchical lasso in Equation (3.1), and therefore satisfies the strong
hierarchy structure. However, the essence of stagewise estimation is simple computation,
and determining the optimal δ for these conditions does not meet that standard.
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To simplify the computation, we instead force δ itself to satisfy the hierarchical lasso
conditions for strong hierarchy. This in turn guarantees that β[t] will satisfy the strong
hierarchy conditions at each iteration. This tighter constraint on the updates may result
in a slightly more constrained path, but the computation becomes much simpler.
One of the biggest benefits of stagewise techniques is their computational efficiency,
so it is critical that the update determined in (t.2) can be easily calculated. The following
theorem shows that (t.2) can be solved efficiently, while ensuring a strong hierarchy in
each iteration.
Theorem 3.1. The resulting update for (t.2) is constructed as follows: First, identify
(k, l) = arg max
i 6=j
|Uij|+ |Uii|+ |Ujj|, and,
z = arg max |Uii|.
If |Ukl|+ |Ukk|+ |Ull| > 3|Uzz|, then the update will have the form
δ
[t]
kl =  sign(−Ukl)/3,
δ
sign(−Ukk)[t]
kk = /3,
δ
sign(−Ull)[t]
ll = /3,
δ
(±)[t]
ij = 0 ∀(i, j) 6∈ {(k, l), (k, k), (l, l)}.
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Otherwise, the update will have the form
δsign(−Uzz)[t]zz = ,
δ
(±)[t]
ij = 0, ∀(i, j) 6= (z, z).
Theorem 3.1 is proven using the Karush–Kuhn–Tucker conditions of (t.2). The gen-
eral idea is that there are two possible updates that preserve the strong hierarchical
structure, an update of a single main effect, or an update of an interaction effect along
with its corresponding main effects. All possible updates of either type are considered
and compared. When comparing the optimal main effect update to the optimal in-
teraction update, a multiplicative factor of three is needed because when updating an
interaction effect and its two main effects, the total step size must be evenly divided
between the three effects.
In practice, the step size  needs to carefully chosen; too large a step size would result
in the generation of an unstable path, but too small a step size would result in excess
computation to fully develop the path. Vaughan et al. (2017) suggest relying on using
preliminary trace plots to evaluate the quality of the step size chosen. To make this
approach more robust, we propose an adaptive step size that reduces in size as the path
develops to produce more finely tuned steps as the change in the loss function decreases.
When working with GEE however, it must be understood that there is no closed
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form loss function; instead, the assumption is that the estimating equations are approxi-
mations to the gradient of a loss function that is inaccessible. Thus, when using the SEE
framework, monitoring the changes in the loss function is impossible; instead we opt to
monitor the subsequent updates. When the current iteration’s update will effectively
undo the previous iteration’s update, this indicates that the step size is too large for the
updates to get the estimating equations closer to zero. If this is the case, the algorithm
returns to the previous iteration, and repeats its update with a halved step size. The
resulting re-update will produce current estimating function values that are closer to
zero than before and the algorithm will be able to proceed. Should a similar situation
occur again, the same steps may be taken.
3.3.2 Proof of Theorem 3.1
Proof. We show that the update δ[t] specified in Theorem 3.1 is the solution to the opti-
mization problem in (t.2) by showing that it satisfies the corresponding KKT conditions.
To simplify conceptualization, we will use the subscripting notation presented earlier to
index vectors based on their correspondence with either interaction terms or with main
effect terms. Additionally, because we are now minimizing with respect to both δ+ii and
δ−ii terms for all i, we will include superscript notations of plus and minus symbols to
further indicate an indexing referring to the positive and negative components of main
effects, i.e. U+ii refers to the estimating equation pertaining to β
+
ii , which is not to be
confused with the positive component of Uii. Rather, U
+
ii = Uii, where Uii refers to the
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classical estimating equations evaluation for the component βii.
Let Q(1) be a (p2+3p)/2×1 vector such that Q(1)ij (δ[t]) is an element of the subgradient
of the absolute value function evaluated at δ
[t]
ij for all i and j such that i 6= j and zero
elsewhere. Similarly, let Q
(2)
(i) be a (p
2+3p)/2×1 vector such that Q(2)(i)ij(δ[t]) is an element
of the subgradient of the absolute value function evaluated at δ
[t]
ij for all j 6= i and zero
elsewhere. Additionally, let 1
(+)
(i) and 1
(−)
(i) be (p
2 + 3p)/2× 1 vectors such that 1(+)+(i)ii = 1,
1
(−)−
(i)ii = 1, and all other entries for both vectors are zero.
The KKT conditions corresponding to the optimization problem in (t.2) evaluated
at δ = δ[t] are
Stationarity,
− U = γ{Q(1)(δ[t]) +
∑
i∈{1,...,p}
1
(+)
(i) + 1
(−)
(i) } (3.2)
+
∑
i∈{1,...,p}
γIi {Q(2)(i) (δ[t])− 1(+)(i) − 1(−)(i) }
+
∑
i∈{1,...,p}
γ+i (−1(+)(i) ) + γ−i (−1(−)(i) );
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Dual Feasibility,
γ ≥ 0,
γIi ≥ 0,
γ+i ≥ 0,
γ−i ≥ 0,

i ∈ {1, . . . , p};
(3.3)
Complementary Slackness,
γ(1>{δ+ + δ−}+ ‖δI‖1 − ) = 0
γIi (‖(δi1, . . . , δii−1, δii+1, . . . , δip)‖1 − δ+ii − δ−ii ) = 0
γ+i (−δ+ii ) = 0, γ−i (−δ−jj) = 0
 i ∈ {1, . . . , p}; and
(3.4)
Primal Feasibility,
1>{δ+ + δ−}+ ‖δI‖1 −  ≤ 0
‖(δi1, . . . , δii−1, δii+1, . . . , δip)‖1 − δ+i − δ−i ≤ 0
−δ+ii ≤ 0,−δ−ii ≤ 0
 i ∈ {1, . . . , p}.
(3.5)
As there are two different possible updates that are applied, we will identify the
appropriately selected values of γ, γIi , γ
+
i , γ
−
i , Q
(1), and Q
(2)
i that satisfy conditions rep-
resented in Equations (3.2)–(3.5) for each possible update.
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The first update form considered is
δ
[t]
kl = − sign(Ukl)/3,
δ
sign(−Ukk)[t]
kk = /3,
δ
sign(−Ull)[t]
ll = /3,
where (k, l) = arg maxi 6=j |Uij|+ |Uii|+ |Ujj| and |Ukl|+ |Ukk|+ |Ull| > 3|Uzz|, with z =
arg max |Uii|. In this case, we set γ = (|Ukl|+ |Ukk|+ |Ull|)/3, γIi = γ− |Uii|, γsign(−Uii)i =
0, and γ
− sign(−Uii)
i = 2|Uii|, for all i. Note that |Uzl| + |Uzz| + |Ul| > 3|Uzz| implies
γ > 3|Uzz|/3 ≥ |Uii| for all i, thus γ, γIi , γ±i are all non-negative for all i.
Let Q
(1)
ij (δ
[t]) = Q
(2)
(i)ij(δ
[t]) = −Uij/(γ+γIi +γIj ) for all (i, j) and zero elsewhere. Note
that
(k, l) = arg max
i 6=j
|Uij|+ |Uii|+ |Ujj|
=⇒ |Ukl|+ |Ukk|+ |Ul| ≥ |Uij|+ |Uii|+ |Ujj|
=⇒ |Ukl|+ |Ukk|+ |Ul| − |Uii| − |Ujj| ≥ |Uij|
=⇒ γ + γIi + γIj ≥ |Uij|
=⇒ 1 ≥ |Uij|/(γ + γIi + γIj )
for all (i, j) and in the case of (i, j) = (k, l) implies Q
(1)
kl (δ
[t]) = Q
(2)
(i)ij(δ
[t]) = sign(−Ukl).
By construction, the Equations (3.3)–(3.5) are satisfied. Only the conditions specified
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by Equation (3.2) remain.
We proceed by first showing that each equality
−U±ii =
γ{Q(1)(δ[t]) + ∑
a∈{1,...,p}
1
(+)
(a) + 1
(−)
(a) }+
∑
a∈{1,...,p}
γIa {Q(2)(a)(δ[t])− 1(+)(a) − 1(−)(a) }
+
∑
a∈{1,...,p}
γ+a (−1(+)(a) ) + γ−i (−1(−)(a) )
±
ii
holds for all i, which pertains to the main effects, and then further showing that each
equality
−Uij =
γ{Q(1)(δ[t]) + ∑
a∈{1,...,p}
1
(+)
(a) + 1
(−)
(a) }+
∑
a∈{1,...,p}
γIa {Q(2)(a)(δ[t])− 1(+)(a) − 1(−)(a) }
+
∑
a∈{1,...,p}
γ+i (−1(+)(a) ) + γ−i (−1(−)(a) )

ij
holds for all i 6= j, which pertain to the interaction effects.
For the equations pertaining to the main effects, we see that
−U±ii =
γ{Q(1)(δ[t]) + ∑
a∈{1,...,p}
1
(+)
(a) + 1
(−)
(a) }+
∑
a∈{1,...,p}
γIa {Q(2)(a)(δ[t])− 1(+)(a) − 1(−)(a) }
+
∑
a∈{1,...,p}
γ+a (−1(+)(a) ) + γ−i (−1(−)(a) )
±
ii
=
[
γ{Q(1)±ii (δ[t]) + 1}+ γIi {Q(2)±(i)ii (δ[t])− 1}+ γ±i (−1)
]
= γ − γIi + γ±i (−1)
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=⇒ −U sign(−Uii)ii = γ − γIi
= γ − γ + |Uii| = |Uii|, and,
−U− sign(−Uii)ii = γ − γIi − γ− sign(−Uii)i
= γ − γ + |Uii| − 2|Uii| = −|Uii|
for all i.
Note, in general U+ii = Uii and so
sign(−Uii) > 0
=⇒ −Uii > 0
=⇒ −Uii = |Uii|
=⇒ −U sign(−Uii)ii = |Uii|, and,
−U− sign(−Uii)ii = −|Uii|.
Similarly, we see that
sign(−Uii) < 0
=⇒ −U sign(−Uii)ii = −(−Uii) = |Uii|, and
−U− sign(−Uii)ii = −|Uii|.
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Therefore we see that for all i, the equations of this form hold.
For the equations pertaining to the interaction effects, we see
−Uij =
γ{Q(1)(δ[t]) + ∑
a∈{1,...,p}
1
(+)
(a) + 1
(−)
(a) }+
∑
a∈{1,...,p}
γIa {Q(2)(a)(δ[t])− 1(+)(a) − 1(−)(a) }
+
∑
a∈{1,...,p}
γ+i (−1(+)(a) ) + γ−i (−1(−)(a) )

ij
=
[
γ{Q(1)ij (δ[t])}+ γIi {Q(2)(i)ij(δ[t])}+ γIj {Q(2)(j)ij(δ[t])}
]
=
(
γ + γIi + γ
I
j
)
(−Uij)/
(
γ + γIi + γ
I
j
)
= −Uij
for all i and j where i 6= j. Thus all of the equations are satisfied with this update when
|Ukl|+ |Ukk|+ |Ull| > 3|Uzz|.
The second update form considered is δ
sign(−Uzz)[t]
zz =  where z = arg max |Uii| and
3|Uzz| ≥ |Uij| + |Uii| + |Ujj| for all i and j such that i 6= j. In this case, we set
γ = 3|Uzz|, γIi = γ − |Uii|, γsign(−Uii)i = 0, and γ− sign(−Uii)i = 2|Uii| for all i. Clearly,
γ, γIi , γ
±
i are all non-negative for all i.
Let Q
(1)
ij (δ
[t]) = −Uij/γ for all i 6= j, and Q(2)(i) (δ[t]) is a vector of zeros for all i. Note
that 3|Uzz| ≥ |Uij|+ |Uii|+ |Ujj| ≥ |Uij|, and thus | −Uij/γ| ≤ |−Uij/(|Uij|)| ≤ 1. From
these values we see that by the construction of δ[t] and selection of z, Equations (3.3)–
(3.5) are satisfied. This leaves only the conditions specified by Equation (3.2).
As with the first update form, we examine the equations pertaining to the main
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effects and the interaction effects separately.
For the equations pertaining to the main effects, we see that
−U±ii =
γ{Q(1)(δ[t]) + ∑
a∈{1,...,p}
1
(+)
(a) + 1
(−)
(a) }+
∑
a∈{1,...,p}
γIa {Q(2)(a)(δ[t])− 1(+)(a) − 1(−)(a) }
+
∑
a∈{1,...,p}
γ+a (−1(+)(a) ) + γ−a (−1(−)(a) )
±
ii
=
[
γ{Q(1)±ii (δ[t]) + 1}+ γIi {Q(2)±(i)ii (δ[t])− 1}+ γ±i (−1)
]
= γ − γIi + γ±i (−1)
=⇒ −U sign(−Uii)ii = γ − γIi
= γ − γ + |Uii|
= |Uii| = −U sign(−Uii)ii , and,
−U− sign(−Uii)ii = γ − γIi − γ− sign(−Uii)i
= γ − γ + |Uii| − 2|Uii|
= −|Uii| = −U− sign(−Uii)ii
for all i. Therefore the equations of pertaining to the main effects hold for this update
form.
For the equations pertaining to the interaction effects, we see
−Uij =
γ{Q(1)(δ[t]) + ∑
a∈{1,...,p}
1
(+)
(a) + 1
(−)
(a) }+
∑
a∈{1,...,p}
γIa {Q(2)(a)(δ[t])− 1(+)(a) − 1(−)(a) }
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+
∑
a∈{1,...,p}
γ+i (−1(+)(a) ) + γ−i (−1(−)(a) )

ij
=
[
γ{Q(1)ij (δ[t])}+ γIi {Q(2)(i)ij(δ[t])}+ γIj {Q(2)(j)ij(δ[t])}
]
=
[
γ{−Uij/γ}+ γIi {0}+ γIj {0}
]
= −Uij
for all i and j where i 6= j. Therefore, for this update form Equation (3.2) is satisfied
when 3|Uzz| ≥ |Uij|+ |Uii|+ |Ujj|. Therefore, the condition specified by Equation (3.2)
is satisfied for both update forms. Thus all of the conditions are satisfied.
3.3.3 ACTS Stagewise Estimating Equations
Though HiLa has a desirable connection to the hierarchical lasso, it does have some
limitations. First, it is making a comparison among all possible interactions, which
can result in a great deal of computation when the number of covariates is very large.
Secondly, simpler comparison mechanisms may exist to perform optimal interaction
selection. Therefore, HiLa has a higher computational cost than is typically desired in
a stagewise technique. Zhu et al. (2014) introduced a different approach that address
these concerns. Instead of comparing all interaction terms, their approach makes use of
an active set that keeps track of which main effects have already been selected. In each
iterative step, interactions are considered to be updated only if both (or one for weak
hierarchy) of its main effects are in the active set.
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We re-characterize the active set approach of Zhu et al. (2014) so that it can be
used in the SEE framework (Tibshirani, 2015; Vaughan et al., 2017) to allow for non-
Gaussian clustered data. The resulting algorithm is hence referred to as ACTS. Let
A[t] = {i : β[t]ii 6= 0} and A2[t] = {(i, j) : i, j ∈ A[t]}, and consider the stagewise
regression procedure of the following form:
(t.a) Given β[t−1], update the nuisance parameters to obtain ν [t],
(t.b) δ[t] = arg min
δ∈R(p2+p)/2
δij=0∀(i,j)6∈A2[t]
〈U[0](β[t−1], ν [t]), δ〉 subject to φ(δ) ≤ ,
(t.c) β[t] = β[t−1] + δ[t],
(3.6)
where φ is a properly chosen penalty function. Using an `1 norm for φ, as a slight
extension of the work presented by Wolfson (2011), the appropriate update as a result
of the solution to (t.b) will be of the form
δ
[t]
kl =  sign(−Ukl),
δ
[t]
ij = 0, ∀(i, j) 6= (k, l),
where
(k, l) = arg max
(i,j)∈{(1,1),...,(p,p)}∪A2[t]
|Uij|.
The updating rules are very simple while preserving the desired strong hierarchy.
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Additionally, as in Zhu et al. (2014), ACTS can be modified to preserve weak hier-
archy by redefining A2[t] = {(i, j) : i ∈ A[t] or j ∈ A[t]}.
3.3.4 Algorithm Details
Specifics of the HiLa and ACTS methods are summarized in Algorithms 3 & 4. Both Al-
gorithms begin with an empty model, represented by β[0] = 0. The intercept is updated
first to be β
[t]
0 , the root of U0(β
[t−1], β0, ψ[t−1], α[t−1]) with respect to β0. Then, ψ and
α, nuisance parameters, are updated using method of moments estimators constructed
from the Pearson residuals evaluated at β[t−1] (Liang and Zeger, 1986). In the next step
the optimal update is determined based on the approach being used. Ultimately, the
update is applied to yield the next est of estimates β[t], and the process is repeated.
Vaughan et al. (2017) discussed termination procedures for stagewise techniques,
noting that the algorithms can be run for a set number of iterations, or they can be termi-
nated if the Taylor approximation to the change in the loss function, |〈U[0](β[t−1], ν [t]), δ[t]〉|,
falls below a pre-specified threshold. In either case, if it is determined that the algo-
rithm was terminated pre-maturely, it is simple to restart the algorithm for its terminal
iteration.
As explained in Section 3.3.1, the initial step size choice is important, and it is
possible to diagnose a poor step size choice by visual examination of trace plots. We
propose to improve this approach by making the step size adaptive to the amount of
change in the loss function at the current iteration. In principle, this is executed by
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checking if the previous update is undone by the current one; if it is the previous iteration
is re-done with a reduced step size. In practice, what it means for a step to “undo” the
previous step can be a little unclear, specifically in the cases where multiple effects are
being updated at the same time. We propose that `1-norm of the difference between
the two updates be checked against some threshold ζ; if the threshold is not exceeded,
then the step size is reduced and the previous iteration is repeated. Eventually, when
the step size becomes less than threshold, the threshold is never exceeded. Once this
happens, we propose reducing the threshold.
We note that in Algorithm 3 since the update form where an interaction term and
both main effects are updated at the same time, because the update direction for each
main effect matches the sign of the corresponding estimating equations, we need not
actually track the positive and negative components. Instead, we can simply update the
original main effect form by a small amount in the desired direction and have the same
effect.
3.3.5 An Illustration
To demonstrate the efficacy of the proposed techniques, we consider a clustered Gaussian
regression with a simulated data set of 40 clusters of size 4 with pairwise correlation of
0.6. There are 5 covariates resulting in 5 main effects, and 10 interaction effects. Three
of the main effects have values of −0.2, 0.2, and −0.2, while the remaining two are 0.
Three of the interaction effects are non-zero with values of 0.1, −0.2, and one of −0.1;
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the rest are zero. Strong hierarchy is preserved in this setting.
The solution paths of β generated by the all-pairs approach, which results from
applying lasso directly to all main and interaction effects; hierarchical lasso (hierNet),
which has been implemented in the R package hierNet; HiLa; and ACTS are presented
in Figure 9. The all-pairs approach very quickly broke the hierarchy structure, adding
an interaction effect before any main effects were added. The hierarchical lasso approach
preserves the strong hierarchy, but doesn’t capture all important effects before including
Algorithm 3 Hierarchical Lasso Stagewise Estimating Equations (HiLa)
Initialize: β[0] = 0 , ν [0],  > 0, and ζ > 0.
for t = 1, 2, . . . do
(H.1) Given β[t−1], update the nuisance parameters to obtain ν [t].
(H.2) (k, l) = arg maxi 6=j |Uij(β[t−1]; ν [t])|+ |Uii(β[t−1]; ν [t])|+ |Ujj(β[t−1]; ν [t])|, and,
z = arg max |Uii(β[t−1]; ν [t])|.
if |Ukl(β[t−1]; ν [t])|+ |Ukk(β[t−1]; ν [t])|+ |Ull(β[t−1]; ν [t])| > 3|Uzz(β[t−1]; ν [t])| then
(H.3a) δ
[t]
kl =  sign(−Ukl
(
β[t−1]; ν [t])
)
/3,
δ
[t]
kk =  sign
(−Ukk(β[t−1]; ν [t])) /3,
δ
[t]
ll =  sign
(−Ull(β[t−1]; ν [t])) /3.
else
(H.3b) δ
[t]
zz =  sign
(−Uzz(β[t−1]; ν [t])) ,
end if
if ‖δ[t−1] − δ[t]‖1 < ζ then
(H.4) Set t = t− 1,  = /2
if  ≤ ζ then
(H.5) Set ζ = ζ/10
(H.6) Go To (H.1)
end if
else
(H.7) β[t] = β[t−1] + δ[t].
end if
end for
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some unimportant ones; this is likely due the high within-cluster correlation. The pro-
posed techniques, HiLa and ACTS, however both well distinguish the important terms
from the irrelevant ones while preserving the strong hierarchy structure.
To demonstrate the computational advantages of ACTS and HiLA over hierarchical
lasso, we conduct a small time trial simulation. In this time trial, we use the same setting
as the previous illustrative example, but we vary the number of covariates being consid-
ered while keeping the non-zero effects the same. We consider when p, the number of
covariates, is 10, 50, 100, and 200. Each setting is completed with 100 replicates. HiLa
and ACTS both are run for 400 iterations to generate their paths. Two hierarchical
Algorithm 4 Active Set Stagewise Estimating Equations (ACTS)
Initialize: β[0] = 0 , ν [0],  > 0, A[0] = ∅, A2[0] = ∅, and ζ > 0.
for t = 1, 2, . . . do
(A.1) Given β[t−1], update the nuisance parameters to obtain ν [t].
(A.2) (k, l) = arg max
(i,j):(i,j)∈A2[t]∪{(1,1),...(p,p)}
‖Uij(β[t−1]; ν [t])‖.
(A.3) δkl =  sign
(−Uij(β[t−1]; ν [t]))
if ‖δ[t−1] − δ[t]‖1 < ζ then
(A.4) Set t = t− 1,  = /2
if  ≤ ζ then
(A.5) Set ζ = ζ/10
(A.6) Go To (H.1)
end if
else
if k = l then
(A.7) A[t] = A[t−1] ∪ {k}
end if
(A.8) A2[t] = {(i, j) : i, j ∈ A[t]}
(A.9) β[t] = β[t−1] + δ[t].
end if
end for
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Figure 9: The illustration example: paths of individual coefficient estimates against
the `1 norm of the estimates, generated by the all-pairs approach(lasso) (a), HiLa (b),
hierarchical lasso (c), and ACTS (d). All the paths are plotted against the `1 norm of
the solution, e.g., ‖β̂‖1, along the path. Main effects are denoted with a solid line while
interaction effects are denoted with a dashed line. Paths of irrelevant predictors are
marked with “x” and those of important predictors are left unmarked.
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Figure 10: Time trials: the average run times in seconds to generate a full path for
HiLa, ACTS, and hierarchical lasso with strong hierarchy (hierNetS) and weak hierarchy
(hierNetW). Error bars are constructed using one standard deviation.
lasso solution paths are genereated using the R package hierNet; one using the strong
hierarchy setting (hierNetS), and one using the weak hierarchy setting (hierNetW). The
resulting average run times as a function of the number of covariates are presented in
Figure 10. We see that as the number of covariates increases, the runtime for the hier-
archical lasso’s strong setting grows exponentially and is quickly out paced by HiLa and
ACTS. Even when compared to hierNet’s implementation only enforcing weak hierarchy
both HiLa and ACTS have shorter run times.
3.4 Simulation
We conduct two longitudinal simulation studies, one with a Gaussian response, and one
with Poisson response. Three simulation factors are considered. First, sample size size
is either 45 or 90 clusters of size ki = k = 4. Second, the number of covariates p is either
200 or 400. Finally, we consider two interaction hierarchy settings: (I) strong hierarchy
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and (II) weak hierarchy. In (I) the true model adheres to a strong hierarchy. In (II) the
true model only adheres to a weak hierarchy structure. Each configuration is replicated
100 times.
In the Gaussian study, the k×1 response vector for each cluster is generated from the
multivariate normal distribution. The mean of the multivariate distribution for cluster
i is Xiβ, where the intercept value is β0 = 0 and Xi is a k × p covariate matrix. The
covariance matrix Σy for the distribution of cluster i has an exchangeable correlation
structure, i.e., Σy has diagonal elements σ
2
y, and off diagonal elements σ
2
yρy with ρy = 0.3
to indicate a moderate amount of correlation. The variance σ2y is chosen to fix the signal
to noise ratio (SNR) to be 2, where SNR = V [
∑p
i=1Xiβ]/σ
2
y, with V [·] indicating the
variance.
All covariates are independently generated on an individual level from a Gaussian
distribution with a mean of 0 and a variance of 1. All pairwise interactions are also
considered in the modeling process. In all settings, there is a total of 15 non-zero
main effects and 5 non-zero interaction effects. All non-zero effects that are randomly
generated from a uniform distribution from 0.5 to 1 for each replicate.
The proposed methods HiLa and ACTS were compared to the hierarchical lasso
implementation in hierNet. In HiLa and ACTS, we use an exchangeable working corre-
lation, and set the number of iterations as N = 200 and the initial step size as  = 0.5.
Due to the significant computational cost of enforcing strong hierarchy with hierNet,
in order to make our large scale simulation feasible we enforce only a weak hierarchy
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when implementing the hierarchical lasso. To compare all methods fairly, they are tuned
based on independently generated testing data of large size. Specifically, the prediction
error of a given solution on a given solution path is defined as the predictive MSE,
ignoring the within-cluster dependence. The solution with the lowest prediction error
in each solution path is then selected as the final solution for that path. We also use
the lowest prediction error as a predictive measure for comparing different methods.
To evaluate the variable selection performance, we use the partial area under the ROC
curve (pAUC) from the beginning of he solution path up the the point in the path when
the false positive count first breaches 80, as well as the true positive count at the point
in the path when the model includes 40 predictors (TP40).
Table 6 reports the simulation results across all simulation settings. Figure 11 shows
the boxplots of the predictive measures and partial AUCs. Consistently, the proposed
methods outperform hierNet predictive performance and model selection. The one case
where hierNet outperforms the proposed methods is when n = 90 and the true model
structure has a weak hierarchy. This is likely a result of the proposed methods being
misspecified as enforcing strong hierarchy whereas hierNet does not suffer from this
misspecification in this study. This advantage masks any gains from accounting for the
within cluster correlation, which is also reduced due to large sample size. We see that in
the weak hierarchy settings, HiLa tends to have an advantage over ACTS. This is due
to the fact that when an interaction effect is strong, but the corresponding main effects
are weak, ACTS will not consider it until its main effects have been selected. In the
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Table 6: Simulation results with from 100 replicates. Reported are the mean and in the
parentheses the standard deviations of the predictive measure (Msr), the partial area
under the curve (pAUC), and the true positive count at model size 40 (TP40).
Strong Hierarchy Weak Hierarchy
Msr pAUC TP40 Msr pAUC TP40
G
au
ss
ia
n
n
=
45 p
=
20
0 Oracle 7.53 (0.85) 7.28 (0.99)
hierNet 11.89 (1.56) 0.65 (0.07) 13.42 (1.76) 11.67 (1.48) 0.64 (0.08) 13.53 (1.99)
HiLa 11.88 (1.65) 0.69 (0.07) 13.91 (1.65) 11.86 (1.68) 0.65 (0.08) 13.15 (1.87)
ACTS 11.57 (2.07) 0.69 (0.15) 14.07 (3.06) 12.38 (1.68) 0.58 (0.08) 11.93 (1.59)
p
=
40
0 Oracle 7.37 (0.90) 7.44 (0.93)
hierNet 13.00 (1.49) 0.54 (0.08) 11.44 (1.87) 13.04 (1.73) 0.55 (0.07) 11.37 (1.86)
HiLa 13.04 (1.63) 0.58 (0.09) 11.75 (1.91) 12.98 (1.78) 0.57 (0.09) 11.49 (1.85)
ACTS 12.89 (1.92) 0.56 (0.13) 11.39 (2.66) 13.43 (1.89) 0.51 (0.09) 10.34 (1.79)
n
=
90 p
=
20
0 Oracle 6.93 (0.80) 6.90 (0.73)
hierNet 8.69 (1.12) 0.92 (0.04) 18.65 (1.21) 8.88 (1.01) 0.92 (0.04) 18.82 (1.13)
HiLa 9.14 (1.23) 0.88 (0.05) 17.49 (0.99) 9.33 (1.17) 0.87 (0.05) 17.38 (1.25)
ACTS 7.71 (1.46) 0.94 (0.09) 18.96 (1.84) 10.15 (1.33) 0.73 (0.05) 14.57 (1.00)
p
=
40
0 Oracle 6.95 (0.75) 6.95 (0.75)
hierNet 9.24 (1.01) 0.89 (0.05) 18.23 (1.35) 9.43 (1.08) 0.88 (0.06) 18.13 (1.36)
HiLa 9.50 (1.25) 0.84 (0.06) 16.66 (1.22) 9.97 (1.27) 0.81 (0.06) 16.34 (1.23)
ACTS 7.90 (1.38) 0.94 (0.09) 18.81 (2.01) 10.48 (1.33) 0.71 (0.05) 14.23 (0.99)
P
oi
ss
on
n
=
45 p
=
20
0 Oracle 1.43 (0.32) 1.35 (0.12)
allPairs 4.06 (1.59) 0.42 (0.14) 5.21 (1.92) 3.10 (0.63) 0.41 (0.11) 5.15 (1.59)
HiLa 2.59 (0.85) 0.80 (0.09) 9.95 (1.15) 2.31 (0.40) 0.76 (0.09) 9.60 (1.19)
ACTS 2.24 (0.62) 0.87 (0.13) 10.69 (1.64) 2.50 (0.46) 0.69 (0.09) 8.47 (1.18)
p
=
40
0 Oracle 1.42 (0.21) 1.36 (0.12)
allPairs 4.74 (1.69) 0.27 (0.12) 3.60 (1.63) 3.43 (0.56) 0.26 (0.10) 3.35 (1.42)
HiLa 3.06 (1.35) 0.74 (0.11) 9.42 (1.36) 2.50 (0.44) 0.68 (0.10) 8.54 (1.37)
ACTS 2.55 (1.08) 0.85 (0.14) 10.50 (1.64) 2.65 (0.49) 0.62 (0.11) 7.64 (1.38)
n
=
90 p
=
20
0 Oracle 1.38 (0.25) 1.30 (0.10)
allPairs 2.20 (0.80) 0.86 (0.07) 11.04 (1.04) 1.93 (0.24) 0.86 (0.08) 10.73 (1.26)
HiLa 1.83 (0.67) 0.94 (0.05) 11.53 (0.58) 1.72 (0.18) 0.95 (0.05) 11.53 (0.63)
ACTS 1.30 (0.11) 1.00 (0.01) 12.00 (0.00) 2.02 (0.29) 0.79 (0.07) 9.48 (0.88)
p
=
40
0 Oracle 1.37 (0.15) 1.31 (0.10)
allPairs 2.81 (1.25) 0.73 (0.10) 9.25 (1.45) 2.23 (0.34) 0.74 (0.10) 9.21 (1.58)
HiLa 1.99 (0.60) 0.93 (0.05) 11.41 (0.67) 1.83 (0.24) 0.91 (0.06) 11.12 (0.82)
ACTS 1.39 (0.27) 0.99 (0.04) 11.95 (0.50) 2.10 (0.31) 0.76 (0.06) 9.23 (0.75)
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Figure 11: Gaussian setting: boxplots of the trimmed predictive performance (MSR)
and trimmed partial area under the curve paths (pAUC) over 100 replicates, where the
top and bottom 2% have been excluded.
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strong hierarchy settings however, ACTS tends to be the best, especially as the sample
size increases. Finally, both proposed techniques are executed far faster than hierNet,
with the largest discrepancy having a factor of 6, on average.
The setting of our study with Poisson response is similar to that with Gaussian re-
sponse. The within-cluster dependence of Poisson responses is set to be a normal copula
with an exchangeable correlation structure whose off-diagonal values are ρy = 0.3. The
marginal Poisson distributions are set to have mean g−1(Xijβ) for the jth observation in
the ith cluster, where g is the log link function. The number of non-zero main effects is
reduced to 9 and the number of non-zero interaction effects is reduced to 3, all of which
are randomly generated from a uniform distribution from 0.15 to 0.3. The techniques
used were HiLa, ACTS, and lasso applied to all possible interactions (allPairs), provided
by glmnet, as hierNet is not been implemented for Poisson regression. Instead of the
predictive MSE, the model paths are evaluated based on the predictive deviance assum-
ing independence. In HiLa and ACTS, we use an exchangeable working correlation, and
set the number of iterations as N = 300 and the initial step size as  = 0.1.
The simulation results are summarized in the lower block of Table 6. Figure 12 shows
the boxplots of the predictive measures and partial AUCs. Most observations in the
Gaussian case remain. Both proposed techniques outperform allPairwise in prediction,
and have far better variable selection performance, as the allPairwise approach fails to
account for the hierarchy. In one exceptional performance, we see that in the Strong
setting with n = 90 and p = 200, ACTS manages to not only perform near perfect
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Figure 12: Poisson setting: boxplots of the trimmed predictive performance (MSR) and
trimmed partial area under the curve paths (pAUC) over 100 replicates, where the top
and bottom 2% have been excluded.
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model selection on average, but also has superior predictive performance compared to the
Oracle estimator. This superior predictive performance is attributable to the shrinkage
effect of our penalization approximation.
3.5 Connecticut Adolescent Suicide Risk Study
Suicide among youth is among the most serious public health problems in the United
States (e.g., Chen and Aseltine, 2017). The Centers for Disease Control (CDC) reported
that the suicide rate was 11.1 per 100, 000 among youth aged 15–24 in 2013, making it
the third leading cause of death in this age group. Among adolescents aged 15–19 years,
the number of suicides tripled between 1950 and 2011. Addressing the issue of teen
suicide is difficult and requires a thorough investigation into the potential risk factors
in order to optimize resource allocation. It is important that the interaction terms be
considered; if interaction effects are found, that would dramatically affect the analysis
of the study.
Hospitalization data for teens aged 15–19 from 2010–2014 was collected from the
Connecticut Hospital Inpatient Discharge Database (Vaughan et al., 2017). The hospi-
talization counts for each of 119 school districts that contain a high school in the state
of Connecticut were recorded and compared with various socio-economic, academic, and
demographic measure for each school district. Two different hospitalization types were
examined. First, as a proxy for suicide risk in a given school district, the ratios of annual
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counts of inpatient hospitalizations due to intentional self-injury and the population sizes
of the 15–19 age group for each school district were considered. Second, the ratios of the
annual overall inpatient hospitalizations to the same population size for the same age
group were used as a relative measure of the general well-being of the teens aged 15–19
in each school district in order to compare with the analysis of the relative suicide risk
level. One school district (Thomaston School District) had missing values and was thus
removed, leaving a final sample size of 118 clusters of size 5.
Many characteristics of the school districts were collected as covariates: average
household size, proportion of population under the age of 18, the proportion of popu-
lation that is white, the average score on the Connecticut Academic Performance Test
(CAPT) for the school district, the average attendance rate of the high schools in the
district, the incidence rate (the ratio between the number of incidences and the total
enrollment), the median income of the district, and grant status (indicating whether a
school district has ever received a state grant related to suicide prevention). We also use
the linear term of time to capture the trend over time. All pairwise interaction terms
were also considered.
The proposed techniques HiLa and ACTS were used to conduct a Poisson regression
analysis, in which the annual hospitalization counts served as the clustered response
and the logarithm of the district population of the 15–19 age group as the offset. The
aforementioned variables are standardized and used as predictors. The step size was set
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to  = 0.005. The model selection was done using 10-fold cross-validation on models se-
lected by HiLa and ACTS but re-fit with traditional GEE, using the deviance to measure
the predictive performance of the models. While HiLa and ACTS resulted in similar
solution paths, ACTS produced the best model for modeling the overall hospitalization
counts, and HiLa produced the best model for modeling the suicide-related hospitaliza-
tion counts. For each hospitalization type, the data was refit using the entire dataset
and regular GEEs with the optimal model structure selected in the cross-validation step.
Table 7 reports the refitting estimates from GEE. The interaction between the pro-
portion of the population that is white and the average CAPT is negatively associated
with the overall hospitalization rate. This means that the negative association between
the average CAPT and the overall hospitalization is weaker when the proportion of
whites in the district’s population is low than when the proportion is high. The interac-
tions between the proportion of the population that is white and time and between the
average CAPT and time are both positively associated with the overall hospitalization
rate, indicating while both the proportion of the population that is white or the average
CAPT in a district are negatively associated with the hospitalization rate, the associa-
tion becomes weaker over the course of the study. Additionally, the median income is
negatively related to the overall hospitalization rate, indicating that the general well-
being of teens aged 15–19 tends to be better in wealthier communities. Also, there is a
negative association between the overall hospitalization rate and time, indicating that
in general, the well-being of teens is improving over this time period. The main effects
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Table 7: Suicide study: the fitted Poisson regression models for the overall hospitaliza-
tion counts and the suicide-related hospitalization counts. HiLa and ACTS were used
for model selection, and the estimation results were from refitted models using GEE. Be-
tween HiLa and ACTS, ACTS produced the best model for the overall hospitalizations,
whereas HiLa produced the best model for the suicide-related hospitalizations.
Overall Suicidal
estimate ratio estimate ratio
(Intercept) −3.4920 0.0304 −6.5570 0.0014
Main Effects
Prop. White −0.0060 0.9944 0.0055 1.0055
Average household size −0.2782 0.7571
Prop. U. 18 −0.0235 0.9768
Med. Income −0.0614 0.9404 −0.0062 0.9939
Avg. CAPT −0.0161 0.9840
Attendance rate −0.0622 0.9397
Incidence rate 0.0096 1.0097
Grant −0.1798 0.8354
Time −0.0471 0.9540 0.0286 1.0290
Interaction Effects
Prop. White & Avg. CAPT −0.0002 0.9998
Prop. White & Time 0.0002 1.0002
Avg. CAPT & Time 0.0065 1.0065
Prop. U. 18 & Med. Income −0.0037 0.9964
Prop. White & Attendance rate 0.0017 1.0017
Attendance rate & Incidence rate 0.0118 1.0118
Grant & Time 0.0460 1.0471
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selected here echoes those selected in previous studies (Vaughan et al., 2017).
In the analysis of the self-inflicted hospitalizations, the interaction between the pro-
portion of the population under 18 and the median income was found to be negatively
associated with the suicide related hospitalization rate. This indicates that while there
was a negative association between the proportion of the population that was under
18 and the suicide hospitalization rate, the effect was stronger in higher income school
districts than in lower income school districts. This may suggest that the benefits from
having peers may be outweighed by a lack of available resources in the schools. The
interaction between the attendance rate and the incidence rate was found to be positive
with a large effect. This positive effect indicates that when the incidence rate is low, the
negative association between the attendance rate and the suicide related hospitalization
rate is much stronger, but when the incidence rate is high, the association actually be-
comes a positive one, meaning that among schools with a high incidence rate, those with
a higher attendance rate were also more likely to have a higher suicide hospitalization
rate, on average. The interaction between the proportion of the population that is white
and the attendance rate was also found to be positive. Furthermore, the interaction
effect between the grant status of a school district and time was found to be positive,
which indicates that while overall the grant status of a school district was negatively
associated with the suicide hospitalization rate, the effect lessened over time. Finally,
the average household size and the proportion of the population under 18, for a given
median income, were both found to be negatively associated with the suicide related
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hospitalization rate, when holding other variables fixed, which may suggest that the
more communal options available to teens result in better overall conditions for their
mental health.
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Chapter 4
Discussion and Future Work
4.1 Discussion
Several directions merit further research. The HiSEE technique can be extended to
address more complicated grouping structures, such as hierarchical structure and group
overlapping. It is seen that certain types of constraints on the model structures can
be more easily handled by stagewise estimation approaches. The proposed stagewise
approaches can be applied in the integrative analysis of multiple data sets, especially in
high-throughput genomic studies (Ma et al., 2011; Liu et al., 2014).
Integrating the work of Vaughan et al. (2017), both ACTS and HiLa can be extended
to allow for groups of covariates. In such an extension, questions about how to charac-
terize the interaction between groups of covariates would need to be addressed. Such
techniques could be applied to genomic studies in which a priori grouping structures
and interactions would both be of great interest. Alternatively, ACTS could potentially
be extended to allow for higher order levels of hierarchy such as three-way interaction
models.
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4.2 Grouped Interaction Selection
The nature of grouped covariates is such that there is some assumed dependence within
the group. This being the case, it is unreasonable to include interaction terms for
covariates within the same group when accounting for group structures as it is effectively
accounting for the dependence within the group twice. Furthermore, in the case where
the group is defined based on a dummy coding for factor levels, including interaction
terms is purely nonsensical.
So, it is proposed that only interactions of covariates between groups be considered
when a grouping structure is being incorporated into the regression. This leads to non-
overlapping groups of covariate interactions where each group of interactions contains
the interaction terms corresponding to the main effects in two different groups.
Consider the following expansion of the original problem description. Suppose that
there are J groups of main effects with pj elements in group j, where
∑J
j=1 pj = p. The
corresponding coefficients are represented in the pj × 1 vector βIjj , where Ijj represents
the set of all indecies of the form (s, s) that correspond to the main effects in group j.
For notational simplicity, we may refer to Ijj as J . There are an additional
∑J
j>k= pjpk
interaction terms, for each pair of groups indexed by j and k, there is an additional
group of pjpk interaction terms. The corresponding coefficients are represented by the
pjpk × 1 vector βIjk . similar to Ijj, Ijk = {(s, r) : (s, s) ∈ Ijj, (r, r) ∈ Ikk}, the set
of indecies corresponding the individual interaction terms contained in the interaction
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group indexed by j and k. For notational ease, we again refer to interaction groups
using subscripts out of order; that is we may use either βIkj or βIjk . To further ease
notational simplicity, we may refer to Ijk as JK and Ikj as KJ . In cases where J = K
we note that KJ = JK = J . This yields the full p+∑Jj>k= pjpk × 1 coefficent vector
β> = (β>I11 , . . . , β
>
IJJ , β
>
I12 , . . . β
>
I1J , . . . , β
>
I(J−1)J )
>
Similar notation can be applied to U as the two vectors share a correspondence and
are of the same dimension. This gives the linear predictor for the rth entry in the sth
cluster the form
ηsr = β0 +
∑
j∈{1,...,J}
X>srIjjβIjj +
∑
k∈{1,...,p}
∑
j>k
X>srIkjβIkj
= β0 +
∑
j∈{1,...,J}
X>srJβJ +
∑
k∈{1,...,p}
∑
j>k
X>srJKβJK,
where Xsr is a p +
∑J
j>k= pjpk × 1 covariate vector for the rth entry in the sth cluster
the includes both the main effects, denoted in groups as X>srIjj = X
>
srJ for main effects
and X>srIkj = X
>
srJK for interaction terms.
4.2.1 Algorithm
Because of the non-overlapping structure of the main effect groups and the interaction
effect groups regular penalty forms can be used. For example the group lasso and the
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sparse group lasso penalties could be applied; however doing so would not preserve
the interaction structure. Instead we propose modifications of the previous stagewise
approaches such that the interaction structure is preserved.
If we are only considering a group level selection, then ACTS can easily be re-
structured using the `2 norm in place of the `1 norm. The resulting algorithm would
operate as follows: Let A[t] = {j : β[t]J 6= 0} and A2[t] = {(j, k) : j, k ∈ A[t]}, and consider
the stagewise regression problem can be formulated in the following way:
(t.a) Given β[t−1], update the nuisance parameters to obtain ν [t],
(t.b) δ[t] = arg min
δ∈Rp+
∑J
j>k
pjpk
δJK=0∀(j,k)6∈A2[t]
〈U[0](β[t−1], ν [t]), δ〉 subject to φ(δ) ≤ ,
(t.c) β[t] = β[t−1] + δ[t],
(4.1)
Where φ(δ) =
∑J
k=j
∑J
j=1 ‖βJK‖2, the `2 norm. The appropriate update as a result of
the solution to (t.b) will be of the form
δ
[t]
Ii` = −/‖UIi`‖2,
δ
[t]
JK = 0, ∀(k, j) 6= (i, `),
where
(i, `) = arg max
(j,k)∈{(1,1),...,(p,p)}∪A2[t]
‖UJK‖2.
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Such an approach does manage to harness the group structure while preserving the
interaction hierarchy structure, but this approach suffers the same short comings of
gLasso and group Stagewise estimating equations: the failure to address the bi-level
selection problem. Additionally, this technique can quickly produce bloated models as
there are many interaction terms in the interaction groups.
To address these issues, we modify the procedure in Equation (3.6) in the spirit
of HiSEE by first using the grouping information to make a group selection as above,
but then we only select an individual component of the group selected. Let βJK(sr) be
the βsr element of the coeffient vector of β if (s, r) ∈ JK. Let B[t] = {s : β[t]ss 6= 0}
and B2[t] = {(s, t) : s, r ∈ A[t]}, and consider the stagewise regression problem can be
formulated in the following way:
(t.a) Given β[t−1], update the nuisance parameters to obtain ν [t],
(t.b) δ(g) = arg min
δ∈Rp+
∑J
j>k
pjpk
δJK=0∀(j,k) 6∈A2[t]
〈U[0](β[t−1], ν [t]), δ〉 subject to φ1(δ) ≤ , and let G [t] = {(j, k) : δ(g)JK 6= 0}.
(t.c) δ[t] = arg min
δ∈Rp+
∑J
j>k
pjpk
δJK=0∀(j,k)6∈G
〈U[0](β[t−1], ν [t]), δ〉 subject to φ2(δ) ≤ ,
(t.d) β[t] = β[t−1] + δ[t],
(4.2)
where φ1(δ) =
∑J
k=j
∑J
j=1wjk‖δJK‖2, and φ2(δ) = ‖δ‖1
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4.3 Future Work with Stagewise Techniques
The stagewise estimation and penalized estimation have strong connections and are
both commonly used for sparse modeling. It would be interesting to explore general
connections between penalized regression and stagewise methods in hierarchical variable
selection settings. In particular, following Zhao and Yu (2007) and Wolfson (2011), it is
promising to investigate the equivalence between the solution path generated by BiSEE
and HiLa when  → ∞ to that generated by sparse group lasso. Other theoretical
concerns include estimation consistency (Hall and Severini, 1998; Wang et al., 2012)
and variable selection consistency (Wang, 2009; Ing and Lai, 2011) in high-dimensional
settings. Moreover, it is known that non-convex penalization methods can achieve better
selection performance under weaker conditions compared to the convex method; it is thus
worth studying the stagewise procedures that mimic non-convex methods (Huang et al.,
2012). Last but not least, it is well known that for regularized estimation, inference based
on simply refitting selected model without regularization could be invalid and misleading
(Berk et al., 2013; Tibshirani et al., 2016; Lee et al., 2016). Statistical inferences based
on stagewise estimators merits further investigation.
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Appendix A
R package sgee
As part of the development of the stagewise techniques presented in this thesis, accom-
panying software to implement these techniques was also developed. This software can
be found in the R package sgee, which is available on the Comprehensive R Archive
Network (CRAN). This chapter will demonstrate the functionality and features of that
R package.
A.1 Stagewise Implementation
All of the stagewise methods described in this thesis have been implemented as individual
methods in sgee. Because the BiSEE approach described in Chapter 2 is a generalization
of stagewise techniques involving lasso (SEE) and group lasso (gSEE), implementation
of those methods are also included in the package. There are three main functions in
sgee, bisee, hisee, and isee.
All of these functions are designed to either take a response vector and covariate
matrix, or a data set and a formula, as in glm or lm, describing the desired relationship.
Each of these methods is equipped to handle non-Gaussian clustered data with clusters of
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differing sizes through the family, clusterID, and waves parameters. These functions
may also take in a value for offset to add an offset value to the linear predictor. Addi-
tionally, a working correlation structure must be specified; currently ”independence”,
”exchangeable”, and ”ar1” are implemented. Finally, all of these methods handle
standardization so that the steps take in each iteration are fairly applied to effects of
different scales. All of these approaches also implement the adaptive step size described
in Chapter 3.
All of these functions take in a set of stagewise control values that can be set using the
sgee.control function found in the package. Parameters set by this function include
maxIt, the maximum number of iterations the stagewise procedure is to take; epsilon,
the initial step size; stoppingThreshold, the predetermined maximum model size; and
undoThreshold which controls how small the difference in subsequent steps is allowed
to be before adjusting the step size.
For the grouped covariate techniques, bise and hisee, the user must supply an
additional vector called groupID that identifies what group each covariate belongs to.
When calling bisee, the function takes in two different lambda values that dictate the
emphasis of the group versus the individuals. The function call is below.
bisee(formula, data=list(), family,
clusterID, waves = NULL, groupID,
corstr="independence", alpha = NULL,
lambda1 = .5, lambda2 = 1-lambda1,
intercept = TRUE,
offset = 0,
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control = sgee.control(maxIt = 200, epsilon = 0.05,
stoppingThreshold = min(length(y),
ncol(x))-intercept,undoThreshold = 0.005),
standardize = TRUE,
verbose = FALSE,
...)
The value for lambda1 can be anywhere between 0 and 1, and while the same is
true for lambda2 it is recommended that it remain at its default value. When lambda1
is exactly 0, the function reduces down to an implementation of Forward stagewise
estimating equations, or SEE. When lambda1 is exactly 1, the function reduces to group
stagewise estimating equations, gSEE.
The second primary function in sgee is hisee, which also can be used to perform
the bi-level selection task. Unlike bisee, hisee does not require any weighting between
the groups and the individuals. The function call for hisee is very similar to that of
bisee.
The third primary function of sgee is the isee function, which performs interaction
selection. There are two main methods of interaction selection that isee can specify
in the method parameter, either ”ACTS” (default), or ”HiLa”. In order to execute the
algorithm, both methods require a 2×p+(p
2
)
matrix that identifies the main effects that
correspond to each term called the interactionID. When using a formula, the function
automatically creates this parameter, but if the user instead supplies a response vector
and matrix, the user must also supply the interactionID. Again, the function call is
very similar to that of bisee and hisee.
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A.2 Additional Features
In addition to the main functions described in Section A.1, sgee also contains additional
functions that make the main functions more user-friendly. These functions make it
easier for a user to 1) generate data to test the functions, 2) analyze a given solution
path, and 3) visualize a solution path.
The first supporting function is the genData function, which has the following func-
tion call:
genData(numClusters,
clusterSize = 1,
clusterRho = 0,
clusterCorstr = "exchangeable",
yVariance = NULL,
xVariance = 1,
numGroups = 1,
groupSize = 1,
groupRho = 0,
beta = 0,
numMainEffects = NULL,
family = gaussian(),
SNR = NULL,
intercept = 0)
The genData function allows the user to easily generate the kind of data that the sgee
functions were designed for: non-Gaussian clustered data. While able to also generate
Gaussian clustered data through the mvtnorm package, sgee focuses on generating non-
Gaussian clustered data using copula from the copula package. The user can specify the
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marginal distributional family (family), the number of clusters (numClusters), the clus-
ter size (clusterSize), the kind of correlation structure (clusterCorr), the marginal
variance of the response (yVariance) and the individual covariates (xVariance), and
the true coefficient values (beta and intercept). Additionally, the function can gener-
ate covariate with an overlying grouping structure as described in Chapter 2 using the
groupSize parameter, and the groupRho parameter to determine the amount of within
group correlation. Finally, an interaction model can be generated through the use of the
numMainEffects parameter.
When any of the main methods is called to generate a solution path, what is returned
is an object of class sgee. The summary call on an object of this class produces an analysis
of that solution path based on given user input. The function is called in the following
way:
summary(object,
newX = NULL,
newY = NULL,
newOffset = NULL,
trueBeta = NULL,
trueIntercept = NULL,
scale = NULL,
averaged = TRUE,
...)
The primary purpose of the summary function is to identify the optimal point in the
solution path based on predictive performance. When the summary function is called on
an sgee object without additional parameters, the original data set is used to evaluate
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the predictive performance of each point along the solution path. If the parameters newX,
newY, and newOffset are specified, out-of-set prediction can be done. Additionally, if
the true model can be supplied via trueBeta and trueIntercept, as in the case of
simulation, model selection criteria such as the false positive and false negative rates
can also be calculated.
Finally, sgee provides a plot function that produces a coefficient trace plot when
called on an object of the sgee class. The function call is:
plot(x,
y,
penaltyFun = NULL,
main = NULL,
xlab = "Iterations",
ylab = expression(beta),
dropIntercept = FALSE,
trueBeta = NULL,
color = TRUE,
manualLineColors = NULL,
pointSpacing = 3,
cutOff = NULL,
...)
The default behavior of the plot function call is to simply plot the individual co-
efficient values against the iteration number. If however a penalty function is provided
for the parameter penaltyFun, the coefficients can be plotted against penalty function
values such as the `1-norm. Additionally, if the true model structure can be provided
for trueBeta, then the individual coefficient paths that are erroneously non-zero can be
marked. Finally, a logical value color can change the settings of the plot to either make
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a color plot or a plot fit for black and white printing.
A.3 Demonstration
This section will highlight some of the features of sgee by doing two walkthroughs of
a single simulation run where data is first generated, then processed by a stagewise
technique, and then finally analyzed.
A.3.1 Grouped Covariates
The first demonstration will walk through an example with grouped covariates. We
have twenty covariates, forming five groups each of size 4. We have an intercept value
of 1, with four coefficients with a value of 2, one coefficients with a size of 1, and five
coefficients with a size of 0.5; the rest are zero.
## Initialize covariate values
p <- 20
beta <- c(rep(2,4),
c(1, 0, 0, .5),
rep(0.5,4),
rep(0,p-12))
interceptValue <- 1
groupSize <- 4
numGroups <- length(beta)/groupSize
After defining our parameters we use the genData function to generate a data set of
the desired form where we have an exchangeable correlation structure with a correlation
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parameter of 0.6 and a marginal response variance of 1. Additionally, the variance of
the covariates will be zero (mean of 0 is assumed) with a within group exchangeable
correlation (fixed structure) with a correlation parameter of 0.3.
trainingData <- genData(numClusters = 50, clusterSize = 4,
clusterRho = 0.6,
clusterCorstr = "exchangeable",
yVariance = 1, xVariance = 1,
numGroups = numGroups,
groupSize = groupSize,
groupRho = 0.3,
beta = beta, intercept = interceptValue,
family = gaussian())
After generating our data we use hisee to construct a path of model estimates. In
this example, we demonstrate the ability to subset the data by only selecting response
values that are less than 1. when we do this, we must specify the waves parameter value
so that the function knows where each observation falls in its respective cluster have
removing some observations.
## Perform Fitting by providing formula and data
genDF <- data.frame(trainingData$y, trainingData$x)
names(genDF) <- c("Y", paste0("Cov", 1:p))
coefMat <- hisee(formula(genDF), data = genDF,
family = gaussian(),
subset = Y<1, waves = rep(1:4, 50),
clusterID = trainingData$clusterID,
groupID = trainingData$groupID,
corstr="exchangeable",
control = sgee.control(maxIt = 200,
epsilon = 0.1))
##
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## [1] "stopped on"
## [1] 114
## [1] 5.044267
After performing a model fitting, we can call summary to identify an optimal point in
the path based on predictive performance and the corresponding coefficient estimates.
summary(coefMat)
##
## newX and/or newY missing; original data used
## Call:
## NULL
##
## Lowest Predictive Error: 0.6632039
## Achieved at index: 105
## With corresponding Coefficients:
## Estimate
## (intercept) 0.83878477
## Cov1 1.87958776
## Cov2 1.96822433
## Cov3 1.95990709
## Cov4 1.93505440
## Cov5 1.02815395
## Cov6 0.00000000
## Cov7 -0.10472760
## Cov8 0.33641621
## Cov9 0.53291541
## Cov10 0.49160014
## Cov11 0.42443227
## Cov12 0.45332062
## Cov13 0.00000000
## Cov14 0.00000000
## Cov15 -0.09193923
## Cov16 0.00000000
## Cov17 0.00000000
## Cov18 -0.20457105
## Cov19 0.10389118
## Cov20 0.00000000
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Finally, we use plot to generate a coefficient trace plot of our solution path.In this
example we provide the `1 norm for the penalty function parameter penaltyFun. The al-
lows us to plot the coefficient paths not as a function of the iteration, but rather as a func-
tion of the overall model size, as measured by the `1 norm. We use the dropIntercept
parameter so that only the non-intercept values are plotted. The plot can be found in
Figure 13.
plot(coefMat,
penaltyFun = function(x){sum(abs(x))},
xlab = "L1 Norm",
dropIntercept = TRUE)
A.3.2 Interaction Selection
The second demonstration is an example of interaction selection. We have only five
covariates, which gives us five main effects and
(
5
2
)
= 10 interaction effects. We again
have an intercept value of 1, with four coefficients with main effect values of 1, 1.5,
and 0.5, and six interaction effects of size 0.5 and one interaction effect of size 1. The
coefficients are listed in the following order: main effects first, interaction effect with the
first covariate, interaction effects with the second covariate, and so on. Note, because of
which interaction effects are non zero, the true model only adheres to a weak hierarchy.
## Initialize covariate values
p <- 5
beta <- c(1, 0, 1.5, 0, 0.5, ## Main effects
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Figure 13: Grouped covariate selection coefficient trace plot. Each line represents the
value of a particular coefficient for a particular `1 norm of the whole model.
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rep(0.5,4), ## Interaction terms
0.5, 0, 0.5,
0,1,
0)
interceptValue <- 1
Again we use the genData function to generate a data set to train our model on. The
basic settings remain the same as in the first demonstration. When generating data with
interaction terms, genData assumes that beta includes all interaction effects; therefore,
we must use the parameter numMainEffects to indicate how many of the effects in beta
are main effects, and how many are interaction effects.
trainingData <- genData(numClusters = 50,
clusterSize = 4,
clusterRho = 0.6,
clusterCorstr = "exchangeable",
yVariance = 1,
xVariance = 1,
beta = beta,
numMainEffects = p,
family = gaussian(),
intercept = interceptValue)
This time, we will produce a second testing data set to use with the summary func-
tion.
testingData <- genData(numClusters = 5*50,
clusterSize = 4,
clusterRho = 0.6,
clusterCorstr = "exchangeable",
yVariance = 1,
xVariance = 1,
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beta = beta,
numMainEffects = p,
family = gaussian(),
intercept = interceptValue)
For this example we use isee to construct a path of model estimates with the method
parameter set to ”ACTS”.
## Perform Fitting by providing formula and data
genDF <- data.frame(Y = trainingData$y, X = trainingData$xMainEff)
## Using "ACTS" method
coefMat <- isee(formula(paste0("Y~(",
paste0("X.", 1:p, collapse = "+"),
")^2")),
data = genDF,
family = gaussian(),
clusterID = trainingData$clusterID,
corstr = "exchangeable",
method = "ACTS",
control = sgee.control(maxIt = 200,
epsilon = 0.05))
Because in this example we have access to an out of training data set, we can identify
the best point along the path based on out of sample prediction, rather than in sample
prediction, which can lead to over fitting the data.
summary(coefMat,
newX = testingData$x,
newY = testingData$y)
## Call:
## isee.formula(formula = formula(paste0("Y~(", paste0("X.", 1:p,
## collapse = "+"), ")^2")), data = genDF, clusterID = trainingData$clusterID,
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## method = "ACTS", family = gaussian(), corstr = "exchangeable",
## control = sgee.control(maxIt = 200, epsilon = 0.05))
##
## Lowest Predictive Error: 1.154589
## Achieved at index: 200
## With corresponding Coefficients:
## Estimate
## (intercept) 1.082212062
## X.1 0.953119148
## X.2 0.059811060
## X.3 1.560262091
## X.4 -0.005978564
## X.5 0.425598724
## X.1:X.2 0.555574007
## X.1:X.3 0.369532651
## X.1:X.4 0.185057234
## X.1:X.5 0.436368288
## X.2:X.3 0.546038786
## X.2:X.4 0.000000000
## X.2:X.5 0.446051008
## X.3:X.4 0.000000000
## X.3:X.5 0.980397952
## X.4:X.5 0.000000000
We conclude with a coefficient trace plot of our solution path. In this example we
provide the true model, so that we can see which coefficients isee erroneously picked
up, and when. The plot can be found in Figure 14.
plot(coefMat,
trueBeta = beta,
trueIntercept = interceptValue)
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Figure 14: Interaction selection coefficient trace plot. Each line represents the value of a
particular coefficient for a particular iteration in the algorithm. Groups Share line colors.
Truly non-zero coefficients have solid lines; truly non-zero coefficients have dashed lines.
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