In the present paper we consider a discrete version of the iterated modified projection method for solving a Urysohn integral equation with a kernel of the type of Green's function. For r ≥ 0, a space of piecewise polynomials of degree ≤ r with respect to an uniform partition is chosen to be the approximating space.
Introduction
Let X = L ∞ [0, 1] and consider the following nonlinear Urysohn integral equation
where the kernel κ(s, t, u) is a continuous Green's function type kernel. We write the above equation as
x − K(x) = f (1. 2) and assume that it has a unique solution ϕ. We are interested in approximate solutions of the above equation.
For r ≥ 0, let X n be a space of piecewise polynomials of degree ≤ r with respect to a uniform partition of [0, 1] with n sub-intervals each of length h = 1 n . Let π n be the restriction to L ∞ [0, 1] of the orthogonal projection from L 2 [0, 1] to X n . Then in the classical Galerkin method, (1.2) is approximated by ϕ G n − π n K(ϕ G n ) = π n f.
The above projection method has been studied extensively in research literature. See
Krasnoselsii [11] , Krasnoselskii et al [12] and Krasnoselskii-Zabreiko [13] .
The iterated Galerkin solution is defined by
The following orders of convergence are proved in Atkinson-Potra [4] :
If r = 0, then
whereas if r ≥ 1, then
In Grammont-Kulkarni [8] , the following modified projection method is proposed:
where K M n (x) = π n K(x) + K(π n x) − π n K(π n x).
(1.6)
As in the case of the iterated Galerkin method, we perform one step of iteration and define the iterated modified projection solution as
The following orders of convergence are proved in Grammont et al [10] :
As discussed in Grammont et al [10] , the size of the system of equations that needs to be solved to computeφ M n is the same as that of ϕ G n . In practice, it is necessary to replace the integral in the definition of K by a numerical quadrature formula. Also, the orthogonal projection π n needs to be replaced by a discrete orthogonal projection Q n . This gives rise to discrete versions of the above methods. It is of interest to choose the quadrature formula appropriately so as to preserve the above orders of convergence. The discrete versions of the Galerkin and the iterated Galerkin methods are considered in Atkinson-Potra [5] . Our aim is to investigate the discrete versions of the modified projection and of the iterated modified projection methods.
In [5] , it is observed that if the same partition is used to approximate K and to define Q n , then the order of convergence of the discrete iterated Galerkin solution is less than the order of convergence of the continuous iterated Galerkin solution. Hence a different partition taking into consideration (to define numerical quadrature formula) the lack of smoothness of the function κ(s, t, u) when s = t is proposed to approximate K. It is shown that the order of convergence of the discrete iterated Galerkin solution is then 2r + 2. For r ≥ 2, it is better than the order of convergence r + 3 of the continuous iterated Galerkin solution.
We approach in a different manner. We choose the same basic quadrature formula, but we choose a fine partition with m sub-intervals to approximate K and a uniform partition with n sub-intervals to define Q n , where m = np, p ∈ N. Let z M n andz M n denote respectively the discrete modified projection solution and the discrete iterated modified projection solution. Leth = 1 m . We prove the following orders of convergence:
If r = 0 andh 2 ≤ h 4 , then the orders of convergence in (1.8) are preserved. If r ≥ 1 and h 2 ≤ h r+5 , then the orders of convergence in (1.9) are preserved.
The paper has been arranged in the following way. In Section 2, we define a discrete orthogonal projection operator and discrete versions of various projection methods. In Section 3, we obtain the orders of convergence of the discrete modified projection solution and the discrete iterated modified projection solution. In Section 4, we obtain improved orders of convergence in the case of piecewise constant polynomial approximation. Numerical results are given in Section 5.
Discrete modified projection method
In this section we describe the Nyström approximation of K and the discrete orthogonal projection. We then define discrete versions of various projection methods.
Kernel of the type of Green's function
Let r ≥ 0 be an integer and assume that the kernel κ of the integral operator K defined in (1.1) has the following properties.
1. The partial derivative
Let
If r = 0, then ℓ i ∈ C 2 (Ψ i ), i = 1, 2.
3. There are two functions
If r = 0, then κ i ∈ C 2 (Ψ i ), i = 1, 2.
4.
Following Atkinson-Potra [4] , if the kernel κ satisfies the above conditions, then we say that κ is of class G 2 (r + 1, 0). If r = 0, then it is assumed that κ is of class G 2 (2, 0).
Under the above assumptions, the operator K is Fréchet differentiable and its Fréchet derivative is given by
Let f ∈ C r+1 [0, 1] and ϕ be the unique solution of (1.2). Then by the Corollary 3.2 of Atkinson-Potra [4] , it follows that ϕ ∈ C r+1 [0, 1]. If r = 0, then it is assumed that
We assume that 1 is not an eigenvalue of K ′ (ϕ).
Nyström approximation
Let m ∈ N and consider the following uniform partition of [0, 1] :
Consider a basic quadrature rule
which is exact at least for polynomials of degree ≤ 2r.
If r = 0, then it is assumed that the quadrature rule is exact atleast for linear polynomials.
A composite integration rule with respect to the partition (2.1) is then defined as
where
We replace the integral in (1.1) by the numerical quadrature formula (2.2) and define the Nyström operator as
Then K m has the following properties. (See Atkinson [1] .) 1] are completely continuous operators.
2. K m is a collectively compact family: B ⊂ C([0, 1]) bounded implies that the set
5.
For m ≥ 1, K m is twice Fréchet differentiable:
and
Note that
where η i q lies between x(ζ i q ) and y(ζ i q ). For δ 0 > 0, let
Then for x, y ∈ B(ϕ, δ 0 ),
We quote the following result from Atkinson-Potra [5] : If x ∈ C 2 [0, 1], then
In the Nyström method, (1.2) is approximated by
There exists a m 0 ∈ N such that for m ≥ m 0 , the above equation has a unique solution
We quote the following result for future reference:
If v 1 , v 2 ∈ B(ϕ, δ 0 ), then by the generalized Taylor's theorem,
It then follows that
Discrete orthogonal projection
Let n ∈ N and consider the following uniform partition of [0, 1] :
For r ≥ 0, let X n denote the space of piecewise polynomials of degree ≤ r with respect to the partition of (2.12) of [0, 1]. Assume that the values at t j −, j = 1, . . . , n, are defined by continuity. Then the dimension of X n is n(r + 1).
For η = 0, 1, . . . , r, let L η denote the Legendre polynomial of degree η on [−1, 1] and define
For j = 2, . . . , n, and for η = 0, 1, . . . , r, define
From now onwards we assume that m = pn for some p ∈ N. Let P r,∆ j denote the
Since the quadrature rule is exact for polynomials of degree ≤ 2r and ϕ j,η is a polynomial of degree ≤ r, it follows that
Thus,
Thus, {ϕ j,η , j = 1, . . . , n, η = 0, . . . , r} forms an orthonormal basis for X n ⊂ L ∞ [0, 1].
Define the discrete orthogonal projection Q n,j : C(∆ j ) → P r,∆ j as follows:
Then
It follows that Q n,j x, y ∆ j = x, Q n,j y ∆ j , Q 2 n,j = Q n,j and Q n,j Q n,i = 0 for i = j.
Also,
A discrete orthogonal projection Q n : C[0, 1] → X n is defined as follows:
Using the Hahn-Banach extension theorem, as in Atkinson et al [3] , Q n can be extended to L ∞ [0, 1]. Then
The following estimate is standard: If f ∈ C r+1 (∆ j ), then we have,
Discrete Projection Methods
We define below the discrete versions of various projection methods given in Section 1 by replacing the integral operator K by the Nyström operator K m and the orthogonal projection π n by the discrete orthogonal projection Q n .
Discrete Galerkin Method:
The discrete modified projection operator is defined as
Discrete Modified Projection method:
Discrete Iterated Modified Projection method:
Orders of Convergence
In this section we obtain orders of convergence in the discrete modified projection method and its iterated version.
Preliminary results
In Proposition 3.1 we first obtain an error estimate for the term
needs to be treated differently depending upon whether s is a partition point of the partition (2.12) or s ∈ (t i−1 , t i ) for some i. Using the results obtained in Proposition 3.1, we obtain an error estimate
Since ϕ ∈ C r+1 [0, 1], it follows that
We introduce the following notation. For a fixed s ∈ [0, 1], define
The following proposition is crucial. It will be used several times in what follows.
Also, since v ∈ C r+1 [0, 1], for j = 1, . . . , n,
For j = i, ℓ * ,s ∈ C r+1 (∆ j ) and v ∈ C r+1 (∆ j ). Hence from (3.4) and (3.5),
We now consider the case j = i. Note that ℓ * ,s is only continuous on [t i−1 , t i ] and hence (3.4) is not applicable. Define
Without loss of generality, let C 6 ≥ 1. From (3.7), (3.8) and (3.10) we obtain,
Combining the above estimate with (3.6) we obtain
which completes the proof.
Proof. The proof of (3.11) is similar to that of (3.3). For s ∈ [0, 1], we write
If s = t i , for some i, using (3.3) and (3.4) we obtain,
Proceeding as in the proof of Proposition 3.1 and using (3.3), (3.4) and (3.9), we obtain
The estimate (3.11) follows from the above two estimates.
In order to prove (3.12), consider v ∈ C[0, 1]. Let s = t i for some i. Then we write
Since ℓ * ,s ∈ C r+1 (∆ j ) for j = 1, . . . , n, using the estimates (2.14) and (3.4), we obtain
Now let s ∈ (t i−1 , t i ). We write
Using (2.14), (3.4) and (3.9), we obtain
Combining (3.13) and the above estimate, we obtain
Since from (2.5)
Taking the supremum of both the sides of the above inequality over the set
we obtain (3.12).
Error in the discrete modified projection method
By assumption, I − K ′ (ϕ) is invertible. Since K ′ m (ϕ) is the Nystrom approximation of K ′ (ϕ) associated with a convergent quadrature formula, it follows that, for m large
it follows that I − K M n ′ (ϕ) is invertible for n big enough and
As in Grammont [7] , it can be shown that there is a δ 0 > 0 such that B n has a unique fixed point z M n in B(ϕ, δ 0 ) and that
In the following theorem, we obtain the order of convergence of the discrete modified projection solution. Proof. From (2.7),
From (2.10) and (2.11), 1} ).
It follows that
The required result follows from (3.15), (3.17) and the above estimate.
Remark 3.4. It can be shown that
Thus the order of convergence of z S n and z M n is the same. We prove the estimate (3.16) as it is needed for obtaining the order of convergence in the iterated discrete modified projection method.
Error in the iterated discrete modified projection method
Recall that the discrete iterated modified projection solution is defined as
From (2.10) and (2.11),
From (2.9) and and Theorem 3.3, we obtain
We thus need to obtain the order of convergence for the term K ′ m (ϕ m )(z M n − ϕ m ). We quote the following result from Kulkarni-Rakshit [14] :
and first prove some preliminary results.
Proposition 3.5. Let ϕ m be the Nyström solution. Then
Proof.
Let v ∈ C[0, 1]. Then from (2.6), (2.16) and (3.14) ,
Since
it follows that
Then by (3.21)
By (2.11)
Using (2.9), (2.16) and (2.17), we obtain
In the expression
and using (2.6), (2.9), (3.3), (3.11) and (3.24), show that
The required result then follows from (3.22), (3.25) and the above estimate.
Proposition 3.6. Let ϕ m be the Nyström solution and z M n be the discrete modified projection solution. Then
Proof. Note that for m and n big enough, ϕ m , z M n ∈ B (ϕ, δ 0 ) . By the generalized Taylor's theorem,
It can be shown that
We skip the details. The required result follows from Theorem 3.3, estimate (3.26) and the above estimate.
Proposition 3.7. Let ϕ m be the Nyström solution and z M n be the discrete modified projection solution. Then
Proof. Note that
Using (2.5) and (3.21) it can be shown that
By (2.6) and (3.24),
Since by (2.5),
Since by Theorem 3.3,
the required result follows.
We now prove our main result about the order of convergence in the discrete iterated modified projection method. . Let ϕ be the unique solution of (1.2) and assume that 1 is not an eigenvalue of K ′ (ϕ). Let X n be the space of piecewise polynomials of degree ≤ r with respect to the partition (2.12) and Q n : L ∞ [0, 1] → X n be the discrete orthogonal projection defined by (2.15). Letz M n be the discrete iterated modified projection solution defined by (2.19 ).
and if r ≥ 1, then
We recall (3.20) and write
By Proposition 4.2 from Kulkarni-Rakshit [14] , we have
By Proposition 3.5,
By Proposition 3.6,
By Proposition 3.7,
It follows that
Remark 3.9. If r = 0, and ifh 2 ≤ h 3 , then
If r ≥ 1, and ifh 2 ≤ h r+5 , then
In the next section we show that if r = 0, then the orders of convergence in (3.31) can be improved respectively to 3 and 4.
Piecewise constant polynomial approximation
Consider X n to be the space of piecewise constant functions with respect to the partition (2.12). Thus, r = 0. We choose Gauss 2 point rule as a basic quadrature rule:
It is exact for polynomials of degree ≤ 3. A composite integration rule with respect to the partition (2.1) is then defined as
where ζ i q = s i−1 + µ qh , q = 1, 2, i = 1, . . . , m.
Since m = np, the above rule can be written as
The Nyström operator is defined as
Recall from (2.13 ) that for f, g ∈ C(∆ j ),
The discrete orthogonal projection Q n,j : C(∆ j ) → P 0,∆ j is defined as follows:
(4.5)
As before, a discrete orthogonal projection Q n : C[0, 1] → X n is defined as follows:
It is extended to L ∞ [0, 1] using the Hahn-Banach extension theorem. Note that C 1 = 1 and Q n = 1.
The following result is crucial in obtaining improved orders of convergence in the discrete modified projection method and its iterated version.
for some η (i−1)p+ν q ∈ (t i−1 , t i ). Define the following constant function
From (2.14) and (2.17),
On the other hand, for ν = 1, . . . , p, from (3.10),
Thus, from (4.9) and the above two estimates,
This completes the proof of (4.7).
In order to prove (4.8), as before we consider two cases. If s = t i for some i, then we have
If s ∈ (t i−1 , t i ), then we write
Proceeding as in the proof of Proposition 3.2 and using the estimate (4.7), we obtain the required result. 
If s = t i for some i, then for j = 1, . . . , n,
If s ∈ (t i−1 , t i ) for some i, then the above estimate holds for j = i. Note that
As in the proof of Proposition 3.1 we consider separate cases when s = t i and when s ∈ (t i−1 , t i ) for some i and obtain
Using the estimate (4.7) of Proposition 4.1, we thus obtain
The required result follows from (4.11), (4.12) and the above estimate. 
Numerical Results
For the sake of illustration, we quote some numerical results from Grammont et al [10] for the following example considered in Atkinson-Potra [4] . is the solution of (5.1).
In this example, r can be chosen as large as we want.
Piecewise Constant functions (r = 0)
Let X n be the space of piecewise constant functions with respect to the partition (2.12) and Q n : L ∞ [0, 1] → X n be the discrete orthogonal projection defined by (4.4)-(4.6).
The numerical quadrature is chosen to be the composite Gauss 2 rule with respect to partition (2.1) with m = n 2 sub-intervals. Thenh = h 2 .
In the following table, δ G , δ S , δ M and δ IM denote the computed orders of convergence in the discrete Galerkin, discrete iterated Galerkin, discrete Modified Projection and the discrete iterated Modified Projection methods, respectively. It can be seen that
the computed values of order of convergence match well with the theoretically predicted values in (3.18), (4.21) and (4.22). 
Piecewise Linear Functions (r = 1)
Let X n be the space of piecewise linear polynomials with respect to the partition (2.12) and Q n : L ∞ [0, 1] → X n be the discrete orthogonal projection defined by (2.15). The numerical quadrature is chosen to be the composite Gauss 2 point rule with n 2 intervals for the Galerkin and the iterated Galerkin method and the composite Gauss 2 point rule with n 3 intervals for the modified projection and the iterated modified projection methods. In the latter caseh 2 = h 6 . As a consequence, it follows from (3.18) and (3.32) that the expected orders of convergence in the discrete Galerkin, the discrete iterated Galerkin, the discrete modified projection and the discrete iterated modified projection methods are 2, 4, 4 and 6, respectively. The computational results given below match well with these orders. 
