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ABSTRACT 
The Hungarian method is able to transform an assignment problem into many 
equivalent matrices, in general. We characterize these matrices for the 0,l assign- 
ment problem. Examples and an application to the 0,l traveling salesman problem 
are provided. 
1. INTRODUCTION 
The fundamental work by Kuhn [3] about the Hungarian method contains 
two significant results about the 0,l assignment problem. In [3] the 0,l 
assignment problem is described as the simple case when there are only two 
ratings, 0 and 1, indicating whether or not a worker is qualified to do a job. 
Kuhn’s first significant result is a general method to solve all 0,l assignment 
problems. Secondly, Kuhn shows in [3] that every assignment problem with 
positive entries has an equivalent 0,l assignment problem, i.e., the given 
positive matrix and its associated 0: 1 matrix have the same optimal assign- 
ments. 
There has been recent interest in the assignment problem in [l] and [4] 
where the combinatorial structure of a class of assignment problems is 
developed and a canonical matrix is introduced. As a result, new insights are 
gained into the pattern of relationships among the optimal assignments for a 
class of matrices. 
The main result in this paper is a characterization of all the matrices into 
which a given 0,l assignment problem can be transformed by the Hungarian 
method. We begin in Section 2 by illustrating the transformations by the 
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Hungarian method. The characterization is stated and proved in Section 3. 
Section 4 contains an application of the characterization to the 0,l traveling 
salesman problem. 
Let A = [ ajj] be a square matrix of order n whose entries are 0 and 1. 
The assignment problem asks for a permutation p of the integers 1,2,. . . , n 
such that the sum u,,~,) + a,,(,) + . . . + a,,,~,~ is minimal over all permuta- 
tions of the integers 1,2,. . . , n. The permutation p is called an optimal 
assignment for the 0,l assignment problem A. 
2. EXAMPLES 
In this section we give two examples that show the family of matrices that 
all versions of the Hungarian method yield. We assume that the reader is 
familiar with at least one version, such as in [2, Section 5.21. 
EXAMPLE 1. We consider the 0,l assignment problem specified by 
1 1 1 1 
. 1 1 0 
H= [ 
1 
10 1 10’ 0 1 1 1 
One version of the Hungarian method covers rows 2, 3, and 4 of A, which is 
equivalent to adding - 1 to row 1 of A. This yields 
0 0 0 0 
BE1 10 1 
[ 1 10 10’ 0 1 1 1 
Another version of the Hungarian method covers rows 3 and 4 and 
column 3 of A, which is equivalent to adding - 1 to rows 1 and 2 and adding 
1 to column 3 of A. This yields 0 0 1 
c-0 i 0 0 
0 
10 2 
0 1 0’ 0 1 2 1 
A third version of the Hungarian method covers rows 2 and 3 and column 
1 of A, which is equivalent to adding - 1 to rows 1 and 4 and adding 1 to 
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column 1 of A. This yields 
1 
D=2 L 
0 0 0 
2 
0 10 1 I 0 10’ 0’0 0 
A fourth version of the Hungarian method covers row 3 and columns 1 
and 3 of A, which is equivalent to adding - 1 to rows 1, 2, and 4 and adding 
1 to columns 1 and 3 of A. This yields 
1 0 1 0 
E= [ 1 0 0 
2 0 2 
0  1 0 1 0’  
Since there are no other ways to cover all the zeros of A by selecting 
three of the rows and columns, all matrices from the Hungarian method have 
been found. The matrices A, B, C, D, and E have the same optimal 
assignments, namely, (1234) and (14) (23). 
EXAMPLE 2. If n > 3, then the matrix A in Example 1 can be general- 
ized to a 0,l matrix G = [ gij] of order n. The zero entries of G are on the 
cross diagonal, except grn = 1 and gan = 0. Then various versions of the 
Hungarian method yield 2”-” different matrices, all of which have the same 
optimal assignments as G. 
3. MAIN RESULT 
A matrix is called constant row (column) if all of its entries in each row 
(column) are equal. 
TIIEOKELI 1. Let A = [ uij] be a square matrix of order n whose entries 
are from {O, l]. We assume that for euch permutation q on { 1,2,. . . , n) there is 
k such that n LCTr(kj = 1. Then the Hungarian method transforms A into a matrix 
B = [bij] if and only if B has the following three properties: 
(1) B is nonnegative. 
(2) There is u permutation p on (1,2,. . . , n} such that bir,Cij = 0 for 
i=1,2 ,...,n. 
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(3) There is a constant rou’ matrix E and a constant column matrix F such 
that B = A + E + F, where the entries in E are from { - l,O}, and the entries 
in F are from (0, l}. 
Proof. *: It is well known that (I) and (2) hold, and that there is a 
constant row matrix E and a constant column matrix F such that B = A + 
E+ F. 
First, we will show that B is a result of at most one pass through the 
Hungarian method, i.e., step 5 in [2, p. 3061 has to be accomplished at most 
once. So we assume that the zeros of A are covered by selecting a minimum 
number (say k) of the rows and columns of A. Then Theorem 5.4 in [2, 
p. 3051 implies that k of the zeros that are singularly covered are in an 
optimal assignment composed of k objects. Next, we delete the rows and 
columns of A which contain these k zeros. The result is a square matrix of 
order n - k which has only uncovered entries from A and whose value is 1. 
Since all of these entries are decreased by 1 by the Hungarian method, the 
optimal assignment on k objects can be extended to an optimal assignment 
on n objects. 
Since at most one pass is made through the Hungarian method, the 
entries in E and F are from i-1,0,1}. Let E=[ei] and F=[f,]. 
If row i of E and column j of F contain only l's, then 6,, = aji + e, + fj 
= aij +2, which contradicts the Hungarian method of increasing bij by the 
least value of the uncovered entries of A. Similarly, row i of E and column j 
of F cannot be - 1's. 
We write E > 0 (E < 0) if all the entries in E are nonnegative (nonposi- 
tive).IfE~OandF~O,thenweletE’=E+GandF’=F+H,whereG 
(If) is a constant row (column) matrix whose entries are - 1 (11, respectively. 
Thus, B=A+E’+F’,where E’<Oand F’>O. 
=: If A = B, then no transformation is needed. So we assume that 
A # B. We will define a selection of rows and columns of A. Then we will 
show that all of the zeros of A are covered by this selection and that the 
number of rows and columns in the selection is minimum to cover all the 
zeros of A. 
We select row i if and only if bij > aij for all j in { 1,2,. . , n}. We select 
column j if and only if bij > aij for all i in (1,2,. . . , n}. Let aij = 0. If row i 
has not been selected and column j has not been selected, then there are h 
and k in {1,2,..., n} such that bik < aik and b,j < ahj. Let E =[e,l and 
F = [fj]. From property (3) we conclude that ei = - 1 and fj = 0. Therefore, 
bij = aij + e, + fj = 0 - 1 + 0 = - 1, which contradicts property (1). There- 
fore, all the zeros of A are covered by the selected rows and columns. 
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Next, we will show that if a row (say row i) is deleted from the selection, 
then there is a zero of A which is not covered. A similar argument shows that 
if a column is deleted from the selection, then there is a zero of A which is 
not covered. 
Since A # B, there is b,, = 0 < 1 = ars. Thus, b,, = urs + e, + f, implies 
that e, = - 1 and f, = 0. Since row i was in the selection, b,, > aij for all j 
in (1,2,..., n}. Therefore, bi, = a,, + e, + f, = ai, + e, + 0 implies that e, = 0. 
By property (2) of B, there is k such that bi, = 0. Since bi, > aik, it follows 
that aik = 0. Hence, 0 = bik = aik + ei + fk = 0+ 0+ fk implies that fk = 0. 
Then b,, = ark + e, + fk = ark - 1+0 implies that b,, < ark. By the defini- 
tion for selecting a column, column k is not in the selection. Thus, when row 
i is deleted from the selection, aik = 0 is not covered by the remaining rows 
and columns in the selection. 
Next, we will show that row i of E is 0 if and only if row i is in the 
selection that is defined above. Also, we will show that column j of F is 1 if 
and only if column j is in the selection that is defined above. This means that 
E + F adds 1 to an entry of A if and only if the entry is in a selected row and 
in a selected column. Also, E + F adds - 1 to an entry of A if and only if the 
entry is not in a selected row and not in a selected column. This will 
complete the proof that among all possible covers of the zeros of A by 
selection of rows and columns, the selection which is defined above has a 
minimum number of rows and columns. 
We note that row i is not in the selection defined above = bij < aij for 
some j = bi j - aij = - 1 = ei + fj for some j Q e, = - 1 and fj = 0 for 
some j = ei = - 1, since we have shown above that f, = 0. Similarly, 
column j is not in the selection defined above * bij < aij for some i * 
bij - aij = - 1 = e, + fj f or some i e ei = - 1 and fj = 0 for some i c+ 
fj = 0, since we have shown above that e, = - 1. n 
To complete the characterization for A in Theorem 1, we note that if 
there is a permutation 4 on {1,2,. . . , n) such that aiqci) = 0 for i = 1,2,, . . , n, 
then the Hungarian method does not transform A into a new matrix. 
4. APPLICATION 
In [5] the Hungarian method for the assignment problem is used as the 
first step to transform a distance matrix for the traveling salesman problem 
into an equivalent matrix which is in triangular block form. When this 
approach is applied to a 0,l distance matrix D, three properties (similar to 
those in Theorem 1 and stated in Theorem 2) can be used to specify a class 
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for D. The result is that the 0,l case for distance matrices has greater 
structural features than obtained in [5] for the general case. 
We conclude with a theorem for distance matrices that parallels Theorem 
1 and a comment about applying the theorem. A distance matrix for a 
traveling salesman problem is a square matrix where the i, j entry may be 
regarded as the distance from city i to city j. Since a solution for the 
traveling salesman problem is a cyclic permutation, the main diagonal 
elements of a distance matrix have no role in the traveling salesman problem 
and may be assigned values for other purposes. 
THEOREM 2. Let A = [aij] be u square mutrir of order n > 1 whose 
entries are from {0, l}, except that the entries on the main diagonal are 2n. 
We assume that for each permutation y on {1,2,. . , n] there is k such that 
akqckj = 1. Then the Hungarian method transforms A into a mutrix B = [bjj] if 
and only if B has the following three properties: 
(1) B is nonnegative. 
(2) There is a permutation p on {l, 2,. , n} such that p(i) # i and bipcij = 0 
fori=1,2 ,..., n. 
(3) There is u constant row> matrix E and a constant column matrix F such 
that B = A + E + F, where the entries in E are from ( - l,O], and the entries 
in F are from 10, l}. 
Proof. The proof is almost identical to the proof of Theorem 1. We point 
out only the differences in the two proofs. 
+. : Let 2 be the square matrix of order n - k in the second paragraph of 
the proof of Theorem 1. If k = 0, then 2 = A and the Hungarian method 
adds - 1 to all the rows of A. If k > 0, then 2 contains at most n - k - 1 
entries whose value is 2n. All other entries in 2 have the value 1. After the 
Hungarian method adds - 1 to all the entries in 2, the optimal assignment 
on k objects can be extended to an optimal assignment on n objects by 
selecting entries in A that correspond to entries in Z that are now zero. n 
COMMENT 1. Let A be a 0,l distance matrix. We define K(A) to be the 
class of all distance matrices B that satisfy properties (l)-(3) of Theorem 2. 
It can be observed in Example 1 that K(A) = {B, C, D, E) when the main 
diagonal entries are disregarded. The technique in [5] can be applied to 
K(A) to produce an equivalent distance matrix in a triangular block form. 
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