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In 16-21 October 2011, the MODELS conference was held in Wellington, New Zealand. The conference received 167 papers of which 34 were accepted for presentation by the programme committee, resulting in an acceptance rate of roughly 20 %.
Research in software and system modeling is now a relatively mature field. Like any mature field, however, it can be a good idea to encourage fresh thinking. Whilst not wishing to reduce the importance of solid incremental research, the conference this year asked participants to think ahead to what modeling would be like a decade hence. For this reason, the Program Chairs selected Modeling in 2020 as the theme for MODELS 2011. The theme was chosen to encourage new perspectives about the future role of modeling in complex systems engineering.
As usual, the contributions to the MODELS conference were of a uniform high quality and the authors of the best papers were asked to submit extended versions to a MOD-ELS 2011 Special Issue of SoSyM. As described below, the selected articles reflect the issues raised by the theme of the conference: what will modeling be like in the future.
Industrial-scale systems are often very large and even though model-based techniques employ abstraction in order to deal with size and complexity, such approaches must scale appropriately and offer acceptable performance. Therefore, a challenge for the next decade is to develop techniques that support large models. The article A Repository for Scalable Model Management by Pagán, Cuadrado, and Molina addresses this issue by describing how huge models can be managed in a database that integrates with the Eclipse Modeling Framework.
The early days of modeling were dominated by a small number of tools that were implemented as closed worlds. Such a situation is unattractive for a variety of reasons and has led to the development of tool-frameworks and toolecosystems. Whilst this addresses the problem of vendor lock-in and large unwieldy tools, it raises a problem of model synchronization whereby models held in multiple tools are kept in-sync by change propagation. A challenge for the next decade is to develop techniques for synchronization. The article Model Synchronization Based on Triple Graph Grammars by Hermann, Ehrig, Orejas, Czarnecki, Diskin, Xiong, Gottmann and Engel describes how graph grammars can be used to formally specify a synchronization framework.
Modeling languages are often defined using meta-models allowing model-based techniques to be applied at the language and tool level. This has become increasingly important over recent years as interest in Domain-Specific Modeling Languages (DSMLs) has grown. Unfortunately, there is no universally accepted precise basis for meta-models, which makes it difficult to analyse and compare different approaches and to build a firm foundation for modeling languages. A challenge for the next decade is to develop a formal basis for meta-modeling. The article Automatically Reasoning about Metamodeling by Jackson, Levendovszky and Balasubramanian uses algebraic data types and constraint logic programming to define a basis for meta-models and shows how this basis leads to proofs about the metamodels and automatic test-case generation.
Industrial systems engineering is increasingly moving away from green-field software development and must address large-scale software maintenance activities. If modeling is to be applied on an industrial scale, it must cover the complete life-cycle from specification and design to reverse engineering and maintenance. Therefore, an important research direction for the next decade is to increase the scope of model-based techniques. A specific maintenance activity is refactoring. The use of existing models in system design is attractive, because it reduces the cost of model development and can support an important Knowledge Management issue that retains design knowledge within an organization. Given that models must increasingly address issues related to the maintenance of systems, model-based refactoring is an important technique. Constraints are often used to add semantic information to models and, therefore, any refactoring must retain the meaning of the constraints. Therefore, in order to support industrial-scale system maintenance, refactoring techniques must be developed that allow the meaning of the models to be retained or at least changed in well-defined ways. The article From Well-Formedness to Meaning Preservation: Model Refactoring for Almost Free by Steimann describes formal techniques that support such refactoring.
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