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Soit ul(s. y) le nombre d’entiers 5-u dont tous les facteurs premiers sont SF. 
En notant U= (log x)/log J et p la fonction de Dickman. Hildebrand a montrC 
en 1986 que Y(x, y) = xp(u)( 1 + O,(log(u + 1 )/(log y))) dans le domaine x > x0, 
exp{ (log log .T)~,~ +,) < y < .Y. Now prhisons ce rtsultat en montrant que dans le 
m&me domaine Y(u, y) = A(x, y)( I + O,(exp{ -(log .~)“~~~i)) avec 
.uSOL/)(U-(logt)/logJ’)d(rtl/r) (.x # NL 
t(n(l-o,~)+n(.~+o,r)) (x E N). 
(1 1989 Academic Press. Inc 
1. INTRODUCTION 
Soit Y(x, jr) le nombre des entiers positifs n’exctdant pas s et dont tow 
les facteurs premiers sont inferieurs ou egaux a y. Dans divers problemes 
arithmetiques (cf. par exemple [ 17, 19, 5, 13]), il est necessaire d’estimer 
Y(x, y). Cela explique que cette fonction ait fait l’objet de nombreux tra- 
vaux. On pourra trouver dans [ 15, 111 une recapitulation des resultats 
connus sur Y(x, ~1) ainsi que de bonnes references bibliographiques. 
En 1930, Dickman [6] remarque le role central que joue la fonction p, 
qui Porte maintenant son nom, dans le comportement de Y(x, ~1). Desi- 
gnons par p la solution continue en o= 1 de l’equation differentielle 
up’(o)+p(z~- l)=O (u> 11, (1) 
avec pour condition initiale 
P(u)=0 (0 <Oh 
p(u) = 1 (0~1,~ 1). 
* A mon p&e. 
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Dickman a montre que 
79 
w-c Y) N-w(u) (2) 
lorsque x et y tendent vers l’infini de sorte que xE 5 y 5 x. Ici et dans la 
suite. nous utilisons la notation 
log x 
u:= log 
Depuis, plusieurs mathtmaticiens (cf. par exemple [ 16, 3, 11) se sont intt- 
resses au comportement asymptotique de p. En particulier (cf. Lemme 3(iv) 
pour un resultat plus p&is), on sait que 
&v)=exp{ -u(logv+loglogu+0(1))} (u 2 3). (3) 
En 1951, de Bruijn [4, (5.3)] a prouve que 
~(x,y)=/i(x,y)+O,(xexp{-(logy)3’5~&}) (x>l,y>=2), (4) 
pour tout E > 0, oh l’on a pose 
i 
x 
s 
CL P(U - (1% fhk Y) 4Ctllt) (x f$ m 
0 
-4(x, Y) = 
(+)(4x -0, Y) + A(x + 0, Y)) (x E N). 
(En fait, de Bruijn adopte une definition de A(x, y) legbrement differente 
aux points de discontinuite, mais cela est saris incidence sur la formule (4)). 
Une simple integration par parties permet d’ttablir l’evaluation 
(x32, (logx)‘+“dy<x). 
11 decoule done de (3) et (4) que l’on a 
pour 
x k 2, exp{(logx)5’8+E} 6ydx. 
Cela constitue une extension du resultat de Dickman (2). 
(5) 
(6) 
(7) 
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En 1986, Hildebrand [lo] a montre que la formule (6) persistait darts le 
domaine considerablement ttendu 
x 3 X0(&), exp{loglogx)5/3+“} dydx. (HE) 
Notre objet est ici de preciser les resultats de de Bruijn et d’Hildebrand, 
en demontrant le theoreme suivant. 
TH~OR~ME. Soit E > 0; on a pour x, y satisfaisant (H,), 
W-6 Y) = 4-5 y)(l + O,(exp{ -(log Y)~/‘-‘.))). (8) 
Par (3) et (5), on voit que la validitt de (8) dtcoule de l’estimation de 
de Bruijn (4) dans le domaine (7). 
La formule (5) implique que notre resultat contient celui d’Hildebrand 
[lo] cite plus haut. Le facteur d’incertitude de la formule (8), 
1 +O,(exp{ -(logy)3/s~“}), 
est cependant beaucoup plus precis que celui de l’estimation (6), 
Comme l’avait deja remarque de Bruijn [4], on obtient un developpe- 
ment asymptotique de ,4(x, y) en it&rant le processus d’integration par par- 
ties utilise pour dtmontrer la formule (5) (cf. Lemme 4(ii)). En designant 
par Hi le domaine H, prive de la diagonale x = y, cela fournit le corollaire 
suivant dans lequel nous notons ak le k-i&me coefficient de Taylor de 
si(s + 1 )/(s + l), i.e., 
a,= 1, 
(-1)” J; {w) 
ak=m s , --J (log wJkp’ dhl 
(k 2_ 1). 
COROLLAIRE. Posons pour x 2 y > 1, n 2 0, 
d,(u,y):= (n+ 1 -[u]) loglogy- {U-O} logy. 
Alors on a pour x, y duns H: 
!%c y) -X i ak 
p’k’(U - 0) 
k=O P% Y lk 
‘n+ “(u - O)l 
=ne , (e (log y)” + ’ . (9) 
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Cet &once precise un resultat de Levin et Fainleib [ 14; Theorem 3.4.1, 
2”] qui stipule que le developpement asymptotique 
est valable pour n pair, u5(logy)3’5PE et u~U,~,~~[k+c, k+l]u 
[n + 1, +oo [. 11 dtcoule de (9) que (10) persiste en fait pour tout n 2 0, x et 
y satisfaisant H: et u E IJ i I k Sn [k + &k(y), k + 11 u [n + 1, +a[ pour le 
choix 
log logy c 
Ek(y)=(n+l--k) logy 
-- 
1% Y 
(Osksn), 
ou C est une constante arbitraire. De plus, ce resultat est optimal dans le 
sens od C ne peut y etre remplace par une fonction de y tendant vers 
l’infini. 
Sous l’hypothese de Riemann, la methode du present travail fournit le 
rtsultat suivant. 
Soit c > 0; on a pour x 2 x0, (log x)’ + ’ < y < x, 
On obtient la version conditionnelle du Corollaire en remplacant le 
domaine H: par 
x 3 x0 (log x)’ + lz < y < x. 
Le present travail est a rapprocher de celui d’Hildebrand et Tenenbaum 
[ 111. Dans cet article, les auteurs ttablissent la formule tres generale 
suivante 
Y(x, Y) = ~;z$-(l+o(~+~)) (xZyZ2), 
oii l’on a pose 
i(& Y)’ n (1 -p-“) -‘, 
PS? 
@ktS> y) =$ hit its, y)) 
et ou c( = CL(X, y) est l’unique racine reelle de l’equation 
@,(cr, y) + log x = 0. 
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La demarche suivie dans [ 1 
une integrale de Perron: 
I] consiste d’abord a exprimer !Y(x, y) comme 
ds 
[(s, .v) x’ s + Terme reste (K>O). (11) 
L’integrale en s est ensuite estimee par la methode du col. En l’occurrence 
cette technique consiste a choisir optimalement K = tl(x, -Y), de facon que 
l’inttgrale soit dominee par un petit voisinage de s = ~1, ce qui permet 
1’Cvaluation asymptotique. 
La mtthode du point-selle appliquee a l’estimation d’une quantite arith- 
metique reprtsentee sous forme inttgrale (formule de Perron, formule de 
Cauchy,...) s’est rev&e recemment comme un outil puissant dans plusieurs 
problemes de thtorie des nombres [ 20, 12, 181. 
Le point de depart de notre demonstration est Cgalement la formule de 
Perron (11). Cependant, nous introduisons une etape intermtdiaire sous 
forme de l’estimation suivante, valable au voisinage de s = 1: 
[(s, v) = s log yAT( (s - 1) log v) + Terme reste (12) 
avec 
‘x P(u-(logt)/logy)d([rllr) (Y’ 4 NJ, 
(13) 
(Y”EN) 
(de sorte que A(x, y) = xiY(u)), et oti 
c(z) := 1: i,.(w) eczw dw 
designe la transform&e de Laplace de A,. Dans le domaine (H,), la quantite 
CY =a(~, y) est sufhsamment proche de 1 pour que l’estimation (12) soit 
pertinente au voisinage de s = a. Puisqu’un tel voisinage fournit une contri- 
bution essentielle a l’integrale a &valuer, cela laisse augurer que I’on peut 
l’approcher avec une bonne precision en y remplacant I’inttgrande par le 
terme principal de (12). Nous montrerons que c’est effectivement le cas et 
obtiendrons la conclusion de notre theoreme en remarquant que la formule 
d’inversion de Laplace fournit 
1 
i 
rcfim 
2ix K--,UJ 
log J$((s- 1) log y)x” ds 
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L’auteur tient ici a exprimer ses remerciements a Gerald Tenenbaum 
pour I’aide qu’il lui a apportee dans l’elaboration de ce travail. 
2. NOTATIONS 
La lettre p designe un nombre premier. On dtsigne par p(n) le plus 
grand facteur premier de l’entier n > 1; par convention P( 1) = 1. 
Pour tout reel u, nous notons respectivement [u] et {v} la partie entitre 
et la partie fractionnaire de u. 
La lettre s designe un nombre complexe, les reels c et r &ant dttinis 
implicitement par 
s=a+k. 
Pour s EC\] - 00, 01, on designe par log s la valeur principale du 
logarithme en S. 
Pour u > 1, t(u) est dtfini comme l’unique solution non nulle de 
l’tquation 
et = 1 + u[. 
On pose en outre <( 1) = 0. 
Pour a>0 et y> 1, on pose 
u&Y)= n (l-P-“)-l 
P i .b 
et 
@!A Y) =f (log its, y)) (k 2 0). 
On d&nit la transformee de Laplace d’une fonction f par 
On note systematiquement pour x 2 y > 1 et 6 > 0 
L(E) = exp{ (log Y)~‘~-‘}, 
log x 
u=log 
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/k-$ (14) 
On dksigne par la lettre y la constante d’Euler. 
Enfin, toutes les constantes implicites dans l’utilisation des symboles X, 
0 de Landau ou G de Vinogradov sont absolues sauf indication de dkpen- 
dance mentionnke en indice. 
3. LEMMES 
LEMME 1. Soit ~>O;pour ~22, s=a+iz, 1 -(logy)~2’5~“~~rr~(&), 
ITI 5 L(E), on a 
Emonstrution. Par une forme effective de la formule de Perron, on 
obtient pour O<c52, o+c>l et T>O 
+o ~(l.‘(~+c-l)~‘+~‘~“(log~)~)+~:~“log~ . 
) 
En utilisant la mtthode classique reposant sur le thkorkme des rksidus et 
en faisant appel aux majorations de if/[ dans le domaine de Vinogradov 
(cf. par exemple [7, Thkorkme 11.2]), on obtient le rksultat annonck pour 
le choix 
c = (log y) ’ + max(O, 1 -a), T= L(E/~). 
Nous omettons les dttails. 
Pour majorer convenablement le terme reste dans la formule ( 11 ), il est 
nkcessaire de savoir contraler le nombre d’entiers sans grand facteur 
premier dans les petits intervalles. C’est I’objet du rksultat suivant [lo, 
Theorem 3 1. 
LEMME 2. Soit E > 0; pour x, y sutisfaisant (H,) et 1 < z < y5!“, on a 
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Le lemme suivant rassemble les informations dont nous avons besoin sur 
les fonctions p et 5. 
LEMME 3. Posons D, = ~7% - (0, 1, . . . . k}. On a 
(i) O<p(u)51 (1120). 
(ii) p est dhoissante sur [w + . 
(iii) r est croissante et de classe C’” SW [l, +co[. 
4(u) = log(u log II) + 0 
log log 0 ( > - log u (u 2 3), 
w=; (1 +o (&)) (u 2 2). 
(iv) p(u)=(1+O(l/u))(~‘(u)/2n)“2exp~y-u~(u)+~~~~~((e~-1)/w)du~) 
(u 2 2). 
(v) L’unique point de discontinuitb de p est 0. C’est une discontinuitt! 
de premiere espsce. 
(vi) Pour k 2 1, fafonetion pck’ est dbfinie sur D, et admet un prolon- 
gement par continuiti en 0. Pour j entier, 1 5 js k, pck’ admet une disconti- 
n&P de premihe espece en j. 
(vii) up’“‘(u)+(k-1) p’k-l)(u)+p’k~‘)(u-l)=O (kzl, uEDk). 
(viii) P’~‘( u) = ( -log 21)~ p(u)( 1 + ok(log log u/log u)) (k 2 0, u E D, 
et ~23). 
DtGmonstration. On a 
'IP(u)=~~“~, P(W) dw (u E R). (15) 
En effet, d’une part, l’egalite est trivialement vtrifiee pour u 5 1. D’autre 
part, les deux membres de l’egalite ont des derivees bgales pour u > 1. 
Comme p(u) = 1 pour 0 5 u 5 1, la formule (15) permet de montrer de 
proche en proche que l’on a 0 < p(u) 5 1 pour tout u 2 0. Cela montre le 
point (i). 
Le point (ii) dtcoule immediatement du point (i) et de (1). 
Le caractere C”’ de la fonction < r&suite du theoreme des fonctions 
implicites. En derivant l’equation 
e5”) = 1 + V<(U), 
on dcmontre la croissance de 4 et l’estimation de 4’ donnee en (iii). 
L’estimation de r du point (iii) constitue le Lemma 1 de [ 111. 
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La formule (iv) a CtC demontree avec des moyens analytiques par Alladi 
[ 1, (3.9)] en 1982, puis retrouvee de man&e arithmttique par Hildebrand 
et Tenenbaum [ 111 en 1986. 
Le point (v) decoule immediatement de la definition de p. 
On demontre simultanement les points (vi) et (vii) en raisonnant par 
recurrence sur k. En particulier, on obtient la formule (vii) en derivant 
k - 1 fois l’equation (1). 
D’apres les points (v) et (vi), on a pour v E D, et 3 5 v 5 4, 
p’(v) + p(v) x 1. 
La formule du point (viii) est done verifite pour k 2 1, v E D, et 3 5 v 5 4. 
Montrons le point (viii) par recurrence sur k 2 0. Pour k = 0, le resultat 
est trivial. Supposons (viii) veritie pour un certain k 10 et montrons le 
pour k+ 1. D’aprQ ce qu’on a vu plus haut, on peut se restreindre au cas 
oil v>4. 
Par le point (vii) et l’hypothese de recurrence, on obtient pour u E D, + , 
et v>4 
P (k+‘)(v)=; [#=‘(v- l)+kp’k’(v)] 
(log(v - l))k p(v - 1) 
)) 
Or, par le Lemma 3 de [ 11 et l’estimation de 4 donnte au point (iii), on a 
p(~-l)=p(a)ulogu(l+O(~)) (v>4). 
Done finalement 
P ‘k+‘)(fI)=(-logv)k+lp(v) l+O ( k(e)) (u~D,c+,, v>4). 
Cela montre le point (viii) pour k + 1 et acheve la demonstration du 
lemme. 
Le lemme suivant precise I’ttude de ,4(.x, JJ) faite par de Bruijn [4, g 41. 
Par ailleurs, avec le point (ii), le Corollaire cite dans l’introduction est une 
consequence immediate du Thtoreme. 
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LEMME 4. Soit E > 0. On a 
(i) J.,(u) = p(z;)( 1 + O,(log(u + l)/log y)) (y 2 2, 1 5 u 5 y’-“). 
(ii) Avec les notations du Corollaire au ThPorPme, on a pour y 2 2, 
l<vsy’-” 
Ip(n+ ‘)(v - O)l 
(logy)“+’ . 
(iii) On a 
A,(v)<p(v)u3+e2”yp” (yz2,uZ 1). 
Dtimonstration. D’aprb l’assertion (v) du Lemme 3, l’expression (13) 
dkfinissant A,,(v) posdde bien un sens pour tous y > 1, v E R. 
Nous verrons que les points (i) et (ii) de l’honct dtcoulent assez simple- 
ment de la formule exacte suivante, valable pour n 2 0, y 2 2, v 1 1 et 
y”4N 
l,(v) = i ak “;Tbig” ,f’ + 2 1 
Fk(Y”-‘) 
k=O k=O O~jcmin(v.k+ 1) 
rAk (logy)” 
IrsV? Y) 
+ (log y)” + ’ 
(16) 
oii I’on a p0s.C 
rj,k = p(“)(j+ 0) - pck'(j--0) 
F,(t)= -(t> 
t ' 
fgt)J-l)k- l 
s (k-l)! , 
Ix1 0 (log(w/t))k-’ dw 
Iv2 
(kZ1, tZ1) 
et 
IJO, y)= j,’ pin+“(v-$) y dt (n 2 0). 
D’aprks l’assertion (vi) du Lemme 3, les expressions dtfinissant r,,k et 
I,(v, y) posddent bien un sens. La formule (16) est obtenue par rkurrence 
sur n. Le point fondamental consiste B observer que l’on a 
F,+,(t)= -jm F”(V) $ (t 2 1, n >= 0). (17) 
I 
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Cela decoule dune simple intervertion de sommations. Maintenant, on 
peut ecrire grace a une integration par parties, 
$(“)=j;, p(u-$$ dFo(~)=p(o)+Fo(yu)+~ (18) 
c’est-a-dire (16) pour n = 0. En supposant que (16) est valide pour n 2 0 et 
en exprimant Z,(u, y) par sommation d’Abe1 en faisant appel a (17), on 
obtient exactement le resultat souhaitt pour n + 1. Nous omettons les 
details. 
L’utilisation de la formule (16) repose sur l’estimation suivante, valable 
pour ~220, E>O, ~22 et 1 susy’-“, 
I”(& Y) <&E IL+“+ “(0 - 011. (19) 
Pour etablir cette majoration, observons dans un premier temps que 
p’“)(u - 0) ne change pas de signe (et en fait, ( - 1)” p’“)(u - 0) > 0 pour 
v > 1). Cela decoule immtdiatement des points (i) et (vii) du Lemme 3 en 
raisonnant par recurrence sur n. Associee a l’estimation facile 
F,(t)x, t-1 (t2 I), 
la remarque precedente montre que (19) est impliquee par 
(20) 
S” p’“‘(u - w) y w dw 6 n,r: 
IP’“‘(~ - 011 
log y 
(n20), (21) 
0 
oti l’on a effectui dans l’integrale Z,- ,(o, y) le changement de variables 
w  = (log t)/log y. Nous n’utiliserons (21) que pour n 1 1. Cependant sous 
cette for-me, (21) represente une extension (au domaine 1 s u 5 y’ -“) et une 
gtneralisation (au cas n quelconque) du Lemma 2 de [lo]. 
Pour prouver (21), nous pouvons nous restreindre a n’envisager que le 
cas u 2 u,(n, E), oh u,(n, E) est une constante arbitrairement grande. En effet 
d’une part, quand u = 1, chacun des membres de (21) est nul. D’autre part, 
dans le cas 1 < u < v,(n, E), on a ~‘“‘(0 - 0) =n.8 1 et I’estimation requise 
decoule trivialement de la majoration p’“‘(u - w  - 0) Q n,E 1. Compte tenu 
de l’hypothese u 5 y’ -‘, nous supposerons done en particulier que 
Y 2 uoh E ). 
Comme p’“‘(u) est continument derivable pour u > n + 1, on peut Ccrire 
pour tous v, w, O~w<u--n-l, 
De plus, le point (viii) du Lemme 3 implique que l’integrande apparaissant 
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dans cette formule vaut -log t + O,(log log(t + 2)). D’ou l’existence dune 
constante A, telle que 
Jp’“‘(u - w)l 5 Jp’“‘(u)J (u(log(0 + 2)p)” (u > w + n + 1). 
En reportant cette majoration dans le membre de gauche de (21) et en 
utilisant le fait que u(log(u-t- 2))An<y1pE’2 pour u0 assez grand, il vient 
La premiere inttgrale est de l’ordre de grandeur requis. La seconde est 
<llY ’ + ’ -‘/log y. D’apres les points (iv) et (viii) du Lemme 3, on a cepen- 
dant pour o,(n, E) s u 5 y’ -’ 
Cela complete la demonstration de (21). 
Nous pouvons maintenant aborder la phase finale de la demonstration 
du Lemme 4. 
11 est clair qu’il suflit de prouver le point (i) pour u assez grand. Par (18) 
et (19), on a pour l_lu_ly’p”, 
L’tvaluation souhaitte decoule done de (22) applique avec n = 0 et du 
Lemme 3(viii) applique pour k = 1. 
Montrons (ii). Nous pouvons supposer y 2 yo(n, E), le rtsultat ttant 
trivial dans le cas contraire. D’apres (16) et (19), on a pour y 2 2, 
1 susy’-“, 
ou G,(u, y) designe la somme double apparaissant dans (16). Compte tenu 
de (20), on a lorsque u > n + 1 
Cela decoule de (22) si u 1 u,(n, E). Sinon, il sufht de remarquer que 
y”-“(log y)“+’ en 1 <n,c IP’“+“(u)l. 
(23) 
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Lorsque usn+ 1, posons h:= [o-O]Sn. On a 
G,,(u> Y) = i ~h,k~k(Y”-hNlog Y)-” + O*(Yh ” ‘) 
k=h 
d’oti pour y,(n, E) assez grand 
G,(u, y)x,, yhp”(log Y)-~=: (edn(a,J’+ O(l))(log y) m-n- ‘. 
Comme p’“+“(u--0)x,1 pour l<vSn+l, et que d,(u,y)~O pour 
u>n+ 1, on a dans tous les cas 
G,(o, y) xn.c (c’“‘“.~’ + U( 1)) ’ 
(n+‘++()0) 
(logy)“+’ . 
Cela achkve la dtmonstration du point (ii). 
Pour Ctablir (iii), nous pouvons nous restreindre au cas oti u > 1. D’aprb 
(18) on a 
~,(u)=P(u)-J(u,Y)+O(Y~“) (24) 
avec 
J(u,y)= -Mu, y)/logyS -Jf ’ p’(u-w)y-“‘dw. 
OrilrtsulteduLemmal(ii)de [9] quepouru>l,OZMxu-1, 
P’(U-w) Au-1-w) u 4ew;(“) 
= p(u-1) 
.- 
P’(U) 
0. 
u-w 
I1 s’ensuit 
J(u, y) 5 u Ip’(u)l if ew(~(“)-‘Ogp) dw 5 u2 Ip’(u)l (1 + e’;(“‘y-“) 
oti now avons utilisi: l’intgaliti: tltmentaire 
e”” dw 5 u( 1 + eUr) (UZO, tER). 
Maintenant, ii dtcoule facilement de la formule asymptotique tnoncite au 
Lemme 3(iv) que l’on a 
Ip’(u)j xlog(u+ l)p(u)~e-.‘S’“)+3~‘2. 
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On obtient done 
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J(u, y) 6 p(u)u2 log(u + 1) + u2e3U’2y~” < p(o)u3 + e2”yp”. 
En reportant dans (24), cela acheve la demonstration du point (iii). 
LEMME 5. Pour x, y satisfaisant (H,), on a 
xqp, y) = xp(u)(2nu)“* log y ( ( 1 + 0, log(u+ l)+ 1 log Y log(u + 1) 1) 
oli p est d&i par (14). 
DPmonstration. On choisit x0(s) de telle maniere que fl B i pour 
x > x0(c). On a 
i(B,y)=1(Ly)exp -6 @,(a,v)do}. 
i 
D’une part, la formule de Mertens implique 
l(l,y)=eYlogy(l+O(logy)~l). 
D’autre part, on a par le Lemma 13 de [ 111 
- j’@,(a,y)dcr=(l+O,(L(s/2))‘)) j; (‘;:;‘)d~+O(l-p) 
B 
=(l +O,(L(Qpl)) j;‘“‘? do+0 (‘“:z;“). 
D’apres le Lemme 3(iv), il vient done 
-aP, Y) = xPw(274mw2 log Y(l + O,(log(u + l)/log Y)). 
En Cvaluant alors c’(u) comme au Lemme 3(iii), on obtient bien la formule 
requise. 
LEMME 6. On apour y12, SE@, Res> -logy 
C(s) = s+s~gyi(l+$--)exP{Y+j;‘$+}~ 
DPmonstration. La transformee de Laplace d’un produit de convolution 
est tgale au produit usuel des transformees. On a pour y” 4 N 
A,(u)= jam p(u-/=-) d(y)= j; p(u-w)d($?) 
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avec 
et (cf. [2, Lemma 11) 
/j(s) = jam p(u) ecus do = exp { y + ii-’ 7 dv]. 
Cela implique bien la conclusion annonde. 
LEMME 7. Pour sE@\[O, +co[, on a 
do= -log{-s)-y+O f . 
0 
(25 1 
Dkmonstration. Dksignons par H(s) l’intkgrale du membre de gauche. 
Lorsque IS 5 0, s # 0, on a d’aprts le Lemma 3 de [S] 
H(s) = -log{ --s) - y + G(s)(eys) (26) 
avec (h(s)1 5 1. Supposons done 0 > 0. Posant s, = -S= -G f iz, on a 
H(s) = W(s,) - log(s/s,) + [” (e’/u) dv 
.Jl 
d’oti en appliquant (26) pour s = s, 
H(s) = -log( -s) - y + G(s,)(e”l/s,) + J, 
oti I’on a post 
J= 1’ (e’/u) dv = eir(JI - 2iJ,) 
.y, 
avec 
J, = j; f$$ dv, J,=t 
s 
; & du. 
(27) 
Lorsque 6< IT), on a 
IJ,I~e”I~j~‘~/?le’s -I(. 
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Si au contraire, IrI 5 (T, on peut ecrire 
IJ,I 5 1; g$ =Arctg(a lrl-‘)+ \eSSpll. 
En reportant ces majorations darts (27), on obtient bien (25). 
4. DEMONSTRATION DU THBOR~ME 
Les deux propositions suivantes constituent les itapes essentielles de la 
demonstration du Thtoreme. 
PROPOSITION 1. Soit E > 0; on a pour y 2 2, max( 1 - (log Y)-2’5-E, a) s 
022 et IzI sL(c), 
PROPOSITION 2. Pour x, y  satisfaisant (H,), on a 
1 
s 
-5(u) + iUeI2) log ?’ * 
2i7c- 
l,,(s) eus ds= I,.(u)(l -t 0,(1?(s))‘)). 
5(U)- iLl&/Z) log> 
DPmonstration de la Proposition 1. Soit E > 0; lorsque s et y vtrifient les 
hypotheses de la proposition, on a 
1% P 
-@,(s,y)= c -= c 
A(n) 
psy PS- l ns> 
7+R 
avec 
1% P 
R=C c ys. 
p 5 )’ ” > log .vllog p P 
(28) 
Posons 
V(P) = Cl% y/log PI + 1; 
94 
on a alors 
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R < c (log p)pF”p’. 
PS? 
Comme v(p)=2 pour fiipl.y, il suit 
d’apres le thtorbme des nombres premiers. En employant alors le Lemme 1 
pour &valuer la somme du terme de droite de (28), on obtient done 
1-s 1 -@I(s,y)=y*v;l---- - i’(s)+o 1 
s- 1 i(s) ( 1 & L(fQ) 
de sorte que, par integration, on peut ecrire 
Par une forme forte de la formule de Mertens, on a done 
[(s, Y) = log y exp 
1 
y + jil -- ” ‘w” y dcu] 
pour 
y>,2, max(l-(logy)-2’5~“,$)do62et \rjdL(~). 
Le Lemme 6 permet maintenant de conclure. 
DPmonstration de la Proposition 2. Pour x0(s) convenablement choisi, 
on a t(u) 5 log y - 3. Par la majoration (iii) du Lemme 4, I’integrale 
I 
CL 
ep”“il,,(u) du 
0 
est done absolutement convergente pour tout s = -t(u) + iT. 
D’autre part, pour chaque y, la fonction A,(u) est a variation bornee au 
voisinage de tout point et est integrable au sens de Lebesgue. En appli- 
quant la formule d’inversion de Laplace (cf. [22, Chap. II, Theorem 7.3]), 
cela implique 
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I1 s&it done de montrer que l’on a uniformtment par rapport a A’> Q&/2) 
En appliquant successivement les Lemmes 6 et 7, on a avec x0(&) convena- 
blement choisi, 
= ie -u5(u) s 
[(j!? + iT)X” 
L(EJ2) ( Jr) ( x fl$i? (l++$$ 
ou l’on a pose x = y”. On dtduit de ce qui precede 
=e -u<(u) c [(p +is)x” L(&/ZlI 171 5 x t (l+O(1+;5(u)))dr (29) 
Pour x0(s) convenablement choisi, on a B 2 i, d’ou la majoration classique 
i(P+i*)@&. 
Cela entraine que la contribution du terme reste dans le terme de droite de 
la formule (29) est 
d’apres le Lemme 4(i). 
Soit k, I’unique entier tel que 
2%,(&/2) < x5 2ko+ ‘L(&/2). 
96 
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(0 2 k 5 ko), 
(k=k,+l). 
On a (cf. [21, Theorem 4.111) pour s= (T + iz, ~2 1 et tout T tel que 
T-c IzJ 5 2T 
= ’ ’ n -” T,k)S/r,sT(k+,) : i’: OSkSko ,tsT(k) 
s - 0 
T(k)’ -fl j- 
x lr 
T(k)6 ITI  5 T(k+ I, c-1 T(k) 
a? 
X 
z(1 -P-h) 
+ O(T(k)-“) 
1 
. 
Comme B 2 a, la deuxikme somme est 
‘3 c T(k)-“+, L(E)-‘. 
Ojksko 
Quant B la somme double, elle est t?gale i 
OskSko n5 TIk) 
Jfkr,+” sin [(log (X))Tj G 
=2j 1 n-l] 
n 5 T(kol 
j;k(,,,, sin [(log (x>> ‘1 9 
od on a postt 
k(n)=min{k/T(k)zn}. 
En appliquant I’estimation classique 
(30) 
I h (sin t) c+i t l+a (bla>O), u 
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la dernikre expression devient 
-G c 
npB 
ns T,koj 1 + Ilog(x/n)l (n + U-@)) 
-gx-” 1 
1 
n c T(b) 1 + n Ilw(x/n)l 
Ilog(xln)l s I 
+ c 
npp 
n 4 nko) n + L(42)’ 
Ilogwn)l > I 
La deuxihme somme est 
.~L(,Q-~ C np”+ C npbpl 
n5 L(EI2I ” > L(Q) 
Posons 
n=[x]+h 
avec pour x assez grand, 
On a alors 
I 01 
log z -h (h # 0, 1). 
n X 
D’oti 
@x p l+ 
{ 
1 IhI-’ 4.u-@logx4L(E)-‘. 
Ihl 52r I 
hfO.1 
On a done montrk que la somme double de (30) est <E L(E)-~I. D’oti 
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D’apres le Lemme 4(i), cela implique que le terme principal du membre de 
droite de (29) est 
-+qU)L(&)--‘. 
Cela acheve la demonstration de la Proposition 2. 
Fin de la dkmonstration du thkortme. On a par une forme effective de la 
formule de Perron (cf. [ 11, pp. 278 et 2791) 
+ 0 
[ ( 
xD [(j, y) L(&/2) “2 + c nPp . (31) 
P(HlJ> 
flog(r/n)l~L(E/Z)-" 
Majorons le terme reste. D’apres le Lemme 5 et le Lemme 4(i), on a 
x”[(jl, y) L(&/2). “2 @,x/l,.(u) L(E)-‘. 
Et d’apres le Lemme 2, pour une certaine constante absolue c, on a 
.Kfi c n B 6 Y(.x + c.~L(.5/2) ~ I” ) y) - Y(.X- c.XL(&/2)mm’;2, y) 
PC??) 5 J 
~log(r/n)I 5 L(&/2)-':? 
@,xp(u) L(&/2)y’!2 @,x1&) L(E)-‘. 
Traitons maintenant le terme principal du membre de droite de la formule 
(31). D’apres la Proposition 1, on a 
1 BtiuEI2I 
-1 2i7c B~iL(E,2) its? Y)X” f 
X 
5 
--t(u)+iL(~/Z) logy A 
=- 
2i7c ~~ 
A”(s) eus( 1 + O,(L(c/4) -I)) ds. (32) 
;(Ul-iL(E/Z) log> 
Pour x0(s) convenablement choisi, on a fi 2 a. En utilisant le Lemme 6 et 
une majoration classique de c(s), on peut ecrire 
c(s) <, exp {““’ q dv) L(E/~)“~ 
1 iI 
(s = -t(u) + it, 1~1 5 L(&/2) log y). 
Le terme reste de l’expression (32) est done 
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par le Lemme 4(i). Enfin, par la proposition 2, le terme principal de 
l’expression (32) est Cgal A 
xq4u + O,b%Y)). 
Cela achkve la dkmonstration du ThtorZme. 
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