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1 Problem Solving as a Searching
Process
1. Problem solving is fundamentally a searching process,
especially if it concerns a quest for innovations; that is
an attempt to introduce productivity increasing technical
progress.
2. The main issue is how to frame from an analytical
point of view the implied e¤orts meant to improve, inno-
vate or, less likely, to invent and discover.
3. The rst reasonable assumption that it is expedient
to make is that the space of this search is limited since
rationality is bounded. This straightforward observation
leads to consider the following facts:
- human computing capabilities are limited even if as-
sisted by machines;
- seeking a solution is marked more by satiscing than by
an overall attempt to reach an optimum equilibrium;
- if equilibrium exists it is not necessarily unique;
- since the world is complex, untangling the implied in-
tricacies calls for routinised bahaviour, namely following
standard procedures based on experience.
- the number of variables that make up a problem are
numerous and cannot be taken in consideration simulta-
neously.
4. What we wish to do is to assess the complexity of
searching and eventually nding. On the grounds of these
simple observations, let a problem be set out by looking at
its essential parts. Let it be supposed that what is at stake
is the improvement of a technique, say a more or less
complicated machine. Consider the following procedure:
- break up the problem by enumerating its parts
1; 2; 3; ::::::::::i; ::::::::N
It is a problem of cardinalityN:It is reasonable to stipulate
that each of these numbered parts feature an observable
characteristic. Let such a characteristic be designated by
a greek letter, for instance  and such that if it applies
to element (part) i, its description be i. Thus, the
procedure is simply that of dening a code. The recorded
situation is therefore encoded as:
1; ::2; :3; :::::::::::; i; :::::::::N
1; 2; 3;::::::::::; i; :::::::N
5. Let us take the standpoint of an external observer who
knows that the  characterisation on record is part of a
set of attainable characteristics dened on each of the
said parts. Hence, assume that for part i, the attainable
ones are: i; i; i; :::::::!i. This assumption denes a
space of characteristics, unknown but searchable, that we
simple record as:
1; ::2; :3; ::::::::::: ; i; :::::::::N
1; 2; 3;::::::::::; i; :::::::N
1; 2; 3;::::::::::; i; :::::::N
1; 2; 3;::::::::::; i; :::::::N
:::::::::::::::::::::::::::::::::::
:::::::::::::::::::::::::::::::::::
!1; !2; !3;::::::::::; !i; :::::::!N
6. It is expedient to give some cardinality to this space
characteristics. Let it be supposed that each i counts Ai ,
8i possible alternatives. The entire space generates a set
of congurations of such characteristics the cardinality of
which is:
TN =
YN
i=1
Ai
In case Ai = Aj, 8i; j, it is TN = AN . It is interesting
to assess the order of magnitude that this cardinality im-
plies. Consider the following example: two problems, the
second having a number of parts that is ten times bigger
than the rst, e.g. N1 = 10 and N2 = 100. Further,
suppose that Ai = Aj = 2, 8i; j.
TN1 = 2
10 = 1024
TN2 = 2
100 = 1267650600228229401496703205376
A ten times increase in size implies an explosion in terms
of possible congurations. Now, consider that if, in order
to be exhaustive, each conguration require :1 of a sec-
ond, the rst problem would require about 1; 7 minutes
whilst the second approximately 402 billions of billions
of years. It follows that as far as the rst problem is
concerned the space can easily be searched to seek out
an optimal solution, while in the second case such an
exhaustive search would obviously be outside mankinds
possibility.
7. Given this fact, searching is necessarily limited to a
more or less small neighbourhood of alternatives. Fur-
thermore, the size of such neighbourhood depends on the
specic rule according to which such a search is carried
out. Consider, for simplicitys sake, the following rule:
(i) given an extant conguration, say !1; 2; 3:::::::::N
, search by changing one characteristic at a time (local
search);
(ii) choose the rst better conguration, given a per-
formance function that associates a conguration with a
performance level, e.g. productivity or protability (bounded
rationality).
8. The random search case:
(i) each specic characteristic (e.g.i) contributes an un-
known to the researcher performance level to the whole
conguration: assume an additive rule (take the average).
(ii) choose a number from the unit distribution and inde-
pendently value each characteristic in each conguration
in the space of congurations.
A simple example:
a) each element may take two characteristics: (0; 1), a
binary code.
b) the cardinality is N = 3, hence the space is TN =
23 = 8
c) each conguration has
N(A  1) = 3
neighbours; including the conguration itself a neighbour-
hood has a cardinality of
N(A  1) + 1 = 4
e.g. 000 has the following neighbours:100; 010; 001 and
the neighbourhood is made up by (000; 100; 010; 001).
Orders of magnitude are considerable: for N = 100
and A = 10, the neighbourhood population would equal
1001:
d) in this example the map of performance levels can be
represented by the following table:
0 0 0 :2; :8; :3 1:3
0 1 0 :2; :5; :3 1:0
0 0 1 :2; :8; :4 1:4
1 0 0 :7; :8; :3 1:8
1 0 1 :7; :8; :4 1:9
0 1 1 :2; :5; :4 1:1
1 1 0 :7; :5; :3 1:5
1 1 1 :7; :5; :4 1:6
9. There clearly is an optimum. The question is: start-
ing from any given conguration can the optimum be
reached? Note that the latter is (101) ! 1:9. Suppose
that the starting point is (000).
The answer is yes, no matter which is the starting point
and the trajectory!!
10. The key to this result is the independence principle:
each characteristic is valued independently and if one is
discovered through searching to have a higher value it is
clearly retained until a better one is discovered.
11. Suppose, however, that there exists some depen-
dence. Changing one elements characteristic has an im-
pact on other elementscharacteristics and the value of
the latter changes randomly even if it remains the same.
Consider the following example: elements 1 and 3 are
interdependent.
0 0 0 :1; :3; :5 0:9
0 1 0 :1; :5; :5 1:1
0 0 1 :1; :3; :1 0:5
1 0 0 :2; :3; :2 0:7
1 0 1 :7; :3; :8 1:8
0 1 1 :0; :5; :3 0:8
1 1 0 :2; :5; :2 0:9
1 1 1 :7; :5; :8 2:0
The optimum is (111) ! 2:0. Can it be reached from
any starting point and no matter which is the trajectory
taken? The answer is no!
Suppose one starts from (000) moving to a better neigh-
bour means moving only to (010). The optimum cannot
be reached. Suppose that the starting point is (001) if
the move is, by chance, to (011) the optimum can be
attained but if the move is towards (000) whose perfor-
mance is 0:9 an apparently better move, the only upward
move is (010) a conguration that has no better neigh-
bours: this is a suboptimal lock-in.
12. There are, in general, for any number N and any Ai
many equilibria of which only one is the optimum. The
cardinality of equilibrium points depends on the order of
interdependence. Designate this order by the letter K:
if K = 0, there is complete interdependence, if K = 1,
there is only a couple of elements which are interdepen-
dent; K = 2;the interdependent elements are three, etc.
If K = N   1, all the N elements are interdependent.
13. Consider the latter case and let us ask the following
question: what is the probability that by random search-
ing a conguration be reached having the highest value
within its own neighbourhood? The answer is: there is
one chance out of the number of neighbours:
1
N(Ai   1) + 1
=
1
N(A  1) + 1
in the simpler case of Ai = Aj 8i; j. Since there are
AN , the expected number of relative maxima is
PN =
1
N(A  1) + 1A
N
As an example consider the case of A = 2 (with a 0; 1
code) and N = 10
PN =
1
11
210 =
1024
11
 93
This is the approximate number of expected maxima when
complete interdependence is the case (K = N   1). It
is clear that with lower orders of interdependence this
number decreases. To estimate the number of maxima
in the latter cases, consider the following: if by changing
the characteristic of one element which has no impact
on others a higher value is obtained, the search is al-
lowed to continue. It is only if change occurs by moving
an interdependent element that there is some probabil-
ity of lock-in. If the order is K; then the probability of
running into a relative maximum is 1
(K+1)(Ai 1)+1 and
since there are
QK+1
i=1 Ai = A
K+1, in the simpler case
of equal A , then the expected number is, approximately,
PK =
AK+1
(K + 1) (A  1) + 1
for instance, in the previous example but with K = 2
PK =
23
3 + 1
= 2
It its straightforward to see that dPKdK > 0:
14. If a lock-in into a maximum occurs, the probability
that this is also the absolute one is
1
PK
=
(K + 1)(A  1) + 1
AK+1
! 1
PN
=
N(A  1) + 1
AN
14. The paradox of limiting constraints. By the central
limit theorem, in the case of N !1, and K = N   1,
the unit distribution tends to become normal, the most
probable average performance being :5. In the same
sense, the number of maxima becomes a multitude: it
also tends to innity with N . There is no longer any
point in carrying out any search, the world slides into
mediocrity.
From a landscape of few peaks (one peak, in the no in-
terdependence case) to world of many mediocre peaks,
in the limit all of the same performance level.
1.0.1 The interesting case of co-evolution
1. Firms, organisations, technologies, species and indi-
viduals coevolve. Searching for improvement is a search
on a specic landscape but depends on otherssearches:
interdependence is, most of the times, the rule. This
statement implies that landscapes are linked. In a dy-
namic sense, the mentioned structures can be viewed as
problems in the sense that they are the object of a search-
ing process seeking improvement.
2. Consider two structures (problems)
11; 21; 31:::i1:::::::::N1 , 12; 22; 32; ::::i2::::::::N2
Some of the elements of each are linked according to
a given order of interdependence, say K1and K2, but
at the same time some of these elements are also linked
to each other, for instance suppose that 31 and i2 but
also N1 and 12 are in fact interdependent. Thus, an
order of landscape interdependence can be established
designated by C, this being the number of elements of
each structure-problem linked to those of another. It is
immediate that this example can be extended any number
of structure-problems.
3 Implications
(1) The performance level that is reached by each of
1 and 2 is perturbed by the others search. Assume, as
above , that when change occurs in a C-element, the
ones that are so linked change by taking a value from
the unit distribution. Hence, the level that is attained
by one is modied by the changes occurring in the linked
element. By implication, if it is supposed that one search
gets locked-in on a relative maximum, it may be shocked
away from it from the partner structures own search
process. Thus, full equilibrium occurs only when all strac-
tures are simultaneously in equilibrium.
(2) The approximate probability that both 1 and 2 be in
equilibrium under the simplifying assumptions of K1 =
K2 and N1 = N2 is:
E1;2 =
"
AK+1
(K + 1) (A  1) + 1:
1
AN
#2
!!
 
1
N(A  1) + 1
!2
If there are n co-evolvers, the power is n :
EC =
"
AK+1
(K + 1) (A  1) + 1:
1
AN
#C
!!
 
1
N(A  1) + 1
!C
(3) Performance oscillations occur.
(4) The average expected performance level is lower that
if in equilibrium
(5) The higher is C the higher is the probability that the
structures remain oscillating.
(6) A fortiori, if the number of co-evolving structures
increases.
(7) The higher is K the higher is the probability of an
equilibrium.
(8) The lower is C the higher the probability
THUS
(i) The expected performance level is higher is KC ;
(ii) The lower it is the higher is KN
(iii) There is a trade o¤ between K and C.
1.0.2 A brief excursion into a partly deterministic
system
1. It is reasonable to assume that the elements which
the problem can be broken into be linked according to
a known functional relationship. This means introducing
a deterministic principle of interdependence rather than
letting the valuation procedure be entirely set randomly.
2. In a very general sense, it may be posited that the
traits (elements) of a given conguration i be related to
the valuation of every other trait according to a function
such that
Vij = Fij(Vi1; Vi2; ::::ViN) j = 1; 2::::N
for i = 1; 2; ::::::AN (the case in which Aj = Ai = A).
Overall performance can then be rendered by a simple
non-linear expression of the following kind:
Vi = min
j
(Vij)
or, as above, the simple sum or mean.
3. These functions can take more or less complex forms
but, for simplicitys sake, assume the following in vector
and matrix notations:
V i = AiV i
where Ai = (aikj) , a
i
kj are coe¢ cients establishing the
interdependence linkages. A clearly homogeneous sys-
tem.
4.Randomness remains in the searching for improving al-
ternatives. Assume that the searching process has settled
on some conguration i in the space of congurations.
The process is still bounded within a neighbourhood of
given dimension: the basic assumptions remain. Suppose
now that a new trait characteristic be discovered: this is
a random event and such that the new trait value may
be treated as a random variable: e.g. Vih where i
designates the new conguration. What is then discov-
ered is a new trait having value Vih . Thus, this new
magnitude can be taken as the known term in the above
specied system. The system is no longer homogeneous
and Vi can be solved accordingly.
5. Seen in this way, each Vi is a random variable since
the independent variable Vih is itself random. This
approach raises a considerable number of questions but
may be considered as a rst approximation to view the
process as a random search with deterministic linkages.
6. The coevolution process can be likewise handled.
