In this paper we introduce a new concept of θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 and I 3 for bivariate stochastic processes and their hitting times and we are given some theorems and examples to illustrate these concepts.
Introduction
In this paper, we are concerned with system reliability for the time interval [0, t] . The reliability of system F (t) is the probability that the system functions will preserve its characteristics within specified limits during a specified time interval [0, t] . If a system failure is an event in which at least one characteristics of the system shift outside certain permissible limits, and if T is the time to failure, then
F (t) = P (T > t).
Suppose that the system reliability is determined by a finite number of characteristic. For i = 1, 2, denote the value of the ith characteristic at time t by X i (t) and assume that it is within permissible limits if X i (t) < a i , where a 1 and a 2 are fixed and known values. For example, we may look upon a i as the breaking threshold of total damages X i (t) by time t. The connection between the two concepts can be made in terms of random times. Let the random time T i (a i ) , at which the ith characteristic first crosses its limit is given by
where the index set Λ is a subset of R + = [0, ∞). In this setting, the failure time of the system T is given by T = min(T 1 (a 1 ), T 2 (a 2 )).
(1.2)
In view of (1.1) and (1.2),
Formulation of system reliability by means of (1.1)-(1.3) is relevant to engineering disciplines relating to mechanical vibration, variation of current and voltage, etc.
Consider the connection of a system of two components with random time T 1 (a 1 ) and T 2 (a 2 ), operating in an environment which is characterized by an abstract(idealized and unobservable) parameter θ ∈ R + . Suppose that I 1 , I 2 , and I 3 partition R + such that I 1 I 2 I 3 = R + and that θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 and I 3 for system reliability. That is, we can seek that
We have extended this theory to stronger conditions of dependence similar to those in the literature of positive and negative dependence and devloped theorems which relate these conditions. Furthermore, These results are of value as they help us to understand in what ways the hitting times for dependence structures of hitting times can be inherited from the corresponding processes.
In this paper we define a new concept of dependence of stochastic proceses and their corresponding hitting times which is in fact basic to all dependence. Two stochastic processes are not unconditionally dependent or independent but are probably dependent or independent, depending on some other conditioning process. This paper lays the foundation for a new concept in the theory of dependent stochastic processes and the groundwork for incorporating this stochastic nature into dependence theory by defining stochastic dependence, proposing a measure of stochastic dependence and developing theorems based on this concept.
In Section 2, some of definitions, properties, and notations are given, in Section 3, we prove some theorems which help us to identify θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 and I 3 or dependence structure both among processes and their corresponding hitting times. Finally, in Section 4, we give some examples of processes and their corresponding hitting times.
Preliminary Notes
Suppose that {X(t) = (X 1 (t), X 2 (t)) : t ∈ Λ} is a 2-dimensional vector stochastic processes, where the index set Λ is a subset of R + = [0, ∞]. The state space of X(t) is the cartesian product E = E 1 × E 2 , which will be a subset of 2-dimensional Euclidean space R 2 . If the index set is {0, 1, 2, · · ·}, then
where [r] is the largest integer less than or equal to r.
We now present a new concept of θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 and I 3 of stochastic processes.
Definition 2.1
The processes {X 1 (t)|t ∈ Λ} and {X 2 (t)|t ∈ Λ} are θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 and
for all a i ∈ E i and t i ∈ Λ, i = 1, 2 and {X 1 (t)|t ∈ Λ} and {X 2 (t)|t ∈ Λ} are each univariate θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 , I 3 .
For j = 1, 2, we say that a one-dimensional process X j (t) is θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 , and I 3 if for any 0 ≤ t 1 < t 2 , t i ∈ Λ and a i ∈ E j , i = 1, 2,
. Also, the hitting times T 1 (a 1 ) and T 2 (a 2 ) are θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 , and
, and
Definition 2.2
The processes {X 1 (t)|t ∈ Λ} and {X 2 (t)|t ∈ Λ} are θ conditionally independent and positive and negative associated on I 1 , I 2 , and
≤ 0 for all non-decreasing real valued functions f and g such that the covariance exists and all t i ∈ Λ, i = 1, 2, and {X 1 (t)|t ∈ Λ} and {X 2 (t)|t ∈ Λ} are each univariate θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 .
For j = 1, 2, a one-dimensional process {X j (t)|t ∈ Λ} is θ conditionally independent and positive and negative associated on I 1 , I 2 , and
. Also, we say the hitting times T 1 (a 1 ) and T 2 (a 2 ) are θ conditionally independent and positive and negative associated on I 1 , I 2 , and
≤ 0 for all non-decreasing real valued functions f and g for which the covariance exists.
From definition 2.2 of conditionally independent and positive and negative quadrant dependent stochastic processes on I 1 , I 2 and I 3 , it is not difficult to show that: Proof.Suppose that the components of X(t) = (X 1 (t), X 2 (t)) be θ conditionally independent and positive and negative associated stochastic processes on I 1 , I 2 , and I 3 and Y (t) = (Y 1 (t), Y 2 (t)) be θ conditionally independent and positive and negative associated stochastic processes on I 1 , I 2 , and I 3 and let X(t), Y (t) be independent. Let us define
Corollary 2.3 (a) Non-decreasing functions of a sequence of θ conditionally independent and positive and negative associated stochastic processes on
2) It is clear that for every fixed X(t) the conditional covariance of V 1 (t), V 2 (t) is nonnegative when θ ∈ I 2 , zero when θ ∈ I 1 , nonpositive when θ ∈ I 3 and the conditional expectations of V 1 (t), V 2 (t) are nondecreasing in X(t) when θ ∈ I 2 , zero when θ ∈ I 1 , nonincreasing when θ ∈ I 3 . Therefore the right-hand side of (2.2) is θ conditionally independent and positive and negative associated stochastic processes on I 1 , I 2 , and I 3 .
Before proceeding with the next chaper we give the following definition.
Definition 2.4 A stochastic process
Also, the hitting times T 2 (a 2 ) is θ conditionally stochastically increasing in
Conditional properties of stochastic processes and their corresponding hitting times
We have extended this theory to stronger conditions of dependence similar to those in the literature of positive and negative dependence and developed theorems which relate these conditions. Theorem 3.1 (a) Let {X 1 (t)|t ∈ Λ} be a one-dimensional process such that {X 1 (t)|t ∈ Λ} is θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 , and I 3 . Then T (a 1 ) and T (a 2 ) are θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 , and I 3 .
Proof. Let {X 1 (t)|t ∈ Λ} is θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 , and I 3 . Then we will show that for a 1 ≤ a 2 ,
, where I is the usual indicator function. Similarly, one handless the case for θ ∈ I 1 and I 3 .
(b) Let {X 1 (t)|t ∈ Λ} be a one-dimensional process such that {X 1 (t)|t ∈ Λ} is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Then T (a 1 ) and T (a 2 ) are θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Here T (a i ) = inf{n|X 1 (n) ≥ a i }, i = 1, 2.
Proof. Let f and g be two non-decreasing functions, then
1) The last inequality in (3.1) comes from the fact that both f and g are nondecreasing functions of {X 1 (n)|n ∈ {0, 1, 2, . . .}} when θ is given. Similarly, one handless the case for θ ∈ I 1 and I 3 .
Theorem 3.2
Suppose that one-dimensional process {X 1 (t)|t ∈ Λ} be θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 , and I 3 , and let f 1 and f 2 be non-decreasing functions. Then f 1 (T (a 1 )) and f 2 (T (a 2 )) are θ conditionally independent and positive and negative quadrant dependent on I 1 , I 2 , and I 3 . Here T (a i ) = inf{n|X 1 (n) ≥ a i }, i = 1, 2. T (a 1 ) ) > y 1 |θ ∈ I 2 )P (f 2 (T (a 2 )) > y 2 |θ ∈ I 2 ). Similarly, one handless the case for θ ∈ I 1 and I 3 . I 1 , I 2 , and I 3 , (b) Y (t) , given X(t), be θ conditionally independent and positive and negative associated on I 1 , I 2 , and
Theorem 3.3 Let(a) X(t) be θ conditionally independent and positive and negative associated on
is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Furthermore, the corresponding hitting times (T 1 (a), T 2 (b)) is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Here
Proof. (1) Now, for any non-decreasing functions f and g and n
is θ conditionally positive associated on I 2 . Thus the first term on the right side of (3.2) is non-negative. From the Definition 2.4, the θ conditional expectations in the second term on the right side of (3.2) are nondecreasing functions of X(t). By assumption, X(t) is θ conditionally positive associated on I 2 ; thus the covariance of θ conditional expectations in the second term is non-negative. It follows that Cov(f (X(n 1 ), Y (n 2 )), g(X(n 1 ),Y (n 2 ))|θ ∈ I 2 ), so that (X(t),Y (t)) is θ conditionally positive associated on I 2 . From Property 2.3 (b), we can know that Y (t) is θ conditionally positive associated on I 2 . Furthermore, we can show that for any n 11 
The inequality comes from the fact that both f and g are non-decreasing functions of {X(n)|n ∈ Λ} and {Y (n)|n ∈ Λ} when θ ∈ I 2 . Similarly, one handless the case for θ ∈ I 1 and I 3 .
Theorem 3.4 Suppose that stochastic process Y (t) = aX(t) + Z(t), where a > 0, Z(t) is independent purely random process of X(t) and X(t) is θ
conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Then (X(t), Y (t)) is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Further, the corresponding hitting times (T 1 (a), T 2 (b) ) is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Here
is θ conditionally positive associated on I 2 , by Theorem 3.3, (X(t), Y (t)) is θ conditionally positive associated on I 2 . Furthermore (T 1 (a), T 2 (b) ) is θ conditionally positive associated on I 2 . Similarly, one handless the case for θ ∈ I 1 and I 3 .
Theorem 3.5 The processes X(t)
, where Z 1 (t) and Z 2 (t) are both purely random processes and (Z 1 (t), Z 2 (t )) is sequence of independent random vectors. Then the bivariate process {(X(n), Y (n)) : n ∈ {0, 1, 2, · · ·}} is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Furthermore, (T 1 (a), T 2 (b)) is θ conditionally independent and positive and negative associated on I 1 , I 2 , and
Proof. From the equation X(t)
we can write that
We get that the process {X(n)|n ∈ {0, 1, 2, · · ·}} is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Similarly, from the equation
, we can write that
. Similarly, from the above, we can know that {Y (n)|n ∈ {0, 1, 2, · · ·}} is also θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Now, for 0 < n 1 < n 2 , f and g are non-decreasing functions,
The last inequalities comes from the fact that f and g are non-decreasing functions of X(n 1 ), X(n 2 ) and Z 2 (n 2 ) when θ ∈ I 2 . Furthermore, For any n 11 , n 12 
The last inequality comes from the fact that f and g are non-decreasing functions of X(n 11 ), · · · , X(n 1k ), X(n 21 ), · · · , X(n 2l ), Z 2 (n 21 ), · · · , Z 2 (n 2l ) when θ ∈ I 2 . Similarly, one handless the case for θ ∈ I 1 and I 3 .
Examples
Example 1. Let the non stationary process X(t) given by
where α(t) is a deterministic continuous function such that α(t) ≥ 0 and Y (t) is non-negative stationary process in the sense that
for every t, h > 0. The model in (4.1) is called the uniformly modulated model(See Priestly(1988) for more details). Suppose that (X 1 (t), X 2 (t)) and (Y 1 (t), Y 2 (t)) are both non-negative and θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 and if (X 1 (t), X 2 (t)) and (Y 1 (t), Y 2 (t)) are independent, then one can easily show that (X 1 (t)Y 1 (t), X 2 (t)Y 2 (t)) is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . If Y (t) is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 , from the fact above, we get that X(t) is also θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . From Theorem 1 (b), T (a 1 ) and T (a 2 ) are also θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Here T (a i ) = inf{n :
Example 2. Consider the following stress-strength model for two systems. Let Z i (t), i = 1, 2, be the strength of system i at time t. We will assume that the two systems receive shocks from a common source. Using a cumulative damage shock model (see Barlow and Proschan (1975) ), we now let N(t) denote the number of shocks occurring by time t and U i are i.i.d. positive random variables denoting the damage to either system due to the ith shock (i = 1, 2, · · ·). Hence, the stress experienced by either system at time t is given by the process W (t) =
= U i . Then we can show that W (t) is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 with itself. Assuming that Z 1 (t) and Z 2 (t) are independent processes with non-increasing sample paths and that the processes W (t), Z 1 (t) and Z 2 (t) are independent and X(t) = W (t)−Z 1 (t) and Y (t) = W (t)−Z 2 (t), we obtain using Theorem 3.4, 3.5 that the bivariate processes {(X(n), Y (n)) : n ∈ {0, 1, · · ·}} is θ conditionally independent and positive and negative associated processes on I 1 , I 2 , and I 3 . Furthermore, the corresponding hitting times T 1 (a) and T 2 (b) are θ conditionally independent and positive and negative associated processes on I 1 , I 2 , and I 3 here T 1 (a) = inf{n|X(n) ≥ 0}, T 2 (b) = inf{n|Y (n) ≥ 0}. where M(n) = (M 1 (n), M 2 (n)) is a sequence of independent bivariate geometric random vectors with mean (p −1
2 ), p 1 , p 2 > 0. C(n, q) is a 2 × 2 random diagonal matrix with C(n, q) = diag{J 1 (n, q), J 2 (n, q)}, q = 1, 2, · · · , m. We assume that for l = 1, 2, The following theorem gives the result about dependence structure of the bivariate process BGAR(m), X(n) = (X 1 (n), X 2 (n)) Theorem 4.1 Let us assume that form j = 0, 1, · · · , m − 1, the random variables X 1 (j) and X 2 (j) in (4.2) are θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Then X(n) is θ conditionally independent and positive and negative associated on I 1 , I 2 , and I 3 . Furthermore, the corresponding hitting times are also θ conditionally independent and positive and negative associated on I 1 , I 1 , and I 3 .
Proof. The proof of part one is similar to the proof of and the proof of the second part of the theorem is similar to the proof of Theorem 3.5.
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