Suppose X N is a uniformly distributed N -dimensional binary vector and Y N is obtained by passing X N through a binary symmetric channel with crossover probability α. Recently, Courtade and Kumar postulates that
I. PROBLEM STATEMENT Let X
N be an N -dimensional binary random vector uniformly distributed over S N {0, 1} N and Y N be the output of passing each component of X N through a binary symmetric channel with crossover probability α ≤ 1/2. The following was recently conjectured by Courtade and Kumar [1] . Conjecture 1: For any Boolean function f : {0, 1} N → {0, 1} it holds that
where I(f (X N ); Y N ) is the mutual information between f (X N ) and Y N and H b (p) −p log p − (1 − p) log(1 − p) is the binary entropy function.
For a dictatorship function, f (X N ) = X n , the conjectured upper bound (1) is attained with equality. Therefore, the conjecture can be interpreted as postulating that dictatorship is the most "informative" Boolean function, i.e., it achieves the maximal
II. PRELIMINARIES
We begin with introducing the notation that will be followed in the paper.
A. Notation
The space of all binary N -tuples are denoted by S N = {0, 1} N . The constrained Hamming weigth of a vector x N is defined as
We omit the index whenever there is no constraint, i.e., for n = N , we simply use ω(x N ). which are Bernoulli distributed with parameter α. Next, we define the odd/even decomposition of any set into its disjoint subsets.
Definition 1 (Odd/Even Decomposition): Let F N ⊆ S N be a set consisting of unique binary N -tuples. We define the even component of the set F N as
that is, it consists of elements whose last entries are 0. By the same token, the odd component is defined as
Any such indexing of a set with n = 0 or n = 1 is exclusively used to represent this decomposition.
B. System Model
In what follows, the input vector X N ∼ B(1/2, N ) unless stated otherwise. For a given parameter α ∈ [0, 1], the binary vector Z N ∼ B(α, N ) represents the equivalent modulo additive noise which is modulo-added to X N so that
Note that, by independence assumptions on X N and Z N , we have Y N ∼ B(1/2, N ) as well. Moreover, application of Bayes' rule yields the following useful fact
for any pair x N , y N ∈ S N . Our objective is to maximize the mutual entropy between f (X N ) and Y N over the set of all Boolean functions, which we use f as a generic reference to them. Moreover, the set of inputs over which the function is 1 is of special interest to our analysis. It will be called the indicator set associated with the function f and formally defined as
Although, each function has a different indicator set depending on its input-output relationship, we prefer a generic notation F N as well.
III. PROOF OF THE CONJECTURE
We now provide a theorem that is essential for proving the conjecture. Theorem 1: Let N be any positive integer, and f : S N → {0, 1} is an arbitrary, non-constant Boolean function. Then,
Proof: Let F N be the indicator set associated by f as defined in (7). By definition,
where, step (a) follows from the fact that Y N ∼ B(1/2, N ), as well as the binary nature of the random variable f (X N ), and step (b) is a restatement of (6). Moreover, since Z N ∼ B(α, N ), it follows by definition of the Bernoulli vector random variable that
where γ α/(1 − α). Using this form in (6) we define
so as to keep the notation clean and simple. We now have to prove that
for any positive integer and for any set F N , and hence for any Boolean function f : S N → {0, 1}. For this purpose, we use proof by induction on N .
• Base
Step:
For N = 1, the set is either F 1 = {0} or F 1 = {1}. Consider the first case without loss of generality. Then,
as claimed.
For n ≤ N , the following holds for any
• Main
We have to show, for any F N +1 ⊆ S N +1 , the following holds
We decompose both of the sums into their corresponding odd/even subsets as introduced in Definition 1. Formally speaking
In our notation, whenever both x n and y k belongs to the same kind of parity set, i.e., n = k, we have
On the other hand, whenever they belong to opposing parity sets, i.e., n = k, the distance takes the following form
Along with the fact that γ(1 − α) = α, we get
We now use the concavity of the binary entropy functional to get
In each sum, only the first N components of the vectors are in effect. Moreover, since F N +1 consists of unique elements and since F N +1 0 contains elements of F N +1 that has 0 at (N + 1) st positions, the prunned set defined as
i.e., the set of all N -tuples obtained by deleting the (N + 1) st components of the elements of F , the prunning yields the same set, which is S N , by construction. All in all,
where step (a) is due to inductive assumption as stated in (15). This completes the proof of the theorem.
This theorem suffices to prove the main result of this paper. Proof of Conjecture 1: As stated, our objective is to bound the mutual information between f (X N ) and Y N , for any Boolean function f . Let F N be the indicator set associated with f as defined via (7). Then
where step (a) follows from the fact that the random variable f (X N ) is binary hence it can contain at most one bit of information. And finally, step (b) is a consequence of Theorem 1 using the indicator set F N associated by f as the set of our choice. This completes the proof of the conjecture.
IV. CONCLUSIONS
In this manuscript, we presented a proof for the conjecture proposed in [1] . Specifically, we showed that the most informative Boolean functions are of type so-called dictatorship functions.
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