Abstract. In this paper, we show why the modified Gram-Schmidt algorithm applied to a matrix A generates a wellconditioned set of vectors. This result holds under the assumption that A is not "too ill-conditioned". A consequence is that if we perform two iterations of the algorithm, we obtain a matrix whose columns are orthogonal up to machine precision.
Previous Results
We consider the Modified Gram-Schmidt (MGS) algorithm applied to a matrix A ∈ R m×n with full rank n ≤ m and singular values : σ 1 ≥ . . . ≥ σ n > 0, we define the condition number of A as κ = σ 1 /σ n . Using results from Björck and Paige in [1] and [2] , we know that MGS computesQ 1 ∈ R m×n andR ∈ R n×n so that there existsĒ ∈ R m×n ,Ê ∈ R m×n andQ 1 ∈ R m×n , where A +Ē =Q 1R and Ē 2 ≤c 1 u A 2 , ( In fact, (1.4) enablesR to be singular. Under this assumption and defining
Björck and Paige obtain an upper bound for R −1 2 as
Assuming cuκ < 1, we note that (1.1) and (1.3) are independent of κ while the bound on I −Q T 1Q 1 2 in (1.2) is not. This implies that, for an ill-conditioned matrix A, the set of vectorsQ 1 may lose orthogonality. An important question that arises then is whether MGS manages to preserve the full rank ofQ 1 or not. In order to investigate this, we study in the next section the conditioning ofQ 1 . For this purpose, we define the singular values ofQ 1 1 On the one hand, MGS computesQ 1 ; on the other, the matrixQ 1 has exactly orthonormal columns. It seems natural to study the distance betweenQ 1 andQ 1 . We define F as 1) and are interested in the 2-norm of F. For this, we subtract (1.3) from (1.1) to get
Conditioning of the set of vectorsQ
Assuming cuκ < 1,R is nonsingular and we can therefore write
We bound, in terms of norms, this equality, obtaining
Using inequality (1.1) on Ē 2 and inequality (1.1) on Ê 2 , we obtain
Using inequalities (1.6) on A 2 R −1 2 , we have
This is the desired bound on F 2 . We recall that what interests us is an upper bound on κ(Q 1 ), the conditioning ofQ 1 We then look for an upper bound for the largest singular value ofQ 1 and a lower bound for its smallest singular value. In that respect, we consider the following lemma ([3, p. 449]) : LEMMA :
. SinceQ 1 has exactly orthonormal columns, we have σ 1 (Q 1 ) = σ n (Q 1 ) = 1 and the lemma gives
Using the bound (2.2) on F 2 , we get
Using (1.5), these inequalities can be written as
If we assume that
3)
Notice that this assumption is slightly stronger than (1.4). Under this assumption, we have :
To illustrate the behaviour of the upper bound of κ(Q 1 ), we plot in Figure 2 .1 the upper bound as a function of κ, the condition number of A. In that figure, we arbitrarily fix the constant as
It can be seen that this upper bound explodes when (2c +c 1 )uκ ∼ 1 but in the main part of the domain, (2c +c 1 )uκ < 1, it is small. For instance, if we slighly increase the constraint (1.4) used in [2] and assume that
Two remarks Iterative Modified Gram-Schmidt
If the assumption (2.5) on the condition number of A holds, then we obtain, after a first sweep of MGS,Q 1 satisfying (2.6). If we run MGS a second time onQ 1 to obtainQ 2 , we deduce using (1.2) thatQ 2 is such that :
meaning thatQ 2 has columns orthogonal to machine precision. Two MGS sweeps are indeed enough to have an orthogonal set of vectors Q. We recover, in a slightly different framework, the famous sentence of Kahan :
Twice is enough.
Based on unpublished notes of Kahan, Parlett in [4] explains that an iterative Gram-Schmidt process on two vectors with a selective criteria (optional) gives two orthonormal vectors up to machine precision. In this paper, we show that twice is enough for n vectors under the assumption (2.5) with Modified Gram-Schmidt and full a posteriori reorthogonalization (i.e. no selective criteria).
Importance of the assumptions cuκ < 0.1 andc 1 uκ < 0.1 In this part, we want to study what happens when (2c +c 1 )uκ ∼ 1. Does there exist matrices in this region (κu ∼ 1) so that κ(Q 1 ) is high or is the bound (2.6) not so accurate in this region ?
In order to investigate this problem, we developed a Matlab code (available upon email request) that gives as many examples as desired where effectively, if κu ∼ 1, κ(Q 1 ) is high. For example, we have generated A ∈ R 50×40 so that κ = 3.140289e + 16 and κ(Q 1 ) = 4.185579e + 14.
We can verify that in this case, asc 1 > 1, c > 1 and uκ ∼ 3.4864, assumption (2.5) does not hold anymore. This experiment indicates why the bound on κ(Q 1 ) increases rapidly when uκ ∼ 1. One can also remark that in this case two MGS sweeps are no longer enough since I −Q T 2Q 2 2 = 6.529765e − 02.
