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This thesis is concerned with the methods used to reduce the data volume required to rep- 
resent still images and video sequences. The number of disparate still image and video 
coding methods increases almost daily. Recently, two new strategies have emerged and 
have stimulated widespread research. These are the fractal method and the wavelet trans- 
form. In this thesis, it will be argued that the two methods share a common principle: that 
of self-similarity. The two will be related concretely via an image coding algorithm which 
combines the two, normally disparate, strategies. 
The wavelet transform is an orientation selective transform. It will be shown that the 
selectivity of the conventional transform is not sufficient to allow exploitation of self- 
similarity while keeping computational cost low. To address this, a new wavelet trans- 
form is presented which allows for greater orientation selectivity, while maintaining the 
orthogonality and data volume of the conventional wavelet transform. Many designs for 
vector quantizers have been published recently and another is added to the gamut by this 
work. The tree structured vector quantizer presented here is on-line and self structuring, 
requiring no distinct training phase. Combining these into a still image data compression 
system produces results which are among the best that have been published to date. 
An extension of the two dimensional wavelet transform to encompass the time dimension 
is straightforward and this work attempts to extrapolate some of its properties into three 
dimensions. The vector quantiZer is then applied to three dimensional image data to 
produce a video coding system which, while not optimal, produces very encouraging 
results. 
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Chapter I 
Introduction and Scope of Thesis 
1.1 Background 
The recent explosion of global communication systems and interconnectivity has 
resulted in massive growth of the number of connected computer users. These 
users are connected by a common set of protocols, running over the physical me- 
dia that have come to be known as the Internet. This explosion in the number of 
users has, in turn, resulted in a dramatic increase in the amount of data passed over 
the Internet. The World Wide Web (WWW) is an embodiment of the HTTP proto- 
col and provides a rich, multimedia experience to anyone equipped with a piece of 
browser software and an Internet connection. This multimedia experience consists 
of text, images, audio and indeed video. As with any physical medium, the Inter- 
net has bandwidth limitations. That is, the amount of data that can flow through 
any point on the Internet in a given time period is limited. Now, a single im- 
I 
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age frame at broadcast television quality in monochrome occupies approximately 
300kB of computer storage, roughly the same as a two hundred and fifty page text 
document. Consequently, the shift towards multimedia communication and away 
from plain text increases the volume of data to be transmitted by several orders of 
magnitude. Couple this with the continual growth of the number of users and it is 
simple to see that the limited bandwidth of the Internet is a significant constraint 
on its usefulness. Methods of reducing the volume of data to be sent in all cases 
are required. 
The advent of high definition digital television (HDTV), cable TV, digital broad- 
casting direct to homes and the possibility of "video-on-demand" over existing 
telecommunication systems further increases the need for image and video com- 
pression technologies. Given a standard Basic Rate Interface ISDN channel into 
a home, the 128 kilobits per second bandwidth is soon used up by a simple video 
stream alone. Consider an image that is approximately quarter TV-size (QCIF 
format [Cla95]). This would consist of 144 x 276 pixels, occupying 317952 bits. 
Given the 128kbps bandwidth, this would only allow three frames per second to 
be transmitted, hardly enough for the viewer to perceive any motion at all and 
certainly not even close to the quality produced by the current analogue television 
system. 
1.2 Digital Signal Representation 
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If digital systems cannot inherently match the quality of analogue ones, why 
bother with them? In a digital transmission system, it is simple to differentiate 
between signal and noise, unlike in the analogue system. The data that are sent 
are exactly the data received. Thus, digital systems can operate over much larger 
distances by the use of simple repeaters. Digital representations of signals also 
allow computers and other digital processors to operate directly upon the data, 
without conversion and the associated losses. Indeed, digital representations are 
discrete and, as such, much simpler to operate upon than their analogue coun- 
terparts. The advent of digital signal representations has made tractable many 
problems that are intractable in the analogue domain. The applications made pos- 
sible by the digital signal representation are too numerous to list. For example, in 
image analysis parameters are extracted which somehow describe the content and 
structure of an image in order to perform such tasks as object detection, recogni- 
tion and classification. Image enhancement appears in many forms. For example, 
reducing the amount of noise in an image so that it is more pleasing to the human 
observer or false colouring images, such as satellite and medical images, to aid 
human analysis. 
In this thesis, it is always assumed that digital images are stored as a Cartesian 
array of 8-bit integer values specifying the grey scale intensity at that point. The 
array may be of arbitrary size, but will usually be 256 x 256 or 512 x 512 elements 
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Figure 1.1: Shannon's model of communication 
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1.3 Foundations 
Data compression has existed, in one form or another, since the dawn of human 
communication. A trivial example is the abbreviation of phrases such as "do 
not" to "don't" and "will not" to "won't". A more substantial example is Morse 
code. In this system, more common letters are represented by shorter code words. 
For example, E is represented by the codeword (-) while the less common Y is 
The founding work for all information theory was that of Shannon [Sha48]. He 
proposed the communication model shown in figure 1.1. The source is a process 
that produces symbols, taken from a finite source alphabet, which can be taken 
to represent a given signal in digital form. The transmitter takes these symbols 
and performs some process on them. The output of the transmitter is a stream of 
symbols taken from the (possibly different) channel alphabet. The receiver takes 
the channel symbols and performs the inverse operation to the transmitter. The 
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resultant signal is then passed to the destination. 
It is prudent to further split the coding into source coding and channel coding. 
Consider a channel with a capacity, C symbols per second, and a source with en- 
tropy E symbols per second. Assuming that E<C, Shannon, in his Fundamental 
TheoremfOr a Discrete Channel with Noise [Sha48] stated that 
It is possible to send infon-nation at the rate C through the channel 
with as small a frequency of errors or equivocations as desired by 
proper encoding. 
This ensures that, given the output of an arbitrary source satisfying the entropy 
constraint, it is possible to send this via the channel with arbitrary precision using 
a suitable channel code. Thus, it is possible and also convenient practically, to sep- 
arate source and channel coding: the former aims at producing the most efficient 
representation of the source information, while the latter is aimed at minimising 
the errors caused by the channel. The source coding problem can be seen as an 
application of rate-distortion theory [Sha59] [Ber68] [Pin69]: given a fidelity cri- 
terion, the task is to encode the source output to produce the minimum amount 
of information. Conversely, given a maximum data rate, the task is to maximize 
any fidelity measure (i. e. minimize any distortion measure). The minimizing of 
the error and the amount of information to be transmitted is the goal of all data 
compression algorithms. 
This general communication model covers many processes and, in particular, im- 
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age data compression. The purpose of the system is to reconstruct an approxima- 
tion of the source data at the destination. The destination will usually be a human 
observer and any distortion measures should reflect this fact. The channel may 
be a physical channel, for example radio or optical fibre, or simply disk storage. 
For the purposes of this thesis, the properties of the channel are moot since it is 
concerned only with source coding, not channel coding. Indeed, in the two ex- 
amples cited, the respective channel codings ensure "near lossless" delivery to the 
destination. 
The transmitter takes the source image and produces a stream of channel sym- 
bols. If there are fewer channel symbols than source symbols, compression has 
been achieved, assuming the cost of transmission is constant across all channel 
symbols. If the operation performed by the transmitter is invertible, then the com- 
pression is termed lossless, i. e. the reconstruction at the destination will be perfect. 
If the operation performed is not invertible, then the compression is termed lossy 
and a distortion measure is used to determine the quality of the reconstruction. 
Shannon [Sha48] also defined the entropy of a signal. This is the minimum num- 
ber of bits required to encode a given signal. If the signal values are independent, 
then the entropy of the digitised signal is given by 
N 
p (') 1092 (p (1.1) 
where N is the number of symbols in the alphabet and P(i) is the probability of the 
symbol i occuring. For the Lena image shown in figure 1.2, this gives an entropy 
of 7.25 bits per pixel. However, image pixel values are rarely independent and it 
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Figure 1.2: Original Lena 512 x 512 pixel image 
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is often prudent to take the previous value into account. This is measured via the 
first order Shannon entropy, given by 
NN 
E 1: P(J) 1: P(ili) 1092(P(Zli)) (1.2) 
j=l i=l 
where P (Z 1j) is the probability that symbol i will occur given that symbol j has 
just occurred. The first order entropy of the Lena image in figure 1.2 is 4.65 bits 
per pixel. It is common to utilise the correlation between samples in a signal. 
By inspection, it is obvious that natural images have correlations that extend over 
relatively large distances. These would not be fully accounted for by the first 
order Shannon entropy, which only takes into account the immediately preceding 
sample. One of the aims of this thesis is to derive methods of exploiting these 
correlations, regardless of their distance or position. 
As an example, the wavelet transform (see chapter 2) was applied to the Lena 
1.3 Foundations 
Wavelet Level Wavelet Sub Band Entropy 
I HH 3.40 
HL 4.18 
LH 3.69 
LL 8.25 
2 HH 4.59 
HL 5.65 
LH 4.95 
LL 9.22 
3 HH 6.10 
HL 7.37 
LH 6.32 
LL 9.97 
4 HH 7.40 
HL 8.57 
LH 7.62 
LL 9.59 
5 HH 7.61 
HL 7.93 
LH 7.55 
LL 7.90 
Table 1.1: Entropies of various wavelet sub bands in the Lena decomposition 
8 
image, and the per pixel entropy of the sub-bands measured at each level of the 
decomposition. The values are given in table 1.1. As can be seen from the values, 
the benefits of applying the wavelet transform with the DAUB I 6SYM filter past 
5 levels for this image are minimal, since the entropies of the wavelet sub-bands 
are approximately equal. 
As previously mentioned, image source coding seeks to find an alternative data 
representation that is more compact than the original. This is achieved by ex- 
1.3 Foundations 
ploiting the redundancies found in visual data, be it still images or video. In still 
image compression, spatial redundancy, related to the spatial correlation, is abun- 
dant. Indeed, there are large patches of near-constant tone in several Places in the 
Lena image. Video has an added dimension - time - and this introduces further re- 
dundancies. Since adjacent frames of the video sequence must be similar for the 
human visual system to perceive motion, there is obvious temporal redundancy 
between frames. This is often exploited by only sending the frame differences, 
which are obviously more compact than the full frame representation. A good 
visual data compression system should exploit redundancy as efficiently as possi- 
ble whilst also taking into account the characteristics of the human visual system 
[Wat88], removing only the perceptually least relevant information. 
The distortion measure most commonly used in the image coding community is 
the mean square error, MSE. Given a signal, xi, and an approximation to the 
signal, : ýj, the mean square error is defined as 
dmSE (X 
i 
&) :- E(X _&)2 
where. 6 (-) is the expected value. In practice, the sample average is used, i. e. 
Xi _ 
ýi) 
The results in this work are presented as peak signal to noise ratios, defined as 
PSNR = 20 loglo 
(p 
- 
(1.5) 
where p is the peak value of the signal. In this work, all images are 8 bits per 
pixel, giving a maximum value of p= 255. MSE is generally regarded as a poor 
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measure of visual quality, since the values are quickly skewed by a small number 
of outlying values, and the measure does not take into account the properties of 
the human visual system. However, it is very convenient analytically and can be 
justified by observing that for small enough errors, E<< -1 E' I x?, any distortion n 
measure will be approximately quadratic. 
1.4 The State of the Art 
Current visual data compression techniques broadly fall into the following cate- 
gories : 
Predictive Methods Predictive coders are simple to implement and computation- 
ally efficient. They have been combined with a multitude of other tech- 
niques in order to extend their usefulness [Jai89] [RC95] [LW96]. The main 
problem with predictive coding is that it is effectively causal, whereas spa- 
tial visual data is rarely so. That is, there is no obvious preferred direction 
of an image, unlike a one dimensional signal. Predictive methods can be 
generally expressed as 
1: aklqi-k, j-1 
(k, I)EA( 
where. /V is a, non-nally causal, spatial neighbourhood of pixel (i, j), akl is 
the prediction coefficient of the pixel at position (k, 1) in the neighbourhood 
and qij are the quantized coefficients to predict from. The prediction coef- 
1.4 The State of the Art 
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ficients, ak, are either fixed or, in the case of adaptive prediction, estimated 
locally. 
Transform Methods The image data is acted upon by some decorrelating trans- 
form. The transform coefficients are then quantized and entropy coded. 
Since the transform is decorrelating and energy compacting, many of the 
transform coefficients will be close to zero. Any entropy coding should 
take advantage of these common occurrences of zeros. Since the transform 
is non-causal, these methods often achieve greater compression, albeit at 
the cost of greater complexity. Transform methods attempt to approximate 
the eigenvector transform of the covariance of a stochastic signal, i. e. the 
Karhunen-Loeve transform. The degree of approximation of the Karhunen- 
Loeve transform will determine the number of zero transform coefficients 
for a given signal. This, in turn, determines the compression ratio. The 
currently accepted standard image compression algorithm, JPEG [PM92] 
[Edi9l], is based on the discrete cosine transfonn [GW92] [Cla95]. The 
DCT does, however, introduce disturbing blocking artifacts at low bit rates. 
Transform methods take the form 
T-'Q(Tx) (1.7) 
where Q is a quantizer, T is the transfonn and T-1 its inverse. x is a vector 
representing, for example, an 8x8 block of image data. 
Multiresolution Methods Multiresolution methods attempt to identify psycho- 
visually important features at different scales within a signal [BA83]. Once 
1.4 The State of the Art 12 
the multiscale decomposition is complete, coding proceeds in a variety of 
ways, pulling from both predictive and traditional transform methods. The 
current benchmark for all image coding algorithms is Shapiro's Embedded 
Zerotree of Wavelet Coefficients coder (EZW) [Sha93]. It uses a wavelet 
transform and encodes a given number of the coefficients using his novel 
zerotree structure. 
Fractal Methods Fractal methods have commonality with all the previous cod- 
ing methods and also introduce new concepts. Fractal coding methods 
are traditionally very computationally expensive and will be discussed at 
length in chapter 2. They were popularised by Jacquin [Jac90] and Barns- 
ley [Bar88] [BD85] [BH92]. 
Other Techniques Over the years, a variety of ad hoc approaches to compres- 
sion, often motivated by properties of the visual system, have been put for- 
ward (for example Graham's contour coding method [Gra67]). More re- 
cently, "model-based" coders using methods derived from computer graph- 
ics have been explored [Pea95]. These techniques seldom have the robust- 
ness and generality required to deal with the variety of images encountered 
in all applications. 
1.5 Thesis Outline 
1.5 Thesis Outline 
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This thesis is concerned with novel methods of coding still images and video 
sequences using the wavelet transfonn and its derivatives. 
Chapter 2 provides an overview of the theory of iterated function systems, their 
application to image compression, popularised by Jacquin [Jac90], and a general 
review of fractal based image coding schemes. A novel analysis of the underlying 
fractal basis follows and this leads to the description of the wavelet transform. The 
chapter concludes with an overview of the state of the art of wavelet based image 
coding schemes. 
In chapter 3, a novel method of exploiting fractal coding methods in the wavelet 
domain is described. A description of the machinery required for the Karhunen- 
Loeve transform is interspersed with the actual coder description. Following from 
this, the concept of orientation is introduced and related to the wavelet sub-band 
decomposition. The effect of introducing the orientation estimate is investigated 
in the simulation results. 
Chapter 4 builds on the orientation concepts in chapter 3 by presenting a novel, 
complex valued, oriented wavelet transform which retains many of the properties 
of the traditional wavelet transform which are desirable in an image coding appli- 
cation. A new tree structured vector quantizer algorithm is described, which uses 
the Linde-Buzo-Gray [LBG80] method of codebook design intemally for restruc- 
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turing. Chapter 4 concludes by combining these new concepts, and the concepts 
of chapter 3, into a still image coding system. Results are presented for a variety 
of parameter combinations and compared to current benchmark algorithms. 
Chapter 5 presents an overview of video coding techniques, defines the three 
dimensional, Cartesian separable wavelet transform and describes some of the 
spatio-temporal properties of the transform. A novel linear quantizer based video 
coding system is then described and results presented. The shortcomings of this 
system are outlined and are then, to some degree, addressed by a video coder 
based on the tree structured vector quantizer of chapter 4. The coder is exercised 
on a variety of video sequences, at a variety of bit rates. Finally, comparisons are 
drawn with current video coding techniques. 
A review of the novel elements contained in the thesis is presented in the final 
chapter along with conclusions and possible avenues of further research. 
1.6 Reproduction Limitations 
This thesis was printed on a Lexmark Optra 2450 laser printer. As a result, the 
results contained herein are subject to printer artifacts which may be mistaken for 
coding artifacts. 
Chapter 2 
Iterated Function Systems and the 
Wavelet Transform 
Image data should naturally contain patches of similar detail at the same and dif- 
ferent scales. Consider a forest scene. As the scale at which the scene is viewed 
changes, certain similarities become apparent. For instance, leaves on the left and 
right side of a tree would look similar, up to a rotation of 7r, and from a large 
distance, a whole tree may appear similar to a leaf viewed close up. The relevance 
of this fon-n of symmetry in image representation has been discussed at length 
by Barnsley [Bar88] [BD85] [BH92]. Fractal image compression relies on this 
premise. To demonstrate the relevance of image symmetry to this method, refer 
to figure 2.1. The block at the bottom of the image (the source block) may be 
used as a template for the other blocks (target blocks) shown in the figure. Ap- 
proximations to the target blocks are created from the source block by appropriate 
rotations and flips around the mid-point axes. This simple expression of an im- 
15 
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Figure 2.1: Demonstration of image symmetries relevant to fractal block coding 
age's self-similarity is the basis for all fractal image compression methods [Jac90] 
[Bar88] [BD85] [BH92]. 
2.1 Fractal Block Coding and Iterated Function Systems 
Figure 2.2: A representative transform from the required affine subgroup 
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2.1 Fractal Block Coding and Iterated Function Sys- 
tems 
2.1.1 Affine Transforms and Image Symmetry 
An affine transform in n dimensions is one of the form 
111 
... 
Iln Xl t, 
T: X --> X, Tx = Lx +t=: +: 
lnl 
... 
lnn Xn tn 
For the purposes of fractal image compression, a subgroup of the affine group, 
consisting only of rotations, scalings and translations is required. Figure 2.2 shows 
a representative transform. Note that the transform reduces the size of the block 
- it is contractive. This is a further limitation on the choice of the blockwise 
transfonns. 
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Fractal block coding is based on the ground-breaking work of Barnsley [Bar881 
[BD85] [BH92] and was developed into a practical algorithm by Jacquin [Jac901. 
The concept underlying this technique is that for each image, there exists a block- 
wise transform upon the image that will leave it unchanged. The roots of fractal 
block coding lie in the mathematics of metric spaces and, in particular, the Con- 
traction Mapping Theorem. 
2.1.2 The Contraction Mapping Theorem 
Definition 2.1.1 (Contraction Mapping) Let (X, d) be a complete metric space. 
That is let X be a vector space over somefield. F and d be a metric upon X. Then, 
a transformation T, T: X -+ X is said to be a contraction mapping ifand only if 
3s c R, 0<s<1s. t d(T(x), T(y» <s- d(x, y) Vx, yGX. (2.2) 
Here, s is known as the contractivityfactor of the transformation T. 
Theorem 2.1.1 (Contraction Mapping Theorem) For a contraction mapping T 
on a complete metric space X, there exists a uniquefixedpoint x* EX such that 
x* = T(x*). The uniquefixedpoint is then 
X* = lim T' (X0) , xo G i> oo 
For proof and the Collage theorem, see Appendix A. 
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Theorem 2.1.1 states that if a contraction mapping is iterated, there exists a point 
where further application of the mapping has no effect. The point at which this 
occurs is called the fixed point of the contraction mapping and, remarkably, is in- 
dependent of the initial conditions of xO. Define an Iterated Function System (IFS) 
[BD85] [Bar88] [BH92] as a set of contraction mappings W= jw" :n= 01 ... )NI)Wn: 
X --* X with contractivity factors Sn. Then, the IFS is itself a contraction map- 
ping on X and has contractivity factor s= max f Sn I. Note that, implicit to the 
IFS definition, is the domain and range of each map. Each map has distinct do- 
main on X, usually a compact, non-empty subset of X. Now, since the IFS is a 
contraction mapping on X, it too has a unique fixed point x* C X. Since x* is 
unique, it is completely specified by the IFS, W. The image processing problem, 
termed the inverse problem by Barnsley [BH92] is then "Given an image I, can 
an IFS, W, be found such that the fixed point of W is P" At the present time, 
there is no general method for finding such an IFS, given I. However, using the 
IFS fixed point equation 
X* = W(X*) = WJ(X*) u ... u w (X*), (2.3) 
where -U- represents the 'pasting together' of transformed patches, and the Col- 
lage Theorem (section A. 2) 
d(I, x*) <1d (I, W (1» (2.4) 1-s 
an approximation method can be constructed. Equation 2.3 states that to find the 
IFS W, a set of contractive transforms should be applied to I and the resultant 
patches pasted together to reconstruct I. The uniqueness of x* is important since 
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(a) 
www 
(b) 
Figure 2.3: Construction of an IFS and the initial stages of its iteration 
if I= W(1), it is known that I= x*, that is I is the fixed point of the IFS W. 
Figure 2.3 shows the process of constructing an IFS and a resultant application. 
In figure 2.3(a), the IFS consisting of the maps f wi, ... i W41 exactly covers the 
square. (Each map is simply an averaging on the square in each axis. ) From the 
previous discussion, the IFS f w, W41 will exactly generate the square from 
any initial condition. Figure 2.3(b) shows the first three iterations of the IFS on a 
circle. It is apparent that, in the limit, the IFS will indeed converge to a square. 
Equation 2.4 states that if an exact mapping cannot be found to create I, then, for 
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largely contractive maps (i. e. those with s << 1), the more similar the union of 
the IFS-generated patches is to 1, the closer x* will be to I. The obvious question 
is then ""y not make W slightly contractive on I? " Then d(I, W(I)) will be 
small. However, the factor -1- will be large and there is then no guarantee that 1-8 
d(I, x*) will be small. 
Note that the sequence X0, W (XO), W2 (XO), --- 
is a Cauchy sequence in X( see 
Appendix A for details). Now, X is complete and therefore the limit of the Cauchy 
sequence, the fixed point of the IFS, is in X. However, it is not possible to state 
that, for all xEX, there exists a Cauchy sequence of mappings (and therefore an 
IFS) in X with limit point x. Thus, it is not possible to say with absolute certainty 
that fractal image compression methods can exactly reconstruct any image. More- 
over, there may be an open set around a point in X which contains no limit points 
of any Cauchy sequence. It is therefore impossible to say how closely a fractal 
image compression system can approximate an arbitrary image. This represents a 
fundamental weakness in a general purpose image coding method. 
2.1.3 Fractal Block Coding 
Fractal block coding, as described by Jacquin [Jac90], is a notoriously slow and 
computationally intensive process. Given an arbitrary image I, it is partitioned 
into non-overlapping blocks, f Dj I of size dxd. These blocks will be known as 
domain blocks, following the notation' of Barnsley [BH92]. The image is then 
'Barnsley's notation is slightly confusing since it refers to the inverse transform. 
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Ordinal Isometry 
I Identity 
2 Flip along mid-X axis 
3 Flip along mid-Y axis 
4 Flip along major diagonal 
Table 2.1: Base isometry set used in conventional fractal block coders 
spatially averaged by 2 in both the horizontal and vertical directions, extracting 
all, possibly overlapping, blocks of size dxd producing the pool of range blocks, 
f Ri I. The goal of a fractal block coder is then to find the optimal parameter set 
la, b, c, ij for each block Dj in the approximation 
Dj +b= Tj(Rj) (2.5) 
su"It that the error d(Dj, bj) is minimised. It is usual for d to be the metric 
derived from the L2nonn, II Dj _bj 1129 the squared error measure. The set I tj I 
is the set of isometries generated by the dihedral group of the square. Table 2.1 
shows the base isometries which are combined to form the eight isometries of 
the square. The fractal block code for the image then consists of the parameter set 
f a, b, c, iI for each domain block Dj in the domain pool f Dj 1. The parameter sets 
are entropy coded to provide compression. Note that the parameter set la, b, c, ij 
is restricted since the final transform T= Uj Tj must be a contraction mapping 
under the metric d. Jacquin [Jac90] notes that the isometries all have unity L2- 
contractivity and the contrast scale by a has L2-contractivity of a2. Hence, to 
ensure that the transform for each block is a contraction mapping, the value of a 
must be restricted such that 0 <- a<1. This, in turn, limits the contrast scalings 
to dynamic range reductions. Then, if all the block transforms are contraction 
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mappings, the union of the block transforms is itself a contraction mapping. 
Reconstruction of the approximation to the image I from the fractal block code 
follows from the Contraction Mapping Theorem and the Collage Theorem. Note 
that T= Uj Tj is, by the Collage Theorem, a contraction mapping. There- 
fore, by the Contraction Mapping Theorem, T has a unique fixed point, x* -- 
T' (xO). Since the blockwise component contraction mappings were cho- 
sen to minimize the individual errors, their union minimizes the overall error. 
Hence, the unique fixed point will, in some sense, be close to I. Reconstruction, 
therefore, is simply a matter of iterating the maps on any initial image, spatially 
averaging by two between the iterations. The choice of initial image is irrele- 
vant since, by the Contraction Mapping Theorem, the fixed point x* is unique. 
Therefore, Vx E X, limx, ý Tn 
(X) = x*. The iterative reconstruction process is 
continued until some specified error condition has been met or until the difference 
between successive iterations is below some threshold. 
2.1.4 Properties and pitfalls of the fractal method 
Fractal image compression has suffered, from the outset, claims of extreme com- 
pression ratios [BH92]. These extreme claims have come about because of the 
resolution independence of the fractal block coding method. That is, it is possible 
to generate the fractal block code for an image of 256 x 256 pixels and reconstruct 
it at 1024 x 1024 pixels (since the maps are resolution independent), resulting in 
an apparent increase of 16 times in the compression ratio. The resolution indepen- 
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dence of the method also allows so called infinite zooming. Again, a zoomed area 
is reconstructed at a higher resolution. The iterative method will add false detail 
to the zoomed image, making it more pleasing to the casual observer. However, it 
is important to note that any detail added is, of course, interpolated false detail : it 
increases the overall error. 
Moreover, fractal image compression is a highly asymmetric process; that is, cod- 
ing takes much longer than decoding. This is due to the extensive nature of the 
domain block search. This can be a disadvantage in some applications. 
2.2 Advances in Fractal Block Coding Algorithms 
Much research has revolved around speeding up the coding in some way. Jacquin 
[Jac90] suggested classifying the range blocks into three distinct classes: shade 
blocks, midrange blocks and edge blocks. The coder then only checks range 
blocks in the same class as the current domain block when searching for the op- 
timal transfon-n. Details of the classification algorithm used by Jacquin can be 
found in [RA86]. 
Jacobs, Fisher and Boss [JFB92] classify blocks into 72 different classes and also 
apply a quadtree partitioning scheme. The quadtree scheme works by using larger 
blocks (32 x 32 in their paper) and splitting the block into four smaller blocks 
should an error condition not be satisfied. This quadtree decomposition is repeated 
until the error condition is satisfied or a minimum block size is reached. This 
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has obvious advantages if parts of the image contain large regions of relatively 
constant greyscale. 
The same authors [JFB91 ] proved that not all the wi in the IFS JX; wo, -.. ) Wn 
I 
need to be contractive. They define a map W: F -+ F as eventually contractive 
if, for some nE Z+ ý Wn is contractive. They then prove that the fractal de- 
coder will converge if T= UjTj is only eventually contractive. Here, the iterated 
transform T' is the composition of transform unions of the form 
7'oil 0 Wi2 0*-0 wim* 
Since the contractivities of each union wij multiply to give the overall contrac- 
tivity of the iterated transform, the composition may be contractive if it contains 
sufficiently contractive wij. Intuitively, it is simple to see that if the union consists 
of slightly expansive transforms and highly contractive ones, then the union will 
eventually be contractive. The provision for eventually contractive maps allows 
the coder to achieve better results. Since there is now no longer a bound on the 
contractivity of the component transfon-n , the 
dynamic range of range blocks may 
now be increased to be similar to that of the domain block. 
Most speed-ups have reduced the size of the pool that the coder must search for 
each domain block in some way. Reducing the size of the search pool, however, 
can have an adverse effect on reconstructed image quality since the range block 
pool is not as rich. Saupe [Sau95] uses the theory of multi-dimensional keys 
to perform an approximate nearest-neighbour search. Since this search can be 
completed in O(IogN) time, the range pool need not be depleted to achieve a 
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speed up. Saupe's basic idea is that of a (d - I) -dimensional projection on Rd 
where d>2. He defines a subspace, XC Rd as X= Rd\f T-e: r (z- RI where 
e= --L ... ) 1) EE 
Rd. Defining <> to be the inner product operator and a Vd 
(1 
1 
normalised projection operator 0: XX and a function D: XxX -+ [0, \/2] 
by 
OW = x- < x, e >e llx- < x, e> ell 
and 
D(x, z) = min(d(o(x), O(z)), d(-O(x), O(z))) 
gives an expression for the squared error 
E(x, z) =< z, O(z) >' g(D(x, z)) 
where g(D) = D'(1 - D'/4). This theorem states that the squared error, E(x, z) 
is proportional to g(D) which is a simple function of the Euclidean distance be- 
tween 0 (x) and 0 (z) ( or -0 (x) and 0 (z) since 0 (x) is unique up to sign). Note 
also that g is monotonically increasing on the interval [0, V/21. Saupe then states 
that the minimisation of the squared errors E (xi, z) i=II... IN is equivalent 
to the minimisation of the D(xi, z). Thus, the squared error minimisation may be 
replaced by the nearest neighbour search for O(z) E Rd in the set of 2N vectors 
±0 (X, ) C Rd. Since Rd is a Euclidean space, any of the nearest neighbour search 
algorithms that run in expected logarithmic time, for example kd-trees [FJF77], 
can be applied. Saupe does, however, note that an 8x8 block results in 64 dimen- 
sions for the multi-dimensional keys. He therefore suggests downsampling the 
blocks to, say, 4x4 which reduces storage requirements to just 16 dimensions. 
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Other speed up methods have revolved around performing little or no searching 
for the range blocks. Monro et al [M)VN93] [MDW90] [Mon93] [MD92] , have 
developed and patented a technique known as the Bath Fractal TransforM 2 (BFT). 
The BFT works by limiting the search of the range blocks and also using higher 
order functions on the blocks. Mathematically, if W =IX; Wk, k = 1.... NJ 
is an IFS with attractor A, they define afractalfunction f on A as f (Wk (-T i Y)) = 
1"k (-T i Y) 
f (Xr 
, Y)) . where the maps vk have parameters a 
ýk) 
,kN, i= 
11 ... M. Then, M is the order of the IFS and N is the number of free parameters 
of the BFT. The function f is found by minimising d(g, ý) for some suitable metric 
d over block k where 
j (X) --::: Vk (Wk '(X) ,9 (Wk '(X») , 
g is the original image greyscale values and ý is the approximation. Solving 
o9d(g, ý) 
-': ý 0 Vi Ik aaýk) 
2 
gives the BFT. They define various searching options for the BFT, defined before 
downsampling has occurred; that is, they assume that domain blocks are dxd 
while range blocks are 2d x 2d. A level zero search chooses the range block in 
the same position as the domain block. A level one search would include the 
four range blocks that intersect the domain block. A level two search would also 
include all range blocks that intersect those in level one and so on. The complexity 
options used, however, make the BFT unique. As it stands, such a limited search 
would severely degrade reconstructed image quality. Allowing higher order terms 
2 They are at Bath University, England. 
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in the BFT reduces the error while keeping encoding times low. At its most basic 
level (order zero), the BFT degrades to Jacquin's method[Jac90]. That is, the 
maps vkhave the form 
1"k (-17 7Yif) Sk *f+ 
tk 
- 
An order three complexity gives the maps the form 
14 (Xi Y) fa 
(k) 
x3+a 
(k) 
x2+a 
(k) 
x+b 
(k) 
y3+b 
(k) 
y2+b 
(k) 
321321Y+ Skf + tk- 
Note that there are no cross product terms (for example xy or x'y) so that calcu- 
lation is kept relatively simple. They recently [MW94] developed a proprietary re- 
construction algorithm, the Accurate Fractal Rendering A 1gorithm (AFRA) which 
remains unpublished at this time, specifically designed for use with the BFT. 
Barthel and Voye [BV94] modified the luminance transform to act in the fre- 
quency domain. They propose the following high-order luminanee transform. 
N-1 N-1 
A(g) = IDCT UU a(u, v) - G(u, v) + b(u, v) G(u, v) = DCT(g) 
(u=O 
V=o 
where DCT denotes the Discrete Cosine Transform and IDCT denotes the in- 
verse discrete cosine transform, N is the size of the blocks and g is the range block 
itself If the DCT of the domain block f is denoted by F(u, v), the spectrum of the 
domain block F (u, v) can be approximated by scaling of the spectrum of G (u, v). 
They conjecture that most blocks can be sufficiently well approximated by a low 
order transform, negating the risk of a bit-explosion due to the excessive number 
of parameters to be coded. Further to this, they propose modifying the luminance 
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transform so that it operates on a frequency domain partition. The luminance 
transform would then be expressed as 
(N-1 N-1 
ao. G(ulv)+b ifu=O, v=O Ak(-q)=IDCT UUa (u, v) - G(u, v) otherwise U=O V=O 
where a (u, v) = ai if (u, v) C R, i=11... I K. This permits their modified 
frequency domain luminance transformation to be used in a block splitting proce- 
dure. This is similar to quadtree partitioning, but if the top level block does not 
satisfy the effor condition, they only recode the sub-blocks which do not satisfy 
the error condition. In this way, they can achieve similar reconstruction results to 
quadtree partitioning but with fewer transfonn coefficients. 
f, *' I- 
kiiiaravi-Alkhansari and Huang [GAH94] use a combination of fractal coding and 
basis block projection. For each domain block, they generate three pools of range 
blocks thus 
i Higher Scale Adaptive Basis Blocks 
This pool is the standard range block pool from a normal fractal coder. 
That is, spatially averaged copies of the domain blocks, augmented by 
rotated and reflected versions. 
ii Same Scale Adaptive Basis Blocks 
This pool is generated by selecting regions of the image which are 
the same size as the domain blocks. These blocks, however, must 
be selected causally, that is they may only be selected from parts on 
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the image which have already been encoded. This pool may also be 
augmented by rotations and reflections. 
Fixed Basis Blocks 
This is a fixed pool of basis blocks that are known a priori to both the 
encoder and decoder. They need not be orthogonal or even complete. 
30 
The purpose of the fixed basis blocks is to allow the encoder to accurately encode 
a domain block that is dissimilar to any range block in the image. However, the 
lack of an orthogonality condition on the basis blocks appears to make the opti- 
mal solution for the coefficients of the basis blocks a difficult task. The authors 
offer two sub-optimal methods of calculating basis block coefficients. The first 
is to select the basis block most strongly correlated with the domain block, then 
orthogonalise the domain block with respect to the basis block and repeat until an 
error condition is satisfied or all basis blocks have been used. The second, more 
general method, is to do the same as the first method, but also orthogonalise all 
other basis blocks with respect to the most correlated. They also note that stan- 
dard fractal block coding, block transform coding and vector quantisation are all 
special cases of their proposed algorithm. As might be expected, their algorithm 
is expensive computationally. 
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2.3 Connection with Conventional Coding Methods 
Fractal image compression, in all its forms, can be seen as a mapping from im- 
age to image. Conventional predictive image coding [Jai89] is also defined as a 
mapping from image to image of the form 
f =Af +b (2.6) 
where A is a linear predictor matrix and b is the prediction error. In conventional 
linear prediction, A is a causal predictor. That is, A relies only on data previously 
coded to form its predictions. The prediction function is often modified on a per- 
pixel basis in order to obtain the best prediction at any point. Since it is causal, 
the same prediction operation can be perfonned at both the encoder and decoder 
and so the predictions generate no extra information. Most computation in con- 
ventional predictive coding is concentrated on encoding b, the prediction error, 
as compactly as possible. Prediction in this framework is usually on a per-pixel 
basis. Now, fractal image compression works in much the same way, although 
the prediction is applied to blocks and the predictor is modified on a per-block 
basis and consequently some data must be sent to encode the predictor parame- 
ters. The parameters in fractal coding determine the position and scale factor of 
the prediction. Re-writing equation 2.6 as 
Dj =A -R, + I: djkBk 
k 
(2.7) 
where Bk is a basis of the underlying space and the prediction is given by AjIý-, 
fractal image compression can be restated as a subset of conventional predictive 
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methods. 
Image data compression methods can be analysed from the viewpoint of the basis 
that they use to represent the data. The conventional linear predictive method, 
detailed above, trivially has a complete basis generated by the impulse values 
from the error term b in equation 2.6 or the error correction terms djkBk in equa- 
tion 2.7. What is the basis presented by conventional blockwise fractal compres- 
sion methods? Fractal compression proceeds via averaging, dyadic downsampling 
and shifting to form the prediction pool and addition of constant blocks to handle 
errors. The characteristics of the basis depend solely on the block size. If the 
block size is one pixel then, trivially, the system can encode any signal as a linear 
combination of impulses. In this case, the basis is (over) complete. If the block 
is the same size as the image , then, again trivially, the basis is constant. Fractal 
block coding lies somewhere between these two extremes. Figure 2.4 shows the 
construction of the basis inherent in I -D fractal coding. The basis is generated via 
the coding process, by the scaling of dyadically down-sampled blocks, followed 
by addition of a constant block. Figure 2.4(a) shows a piecewise constant signal 
on the interval [a, b]. Figure 2.4(b) shows the signal dyadically down-sampled 
and figure 2.4(c) shows these down-sampled blocks with a constant block added. 
Starting from a piecewise constant signal, the basis is generated by repeated down- 
sampling and shifting. However, for a given IFS approximation of a signal, only 
certain shifts are actually used. In general, therefore, the basis cannot be complete. 
As the process is iterated, the blocks will be repeatedly down-sampled, scaled and 
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Figure 2.4: The basis created by the fractal block coding scheme 
a (a) b 
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a constant block added. Now, since the scale factor used must be strictly less than 
unity, the constant value added cannot be identically zero. If it were, the energy 
in the blocks would decay to zero as the iteration progressed. This, in turn, would 
imply that all the allowed iterated function systems would, in the limit, iterate to 
zero. Hence, the constant block value cannot be identically zero and, therefore, 
arbitrary impulses cannot be represented. It follows that, given the basis generated 
by the fractal scheme, perfect reconstruction of an arbitrary signal is impossible, 
since the basis is not complete (and neither is its closure). This is obviously a ma- 
j or weakness of the conventional fractal block coding method: it cannot guarantee 
perfect reconstruction of an arbitrary image. As a concrete example, consider the 
signal f 1, - 1,1, - 1, ..., - 11. Any even length block in this sequence will av- 
erage to a piecewise constant block of value zero. The addition of any constant 
block will obviously be unable to reproduce the original sequence, and the clos- 
est approximation to the block f 1, - 1,1, -11 is given by 10,0,0,0 1. To remedy 
this defect, it would obviously be possible to augment the constant by a vector set 
which is complete on the block, such as the discrete cosine transform. Is there a 
natural basis set for this purpose? 
Consider a fractal block transform of the form 
f (x) = af (- - k) +e (x). (2.8) 2 
Assuming that fcL2, this can be expressed as 
Z fij Oi, j (x) =aE fij bi, j (x - k) +e (x) (2.9) 
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where Oij is some suitable orthogonal basis of LI. Now, defineoij to be 
oij = O(x - j2') (2.10) 2i 
which, if k' =Q 
2i 
, implies 
Oij 0 
2 
0 
xI 
2i 
X 
2i+l 
x 
2i+l 
x 
2i+l 
, i+i), (i 
- j2' (2.11) 
k 
2i _ j2' 
k22i 
_ j2' 22*- 
- 2'(j + k» 
+k) 
(X) 
- 
Substituting (2.11) into (2.9) gives 
fi, jei, i (X) aZ fi, jý)(i+1), (j+k) (X) + e(X) (2.12) 
= Ce Z f(i-1), (j-k)ý)i, i (X) + e-(X) 
Therefore, 
fij : -- af(i-1), (j-k) + ei, j (2.13) 
This states that, if the basis generated by equation 2.10 is used, the coefficients 
of fi should be predicted from the coefficients of fi- I by the fractal block coding 
algorithm. Furthermore, if the basis f Oij I is an orthonormal one, then the scale 
spaces fi are all orthonormal. Thus, the error coefficients eij are orthogonal for 
each i. This treatment does, however, require that the shift, k' is a multiple of 2 2i . 
This restriction does not practically challenge the validity of the argument due to 
the shift invariance and stationarity of the data. The next section makes rigorous 
the construction and properties of the basis Oij. 
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The Fourier Transform method is a well known tool for signal analysis. The 
Fourier Transform expresses any square integrable 27r periodic function on L2 QO, 27r] 
as the projection of it onto the orthonon-nal basis 
= eznx Wn 
(X) 
However, if w(x) = e'x then w,, = w(nx). Hence, the orthonormal basis jwn I is 
actually the set of integer dilates of the single function w. Note that 
w (x) = e` = cos x+% sin x. 
A remarkable fact about the Fourier Transform is that this is the only function 
required to generate all 27r periodic square integrable functions. One problem 
with the Fourier transform is that of locality. Fourier basis functions are localised 
only in frequency, not in time. This implies that any errors in the Fourier transform 
coefficients will produce errors that are localised in frequency, but which spread 
throughout the whole time domain. This property is one which has adverse effects 
on image coding schemes. A transform which has basis functions localised in both 
frequency and time would be preferable [Wil87]. 
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The space L2 (R) is practically more useful than L2 QO, 27]) [Ma189]. Functions 
in L2 (R) satisfy the following condition 
f (X) 12 dx < oo. 
-00 
Since every function in L'(R) must decay to zero at ±oo, the Fourier basis func- 
tions w., which are sinusoids, are not in LI (R). A synonym for sinusoids is waves 
and if it is required that waves generate L2 (R), they must decay very quickly to 
zero (for all practical purposes). Hence, small waves or wavelets are needed to 
generate L2 (R). As in the Fourier Transform case, the wavelets should ideally 
be generated by one function. However, if the wavelets must decay to zero, the 
function dilates must be translated along R by integral shifts in order to cover R. 
Given a mother wavelet 0E L2 (R) of unit energy, then all the translated dilates 
ýbi, k (X) - 
2i/2,0 (2ix - k) , j, kCZ 
also have unit energy. 
Definition 2.4.1 (Wavelet) Afunction 0EL2(, R) is called a wavelet ifthefamily 
f Oj, kI defined by 
Oj, k (X) = 
2i/ 2 ý) (2ix - k) , j, kCZ 
is an orthonormal basis of L'(R). That is 
ýbj, k i 
01, 
m > 
6j, l 6k, m i j, k, 1, mcZ 
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where 
61 ifj -k 
j, 0 otherwise 
Then, every fEL2 (R) can be written as 
00 
Cj, k0j, k(X)- (2.14) 
j, k=-oo 
The series representation of f in 2.14 is called the wavelet series of f and is anal- 
ogous to the Fourier series of a function. Similarly, the integral wavelet transform 
[Chu92] may be defined, analogous to the continuous Fourier Transform as 
(W, pf)(b, a) = lal f (X), b 
(x -b ) dx, 
00 a 
CL 2 (R). 
Wavelets are localised both in frequency (scale) by dilations and in time by trans- 
lations. Errors in the coefficients will produce errors which are localised in both 
frequency and time, unlike the Fourier transform as detailed in section 2.4. 
2.4.2 The Discrete Wavelet Transform 
The continuous wavelet transform is a useful theoretical tool, but image process- 
ing deals with sampled images, Le discrete values. A simple and fast method of 
calculating the wavelet coefficients of a signal is required. Daubechies [Dau88] 
defines the I -D discrete wavelet transform in terms of a pair of quadrature mirror 
filters (QMF pairs) [Dau92] [AH92]. If jg,, j is a sequence that is generated by 
sampling the mother wavelet 0, then g will be a high pass filter. The mirror filter 
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of this is f hnI, given by the relation g,,, = The discrete wavelet 
transform is then defined in terms of successive filtering and dyadic downsam- 
pling. 
c khkC'- (2n - k) 
dt n Ek -qkC'- 2n - k) 
where O(n) =f (n) is the original signal and the wavelet transform coefficients 
consist of f d' 1. For reconstruction, it is usual to zero pad the data with 2i -I n 
zeros at level i. Defining a family of filters jh' I given by n 
h' 
h,, if k= 2'n 
k0 otherwise 
and letting f'(n) and e'(n) be the zero padded data at level i, then the reconstruc- 
tion from level i to level i-1 is given by 
h'-lf'(n - k) + 1: g'-le'(n - k -k 
kk 
The path from the I -dimensional transform to the 2 dimensional version is sim- 
ple. With the correct filters, the above definition of the discrete wavelet transfonn 
becomes separable in 2 dimensions. That is, the I dimensional wavelet transform 
may be performed on the rows, followed by the columns. 
Figure 2.5 shows the process of a2 dimensional wavelet decomposition. Fig- 
ure 2.6 is the corresponding reconstruction process. 
In her landmark paper, Daubechies [Dau88] developed a set of filters for orthonor- 
mal, compactly supported wavelets of differing sizes. These particular wavelet 
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Figure 2.5: Block diagram of a2 dimensional wavelet decomposition 
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Figure 2.6: Block diagram of a2 dimensional wavelet reconstruction 
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bases are ideal for block-wise image processing techniques since the orthonor- 
mality condition assures easy computation, while the compact support reduces 
the boundary artifacts at block edges. The filters defined in [Dau88] and used 
throughout this thesis will be denoted by DAUBn or Dn where n is the number 
of taps of the filter. 
It is worth noting here that since the wavelet transform is a bounded linear op- 
erator, it preserves the norm on its underlying space. Hence, for the purposes of 
image coding, it may be assumed that the L' norm will be preserved across the 
wavelet transform. That is, IID, - D2112 ýý JJW(Dj) - W(D2)112where W is the 
wavelet transfon-n. 
2.4.3 Multiresolution Analysis 
The notion of a multiresolution analysis is to denote a function fE L'(R) as 
the limit of successive approximations of f. The approximations are smoothed by 
successively more concentrated smoothing functions and thus each approximation 
is on a different scale or resolution. A multiresolution analysis actually consists 
of a family of nested, closed subspaces V,, c L2 (R) 7mE Zý 
.. C V-2 C V-1 C VO C Vl C V2 C- (2.15) 
such that 
n vm = to (2.16) MEZ 
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and 
U V, =L 
2(R) 
MEZ 
and 
f (2. ) E V,,, -,. 
43 
(2.17) 
(2.18) 
Define Wi = Vi+, \Vi. Then Vi+1 = Vi (D Wi. A function fE L'(R) can be 
approximated arbitrarily well by projections, Pif, into the subspaces Vi ( from 
equation 2.17 ). Also, by equation 2.16, as i ---ý -oc, the energy of the projections 
Pif becomes arbitrarily small. Now, define 
Oi, k (X) = 220(2ix - k) . 
(2.19) 
Assume the subspace VO is generated by a single function 0EL2 (R) in the sense 
that f 00, k, kE ZI is a Riesz basis of VO. For a set f Ok I to be a Reisz (uncondi- 
tional) basis, there must exist A, BcR, 0<A<B< oo such that 
2 
00 
All jCkj 112 < Ck Ok BIJ jCkj 112 (2.20) 
k=-oc 
for all bi-infinite sequences jCkj E 12. Then, all the subspaces Vj are generated 
by the same 0 in the sense that f Oi, k, kE ZI is a basis of Vj (by equation 2.18). 
Now, as j -ý -oc, the Reisz basis functions 10j, k, kE ZI have decreasing fre- 
quency. Therefore, the detail removed by moving from Vj to Vj_j must be stored 
in the complementary subspace Wj. Thus, the multiresolution analysis model of 
the wavelet transform decomposition is directly interchangeable with the high- 
pass/lowpass model shown in section 2.4.2. 
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4500 
4000 
3500 
3000 
2500 
c CD 
(T 2 
LL 2000 
1500 
1000 
500 
0L 
0 50 100 150 200 250 300 
Greyscale Value 
Figure 2.7: Histogram of raw data of Lena image 
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The wavelet transform is a decorrelating transform. That is, it reduces the corre- 
lation between pixels within a neighbourhood, thereby paving the way for more 
efficient compression of the resultant data. Figures 2.7 and 2.8 show the effect 
of a wavelet transform on an image histogram. Figure 2.7 shows the original his- 
togram of the Lena 512 x 512 pixel image and figure 2.8 shows the histogram 
of the wavelet transform coefficients. The energy compaction properties of the 
wavelet transform are apparent from this figure. 
Most, if not all, transform coding methods employ a decorrelating transform, and 
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Figure 2.8: Histogram of wavelet transform coefficients of Lena image decom- 
posed to 5 levels 
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the wavelet transfon-n is very similar in this respect. What the wavelet transform 
does, in addition to the decorrelation of the data, is to give a multiresolution rep- 
resentation of the data in the horizontal, vertical and diagonal directions ( thepre- 
ferred orientations ). Figure 2.9 shows a typical wavelet decomposition to three 
levels, shown as absolute value to give a better view of the data. 
By inspection, it is obvious that the wavelet transform does indeed attempt to 
separate the detail at a given scale into the preferred orientations. However, due 
to the restricted number of detail bands the orientation selectivity of the wavelet 
transform is not as tight as may be desired. A method for improving the orienta- 
tion selectivity will be detailed later. Self-similarity is evident in figure 2.9 - the 
wavelet bands at different scales are very similar. This demonstrates the connec- 
tion between wavelet and fractal descriptions of image data. 
2.6 Wavelet Transform Coding Methods 
Wavelet transform coding has been prevalent in research circles since its intro- 
duction in [ABMD92]. These authors used a simple separable wavelet decompo- 
sition, and then coded the resulting coefficients using a vector quantizer with a 
multiresolution codebook, generated from a suitable sample of images. A mul- 
tiresolution codebook is an amalgamation of many sub-codebooks. Once an im- 
age is decomposed via the wavelet transform, each directional (horizontal, verti- 
cal, diagonal) sub-band at each level has a codebook generated for it. This method, 
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Figure 2.9: A 3-level wavelet decomposition of the Lena image using the D8 filter 
(absolute value) 
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it is argued by the authors, results in a more optimal codebook than a global one. 
Indeed, it is known that using a global codebook for vector quantization smooths 
high frequency features, such as edges and textures. Using a codebook gener- 
ated on each individual wavelet sub-band results in vectors that suit the edge arti- 
facts encountered there much better. Also, the resulting sub-codebooks are much 
smaller and perform better than the global codebook on their particular sub-band. 
The authors limit the search for each vector to be coded to the appropriate sub- 
codebook. That is, if a vector to be coded is taken from wavelet subband (r, d) 
then only the sub-codebook generated on subband (r, d) will be searched. The 
sub-codebooks are generated and optimized using the Linde-Buzo-Gray method, 
described in [LBG80]. Finally, a bit allocation scheme is employed, based on the 
relative visual importance of each sub-band. The authors, however, do not con- 
centrate on obtaining the lowest possible bit rate. Instead, they provide an insight 
into the effects that different filter designs have on the signal-to-noise ratio of a 
coded image at a given bit rate. 
The benchmark for wavelet transform coding algorithms remains Shapiro's em- 
bedded zerotree method [Sha93]. In this paper, Shapiro presented a new data 
structure called the zerotree which is very similar to the classic quadtree structure. 
Consider the coefficient tree shown in figure 2.10. The coefficient at the coarsest 
scale has children at each finer scale as shown in the figure, creating the quadtree 
structure. The zerotree is really a very simple structure, consisting of four symbols 
Zerotree root 
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Figure 2.10: Parent-Child relationships of coefficients in a wavelet decomposition 
e Isolated Zero 
o Positive Significant 
9 Negative Significant 
A threshold, T, is chosen and then each coefficient, x, is classified as significant if 
xI>T and insignificant if IxI<T. The positive and negative significant symbols 
indicate that the wavelet coefficient at that position is significant with respect to T 
and with the appropriate sign. The isolated zero symbol is used to encode the fact 
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that the current wavelet coefficient is insignificant, although some of its children 
are not. The zerotree root symbol means that this coefficient and all its children 
are insignificant. Obviously, at the bottom level of the wavelet decomposition (the 
highest frequency bands), a coefficient has no children. In this case, the zerotree 
root symbol is not used, and the semantics of the significant symbols change. 
The alphabet for encoding the map is reduced to two symbols; namely significant 
and insignificant. The zerotree is used to code a significance map of wavelet 
coefficients. Only coefficients with a non-zero entry in the significance map are 
actually sent. This can reduce the bitrate immensely if the wavelet decomposition 
significance map contains many zerotree root symbols. Shapiro's zerotree encoder 
exploits a basic notion of image self-similarity, much as standard fractal coding 
does. However, Shapiro's method concentrates on the inter-level similarity of 
insignificant data. This, in turn, represents the insignificant data at different scales 
in the original image, hence the self-similarity argument. In the next chapter, the 
connection between wavelets and self-similarity will be exploited in the design of 
a still image coder. 
2.7 Summary 
This chapter has introduced the concept of fractal image coding using iterated 
fimctions systems. The main problem, from an image coding standpoint, is that it 
has been shown that it is impossible for a fractal image coder to achieve perfect 
reconstruction of an arbitrary signal. An analysis of the basis generated by the 
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fractal method related the basis to that generated by the wavelet transform using 
quadrature mirror filters. Comparisons drawn between fractal and wavelet meth- 
ods demonstrate the multiresolution nature of both. Combining the two methods 
into an image coding algorithm is the obvious next step. 
Chapter 3 
Exploiting Fractal Compression in 
the Wavelet Domain 
Both fractal block coding and wavelet transform coding rely on the symmetries 
inherent in image data. As discussed in the previous chapter, the wavelet basis 
is a more natural basis for the fractal method than the one generated by dyadic 
downsampling and the addition of constant blocks. It seems, therefore, natural to 
attempt to unify the two disparate strategies. 
3.1 A predictive wavelet transform coder 
The method presented here can be seen as a predictive coder, operating in the 
wavelet domain. Blocks of data representing larger scales are used to predict those 
at smaller scales [Tod89]. The method is a recursive one, performed one wavelet 
level at a time, in which the preferred orientation bands are treated together. 
52 
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Algorithm Description 
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The image to be coded is decomposed by the wavelet transform to a given level, 
say 1, known as the base level. The first level to be approximated, called the do- 
main level, is then d<1. Then, the range level is the level from which the domain 
level shall be approximated, that is r -- d+ 1. The construction of the relevant lev- 
els is shown in Figure 3.1, where 1-5, d=2, r=3. Levels from 1 through r are 
quantized using a linear quantizer for the highpass coefficients. A separate quan- 
tizer is used for the lowpass coefficients at the highest level, since the statistics 
of the data are sufficiently different. In the spirit of equation 2.13, the quantized 
approximation is used as the range level of coefficients to reduce errors at the de- 
coder. Each of the bands in the domain level is partitioned into non-overlapping 
domain blocks. Let f DYL 1, f DýI, I and JVIH I be the domain blocks from each SZZ 
subband. For each domain block set IDYL, D LH ,D 
HH 1, a corresponding range 2ii 
block set f RYL, R 
LH 
, 
RYHj must be found which minimizes the error 2iZ 
I HL HL112 + LH_ ^LH112+ HH _ 
^HH IDT - 
bi JjDj Di JjDj Di 112 (3.1) 
where 
N= ti (ai - (3.2) 
f? i is a nonnalised range block, 
ÜHH HH >+< ÜHL HL >+< ÜýH LH > Dt Di 
ai (3.3) Üff H fiHH >+< fiHL jýHL >+< 
LH fiLH 
23Z212 Ri ,i> 
and I tj I is the dihedral group of the square, i. e. combinations of rotations b1 y2 
and flips around the mid-point axes. Hence, the blocks from the three subbands 
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Figure 3.1: Construction for the fractal wavelet coder 
predict predict 
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are scaled by the same factor. 
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Since an orthogonal wavelet transform is used, the subbands are all orthogonal. 
Hence, no iteration of the fractal block maps is required, since any errors will be 
orthogonal to the approximation. Since there will be no iteration of the maps in 
the decoding process, the value of ozi is unconstrained. Given a domain block size 
Sd and search radius J, define the search region as the subset of the subband I 
given by Qx- 6s8d, X+ 60d] X [Y - 60d7 Y+6, SdD n 1. A spiral search from 
the centre of the search region is used to address the range blocks. Obviously, a 
method which performs no searching is also possible. This method constrains the 
maps so that each range block R-ýY (XEI HH, HL, LH is in the same relative 
position, but in different subbands. The reasoning behind this is that if two blocks 
are similar, then their horizontal, vertical and diagonal components must also be 
similar. 
This process is then repeated on successive levels of the wavelet decomposition. 
The approximation of the domain level generated by the coder thus becomes the 
range coefficients for the next level. Separate affine map coefficients are generated 
between levels, up to level 1. 
3.1.2 Handling Prediction Errors 
The coder attempts to extrapolate a block in the range level to a block in the 
domain level in each subband. However, if a range block which provides an ade- 
3.1 A predictive wavelet transform coder 56 
quate approximation cannot be found, the block error will be large. To overcome 
this, block projection is performed after the inter-level prediction to reduce er- 
rors, in the same vein as Huang and Gharavi-Alkhansari [GAH94]. This method, 
however, is simpler, since it is based on the Karhunen-Loeve transform. Dur- 
ing a training phase, each error block arising from the prediction across levels is 
stored, along with all its symmetries. The process is repeated across a range of 
images and the symmetrized error vectors are accumulated. The Karhunen-Loeve 
transform is then applied to the symmetrized error vectors produced during the 
prediction phases, producing an orthonormal basis of the error population. Since 
the population contains symmetrized vectors, the resultant basis vectors are all 
symmetric. Prediction errors are now handled simply by projecting any errors 
onto the orthonormal basis generated from the Karhunen-Loeve transform. 
3.1.3 The Karhunen-Loeve transform 
Consider a population of random vectors of the form 
XI 
X (3.4) 
Xn 
Defining m,, =9 (x) as the mean of x and the covariance matrix 
=E 
ý(X 
- mx) 
(X 
- mx)TI (3.5) cx 
where T denotes vector transposition and E (-) denotes expectation. For M vectors 
taken from a random population, the mean vector and covariance matrix can be 
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approximated by the sample averages 
M 
fmx mE 
Xk (3.6) 
k=l 
and 
XT xT 
Cx Xk k- rn. mx (3.7) M 
k=l 
Now, Q, is a real, symmetric nxn matrix. As such, it is guaranteed that a set of n 
orthonormal eigenvectors, is always calculable [Ner69]. Order the eigenvalues of 
C, I Ail, in decreasing value and define row i of a matrix, A, to be the eigenvector 
associated with eigenvalue Ai. Then, the Karhunen-Loeve transform is defined 
([GW92]) as 
A(x - mx) (3.8) 
The vectors y are then uncorrelated and have zero mean. However, for this appli- 
cation, only the eigenvectors of the covariance matrix, C', are required, since they 
form an orthonon-nal basis of the underlying population. Threshold coding using 
a4x4 KLT is used to code the prediction errors. 
3.1.4 Entropy Coding 
The parameter sets that describe the blockwise maps and the basis projection co- 
efficients are linearly quantized and entropy coded. A rate value determines how 
many bins the quantizer uses and how many symbols the arithmetic coder can 
encode. Figure 3.2 shows a block diagram of the hybrid coder. 
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Figure 3.2: Block diagram of the hybrid image coder 
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The goal of entropy coding is to reduce the number of bits required to encode a 
symbol, hence providing compression. Arithmetic coding, pioneered by Lang- 
don [Lan84] and popularised by Witten, Neal and Cleary [V*TNC87], is based on 
the statistical properties of the signal. For example, if we have a symbol with 
probability of 123/456 of occurring, the goal of the arithmetic coder would be 
to code the symbol in-1092(123/456) bits. There are many types of arithmetic 
coder, both adaptive and non-adaptive. The simplest adaptive case is the order 
zero model. This model generates the cumulative probabilities of symbols on 
the input stream. Other models include higher order models (i. e. those that pre- 
dict probabilities over more than I symbol) and other, more complicated models. 
Williams [Wil9l] provides a good overview of the subject. Progression of the 
arithmetic coder can be seen as a recursive sub-division of the interval [0,1] on 
the real line. Thus, a string of source symbols is represented by an arbitrary pre- 
cision binary fraction. This obviously leads to several Problems, including range 
resolution and underflow. There are many solutions to these problems and, again, 
Williams [Wil9l ] provides a good overview. 
The arithmetic coder used in this thesis uses tables to accrue the cumulative statis- 
tics of the source. The adaptive nature of the arithmetic coder is provided by 
a simple counting argument to update the cumulative probabilities after coding 
each source symbol. 
Each stream of data (e. g. the quantized scale factors, the basis coefficients etc. ) 
is encoded by a different arithmetic coder, and streamed to separate files on disk. 
3.2 Orientation in Wavelet Subbands 60 
This allows the arithmetic coders more accurately to model the statistics of each 
stream and allows for simple analysis of the resultant files. 
3.1.5 Reconstruction 
Reconstruction proceeds much the same as for conventional fractal coding. The 
lowpass and base level of the wavelet coefficients are decoded and the first set of 
fractal block maps is then applied to the base level. Any basis projection coeffi- 
cients are applied block-wise. The reconstructed level is then used as the domain 
for the next set of affine transforms. Note that, unlike conventional fractal com- 
pression, the fractal block maps are not iterated. An inverse wavelet transform 
from the base level reconstructs the original image. 
3.2 Orientation in Wavelet Subbands 
Assume that the wavelet decomposition has been performed on an image to a 
specific level. Label the transform coefficient bandsfLL, fLH, fHLand fHH at that 
level. Then the orientation of the pixel at position (x, y) in the LL band of the 
level below is approximated by 
fHH(XeY) fHH(XjY) 
(x, y) =: aretan 
2x (fLIL (X Y) +-22X (AH (X i Y) +22 
(fHL (X 
i Y) + 
fH H (X)Y) (AH (Xi Y) + 
fHH(XjY) 
22 
(3.9) 
The orientation estimate can be used further to reduce the size of the pool to be 
3.3 Rate Control 61 
searched. Since a set of isometries will be applied to the blocks, the orientation es- 
timates are normalized into a canonical orientation5 2 that lying in the interval 
[0, fl 
- 
The orientation of a block is then defined as the average of the orientations of the 
pixels within the block. Now, the orientation estimates are linearly quantized. If 
the orientation block map of the range level is precomputed before any prediction 
begins, the overhead of the orientation calculation for each domain block becomes 
negligible in the light of the error calculation required for each range block tested. 
The coder is modified so that the spiral search does not include blocks whose 
pre-computed orientation does not match that of the quantized domain block ori- 
entation. Furthermore, by not including these blocks, the distribution of search 
termination values will be compacted, thereby increasing efficacy of the entropy 
coder. Figure 3.3 and Figure 3.4 show the effect of not including blocks whose 
orientations do not match. 
3.3 Rate Control 
Rate control is provided in a variety of ways. The granularity of the quantizer used 
on the scale factor ai is the most obvious parameter for variation. The quantizer 
bin size used for the wavelet lowpass coefficients and the linear quantized levels 
also have a large impact on bit rate and reconstruction quality. The basis projection 
coefficients are also quantized and this quantizer granularity can again be varied 
to adjust overall bit rate and quality. Finally, the granularity of the orientation 
quantizer and the radius of the block search can be varied. In the following coding 
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Figure 3.3: Distribution of path positions when block orientations are not matched 
250 
200 
150 
c 
cr 2 
LL 
100 
50 
0 
0 
Path Length 
Figure 3A Distribution of path positions when block orientations are matched 
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runs, the ai and basis quantizers are controlled by a single rate parameter. The rate 
Parameter is scaled appropriately for each quantizer to give the required bin size. 
3.4 Results 
The coder was run against the Lena and Boats 512 x 512 images in 8-bit greyscale. 
A variety of configurations was tried, but only the best results are presented here 
for brevity. Experiments included cataloguing the effect that each parameter had 
on encoding time, reconstruction quality and bit rate. It was found that an ex- 
tensive spatial search increased perceived reconstruction quality slightly while 
increasing encoding time inordinately. The wavelet filter also had an effect on the 
reconstruction, although this was mainly in the subjective quality as opposed to 
numerical measures. 
The configuration of the coder was as follows 
* Orientation quantizer set to 4 bins 
* Spatial search radius set to 2 blocks 
*4x4 blocks 
* Begin prediction from level 4 and continue up to level 1 
Wavelet decomposed to 5 levels with the Daubechies 8 point filter [Dau88] 
e Low frequency wavelet quantizer rate value set to 64 
3.5 Conclusions 
Image Rate Value Rate (bpp) PSNR 
Lena 64 2.62 39.80 
Lena 128 1.64 38.28 
Lena 256 0.92 36.18 
Lena 512 0.53 34.04 
Lena 1024 0.32 31.52 
Lena 2048 0.20 29.06 
Lena 4096 0.14 27.12 
Boats 64 2.80 38.78 
Boats 128 1.81 37.58 
Boats 256 1.12 35.63 
Boats 512 0.69 32.94 
Boats 1024 0.43 29.94 
Boats 2048 0.27 27.17 
Boats 4096 0.18 25.17 
Table 3.1: Results for Predictive Wavelet Coder 
* Orientation-matched search 
64 
Table 3.1 shows the results for the simlations performed. Figure 3.5 shows the 
rate distortion curves for the Lena and Boats images. Reconstructions at various 
bit rates are shown in figures 3.6 and 3.7. 
3.5 Conclusions 
The coder presented in this chapter appears to work well at high to medium bit 
rates, in the range 3bpp to 0.25bpp. However, at lower bit rates, the artifacts 
become visually disturbing, for example as in figure 3.6(d) and 3.7(d). Orientation 
has been shown to be a good measure of the type of similarity between image 
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Figure 3.5: Rate-Distortion Curves for Predictive Wavelet Coder 
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patches [Tod89]. The link between fractal image coding and the wavelet basis has 
been made concrete by this image coding algorithm. 
However, the system does suffer from problems. In particular, the system is still 
asymmetric; that is, the encoding time is disproprtionately longer than the decod- 
ing time. Encoding times for the results presented here are of the order of 15 
minutes, whilst decoding times are approximately 20 seconds 12. Furthermore, 
the pool of blocks to predict from is severely limited by the spatial restriction on 
the search. It would be simple to construct an image for which the coder could 
not find a good approximation to a block within the specified spatial search region. 
1 Based on execution upon a Sun Ultra 1,143 MHz using no code optimizations. The machine 
was not fully quiescent while the test were being performed. 
2 Times given do not include the actual loading or saving of the image data. 
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Figure 3.7: Reconstructions of Boats image, coder configuration 1. (a) Origi- 
nal, (b) Rate = 64,2.80bppý 38.78dB, (c) Rate = 1024,0.43bpp, 29.94dB, (d) 
Rate = 4096,0.18bpp, 25.17dB 
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In this case, the coder would degenerate to a simple basis projection and would 
obviously perform poorly. 
Chapter 4 
Predictive Wavelet Image Coding 
Using an Oriented Transform 
As mentioned in section 2.5, the wavelet transform attempts to group image data 
into bands of oriented features at each scale. From the previous chapter, ori- 
entation is important in still image coding applications. The frequency domain 
tessellation in figure 4.1 shows the split into frequency bands provided by the 
conventional wavelet transform. The predictive coding scheme presented in chap- 
ter 3 requires a search of some sort in order to find the best block from which to 
predict. This search could be restricted without adversely affecting reconstruction 
quality by limiting the search to similar blocks. The metric of similarity could 
be arbitrarily defined, but grouping the blocks by orientation is a natural option. 
However, the conventional two dimensional wavelet transform does not provide 
sufficient resolution in orientation for this to be feasible. 
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In order to increase the orientation selectivity of the transform, it would be use- 
ful to increase the number of high-pass bands that the wavelet transform creates 
[CMW] [RV93]. This would, in turn, offer greater orientation selectivity within 
each band. Wilson and Spann [WS88] presented an invertible multiresolution 
transform which provides six orthogonal bandpass features at each scale. This 
was presented in the framework of image segmentation, where reconstruction is 
not important. Obviously, for image coding applications, perfect or near-perfect 
reconstruction is generally required. Treil, Mallat and Bajcsy [TMB89] present a 
slightly modified two dimensional dyadic wavelet decomposition in which there 
are four highpass bands. Consider the frequency domain tessellation shown in 
figure 4.1. This figure shows how the frequency spectrum is split by using QMF 
wavelet transform filters. The band L is the lowpass band while the bands 1, ... 13 
are the highpass bands in each preferred orientation. In [TMB89] the authors split 
the diagonal oriented band (3) into two. The split of the band is denoted by the 
T characters. This provides a small increase in the orientation selectivity of the 
transfonn. 
For the purposes of image compression, orthogonal wavelets are the preferred 
analysis tool since the wavelet sub-bands are then orthogonal. Obviously any 
orientation selectivity increasing modification should attempt to preserve as many 
desirable properties of the orthogonal wavelet transform as possible. The most 
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Figure 4.1: The spectrum tessellation using a conventional wavelet transfon-n 
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intuitive way of making the wavelet transform more orientation selective is further 
to decompose the high pass detail bands, and the most natural two dimensional 
sub-decomposition would be into four sub-bands, since the underlying sampling 
is dyadic. This is simple to achieve by frequency shifting the wavelet filters by ! I! 2 
before applying the transform to the highpass wavelet bands. Now, the resultant 
data will be complex valued [Bra86]. This results in an immediate problem. It is 
now apparently necessary to encode twice as much data as before. Indeed, with 
the standard construction of the quadrature mirror wavelet filter banks, there is 
no apparent, simple relationship between the resultant complex sub-bands. The 
construction of the filters needs to be modified in order to reduce the volume of 
data to be encoded. Given a wavelet filter h, the frequency shifted filter is given 
by 
n-1 hn =Z. hni 
where z= V"--I. As an analogue to the quadrature mirror filter, g, define 
g- 
where * denotes complex conjugation. Note that, unlike in the quadrature mirror 
filter construction, there is no time reversal of the filter. With this construction, 
the quadrature mirror filter property is replaced by simple hermitian symmetry 
[Bra86]. The application of these filters for the forward wavelet transform re- 
mains intact. The inverse transform, however, is affected since the anti-aliasing 
properties of the quadrature mirror filter construction no longer apply. The con- 
struction of the inverse filters will be covered later in this chapter. Applying these 
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Figure 4.2: A modified spectrum tessellation 
complex valued filters to the highpass bands produced by the real wavelet trans- 
form gives the frequency domain tessellation shown in figure 4.2. Here, the * 
represents complex conjugation. 
Figure 4.3 shows an FM test pattem decomposed by the complex wavelet trans- 
fon-n. The image is decomposed by the conventional (real) transform to one level 
and then further decomposed by the oriented transform. The colours in figure 4.3 
represent the complex phase of the values. 
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Figure 4.3: An FM test pattern decomposed by the complex wavelet transform. 
4.2 Filter Design Considerations 
Source Band Destination Band Spatial Operation 
1 2 Reflect about X axis 
2 4 Rotation by 1 4 
3 6 Rotation by E 4 
1 5 Rotation by E 4 
Table 4.1: Spatial relationships between complex wavelet subbands 
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Now, since each band represents data in a certain spatial direction, the data in 
one band may be related to that in another by simple spatial rotations. Table 4.1 
shows the relationships between the complex subbands. Bands 1,2,4 and 5 are 
related by appropriate rotations and reflections as are bands 3 and 6, and there 
are no relationships between the two groups. These symmetry properties can be 
exploited in the coder design. 
4.2 Filter Design Considerations 
As stated in section 4.1, the conjugate filter construction does not include a time 
reversal. As such, any perfect reconstruction properties of the filter will be lost, 
since the filter pair will no longer satisfy the conjugate mirror requirement [PM96], 
G(z) = 
In order to find the required inverse for a given filter, inversion of the transfonn 
matrix was used. The method of creating the analysis filters for the BIORTH 
family was based on a simple iterative band and index limiting [Wil97]. These 
filters do not satisfy perfect reconstruction, but the unquantized reconstruction 
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error is vanishingly small when compared to any coding errors. For reference, 
the filters detailed in tables 4.2,4.3,4.4 and 4.5 have been produced for use with 
the modified conjugate construction and are used throughout the remainder of this 
work. Note that the coefficients are presented before the filter has been shifted by 
7r as in equation 4.1. 2 
Note that the filters BIORTH610, BIORTH 18 10 and BIORTH 1022 all have sym- 
metric analysis filters. This should improve their performance around edges and 
reduce ringing artifacts. However, the filter BIORTH1810 analysis filter is 
longer than the synthesis filter, which may introduce undesirable visual artifacts 
in reconstruction. 
4.3 A Tree Structured Vector Quantizer 
The block coding algorithm presented in the previous chapter is much less com- 
putationally intensive than conventional fractal compression. However, the block 
search is restricted in order to increase speed, reducing the pool of available vec- 
tors. Furthermore, performing a mean square error test on each block is restrictive 
and a simpler, less expensive method would be preferable. In effect, the domain 
block pool is simply a set of vectors, which has to be searched to identify the 
nearest one to each range block. In other words, it is vector quantization (VQ). 
Building a history of previously encoded blocks should also reduce reconstruc- 
tion error, since the coder is given a more richly populated vector space to predict 
4.3 A Tree Structured Vector Quantizer 
Coefficient Index Filter Coefficient Inverse Coefficient 
1 0.2303778 -0.0007015 
2 0.7148465 -0.0004066 
3 0.6308807 0.0019766 
4 -0.0279837 -0.0017954 
5 -0.1870348 0.0080513 
6 0.0308413 -0.0021939 
7 0.0328830 -0.0291039 
8 -0-0105974 0.0248194 
9 0.0273771 
10 0.195855 
11 0.699447 
12 0.653228 
13 0 
14 -0.216112 
15 0 
16 0.0714978 
17 0 
18 -0.0236541 
19 0 
20 0.0078256 
21 0 
22 -0.0025890 
23 0 
24 0.0008565 
25 0 
26 -0.0002833 
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Table 4.2: Filter coefficients for DAUB8CONJ (inverse is shifted by 9 places) 
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Coefficient Index Filter Coefficient Inverse Coefficient 
1 0.0771225 -0.0058811 
2 -0.0647889 -0.0083333 
3 -0.6998960 0.0641735 
4 -0.6998960 -0.0763900 
5 -0.0647889 -0.7002490 
6 0.0771225 -0.7002490 
7 -0.0763900 
8 0.0641735 
9 -0.0083333 
10 -0.0058811 
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Table 4.3: Filter coefficients for BIORTH6 10 (inverse is shifted by 2 places) 
Coefficient Index Filter Coefficient Inverse Coefficient 
1 0.0017493 -0.0022409 
2 0 0.0046486 
3 -0.0082112 -0.0092404 
4 0 0.1684570 
5 0.0384498 0.6866660 
6 0.0024626 0.6866660 
7 -0.1771298 0.1684570 
8 0.0085573 -0.0092404 
9 0.7237818 0.0046486 
10 0.7237818 -0.0022409 
11 0.0085573 
12 -0.1771298 
13 0.0024626 
14 0.0384498 
15 0 
16 -0.0082112 
17 0 
18 0.0017493 
Table 4A Filter coefficients for BIORTH 18 10 (inverse is shifted by 4 places) 
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Coefficient Index Filter Coefficient Inverse Coefficient 
1 0.0521846 -0.0016230 
2 -0.0139157 0 
3 -0.113931 0.0052149 
4 0.177472 0 
5 0.67276 -0.0167076 
6 0.67276 -0.014554 
7 0.177472 0.0542312 
8 -0.113931 -0.0259158 
9 -0.0139157 -0.16489 
10 0.0521846 0.133683 
11 0.675275 
12 0.675275 
13 0.133683 
14 -0.16489 
15 -0.0259158 
16 0.0542312 
17 -0.014554 
18 -0.0167076 
19 0 
20 0.0052149 
21 0 
22 -0.0016230 
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Table 4.5: Filter coefficients for BIORTH 1022 (inverse is shifted by 6 places) 
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from. Vector Quantization is a common method of providing lossy data compres- 
sion. A conventional vector quantizer works by providing a codebook of vectors 
which is used to approximate input vectors. The main problem with general VQ 
methods is that they are highly computationally intensive. One method of over- 
coming this is to structure the quantizer. A particular example of this subclass is 
the tree structured vector quantizer. There have been some attempts to generate 
Tree Structured Vector Quantizers [PC94] [BPL95]. These, however, work in an 
off-line manner (all the data must be present when the tree is built) or impose 
some condition on the source. For the present application, an incremental method 
is desirable. Using a tree structured vector quantizer, the pool of previously en- 
coded blocks can be structured on-line and searched quickly. This is achieved by 
combining a simple on-line tree-growing algorithm with restructuring of the tree, 
using a modified form of the Linde-Buzo-Gray (LBG) [LBG80] algorithm. 
Consider, therefore, a set of data in the Euclidean k-space, f xi :i=0, ---, k- 
11 C Rk . Assuming k>2, it is possible to partition the data into two clusters, C, 
and C2, separated by a decision hyperplane, defined by 
fxi c R': JjXi - A111' = JjXi - A2 1121 (4.2) 
where p, andP2are the centroids of the clusters, as shown in Figure 4.4. The tree 
is based on the recursive application of this partitioning. 
Expanding the condition in equation 4.2 
lixi 
- I-Lill 
2 
---::: 
II Xi - A2 
112 (4.3) 
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Figure 4A A partition of data into two clusters and the associated decision 'hy- 
perplane' (represented by the line) 
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gives us 
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TTT 
xi (A2 - Al) -"::: 92 A2 - Al Al (4.4) 
TT Hence, P2 is the direction of the decision hyperplane nonnal andA2 A2 - YJ Al 
is the distance along the nonnal to the point of intersection with the hyperplane 
= ItT _pTIL, EE itself For ease of notation, define zAr == P2 - /11 E R' and aAr 2 P2 1 
at node jV. 
Each node, M, in the tree structured vector quantizer will contain pointers to its 
child and parent nodes, the pair (zv, ajV) defined above, a data vector, r'V, a dis- 
tortion measure, dM, and the number of nodes in the immediate subtree (the usage 
count), njV. The distortion measure will be used for variable rate coding, and is 
an average of the distortions of the child nodes. 
Given a new vector, x, it is a simple to decide which cluster the vector should lie 
in, without calculating the mean square error between the new vector and each 
of the cluster centroids. All that is required is to calculate the value of 2x T ZA(- 
Obviously, 
2T xT. zv < av if xEC, (4.5) 
2x zv>av ifxEC2 
with an arbitrary choice being made if equality occurs. 
All dichotomies down a particular path are evaluated until a leaf node is reached. 
As each node is passed, its average distortion dV is updated by the following 
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simple counting argument 
dy - 
(dy x nv) +d (x, rv) (4.6) 
n, v +1 
follwed by an increment of nv. 
Once a leaf node has been reached, a comparison is made to see if the vector to 
be added is already present in the leaf node (or is sufficiently close to the vector 
stored in the leaf node). If it is, the usage count of the leaf is incremented and 
no more is done. Otherwise, two child nodes are spawned from the old leaf node. 
One of these has the data from the old leaf copied down and the other has the new 
data placed in it. The average distortion between the old leaf node and the two 
new children is then calculated and stored in the old leaf node, followed by the 
hyperplane normal direction and intersection point. It is worth noting that if the 
old leaf has a usage count greater than one, this is copied down to the duplicate 
child node. 
In summary, adding a vector to the tree proceeds in the following way. 
o If the tree is empty 
- Create new root node containing the supplied data. Nothing more is 
done. 
e If the tree is non-empty 
- At each node, evaluate 2x T zV to decide which path to follow. Update 
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the paramaters in each node passed by equation 4.6. Repeat until a 
leaf node is reached. 
- At the leaf node, check if d(x, zv) < T, for some threshold, T. If so, 
increase the usage count of the node and finish 
- If d(x, zv) > T, create two nodes subordinate to M. Copy the datum 
and other parameters from node Ar to the right hand node and place 
the new datum in the left hand node. 
- Re-calculate the hyperplane parameters for node. /V 
Since the separating hyperplanes are fixed by their placement between the first 
two vectors subordinate to a node, it is quite likely that the tree will become un- 
balanced. To combat this, a method for restructuring subtrees has been designed, 
based on the Linde-Buzo-Gray vector quantizer design algorithm [LBG80]. 
4.3.1 The Linde-Buzo-Gray Vector Quantizer Design Algorithm 
The LBG algorithm for vector quantizer design [LBG80] is used to design near- 
optimal block quantizers with a given number of representative vectors. The quan- 
tizer is trained by a sequence of training data, usually taken to be representative 
of the population that the quantizer must encode. The algorithm produces an op- 
timum partition of the training set. This is simply extended into an n-dimensional 
optimum partition of Euclidean n-space by the nearest neighbour rule. 
Given N, the number of representative vectors in the final quantizer, a training 
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sequence f xj :j=0, ..., n- 11, n>N, and an error threshold c>0, the 
algorithm proceeds as follows 
o Initialisation 
- Given f xj 1, set Ao (1) = ,t where t is the centroid of the training 
sequence. 
- Given Ao (M), containing M vectors, perturb each vector in the set by 
a small, fixed vector, v. So, each yj E Ao (M) is replaced by the two 
vectors jyj + v, yj - vj (z- Ao(2M). Set M=2M. 
- Repeat previous step until M>N. Then, the resultant set Ao (N) is 
the initial set to which the partitioning algorithm is applied. 
e Partitioning 
- Given 
A,,,, find the minimum distortion partition -P(Am) = jCj :i 
11 ... ) NJ of the training set by assigning each vector xj to a cluster 
Ci using the rule 
xj C- Ci ý* llxj - yill <- llxj - Y111vl- (4.7) 
- Calculate the average distortion 
1 n-1 
Dm =Z min llxj, yll. (4.8) n j=O ycÄm 
If D, -j-D, <c stop with A,,, as the final set of representative vectors. D, 
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- Re-estimate the centroids of the clusters f Cil. Set 
A,,, +, =f Oi :i= 
1) 1 NJ. Set m -- rn + 1. Repeat the partitioning step. 
4.3.2 Restructuring an Unbalanced Tree 
Before a restructure is performed, it must first be decided where (or if) the tree 
is actually unbalanced. Since the usage count in any node represents the number 
of leaf data nodes below it, a comparison of usage counts of sibling nodes is an 
appropriate measure of how unbalanced the subtree is. Note that the root node 
usage count is the total number of leaf node data vectors in the subtree. 
A recursive traversal down the tree is performed from the root. At any point, 
nRoot, nLef t, nRight the usage counts in the subtree root node and the current left 
and right child nodes are known and it is simple to calculate PR and PL 
PL ý 1092 
nRoot 
(4.9) 
(nLeft) 
PR ---::: 
1092 
nRoot 
(4.10) 
(nRight 
(4.11) 
and so 
PR - PL -::::: 
1092 
nLef t (4.12) 
(nRight )- 
A subtree is deemed unbalanced if JPR - PL I>0.5. Once an unbalanced subtree 
is found, the leaf data are extracted and the subtree is deleted. The subtree root 
data value is set to the centroid of all the leaf data. Then, the LBG algorithm is 
4.3 A Tree Structured Vector Quantizer 87 
run on the leaf data to produce two cluster centroids. These centroids are used as 
the data for the child nodes of the subtree root node. The separating hyperplane 
is calculated and its normal vector and intersection point are stored in the subtree 
root. The application of the LBG algorithm implicitly generates two new subtree 
root nodes and two sets of leaf data nodes. These are the two sets of data that 
constitute the clusters generated by the algorithm. The procedure is applied recur- 
sively until only two data vectors remain. Then, a simple split is performed and 
the subtree is fully restructured. The final procedure in the restructure is to work 
back up the subtree to the subtree root in order to update the usage counts in each 
node. This is a simple by-product of the recursive nature of the procedure. 
4.3.3 Variable rate coding using the TSVQ 
The tree structured vector quantizer can be used to perform variable rate coding. 
The rate can be varied by either constraining the maximum number of bits used to 
encode a given vector or by a maximum mean square error per vector. Since each 
node contains both a representative vector and the average distortion between the 
vector in the current node and its children, a simple comparison will determine if 
either the mean square error distortion or the bit rate constraint has been reached. 
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Figure 4.5: One Dimensional Results for the TSVQ, a2= 1000 
4.3.4 Results 
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The tree-based quantizer was tested on several sets of random data drawn from 
Gaussian sources of variance a' in one dimension. The results are compared with 
(2ý2 ) 
the theoretical rateTd - 
11092 
and distortion d in figures 4.5 and 4.6. The 2d 
'Outside training set' data is the average over 10 runs, and matches the results 
when the data is taken from the training set. As can be seen, the Rate-Distortion 
perforniance of the quantizer follows the bound well, except at the highest distor- 
tions which require rates below I bit, which it cannot deliver. 
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Figure 4.6: One Dimensional Results for the TSVQ, a2= 200 
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4.4 An Oriented Wavelet Image Codint! Ah! orithm C7 CZY 
The oriented wavelet subband decomposition presented previously refines the ori- 
entation selectivity of the wavelet transform without increasing the volume of data 
produced. The tree structured vector quantizer gives a method of finding nearest- 
neighbour matches in logarithmic time. The two schemes appear to complement 
each other well and form the basis of a compression scheme which should be more 
efficient than that of the previous chapter. 
4.4 An Oriented Wavelet Image Coding Algorithm 
4.4.1 Algorithm Overview 
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The algorithm for the oriented wavelet subband coder is broadly similar to that of 
the predictive wavelet coder presented in Chapter 3. Figure 4.7 gives an algorithm 
description of the modified coder. Given the number of levels to decompose the 
image, n, and the level to predict from, c, the real wavelet transform is applied to 
decompose the image to n levels. The lowpass and the (n - c) lowest frequency 
highpass levels of the wavelet tree are then linearly quantized and encoded as in 
the original algorithm. The quantizer and arithmetic coder are again controlled by 
a rate parameter that specifies the quantizer bin size and the number of symbols 
that the arithmetic coder can encode. The oriented wavelet transforrn is then ap- 
plied to the quantized real wavelet data. The encoding process proceeds from one 
level to the next. It requires two wavelet coefficient levels, one to predict from and 
one to approximate. Given these levels, the algorithm begins by scanning the six 
complex-valued wavelet coefficient bands and extracting (possibly overlapping) 
blocks of data on a p-pixel grid. Any block whose energy is below a threshold 
is treated as noise and ignored. The coder implements two tree structured vec- 
tor quantizers, detailed earlier in this chapter. One is used for the horizontal and 
vertical derived complex bands and one for the diagonal derived complex bands. 
As suggested in section 4.1, the horizontal and vertical derived subbands are suf- 
ficiently related to allow one vector quantization tree to be used for them. The 
diagonal bands are not related to the others in any simple way and so are treated 
separately. The extracted blocks are added to the relevant tree structured vector 
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e Initialization 
- Real wavelet transfonn to n levels. 
- Linear quantize and entropy code levels c<1<n. 
- Oriented wavelet transform on levels 1 to c. 
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- Build the initial HV and D VQ trees from the quantized level c using 
mxm blocks. 
* For each level, 1=c-I to I 
- For each non overlapping mxm block on level I in each of the six 
oriented bands 
* Find the nearest matching block in the appropriate VQ tree. 
* Quantize the scale factor 
* If quantized scale factor is zero 
- Clear bit in context and encode a zero in the usable map 
stream 
* else 
Set bit in context and encode a one in the usable map stream 
Send the path down the VQ tree and entropy code the quan- 
tized scale factor 
- Add level 1 to the HV and D VQ trees. 
Figure 4.7: Algorithm Description of the Complex Wavelet Coder 
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quantizer, after being transfonned into a canonical orientation (relative to the ap- 
propriate tree) and normalized. The canonical orientations are taken, arbitrarily, 
as the orientation of band I for the HV tree and that of band 3 for the D tree. 
Since the tree structured vector quantizers are populated from data known to both 
the encoder and decoder, explicit transmission of the codebooks is avoided. The 
encoding process for a given level is simple. The six complex sub-bands are par- 
titioned into non-overlapping blocks, as in figure 4.8. The shaded bands are not 
coded and will be reconstructed using the hermitian symmetry property of the 
transform. The blocks from the same relative position in each of the six bands 
are encoded in turn. That is, for each band, block number 1 is encoded, followed 
by block number 2 and so on. The blocks are transformed into the canonical ori- 
entation of the appropriate vector quantizer tree and the tree is searched for the 
best matching vector. The search can be terminated by a maximum path length 
constraint, a minimum error constraint or by finding a leaf node. The constraints 
on maximum path length and minimum error are configuration parameters of the 
encoder. A simple inner product between the source vector and the vector found 
in the tree yields the scale factor. Associated with each block position is a six bit 
context value. The context consists of 'code/not code' decisions for each oriented 
wavelet subband. The 'code/not code' decision is based solely on the quantized 
scale factor: if the quantized scale factor is not zero, the appropriate bit is set in 
the context map and a one flag is sent to the decoder, indicating that parameters 
are present for this prediction. If the scale factor quantizes to zero, the appropriate 
bit in the context map is cleared and a zero flag is sent to the decoder. If the block 
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Figure 4.8: Tessellation of the oriented wavelet sub-bands 
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Figure 4.9: Parent/child relationship in the wavelet decomposition tree 
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is to be coded, the quantized scale factor and path down the VQ tree are coded by 
a context-weighted arithmetic coder. The context value is taken from the position 
of the parent block in the wavelet decomposition tree, as in figure 4.9. The con- 
text value is used internally by the arithmetic coder to switch probability tables. 
Since only the probability table referenced by the context value is updated during 
a symbol encoding operation, each table will adapt differently, depending on how 
the context is constructed. 
This context adaptation from the parent coefficient mimics Shapiro's zerotree cod- 
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ing [Sha931. For example, if the component coefficients are not coded at a position 
on level m, the child coefficients at level m-1 are unlikely to be coded. Thus, the 
probability distribution for the generated context will be heavily skewed towards 
zero, for both the scale factor and usable map coders. The relation to Shapiro's ze- 
rotree structure is obvious. Shapiro also postulates that if a coefficient at a given 
scale is zero, it is probable that all its descendant coefficients will also be zero. 
He encodes this decision with an explicit symbol to indicate an insignificant co- 
efficient tree root. The coder presented here, using the context adaptation, will 
implicitly adapt to this situation and send little or no information for the insignif- 
icant coefficient tree. 
4.4.2 The Coder Context 
Visual representations of the coder context are shown in figure 4.10 for both high 
and low bit rates, resulting from coding the Lena image. In the figures, which 
have been resized for ease of interpretation, a black pixel indicates that the block 
originating at that point was coded in at least one of the sub-bands, and white 
indicates that the block was ignored. Figures 4.1 O(a) and (b) show the context 
that results from encoding level 2 in the Lena image using fine (c = 16, q= 
810.315bpp, 30.26dB) and coarse (c = 64, q= 64,0.074bpp, 27-21dB) quantiz- 
ers. Figures 4.1 O(c) and (d) show similar results for level 1. At the high bit rates, 
more information is expended coding the higher frequency areas of the image, 
like the hair and feathers. At lower bit rates, it is obvious that these areas are 
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Figure 4.10: Visual representation of the final coder context. (a) Level 2, fine 
quantizers, (b) Level 2, coarse quantizers, (c) Level 1, fine quantizers, (d) Level 
I, coarse quantizers. Black indicates a decision to code the block at that position. 
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forgone for the more dominant features. Also, the quadtree/zerotree type struc- 
ture is demonstrated by these diagrams. If a block is not coded on level 2, it is 
rarely coded on level 1. The adaptive context used by this system appears to emu- 
late Shapiro's zerotree structure reasonably well and also agrees with the intuitive 
idea of scale invariance of edge features [ZM90]. 
4.4.3 Rate Control 
The oriented wavelet coder can be rate-controlled in a number of independent 
ways. The simplest and most obvious method for rate control is to alter the lin- 
ear quantizer bin size that is used to quantize the multiplicative scale factors of the 
vector quantizer entries. This is the rate control method used in most of the results 
presented here. Furthermore, since the vector quantizer is tree structured, it can 
perfon-n variable rate coding, as in section 4.3.3. It can code to a specified bit rate 
by limiting the tree traversal, effectively altering the vector quantizer codebook 
size, or to a specified error by using the average distortion value contained in each 
node. The quantizer used to scalar quantize the lower frequency wavelet coeffi- 
cients can also be varied as can the dimensionality of the vectors. The combined 
parameter space for the coder is far too large to explore fully, but a number of tests 
have been performed to identify useful values. 
4.5 Results 
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The complex subband predictive wavelet coder was applied to a variety of images, 
using a variety of wavelet filters and coding parameters. The results are presented 
in this section. The majority of the tests were performed on the Lena image with 
8-bit greyscale and 512 x 512 pixels, to investigate the effects of the wavelet filters 
used on the reconstruction error and bit rate. For comparison and completeness, 
certain coder configurations were tested on other images. Wall clock times for 
execution of the encoder and decoder are also given for each of the coder config- 
urations in seconds 1.2 
4.5.1 Configuration 1 
The encoder and decoder were configured as follows 
Base wavelet level 5 
* Start prediction from level 3 
* Block size is 4x4 
* Low-energy blocks are skipped 
* Pre-load phase uses a 2-pixel grid 
'Based on execution upon a Sun Ultra 1,143 Iýfflz using no code optimizations. The machine 
was not fully quiescent while the test were being performed. 
2 Times given do not include the actual loading or saving of the image data. 
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Figure 4.11: Results from coder configuration 1, very fine scale factor quantizer 
step size (q - 8) 
9 TSVQ is unconstrained 
The wavelet filters and quantizer granularity for the low frequency wavelet co- 
efficients, c, and VQ scale factors, q, are varied to alter the rate. The encoding 
and decoding times, in seconds, are denoted T, and Td respectively. The results 
are given in tables 4.6 to 4.9. Rate distortion curves comparing filters in various 
configurations are given in figures 4.11 to 4.15. Figure 4.16 shows the effect of 
different wavelet filters on reconstruction of the Lena image at a given approxi- 
mate bit rate. Figure 4.17 shows the Lena image coded at various bit rates using 
the DAUB8CONJ filter. Similar figures, graphs and reconstructions are shown 
for Boats and Barbara in the ensuing figures. 
DAUBBCONJ 
BIORTH610 
BIORTH1810 
.. 
WORTH1022 
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Wavelet Filter c q Rate (bpp) PSNR (dB) T, (secs) Td (secs) 
DAUB8CONJ 8 8 0.364 30.79 79 20 
DAUB8CONJ 16 8 0.315 30.26 78 21 
DAUB8CONJ 32 8 0.274 29.10 79 19 
DAUB8CONJ 64 8 0.244 27.35 76 17 
DAUB8CONJ 128 8 0.206 25.30 70 14 
DAUB8CONJ 8 16 0.269 30.74 71 18 
DAUB8CONJ 16 16 0.219 30.21 72 19 
DAUB8CONJ 32 16 0.177 29.06 69 17 
DAUB8CONJ 64 16 0.148 27.33 69 17 
DAUB8CONJ 128 16 0.119 25.29 62 14 
DAUB8CONJ 8 32 0.226 30.65 70 18 
DAUB8CONJ 16 32 0.174 30.12 69 18 
DAUB8CONJ 32 32 0.133 29.00 69 18 
DAUB8CONJ 64 32 0.102 27.29 70 17 
DAUB8CONJ 128 32 0.077 25.27 58 13 
DAUB8CONJ 8 64 0.199 30.49 65 15 
DAUB8CONJ 16 64 0.147 29.98 63 15 
DAUB8CONJ 32 64 0.106 28.90 63 15 
DAUB8CONJ 64 64 0.074 27.21 62 14 
DAUB8CONJ 128 64 0.051 25.22 54 12 
DAUB8CONJ 8 256 0.183 30.14 54 10 
DAUB8CONJ 16 256 0.134 29.71 54 10 
DAUB8CONJ 32 256 0.092 28.70 56 9 
DAUB8CONJ 64 256 0.059 27.04 54 10 
DAUB8CONJ 128 256 0.037 25.14 47 9 
DAUB8CONJ 8 512 0.183 30.13 56 10 
DAUB8CONJ 16 512 0.133 29.71 55 9 
DAUB8CONJ 32 512 0.092 28.70 54 10 
DAUB8CONJ 64 512 0.059 27.04 53 9 
DAUB8CONJ 128 512 0.037 25.14 47 8 
Table 4.6: Results for Coder Configuration 1, Lena image. 
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Wavelet Filter c q Rate (bpp) PSNR (dB) T, (secs) Td (secs) 
BIORTH610 8 8 0.363 30.47 74 18 
BIORTH610 16 8 0.315 30.00 73 19 
BIORTH610 32 8 0.274 28.95 72 17 
BIORTH610 64 8 0.238 27.21 66 15 
BIORTH610 8 16 0.266 30.41 66 16 
BIORTH610 16 16 0.217 29.96 66 17 
BIORTH610 32 16 0.179 28.91 65 15 
BIORTH610 64 16 0.142 27.19 60 14 
BIORTH610 8 32 0.219 30.32 63 17 
BIORTH610 16 32 0.171 29.88 64 17 
BIORTH610 32 32 0.130 28.85 63 15 
BIORTH610 64 32 0.098 27.15 59 14 
BIORTH610 8 64 0.191 30.18 59 14 
BIORTH610 16 64 0.142 29.73 59 14 
BIORTH610 32 64 0.101 28.74 59 13 
BIORTH610 64 64 0.069 27.07 54 12 
BIORTH610 8 256 0.178 29.91 49 8 
BIORTH610 16 256 0.129 29.53 49 8 
BIORTH610 32 256 0.087 28.56 49 8 
BIORTH610 64 256 0.057 26.96 47 8 
BIORTH610 8 512 0.177 29.90 49 9 
BIORTH610 16 512 0.129 29.50 49 8 
BIORTH610 32 512 0.087 28.54 49 8 
BIORTH610 64 512 0.056 26.94 46 8 
Table 4.7: Results for Coder Configuration 1, Lena image. 
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Wavelet Filter c q Rate (bpp) PSNR (dB) T, (secs) Td (secs) 
BIORTH1022 8 8 0.365 30.48 83 22 
BIORTH1022 16 8 0.315 29.98 84 22 
BIORTH1022 32 8 0.273 28.98 84 21 
BIORTH1022 64 8 0.235 27.34 82 21 
BIORTH1022 8 16 0.267 30.44 77 21 
BIORTH1022 16 16 0.216 29.94 77 21 
BIORTH1022 32 16 0.175 28.94 76 20 
BIORTH1022 64 16 0.137 27.32 75 20 
BIORTH1022 8 32 0.227 30.37 73 20 
BIORTH1022 16 32 0.175 29.87 73 20 
BIORTH1022 32 32 0.132 28.89 75 19 
BIORTH1022 64 32 0.099 27.28 72 19 
BIORTH1022 8 64 0.206 30.24 70 18 
BIORTH1022 16 64 0.153 29.75 72 17 
BIORTH1022 32 64 0.112 28.79 70 17 
BIORTH1022 64 64 0.077 27.22 68 17 
BIORTH1022 8 256 0.193 29.96 59 12 
BIORTH1022 16 256 0.142 29.57 60 12 
BIORTH1022 32 256 0.099 28.61 59 12 
BIORTH1022 64 256 0.065 27.10 60 11 
BIORTH1022 8 512 0.193 29.97 59 12 
BIORTH1022 16 512 0.142 29.57 60 12 
BIORTH1022 32 512 0.099 28.61 59 12 
BIORTH1022 64 512 0.064 27.10 59 12 
Table 4.8: Results for Coder Configuration 1, Lena image. 
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Wavelet Filter 
--- 
c q Rate (bpp) PSNR (dB) T, (secs) Td (secs) 
BIORTH 18 10 8 8 0.415 30.19 109 26 
BIORTH 18 10 16 8 0.370 29.64 108 26 
BIORTH1810 32 8 0.319 28.37 106 26 
BIORTH 18 10 64 8 0.292 26.35 106 26 
BIORTH 18 10 128 8 0.236 24.43 92 20 
BIORTH 18 10 8 16 0.306 30.16 97 24 
BIORTH1810 16 16 0.257 29.61 98 24 
BIORTH1810 32 16 0.211 28.34 97 24 
BIORTH 18 10 64 16 0.184 26.34 98 24 
BIORTH1810 128 16 0.137 24.42 87 19 
BIORTH1810 8 32 0.236 30.10 93 23 
BIORTH 18 10 16 32 0.187 29.56 95 23 
BIORTH1810 32 32 0.142 28.31 93 23 
BIORTH 18 10 64 32 0.113 26.31 93 23 
BIORTH1810 128 32 0.079 24.41 83 18 
BIORTH 18 10 8 64 0.194 30.00 93 25 
BIORTH1810 16 64 0.145 29.46 94 25 
BIORTH1810 32 64 0.103 28.25 92 24 
BIORTH1810 64 64 0.073 26.27 92 24 
BIORTH1810 128 64 0.047 24.39 83 20 
BIORTH1810 8 256 0.168 29.87 77 15 
BIORTH 18 10 16 256 0.119 29.31 78 15 
BIORTH 18 10 32 256 0.077 28.16 78 14 
BIORTH 18 10 64 256 0.046 26.20 79 15 
BIORTH1810 128 256 0.026 24.36 70 14 
BIORTH1810 8 512 0.167 29.84 76 14 
BIORTH 18 10 16 512 0.117 29.32 76 14 
BIORTH1810 32 512 0.077 28.13 76 14 
BIORTH 18 10 64 512 0.045 26.17 77 15 
BIORTH 18 10 128 512 0.026 24.36 71 14 
Table 4.9: Results for Coder Configuration 1, Lena image. 
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Figure 4.12: Results from coder configuration 1, fine scale factor quantizer step 
size (q = 16) 
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Figure 4.13: Results from coder configuration 1, medium scale factor quantizer 
step size (q = 32) 
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Figure 4.14: Results from coder configuration 1, coarse scale factor quantizer step 
size (q = 64) 
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Figure 4.15: Results from coder configuration 1, very coarse scale factor quantizer 
step size (q = 256) 
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Figure 4.16: Reconstructions from coder configuration I Lena image showing ef- 
fect of filter on quality; medium scale factor quantizer step size (c = 32, q= 
64), approx 0.10bpp (a) DAUB8CONJ, 28.9OdBIO-106bpp, (b) BIORTH610, 
28.74dB, 0- 10 1 bpp 
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Figure 4.16: Reconstructions from coder configuration I Lena image showing ef- 
fect of filter on quality; medium scale factor quantizer step size (c = 32, q= 
64), approx 0.10bpp (c) BIORTH1810,28.25dB, 0.103bpp, (d) BIORTH1022, 
28.79dB, 0.1 12bpp 
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Figure 4.17: Reconstructions from coder configuration I Lena image, 
DAUB8CONJ filter. (a) Medium quantizer step size (c 16, q 
64), 29.98dB, 0.147bpp (b) Coarse quantizer step size (c 32, q 
256), 28.7OdB, 0.092bpp 
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Figure 4.17: Reconstructions from coder configuration I Lena image, 
DAUB8CONJ filter. (c) Very coarse wavelet quantizer step size, coarse scale 
factor quantizer step size (c = 64, q= 64), 27.21dB, 0.074bpp (d) Very coarse 
wavelet quantizer and scale factor quantizer step size (c = 64, q= 512), 
27.04dB, 0.059bpp 
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Wavelet Filter c q Rate (bpp) PSNR (dB) T, (secs) Td (secs) 
DAUB8CONJ 8 8 0.399 27.92 85 20 
DAUB8CONJ 16 8 0.341 27.62 80 19 
DAUB8CONJ 32 8 0.293 26.79 79 20 
DAUB8CONJ 64 8 0.259 25.28 79 19 
DAUB8CONJ 8 16 0.327 27.89 76 19 
DAUB8CONJ 16 16 0.274 27.59 75 18 
DAUB8CONJ 32 16 0.222 26.77 78 18 
DAUB8CONJ 64 16 0.188 25.26 73 21 
DAUB8CONJ 8 32 0.269 27.82 83 22 
DAUB8CONJ 16 32 0.215 27.53 74 18 
DAUB8CONJ 32 32 0.166 26.72 71 19 
DAUB8CONJ 64 32 0.129 25.22 84 19 
DAUB8CONJ 8 64 0.230 27.68 78 18 
DAUB8CONJ 16 64 0.175 27.39 71 18 
DAUB8CONJ 32 64 0.127 26.60 67 17 
DAUB8CONJ 64 64 0.090 25.15 82 17 
DAUB8CONJ 8 256 0.201 27.33 65 9 
DAUB8CONJ 16 256 0.147 27.05 55 10 
DAUB8CONJ 32 256 0.100 26.35 54 9 
DAUB8CONJ 64 256 0.063 24.98 53 9 
DAUB8CONJ 8 512 0.200 27.31 56 10 
DAUB8CONJ 16 512 0.147 27.04 83 14 
DAUB8CONJ 32 512 0.099 26.34 54 10 
DAUB8CONJ 64 512 0.062 24.97 52 9 
Table 4.10: Results for Coder Configuration 1, Boats image 
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Wavelet Filter c q Rate (bpp) PSNR OB) T, (secs) Td (secs) 
DAUB8CONJ 8 8 0.411 24.03 77 18 
DAUB8CONJ 16 8 0.354 23.90 77 19 
DAUB8CONJ 32 8 0.311 23.57 80 19 
DAUB8CONJ 64 8 0.279 22.97 76 18 
DAUB8CONJ 128 8 0.253 22.10 68 14 
DAUB8CONJ 8 16 0.339 24.01 73 20 
DAUB8CONJ 16 16 0.286 23.89 77 19 
DAUB8CONJ 32 16 0.245 23.56 74 18 
DAUB8CONJ 64 16 0.211 22.97 73 18 
DAUB8CONJ 128 16 0.183 22.09 65 15 
DAUB8CONJ 8 32 0.286 23.99 70 18 
DAUB8CONJ 16 32 0.230 23.87 71 16 
DAUB8CONJ 32 32 0.189 23.54 69 17 
DAUB8CONJ 64 32 0.156 22.94 69 19 
DAUB8CONJ 128 32 0.128 22.07 63 13 
DAUB8CONJ 8 64 0.238 23.91 68 16 
DAUB8CONJ 16 64 0.183 23.80 66 16 
DAUB8CONJ 32 64 0.141 23.46 67 17 
DAUB8CONJ 64 64 0.109 22.88 66 16 
DAUB8CONJ 128 64 0.081 22.02 63 14 
DAUB8CONJ 8 256 0.197 23.60 52 9 
DAUB8CONJ 16 256 0.142 23.49 52 9 
DAUB8CONJ 32 256 0.098 23.18 55 10 
DAUB8CONJ 64 256 0.063 22.62 52 9 
DAUB8CONJ 128 256 0.040 21.84 49 9 
DAUB8CONJ 8 512 0.194 23.56 52 9 
DAUB8CONJ 16 512 0.140 23.45 51 9 
DAUB8CONJ 32 512 0.096 23.14 51 9 
DAUB8CONJ 64 512 0.060 22.56 50 9 
DAUB8CONJ 128 512 0.038 21.82 50 9 
Table 4.11: Results for Coder Configuration 1, Barbara image 
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Figure 4.18: Results from coder configuration 1, Boats image. 
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Figure 4.19: Reconstructions from coder configuration 1, Boats image, 
DAUB8CONJ. (a) Original (b) Medium wavelet quantizer step size, coarse scale 
factor quantizer step size (c = 16, q= 64), 27.39dB, 0.175bpp 
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Figure 4.19: Reconstructions from coder configuration 1, Boats image, 
DAUB8CONJ. (c) Coarse wavelet quantizer step size, coarse scale factor quan- 
tizer step size (c = 32, q= 64), 26.6OdB, 0.127bpp, (d) Very coarse scale factor 
and wavelet quantizer step size (c - 64, q= 256), 24.98dB, 0.063bpp 
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Figure 4.20: Results from coder configuration 1, Barbara image. 
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Figure 4.2 1: Reconstructions from coder configuration I, Barbara image, 
DAUB8CONJ- (a) Original (b) Medium wavelet quantizer step size coarse scale 
factor quantizer step size (c -- 32, q= 64), 23.46dB, 0.141 bpp 
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Figure 4.2 1: Reconstructions from coder configuration 1, Barbara image, 
DAUB8CONJ. (c) Coarse wavelet quantizer step size, coarse scale factor quan- 
tizer step size (c = 64, q= 64), 22.88dB, 0.109bpp, (d) Very coarse wavelet quan- 
tizer and scale factor quantizer step size (c = 128, q= 256), 21.84dB, 0.040bpp 
4.5 Results 118 
Wavelet Filter c q Rate (bpp) PSNR (dB) T, (secs) Td (secs) 
DAUB8CONJ 32 8 0.136 28.77 111 44 
DAUB8CONJ 64 8 0.107 27.11 105 43 
DAUB8CONJ 128 8 0.080 25.17 74 28 
DAUB8CONJ 32 16 0.114 28.77 94 42 
DAUB8CONJ 64 16 0.082 27.11 113 47 
DAUB8CONJ 128 16 0.059 25.17 74 30 
DAUB8CONJ 32 32 0.102 28.76 94 43 
DAUB8CONJ 64 32 0.070 27.10 102 43 
DAUB8CONJ 128 32 0.048 25.16 68 27 
DAUB8CONJ 32 64 0.095 28.74 80 31 
DAUB8CONJ 64 64 0.062 27.08 92 35 
DAUB8CONJ 128 64 0.040 25.15 69 21 
DAUB8CONJ 32 256 0.092 28.70 54 13 
DAUB8CONJ 64 256 0.059 27.04 61 14 
DAUB8CONJ 128 256 0.037 25.14 55 14 
DAUB8CONJ 32 512 0.092 28.70 57 12 
DAUB8CONJ 64 512 0.059 27.04 58 12 
DAUB8CONJ 128 512 0.037 25.14 56 12 
Table 4.12: Results for Coder Configuration 2, Lena image 
4.5.2 Configuration 2 
The encoder and decoder were configured as previously, except that the block size 
was set to 8x8. For brevity, only the results from the DAUB8CONJ filter will 
be presented at the lower bit rates. 
4.5.3 Configuration 3 
In this section the effect of the variable depth tree structured quantizer will be 
investigated. The Lena and Barbara images were coded using a medium/fine 
4.5 Results 119 
Wavelet Filter c q Rate (bpp) PSNR (dB) T, (secs) Td (secs) 
DAUB8CONJ 32 8 0.148 23.22 91 32 
DAUB8CONJ 64 8 0.113 22.64 100 26 
DAUB8CONJ 128 8 0.091 21.90 69 22 
DAUB8CONJ 32 16 0.131 23.21 81 29 
DAUB8CONJ 64 16 0.097 22.64 78 26 
DAUB8CONJ 128 16 0.075 21.90 68 22 
DAUB8CONJ 32 32 0.118 23.21 88 33 
DAUB8CONJ 64 32 0.082 22.64 79 29 
DAUB8CONJ 128 32 0.061 21.89 65 23 
DAUB8CONJ 32 64 0.105 23.20 72 27 
DAUB8CONJ 64 64 0.070 22.62 74 27 
DAUB8CONJ 128 64 0.049 21.88 64 23 
DAUB8CONJ 32 256 0.096 23.14 62 13 
DAUB8CONJ 64 256 0.060 22.57 51 11 
DAUB8CONJ 128 256 0.038 21.83 49 12 
DAUB8CONJ 32 512 0.095 23.14 46 10 
DAUB8CONJ 64 512 0.060 22.57 50 11 
DAUB8CONJ 128 512 0.037 21.82 44 10 
Table 4.13: Results for Coder Configuration 2, Barbara image 
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Figure 4.22: Effect of block size on coder performance, Lena image. 
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Figure 4.23: Effect of block size on coder performance, Barbara image. 
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Figure 4.24: Effect of quantizer search depth on bit rate, Lena image. 
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quantizer step size (c = 16, q= 16) using the DAUB8CONJ filter. The depth to 
which the tree structured vector quantizer was allowed to descend was varied and 
the impact on bit rate and reconstruction quality noted. 
It is obvious from figures 4.24,4.25,4.26 and 4.27 that varying the depth of the 
quantizer search, and therefore the size of the VQ codebook, has the expected 
effect on both the bit rate and the reconstruction error. From the graphs, it is 
simple to see that the tree structured vector quantizer contains approximately 21 
levels in both cases, since the effect of deepening the search stops at this point. 
As a percentage of the overall bitrate, the information required to encode the path 
down the tree structured vector quantizer is minimal. This explains why the range 
of the ordinal axis is disproportionate to the range of search depth. 
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Figure 4.25: Effect of quantizer search depth on reconstruction error, Lena image. 
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Figure 4.26: Effect of quantizer search depth on bit rate, Barbara image. 
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Figure 4.27: Effect of quantizer search depth on reconstruction error, Barbara 
image. 
4.5.4 Configuration 4 
In this section, the effect of the prediction depth will be investigated. The Lena 
image was coded with the same parameters as configuration 1, but predicting 
from level 2 to level I only. As can be seen from table 4.14 and figure 4.28, this 
produces higher bit rates than previous configurations, but with proportionately 
better reconstruction quality. Two reconstructions are shown in figures 4.29(a) 
and (b). 
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Wavelet Filter c q Rate (bpp) PSNR (dB) T, (secs) Td (secs) 
DAUB8CONJ 2 2 0.892 36.02 139 65 
DAUB8CONJ 4 2 0.704 34.97 112 43 
DAUB8CONJ 8 2 0.561 33.15 93 32 
DAUB8CONJ 16 2 0.431 30.76 79 23 
DAUB8CONJ 32 2 0.263 28.84 54 11 
DAUB8CONJ 2 4 0.849 36.00 136 60 
DAUB8CONJ 4 4 0.658 34.96 108 42 
DAUB8CONJ 8 4 0.514 33.14 91 32 
DAUB8CONJ 16 4 0.379 30.76 74 21 
DAUB8CONJ 32 4 0.224 28.84 48 11 
DAUB8CONJ 2 8 0.741 35.93 122 58 
DAUB8CONJ 4 8 0.551 34.90 98 46 
DAUB8CONJ 8 8 0.411 33.11 85 31 
DAUB8CONJ 16 8 0.288 30.74 70 21 
DAUB8CONJ 32 8 0.167 28.84 46 10 
DAUB8CONJ 2 16 0.629 35.78 114 57 
DAUB8CONJ 4 16 0.448 34.79 93 41 
DAUB8CONJ 8 16 0.314 33.04 79 30 
DAUB8CONJ 16 16 0.211 30.71 64 21 
DAUB8CONJ 32 16 0.126 28.82 44 10 
DAUB8CONJ 2 32 0.582 35.56 109 60 
DAUB8CONJ 4 32 0.406 34.63 91 39 
DAUB8CONJ 8 32 0.273 32.93 76 32 
DAUB8CONJ 16 32 0.175 30.65 62 20 
DAUB8CONJ 32 32 0.106 28.80 43 9 
DAUB8CONJ 2 64 0.559 35.28 117 55 
DAUB8CONJ 4 64 0.384 34.42 88 40 
DAUB8CONJ 8 64 0.254 32.80 77 31 
DAUB8CONJ 16 64 0.158 30.58 61 20 
DAUB8CONJ 32 64 0.096 28.77 58 12 
Table 4.14: Results for Coder Configuration 4, Lena image 
4.6 Discussion 
36 - 
35 - 
34 
33 
CC 32 
z 
cn (L 
31 
30 
29 
28 L 
0.1 U. Z U. j U. 4 U. 0 U. b U. 1 U. b U. 9 
Rate (bpp) 
Figure 4.28: Results for coder configuration 4, Lena image. 
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The results presented here exercise the coder on a variety of images at a variety 
of bit rates using a variety of wavelet filters. Consider the images shown in fig- 
ure 4.16(a)-(d). These show the Lena image coded at approximately 0.1 Obpp using 
various wavelet filters. From inspection, it is apparent that (a) and (b) are, subjec- 
tively, more pleasing reconstructions. The DAUB8CONJ and BIORTH610 
filters appear to preserve strong edges better, for example on the girl's shoul- 
der 
. However, the ringing artifacts are also more pronounced, 
for example at 
the top of the mirror. The BIORTH1810 filter whose reconstruction is shown 
in figure 4.16(c) appears to 'spread out' the edges which, while decreasing the 
appearance of the ringing artifacts, reduces the overall subjective reconstruction 
4.6 Discussion 
(a) 
V 
126 
(b) 
Figure 4.29: Reconstructions from coder configuration 4 Lena image, (a) c 
4, q=2,0.704bpp, 34.97dB (b) c=8, q= 16,0.314bpp, 33.04dB 
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quality. In the author's opinion, the DAUB8CONJ filter produces the most vi- 
sually pleasing results, and this filter is used to generate the rest of the results. 
To attempt to understand how the coder weights the perceptual importance of dif- 
ferent features, consider the reconstructions in figures 4.17,4.19 and 4.21. At the 
higher bit rates (above Olbpp), the only significant artifacts are present around 
very high frequency textures, for example the clothing in figure 4.2 1 (b), and some 
ringing around diagonal edges, for example the masts in figure 4.19(b). As the 
wavelet quantizer step size becomes more coarse, the accuracy of the representa- 
tion of the lower frequency wavelet coefficients is reduced. Since the VQ trees are 
initially loaded from this approximation, the efficacy of the prediction is reduced. 
At lower bit rates, the VQ scale factor is also heavily quantized. This reduces the 
ability of the vector quantizer to represent features present in the higher resolution 
wavelet bands accurately. Because of this, edges in the reconstructions at low bit 
rates appear to ring badly, as in figure 4.17(d). Also, it becomes difficult to repre- 
sent textures with such large quantizer granularity. For example, the table cloth in 
figure 4.2 1 (d) is reconstructed as an almost smooth surface apart from one or two 
patches of texture. These patches appear to be where the cloth is folded (thereby 
providing an edge) in the original image. They are, however, quite disturbing 
visually. 
The vector quantizer search depth has little effect on reconstruction quality. When 
the scale factor quantizer step size is large, there are relatively few non-zero coeffi- 
cients and so relatively few blocks are actually encoded. Taking this into account, 
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the difference in reconstruction between using a full depth search and using a re- 
stricted search is significant, giving an increase of approximately O. 1OdB for an 
increase of 0.012bpp. There is almost no difference in the encoding and decoding 
times. In order to see the effect that the vector quantizer has on reconstructed im- 
age quality, compare figures 4.17 (c) and (d). The wavelet quantizer granularity 
is identical in both figures. In figure 4.17(c) the VQ scale factor quantizer granu- 
larity is relatively small, while in (d) the step size is so large that all coefficients 
quantize to zero, effectively disabling the VQ portion of the coder. From inspec- 
tion, it is easy to see that the VQ portion of the coder does increase subjective 
quality of strong features, for example around the eyes and the edge of the mirror. 
The wavelet transforms used in this work perform wrap around at the image edges. 
From inspection of the reconstructed images at the edges, it is apparent that this 
may not be the most suitable choice. For example, in figure 4.17(c), there is 
heavy ringing along the top edge and the top of the left hand edge. This ap- 
pears to be where there is a large difference between the grey scale values on the 
opposing limits of the image. This creates an edge when wrapped around and 
consequently produces the disturbing ringing artifacts. A possible simple solution 
to this would be to employ periodic extension or repetition of the data instead of 
wrapping around. 
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In this section, the quality of the results of the coder presented in this chapter 
are compared with published work on other coding methods. The most common 
measure of image fidelity is the peak signal to noise ratio (PSNR), based on the 
mean square error. This fully quantifiable measure, however, does not take into 
account the properties of the human visual system. As such, an image with a 
higher PSNR (i. e. better quality numerically) may contain artifacts which are 
more visually disturbing. Fisher [Fis95] goes as far as to say 
The results should be taken with a grain, or more aptly a large moun- 
tain, of salt ... PSNR is not a measure of perceived quality. 
Also, it is known that there are several versions of each well-known test image 
and it is impossible to tell which version is used in other published material. 
Figure 4.30(a) show a JPEG reconstruction of the Lena image at 0.13bpp, with a 
PSNR of 24.86dB 3. Figure 4.16 (a) shows the same image coded at 0.106 bpp, 
with a PSNR of 28.9OdB, over 4dB better. However, figure 4.30(b) shows a JPEG 
reconstruction at 0.31bpp, with a PSNR of 33.26dB. The coder presented here, 
using configuration 4 will produce a reconstruction error of 33.04dB in 0.314bpp 
(figure 4.29(b)), comparable to the JPEG coder. Arguably, there is little to distin- 
guish the subjective quality of the two higher bit rate reconstructions. 
I This was produced by the JPEG coder in the common xv programme, set to produce the lowest 
bit-rate. 
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(b) 
Figure 4.30: JPEG reconstructions of Lena at different bit rates. (a) 0.13bpp, 
24.86dB (b) 0-31bpp, 33.26dB. 
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Table 4.15 compares the reconstruction results for the coder presented here with 
currently published works. It is apparent from the table that the algorithm pre- 
sented here performs as well as or better than all the comparative methods at low 
bit rates. Shapiro's EZW coder [Sha93] remains the benchmark for all image cod- 
ing algorithms at low rates. The coder presented here matches Shapiro's coder 
closely at the lower bit rates for the Lena image. The Barbara image used by 
Shapiro appears to be slightly different from the one used here, although the re- 
sults are included for completeness. The Boats and Barbara images are more 
difficult to code than the Lena image because of the greater degree of texture and 
prevalence of high frequency artifacts. 
The coder presented here does not work well at high bit rates and the encoding 
of the lower frequency bands of the wavelet transform may be the cause. On the 
other hand, at low bit rates the reconstructions do not appear to suffer from the 
highly visually disturbing artifacts usually associated with block based coders. 
The artifacts that are introduced at lower bit rates appear to be caused by the ring- 
ing of the wavelet filters around edges, since altering the wavelet filters alters the 
character of the artifacts. A post-processing algorithm, such as an adaptation of 
the adaptive thresholding algorithm in [GLG094], may well reduce these artifacts 
and increase the visual quality of the reconstructed images. It also seems likely 
that a more symmetric set of orientation bands, i. e. ones not based on a separable 
transform, may well be better adapted to human visual system properties. Design 
of such a set of filters is a highly complex task, however. 
'The Barbara image used by Shapiro appears to be different to the one used here. 
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Image Presented Results Published Results 
Rate PSNR Rate PSNR Method/Ref 
0.125 30.23dB EZW [Sha93] 
-0.11 27dB Evolutionary Fractal. [SR96] 
-0.10 26.5dB Evolutionary Fractal. [SR96] 
Lena 0.106 28.9OdB 
Figure 4.16(a) 0.13 28.5dB FractaI/VQ [HMS96] 
0.192 30.84dB Embedded DCT [LLK96] 
0.10 28. IdB Fractal/HV Partition [FM95] 
0.0625 27.54dB EZW [Sha93] 
Lena 0.074 27.21dB 0.08 26.81dB Fractal/Wavelet [KMK95] 
Figure 4.17(c) 
, -,., 0.07 25dB Fisher Quadtree [Fis95] 
Lena 0.037 25.14dB 0.03125 25.38dB EZW [Sha93] 
I 1 1 
0.041 24.23dB Embedded DCT [LLK96] 
Boats 0.175 27.39dB 0.181 27-54dB Embedded DCT [LLK96] 
Figure 4.19(b) 
0.063 24.98dB 0.064 24.26dB Embedded DCT [LLK96] 
Figure 4.19(d) I I 
Barbara 4 0.109 22.88dB 0.0625 23.10dB EZW [Sha93] 
Figure 4.2 1 (c) 
0.040 21.84dB 0.03125 21.94dB EZW [Sha93] 
Figure 4.2 1 (d) 
Table 4.15: Comparison with other published works. 
Chapter 5 
Video Coding Using A Three 
Dimensional Wavelet Transform 
5.1 Introduction to Video Coding 
The subject of still image coding is nearing maturity in the research community. 
Video coding is still, comparatively speaking, in its youth, however. Figures 5.1 
and 5.2 show two consecutive frames from the Miss America sequence. From 
inspection, the difference between the two frames is small. Indeed, this is a re- 
quirement for a sequence of still images to be interpreted by the human visual 
system as a moving video. Most, if not all, video coding schemes use some form 
of interframe coding. One of the earliest versions of interframe coding was that of 
Mounts [Mou69]. Each frame is examined and only elements which have changed 
sufficiently (with respect to a given threshold) between frames are transmitted. All 
other image elements are taken from the decoder's current buffer, giving a basic 
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Figure 5.1: Frame 40 from the Miss America Sequence 
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Figure 5.2: Frame 41 from the Miss America Sequence 
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forrn of prediction [Cla95]. In predictive coding, previously coded pixels are used 
as a context for encoding the current pixel. The predictor is analogous to the two 
dimensional case, except that temporal neighbours are also included. As an ex- 
tension to this, transform domain predictors have also been used in video coding 
[Cla85]. In these, the current and previous frames are transformed and the pre- 
diction is applied to the transform coefficients. This has the advantage that, given 
the correct choice of transform and quantization, many of the coefficients will be 
zero, enabling simple entropy coding. 
Many of the more modem video coding schemes try to predict the motion of vi- 
sually important features. In this way, it is argued, the encoder can spend more 
bits on the visually important features of the sequence. Indeed, the encoder and 
decoder both have the same prediction algorithm to predict where features may 
move to in the next frame. If the prediction is correct, very little data need to be 
sent. However, if the prediction is wrong, information must be sent which will 
allow the decoder to correct its prediction. The predictions are usually based on 
some form of model. If the features or the motion do not fit the model, the pre- 
diction errors will be large and occur frequently. This will drive up the bit rate 
or reduce the quality of the reconstructed sequence. The most widely used pre- 
diction method in video coding algorithms is motion compensation. Motion com- 
pensation attempts to predict where a group of pixels (be they a feature or some 
geometric patch) will move to in the next frame. By sending such a motion vector, 
the decoder can just apply the motion vector to the block in frame n to produce 
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the moved block in frame n+1. The motion vectors produced by this method are 
often a very limited subset of the possible motions. If the full range of motion was 
allowed, the infon-nation required to encode the parameters of each motion would 
probably outweigh the information saved in the prediction. As with any predictive 
system, motion compensation is accompanied by transmitting a difference signal, 
to reduce the error rate and prevent instability. For example, the current industry 
standard video coding algorithm, MPEG [LeG92] [Tek95], uses motion compen- 
sation. Motion compensation does have its problems, though. Motion vectors are 
usually limited to simple translations to reduce computation. Obviously, this sim- 
plification does not always fit the data, causing errors. The video coding research 
community is currently very active in improving motion compensation schemes. 
Multiscale (hierarchical) compensation and generalized compensation, where the 
motion is not so restricted, are both current research topics [SMP97]. A more ro- 
bust method would perhaps not use such a simple model and would not, therefore, 
be limited to certain features and motions. There are the widely accepted concepts 
offeatures, motion, direction and velocity. Combinations of these concepts will 
determine whether something is required to be coded accurately or can be ignored. 
For example, a small feature moving very quickly will be largely ignored by the 
human visual system [Wat88]. Some form of transform which separates the im- 
age data into classes offeatures and non-features and which further separates the 
features into their respective velocities and directions would therefore provide an 
ideal base for a video compression algorithm. 
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5.2 The Three Dimensional Wavelet Transform and 
Video Coding 
The separable two dimensional wavelet transform presented in chapter 2 is the 
basis of many recent still image coders. It would, therefore, be sensible to attempt 
to extend the theory to video coding, simply by adding an extra dimension to the 
data to account for the time domain. Formally, the three dimensional separable 
continuous wavelet transform is 
(WO f) (ax, ay , at, bx I by I bt) = (5.1) jaxl'2 22 -Ix 
(Y-b*y )o (t-bl)dxdydt I ay II at I ffý. ffýý ffýý f (x, y, t) 0 (x ax ay at 
In practice, since the transform is Cartesian separable, a three dimensional discrete 
transform can be realised by performing the one dimensional transform along the 
third axis, after applying the two-dimensional transform to each image slice. Fig- 
ure 5.3 shows a representation of a three dimensional wavelet decomposition. 
The temporal decomposition produces temporal frequency bands, analogous to 
the spatial frequency bands. These temporal frequency bands represent objects 
moving at different velocities. Therefore, each spatio-temporal band contains in- 
formation about features of differing sizes and orientations which are moving at 
differing speeds in differing directions. 
In the two dimensional case, the wavelet coefficient bands are numbered simply 
I)... ,n from the 
highest to the lowest scale. For the three dimensional wavelet 
transform, the labelling scheme for spatio-temporal frequency bands is a simple 
extension of this. The temporal bands are also labelled 1, ..., n, with 1 being the 
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Spatial 
Decomp 
(Low Frequency) Temporal Decomposition (High Frequency) 
Figure 5.3: A representation of a three dimensional wavelet transform 
highest temporal frequency. A spatio-temporal band is then labelled (a, b) where 
a is the spatial wavelet level and b is the temporal wavelet level. Figures 5.4, 
5.5 and 5.6 show some of the temporal low pass, lowest frequency highpass and 
the next lowest ftequency highpass, from the Miss America sequence where the 
transform was applied to 3 levels in both spatial and temporal domains. The spatial 
highpass has been removed for clarity of detail and only the magnitudes of the 
coefficients are shown. It is simple to observe from these slices that the temporal 
frequency bands do contain what would be expected. The temporal lowpass band 
contains features which are relatively stationary and the other two bands contain 
the features which move, such as the eyes and mouth. 
Each band has a specific spatial frequency and orientation as defined by the spa- 
tial transform applied to each image slice and a temporal frequency as defined by 
the temporal transform applied to the whole sequence. The human visual system 
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Figure 5.4: Four slices from the temporal lowpass band of Miss America trans- 
form (spatial LP removed). The magnitudes only are shown. 
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Figure 5.5: Four slices from temporal level 3 of Miss America transform (spatial 
LP removed). The magnitudes only are shown. 
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Figure 5.6: Four slices from temporal level 2 of Miss America transform (spatial 
LP removed). The magnitudes only are shown. 
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is only responsive to certain spatio-temporal frequencies [Wat88]. Indeed, high 
sPatio-temporal frequencies are generally ignored by the human visual system. 
Therefore, it is possible to eliminate entirely certain spatio-temporal frequency 
bands and code others depending on their importance in the human visual sys- 
tem model. In its simplest form, a three dimensional wavelet video coder could 
simply linearly quantize and entropy code each spatio-temporal frequency band. 
The quantizations and coding parameters would be dependent upon the spatio- 
temporal frequency band. In the following tests, the original image sequence was 
appended to itself in reverse in order to preserve the temporal continuity at the 
sequence ends, since a normal video stream is mostly temporally continuous. 
5.2.1 A linear quantizer based wavelet video coder 
The test sequence is constructed and the 2 dimensional wavelet transform applied 
to each image frame in turn, decomposing to a specified level, followed by a one 
dimensional wavelet transform applied in the temporal direction, again to a spec- 
ified level. Then, given a quantizer bin size, q, the encoding proceeds by linearly 
quantizing the spatio-temporal highpass with one quantizer and the spatial and 
temporal lowpass bands with another, finer quantizer. The quantizer bin numbers 
are entropy coded using an order zero arithmetic coder. The highest frequency 
temporal highpass level is ignored entirely, since the high spatio-temporal fre- 
quency data in this band are largely ignored by the human visual system. This 
extremely simple method produces some remarkably good results, detailed next. 
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Filter Rate Value Average PSNR Bits per Pixel 
DAUB4 16 36.75 0.080 
DAUB4 32 35.21 0.045 
DAUB4 64 33.39 0.025 
DAUB4 128 31.14 0.014 
DAUB8 16 37.20 0.078 
DAUB8 32 35.61 0.044 
DAUB8 64 33.83 0.024 
DAUB8 128 31.46 0.014 
DAUB16SYM 16 37.51 0.077 
DAUB16SYM 32 35.91 0.043 
DAUB16SYM 64 34.07 0.024 
DAUB16SYM 128 31.61 0.014 
Table 5.1: Results for linear quantizer based wavelet video coder on the Miss 
America test sequence 
The linear quantizer based coder was tested on the Miss America sequence, and 
the filters are taken from those detailed in chapter 4. The spatial and temporal 
wavelet transforms were both applied to three levels. The results produced by 
runnning the coder on the Miss America sequence using various quantizer bin 
sizes and wavelet filters are shown in table 5.1 and figure 5.7. A smaller set of 
results are presented for the Table Tennis sequence in table 5.2 and figure 5.8. As 
a guide to transmission rates, assuming 256 x 256 pixel frames at 15 frames per 
second, 0.01 bits per pixel is equivalent to approximately 9.8kbps while 0.045 bits 
per pixel is approximately 44kbps. 
To show how the linear quantizer coder performs over individual frames in a se- 
quence, figure 5.9 shows the individual frame peak signal to noise ratio for the 
Miss America sequence coded using the DAUB8 filter and a rate value of 64. 
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Figure 5.7: Results for linear quantizer based wavelet video coder on the Miss 
America test sequence 
Filter Rate Value Average PSNR Bits per Pixel 
DAUB4 16 27.13 0.160 
DAUB4 32 25.57 0.073 
DAUB4 64 24.50 0.034 
DAUB8 16 27.27 0.159 
DAUB8 32 25.70 0.072 
DAUB8 64 24.63 0.034 
DAUB4 - 
DAUBQ. ý--- 
DAUý16SYM 
Table 5.2: Results for linear quantizer based wavelet video coder on the Table 
Tennis test sequence 
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Figure 5.8: Results for linear quantizer based wavelet video coder on the Table 
Tennis test sequence 
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Figure 5.9: Individual Frame PSNR for the Miss America test sequence coded 
using the DAUB8 filter 
The variance of the frame coding errors is quite small, there being only a IdB 
maximal variation over the 64 frame sequence. 
5.3 Properties and Pitfalls of the linear quantizer 
method 
The linear quantizer video coder is simple, but does not adequately take into 
account visually important features. For example, the background of the Table 
Tennis sequence is textured. Because the background hardly moves, the related 
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(a) (b) 
Figure 5.10: Reconstructed frames from Miss America sequence (a) Frame 40, (b) 
Frame 41 
wavelet coefficients are in the spatio-temporal lowpass band. As such, a relatively 
large number of bits are used coding the background. This can unnecessarily in- 
crease the bit rate for a given subjective quality. In order to keep the overall bit 
rate down, the temporal and spatial highpass bands are more heavily quantized, 
leading to artifacts in the reconstructed sequence. Consider the frames shown in 
figures 5.1 O(a) and 5.1 O(b), taken from the Miss America sequence coded using 
the linear quantizer based coder at 0.025 bits per pixel, using the DAUB4 filter. 
These frames occur in the sequence when the speaker's lips change direction. 
A change in direction can be thought of as a temporal edge. As discussed in 
chapter 4, wavelet coders have a tendency to produce ringing artifacts at edges at 
low bit rates. The speaker's lips ring badly on frame 40, which is the extremurn of 
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the lip movement and the system recovers on frame 41. A method that accounts 
for more of the structure and features of the underlying transform is required. 
5.4 A VQ based Video Coding Algorithm 
It is widely known in the image coding community that a well designed vector 
quantizer should outperform a linear quantizer [LBG80]. A two dimensional vec- 
tor quantizer encodes patches of an image. By extension, a three dimensional 
vector quantizer will encode patches of an image in a certain time interval. That 
is, the vector quantization representative vectors will consist of features that pass 
across the image patch during the time window. This has obvious similarities 
to the decomposition provided by the three dimensional wavelet transform. To 
begin, the video image sequence is decomposed by the spatio-temporal wavelet 
transform. In all the tests that follow, the transform was applied to three spatial 
and three temporal levels. The highest temporal frequency band is not coded. As 
stated previously, the high spatio-temporal frequency data present in this band is 
relatively perceptually unimportant to the human visual system. The temporal 
lowpass band and all spatial lowpass bands are quantized with a uniform, linear 
scalar quantizer with a relatively small bin size. The spatial lowpass contains con- 
tinuous tone sections of image and the temporal lowpass contains features which, 
relatively speaking, do not move during the sequence. Scalar quantizing this data 
with a relatively fine quantizer allows for a good overall impression of the se- 
quence to be produced with no detail. The detail from the sequence is eminently 
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suitable for vector quantization. In order to produce a generalised coder, a general 
purpose vector quantization codebook must be created. To produce this code- 
book, a variety of image sequences was scanned and appropriately sized cuboids 
of data extracted from the appropriate wavelet coefficients. In these tests, the vec- 
tors were 4x4x4 pixels and were accumulated from spatio-temporal wavelet 
level (3,3). As in the still image coder presented in section 4.4, two tree struc- 
tured vector quantizers are used: one for the horizontally and vertically oriented 
data and one for the diagonally oriented data. The trees contain vectors which are 
stored in a canonical orientation. The time-reverse, per-pixel negation and negated 
time reverse of any vectors are also stored. Time reversal allows for objects mov- 
ing in either direction and per-pixel negation is used to ensure that the generated 
codebook has a zero vector. If the energy of any particular block extracted is be- 
low a given threshold, it is treated as noise and does not contribute to the vector 
accumulation. Different thresholds are used for the H-V and D trees. 
Given a vector quantizer codebook, spatio-temporal bands (3,3), (2,2), (3,2) and 
(1,3) are vector quantized and the VQ indices are entropy coded using an order 
zero arithmetic coder. Recall from section 2.4.3 that the discrete wavelet transform 
is directly equivalent to a multiresolution analysis. Recall also, equation 2.18, 
repeated here for convenience. Assume that V,,, C L'(R) is a multiresolution 
analysis. Then 
fEV,,, 4=: ý f (2. ) E V,,, -l. 
(5.2) 
Moving to the frequency domain, this equation states that if a function f 
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has a frequency of w, then the functions contained in the subspace V,,, -, will 
have 
frequency 2w. Define v to be a velocity. Then, a translation at velocity v of a 
complex exponential is simply 
ezw(x-vt) = eliwxe-zwvt (5.3) 
from which 
Wt (5.4) 
ws 
So, for a given spatial band n and temporal band t, the velocity of the features 
in spatio-temporal band (n, t) will be twice that of features in (n - 1, t). Now, 
features present in spatio-temporal band (2,3) will be similar to those present 
in spatio-temporal band (3,3) except that they will be moving twice as fast. In 
order to account for the velocity difference, the quantizer vectors are dyadically 
downsampled in the temporal direction. Then the downsampled codebooks are 
used to encode spatio-temporal bands (2,3) and (1,2). Again, a simple, order zero 
arithmetic coder acts as the entropy coder. Figure 5.11 shows a block diagram of 
the coder. 
In all the following tests, the H-V codebook contains 256 vectors and the diagonal 
codebook 64. The subsampled codebooks contain the same number of vectors as 
the original codebooks. These values are fairly arbitrary but investigation showed 
that these produced better results than other values in the range 64 to 1024 vectors 
per codebook. Since the VQ codebook is fixed, the rate control comes about from 
the variation of the quantization of the temporal lowpass bands. 
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Figure 5.11: Vector Quantizer Based Coder Block Diagram 
5.5 Results 
Filter Rate Value Average PSNR Bits per Pixel 
DAUB8 16 38.09 0.099 
DAUB8 32 36.77 0.059 
DAUB8 64 35.37 0.036 
DAUB8 128 33.76 0.022 
DAUB8 256 31.55 0.014 
DAUB4 16 37.76 0.103 
DAUB4 32 36.41 0.061 
DAUB4 64 35.04 0.037 
DAUB4 128 33.32 0.022 
DAUB4 256 31.21 0.014 
DAUB16SYM 16 38.36 0.097 
DAUB16SYM 32 37.06 0.058 
DAUB16SYM 64 35.63 0.035 
DAUB16SYM 128 33.96 0.022 
DAUB16SYM 256 31.71 0.014 
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Table 5.3: Results for vector quantizer based wavelet video coder on the Miss 
America test sequence 
5.5 Results 
The vector quantizer video coder was run on a variety of image sequences, using 
a variety of wavelet filters and set to produce a variety of bit rates. The results 
are presented in this section. Note that there is an inherent difficulty in selecting 
frames from a sequence for presentation. The human visual system has certain 
spatio-temporal response characteristics which affect subjective quality. The tem- 
poral component of sequences cannot be reproduced by still image frames, and so 
the quality of a reconstruction may be perceived differently depending on whether 
it is presented as part of a sequence or a still image frame. 
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Figure 5.12: Compression of the Miss America sequence using various filters to 
produce various bit rates 
Filter Rate Value Average PSNR Bits per Pixel 
DAUB4 16 27.06 0.230 
DAUB4 32 25.96 0.118 
DAUB4 64 25.02 0.059 
DAUB8 16 27.21 0.225 
DAUB8 32 26.04 0.117 
DAUB8 64 25.06 0.058 
Table 5A Results for vector quantizer based wavelet video coder on the Table 
Tennis test sequence 
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Figure 5.13: Compression of the Table Tennis sequence using various filters to 
produce various bit rates 
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Figure 5.14: Comparison between the linear and vector quantizer methods (Miss 
America sequence, DAUB8 filter) 
Figure 5.14 compares the linear and vector quantizer based coders. The results are 
from the Miss America sequence compressed using each coder and the DAUB8 
filter. It is apparent from the figure that the VQ based coder consistently performs 
slightly better than the linear quantizer based coder. What is not apparent from 
the numerical analysis is the subjective quality of the reconstructed images. Fig- 
ures 5.15(a), 5.15(b) and 5.15(c) show the reconstruction of frame 40 of the Miss 
America sequence from produced by the various coding passes. It is apparent, 
from inspection, that the vector quantizer approach produces reconstructions with 
more detail than the linear quantizer based coder. There are fewer large errors in 
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Figure 5.15: Reconstructed frame 40 from Miss America sequence (a) Linear 
Quantizer, DAUB4 @ 0.025bpp, PSNR=34.0 I dB, (b) Vector Quantizer, DAUB4 
@ 0.022bpp, PSNR=34.26dB, (c) Vector Quantizer, DAUB8 @ 0.022bpp, 
PSNR=33.66dB 
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the VQ reconstruction and any artifacts appear to have a higher frequency. There 
is still some ringing near edges, but this could be reduced with a simple post- 
processing algorithm. Since the artifacts are of a higher frequency, peak signal to 
noise ratio is not a particularly useful measure of subjective quality. Indeed, the 
vector quantizer, by its very nature, will attempt to preserve more detail than its 
scalar counterpart. This is easily seen by comparing the eyes in figures 5.15(a), 
5.15(b) and 5.15(c). The VQ based coder produces better defined eyes in both 
cases, and a much better defined mouth in figure 5.15(c) in spite of the change in 
the filter used. To aid inspection, the left eye has been extracted from the original 
frame and all three of the reconstructions. A scaled up version of each is shown 
in figure 5.16. From these, it is obvious that the vector quantizer coder preserves 
detail better than the linear quantizer coder. Also, despite a lower PSNR, the vec- 
tor quantizer coder using the DAUB8 filter preserves detail even better than the 
same coder using the DAUB4 filter. 
5.6 Comparison with other video coding techniques 
It is problematic to compare video coding schemes from results presented in the 
literature. This is because research groups seem to use different measures, some- 
times not fully specifying them. For example, some results are presented as bits 
per second, without specifying frame size or rate. In order to provide a basis for 
comparison, where full details are not provided, it is assumed that the sequence is 
in OF format [Cla951. All data from the relevant research papers are converted 
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(a) 
(c) (d) 
Figure 5.16: Detail from the eye area of frame 40 from reconstructions of the 
Miss America sequence. (a) Original (b) Linear quantizer coder, DAUB4 filter 
(c) Vector quantizer coder, DAUB4 filter (d) Vector quantizer coder, DAUB8 
filter. 
158 
5.6 Comparison with other video coding techniques 159 
into bits per pixel, so that a simple comparison may be performed. In [CRA96], 
the authors present a coder based on a combination of DPCM and vector quan- 
tization methods. They produce results on QCIF (i. e. 144 x 276 pixel). Any 
comparison drawn from these results will not be perfect, since the resolution of 
the sequence plays an important role in determining the final quality of the recon- 
structed sequence. The authors produce results on the monochrome Miss America 
sequence at 10 frames per second. They achieve approximately 31.5dB at approx- 
imately 0.03 bpp and approximately 33. OdB at approximately 0.06 bits per pixel. 
These values are approximate because the authors only provide average PSNR 
and bit rate per frame graphs, not tables. The algorithm presented here, using the 
DAUB8 filter achieves 35.37dB at 0.036 bpp and 36.77dB at 0.059 bpp. These 
values represent gains of approximately 4dB in each case. 
Podilchuk, Jayant and Farvardin [PJF95] presented a subband video coder based 
on a combination of tree structured vector quantization and ADPCM techniques. 
Their tree structured vector quantizer differs from the one presented in chapter 4 
in that it only contains the data presented to it and so becomes unbalanced very 
quickly. The authors' node-splitting construction ensures that Euclidean close 
vectors share long common prefixes on their tree path codewords. This allows 
them to use inter-block noiseless coding to take advantage of temporal and spa- 
tial correlations. Any common prefixes were Huffman coded. Their results are 
presented in a very odd way; they simply state that 
the Miss America sequence looks very good encoded at 128kbps 
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Figure 5.17: Reconstructed frames from Miss America sequence using Vector 
Quantization (DAUB 16 SYM @ 0.03 5bpp) (a) Frame 40, (b) Frame 41 
The 128kbps figure is also misleading since they reserve 16kbps for audio data. 
The resulting 112kbps gives an average bit rate of 0.035bpp (for OF format video 
at 30fps). Subjectively speaking, the results from the coder presented here also 
look good, as demonstrated in figures 5.17(a) and 5.17(b). Note, however, that 
the coder presented in [PJF95] operates on sequences running at 30 frames per 
second. The Miss America sequence used in this work appears to be 15 frames 
per second. A higher frame rate increases temporal redundancy and so should 
produce better results. 
In [Cho96], Chou presents a three dimensional subband coding scheme that uses 
5.7 Discussion 161 
a model of the human visual system. His model produces either Just Noticable 
Distortion or Minimally Noticable Distortion profiles from a model of the vi- 
sual system. This allows the author's system to allocate bits to those coefficients 
which are more perceptually important. His temporal frequency decomposition 
uses the Haar wavelet and so only consists of two frames. The larger span of 
the temporal frequency decompostition presented here (which is the length of the 
underlying wavelet filter) provides a simple model of the sort of spatio-temporal 
frequencies that are important in the human visual system model. Indeed, Chou's 
results (which are, again, QCIF resolution at 15fps) give approximately 33dB at 
0.07bpp and 34dB at 0.10bpp. The coder presented here, working on 256 x 256 
sequences and using the DAUB16SYM filter, will produce 37.06dB at 0.058bpp 
and 38.36dB at 0.097bpp. Even taking into consideration the resolution differ- 
ence, these results are still quite impressive. 
5.7 Discussion 
The results presented here are comparable with, and often better than, other coding 
schemes which are published at this time. Most current video coding schemes use 
motion compensation. Motion compensation schemes have problems, as detailed 
earlier in this chapter. For example, the motion vectors are often approximated 
to simple translations, and this often does not mimic reality. Furthermore, be- 
cause motion compensation relies on prediction, it can be upset by changes in the 
sequence which do not adhere to the relatively simple model that the prediction 
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imposes. A smooth video sequence will have many image elements that move 
only slightly between frames and the predictive nature of the motion compensa- 
tion scheme will cope well with this. However, abruptly changing motions or 
flashing images do not fit the temporal prediction model and will not be handled 
well by a motion compensation scheme. The three dimensional wavelet trans- 
form, however, does not impose such a restrictive model on the data. The energy 
compaction and decorrelation properties of the transform mean that most of the 
information is concentrated in the lower frequency bands. Any rapid, non-smooth 
changes will produce data in the higher frequency bands. These high frequency 
components can be dealt with by the coder when necessary and the coder will de- 
grade gracefully. The video coders presented here do suffer from some problems. 
The selection of the underlying wavelet filter affects the reconstructed image qual- 
ity and bit rate. It appears that the longer symmetric filters give better results, both 
numerically and subjectively, probably due to their smoother nature. Longer filters 
also decorrelate the spatial data better, providing more scope for prediction and 
entropy coding. The simple linear quantizer would benefit from a more intelligent 
quantization scheme. Indeed, a Lloyd-Max quantizer or even several quantizers 
of differing granularities could be used for each spatio-temporal frequency band. 
This would allow the coder to take perceptual importance into account more pre- 
cisely. The vector quantizer based coder could also benefit from a more robust 
VQ scheme. Normalising the vectors and sending a scale factor, as in the still 
image coder presented in chapter 3, would probably increase the quality of the 
reconstructed images. In summary, these results are very encouraging, but more 
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work is needed to produce an optimised coder. 
Chapter 6 
Discussion, Conclusions and Future 
Work 
The work in this thesis is concerned with the compression of still image and video 
compression using wavelets and the design of coders utilising the properties of 
the transform. 
6.1 Conclusions 
The analysis of the basis generated by iterated function schemes in chapter 2 is 
original. It demonstrates that, as defined by Jacquin [Jac90], fractal image com- 
pression cannot achieve perfect reconstruction of arbitrary signals. Furthermore, 
the dyadic averaging and downsampling preferred by fractal methods was shown 
to be sub-optimal. The optimal basis for fractal image compression was derived 
and it was shown that, up to a shift, the wavelet basis is the ideal basis for fractal 
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image compression. Furthermore, it was shown that using an orthonormal wavelet 
transform would remove the need for iteration and, therefore, the constraint on the 
contractivity of the mappings. 
The new paradigm for image coding introduced in chapter 3 builds directly on 
the analysis of chapter 2. The relation between fractal and wavelet methods is 
made concrete by the coder presented. The prediction down the wavelet tree is 
exactly as specified in the basis analysis. In order to compactly represent errors, 
the KL transform was used to create a codebook of error correction vectors which 
is complete on the space of errors. The preservation of local feature orientation 
was shown to be important by introducing a crude orientation estimate which is 
used to exclude vectors from the search for the minimal error prediction. The 
results produced by the coder are subjectively good at medium to high bit rates. 
There are no blocking artifacts, which are normally associated with block based 
image coders. Since the prediction occurs in the wavelet domain, any blocking 
artifacts will occur in the wavelet domain. When the inverse wavelet filter is ap- 
plied, the quantization noise which created the blocking artifacts is 'spread out' 
over the length of the wavelet filter. This produces the higher frequency artifacts 
apparent at low bit rates. These artifacts, while still disturbing, are less preceptu- 
ally important to the human visual system. The fractal-wavelet combination has 
thus been demonstrated to be a useful framework for predictive coding. Some of 
the problems associated with the system were addressed in the next chapter. 
The conventional wavelet transform groups multiresolution features into similar 
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orientations. The oriented wavelet transform presented in chapter 4 further refines 
this selectivity by producing 6 complex valued sub-bands. Even though it does not 
use the conventional quadrature mirror filter design, the transform retains many of 
its desirable properties. The tree structured vector quantizer presented in chapter 4 
overcomes many of the limitations exhibited by earlier TSVQs. Indeed, it is fully 
on-line and there is no distinction between a training phase and a use phase. The 
inclusion of the distortion measure and representative vector at each node allows 
for variable rate coding or coding to a given error specification. The quantizer is 
relatively computationally simple, since the error at any node is calculated implic- 
itly, rather than explicitly. The extra storage requirements of this method are far 
outweighed by the decrease in computation time. The results presented for the 
TSVQ, while limited, demonstrate its ability to match theoretical coding limits 
down to I bit per vector. The speed of the quantizer, coupled with the variable 
rate property make it ideal for image coding applications. 
The results presented in chapter 4 are among the most promising in the image 
coding community. The PSNR distortion measure has often been shown to be a 
less than perfect measure of image quality. However, the coder presented here 
matches or exceeds the numerical results from all available research. It is impos- 
sible subjectively to compare image quality since the specifics of printing cannot 
be taken into account. Subjectively, the image reconstructions in chapter 4 are 
more pleasing than many other coding schemes, especially at very low bit rates. 
The extension of predictive wavelet coding to video sequences is relatively straight- 
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forward. Chapter 5 presented a video coding scheme based around the three di- 
mensional, Cartesian separable wavelet transform and the tree structured vector 
quantizer. An analysis of the spatio-temporal features present in each wavelet 
sub-band allows the codebook design to take into account both feature orientation 
and velocity. The final coding results again are among the best reported to date. 
The artifacts introduced at very low bit rates are disturbing, but not as disturbing 
as the heavy blocking artifacts introduced by, say, MPEG encoders. 
6.2 Limitations and Further Work 
All the work in this thesis in concerned with greyscale images. An obvious ex- 
tension to each coding scheme would be to encode colour images and sequences. 
The extension should be relatively straightforward. The colour images could be 
represented in the YUV colour space. The coders presented here would operate, 
almost unchanged on the Y plane of these images. The U and V planes could be 
coded separately, to re-introduce colour. 
For the still image coder, the simplistic nature of the quantization of the lower 
frequency wavelet coefficients is a major drawback. The most obvious alternative 
for encoding the low frequency coefficients is a vector quantization scheme. This 
would almost certainly only apply to the detail bands, leaving the lowpass band to 
be scalar quantized, as it is presently. 
The effect that the underlying wavelet filter has on the reconstruction quality has 
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been clearly demonstrated by the results presented in chapter 4. For example, the 
filter BIORTH1810 always performs significantly worse than the others. This 
could be attributed to the fact that this filter pair has a longer analysis filter than 
synthesis filter. The design of the wavelet filters to be used with the oriented 
wavelet transform has not been investigated in this work. The simple method 
used was quick and easy to implement, but does not take into account any psy- 
chovisual properties of the human visual system. The DAUB8CONJ filter is 
based on Daubeehies' 8 point filter [Dau88]. It consistently performs better, at 
least numerically, than the other filter pairs tested. This could be attributed to the 
properties of the underlying analysis filter. Much more work is required in this 
area. 
The video coding algorithms presented here are not as well developed as the still 
image coding schemes. The argument about the coding of the lower frequency 
spatial coefficients above could be simply applied to the temporal lowpass in the 
three dimensional transform. In the version presented here, the vectors in the 
TSVQ are not normalised. Prediction vectors pulled from the tree structured vec- 
tor quantizer are used 'as is'. A scheme akin to that of the still image coder, 
involving normalisation and scale factors, would probably increase the quality of 
the reconstructed sequences and certainly make rate control more intuitive. Fur- 
thermore, the video coding algorithm should better take into account the psycho- 
visual properties of video. Simply discarding the highest temporal frequency band 
is certainly not optimal. 
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The methods described in this work combine many facets of established theories 
of image processing. It has been shown in this thesis that the combination is suit- 
able for image compression and can match or beat many current coding schemes. 
Appendix A 
Required Proofs 
A-1 The Contraction Mapping Theorem 
The Contraction Mapping Theorem states for a contraction mapping T on a com- 
plete metric space X, there exists a unique fixed point x* GX such that x* -- 
T (x*). The unique fixed point is then 
x* = lim T'(xo) , xo CX i +oo 
Proof 
Given xEx and n, mE Ar, n>m then, 
d(f '(x), f '(x» < d(f '-'(x), f n-1 (X» < s'd(x, f n-m (X) 
Applying the Triangle Inequality repeatedly gives, 
d(x, fk (X» :5d (x, f 
k-1 (X» + d(f k-1 (X), fk (X» (A. 1) 
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d (x, f (x» + d(f (x), f2 (X» +.. -+ 
d(f k-1 (X) 
'fk 
(X» (A. 2) 
+8+ S2 +... + Sk )d (x, f (x» (A. 3) 
d (x, f (x» (A. 4) 1-s 
Hence, 
8m 
d(f '(x), f '(x» < -d(x, f (x» 1-s 
Now, take n and m to be sufficiently large to make d (f m (x), fn (X)) arbitrarily 
small. Then, x, f (x), f '(x).... is a Cauchy sequence in X and X is complete. 
Therefore, the limit x* = liMn_+cx3 fn (X) E X. f is, by definition, continuous and 
so 
f (XI =f 0im f'(x» = lim f'+'(x) = x*. n--+oo n--+oo 
x* is unique since if x*l and x*2are both fixed points of f, then 
d(f (x*, ), f (x*2» = d(x* x*2) 1212 
but 
x*), f (x*» <s-d (x*, x*) d(f 
(, 
12 
where s<1, giving a contradiction. Hence x* is unique. 
A-2 The Coflage Theorem 
A-2 The Collage Theorem 
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Let (X, d) be a complete metric space and let BE W(X) and E>0. Choose an 
IFS ýX; wo, ... WNjwith contractivity 
factor 0<s<I such that 
(N 
h B, U w, (B) < c) 
n=O 
where h(d) is the Hausdorff metric. Then, 
h(B, A) <IE 
8* 
Proof 
The proof is a direct corollary of equation A. 4 by allowing k -+ oo. 
Predictive Wavelet Transform Coding : Unifying Rractal and Transform 
coding 
Ian Levy, Roland Wilson 
Department of Computer Science, University of Warwick, Coventry, UK 
ABSTRACT: It is shown that fracial image 
coding can be placed in a conventional predic- 
tive framework by using a wavelet representation. 
This has the significant advantages of simplifying 
decoding by avoiding iteration and of relating the 
technique to traditional coding methods, The re- 
sulting coder is a combination of transform and 
predictive techniques. Results are presented for a 
range of bit rates and images, which show that the 
new method has some potential as a data compres- 
sion technique for still images. 
1 INTRODUCTION 
In recent years, both fractal coding and wavelet 
transform coding algorithms have been the sub- 
ject of extensive research [1] [6] [3] [7] [9]. Al- 
though they share a reliance on the scaling prop- 
erties of the edge features which dominate normal 
images, there has previously been little attempt 
to marry them ( see [8] however ). 
In a wavelet decomposition, the image is re- 
cursively decomposed into frequency bands. The 
wavelet subbands contain the high frequency com- 
ponents of the image in the horizontal, vertical 
and diagonal directions. These components can 
easily be vector quantized with low visible distor- 
tion because ( it is argued ) the wavelets are bet- 
ter matched to edge features than the sinusoidal 
basis functions used in earlier transform coders. 
Fractal image coding relies on the concepts of self- 
similarity and affine maps, which may be used to 
describe how to transform one image region into 
the other. The image is tiled with such regions 
and the collection of the affine maps which results 
is known as the fracial code for the image. An ap- 
proximation to the original image is reconstructed 
from the fractal code by iterating the affine maps 
on any initial image [6] [3] [2]. 
Recently, there have been several attempts to 
combine fractal and transform compression meth- 
ods [8] [4] [5]. These have, for the most part, used 
DCT basis vectors to represent the error result- 
ing from the fractal approximation. The purpose 
of this paper is to describe a system combining 
Nv, iN-elet and fractal coding. 
COMBINING THE WT AND 
FRACTAL COMPRESSION 
The new method can be seen as a predictive coder, 
in which blocks of data representing larger scales 
are used to predict those at smaller scales. Er- 
rors are coded using a KLT coder operating in 
the wavelet domain. The novel algorithm pre- 
sented combines parts of both wavelet and fractal 
coding. The image to be coded is decomposed 
by the wavelet transform to a given level, say 1, 
known as the base level. The first level to be ap- 
proximated, called the domain level, is then de- 
cided. This is usually the level below the base 
level. Then, the range level is the level from which 
the domain level shall be approximated (ie the 
level above the domain level). Levels from I to 
the range level are quantized using a linear quan- 
tizer for the highpass coefficients and a separate 
quantizer for the lowpass coefficients at the high- 
est level. The quantized approximation is used 
as the range level of coefficients to reduce errors 
at the decoder. Each of the bands in the domain 
level is partitioned into non-overlapping domain 
blocks. Let fDffLI, fDýH} and IDYH} be the 
domain blocks from each subband. For each do- 
main block set f RffL, Df'H, MIH}, a correspond- 
ing range block set f RYL, RLH, Rff HI must be HL found which minimizes the error c= JjDj 
býIL112 YH +11Dý, H_j)ý, HJ12+ -bYH112 IlDt where 
X bi ti(ai ký'), i? i is a normalised range block, 2 < AHH D HH>+<f? ýL DýL>+<'(? LH Dý, H 
ai t> and < RHH, f? HH> +<f? HL'ftHL > +<f? LHf? LH > 
ftil is the dihedral group of the square. Hence, 
the blocks from the three subbands are scaled by 
the same factor. 
Since an orthogonal wavelet transform is used, 
the subbands are all orthogonal. Hence, no iter- 
ation of the affine maps is required. Since there 
will be no iteration of the maps in the decoding 
process, the value of ai is unconstrained. Given a 
domain block size d and and search radius r, we 
define the search region as the subset of the sub- 
band I given by Qx-rd, x+rd] x [y-rd, y+rd])nl. 
A spiral search from the center of the search region 
is used to address the range blocks. This method 
constrains the maps so that each range block Rý 
(XEfHH, H L, L H} ) is in the same realtive 
position, but in different subbands. The reason- ing behind this is that if two blocks are similar, 
then their horizontal, vertical and diagonal com- 
ponents must also be similar. 
This process is then repeated on successive lev- 
els of the wavelet decomposition. The approxima- 
tion of the domain level generated by the coder 
thus becomes the range coefficients for the next 
iteration. Separate affine map coefficients are gen- 
erated between levels, up to level 1. As it stands, 
the coder attempts to extrapolate a block in the 
range level to a block in the domain level in each 
subband. However, if there is not a good match 
between wavelet levels, the overall reconstruction 
error will increase for each bad block. To over- 
come this, block projection is performed after the 
fractal coding on each level to reduce errors, in the 
same vein as Huang and Gharavi-Alkhansari [5]. 
The present method, however, is simpler, since it 
is based on the Karhunen-Lo6ve transform for the 
symmetrised error vectors. A block diagram of the 
coder is shown in figure 1. It is worth noting that 
the coder can operate in a variety of modes, de- 
pending on application. It is possible to vary the 
block size, enable or disable the Karhunen-Lo6ve 
transform sub-system and enable or disable the 
block searching ( ie restrict the search region to a 
single block ). Obviously, different configurations 
will be suitable for different applications. 
The parameter sets that describe the blockwise 
maps and the basis projection coefficients are lin- 
early quantized and encoded using an order zero 
arithmetic coder. A rate value determines how 
many bins the quantizer uses and how many sym- 
bols the arithmetic coder can encode. Recon- 
struction proceeds much the same as for standard 
fractal coding. The major difference is that this 
method does not require iteration of the maps. If 
the Karhunen-Lo6ve transform sub-system is en- 
abled, then the projected error vectors are added 
to the reconstructed approximation of the block. 
An inverse wavelet transform from the base level 
reconstructs the original image. 
RESULTS 
In this section, sample compressed and recon- 
structed images at low bit rates with and without 
searching on the standard Lena and Boats images 
are presented. The test images are 512 x 512 pix- 
els in 8-bit greyscale. For the tests, a block size of 
4 pixels and the Daubechies 8 point filter are used 
and the Karhunen-Loýve transform sub-system is 
enabled. The results of these t, est, s are shown in 
the Table 1 and the following figures. 
For comparison, Figure 6 shows the Lena im- 
age coded at 0.22 bits per pixel with the JPEG 
system. This image has a PSNR of 30.71 dB and 
much more visible artifacts. Shapiro's EZkV coder 
[9] codes Lena at 0.25 bpp with a Peak-RMS SNR 
of 33.17 dB and at 0.125 bpp with a PSNR of 30.23 
dB. The coder presented here, achieves 31.52 dB 
in 0.20 bpp, a comparable figure. 
As can be seen from the above results, at low 
bit rates, the search does not improve the coder 
performance. However, further tests have shown 
that at higher bit rates, a search is advantageous. 
Using a full search, the Lena image can be coded 
at 1.49 bpp with a PSNR of 38.67 dB. With no 
search, the image is coded in 1.44 bpp with a 
PSNR of 38.07 dB. At these bit rates, a gain of 
0.6 dB for 0.05 bpp is significant. 
DISCUSSION 
This paper has shown that it is possible to place 
fractal coding into a multiresolution predictive 
framework by using an orthonormal wavelet trans- 
form. Initial results from the coder show that the 
method has real promise in applications. One sig- 
nificant problem with this technique is the exces- 
sive search time. For the highest quality ( ie a 
full search ), coding time is prohibitive. However, 
possible avenues of further research include tree 
structured searches, Self Organising Feature Maps 
and possibly other neural network approaches. 
Another area requiring more work is the choice 
of wavelets - the lack of symmetry of the separa- 
ble Daubechies wavelets clearly has an impact on 
the quality of the results. 
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Abstract 
This paper describes work in the application of wavelet transforms to 
the data compression of both still images and image sequences. The main 
principle underlying the work is the representation of the natural sym- 
metries of image data, which form a subgroup of the 2-d affine group, 
itself an approximation in 2-d of the motions resulting from perspective 
projection of the rigid motions in 3-d. It will be shown how the use of 
a suitable wavelet transform can simplify the representation of these mo- 
tions, to good effect in two data compression applications. The first is a 
recasting of fractal compression into a more conventional predictive frame- 
work, using an orthonormal wavelet basis. The second makes use of an 
overcomplete wavelet transform in estimating motions for video coding. 
1 Symmetry and Image Representation 
The use of wavelet transforms (WT) in image analysis and data compression is 
one of the more significant developments in the subject over the last ten years 
or so. The introduction of orthonormal wavelet bases by Daubechies [1] has 
led to a wide range of techniques using various types of wavelet representation 
[2,3,4,11]. One obvious feature of wavelets, which distinguishes them from 
other image representations, is their symmetry properties, the continuous WT 
in I-d representing the coherent states of the affine group, for example [1]. Such 
symmetries as rotation, translation and dilation, which constitute a subgroup of 
the 2-d affine group, are clearly important in image analysis and ought to 
be considered, when selecting an image representation. Indeed, the widespread 
use of Fourier transforms in signal analysis is directly attributable to their role 
in the representation of the translation group [8]. Symmetries are reflected in 
statistical measures such as the autocorrelation tensor, revealing themselves in 
the eigen-analysis of that tensor, ie. the Karhunen-Loeve transform (KLT) of the 
signal. Over the years, much attention has been paid in image data compression 
to the statistical aspects of the problem (see eg. [7]), but relatively little to 
symmetry. A notable exception to this can be found in the work of Jacquin 
2 
on iterated-function data compression [5]. His work draws heavily on the ideas 
of self-similarity under the affine group, which were expounded by Barnsley [6] 
and although in its simple form it has its weaknesses, it nevertheless represents a 
direct way of incorporating symmetries into an image description. More recently, 
some work on texture description has taken the idea of self-similarity in a different 
direction, building on a2-d affine motion model to generalise the simple idea of 
a texture as a periodic placement of a texture element [10]. In the compression of 
video sequences, of course, it has long been recognised that motion estimation is 
a central component [9], but limited computational power has meant that much 
of the work has focused on simple methods such as block matching to provide 
the velocity estimates. Inevitably this leads to poor estimates, since the block 
structure, though it underlies the current data compression algorithms such as 
JPEG and MPEG [9], is hardly symmetry-adapted. While use of multiresolution 
processing can mitigate these effects, it is no substitute for a properly designed 
image representation. 
The work presented in this paper is concerned with exploiting the symmetry 
properties of certain types of wavelet transform, to see how these might be used 
in applications such as image data compression. After a brief discussion of the 
underlying principles, two examples will be used to illustrate the importance 
of symmetry in image representation. The first is based on an orthonormal 
wavelet transform, which will be shown to lead to a simpler and more elegant 
approach to fractal. image coding, with results approaching those of the best 
systems currently reported for still image compression. The second uses an 
overcompleie WT, the multiresolution Fourier transform (MFT), in video coding 
using a combination of featureless and feature-based motion estimation. The key 
property of the MFT in this application is that it reflects the structure of the 
2-d affine group, simplifying estimation of the motion parameters. Results of 
motion estimation using this technique will be used to illustrate its potential. 
The paper is concluded with a discussion of the relationship between symmetry 
and statistics in image representation. 
2 Representing Symmetry in Images 
The role of symmetry in image representation is widely misunderstood to be 
limited to axial or rotational symmetries, such as occur in simple geometric 
shapes. In the present context, a broader definition is needed - one which reflects 
the role of 2-d or 3-d motions. To this end, suppose there are two images, 
or rather two image patches, labelled fl(x-), f2(; F) respectively, where the image 
co-ordinates are x- CR2. They might be parts of the same image or from two 
images in a temporal sequence, for example. To say that they are related by a 
symmetry is to assert that there exists a co-ordinate transformation T such that 
f2(x') = fl(T-lx-) 
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where the exponent '- 1' is used to indicate the inverse, which will be assumed to exist. (2.1) asserts that the two patches are related by a motion: the second 
can be found by simply moving the first appropriately. For example, if fi(X 
represents a horizontal edge and f2(x-) a vertical one, then the transformation is just a rotation by 7r/2. While ideal image features like edges may exhibit such 
perfect symmetry, a more realistic model includes an element of approximation, 
replacing (2.1) by 
f2(X-) = fi(T-li) + v(i) (2.2) 
where the residual, v(i), expresses the approximation error. This formulation 
can also be viewed as a rather general model for image data compression: the 
patch f2 is predieted from f, and the prediction error is the residual. Typically, 
most of the work in compression algorithms, both intraframe and interframe, 
is done by the residuals - the predictor structure is fixed or has relatively few 
degrees of freedom. Notable exceptions to this are the iterated function system 
(IFS) for still image compression [5] or motion compensation schemes for video 
compression, both of which typically spend more information on the transfor- 
mation than on the residuals. This raises the propsect of choosing the transfor- 
mation, among some admissible set of motions, to minimise the average residual 
error energy: 
Z- lýi»2 Tpt = arg min Z (f2 (x) - fi (T (2.3) 
where the sum is over all pixels within the patch. The main problem with this 
formulation is the implied search of the parameter space: the full affine group is a 
6-parameter continuous group; even the discrete subgroups used below constitute 
a huge space. For example, in aNxN pixel patch, there are of the order of N' 
translations. Identifying the minimum error fit using cross-correlation requires 
N' multiplications per position, giving an overall burden of N'. But if the 
computation is done in the Fourier domain, (2.3) can be replaced by 
, r, pt = arg max dw'f2(w')f (2.4) f 
where f is the FT of f and -. denotes complex conjugate. This trick reduces 
the computation to one of order N'. This results from the diagonalisation of 
translations by the FT. It is this sort of computational issue which makes the 
choice of image representation significant. 
When translations are the only motion, their representation by cyclic shifts 
is a convenient simplification, which leads to use of discrete FT methods based 
on (2.4), but the general affine case is less obliging - the group is not abelian 
and no representation will provide a full diagonalisation. Moreover, it is seldom 
the case that motions of the whole image are involved - most relevant motions 
apply locally, rendering simple Fourier methods ineffective. The best which can 
be done in general is to require that the function set W -:::: 
fwa, b(X-)) is invariant 
to the group operations, ie. 
TW = 
jWa, b(T-lE)j = W, TE 7- (2.5) 
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In other words, the vectors Wa, b(i) are coherent states of the group [1]. The 
significant feature of this invariance is that any motion can be represented by a 
motion of the parameters 
a, b (T -1 i) ': WT (a), T (b) (i), TET (2.6) 
where T(a) is a mapping of the parameter a. Among other things, this implies 
that the motions and the parameter space have the same cardinality, whether 
finite or infinite. If such a representation exists, then the problem of identifying 
motions avoids the computation of f(T-1Z) for each transformation. As an 
example, the continuous 1-D wavelet transform of a signal is [1] 
Wf (x, o-) -- -1 
1 
dy f (y)w(y - x) (2.7) 
-1/0- y 01 
where w(. ) is the so called 'mother wavelet'. This two-parameter transform is 
the natural representation for the I-d affine group, in the sense of (2.5), since 
if (a,, 3) :x ý-+ 3x +a is the general group element, then its action on the WT 
is just 
(CO) -a a Wf(x, c) ý__* Owf(x (2-8) 
)3 
which is no more than a 'relabelling' of the transform. The commonest form of 
2-d WT is the Cartesian product of I-d transforms in the horizontal and 
vertical directions 
Wf (x', o-) = -1 
1d-f (W)w(y - x) (2.9) y 
01 01 
where the wavelet w(. ) is separable. This has rotations by multiples of 7/2 and 
axial symmetry about the vertical axis, in addition to translation and uniform 
dilations, as its natural group. Continuous WT's adapted to the full rotation 
group, translations and dilations have also been described [12]. 
In the general affine case, a suitable choice of representation is the over- 
complete wavelet transform called the multiresolution Fourier transform (MFT) 
[11], which gives estimates of the Fourier spectrum of image patches at a range 
of scales. The MFT for continuous 2-d signals is defined as 
Mf(xlw, L) =ILI 
12 1 (2.10) 
where w(. ) is a window function, L is an invertible linear transformation, x is 
the spatial and w- the frequency co-ordinate. This represents a generalisation of 
the form given in [11], to accommodate the affine symmetry model. As a signal 
representation, the MFT is not square- integrable, but it has a form of inverse 
given by 
dw-<-dL IL p(L) Mfw L) w (L i)) eltz.: 6 (2.11) 47r 2 
-1 
0 
where p(L) is a density over the linear group 
I 
dL p(L) =1 (2.12) 
and provided w(. ) satisfies the weak requirement 
1 
dX- w (Z) w (x-) =1 (2.13) 
This is readily proved by an extension of the arguments in [11]. In the present 
context, the MFT has two important properties: symmetry and locality. 
First, consider the action of an affine group element (A, d) on the MFT. From 
(2.10), if (A, d) : x- i--* Ax- + a, then its action on the MFT is 
MV (A, zt) TC:;, f x, w, L) F--* JAI e-3'ý-a Mf(A-l(x--ii), A A-lL), (2.14) 
which is an obvious generalisation of (2.8). More significantly, for any finite 
energy image f (X') and group element (A, d), there is some window scale, o,, for 
which 
Mf (- - (A a) TI x, w, L) ý-'+ lAle-3o-5Mf(x-, A w-, A-'L)+O( ILI 
ILI>o- (2.15) 
In other words, the translation can be determined from the phase and the linear 
transformation from the magnitude of the MFT's of the original and transformed 
images. This observation underpins the use of the MFT in video coding. 
Locality is a key issue in signal modelling, which goes beyond the simplistic 
argument that because WT's use basis functions of arbitrary size, they avoid 
the limitations imposed by the uncertainty principle. It is exemplified in (2.15) 
by the 0(1) term on the right hand side: any model of images is valid only 
over some range of scales. In the above case, the window scale has to be large 
enough to allow the factoring of the group action into its two components - 
translation and linear transform. But there is a catch: the affine model itself 
is an approximation, only valid over a range of scales up to some largest scale; 
beyond that, multiple motions will be encountered, due for example to the effects 
of perspective, occlusions and so on. Since the range of usable scales varies across 
images and even within many images, it requires a representation allowing such 
variation of scale wiihout sacrificing invertibility. 
In this respect, the MFT has a significant advantage over the simpler forms 
of the WT: the window scale can be selected to get the best model fit; it is not 
tied to the basis functions. This is why the inversion formula contains a density 
over L- the lack of a conventional inverse, far from being unfortunate side-effect 
of the definition, is essential in allowing the selection of the optimum window 
for a given data set. To be more specific, consider again the model of (2.1), 
expressed in terms of the corresponding MFT's and using (2.15) 
Mf2(j-, W-, oI) = JAI e-lý-5 Mfi(x', A 
TCj, 
o-A- 1) +v (X-1 W-, oI) (2.16) 
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where the patch being predicted f2(x-) is circular, reducing the general case to 
the scale a only. Now choose the scale to maximise the likelihood, ie. 
o'ý, pt = argmax maxprob(f2(x-), lix-11 < rlf, (T-ly-), Ilyll <s< r)) (2.17) 3(T 
where prob(. I. ) is the conditional density. A simple model illustrating the idea is 
that the two signals are related via (2.16), for scales s< o-. Following the stan- 
dard approach to the problem [14], with appropriate normalisation, for jointly 
normal, white fl(. ), f2(. ), the log-likelihood is maximised by choosing the scale 
and affine parameters according to 
uopt argmax max21A1 dw-Mf2(x-, w-, sI)Mfl(x-, ATw-, sA-1)e3ý*a- 
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«A, 
a) 
1 
1A12 
1 
dilMfl(X-, ATj, sA-1) 12 
)1 
(2.18) 
which takes advantage of (2.16) to factor out the translations, which are esti- 
mated using cross- correlation, once the linear transformation has been identified. 
By using the MFT, the scale can be handled as an unknown parameter - the 
best scale being selected in a data-dependent fashion, without losing invertibility. 
The combination of symmetry and locality marks the MFT as uniquely fitted to 
motion estimation. 
In practice, signals are sampled, with dilations being restricted to the sub- 
group si = 2' and the affine group actions are approximated by a linear action 
on the signal space, so that (2.2) is replaced by the vector form 
f2 =Tfl+v (2.19) 
where T: RN2 F-* RN2 is a linear operator. The computational complexity of 
this operator depends on the structure of the matrix T, which again is greatly 
simplified by the choice of image representation. It is perhaps worth noting that 
(2.19) is formally identical to the standard predictive models used so widely in 
image processing [7]. The significant difference from the use here is that in the 
conventional predictive models the transformations are effectively symmetrised 
by averaging over the group, leading to a predictor which is lowpass and, by 
definition, carries no information - it is spatially invariant. 
3 Applications 
As a first example, the use of affine maps forms the basis of fractal coding, in 
which 4x4 blocks of pixels, called range blocks are represented as 'motions' of 
8x8 domain blocks. The allowable transformations are products of inversion 
about the y-axis, F, rotations R by multiples of7r/2 and scaling by a factor of 2 
to reduce the block size, which is accomplished by a2x2 block averaging operator A: R" ý-- R 16. To these co-ordinate transformations are added magnitude 
scaling by s<1 and translation by a constant c 
fr Sdr R'Fj Af d+ Cdr I10<i<4,0 <i<1 
where f, is a4x4 range block and fd an 8x8 domain block. With s, c quantized 
appropriately, most of the computation and the bit rate are consumed by locating 
the best domain block for a given range block. The constraint on s guarantees 
that the mapping thus defined on the image is a contraction, 
' 
whose fixed point 
is an approximation to the original image [5]. This is essential because the image 
is reconstructed from an arbitrary initial image by iteration of the image-image 
mapping defined by the domain-range block transformations: 
fn = Lf,, -, +e 
(3.2) 
where L is the linear transformation and e the 'error' comprising the piecewise 
constant image represented by the last term in (3.1). Note that both L and e are 
independent of n in this case. In the limit, because of the fixed-point theorem, 
f 
00 = 
lim T'f 0 (3.3) n-oo 
In practice, convergence is generally obtained in a few tens of iterations, but it 
is by no means simple to achieve a specified rate-distortion trade-off with the 
method. 
If an orthonormal wavelet transform is used, however, (3.1) is replaced by 
n, r ---: Sd, R'Fi 
fn-1, 
d + en, r (3.4) 
where R, F are as in (3.1) and the scale factor Sdr is no longer constrained to 
the range Isl < 1. Because the WT is adapted to dilations (cf. (2.8)), both 
range and domain blocks are 4x4 pixels in size; if an orthonormal WT is used, 
iteration is redundant: errors at level n are orthogonal to the data on level 
n-I from which the prediction was derived. Consequently, the residuals are 
coded using the optimal orthonormal basis - the KLT. This reduces the iterated 
function coder to a form of predictive vector quantisation (VQ) across scales and 
avoiding the most visible artefacts associated with the original IFS coder, which 
were due to the block structure it used. In the experiments performed with this 
coder, 512 x 512 pixel images have been coded using a Daubechies 16-pt wavelet 
pair. Levels above the second scale were coded using scalar quantization; 4x4 
quantized blocks on level 3 were used to form the domain pool, from which 
256 vectors were selected for tree-structured VQ applied to levels 2 and 1. All 
three wavelet bands at each scale were coded together, so that the vectors in 
the VQ were 48 - d. Figure 1 shows the coder's performance on the widely 
used 'Lena' image, coded at 0.16 bits per pixel (bpp) and 0.25bpp. The results 
compare favourably with those reported in [3] and other WT-based coders and 
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are a significant, improvement on the standard JPEG algorithm, both in terms 
of signal-noise ratio and visual quality. 
A second application for symmetries in coding is in the compression of image 
sequences: much of what appears in frame i in a sequence results from movement 
of what appeared in frame i-1. The relevant symmetry group in this case is 
the full 2-d affine group, which is a linearisation of the projective group 
fi(i) = fi-, (A-l(x - d)) vi(i). (3-5) 
The algorithm uses both featureless and feature-based estimation: the featureless 
component is based on a discrete form of (2.18), in which a coarse-fine search is 
terminated when the likelihood for the affine model exceeds a threshold; this is 
corrected by a feature-based local update, designed to reduce errors at occlusion 
boundaries. The featureless estimates are sufficiently accurate to avoid the usual 
problem with feature-based approaches - the correspondence problem, in other 
words, identifying which feature in frame i-1 corresponds to which in frame i. 
Identification of the motion parameters uses the discrete MFT. The use of a 
form of FT allows the factoring of the estimation into two parts cf. (2.16): the 
translation is estimated by cross- correlation 
Z a= arg max 1: fi (x-) fi (A -'(x- - (3.6) je 
after the linear transform has been found by identifying from the Fourier trans- 
formed patches , Mfi (i, WJ, o-), a pair of axes based on 2-Means clustering of the 
spectral magnitudes 
-)12 min Ijci - Jk 112 1 Xi, j, j -= 1,21 -- arg Inip Yý 1 Mfi (X-1 W-3 oww (3-7) Wl, W2 
The matrix A is found from the co-ordinate transform between the two 
T- 
X2, j =A Xi, j, j=1,2 (3-8) 
These area affine estimates are illustrated in Figure 2(b), for a pair of frames from 
the 'Table Tennis' sequence. Note how the window scale is smaller near occlusion 
boundaries around the bat and ball, for example. Updating of the featureless 
estimates uses the linear features estimated and tracked from frame to frame 
using a modification of the procedures described in [11]. First, any feature in 
frame i-1 (Fig. 2(a)) is moved using the appropriate affine estimate, then a 
local search is performed to correct the motion estimate. Because the features 
are approximately linear, only the rotation and translation perpendicular to the 
feature are updated, but this prevents the accumulation of errors at occlusion 
boundaries, as the updated features in Fig. 2(c) show. The last stage in the 
process is to amend the running feature map by deleting any features which 
have vanished and adding any new ones. The whole process is implemented 
using the MFT, to provide an effective and computationally efficient way of 
both separating the translation from the linear transformation and selecting 
model scale automatically. 
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Conclusions 
Although much work remains to be done, the results shown here illustrate the 
usefulness of wavelet transforms in dealing with the symmetries associated with 
visual motions, both real and virtual. The orthonormal wavelet transform al- 
lows the iterated function compression scheme to be seen in a new light, which 
emphasises its connection with conventional image coding methods, while im- 
proving its performance significantly. The use of the MFT in video compression 
has illustrated the importance in general of having a representation which deals 
adequately with the problem of locality, as well as capturing the full 2-d affine 
group of symmetries. A novel 'featureless/feature-based' estimator using the 
MFT was briefly described. In both applications, results show the advantages 
of taking symmetries properly into account when selecting representations for 
image data compression. 
This raises the perplexing question of why such symmetries, 'if they really 
exist', do not show up in image statistics, for in practice they never do. In the 
first place, to expect symmetries to reveal themselves in statistics such as the 
autocorrelation is as unreasonable as to expect a fair coin when tossed 100 times 
to yield precisely 50 heads and 50 tails. What can be said is that unless the 
number of heads deviates by an unlikely percentage from 50, the coin is fair: if 
you claim the world lacks a symmetry, then have adequate statistical grounds 
for that assertion. The visual world has an obvious geometrical structure [15], 
which ought to be reflected in the representations we use to explore it, even in 
such low level tasks as data compression, unless the statistics demand otherwise. 
Acknowledgment 
This work was supported by the UK EPSRC. Thanks to Andrew Calway and 
Stefan Kruger of the University of Bristol for supplying the motion estimates 
used in the sequence work. 
Bibliography 
1.1. Daubechies, 1. (1992). Ten Lectures on Wavelets. SIAM Press, Penn. 
2. Antonini, M., Barlaud, M., Mathieu, P. and Daubechies, 1. (1992). Image coding 
using wavelet transform. IEEE Trans. Image Process., 1,205-220. 
3. Shapiro, J. (1993). Embedded image coding using zerotrees of wavelet coefficients. 
IEEE Trans. on Signal Proc., 41,100-110. 
4. Coifman, R. R. and Wickerhauser, M. V. (1992). Entropy-based algorithms for best 
basis selection. IEEE Trans. Inform. Theory. 38,713-718. 
5. Jacquin, A. E. (1992). Image coding based on a fractal theory of iterated contractive 
image transformations. IEEE Trans. Image Proc.. 1,18-30. 
6. Barnsley, M. F. (1988). Fractals Everywhere. Academic Press, New York. 
10 
7. Jain, A. K. (1989). Fundamentals of Digital Image Processing. Academic Press. 
New York. 
8. Lenz, R. (1990). Group Theoretical Methods in Image Processing. Springer- Verlag, 
Berlin. 
9. Tekalp, A. M. (1995). Digital Video Processing. Prentice Hall, New Jersey. 
10. T-1. Hsu, T-I. and Wilson, R. (1994). Texture analysis using a generalised wavelet 
transform. Proc. IEEE ICIP-94.3, Austin, 436-440. 
11. R. Wilson, R., Calway, A. D. and Pearson, E. R. S. (1992). A generalized wavelet 
transform for Fourier analysis: the multiresolution Fourier transform and its ap- 
plication to image and audio signal analysis. IEEE Trans. Inform. Theory. 38, 
674-690. 
12. Antoine, J-P. (1996). Symmetry- adapted wavelet analysis. Proc. IEEE ICIP-96. 
3, Lausanne, 177-180. 
13. S. A. Krfiger, S. A. and A. D. Calway, A. D. (1996). A multiresolution frequency 
domain method for estimating affine motion parameters. Proc. IEEE ICIP-96.1, 
Lausanne, 113-116. 
14. Davenport, W. B. and Root, W. L. (1987). An Introduction to the Theory of Ran- 
dom Signals and Noise. IEEE Press, New York, 312-350. 
15. Gibson, J. J. (1974). The perception of the visual world. Greenwood Press, Conn. 
11 
(a) 
(b) 
Figure 1. (a)Wavelet fractal coding result using Daubechies 16-pt 'symmetric' or- 
thonormal wavelets. Bit rate is 0.16bpp, output PSNR=31.49dB. (b) Bit rate 0.25bpp, 
PSNR=32.99dB. 
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Figure 2. (a) Image from 'table tennis' sequence, with finear features overlaid. (b) 
Affine motion between frames, showing scale at which model was accepted. (c) Features 
ýrnm iýnst Tirwýiiýe, ifyiioved and ovedaýd on second frame. 
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