Abstract. We suggest a constructive approach for the solvability analysis and approximate solution of certain types of partially solved Lipschitzian differential systems with mixed two-point and integral non-linear boundary conditions. The practical application of the suggested technique is shown on a numerical example.
PROBLEM SETTING
This article uses the approach proposed in [2] , [5] , [4] in the case of the following non-linear boundary value problem with mixed two-point and integral restrictions jg.u; w; p/ g.e u; e w;e p/j Ä K 3 ju e uj C K 4 jw e wj C K 5 jp e pj (1.4) jh.t; u/ h.t;e u/j Ä K 6 ju e uj and K 1 K 5 are non-negative square matrices of dimension n: The inequalities between vectors are understood componentwise. A similar convention is adopted for the "absolute value", "max", "min" operations. The symbol I n stands for the unit matrix of dimension n, r.K/ denotes a spectral radius of a square matrix K: By the solution of the problem (1.1), (1.2) we understand a continuously differentiable function with property (1.2) satisfying (1.1) on OEa; b.
We fix certain bounded sets D a R n and D b R n and focus on the solutions x of the given problem with property x.a/ 2 D a and x.b/ 2 D b : Instead of the nonlocal boundary value problem (1.1), (1.2), we consider the parameterized family of two-point "model -type " problems with simple separated conditions
x.a/ D´; x.b/ D Á; (1.7) where´D .´1;´2; :::;´n/; Á D .Á 1 ; Á 2 ; :::; Á n / are considered as parameters.
If´2 R n and is a vector with non-negative components, O.´; / WD f 2 R n W j ´j Ä g stands for the componentwise -neighbourhood of´: For given two bounded connected sets D a R n and D b R n ; introduce the set D a;b WD .1 Â /´C Â Á;´2 D a ; Á 2 D b ; Â 2 OE0; 1 and its componentwise neighbourhood by putting
We suppose that r.K 2 / < 1; r.Q/ < 1; (1.9) where Q WD 3.b a/ 10 K; (1.10)
On the base of function f W OEa; b D D 1 ! R n we introduce the vector The investigation of the solutions of parameterized problem (1.6) and (1.7) is connected with the properties of the following special sequence of functions well posed on the interval t 2 OEa; b 2. The sequence of functions (2.2) in t 2 OEa; b converges uniformly as m ! 1 to the limit function
satisfying the two-point separated boundary conditions (1.7).
3. The limit function x 1 .t;´; Á/ is the unique continuously differentiable solution of the integral equation
i.e. it is the solution of the Cauchy problem for the modified system of integrodifferential equations : Note, that similarly as in [3] , the solvability of the determining system (2.9) on the base of (1.3)-(1.5) and (1.9) can be established by studying its m th approximate versions: 
:
On the base of (1.1) and (1.3), when u ¤ e u , we have jf .t; u; v/ f .t;e u;e v/j Ä K ju e uj ; where matrix K is given in (1.10). Taking into account (2.7) we obtain 
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In (2.15) the binary relation B @ is defined in [1] as a kind of strict inequality for vector functions and it means that at every point on the boundary @ at least one of the components of the vector jH m .´; Á/j is greater than the corresponding component of the vector on the right-hand side . The degree in (2.16) is the Brouwer degree because all the vectors fields are finite-dimensional. Likewise, all the terms on the right-hand side of (2.15) are computed explicitly e.g. by using computer algebra system.
Proof. The proof can be carried out similarly as in Theorem 4 from [3] .
EXAMPLE
Let us apply the approach described above to the system of differential equations ( ; t 2 OE0; 1 ;
considered with non-linear boundary conditions 
In this case We thus see that all conditions of Theorem 1 are fulfilled, and the sequence of functions (2.2) for this example is uniformly convergent.
Applying Maple 14, we can carried out the calculations. It is easy to check that
is an exact continuously differentiable solution of the problem (1.1), (1.2). For a different number of approximations m we obtain from (2.10) the following numerical values for the introduced parameters, which are presented in Table 3 . On the Figure 1 one can see the graphs of the exact solution (solid line) and its zero (Þ) and sixth approximation ( ) for the first and second coordinates.
The error of the sixth approximation (m D 6) for the first and second components: max t 2OE0;1ˇx 
