Quantified Boolean Formulae A Quantified Boolean Formula (QBF) ψ is a formula of the form Q 1 p 1 · Q 2 p 2 · . . . Q r p r · φ where (i) φ is a PBF over P and (ii) Q i ∈ {∃, ∀} and p i ∈ P(φ) for i ∈ [1, r] . Note that a PBF is a QBF without quantifiers (r = 0). In the following, we assume that each proposition is quantified at most once. A fully QBF is a QBF where all propositions are quantified. QBF are also interpreted over valuations. As in the PBF case, P(ψ) denotes the set of propositions appearing in the QBF ψ. A valuation v : P(ψ) → B satisfies a QBF ψ is noted v |= ψ.
The satisfaction is derived from the propositional case as follows. noted |ψ|, is equal to |φ|. Note that the number of quantifiers in ψ is bounded by |φ|. Given a (fully) QBF ψ, the QBF-SAT problem consists in deciding if ψ is satisfiable. This problem is known to be PSPACE-complete, even for fully QBF [8] .
3 Ctl * , Ctl and Ltl over partial order traces
Partial Order Traces A partial order trace (po-trace) is a tuple T = E, P 0 , α, β, where (i)
E is a finite set of events; (ii) P 0 ⊆ P is the finite set of propositions initially true; (iii) α : E → 2 P (resp. β : E → 2 P ) is a function giving for each event e the finite set of propositions set to tt (resp. ff) such that ∀e ∈ E : α(e) ∩ β(e) = ∅; and (iii) ⊆ E × E is a partial order relation on E such that ∀e, e ∈ E: ((α(e) ∪ β(e)) ∩ (α(e ) ∪ β(e )) = ∅) ⇒ (e e ) ∨ (e e), i.e. if the truth value of at least one proposition is modified by two events, then those events must be ordered. Given an event e ∈ E, we define ↓e = {e ∈ E | e e}, the past of e (including e itself). The finite set of propositions used by T is denoted by P(T ), i.e P(T ) = P 0 e∈E α(e) ∪ β(e) . A cut is a subset C ⊆ E such that ∀e ∈ C : ↓e ⊆ C. The set of cuts is denoted by cuts(T ). Given a cut
and C /p = {e ∈ C | p ∈ α(e) ∪ β(e)} the set of events of C that modifies the truth value of p. Note that for every proposition p, the set C /p is totally ordered. The set of propositions true in a cut C,
event e is enabled in the cut C, then it can be fired from C leading to C = C ∪ {e}, noted C C .
A path σ is a sequence
size |σ| of the sequence σ is the number of firings from C 0 in σ (i.e. k here) 1 ; and we note σ i the
The set of runs starting in a cut C ∈ cuts(T ) is denoted by runs(C). The size of the po-trace
Ctl * Formulae in the temporal logic Ctl * are defined using the following grammar:
where Ψ is a state formula, Φ is a path formula, p ∈ P, U is the until operator and is the next operator. Other Boolean constructs (⊥, ∧, ⇒, ⇔) are defined as in the PBF case. In our case, Ctl * state (resp. path) formulae are interpreted over cuts C (paths σ) of a po-trace T . The satisfaction relation, noted |= C (resp. |= σ ) for state (resp. path) formulae, is the smallest relation that satisfies the following:
where σ = C 0 . . . C k , Φ, Φ 1 , Φ 2 are path formulae and Ψ, Ψ 1 , Ψ 2 are state formulae.
A po-trace T satisfies a Ctl * state formula Ψ, noted T |= Ψ, iff T , ∅ |= C Ψ. The size of a Ctl * formula Ψ, noted |Ψ|, is defined inductively as follows:
Ctl * has in particular two useful fragments :
Computation Tree Logic (Ctl) is a fragment of Ctl * in which each and U operators must be immediately preceded by a path quantifier. Formally, a Ctl formula Ψ is defined using the grammar :
Linear Time Logic (Ltl) is another fragment of Ctl * in which each formula has the form ∀Φ and the only state sub-formulae permitted are and atomic propositions p ∈ P. Formally, a Ltl formula Ψ is defined using the grammar : Ψ ::= ∀Φ
Given a po-trace T and a formula Ψ, the model checking problem consists in determining if T |= Ψ. In the remainder of the paper, we investigate the complexity of the model checking problem for Ctl * , Ctl and Ltl formulae.
Ctl * and Ctl Model Checking
We start with the model checking problem for Ctl * and Ctl. First, we will show that for Ctl, the problem is PSPACE-hard. Since Ctl is a fragment of Ctl * , it implies that the problem for Ctl * is also PSPACE-hard. Then, we show that, for Ctl * , the problem is PSPACE-easy. Again, since
Ctl is a fragment Ctl * , it follows that the problem for Ctl is also PSPACE-easy. Those results allow us to conclude that for Ctl * and Ctl, the model checking problem is PSPACE-complete.
In order to prove that for Ctl, the model checking problem is PSPACE-hard, we exhibit a polynomial reduction of (fully) QBF-SAT. that works as follows. Let ψ be a fully QBF with
We build a po-trace T P(ψ) and a Ctl formula Ψ ψ and prove that ψ is
The po-trace T P(ψ) = E, P 0 , α, β, is built over set of propositions i∈ [1,r] {q i , q i } as follows:
The Ctl formula Ψ ψ is defined inductively as follows:
where eval
, and where ψ[p 1 ← φ 1 , . . . , p r ← φ r ] denotes the formula ψ where every occurrence of proposition p i is replaced by the formula φ i for i ∈ [1, r] . As a first remark, it is clear that the sizes of Ψ ψ and T P(ψ) are polynomial in the size of ψ. Indeed, each proposition in ψ is replaced by a sub-formula of (constant) size 4 and each quantification is replaced by a construct of (constant) size 12. In the following, for any i ∈ [1, r], we note C 
Induction cases.
We have to consider two cases: • The first case is when ψ = ∃p i · ψ 1 .
In this case, ψ is satisfiable iff
and by definition of C tt i and C
) contains the only event that can satisfy eval tt i (resp. eval ff i ), we deduce that
We can therefore conclude that ψ is satisfiable iff
• The second case is when ψ = ∀p i · ψ 1 
We can therefore conclude that ψ is satisfiable
From Lem. 1, we get the PSPACE-hardness for Ctl.
Proposition 1 The model checking problem over po-traces is PSPACE-hard for Ctl.
Proof. Since QBF-SAT is PSPACE-complete, Ψ ψ and T P(ψ) have size polynomial w.r.t. the size of a fully QBF ψ, we conclude by Lem. 1 that the proposition holds. Now, we show PSPACE-easiness of the model checking problem for Ctl * by exhibiting a polynomial space algorithm that solves the problem. Base cases.
Proposition 2 The model checking problem over po-traces is PSPACE-easy for
• When Ψ = or Ψ = p. In the first case, the algorithm always returns true. In the second case, if Ψ is a state formula then it builds P C and returns true iff p ∈ P C .
Induction cases If σ contains sub-formulae, then the algorithm works as follows:
• First, if Ψ is evaluated on a trace σ = C 0 . . . C k but it is not of the form Ψ 1 ∨ Ψ 2 , ¬Ψ 1 , Ψ 1 or Ψ 1 UΨ 2 , then Ψ is also a state formula and the algorithm returns true iff T , C 0 |= C Ψ.
• If Ψ = ¬Ψ 1 , Ψ = Ψ 1 ∨ Ψ 2 , then Ψ 1 and Ψ 2 are first evaluated and then the algorithm evaluates Ψ according to the usual semantics of boolean connectors.
• If Ψ = QΨ 1 with Q ∈ {∃, ∀}, then Ψ is a state formula. In this case, the algorithm enumerates all the runs σ ∈ runs(C) and then checks if T , σ |= σ Ψ 1 holds. In the case where Q = ∃ (resp. Q = ∀), the algorithm returns true iff at least one run σ ∈ runs(C) (resp. all the runs σ ∈ runs(C)), is such that T , σ |= σ Ψ 1 .
• if Ψ = Ψ 1 then the algorithm returns true iff T , C 1 . . . C k |= σ Ψ 1 holds.
• Let us now show that the algorithm uses only a polynomial space w.r.t. the size of the formula Ψ and the size of the partial order trace T . To simplify the presentation, we do not care about the memory used to store one cut, P C , . . . . However, it is immediate that the memory used can be bounded by a polynomial in the size of T by using, for instance, bit vectors to represent sets.
More precisely, we show that the number of cuts that are computed and stored at the same time into memory by the algorithm is bounded by |T | · |Ψ|. The proof is by induction on the depth of the recursion of the algorithm used.
Base cases • If Ψ = , then the algorithm returns true in constant time without building cuts, hence the result.
• If Ψ = p then Ψ is evaluated on the cut C and the algorithm builds P C . This can be achieved in polynomial time without building new cuts by first computing for each p ∈ P(T ) the set C /p . This can be done by enumerating the events e ∈ C and checks if p ∈ α(e) ∪ β(e) (this can also be done by enumerating α and β). If C /p is empty then p is in P C iff p ∈ P 0 (this can be checked by enumerating the elements of P 0 ). Otherwise, we find the maximal element e max w.r.t in C /p by enumerating the elements in C /p and . Finally, p is in P C iff p ∈ α(e max ).
Since 0 ≤ |T | · |Ψ|, we conclude. • If Ψ = QΨ 1 with Q ∈ {∃, ∀}, then the algorithm enumerates all the runs σ ∈ runs(C). This can be done as follows: From C initially equal to C, we enumerate the events e ∈ E and then test if e ∈ enabled(C ) and if there is no (e , e) ∈ such that e ∈ C by enumerating the elements of and C . If it is the case, we iterate from the cut C ∪ {e} until we build E. At each step, the algorithm only keeps in memory the cuts of the current investigated run. Since the size of we conclude that the algorithm maintains at most |T | · |Ψ| cuts in memory when evaluating Ψ.
• If Ψ = Ψ 1 , the algorithm evaluates Ψ 1 on a trace. By induction hypothesis, this is achieved by storing at most |Ψ 1 | · |T | cuts. Furthermore, the trace over which Ψ 1 is evaluated has size bounded by |T |. Since |Ψ| = |Ψ 1 | + 1, we conclude that the algorithm stores at most |Ψ| · |T | cuts.
• If Ψ = Ψ 1 U Ψ 2 , then assume that Ψ is evaluated on the run σ. By induction hypothesis, the number of cuts stored in memory when evaluating Ψ 1 , resp. Ψ 2 , on sub-sequences of σ is bounded 
Ltl Model Checking
We now prove that the model checking problem for the linear-time temporal logic Ltl is coNPcomplete on po-traces. For that purpose, we examine the dual problem of model checking LTL ∃ formulae, i.e. formulae of the form ∃Φ where Φ is a restricted path formula, as defined in the grammar of LTL. We first show that this problem is NP-easy.
Proposition 3 The model checking over po-traces is NP-easy for LTL

∃
Proof. We exhibit a non-deterministic polynomial time algorithm. The algorithm works as follows: it first guesses a run σ of the po-trace T , and then checks that the formula holds on that run. The algorithm starts from C = ∅, and for each cut of the run it guesses an event e, checks that e ∈ enabled(C ) and then builds the next cut C ∪ {e}. The test e ∈ enabled(C ) can be achieved in polynomial time by enumerating the events of C to ensure that e ∈ C and then enumerate the elements of (together with those of C ) to ensure that e e implies that e ∈ C .
Finally, note that the size of a run in runs(∅) has size |E|.
Finally, Ltl model-checking on a run can solved in polynomial time [7, Proposition 3.3] .
Next, we show that the model checking problem is NP-hard for LTL ∃ . For that, we reduce the global predicate detection which is known NP-complete [1] . In our framework, this problem can be stated as follows. Given a po-trace T and a PBF φ over P(T ), the global predicate detection consists in determining if ∃C ∈ cuts(T ) : T , C |= C φ.
Proposition 4 The model checking problem over po-traces is NP-hard for LTL ∃ .
Proof. Given a po-trace T , and a PBF φ, it is immediate that ∃C ∈ cuts(T ) : T , C |= C φ if
and only if T |= ∃( Uφ).
We can therefore conclude that the model checking problem is NP-complete for LTL ∃ and therefore coNP-complete for Ltl, as stated in the following theorem.
Theorem 2 The model checking problem over po-traces is coNP-complete for Ltl.
Hence theorem 1 and 2 show that contrarily to complete systems (Kripke structures) [2] , over po-traces, Ltl has a lower complexity that Ctl * and Ctl.
