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GROUNDWATER TRACER EXPERIMENT (I) AT 
SAND RIDGE STATE FOREST, ILLINOIS 
by Thomas G. Naymik and Mark E. Sievers 
ABSTRACT 
The first groundwater tracer experiment at Sand Ridge State Forest 
was conducted during October and November 1982. The migration of Rhodamine 
WT was monitored for 1 month (most frequently during the first 2 weeks) 
over short distances of 5 and 10 feet. This experiment is preliminary to 
an expanded multi-source experiment involving greater areal extent, to be 
conducted in 1983. This report presents basic information regarding the 
site and the results of the experiment. 
INTRODUCTION 
The long-term purpose behind the tracer experiments at Sand Ridge is 
to aid in understanding the processes controlling the movement of dissolved 
constituents in groundwater. "In field" experiments using environmentally 
harmless solutions and a high density of detection wells are imperative to 
the advancement of groundwater science in solving contaminant migration 
problems. Only after "in field" processes are understood can hydrologists 
proceed with the evaluation of the tools already developed to analyze 
pollution problems. 
In this experiment, Rhodamine WT was introduced into one well and 
allowed to migrate under natural hydraulic gradient conditions. The goals 
were to discover the rate and direction of tracer solution migration in two 
different lithologies and to estimate a value for longitudinal dispersivi-
ty. One-dimensional and two-dimensional solutions for the observed 
dispersivity are presented and compared in this report. 
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The data and experience obtained in this experiment will be used to 
design the next more comprehensive experiment, in which three different 
non-reactive tracers will be released from individual source wells. The 
detection well network will be designed to better define the plume bounda-
ries laterally, vertically, and at greater distances from the source. 
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THE EXPERIMENTAL AQUIFER PLOT 
Site Location 
Sand Ridge State Forest is in an area known as the Havana Region of 
west-central Illinois. The location of the Havana Region is illustrated in 
Figure 1. It includes Mason, southwestern Tazewell, western Logan, 
northern Menard, and northern Cass Counties, and strips of Peoria, Fulton, 
and Schuyler Counties adjacent to the Illinois River (Figure 2). It lies 
between parallels 40°00' and 40°35' N latitude and meridians 89°30' and 
90°30' W longitude (Walker, Bergstrom, and Walton, 1965). 
The region is primarily a wide, low, rolling, roughly triangular sandy 
plain along the Illinois River. It is bordered on the east by glaciated 
uplands, on the south by the south bluff of the Sangamon River and Salt 
Creek, and on the west by the west bluff of the Illinois River. It 
includes three main physiographic areas (Figure 3): 1) the floodplains of 
the Illinois, Sangamon, and Mackinaw Rivers and Salt Creek; 2) the wide 
sand-ridged terraces east of the Illinois River; and 3) the loess-covered 
Illinois drift upland in southeastern Mason County. Elevations in the 
region range from about 430 feet above mean sea level (msl) on the Illinois 
River floodplain near Beardstown to 736 feet msl in the uplands west of 
Mason City (Walker, Bergstrom, and Walton, 1965). 
The site of the tracer experiment is near the center of Section 34, 
T.23N., R.7W., which is in Sand Ridge State Forest (Figure 3). 
Hydrogeology 
The experimental plot is located on the Manito Terrace (Wisconsin), 
at which point the terrace is overlain by about 30 ft of dune sand. The 
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Figure 1. Location of the Havana Region (from Walker, Bergstrom, 
and Walton, 1965). 
4  
Figure 2. Counties in the Havana Region and index of quadrangle 
topographic maps (from Walker, Bergstrom, and Walton, 1965). 
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Figure 3. Major physiographic areas of the Havana Region and the 
location of the tracer experiment (from Walker, Bergstrom, 
and Walton, 1965). 
deepest wells at the site are 40 ft and the water table fluctuates 
slightly at a depth of 20 ft. Therefore, the deposits of interest are 20 
ft in thickness with about 10 ft each of dune sand and Manito Terrace 
deposits. Piezometers have been completed in both deposits and very little 
if any vertical hydraulic head difference could be measured. 
Split spoon samples were taken to define the horizon between the dune 
sand and the terrace deposits and to determine laboratory hydraulic conduc-
tivity, porosity, and drainable porosity. Four samples were taken during 
the construction of well SPSP1. Two of these were from the wind-blown 
sand (sample 1, -24 to -25.5 ft, and sample 2, -29 to -31.5 ft), and two 
were from the Manito Terrace deposit (sample 3, -31.5 to -34 ft, and sample 
4, -39 to -40.5 ft). Sieve analyses of these samples (Figure 4) show that 
the terrace material is coarser and more poorly sorted than the wind-blown 
sands. 
These samples were analyzed for porosity and drainable porosity 
through a simple method of weighing-saturating-weighing-draining-weighing. 
Porosities of 0.29 for the dune sand and 0.25 for the terrace material were 
determined. The drainable porosities were 0.28 and 0.23 for the dune sand 
and terrace material, respectively. In unconsolidated sands and gravels 
the effective porosity (pertaining to flow through porous media) may be 
assumed to be equal to or somewhat less than porosity but never less than 
drainable porosity. Many researchers use drainable porosity values rather 
than effective porosity in calculating a travel time through unconsolidated 
materials. This yields a faster travel rate (worst case situation) which 
may be useful in contamination studies. 
In estimating the hydraulic conductivity prior to the experiment, 
four approaches were used, two of which utilized the grain size analyses. 
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Figure 4. Sieve analyses of four samples taken at the site. 
(In feet depth: 1) 24-25.5, 2) 29-31.5, 3) 31.5-34, 4) 39-40.5) 
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With the Hazen equation, 
(1) 
the conductivities for increasing depths were: 
Sample //  K (gpd/ft2) 
1 210 
2 420 
3 760 
4 550 
With the Kozeny-Carmen equation, 
(2) 
the conductivities for increasing depths were: 
Sample # K (gpd/ft2) 
1 395 
2 355 
3 930 
4 730 
The third approach was to gather existing information about the area. 
Conductivity values from previous studies are plotted in Figure 5. These 
values were obtained from tests of large production wells completed at 
about 100 ft in depth. They therefore are not totally representative of 
the shallower deposits encountered at the site of the experiment. 
In the fourth approach a recently conducted aquifer test by ISWS 
personnel was analyzed by the Theis and Jacob methods. The test was 
conducted only 3/4 mile to the north of the tracer experiment site at the 
Illinois Department of Conservation Fish Hatcheries. A conductivity of 
9 
Figure 5. Previous conductivity analyses in the vicinity 
of Sand Ridge State Forest. 
4300 gpd/ft2 was obtained from this test, but again this production well 
had been completed at a depth of 90 ft, and is not representative of the 
shallower deposits encountered in this experiment. 
The range of conductivity values from these indirect approaches was 
too large to enter into a tracer experiment with confidence in travel 
times. It was necessary to conduct either an aquifer test or a preliminary 
tracer experiment at the site to arrive at a reliable value. A preliminary 
tracer experiment was conducted, from which a conductivity of 3000 
gpd/ft2 in the terrace material was obtained. 
A generalized water table map for the area is shown in Figure 6. In 
general, the flow is toward the Illinois and Sangamon Rivers. At the 
experimental aquifer plot, flow is toward the west-northwest. Determining 
the precise direction of flow at the site itself was difficult since it 
varied slightly with time. Three water level observation wells were 
installed at the onset of the project, and 38 measurements were made 
between April 1, 1982 and December 21, 1982 (Table 1). From these 
measurements the 3-point problem was solved to determine the flow direction 
(Figure 7). The line between wells SR2 and SR3 was used as the reference 
for the angle of flow direction. 
The first angle determined was 18°, as seen in Figure 7. Table 1 
lists the angles determined during the following 9 months. For this period 
the flow direction was more southerly than had initially been determined 
and shifted at times by as much as 6°. The first 3 wells for the tracer 
experiments, TR1.1, TR1.2 and TR1.3, were spaced 20 ft apart along a flow 
path of 18° (Figure 8). The orientation of the wells was based on the 
first 4 months of measurements. These wells, however, are still useful in 
the grid pattern of wells developing at the site. Some of the southerly 
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Figure 6. Approximate elevation of the water table in the 
Havana Region in 1960. 
Table 1. Measurements from the 3-Spot Observation Wells 
Date 
(1982) Time 
+ Change in water level, in ft 
(relative to previous measurement) 
SR1 SR2 SR3 
Gradient 
( 1 0 - 4 f t / f t ) 
Angle from 
SR2-SR3 re fe rence 
l i ne ( i n degrees) 
4-1 10.0 18 
4-14 0.29 0.28 0.26 9.1 15 
4-23 0.16 0.16 0.18 9.8 16 
5-11 0.71 0.72 0.74 10.7 19 
5-21 0.33 0.32 0.31 10.3 17 
6-23 0.41 0.42 0.39 9.3 18 
7-13 0.05 0.06 0.06 9.3 20 
8-9 1600 -0.02 -0.03 -0.05 8.5 17 
8-17 1515 -0.04 -0.06 -0.05 8.6 13 
8-18 1000 -0.04 -0.03 -0.02 9.1 16 
8-18 1330 0.01 0 0.01 9.4 14 
8-18 1930 0.02 0.03 0.01 8.7 15 
8-19 1100 -0.01 -0.03 -0.02 8.9 11 
8-20 1000 -0.02 0 -0.02 8.3 14 
8-21 1230 -0.04 -0.06 -0.01 10.0 13 
8-22 1330 0.10 0.09 0.07 8.6 13 
8-23 1000 -0.06 -0.06 -0.07 8.2 12 
8-27 1300 -0.06 -0.05 -0.06 8.0 14 
9-7 0730 -0.13 -0.14 -0.10 9.4 14 
9-15 1100 -0.05 -0.05 -0.08 8.3 12 
9-24 1000 -0.01 -0.01 0 9.1 15 
10-5 1100 -0.10 -0.11 -0.10 9.4 14 
10-6 1000 -0.01 0.01 0 9.2 18 
10-12 1000 -0.04 -0.05 -0.05 9.1 14 
10-21 1100 -0.08 -0.08 -0.08 9.1 15 
10-22 1030 0 -0.01 0 9.3 14 
10-24 1630 -0.01 0.02 0 8.9 20 
10-26 1530 0 -0.01 0 9.2 18 
10-28 1100 0.01 0 0 9.1 16 
10-30 1030 -0.04 -0.03 -0.04 8.8 17 
11-2 0930 -0.04 -0.05 -0.04 9.1 15 
11-3 0930 -0.02 -0.02 -0.01 9.4 16 
11-4 0900 0 0 -0.01 9.1 15 
11-5 0900 0 0.01 0 8.8 17 
11-6 1200 0.01 0 0.01 9.1 15 
11-10 1230 -0.02 -0.01 -0.03 8.4 16 
11-22 1500 -0.09 -0.09 -0.08 8.8 17 
12-21 1400 -0.05 -0.07 -0.01 10.8 16 
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Figure 7. Example of three-point problem for determining 
groundwater flow direction and gradient. 
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LOCATION OF FIRST SIX WELLS 
Figure 8. Position of the first three wells for tracer experiments 
based on three months of water level data. 
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shift in flow direction was later found to be due to the pumpage of 
irrigation wells in the area. 
The hydraulic gradient in the test site ranged from 0.001 to 0.0008 
ft/ft (Table 1). Considering the conductivity uncertainty, this caused 
only minor concern prior to the first tracer experiment. 
In October 1982, a Stevens Type F water level recorder was installed 
in well WLR1 at the site, and since then the groundwater level has been 
measured continuously. During November and December 1982, the water level 
dropped 0.2 ft. Water level rises and declines of 0.1 ft over 3-to 4-day 
periods are common but have yet to be correlated with rainfall events. 
At the Sand Ridge plot there is a long-term effort under way to corre-
late recharge events with water quality fluctuations. Only four chemical 
analyses have been completed at this time (Table 2), and an interpretation 
would be premature. However, the relatively high values of nitrate and 
total organic carbon are noteworthy. 
Location and Design of Wells 
Figure 3 illustrates the location of the site in Township 23N., Range 
7W. Its location and orientation in the center of Section 34 are shown in 
Figure 9. It lies in a flat clearing and is flanked by gently sloping sand 
ridges. Oak and pine trees surround the clearing, but daily water level 
declines from transpiration have not been measured. The tracer well grid 
shown in Figure 9 is presented in. detail in Figure 10. Presently there are 
16 wells at the site and 5 basic well construction designs. 
Wells SRI, SR2, SR3, TR1.1, TR1.2 and TR1.3 have the same basic well 
design (Figure 11). The SR wells are water level observation wells and 
the TR wells are used in tracer experiments. These wells are open to about 
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Table 2. Water Quality Analysis from Observation Well SRI 
Constituent 
(Values in mg/1) 
Date of Sample 
8-19-82 10-5-82 11-22-82 12-21-82 
Iron (Fe) 
Manganese (Mn) 
Calcium (Ca) 
Magnesium (Mg) 
Sodium (Na) 
Potassium (K) 
Ammonium (NH4) 
Silica (SiO ) 
Nitrate (N03) 
Nitrite (NO ) 
Chloride (CI) 
Sulfate (S04) 
Alkalinity (as CaC03) 
Hardness (as CaC03) (total) 
(dissolved) 
Total Dissolved Minerals 
Total Organic Carbon 
Turbidity (in Lab) 
pH (in Lab) 
Temperature (°F) 
(total) 
(total) 
(total) 
(dissolved) 
(total) 
(dissolved) 
(total) 
(dissolved) 
(total) 
(dissolved) 
6.0 
4.57 
69.6 
20.7 
3.0 
2.21 
0.2 
10.6 
92 
10 
13 
120 
259 
301 
10.9 
50 
7.0 
56 
13.1 
1.03 
102 
66.5 
43.6 
19.4 
3.1 
2.9 
2.3 
0.9 
0.1 
15.0 
7.8 
<0.01 
1 
24.3 
191 
434 
246 
289 
14.1 
70 
7.9 
12.7 
0.92 
83.9 
72.1 
34.2 
24.1 
2.8 
2.9* 
1.7 
0.8 
0.2 
14.7 
10.3 
<0.1 
1 
29 
174 
350 
279 
261 
15.4 
90 
7.6 
10.8 
0.22 
83.7 
69.3 
36.4 
22.9 
2.8 
3.0 
3.2 
0.9 
0.2 
13.8 
42.0 
3 
22.2 
144 
359 
298 
16.6 
80 
7.7 
* possible interference 
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Figure 9. Topographic map of Section 34 with experimental plot located. 
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Figure 10. Tracer well g r id at Sand Ridge S t a t e F o r e s t . 
19 
Figure 11. Well design for wells SRI, SR2, SR3, TR1.1, TR1.2 and TR1.3. 
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10 ft of both the fine and coarse deposits. During a tracer experiment a 
well of this design used as a detection well would have two concentration 
peaks. The earlier peak would result from migration in the coarse deposit 
and the latter from the upper wind-blown sand. Wells of this design were 
drilled by the straight rotary method using Revert® as the drilling fluid 
and chlorinating subsequently. Revert® was tested and found to cause no 
fluorescent interference with the tracer solution Rhodamine WT. Chlorine 
is known to interfere with the fluorescence analysis of Rhodamine WT, but 
with repetitive well development the chlorine concentrations in the wells 
were reduced below the level of interference. This was checked continually 
throughout the experiment using blanks and standard stock solutions. 
Wells SP1.1, SP1.2, SP1.3 and SP1.4 are all shallow sandpoint wells. 
They were finished at a depth of 26 ft, as shown in Figure 12. The purpose 
of these wells was to monitor the movement of tracer solution in the upper 
fine-grain sand. 
Wells DP1.1, DPI.2, DPI.3 and DPI .4 are deep sandpoint wells finished 
at a depth of 36 ft. These wells were completed as shown in Figure 13, and 
were designed to monitor the movement of tracer solution in the Wisconsin 
terrace material. 
Well SPSP1 was completed as shown in Figure 14. This well is 40 ft 
deep and screened only in the coarse unit. This well is a source well for 
tracer solution injections, as are wells TR1.1 and WLR1. Well SPSPl will 
be used in the future exclusively to release tracer into the coarse unit. 
This well was augered using the hollow-stem method. Four split spoon 
samples were taken while constructing SPSPl. 
The last of five basic well designs (for well WLR1) is shown in Figure 
15. This well has two purposes: 1) to house the water level recorder, and 
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Figure 12. Well design for wells SP1.1, SP1.2, SP1.3 and SP1.4. 
22 
Figure 13. Well design for wells DP1.1, DP1.2, DP1.3 and DP1.4. 
23 
Figure 14. Well design for well SPSP1. 
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Figure 15. Well design for well WLR1. 
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2) to act as a tracer solution injection well for the upper unit. The 
borehole for this well was augered using large hollow-stem augers. The 
auger flights were pulled while the hole was filled with Revert® solution, 
after which the casing was emplaced. 
All wells were developed by back flushing with fresh water and pumping 
with air at the time of emplacement and then again one week prior to the 
tracer experiment. 
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TRACER EXPERIMENT 
This tracer experiment was considered to be preliminary to a future 
experiment in which three tracers will be released from three differently 
designed wells (WLR1, TR1.1 and SPSP1). In this first experiment Rhodamine 
WT was introduced into well TR1.1 (Figures 10 and 11) and allowed to 
migrate under natural hydraulic gradient conditions. The goals were to 
determine the rate and direction of tracer solution migration in both the 
upper and lower deposits and to estimate values for longitudinal 
dispersivities. 
Rhodamine WT 
Rhodamine WT, a fluorescent dye developed specifically for tracing 
work, was used in the experiment because of its low adsorption character-
istics on mineral and organic materials (Smart and Laidlaw, 1977; 
Aulenbach, Bull, and Middlesworth, 1978; Turner Designs, 1982). The dye 
also had been used successfully in a geologic environment similar to that 
at Sand Ridge (Naymik and Barcelona, 1981). To assure that the dye was not 
being adsorbed onto aquifer material, a Rhodamine WT adsorption experiment 
was conducted using augered aquifer material from both the coarse sand/ 
gravel and the wind-blown sand deposits. At 1-100 g.L-1 levels of 
Rhodamine WT, no significant adsorption of the dye was observed on either 
aquifer material. 
Determinations of dye concentration were done at the site with a 
Turner Model 111 fluorometer using a portable Honda generator as the power 
source. Standards were made up in groundwater from the site over the 
concentration range of interest. Samples also were brought back to the lab 
when sampling frequency decreased. Storage of dye samples and standards 
did not affect their concentrations over periods of several weeks. 
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Procedure 
Two days before the dye was injected, a pre-injection test was 
performed. It consisted of taking groundwater fr om a well about 1/2 mile 
away, transporting it to the site, and injecting it into source well 
TR1.1. The purpose of this was to insure that the wells were open to the 
aquifer and were hydraulically connected. During continual injection at a 
rate of approximately 2 gallons per minute (gpm), water levels rose 
approximately 0.06 ft in wells completed in the terrace material and about 
0.03 ft in wells completed in the wind-blown sand. 
The dye injection took about one hour and consisted of pouring a 
Rhodamine WT-native groundwater solution (1000 mg/1) down a long-neck 
funnel into well TR1.1. The total volume of the injected solution was 450 
liters. The solution in the well bore was mixed by vertical agitation at 
10 liter intervals. Immediately after the injection no dye was detected in 
any of the surrounding wells. At that time the dye solution should have 
occupied a 20 ft deep, 3 ft diameter cylindrical space with the source well 
as the axis. 
Samples were taken from the detection wells after one well volume was 
bailed from each. Removal of one,well volume was designed to evacuate the 
water stored in the well casing and to minimize disturbance to the flow 
field. The wells were sampled frequently (approximately hourly) until the 
migration rate was determined. Sampling was then decreased to 3 times a 
day and later to twice a day. 
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Results of Field Effort 
The dye was detected in four wells other than the source well. During 
the 12-hour period following the injection, the dye spread slightly 
laterally in the lower sands and gravels and was detected for a short time 
at low concentrations in well SPSP1. The general movement, however, was to 
the west-northwest toward well DP1.4. The initial arrival at DP1.4 and 
DP1.3 occurred about 4 days after injection (Table 3). In the upper sand 
the dye took ten days to move half the distance (5 ft). Computer generated 
time-concentration plots for the source well and three down-gradient 
detection wells are presented in Figures 16-19. 
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Table 3. Rhodamine WT Concentrations of Samples from Wells 
(mg.L-1) 
* blanks indicate no detectable concentration 
**ns = not sampled 
30 
Date Well Well Well Well Well 
(1982) Time TR1.1 SPSP1 DP1.4 DP1.3 SP1.4 
10-22 1700 1000. * 
10-23 1100 530. 0 .210 
1345 589. 0 .186 
1700 ns** 0 .100 
10-24 1100 363. 0 .054 
1630 ns 0 .052 
1800 ns 0 .043 
10-25 1000 299. 0 .031 
1600 167. 0 .015 
10-26 1100 87.7 ns 
1630 78.4 0 .006 0.94 
10-27 0800 31.3 7.83 0.078 
1200 ns 14.1 0.250 
1700 15.9 18.3 0.423 
10-28 0830 23.9 19.1 0.390 
1230 ns 25.4 0.490 
1730 15.7 25.1 0.590 
10-29 0800 14.2 21.7 0.450 
1230 ns 24.5 0.740 
1800 ns 23.9 0.870 
10-30 0900 13.7 21.0 0.600 
1700 ns 19.2 0.485 
10-31 0900 9.2 17.7 0.353 
1730 ns 17.8 0.333 
11-1 0900 11.2 17.7 0.292 
1730 ns 15.5 0.242 0.012 
11-2 0800 11.1 15.5 0.214 0.035 
1730 ns 17.8 0.214 0.218 
11-3 0830 10.0 15.5 0.172 0.450 
1730 ns 15.1 0.192 0.610 
11-4 0900 6.0 14.7 0.168 0.864 
1730 ns 14.2 0.168 0.889 
11-5 0900 8.0 13.0 0.124 0.984 
1730 ns 15.1 0.115 3.50 
11-6 1200 1.2 7.4 0.051 3.70 
11-10 1200 0.746 2.4 0.017 4.21 
11-22 1500 0.970 1.030 0.010 2.81 
12-3 1400 0.770 0.610 0.006 2.21 
Figure 16. Source well, TR1.1, time-concentration curve (computer generated). 
31 
Figure 17. Detection well, DP1.4, time-concentration curve (computer generated). 
32 
Figure 18. Detection well, DP1.3, time-concentration curve (computer generated). 
33 
Figure 19. Detection well, SP1.4, time-concentration curve (computer generated). 
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ANALYTICAL SOLUTION FOR LONGITUDINAL DISPERSIVITY 
Two approaches were used to analyze the breakthrough data obtained 
from the field tracer experiment. The first was a force fit to a simple 
one-dimensional transport equation. The second was the application of a 
two-dimensional model of the site. The results of the two approaches then 
were compared. 
Solute Transport Equation 
A one-dimensional form of the solute transport equation is 
(3) 
where C0 is the initial concentration of solute at the source, and C(x,t) 
is the concentration detected at a well of position x at time t, for an 
average linear velocity V and a longitudinal dispersivity dL If C0, 
x, and V are known, the dispersivity, dL, can be found. Although the 
form of Equation 3 given above suggests that only one data point is needed 
to calculate a value for dL (i.e., one value of C(x,t) at one time, t ) , it 
is recommended that all collected data be treated to statistically isolate 
the effects of spurious data. 
Calculation of Longitudinal Dispersivity 
The following method for calculating dL is one of trial and error 
until convergence upon the solution is reached. It takes place in two 
steps. The first step in the method is to estimate a maximum and minimum 
value for dL which best fit the experimental data. This is done by 
solving for the C(x,t) versus t plot for various dL values and visually 
fitting curves to the plotted experimental data. The Illinois State Water 
Survey computer program C0NC3 (Figure 20) can be used to calculate these 
solutions. By fitting the curves, a minimum and maximum value for the 
35 
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Figure 20. Listing of C0NC3 program. 
37 
Figure 20. Continued. 
Figure 20. Concluded. 
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longitudinal dispersivity can be obtained. Sample output from C0NC3 is 
shown in Figure 21. With x held constant, C/C0 versus t is plotted in 
the same manner as the observed data from a well. 
A more exact approach for estimating a dL range can be used where 
the experimental data somewhat conform to the theoretical solution. This 
involves using ISWS program LSTSQR1 (Figure 22), which produces a plot of 
the sum of the squares of the difference between observed and theoretical 
concentrations versus dL (Figure 23). By looking at the plot the user 
can deduce a more accurate range for dL from the region where the curve 
is at its minimum. The function for this is Equation 4 presented below. 
In the second step, dL from the experimental data is found by using the 
estimated range of dL and Illinois State Water Survey computer program 
LSTSQR2. 
Several mathematical approaches can be used to find the value of dL 
which "best" fits experimental data. One of the simplest of these 
approaches is the "least squares" method. In the least squares method, an 
equation "best" fits experimental data (observed concentration) when the 
vertical distance of the data point from the analytical function is 
minimized. Mathematically, this can be expressed as 
(4) 
where n is the number of data points at various times, t; x0 is the 
distance of the detection well from the source; Ci (xO,t) is the ith 
observed concentration; and C* (xQ,t) is the ith theoretical 
concentration from Equation 3. The objective function (Equation 4) is then 
evaluated over a chosen range of values for dL until the minimum is 
found. Thus, dL is varied until the sum of the squares of (C-C*) is at 
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Figure 21. Sample output from C0NC3 program. 
40 
Figure 22. Listing of LSTSQR1 program. 
41 
Figure 22 . Continued. 
42 
Figure 22. Concluded. 
43 
Figure 23. Sample output from LSTSQR1 program. 
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its minimum value, where C is the data point taken at time t and distance 
x, and C* is the solution of Equation 3 evaluated at the same values of t 
and x and the current trial value for dL. This calculation is performed 
in Illinois State Water Survey computer program LSTSQR2 (Figure 24). 
In summary, after the observed concentrations are screened visually 
with calculations from C0NC3, the solution for dL can be accomplished 
using the computer programs LSTSQR1 and LSTSQR2. In solving for dL, the 
program LSTSQR1 should be used first. This program produces a plot (Figure 
23) of the values of Equation 4 evaluated over the range of dL given in 
the input data file. This plot is used to note whether a minimum value of 
the function in Equation 4 actually exists in the dL range specified. If 
one does exist, program LSTSQR2 is used to find the value of dL which 
best describes the experimental data. If a minimum is not found in 
LSTSQR1, a different range of values for dL can be tried. 
Data Setup for Computer Programs LSTSQR1 and LSTSQR2 
The same input file is used for both the LSTSQR1 and LSTSQR2 
programs. The input format is as follows: 
Card Input Variables Format 
1 Well Identification (alpha-numeric) A10 
2 VEL, X, C (3F10.0) 
o 
VEL = flow velocity 
X = distance to detection well from source 
C = initial concentration (mg/1) 
3 LDL, UDL (F10.0, F10.0) 
LDL = lower limit of range of dL over which search is to be done 
UDL = upper limit of range of dL over which search is to be done 
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Figure 24. Listing of LSTSQR2 program. 
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Figure 24. Continued. 
47 
Figure 24. Continued. 
48 
Figure 24. Continued. 
49 
Figure 24. Concluded. 
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4 MAXI, ERROR (I10, F10.0) 
MAXI = maximum number of search iterations 
ERROR = the value of the objective function (Equation 4) to which the 
program must converge. A value of 0.0 can be used, although 
it is unrealistic, to force the program to go through maxi 
iterations. 
5...3 + N TIMME(I), CONC(I) (F10.0, F10.0) 
TIMME(I) = the time at which data point I was taken 
CONC(l) = the concentration value of data point I, in mg/1 
There is one card of this type for each data point, or N cards for N data 
points. 
Sample Problem Using LSTSQR2 
Assume that a natural gradient tracer experiment was conducted with 
the objective of calculating the longitudinal dispersivity of the 
aquifer. The average linear velocity was found to be 1 ft/day (Figure 
25). The detection well was 500 ft from the source. The lower and upper 
limit of longitudinal dispersivity were set at 1 ft and 100 ft, 
respectively. The investigator tolerated only 100 iterations to converge 
on a dL value and set his convergence criterion (ERROR) at-. 1E-7. The 
concentration of tracer after 200 days expressed as a ratio to the initial 
concentration, C0, was zero; at 300 days it was 0.0002, etc. The input 
file for this problem is shown in Figure 25. Output from executing LSTSQR1 
was shown previously in Figure 23. 
Figure 23 shows the minimum value of the sum of the squares at a dL 
of about 10 ft. Therefore the input file could be modified to narrow the 
search range of dL to greater than 1 ft and less than 100 ft. After 
the program LSTSQR2 was executed, a dL of 10.22 was calculated for this 
sample problem. Figure 26 shows the printed output file for the sample 
problem. The input parameters are printed out along with the calculated 
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EXAN. WELL 
1 . 0 0 
1 . 0 
100 
200 . 0 
3 0 0 . 0 
3 5 0 . 0 
4 0 0 . 0 
4 5 0 . 0 
4 9 0 . 0 
550 .0 
6 0 0 . 0 
6 5 0 . 0 
7 0 0 . 0 
750 . 0 
8 0 0 . 0 
8 5 0 . 0 
9 00 .0 
1 0 0 0 . 0 
5 0 0 . 0 1 .0C 
1 0 0 . 0 
0 . 1 E - 7 
0 . 0 
0 . 0 0 0 2 0 
0 . 0 0 1 1 0 
0 . 0 0 2 5 0 
0 . 0 0 3 7 5 
0 . 0 0 4 0 0 
0 . 0 0 3 3 0 
0 . 0 0 2 4 0 
0 . 0 0 1 5 0 
0 . 0 0 0 8 0 
0 . 0 0 0 4 0 
0 . 0 0 0 2 0 
0 . 0 0 0 1 0 
0 . 0 0 0 0 5 
0 . 0 0 0 0 0 
F i g u r e 2 5 . Sample i n p u t f i l e f o r LSTSQR2. 
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WELL : EXAM. WELL 
VELOCITY OF FLOW = 1.0000 
POSITION OF DETECTOR = 5G0.00 
CO = 1.0000 
LOWER LIMIT FOR DISPERSIVITY SEARCH = 1.0000 FEET 
UPPER LIMIT FOR DISPERSIVITY SEARCH = 100.00 FEET 
MAXIMUM ITERATIONS IK SEARCH = 100 
MAXIMUM VALUE FOR SUM OF SQUARES = . 10000E-07 
DATA # TIME CONC RATIO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
200.00 
300.00 
350 .00 
400.00 
450.00 
490.00 
550.00 
600 .00 
650.00 
700.00 
750.00 
800.00 
850.00 
900.00 
1000 .00 
0.00000 
.00020 
.00110 
.00250 
.00375 
.00400 
.00330 
.00240 
.00150 
.00080 
.00040 
.00020 
.00010 
.00005 
0.00000 
THE VALUE FOR THE D I S P E R S I V I T Y IS 1 0 . 2 2 4 0 1 
THE NUMBER OF ITERATIONS WAS 100 
THE SUM OF THE SQUARES IS . 4 7 2 7 3 E - 0 7 
F i g u r e 26 . Sample o u t p u t f i l e fo r LSTSQR2. 
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dL value. Lastly, the number of iterations for the problem and the 
final value of ERROR from the calculation are reported. Figure 27 shows 
the observed concentration values (•) and the fitted theoretical 
solution. 
One-Dimensional Analyses of Experimental Data 
The procedure for the 1-D analysis was intentionally kept simple. It 
involved putting the detected concentrations at the individual wells (Table 
3) into the format for the LSTSQR programs, setting the initial source 
strength at 1000 mg/l,etc, and executing the program. Only three wells 
were applicable: DP1 .4, DP1 .3 and SP1.4. These analyses were used as a 
comparison for the solutions derived from the random-walk model. There are 
few similarities between the breakthrough curves in Figures 17-19 and the 
theoretical solution of transport as defined by Equation 3. A more complex 
analytical model will be used to analyze the data from future experiments. 
The average linear velocity in the coarse sand was 1.97 ft/day and in 
the fine sand it was approximated at 0.25 ft/day. After 300 iterations per 
execution the values for longitudinal dispersivity for DP1.4, DP1 .3 and 
-4 -4 -3 
SP1.4 were 0.9 x 10 ft, 0.56 x 10 ft, and 0.68 x 10 ft, respectively. 
These values were calculated only for comparison purposes. The poor fit 
with the objective function (Equation 4) makes their values questionable. 
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Figure 27. Sample output from LSTSQR2. 
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"RANDOM-WALK" SOLUTION FOR LONGITUDINAL DISPERSIVITY 
A two-dimensional solute transport model was designed for the Sand 
Ridge site in order to simulate the complexities which occurred during the 
tracer experiment. Information concerning the computer code used for these 
calculations has been given by Prickett, Naymik and Lonnquist (1981). 
Model Design 
A planar view of the two-dimensional finite-difference grid for the 
model is shown in Figure 28. The array is 21 by 21 and the nodal spacings 
are uniform at 1 ft. No boundary conditions were set for velocity calcula-
tions. The velocity was entered directly into the code as a parameter used 
in calibrating to field data. The flow field was steady and uniform in the 
direction of decreasing j values. There were two solute boundary 
conditions. Well TR1.1 was a source at which solute was released in two 
concentric rings of radii 0.5 and 1.5 ft from the well center (Figure 29) 
in accordance with a time release function developed from data gathered at 
TR1.1 during the experiment (Figure 16). Particle masses (see Prickett, 
Naymik and Lonnquist, 1981) were calculated such that 1000 particles 
represented the total injected volume (450 1) and concentration (1000 
mg/1). Therefore one particle represented a concentration of 1 mg/1. The 
particles were released at 6-hour intervals for seven days, with the number 
of particles being released decreasing with time. The position of the 
particles at selected times is shown in Figures 30a through 30j. 
The second boundary condition was a line of sinks perpendicular to the 
flow direction through well DP1 .4., which resulted in an abrupt disappear-
ance of particles at j = 9 in Figures 30a-30j. The sink line functioned as 
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Figure 28. Finite-difference grid for the two-dimensional model. 
57 
Figure 29. Location of solute particles for one release 
at the source well. 
58 
Figure 30. Particle positions at increasing time intervals. 
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Figure 30. Continued 
60 
Figure 30. Continued 
61 
Figure 30. Continued 
62 
Figure 30. Concluded 
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a convenient location for removal of tracer mass, not groundwater, from the 
model. 
Two-Dimensional Analysis of Experimental Data 
There were two very different sand bodies involved in the experiment. 
Therefore, there was no justification for treating the 20 ft of saturated 
media with one model. There should be two models, one for each sand body, 
or a cross-sectional model of both. These models will be designed after 
future experiments, as data on the upper unit from the current experiment 
were not adequate to calibrate these models (Figure 19). The 
two-dimensional modeling effort therefore was applied to the terrace 
material. Hence, a model thickness of 10 ft was used along with the 
parameters that described the lower sand unit. 
The approach used in the analysis is common although different methods 
are under investigation. The approach is to match the observed concentra-
tions and use longitudinal dispersity as the fine-tuning parameter. The 
wells used were TR1.1 (source), DP1 .4 (main sink), and DP1.3 (peripheral 
sink). The migration of solute from source to sink was shown in Figure 
30a-30j. The best-fit breakthrough curve from the model for well DP1.4 
(Figure 31) yielded an average linear velocity of 1.97 ft/day (hydraulic 
conductivity = 3000 gpd/ft2) and a longitudinal dispersivity of 0.02 ft. 
Figure 31 compares reasonably well with Figure 17 except at the tail-end of 
the data. At the present, any explanation of this discrepancy is only 
speculation. As a check on the match, the 2-D model results were run 
through the LSTSQR programs as were the data from DP1.4. Using the LSTSQR 
programs, the data yielded a dL of 0.914 x 10-4 ft, and the simulated 
values from the 2-D model yielded a dL of 0.903 x 10-4 ft. The fact 
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Figure 31. Simulated breakthrough curve for well DP1.4 (computer generated). 
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that they are very close indicates a good match between experimental data 
and the 2-D modeling results. 
66 
DISCUSSION AND CONCLUSIONS 
Interpretation of the data from the first experiment at Sand Ridge 
posed some questions regarding the site and tracer detection techniques. 
These questions are now answered either by virtue of conducting this pilot 
experiment or by refinements. Difficulties in experimental design at a 
virgin site involving factors such as migration rate, sampling frequency, 
injection volume and concentration, and migration direction have been 
solved and can be optimized in the next experiment. Refinements for the 
next experiment include well type and sampling technique. 
In the next experiment, small diameter (1-1/4") sandpoint wells will 
be driven as detection wells to characterize plumes. Sandpoint wells in 
this geologic environment minimize disturbance to the formation in the 
vicinity of the screened interval and, when nested, truly reflect the 
effects of stratification on plume geometry. Augering and rotary methods 
may create a vertical migration pathway. Twenty-four small diameter 
sandpoint wells will be added to the existing well array prior to the next 
experiment. Twelve of these will be used to form four 3-level nests (14" 
screens), and twelve (36" screens) will be used to more precisely define 
the lateral extent of the plumes in both lithologies. 
Sampling will not be conducted by bailing. In future experiments, a 
peristaltic pump will be used to extract formation water directly opposite 
of the sandpoint screens. The use of sandpoints and direct sample 
extraction at the screen are optimal for determining plume geometries in 
this geologic environment. 
The three-dimensional nature of this type of tracer experiment 
precludes the further use of one-dimensional solutions. Even though this 
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first plume and future plumes will be three-dimensional the sources have 
been designed to accommodate two-dimensional models. Using the random-walk 
code in 2-D (horizontal) was successful in satisfying all of the boundary 
conditions of this experiment. It was especially efficient in handling the 
time variant source release. In future analyses the random-walk code will 
be used in 2-D in the vertical as well as the horizontal plane. 
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