A prototype of a new dose-verification system has been developed to facilitate prevention and identification of dose delivery errors in remotely afterloaded brachytherapy. The system allows for automatic online in vivo dosimetry directly in the tumor region using small passive detector probes that fit into applicators such as standard needles or catheters. The system measures the absorbed dose rate ͑0.1 s time resolution͒ and total absorbed dose on the basis of radioluminescence ͑RL͒ and optically stimulated luminescence ͑OSL͒ from aluminum oxide crystals attached to optical fiber cables ͑1 mm outer diameter͒. The system was tested in the range from 0 to 4 Gy using a solidwater phantom, a Varian GammaMed Plus
I. INTRODUCTION
The prime objective of dose verification in radiotherapy is to test if the dose delivery is carried out in accordance with the treatment plan. Significant discrepancy between measurements and plan may indicate that there is something wrong, and, in particular, in vivo dosimetry may therefore help identify accidents at an early stage of the treatment.
1 Recent advances in brachytherapy with, for example, image-guided 3D dose planning have lead to more complex treatments and a subsequent need for improved safety and quality-assurance procedures. 2 In brachytherapy with remote afterloaders, the main concern is dose delivery errors resulting from applicator reconstruction errors, 3 organ or applicator movements, interchanged guide tubes or afterloader malfunctions. 4 In vivo brachytherapy dosimetry has been carried out using a range of detectors 5, 6 of which the most important ones are passive integrating TLDs ͑Refs. 7 and 8͒ and active methods based on diodes, [9] [10] [11] MOSFETs, 12 or optical fibercoupled organic scintillators 13 or doped silica glass. 14 The present work explores the use of carbon-doped aluminum oxide ͑Al 2 O 3 :C͒ for luminescence dosimetry within the field of 192 Ir brachytherapy. We have developed a purely optical method where single Al 2 O 3 : C crystals can be read out remotely using thin ͑1 mm outer diameter͒ fiber cables. The high sensitivity of Al 2 O 3 :C enables these dosimeter probes to be made so small that they can fit into standard brachytherapy applicators such as needles or catheters. Measurements can therefore be carried out directly in the tumor region. The method uses two luminescence signals. First, so-called radioluminescence ͑RL͒ is generated spontaneously in Al 2 O 3 : C during irradiation. This scintillator-like signal can be used for real-time monitoring of the dose delivery. Second, the crystal also acts as a passive dosimeter, and the accumulated dose for a full treatment or a single treatment pulse can be obtained while the dosimeter is still in the patient by optical stimulation of the Al 2 O 3 :C crystal. This optically stimulated luminescence ͑OSL͒ signal is the direct optical equivalent of thermoluminescence. The stimulation further has the effect that it regenerates the crystal which may therefore be used for new measurements immediately after.
Methods based on OSL from Al 2 O 3 : C are increasingly gaining attention in medical dosimetry, and OSL equipment is now commercially available for clinical use. [15] [16] [17] [18] The basic concept of fiber-coupled Al 2 O 3 : C RL/OSL dosimetry exploited in this work was originally developed for measurements in external beam radiotherapy, 19 and its dosimetric characteristics for absorbed dose measurements in photon beams have been studied previously. 20, 21 Various instruments and readout protocols have been developed by different groups. [22] [23] [24] [25] The ability of using the radioluminescence signal for online dose-rate measurements ͑i.e., for time-resolved measurements͒ was introduced in 2006 ͑Ref. 26͒ and an improved calibration procedure was just published recently. 27 It has been demonstrated that the system used in the present study can deliver high-precision measurements ͑ϳ1% experimental standard deviation͒ under laboratory conditions. 28 The overall objective of the present study has been to develop an improved brachytherapy dose verification system based on fiber-coupled Al 2 O 3 : C RL/OSL dosimetry. The initial target group has been cervical cancer patients undergoing pulsed dose-rate ͑PDR͒ brachytherapy at Aarhus University Hospital. The main feature of the system is that the dosimeter probes fit into standard brachytherapy applicators ͑ϳ1.3 mm inner diameter͒. Hence, it is anticipated that fiber-coupled Al 2 O 3 : C RL/OSL dosimetry allows for detailed quantitative dose verification on the basis of accurate, real-time dose-rate, and dose measurements directly in the tumor region.
The present paper addresses the basic characteristics of the Al 2 O 3 : C RL/OSL dosimetry system when the dosimeter probes are inserted into stainless-steel brachytherapy needles and irradiated by an 192 Ir PDR source in a phantom setup. The prime interest is on reproducibility, linearity, and energy and angular dependence. The study leads to a simple uncertainty budget for the method and a discussion of its overall merits relative to other methods.
II. MATERIALS AND METHODS

II.A. Dosimeter probes
Two identical dosimeter probes ͑called A and B͒ were used. Each probe contained one Al 2 O 3 : C crystal ͑2 mm long and 0.5ϫ 0.5 mm 2 in cross-sectional area͒ grown by Landauer Inc. ͑USA͒ using the Czochralski technique ͑growth CZ#60͒. The crystals were predosed and bleached prior to the experiments so as to fill deep traps. Each crystal was attached to a PMMA optical fiber cable ͑ESKA GH2001-P; Mitsubishi Rayon Co., Japan; 0.5 mm core diameter; 1 mm outer diameter; 15 m length͒ using a technique developed by Marckmann et al. 29 Figure 1 shows the main parts of a dosimetry probe before assembly. Figure 2 shows a sketch of the optical dosimetry system. The key components are two so-called ME-03 RL/OSL readers ͑Risø DTU, Denmark͒. Each of these instruments contains a channel photomultiplier module ͑MP982, Perkin Elmer, Germany͒ and 395-440 nm bandpass filters for luminescence detection and a 20 mW 532 mn laser for optical stimulation of the Al 2 O 3 : C crystals. The purpose of the optical fiber cable is to guide luminescence from the crystal to the instrumentation and laser stimulation light the other way. The two readers were controlled from a portable computer with a data-acquisition card ͑NI-6036, National Instruments, USA͒ taking data at a rate of 10 readings/s. Flexible acquisition and analysis software was developed for this project using the LABVIEW programming language ͑National Instruments, USA͒ and all calculations were carried out using this software or S-PLUS ͑version 7, Insightful Inc., USA͒.
II.B. RL/OSL instruments
II.C. Brachytherapy system
Irradiations were performed at Aarhus University Hospital using a Varian GammaMed Plus PDR afterloader with an 192 Ir source with an initial activity of ϳ3.7ϫ 10 10 Bq. Irradiation times in this paper are given in nominal seconds, and since the decay-correction factor at the time of the measurements was about 1.8, an irradiation of, for example, 100 s nominal actually had a duration of 180 s. Reference doses were calculated in accordance with the AAPM-TG43 protocol 30, 31 as implemented in our own software. These reference values are referred to as treatment planning system ͑TPS͒ values. Hence these values give the point dose to water under full scatter conditions.
II.D. Phantom
All irradiations were carried out in a 30ϫ 25ϫ 26 cm 3 water tank with three 1 mm stainless-steel brachytherapy needles ͑GM1107930; Varian, USA͒ fixed in a submerged 20ϫ 4 ϫ 10 cm 3 solid-water block ͑Gammex Inc., USA͒. Two needles were used for the dosimeter probes and one was used for the brachytherapy source. To ascertain sufficient backscatter, the water tank was placed on the top of two 5 cm slabs of 30ϫ 30 cm 2 solid-water. The phantom can be considered to be of infinite size according to the data provided by Perez-Calatayud et al. 32 As sketched in Fig. 3 , the dosimeter crystals were placed at the coordinates ͑x , y , z͒ = ͑0, Ϯ 5,0͒ mm and the brachytherapy source was placed at ͑x , y , z͒ = ͑d ,0,z͒ where d is one out of several fixed distances: 5, 10, 15, 20, 30, or 40 mm ͑each corresponding to a drilled hole in the solid-water block͒ and where the z-coordinate was controlled from the afterloader. No temperature control was applied for the water in the phantom, and during the experiments reported herein, we measured the water temperature to be in the interval from 17 to 20°C.
II.E. Monte Carlo calculations
The Monte Carlo code EGSNRC V4 R2.2.5 ͑Ref. 33͒ was used for calculations of various aspects of the dosimetry. The dosimetry probe ͑including Al 2 O 3 : C, fiber cable, brachytherapy needle, and any other relevant detail about the probe͒ and the brachy source ͑including steel cable and the geometry details provided by Perez-Calatayud et al., 34 and Ballester et al. 31 ͒ were taken into account in the full 3D-simulations. The solid-water phantom was treated as being fully water equivalent. 35 We verified for selected test cases that the code gave results in good agreement with published calculations made with GEANT3 ͑Ref. 34͒ and the AAPM-TG43 protocol. 30, 31 
II.F. Uncertainty terminology
To characterize the variability and uncertainty of the results, we mainly use the concepts of experimental standard deviation and the experimental standard deviation of the mean as well as standard uncertainty as defined in GUM. 36 In some cases, we report results as x Ϯ u͑x͒ where the u͑x͒ is the standard uncertainty of the quantity x.
III. RESULTS
The experimental results were obtained during two measurement sessions, and the system was aligned and individually calibrated within each session. Session 1 had a duration of 13 h and comprised 33 irradiations. Session 2 was shorter ͑8 h͒ and comprised 19 irradiations. 31 of the irradiations were carried out with the source fixed at position ͑x , y , z͒ = ͑10,0,0͒ mm ͑i.e., with a source-to-probe distance of 11.2 mm; see Fig. 3͒ . For each irradiation, we recorded the RL signal and immediately afterwards ͑typically within 100 s͒, we recorded the OSL. Table I shows the Monte Carlo results for the depth-dose distribution. At 10 mm distance we predict the ͑average͒ absorbed dose in the detector to be about ͑9 Ϯ 1͒% less than for Hence, this is a comparison of the predicted response of the real detector including brachytherapy needle, fiber cable, air cavity, material around the crystal, etc., versus a pure 2 ϫ 0.5ϫ 0.5 mm 3 water element. The detector-to-water ratio increases with distance to the source, and since all measurements in this paper are based on a calibration about 10 mm from the source ͑see later͒, we normalize with respect to the ratio for this distance. We note that the thus normalized ratio deviates less than 2% from unity for distances in the range from 2 to 20 mm ͑i.e., the detector response is quite constant in this range͒. However, 50 mm away, for example, the model predicts that the Al 2 O 3 : C dosimeter probe should over-respond by ͑6 Ϯ 3͒% relative to the response at 10 mm distance. Table II shows results of Monte Carlo calculations of the expected angular dependence of the detector as function of the distance between source and center of the crystal. To simplify the computations, we did not include any brachytherapy needle around the dosimeter probe in these simulations. D x , D y , and D z designate the mean dose in the crystal if it is rotated such that its 2 mm side is parallel with either the x, y, or z axis, respectively.
III.A. Monte Carlo calculations
III.A.1. Depth-dose curve
III.A.2. Angular dependence
The table shows that the main angular dependence is if the crystal is rotated from being parallel with the z-axis to being parallel with the x-axis ͑i.e., along the axis with the large dose gradient͒. At 10 mm distance we expect that D x is ͑2.5Ϯ 0.8͒% lower than D z . A similar effect is seen at 20, 30, and 50 mm distance, but at 5 mm distance, the effect is reversed.
III.B. Positioning uncertainty
Due to the high-gradient field around the brachy source, it is particularly important to assess the uncertainty associated with the positioning of the probes relative to the brachy source. We assess that the standard uncertainty of the x and y coordinates ͑see Fig. 3͒ is about 0.2 mm whereas the standard uncertainty of the z coordinate is 1 mm. These values account for the accuracy of the hole drilling, the ability to attach the crystals exactly at the center of the fiber cable, and the air slip between fiber cable and needle and between needle and hole, and the ability to vertically align the crystals at z = 0. With the source at ͑x , y , z͒ = ͑10,0,0͒ mm ͑i.e., the position used for the calibrations presented in the following͒, we calculate a 3.7% relative standard uncertainty for the dose rate. With the x-coordinate changed to 5 or 40 mm, we obtain a relative standard uncertainty of 6 and 1%, respectively.
III.C. Time resolved RL dosimetry
III.C.1. Principle
Al 2 O 3 : C spontaneously emits radioluminescence in response to ionizing radiation, and Fig. 4 shows a typical RL signal for a 1.014 Gy irradiation with 192 Ir. An immediately noticeable feature of the RL signal is that its intensity increases during the irradiation although the dose rate is actually constant. Fortunately, the RL-sensitivity ͑defined as the RL-count rate per dose-rate unit͒ changes in a highly reproducible way and an algorithm for converting the raw RL signal into a useful dose-rate estimate has been developed. 26 The key element in the algorithm is the assumption that the RL sensitivity, ␤, changes only as function of accumulated dose D : ␤ = ␤͑D͒ and that ␤ is, for example, independent of radiation quality, dose rate or dose history. From a single calibration experiment, we can map how ␤ changes with dose and we can apply that in other experiments for the conversion of the raw RL count rate into dose-rate estimates. The RL dosimetry is time resolved in the sense that if the RL counts are acquired at a rate of 10 readings/s, then we obtain a dose-rate estimate for every 0.1 s. After bleaching the crystal during the OSL readout ͑described later͒ the crystal is reset to its original sensitivity ␤͑D =0͒.
III.C.2. Calibration
We calibrated probes A and B within each session using a single 4.3 Gy irradiation divided into 11 smaller pulses: five with a nominal duration of 25 s ͑5 ϫ 0.253 Gy͒ and six with a nominal duration of 50 s ͑6 ϫ 0.507 Gy͒. Except for a typical delay of 60 s, these irradiation pulses were given immediately one after the other. After the 11th irradiation pulse, the probes were reset by an OSL readout procedure. The two RL calibrations were carried out with the source at ͑x , y , z͒ = ͑10,0,0͒ mm. Figure 5 shows the total number of RL counts versus dose for probe A during one of the calibra- Ir brachy source ͑reference dose: 1.014Ϯ 0.038 Gy, dose rate: 5.63Ϯ 0.21 mGy/ s, 100 s nominal irradiation time, source position: ͑x , y , z͒ = ͑10,0,0͒ mm in the standard configuration in Fig. 3 . tion experiments. We see that 4 Gy produces about 10 7 counts in the system. The fitted curve shown in the plot is a second order polynomial linear fit. The details of the calibration procedure has been published elsewhere. 27 Figure 6 illustrates the ability of the RL algorithm to provide time-resolved dose-rate measurements. The agreement with the reference dose-rate value is good ͑4% maximum deviation for any of the 175 individual readings during the irradiation͒. A regression analysis of measured dose rate versus time shows that the recorded dose rate is constant during the irradiation. Figure 7 shows as an example the OSL decay curve corresponding to the irradiation presented in Fig. 4 . The laser was switched on at t = 0 s and the laser intensity was changed from 4 to 16 mW at t = 200 s which is why there are two "peaks" in the curve. Each OSL readout took 740 s and in the present analysis, we use the total number of counts as OSL signal ͑after background correction͒. The prime reason for the two-step OSL readout procedure is to avoid conflict with the maximum 4 MHz count rate of the light detection system.
III.D. Integrating OSL dosimetry
The system was calibrated using irradiations in the phantom with the source at ͑x , y , z͒ = ͑10,0,0͒ mm. Figure 8 shows the OSL calibration curve for probe A during the first session. We fitted a three-parameter model ͑a third-order polynomial without intercept͒ to the data, and used this model for prediction of all OSL doses within the same session. An identical procedure was applied for the other session and probe B. Section III E will demonstrate the adequacy of this procedure. Figure 9 shows results for all 31 irradiations conducted with the source at ͑x , y , z͒ = ͑10,0,0͒ mm. The different dose levels in the plot were obtained by simply changing the duration of each irradiation in the interval from 0 to 400 s ͑nominal͒. These results were also used for the OSL calibration and two of the experiments were used for RL calibration. The remaining excess degrees of freedom ͑i.e., the number of measurements minus the number of fitted calibration parameters͒ are, however, relatively large: 31−2=29 for the RL data and 31−6=25 for the OSL data. The figure shows that the performance was about the same for the two probes ͑A and B͒ and the two signals ͑RL and OSL͒: The calibrated system does not significantly deviate from linearity in the tested dose range ͑0-4.3 Gy͒ and the standard deviation of the relative residuals is about 1.3%. The latter can be taken as a direct measure of reproducibility since the experimental design with separate calibrations for each of the two experimental sessions greatly reduces any influence of positioning uncertainty and similar sources of error. Within each session the response should scale directly with the irradiation time regardless if the setup was perfectly aligned or not. Figure 10 shows measured depth-dose curves with the source at ͑x , y , z͒ = ͑d ,0,0͒ where d is in the range from 5 to 40 mm. There was essentially no difference between the results for probes A and B, and the results for the two probes have therefore been pooled in this figure. The theoretical TPS depth-dose curve for water is plotted as a solid line in the panels. The top part of the figure shows the relative deviations ͑i.e., the measurements minus the reference TPS values͒. The residual plots also include the estimated influence of positioning uncertainty. It should be recalled that the system was calibrated using only data with a crystal-to-source distance of 11.2 mm, so this point will by definition agree with the theoretical curve. Figure 10͑A͒ suggests that there is excellent agreement between the measured OSL depth-dose curve and the theoretical TPS curve: All measured points seem to closely fit the TPS calculations. However, the residual plots reveal that the agreement is actually only within the positioning uncertainty for source-to-probe distances below 30 mm. Both the measurements derived from the OSL and the RL data tend to be significantly larger than the theoretical TPS values for distances Ͼ20 mm. At 20, 30, and 40 mm, the mean residuals for the OSL data are ͑1.0Ϯ 1.1͒%, ͑2.4Ϯ 1.0͒%, and ͑2.4Ϯ 1.4͒%, respectively. The mean RL residual is ͑4 Ϯ 1͒%, ͑8 Ϯ 1͒%, and ͑10Ϯ 1͒% at 20, 30, and 40 mm, respectively. The deviation between the RL data and the TPS curve is larger than what can be explained by positioning uncertainty. As will be addressed later, we attribute the deviation between the theoretical and measured RL depth-dose curve to the influence of the so-called stem signal from the fiber cable. In this context it will be of some importance to know that the mean doses used for mapping of the depthdose curve changed with distance as follows: 2.2, 1.6, 0.4, 0.3, 0.3, and 0.3 Gy ͑given in the order from 5 to 40 mm͒.
III.E. Linearity and reproducibility
III.F. Depth-dose curve
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III.G. Angular dependence
To measure the angular dependence of the probe, we arranged the needle with the source at x-coordinate d = 5 mm, and stepped the brachy source from z =30 mm to z = −30 mm in steps of 2 mm ͑see Fig. 3͒ . The dwell time for each of these 31 positions was set to 5 s ͑nominal͒. We then repeated the irradiation three additional times, and after the fourth irradiation, we conducted an OSL readout. Subsequently, we moved the source and repeated the entire sequence with the source at x-coordinate d = 10 mm and d = 15 mm, respectively. The total dose delivered to the crystal was 4 ϫ 1.2, 4 ϫ 0.7, and 4 ϫ 0.4 Gy for d equal to 5, 10, and 15 mm, respectively. Figure 11 shows the key results based on the RL signal from probe A. For example, panel ͑A͒ and ͑B͒ are from the first and fourth irradiation with the source at x-coordinate d = 5 mm. The mean dose rate for each of the 31 dwell positions have been plotted versus the polar angle, , defined in Fig. 3 . As expected, the profiles have their maximum at = 90°, where the source-to-probe distance is the shortest. The figure also includes the predicted dose rates from the treatment planning system and a measure of their associated uncertainty. The overall agreement between measurement and predictions is generally very good.
To better assess the deviations between measurements and TPS predictions, we have plotted the relative residuals in Fig. 12 . The plots show that the measurements during irradiation 1 tend to be higher than the predictions for angles below 45°and above 145°. The residuals are generally smaller and more uniform during irradiation 4. The experimental standard deviation of the relative residuals is about 2% for irradiation 4.
III.H. Stem effect
Irradiation of the optical fiber cable itself gives rise to an unwanted light signal-the so-called stem signal. 37, 38 Essentially, the fiber cable acts as an organic scintillator and produces fluorescence in proportion with the dose rate and the amount of fiber cable that is irradiated. For sufficiently high energies, Cerenkov light may also be produced in the fiber cable ͑the PMMA Cerenkov threshold for electrons is 180 keV͒. The purpose of the following is to quantify the importance of the stem signal relative to the radioluminescence signal from an Al 2 O 3 : C crystal. It should here be emphasized that the stem signal only influences the RL-based dosimetry. The OSL-based dosimetry is not subject to these problems as the luminescence measurements take place after the irradiation.
To illustrate the above-mentioned problem, we used the configuration shown in Fig. 3 with x-coordinate d =5 mm and with the brachy source at z = −80 mm. Hence, this arrangement gives rise to a maximum dose rate in the fiber cable of about 14 mGy/s which is 145 times higher than the dose rate at the position of the crystal ͑ϳ0.1 mGy/ s͒. The measured light intensity during the actual measurements amounted to 150 counts/s. If we irradiate for 600 s ͑a typical PDR pulse duration͒, and convert the acquired number of counts to a dose ͑wrongly assuming that the measured light had originated from RL in the crystal͒ the system will report a dose of 270 mGy and it will look as if this was the dose at the position of the crystal. The true dose at the position of the crystal is only 45 mGy. Hence, in this extreme case, the importance of the stem signal is very large and leads to a substantial error. The relative importance of the stem signal is complex because of the sensitivity changes in the RL ͑the stem signal is most important for small doses when the crystal is the least sensitive͒. We measured the stem signal for various sourceto-fiber distances, and Table III presents the results relative to the RL signal. For example, the table shows that the stem effect accounts for 1.9% of the radioluminescence signal if the source is at ͑x , y , z͒ = ͑5,0,0͒ mm and if the dose is small ͑10 mGy͒. For a dose of 1 Gy, the relative significance is only 0.6%. For larger crystal-to-source distances, we note that the stem effect is of greater importance.
IV. DISCUSSION
This phantom-based study shows that the tested RL/OSL dosimetry system can be used meaningfully in a clinical 192 Ir brachytherapy environment. The system provides both online time-resolved dose-rate measurements and integrated dose measurements in good agreement with reference values.
IV.A. Dose linearity
The measured raw RL and OSL dose-response curves for Al 2 O 3 :C ͑see Figs. 5 and 8͒ were found to be nonlinear. However, we explicitly accounted for this and demonstrated that the thus calibrated system ͑see Fig. 9͒ provided excellent linearity in the tested dose range ͑0-4.3 Gy͒.
IV.B. Dose-rate effects
We did not directly test the influence of dose rate although the results in Figs. 10 and 11 , in fact, comprised measurements at a range of dose rates relevant for PDR brachytherapy. We have, however, previously failed to demonstrate any significant dose-rate effects for luminescence dosimetry based on Al 2 O 3 :C. 19 The apparent absence of any dose-rate effect is further supported by Jursinic 17 that found the doserate effect for Luxel Al 2 O 3 : C to be insignificant when changing the instantaneous dose-rate 388-fold using 6 MV x rays from a pulsed linear accelerator.
IV.C. Reproducibility
The measurements were generally found to have a 1.3% reproducibility. This is only slightly higher than what was obtained previously ͑ϳ1%͒ on the basis of 909 automated laboratory irradiations using a 50 kV x-ray generator. 28 The extra variability may, for example, have been caused by temperature variations of the phantom water, 28 or changes in fiber-cable transmission in the clinical environment. Note that the reproducibilities given above include components both related to the luminescence properties of the Al 2 O 3 :C and the stability of the reader instruments ͑e.g., the laser power͒.
IV.D. Energy dependence
The purpose of the depth-dose curve measurements was to quantify the change in detector response with distance from the source ͑see Fig. 10͒ . Energy-response artifacts 5 can be expected since the effective atomic number of Al 2 O 3 :C ͑Z eff ϳ 10.2͒ is different from that of water ͑7.5͒ and since the photon energy spectrum changes with source-to-probe distance. 35 The Monte Carlo calculations ͑see Table I͒ predicted that the dosimeter probe inserted into a stainless-steel brachytherapy needle should have a fairly constant response ͑3% variation from minimum to maximum͒ for source-to-probe distances in the range from 2 to 20 mm, but that the response at 50 mm should be ͑6 Ϯ 3͒% higher than the response at 10 mm. The measured OSL data were found to be in relatively good agreement with these predictions: We saw an insignificant change in OSL response for source-to-probe distances below 30 mm and at 40 mm, we noted an over-response of ͑2.4Ϯ 1.4͒% relative to the response at 10 mm. The results can be understood as follows: as the photons travel through the water, their energy spectrum gets softened because most photons have energies well above 100 keV and the first interaction will be dominated by the Compton effect, not the photoelectric effect. The ratio in the mass energy absorption coefficients between alumina and water in the upper keV range is constant and approximately 0.89, which well met by the modeling results. With more low-energy photons present at further distances, this ratio then increases due to the change in the mass energy absorption coefficients. TABLE III. Stem signal relative to the radioluminescence from the detector crystal ͓i.e., counts͑stem͒/counts ͑RL͔͒ as function of source position and dose received by the crystal. The standard configuration in Fig. 3 with the brachy source at ͑x , y , z͒ = ͑d ,0,0͒ was used for these measurements. d is the x-coordinate of the source. The RL measurements in Fig. 10 were found to deviate significantly from the predicted TPS depth-dose curve ͑or the Monte Carlo calculations for that matter͒. The main source of the deviation is probably the stem effect rather than changes in the absorbed dose in the crystal. The relative importance of the stem effect increases in magnitude with increasing source-to-probe distance and decreasing dose. Using Table III , we see that the expected stem effect at 20, 30, and 40 mm amounts to 5%, 7%, and 10%, respectively, for the relevant dose of 0.3 Gy which, in turn, closely matched the deviations seen in Fig. 10͑B͒ : ͑4 Ϯ 1͒%, ͑8 Ϯ 1͒%, and ͑11Ϯ 1͒%.
In perspective, the tested Al 2 O 3 : C dosimeter probes showed an 192 Ir energy dependence which is stronger than for LiF TLDs but weaker than for Si-based detectors. For example, Pradhan and Quast 39 reported a statistically significant LiF TLD over-response of about 2.5% at 100 mm relative to the response at 10 mm͒, whereas Qi et al. 12 found a 10%-20% over-response for MOSFETs at 50 mm relative to the response at 10 mm.
We did not test the energy dependence of Al 2 O 3 :C against other radiation qualities than 192 Ir in this study, but Jursinic 17 recently found that the OSL response for Luxel Al 2 O 3 : C when irradiated by 192 Ir at a source-to-detector distance of 7.1 cm was ͑6 Ϯ 1͒% higher than the response for irradiations with 6 MV x rays from a medical linear accelerator. Additional studies on the energy dependence of Al 2 O 3 : C can be found in the recent review by Yukihara and McKeever. 40 
IV.E. Angular dependence
We measured the polar angular dependence using the configuration shown in Fig. 3 with the source moved in parallel with the two probe needles from z =30 mm to z = −30 mm for three positions of the source needle ͑x-coordinate d equal to either 5, 10, or 15 mm͒. The advantage of this experimental configuration is that it resembles the highly relevant measurement situation met in cervical cancer treatments when the source is in the tandem and the dosimeter probe is in an adjacent parallel needle.
The data designated "irradiation 4" in Fig. 12 are the key results from this test since these measurements were the least sensitive to any influence of the stem effect. This is so because the Al 2 O 3 : C crystal became increasingly sensitive for each time the source made a "fly by" whereas the stem signal remained constant. The experimental standard deviation of the relative residuals of the "irradiation 4" results in Fig. 12 is about 2%.
To supplement the experimental investigation, we used the Monte Carlo code to assess the theoretical angular dependence if the detector crystal ͑without brachytherapy needle͒ was rotated to be parallel with one of the three coordinate axes in Fig. 3 . As expected we found that the most critical orientation of the crystal would be if it was parallel with the x-axis ͑hence in this case the 2 mm long crystal extends over the largest gradient͒. The maximum change in response for a 5-50 mm source-to-probe distance was, however, only ͑2.5Ϯ 0.8͒% relative to the response at 10 mm ͑see Table II͒ . The interpretation of the results is as follows: When rotating the detector parallel with the y-axis, no significant effect is found because the influence of anisotropy and the extension of source are very small. Under rotation parallel to the x-axis, two competing effects are seen: an increase in dose due to the tip of the detector being closer to the source and a decrease because the higher density of Al 2 O 3 contracts the highly nonlinear field and the detector covers more area with relatively lower dose. Both effects cease at larger distances. Table III showed that although the stem effect can greatly bring the RL-based results in error, we generally expect that the relative effect at the 1 Gy dose level to be acceptable ͑less than 5% with a source-to-probe distance below 40 mm͒. It is important to recall that the OSL signal is not subject to any influence of the stem effect. For clinical measurements, we can therefore in each case verify if the integrated dose deduced from RL measurements agrees with the integrated dose deduced from the OSL signal. It would, however, be preferable in future designs to remove ͑or reduce͒ the stem effect using so-called chromatic removal procedures. 41, 42 This method has also been tested in the blue region ͑where Al 2 O 3 : C has its main luminescence peak͒, 43 and this method should therefore also be applicable for RL measurements with Al 2 O 3 : C. Another possibility 44 is to use an air-core light pipe that generates less stem effect than the flexible solid-core PMMA fiber cables deployed in the present system.
IV.F. Stem effect
IV.G. Temperature effects
It has been found previously 28 that the channel photomultipliers used for luminescence detection has a sensitivity that changes Ϫ0.5%/K and changes in the thermal environment in the reader instruments during the measurements therefore is a source of variability. Furthermore it has been found that the RL and OSL signals change with crystal temperature ͑typically 0.2%/K͒. 45, 28 Accurate calibration of the system should therefore preferable be carried out at the same temperature as the measurements ͑i.e., 37°C for in vivo measurements͒. Alternatively, the corrections presented in Ref.
28 can be used. We assess that such corrections can be made with an uncertainty better than 1%.
IV.H. Uncertainty budget
Table IV summarizes the main findings in the form of a simple uncertainty budget. In addition to the sources of error already discussed, we have also included a 1% variability from changes in transmission of the fiber cable during a measurement session. This value is based on separate laboratory measurements were we deliberately moved and stressed a fiber cable ͑however, without compromising the required minimum bending radius͒.
The total combined standard uncertainty amounts to 8% and 5% for RL and OSL measurements, respectively. The RL measurements are more uncertain due to the potential influence of the stem effect. The values are comparable to what has been established for TLDs, 5 diodes, 10 and MOSFETs. 
IV.I. Clinical use of the RL/OSL system
The RL and OSL signals are partly subject to different sources of errors and corrections. Most importantly, the OSL signal is not subject to influence of the stem signal and to large corrections for sensitivity changes like the RL. From this perspective, the OSL could be considered the prime dosimetry signal for this system.
The selected OSL readout protocol ͑a so-called two-step CW-OSL procedure͒ takes 740 s which means that the crystals can easily be read out between two pulses in PDR brachytherapy ͑typically delivered once per hour͒. A shorter readout procedure would, however, be an advance for clinical use of the system to allow for faster calibration of the system. It would therefore be of interest to consider the protocol developed by Magne et al. 25 which allows for OSL readout within a period of only ϳ20 s per Al 2 O 3 : C-probe.
The dosimeter system may also be used in high-dose-rate brachytherapy ͑HDR͒. The OSL signal from the aluminum oxide used in the present study does saturate at around 10 Gy. 47 However, the RL signal allows for dosimetry for doses much larger than 100 Gy. 48 
IV.J. Comparison with scintillator systems
Al 2 O 3 : C seems to be a more sensitive dosimeter material than organic scintillators such as the BFC-12 ͑Saint-Gobain, France͒, 43 which is why it is feasible to make relatively small brachytherapy dosimeter probes with sufficient sensitivity as used in this study. We must add, however, that organic scintillators by default excel over Al 2 O 3 : C in terms of ease of use ͑constant sensitivity and linearity͒ and near water equivalence. 37 Previously, the main problem within the field of fiber-coupled organic scintillator dosimetry has been the stem effect, but recent developments 6, 13, 41, 42, 44 look very promising.
V. CONCLUSION
This phantom-based study showed that the tested Al 2 O 3 : C RL/OSL dosimetry system performed well in a brachytherapy environment with 192 Ir as radiation source. The most important feature of the system is that the dosimeter probes are so small that measurements can be carried out from within standard brachytherapy applicators, such as stainless-steel needles. The system gave results in good agreement with the theoretical reference values, and the basic reproducibility was found to be about 1.3%. We estimated that measurements with a 5-50 mm source-to-probe distance will be associated with a standard uncertainty of 5% and 8% for OSL and RL results, respectively. These uncertainties comprise contributions from all known sources of error including the basic system calibration at a 11.2 mm source-toprobe distance. We expect that positioning uncertainty during in vivo measurements will be more important than the inherent uncertainty of the dosimetry system investigated in this paper. From this perspective, we consider the tested system to be fully adequate for in vivo brachytherapy dosimetry based on irradiation with 192 Ir. 
ACKNOWLEDGMENTS
