Abstract. We prove that log lcm{a ∈ A} = n log 2+o(n) for almost every set A ⊂ {1, . . . , n}.
Introduction
The function ψ(n) = log lcm {k : 1 ≤ k ≤ n} was introduced by Chebyshev in his study of the distribution of the prime numbers. It is a well known fact that the asymptotic relation ψ(n) ∼ n is equivalent to the Prime Number Theorem, which was finally proved by Hadamard and de la Vallée Poussin. Chebyshev's function can be generalized to ψ f (n) = log lcm {f (k) : 1 ≤ f (k) ≤ n} for a given polynomial f (x) ∈ Z[x] and it is natural to try to obtain the asymptotic behavior for ψ f (n). Some progress has been made in this direction. In [1] , the Prime Number Theorem for arithmetic progressions is exploited to get the asymptotic estimate when f (x) = a 1 x + a 0 is a linear polynomial:
where q = a 1 /(a 1 , a 0 ). The first author [3] has extended this result to quadratic polynomials. For a given irreducible quadratic polynomial f (x) = a 2 x 2 + a 1 x + a 0 ∈ Z[x] with a 2 > 0 the following asymptotic estimate holds:
(1) ψ f (n) = 1 2 n a 2 1/2 log n a 2 + B n a 2 1/2
where the constant B = B(f ) depends only on f . In the particular case of f (x) = x 2 + 1, we have ψ f (n) = n 1/2 log n 1/2 + Bn 1/2 + o(n 1/2 ) with B = γ − 1 − is the Legendre's symbol and the sum is considered over all odd prime numbers. It has recently been proved in [4] that the error term in the previous expression is O n 1/2 (log n) −4/9+ǫ for each ǫ > 0. When f (x) is a reducible polynomial the behavior is, however, different. We have (see Theorem 3 in [3] ):
where C is an explicit constant depending only on f . For example, when f (x) = x 2 − 1 we have
The asymptotic behavior of ψ f (n) remains unknown for irreducible polynomials of degree d ≥ 3, but it is conjectured in [3] that this is given by
The above discussed results are particular cases of a more general problem, which we study in this work. For any set of positive integers A let us set ψ(A) = log lcm{a : a ∈ A}.
Let us denote A f = {f (k) : k ∈ Z} and A f (n) = A f ∩ {1, . . . , n}. We observe that ψ f (n) = ψ(A f (n)). Consider the two quadratic polynomials f (x) = x 2 + 1 and f (x) = x 2 − 1. In
log n in the first case and
It is natural to ask if either of these compare well with the behavior of ψ(A) for a random subset of {1, . . . , n} of cardinality [n 1/2 ] or if both of these examples represent rare events. The main purpose of the present paper is to study these questions.
Let us denote by
[n] k the set of all subsets A ⊂ {1, . . . , n} of size k. The mean value of ψ in
is the quantity
It is natural to wonder whether for a given polynomial f and k = |A f (n)| the asymptotic ψ (n, k) ∼ ψ f (n) holds when n → ∞. If this is indeed the case, then we may also ask if ψ(A) ∼ ψ (n, k) for almost all sets A ∈
[n] k . Our main theorem answers these questions.
when n → ∞. Furthermore, for any ǫ > 0 we have that
when n → ∞.
In particular, for 0 < θ < 1, our main theorem implies that ψ(A) ∼ c(1 − θ)n θ log n for almost every set A ⊂ {1, . . . , n} of size ⌊cn θ ⌋.
We observe that for
is irreducible of degree d ≥ 2 and we assume conjecture (3) (known to be true for d = 2), then
. However, although the asymptotic behavior of A f (n) is like that of a typical set A of the same size, there are some differences in the second term. For example, if f (x) = x 2 + 1,
The constant above is B = −0.06627563...
In this case, for k = |A f (n)| it is easily seen that ψ (n, k) and ψ f (n) have different asymptotic behavior when a 1 > 1. More precisely, we have that
While we have dealt above with sets of prescribed size, it is also a natural question to ask for the mean value of ψ(A) over all subsets A ⊂ {1, . . . , n} (define ψ(∅) = 0). In other words, we may ask for the asymptotic behavior of
We answer this question by considering a more general problem. For a given δ, 0 < δ < 1, select the elements of A as outputs of the independent events a ∈ A, 1 ≤ a ≤ n, with the same probability P(a ∈ A) = δ. We denote in the sequel this probability space by S(n; δ). That is, S(n; δ) is the set of subsets of {1, . . . , n} equipped with the probability measure given by
Observe that ψ n is just the expected value of ψ(A) in the probability space S(n; 1/2). In Proposition 2.1 we obtain an explicit expression for E(ψ(A)) in the probability space S(n; δ). This proposition immediately implies the following theorem which proves, in particular, that
Theorem 1.2. Let c > 0 and 0 < θ ≤ 1. In the probability space S(n; cn θ−1 ) the expected value of ψ(A) = log lcm{a : a ∈ A} satisfies
Furthermore, the variance satisfies V (ψ(A)) ≪ n θ log 2 n.
Clearly, E(|A|) = cn θ and even more, |A| ∼ cn θ for almost every set A, so S(n; cn θ−1 ) is the appropriate probability space to simulate sets A of this size. We observe that the estimate for E(ψ(A)) in Theorem 1.2 is similar to that obtained in Theorem 1.1 for ψ (n, k) when k = cn θ + O(1).
Note that the upper bound for the variance implies concentration. Indeed, for any ǫ > 0 we have that P(|ψ(A) − E(ψ(A))| < ǫE(ψ(A)) → 1 as n → ∞. In other words, for almost all sets A in the probability space S(n; cn θ−1 ) and 0 < θ < 1 (respectively θ = 1) the asymptotic estimates
Our reason for considering S(n; δ) is not only because it is an interesting and natural probability space but also because it is close to the probability space considered in Theorem 1.1, where all the sets of size δn are chosen with the same probability. It appears to be difficult to prove Theorem 1.1 directly. For this reason, our strategy will be to prove Theorem 1.2 first and then deduce Theorem 1.1 from it.
The above discussion tells about what to expect from ψ(A) in this setting, at least in most cases. As we have seen, sets A f are exceptional cases and their difference from the expected value depends on the irreducibility of f . What we still do not know is how far from E(ψ(A)) the exceptional cases are. We finish our work studying the extremal behavior of ψ(A) for sets of prescribed size. 
2. Chebyshev's function for random sets in S(n; δ) and Proof of Theorem 1.2
When A is a set of positive integers, we consider the quantity ψ(A) = log lcm{a : a ∈ A}. The following lemma provides us with an explicit expression for ψ(A). 
Note that if A = {1, . . . , n} then ψ(A) = m≤n Λ(m) is the classical Chebychev's function ψ(n).
We recall that S(n; δ) is the probability space with sets A ⊂ {1, . . . , n} such that all its events {a ∈ A} are independent and P(a ∈ A) = δ for any 1 ≤ a ≤ n.
2.1.
Expectation. First of all we give an explicit expression for the expected value of ψ(A) in S(n; δ). Proposition 2.1. Let δ in (0, 1) be fixed. Then in S(n; δ) we have
x − 1, denotes the error term in the Prime Number Theorem.
Proof. By linearity, Lemma 2.1 clearly implies E(ψ(A)) = m≤n Λ(m)E(I A (m)). On the other hand, (4)
Thus,
We observe that ⌊n/m⌋ = r whenever n r+1 < m ≤ n r , so we split the sum into intervals J r = ( 
, in S(n; δ) when n → ∞ .
Proof. We get bounds for the error term, taking into account the error term in the Prime Number Theorem. It is known that ε(x) = O(e −C1 √ log x ) for some C 1 > 0. For small values of x we use
Taking into account inequalities (1 − δ) 1/δ < e −1 and (1 − δ)/ log(δ −1 ) ≤ 1 for 0 < δ < 1, and the fact that
for some C 2 > 0. Theorem 1.2 follows from Corollary 2.1 on observing that
when 0 < θ < 1.
2.2.
Variance. The second part of Theorem 1.2 is an immediate consequence of the following proposition.
Proposition 2.2. In S(n; δ) we have V (ψ(A)) ≪ δn log 2 n.
Proof. By linearity of expectation we have that
We observe that if Λ(m)Λ(l) = 0 then l | m, m | l or (m, l) = 1. Let us now study the term
(ii) If (l, m) = 1 then
Both of these relations are subsumed in
Thus, on using (4), we obtain
Finally on using the inequality 1
as we wanted to prove.
3. Proof of Theorem 1.1
Lemma 3.1. If j ≤ k, then for s = 1, 2 we have that
Proof. Suppose j < k. There are n−j k−j ways to add k − j new elements to a set A ∈
[n] j in order to obtain a set of
k . Thus, for s = 1, 2 we have
and then
which proves the first inequality.
For the second inequality we observe that for any set A ∈
[n] k and any partition in two
Thus, for s = 1, 2 we have
and the second inequality holds.
Since |A| is the sum of n Boolean independent variables with expectation E(|A|) = k we can use Chernoff's inequality to get that, for each positive real value r,
We use this inequality in the proof of the next proposition.
Proposition 3.1. For s = 1, 2 we have that
where E(ψ(A)) is the expectation of ψ(A) in S(n; k/n).
Proof.
Observe that
for s = 1, 2. Whenever j and k are close to each other, say |j − k| < r for a given 1 ≤ r ≤ k, then from the previous lemma we have ψ s (n, j) − ψ s (n, k) ≤ r log n, s = 1, 3kr log 2 n, s = 2, which implies
On the other hand, if |j − k| ≥ r, we use the trivial estimate
We bound the summands separately:
which concludes the proof of Theorem 1.1.
Extremal values
The first part of Theorem 1.3 follows from the next proposition on taking δ = cn θ−1 .
Proposition 4.1. Let δ = δ(n) be a function such that 0 < δ < 1 and lim n→∞ δn = ∞. Then
Proof. Let A ⊂ {1, . . . , n} and |A| = ⌊δn⌋. It is clear that
On the other hand, it is clear that we always have ψ(A) ≤ ψ(n) ∼ n. Thus ψ(A) n min(1, δ log n).
For the lower bound we distinguish two separate cases:
-If ⌊δn⌋ ≥ (1 − 1 log n )π(n), then we consider any set A of ⌊δn⌋ elements containing the largest 1 − 1 log n π(n) primes in {1, . . . , n} and get ψ(A) ≥ p∈A log p ≥ 1 − 1 log n p≤n log p ≥ n(1 + o (1)).
-If ⌊δn⌋ < (1 − 1 log n )π(n), then we consider a set A of ⌊δn⌋ largest primes in {1, . . . , n} and get (denoting the i-th prime by p i ) ψ(A) = p∈A log p ≥ ⌊δn⌋ log p π(n)−⌊δn⌋ ≥ ⌊δn⌋ log p π(n)/ log n ≥ δn log n(1 + o(1)).
To prove part ii) of Theorem 1.3 we need some notation and results concerning smooth numbers. A number n is a y-smooth number if all the prime factors of n are ≤ y. It is usual to denote by Ψ(x; y) = |{n ≤ x : p | n =⇒ p ≤ y}| the number of y-smooth numbers not greater than x. Canfield, Erdős and Pomerance [2] proved that for any ǫ > 0 we have Ψ(x; y) = x u u+o(u) , where u = log x/ log y and y ≥ (log x)
1+ǫ . As a consequence of this result we have (11) Ψ(x; log t x) = x 1−1/t+o (1) for any t > 1.
We prove that there exists a set A such that |A| = ⌊cn θ ⌋ and ψ(A) ≤ (log n) 2+θ/(1−θ)+o (1) .
Let t be a real number satisfying Ψ n; log t n = ⌊cn θ ⌋. By (11) we know that t = 1 1−θ + o(1). For this t we consider the set A of log t n-smooth integers ≤ n, namely A = {m ≤ n : p | m =⇒ p ≤ log t n}.
By construction we have that |A| = ⌊cn θ ⌋. It is clear that lcm{a ∈ A} = p≤log t n p ⌊log n/ log p⌋ .
Thus ψ(A) = p≤log t n log p⌊log n/ log p⌋ ≤ p≤log t n log n ≤ (log n)
as was to be shown.
