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ON 2-REPRESENTATION INFINITE ALGEBRAS ARISING FROM
DIMER MODELS
YUSUKE NAKAJIMA
Abstract. The Jacobian algebra arising from a consistent dimer model gives a non-commutative
crepant resolution of a 3-dimensional Gorenstein toric singularity, which is a non-commutative ana-
logue of the usual crepant resolution. This algebra is a bimodule 3-Calabi-Yau algebra of Gorenstein
parameter 1 if we give the degree induced by a perfect matching of a dimer model. It is known that
if the degree zero part of such an algebra is finite dimensional, then it is a 2-representation infinite
algebra which is a generalization of a representation infinite hereditary algebra. In this paper, we show
that internal perfect matchings which correspond to toric exceptional divisors on a crepant resolution
of a 3-dimensional Gorenstein toric singularity characterize the property that the degree zero part of
the Jacobian algebra is finite dimensional. Moreover, combining this result with the theorems due to
Amiot-Iyama-Reiten, we show that the stable category of graded maximal Cohen-Macaulay modules ad-
mits a tilting object for any 3-dimensional Gorenstein toric isolated singularity. We then show that all
internal perfect matchings corresponding to the same toric exceptional divisor are transformed into each
other using the mutations of perfect matchings, and this induces derived equivalences of 2-representation
infinite algebras.
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1. Introduction
A dimer model (or brane tiling) is a finite bipartite graph on the real two-torus T, which induces the
polygonal cell decomposition of T. It was introduced in the field of statistical mechanics, and from 2000s
string theorists have been used it in the context of quiver gauge theories. Since then, the relationships
between dimer models and many branches of mathematics have been discovered. In this paper, we
investigate dimer models from the viewpoint of representation theory of algebras.
1.1. Backgrounds: 2-representation infinite algebras arising from dimer models. The notion of
n-representation infinite algebras was introduced in [HIO] (see subsection 3.1 for the precise definition).
This algebra is a certain analogue of a representation infinite hereditary algebra, and is a distinguished
class from the viewpoint of higher dimensional Auslander-Reiten theory. This class contains several
important examples, for example the Beilinson algebra which is arisen as the endomorphism ring of the
tilting bundle
⊕n
s=0O(s) on P
n is an n-representation infinite algebra (see [HIO, Example 2.15]). Also,
it is known that this algebra is obtained as the degree zero part of a bimodule (n+1)-Calabi-Yau algebra
of Gorenstein parameter 1 (see Theorem 3.3). Some interesting examples of such a construction are given
by dimer models as shown in [AIR, Section 6].
Let Γ be a dimer model on the real two-torus T. When we consider the real two-torus T, we fix the
fundamental domain and identify T with R2/Z2. Since Γ is a bipartite graph, the set Γ0 of nodes in Γ is
divided into two parts Γ+0 ,Γ
−
0 , and the set Γ1 of edges in Γ consists of the ones connecting nodes in Γ
+
0
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and those in Γ−0 . In order to make the situation clear, we color nodes in Γ
+
0 white, and color nodes in
Γ−0 black. A connected component of T\Γ1 is called a face of Γ, and we denote by Γ2 the set of faces.
Then, as the dual of a dimer model Γ, we define the finite connected quiver QΓ associated with Γ. (If
the situation is clear, we simply denote the quiver QΓ by Q.) That is, we assign a vertex of Q dual to
each face in Γ2, an arrow of Q dual to each edge in Γ1. Here, the orientation of arrows is determined
so that the white node is on the right of the arrow. For example, Figure 1 is a dimer model and the
associated quiver, where the outer frame is the fundamental domain of the torus T. In addition, we
can obtain the potential WQ, which is a linear combination of some cycles in Q. Using this quiver with
potential (Q,WQ), we can define the Jacobian algebra P(Q,WQ), which is the path algebra with relations
arising from WQ (see Subsection 2.1). Under the consistency condition (see Definition 2.2), we see that
P(Q,WQ) is a bimodule 3-Calabi-Yau algebra (see [Bro, Theorem 7.1]).
01 1
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Figure 1. Dimer model and the associated quiver
On the other hand, the notion of perfect matching plays a crucial role in our context.
Definition 1.1. A perfect matching (or dimer configuration) of a dimer model Γ is a subset D of Γ1
such that for any node n ∈ Γ0 there is a unique edge in D containing n as the end point.
For a perfect matching D of Γ, we denote by D the subset of Q1 obtained as the dual of D. We also
say that D is a perfect matching of Q.
For a perfect matching D of Q, we define the degree dD on each arrow a ∈ Q1 as
dD(a) =
{
1 if a ∈ D,
0 otherwise.
(1.1)
This dD induces the grading on P(Q,WQ), and this makes P(Q,WQ) bimodule 3-Calabi-Yau with Goren-
stein parameter 1 if Γ is consistent (for more details, see subsection 3.2). We define the truncated Jacobian
algebra, denoted by P(Q,WQ)D, as the degree zero part of the graded Jacobian algebra P(Q,WQ) with
respect to dD. The following is the motivating theorem in this paper.
Theorem 1.2 (cf. [AIR, Corollary 3.6],[MM, Theorem 4.12]). Let P(Q,WQ) be the Jacobian algebra
associated with a consistent dimer model, and D be a perfect matching of Q. Then, if the truncated
Jacobian algebra P(Q,WQ)D is finite dimensional, then it is a 2-representation infinite algebra.
1.2. Backgrounds: Triangle equivalences obtained via dimer models. On the other hand, it is
known that the center of the Jacobian algebra associated with a consistent dimer model is a 3-dimensional
Gorenstein toric singularity, and such a toric singularity is always obtained in this way (see Theorem 2.4).
When we study maximal Cohen-Macaulay (= MCM) modules over such a toric singularity, a finite
dimensional truncated Jacobian algebra is also important as we will see below.
Let R be a d-dimensional Cohen-Macaulay commutative ring. We recall that an R-module M is an
MCM module if depthRp Mp = dimRp for any p ∈ SpecR orM = 0. Let CM(R) be the category of MCM
modules and CM(R) be the stable category of MCM modules. It is known that if R is a d-dimensional
local Gorenstein isolated singularity, then CM(R) is a (d − 1)-Calabi-Yau triangulated category [Aus].
Here, we say that a k-linear Hom-finite triangulated category T is n-Calabi-Yau (= n-CY ) if there is an
isomorphism
HomT (X,Y ) ∼= DHomT (Y,X [n])
for any X,Y ∈ T and D(−) = HomT (−, k). We note that there exists a triangulated equivalence between
CM(R) and the singularity category Dsg(R) of R by [Buc]. In this paper, we will consider singularities
admitting an NCCR in the sense of Van den Bergh [VdB].
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Definition 1.3. Let R be a Gorenstein normal domain, and M be a non-zero reflexive R-module. Let
Λ := EndR(M). We say that Λ is a non-commutative crepant resolution (= NCCR) of R if gl.dimΛ <∞
and Λ is an MCM R-module.
Let M be an MCM R-module that contains no free direct summands. If EndR(R ⊕M) is an NCCR
of R, then M is a (d − 1)-cluster tilting object in CM(R) [Iya2, Theorem 5.2.1]. We here recall that an
object M in a triangulated category T is called n-cluster tilting (= n-CT ) object if it satisfies
addM = {X ∈ T | HomT (X,M [i]) = 0 for all i = 1, · · · , n− 1}
= {X ∈ T | HomT (M,X [i]) = 0 for all i = 1, · · · , n− 1}.
On the other hand, there is an important n-CY category admitting an n-CT object which is called
a (generalized) cluster category. This category was introduced in [BMRRT] (see also [CCS]) for a finite
dimensional hereditary algebra as the categorification of cluster algebras due to Fomin and Zelevinsky
[FZ], and it was generalized in [Ami, Guo]. In light of these facts, it is natural to ask a relationship
between these CY categories admitting cluster tilting objects. Indeed, for some cases we can obtain a
triangulated equivalence between (d − 1)-CY category CM(R) and a generalized cluster category. An
interesting family of such equivalences is also given by dimer models as we will see in Theorem 1.4 below.
That is, using the grading dD induced from a perfect matching D, we have the following equivalences.
Here, QD denotes the subquiver of Q whose set of vertices is the same as Q and set of arrows is Q1\D,
especially QD is also a finite connected quiver.
Theorem 1.4 (see [AIR, Theorem 6.3]). Let Γ be a consistent dimer model, and (Q,WQ) be the associated
quiver with potential. Let P(Q,WQ) be the Jacobian algebra, and we denote by R the center of P(Q,WQ).
If there exists a perfect matching D of Q and a vertex i of Q satisfying the following properties:
(P1) the truncated Jacobian algebra AD := P(Q,WQ)D is finite dimensional,
(P2) i is a source of the quiver QD,
(P3) the algebra P(Q,WQ)/〈ei〉 is finite dimensional, where ei is the primitive idempotent correspond-
ing to i,
then R is a 3-dimensional Gorenstein toric isolated singularity, and for the algebra AD,ei := AD/〈ei〉 we
have the following triangle equivalences.
Db(modAD,ei) CM
Z(R)
C2(AD,ei) CM(R)
∼=
∼=
(1.2)
Here, C2(AD,ei) is the generalized 2-cluster category, which is defined as the triangulated hull of the orbit
category Db(modAD,ei)/S◦[−2] where S is the Serre functor of D
b(modAD,ei), see [Ami, AIR] for more
details.
1.3. Main results. In both Theorem 1.2 and 1.4, a perfect matching D making the truncated Jacobian
algebra AD := P(Q,WQ)D finite dimensional is important. Thus, in this paper we first show how to find
such a perfect matching. More precisely, using perfect matchings of a consistent dimer model, we define
the perfect matching polygon ∆ (see subsection 2.2) and the 3-dimensional Gorenstein toric singularity
R associated with the cone over ∆. Also, by definition we can assign a lattice point of ∆ to each perfect
matching. If ∆ contains an interior lattice point (in other wards, if the exceptional locus of a crepant
resolution of SpecR has dimension two), then a perfect matching D corresponding to that point, which
is called an internal perfect matching, gives us the desired property as follows.
Theorem 1.5 (see Theorem 3.6). Let Q be the quiver associated with a consistent dimer model Γ. Then,
we see that D is an internal perfect matching of Q if and only if AD is a finite dimensional algebra, in
which case AD is a 2-representation infinite algebra.
Therefore, if we consider an internal perfect matching D, then the algebra AD satisfies the condition
(P1) in Theorem 1.4. Moreover, if R is an isolated singularity, we can find a vertex i ∈ Q0 satisfying the
conditions (P2), (P3). Thus, we especially have the following.
Corollary 1.6 (see Corollary 4.3). Let R be a non-regular 3-dimensional Gorenstein toric isolated sin-
gularity that is not the A1-singularity (i.e., R 6∼= k[x, y, z, w]/(xy − zw)). Then, there exists an internal
perfect matching D and the primitive idempotent ei satisfying (P1)–(P3) in Theorem 1.4. Thus, we have
equivalences (1.2).
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We note that even if R is the A1-singularity, we have a similar equivalence, see Example 4.5.
Moreover, using these observations, we have the following theorem. Here, an objectX in a triangulated
category T is said to be tilting if HomT (X,X [i]) = 0 for all integers i 6= 0 and the smallest thick
subcategory containing X is T .
Theorem 1.7 (see Theorem 4.6). Let R be a 3-dimensional Z-graded Gorenstein toric isolated singularity
whose grading is induced from a certain perfect matching via (1.1). Then, the stable category CMZR of
graded MCM R-modules admits a tilting object.
In this way, an internal perfect matching plays an important role. In general, there are some internal
perfect matchings corresponding to the same interior lattice point, thus it is also important to understand
relationships between such internal perfect matchings. To do this, we consider the notion of the mutation
of perfect matchings (see Subsection 5), which is the operation making a given perfect matching a different
one corresponding to the same lattice point. Using the mutation, we can obtain the following theorem.
Theorem 1.8 (see Theorem 5.7). Let Γ be a consistent dimer model. Then, we have that any pair of
internal perfect matchings of Γ are transformed into each other by repeating mutations of perfect matchings
if and only if they correspond to the same interior lattice point of the perfect matching polygon ∆.
Even if Di,Dj are internal perfect matchings corresponding to the same interior lattice point, 2-
representation infinite algebras ADi and ADj are not isomorphic in general. However, the mutation of
perfect matchings induces a certain tilting module by [IO], thus as an application of Theorem 1.8 we
have derived equivalences between 2-representation infinite algebras as in Theorem 1.9. We remark that
this assertion also follows from [IU5, Theorem 7.2 and Remark 7.3], which uses a tilting object in the
derived category of coherent sheaves on a 2-dimensional toric Deligne-Mumford stack. Whereas we will
give another proof using Theorem 1.8 because it is interesting from the viewpoint of representation theory
of algebras.
Theorem 1.9 (see Theorem 6.1). Let Γ be a consistent dimer model and Q be the associated quiver. Let
Di,Dj be internal perfect matchings of Q corresponding to the same interior lattice point of the perfect
matching polygon ∆. Then, we have an equivalence Db(modADi)
∼= Db(modADj ).
On the other hand, it is known that for any lattice polygon ∆ there exists a consistent dimer model
giving ∆ as the perfect matching polygon [Gul, IU3], but such a dimer model is not unique. A way to
understand a relationship between such consistent dimer models is to consider the mutation of dimer
models, which is obtained as the dual of the mutation of the quiver with potential associated with a dimer
model, and this operation does not change the associated perfect matching polygon (see Subsection 6.2).
Using the mutation of dimer models, we also have a derived equivalence between 2-representation algebras
as follows. We also remark that this also follows from [IU5, Theorem 7.2] in the stronger sense (see
Remark 6.16).
Theorem 1.10 (see Theorem 6.15). Let Γ,Γ′ be consistent dimer models that can be obtained from each
other using the mutations of dimer models (see Definition 6.9, 6.10), and we assume that the perfect
matching polygon ∆ of Γ (and hence Γ′) contains an interior lattice point. Let (Q,WQ), (Q′,WQ′) be
the quivers with potential associated with Γ,Γ′ respectively. If D and D′ are respectively internal perfect
matchings of Γ,Γ′ corresponding to the same interior lattice point of ∆, then we have an equivalence
Db(modP(Q,WQ)D) ∼= D
b(modP(Q′,WQ′)D′).
The structure of this paper is as follows. In Section 2, we prepare some notations and facts regarding
dimer models. In Section 3, we then introduce n-representation algebras (we are especially interested
in the case of n = 2) and discuss which perfect matching makes the degree zero part of the graded
Jacobian algebra 2-representation infinite. As a conclusion, we show that an internal perfect matching
gives the desired answer (see Theorem 3.6). In Section 4, we observe the stable categories of (graded)
MCM modules for 3-dimensional Gorenstein toric isolated singularities, and show equivalences (1.2) using
the results in the previous section (see Corollary 4.3). Moreover, we show the existence of tilting object
for this stable category (see Theorem 4.6). In Section 5, we focus on internal perfect matchings and
their mutations. In particular, we show that all internal perfect matchings corresponding to the same
interior lattice point are successive mutations of one another (see Theorem 5.7). In Section 6, we turn our
attention to the bounded derived categories of finitely generated modules over 2-representation infinite
algebras, and show their equivalences (see Theorem 6.1 and 6.15) using APR tilting modules and the
mutations of (graded) quivers with potentials.
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1.4. Notations and Conventions. Throughout this paper, k is an algebraically closed field of charac-
teristic zero. In this paper, all modules are left modules.
Let A be a k-algebra. We denote byModA the category of A-modules, by modA the category of finitely
generated A-modules. We also denote by addAM the full subcategory consisting of direct summands of
finite direct sums of some copies of M ∈ modA. We denote by Aop the opposite algebra of A, and let
Ae := A ⊗k A
op be the enveloping algebra of A. In particular, we can consider a left Ae-module as an
(A,A)-bimodule. We denote by perA the thick subcategory generated by A.
When we consider a composition of morphism, fg means we first apply f then g. With this convention,
HomA(M,X) is an EndA(M)-module and HomA(X,M) is an EndA(M)
op-module. Similarly, when we
consider a quiver, a path ab means a is followed by b.
Let B be a Z-graded k-algebra. We denote by ModZB the category of Z-graded B-modules, by modZB
the category of finitely generated Z-graded B-modules.
For an abelian category C, we denote by K(C) the homotopy category and by D(C) the derived category.
We denote by Kb(C) the bounded homotopy category and by Db(C) the bounded derived category.
For X,Y ∈ C, let P(X,Y ) (resp. I(X,Y )) be the subset of HomC(X,Y ) consisting of morphisms
factoring through a projective (resp. injective) object in C. We denote the stable (resp. costable)
category of C by C (resp. C), that is, it has the same objects as C, and the morphism spaces are defined
as HomC(X,Y )/P(X,Y ) (resp. HomC(X,Y )/I(X,Y )).
2. Preliminaries on dimer models
2.1. Jacobian algebras associated with dimer models. Let Q = (Q0, Q1) be the quiver obtained as
the dual of a dimer model, where Q0 is the set of vertices and Q1 is the set of arrows. Let hd, tl : Q1 → Q0
be maps sending an arrow a ∈ Q1 to the head of a and the tail of a respectively. A nontrivial path is a
finite sequence of arrows a = a1 · · · ar with hd(aℓ) = tl(aℓ+1) for ℓ = 1, · · · r − 1. We say that a path a is
a cycle if hd(a) = tl(a). We define the length of path a = a1 · · · ar as r (≥ 1), and denote by Qr the set
of paths of length r. We consider each vertex i ∈ Q0 as a trivial path ei with hd(ei) = tl(ei) = i, and
define the length of ei as 0. Extending the maps hd, tl, we define tl(a) = tl(a1), hd(a) = hd(ar) for a path
a = a1 · · ·ar.
Then, we consider the path algebra kQ, which is the k-algebra whose k-basis consists of paths in Q.
The multiplication of kQ is defined as a · b = ab (resp. a · b = 0) if hd(a) = tl(b) (resp. hd(a) 6= tl(b))
for paths a, b, and we extend this multiplication linearly. We then denote by [kQ, kQ] the k-vector space
generated by all commutators in kQ and set the vector space kQcyc := kQ/[kQ, kQ], thus kQcyc has a
basis consists of cycles in Q. By definition of the quiver associated with a dimer model, for each node
n ∈ Γ0 on a dimer model, we have the cycle ωn ∈ kQcyc that is obtained as the product of all arrows
around the node n. We call such a cycle small cycle. In particular, small cycles dual to white (resp. black)
nodes are oriented clockwise (resp. anti-clockwise). A potential of Q is a linear combination W ∈ kQcyc
of cycles in Q having the length at least 2, and call a pair (Q,W ) a quiver with potential (= QP). For
the quiver Q associated with a dimer model, we define the potential WQ as
WQ :=
∑
n∈Γ+0
ωn −
∑
n∈Γ−0
ωn.
For each small cycle ωn, we choose an arrow a ∈ ωn and consider hd(a) as the starting point of ωn. Then,
we may write ehd(a)ωnehd(a) := a1 · · · ara using some path a1 · · · ar. We define the partial derivative of
ωn with respect to a by ∂aωn := a1 · · ·ar. We note that ∂aωn = 0 if ωn does not contain the arrow
a. Extending this derivative linearly, we also define ∂aWQ for any a ∈ Q1. Then, we consider the
two-sided ideal JQ := 〈∂aWQ | a ∈ Q1〉 ⊂ kQ. We define the Jacobian algebra of a dimer model as
P(Q,WQ) := kQ/JQ. By construction, ∂aWQ gives the relation in Q for each arrow a ∈ Q1. Here, a
relation in Q is a k-linear combination of paths of length at least 2 having the same head and tail. That
is, for each arrow a ∈ Q1, there are precisely two oppositely oriented small cycles containing the arrow
a as a boundary. Let p±a be the paths from hd(a) around the boundary of such small cycles to tl(a) (see
Figure 2). Then, ∂aWQ is described as ∂aWQ = p
+
a − p
−
a , and this is a relation in Q. Thus, for the set
of relations R = {p+a − p
−
a | a ∈ Q1} in Q, we have that JQ = 〈R〉.
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ap−a p+a
Figure 2. An example of p+a and p
−
a
Remark 2.1. We say that a node on a dimer model is n-valent if the number of edges incident to that
node is n. If a dimer model contains a 2-valent node, then we may remove it using the join move which will
be defined below, because this operation does not change the Jacobian algebra up to isomorphism. Thus,
in the rest of this paper, we assume that dimer models do not contain 2-valent nodes unless otherwise
mentioned, and hence the length of a small cycle is at least 3.
Here, we define the join move and the split move. The join move is an operation removing a 2-valent
node and joining two distinct nodes connected to it as shown in Figure 3. On the other hand, the split
move is an operation inserting a 2-valent node. In general, there are several way to insert a 2-valent
node. Figure 3 is an example of the split move.
join move
split move
Figure 3. Join move and split move
In what follows, we will impose the extra condition called consistency condition on a dime model. Under
this condition, a dimer model gives a crepant resolution and an NCCR of a 3-dimensional Gorenstein
toric singularity as we will see in Subsection 2.4. In the literature, there are several consistency conditions
(see e.g., [KS, MR, Bro, Gul, Dav, IU2, Boc1]). The relationships between those conditions were studied
in [IU2, Boc1], and almost all conditions are equivalent under mild assumptions. Thus, we note one of
them.
Definition 2.2. Let Q be a quiver associated with a dimer model Γ. We say that a dimer model Γ is
consistent if it admits a positively grading R : Q1 → R>0 satisfying the following conditions:
(1)
∑
a∈ωn
R(a) = 2 for any n ∈ Γ0,
(2)
∑
hd(a)=i
(1− R(a)) +
∑
tl(a)=i
(1 − R(a)) = 2 for any i ∈ Q0,
in which case R is called a consistent R-charge.
2.2. Perfect matchings of dimer models. In this subsection, we pay attention to perfect matchings
(see Definition 1.1). In general, every dimer model does not necessarily have a perfect matching. If a
dimer model is consistent, then it has a perfect matching and every edge is contained in some perfect
matchings (see e.g., [IU2, Proposition 8.1]).
For each edge contained in a perfect matching on Γ, we give the orientation from a white node to
a black node. We fix a perfect matching D0, which will be called the reference perfect matching. For
any perfect matching D, the difference of two perfect matchings D −D0 forms a 1-cycle, and hence we
consider it as an element in the homology group H1(T) ∼= Z
2. When we consider D −D0 as the element
of H1(T), we denote it by [D −D0]. We then define the lattice polygon
∆Γ := conv{[D −D0] ∈ Z
2 | D is a perfect matching of Γ}
as the convex hull of lattice points associated to perfect matchings. We call ∆Γ the perfect matching (=
PM) polygon (or characteristic polygon) of Γ, and sometimes we simply denote this by ∆. Although this
lattice polygon depends on the reference perfect matching, it is determined up to translations.
Definition 2.3. Fix the reference perfect matching D0. We say that a perfect matching D is
• a corner (or extremal) perfect matching if [D −D0] lies on a vertex of ∆,
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• a boundary (or external) perfect matching if [D −D0] lies on a lattice point of the boundary of
∆,
• an internal perfect matching if [D −D0] lies on an interior lattice point of ∆.
Since [Di − Dj ] = [Di − Dk] − [Dj − Dk] for any perfect matchings Di, Dj, Dk, we see that corner,
boundary, and internal perfect matchings do not depend on a choice of the reference one. If a dimer
model is consistent, then there exists a unique corner perfect matching corresponding to each vertex of ∆
(see e.g., [Bro, Corollary 4.27], [IU2, Proposition 9.2]). Thus, we can give a cyclic order to corner perfect
matchings along the corresponding vertices of ∆ in the anti-clockwise direction. In addition, we say that
two corner perfect matchings are adjacent if they are adjacent with respect to a given cyclic order.
For example, Figure 4 is perfect matchings of the dimer model given in Figure 1. We fix D5 as the
reference perfect matching.
D1 D2 D3 D4
D5 D6 D7 D8
Figure 4. Perfect matchings of the dimer model given in Figure 1
Then, we see that D1, · · · , D4 correspond to (1, 0), (0, 1), (−1, 0), (0,−1) respectively (see Figure 5).
We also see that D5, · · · , D8 correspond to (0, 0), and hence the PM polygon takes the form shown in
Figure 6. Therefore, D1, · · · , D4 are corner perfect matchings and D5, · · · , D8 are internal ones.
D1 −D5 D2 −D5 D3 −D5 D4 −D5
Figure 5. 1-cycles obtained as the differences of perfect matchings
D1
D2
D3
D4
D5, D6, D7, D8
Figure 6. The PM polygon of the dimer model given in Figure 1
Next, we define the toric singularity using the PM polygon ∆. We define the cone σ whose section on
the hyperplane z = 1 is ∆. That is, let v1, · · · , vn ∈ Z
2 be vertices of ∆. We add the third coordinate
z = 1 to each vector vi and define the cone σ as
σ := R≥0(v1, 1) + · · ·+ R≥0(vn, 1) ⊂ R3.
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Then, we consider the dual cone
σ∨ := {x ∈ R3 | 〈x, (vi, 1)〉 ≥ 0 for any i = 1, · · · , n},
where 〈−,−〉 is the natural inner product. This σ∨ ∩Z3 is a positive affine normal semigroup, and hence
we can define the toric ring R as
R := k[σ∨ ∩ Z3] = k[ta11 t
a2
2 t
a3
3 | (a1, a2, a3) ∈ σ
∨ ∩ Z3].
By construction, R is Gorenstein in dimension three. Also, this toric singularity R is isomorphic to the
center Z(P(Q,WQ)) of the Jacobian algebra of Γ (see [Bro, Chapter 5]). Let τ be a strongly convex
rational polyhedral cone in R3 which defines a 3-dimensional Gorenstein toric singularity. Then, it
is known that, after an appropriate unimodular transformations, we have the lattice polygon as the
intersection of τ and the hyperplane at height one. Thus, we can assign a certain lattice polygon ∆ to
each 3-dimensional Gorenstein toric singularity. We call this ∆ the toric diagram of R. By Theorem 2.4
below, we see that any 3-dimensional Gorenstein toric singularity R can be obtained from a consistent
dimer model Γ using the above construction, in which case R is said to be the toric singularity associated
with Γ.
Theorem 2.4 (see [Gul, IU3]). For any 3-dimensional Gorenstein toric singularity R, there exists a
consistent dimer model whose PM polygon coincides with the toric diagram of R.
We remark that such a consistent dimer model is not unique in general. As we will see in Subsection 2.4,
any 3-dimensional Gorenstein toric singularity admits crepant resolutions and NCCRs which are obtained
by the associated consistent dimer models.
2.3. Zigzag paths of dimer models. To investigate dimer models, the notion of zigzag path is also
important.
Definition 2.5. We say that a path on a dimer model is a zigzag path if it makes a maximum turn to
the right on a white node and a maximal turn to the left on a black node.
For example, zigzag paths of the dimer model in Figure 1 are shown in Figure 7.
Considering the universal cover R2 → T, we also define the universal cover of a dimer model Γ, which
will be denoted by Γ˜, and the lift of a zigzag path to Γ˜. Note that a zigzag path on the universal cover
Γ˜ is either periodic or infinite in both directions.
z1 z2 z3 z4
Figure 7. Zigzag paths of the dimer model given in Figure 1
For a zigzag path z, we say that an edge consists of z is a zig (resp. zag) of z if z passes through
that edge in the direction from black to white (resp. white to black). Considering a zigzag path z on
Γ as a 1-cycle on T, we have the homology class [z] ∈ H1(T) ∼= Z
2. We call this element [z] the slope
of z. We easily see that even if we apply the join moves and split moves to nodes contained in a zigzag
path, the slope is preserved. Using zigzag paths, we also define another consistency condition as in [IU2,
Definition 3.5], and it is equivalent to Definition 2.2 (see [Boc1, IU2]). In particular, we have that if Γ
is a consistent dimer model, then the slope [z] of any zigzag path z is not trivial, and any zigzag path
does not have a self-intersection on the universal cover, in which case the slope is a primitive element.
Considering the non-trivial slope [z] = (a, b) ∈ Z2 as the element of the unit circle, (i.e., (a,b)√
a2+b2
∈ S1),
we can give a cyclic order to such slopes in the anti-clockwise direction. We say that two zigzag paths are
adjacent if their slopes are adjacent with respect to this cyclic order. The following property of zigzag
paths is important in the rest of this paper.
Proposition 2.6 (see e.g., [Gul, Section 3], [IU2, Section 9]). Let Γ be a consistent dimer model. Then,
there exists a one to one correspondence between the set of slopes of zigzag paths on Γ and the set of
primitive side segments of the PM polygon of Γ.
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On the other hand, zigzag paths having the same slope arise as the difference of two corner perfect
matchings that are adjacent. More precisely, if z1, · · · , zn are all zigzag paths having the same slope, then
there are corner perfect matching D1, D2 such that they are adjacent and D1−D2 consists of z1, · · · , zn,
in which case all zags (resp. all zigs) of z1, · · · , zn are contained in D1 (resp. D2).
2.4. Crepant resolutions and NCCRs arising from dimer models. In this subsection, we will
see the quiver associated with a consistent dimer model gives a crepant resolution and an NCCR for a
3-dimensional Gorenstein toric singularity.
Let Q be the quiver associated with a consistent dimer model. In particular, Q is finite and connected.
Also, this equips relations p+a = p
−
a for any a ∈ Q1 introduced in Subsection 2.1, and we denote these
relations by JQ. In the following, we denote this quiver with relations by (Q,JQ). A representation of
quiver (Q,JQ) consists of a k-vector space Vi for each i ∈ Q0 and a k-linear map ϕa : Vtl(a) → Vhd(a) for
each a ∈ Q1 that satisfies the relation corresponding to JQ, that is, ϕp+a = ϕp−a for any a ∈ Q1. Here, for
a path p = a1 · · · ar, the map ϕp denotes the composition of k-linear maps ϕa1 · · ·ϕar . A representation
V = ((Vi)i∈Q0 , (ϕa)a∈Q1) of (Q,JQ) is called finite dimensional if dimk Vi is finite for all i ∈ Q0. For a
finite dimensional representation V , we define the dimension vector of V as d = (dimk Vi)i∈Q0 . Let V, V
′
be representations of (Q,JQ). A morphism between V and V
′ is a family of k-linear maps {fi : Vi →
V ′i }i∈Q0 such that ϕafhd(a) = ftl(a)ϕ
′
a for any arrow a : i→ j. We say that representations V and V
′ are
isomorphic if fi is an isomorphism of vector space for all i ∈ Q0, in which case we denote V ∼= V
′.
In this paper, the notion of nilpotent representations is very important.
Definition 2.7. We say that a representation V is nilpotent if there is n ∈ Z≥0 such that any path with
length greater than n acts on V by zero.
In the following, we consider a representation V = ((Vi)i∈Q0 , (ϕa)a∈Q1) with d = (1, 1, · · · , 1). Taking
a basis of each 1-dimensional vector space Vi, we identify Vi ∼= k and the representation space is described
as
V(JQ) = Spec(k[xa | a ∈ Q1]/JQ)
where JQ := 〈
∏
a∈p+a xa −
∏
a∈p−a xa | a ∈ Q1 〉. The changes of basis give isomorphism classes of V ,
thus we can consider the isomorphism classes of representations as orbits by the action of (k×)Q0 ∼=∏
i∈Q0 GL(Vi). Here, an element g = (gi)i∈Q0 acts on ϕ = (ϕa)a∈Q1 as (g · ϕ)a = g
−1
tl(a)ϕaghd(a).
Since an element in the diagonal subgroup k×, which takes the form (α, · · · , α) ∈ (k×)Q0 acts trivially,
G := (k×)Q0/k× acts faithfully on V(JQ). We then define a weight θ = (θi)i∈Q0 ∈ Z
Q0 . This θ induces
the character
χ˜θ : (k
×)Q0 → k×
(
(gi)i∈Q0 7→
∏
i∈Q0
gθii
)
,
and the character χ˜θ descends to the character χθ : G→ k
× under the condition
∑
i∈Q0 θi = 0. In what
follows, we consider the weight space:
Θ := {θ ∈ ZQ0 |
∑
i∈Q0
θi = 0},
and let ΘR := Θ ⊗Z R. We call an element θ ∈ ΘR a stability parameter. For a subrepresentation W of
V , we define θ(W ) :=
∑
i∈Q0 θi(dimkWi), and hence θ(V ) = 0 in particular. Using a stability parameter
θ ∈ ΘR, we introduce the notion of stability conditions as follows.
Definition 2.8 (see [Kin]). For θ ∈ ΘR, we say that a representation V is θ-semistable if θ(W ) ≥ 0 for
any subrepresentation W of V , and V is θ-stable if θ(W ) > 0 for any non-zero proper subrepresentation
W of V . In addition, we say that θ is generic if every θ-semistable representation is θ-stable.
For a character χθ, we say that f ∈ S := k[xa | a ∈ Q1]/JQ is a χθ-semi-invariant if f(g·x) = χθ(g)f(x)
for any g ∈ G. Let Sχθ be the vector space of all χθ-semi-invariants. Then, we define the GIT quotient
with respect to χθ as
Mθ(Q) := Proj
(⊕
j≥0
S
χ
j
θ
)
.
For the trivial character which is given by θ = (0, · · · , 0), we see that any representation is θ-semistable
and M0(Q) is the categorical quotient SpecS
G. We remark that SG is isomorphic to the 3-dimensional
Gorenstein toric singularity constructed in subsection 2.2 (see e.g., [IU1, Proposition 6.3]). By [Kin,
Proposition 5.3], for a generic parameter θ, Mθ(Q) is a fine moduli space parametrizing θ-stable repre-
sentations of (Q,JQ). Moreover, this moduli space gives a crepant resolution.
ON 2-REPRESENTATION INFINITE ALGEBRAS ARISING FROM DIMER MODELS 10
Theorem 2.9 (see [IU1, Theorem 6.3 and 6.4]). Let Γ be a consistent dimer model, and Q be the
associated quiver. Let R be the 3-dimensional Gorenstein toric singularity associated with Γ. Then,
Mθ(Q)→ SpecR is a crepant resolution for a generic parameter θ.
Remark 2.10. (1) We note that for a generic parameter θ, Mθ(Q) is a smooth toric variety, thus this
can be realized by using a smooth toric fan. More precisely, there is a certain smooth subdivision
Σ of the cone σ defining R = k[σ∨ ∩ Z3] such that the smooth toric variety XΣ associated to Σ is
isomorphic to Mθ(Q) (see e.g., [CLS, Chapter 11]). On the other hand, there is a certain way to
correspond θ-stable representations to cones in Σ (see subsection 2.5).
(2) There is a polyhedral decomposition of the set of generic parameters called the GIT chamber decom-
position. Even if a generic parameter varies in the same chamber, the associated crepant resolution
remains unchanged as a variety. Generic parameters lying in different chambers might give different
crepant resolutions, but such crepant resolutions are derived equivalent [IU4, Theorem 11.1].
In addition, sinceMθ(Q) is a fine moduli space for a generic parameter θ, there is the universal vector
bundle E , which is called tautological bundle. Ishii and Ueda showed that E is a tilting bundle onMθ(Q)
and satisfies P(Q,WQ) ∼= End(E) (see [IU2, Theorem 1.4]). Therefore, using this tilting bundle, we
have an equivalence of triangulated categories Db(cohMθ(Q)) ∼= D
b(modP(Q,WQ)) (see [Bon, Ric]).
Furthermore, this equivalence also implies that P(Q,WQ) is an NCCR for a 3-dimensional Gorenstein
toric singularity R (see [IW2, Corollary 4.15]). This was also proved in [Bro] using another method.
Since any 3-dimensional Gorenstein toric singularity can be constructed from a consistent dimer model
(see Subsection 2.2), it admits an NCCR arising from a consistent dimer model. We again remark that
such a consistent dimer model is not unique in general.
2.5. Perfect matchings corresponding to torus orbits. Let R = k[σ∨ ∩ Z3] be a 3-dimensional
Gorenstein toric singularity. We already know that there exists a consistent dimer model Γ associated
with R, in which case the toric diagram of R coincides with the PM polygon ∆ of Γ. As we saw
in Section 2.4, we can construct a crepant resolution Mθ(Q) of SpecR, and Mθ(Q) parametrizes θ-
stable representations. On the other hand, considering the intersection of the fan Σ of Mθ(Q) (see
Remark 2.10(1)) and the hyperplane at height one, we have the triangulation of ∆. More precisely, we
denote the set of r-dimensional cones in Σ by Σ(r) where r = 1, 2, 3. We call a one-dimensional cone a
ray in particular. Then, we identify
• rays in Σ with lattice points in the triangulation of ∆,
• two-dimensional cones in Σ with line segments in the triangulation of ∆,
• three-dimensional cones in Σ with triangles in the triangulation of ∆.
Furthermore, by the Orbit-Cone correspondence (see e.g., [CLS, Chapter 3]), an r-dimensional cone
σ ∈ Σ(r) corresponds to a 3 − r dimensional G-orbit in XΣ ∼= Mθ(Q), which we will denote by Oσ.
Thus, we can assign θ-stable representations to cones in the fan Σ of Mθ(Q) (and hence to G-orbits).
Recall that the action of G induces the isomorphism classes of quiver representations. Thus, we take
the θ-stable representation Vy corresponding to a point y ∈ Oσ ⊂Mθ(Q) as a representative element of
isomorphism classes of θ-stable representations. In particular, we will see in Proposition 2.12 that each
ray (and hence each lattice point in ∆) corresponds to a θ-stable representation arising from a certain
perfect matching. In order to describe this correspondence in terms of perfect matchings, we define the
support of a representation V = ((Vi)i∈Q0 , (ϕa)a∈Q1), denoted by SuppV , as the set {a ∈ Q1 | ϕa 6= 0} of
arrows whose corresponding linear maps are not zero. We also define the cosupport of a representation
V as the complement of SuppV .
Definition 2.11. A perfect matching D of Q is called θ-stable if the set of arrows in D is the cosupport
of a θ-stable representation.
By construction of the PM polygon ∆ of a consistent dimer model Γ associated with R (see Sub-
section 2.2), each perfect matching of Γ corresponds to a lattice point in ∆. Then, we can obtain the
following relationships between perfect matchings and θ-stable representations.
Proposition 2.12 (see [IU1, Section 6],[Moz, Proposition 4.15]). Let the notation be the same as above.
(1) For a generic parameter θ, we consider a two dimensional G-orbit Z (i.e., Z = Oσ with σ ∈ Σ(1))
of Mθ(Q). For any y ∈ Z, the cosupport of the θ-stable representation Vy is a perfect matching of
Q, and this perfect matching does not depends on a choice of y ∈ Z.
(2) Let VD be a representation of Q whose cossuport is a perfect matching D of Q. Then, for any perfect
matching D, there exists a generic parameter θ such that VD is θ-stable.
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Here, we remark that for any interior lattice point p of ∆, there are more than one perfect matching
corresponding to p. (We will observe the relationship between those perfect matchings in Section 5.)
However, for a given generic parameter θ, only one of those perfect matchings is θ-stable. In other words,
for a fixed generic parameter θ, we have a bijection between lattice points of ∆ and θ-stable perfect
matchings.
Remark 2.13 (see [Moz, the last part of Section 4]). Let θ be a generic parameter. There is a certain
way to find the triangulation of ∆ whose associated toric variety XΣ is isomorphic to Mθ(Q). To do
this, we first assign a θ-stable perfect matching to each lattice point of ∆. Then, for any pair of θ-stable
perfect matchings (D,D′) of Q, we check whether D ∪ D′ is the cosupport of a θ-stable representation
or not. If it is so, we connect lattice points corresponding to D and D′, thus we have the line segment.
Repeating these arguments, we have the triangulation of ∆, and it gives the fan Σ and the toric variety
XΣ which is isomorphic to Mθ(Q).
3. Perfect matchings giving 2-representation infinite algebras
3.1. n-representation infinite algebras. Let n ≥ 1 be a positive integer. In this paper, the notion of
n-representation infinite algebra plays an important role (especially the case of n = 2). This notion is a
certain generalization of representation infinite hereditary algebras. In order to define this algebra, we
first introduce the Nakayama functor. Let Λ be a finite dimensional k-algebra of gl.dimΛ ≤ n. We define
functors:
ν := DRHomΛ(−,Λ) : D
b(modΛ)→ Db(modΛ),
ν− := RHomΛop (D−,Λ) : Db(modΛ)→ Db(modΛ).
This functor ν is called the Nakayama functor, and it is known that ν gives the Serre functor of Db(modΛ)
(see [BK]). We then define the autoequivalences
νn := ν ◦ [−n] : D
b(modΛ)→ Db(modΛ),
ν−n := ν
− ◦ [n] : Db(modΛ)→ Db(modΛ),
and these play a crucial role to define n-representation infinite algebras.
Definition 3.1 (see [HIO, Definition 2.7 and Proposition 2.9]). Let n ≥ 1 be a positive integer, and Λ be a
finite dimensional algebra with gl.dimΛ ≤ n. We say that Λ is n-representation infinite if ν−in (Λ) ∈ modΛ
for all i ≥ 0 (this means ν−in (Λ) is quasi-isomorphic to a complex concentrated in the degree zero part),
in which case its global dimension is precisely n, because ExtnΛ(DΛ,Λ) = ν
−1
n (Λ) 6= 0.
Remark 3.2. (1) If n = 1, then 1-representation infinite algebras coincide with representation infinite
hereditary algebras.
(2) In the context of non-commutative algebraic geometry, n-representation infinite algebras are called
quasi n-Fano algebras and investigated in [Min, MM]. In particular, the following results hold in
such a context using different methods.
One of the methods to obtain a n-representation infinite algebra is to consider a bimodule (n + 1)-
Calabi-Yau algebra of Gorenstein parameter 1 whose degree zero part is finite dimensional as we will see
below. Here, we say that a graded algebra B = ⊕i≥0Bi with dimkBi < ∞ for any i ≥ 0 is bimodule
n-Calabi-Yau of Gorenstein parameter 1 if B ∈ perBe and RHomBe(B,B
e)[n](−1) ∼= B in D(ModZBe).
Theorem 3.3 (see [AIR, Corollary 3.6], [MM, Theorem 4.12]). Let B = ⊕i≥0Bi be a positively Z-graded
algebra that is bimodule (n+ 1)-Calabi-Yau of Gorenstein parameter 1. If dimkB0 is finite, then B0 is a
n-representation infinite algebra.
On the other hand, bimodule (n+ 1)-Calabi-Yau algebras of Gorenstein parameter 1 can be obtained
as the (n + 1)-preprojective algebra of n-representation infinite algebras (see e.g., [HIO, Theorem 4.36],
[Kel, Theorem 4.8]).
3.2. 2-representation infinite algebras arising from dimer models. In this subsection, we con-
struct 2-representation infinite algebras using consistent dimer models and their perfect matchings. In
this construction, the degree dD associated with a perfect matching D defined in (1.1) plays a crucial role.
Proposition 3.4 (see [AIR, Proposition 6.1]). Let (Q,WQ) be the QP associated with a consistent dimer
model, and P(Q,WQ) be the Jacobian algebra. Then, for any perfect matching D of Q, the graded Jaco-
bian algebra P(Q,WQ) with respect to the grading dD is a bimodule 3-Calabi-Yau algebra of Gorenstein
parameter 1.
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Next, we consider the truncated Jacobian algebra AD := P(Q,WQ)D. We recall that AD is the degree
zero part of the graded Jacobian algebra P(Q,WQ) with respect to dD. In particular, we can describe
this algebra as
AD = P(Q,WQ)/〈D〉 = kQD/〈∂aWQ | a ∈ D〉.
Here, we recall that QD is the subquiver of Q whose set of vertices is the same as Q and set of ar-
rows is Q1\D, especially QD is finite and connected. By Theorem 3.3 and Proposition 3.4, AD will be
a 2-representation infinite algebra if it is finite dimensional. However, the degree dD does not neces-
sarily make AD finite dimensional. Thus, in the rest we will find perfect matchings making AD finite
dimensional. Thus, let R be a 3-dimensional Gorenstein toric singularity associated with a consistent
dimer model Γ, and Q be the quiver associated with Γ. By Theorem 2.9, we have a crepant resolution
πθ : Mθ(Q) → SpecR for a generic parameter θ. Since Mθ(Q) is a fine moduli space parametrizing θ-
stable representations, we have a θ-stable representation Vy parametrized by a point y ∈ Mθ(Q). Then,
we have the following lemma, which is well-known for experts.
Lemma 3.5. Let Vy = ((Vi)i∈Q0 , (ϕa)a∈Q1) be the θ-stable representation parametrized by y ∈ Mθ(Q).
For the unique torus invariant point x0 ∈ SpecR, we see that y ∈ Mθ(Q) lies in π
−1
θ (x0) if and only if
Vy is a nilpotent representaion.
Proof. Since R is isomorphic to eiP(Q,WQ)ei for any i ∈ Q0 (see e.g., [Bro, Chapter 5]), we see that
πθ(y) = x0 if and only if for any nontrivial element in eiP(Q,WQ)ei the corresponding cycle ω satisfies
ϕω = 0. Also, since Q is a finite connected quiver, a path of length at least |Q0| contains a cycle.
Therefore, if πθ(y) = x0 then Vy is nilpotent. On the other hand, if πθ(y) 6= x0, then there exists a
nontrivial cycle c such that ϕc 6= 0. Thus, the action of c
n is not zero for any n ≥ 1, and hence Vy is not
nilpotent. 
Then, we can obtain the next theorem, which was partially discussed in [Boc3, Lemma 1.44], and this
plays an important role in this paper.
Theorem 3.6. Let Q be the quiver associated with a consistent dimer model Γ. Then, for a perfect
matching D of Q, the following conditions are equivalent.
(1) D is an internal perfect matching.
(2) QD is an acyclic quiver.
(3) AD is a finite dimensional algebra.
When this is the case, AD is a 2-representation infinite algebra.
Proof. Fix a generic parameter θ such that D is θ-stable. (see Proposition 2.12(2).) Then, there is a point
y ∈Mθ(Q) such that the cosupport of θ-stable representation Vy coincides with D by Proposition 2.12(1).
By the Orbit-Cone correspondence, y lies in π−1θ (x0) if and only if D is internal, and these are also
equivalent to the condition that Vy is nilpotent by Lemma 3.5. Since the dimension vector of Vy is
(1, · · · , 1), each non-zero map is given by an element in k×. Since QD is a finite connected quiver, QD is
acyclic if and only if Vy is nilpotent, and hence we have (1)⇔ (2). (2)⇒ (3) is trivial. Since there is no
relations in Q making cycles to be zero, if QD contains a cycle, then AD is not finite dimensional, thus
we have (3)⇒ (2).
On the other hand, considering the grading dD we see that P(Q,WQ) is a bimodule 3-Calabi-Yau
algebra of Gorenstein parameter 1 by Theorem 3.4. Thus, if dimkAD is finite, then we see that AD is a
2-representation infinite algebra by Theorem 3.3. 
Remark 3.7. (1) By the Orbit-Cone correspondence, we see that the PM polygon ∆ contains an interior
lattice point if a crepant resolution of SpecR is not small. Here, we say that a resolution of singularity
is small if the dimension of the exceptional locus is at most one dimensional.
(2) An n-representation infinite algebra is called n-representation tame if its (n+1)-preprojective algebra
Λ is a Noetherian A-algebra, that is, A is a commutative ring and Λ is a finitely generated A-
module (see [HIO, Definition 6.10]). In our situation, the 3-preprojective algebra of a 2-representation
infinite algebra AD = P(Q,WQ)D associated with an internal perfect matching D is the Jacobian
algebra P(Q,WQ). Since P(Q,WQ) is an NCCR of a 3-dimensional Gorenstein toric singularity
R = Z(P(Q,WQ)), there exists a reflexive R-module M such that P(Q,WQ) ∼= EndR(M), and hence
this is finitely generated as an R-module. As a conclusion, AD is 2-representation tame.
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4. Stable categories of (graded) MCM modules and tilting objects
One of the purposes in this section is to show equivalences as in Theorem 1.4, for a 3-dimensional
Gorenstein isolated singularity R that is not the A1-singularity (see Corollary 4.3). Here, we recall
sufficient conditions for giving such equivalences:
(P1) the truncated Jacobian algebra AD is finite dimensional,
(P2) i is a source of the quiver QD,
(P3) the algebra P(Q,WQ)/〈ei〉 is finite dimensional.
By Theorem 3.6, if we consider an internal perfect matching D, then AD satisfies the condition (P1).
Thus, in what follows, we discuss other conditions.
Lemma 4.1. Let (Q,WQ) be the QP associated with a consistent dimer model Γ. Then, the following
conditions are equivalent.
(1) The 3-dimensional Gorenstein toric singularity R = Z(P(Q,WQ)) is isolated.
(2) P(Q,WQ)/〈ei〉 is finite dimensional for any vertex i ∈ Q0.
(3) P(Q,WQ)/〈ei〉 is finite dimensional for some vertex i ∈ Q0.
(4) Any edge of the PM polygon ∆ does not have an interior lattice point.
Proof. First, (1)⇒ (2) follows from [IW1, Lemma 6.19(3) and Remark 6.15], and (2)⇒ (3) is trivial.
Let E be an edge of ∆. To show (3)⇒ (4), we assume that the number of lattice line segments of E
is r ≥ 2. By Proposition 2.6, there exists zigzag paths z1, · · · , zr corresponding to lattice line segments
of E, and they satisfy [z1] = · · · = [zr]. Since r ≥ 2, we consider two of them and denote by z, z
′. Then,
these z and z′ do not share a common node (see the conditions of a properly ordered dimer model defined
in [Gul, Section 3.1], which is equivalent to Definition 2.2). We then consider the paths pz, pz′ on Q going
along the left side of z, z′ respectively, and these are cycles on T in particular. Also, we see that pz and
pz′ do not factor through a common vertex of Q. Thus, even if we divide P(Q,WQ) by the ideal 〈ei〉,
the underlying quiver contains at least one of these cycles pz, pz′ , and hence P(Q,WQ)/〈ei〉 is not finite
dimensional for any i ∈ Q0.
Next, we show (4) ⇒ (1). As we mentioned, the toric singularity R is constructed from the strongly
convex rational polyhedral cone σ in R3 defined by putting the PM polygon ∆ on the hyperplane at height
one. Since R is normal, it is regular in codimension one. Thus, we consider the toric ring Rτ = k[τ
∨∩Z3]
associated to a facet τ of σ. If we assume the condition (4), then τ is a smooth cone and hence Rτ is
regular. Therefore, we have the assertion. 
Lemma 4.2. Let R be a non-regular 3-dimensional Gorenstein toric isolated singularity. If R is not the
A1-singularity (i.e., R 6∼= k[x, y, z, w]/(xy− zw)), then the toric diagram of R contains an interior lattice
point.
Proof. Let ∆ be the toric diagram of R. Since R is an isolated singularity, ∆ satisfies the condition
given in Lemma 4.1(4). Then, we see that ∆ does not contain an interior lattice point if and only if ∆ is
unimodular equivalent to or (see e.g., [Rab, Theorem 1]). The former case gives a regular toric
ring, and we easily see that the later one gives the A1-singularity k[x, y, z, w]/(xy − zw).
As a conclusion, we see that a non-regular 3-dimensional Gorenstein toric isolated singularity not
having an interior lattice point is isomorphic to the A1-singularity. 
Corollary 4.3. Let R be a non-regular 3-dimensional Gorenstein toric isolated singularity that is not the
A1-singularity. Let Γ be a consistent dimer model associated with R, and (Q,WQ) be the QP obtained as
the dual of Γ. Let D be an internal perfect matching of Q, and let AD = P(Q,WQ)D. Then, there exists
a triangle equivalences:
Db(modAD,ei) CM
Z(R)
C2(AD,ei) CM(R)
∼=
∼=
where AD,ei := AD/〈ei〉 and i ∈ Q0 is a source of QD.
Proof. By Theorem 1.4, we only check that there actually exists a perfect matching D and a vertex i ∈ Q0
satisfying the conditions (P1)–(P3).
Let ∆ be the toric diagram of R. Then, ∆ contains an interior lattice point by Lemma 4.2. Thus,
there exists an internal perfect matching D, and hence this gives the acyclic quiver QD and the finite
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dimensional algebra AD (see Theorem 3.6). Therefore, we have (P1) and (P2). For the idempotent ei
corresponding to a source i of QD, we see that P(Q,WQ)/〈ei〉 is finite dimensional by Lemma 4.1. Thus,
we have the assertion. 
Remark 4.4. By the above theorem, for any internal perfect matching D the generalized cluster category
C2(AD,ei) is triangle equivalent to CM(R). Thus, for internal perfect matchings D,D
′, the generalized
cluster categories C2(AD,ei) and C2(AD′,ej ) are triangle equivalent where i ∈ Q0 (resp. j ∈ Q0) is a source
of QD (resp. QD′). In other words, they are cluster equivalent in the sense of [AO]. However, as shown
in [AIR, 5.4], they are not derived equivalent in general.
Even if R is the A1-singularity, we have similar equivalences as follows.
Example 4.5. Let R = k[x, y, z, w]/(xy − zw). A consistent dimer model associated with R and the
associated quiver Q (with potential) takes the following form.
0
1
a
b
b
c
c
d
d
Indeed, the center of the Jacobian algebra, which is generated by cycles x := ab, y := cd, z := cb, w := ad,
is isomorphic to the A1-singularity R = k[x, y, z, w]/(xy − zw) ∼= k[ab, cd, cb, ad]. We then consider the
degree (1.1) induced by the perfect matching D = {d} of Q. Then, this gives the degree deg x = deg z = 0,
deg y = deg w = 1 which makes R a Z-graded ring. We note that D is a corner perfect matching, and
hence the degree zero part of the Jacobian algebra is not finite dimensional (see Theorem 3.6).
Let m be the irrelevant homogeneous ideal of R. It is well-known that the completion R̂ at m has
only finitely many indecomposable objects in CM(R̂) up to isomorphism (see e.g., [Yos, Chapter 9 and
12]). Therefore, R has only finitely many indecomposable objects in CMZ(R) up to isomorphism and
the degree shift [AR], and the indecomposable objects are R, M := (x, z), N := (x,w) and their degree
shifts. Thus, we see that the Auslander-Reiten quiver of CMZ(R) can be described as the repetition of
the quiver shown in Figure 8, where the dotted arrow stands for the Auslander-Reiten translation τ .
R
MN R(1)
M(1)N(1) R(2)
M(2)N(2)
1z/x x 1 x z
w
w/x
Figure 8. The Auslander-Reiten quiver of CMZ(R) for the A1-singularity
In particular, any arrow factors through a projective object. Thus, the stable category CMZ(R),
which is a triangulated category whose shift functor is the cosyzygy functor Ω−1, can be described
by deleting all solid arrows from Figure 8. We note that τ coincides with the syzygy functor Ω in our
situation. Therefore, we can see thatM is a tilting object in CMZ(R), and hence it induces an equivalence
CMZ(R) ∼= Db(modEndR(M))
∼= Db(mod k).
On the other hand, forgetting the grading on CMZ(R) we have the stable category CM(R) which can
be considered as the orbit category CMZ(R)/(1). Here, the degree shift (1) coincides with τ−1◦[1] = Ω−2,
which is the shift functor [2] in CMZ(R) ∼= Db(mod k). Thus, we have an equivalence CM(R) ∼= C2(k) (see
also [TV, Example 5.2.2.]).
Using these observations, we have the following theorem.
Theorem 4.6. Let R be a 3-dimensional Z-graded Gorenstein toric isolated singularity whose grading is
induced from a certain perfect matching of a consistent dimer model associated with R via (1.1). Then,
the stable category CMZR of graded MCM R-modules admits a tilting object.
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Proof. The case where R is the A1-singularity follows from Example 4.5. If R is not the A1-singularity,
then we have the tilting object eiP(Q,WQ) in CM
ZR by [AIR, Theorem 4.1(a)], because there exists a
perfect matching D and an idempotent ei satisfying (P1)–(P3) in this situation. 
5. Mutations of perfect matchings
In Section 3 and 4, we saw that an internal perfect matching gives a 2-representation infinite algebra
(Theorem 3.6) and several triangle equivalences (see Corollary 4.3). In general, there are some internal
perfect matching corresponding the same interior lattice point. Thus, in this section we investigate the
relationship between such internal perfect matchings.
First, we note that a perfect matching of Q can be considered as a cut in the sense of [HI, IO]. In par-
ticular, by Theorem 3.6 we have that any internal perfect matching is algebraic (see [HI, Definition 3.2]).
To understand the relationship between cuts, the mutations of cuts, which was also introduced in [HI, IO],
is important. In the following, we introduce this notion in terms of perfect matchings, and call it the
mutation of perfect matchings.
Definition 5.1. We say that a vertex k ∈ Q0 is a strict source (resp. strict sink) of (Q,D) if all arrows
ending (resp. starting) at k belong to D and all arrows starting (resp. ending) at k do not belong to D.
Namely, a strict source (resp. strict sink) is a source (resp. sink) of the quiver QD.
Definition 5.2. Let Q be the quiver associated with a dimer model, and D be a perfect matching of Q.
(1) We assume that k ∈ Q0 is a strict source of (Q,D). We define a subset λ
+
k (D) of Q1 by removing all
arrows in Q ending at k from D and adding all arrows in Q starting at k to D.
(2) Dually, we assume that k ∈ Q0 is a strict sink of (Q,D), and define a subset λ
−
k (D) of Q1 by removing
all arrows in Q starting at k from D and adding all arrows in Q ending at k to D.
The following properties follow from the definition.
Lemma 5.3. Let D be a perfect matching of Q. For a strict source (resp. strict sink) k ∈ Q0 of (Q,D),
we have the followings.
(a) λ+k (D) (resp. λ
−
k (D)) is a perfect matching.
(b) k is a strict sink of (Q, λ+k (D)) (resp. a strict source of (Q, λ
−
k (D))).
(c) We have that λ−k (λ
+
k (D)) = D (resp. λ
+
k (λ
−
k (D)) = D).
Since λ±k (D) are again perfect matchings, we call these operations the mutations of a perfect matching
D of Q at k ∈ Q0. We also denote by λ
+
k (D) (resp. λ
−
k (D)) the perfect matching of a dimer model Γ
obtained as the dual of λ+k (D) (resp. λ
−
k (D)), and call this the mutations of a perfect matching D of Γ at
k ∈ Γ2. We say that two perfect matchings are mutation equivalent if they are connected by repeating
the mutations of perfect matchings. Here, we note the behavior of the associated quiver under these
mutations.
Observation 5.4. Let Q = (Q0, Q1) be the quiver associated with a dimer model, and R = {∂aWQ |
a ∈ Q1} be the set of relations in Q (see subsection 2.1). Recall that for a perfect matching Di, the
quiver QDi is defined as (QDi)0 = Q0 and (QDi)1 = Q1\{a ∈ Q1 | a ∈ Di}. Considering the set
RDi = {∂aWQ | a ∈ Di} in QDi , we have that ADi = kQDi/〈RDi〉.
Now, we assume that for a perfect matching Di, there is a strict source k ∈ (QDi)0 of (Q,Di). Let
λ+k (Di) = Dj . Then, by definition we see that the quiver QDj is given by (QDj )0 = Q0 and
(QDj )1 = {a ∈ (QDi)1 | tl(a) 6= k} ⊔ {r
∗ : hd(r)→ k | r ∈ RDi , tl(r) = k},
where r∗ is the new arrow associated to r ∈ RDi with tl(r) = k, and especially we have that {r
∗ : hd(r)→
k | r ∈ RDi , tl(r) = k} = {a ∈ Di | hd(a) = k}. Then, the set
{r ∈ RDi | tl(r) 6= k} ⊔ {∂aWQ : hd(a)→ k | a ∈ (QDi)1, tl(a) = k}
of relations in QDj coincides with RDj = {∂aWQ | a ∈ Dj} and ADj = kQDj/〈RDj〉.
We have a similar observation for the case λ−k (Di) with a strict sink k ∈ (QDi)0 of (Q,Di).
Let Q be the quiver associated with a consistent dimer model. If D is an internal perfect matching of
Q, then QD is acyclic (see Theorem 3.6), thus there exists a strict source and sink of (Q,D). Thus, we
can apply these operation λ±k to all internal perfect matchings. In particular, we have the following.
ON 2-REPRESENTATION INFINITE ALGEBRAS ARISING FROM DIMER MODELS 16
Lemma 5.5. Let Γ be a consistent dimer model, and Q be the associated quiver. For an internal perfect
matching D of Γ, we assume that k is a strict sink of (Q,D) (resp. a strict source of (Q,D)). Then,
λ+k (D) (resp. λ
−
k (D)) is also an internal perfect matching corresponding the same interior lattice point
of the PM polygon ∆ of Γ.
Proof. We set D′ := λ+k (D). Then, by definition we have that D −D
′ is a homologically trivial cycle on
Γ, and hence [D − D′] = (0, 0). Fixing the reference perfect matching D0 of Γ, we have that (0, 0) =
[D −D′] = [D −D0]− [D′ −D0]. Therefore, they determine the same lattice point of the PM polygon,
and hence D′ is internal. The case of λ−k (D) is similar. 
Remark 5.6. For a perfect matching D of Q, there is a generic parameter θ such that D is a θ-stable
perfect matching (see Proposition 2.12(2)). However, the mutated ones λ±k (D) are not θ-stable, and there
are other generic parameters making them stable ones.
In Figure 4, the perfect matchings D5, D6, D7, D8 are internal, and they correspond to the same
interior lattice point. By considering the mutations at appropriate faces, we see that these are mutation
equivalent. This property holds for more general situation as follows.
Theorem 5.7. Let Γ be a consistent dimer model and Q be the associated quiver. Let D,D′ be internal
perfect matchings of Γ. Then, D and D′ are mutation equivalent if and only if D and D′ correspond to
the same interior lattice point of the PM polygon of Γ.
Proof. Let D,D′ be perfect matchings of Q corresponding to D,D′ respectively.
First, we assume that D and D′ are mutation equivalent. We may assume that λ+k (D) = D
′ for some
source k of QD. Then, by Lemma 5.5, they correspond to the same lattice point of the PM polygon.
Next, we show the other direction. If D and D′ correspond to the same lattice point, then we have
[D −D′] = (0, 0). Thus, D −D′ consists of cycles C1, · · · , Cs satisfying one of the following properties:
(a) Ci is homologically trivial, or
(b) Ci is not homologically trivial and there exists another cycle Cj such that [Ci] = −[Cj ].
(Step1) We suppose that C := C1 satisfies (a), and we may assume that C does not contain any
homologically trivial cycle. Let C◦ be the strict interior of C. By the assumption, we see that edges
appearing on C are alternately contained in D and D′, and edges appearing in C◦ are contained in both
D and D′ or contained in neither D nor D′.
Let QD ∩ C
◦ be the subquiver of QD in which vertices are the ones corresponding to the faces of Γ
contained in C◦, and arrows are the ones of QD appearing in C◦ (especially, we do not contain the arrows
crossing over C). We note that QD ∩ C
◦ = QD′ ∩ C◦ holds. Since D is internal, QD is acyclic (see
Theorem 3.6) and so is QD ∩ C
◦. Thus, QD ∩ C◦ = QD′ ∩ C◦ have a source vertex k. Let Fk be the
face of Γ corresponding to k, and F k is the closure of Fk. If F k does not share an edge with C, in other
words F k is contained in C
◦, then k is clearly a source of QD and QD′ . If F k shares at least one edge
with C, then we see that k is either a source of QD or that of QD′ . Indeed, we first divide the boundary
of F k into 2n segments B1, · · · , Bn, I1, · · · , In where n ≥ 1 and Bα is a segment of consecutive edges
intersecting with C, and Iα is a segment of consecutive edges contained in C
◦. We give the anti-clockwise
cyclic order to edges on the boundary of F k. We denote the first ordered edge in Bα (resp. Iα) by εBα
(resp. εIα). Then, we can give the cyclic order to the segments Bα, Iα (α = 1, · · · , n) along εIα , εBα .
In particular, we assume that the indexes α = 1, · · · , n increase along the order of εBα and εIα , and
assume that the order of εIα follows that of εBα . Thus, the segments Bα and Iα can be cyclically ordered
as B1, I1, B2, I2, · · · , Bn, In (for example, see Figure 9). We collect properties on Bα and Iα which are
obtained from the construction:
(1) Edges in Bα are alternately contained in D and D
′.
(2) Edges in Iα are contained in both D and D
′ or contained in neither D nor D′.
(3) If an edge in Iα is contained in both D and D
′, then the next edge is contained in neither D nor D′,
because k is a source of QD ∩ C
◦ = QD′ ∩ C◦.
(4) The first ordered edge εIα in Iα and the last ordered edge in Iα are contained in neither D nor D
′.
Thus, we see that for any α the endpoint of εBα incident to Iα−1 is black, and the endpoint of εIα incident
to Bα is white. In particular, the number of edges contained in each segment is an odd number. From
these observations, we can conclude that if εBα ∈ D (resp. εBα ∈ D
′) then k is a source of QD (resp.
QD′).
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FkI1
I2
B2
B1
Figure 9. An example of perfect matchings D (red) and D′ (green), and a source k of
QD ∩ C
◦ = QD′ ∩ C◦
Let k1, · · · , kn1 be the sources of QD ∩ C
◦, and Fk1 , · · · , Fkn1 be the corresponding faces. We have
n1 ≥ 1 because QD ∩ C
◦ is acyclic. By the above arguments, we may assume that these sources are
classified as
k1, · · · , kℓ1 ,︸ ︷︷ ︸
sources of both QD and QD′
kℓ1+1, · · · , km1︸ ︷︷ ︸
sources of QD
, km1+1, · · · , kn1︸ ︷︷ ︸
sources of Q
D′
.
In particular, each of the faces Fkℓ1+1 , · · · , Fkn1 shares an edge with C. We easily see that F ki ∩ F kj =
∅ for any i, j = 1, · · · , n1 with i 6= j, and since λ
+
ki
affect only the boundary of Fki , the mutations
λ+k1 , · · · , λ
+
kn1
do not interact with each other, and hence the order of applying mutations does not affect
the resulting perfect matching. Thus, we set
D1 := λ
+
k1
· · ·λ+km1
(D) and D′1 := λ
+
km1+1
· · ·λ+kn1
(D′).
Then, D1 − D
′
1 consists of the boundary of the closure of (C ⊔ C
◦)\
(⋃n1
i=ℓ1+1
F ki
)
, the boundary of
F k1 , · · · , F kℓ1 and C2, · · · , Cs. We remark that the boundary of the closure of (C ⊔ C
◦)\
(⋃n1
i=ℓ1+1
F ki
)
might be the disjoint union of some homologically trivial cycles. Thus, let C′1, · · · , C
′
t be such cycles, in
which case each of the faces F k1 , · · · , F kℓ1 is contained in one of C
′
1, · · · , C
′
t.
Let (QD ∩ C
◦)\{k1, · · · , kn1} be the subquiver of QD ∩ C
◦ obtained by dropping vertices k1, · · · , kn1
and arrows incident to these vertices from QD ∩ C
◦. Then, (QD ∩ C◦)\{k1, · · · , kn1} is also acyclic (but
not connected in general). In particular, the number of vertices of (QD ∩ C
◦)\{k1, · · · , kn1} is less than
that of QD ∩C
◦. We consider a connected component Q(1) of (QD ∩C◦)\{k1, · · · , kn1}. We may assume
that Q(1) is contained in the region determined as the strict interior of C′1 and the strict exterior of
F k1 , · · · , F kp1 with 1 ≤ pi ≤ ℓ1 (we change the indexes if necessary). Then, we consider a source of the
acyclic quiver Q(1). By the same argument as above, if the closure of a face corresponding to that source
does not share an edge with F k1 , · · · , F kp1 and C
′
1 at all, then it is a source of both QD1 and QD′1 . Also,
if the closure of this face shares an edge with some of F k1 , · · · , F kp1 , C
′
1, then it is either a source of QD1
or that of QD′1 . Then, we can apply the mutation of perfect matching at each source of Q
(1) to D1 or
D′1, and considering the difference of the resulting perfect matchings we make the argued region smaller.
In such a way, we repeat these inductive arguments for all connected components of (QD∩C
◦)\{k1, · · · , kn1},
and finally we have two perfect matchings that are mutation equivalent to D and D′ respectively and
their difference consists of cycles C2, · · · , Cs.
(Step2) If there is a homologically trivial cycle in {C2, · · · , Cs}, we apply the same argument as (Step1)
and remove it. Thus, we may assume that D−D′ consists of cycles satisfying the property (b). Changing
the indexes, we let C1, · · · , C2u be such cycles. By definition of perfect matchings, these do not have
self-intersections.
First, we see that homology classes of any pair of these cycles are linearly dependent. Indeed, if not
then there exists an edge of a dimer model contained in two cycles, and the existence of such an edge
contradicts the definition of perfect matching. Let v := [C1]. Since each homology class is primitive, we
have that [Ci] = v or −v for any i = 1, · · · , 2n and the number of cycles whose slope is v coincides with
that of cycles whose slope is −v. Thus, there are cycles Ci with [Ci] = v and Cj with [Cj ] = −v such that
there is no cycle Ck (k 6= i, j) in the region determined as the intersection of the right of Ci and the right
of Cj , and we denote this region by Ci,j . We may assume that Ci := C1 and Cj := C2, thus we consider
the region C1,2. Let QD ∩ C
◦
1,2 be the subquiver of QD in which vertices are the ones corresponding to
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faces contained in the strict interior C◦1,2 of C1,2 and arrows are the ones of QD appearing in C
◦
1,2. In
particular, this quiver QD ∩ C
◦
1,2 is acyclic. Each source of this quiver is also a source of at least one of
QD and QD′ by the same argument as (Step1).
Here, we may assume that there is a source k of QD ∩ C
◦
1,2 such that the closure Fk of the face
corresponding k shares edges with both C1 and C2. Indeed, if not then we apply the mutations at each
of sources of QD∩C
◦
1,2 to D or D
′ in a similar way as (Step1). Then, we have two perfect matchings that
are mutation equivalent to D and D′ respectively and the difference of them has cycles contained in C1,2.
Substituting these cycles, we can make our argued region smaller. Repeating this argument we have the
desired face. For such a source k, we apply the mutation λ+k to D (or D
′), then we see that λ+k (D)−D
′
(or D − λ+k (D
′)) consists of C3, · · · , C2u and the boundary of the closure of C1,2\Fk. In particular, the
last one is homologically trivial. Thus, applying the same argument as (Step1) to this homologically
trivial cycle, we have two perfect matchings that are mutation equivalent to D and D′ respectively and
the difference of those consists of C3, · · · , C2u.
Then, we can find cycles Ci, Cj with i, j ∈ {3, · · · , 2u} such that [Ci] = v, [Cj ] = −v, and there are no
cycle Ck with k ∈ {3, · · · , 2u}\{i, j} in the region Ci,j . We may assume that Ci := C3 and Cj := C4. By
the same argument as above, we have two perfect matchings that are mutation equivalent to D and D′
respectively and the difference of those consists of C5, · · · , C2u. Since the number of cycles whose slope
is v is the same as that of cycles whose slope is −v, by repeating this argument, we finally have a perfect
matching mutation equivalent to both D and D′, and we have the conclusion. 
Remark 5.8. In many contexts of mathematics and physics, finding all perfect matchings of a dimer
model is the fundamental problem. For a consistent dimer model, boundary perfect matchings can be
determined by using zigzag paths (see e.g., [Bro, Subsection 4.6,4.7], [Gul, Subsection 3.4]), especially
corner ones are determined uniquely. On the other hand, by Theorem 5.7 if we find an internal perfect
matching D, then we can obtain all internal perfect matchings corresponding to the same interior lattice
point as D using the mutations. Thus, the mutations give an effective way to list all perfect matchings.
Example 5.9. We consider the following consistent dimer model and the associated quiver Q. Here,
the rightmost figure is the PM polygon ∆ of this dimer model, and the triangulation given in this figure
induces the crepant resolution of the associated toric singularity. In particular, using the method in
Remark 2.13, we see that this crepant resolution is isomorphic to Mθ(Q) with the generic parameter
θ = (−7, 1, · · · , 1).
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The followings are θ-stable perfect matchings. In particular, D1, · · · , D5 are corner perfect matchings,
D6 is an boundary one, and D7, D8 are internal ones. These correspond to each lattice point in ∆ as
shown in the above figure.
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Then, we consider the mutations of the perfect matching D7. Since 0 ∈ Q0 is a strict source of
(Q,D7), and 5 ∈ Q0 is a strict sink of (Q,D7), we can apply the mutations λ
+
0 and λ
−
5 to D7. Repeating
these arguments, we have the exchange graph of mutations as shown in Figure 10. In this figure, each
edge is indexed by the mutatable vertex. We note that the mutated perfect matchings correspond to
the same interior lattice point in ∆ by Theorem 5.7. However, the mutated ones are not θ-stable (see
Remark 5.6). For example, the bottom perfect matching in Figure 10 is not θ-stable, but θ′-stable where
θ′ = (1, 1, 1,−7, 1, 1, 1, 1).
Similarly, 0 ∈ Q0 is a strict source of (Q,D8), and 6 ∈ Q0 is a strict sink of (Q,D8). Thus, we can
also apply the mutations to D8, and obtain the exchange graph whose vertices are perfect matchings
mutation equivalent to D8. In particular, they correspond to the same interior lattice point as D8.
We further remark that as we mentioned D7 and D8 are θ-stable perfect matchings, and 5 ∈ Q0 (resp.
6 ∈ Q0) is a strict sink of (Q,D7) (resp. (Q,D8)). These vertices are essential vertices in the sense of
[CIK], and these are related with “Reid’s recipe” (see e.g., [BCQV, Cra, Tap]).
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Figure 10. The exchange graph of mutations of perfect matchings
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6. Derived equivalences of 2-representation infinite algebras
6.1. Derived equivalences obtained via mutations of perfect matchings. We then turn our
attention to the bounded derived category Db(modAD) arising from an internal perfect matching D. If
the PM polygon ∆ of a consistent dimer model contains an interior lattice point, then we can define
the toric weak Fano Deligne-Mumford stack XΣ associated to the stacky fan Σ arising from ∆ (see e.g.,
[IU5]). Moreover, thanks to [IU5, Theorem 7.2], we have that the 2-representation infinite algebra AD
is isomorphic to the endomorphism ring of a tilting object in Db(cohXΣ), where D is an internal perfect
matching corresponding to the interior lattice point of ∆ fixed as the origin. Thus, such a tilting object
induces an equivalence Db(cohXΣ) ∼= D
b(modAD), and we have the following theorem which is pointed
out in [IU5, Remark 7.3].
Theorem 6.1. Let Γ be a consistent dimer model, and ∆ be the PM polygon of Γ. Let Di, Dj be internal
perfect matchings of Γ corresponding to the same interior lattice point of ∆. Then, we have an equivalence
Db(modADi)
∼= Db(modADj ).
For example, since all perfect matchings appearing in Figure 10 correspond to the same interior lattice
point, the associated 2-representation infinite algebras are derived equivalent.
In the rest of this section, we give another proof of this theorem using Theorem 5.7 and 2-APR tilting
modules. We first fix a positive integer n. In order to control equivalences of derived categories, tilting
theory is so important. Thus, we first recall the definition of a tilting module.
Definition 6.2. For an algebra Λ, we say that a Λ-module T is tilting if it satisfies the conditions:
(T1) proj.dimΛT ≤ n,
(T2) ExtiΛ(T, T ) = 0 for any i > 0,
(T3) there is an exact sequence 0→ Λ→ T0 → · · · → Tn → 0 such that Ti ∈ addΛT .
In particular, a tilting Λ-module T induces a derived equivalence Db(modΛ) ∼= Db(modEndΛ(T )) (see
e.g., [Hap, Ric]). In this paper, we mainly consider a special tilting module called higher APR tilting
module, which is named after the work due to Auslander-Platzeck-Reiten [APR]. In order to define
this tilting module, we prepare some terminologies from higher dimensional Auslander-Reiten theory
developed in [Iya1]. Let Λ be a finite dimensional algebra. We denote by Tr : modΛ
≃
−→ modΛop the
Auslander-Bridger transpose (see e.g., [ASS, ARS]), and denote by Ω : modΛ → modΛ (resp. Ω− :
modΛ→ modΛ) the syzygy (resp. cosyzygy) functor. We consider functors
τn := DTrΩ
n−1 : modΛ Ω
n−1
−−−→ modΛ
Tr
−→ modΛop
D
−→ modΛ
τ−n := TrDΩ
−(n−1) : modΛ Ω
−(n−1)
−−−−−→ modΛ
D
−→ modΛop
Tr
−→ modΛ.
These τn and τ
−
n are called the n-Auslander-Reiten translations. We remark that these are the usual
Auslander-Reiten translations (see e.g., [ASS, ARS]) when n = 1.
In the following, we assume that gl.dimΛ ≤ n. Let P be a simple projective Λ-module satisfying
ExtiΛ(DΛ, P ) = 0 for any 0 ≤ i ≤ n − 1. We decompose Λ = P ⊕ U . We then have the following exact
sequence (see [IO, Proof of Theorem 3.2]):
0→ P
f0
−→ U1
f1
−→ · · ·
fn−1
−−−→ Un
fn
−→ τ−n P → 0,
where Ui ∈ addΛU . Using this sequence, we define m-APR tilting module as follows.
Definition 6.3 (see [MY, IO]). With the notation as above, we let Km := Im fm for m = 0, · · · , n. (In
particular, we have K0 = P and Kn = τ
−
n P .) We call U ⊕Km the m-APR tilting module associated with
P .
Remark 6.4. (1) By the arguments in [IO, Proof of Theorem 3.2], we see that U ⊕ Km is actually a
tilting Λ-module of projective dimension m.
(2) If n = 1, then the 1-APR tilting module U ⊕K1 is simply the APR tilting module studied in [APR].
(3) In this paper, we are interested in n-representation infinite algebras, especially the case n = 2. For an
n-representation infinite algebra Λ and a simple projective Λ-module P , we always have the condition
ExtiΛ(DΛ, P ) = 0 for any 0 ≤ i ≤ n − 1. Thus, we can define the m-APR tilting module for any
simple projective module. Furthermore, m-APR tilting preserves n-representation infiniteness [MY,
Theorem 3.1].
We are now ready to proof Theorem 6.1.
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Proof of Theorem 6.1. Since Di and Dj correspond to the same interior lattice point, they are mutation
equivalent (see Theorem 5.7). Since Di is an internal perfect matching, QDi is acyclic, thus there is a
strict source of (Q,Di). We denote this strict source by k ∈ Q0. Then, we may assume that λ
+
k (Di) = Dj.
Then, we decompose ADi = Pk ⊕ U where Pk is a simple projective ADi -module corresponding to k.
Since ADi is a 2-representation infinite algebra, we have the 2-APR tilting ADi-module Tk := (τ
−
2 Pk)⊕U
associated with Pk (see Remark 6.4). Furthermore, by [IO, Theorem 3.11] (see also Observation 5.4), we
have that EndADi (Tk)
∼= ADj . Since Tk is a tilting module, this induces D
b(modADi)
∼= Db(modADj ). 
On the other hand, even if 2-representation infinite algebras ADi and ADj associated with internal
perfect matchings Di,Dj are derived equivalent, they do not necessarily correspond to the same interior
lattice point as shown in the following example.
Example 6.5. We consider the quotient singularity R associated with the finite abelian group G =
1
7 (1, 2, 4) ⊂ SL(3, k), which is generated by diag(ω, ω
2, ω4) with ω7 = 1. In this case, a consistent dimer
model associated with R is unique and hexagonal (see [UY, IN]). In particular, it takes the form as shown
in the leftmost figure below, where the red line stands for the fundamental domain. We remark that the
associated quiver (the center of the following figure) coincides with the McKay quiver of G. The rightmost
figure is the PM polygon ∆, and this has the three interior lattice points (these correspond to elements
in G with “age 1”, see [IR]). Furthermore, the triangulation given in the rightmost figure induces the
crepant resolution of SpecR which is isomorphic toMθ(Q) with the generic parameter θ = (−6, 1, · · · , 1),
and this also coincides with the G-Hilbert scheme.
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The followings are θ-stable perfect matchings. Here, D1, D2, D3 are corner perfect matchings, and
D4, D5, D6 are internal perfect matchings. These correspond to each lattice point in ∆ as above. We
easily see that AD4
∼= AD5
∼= AD6 , but these do not correspond to the same lattice point.
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6.2. Mutations of QPs associated with dimer models. As we mentioned in Subsection 2.2, a
consistent dimer model associated with a given lattice polygon is not unique. In order to understand the
relationship between consistent dimer models giving the same PM polygon, we introduce the mutations
of QPs associated with dimer models. To define the mutations of QPs, we consider the complete path
algebra. For a quiver Q, the complete path algebra is defined as k̂Q :=
∏
r≥0 kQr where kQr is the vector
space with a basis Qr. The multiplication is defined by the same way as the path algebra kQ. We note
that k̂Q is the mQ-adic completion of kQ, where mQ :=
∏
r≥1 kQr. For a subset V ⊆ k̂Q, we define the
mQ-adic closure of V as V :=
⋂
n≥0(V + m
n
Q). Then, we define the complete Jacobian algebra k̂Q/JQ,
and we denote this by P(Q,WQ) by the abuse of notation. Also, the truncated complete Jacobian algebra
is defined in a similar way as the truncated Jacobian algebra.
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Definition 6.6. We say that two potentials W1,W2 of a quiver Q are cyclically equivalent if W1 −W2
lies in the closure of the span of all elements with the form a1 · · · ar − a2 · · · ara1, where a1 · · · ar is a
cyclic path.
Let (Q,W ), (Q′,W ′) be QPs. We say that (Q,W ) and (Q′,W ′) are right equivalent if Q0 = Q′0 and
there exists a isomorphism ϕ : k̂Q→ k̂Q′ such that ϕ |Q0= id, and ϕ(W ) andW
′ are cyclically equivalent.
We remark that if QPs (Q,W ), (Q′,W ′) are right equivalent, then we have that P(Q,W ) ∼= P(Q′,W ′)
[DWZ, Proposition 3.3 and 3.7], and hence we will consider the right equivalence classes of QPs.
Definition 6.7. We say that a QP (Q,W ) is trivial if W is consisting of cycles of length 2 and P(Q,W )
is isomorphic to k̂Q0. Also, we say that a QP (Q,W ) is reduced if W is a linear combination of cycles of
length 3 or more.
By the splitting theorem [DWZ, Theorem 4.6], any QP (Q,W ) is decomposed as a direct sum of a
trivial QP (Qtriv,Wtriv) and a reduced QP (Qred,Wred):
(Q,W ) ∼= (Qtriv,Wtriv)⊕ (Qred,Wred),
up to right equivalence where Q0 = (Qtriv)0 = (Qred)0, Q1 = (Qtriv)1 ⊔ (Qred)1, and W =Wtriv +Wred.
Using these notions, we can define the mutation of a QP (Q,W ) as in [DWZ, Section 5] (see also
[BIRS, subsection 1.2]), and this mutation is defined for each vertex k ∈ Q0 not lying on a 2-cycle and
has no loops. However, we easily see that the mutation of the QP associated with a dimer model at some
vertex is not the dual of a dimer model in general. In order to make the mutated QP the dual of a dimer
model, we have to impose some restrictions as follows (see e.g., [Nak, Lemma 4.6]).
Lemma 6.8. Let Γ be a dimer model, and (Q,WQ) be the QP associated with Γ. We assume that k ∈ Q0
is not lying on 2-cycles, and has no loops. Then, the mutation of (Q,WQ) at k ∈ Q0 is the dual of a
dimer model if and only if the vertex k ∈ Q0 has exactly two incoming arrows (equivalently, exactly two
outgoing arrows).
We denote by Qµ0 the set of vertices in Q satisfying the equivalent conditions in Lemma 6.8. Since
a vertex k ∈ Qµ0 has two incoming arrows and two outgoing arrows, we can divide them into two pairs
{a1, b1}, {a2, b2} where a1, a2 (resp. b1, b2) are incoming (resp. outgoing) arrows incident to k. We remark
that there are two possibilities of a choice of such pairs, that is, they belong to clockwise small cycles or
anti-clockwise small cycles. In the rest, we assume that {a1, b1}, {a2, b2} belong to anti-clockwise small
cycles. Then, we define the mutation of the QPs associated with dimer models as follows, and this is the
restriction of the mutation of QPs introduced in [DWZ] to the case of QPs associated with dimer models.
(For more details, see e.g., [Boc2, subsection 7.2], [Nak, Section 4].)
Definition 6.9. Let (Q,WQ) be the QP associated with a dimer model Γ. Let k ∈ Q
µ
0 , and suppose that
a1, a2 (resp. b1, b2) are incoming (resp. outgoing) arrows as above. Since a potential does not depend
on the starting point of each cycle, we may assume that no cycles in WQ start at k. We first apply the
following procedures:
(A) Q′ is the quiver obtained from Q as follows.
(A-1) We add new arrows [aibj] : tl(ai)→ hd(bj) for any i, j = 1, 2.
(A-2) Replace the arrow ai : tl(ai)→ k by the new arrow a
∗
i : k → tl(ai) for i = 1, 2.
(A-3) Replace the arrow bj : k → hd(bj) by the new arrow b
∗
j : hd(bj)→ k for j = 1, 2.
k• •
•
•
b1
a1
a2
b2
k• •
•
•
b∗1
a∗1
a∗2
b∗2
[a1b1]
[a2b1]
[a1b2]
[a2b2]
(B) W ′Q = [WQ] + Ω where [WQ] and Ω are obtained by the following rule.
(B-1) [WQ] is obtained by substituting [aibj ] for each part aibj in WQ for any i, j = 1, 2.
(B-2) Ω = a∗1[a1b1]b
∗
1 − a
∗
1[a1b2]b
∗
2 + a
∗
2[a2b2]b
∗
2 − a
∗
2[a2b1]b
∗
1.
Then, we define the mutation µk(Q,WQ) of the QP (Q,WQ) at k ∈ Q
µ
0 as a reduced part of (Q
′,W ′Q),
that is, µk(Q,WQ) := (Q
′
red, (W
′
Q)red). We sometimes denote the quiver part of µk(Q,WQ) by µk(Q), in
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which case the potential is denoted by Wµk(Q), that is, µk(Q,WQ) = (µk(Q),Wµk(Q)). We also denote
the dimer model obtained as the dual of µk(Q,WQ) by µk(Γ).
We note that µk (µk(Q,WQ)) is right equivalent to (Q,WQ) (see [DWZ, Theorem 5.7]). We say that
two dimer models are mutation equivalent if the associated QPs are transformed into each other by
repeating the mutations.
On the other hand, this mutation can be stated in terms of dimer models. To define the mutation
of dimer models, we use the operation called spider move (see e.g., [GK, Boc3]), which is the operation
shown in Figure 11 and this is an inverse operation.
Figure 11. Spider move
Definition 6.10. Let Γ be a dimer model. We pick a quadrangle face k ∈ Γ2. Then, the mutation of a
dimer model at k, denoted by µk(Γ), is the operation consisting of the following procedures:
(1) We consider two black nodes appearing on the boundary of k. If there exists black nodes that are
not 3-valent, we apply the split moves to those nodes and make them 3-valent.
(2) Then, we apply the spider move to k (see Figure 11).
(3) If the resulting dimer model contains 2-valent nodes, we remove them by applying the join moves.
We easily check that the mutated dimer model µk(Γ) coincides with the one obtained as the dual
of the mutated QP µk(Q,WQ) in Definition 6.9. Furthermore, this mutation preserves the consistency
condition and the associated PM polygon.
Theorem 6.11 (see e.g., [Boc2, subsection 7.2], [Nak, Corollary 4.14]). Let (Q,WQ) be the QP associated
with a consistent dimer model Γ. Then, for k ∈ Qµ0 the dimer model µk(Γ) is also consistent. Furthermore,
the PM polygon of Γ coincides with that of µk(Γ).
6.3. Mutations of graded QPs associated with dimer models. In the previous subsection, we
saw that using the mutation we have another consistent dimer model giving the same PM polygon.
Thus, we can consider internal perfect matchings of the original dimer model and those of the mutated
one corresponding to the same interior lattice point. In the following, we will consider 2-representation
infinite algebras arising from such internal perfect matchings. We remark that the main theorem of this
subsection (Theorem 6.15) is also obtained via [IU5, Theorem 7.2] (see Remark 6.16 for more details),
but we give a representation theoretic proof because it has its own interests.
In the rest, we assume that the PM polygon of a consistent dimer model Γ contains an interior lattice
point. Thus, Γ admits an internal perfect matching D and there exists a strict source and sink of (Q,D)
by Theorem 3.6. Since a perfect matching D of Q induces the degree dD on arrows in Q, and it makes
the Jacobian algebra P(Q,WQ) a graded algebra, we call (Q,WQ, dD) a graded QP associated with D.
Then, we also define the mutation of a graded QP, which is a special version of [Miz, Definition 3.2] (see
also [AO, Section 6]).
Definition 6.12. Let (Q,WQ, dD) be a graded QP associated with a consistent dimer model and an
internal perfect matching D of Q. We assume that a vertex k ∈ Qµ0 is a strict source of (Q,D). Then, we
define the new graded QP (Q′,WQ′ , d′) as (Q′,WQ′) = µk(Q,WQ) and the new degree d′ is given by
• d′(a) = dD(a) for each arrow a ∈ Q ∩Q′,
• d′(a∗i ) = −dD(ai) + 1 where ai is an incoming arrow incident to k (i = 1, 2),
• d′(b∗j ) = −dD(bj) where bj is an outgoing arrow incident to k (j = 1, 2),
• d′([aibj ]) = dD(ai) + dD(bj) for the arrow [aibj ] : tl(ai)→ hd(bj) where i, j = 1, 2.
We call this (Q′,WQ′ , d′) the left mutation of a graded QP (Q,WQ, dD) at k ∈ Q
µ
0 , and this will be
denoted by µLk (Q,WQ, dD).
On the other hand, we assume that a vertex k ∈ Qµ0 is a strict sink of (Q,D). Then, by replacing the
second and the third conditions by
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• d′(a∗i ) = −dD(ai) where ai is an incoming arrow incident to k (i = 1, 2),
• d′(b∗j ) = −dD(bj) + 1 where bj is an outgoing arrow incident to k (j = 1, 2),
respectively, we define the right mutation of a graded QP (Q,WQ, dD) at k ∈ Q
µ
0 , which is denoted by
µRk (Q,WQ, dD).
In particular, we can describe the degree d′ using a perfect matching of µk(Q) as follows.
Lemma 6.13. Let the notation be the same as Definition 6.12. Then, the degree function d′ induced by
the left (resp. right) mutation µLk (resp. µ
R
k ) of (Q,WQ, dD) at k ∈ Q
µ
0 can be obtained as d
′ = dD′ for
some perfect matching D′ of µk(Q). Moreover, the perfect matching D′ giving the degree d′ = dD′ induced
by the left mutation coincides with that of the right mutation.
Proof. For both left and right mutations, we have that d′([aibj ]) = 1 and d′(a∗i ) = d
′(b∗j ) = 0 for i, j = 1, 2.
If any arrow [aibj ] is contained in the reduced part of (Q
′,WQ′ ), that is, it is not a part of a small
cycle of length 2, then clearly any small cycle of µk(Q) contains a single arrow with degree 1. Thus, we
have d′ = dD′ for some perfect matching D′ of µk(Q).
We then assume that the arrow [aibj ] is a part of a small cycle of length 2. Thus, there exists the
arrow c such that [aibj ]c is a small cycle of Q
′, in which case aibjc is a small cycle of Q and dD(c) = 0.
In particular, [aibj]c is not contained in the reduced part of (Q
′,WQ′). On the other hand, there exists
another small cycle cw of Q containing the arrow c such that w is a path containing a single arrow with
degree 1 with respect to dD. Thus, we see that there is a small cycle wb
∗
ja
∗
i in the reduced part µk(Q,WQ)
of (Q′,WQ′) and it contains a single arrow with degree 1 with respected to d′. Thus, any small cycle of
µk(Q) contains a single arrow with degree 1, and hence d
′ = dD′ for some perfect matching D′ of µk(Q).
The last assertion follows from these arguments. 
In the following, we denote the perfect matching given in Lemma 6.13 by µk(D) := D
′. Thus, if k ∈ Qµ0
is a strict source of (Q,D), then we have the following diagram:
(Q,WQ, dD)
(µk(Q,WQ), dµk(D))
(Q,WQ, dλ+
k
(D))
µLk
λ
+
k
µRk
λ
−
k
Lemma 6.14. Let the notation be the same as above, especially D′ = µk(D) is the perfect matching given
in Lemma 6.13. Let D (resp. µk(D)) be the perfect matching of Γ (resp. µk(Γ)) corresponding to D
(resp. µk(D)). Then, the lattice point of the PM polygon ∆µk(Γ) of µk(Γ) corresponding to µk(D) is the
same as the one of the PM polygon ∆Γ of Γ corresponding to D.
Proof. We first recall that ∆Γ = ∆µk(Γ) by Theorem 6.11. We suppose thatD1, · · · , Dn (resp. D
′
1, · · · , D
′
n)
are corner perfect matchings of Γ (resp. µk(Γ)). We assume that Di andD
′
i correspond to the same vertex
of ∆Γ = ∆µk(Γ) for any i. To prove our assertion, it is enough to show that [Di−D] = [D
′
i−µk(D)] ∈ H1(T)
for any i.
In the following, we show the case where k ∈ Qµ0 is a strict source of (Q,D), and the case of strict sink
is similar. First, we consider the face corresponding to k ∈ Qµ0 . We use the same notation k ∈ Γ2 for
this face. We denote nodes appearing in the boundary of k by W1,W2, B1, B2 respectively, and we make
black nodes B1, B2 3-valent using split moves as shown in Figure 12. (We remark that even if they are
3-valent from the beginning, we apply the split move because this operation does not affect our purpose
and this makes our argument simpler). We apply the spider move to k and have Figure 13, where grayed
edges are the ones contained in D,µk(D) respectively.
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k
B1 B2
W1
W2
Figure 12.
k k
Figure 13. The spider move and the induced per-
fect matching
Then, we consider the differences between these perfect matchings and corner ones. By Proposition 2.6,
for each zigzag path z there exists a unique corner perfect matching containing all zig (or all zag) of z.
Since the spider move is a local operation, we may only consider zigzag paths passing through the
boundary of k which are shown in Figure 14. We first consider the zigzag path z1 colored by red in
Figure 14. The corner perfect matching containing all zig (resp. all zag) of z1 takes the form as shown
in Figure 15 around the face k. By Proposition 2.6, these corner perfect matchings are adjacent, and we
denote these by D1, D2 respectively.
z1
z2
z3
z4
k
Figure 14. Zigzag paths
around k
k k
Figure 15. The corner perfect
matchings D1 (left) and D2 (right)
around k
k
z
′
1
Figure 16. Zigzag path
z′1 with [z1] = [z
′
1]
k k
Figure 17. The corner perfect
matchings D′1 (left) and D
′
2 (right)
around k
After applying the spider move, z1 will be changed to the zigzag path z
′
1 shown in Figure 16, which
has the same slope [z′1] = [z1]. Also, by Proposition 2.6 we see that the corner perfect matchings D
′
1, D
′
2
respectively corresponding to the same vertex of ∆Γ = ∆µk(Γ) as D1, D2 take the form as shown in
Figure 17. We then obtain Figure 18 which shows the differences Di−D and D
′
i− µk(D) for i = 1, 2. In
the case of i = 1 (resp. i = 2), the 1-cycle appearing in Di−D connectsW4 toW2 (resp. W3 to W2) with
this order, and so does the 1-cycle appearing in D′i− µk(D), thus we have that [Di−D] = [D
′
i− µk(D)].
By a similar argument, we can obtain the same conclusion for other zigzag paths z2, z3, z4, thus we have
our assertion.
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W1
W2
W3 W4
Figure 18. The differences of corner perfect matchings

We are now ready to show the following theorem.
Theorem 6.15. Let Γ,Γ′ be consistent dimer models associated with the same 3-dimensional Gorenstein
toric singularity R. Let (Q,WQ), (Q
′,WQ′) be QPs associated with Γ,Γ′ respectively, and we suppose that
(Q,WQ) and (Q
′,WQ′) are transformed into each other by repeating the mutations of QPs in the sense of
Definition 6.9. We assume that the toric diagram ∆ of R, which coincides with both of the PM polygon
of Γ and Γ′, contains an interior lattice point. Let D (resp. D′) be an internal perfect matching of Q
(resp. Q′), and assume that D and D′ correspond to the same interior lattice point of ∆. Then, we have
an equivalence
Db(modP(Q,WQ)D) ∼= D
b(modP(Q′,WQ′)D′).
Proof. We may assume that (Q′,WQ′) = µk(Q,WQ) for some k ∈ Q
µ
0 . Let θ = (θi)i∈Q0 be a stability
parameter satisfying θk < 0 and θi > 0 for all i 6= k. Then, we can check that θ is generic. Also, we see
that if a representation V is θ-stable, then every vertex i ∈ Q0 is reachable from k passing through non-
zero path. By Proposition 2.12, we can assign the θ-stable perfect matching to each lattice point in ∆. By
Theorem 5.7 and 6.1, we may assume that the internal perfect matching D is θ-stable. Then, k must be
a strict source of (Q,D) by a choice of θ. Collectively, we have that µLk (Q,WQ, dD) = (Q
′,WQ′ , dµk(D)).
Then, by [Miz, Theorem 3.1], we have a 1-APR tilting module Tk over AD = P(Q,WQ)D such that
EndAD(Tk) ∼= P(Q
′,WQ′)dµk(D) . Thus, we have an equivalence
Db(modAD) ∼= D
b(modP(Q′,WQ′)dµk(D)). (6.1)
By Lemma 6.14, the interior lattice point corresponding to µk(D) is the same as D, and hence it is the
same as D′. Thus, we have the assertion by combining Theorem 6.1 and the equivalence (6.1). 
Remark 6.16. In our proof of Theorem 6.15, we need the assumption that (Q,WQ) and (Q
′,WQ′) are
transformed into each other by the mutations, because the problem whether all consistent dimer models
associated with the same lattice polygon are transformed into each other by the mutations is still open
in general (see [Boc3, pp396–397]). We note that partial answers were given in several papers, see e.g.,
[Boc2, GK, Nak]. For example, if the toric diagram ∆ is a reflexive polygon (i.e., the origin is the unique
interior lattice point of ∆), then we have the affirmative answer.
However, if we consider the toric Deligne-Mumford stack XΣ, which was explained in the first part of
this section, we can drop this assumption by using [IU5, Theorem 7.2]. Thus, Theorem 6.15 supports
that all consistent dimer models associated with the same lattice polygon should be transformed into
each other by the mutations.
We finish this paper with the following example.
Example 6.17. We consider the quiver with potential (Q,WQ) associated with the dimer model Γ given
in Example 5.9 (the left of Figure 19), and the red arrows form the perfect matching D7 of Q dual to the
internal perfect matching D7 of Γ, especially 0 is a strict source of (Q,D7). We apply the left mutation µ
L
0
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to (Q,WQ, dD7), and have the right of Figure 19. Here, the red arrows form the internal perfect matching
µ0(D7) of µk(Γ), and D7 and µ0(D7) correspond the same interior lattice point by Lemma 6.14.
0
1
2 2
3
4 4
5 5
55
6
6
7
µL0 0
1
2
3
4
5 5
55
6
6
7
Figure 19. The left mutation of the graded QP (Q,WQ, dD7) at 0 ∈ Q
µ
0
By Theorem 5.7 and 6.15, for any internal perfect matching D (resp. D′) of Q (resp. µ0(Q)) that
is mutation equivalent to D7 (resp. µ0(D7)), we have that P(Q,WQ)D and P(µ0(Q,WQ))D′ are derived
equivalent.
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