The Bass Model (BM), introduced in Bass (1969) , is a widely-used framework in marketing for the study of new-product sales growth. Its usefulness as a demand model has also been recognized in production, inventory, and capacity-planning settings. The BM postulates that the cumulative number of adopters of a new product in a large population approximately follows a deterministic trajectory whose growth rate is governed by two parameters that capture (i) an individual consumer's intrinsic interest in the product and (ii) a positive force of influence on other consumers from existing adopters. A finite-population pure-birthprocess (re)formulation of the BM, called the Stochastic Bass Model (SBM), has recently been proposed in Niu (2002) . It is shown in Niu (2002) that if the size of the population in the SBM is taken to infinity, then the SBM and the BM agree (in probability) in the limit.
Introduction and Summary
Operational decisions of firms often depend critically on demand information; indeed, demand can be taken as what drives entire supply chains. Conversely, production and marketing strategies also directly impact on demand growth. The appropriate modeling of demand is therefore of importance. This is particularly true for new products, since demands for such products have a highly dynamic and hence less predictable growth behavior. The Bass Model (BM), introduced over three decades ago (Bass 1969) , is a new-product sales-growth model that has been widely used in marketing (see, e.g., Mahajan . The model was originally developed and tested for consumer durables, but it has been found to be applicable to many other product categories as well.
Furthermore, it has been generally recognized that the BM, in addition to its usefulness in marketing, can serve well as an integrated component in formulating production, inventory, and capacity-planning models (see, e.g., Cohen, Ho, and Matsuo 2000, p. 256, Table 10 .1).
The formulation of the BM is, however, deterministic. Consequently, it does not offer the often-sought and possibly critical information on the variability of the sales trajectory of a new product. This is one of the primary motivations that prompted the initiation of work on a stochastic generalization of the BM in Niu (2002) . The present paper is a continuation of Niu (2002) ; and it is concerned with the formulation, sampling-theory development, and empirical examination of a suite of stochastic new-product demand models that are further extensions of the BM.
To properly motivate the model development, we begin with a description of the BM.
For t ≥ 0, let N (t) be the cumulative number of adopters of a product by time t in a large target population; then, it is postulated that the trajectory of N (t) is deterministic and that N (t) can be approximated by the solution of the differential equation
where N (0) ≡ 0, m is the size of the population, and p and q are two parameters that are called, respectively, the coefficient of innovation and the coefficient of imitation. That is, N (t) is assumed to grow at a rate that equals the product of m − N (t), the number of individuals who have not yet adopted the product by time t, and p + (q/m)N (t), a linear function in the number of existing adopters. The parameter p can be interpreted as reflecting the extent of a consumer's intrinsic propensity to purchase the product, and the parameter q the extent of a positive influence from an existing adopter on the entire population.
The BM can also be formulated in terms of the cumulative fractions of individuals who have adopted the product over time. For t ≥ 0, let
then, equation (1) is equivalent to
Notice that it is implicit in (2) that m is essentially "at infinity," so that the ratio N (t)/m is independent of m. It follows that the fraction (2) can intuitively be thought of as the "probability" for a randomly-selected individual in an infinite population to have adopted the product by time t. Equation (3), together with this adoption-time-distribution interpretation for (2) , is in fact often taken as the primitive definition of the BM.
While the S-shaped solution of (3) (Bass 1969 , p. 218), F (t) = 1 − e −(p+q)t 1 + (q/p) e −(p+q)t ,
has often been found to fit well with observed sales data, the question of whether or not there exists a suitable version of the BM that incorporates randomness into the model has been Building on a very early model of Taga and Isii (1959) , Niu (2002) recently proposed a stochastic version of the BM, called the Stochastic Bass Model (SBM). The idea behind the formulation of the SBM is simply to replace the deterministic trajectory N (t) defined in (1) by a state-dependent pure birth process (see Section 2.1 for a formal definition). Paralleling the BM, the birth rates in the SBM are assumed to depend on two parameters that are conceptual equivalents of p and q. It is shown in Niu (2002) that for sufficiently large m, the fraction of individuals who have adopted a product by time t in the SBM is, with probability close to 1, located within any given small neighborhood of the corresponding fraction (2) in a BM with the same pair of parameter values. In other words, the SBM has been shown to be consistent with the BM in the limit.
There is, however, an important difference between the SBM and the BM, namely that the former provides a well-defined model instance for every finite m, whereas the latter, defined in (2) and (3) with m intended to be at infinity, does not have sufficient structure to lend itself to detailed modeling when m is finite (although it does work well as an approximation). Thus, the SBM properly "expands" the BM by covering the full spectrum of population sizes. The expansion naturally suggests the possibility of using the SBMs as building blocks in the rigorous construction of new-product demand models that allow varying population sizes over time. Since the active sales-growth periods of most successful products span more than a decade, the proper development of such models has long been recognized as a challenging problem in the literature (see, e.g., Mahajan and Wind 1986b, pp. 15-16) .
In this paper, we exploit the finite-population expansion in the SBM formulation and introduce a Piecewise-Diffusion Model (PDM) in which sales of a product in different time periods (years, typically) are assumed to be governed by stochastic outcomes of successive runs of a history-dependent family of SBMs. More specifically, the SBMs in the PDM are constructed to have appropriately-linked parameters and to have differently-sized populations of "ready" (or "genuine") potential buyers of a product, both of which are explicitly tied to the cumulative sales history. The PDM is thus, in contrast with the BM, a fullydynamic model.
The PDM is in fact a versatile umbrella that covers a host of versions that progressively incorporate more marketing-mix variables, i.e., price, advertising, promotion, distribution, product quality, and other information (see, e.g., Kalish and Sen 1986, pp. 90-91 and advertising can be captured through a "response function" that for every given time period, takes as input the current price and the current advertising spending and returns as output a prescribed participation fraction for that period; in other words, we assume that price and advertising jointly modulate successive participation fractions. This results in a couple of more-sophisticated versions of the PDM, with a set of parameters that reflect current-period effects of price and advertising. Finally, we assume advertising also has a cumulative effect and formulate into the PDM a parameter that explicitly reflects the extent of such impact.
A rigorous sampling theory for the PDM is also developed in this paper. The theory is built on the solution of a stochastic differential equation that, when m is sufficiently large, accurately describes the movement of the deviation (properly scaled) between the actual adoption trajectory and the expected adoption trajectory in the SBM. This results in a central limit theorem, on the basis of which an explicit likelihood function for successive sales in the PDM is derived. The likelihood function is then used to conduct a careful empirical validation of the PDM.
The PDM has been tested against and found to be solidly supported by data for a variety of products. In this paper, we will discuss empirical results only for a single product, namely Room Air Conditioners. (A thorough empirical study for seven other products will be reported in a companion paper, Niu 2005.) This particular product is chosen because its sales trajectory has a very generic pattern, and because it has been studied, and thus benchmarked, extensively in previous literature. For this product, we also compare the empirical performance of the PDM with those of the BM, which does not explicitly include price and advertising, and the Generalized Bass Model (GBM; see Bass, Krishnan, and Jain 1994, and Krishnan, Bass, and Jain 1999), which is a well-established extension of the BM that includes price and advertising (the majority of other extensions of the BM includes either price or advertising, but not jointly). The PDM is found to deliver superior performance, in terms of both model fit and step-ahead forecasts. The accuracy of multiperiod step-ahead forecasts (up to five steps in a single set of forecasts without parameter update)
of the PDM over that of the GBM is particularly noteworthy, with marginal reductions in mean squared errors that are in the neighborhood of 99%.
The PDM is highly microscopic. Beyond fit accuracy, the PDM yields a substantial amount of surgical information that allows us to better understand the dynamics of a host of underlying characteristics that drive the demand trajectory. Some of the conclusions from our empirical analysis are highlighted next.
It is well known that parameter estimates of the BM, most critically that for m, are not stable (see, e.g., Srinivasan and Mason 1986, p. 177, Table 6 , the "m" column in particular;
and Putsis and Srinivasan 2000, pp. 268-269). This strongly suggests that the BM, despite its acknowledged fit performance, is not well specified. In the PDM, m is considered generic and static, typically set according to the number of households; its traditional parameter status (Bass 1969 ) in the BM is shifted to the participation fractions. This results in remarkably stable estimates both for the model parameters and for successive levels of cumulative market penetration, the latter of which is of particular managerial interest.
For a product that has existed for a sufficiently long duration prior to the first period of an empirical study, a consumer's intrinsic/initial interest in the product (p in the BM) is found to be (typically) of negligible relevance. We establish instead that influence from the preexisting adopters at the onset of the first period plays a dominant role. Beyond the first period, further contributions to this influence by subsequent adopters are also explicitly modeled, and accounted for, in the PDM. This dynamic feature fully formalizes the core intent of the original Bass formulation, that during the active sales-growth periods of a product, the accumulation of existing adopters should play a primary role in driving product acceptance, and hence sales. Indeed, the resulting "carry-through" (see, e.g., Bass, Jain, and Krishnan 2000, p. 102) effect on sales is an important contributing reason behind the remarkable accuracy of the PDM, especially when explicit marketing-mix influences are introduced.
As a function of time, the variance of the sales trajectory in the PDM is shown to have a bell shape. This is established via a closed-form formula (see Section 2.1, eqs. (13), (20) ,
and (18)) that accurately approximates (for large m) the trajectory of the variance of the cumulative number of adoptions in the SBM. In light of the extremely-complicated correlation structure of the adoption process, the identification of such a formula is significant.
Apart from playing an integral role in parameter estimation, the formula is, in particular, where uncertainty in sales is of managerial concern. Indeed, we also establish empirically that variability in the sales of a product rises at a rapid pace during the early periods of active demand growth. This underscores the practical importance of quantifying variability in sales.
Joint movement of price and advertising levels is established as having a major influence on the readiness of potential buyers of a product. We show that if price fluctuations cover a sufficiently-wide range, then as prices move lower from the generally-higher initial level, price sensitivity of consumers will (typically) experience an initial climb, a levelling phase, and then a final declining phase. We also establish explicit empirical support for the intuitive beliefs that advertising lowers price sensitivity of consumers and that as prices decline, the effectiveness of advertising should increase.
We now organize the remainder of the paper as follows. In Section 2, we review the SBM formulation in Niu (2002) be the cumulative number of adopters of a product by time t, where the subscript m explicitly denotes the size of the target population. Suppose A m (0) = 0; then, the stochastic formulation of the BM in Niu (2002) postulates that {A m (t), t ≥ 0} is a pure birth process in which state m is absorbing and, for 0 ≤ j ≤ m − 1, the transition rate from state j to state j + 1 is given by
where α and β are two nonnegative parameters that are called, respectively, the intrinsic adoption rate and the induction rate. We will refer to {A m (t), t ≥ 0} as an SBM with specification (m; α, β).
The explicit individual-level interpretation of (5), which parallels in spirit equation (1) in the BM, is as follows. The term m − j is the size of the remaining potential adopters at a given time epoch. The term α + (β/(m − 1))j is the instantaneous rate for any one of these remaining individuals to adopt the product. The rate α formalizes the extent of an individual's inertia to purchase, independent of previous adopters; and it can be viewed as a reflection of the intrinsic appeal of the product. The rate β formalizes the force of the total influence any one of the j existing adopters has on the entire target population. The ratio β/(m − 1) formalizes the assumption that every other member of the population has an equal probability of having a "contact" with and hence being influenced by an existing adopter. Finally, if an individual has already adopted the product, all exerted influence from other existing adopters is ignored.
Observe that for every m, (5) defines an SBM; and by varying m, we have a family of SBMs indexed by m. Define
then, it is shown in Niu (2002) that for any positive ǫ, we have
where F ∞ (t), given by
is the solution of (3) in a BM with parameters p = α and q = β. Since (6) is the stochastic analogue of (2), (7) 
Now, as part of the proof of (7), it is also established in Niu (2002) 
Hence, from (6), (9) , (10) , and (8), we have, for sufficiently large m,
where ≈ denotes an approximation.
Of m/m is absorbing and, for x ∈ E m − {m/m}, the transition rate of B m from state x to state x + 1/m (see (5)) is given by mb m (x), where, with β m ≡ mβ/(m − 1),
and note that φ m (t) =Var[V m (t)]. Then, we have the following results.
Theorem 1
The family of processes {B m } can be constructed on a common probability space. On this probability space, we have, for every t ≥ 0,
almost surely.
Theorem 2
As m → ∞, the family of processes {V m } converges in distribution in
where, for
b ′ (·) denotes the derivative of b(·), and {W (t), t ≥ 0} is the standard Wiener process (or Brownian motion) with drift 0 and variance rate 1. The solution of (15) is a Gaussian process, given explicitly by
Theorem 3 Let ψ(t) ≡Var [V (t)]; then, we have
where
Furthermore, for every t ≥ 0,
The proofs of the three theorems are based on very general results for density-dependent jump Markov processes developed in Ethier and Kurtz (1986, Chapter 11). The details are given in the Online Companion. An intuitive explanation for (15) , which can be construed as describing the "velocity of a Brownian particle" (as in the classical OrnsteinUhlenbeck process; see, e.g., Feller 1971, pp. 335-336) that has time-inhomogeneous accel-
and variance rate b(F ∞ (t)), is also provided there.
The asymptotic variance function (18) has a term-by-term probabilistic interpretation.
Let I mj (t) be the indicator function of whether or not the jth adoption has occurred by time t; then, A m (t) = m j=1 I mj (t). Since a summation is independent of the ordering of the terms, A m (t) can also be represented as
where (π(1), π(2), · · · , π(m)) is a random permutation of (1, 2, . . . , m). Note that the terms in (21) are now identically distributed, with each determined by the adoption time of a randomly-selected individual in the population. Upon substitution of (21), (13) becomes
By conditioning on A m (t) (similar to (9)), we have E[I mπ(j) (t)] = F m (t) for all j, and hence
It then follows from (10) that
and this shows that the first term in (18) originates from the variance of I mπ(j) (t). Moreover, a comparison of (22) and (23) with (20) and (18) shows that
thus, the second term in (18) originates from the (common) pairwise covariances between the I mπ(j) (t)s. Furthermore, it is easily shown that
Hence, when 0 ≈ α ≪ β (the case for most successful products), the cross-covariances term C(t) (which is bell shaped with lim t→0 C(t) = lim t→∞ C(t) = 0) dominates the variances
An immediate consequence of Theorems 2 and 3 is the following (one-dimensional) central limit theorem.
Corollary 1
As m → ∞, we have, for every t ≥ 0,
where ⇒ denotes convergence in distribution and N (0, 1) denotes a standard normal random variable with mean 0 and variance 1.
It follows from (24) that when m is large, the distribution of A m (t) can be accurately approximated by that of a normal random variable with mean mF ∞ (t) and variance mψ(t).
The convergences of F m (t) and φ m (t) to F ∞ (t) and ψ(t), respectively, are illustrated in Fig 
A Piecewise Stochastic Bass Model
Let 0 ≡ t 0 < t 1 < t 2 < · · · < t n < ∞ be a sequence of time epochs at which incrementalsales data of a product are to be observed. These epochs (not necessarily equally spaced) partition the time interval [t 0 , t n ] into n periods. For 1 ≤ i ≤ n, let A i be the total adoptions/sales in the ith period. In the Piecewise Stochastic Bass Model (PSBM), we will formulate the A i s as adoption counts in a history-dependent sequence of SBMs with varying specifications. As before, let m be the size of the target population, and let each individual in this population have an intrinsic adoption rate α and an induction rate β. The value of m is assumed to be constant over time; and the rates α and β are assumed to be constant both over time and across individuals.
Notice that we have set t 0 to 0. This, however, does not necessarily mean that the product is launched at time 0. Let t −1 be the epoch at which the product is introduced; then, we assume t −1 ≤ t 0 and that the total sales during [t −1 , t 0 ] is given by a 0 . In practice, a 0 will come from historical data, which we assume is available. Adopters counted in a 0
can be construed as "innovators" (or early adopters; i.e., this is a relative terminology), in the language of Bass (1969) and Rogers (1995) .
We now consider [t 0 , t 1 ], the first time period, and introduce an important point of departure from the SBM. We will assume that of the m − a 0 potential adopters at t 0 , only 
and continuation of this argument shows that in general, for any k ≥ 1, the elapsed time between the kth and the (k + 1)th purchase in [t 0 , t 1 ] is exponentially distributed with rate
Observe that the last expression can be rewritten as
and
A comparison of (25) with (5) 
in an SBM with specification ((m − a 0 )π 1 ; α 1 , β 1 ). The change-of-parameters formulas (26) and (27) (and other ones to follow) explicitly formalize the intuitive concept that as we advance time from one period to the next, the diffusion rates should be properly "updated"
to reflect both the growing influence from the accumulation of existing adopters and the dynamically-changing population size.
The remaining A i s can now be constructed recursively in a similar manner. 
Finally, iterating these definitions sequentially from period 2 through period n yields a discrete-time Markov process {A i , i = 1, · · · , n} that we shall henceforth refer to as a PSBM with specification (m, a 0 ; {π i } n i=1 , α, β). Notice that if a 0 = 0 and π i = 1 for all 1 ≤ i ≤ n, then this PSBM specializes (see (25) - (29)) to a corresponding discrete-time process that describes successive incremental adoptions during [t 0 , t n ] in an ordinary SBM with specification (m; α, β).
The construction of the PSBM above also naturally suggests a useful approximation scheme for the expected values of the A i s, which we develop next.
; then, the scheme proceeds recursively, starting with an approximation for µ 1 . Suppose m is sufficiently large. Since A 1 is distributed as
, it follows from (11) that µ 1 ≈μ 1 , wherê
Next, observe that from (13), (20) , and (11), the coefficient of variation of A m (t) is approximately equal to mψ(t)/[mF ∞ (t)], which is of order 1/ √ m. Hence, we can "pretend" thatμ 1 is an actual realization of A 1 . By substitutingμ 1 as a 1 in (28) and (29), we then have the approximations
It follows that A 2 is approximately distributed as the adoption count that results from a run of duration t 2 − t 1 in a new SBM with specification ([m − (a 0 +μ 1 )]π 2 ;α 2 ,β 2 ). Therefore, from another application of (11), we have µ 2 ≈μ 2 , wherê
Continuation of the same scheme then yields an entire sequence of approximations {μ i , i = 1, · · · , n} for the µ i s. Formally, for 1 ≤ i ≤ n, theμ i s are determined by the following set of recursions (ill-defined sums are interpreted as 0 throughout):
The approximations (31)- (33) will play an instrumental role in Section 3.2.
The Piecewise-Diffusion Model
While the PSBM is designed to model individual-level stochastic behavior of adopters, it is not realistic to expect any model to fully explain the fluctuations observed in actual sales data. It is therefore important to further expand the PSBM to include explicit components that reflect the aggregate impacts of unaccounted exogenous influences (see, e.g., Srinivasan
and Mason 1986, pp. 170-171). In this section, we develop two such formulations, an actualhistory version and an expected-history version; and we shall refer to both as the PiecewiseDiffusion Model (PDM). In addition to the incorporation of exogenous errors, the central limit theorem (24) will now be integrated into these formulations.
The Actual-History PDM
Consider, as in Section 2.2, n consecutive time periods; and let S i be the total sales of a product in period i. We assume that each S i can be modeled as the sum of two independent variables:
where ∼ denotes equality in distribution. The A i s are intended to model the successive numbers of adoptions in a PSBM. However, since the PSBM is dynamic, we need to slightly modify the earlier definitions to reflect dependence on the history of the S i s (which includes that of the D i s), rather than of the A i s alone. Most importantly, we further assume that m is sufficiently large, so that we can approximate the distribution of the modified A i s via (24) .
Specifically, in our first formulation, the A i s are recursively constructed based on the history of actual sales; and this is done as follows. For period one, recall from Section 2.2 that
Let ψ 1 (t) be a version of (18) in which α and β are replaced, respectively, by α 1 and β 1 .
Then, since E[A 1 ] = µ 1 ≈μ 1 , whereμ 1 is given by (30) , it follows from (24) that we have, approximately,
Next, consider any i, where 2 ≤ i ≤ n, and let S 1 = s 1 , · · · , S i−1 = s i−1 be any sequence of realizations of S 1 , · · · , S i−1 . Then, again according to (24), we have the (conditional) approximation:
where α i and β i are versions of (28) and (29) in which a j is replaced by s j and, with ψ i (t) defined similar to ψ 1 (t),
Now, for 1 ≤ i ≤ n, let
and let {Z i , i = 1, · · · , n} be a sequence of i.i.d. N (0, 1) random variables. Then, (34) and the recursions in (35)-(38) together define a discrete-time Markov process {S i , i = 1, · · · , n}, where
that models incremental sales of the product over the given n periods. We shall refer to this process as an actual-history PDM with specification (m, a 0 ; {π i } n i=1 , α, β, δ). The description "piecewise-diffusion" is adopted because, for each i, the normalized A i , i.e.,
The Expected-History PDM
Recall that in Section 2.2, we developed an approximation scheme for the expected incremental adoptions in a PSBM. This was given in recursions (31)- (33) . In this section, we show that (33) can be incorporated into the construction of the A i s in Section 3.1 to yield a second version of the PDM that is based on past expected sales, as opposed to past actual sales.
We will, again, assume (34) holds. Next, notice that, since E[
This suggests that we can approximate the actual sales s j in (37) and (38) by E[A j ]. Since E[A j ] = µ j ≈μ j , given by (33) , the resulting approximation is:
whereα i andβ i are given by (31) and (32) and, with ψ i (t) being a version of (18) in which α and β are replaced byα i andβ i ,
Finally, from (34), (42) , and (43), we again arrive at (41) , but now with (39) and (40) revised toŝ
We shall refer to the discrete-time Markov process {S i , i = 1, · · · , n} defined by (41), (44), and (45) as an expected-history PDM with specification (m, a 0 ; {π i } n i=1 , α, β, δ). It is important to note that both {ŝ i , i = 1, · · · , n} and {σ i , i = 1, · · · , n} are fully determined once the specification (m, a 0 ; {π i } n i=1 , α, β, δ) is given. Therefore, the expectedhistory PDM can be viewed as a heteroscedastic nonlinear regression model.
Parameter Formulations
In this section, we show that the PDM is a highly-flexible framework that can be specialized to yield multiple model regimes by designating different components of its specification (m, a 0 ; {π i } n i=1 , α, β, δ) as parameters. In particular, we will develop parameter formulations that progressively incorporate the effects of price and advertising. Since in practice the data collection intervals are of equal length, typically one year, we will henceforth assume that t i = i and therefore t i − t i−1 = 1 for all 1 ≤ i ≤ n; this also implies that δ 2 i = δ 2 for all i.
Note that for any parameter formulation, the associated likelihood function of the PDM can be constructed easily. Consider the actual-history PDM and suppose a particular sequence of sales {s i , i = 1, · · · , n} is given. From (41), we have that, for any i and any
whereŝ i andσ i are given by (39) and (40), respectively. Taking iterative products of the conditional densities (46) over i then yields the likelihood function associated with the entire
This leads, after ignoring a constant term, to the log-likelihood function
The corresponding log-likelihood function for the expected-history PDM is also given by (47), but with (44) and (45) replacing (39) and (40), respectively.
The SBM and Its Relation to the BM
As noted in Section 2.2, the PSBM reduces to an SBM with specification (m; α, β) if we let a 0 = 0 and π i = 1 for all 1 ≤ i ≤ n. Clearly, the discrete-time process defined by (41) can also be reduced in the same manner to an empirical operationalization of the SBM with corresponding specification (m; α, β, δ); to simplify language, we will refer to this empirical version of the SBM as SBM as well. Historically, the parameters in the BM have been taken to be m, p, and q; we will therefore follow this tradition in the SBM and let all four components of the specification (m; α, β, δ) be parameters. These parameters can be estimated from data, using (47).
In light of (11), it is natural to expect the successive expected incremental sales in the SBM to be close to the discretized version of the sales trajectory in the corresponding BM.
That is,
This can be supported by an informal argument; details are given in the Online Companion.
Observe that with the introduction of an independent sequence of i.i.d. exogenous errors, (48) becomes the empirical operationalization of the BM in Srinivasan and Mason (1986).
Note, however, that in addition to the means in (48), the SBM provides, in (40) or (45), information on the variability of the sales trajectory (aside from the exogenous error variance δ 2 ); further discussion will appear at the end of Section 5.
The Basic PDM
Consider an actual-history (say) PDM with specification (m, a 0 ; {π i } n i=1 , α, β, δ). Recall that in each period of the PDM, we have an SBM. This suggests that if we define, for
then m i can be construed as the applicable "market ceiling" during period i. In other words, if we focus attention on period i alone, then m i plays the same role as "m" in a stochastically equivalent SBM that has accumulated a 0 + i−1 j=1 S j adopters by time t i−1 . Observe, however, that there is a technical distinction between m i in the PDM and "m" in the SBM/BM, namely that in the former setting, if a 0 and a history of sales S 1 , · · · , S i−1 are given, then m i depends on both m and π i . Clearly, this implies that when we attempt to infer the value of m i empirically, a degree of redundancy exists if we allow both m and π i to freely vary in (49). Therefore, except for the parameter regime of an SBM in Section 4.1 (where π i = 1 for all i), we will henceforth not consider m as a parameter in the PDM.
With m fixed, and with the sales history given, there is then a one-to-one correspondence between the m i s and the π i s.
That we do not designate m as a parameter, of course, does not mean that the value of m can be chosen arbitrarily. For household products, a natural specification is to let m equal to the total number of households in the last period of study (Schmittlein and Mahajan 1982, p. 66; and Jain and Rao 1990, Model 1). For personal products, such as cellular phones, we could take m to be twice that for household products. Thus, there also is a conceptual distinction between m in the PDM and "m" in the SBM/BM, namely that in the former it should be in the general neighborhood of the "factual" ultimate market ceiling over all time periods. As such, the value of m is more-or-less generic in that it is not expected to be very sensitive to the detailed nature of a particular product. Regardless of the proposed rationale for a particular broad type of products, a basic requirement is that m be set at an appropriately-high level, so that it does not constrain, or interfere with, the ability of the π i s to produce a reasonable range of values for the m i s, which, as formulated in (49), are the time-dependent and product-specific market ceilings (or penetration levels) that we truly intend to infer.
We now make our first attempt at the important task of formulating the π i s. As noted in Section 2.2, the π i s are intended to reflect the aggregated effects of factors that contribute to the readiness of potential adopters in individual time periods. A common difficulty in practice is that although we do have a good sense as to which factors (e.g., marketing-mix variables) might be of significant relevance, we may not have data, or even simple metrics, on the movements of specific contributing factors. This difficulty, in fact, is always present if we are at the prelaunch or newly-launched stage of a product. Thus, it is highly desirable to have a simplified model regime in which the π i s are assumed to be at a constant base level over time; and this, formally, means setting π i = π (where 0 < π ≤ 1) for all 1 ≤ i ≤ n in the PDM. We shall refer to this backbone special case, with reduced specification (m, a 0 ; π, α, β, δ), as the basic PDM. Note that as a consequence of our discussion above, only four parameters are to be estimated from data in the basic PDM, namely π, α, β, and δ; the values of m and a 0 are assumed given.
The Full PDM with Price and Advertising
In this section, we proceed beyond the basic PDM by proposing parameter formulations that include price and advertising. This is done sequentially, first price and then advertising.
The formulations below are developed via a comprehensive set of experimentations (details of which are voluminous and hence are omitted) based on actual data; that is, within the context of PDM, they have been found to be the "most" consistent combinations across multiple products. In addition to experimental calibration, key features of the proposed formulations are also supported theoretically/conceptually by common-sense intuitions; and these will be explained along with the formulations.
The Price-Response Function
The basic premise we make is that prices primarily affect the residual market potentials in different time periods via the π i s. This premise is similar in spirit to Model 3 in Jain and Rao (1990, p. 165, eq. (2.14)). Specifically, let π(p), where p ≥ 0, be a "response" function that prescribes the participation fraction in force in the PDM when price equals p; and let p ref be a given reference price. Then, we propose that π(p) has the following functional form:
where π m , π, and η, with 0 < π ≤ π m ≤ 1 and η ≥ 0, are three parameters that jointly control the shape of π(p). The formulation in (50) is designed to capture a host of desirable properties. In particular, it mirrors a variety of intuitive beliefs regarding the price response of consumers. Details are now discussed below. Note that when π = π m or η = 0, (50) yields a constant. To avoid unnecessary complications, we will assume π < π m and η > 0 in the ensuing discussion.
Observe that if we define
then (50) assumes the simpler-looking form
Since π(p) is clearly decreasing in p, it follows from (52) that, for any given pair of π m and η, the value of κ "controls" the rate at which π(p) declines (also see (54) 
The convention p ref = p 1 means that price responses in (53) are based on the "nor-
. Notice that if p i = p 1 for all 1 ≤ i ≤ n, then π i = π for all i, and we recover the basic PDM. A desirable fact in this case is that the actual value of p 1 is irrelevant. Therefore, recovery of the basic PDM is designed to be independent of the initial price level. This feature is helpful in maintaining parameter consistency between PDMs with and without price when one conducts empirical analysis. It is also potentially helpful when we compare parameter values for different products.
Clearly, we have lim p→0 π(p) = π m and lim p→∞ π(p) = 0. With p ref = p 1 , we also have d dp
where a = π m ηb and b = −p η 1 ln(1 − π/π m ). Since (54) is nonpositive, it follows that as we vary p continuously from 0 to infinity, the values of π(p) start off at π m and decrease monotonically towards 0, passing π when p = p 1 . Thus, the parameter π m is the maximum possible participation fraction, which applies when price is at zero; and, since π 1 = π(p 1 ) = π, the parameter π is the base or initial participation fraction, which applies when price is at p 1 (note that for any given π m , there is a one-to-one correspondence between κ and π; see (51)). That π m can be less than 1 corresponds to the fact that not necessarily all consumers are ready to make a purchase even if price approaches (or is projected to) 0. That π(p) is decreasing corresponds, of course, to the fact that as price increases, the product becomes less affordable to consumers.
From (54), we immediately have lim p→∞ dπ(p)/dp = 0; furthermore, repeated applications of the L'Hôpital's rule (details omitted) shows that we also have lim p→0 dπ(p)/dp = 0.
Thus, (50) is consistent with the natural expectation that price sensitivity should approach 0 when price is either extremely high or very close to 0.
Upon further differentiation of (54), we have
Define
then, it is easily seen that the right-hand side of (55) is nonpositive for p < p * , is equal to 0 at p = p * , and is nonnegative for p > p * . Therefore, the negative of dπ(p)/dp is unimodal;
and this, in turn, implies that as we decrease price, the response of π(p) is S-shaped with a unique inflection point at p = p * . Thus, (50) is also consistent with the expectation that as price increases, price sensitivity should undergo an initial climb, a levelling phase, and then a final decline.
Next, observe that when η approaches 0, π(p) converges to π for all p; this means that price sensitivity equals zero in the limit, and we again recover the basic PDM. Hence, (50) is, for any π, consistent with the basic PDM when price sensitivity for a product is low (e.g., when a product has a very-low price).
More generally, for any given pair of π m and π, it can be shown (details omitted) that (55) and (56) together imply: (i) if η is close to 0, then, as we increase p from 0, π(p) starts off horizontally, experiences a sharp drop immediately after the origin, to just above level π, and then turns nearly flat subsequently; and (ii) if η is sufficiently large, then π(p)
follows a similar pattern except that the sharp downward turn is delayed until when p is immediately before p 1 , and it drops all the way pass π to just above level 0. (Formally,
we have p * converges to 0 as η → 0, and to p 1 as η → ∞.) The significance of (i) and (ii) is that by varying η, π(p) can assume the entire spectrum of slopes in the range (0, −∞)
when prices are in the vicinity of the initial level p 1 . Thus, the parameter η serves as the primary control of price sensitivity.
In conclusion, by varying π m , π, and η jointly, (50) is capable of accommodating a wide range of price-response patterns. With the incorporation of (50), the PDM now has a total of six parameters, namely π, α, β, δ, η, and π m .
Advertising Effects
In general, advertising could have a current-period and a cumulative impact on sales. In this section, we develop formulations that gauge the extents of these impacts.
For current-period impact, we postulate that advertising, like price, modulates the residual market potentials via the π i s. We also assume that a reasonable metric of the extent of the advertising effort in a given time period is the total advertising expenses during that period. For 1 ≤ i ≤ n, let v i be the amount of advertising spending during period i; then, the proposed formulation is to scale the term 1 − π/π m in (53) (or equivalently, in (50)) to
, where γ p , with γ p ≥ 0, is a new parameter. This results in:
Clearly, for any given p i , if v i = 0, then (57) reduces to (53); that is, without advertising, π i is at the base level π(p i ) specified by (53). In the presence of advertising, i.e., when v i is positive, (57) says that π i is elevated to a value between π(p i ) and π m (i.e., π(0)), depending on the magnitude of the parameter γ p ; thus, the extent of the impact of current advertising spending is controlled by γ p . Moreover, note that the term 1 − π/π m (recall that π = π(p 1 )) in (53) determines via κ (see (51) and (52) A more-precise discussion of the rationales behind (57) Consequently, π m continues to serve as the absolute ceiling on the participation fractions.
That the convergence of π i from π(p i ) to π m is monotone is, of course, consistent with the common sense that greater advertising effort should result in increased awareness and (hopefully) better reception of a product by consumers. Observe further that (57) can be rewritten as (58) implies that the rate of increase in π i is decreasing in v i . Hence, (57) also formalizes the rationale that incremental advertising dollars should have diminishing marginal impacts. Finally, a further rearrangement of (58)
Recall that π i −π(p i ) is the portion of π i that is credited to spending v i on advertising. Since by construction we always have
is the maximum possible difference between π i and the base-level π(p i ), it follows that the ratio on the left-hand side of (59) can be taken as a proportional measure of the impact of advertising, when price is at p i . Furthermore, it is readily seen that for any given amount of advertising spending v i , the right-hand side of (59) is decreasing as a function of p i . Therefore, (57) explicitly reflects the reasonable expectation that the effectiveness of advertising should decrease as price increases.
To further enhance understanding, a "conceptual" trajectory of the joint price-andadvertising response function (57) is depicted in Figure 3 . For simplicity, v i = v > 0 for all i is assumed. Note that if v i = v = 0, then we recover the base-level price-response function (53), which corresponds to the lower trajectory in the figure. Moreover, recall from Section 4.3.1 that an important feature of (50) is that it reflects systematic changes in price sensitivity. Thus, these trajectories are S-shaped as price declines. (This is in contrast with eq. (2.14) in Jain and Rao 1990, where π(p) = p −η is proposed.) * * * Figure 3 about here. * * * Next, we turn to the formulation of the cumulative impacts of advertising. Recall from Section 2.1 that the induction rate β corresponds to the total force of influence from an existing adopter, and this force is apportioned across the population. In addition, we have assumed that β remains constant over time, independent of the size of the target population.
In the presence of advertising, it seems plausible that the same level of influence from an existing adopter could result in a greater effect than that in a corresponding scenario without advertising. Furthermore, since potential buyers are subjected to the bombardment of advertising on a continuous basis, it is also plausible that this potential boost in effective influence should depend on the entire advertising history.
Specifically, suppose the current time period is i, 1 ≤ i ≤ n; then, the proposed formulation is to scale β in period i to
where γ b , with γ b ≥ 0, is a new parameter. In other words, we assume that the boost in effectiveness of the induction force during a time period is proportional to the cumulative sum of all advertising spendings up to and including that period. Note that we continue to assume that the "base" induction rate β is constant over all periods.
With the incorporation of both (57) and (60), we now have two more parameters, namely γ p and γ b , in the PDM.
The Full PDM -Summary
In preparation for empirical analysis, we assemble in this section a summary of the full PDM with price and advertising. To avoid duplication, we will do so only for the expected-history version; the actual-history version is similar, and is slightly simpler.
In the expected-history PDM, incremental sales in successive time periods follow the discrete-time stochastic process {S i , i = 1, · · · , n} defined by (41) . The meanŝ i and the standard deviationσ i in (41) are given, respectively, by (44) and (45). In (44) and (45), t i − t i−1 is set to 1; π i is specified by (57); ψ i (t), where t = 1, is given by (18) and (19) with α and β replaced byα i andβ i ; δ 2 i is equal to δ 2 ; and finally, theα i s, theβ i s, and theμ i s (i.e., theŝ i s) are jointly determined by a revised version of the set of recursions (31)- (33) in which π i is specified by (57) and β is replaced by (60).
The complete specification of a full PDM is (m, a 0 ; π, α, β, δ, η, π m , γ p , γ b ). Since m and a 0 are assumed given, we have a total of eight parameters. For specific products, estimates for these parameters are obtained by maximizing the log-likelihood function (47).
In addition to m and a 0 , the required inputs are the observed sales {s i , i = 1, · · · , n}, the set of prices {p i , i = 1, · · · , n}, and the set of advertising spendings {v i , i = 1, · · · , n}.
The full PDM can be specialized easily. To remove advertising effects, we set γ p and γ b to 0. To remove price effects, we set η to 0 and π m to 1. To recover the basic PDM, we let η = γ p = γ b = 0 and π m = 1. Finally, to recover the SBM, we let a 0 = 0 and π = 1 in the basic PDM, and treat m as a parameter, in addition to α, β, and δ.
Note that for specific products, not necessarily all of the parameters in the full PDM will test positive. Parameters that are likely to be insignificant include α, π m , and γ b ; when these cases occur, we will have combinations of α = 0, π m = 1, or γ b = 0.
An Empirical Example
In this section, we report and discuss estimation results for a specific product. As noted in Section 1, the BM has been used to study demand growth for a wide variety of products. The GBM is an extension of the BM; it incorporates both price and advertising into the BM via a modification of (3) in which the term p+qF (t) is scaled by a function x(t) that reflects the effect of "current marketing effort." Following the original paper, implementation of the GBM is based on the history-dependent operationalization in Jain and Rao (1990, p. 164, eq. (2.7) ). The NLIN Procedure in SAS is used to compute the parameter estimates for both the BM and the GBM.
Estimation results for both the actual-history and the expected-history versions of the SBM, the basic PDM (PDM-B), the PDM with price (PDM-P; γ p = γ b = 0), and the full PDM (PDM-F) are summarized in Table 1 . The actual sales along with the fitted sales for the three expected-history PDMs are depicted in Figure 4 . * * * Table 1 and Figure 4 about here. * * *
For price and advertising, we have taken the data from Table 7 in Bass, Krishnan, and Jain (1994) . From 1949 to 1961, two sets of sales data have been used in the literature.
Results in Table 1 are based on the sales data used in Jain and Rao (1990) . This data set is chosen because, for the expected-history PDM-F, it yields a better fit than the other data set used in Bass, Krishnan, and Jain (1994) . RACs were launched in 1933 (Kohli, Lehmann, and Pae 1999, Table 1 ). Prior to 1949, we only have (Electrical Merchandising) scattered sales data that go back to 1936; the available total is about 217. This could be substantially below the actual sales a 0 , which is needed as an input for the PDM. To circumvent this difficulty, a two-step procedure is used to produce the expected-history PDM-F estimates. In the first step, we treat a 0 as a parameter in the estimation; and this results in an estimate of 744 for a 0 (with asymptotic standard error 530), which does not seem unreasonable. In the second step, we repeat the estimation with a 0 fixed at 744; and this yields the final estimates (only asymptotic standard errors are different in the second step; the differences are not substantial) reported in Table   1 . The setting a 0 = 744 is then taken as "given" in the estimation of the remaining versions of the PDM.
From Table 1 , it can be seen that the two versions of the PDM produce very similar estimates. This is due to the fact that for sufficiently large m, the standard deviation of A m (t)
is small relative to the mean. For SBM, however, the expected-history version turns out to have a slightly-pronounced edge. Conceptually, the actual-history version of a reasonablyspecified model is expected to perform better than its expected-history counterpart, since there is a greater dependence on actual sales data. This reversal, therefore, suggests that the SBM is not as well specified as the PDMs.
Recall from Section 3.2 that for any given specification, the sales trajectories of the expected-history PDMs are completely independent of the actual sales. In fact, the recursive For all versions of the PDM, the parameter α turns out to be insignificant. For a newly-launched product, the level of intrinsic interest of consumers certainly is expected to contribute to adoption. However, for products that have existed for a sufficiently long duration prior to t 0 , this contribution may be relatively small when compared to the total influence from the a 0 existing adopters (i.e., the innovators). Indeed, from (31) (or (26) and (28)), we see that theα i s are increasing as a function of i (i.e., over time), and that the rate of this increase is proportional to β. In particular, if β(a 0 + i−1 j=1μj )/(m − 1) is sufficiently large, then it will dominate α. For RACs, our first year of study is 1949, which is sixteen years after the launch. That α does not test positive, therefore, is a reflection of the relative contributions of α and βa 0 /(m − 1) in (31).
In the expected-history PDM-F, we have π = 0.005123, η = 6.266, and π m = 0.04181. A plot of (50) with these values shows that as price decreases from p 1 = 410 to p 13 = 259, price sensitivity experiences an initial climb, a slight levelling, and then a slight decline (similar to Figure 3) . In other words, we have a reasonably high price sensitivity, as indicated by the value of η; and this is coupled with a decline in sensitivity towards the tail end of the observed price range. In general, for products with this type of response in a sufficientlywide price range, the parameter π m is expected to play an active role in achieving good accuracy. Indeed, for RACs, π m is the most-significant parameter in both PDM-P and PDM-F. Note that in the full PDM, the sequence of estimated participation fractions in (57) (with γ p = 0.009733), which grows from π 1 = π = 0.005123 to π 13 = 0.038653, also exhibits a similar S-shaped pattern.
To compare the PDM against previous models, we also provide in Table 2 estimation results for the BM and the GBM. Fitted sales for the expected-history SBM (also see Table   1 ), the BM, and the GBM are shown in Figure 5 . * * * Table 2 and Figure 5 about here. * * * It can be seen from Figure 4 and Figure 5 that the fitted sales for the expected-history PDM-F compare very favorably against that for the GBM. Specifically, the respective sums of squared errors in Table 1 and Table 2 are 20,482 and 131,496; this corresponds to an 84.4% marginal reduction. Note that including the variance of the i.i.d. error terms, the GBM has six parameters; in contrast, the full PDM estimates involve seven parameters (α is not significant). Apart from relying on the same approximation scheme (11) for means, these two models have disparate parameter regimes as well as distinct sampling properties; in particular, the formulations of price and advertising effects are entirely different. Therefore, the remarkable accuracy of the full PDM should not be attributed to the extra parameter count. Table 1 and Table 2 are similarly close. The trajectories of expected sales in these two models can therefore be considered empirically equivalent (when m is large). Note that the SBM is heteroscedastic, and that it yields slightly lower asymptotic standard errors of the estimates.
To assess the predictive ability of the PDM, step-ahead forecasts are also conducted for
RACs. The accuracy of forecasts has traditionally been measured by mean absolute deviation (MAD), mean absolute percent deviation (MAPD), and mean squared error (MSE).
These forecast statistics for the full PDM, along with those for the GBM, are summarized in Table 3 . * * * Table 3 about here. * * *
In addition to the standard one-step-ahead forecasts, where a single forecast for period n + 1 is made using the fitted parameters from periods 1 through n, Table 3 also reports results for three-and five-step-ahead forecasts. More precisely, this means that joint forecasts for periods n + j with j ranging from 1 to k, where k equals 1, 3, or 5, are made with the estimated parameters "frozen" at period n (for the PDM, the same m is used to conduct all step-ahead forecasts). For k = 1, the reported statistics are based on iterative forecasts for every specified period, whereas for k = 3 and k = 5, on individual components in a single vector of k forecasts conducted without parameter update.
For the PDM, multiperiod forecasts with k = 3 and k = 5 are recursively computed using (31)- (33), (57), and (60) over the forecasted periods. As mentioned earlier, regardless of whether the parameters are estimated using the actual-history or the expected-history version, forecasting must be conducted with the latter version, since actual sales data for future periods are not supposed to be available. Note, however, that all forecasts are made with the knowledge of price and advertising information during the forecasted periods.
In making "real-life" forecasts, this would have to be projected (or set) separately. The reported results, therefore, provide an indication of how well the PDM performs when we are equipped with the "correct" control information.
From Table 3 , it can be seen that the one-step-ahead forecast statistics of the full PDM substantially outperform those of the GBM. For example, the reduction in the MSE, which indicates the extent of variability of the forecasts, is at 96.2% (7,288 versus 190,349 ).
In general, forecast statistics with k = 3 and k = 5 are expected to be progressively worse than those with k = 1, as less information is used to produce forecasts over a longer horizon. Results in Table 3 indicate that in terms of MAD, MAPD, and MSE, the PDM-F forecasts are remarkably robust in this regard. Note, in particular, that in terms of both MAD and MAPD, the three-step-ahead forecasts actually turn out to perform better than their one-step-ahead counterparts. Table 3 also gives the three-and five-step-ahead forecasts for the GBM. Since the JainRao operationalization of the GBM requires successive cumulative past sales as input, these multiperiod forecasts are made with the actual sales during the forecasted periods. (For one of the forecasted periods, the cumulative past sales of RACs surpasses the estimated m, suggesting that the estimate is questionable. The sales forecast for that period is set to 0.) From the reported results, it can be seen that the forecast statistics of the GBM suffer a very-rapid deterioration as k increases. This is in marked contrast with the full PDM, which yields MSEs (for example) that are 98.6% (for k = 3) and 99.3% (for k = 5) lower.
Finally, a very useful feature of the PDM is that once its parameters are estimated from data, one can easily extract information on the variability of the sales trajectory. Recall that for period i, the varianceσ 2 i of S i , given by (45), is the sum of two components. Denote by θ 2 i the first component of this variance; that is, let
Then, according to (34) , (42) , and (43), the magnitudes of the θ Figure 6 . It can be seen that the ρ i s are bell shaped, and that variability of the A i s is substantially higher during the active growth periods of the demand for RACs. The ability of the PDM to quantify variability is of particular importance in product-planning and manufacturing settings (see, e.g., Cohen, Ho, and Matsuo 2000, p. 245). * * * Figure 6 about here. * * *
Conclusion
The fundamental distinction between the PDM and the BM is that in the former, the observed sales in each period is treated as one particular realization of a diffusion, formalized as a run of an SBM, whereas in the latter, sales for all periods are tied to a single bell-shaped deterministic curve (i.e., f ∞ (t)), under the arguable assumption (see, e.g., Mahajan and With the availability of additional data, other factors (such as supply and/or distribution constraints and quality improvements) that contribute to the readiness of potential adopters can also be incorporated into the formulation of the participation fractions, in manners similar to what has been done for price and advertising.
The micro-level assumptions in the PDM correspond vividly with well-grounded beliefs as to how adopters would behave over time. Consequently, the PDM provides us with the means to better understand the dynamics of a host of underlying demand characteristics.
These include the evolution of the induction force from existing adopters (i.e., theα i s and theβ i s), the price-response curve (i.e., (50)), the incremental current-period and cumulative effects of advertising (i.e., (59) and (60)), the extents of market penetration (i.e., the m i s, determined by the π i s), and the extents of the variability of the sales trajectory (i.e., the . These topics will be investigated in subsequent work. 
