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We say that {J(t)} , t ∈ R, is a generalized Toda solution if (3) is
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Solutions generation
Theorem 1
Let {J(t)} , t ∈ R, be a generalized Toda solution. Let C ∈ C be
such that det(Jn(t)− CIn) 6= 0 for each n ∈ N and t ∈ R .
Then
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The main tool in the proof of Theorem 1 is the sequence of
polynomials {Pn(t , z)} , n ∈ N, associated with the matrix J(t).
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Bäcklund transformation
{J(t)} generalized Toda solution,
{Pn(t , z)} given by the recurrence relation,
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z − C , n = 0,1, . . . ,
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Proof of Theorem 1: generalized Volterra solution
Proof of Lemma 4: We want to prove
S(n,m, t)− S(n − 1,m, t) = ∼J mn−1,n−1(t)− Jmn−1,n−1(t) (14)
where
S(n,m, t) = γ22n+1B
(m)
nn (t) + λn+1(t)B
(m)
n,n−1(t) . (15)
m = 1 =⇒ (14) is γ22n+1(t)− γ22n−1(t) =
∼
αn(t)− αn(t)
(verified from the Bäcklund transformation)
Assume that (14) holds for m ∈ N. From





we arrive to (14) in m + 1
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(Γ2(t) + CI)pnn − (Γ2(t) + CI)pn−1,n−1
]
(16)
In the following we analyze the case when n is an even number.
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+ αn+1(t)− Pn(t ,C)Pn−1(t ,C)
⇒ ∼αn(t) = αn+1(t)− γ22n+2(t) + γ22n(t) .
Computing and using the fact that {J(t)} and {Γ(t)} are,
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