other works proposed by other researchers can identify instances of form features when these features are isolated from each other, these methods, generally, have very limited success when the features interact with each other. The reason for this difficulty is two fold:
(a) Non-uniqueness: The representations for different instances of a particular feature are nonunique. For example, while in a majority of cases all side faces of a pocket are adjacent to its bottom (base) face, in many situations one or more side faces may be disconnected from the bottom face.
(b) Alteration of relationships: The interaction between different instances of form features may cause the topologic and geometric relationships between the elements of a given feature to change. For example, one or more faces may become divided into disconnected components, and intersecting face pairs may become disconnected once a feature interacts with a group of other form features.
The above points can be illustrated by means of a simple example. Consider the simple objects (parts) shown in figure 1 (a1) and (a2) . Both objects have two pockets which are perpendicular to (a1)
Representation:
Pocket-1 (Base : face-1, height : h1, length : (w1 -w2), width : x) Pocket-2 (Base : face-2, height : w1, length : (h1 -h2), width : y) Interaction: perpendicular (pocket-1, pocket-2) (a2) have a nearly identical semantic description, the topologic and geometric relationships between the entities of features in (a1) and (a2) are different. In (a1), for example, all side faces (2, (3) (4) (5) (6) (7) (8) 4, 5) of the vertical pocket (pocket-1) are adjacent to and intersect the base face (face-1), but in (a2) one of the side faces (side-face-3) is disconnected from the base face. Similarly, other differences in topology and geometry between the entities comprising the horizontal and the vertical pockets in (a1) and (a2) can be enumerated. The interactions between the form features and the non-uniqueness in the topology and geometry representing different instances have been a major source of hindrance for existing approaches to machine interpretation of CAD solid models.
The number of classes or generic families of form features are limited, but the number of all their possible interactions and the configurations in which they may appear are practically unlimited. To get an idea, we notice that the above two simple examples showed only two cases of interactions (from a set of different possibilities) with nearly identical features both from a given class. To imagine the space of possibilities, we need to picture a multi-dimensional set that is a product set which can have any number of features, any group of different feature types, and any possible combination of interactions. Previous attempts have shown that is not possible to obtain generic patterns that can be utilized to identify all instances of a class of form features, since the topology and geometry which describes the instances of a class is different for different members of this product set. Another approach to overcome the non-uniqueness, instead of searching for generic patterns, is to attempt to enumerate all sets of topologic and geometric relationships which possibly describe instances of a given class of features under all different circumstances. However, such an attempt would either be impossible or exceedingly difficult. Instead of such a brute force enumeration method, the approach that we propose in this paper is to combine evidences in a well defined manner to determine which features are present in a depression.
Evidences supporting or rejecting existence of instances of different features can be combined to determine how depressions of a part can be described in terms of primitive manufacturing features such as pockets and slots. In such a framework, each evidence may not by itself be sufficient for recognizing a feature, but it generates a probability (or a weight), which is a measure of confidence that relates the evidence (a topologic or geometric relationship) to a feature. It is the collection of evidences and their consistent impacts upon each other that produces a description of the features. There are several important advantages to such a scheme for extracting and identifying features including: (i) since the features are recognized by the collection of the evidences, the individual evidences may or may not carry equal weight, and in fact some of the individual evidences may support conflicting conclusions; as long as their cumulative combination is in favor of a correct interpretation, a correct description of the depression will be obtained, (ii) one doesn't need to know ahead of time which set of topologic and geometric relationships, or which patterns, will be observed for each feature, in fact at different times different topologic and geometric relationships may indicate the same feature class, and (iii) the same topologic or geometric relationship may simultaneously support two different features with different degrees of confidence.
GRAPH PARTITIONING
A simple graph partitioning method can be used to correctly identify and extract features when form features don't interact or when certain simple interactions exist between them. The overview of such a method can be summarized as shown in figure 2 . In such a method, graphs corresponding to the depressions of an object called cavity graphs can be constructed and subsequently partitioned into 
1) N(G)
is a nonempty set of nodes of G, such that for each face f i of the object there is exactly one node in G. 2) L(G) is the set of links of G, such that for every edge e ij of the object shared by two faces f i and f j , there is a link connecting the corresponding nodes in G.
3) ψ G : L(G) →N(G) × N(G) is an incidence function that associates with every link of G an unordered pair of nodes of G. 4) l G : L(G)
→ {concave, convex} is a function which labels the links of G. This labeling marks a link in the graph concave if the faces sharing the corresponding edge of the object are concavely adjacent, and marks the link convex otherwise.
Definition 2 : A cavity graph G' for a depression is an ordered five tuple (N'(G'), L'(G'), ψ' G' , l' G', m' G' ) such that it is connected and:

1) N'(G') ⊆ N(G)
is the set of nodes of G' such that the unifiable nodes of G are unified [9] , of form features can also be encoded in terms of the local labeled graphs described above. Figure 4 shows the labeled graph templates for three classes of form features, simple pockets, blind-slots, and prismatic holes (note that the faces of the features don't need to be right angled to each other, but their intersections may be at any angle between 0 and 180 degrees). Partitioning can subsequently be defined using graph isomorphism and graph union: 
2) L'(G') is the set of links of G' such that l' G (k)
, and a feature template t = (N(t), L(t), ψ t , l t , m t ) are isomorphic denoted G' = t, iff there is a mapping Φ:N(t) →N'(G') such that
3) The node labels m t and m' G' are consistent. Consistency means that either the cavity graph nodes have the same labels as the corresponding template nodes i.e. ∀ n∈N(t),
, or that cavity graph node labels are a right hand permutation of the template node labels.
1) g i = t j 1 ≤ i ≤ k where t j is some valid template instance (each subgraph is isomorphic to some valid template, 2) g i ⊇ g j for i ≠ j (subgraphs are not included in each other), and
) (the union of the subgraphs produces the original cavity graph).
We note that the above definition allows the template instances forming a partition to share nodes and/or even links, as long as the instances don't include one another. The object in figure 5 shows the above concepts through a simple example. Figure 5 (a) shows an example object including two feature instances, one pocket, oriented vertically, and one prismatic hole oriented horizontally. Figure 5(b) shows the only cavity graph for this object. Figure 5 (c) shows a partitioning of this cavity graph which has two template instances {g 1 , g 2 }. A simple verification procedure (either a computational geometry procedure or a rule-based method) can subsequently be used to verify that these two feature instances correctly describe the given object. This example illustrates an application of the simple graph partitioning method shown in figure 2. Although this simple graph partitioning method is useful when the form features of an object don't interact or when they interact only in a simple manner, this method is insufficient in more complicated situations. As an example, let us consider the simple object which was introduced earlier in figure 1, and whose cavity graph was shown in figure 3(b) . The maximal partitioning of this cavity graph is shown in figure 6 (a). This partitioning has three template instances {g 1 , g 2 , g 3 }, two of which are isomorphic to prismatic-hole primitives and one is isomorphic to the blind-hole primitive. Clearly this object does not have two holes. As described earlier, this object has two pocket features (one vertical and one horizontal) opening into each other. In order to correctly identify and extract the two pockets for this part, the cavity graph in 3(b) must be augmented with two links, 3-1 and 6-2, and then correctly partitioned. The new cavity graph produced by augmenting the original cavity graph with these two links is shown in figure 6 (b1), and the templates which result from its partitioning are shown in figure 6(b2). It is clear that the two templates in 6(b2) correctly identify the desired pockets in the depression of the given part. Hence, in order to identify and extract correct descriptions when the features interact, a more sophisticated methodology is needed. framework is useful even when the interactions between the form features makes their topology nonunique such as the example discussed in figure 6 above. As it was illustrated in this example, in interacting situations, because of the differences in topology, such as two faces being disconnected instead of being adjacent, etc the cavity graph may not include some template links (eg 3-1 and 6-2 above). The framework shown in figure 7 exploits Bayesian uncertainty reasoning to combine evidences and explore supergraphs of the object cavity graph(s), which are modifications of these latter graphs. Such a method of evidential reasoning in a graph based context can overcome the nonuniqueness of form features. In addition, in this framework, the generated interpretation as a whole (i.e. the collection of features) is validated for correctness and consistency which makes the approach more coherent instead of only verifying individual form features.
Virtual links are the set of template links, such as 3-1 and 6-2 in the above example, which are not present in the cavity graph of a depression, but whose augmentation results in a supergraph which is isomorphic to the union of the representations for the involved features. Such a supergraph can be partitioned to obtain these features. Without the virtual links, these form features are not in the graph's implicit space of features, and hence cannot be extracted. In general, the number of required virtual links as well as their identity for a given depression are not known in advance.
Definition Virtual Links: Suppose a depression with cavity graph G ' consists of the features f 1 , f 2 , …, and f n , with the corresponding template representations g 1 , g 2 , …, and g n ; then the set of links of (g 1 ∪ g 2 ∪ … ∪ g n ) -G ' are referred to as virtual links (provided that this set is not empty).
In the presented approach ( figure 7) , given a depression, we generate and combine different appropriate evidences based on the existing geometric and topologic relationships to determine the necessary virtual links, augment the existing cavity graph with the determined virtual links, and then partition the resulting graph to extract the form features. It may be necessary to traverse the feedback loop more than once in some cases. Thus, the evidential reasoning mechanism in the feedback loop is at the core of this approach.
The form features of interest in this work are common polyhedral machinable features like pockets, blind slots, prismatic holes, and steps. The form features used in this paper have faces which are concave to each other, however extension to features with both convex and concave relationships can be addressed similarly. Figure 4 showed instances of some families of form features considered in this research along with their representations. Figure 8 shows the schematic diagram for the overall Bayesian evidential reasoning approach . It starts with the cavity graph for the depression of a given part which is constructed based on the boundary representation generated by the solid modeler. For each cavity graph, G, the set of links in the complement graph, G c , is used to obtain an initial set of potential virtual links. The power set of this potential set of links, that is all its subsets are used to construct an initial hypothesis space. This hypothesis space is too large, has many unnecessary hypotheses, and is unsuitable for efficient evidential reasoning. Therefore, based on the evidences applicable to the depression, and based on the contradictions implied by some of the hypotheses, the initial hypothesis space is pruned to obtain a hypothesis network which is suitable for evidence generation, propagation, and belief updating.
OVERVIEW OF EVIDENTIAL REASONING APPROACH
Evidences are propagated through this structure and the beliefs in different hypotheses are updated based on a Bayesian probabilistic reasoning procedure. The final belief probabilities are used to determine the most appropriate virtual links. These virtual links are augmented to the original cavity graph(s) and the resulting cavity graphs are partitioned to obtain the form features for each depression.
This process may be repeated iteratively as shown in figure 7 (by the feedback loop) until a valid interpretation for the object features is constructed. 
NON-HIERARCHICAL EVIDENCE ACCUMULATION
Accumulation of topologic and geometric evidences can be used to determine the most probable virtual links for correct identification and extraction of form features from the cavity graphs of the object. In order to describe how this approach works, we need to discuss (i) what the involved hypothesis space is, and how the hypotheses are generated, (ii) What evidences are, how they can be generated, and how they affect individual hypotheses, and (iii) how the effect of the evidences can be combined to select most probable virtual links.
Hypothesis Space
In order to gather and combine evidences in a formalism, a hypothesis space is needed. The objectives of constructing a hypothesis space are (i) to obtain a set of hypotheses which comprehensively encompass the potential outcomes (in our case potential virtual links), (ii) to develop a space which can accept and accommodate different types of evidences, and (iii) to generate a structure useful for systematic combination and propagation of evidences.
The easiest way to construct a hypothesis space is to generate a complete and minimal set of potential virtual links, H. The members of this set form the basic elements of the hypothesis space.
For any cavity graph (recall that depressions are modeled by cavity graphs), the elements of H can be generated from the links of the complement of the original cavity graph (the complement of a graph is a graph which has the same nodes as the original graph but its edges are complement of the set of the edges of the original graph). For our example object introduced in figure 1, whose cavity graph was shown in figure 3(b) , the six links in the complement of the cavity graph are f 1 f 3 , f 1 f 6 , f 2 f 3 , f 2 f 6 , f 3 f 6 , and f 4 f 5 , and form the hypothesis set H={h 1 , h 2 , h 3 , h 4 , h 5 , h 6 }, where h 1 to h 6 are individual hypotheses corresponding to links f 1 f 3 , f 1 f 6 , f 2 f 3 , f 2 f 6 , f 3 f 6 , and f 4 f 5 . Therefore, if the original cavity graph is G, the potential virtual links or the links in its complement are denoted by H = L(G c ), which can be used to produce a basic hypothesis space. A schematic representation of the hypothesis space for the example object introduced in figure 1 is depicted in figure 9 . 
Accumulating Evidences
A Bayesian scheme for pooling of evidences can be employed to accumulate and combine evidences to select the most probable virtual links. The Bayesian-based probabilistic reasoning is a process of reasoning about partial beliefs by conditioning the probabilities of hypotheses on evidences.
In this formalism, propositions are given numerical parameters signifying the degree of belief accorded them under certain knowledge, and the parameters are combined and manipulated according to the rules of probability theory [14] . The heart of Bayesian technique lies in the well-known Bayes rule:
which states that the belief in hypothesis H given the evidence e is observed can be computed by the product of prior probability, P(H), and the likelihood, P(e|H). While the prior probability P(H) shows our belief in H based on our previous knowledge about H, the likelihood P(e|H)= λ e signifies the probability that event e will materialize if H is true. it represents the diagnostic or retrospective support
given to H by the actual observed evidences. The denominator in equation (2.1) is a normalizing factor rendering P(H|e) and P(¬H|e) sum to unity.
Bayes rule can be extended to accommodate pooling of several evidences To illustrate this point, let's assume that a second piece of evidence e' arrives. The above Bayes rule can be applied with both evidences e and e' to obtain: P(H|e,e ' )= P(H)P(e,e ' |H) P(e, e ' ) (
Evidences e and e' are very often conditionally independent given H, that is P(e,e ' |H)=P(e|H)P(e ' | H) . In other words, given the value of H is known, the probability of e (or e') being true is independent of the value of e' (or e). Consequently, this conditional independence can be used to avoid the need for computing the joint probability of e and e' by rewriting eq. (2.2) as: P(H|e,e ' )= P(H)P(e|H)P(e ' | H) P(e, e ' ) (
Now suppose we had a hypothesis space with k different exhaustive hypotheses, H 1 , …, H k , and n different pieces of evidence, e 1 , e 2 , …, e n , affecting them, and we were interested to rank the hypotheses based on the combined likelihood indicated by these evidences. In order to achieve this task, one can easily generalize eq. (2.3) to obtain the likelihood of the ith hypothesis as:
In equation (2.4) α is constant for all hypotheses H i and therefore can be factored out, thus reducing computation, when we are interested in ranking or clustering the hypotheses based on their likelihood. In situations that ratios or relationships of likelihoods is not enough and precise numerical values are needed α may be computed from α =
Face-Based Evidences
Evidences, which are topologic and geometric relationships, support or disconfirm the hypotheses in the hypothesis space through a measure of confidence or a probability assignment. The hypothesis space is the structure which is the medium for fusion and propagation of evidences. Each evidence by itself may not be sufficient to irrefutably confirm or disconfirm a hypothesis, but the collective knowledge of these evidences should provide us strong indication about the correct choices.
Face-Based Evidences consider particular geometry and topology between a pair of faces (these faces must be among the faces associated with the elements of the hypothesis space) and relate the particular observed geometric and topologic relationship to the possible existence of a virtual link between the given pair of faces. For example, it is more probable to have a concave intersection and hence a virtual link between a pair of planar faces which are nearly perpendicular, than between a pair of planar faces which are nearly parallel. Therefore, observation of surface perpendicularity in the CAD solid model description of the faces can be used to assign a higher likelihood to the associated hypothesis for a virtual link between them. Similarly, convexity between two faces is an evidence that strongly disconfirms the existence of a virtual link between the involved faces. 
Nilsson: PRINCIPLES OF AI]).
In order to show a simple example application of this approach let us consider the example object from figure 1. Based on the cavity graph shown in figure 3 (b), as we discussed earlier, a simple hypothesis space with six hypotheses H={h 1 , h 2 , h 3 , h 4 , h 5 , h 6 } can be constructed, where h 1 to h 6 are individual hypotheses respectively corresponding to virtual links f 1 f 3 , f 1 f 6 , f 2 f 3 , f 2 f 6 , f 3 f 6 , and f 4 f 5 . If we only consider the simple generic topologic evidences shown in table 1, a total of XX instances of evidences as they pertain to the hypotheses in this space will be generated. Each evidence instance assigns the indicated likelihood to the hypothesis it directly impacts, h k , and assigns other hyptheses, h j j≠k, a 0.5 likelihood. The associated likelihoods of these evidences can be combined using eq (2.4). Figure 10 shows the posterior probabilities indicating the combined likelihood for the involved hypotheses resulting from the pooling of the XX topologic evidences. It is clear from these results that the hypotheses corresponding to the virtual links f 1 f 3 and f 2 f 6 are most probable and have equal likelihood. Augmenting the original cavity graph with the virtual links f 1 f 3 and f 2 f 6 produces the modified graph shown in figure 6(b1). Partitioning this modified graph identifies two pockets, one with base-face 1 and side-faces 2,3,4,5, and the other with base-face 2 and side-faces 1,4,5,6, as form features of this object, as shown by {g 1 , g 2 } in figure 6(b2). This is a correct interpretation for the example object. We also notice that the identified pockets of the object share 4 object faces (faces 1,2,4, and 5). 
Hypotheses Links Posterior Probabilities
Limitations
One of the main shortcomings of the approach described above for evidence accumulation is its lack of support for fusion of evidences at different levels of abstraction. The evidences described in the previous section are all at a low level of abstraction and are concerned with the geometric and topologic relationships between a pair of boundary faces (for generic examples of these evidences please see table 1 ). However, of equal or more importance are evidences that deal with more abstract information and may exert their impact on several basic hypotheses. For example, a group of faces may satisfy a set of criteria which commonly indicates the presence of a pocket formed by these faces.
Clearly, this evidence carries higher level information concerned with (the existence of) an entire feature, and hence this information may directly impact two or more basic hypotheses. A basic question in these situations would be how to relate or distribute the impact of the information upon the hypotheses.
There is no mechanism to directly relate or systematically distribute the impact of the higher level abstract information upon two or more involved hypotheses in the above formalism. While this formalism does not directly support the integration of information at different levels of abstraction, one may argue that an evidence supporting a group of two or more hypotheses, supports each individual hypothesis in that group, and hence one may indirectly integrate the information by equally supporting the individual involved hypotheses to the extent indicated by the evidence. Although this is a patch that may sometimes work, the obvious shortcomings are that the same procedure can not be followed by a disconfirming evidence, and also that one can not distribute the impact of the evidence in different unequal amounts to the individual hypotheses in the group.
Another major limitation of the above method is that it lacks a capability to propagate the effect of a topologic and geometric evidence to other hypotheses which the evidence does not directly impact.
The hypotheses in a hypothesis space, although conditionally independent, may be indirectly related
Thus, a piece of information, which as an evidence impacts a hypothesis, may also indirectly affect the certainty of another hypothesis. The utility of a propagation mechanisms is especially pronounced in fusion of information at different levels of abstraction. For example, let us consider a hypothesis, say h 1 , which reflects that faces f i and f j intersect, and another hypothesis, say h 2 , which reflects that face pairs f i f j and f m f n intersect pairwise and belong to the same feature. If evidence supports h 1 , then one needs to propagate this support to h 2 which is related to h 1 , however the previous method does not provide a systematic mechanism to render such a propagation.
One may question the significance of the propagation and integration of hierarchical information limitations. The need for these mechanisms for form feature identification and extraction is shown by the following example. The example object shown in figure 11 (a1) has a depression with four form features. The original cavity graph for this object is shown in figure 11 (b). Partitioning this original cavity graph in terms of the feature representations, will not produce a correct feature description for the example object. We notice that, for example, face 9 and face 10 are not perpendicular to the faces [3, 11] . The cavity graph node labels for non-orthogonal faces are determined by the dominant components of their unit normals as each unit normal is projected in terms of the three major axes (shown in the lower right corner of the figure). to generate the modified graph in 11(c), and partition it. One can attempt the above approach for accumulation of topologic and geometric evidences to identify the most probable virtual links. The complement of the original cavity graph can be used to construct a hypothesis space with 27 elements for 27 potential virtual links. Figure 12 shows the posterior probabilities resulting from the pooling of the instances of the topologic and geometric evidences applicable to this example object. We indirectly integrated higher level information (evidences) by equally supporting the lower level involved hypotheses to the extent proposed by the likelihood of the evidences to obtain these results. 
SINGLY CONNECTED BAYESIAN NETWORKS
The limitations of the previous approach with integrating hierarchical information and propagating the effect of topologic information can be overcome by developing an approach exploiting Bayesian networks. Bayesian networks are directed acyclic graphs (DAGs), where the nodes represent hypotheses (random variables) and the links signify the existence of direct causal influences between the linked variables. Figure 13 shows a highly simplified Bayesian network. One important feature of a Bayesian network is its explicit representation of the conditional independence among the nodes.
Each node in a Bayesian network is conditionally independent of both its siblings and grandparents, given the values of the variables in its parents. For example, in Fig. 13 , it is assumed that H 3 , and H 4 , and also H and H 4 are conditionally independent given H 1 is observed. The conditional independence assumption in a Bayesian network can be regarded as a generalization of conditional independence between the evidences in non-hierarchical evidence accumulation . The built-in independence assumptions of Bayesian networks substantially reduce the number of needed probability parameters to fully specify the probability distribution in these networks. Another major advantage of the built-in independence assumptions is their utility in the development of algorithms for evidential propagation through local computations.
Each node in a Bayesian network is associated with a quantity called "belief", and each link is associated with a quantity called "link matrix". The prior probability distribution for a Bayesian network is determined by the prior beliefs for all the topmost nodes (the root nodes), and the link matrices for all links. The link matrices describe the casual dependency between a node and its immediate parent(s), and relate a node to its parent(s) using the conditional probability of the node variable given all possible outcomes for the parent(s). Figure 13 shows the fully specified prior probability distribution for our example network ; P(H) is the prior probability for the only root node and the matrices M Hi|Hj represent the conditional probability of the variable H i given the values for all its immediate parents Hj. Figure 13 . Example of a highly simplified Bayesian network Nodes represent hypotheses (or variables), and arcs represent causal influences. The prior probability for a Bayesian network is fully specified, if the prior probability for the root node(s) is given, and the link matrices are specified.
P(H)
In our research, each node represents a prepositional variable (hypothesis) with values of either true or false. With this assumption, M Hi| Hj for the example network in figure 13 can be defined as follows:
where symbols + and ¬ are used to respectively denote whether the prepositional variable (hypothesis) is true or false. In general, a node in a Bayesian network may have more than one parent (e.g. k parents). In that case, the M matrix for such a node H i represents the conditional probability of H i given the values for different possible combinations of all k parents. Given the prior probability for the root node(s) and the link matrices, the prior belief for each of the non-root nodes can be computed by recursively multiplying the belief for the parent node by the link matrix for the link connecting a node to its parent. For example, the prior belief for the node H 1 in Fig. 13 is:
BEL(H 1 )=αBEL(H)M H1| H where BEL(H) = [P(H), P(¬H)] is a vector, and α is a constant.
In order to show how this type of approach for identification and extraction of form features works, we will discuss the construction of hierarchical hypothesis network, the abstract topologic evidences, and belief updating. Some example and experimental results will show application of the method.
Hierarchical Hypothesis Space
Integration of information at different levels of abstraction requires the development of a hierarchical hypothesis space which can accept and accommodate various evidences at different abstraction levels and combine them. In order to achieve this task, we construct a hypothesis space which considers the subsets of the set of all potential virtual links for a cavity graph. The set of all potential virtual links of a cavity graph may be obtained from the links in the complement of that cavity graph as discussed before. Therefore, if the original cavity graph is G, then the potential virtual links or the links in its complement may be denoted by H = L(G c ), and by considering all possible subsets denoted 2 L(G c ) , an initial hierarchical hypothesis space can be constructed. In order to show a simple example, we recall that for the cavity graph in figure 3(b) , which corresponds to the example object in figure 1 {h1, h2, h3, h4, h5} {h1, h2, h3, h4, h6} {h1, h2, h3, h5, h6} {h1, h2, h4, h5, h6} {h1, h3, h4,h5, h6} {h2, h3, h4, h5, h6} While the hypotheses at the leaves of the hypothesis space are single-link hypotheses, the non-leaf hypotheses are formed by the subsets of H having more than one element, and they are referred to as multi-link hypotheses. The relationships between a multi-link hypothesis and the single-link hypotheses making up its constituent elements can be modeled to be as whole-part or cause-effect.
The directed links in the constructed hypothesis space express the dependency between the linked nodes in terms of casual influence of the parent nodes on the children nodes. This causal relationship enables us to build a Bayesian network upon these hypotheses. The posterior probabilities for all nodes in the network obtained from aggregation of different evidences will be used to decide which virtual links are needed for correctly identifying the features of an object.
Network Construction
The hierarchical hypothesis space constructed as described in the previous section should be pruned to develop a belief network. The need for this task arises from the fact that the described hypothesis space is too large for effective evidence propagation, and because this hypothesis space has many hypotheses which are useless or irrelevant. There are, usually, many hypotheses in the initially generated hierarchical hypothesis space (such as that in figure 14 ) which are of no interest. Some of the nodes in this space may even represent impossible hypotheses. For example, an interior node may contain a hypothesis which implies an intersection between two faces which are geometrically parallel.
Furthermore, because of the large size, employing evidence propagation in this space involves severe overhead in computational complexity. In order to overcome these difficulties, this hypothesis space should be pruned to obtain a singly-connected belief network.
To develop a suitable structure for efficient evidence generation and fusion, the following constraints are followed in pruning: (i) The final structure must be connected in order to allow propagation of the evidences across the network, (ii) for every evidence, there must be a node in the structure which directly associates with that evidence and conveys its effect, and (iii) the final structure must be singly-connected. The hypothesis space is simplified based on the assumption that, for a given domain, only certain subsets of H are of semantic interest and that they can be selected to form a singly-connected belief network. For this research, the term "semantic interest" refers to the fact that items of evidence in a problem tend to directly support only certain subsets of H and those subsets can be selected to form a singly-connected belief network. Specifically, the hypothesis space pruning is based on the following guidelines:
• A subset of H ( except itself) is pruned if there is no evidence bearing directly on it.
• A non-leaf subset of H and its parents (except H itself) are pruned if there is at least one member among its set of hypotheses which implies an impossible geometric constraint, such as intersection of a pair of parallel faces. Figure 15 shows the result of pruning the hypothesis space shown in figure 14 based on the above guidelines. The developed structure is a singly-connected belief network. 
Abstract Feature Based Evidences
One of the important advantages of the above described networks is that they allow fusion of abstract information. However, face-based evidences do not fully exploit the hierarchical nature of the hypothesis space, because they only interact with the network at the leaf nodes. While the combination of the face-based evidences exerting impact upon single-link hypotheses may sometimes indicate which hypotheses should be preferred over others, the face-based evidences by themselves may be insufficient for deciding the correct choices, as we have shown before. Other types of evidences, to which we collectively refer as feature based evidences, provide and integrate information which is more global and may encompass one or more virtual links. For example, a group of faces may satisfy certain properties which are commonly found in pockets (e.g. a group of side-faces which form a loop, in which each side-face is concavely adjacent to two other neighboring side-faces), then this information about this collection of faces is used by a feature-based evidence to support the hypothesis for those virtual links involved in such a pocket .
Feature-based evidences may simultaneously support or disconfirm one or more virtual links.
Consequently, these evidences may exert their impact upon the interior nodes of the hypothesis network or the leaf nodes. For instance, in terms of the example object from figure 1 with the cavity graph shown in fig. 3(b) , the collection of faces 1,2,3,4, and 5 satisfy most properties of pockets (including the above stated property that every side-face (2,3,4,5) is concavely adjacent to two other side-faces). As shown in figure 16(a) , the subgraph representing a pocket by this collection of faces, supports the hypothesis for a virtual link between 1, and 3. This example shows an instance of a feature-based evidence which supports a leaf node marked h 1 in the hierarchical hypothesis network shown in figure 15 . While the face-based evidences are only concerned with the geometry and topology between two faces, feature-based evidences consider and evaluate the relationships of those faces with their surrounding faces and edges (topologic entities) in supporting or disconfirming a virtual link between a pair of faces. They represent and apply information at a higher level of abstraction. Feature based evidences exert their impact in a similar manner as the face based evidences through the assignment of likelihoods, λ e , to the appropriate nodes of the developed belief network. 
Belief Updating and Evidence Propagation
A variety of efficient algorithms have been developed for Bayesian-based evidential reasoning and belief updating in a belief network consisting of a set of singly connected hypotheses [7, 16, 18] . The algorithm developed by Pearl [16] is however particularly attractive. It provides an efficient and consistent means to combine evidences, to propagate their impacts, and to calculate the posterior beliefs for each node in the hypothesis network.
The essence of the belief propagation and updating algorithm lies in its capability for propagating the impacts of evidences through local message passing. Based on this message passing mechanism, each node receives π messages from each of its parents (if any) and λ messages from each of its children, and then updates its belief to the product of the two messages. For example, a node X with n parents U={U 1, U 2, ..., U n }, and m children {Y 1 , Y 2 ,...,Y m }, which is receiving the combined message π U→X from its parents and the combined message λ Y→X from its children, updates its belief to:
where α is a normalizing constant. If each parent U i sends a message π x (u i ), and each child sends a message λ yj (x), then the combined messages are:
Each node in the network will use the received π-λ messages for its own belief updating and for propagation of the updated parameters to its neighboring nodes.
Before arrival of any evidence, each node needs to be initialized with prior π-λ messages. This π-λ message initialization in the network is dependent on the type of each node. There are three types of boundary nodes in a bayesian network: the anticipatory nodes, the dummy nodes, and the root node. A root node is a topmost node in the network and it doesn't have a parent and as a result its π message is set equal to its prior probability. An anticipatory node is a leaf node, whose prior probability has not been explicitly instantiated. For such a node, its belief, BEL, is equal to π, the message it receives from its parent(s), and its λ message is set to 1. A dummy node represents a particular evidence bearing on a node in the network. It never receives any π or λ messages, but it posts a λ e message to the node it directly bears upon. For the intermediate nodes in the network, their π messages are initialized to their prior beliefs and their λ messages are initialized to 1. Table 2 summarizes the stored π-λ messages and the prior beliefs for each node in the network shown in Fig.9 prior to the arrival of any evidences. Upon the arrival of an evidence e to a node in a network, the new information can be fused into the network by directly linking a new dummy node representing the incoming evidence to the impacted node as shown in Fig. 17 . In this figure, the dummy evidence node e is linked to the node H 1 which is directly impacted by the evidence e. The belief propagation and updating can subsequently be achieved by the following steps:
1. The evidence node e, a dummy node, posts a λ e message to the node X it directly impacts. The λ e message is an estimate of P(evidence e | X). Upon receiving the message, the impacted node X first updates its λ message to the product of λ e and its prior λ message. And, it then updates its belief to the product of the updated λ message and its prior π message. For the example shown in Fig. 17 , a message of λ e (H 1 ) is posted to the node H 1 from node e. Node H 1 updates its λ message to:
where λ p (H 1 ) is the λ message stored in H 1 prior to the arrival of e.
and it then updates its belief using equation (6) to
where α is a normalizing constant 2. After updating its belief, the impacted node computes new λ messages to be delivered to its parent and π messages to its children. Given a node X and its ith parent node u i , the λ message from X to u i is computed from:
and similarly the π message from x to its jth child y j is computed from:
For the example shown in fig. 17 , the new message that H 1 computes for its parent H and one of its children H 3 are respectively:
3. Upon receiving messages from an impacted node, each node will update its belief accordingly.
For a node receiving a new λ message from one of its children, it replaces the old λ message from that child with the new one, and then updates its total λ message to the product of λ messages from all its children. Subsequently, it updates its belief using equation (6) . For example, for node H, it first replaces the old λ message from node H 1 with the new λ H1 (H), and then updates its λ(H) to:
where λ H1 (H) is the new message from node H 1 and λ H2 (H) is the λ message from H 2 (not changed). Node H will subsequently update its belief using equation (6) 
to BEL(H) = απ(H)λ(H).
For a node x receiving a new π message from its ith parent u i , it first updates its combined π message to: (14) and then updates its belief using equation (6) . For the example in figure 17 , node H 3 updates its combined π message to: Figure 17 . Belief propagation and updating in a singly-connected network upon the arrival of an evidence e. The evidence e sends a message λ e to the node it directly impacts. Each node with a new message first updates its belief using the received messages, and then in turn sends new λ messages to its parents and new π messages to its children.
An Example and Experimental Results
In this section, we will show an application of the above described approach to a nontrivial example object and discuss the implementation methods and the experimental results. We recall that the object in figure 11 could not be correctly analyzed by the previous non-hierarchical techniques. As discussed before, this object has four interacting form features, and its original cavity graph should be augmented with three virtual links (these links are shown by dashed lines in figure 11 (c)) in order to correctly identify and extract its features.
The hierarchical hypothesis space for this object has a total of 2 27 elements. The complement of the original cavity graph (depicted in figure 11(b) ) is used to obtain the set of all potential virtual links.
This set has 27 possible virtual links which correspond to singleton hypotheses at the leaf nodes of the hypothesis space. The elements of the hierarchical hypothesis space are subsets of the 27 potential virtual links. This hypothesis space is subsequently pruned to eliminate many irrelevant and/or impossible virtual link hypotheses.
One guideline to prune the hypothesis space is to eliminate the nodes which don't have an evidence directly impacting them. In this experiment, we used both low level face-based and higher level feature-based evidences applicable to this object. The face-based evidences used in this example were instances of the simple face-based evidences shown in table 1. While there are five generic types of face-based evidences, a total of 37 applicable instances of these evidences were generated. These evidences are directly related to the hypotheses at the leaf nodes of the network. In addition to the face-based evidences, a total of six feature-based evidences supporting and integrating more abstract information concerning one or more potential virtual links were also generated.
In order to find and instantiate the applicable feature-based evidences, we followed the following implementation strategy. Different subsets of potential virtual links were added to the original cavity graph of the object, and subsequently the resulting graph is searched for possible features which contain some of these potential virtual links. If templates for such features are found which contain some of these virtual links, then the involved group of entities (faces and edges) are checked for particular relationships which are often found in a valid feature of the given template type. If these expected relationships exist, then an evidence is instantiated, and the appropriate likelihood assignment is made to support the hypothesis for the involved virtual links. The searching for the templates is an isomorphism algorithm and is implemented as a depth-first tree-search [17] .
Two points should be made about this implementation method for generation of feature-based evidences. First, the evidences should be applied for the most maximally possible feature template.
For example, as shown in figure 18 , if a given virtual link such as (3 1), can be supported by both a possible pocket, and a possible blind-slot, then as long as the pocket template subsumes the blind-slot template, we only instantiate a pocket evidence. This method prohibits multiple counting of dependent evidences that could be generated (Since a blind-slot template is a subgraph of a pocket template, it is possible that whenever a pocket template is found, a blind-slot template may also be found, and this could contribute to multiple counting of evidence). Secondly, in order for this depth-first tree-search method to work, we may not add the entire set of potential virtual links to the original cavity graph at once. Rather, at each time we need to add a subset of these potential links to the cavity graph, and search the new structure for possible features. Otherwise, if all nodes in this structure are connected by (potential) links, the template searching operation implemented as a subgraph isomorphism may not find some of the templates, and could produce incorrect results. Figure 19 shows the resulting network after pruning the initial hierarchical hypothesis space. In this network, there is a loop formed by the nodes corresponding to the hypotheses h 0 , h 2 , h 3 , and h 8 .
Since the belief propagation and updating methods described in the previous section are applicable to singly connected networks (a singly connected network is a network in which there exists only one path between any two nodes), they cannot be directly applied to fuse the topologic and geometric evidences in this network. In order to exploit the described hierarchical approach, the network in figure 19 and its singly connected counter-part is that node h 3 is replaced by its immediate parent providing both h 2 and the parent node a propagation path to the h 8 child node without a loop. We will discuss handling loops and approximating multi-connected networks by singly-connected networks further in the discussion section. All the evidences applicable to the network in figure 19 can also be applied to the singly connected network in figure 20 . This network has 32 hypotheses and is four layers deep. As shown by the bold type in figure 21 , the hypotheses for the three virtual links f 4 f 7 , f 3 f 5 , and f 1 f 8 are the most probable links. These three virtual links are the three links necessary to correctly identify and extract the form features of the given example object. Addition of these links to the original cavity graph produces a modified graph isomorphic to that shown in 11(c), and its partitioning identifies the four form features of this object. Figure 22 shows the results of the extracted features and the partitioning. These results correctly identify that the example object contains three pockets, one with the base-face 1 and side-faces 2, 7, 6, 8, another with base-face 5 and side-faces 1 , 2, 4, 3, and the third with the base-face 7 and side-faces 1, 3, 4, 6, and a prismatic hole with faces 10, 1, 4, 9. The generated feature descriptions can be verified against the detailed solid model description of the corresponding depression for correctness and consistency. figure 11 by partitioning (a) .
In augmenting the cavity graph with virtual links in the above experiment, two techniques are possible.
The first technique adds the virtual links associated with the most probable beliefs one at a time to the cavity graph, and analyzes the resulting structure to find out whether a correct description of the object's depression can be generated. If a correct interpretation of the object is not obtained, the resulting structure is augmented with the next most probable virtual link. In the second type of technique, a clustering method is used to cluster the virtual links based on the posterior probability associated with their hypotheses. Subsequently, all the links belonging to the highest ranked cluster are employed in the reasoning process. In this experiment, we used the first technique, thus the modified graph with the three necessary virtual links is generated by stage-wise addition of the most probable links, obviating the clustering need and the need to apriori know the quantity of the links.
For the abstract feature evidences in this experiment, we used a likelihood, λ e , of 0.9 if the feature evidence involved only one virtual link, and used 0.6 if the feature evidence involved several links. In assigning likelihoods, the strategy was that there is less confidence in evidences for a feature whose representation is farther from its expected template (that is if more than one virtual link is involved in the potential feature template, less support is accorded to that feature, and the corresponding hypothesis). However, we note that for our purposes the exact value of the numbers resulting from the combination of the evidences is not so important because conclusions regarding the hypotheses are drawn based on the rankings and relationships of the beliefs in different hypotheses, not the exact value of the belief numbers. Hence, great precision is not necessary in these parameter assignments.
This example and the experimental results demonstrate how an application of the described hierarchical approach for combining and propagating topologic and geometric evidences can be used to automatically generate the form features from the solid model of an object which could not be correctly handled by the earlier introduced non-hierarchical approach, or by graph partitioning alone (as in Fig.  2 ).
MULTI-CONNECTED NETWORKS
The previous sections showed that the presented approaches for hierarchical fusion and propagation of topologic and geometric evidences can be useful for machine understanding of the CAD solid model of many parts, but we also noticed that the developed hypothesis space is multi-connected (i.e it contains loops) in many cases. For example, the generated hypothesis network in the previous experiment (figure 19 ) had a loop consisting of hypotheses h 0 , h 2 , h 3 , and h 8 . When loops occur in the hypothesis network, the previous methods are no longer useful for two reasons. Firstly, because of the loops, the propagation of beliefs between the hypotheses may never terminate. Secondly, and most importantly, the loop existence implies that the necessary conditional independence assumptions between the hypotheses (specifically between siblings and between grand-parent/grand-child nodes)
are not satisfied in the network.
The first possible approach to combine and propagate topologic and geometric evidences in multiconnected networks is to approximate the network with a singly-connected network thus avoiding the problems with the loops. The method used in the last section to generate a solution for the developed hypothesis network of figure 19 exploits this type of approach. We will further discuss singlyconnected approximations of our loop containing hypothesis networks later. A technique by Olmsted [17] , in which he repeatedly applies sequences of operators to reverse the links in a network to reduce it to just nodes whose probabilities are desired and the evidence nodes, is also based on this approach.
However, approximation by a singly-connected network does not allow all evidences to be applied to the hypotheses which are directly related to them, instead some of the applicable evidences can only insert their impact on other somehow related hypotheses. In addition, because the network topology is manipulated, the fusion of the topologic and geometric evidences provides only an approximation to the resulting belief in the hypotheses.
In order to effectively solve the problem in these situations instead of avoiding it, we explore a second approach based on multi-connected networks. To understand how to exploit the approach in these, we explore the generation of the hypothesis space, construction of the network, and fusion and propagation of the geometric evidences.
Generating Hypothesis Space
The hypothesis space has the same elements in this situation as the discussed hypothesis space in the previous section for the singly-connected Bayesian networks. Hence, it can be generated in a similar fashion by obtaining the set of all potential virtual links, mapping them to the basic elements of the hypothesis space, and constructing a hierarchy. Subsequently, this space will be pruned to get rid of irrelevant and/or extraneous hypotheses.
Network Construction
In order to develop a belief network, the generated hypothesis space is pruned to get rid of irrelevant and/or extraneous hypotheses. The main approach here is to keep the hypotheses which are of semantic interest. These are hypotheses which have evidences directly impacting them, or hypotheses for which the resulting value of the involved variables is directly needed. In constructing the network, we relax the constraint that the final structure must be singly connected, but we impose two constraints that for every geometric evidence, the node directly impacted must be in the network, and that the final structure should be connected. This aspect allows us to keep all hypotheses of semantic interest, and to preserve the flow paths between them.
Aggregating Toplogic and Geometric Evidences
It is known that the general problem of updating belief in an arbitrary multi-connected network is NP-hard [2] . However, because the number of nodes in this research is in the order of tens, which is much smaller as compared with thousands of nodes in medical applications, the necessary computations don't pose a serious problem to this approach. An algorithm by Lauritzen and Spiegelhalter [12] presents an exact technique to compute beliefs in hypothesis networks with loops, in which the underlying undirected graph is first triangulated by adding links, and subsequently its cliques are identified and the involved nodes are aggregated to obtain a singly-connected structure.
We exploit a technique based on blocking some of the broadcast pathways to fuse and propagate topologic and geometric evidences in networks which have loops. Blocking the pathways prevents cycling of messages in the loops. This technique uses the method of belief conditioning introduced by
Pearl [16] . In order to block the desired broadcast pathways, the value of some of the hypothesis nodes called cutset nodes is assumed to be known. The belief in these cutset nodes is calculated during the initialization process of the network. Subsequently, the belief in the cutset hypotheses doesn't change during the belief propagation process, since their value is assumed known and the amount of belief in them is known. Therefore:
(i) Cutset nodes don't pass messages from their parents to their children, and
(ii) Cutset nodes don't pass messages from one child to any other children.
This aspect allows the belief in all other hypotheses to be computed via message propagation. The final belief in each network hypothesis is obtained by combining the derived beliefs for that hypothesis from each assumed value of the cutset hypotheses.
In order to demonstrate how this technique works, let us consider our previous multi-connected hypothesis network example of figure 19 . To simplify the discussion, we will concentrate on the left part of the hypothesis network which is redrawn in figure 22(a) , however the computation process for the complete network follows identical steps. As shown in figure 22(a) , there is a loop between the hypothesis nodes h 0 , h 2 , h 3 , and h 8 . Let us assume that E represents a set of evidences {e 1 , e 2 , …, e n } applicable to the hypotheses in this network. From the law of total probability, the belief in any hypothesis, h i , in the network can be calculated from:
Bel(h i ) = P(h i |E)=P(h i |E,h 0 )P(h 0 |E) + P(h i |E,¬h 0 )P(E|¬h 0 ) , which is equivalent to:
Bel(h i ) = BEL(h i |h 0 )P(h 0 |E) + BEL(h i |¬h 0 )P(¬h 0 |E) (15) Equation ( , are computed through a message propagation mechanism similar to the one described earlier.
In the above discussion, we used h 0 as the cutset node to block cycling of the messages in the loop for our example, however, the same technique can also be applied with h 2 or h 3 instead of h 0 .
In the belief propagation process, since change in the belief of any one of the neighbors of h 0 does not affect its belief and thus the π and λ messages supplied to other neighbors, it is as though each neighbor of the cutset node has its own private copy of the node with which it interacts. Figure 22(b) demonstrates the situation graphically, which holds in general for the cutset nodes and their neighbors.
Fusion of the topologic and geometric evidences when the developed belief network contains loops can be summarized into three combined steps of initializing the network, propagating the geometric evidences, and integrating the resulting beliefs. These hybrid steps with examples and experimental results are discussed in the following.
Network initialization
There are a number of major differences in the initialization process here in combining topologic and geometric information. The initialization tasks to be achieved are (i) to select the cutset hypotheses h c 1 , h c 2 , ..., h c m to block the loops, (ii) to calculate the prior beliefs for the non-root hypotheses, and (iii) to compute the joint probability for the cutset hypotheses. , to which for simplicity we refer as P(c 1 , c 2 , ..,c m ), cannot be directly obtained. Therefore, it is computed using the chaining conditional probability method suggested by cooper [3] : P(c 1 , c 2 , ..,c m )=P(c 1 )P(c 2 |c 1 )P (c 3 |c 1 ,c 2 ) ,...,P(c m |c 1 . . .c m-1 )
In order to compute the joint probability using equation (17) , the cutset hypotheses are instantiated in the network in a sequential order such that computing the prior probability of c i does not require an instantiated value for c i+1 , ..., c m , that is none of the hypotheses whose value is among this latter group is a predecessor of h c i . Subsequently, the prior belief of the root nodes can be propagated through the network (using the link matrices) to recursively obtain P(c 1 Figure 23 shows the propagation of beliefs for initialization in our example network in which h 0 is the only cutset hypothesis.
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Accumulation and Propagation of Geometric Evidences
One of the differences here in fusion of topologic and geometric evidences is that a new set of weighting factors are computed with every new evidence. The set of weighting factors are calculated using eq. (16), and we described how the first joint probability term is obtained in the initialization section.
For every new evidence e k , the second term P(E|h (19) which will then be used to compute the new set of weight factors.
The effect of each topologic and geometric evidence is propagated in the constructed belief network employing a similar technique as for the singly connected networks to obtain P(h i | E, h c 1 =c 1 , h c 2 =c 2 ,...h c m =c m ). After the new weight factors are computed, each new evidence node posts a λ e message to its parent hypothesis node. This new message starts a new propagation chain which for every hypothesis node in the network consists of three tasks of (i) updating its own belief, (ii) propagating the new belief bottom up to its parent hypotheses, and (iii) propagating the new belief top down to its other children hypotheses.
In updating its belief, when a hypothesis node receives a new message λ Y (x) from one of its children, or a new message π x (u) from one of its parents, it uses them to compute the combined λ(x), which it will in turn use to compute its new belief using BEL(x)= απ(x)λ(x) (where α is a normalizing constant computed from ∑BEL(x) = 1). In propagating the belief bottom up, every hypothesis node with a new updated belief computes and sends new messages λ X (u i ) to each of its parents U i using:
Finally, in propagating the belief top down, every hypothesis node with a new updated belief computes and sends new messages π Yj (x) to each of its children Y i using:
This method can propagate the evidences and update the belief in the hypotheses, because the pathways containing loops are blocked by the cutset hypotheses whose outcomes and whose beliefs are known. As described before, the belief in the cutset hypotheses does not change during the propagation process. Figure 24 shows our example network with one evidence (E = {e 1 }) attached to hypothesis h 5 . Figure 24(a) shows the propagation of the messages to the evidence node e 1 and the determination of the weight factors, BEL(h 0 ) = P(h 0 |E) and BEL(¬h 0 ) = P(¬h 0 |E). Figure 24(b) shows the activation of evidence e 1 and the propagation of its impact through the hypothesis network. h2 h3 Figure 24 . The network is disconnected if node h0 is chosen as cutset node.
Integrating Conditioned Beliefs
The previous sections described how to compute the marginal posterior probabilities P(h i | E, h c 1 =c 1 , h c 2 =c 2 ,...h c m =c m ) which describe the belief in each hypothesis based on an assumed set of outcomes for the cutset hypotheses h c 1 , h c 2 , ..., h c m . In order to compute the total belief in each hypothesis, each node's posterior probability under an assumed set of outcomes is weighted by its corresponding weighting factor, and the sum of the weighted posterior probabilities for that node determines the total conditional probability given all evidences:
BEL(h i ) = P(h i | E) = ∑(over 
Example and Experimental Results
In order to demonstrate an application of the above methods, we will again consider the example network of figure 19 which corresponds to the object with the complex depression shown in figure 11 .
There are 27 potential virtual links for this example object. The belief network in figure 19 , which has been constructed after pruning the hierarchical hypothesis space, has 32 hypotheses and it is multiconnected because it contains a loop. The previously discussed approaches could produce a solution for this object only if the original network is approximated with a singly connected network, however the above described conditioning approach to block certain broadcast pathways can be exploited to directly fuse and propagate the topologic and geometric evidences for this object without the need for approximating the network. feature-based evidences. An advantage of this approach is that all of these evidences can be directly applied to the hypothesis nodes which they directly bear upon (instead of impacting a related hypothesis) because the topology of the belief network is not modified by an approximation. The root hypothesis h 0 is used as the only necessary cutset hypothesis to break the present loop. As shown by the combined posterior probabilities in figure 25 , hypotheses h 5 , h 6 , and h 7 are the most probable hypotheses. These hypotheses correspond to the virtual links f 1 f 8 , f 3 f 5 , and f 4 f 7 . Hence the aggregation of the topologic and geometric evidences indicate that these three virtual links should be augmented to the cavity graph previously shown in fig. 11 (b) in order to identify and extract the instances of the form features. Interesting observations can be made in comparing the experimental results obtained from the different described techniques in handling identical objects. Considering the example object of figure   11 , we notice that nonhierarchical bayesian approach can not identify the three necessary virtual links for correctly identifying and extracting the involved form features. This approach identifies 5 links including two incorrect links (f 6 f 9 and f 6 f 10 ) as equally most likely. The method based on hierarchical singly connected Bayesian networks can identify the three necessary links, but since it approximates the original network, it does not accurately provide the comparative likeliness between the virtual links.
Hypothesis
Hence, it does not distinguish between the correct virtual links and the competing candidates as well if the constructed belief network contains loops. Given the same set of generic topologic and geometric evidences, and a given object, the multi-connected approach can potentially provide most distinguishing results if the belief network contains loops. In comparing the combined posterior probabilities in figures 25 and 21, we can firstly see that the comparative differential between the lowest ranked necessary candidate (h 7 ) and highest ranked incorrect candidate (h 8 ) using the multiconnected approach is 0.12, while this differential is 0.06 using the approximation. Secondly, we can see that the posterior probabilities of the correct candidates are closer together in figure 25 (all around 0.94) than those in figure 21 . As discussed before, the most probable virtual links can be augmented to the cavity graph one at a time, or using a clustering technique a group at a time. The cavity graph is then partitioned and the recognized features are verified, or the approach is repeated until the correct features are identified. The above mentioned aspects regarding comparative differentials and proximity of combined posterior probabilities could make one approach more suitable for a clustering technique.
CONCLUDING REMARKS
A Bayesian-based algorithm for feature extraction in a wide range of parts has been described this paper. Built on the Cavity Graph developed by Marefat for depression representation, the algorithm includes hypothesis generation, hypothesis space pruning, evidence generation and bayesian-based belief propagation and updating. The contribution of this algorithm is its capability of automatically and accurately determining the missing virtual links resulting from feature interaction in a part and subsequently adding the determined virtual links back to the original cavity graph for identifying and extracting the interacting features.
Another contribution of this research is the development an elegant mechanism for evidential propagation and belief updating in a strict hierarchical hypothesis space. The main advantage of the belief propagation mechanism is its simplicity and transparency of inferences. While simplicity means that all we are required do is to estimate only one type of numerical parameter, the likelihood , and the remaining work is done through local computations, the transparency is explained by the fact that each intermediate step can be given intuitively meaningful interpretation. We believe this work will have utility for geometric reasoning and manufacturing automation.
Although the proposed algorithm can successfully extract the feature content of many parts, much work still needs to be done to further improve this algorithm so that it can analyze more complex parts with higher accuracy and faster speed.
