Abstract-In this paper, we propose an improvement of the attack on the Rank Syndrome Decoding (RSD) problem found in [1] , usually the best attack considered for evaluating the security of rank metric based cryptosystems. For H a full-rank (n−k)×n matrix over Fqm and e ∈ F n q m of small norm r, the RSD problem consists in recovering e from s = He T . In our case, the norm of a vector over Fqm is defined by the dimension of the Fq-subspace generated by its coordinates. This problem is very similar to the Syndrome Decoding problem in the Hamming metric (only the metric and the field of the coefficients are different) and the security of several cryptosystems relies on its hardness, like
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I. INTRODUCTION
The hardness of the problem of decoding a linear code makes its use very attractive for post-quantum cryptography. Indeed it has been proven to be NP-complete for the Hamming metric [6] . One of the first cryptosystems partly based on this problem is the McEliece cryptosystem, whose instances using the family of Goppa codes or the family of MDPC codes still remain unbroken today. One of the main drawbacks of these cryptosystems are the relatively large public key sizes. A solution to decrease their size is to change the metric used for the code.
The rank metric F q m -linear codes has been introduced in [7] and their first use for the cryptosystem of McEliece was in 1991 [8] . This cryptosystem used the family of Gabidulin codes and a structural attack has been found by Overbeck in [9] . However another family, the Low Rank Parity Check (LRPC) codes, was proposed for the McEliece cryptosystem in [2] . These codes are similar to the MDPC codes in the Hamming metric [10] or the NTRU cryptosystem in the Euclidean metric [11] and have a poor algebraic structure, which ensures a good resilience against structural attacks.
Since the security of the McEliece cryptosystem relies directly on the hardness of decoding a random linear code, it is very important to evaluate the complexity of generic algorithms to solve it. One of the first algorithms [5] has a complexity of O (wm) 3 q (w−1)(k+1)+2 for an error of weight w in a code of length n and of dimension k over the field F q m . As we can see, this complexity does not take into account the length of the code. The GRS algorithm [1] gives a complexity of
in the case n m and this article introduces another algorithm based on the qpolynomials of complexity O (wm) 3 q r w (k+1)(w+1)−n−1 w
. In this paper, we improve the complexity of the GRS algorithm and we obtain a complexity of
II. BACKGROUND ON THE RANK METRIC

A. Definitions
Let us begin with the definitions of matrix codes and rank metric.
Definition II.1 (Linear matrix codes). A linear matrix code C of length m × n and dimension K over F q is a subspace of dimension K of M m×n (F q ). We say C is an [m × n, K] q linear matrix code, or simply an [m × n, K] code if there is no ambiguity.
We define the rank metric over matrix codes as such:
• the distance between two words A and B is d R (A, B) def = Rank(A − B).
• the weight of a word A is
An important family of matrix code are the F q m -linear codes.
Definition II.2 (F q m -linear codes). An F q m -linear code C of length n and dimension k is a subspace of dimension k of F n q m . We say C is an [n, k] q m linear code, or simply an [n, k] code if there is no ambiguity.
A natural way to define the rank metric over F q m -linear codes is to consider the matrix associated to a word of F n q m . Definition II.3 (Associated matrix). Let x = (x 1 , . . . , x n ) ∈ F n q m and β = (β 1 , . . . , β m ) a basis of F q m over F q .
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978-1-5386-4780-6/18/$31.00©2018 IEEE x can be represented by an m × n matrix M x such that its i th column represents the coordinates of x i in the basis β. It is an [m × n, km] q matrix code.
An [n, k] q m linear code C can be represented by a generator matrix G ∈ F k×n q m where each row g i of G is an element of a basis of C or by a parity-check matrix
In the first case, C is viewed as the image of a morphism and in the second case as the kernel of a morphism. If G (respectively H) is of the form (I k |A) (respectively (B|I n−k )), we say that it is under systematic form.
The advantage of F q m -linear codes with respect to matrix codes of the same parameters is that they have a much more compact representation. Indeed, under their systematic form, an [n, k] q m F q m -linear can be represented by (n − k)k coefficients in F q m which is (n − k)km coefficients in F q whereas an [m × n, km] q matrix code can be represented by
Definition II.5 (Support of a word). Let x ∈ F n q m . The support of x is the F q -subspace of F q m generated by the coordinates of x. It is denoted Supp(x).
The rank weight of a word is equal to the dimension of its support.
The number of supports of dimension w in F q m is denoted by the Gaussian coefficient m w q and is equal to:
In practice Gaussian coefficients are approximated by q w(m−w) . In the case of matrix codes, we can consider the subspace of F m q generated by the columns of the matrix, called the columns support, or the subspace of F n q generated by its rows, called the rows support.
B. Hard problem in rank metric
Rank-based cryptography relies on difficult problems in rank metric. These problems are the same as in the Hamming metric, but with the rank metric replacing the Hamming metric. In this subsection, we only consider F q m -linear codes but all the problems are defined exactly the same way for linear matrix codes.
The first one corresponds to the syndrome decoding problem.
Definition II.6 (Rank Syndrome Decoding (RSD) problem). Let H be the parity-check matrix of an [n, k] code, s ∈ F n−k q m and w an integer. The RSD problem consists in finding e ∈ F n q m such that:
The second problem is the search for small-weight codewords.
Definition II.7 (Small-weight codeword problem). Let C be an [n, k] code and w an integer. The problem consists in finding a codeword c ∈ C such that |c| R = w.
Remark: If H is a parity-check matrix of C, the smallweight codeword problem corresponds to an instance of the RSD problem with s = 0.
III. DESCRIPTION OF THE ATTACKS ON THE RSD PROBLEM
Our algorithm is an improvement of the GRS algorithm [1] . We first recall the description of this algorithm in the first subsection then we present our improvement in the second one.
A. The GRS algorithm
The general idea to solve the RSD problem is to find a subspace F such that Supp(e) ⊂ F . Then we can express the coordinates of x in a basis of F and solve the linear system given by the parity-check equations. There are two possible cases we will describe more precisely.
• first case: n m.
Let F be a subspace of F q m of dimension r w and (F 1 , . . . , F r ) a basis of F . Let us assume that Supp(e) ⊂ F .
This gives us nr unknowns over F q . We can now rewrite the parity-check equations in these unknowns:
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Now, we need to embed these n − k equations over F q m into (n − k)m equations over F q . Let ϕ i the i th canonical projection from F q m on F q :
We have:
Since we assume Supp(e) ⊂ F , this system has at least one solution. We want more equations than unknowns in order to have only one solution with overwhelming probability. So we have the condition:
If the system has a solution, we check if its rank is equal to w. Otherwise, we choose another F and restart at the beginning. The average complexity of the algorithm is O
where p is the probability that Supp(e) ⊂ F . The probability p is equal to the number of subspaces of dimension w in a subspace of dimension r divided by the number of subspaces of dimension w in F q m . we obtain a complexity of
• second case: m > n. In this case we consider the matrix code associated to the F q m -linear code. Instead of searching for a subspace which contains the columns support of the matrix of the error, we search for a subspace F of F n q which contains the rows support of the error. The rest of the algorithm is the same, the only differences are:
-the number of unknowns is mr, which implies r n − k.
-probability to choose F correctly is
Thus, the complexity in this case is
This algorithm does not use the F q m -linearity of the code. To exploit this structure, the main idea is to consider the code C = C + F q m e, where C is the code with parity-check matrix H. To obtain C , first we compute a solution x of the equation He T = s T of unknown e without constraint on the weight of x. Then the code C is generated by a generator matrix of C and x. By F q m -linearity, C contains the error e.
The problem is reduced to the search for a codeword of weight w in C . If e is the only solution of the system (1), then the only codewords of C of weight w are of the form αe, α ∈ F * q m . These codewords are solutions of the system
where H is a parity-check matrix of C . Thus, instead of looking for the support E of e, we can look for any multiple αE of the support. In [1] , the authors specialize one element of the support by searching for small weight codeword c such that 1 ∈ Supp(c) = E (but one can choose any non zero element of F * q m ). One can use this information to improve the probability that F ⊃ Supp(c) by choosing F such that 1 ∈ F . Let ϕ be the projection from the F q -subspaces of F q m which contains 1 to the subspaces of the quotient-space F q m /F q such that ϕ(V ) = V /F q . We have dim ϕ(F ) = dim F − 1 and dim ϕ(E) = dim E − 1.
Moreover, E ⊂ F if and only if ϕ(E) ⊂ ϕ(F ).
Thus, the probability is equal to
We use the same techniques as before to obtain the system
We take r = m(n−k−1) n = m − m(k+1) n in order to have more equations than unknowns. If F ⊃ E, then the kernel of system 6 is of positive dimension and we can compute a non-zero vector e solution of H e T = 0. Then if it is of rank w, we solve the equation He T = αHe T = αs T of unknown α to recover e. Finally, we get an average complexity of
. In the case m > n, we cannot use the attack of Ourivski and Johansson to obtain an average complexity of O (n − k) 3 m 3 q (w−1)(k+1) [5] .
B. Improvement of this algorithm
The idea of our improvement is still to search for a codeword of weight w in the code C . However, instead of choosing F such that 1 ∈ F , we choose a random F . If it contains a multiple αE of E, then we can compute the codeword αe of C as before. The probability that F ⊃ αE depends on the number of different subspaces of the form αE, α ∈ F * q m . Proposition III.1. Let E be an F q -subspace of F q m of dimension w. There are at most q m −1 q−1 subspaces of the form αE, α ∈ F * q m , with equality if w and m are coprime.
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Proof. Let S be the cardinality of the set of the subspaces of this form. Let α and β ∈ F q m such that αβ −1 ∈ F * q . By linearity, it is obvious that αE = βE, hence S q m −1 q−1 . To prove the equality, let α ∈ F * q m be such that E = αE. By induction, we have
n contains a subspace of the form αE, α ∈ F * q m can be approximated by S. Prob(F ⊃ E). This approximation is correct if
Notice that the bound
q−1 on S is an upper bound, the previous discussion shows that in practice the value of S can be approximated by this bound, which is used for evaluating the complexity of the attack. Now a value of S lower than the bound may permit to improve a little bit the attack but is unlikely to happen. This leads us to the following theorem:
and w an integer. Our algorithm solves the RSD problem II.6 with an average complexity of
An implementation of the attack showed experimental values very close to the theoretic ones, which confirms our approximation. In the case m n, our algorithm is always better than [1] . The gain in the exponent is equal to m − (k+1)m n = m − mR ≈ m(1 − R ) where R is the rate of C . In the case m > n our algorithm may also be faster for some parameters.
C. Limitations to further improvements
The GRS algorithm can be seen as the equivalent in the rank metric of the dual version of the Prange algorithm for the Syndrome Decoding problem in the Hamming metric [12] , which can be defined this way: Definition III.3 (Syndrome Decoding problem). Given a matrix H ∈ F (n−k)×n 2 , a syndrome s ∈ F n−k 2 and an integer w, the goal is to find a vector e ∈ F n 2 such that He T = s T and |e| = w where |e| is the number of non-zero coordinates if e.
The Prange algorithm tries and guesses a set of n − k columns of the parity-check matrix H which contains the w positions of the error (ie the Hamming support of the error) then inverts this submatrix to compute the error. The workfactor of this algorithm is equal to the inverse of the probability that the n − k columns contain the support of the error. This probability is equal to n − k w n w and this formula is very similar to the formula given in Section III-A. A natural idea to improve the algorithm would be to imitate the ideas used in the Hamming metric [13] . Basically, these ideas are based on the birthday paradox and and crucially use the fact the Hamming weight of the concatenation of two vectors is equal to the sum of the weight of the vectors. This property allows to split an error of weight w into two smaller errors of weight w 2 in average. However, this technique does not work at all in the rank metric. Indeed let e be a vector of F 2n q m of rank weight r. Let e 1 ∈ F n q m and e 2 ∈ F n q m such that e = (e 1 |e 2 ). If r n, with an overwhelming probability, we have |e 1 | R = |e 2 | R = r. We do not obtain vectors of smaller weight, so the improvement brought to the Prange algorithm in the Hamming metric do not apply to the GRS algorithm.
Another idea would be to split the support instead of the error vector. This idea is used in the Lee-Brickell algorithm [14] and dos not depend on the birthday paradox. In the Hamming metric, if (A, B) is a partition of {1..n}, we have (A ∩ Supp(e)) ∪ (B ∩ Supp(e)) = Supp(e). However in the rank metric, if U and V are two subspaces such that F q m = U ⊕ V , we only have (U ∩ Supp(e)) + (V ∩ Supp(e)) ⊂ E and the inclusion is strict with a very high probability. Hence we cannot apply this idea to the rank metric.
This subsection shows the inherent difficulties to adapt straightforwardly the ideas to improve the generic decoding from the Hamming metric to the rank metric. Thus we probably need different new ideas in order to improve our algorithm.
IV. EXAMPLES OF BROKEN PARAMETERS
In this section, we present two public key encryption cryptosystems: the Loidreau cryptosystem [3] (based on Gabidulin codes masked by an LRPC matrix) and the LRPC cryptosystem [2] . Some of their parameters are broken by our attack. They are both based on the McEliece cryptosystem. To encrypt a message m, one computes the cipher text c = mG pub + e where G pub is the public generator matrix of the masked code and e is an error of weight w. To decrypt, the receiver removes the mask and decodes the error.
Under the assumption that the masked code is indistinguishable from a random code, an attacker has to solve an instance of the RSD problem of weight w to recover the message.
The following tables give some parameters which are broken by our attack:
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• Parameters from Loidreau's cryptosystem [3] For all these cryptosystems our attack improves on the best attack on which their security is based, the gain is a little less than m(1 − R) since the authors probably took a security margin on their parameters, but our attack still permits to break these parameters. Notice that the margin for some parameters is too large for that our attack breaks the claimed security.
Our attack also breaks the parameters of the IBE in [4] but they have been updated in the eprint version of the paper.
In the process of the standardization of postquantum cryptosystems engaged by the NIST, the cryptosystems LAKE, LOCKER, Ouroboros-R, RankSign and RQC are based on rank metric codes and take account on this attack for the choice of their security parameters. See https://csrc.nist.gov/Projects/Post-QuantumCryptography/Round-1-Submissions for the documentation on these submissions.
