Detecting the points of network congestion is an intriguing research problem, because this information can benefit both regular network users and Internet Service Providers. This is also a highly challenging problem, because the Internet is designed to provide only end-to-end services, and its internals are in principal invisible to end users. Current techniques used to detect bottleneck positions have problems such as high probing overhead and low measurement accuracy. In this paper, we propose using Recursive Packet Trains (RPT) to detect the network congestion position. RPT combines two types of probing packets -measurement packets and load packets -in a single probing packet train. The idea is to let load packets generate a packet queue on the router, and to use the measurement packets at the beginning and the end of the train to measure the packet train length. By detecting the changes in the packet train length, we can derive the congestion points of the network path. RPT has the advantages that it only needs single-end control and that it has relatively low overhead. In this paper, we present the algorithm and evaluate it using both testbed experiments and Internet experiments.
Introduction
In this paper, the congestion position is defined as a network link or router that determines or significantly affects the data transmission throughput along a network path. Knowing the congestion positions is extremely useful for both the end users and the Internet Service Providers (ISPs). The end users can use it to estimate the performance of an ISP, while an ISP can use it to quickly locate the position of network problems.
Measuring network performance such as the end-to-end available bandwidth has been an active research area. However the proposed techniques fall short in at least two ways. First, they focus on end-to-end performance, while providing no location information for the performance bottleneck. Typical examples include the work on available bandwidth measurements [10, 8, 12, 15, 17] . Second, for tools that do measure the hop-by-hop performance, the measurement overhead is often very high. This category includes Pathchar [9] and BFind [5] .
We regard two properties as important for a network congestion point detection tool: singleend control and low overhead. In this paper, we propose using Recursive Packet Trains (RPT) to achieve these two goals. The key idea is to combine measurement packets and load packets in a single probing packet train. RPT relies on the fact that congestion builds up as load packets queue on the router interface, thus changing the packet train length on the link. By measuring this change using the measurement packets, the position of the congestion can be derived.
In this paper, load packets emulate the behavior of regular data packets. That is because during their transmission, they interleave with the background traffic, which enables us to capture the network properties that we want. Measurement packets are small probing packets, similar to those used by standard network tools like ping, traceroute, etc. The measurement packets are used when we do not require any interaction between the probing packets and the background traffic packets. This paper has two parts: the algorithm description and the performance evaluation. In Section 3, we describe the idea of Recursive Packet Trains, and present a preliminary algorithm to detect the congestion position. The rest of the paper is devoted to the performance evaluation, which includes both Emulab testbed experiments (Section 4) and Internet experiments (Section 5). We start with a discussion of related work.
Related Work
The most widely used active probing tools are ping and traceroute. Ping uses an ICMP echo packet to measure the round-trip time (RTT) to a specific destination. Traceroute sets the TTL in the IP header to trigger responses from the routers along the network path, thus collecting the hostname and RTT of the routers. However, the only performance information provided by these tools is RTT, which is not directly related to congestion.
Bandwidth estimation techniques, specifically available bandwidth estimation algorithms [10, 8, 12, 15, 17] , measure network throughput, which is more closely related to congestion. However, they provide no location information for the congestion point. Also, all these tools, except cprobe, need the cooperation of the destination. That makes them very hard to deploy.
Packet loss rate is another metric that is related to user traffic performance, especially the performance of TCP traffic [13] . Besides tools that can directly measure the network path loss rate 1 such as Sting [16] , there has been a tool Tulip [11] that can accurately pin point the packet loss position.
The tool is most closely related to RPT are BFind [5] and pathchar [9] . BFind adds a steady UDP flow to the network path, and gradually increases its throughput. At the same time, traceroute is used to monitor the RTT changes from all the routers on the path. When the UDP flow throughput approaches the available bandwidth along the path, the RTT from the source to the bottleneck router is expected to change more significantly than that to non-bottleneck routers. One of the problems of BFind is that the UDP flow generates a heavy measurement overhead, which is undesirable for a general purpose probing tool.
Pathchar [9] was designed earlier. It is used to estimate the capacity of each link on a network path. The main idea is to measure the data transmission time on each link. This is done by taking the difference between the RTTs from the source to two adjacent routers. To filter out measurement noises due to factors such as queueing delay, pathchar needs to send out a large number of probing packets, picking out the smallest RTT values for the final calculation. As a result, pathchar also has a large probing overhead.
The Probing Algorithm
The key intuition that motivates this algorithm is: when a probing packet train passes through the routers along a network path, its total length changes with the change of the available bandwidth on each link. The change due to two reasons: the packet transmission time is different on links with different capacities, and the interaction with background traffic packets can increase or decrease the total packet train length. We expect the largest change to happen at the congestion points. To implement this idea, we need a probing technique that can measure the train length on each link, which is done by a novel packet train design -Recursive Packet Train (RPT), and an algorithm that can extract the exact congestion positions. In this section, we first describe the structure of the RPT, we then present the algorithm used to detect the congest positions, and finally we discuss the properties of the RPT technique. 
Recursive Packet Train
An example of a Recursive Packet Train is shown in Figure 1 . In this figure, every box is a UDP packet, the numbers in the boxes are the TTL values. The whole probing packet train is composed of two types of packets -measurement packets, and load packets:
1. Measurement packets are standard traceroute packets, i.e., they are 40 bytes UDP packets, with properly filled-in payload fields. There are 20 measurement packets, at either end of the packet train. The TTL value of each measurement packet is linearly incremented from the head/tail packet, and the head/tail packet has TTL value 1. The train in Figure 1 can only measure a network path with no more than 20 hops, because it has only 20 measurement packets on both ends, but we can easily add more measurement packets for a longer path.
2. Load packets are used to generate a packet train with a measurable length along the network path. The load packets should be large packets. The exact size is configurable in our implementation. In the following experiments, we set it to 500 bytes.
The number of packets in the packet train determines the amount of background traffic that it can interact with. As a result, this number should be fairly large. In our experiment, we set it empirically in the range of 60 to 100. Automatically configuring the number of probing packets is future work.
RPT works as follows. The user sends out all the packets back-to-back. When they arrive at the first router, the first and the last packet will expire and be dropped because their TTL values are 1, resulting in two ICMP packets being generated [14] . The other packets in the train are forwarded to the next router, with their TTL decremented by 1. Since the TTL values in a RPT are set recursively, the above process is repeated on each subsequent router. This method of probing is called Recursive Probing.
The key to the probing procedure is as follows: the time gap between the two ICMP packets from each router is a close approximation of the time length of the packet train on the incoming link of that router. This is because: (1) each router only drops the head and the tail measurement packets, and (2) the measurement packet size is much smaller than the total size of the train, i.e., the change of packet train length due to the dropping of the measurement packets can be neglected. In the following, we refer to the interval between two ICMP packets from the same router as the gap value.
The Detection Algorithm
RPT provides a way to get the probing packet train length on each network link along the path, i.e., a sequence of gap values. With these gap values, it is possible to find out the exact congestion position -we expect the train length to change significantly at the congestion point. We now present an algorithm that can detect the congestion position from a sequence of gap values. Figure 2 shows the pesudo-code for the detection algorithm. Intuitively, the algorithm searches for the positions where the gap value has a significant change. To do this, we classify the gap value changes into two categories: switch points, and stage points. A switch point is defined as a change that lasts for at least two hops; while a stage point is just a change for a single hop, whose gap value may or may not be the same in the next hop. Figure 3 (a) illustrates this difference.
The reason for making this distinction is to filter out gap value changes due to non-congestion factors. As will be discussed in the next section, there are two major non-congestion factorsthe time used by routers to generate ICMP packets and reverse path queueing. To distill the real congestion induced changes, we rely on the observation that congestion induced gap values will compare with the previous 4 ×Ø record, if a hop is labelled for less than 4 times, it will not be included in the comparison in the next step; /* output */ compare ×Û Ø with ×Ø , output the 3 hops with the largest change; Figure 2 : The Congestion Detection Algorithm typically be maintained by subsequent routers. Therefore, the gap value sequence is expected to have a square wave shape. Otherwise, the gap change due to non-congestion reasons is more likely to be inconsistent. So if we detect a square wave in the sequence of gap values, as defined by the switch point, we have a higher confidence that it is caused by congestion.
To search for the switch point, we use a simple brute-force algorithm. By default, we search for For the stage point, since it is for only one hop, it is very hard to use the probing result of a single RPT to determine whether it is congestion induced. Instead, we compare multiple consecutive probing results to decide whether a stage point on a particular hop occurs consistently. For this reason, we need to maintain a stage point history. In our algorithm, we compare 5 probings. If a stage point at a hop occurs at least 4 times, we label it as congestion induced.
So far, we did not consider measurement noise, which is unavoidable in probing. Here, we list two of the important techniques that deal with noise and packet loss:
1. We need two ICMP packets from each router to compute the gap value. If at least one of them is lost, we will have a 0 gap value. If over half of the gap values are 0, we discard the whole sequence.
2. We need to modify the hill/valley point (Figure 3(b) ). A hill point is defined as a point Ô ¾ in a triple-point group: Ô ½ Ô ¾ Ô ¿ , with gap values satisfying ¾ ½ ¾ ¾ ¿ . A valley point is defined similarly, except the condition is changed to ½ ¾ ¾ ¿ . Intuitively, a hill/valley point is a burst in a time series measurement. But in the RPT probing, this type of burst is not expected, since the gap value on one router tends to be maintained or increased by the next router. For this reason, we regard a burst as an indication of measurement noise. In our algorithm, we replace ¾ with the closer gap value of its two neighbors.
Properties of RPT
From the above discussion, we can see that the main properties of RPT include:
1. Time consistent measurements. As described above, the gap values from different routers are triggered by the same RPT, and the measurement times are very close. That allows us to directly compare the measurements from adjacent routers. This property also enables us to catch all the congestion points along the path that change the packet train length. That is, RPT is potentially capable of detecting multiple congestion points. Note that RPT is biased to early congestion points, because a congestion point in an early part of the path can hide a later congestion with similar properties.
2. Single-end control. RPT does not need the cooperation of the destination, and can thus be easily used by a regular network user.
3. Low overhead. For the case in Figure 1 , one probing only needs 100 packets. For better measurement accuracy, we may need multiple RPTs to do the probing. Even so, this is an extremely light-weight probing technique, comparing with pathchar and BFind,
In terms of the measurement accuracy, the following factors need to be considered:
1. ICMP packet generation time. A router needs time to generate the ICMP response packets. That time is different for different routers, and possibly for different packets on the same router. As a result, the measured gap value for a router will not exactly equal the packet train length when passing that router. Fortunately, measurements in [7] and [6] show that the ICMP packet generation time is pretty small; in most cases it is between 200us and 500us. So if the packet train length is much larger than 500us, it is reasonable to neglect this generation time. Since most Internet paths have a bottleneck link with a capacity of less than 100Mbps, and we use 100 load packets for the Internet experiment, the corresponding packet train length is larger than 4ms, which we regard as large enough to ignore the ICMP packet generation time.
2. Queueing delay on the reverse path. When the ICMP packets are sent back to the sender, they can experience queueing delay due to reverse path traffic. Since this delay can be different for different packets, it is a source of measurement error. We are not aware of any related work that has measured this value. In our algorithm, we try to reduce the impact of this factor by filtering out the measurement outliers.
RPT also has some structural limitations:
1. We find that network firewalls often only let through 40 bytes UDP packets that strictly conform to the traceroute packet format (with properly filled-in payload fields), and drop any other UDP probing packets, such as the load packets in a RPT. So if the sender is behind such a firewall, RPT will not work. Similarly, if the destination is behind a firewall, the measurements for those hops behind the firewall can not be obtained by RPT.
2. Even if there is no firewall on the destination side, RPT may not be able to measure the packet train length on the last link, because the ICMP packets sent by the destination host can not be used. Theoretically, the destination is supposed to generate an ICMP destination port unreachable message for each packet in the packet train. But due to ICMP rate limiting, the destination network system will typically only generate ICMP packets for some of the probing packets, which often does not include the tail packet. Even if an ICMP packet is generated for both the head and the tail packet, the accumulated ICMP generation time for the whole packet train makes the returned interval worthless.
Testbed Validation
We use both the Emulab testbed and Internet paths to evaluate RPT. The Emulab testbed provides a fully controlled environment to study different aspects of the technique, while Internet experiments are necessary for studying RPT's performance with real background traffic. In this section, we focus on the Emulab testbed experiments. The Internet experiments are discussed in the next section.
With a fully controlled testbed, we can separate the factors that determine the final measurements, focusing on obtaining a preliminary understanding of the algorithm properties. In this section, we study the performance of RPT with (1) a single flow of background traffic, (2) multiflow background traffic, (3) queueing delay on the reverse path. In all three cases, the background traffic is generated using iperf [4] UDP flows. Figure 4: Testbed configuration. Hop 0 is the probing sender, hop 9 is the probing destination. Hop 1 -8 work as routers, the blank boxes are used as iperf sender/receiver to generate the traffic load.
The testbed is created using the Emulab [3] facilities. Figure 4 shows the testbed configuration. Because the physical Emulab link capacity is 100Mbps, we set the bottleneck link capacity as 30Mbps in this experiment, using the dummynet functionality provided by Emulab. The link delays are roughly set based on a traceroute measurement from a CMU host to yahoo.com. Note that all the hosts on the testbed are PCs, not routers, so some properties such as the ICMP generation time are not exactly the same as those of a real router. As the result, the following testbed experimental results ignore some of the router related factors.
Single-Flow Background Traffic
In this section, we focus on two factors that determine the degree of a congestion: the link capacity, and the traffic load.
In Figure 5 , we add no background traffic, and the congestion point is purely determined by the link capacity. We probe the path 10 times; the gap values on each hop are plotted in Figure 5 . We can see that the maximum gap changes appear at R3, whose input link is the bottleneck link. There are also small gap increases at the subsequent routers. One possible reason is time measurement error. Another reason is that the gaps in the packet train are not evenly distributed, so when the link capacity decreases, some of the small packet gaps can still increase, thus increasing the total packet train length. Figure 5 plots the base case of the probing results. In the following, we add different background traffic load on different links to study RPT's performance. Unless explicitly stated, the experiments are done using the following procedure. We gradually increase the iperf UDP traffic load, in increments of 10% of the link capacity. For each load, we probe the path 10 times, with 5 seconds sleeping time in between. Figure 6 shows the results when adding background traffic on the link between R3 and R4. The other links are still free of load. Here, we choose to present the measurement from 40% to 90% traffic load. We can see that, only when the available bandwidth on this link is less than 30Mbps (the 80% graph) does the congestion point change from R3 to R4, which correctly reflects the real bottleneck change. Figure 7 presents the measurement when adding background traffic on the link between R6 and R7, while keeping the other links free of load. Similarly, only when the available bandwidth on this link is less than 30Mbps (starts from the 50% point in the figure) does the congestion point change to R7, which is again the real bottleneck change.
Multi-Flow Background Traffic
In this section, we study how RPT works with multiple competing traffic flows. We focus on two scenarios. In the first scenario, we add two background flows in the same direction, but on different links. This is done as follows: we first add a 20Mbps flow from R4 to R8, then we gradually increase the traffic between R6 and R7, in 3Mbps increments. As in the previous experiments, we do 10 probings for each setting, for 9 settings in total. In the second scenario, we configure the two traffic flows in opposite directions: we first fix the load from R8 to R4 to 20Mbps, and then gradually increase the load from R6 to R7, in increments of 10% of the link capacity. Table 1 presents the experimental results. Since our probing algorithm uses the first 4 probings as the stage point history, we can obtain 6 final measurements, and each hop can be labelled at most 6 times. The numbers in the table are the number of times that a router is labelled as a congestion point.
For the first experiment, the real bottleneck is on Ê Ê , and the probing algorithm starts to identify it when the traffic load reaches 20% of the residual capacity, i.e. when the real available bandwidth is 24Mbps. The measurement misses the real congestion point at R7 for 3 times in the 10% case, due to the small difference in available bandwidth of 27Mbps on Ê Ê and 30Mbps on Ê¾ Ê¿ . These results exemplifies an important property of RPT: the measure- ment is biased to the congestion point in the early part of the path, i.e., a congestion point can hide a later point with a similar level of congestion. This is also why the tool misses the congestion point Ê Ê
in the second experiment when the load is 40% and 50% (corresponding to available bandwidths of 30Mbps and 25Mbps).
Queueing Delay on the Reverse Path
During the probing of RPT, when ICMP packets are sent back to the sender, they may experience queueing delay due to the traffic in the reverse direction, thus increasing measurement error. To understand this effect, we experiment with traffic on links Ê¿ Ê¾ and Ê Ê
. That is, we add traffic in the reverse direction on each of these links, and gradually increase the load, as we did in the experiment for Figure 6 .
The experimental results are listed in Table 2 . We can see that, R2 and R3 are always labelled as congestion points in all the probings, which means that the probing technique never misses the real congestion point. 
Internet Validation
This section evaluates the performance of RPT on Internet paths. For a complete evaluation on the Internet, we need to know the real available bandwidth on all the links of a network path. But that information is hard to obtain. The Abilene backbone [1] can partly solve this problem, cbw r1 r2 r3 r4 r5 r6 r7 r8 r1 r2 r3 r4 r5 r6 r7 r8 10% 0 since it publishes its backbone topology and the traffic load (5-minute SNMP statistics) [2] . For this reason, we did all our Internet experiments over Abilene paths. Because the tool needs root permission to send raw packets, we only did the experiment from two sources: a CMU machine and an Emulab host. The experiment is carried out as the follows. Based on Abilene's backbone topology, from each probing source node, we choose 22 probing destinations. For each of the 11 major routers on the Abilene backbone, we make sure that it is used by at least one probing path. From either probing source, we keep probing all the destinations, with 2 seconds sleeping time in between. For each destination, we obtained 33 sets of measurements from the CMU source, and over 200 sets of measurements from the Emulab source. Table 3 and Table 4 list the experimental results. For each probing destination, we list the total number of probing results that we collected (excluding the first 4 that are used as the stage point history), and the top 3 routers that are labelled as the congestion points. For each congestion point, we present the number of times it is labelled, and the corresponding percentage over all the probings, which is referred to as the detection rate.
The primary congestion point for CMU sourced paths is abilene-psc.abilene.ucaid.edu, corresponding to a link within Pittsburgh Supercomputing Center. The top congestion point for the Emulab sourced paths is 205.124.237.10. It is a router in the Utah Educational Network. In both cases, the detection rate is over 90%, which shows the stability of RPT.
The second congestion point in each path is also valuable, as indicated by the detection rate, which is often over 50%. We believe this is the second bottleneck on the path. For example, the path from both sources to www.ogig.net identified pos-6-3.core0.eug.oregon-gigapop.net as the second congestion point, both with a 70% detection rate. Using the MRTG data from Abilene (refer to Figure 8 ), we find that that router corresponds to an OC-3 link, which indeed has the smallest capacity for the partial path starting from PSC.
Conclusion and Future Work
In this paper, we proposed the idea of RPT, a tool that can be used to detect the congestion position of a network path. It has attractive properties such as single-end control and low overhead. We also report the design and evaluation of a preliminary algorithm that analyzes the probing results from RPT and identifies the congestion point of a network path. We use both Emulab testbed and Internet experiments to evaluate this algorithm. The preliminary results show that RPT is effective in detecting the position of network congestion.
We are currently working on improving the following aspects of the RPT technique presented in this paper:
1. Algorithm improvement. We need to improve the congestion point detection algorithm discussed in Section 3.2, to make it more complete.
