In this note we describe those additive mappings from a second symmetric product space to another, over a field of characteristic not 2 or 3, which preserve decomposable elements of the form λu · u where u is a vector and λ is a scalar. This leads to the corresponding result concerning additive mappings from one vector space of symmetric matrices to another which preserve rank less than or equal to one. We also discuss some consequences of this characterization theorem.
Introduction
Let F be a field and S n (F ) be the vector space of all n × n symmetric matrices over F . Let ρ be the rank function. Let k be a fixed positive integer. A mapping T not 2, Beasley and Loewy [1] proved that every linear rank-k preserver T on S n (F ) is of the form T (A) = QAQ t , A ∈ S n (F ), for some nonsingular matrix Q. The case when k is odd was obtained in [3, 8] . Recently Cao and Zhang [2] showed that if T is a surjective additive rank-one preserver on S n (F ), where char F / = 2 or 3, then there exist a nonsingular matrix Q, a nonzero scalar α and a field automorphism σ on F such that T (A) = αQA σ Q t for all A ∈ S n (F ). They also characterized additive mappings on S n (F ) sending the set of all nonsingular matrices onto itself.
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mapping T from S n (F ) to S m (F ) is called a rank-k nonincreasing mapping if ρ(T (A)) k whenever ρ(A) k.
Rank-one and rank-two nonincreasing linear mappings on S n (F ) have been studied in [3, 6, 9] . When F is an infinite field of characteristic not 2, Loewy [7] showed that if T is a rank-k nonincreasing linear mapping on S n (F ), then either T (A) = αQAQ t for all A ∈ S n (F ), where Q is an n × n matrix and α ∈ F ; or Im T consists of matrices of rank k. Loewy obtained the result by using the structure of rank-one nonincreasing linear mappings.
In this paper, we show that if T is a rank-one nonincreasing additive mapping from S n (F ) to S m (F ), where char F / = 2 or 3, then either Im T ⊆ B for some rank-one m × m symmetric matrix B or there exist an m × n matrix Q, a nonzero scalar α ∈ F and a nonzero field homomorphism σ on F such that T (A) = αQA σ Q t for all A ∈ S n (F ). We obtain this result by considering the corresponding mapping from one second symmetric product space to another.
Results
In the following sequel, U and V denote vector spaces over a field F with characteristic not equal to 2 or 3. Let P denote the prime subfield of F . Let U (2) denote the second symmetric product space over U with the decomposable elements denoted by x · y where x, y ∈ U . For each x ∈ U , let x 2 denote the decomposable element x · x. Let k be a fixed positive integer. A nonzero element in U (2) is said to have rank k if it is of the form k i=1 λ i u 2 i for some linearly independent vectors u 1 , . . . , u k in U and some nonzero scalars λ 1 , . . . , λ k . We write ρ(A) = k if A ∈ U (2) is of rank k and ρ(0) = 0. A mapping T from U (2) to V (2) is called a rank-k preserver if for any A ∈ U (2) , ρ(A) = k implies that ρ(T (A)) = k, and is said to be rank-k non-
If, in addition, σ is an automorphism, then f is said to be semilinear. A quasilinear mapping is called k-regular if it sends any k linearly independent vectors to k linearly independent vectors. If T : U (2) → V (2) is an additive mapping, and f : U → V is a σ -quasilinear mapping such that T (x · y) = f (x) · f (y) for any x, y ∈ U , then we write T = P 2 (f ) and T is called the second induced power of f .
For the following four lemmas T denotes a rank-one nonincreasing additive mapping from U (2) to V (2) . Lemma 2.1. Suppose that T (au 2 ) / = 0, a ∈ F and u ∈ U. Then there exists a scalar c ∈ F such that T (c 2 u 2 ) / = 0. Moreover, T (au 2 ) and T (c 2 u 2 ) are linearly dependent.
Proof. For any c ∈ F , it is clear that T (c 2 u 2 ) and T (au 2 ) are linearly dependent otherwise T ((a + c 2 )u 2 ) is of rank 2, a contradiction.
Since T is additive and
This completes the proof.
for some nonzero scalar λ ∈ F and some 2-regular quasilinear mapping f from W to V .
Proof. Since dim T (W (2) )
2, there exists two rank-one vectors c 1 u
for some nonzero scalars λ 1 , λ 2 ∈ F and linearly independent vectors y 1 , y 2 ∈ V . By Lemma 2.1, we may assume that c 1 = c 2 = 1. Clearly, u 1 and u 2 are linearly independent, otherwise,
is of rank 2, a contradiction. Note also that
is of rank 2, and hence, T (u 1 + u 2 ) 2 ∈ y 1 , y 2 (2) . This shows that
for some scalars a, b, c ∈ F . For any λ ∈ P , we see that
is of rank 1, and hence,
Since |P | 5, we have a = c = 0 and b 2 = λ 1 λ 2 , and hence,
We thus obtain that
Note that for any α ∈ F , we have
where σ 1 and σ 2 are additive mappings on F with
, where φ, φ 1 and φ 2 are additive mappings on F with φ(1) = 1 and
For any λ, δ ∈ P and x, y ∈ F , S(λxu 1 + δyu 2 ) 2 is of rank 1 implies that
Expanding the determinant for the coefficient of
for any λ, δ ∈ P and any x, y ∈ F . Putting x = 1 in (1), we get σ 2 (y 2 ) = φ(y) 2 for any y ∈ F . Put y = 1 in (1), we obtain σ 1 ( 2 and σ 1 , φ are both additive, it follows that
where f is the σ -quasilinear mapping such that f (u i ) = v i for i = 1, 2. It is easily seen that f is 2-regular.
Proof. Suppose the contrary. Then T ( x 1 , x 2 (2) ) spans a subspace of dimension 2, and hence by Lemma 2.2, T (x 2 1 ) and T (x 2 2 ) are linearly independent, a contradiction.
Lemma 2.4. Let X be a three-dimensional subspace of U with a basis {x
Proof. Let f (x i ) = w i , i = 1, 2, 3. For each fixed nonzero scalar α ∈ F , we let
In view of Lemmas 2.2 and 2.3, we see that ψ α (αx 2 · x 3 ) = cw 2 · w 3 . By using the same argument as in the proof of Lemma 3 in [6] and the fact that |P | 5, we get c = 1, and so, T (αx 2 (2) be a rank-one nonincreasing additive mapping, then either (2) = cP 2 (f ) for some nonzero scalar c ∈ F and some σ -quasilinear map-
Hence we may replace x by x ± u 1 if necessary. Thus, we may assume that ψ(x 2 ) / = 0. Choose u ∈ W , u depending on x, such that ψ(u 2 ) and ψ(x 2 ) are linearly independent. In view of Lemma 2.2,
for some τ -quasilinear mapping g and some nonzero scalar d ∈ F . For any nonzero scalar s ∈ F , we have
This shows that σ = τ and f (u) = ag(u) for some nonzero scalar a ∈ F . Hence d = a 2 and ψ(x 2 ) = dg(x) 2 = a 2 g(x) 2 . We define f (sx) = σ (s)ag(x), s ∈ F . We now extend f : U → V to be a σ -quasilinear mapping in a natural way. Then it is easily checked that ψ| u,x (2) = P 2 (f ). Now take a vector z ∈ W such that z, u are linearly independent. Since ψ| W (2) = P 2 (f ), by Lemma 2.4, we get ψ| x,z (2) 
Let x 1 and x 2 be two distinct elements in B\{u 1 , u 2 }. Clearly there exists z ∈ W such that f (x 1 ), f (z) as well as f (x 2 ), f (z) are linearly independent. In view of Lemmas 2.2 and 2.4, we obtain that ψ| x 1 ,x 2 (2) = P 2 (f ). This shows that
for any s ∈ F and any z 1 , z 2 ∈ B. Consequently, we have ψ = P 2 (f ). The proof is completed. 2 for some additive functional φ on U (2) and some v in V . 
Remark. (i) in Theorem 2.5 is equivalent to T (A) = φ(A)v
The following example shows that Theorem 2.5 is not true if char F = 3.
Example 2.7. Let F be a field of three elements. Let T : S n (F ) → S n (F ) be the following linear mapping
Then it is easily checked that T is rank-one nonincreasing and clearly Im T = E 11 , E 22 and hence is not a scalar multiple of any induced power.
Lemma 2.8. Let M be an additive subgroup of U (2) consisting of elements of rank 2. Then either
Proof. It can be shown by slight modification of the proof of Theorem 3 in [5] . 
. If (i) T is rank-k nonincreasing, or (ii) T is a rank-k preserver, then there exist a nonzero scalar λ and a σ -quasilinear mapping
Proof. Using an argument similar to the proof of Theorem 1 in [4] , we can show that T is rank-one nonincreasing. Since T is surjective, we obtain the result from Theorem 2.5.
Remark. For the second case of Corollary 2.10, the following is true: (a) the mapping f is necessarily k-regular, and (b) f is bijective semilinear if dim U = dim V < ∞.
The following example shows that there exist surjective quasilinear rank-one preservers from U (2) to V (2) which are not rank-2 preservers.
Example 2.11. Let F be a field with a nonzero field homomorphism σ such that
Let be a nonempty set. Let U be a vector space over F with a basis {x α : α ∈ } ∪ {y α : α ∈ } and V be a vector space over F with a basis {z α : α ∈ }. Let f be a σ -quasilinear mapping from U to V such that
Using the fact that {1, π, π 2 } is a basis of F over σ (F ), it is easily checked that P 2 (f ) is a surjective quasilinear mapping from U (2) to V (2) . Since f is injective, it follows that P 2 (f ) is a rank-1 preserver and hence is also rank-2 nonincreasing. However, P 2 (f ) is not a rank-2 preserver.
Example 2.12. Let F be a field with a nonzero homomorphism σ such that [F : σ (F )] = n, where n is a fixed positive integer 2. Let {1, π 1 , . . . , π n−1 } be a basis of the vector space F over σ (F ) . Then the σ -quasilinear mapping f :
is (n − 1)-regular, but clearly not n-regular. Hence P 2 (f ) is a rank-(n − 1) preserver but not a rank-n preserver on (F n ) (2) .
A mapping T from U (2) to V (2) is said to preserve rank k tensors in both directions if for any A in U (2) , ρ(A) = k if and only if ρ(T (A)) = k. Theorem 2.13. Let T : U (2) → V (2) be a surjective additive mapping preserving rank k tensors in both directions where k is a fixed positive integer such that dim U > k, dim V > k, and char F = 0 or char F > k + 2. Then dim U = dim V and T = λP 2 (f ) for some bijective semilinear mapping f : U → V and some nonzero scalar λ.
Proof. By Corollary 2.10, T = λP 2 (f ) for some injective σ -quasilinear mapping f : U → V and some nonzero scalar λ. Let S = λ −1 T . Let H be a maximal linearly independent subset of Im f . Suppose that σ is not surjective. Let π be an element in F \σ (F ).
Case 1: k = 1. Let v ∈ H . Since S is surjective and T preserves rank one vectors in both directions, it follows that S(cx 2 ) = πv 2 for some nonzero scalar c and some
Hence cx 2 + u 2 is of rank one and this shows that x = du for some nonzero scalar d. Hence,
Hence σ is surjective.
Since S is surjective, there exists A in U (2) such that S(A) = B. Since S is a rankone preserver, it follows that ρ(
, a contradiction, since S preserves rank-k tensors. Hence s > k. For any λ in the prime subfield P of F ,
Since |P | > k + 1, there exists λ ∈ P such that ρ(u 2 k + λA) k + 1. We get a contradiction since S(u 2 k + λA) is of rank k and S preserves rank-k tensors in both directions. Hence σ is surjective.
Let H = {v δ : δ ∈ }, and let u δ ∈ U such that S(u δ ) = v δ , δ ∈ . Let M = {u δ : δ ∈ }. We shall show that M is a basis of U . Suppose the contrary. Then there exists a vector x in U, which is not in the linear span of M. We have S(x 2 ) = bz 2 for some b in F and z in V. Since σ is bijective and H is a basis of V, it follows that S(C) = bz 2 for some rank one tensor C in u α : α ∈ (2) . This shows that S(C + x 2 ) is of rank one and hence S cannot be a rank-k preserver, a contradiction. Thus M forms a basis of U and the proof is complete. Corollary 2.14. Let T : U (2) → V (2) be a surjective additive rank-k preserver where k < dim U < 2k − 1, dim V > k, char F = 0 or charF > k + 2. Then T = λP 2 (f ) for some nonzero scalar and some bijective semilinear mapping f from U to V .
Proof. In view of Corollary 2.10, T is a rank-one preserver. Let B be a rank one tensor in V (2) . Then there exists a nonzero tensor A in U (2) such that T (A) = B. If 1 < ρ(A) < k, then T cannot be a rank-k preserver, a contradiction. Suppose ρ(A) > k. Then A = C + D for some rank-k tensor C and some tensor D of rank < k − 1.
This implies that T (C) = T (A) − T (D), a contradiction since the rank of T (A) − T (D)
is less than k. Hence T preserves rank one tensors in both directions and the result follows from Theorem 2.13.
