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In this paper, an efficient algorithm is proposed for globally solving special reverse convex
programming problems with more than one reverse convex constraints. The proposed
algorithm provides a nonisolated global optimal solution which is also stable under small
perturbations of the constraints, and it turns out that such an optimal solution is adequately
guaranteed to be feasible and to be close to the actual optimal solution. Convergence of the
algorithm is shown and the numerical experiment is given to illustrate the feasibility of the
presented algorithm.
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1. Introduction
1.1. Problem statement
The problem of central interest in this paper is given by
(P1)

min F0(y)
s.t. Fm(y) ≤ 1, m = 1, . . . , p,
Fm(y) ≥ 1, m = p+ 1, . . . ,M,
y ∈ Y = {y | 0 < yli ≤ yi ≤ yui <∞, yli 6= yui , i = 1, . . . , n0},
where, for each m = 0, 1, . . . ,M, Fm(y) = ∑Tmt=1 δmt ∏n0i=1 yηmtii , and δmt are positive real constant coefficients, ηmti are
arbitrary real constant exponents. In general, the form of Fm(y) is called polynomial. Clearly the problem (P1) corresponds
to a nonlinear optimization problem with nonconvex objective function and constraints. By applying the exponent
transformation
yi = exp zi, i = 1, . . . , n0
to (P1), one can obtain the following equivalent reverse convex programming problem (RCP):
(RCP)

min f0(z)
s.t. fm(z) ≤ 1, m = 1, . . . , p,
fm(z) ≥ 1, m = p+ 1, . . . ,M,
z ∈ Ω = {z | zli := ln yli ≤ zi ≤ ln yui =: zui <∞, i = 1, . . . , n0},
where fm(z) =∑Tmt=1 δmt exp(∑n0i=1 ηmtizi), m = 0, 1, . . . ,M.
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Easy to see, both the objective and the constraint functions are convex. The constraints fm(z) ≤ 1(m = 1, . . . , p) are
convex constraints, and the constraints fm(z) ≥ 1(m = p + 1, . . . ,M) are called reverse convex constraints. In a convex
programming problem, if some reverse convex constraints are included, then it will be called a reverse convex programming
problem. Clearly, the above problem (RCP) is a reverse convex programming problem with more than one reverse convex
constraint.
1.2. Applications
Zaleesky [28] argued that reverse convex constraints were likely to arise in many typical economic management
applications. Furthermore, we point out that problem (RCP) includes a large class of nonconvex optimization problems.
In particular, consider the generalized geometric programming problem [15–17,25–27] as follows:
(GGP)

min G0(y)
s.t. Gm(y) ≤ δm, m = 1, . . . , E,
y ∈ Y = {y|0 < yli ≤ yi ≤ yui <∞, i = 1, . . . ,N},
where for each m = 0, 1, . . . , E,Gm(y) = ∑Tmt=1 cmtδmt ∏Ni=1 yηmtii , cmt = +1, or −1, δm = +1, or −1. Note that if we set
cmt = +1; δm = +1, for all t = 1, . . . , Tm,m = 0, 1, . . . , E, then the (GGP) reduces to the classical posynomial geometric
formulation. In [5], Duffin and Peterson show that any (GGP) problem can be transformed into an equivalent reverse
posynomial geometric programming as follows:
(RPGP)

min z0
s.t. gm(z) ≤ 1, m = 1, . . . , p,
gm(z) ≥ 1, m = p+ 1, . . . , q,
z ∈ Ω = {z | 0 < zli ≤ zi ≤ zui <∞, i = 1, . . . , n0},
where n0 ≥ N, and gm(z) is a posynomial for each m = 1, . . . , q.
To see how such a reformulation is possible, first we consider the objective function in (GGP). If the optimal value of
(GGP) is positive, the (GGP) is equivalent to the following form:
(GGP1)

min y0
s.t. y−10 G0(y) ≤ 1,
Gm(y) ≤ δm, m = 1, . . . , E,
y ∈ Y = {y|0 < yli ≤ yi ≤ yui <∞, i = 1, . . . ,N}.
And if the optimal value of (GGP) is negative, then (GGP) can be transformed into the following form:
(GGP2)

min y0
s.t. y0G0(y) ≤ −1,
Gm(y) ≤ δm, m = 1, . . . , E,
y ∈ Y = {y|0 < yli ≤ yi ≤ yui <∞, i = 1, . . . ,N}.
We can add a large constant to the objective function of (GGP) in order to ensure that the optimal value of (GGP) is positive,
then derive the form (GGP1). In this method a probably lower bound estimation for the optimal value of (GGP) is needed.
Secondly we turn to consider the constraints. If the primal constrained function Gm(y) is either a posynomial, or the
negative of a posynomial, then it is obvious. So we only consider the following constrained function:
Gm(y) = h1(y)− h2(y) ≤ 1,
where each hi(y) (i = 1, 2) is a posynomial. Notice that y satisfies the above inequality if and only if there exists a single
variable s > 0 such that (y, s) satisfies
h1(y) ≤ s ≤ h2(y)+ 1.
Now note that the above formulation is equivalent to the following two constraints:
s−1h1(y) ≤ 1 and s−1h2(y)+ s−1 ≥ 1,
which are in a form consistent with the formulation (RPGP).
Based on the above discussion and without loss of generality, by changing the notation and by applying the exponent
transformation
yi = exp zi, i = 0, 1, . . . , n0,
the problem (GGP) can be converted into the following reverse convex programming problem (RPGP):
(RPGP)

min exp(z0)
s.t. gm(z) ≤ 1, m = 1, . . . , p,
gm(z) ≥ 1, m = p+ 1, . . . , q,
z ∈ Ω = {z | zli ≤ zi ≤ zui , i = 0, 1, . . . , n0},
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where gm(z) = ∑Tmt=1 δmt exp(∑n0i=1 ηmtizi), m = 1, . . . , q. Because each exp(∑n0i=1 ηmtizi) is convex, both the objective and
constrained functions are convex.
Therefore, it follows that the applications of problem (P1) include, for example, all of the applications of problem (GGP).
It is well known that (GGP) has spawn a wide variety of applications since its initial development, specially in engineering
design [1,4,11,14], economics and statistics [3,6,9,10], manufacturing [20,21] and chemical equilibrium [12,18] etc.
1.3. Purpose, content
The main difficulty with problem (RCP) is connected with the presence of these reverse convex constraints fm(z) ≥ 1,
(m = p + 1, . . . ,M), which destroy the convexity and possibly even the connectivity of the feasible set. Optimization
problems involving reverse convex constraints were studied by Rosen [19], Avriel and Williams [2], Meyer [13], Kuno and
Yamamoto [22]. Avriel and Williams [2] showed that reverse convex constraints may appear in certain engineering design
problems. It should be noted that, although the literature on nonconvex optimization has rapidly increased in recent years,
most of the published papers either deal with the theoretical aspects of the problem or are only concerned with finding
Kuhn–Tucker points or local solutions rather than global optima. A few papers [7,8,22,26] have been devoted to the global
minimization of a convex (in particular, linear) function under linear and reverse convex constraints. But to our knowledge,
little progress has been made for globally solving problem (RCP) so far.
This paper presents an efficient algorithm to globally solve the problem (RCP). The goal of this research is two-fold. First,
we present a transformation of the problem based on the characteristics of problem (RCP). Thus the original problem (RCP)
is equivalently reformulated as a monotonic optimization problem (P) which is in the form studied in recent papers [23,
24]. That is to say, in the monotonic optimization problem (P) the objective function is increasing and all the constrained
functions can be denoted as the difference of two increasing functions. Second, by using a special procedure of monotonic
optimization problem (P), we propose an efficient algorithm for problem (RCP). This algorithm consists in seeking the best
nonisolated feasible solution. This solution, i.e., the nonisolated optimal solution which is computed by the approach is
adequately guaranteed to be feasible and to be close to the actual optimal solution. Hence, the proposed approach can
find an approximate optimal solution which is also stable under small perturbations of the constraints. This stresses the
importance of nonisolation solution for practical implementation of global optimization methods, because the problem of
finding feasible and stable solutions is a fundamental question for a global optimization problem.
The remainder of this paper is organized as follows. The next section converts the problem (RCP) into a monotonic
optimization problem. Section 3 introduces the concept of nonisolated optimality. In addition, a solving approach for finding
such a nonisolated optimal solution is presented in this section. The rectangular branching process, the reducing process and
the upper bounding process used in this approach are defined and studied in Section 4. Section 5 incorporates this approach
into an algorithm for solving problem (RCP), and shows the convergence properties of the proposed algorithm. In Section 6,
we give the results of solving some numerical examples with the proposed algorithm.
2. Equivalent problem
A function f : Rn → R is said to be increasing if f (x′) ≤ f (x) for all x′, x ∈ Rn satisfying x′ ≤ x, i.e. x′i ≤ xi, ∀i = 1, . . . , n. Any
function that can be decomposed into the difference of two increasing functions is said to be a d.m. function.
In this section we show that any (RCP) problem can be transformed into a monotonic optimization problem (RCP2) with
increasing objective function and d.m. constrained functions, which is equivalent to (RCP). To see how such a reformulation
is possible, we first consider each constraint of (RCP). Let
ηm = max{|ηmti | | t = 1, . . . , Tm, i = 1, . . . , n0}, m = 1, . . . ,M,
then for any y ∈ Ω , it follows from each constraint of (RCP) that
fm(z) · exp
(
n0∑
i=1
ηmzi
)
=
Tm∑
t=1
δmt exp
(
n0∑
i=1
(ηmti + ηm)
)
zi ≤ exp
(
n0∑
i=1
ηmzi
)
, m = 1, . . . , p,
fm(z) · exp
(
n0∑
i=1
ηmzi
)
=
Tm∑
t=1
δmt exp
(
n0∑
i=1
(ηmti + ηm)
)
zi ≥ exp
(
n0∑
i=1
ηmzi
)
, m = p+ 1, . . . ,M.
By changing the notation, one can thus convert (RCP) into the form
(RCP1)

min f0(z)
s.t. fm(z) ≤ exp
(
n0∑
i=1
ηmzi
)
, m = 1, . . . , p,
fm(z) ≥ exp
(
n0∑
i=1
ηmzi
)
, m = p+ 1, . . . ,M,
z ∈ Ω,
where fm(z) =∑Tmt=1 δmt exp(∑n0i=1 γmtizi), m = 0, 1, . . . ,M, γ0ti = η0ti and γmti = ηmti + ηm with γmti > 0 for m = 1, . . . ,M.
222 P.-P. Shen et al. / Journal of Computational and Applied Mathematics 224 (2009) 219–229
Next, we turn to consider the objective function of (RCP1). For convenience of the following discussions, throughout this
paper some notations are introduced as follows.
I+t = {i | γ0ti > 0, i = 1, . . . , n0},
I−t = {i | γ0ti < 0, i = 1, . . . , n0},
Lt = min
z∈Ω
∑
i∈I−t
γ0tizi =
∑
i∈I−t
γ0ti ln y
u
i , t = 1, . . . , T0,
Ut = max
z∈Ω
∑
i∈I−t
γ0tizi =
∑
i∈I−t
γ0ti ln y
l
i, t = 1, . . . , T0.
Then, by introducing an additional vector w = (w1,w2, . . . ,wT0)T ∈ RT0 , we can convert the problem (RCP1) into
(RCP2)

min
T0∑
t=1
δ0t exp
∑
i∈I+t
γ0tizi + wt

s.t.
Tm∑
t=1
δmt exp
(
n0∑
i=1
γmtizi
)
≤ exp
(
n0∑
i=1
ηmzi
)
, m = 1, . . . , p,
Tm∑
t=1
δmt exp
(
n0∑
i=1
γmtizi
)
≥ exp
(
n0∑
i=1
ηmzi
)
, m = p+ 1, . . . ,M,
wt +
∑
i∈I−t
(−γ0ti)zi ≥ 0, t = 1, . . . , T0,
Lt ≤ wt ≤ Ut, t = 1, . . . , T0,
z ∈ Ω .
Note that the objective function of (RCP2) is increasing and each constrained function is a d.m. function. The key
equivalence result for problems (RCP1) and (RCP2) is given by the following Theorem 1.
Theorem 1. If (z∗,w∗) is a global optimal solution for problem (RCP2), then z∗ is a global optimal solution for problem (RCP1).
Conversely, if z∗ is a global optimal solution for problem (RCP1), then (z∗,w∗) is a global optimal solution for problem (RCP2),
where, w∗t =
∑
i∈I−t γ0tiz
∗
i (t = 1, . . . , T0).
Proof. The proof of this theorem follows easily from the definitions of problems (RCP1) and (RCP2), therefore, it is
omitted. 
From Theorem 1, notice that, in order to globally solve problem (RCP1), we may globally solve problem (RCP2) instead.
Moreover, it is easy to see that the global optimal values of problems (RCP1) and (RCP2) are equal.
In addition, for the sake of simplicity, let x = (z,w) ∈ Rn0+T0 with z ∈ Rn0 , w ∈ RT0 and let n = n0 + T0, then, without loss
of generality, by changing the notation, the problem (RCP2) can be rewritten as the form
min{g(x) | h(x) ≥ 0, x ∈ X0 = [xl, xu]}, (P)
where
X0 = {x ∈ Rn | xli ≤ xi ≤ xui , i = 1, . . . , n}
=
{
x ∈ Rn
∣∣∣∣∣zli ≤ xi = zi ≤ zui , for i = 1, . . . , n0;Li−n0 ≤ xi = wi−n0 ≤ Ui−n0 , for i = n0 + 1, . . . , n0 + T0
}
,
and g(x) is an increasing function:
g(x) =
T0∑
t=1
δ0t exp(
∑
i∈I+t
γ0tixi + xn0+t), (1)
while
h(x) = min
k=1,...,k0
{uk(x)− vk(x)}, k0 = M + T0, (2)
with uk(x), vk(x) being increasing functions such that
uk(x) =

exp
(
n0∑
i=1
ηkxi
)
, if k = 1, . . . , p;
Tk∑
t=1
δkt exp
(
n0∑
i=1
γktixi
)
, if k = p+ 1, . . . ,M;∑
i∈I−t
(−γ0ti)xi + xn0−M+k, if k = M + 1, . . . ,M + T0, t = k−M,
(3)
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and
vk(x) =

Tk∑
t=1
δkt exp(
n0∑
i=1
γktixi), if k = 1, . . . , p;
exp
(
n0∑
i=1
ηkxi
)
, if k = p+ 1, . . . ,M;
0, if k = M + 1, . . . ,M + T0, t = k−M.
(4)
Given an ε > 0, for the monotonic optimization problem (P) and for any x0 ∈ X0, the approach described in the following
is available which terminates after finitely many steps when either a nonisolated feasible solution x of (P) is found with
g(x) ≤ g(x0)− ε or an evidence is produced that no such x exists. Hence, from now on we assume that the original problem
(RCP) has been converted to the form (P), with g(x) increasing and h(x) defined as in (1)–(4), then an efficient algorithm will
be considered for solving the problem (P).
3. Nonisolated optimal solution
An isolated optimal solution, even if computable, is often difficult to implement practically because of its instability under
small perturbations of the constraints. Therefore, for solving problem (P)we only consider nonisolated feasible solutions of
(P) from a practical point of view. This motivates the following definitions.
Definition 3.1. A nonisolated feasible solution x∗ of (P) is called a nonisolated optimal solution if g(x∗) ≤ g(x) for all
nonisolated feasible solutions x of (P), i.e. if
g(x∗) = min{g(x) | x ∈ X∗0},
where X∗0 denotes the set of all nonisolated feasible solutions of (P).
Definition 3.2. Assume
{x ∈ X0 | h(x) > 0} 6= ∅. (5)
For ε ≥ 0, a nonisolated feasible solution x of (P) is called a nonisolated ε-optimal solution if it satisfies
g(x)− ε ≤ inf{g(x) | h(x) ≥ ε, x ∈ X0}. (6)
Clearly for ε = 0, a nonisolated feasible solution which is nonisolated ε-optimal is optimal.
The search for a nonisolated ε-optimal solution of (P) can be achieved by the following approach: start from an initial
nonisolated feasible solution (the best known so far), find a better nonisolated feasible solution, then reiterate the operation
until an evidence is obtained that no better feasible solution than the current best exists. Next, we will show how this
approach is formed.
Let X = [a, b] be any subrectangle of X0, and V be the objective function value of the best so far nonisolated feasible
solution x0 ∈ X0 to problem (P) (of course V ≤ g(b)). Given an ε > 0, we want to find a nonisolated feasible solution x ∈ X
of (P) such that g(x) ≤ V − ε, or else establish that none such x exists.
Clearly, if g(a) ≥ V − ε, then, since g is increasing, g(x) ≥ V − ε, ∀x ∈ X, so there is no x ∈ X with g(x) < V − ε. If
g(a) < V − ε and h(a) > 0, then a is a nonisolated feasible solution with objective function value less than V − ε. Therefore,
we shall assume without loss generality that
h(a) ≤ 0, g(a) < V − ε. (7)
Under this assumption, we consider the following auxiliary problem
max{h(x) | g(x) ≤ V − ε, x ∈ X0 = [xl, xu]}. (Q)
Since the function h(x) is continuous, g(x) is continuous and increasing, and
{x ∈ X0 | g(x) ≤ V − ε} = cl{x ∈ intX0 | g(x) < V − ε},
it is clear that the problem (Q) has no isolated feasible solution. Therefore, solving the problem (Q) is simpler than solving
the original problem (P) from a nonisolated optimal point of view, and furthermore, the key results for (P) and (Q) are given
as follows:
Theorem 3.1. Under assumptions (5) and (7), let min (P) and max (Q) be the optimal values of problems (P) and (Q),
respectively. Then
(i) Any feasible solution x˜ of the problem (Q) satisfying h(˜x) > 0 is a nonisolated feasible solution of the problem (P) with
g(˜x) ≤ V − ε.
(ii) If max(Q) < ε and x̂ is some nonisolated feasible solution of the problem (P) with V = g(̂x), then x̂ is a nonisolated
ε-optimal solution of the problem (P). If max(Q) < ε and V = g(xu) + ε, then the problem (P) has no nonisolated feasible
solution.
224 P.-P. Shen et al. / Journal of Computational and Applied Mathematics 224 (2009) 219–229
Proof. (i) Since h(xl) ≤ 0 < h(˜x), we have x˜ 6= xl and every x = xl+λ(˜x−xl)with 0 ≤ λ ≤ 1 satisfies xl ≤ x ≤ x˜. Then, for every
λ sufficiently close to 1, i.e. every x sufficiently close to x˜, we have h(x) > 0, so x is a feasible solution of (P). Furthermore,
g(˜x) ≤ V − ε because x˜ is feasible to (Q). Therefore, x˜ is a nonisolated feasible solution of (P) satisfying g(˜x) ≤ V − ε.
(ii) If max(Q) < ε then
sup{h(x) | g(x) ≤ V − ε, x ∈ X0} < ε,
so for every x ∈ X0 satisfying h(x) ≥ ε, we must have g(x) > V − ε = g(̂x)− ε. Therefore,
inf{g(x) | h(x) ≥ ε, x ∈ X0} ≥ g(̂x)− ε.
This means that, if x̂ is a nonisolated feasible solution of (P), then it is a nonisolated ε-optimal solution of (P).
If V = g(xu) + ε, then {x ∈ X0 | h(x) ≥ ε} = ∅, i.e. the problem (P) has no nonisolated feasible solution, and the proof is
complete. 
Theorem 3.1 gives some valuable information, that is, under assumptions (5) and (7), by solving (Q) we can obtain
whether or not a nonisolated feasible solution x of (P) exists such that g(x) ≤ V − ε. Thus, for solving the problem (P)
we only need consider the problem (Q) in the following.
4. Key algorithm processes
To globally solve the problem (Q), a branch-reduce-bound (BRB) algorithm will be proposed. This algorithm proceeds
according to the standard branch and bound scheme with three key processes: branching, reducing (the partition sets) and
bounding.
The branching process consists in a successive rectangular partition of the initial box X0 = [xl, xu] following in an
exhaustive subdivision rule, i.e. such that any infinite nested sequence of partition sets generated through the algorithm
shrinks to a singleton. A commonly used exhaustive subdivision rule is the standard bisection.
The reducing process consists in applying valid cuts (referred to as reduction cuts) to reduce the size of the current
partition set X = [a, b] ⊂ X0 = [xl, xu]. The cuts aim at tightening the box containing the feasible portion currently still of
interest.
The bounding process consists in estimating an upper bound UB(X) for the objective function value h(x) over the feasible
portion contained in the valid reduction set X′ = [a′, b′] of a given partition set X = [a, b].
Next, we begin to establish the reduction cut and upper bound processes.
4.1. Reduction cut
At a given stage of the BRB algorithm for (Q), let X = [a, b] ⊂ X0 be a rectangle generated during the partitioning
procedure and still of interest. Restrict the problem (P) to X = [a, b]:
min{g(x) | h(x) ≥ 0, x ∈ X = [a, b]}.
Given an ε > 0, if a nonisolated feasible solution of (P) in X0 is known with objective function value V , then we would like
to find out whether or not the box [a, b] contains a nonisolated feasible solution to (P)with objective function value at most
equal to V . Therefore, the search for a nonisolated feasible solution of (P) in [a, b] such that g(x) ≤ V − ε can be restricted to
the set HV ∩ [a, b], where
HV := {x | g(x) ≤ V − ε, h(x) ≥ 0}. (8)
Since h(x) = mink=1,...,k0 {uk(x)− vk(x)}with uk(x), vk(x) being increasing functions (see (2)–(4)), we can also write
HV = {x | g(x) ≤ V − ε, uk(x)− vk(x) ≥ 0, k = 1, . . . , k0}.
The reduction cut aims at replacing the rectangle [a, b]with a smaller rectangle [a′, b′] ⊂ [a, b]without losing any point
x ∈ HV ∩ [a, b], i.e. such that HV ∩ [a′, b′] = HV ∩ [a, b]. The rectangle [a, b] satisfying this condition is denoted by red[a, b], i.e.,
red[a, b] = [a′, b′].
To help explain how red[a, b] = [a′, b′] is deduced by the reduction cut, we first need to define the following three
functions ϕik, ψik and pii, for each i = 1, . . . , n.
Definition 4.1. Given any boxes [a, b] and [a′, b′]with [a′, b′] ⊂ [a, b], the functions ϕik,ψik and pii: [0, 1] → R are defined by
ϕik(α) = uk(b− α(bi − ai)ei), for k = 1, . . . , k0,
ψik(β) = vk(a′ + β(bi − a′i)ei), for k = 1, . . . , k0,
pii(β) = g(a′ + β(bi − a′i)ei),
where ei denotes the i-th unit vector, i.e. a vector with 1 at the i-th position and 0 everywhere else; the functions g, uk and
vk are given in (1), (3) and (4), respectively.
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By using the functions ϕik, ψik and pii, red[a, b] can be given as follows.
Theorem 4.1. (i) If g(a) > V − ε, or mink=1,...,k0 {uk(b)− vk(a)} < 0, then HV ∩ [a, b] = ∅, i.e. red[a, b] = ∅.
(ii) If g(a) ≤ V − ε, and mink=1,...,k0 {uk(b)− vk(a)} ≥ 0, then red[a, b] = [a′, b′] with
a′ = b−
n∑
i=1
min
k=1,...,k0
{αik} · (bi − ai)ei,
and
b′ = a′ +
n∑
i=1
min
k=1,...,k0+1
{βik} · (bi − a′i)ei,
where, for each i = 1, . . . , n, k = 1, . . . , k0,
αik =
{
αik, if ϕ
i
k(α) isn’t a constant and ϕ
i
k(α
i
k) = vk(a) with αik ∈ (0, 1),
1, otherwise,
βik =
{
β
i
k, if ψ
i
k(β) isn’t a constant and ψ
i
k(β
i
k) = uk(b) with βik ∈ (0, 1),
1, otherwise,
and
βik0+1 =
{
β
i
k0+1, if pi
i(β) isn’t a constant and pii(β
i
k0+1) = V − ε with β
i
k0+1 ∈ (0, 1),
1, otherwise.
Proof. (i) If g(a) > V − ε, then g(x) ≥ g(a) > V − ε for every x ∈ [a, b]. If mink=1,...,k0 {uk(b)− vk(a)} < 0, then
min
k=1,...,k0
{uk(x)− vk(x)} ≤ min
k=1,...,k0
{uk(b)− vk(a)} < 0,
for every x ∈ [a, b]. In both cases, HV ∩ [a, b] = ∅.
(ii) Given any x = (x1, . . . , xi, . . . , xn)T ∈ [a, b] satisfying uk(x) ≥ vk(x), k = 1, . . . , k0 and g(x) ≤ V − ε. Let
αik′ , min
k=1,...,k0
{αik}, βik′′ , min
k=1,...,k0+1
{βik}, i = 1, . . . , n. (9)
We first show that x ≥ a′ below. Suppose that x 6≥ a′, then there exists some i such that
xi < a
′
i = bi − αik′(bi − ai), i.e. xi = bi − α(bi − ai) with α > αik′ . (10)
By the definition of αik′ , we consider the following two cases.
Case 1. If αik′ = 1, then, from (10) we have xi < a′i = bi − αik′(bi − ai) = ai, conflicting with x ∈ [a, b].
Case 2. If 0 < αik′ < 1, we can imply from the definitions of ϕ
i
k(α) and αik′ that
ϕik′(α
i
k′) = vk′(a). (11)
In addition, by using the definition of ϕik(α), we can obtain that ϕik′(α) is strictly decreasing in single variable α. Then, it
follows from (10) and (11) that
uk′(b− (bi − xi)ei) = uk′(b− α(bi − ai)ei) = ϕik′(α) < ϕik′(αik′) = vk′(a).
Hence
uk′(x) ≤ uk′(b− (bi − xi)ei) < vk′(a) ≤ vk′(x) with xi = bi − α(bi − ai),
conflicting with uk′(x)− vk′(x) ≥ 0.
Based on the above results, in either case we have x ≥ a′, i.e. x ∈ [a′, b].
Similarly, we also can show that x ≤ b′. Suppose that x 6≤ b′, then there exists some i such that
xi > b
′
i = a′i + βik′′(bi − a′i), i.e. xi = a′i + β(bi − a′i) with β > βik′′ . (12)
By the definition of βik′′ , we consider two cases as follows.
Case 1. If βik′′ = 1, then from (12), xi > b′i = a′i + βik′′(bi − a′i) = bi, conflicting with x ∈ [a, b].
Case 2. If 0 < βik′′ < 1, then, from the definitions of ψ
i
k(β), pii(β) and βik′′ , we can imply
ψik′′(β
i
k′′) = uk′′(b) (13)
or
pii(βik′′) = V − ε. (14)
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Assume that (13) holds. Then, from the definition ofψik(β), we haveψik′′(β) is strictly increasing in single variable β. From
(12) and (13), it follows that
vk′′(a
′ + (xi − a′i)ei) = vk′′(a′ + β(bi − a′i)ei) = ψik′′(β) > ψik′′(βik′′) = uk′′(b),
and hence
vk′′(x) ≥ vk′′(a′ + (xi − a′i)ei) > uk′′(b) ≥ uk′′(x) with xi = a′i + β(bi − a′i).
This conflicts with uk′′(x) ≥ vk′′(x).
Assume that (14) holds. By the definition of pii(β), it is clear that pii(β) is a strictly increasing function in single variable
β. Then by (12) and (14), we can deduce
g(a′ + (xi − a′i)ei) = g(a′ + β(bi − a′i)ei) = pii(β) > pii(βik′′) = V − ε,
which means that
g(x) > g(a′ + (xi − a′i)ei) > V − ε with xi = a′i + β(bi − a′i).
This conflicts with g(x) ≤ V − ε.
From the above proof results, in either case we must have x ≤ b′, i.e. x ∈ [a′, b′], and the proof is complete. 
Remark 1. In order to obtain red[a, b], the computation of αik (k = 1, . . . , k0) and βik (k = 1, . . . , k0, k0 + 1) involves in
solving the roots of several nonlinear or linear equations in a single variable. And the construct of these equations is similar,
so their roots are obtained easily by a likewise computing fashion.
Remark 2. It can easily be verified, the rectangle [a, b] = red[a, b] still satisfies
g(a′) ≤ V − ε, min
k=1,...,k0
{uk(b′)− vk(a′)} ≥ 0.
4.2. Upper bound
For each rectangle X = [a, b] ⊆ X0, we intend to compute an upper bound UB(X) of the objective function of (Q) over X.
Since
h(x) = min
k=1,...,k0
{uk(x)− vk(x)},
and uk(x), vk(x) are increasing, an obvious upper bound is
UB(X) = min
k=1,...,k0
{uk(b)− vk(a)}.
Although very simple, this bound suffices to ensure convergence of the algorithm. However, the following Theorem gives a
better and tighter bound.
Theorem 4.2. (i) If h(a) > 0 and g(a) ≤ V − ε then a is a nonisolated feasible solution with g(a) ≤ V − ε.
(ii) If g(b) > V− ε and z(X) = a+ θ(b− a)with θ be satisfying g(a+ θ(b− a)) = V− ε, ρi = b+ (zi(X)− bi)ei, i = 1, . . . , n,
then an upper bound of h(x) over all x ∈ X = [a, b] satisfying g(x) ≤ V − ε is
UB(X) = max
i=1,...,n
min
k=1,...,k0
{uk(ρi)− vk(a)}.
Proof. (i) Obvious.
(ii) Let
Xi = [a,ρi] = {x | a ≤ x ≤ ρi} = {x ∈ [a, b] | ai ≤ xi ≤ zi(X)}.
The function g(x) is increasing and from assumption (7) it follows that g(a) ≤ V − ε < g(b), therefore 0 ≤ θ < 1 and
g(z(X)) = V − ε. From the definitions of z(X) and g(x) it is clear that g(x′) > g(z(X)) = V − ε for all x′ = a + ξ(b − a) with
ξ > θ. Since for each x > z(X) there exists x′ = a+ ξ(b− a) with ξ > θ such that x ≥ x′, it follows that g(x) ≥ g(x′) > V − ε.
Let G = {x ∈ [a, b] | g(x) ≤ V − ε}, K = {x | z(X) < x ≤ b}, Ki = {x ∈ [a, b] | xi > zi(X)}. Then
G ⊂ [a, b] \ K = [a, b] \
n⋂
i=1
Ki =
n⋃
i=1
{x ∈ [a, b] | ai ≤ xi ≤ zi(X)} =
n⋃
i=1
Xi.
Since UB(Xi) ≥ max{h(x) | x ∈ Xi}, it follows that
UB(X) = max{UB(Xi) | i = 1, . . . , n}
≥ max
{
h(x) | x ∈
n⋃
i=1
Xi
}
≥ max{h(x) | g(x) ≤ V − ε, x ∈ [a, b]}. 
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An important property of the value UB(X) is that it satisfies:
max{h(x) | g(x) ≤ V − ε, x ∈ X} ≤ UB(X) ≤ min
k=1,...,k0
{uk(b)− vk(a)}. (15)
This follows from the fact that h(x) = mink=1,...,k0 {uk(x)− vk(x)} and uk(x), vk(x) are increasing.
More generally, we shall show in the next section that any upper bound UB(X) satisfying (15) ensures convergence of the
algorithm.
5. Algorithm and its convergence
Based on the previous key algorithm progresses in Section 4, an efficient algorithm is presented for solving (P). The basic
steps of the algorithm are summarized in the following statement.
Algorithm Statement:
Step 0. Initialization. Given convergence tolerance ε > 0. If no feasible solution is known, let V = g(xu) + ε with
X0 = [xl, xu]; otherwise, let x̂ be the best nonisolated feasible solution available, V = g(̂x). Let Q0 = {X0}, F0 = ∅. Set
q = 0.
Step 1. Reduction cut. For each rectangle X ∈ Qq, compute its valid reduction redX, which we can obtain by using the
reduction cut. Then, if redX = ∅, then delete X; otherwise, replace X by redX, and compute an upper bound UB(X) for h(x)
over the feasible solutions in X and delete X if UB(X) < 0.
Step 2. Fathoming step. Let Q ′q be the collection of rectangles that results from Qq after completion of Step 1. Let F′q = Fq∪Q ′q.
If F′q = ∅ then terminate: x̂ is a nonisolated ε-optimal solution of (P) if V = g(̂x), or the problem (P) is nonisolated infeasible
if V = g(xu)+ ε; otherwise, let [aq, bq] := Xq ∈ argmax{UB(X) | X ∈ F′q}, and let UBq = UB(Xq).
Step 3. Optimality check. If UBq < ε, then terminate: x̂ is a nonisolated ε-optimal solution of (P) if V = g(̂x), or the problem
(P) is ε-nonisolated infeasible if V = g(xu)+ ε.
Step 4. Updating feasible solution. If UBq ≥ ε, and g(bq) > V − ε, then compute xq = aq + γq(bq − aq)with g(xq) = V − ε; if
UBq ≥ ε, and g(bq) ≤ V − ε, then let xq = aq.
(4.1) If h(xq) ≥ 0 then xq is a new nonisolated feasible solution of (P) with g(xq) ≤ V − ε. Reset x̂← xq, V ← g(̂x). Go to
Step 5.
(4.2) If h(xq) < 0, go to Step 5, with x̂ unchanged.
Step 5. Partitioning step. Divided Xq into two subrectangles by the branching process. Let Qq+1 be the collection of these
two subrectangles of Xq, Fq+1 = F′q \ {Xq}. Reset q← q+ 1, and return to Step 1.
Theorem 5.1 (Convergence Result). The above algorithm terminates after finitely many steps, yielding either a nonisolated ε-
optimal solution of (P), or an evidence that the problem is nonisolated infeasible.
Proof. In Step 2, the event F′q = ∅ implies that we cannot find any feasible solution x with g(x) ≤ V − ε = g(̂x) − ε, hence
the conclusion in Step 2 is correct. If UBq < ε, then max (Q) < ε (see (15)), hence by Theorem 3.1, the same conclusion in
Step 3. Observe that in Step 4, the point xq exists and satisfies g(xq) = V − ε, so if h(xq) ≥ 0, then xq is a nonisolated feasible
solution with g(xq) ≤ g(̂x)− ε, justifying Step (4.1). Thus the conclusion is correct if one of the following events occurs:
F′q = ∅, UBq < ε, h(xq) > 0.
It remains to show that at least one of these events must occur, i.e. for sufficiently large k Steps 4 and 5 cannot occur. To
this end, suppose now that the algorithm is infinite. Since each occurrence of Step (4.1) decreases the current best value
at least by ε > 0 while g(x) is bounded below it follows that Step (4.1) cannot occur infinitely often. Consequently, for
all q sufficiently large, xˆ is unchanged, and h(xq) ≤ 0, while UBq ≥ ε. But, as q −→ ∞, we have, by exhaustiveness of the
subdivision, diam Xq −→ 0, i.e. ‖bq − aq‖ −→ 0. Denote by x˜ the common limit of bq and aq as q −→∞. Since
ε ≤ UBq ≤ min
k=1,...,k0
[uk(bq)− vk(aq)],
it follows that
ε ≤ lim
q−→+∞UBq ≤ mink=1,...,k0[uk(x˜)− vk(x˜)] = h(x˜).
But by continuity, h(x˜) = limq−→+∞ h(xq) ≤ 0, a contradiction. Therefore, the algorithm must be finite, and the proof is
complete. 
6. Numerical results
To verify the performance of the proposed algorithm, we will give some computational results through seven test
problems. All computations are implemented on a Pentium (R) 4 CPU 2.66 GHz with 512 MB memory microcomputer. The
algorithm is coded in MATLAB, and numerical results for all test problems are summarized in Table 1 and show that the
proposed algorithm can globally solve these problems effectively.
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Table 1
Computational results for the test examples
No. Reference Optimal solution ε Optimal value Iter L
1 [ours] (0.5000,0.5000) 10−4 0.5000 13 8
[27] (0.5000,0.5000) 0.5000 91 15
2 [ours] (2.0000,1.6667) 10−4 6.7779 35 5
[27] (2.00003,1.66665) 6.7780 44 8
3 [ours] (43.0473,44.9317,69.9359,1.1338) 10−1 4.6120× 105 968 216
[15] (43.0137 . . . , 44.8148 . . . ,66.4239 . . . , 1.1070 . . . ) 623 249.8761181 2100
4 [ours] (6.6667,1.8262,1.8253) 10−5 6.6667 135 30
[26] (6.6667,1.8257,1.8258) 6.6667 151 33
5 [ours] (12.0409,0.7914,434.2773,1.0396) 10−5 12.0409 7201 56
[26] (11.9632,0.8158,444.6624,1.0408) 11.9632 259 104
6 [ours] (0.1000,9.9999,8.0000,0.2000) 10−5 0.7651 132 13
[26] (0.1358,9.9324,8.6973,0.2365) 1.000 171 481
[27] (0.1000,10.0000,8.0000,0.2000) 0.7651 99 27
7 [ours] (78.2135,33.2135,29.6588,44.757,37.6808) 10−3 1.008851× 104 122 38
[15] (78,32.9999 . . . ,29.9957 . . . , 45,36.7753 . . . ) 10122.493176362 341 93
Example 1 (See [27]).
min x0
s.t. 4x1 − 4x20 ≤ 1,−x0 − x1 ≤ −1,
x ∈ X = {x|0.01 ≤ x0 ≤ 15 , 0.01 ≤ x1 ≤ 15}.
Example 2 (See [27]).
min x21 + x22
s.t. 0.3x1x2 ≥ 1,
x ∈ X = {x|2 ≤ x1 ≤ 5 , 1 ≤ x2 ≤ 3}.
Example 3 (see [15]).
min 168x1x2 + 3651.2x1x2x−13 + 4× 104x−14
s.t. 1.0425x1x−12 ≤ 1,
3.5× 10−4x1x2 ≤ 1,
1.25x−11 x4 + 41.63x−11 ≤ 1,
x ∈ X = {40 ≤ x1 ≤ 44 , 40 ≤ x2 ≤ 45 , 60 ≤ x3 ≤ 70 , 0.1 ≤ x4 ≤ 1.4}.
Example 4 (See [26]).
min x0
s.t. x−10 x
2
1 + x−10 x22 ≤ 1,
0.3x1x2 ≥ 1,
x ∈ X = {x|1 ≤ x0 ≤ 100 , 1 ≤ x1 ≤ 100 , 1 ≤ x2 ≤ 100}.
Example 5 (See [26]).
min x0
s.t. 3.7x−10 x
0.85
1 + 1.985x−10 x1 + 700.3x−10 x−0.752 ≤ 1,
0.7673x−13 x
0.05
2 ≤ 1,
x−13 + 0.05x1x−13 ≥ 1
x ∈ X = {x|0.1 ≤ x0 ≤ 15 , 0.1 ≤ x1 ≤ 5 , 380 ≤ x2 ≤ 450 , 0.1 ≤ x3 ≤ 10}.
Example 6 (See [26,27]).
min x0.83 x
1.2
4
s.t. x1x−14 + x−12 x−14 ≤ 1,
x−21 x
−1
3 + x2x−13 ≥ 1,
x ∈ X = {x|0.1 ≤ x1 ≤ 1 , 5 ≤ x2 ≤ 10 , 8 ≤ x3 ≤ 15 , 0.01 ≤ x4 ≤ 1}.
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Example 7 (See [15]).
min 5.3578x23 + 0.8357x1x5 + 37.2392x1
s.t. 0.00002584x3x5 − 0.00006663x2x5 − 0.0000734x1x4 ≤ 1,
0.000853007x2x5 + 0.00009395x1x4 − 0.00033085x3x5 ≤ 1,
1330.3294x−12 x
−1
5 − 0.42x1x−15 − 0.30586x−12 x23x−15 ≤ 1,
0.00024186x2x5 + 0.00010159x1x2 + 0.00007379x23 ≤ 1,
2275.1327x−13 x
−1
5 − 0.2668x1x−15 − 0.40584x4x−15 ≤ 1,
0.00029955x3x5 + 0.00007992x1x3 + 0.00012157x3x4 ≤ 1,
x ∈ X = {78.0 ≤ x1 ≤ 102.0, 33.0 ≤ x2 ≤ 45.0, 27 ≤ x3 ≤ 45.0, 27.0 ≤ x4 ≤ 45.0, 27.0 ≤ x5 ≤ 45.0}.
Table 1 summarizes the computational results on the above examples, where, Iter denotes the number of algorithm
iteration; L denotes the longest node number in F′q described in the algorithm.
From the computational results, we can see that solving all of the problems by the proposed algorithm yields a nonisolated
ε-optimal solutions with much better objective function values and being feasible. In addition, it is observed that, for the
Examples 4 and 5, the computational solutions of Ref. [26] are infeasible, whereas our solution is feasible. This illustrates
the potential advantage of the proposed algorithm: not only a nonisolated ε-optimal solution is obtained, but also less
computational effort may be required for finding a better objective function value.
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