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We consider the classical Minimum Balanced Cut problem: given a graph G, compute a partition of
its vertices into two subsets of roughly equal volume, while minimizing the number of edges connecting
the subsets. We present the first deterministic, almost-linear time approximation algorithm for this
problem. Our algorithm in fact provides a stronger guarantee: it either returns a balanced cut whose
value is close to a given target value, or it certifies that such a cut does not exist by exhibiting a large
subgraph of G that has high conductance. We use this algorithm to obtain deterministic algorithms for
dynamic connectivity and minimum spanning forest, whose worse-case update time on an n-vertex graph
is no(1), thus resolving a major open problem in the area of dynamic graph algorithms. Our work also
implies deterministic algorithms for a host of additional problems, whose time complexities match, up
to subpolynomial in n factors, those of known randomized algorithms. The implications include almost-
linear time deterministic algorithms for solving Laplacian systems and for approximating maximum flows
in undirected graphs.
These results were obtained independently by Chuzhoy, and the group consisting of Gao, Li, Nanongkai, Peng, and
Saranurak. Chronologically, Gao et al. obtained their result in July 2019, while Chuzhoy’s result was obtained in September
2019, but there was no communication between the groups until early October 2019.
∗part of this work was done while visiting MSR Redmond
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1 Introduction
In the classical Minimum Balanced Cut problem, the input is an n-vertex graph G = (V,E), and the
goal is to compute a partition of V into two subsets A and B with volG(A), volG(B) ≥ volG/3, while
minimizing the number of edges connecting the two subsets |EG(A,B)|; here, EG(A,B) denotes the
set of edges in G with one endpoint in A and another in B, and volG(S) of a subset S of vertices is
the volume of S – the sum of the degrees of the vertices of S in G, and volG = volG(V ) is the total
volume of the graph. The Minimum Balanced Cut problem is closely related to the Minimum Conductance
Cut problem, where the goal is to compute a subset S of vertices of minimum conductance, defined as
|EG(S, V \S)|/min{volG(S), volG(V \S)}, and to the Sparsest Cut problem, where the goal is to compute
a subset S of vertices of minimum sparsity : |EG(S, V \ S)|/min{|S|, |V \ S|}. While all three problems
are known to be NP-hard, approximation algorithms for them are among the most central and widely
used tools in algorithm design, especially due to their natural connections to the hierarchical divide-and-
conquer paradigm [Ra¨c02, ST04, Tre05, AHK10, RST14, KT19, NSW17]. We note that approximation
algorithms for Minimum Balanced Cut often consider a relaxed (or a bi-criteria) version, where we only
require that the solution (A,B) returned by the algorithm satisfies volG(A), volG(B) ≥ volG/4, but the
solution value is compared to that of optimal balanced cut.
The first approximation algorithm for Minimum Balanced Cut, whose running time is near-linear in
the graph size, was developed in the seminal work of Spielman and Teng [ST04]. This algorithm was used
in [ST04] in order to decompose a given graph into a collection of “near-expanders”, which are then ex-
ploited in order to construct spectral sparsifiers, eventually leading to an algorithm for solving systems of
linear equations in near-linear time. Algorithms for Minimum Balanced Cut also served as crucial building
blocks in the more recent breakthrough results that designed near- and almost-linear time1 approxima-
tion algorithms for a large class of flow and regression problems [She13, KLOS14, Pen16, KPSW19] and
faster exact algorithms for maximum flow, shortest paths with negative weights, and minimum-cost flow
[CMSV17, Mad16]. Spielman and Teng’s expander decomposition was later strengthened by Nanongkai,
Saranurak and Wulff-Nilsen [NSW17, Wul17, NS17], who used it to obtain algorithms for the dynamic
minimum spanning forest problem with improved worst-case update time. The fastest current algorithm
for computing expander decompositions is due to Saranurak and Wang [SW19]; a similar decomposition
was recently used by Chuzhoy and Khanna [CK19] in their algorithm for the decremental single-source
shortest paths problem, that in turn led to a faster algorithm for approximate vertex-capacitated maxi-
mum flow.
Unfortunately, all algorithms mentioned above are randomized. This is mainly because all existing
almost- and near-linear time algorithms for Minimum Balanced Cut are randomized [ST04, KRV09]. A
fundamental question in this area that remains open is then: is there a deterministic algorithm for
Minimum Balanced Cut with similar performance guarantees? Resolving this questions seems a key step
to obtaining fast deterministic algorithms for all aforementioned problems, and to resolving one of the
most prominent open problems in the area of dynamic graph algorithms, namely, whether there is a
deterministic algorithm for Dynamic Connectivity, whose worst-case update time is smaller than the classic
O(
√
n) bound by Frederickson [Fre85, EGIN97], by a polynomial in n factor.
The best previous published bound on the running time of a determinsitic algorithm for Minimum
Balanced Cut is O(mn) [ACL07]. A recent unpublished manuscript by a subset of the authors, together
with Yingchareonthawornchai [GLN+], obtains a running time of min(nω+o(1),m1.5+o(1)), where ω <
2.372 is the matrix multiplication exponent, and n and m are the number of nodes and edges of the
input graph, respectively. This algorithm is used in [GLN+] to obtain faster deterministic algorithms for
the vertex connectivity problem. However, the running time of the algorithm of [GLN+] for Minimum
Balanced Cut is somewhat slow, and it just falls short of breaking the O(
√
n) worst-case update time
bound for Dynamic Connectivity.
1We informally say that an algorithm runs in near-linear time, if its running time is O(m · poly logn), where m and n
are the number of edges and vertices in the input graph, respectively. We say that the running time is almost-linear, if it
is bounded by m1+o(1).
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1.1 Our Results
We present a deterministic (bi-criteria) algorithm for Minimum Balanced Cut that achieves a factor
2O((logn)
2/3(log logn)1/3))-approximation in time m1+o(1). In fact our algorithm provides somewhat stronger
guarantees: it either computes an almost-balanced cut whose value is within a 2O((logn)
2/3(log logn)1/3))
factor of a given target value z; or it certifies that every balanced cut in G has value Ω(z), by producing
a large sub-graph of G that has a large conductance. This algorithm implies fast deterministic algo-
rithms for all the above mentioned problems, including, in particular, improved worst-case update time
guarantees for (undirected) Dynamic Connectivity and Minimum Spanning Forest.
In order to provide more details on our results and techniques, we need to introduce some notation.
Throughout, we assume that we are given an m-edge, n-node undirected graph, denoted by G = (V,E).
A cut in G is a partition (A,B) of V into two non-empty subsets; abusing the notation, we will also refer
to subsets S of vertices with S 6= ∅, V as cuts, meaning the partition (S, V \ S) of V . The conductance
of a cut S in G, which was already mentioned above, is defined as:
ΦG (S) :=
|EG (S, V \ S) |
min (volG (S) , volG (V \ S)) ,
and the conductance of a graph G, that we denote by Φ(G), is the smallest conductance of any cut S of
G:
ΦG := min
S(V,S 6=∅
ΦG(S).
We say that a cut S is balanced if volG(S), volG(V \ S) ≥ volG/3. The main tool that we use in our
approximation algorithm for the Minimum Balanced Cut problem is the BalCutPrune problem, that
is defined next. Informally, the problem seeks to either find a low-conductance balanced cut in a given
graph, or to produce a certificate that every balanced cut has a high conductance, by exhibiting a large
sub-graph of G that has a high conductance. For a graph G and a subset S of its vertices, we denote by
G− S the graph obtained from G by deleting all vertices of S from it.
Definition 1.1 (BalCutPrune problem). The input to theBalCutPrune problem is a triple (G,φU , φL),
where G = (V,E) is an m-edge graph, and φU , φL ∈ (0, 1] are parameters with φL ≤ φU . The goal is to
compute a cut S in G, with volG(S) ≤ volG/2, such that one of the following hold: either
1. (Cut) volG(S) ≥ volG/3 and ΦG(S) ≤ φU ; or
2. (Prune) |EG(S, V \ S)| ≤ φU · volG and ΦG−S ≥ φL.
Our main technical result is the following.
Theorem 1.2 (Main Result). There is a deterministic algorithm, that, given a graph G with n vertices
and m edges, and parameters φU , φL ∈ (0, 1], such that φUφL ≥ 2Ω(log
2/3 n·(log logn)1/3), solves the resulting
instance (G,φU , φL) of BalCutPrune in time m
1+o(1).
The algorithm from Theorem 1.2 immediately implies a deterministic bi-criteria factor-2O(log
2/3 n·(log logn)1/3)-
approximation algorithm for Minimum Balanced Cut, with running time m1+o(1). Indeed, given a graph
G = (V,E), we can perform a binary search over values φU ∈ (0, 1/100]. Given any such value φU , we
can set φL = φU/2
c log2/3 n·(log logn)1/3 for an appropriately chosen constant c, and run the algorithm from
Theorem 1.2 on the resulting instance (G,φU , φL) of BalCutPrune. If the outcome of the algorithm
is a cut S with volG/3 ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φU , (the Cut outcome), then we obtain a
balanced cut (A,B) with A = S, B = V \ S, and |EG(A,B)| = O(φU · volG). If the outcome is a cut S
with volG(S) ≤ volG/2 and |EG(S, V \S)| ≤ φU · volG (the Prune outcome), but volG(S) ≥ volG/4, then
we again obtain an (almost) balanced cut (A,B) with |EG(A,B)| = O(φU · volG), as before. Lastly,
if neither of these cases happen, then the algorithm’s outcome is a cut S with volG(S) ≤ volG/4,
|EG(S, V \ S)| ≤ φU · volG, and ΦG[V \S] ≥ φL. We claim that in this case, for any balanced cut
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(A,B) in G, |EG(A,B)| ≥ Ω(φL · volG) holds. This is because any such partition (A,B) of V defines
a partition (A′, B′) of V \ S, with volG(A′), volG(B′) ≥ Ω(volG), and, since ΦG[V \S] ≥ φL, we get that
|EG(A,B)| ≥ Ω(φL · volG). Therefore, we obtain the following corollary:
Corollary 1.3. There is an algorithm that, given an n-vertex m-edge graph G, and a target value
z, either returns a partition (A,B) of V (G) with volG(A), volG(B) ≥ volG/4 and |EG(A,B)| ≤ z ·
2O(log
2/3 n·(log logn)1/3), or it certifies that for any partition (A,B) of V (G) with volG(A), volG(B) ≥
volG/3, |EG(A,B)| > z must hold. The running time of the algorithm is m1+o(1).
Informally, an algorithm for the BalCutPrune problem is required to either (1) output a cut S
that is balanced (volG(S) ≥ volG/3) and has a low conductance (ΦG(S) ≤ φU ), or (2) certify that,
once we remove, or “prune”, a relatively small set S of vertices from G, we obtain a graph of relatively
high conductance (ΦG−S ≥ φL). Moreover, in the latter case, there are relatively few edges connecting
S to the high-conductance graph (EG(S, V \ S) ≤ φUvolG). Therefore, in a sense, an algorithm for
the BalCutPrune problem provides stronger guarantees than those needed for solving the Minimum
Balanced Cut problem: if the value of the Minimum Balanced Cut is higher than the given threshold, then
the certificate that we provide, in the form of a large high-conductance subgraph of G, can be exploited
directly in various algorithms.
We note that algorithms for Minimum Balanced Cut often differ in the type of certificate that they
provide when the value of the Minimum Balanced Cut is greater than the given threshold (that corresponds
to the “prune” case in Definition 1.1). The original near-linear time algorithm of Spielman and Teng
[ST04] outputs a set S of nodes of small volume, with the guarantee that for some S′ ⊆ S, the graph
G − S′ has high conductance. This guarantee, however, is not sufficient for several applications. A
version that was found to be more useful in several recent applications, such as e.g. Dynamic Connectivity
[SW19, NSW17, Wul17, NS17], is somewhat similar to that in the definition of BalCutPrune, but with
a somewhat stronger guarantee in the (Prune) case2.
The ratio φUφL is sometimes referred to as the approximation factor, and for most applications
φU
φL
=
poly( 1φU , log n) and φL = 1/n
o(1) suffice. The approximation factor and the time complexity of Spielman
and Teng’s algorithm [ST04] depend on both φU and φL, and the guarantees that they provide are
sufficiently low for most applications, including all applications discussed in this paper. Many subsequent
papers have improved their approximation factor or the time complexity, e.g. [KRV09, ACL07, OV11,
OSV12, Mad10b]; we do not discuss these results here since they are not directly related to this work.
Applications. As already mentioned earlier, our results imply faster deterministic algorithms for a
number of problems; the performance of our algorithms matches that of the best current randomized
algorithms, to within factor no(1). We summarize these bounds in Table 1 and Table 2; see Section 7
for a more detailed discussion. We now turn to discuss the implications of our results to the Dynamic
Connectivity problem, which was the original motivation of this work.
1.2 Application: Dynamic Connectivity
In its most basic form, in the Dynamic Connectivity problem, we are given a graph G that undergoes
edge deletions and insertions, and the goal is to maintain the information of whether G is connected.
The Dynamic Connectivity problem and its generalizations – dynamic Spanning Forest (SF) and dynamic
Minimum Spanning Forest (MSF) – have played a central role in the development of the area of dynamic
graph algorithms for more than three decades (see, e.g., [NS17, NSW17] for further discussions).
An important measure of an algorithm’s performance is its update time – the amount of time that is
needed in order to process each update (an insertion or a deletion of an edge). We distinguish between
2To be precise, that version requires that |EG(S, V \S)| ≤ φU ·volG(S), which is somewhat stronger than our requirement
that |EG(S, V \ S)| ≤ φU · volG. But for all applications we consider, our guarantee still suffices, possibly because the two
guarantees are essentially the same when the cut S is balanced.
3 Note: To simplify the discussion, we only state best bounds for sparse graphs.
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Problem Best previous running
time: deterministic
Best previous running
time: randomized
Our results:
deterministic
Max flow – exact O˜(mmin{m1/2, n2/3})
[GR98]
O˜(m3/2) [DS08] &
O˜(m
√
n) [LS14]3
Ô(m3/2): see
discussion after
Corollary 7.7
Max flow:
(1 + )-approximate
O˜(mmin{m1/2, n2/3})
[GR98] (Note: exact)
O˜(m−1) [She17]
(See also
[She13, KLOS14, Pen16])
Ô(m−1)
Corollary 7.8
Vertex-capacitated max
flow and min cut:
(1 + )-approximation
O˜(mmin{m1/2, n2/3})
[GR98] (Note: exact)
Ô(n2/poly()) [CK19] Ô(n2/poly())
Corollary 7.11
Minimum-cost
unit-capacity max flow
O˜(mmin{m1/2, n2/3})
[GT89]
O˜(m10/7) [Mad13,
Mad16, CMSV17]3
Ô(m10/7)
see discussion after
Corollary 7.7
Minimum-cost max flow O˜(mn) [AGOT92, GT87] O˜(m3/2) [DS08] &
O˜(m
√
n) [LS14]3
Ô(m3/2) see
discussion after
Corollary 7.7
Minimum-cost bipartite
perfect matching
O˜(m
√
n) [GT89] O˜(m10/7) [CMSV17]
(Note: We only state best
bound for sparse graphs)
Ô(m10/7) see
discussion after
Corollary 7.7
Conductance:
no(1)-approximation
Ô(m1.5)
implicit in [GLN+]
O˜(m) implicit in
[KRV09, Pen16]
Ô(m)
Corollary 8.11
Sparsest cut with vertex
capacities:
no(1)-approximation
Ô(m1.5) [GLN+] Ô(n2) [CK19]
O(m
√
n) implicit in
[GLN+]
Ô(n2) Corollary 7.12
Ô(min{m√n,mφ−1})
Corollary 7.9
φ is vertex expansion.
(, /no(1))-expander
decomposition
Ô(m1.5)
implicit in [GLN+]
O˜(m−1) [SW19]
Ô(m) [NS17]
(See also [Wul17])
Ô(m)
Corollaries 7.1
and 8.12
Congestion
approximator and
oblivious routing with
no(1)-quality
Ω(m2) O˜(m) [RST14] Ô(m)
by derandomizing
[Mad10a]
(1 + )-
approximate spectral
sparsifiers
O(mn3−2)
[BSS12, dCSHS16]
O˜(m−2) [ST11, LS17] Ô(m)
Corollary 7.3
Note: no(1)-approx.
Laplacian solvers O˜(m1.31 log 1

) [ST03] O˜(m log 1

)
[ST14, CKM+14, KS16]
Ô(m log 1

)
Corollary 7.7
Single-source shortest
paths with negative
weights
O˜(m
√
n) [GT89, Gol95] O˜(m10/7) [CMSV17]3 Ô(m10/7) following
Corollary 7.7
Table 1: Applications of our results to static graph problems. As usual, n and m denote the number of
nodes and edges of the input graph, respectively. We use O˜ and Ô notation to hide polylogn and no(1)
factors respectively. For readability, we assume that the weights and the capacities of edges/nodes are
polynomial in the problem size.
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Problem Best previous worst-case
update time:
deterministic
Best previous worst-case
update time: randomized
Our results:
deterministic
Dynamic connectivity O(
√
n) [Fre85, EGIN97]
O(
√
n · log logn√
logn
)
[KKPT16]
O(log4 n)
[KKM13, GKKT15]
Ô(1)
Corollary 7.2
Dynamic Minimum
Spanning Forest
O(
√
n) [Fre85, EGIN97] Ô(1) [NSW17] Ô(1)
Corollary 7.2
Table 2: Applications of our results to dynamic graph problems. As before, n and m denote the number
of nodes and edges of the input graph, respectively. We use O˜ and Ô notation to hide polylogn and no(1)
factors respectively. For readability, we assume that the weights and the capacities of edges/nodes are
polynomial in problem size.
amortized update time, that upper-bounds the average time that the algorithm spends on each update,
and worst-case update time, that upper-bounds the largest amount of time that the algorithm ever spends
on a single update.
The first non-trivial bound for Dynamic Connectivity problem dates back to Frederickson’s work from
1985 [Fre85], that provided a deterministic algorithm with O(
√
m) worst-case update time. Combining
this algorithm with the sparsification technique of Eppstein et al. [EGIN97] provides a deterministic
algorithm for Dynamic Connectivity with O(
√
n) worst-case update time. Improving and refining this
bound has been an active research direction in the past three decades, but unfortunately, practically all
follow-up results require either randomization or amortization:
1. (Amortized & Randomized) In their 1995 breakthrough, Henzinger and King [HK99] greatly
improve the O(
√
n) worst-case update bound with a randomized Las Vegas algorithm, whose ex-
pected amortized update is poly log(n). This result has been subsequently improved, and current
best randomized algorithms have amortized update time that almost matches existing lower bounds,
to within O((log log n)2) factors; see, e.g., [HHKP17, Tho00, HT97, PD06].
2. (Amortized & Deterministic) Henzinger and King’s 1997 deterministic algorithm [HK97] achieves
an amortized update time of O(n1/3 log n). This was later substantially improved to O(log2 n) amor-
tized update time by the deterministic algorithm of Holm, de Lichtenberg, and Thorup [HdLT01],
and later to O(log2(n)/ log log n) by Wulff-Nilsen [Wul13].
3. (Worst-Case & Randomized) The first improvement over the O(
√
n) worst-case update bound
was due to Kapron, King and Mountjoy [KKM13], who provided a randomized Monte Carlo algo-
rithm with worst-case update time O(log5 n). This bound was later improved to O(log4 n) by Gibb
et al. [GKKT15]. Subsequently, Nanongkai, Saranurak, and Wulff-Nilsen [NSW17, Wul17, NS17]
presented a Las Vegas algorithm for the more general dynamic MSF problem with no(1) worst-case
update time.
A major open problem that was raised repeatedly (see, e.g., [KKM13, PT07, KKPT16, Kin16,
Kin08, HdLT01, Wul17]) is: Can we achieve an O(n1/2−) worst-case update time with a determinis-
tic algorithm? The only progress so far on this question is the deterministic algorithm of Kejlberg-
Rasmussen et al. [KKPT16], that slightly improves the O(
√
n) bound to O(
√
n(log log n)2/ log n) using
word-parallelism. In this paper, we resolve this question, and provide a somewhat stronger result, that
holds for the more general dynamic MSF problem:
Theorem 1.4. There are deterministic algorithms for Dynamic Connectivity and dynamic MSF, with
no(1) worst-case update time.
This result is obtained by replacing one component of the algorithm of Nanongkai, Saranurak, and
Wulff-Nilsen [NSW17] for dynamic MSF with a new algorithm: the algorithm in [NSW17] is randomized
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only because it needs to quickly compute an expander decomposition. In [NSW17], this was done via a
randomized algorithm. Since our results allow us to do this deterministically, we achieve the same no(1)
worst-case update time as in [NSW17] via a deterministic algorithm.
1.3 Techniques
Our algorithm is based on the cut-matching game framework introduced by Khandekar, Rao and Vazirani
[KRV09], that has been used in numerous algorithms for computing sparse cuts [NS17, SW19, GLN+]
and beyond (e.g. [CC13, RST14, CC16, CL16]). Intuitively, the cut-matching game consists of two
algorithms: one algorithm, called the cut player, needs to compute balanced cuts of a given graph with
some useful properties, and the second algorithm, called the matching player, needs to solve a single-
commodity maximum flow / minimum cut problem. A combination of these two algorithms is then used
in order to compute a sparse cut in the input graph, or to certify that no such cut exists. Unfortunately,
all current algorithms for the cut player are randomized. In order to obtain a deterministic algorithm,
we use a recursive strategy. The key idea of our algorithm is to play many small cut-matching games
simultaneously, which results in the matching player having to solve a somewhat harder problem, similar
to multi-commodity flow. We implement the cut player algorithm by recursively solving the balanced
sparse cut problem on smaller and smaller graphs. We now provide more details on the cut-matching
game and of our implementation of it. We start by describing an algorithm for a somewhat weaker variant
of Theorem 1.2, where φU , φL ≥ 1/no(1). We discuss its extension to the full range of parameters φU , φL
later.
Overview of the Cut-Matching Game. We start by a high-level overview of a variant of the cut-
matching game, due to Khandekar et al. [KKOV07]. We say that a graph W is an expander if it has no
cut of conductance less than 1/no(1). Given a graph G = (V,E), the goal of the cut-matching game is to
either find a balanced and sparse cut in G, or to embed an expander W = (V,E′) (called a witness) into
G. Note that W and G are defined over the same vertex set. The embedding of W into G needs to map
every edge e of W to a path Pe in G connecting the endpoints of e. The congestion of this embedding
is the maximum number of paths in {Pe | e ∈ E(W )} that share a single edge of G. We require that
the congestion of the resulting embedding is low. (In fact the embedding that we use maps all but a few
edges of W to paths in G; we omit this detail to simplify the discussion.) Such an embedding serves as a
certificate that there is no balanced sparse cut in G. This follows from the fact that, if W is an expander
graph, and it has a low-congestion embedding into another graph G, then G itself is also an expander
(with a possibly weaker conductance that depends on the conductance of W and on the congestion of
the embedding).
The algorithm proceeds via an interaction between two algorithms, the cut player, and the matching
player, over O(log n) rounds.
At the beginning of every round, we are given a graph W whose vertex set is V , and its embedding
into G; at the beginning of the first round, W contains the set V of vertices and no edges. In every round,
the cut player either
(C1) “cuts W”, by finding a balanced sparse cut S in W ; or
(C2) “certifies W” by announcing that W is an expander.
If W is certified (Item (C2)), then we have constructed the desired embedding of an expander into G, so
we can terminate the algorithm and certify that G has no balanced sparse cut. If a cut S is found in W
(Item (C1)), then we invoke the matching player, who either
(M1) “matches W”, by adding to W a large matching M ⊆ S× (V \S) that can be embedded into G; or
(M2) “cuts G”, by finding a balanced sparse cut T in G (the cut T is intuitively what prevents the
matching player from embedding any large matching M ⊆ S × (V \ S) into G).
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If a sparse balanced cut T is found in graph G (Item (M2)), then we return this cut and terminate
the algorithm. Otherwise, the game continues to the next round. It was shown in [KKOV07] that the
algorithm must terminate after Θ(log n) rounds.
In the original cut-matching game by Khandekar, Rao and Vazirani [KRV09], the matching player was
implemented by an algorithm that computes a single-commodity maximum flow / minimum cut. The
algorithm for the cut player was defined somewhat differently, in that in the case of Item (C1), the cut
that it produced was not necessarily sparse, but it still had some useful properties that guaranteed that
the algorithm terminates after O(log2 n) iterations. In order to implement the cut player, the algorithm
(implicitly) considers n vectors of dimension n each, that represent the probability distributions of random
walks on the witness graph, starting from different vertices of G, and then uses a random projection of
these vectors in order to construct the partition. The algorithm exploits the properties of the witness
graph in order to compute these projections efficiently, without explicitly constructing these vectors,
which would be too time consuming. Previous work (see, e.g., [SW19, CK19]) implies that one can use
algorithms for computing maximal flows instead of maximum flows in order to implement the matching
player in near-linear time deterministically, if the target parameters φU , φL ≥ 1/no(1). This still left open
the question: Can we implement the cut player deterministically and efficiently?
A natural strategy for derandomizing the algorithm of [KRV09] for the cut player is to avoid the
random projection of the vectors. In a previous work of a subset of the authors with Yingchareontha-
wornchai [GLN+], this idea was used to develop a fast PageRank-based algorithm for the cut player, that
can be viewed as a derandomization of the algorithm of Andersen, Chung and Lang for balanced sparse
cut [ACL07]. Unfortunately, it appears that this bound cannot lead to an algorithm whose running time
is below Θ(n2): if we cannot use random projections, we need to deal with n vectors of dimension n each
when implementing the cut player, and so the running time of Ω(n2) seems inevitable. In this paper, we
implement the cut player in a completely different way from the previously used approaches, by solving
the balanced sparse cut problem recursively.
We start by observing that, in order to implement the cut player via the approach of [KKOV07], it is
sufficient to provide an algorithm for computing a balanced sparse cut on the witness graph W ; in fact,
it is not hard to see that it is sufficient to solve this problem approximately. However, this leads us to
a chicken-and-egg situation, where, in order to solve the Minimum Balanced Cut problem on the input
graph G, we need to solve the Minimum Balanced Cut problem on the witness graph W . While graph W
is guaranteed to be quite sparse, it is not clear that solving the Minimum Balanced Cut problem on this
graph is much easier.
This motivates our recursive approach, in which, in order to solve the Minimum Balanced Cut problem
on the input graph G, we run a large number of cut-matching games in it simultaneously, each of which
has a witness graph containing significantly fewer vertices. It is then sufficient to solve the Minimum
Balanced Cut problem on each of the resulting, much smaller, witness graphs. The key to the analysis
is to control the sizes of all graphs that we obtain at every level of the recursion, in order to bound the
total running time.
This general recursive approach is not new and was used before, e.g., in Madry’s construction of
j-trees [Mad10a], and in the recursive construction of short cycle decompositions [CGP+18, LSY19].
In fact, [GLN+] use Madry’s j-trees to solve Minimum Balanced Cut by running cut-matching games
on graphs containing fewer and fewer nodes, obtaining an (m1.5+o(1))-time algorithm. Unfortunately,
improving this bound further does not seem viable via this approach, since the total number of edges
contained in the graphs that belong to higher recursive levels is very large. Specifically, assume that we
are given an n-node graph G with m edges, together with a parameter k ≥ 1. We can then use the j-trees
in order to reduce the problem of computing Minimum Balanced Cut on G to the problem of computing
Minimum Balanced Cut on k graphs, each of which contains roughly n/k nodes. Unfortunately, each of
these graphs may have Ω(m) edges. Therefore, the total number of edges in all resulting graphs may
be as large as Ω(mk), which is one of the major obstacles to obtaining faster algorithms for Minimum
Balanced Cut using this approach.
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New Recursive Strategy. First, we partition the nodes of the input graphG into k subsets V1, V2, . . . , Vk
of roughly equal cardinality, for a large enough parameter k (we use k = no(1)). Intuitively, instead of
embedding an expander W into the input graph G as in the original cut-matching game, we rely on a
structural lemma, that roughly states that G is an expander if and only if
(A) we can embed a graph W into G, where W is a union of node-disjoint expanders Wi = (Vi, Ei) for
1 ≤ i ≤ k; and
(B) the graph G′, obtained by contracting, for all 1 ≤ i ≤ k, all nodes of Vi into a single node vi, is an
expander.
(see Section 5.1 for a more precise and detailed statement.) Since graph G′ only contains k nodes, we
can efficiently verify whether Item (B) holds, or obtain a sparse balanced cut of G′ and hence of G. In
order to efficiently compute an embedding of the expanders Wi into G, as required by Item (A), we use
the following modification of the cut-matching game. Each round of our cut-matching game starts with
a collection {W1, . . . ,Wk} of witness graphs, that are embedded into G via a low-congestion embedding.
Initially, each graph Wi contains the set Vi of vertices and no edges. We apply the algorithm of the cut
player to each of the graphs Wi. As before, for each such witness graph Wi, the cut player either:
(C1′) “cuts Wi” by finding a balanced sparse cut Si in Wi, or
(C2′) “certifies Wi” by announcing that Wi is an expander (in this case we return Si = ∅).
If every witness graph Wi is certified, then we can terminate the algorithm, and obtain the embeddings
required by Item (A). Otherwise, we invoke a new algorithm, that we call a multi-matching player, who
either
(M1′) “matches the witness graphs” by computing, for each 1 ≤ i ≤ k, a matching Mi ⊆ (Si × (V \ Si))
that is added to Wi, such that all edges in M =
⋃
iMi that can be embedded into G with low
congestion, and |M | is large; or
(M2′) “cuts G” by finding a balanced sparse cut T in G.
Note that the multi-matching player differs from the standard matching player in that in Item (M1′) we
need to compute k different matchings between k different pre-specified pairs of vertex subsets. Observe
that the original cut-matching game is a special case of our cut-matching game where k = 1. Just like in
the original cut matching game, if a cut T in G is found as in Item (M2′), then we return it as a balanced
sparse cut in G and terminate the algorithm. Otherwise, the game continues to the next round. Like
in the original cut-matching game, after Θ(log n) rounds the algorithm is guaranteed to terminate with
either a balanced cut in G, or with the cut player certifying every witness graph Wi.
Cut Player. Our algorithm for the cut player simply runs the same procedure recursively on each of
the witness graphs Wi. Therefore, for each such graph Wi, at the next recursive level, we will construct k
new witness graphs Wi,1, . . .Wi,k, each of which only contains O(n/k
2) vertices. While the total number
of edges in all witness graphs grows by a factor of poly log(n) at each recursive level, by setting k to be
large enough (k = no(1) suffices), we can ensure that the recursion terminates after relatively few levels,
and that the total number of edges in all resulting witness graphs is suitably bounded. This ensures that
we can implement the algorithm for the cut player in almost-linear time.
Multi-Matching Player. Readers who are familiar with the previous implementation of the matching
player based on computing maximum single-commodity flows may wonder whether we need to compute
k-commodity flows here. This would hurt the running time since we are not aware of an almost-linear
time deterministic algorithm for this problem. Fortunately, Chuzhoy and Khanna [CK19] recently showed
an algorithm that implements the matching player (for the case where k = 1) by repeatedly computing
a maximal (as oppose to maximum) set of short edge-disjoint paths in G, which can be done quickly via
Even-Shiloach’s algorithm for decremental single-source shortest paths [ES81]. Their approach can be
seamlessly extended to implement our multi-matching player efficiently.
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Summary. To conclude, our algorithm (i) partitions the nodes in G into k sets {Vi}1≤i≤k, (ii) im-
plements the cut player by creating k witness graphs and then computing the Minimum Balanced Cut
problem recursively in each of these witness graphs, and (iii) implements the multi-matching player fol-
lowing the ideas from [CK19]. Additionally, it needs to embed another witness graph into the graph G′
that is obtained from G by contracting each set Vi of vertices into a single node; for this part we exploit
the fact that G′ has very few vertices. The algorithm that we have described so far only proves a weaker
version of Theorem 1.2, where the parameters φU , φL are relatively large (say at least 1/n
o(1)). This is
because our algorithm for the multi-matching player only works in this regime. However, this is already
sufficient for all our applications, including for an algorithm for approximate maximum flow. The latter
algorithm can then in turn be used in order to implement the multi-matching player for the full range of
the parameters φU , φL required in Theorem 1.2, completing the proof of Theorem 1.2.
1.4 Paper Organization
We start with preliminaries in Section 2, where, besides providing basic definitions, we prove a lemma
that allows us to assume that the input graph has constant-degree. In Section 3, we define the problem
to be solved by the multi-matching player, and provide an algorithm for solving it. We also provide an
improved algorithm the case where k = 1 (that is, the problem of the standard matching player), which
we exploit later. In Section 4 and Section 5 we define several variants of the BalCutPrune problem
and provide reductions between them. In Section 6, we combine all these reductions together to obtain
a recursive algorithm for Theorem 1.2, for the case where the parameters φL, φU are sufficiently large.
In Section 7, we use our result from Section 6 to obtain algorithms for all our applications. Finally, in
Section 8 we prove Theorem 1.2 for the full range of parameters φL, φU , by building on the deterministic
algorithm for approximate maximum flow presented in Section 7. We conclude with open problems in
Section 9.
2 Preliminaries
In this paper, all graphs are undirected unweighted multi-graphs that may have self loops. Let G = (V,E)
be a graph. Let V (G) = V and E(G) = E be a set of nodes and edges of G respectively. We emphasize
that each self loop at a node u contributes 1 to its degree, denoted by degG u. For any A,B ⊆ V , let
EG(A,B) denote the set of edges between A and B. For any set S ⊆ V , the volume of S is the sum of
degrees of nodes inside S and is denoted by volG(S) =
∑
u∈S degG u. We write volG := volG(V ) = 2|E| .
Let G[S] denote the subgraph of G induced by the set S. We also write G−S = G[V −S]. We define
G{S} to be the induced subgraph with degree preserved, i.e. we add self loops to each node in G{S} so
that degG{S} u = degG u for all u ∈ S. Let G/S be the (multi)-graph G after contracting S where we
keep self-loops.
We write S = V − S. We call a partition (S, S) of V where ∅ 6= S ⊂ V a cut. We sometimes refer to
the set S itself as a cut. The size of a cut S is denoted by δG(S) = |EG(S, S)|. A cut S is β-balanced
where β ≤ 1/2 if βvolG ≤ volG(S) ≤ (1− β)volG and it is β-vertex balanced if β|V | ≤ |S| ≤ (1− β)|V |.
We will also use TAlgo(·) to denote the running times of procedure Algo with certain input param-
eters. In particular, the running time of CutPrune defined above in Definition 1.1 can be written as
TBalCutPrune(m,φU , φL). For this paper, all running times we state are worst-case and deterministic. In
particular, our main result as stated in Theorem 1.2 is essentially:
TBalCutPrune(m,φL, φU ) ≤ m1+o(1) for φUφL ≥ 2O(log
2/3 n·(log logn)1/3).
2.1 Conductance and Sparsity
The two important notions about cuts in this paper are conductance and sparsity both of which measure
how much a cut “expands”. The conductance of a cut S is denoted by ΦG(S) = δG(S)/min{volG(S), volG(S)}
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which is a portion of edges incident to S that has endpoints outside S. The conductance of a graph G is the
minimum conductance of cuts in G and is denoted by ΦG = min∅6=S(V ΦG(S) . Similarly, the sparsity of a
cut S is denoted by σG(S) = δG(S)/min{|S|, |S|} and the sparsity of a graph G is σG = min∅6=S(V σG(S).
Informally, we usually say that cuts with high conductance or sparsity are expanding and cuts with
low conductance/sparsity are sparse. Graphs with no sparse cuts are expanders. Below, we state a basic
relation between conductance and sparsity.
Proposition 2.1 (Conductance vs. sparsity). Let G = (V,E) be a connected graph with maximum degree
∆. For any set S ⊂ V ,
σG(S)/∆ ≤ ΦG(S) ≤ σG(S).
Proof. This follows from the fact that |S| ≤ volG(S) ≤ ∆|S| for any S ⊆ V .
Throughout the paper, we always work with graphs whose degrees are almost constant as will be
justified in Section 2.2. So, by Proposition 2.1, the values of conductance and sparsity are almost the
same. We suggest that readers should interpret them as similar values. The reason we work with both
notions is that conductance is more natural than sparsity in some technical arguments, and vice versa.
The statement below roughly says that suppose we find a sparse cut S, then remove S from the graph,
and find another sparse cut T in the remaining graph. Then, the union S ∪ T is also a sparse cut.
Proposition 2.2 (Union of sparse cuts is sparse). We have the following:
1. Let S ⊆ V where δG(S)volG(S) ≤ φ. Let T ⊆ V − S where
δG{V−S}(T )
volG{V−S}(T )
≤ φ. Then δG(S∪T )volG(S∪T ) ≤ φ. In
particular, if volG(S ∪ T ) ≤ volG(V )/2, then ΦG(S ∪ T ) ≤ φ .
2. Let S ⊆ V where δG(S)|S| ≤ φ. Let T ⊆ V − S where
δG{V−S}(T )
|T | ≤ φ. Then δG(S∪T )|S∪T | ≤ φ. In
particular, if |S ∪ T | ≤ |V |/2, then σG(S ∪ T ) ≤ φ.
Proof. We have volG(S ∪ T ) = volG(S) + volG(T ) = volG(S) + volG{V−S}(T ). Also, δG(S ∪ T ) ≤
δG(S) + δG{V−S}(T ). So
δG(S∪T )
volG(S∪T ) ≤ max{
δG(S)
volG(S)
,
δG{V−S}(T )
volG{V−S}(T )
} ≤ φ. The proof for the other statement
is analogous.
2.2 Reduction to Constant-Degree Graphs
In this section, we show that graphs with bounded degrees are in fact universal for the problem of finding
a balanced sparse cut. Specifically, we show that high degree vertices can be replaced by constant degree
expanders in a way that preserves the solutions.
Lemma 2.3 (Suffice to find balanced cuts on constant-degree graphs). There is an algorithm that, given
an m-edge graph G = (V,E), in time O(m) outputs a graph G′ = (V ′, E′) with the following properties.
1. G′ has O(m) vertices with maximum degree 20.
2. ΦG′ = Θ(ΦG).
Moreover, given a β-balanced cut S in G′ where ΦG′(S) ≤  for some small enough constant  < 1, then
we can obtain in O(m) time a Ω(β)-balanced cut T in G where ΦG(T ) = O(ΦG′(S)).
To prove Lemma 2.3, we use the notions of inner and outer conductance w.r.t. a partition of vertices
defined below. These notions will be used in the analysis of our main algorithm as well. Let V =
{V1, . . . Vk} be a partition of V . We say that a cut S respects V if for each i, either Vi ⊆ S or Vi ∩ S = ∅
(i.e. no overlapping). Let ΦoutG,V = minS respects V ΦG(S) be the outer conductance of G w.r.t. V. Let
ΦinG,V = mini ΦG[Vi] be the inner conductance of G w.r.t. V. We say that Vi is a clump if, for each u ∈ Vi,
degG[Vi](u) ≥ degG(u)/10.4 In particular, for every S ⊂ Vi, we have volG[Vi](S) = Θ(volG(S)).
4The constant 10 is arbitrary.
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Lemma 2.4. Suppose that V = {V1, . . . Vk} is a partition of V where each Vi is a clump. We have
1. ΦG = Ω(Φ
out
G,V · ΦinG,V);
and
2. Given a β-balanced cut S where ΦG(S) ≤ ΦinG,V
for some small enough constant  < 1, then we can obtain in O(m) time a Ω(β)-balanced cut T
respecting V where ΦG(T ) = O(ΦG(S)/ΦinG,V).
The idea of the proof of Item 2 of Lemma 2.4 is simple. Roughly, for each part Vi, if S overlaps with Vi
more than half of volume of Vi, then we include Vi into S, otherwise we remove Vi from S. The resulting
cut T then respects V, and we lose at most ΦinG,V factor in the conductance because each ΦG[Vi] ≥ ΦinG,V
. Applying this argument to each cut gives us Item 1 of Lemma 2.4. To make this idea formal, the proof
is a bit tedious and so we defer it to Appendix A.1.
The rest of this section is for proving Lemma 2.3. We first define the notion of expander split.
Definition 2.5 (Expander Split). Let G = (V,E) be a graph. The expander split graph G′ of G is
obtained from G by the following operations.
• For each node u ∈ V , we replace u by a constant-degree expander Xu with deg(u) nodes. We call
Xu a super-node in G
′.
• Let Eu = {eu,1, . . . , eu,deg(u)} denote the set of edges in G incident to u. For each e = (u, v), if
e = eu,i = ev,j , we add an edge between the i-th node of Xu and the j-th node of Xv.
We note that an expander split of any graph can be efficiently computed because we can explicitly
construct an expander fast:
Fact 2.6 (Fast explicit expanders). Given any number n, there is a deterministic algorithm with running
time O(n) that constructs a graph Hn with n vertices such that each vertex has degree at most 16, and
the conductance ΦHn = Ω(1).
Proof. We assume that n ≥ 10, otherwise Hn can be constructed in constant time. The expander
construction by Margulis, Gabber and Galil is as follows. For any number k, the graph H ′k2 is defined
over a vertex set Zk ×Zk where Zk = Z/kZ. For each vertex (x, y) ∈ Zk ×Zk, its eight adjacent vertices
are (x± 2y, y), (x± (2y + 1), y), (x, y ± 2x), (x, y ± (2x+ 1)). In [GG81], it is shown that ΦH′
k2
= Ω(1).
Let k be such that (k − 1)2 < n ≤ k2. As n ≥ 10, so k ≥ 4, and so (k − 1)2 ≥ k2/2. So we can
contract disjoint pairs of vertices in H ′k2 and obtain a graph Hn with n nodes where each node has degree
between 8 and 16. Note that ΦHn ≥ ΦH′
k2
. It is clear that the construction takes O(n) time.
Finally, we are ready to prove Lemma 2.3.
Proof of Lemma 2.3. For 1), this follows immediately from the definition of expander split. For 2),
ΦG′ ≤ ΦG simply because we can convert any cut S in G to a cut S′ in G′ with the same conductance
(i.e. for every u ∈ S, add nodes in Xu to S′). To show that ΦG′ = Ω(ΦG) , let V = {Xu}u∈V be the
partition of nodes in G′, where Xu is defined as in Definition 2.5. For any cut S′ in G′ respecting V, there is
a corresponding cut S in G. Note that δG′(S
′) = δG(S) and volG′(S′) = Θ(volG(S)). So ΦoutG′,V = Θ(ΦG).
By Fact 2.6, ΦinG′,V = Θ(1). Note that each node u in G
′ is such that degG′(u) = Θ(degXu(u)). In
particular, each super-node Xu is a clump in G
′. By Lemma 2.4 we have ΦG′ = Ω(ΦoutG′,VΦ
in
G,V) = Ω(ΦG).
The running time follows from Fact 2.6. The “moreover” part follows from Item 2 of Lemma 2.4.
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3 Matching Player’s Problem and Algorithms
In this section, we give the definition of the CutMatch problem that the matching player in our (variant
of) cut-matching game needs to solve. The matching player in previous works that are based on the cut-
matching game [KRV09, KKOV07, OSVV08, SW19] also implicitly solves this problem but only when
k = 1:
Definition 3.1 (CutMatch). In theCutMatch problem, the input is (G,φ, cong, β, {A1, B1, . . . , Ak, Bk})
where G = (V,E) is an n-node graph with maximum degree at most 20, φ ∈ [0, 1] is a conductance pa-
rameter, cong ≥ 1 is a congestion parameter, β ∈ [0, 1] is a balance parameter, and A1, B1, . . . , Ak, Bk
are disjoint subsets of V where |Ai| = |Bi| for each i, and T = A1 ∪ B1 ∪ · · · ∪ Ak ∪ Bk is called the set
of terminals, and returns either
1. (Cut): a cut S where βvolG/160 ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φ , or
2. (Match): a collection P of paths connecting u ∈ Ai to v ∈ Bi such that each terminal is an
endpoint of exactly one path, except at most βn many terminals which are not an endpoint of any
path, and every edge is contained in at most cong paths.
For 1 ≤ i ≤ k, let Mi = {(u, v) | u ∈ Ai and v ∈ Bi are the two endpoint of a path in P}. Note that Mi
is a matching (which might not be a subgraph of G) and |T − ∪ki=1V (Mi)| ≤ βn. When a CutMatch
algorithm returns Item 2, it is required to also return M1, . . . ,Mk. Let TCutMatch(n, k, φ, cong, β) denote
the worst-case time required for deterministically solving CutMatch with the above parameters.
It will be clear later that our algorithms for CutMatch can be extended to work with general
graphs, instead of only constant degree graphs. However, this does not fit quite well with the rest of our
framework. Therefore, Definition 3.1 is stated only for constant degree graphs. Also note that cong can
be thought of as a congestion guarantee that is different for each CutMatch algorithm. We treat it as
an input here, since this makes results more convenient to state and use.
The main goal of this section is to show two algorithms for solving the CutMatch problem. The
first one works for any parameter k ≥ 1 which is crucial in our main recursive algorithm in Section 5.
Theorem 3.2 (ES-CutMatch Algorithm). Let cmatch be a large enough constant. There is an algorithm
called ES-CutMatch for solving the CutMatch problem that, for any (n, k, φ, cong, β) where
cong ≥ cmatchφ−2 log2 n,
has running time TCutMatch(n, k, φ, cong, β) = O(nk(log
3 n)/φ3).
When k = 1, we also show an algorithm which is faster and has less restricted lower bound on cong.
To obtain our main result in Theorem 6.1, using the following Push-CutMatch algorithm instead of
ES-CutMatch improves both the approximation and running time.
Theorem 3.3 (Push-CutMatch Algorithm). There is an algorithm called Push-CutMatch for solv-
ing the CutMatch problem that, for any (n, k, φ, cong, β) where k = 1 and
cong ≥ 4φ−1
has running time TCutMatch(n, 1, φ, cong, β) = O(nφ
−1 log n).
3.1 An Algorithm for k ≥ 1 (Proof of Theorem 3.2)
In section, we prove Theorem 3.2. The idea of the proof is based on using Even-Shiloach trees (ES-trees)
[ES81] for either finding a sparse cut or listing many disjoint paths connecting the sets Ai and Bi of
terminals. This idea was used first by Chuzhoy and Khanna [CK19]. We slightly extend it to work with
k pairs of terminal sets {(A1, B1), . . . (Ak, Bk)} by working with k many ES-trees.
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Before describing the ES-CutMatch algorithm itself, we start with the following simple algorithm
for finding sparse cuts that separates two sets A and B that are far away. For any two sets A,B ⊂ V in
G = (V,E), we denote by distG(A,B) the minimum distance between any two nodes u ∈ A and v ∈ B.
Lemma 3.4 (SingleABCut Algorithm). There is an algorithm called SingleABCut that, given
(G, (A,B)) where G = (V,E) is an m-edge graph and A,B ⊂ V are two disjoint subsets, returns in
O(m) time a cut S where ΦG(S) ≤ 10 logmdistG(A,B) , volG(S) ≤ volG/2, and S separates A from B (i.e. either
(A ⊆ S and B ∩ S = ∅) or (B ⊆ S and A ∩ S = ∅)).
Proof. For any set X ⊂ V and a number r, let Ball(X, r) denote the set of all nodes within distance
at most r from X. Let L = distG(A,B). We can assume that L ≥ 10 logm; otherwise the lemma holds
trivially. Observe that Ball(A,L/3) and Ball(B,L/3) are disjoint. The algorithm is to simply perform
breadth-first search from A and B and compute Ball(A, r) and Ball(B, r) for all r ≤ L/3. This can
be done in O(m) time.
We assume w.l.o.g. that volG(Ball(A,L/3)) ≤ volG/2. It suffices to prove that there is some i ≤ L/3
such that ΦG(Ball(A, i)) ≤ 10 logmL . Suppose otherwise for a contradiction. Then, for every i ≤ L/3,
volG(Ball(A, i+ 1)) ≥ (1 + 10 logm
L
)volG(Ball(A, i)).
This is because the conductance of Ball(A, i) is volG(Ball(A,i+1))−volG(Ball(A,i))volG(Ball(A,i)) , which is assumed to be
at least 10 logmL . So
volG(Ball(A,L/3)) ≥ (1 + 10 logm
L
)L/3 > volG
which is a contradiction (since L ≥ 10 logm; note that the logarithmic is to base two).
Next, we slightly extend SingleABCut to work with k pairs of (A1, B1), . . . , (Ak, Bk). This algorithm
returns a sparse cut if the distance between Ai and Bi is large for every i.
Lemma 3.5 (ManyABCut Algorithm). There is an algorithm called ManyABCut that, given an
m-edge graph G = (V,E) and disjoint sets A1, B1, . . . , Ak, Bk ⊂ V where L = mini{distG(Ai, Bi)}
and ν =
∑k
i=1 min{volG(Ai), volG(Bi)}, returns in O(km) time a cut S where ΦG(S) ≤ 30 logmL and
ν/2 ≤ volG(S) ≤ volG/2.
Proof. See Algorithm 1 for the description of the algorithm. We assume that L ≥ 30 logm; otherwise the
lemma trivially holds. Obviously,
volG(S) ≤ volG/2
since we always return the set of smaller volume among Sˆ and V − Sˆ. Observe that, before the cut S
is returned, we have that Sˆ = ∪k′i=1Si where k′ ≤ k. By Lemma 3.4,
δGˆi
(Si)
volGˆi
(Si)
≤ 10 logmL where Gˆi is the
graph Gˆ before removing Si. By Proposition 2.2, we have that
δG(Sˆ)
volG(Sˆ)
≤ 10 logm
L
.
Case 1. If we return S = Sˆ as in Item 3 of Algorithm 1, then we have volG(Sˆ) ≤ volG/2. So
ΦG(S) =
δG(Sˆ)
volG(Sˆ)
≤ 10 logmL . Observe we have separated Ai and Bi by removing the set Si returned by
Lemma 3.4 for all i. So, in the final graph Gˆ, either V (Gˆ) ∩ Ai = ∅ or V (Gˆ) ∩ Bi = ∅ for every i. In
other words, either S ⊇ Ai or S ⊇ Bi, for every i. So volG(S) ≥ ν ≥ ν/2.
Case 2. If we return S = V − Sˆ as in Item 2d of Algorithm 1, then let S′ = ∪k′−1i=1 Si. We have
volG(S
′) ≤ volG/2 and volGˆ(Sk′) ≤ volGˆ/2 = volG(V − S′)/2. So
volG(Sˆ) = volG(S
′) + volGˆ(Sk′) ≤ 3volG/4.
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Algorithm 1 ManyABCut(G, {(A1, B1), . . . , (Ak, Bk)}) // For Lemma 3.5
Input: An m-edge graph G = (V,E) and disjoint sets A1, B1, . . . , Ak, Bk ⊂ V .
Output: A cut S such that ν/2 ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ 30 logmL where L = mini{distG(Ai, Bi)}
and ν =
∑k
i=1 min{volG(Ai), volG(Bi)}.
Algorithm:
1. Initialize Sˆ ← ∅, i← 1 and Gˆ← G.
2. For i = 1, . . . , k:
(a) Si ← SingleABCut(Gˆ, (V (Gˆ) ∩Ai, V (Gˆ) ∩Bi) (by Lemma 3.4).
(b) Gˆ← Gˆ{V − Si}.
(c) Sˆ ← Sˆ ∪ Si.
(d) If volG(S) ≥ volG/2, return S = V − Sˆ.
3. Return S = Sˆ.
(The above use the fact that modifying G to G{V − Sˆ} does not change nodes’ degrees.) It follows that
volG(S) ≥ volG/4 ≥ ν/2, and volG(Sˆ) ≤ 3volG(S). The latter implies that
ΦG(S) ≤ 3 · δG(S)
volG(S)
≤ 30 logm
L
.
Finally, we describe the ES-CutMatch algorithm for CutMatch in Algorithm 2. We show the
correctness and analyze the running time below.
Correctness of ES-CutMatch. First, observe that there are at most
r = O
(
L log n
φ
)
= O
(
log2 n
φ2
)
iterations in the repeat loop of Algorithm 2. This is because as long as the condition on Item 3c in
Algorithm 2 is not true, we remove at least Ω(φ/L) fraction of nodes from Tˆ in each iteration. Now, we
prove the output satisfies the conditions of the problem.
Case 1 Suppose that a collection P of paths is returned (from Item 4). It is clear that each terminal
is an endpoint of at most one path P , because when P is added into P we immediately remove the
endpoints of P from Tˆ . As we have |Tˆ | < βn, this just means there are at most βn many terminals
which are not an endpoint of any path. Also every edge is contained in at most r = O( log
2 n
φ2 ) ≤ cong
paths, because all paths added to P in the same iterations are disjoint and cong is required to be at least
cmatch
log2 n
φ2 for a large enough constant cmatch. Thus, P satisfies the output conditions.
Case 2 Suppose that a cut S is returned (from Item 3(c)ii). Let Gˆ be the graph before ManyABCut
is called and Sˆ be the cut returned. We will be done after showing that
βvolG/160 ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φ. (1)
First inequality of (1) By Lemma 3.5 we have
volGˆ/2 ≥ volGˆ(Sˆ) ≥ ν/2, (2)
where ν =
∑k
i=1 min{volGˆ(Aˆi), volGˆ(Bˆi)}. It follows from the first inequality in Equation (2) that
volGˆ(Sˆ) ≤ volGˆ/2 ≤ volGˆ(V − Sˆ). (3)
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Algorithm 2 ES-CutMatch(G,φ, cong, β, {A1, B1, . . . , Ak, Bk}) //For Definition 3.1 and Theorem 3.2
The input and output are as defined in Definition 3.1, namely:
Input: An n-node graph G with maximum degree 20, a conductance parameter φ ∈ [0, 1], a congestion
parameter cong ≥ 1, a balance parameter β ∈ [0, 1], and disjoint subsets A1, B1, . . . , Ak, Bk of V .
Input Conditions: (i) cong ≥ cmatchφ−2 log2 n for large enough constant cmatch. (ii) ∀i : |Ai| = |Bi|.
Output: Let T = A1 ∪B1 ∪ · · · ∪Ak ∪Bk be the set of terminals. The algorithm returns either
1. a cut S where βvolG/160 ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φ, or
2. a collection P of paths connecting u ∈ Ai to v ∈ Bi such that each terminal is an endpoint of
exactly one path, except at most βn many terminals which are not an endpoint of any path, and
every edge is contained in at most cong paths.
Algorithm:
1. Set the length parameter L← 120φ−1 logm.
2. Initialize Aˆi ← Ai, Bˆi ← Bi for all i. Below, we maintain Tˆ = ∪ki=1(Aˆi ∪ Bˆi) as the “current”
terminal set.
3. Repeat until |Tˆ | < βn:
(a) Set Gˆ← G.
(b) While there is a path P of length at most L connecting nodes between Aˆi and Bˆi for some i:
i. Add P to P.
ii. Remove the two endpoints of P from Aˆi and Bˆi.
iii. Delete edges in P from Gˆ.
(c) If fewer than φ|Tˆ |/24L paths are added to P in this iteration:
i. Sˆ ←ManyABCut(Gˆ, {(Aˆ1, Bˆ1), (Aˆ2, Bˆ2), . . . (Aˆk, Bˆk)}} (by Lemma 3.5).
ii. Return S = Sˆ if volG(Sˆ) ≤ volG/2, otherwise return S = V − Sˆ.
4. Return P.
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Additionally, we can bound ν as follows.
ν ≥
k∑
i=1
min{|Aˆi|, |Bˆi|} =
k∑
i=1
|Aˆi| (|Aˆi| = |Bˆi| is maintained)
= |Tˆ |/2 ≥ βn/4 (|Tˆ | ≥ βn− φ|Tˆ |/(24L) so |Tˆ | ≥ βn/2) (4)
≥ βvolG/80 (G has maximum degree 20). (5)
If the algorithm returns S = Sˆ in Item 3(c)ii, we have
volG(S) = volG(Sˆ) ≥ volGˆ(Sˆ)
(2)
≥ ν/2
(5)
≥ βvolG/160.
Thus, the first inequality of Equation (1) holds. Similarly, if the algorithm returns S = V − Sˆ, we have
volG(S) = volG(V − Sˆ) ≥ volGˆ(V − Sˆ)
(3)
≥ volGˆ(Sˆ)
(2)
≥ ν/2
(5)
≥ βvolG/160.
Second inequality of (1) As we set S = Sˆ if volG(Sˆ) ≤ volG/2 and otherwise set S = V − Sˆ, we have
volG(S) ≤ volG/2.
Third inequality of (1) Let P ′ be the set of paths added into P in this iteration. Let E′ = ∪P∈P′P be
a set of edges in such paths. As the condition in Item 3c in Algorithm 2 holds, we have |P ′| ≤ φ|Tˆ |/(24L);
thus
|E′| ≤ L · |P ′| < φ|Tˆ |/24
(4)
≤ φν/12
(2)
≤ φvolGˆ(Sˆ)/6. (6)
Note that
ΦGˆ(Sˆ) ≤
30 logm
L
(since mini{distGˆ(Aˆi, Bˆi)} > L and by Lemma 3.5)
= φ/4. (7)
Thus
δG(Sˆ) ≤ |E′|+ δGˆ(Sˆ)
≤ φvolGˆ(Sˆ)/6 + φvolGˆ(Sˆ)/4 (by Equations (6) and (7))
≤ φvolGˆ(Sˆ) (8)
≤ φvolGˆ(V − Sˆ) (by Equation (3)) (9)
The last two inequality implies that
δG(Sˆ)
(8),(9)
≤ φ ·min{volGˆ(Sˆ), volGˆ(V − Sˆ)} ≤ φ ·min{volG(Sˆ), volG(V − Sˆ)}.
So, ΦG(S) =
δG(Sˆ)
min{volG(Sˆ),volG(V−Sˆ)} ≤ φ. This completes the correctness.
Running time of ES-CutMatch. We start with the following key lemma for the running time.
Lemma 3.6. Item 3b of Algorithm 2 can be implemented in O(kmL) time.
Proof. For each 1 ≤ i ≤ k, we create an auxiliary graph Gˆi from Gˆ as follows. We add a source node si
and edges (si, a) for all a ∈ Aˆi and we add a sink node ti into Gˆ and edges (b, ti) for all b ∈ Bˆi. Whenever
Gˆ, Aˆi, Bˆi are updated, we will update Gˆi accordingly. Observe that Gˆi will undergo only edge deletions.
Now, we initialize the following Even-Shiloach Tree (ES-tree) data structure.
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Lemma 3.7 ([ES81]). There is a deterministic data structure called ES-tree that, given an unweighted
undirected graph G undergoing edge deletions, a root node s, and a depth parameter D, maintains, for
every node v a value δ(s, v) such that δ(s, v) = distG(s, v) if distG(s, v) ≤ D and δ(s, v) =∞ otherwise.
It has a total update time of O(mD + n). During the updates, it can also report a shortest sv-path P in
O(|P |) time.
Note that there are many algorithms that have faster total update time then that of the ES-tree
(e.g. [HKN18, BC16, CK19, HKN16, HKN14a, BR11, HKN14b, Ber17]), but we cannot use any of them
because they are either randomized or can return only distance (not the path). Moreover, since we are
only interested in short length paths (small D), a total update time improvement would not benefit us
much anyway.
We use the ES-tree to maintain a BSF tree Ti rooted at si of depth L + 2 in Gˆi undergoing edge
deletions. It takes O(mL) total update time. Therefore, the total time for maintaining all Ti is O(kmL).
The ES-tree data structure can also report whenever the depth of ti in Ti is more than L+ 2. Note that
distGˆ(Aˆi, Bˆi) ≤ L iff the depth of ti in Ti is at most L + 2. So as long as distGˆ(Aˆi, Bˆi) ≤ L, we can
obtain a path P of length at most L from Aˆi to Bˆi in time O(|P |) by cutting the path from si to ti in
Ti. Therefore, the total time for returning all such paths is O(m).
As there are O( log
2 n
φ2 ) iterations, the total running time on Item 3b is O(kmL) · O( log
2 n
φ2 ) = O(km ·
log3 n
φ3 ). The running time spent on ManyABCut is O(km) by Lemma 3.5. So the total running time of
Algorithm 2 is O(km · log3 nφ3 ) = O˜(kn/φ3). (Recall that the maximum degree of G is 20.)
3.2 An Improved Algorithm for k = 1 (Proof of Theorem 3.3)
Theorem 3.3 is an easy application of either the bounded height variant of the push-relabel-based max
flow algorithm by Henzinger Rao and Wang [HRW17] or the bounded height variant of the blocking-
flow-based algorithms by Orrecchia and Zhu [OA14].5 Note that this algorithm helps in improving the
approximation ratio of our main result. Most of our applications (e.g. dynamic connectivity) still hold
without using this algorithm.
High-Level Ideas. Both push-relabel and blocking flow algorithms try to route flow from sources to
sinks as much as possible while maintaining a level `(u) ≥ 0 on each node u. In the standard variants
[GT88, Din70], levels can be as large as O(n), the running time is O(mn), and the algorithm either
returns a flow satisfying the demand or return a cut which certifies that there is no feasible flow (this
corresponds to returning the exact max flow and min cut).
In the bounded height variant, the levels are bounded to be at most h where h is a parameter. This
immediately speeds up the running time to O(mh). However, even if there exists a flow satisfying the
demand, the algorithm might not return it because it stops early. Fortunately, even when the algorithm
does not return a feasible flow, using a ball growing argument, one can show that there must exist a level
cut Si = {u | `(u) ≥ i} for some i such that the conductance ΦG(Si) ≤ O(logm/h). To summarize, we
can speed up the algorithm significantly if the goal is to either return a flow satisfying the demand or
return a sparse cut.
To take care of balancedness of a cut, we can extend the argument above and show that, given a
parameter x, the algorithm either flow satisfying the demand except for x many units or return a sparse
cut volume at least ∼ x. To prove Theorem 3.3, we just set each node in A as a source of 1 unit and each
node in B as a sink of 1 unit, and set h = O(logm/φ) and x = Θ(βn) and invoke either the algorithms
by [HRW17] or [OA14].
5Both algorithms are designed to have local running time, i.e. they do not need to read the whole graph. However, we
do not need this important property to prove Theorem 3.3.
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Preliminaries. Now, we introduce definitions so that we can formally invoke the known algorithms
above which is formally stated in Lemma 3.8. We follow the notations from [SW19]. Given an unweighted
undirected graph G = (V,E), let ∆ : V → Z≥0 denote a source function and T : V → Z≥0 denote a
sink function. We use mass to refer to the substance being routed. For a node v, ∆(v) specifies the
amount of mass initially placed on v, and T (v) specifies the capacity of v as a sink. We require that∑
u ∆(u) ≤
∑
u T (u), i.e. the total amount of mass to be routed is at most the total capacity of sinks.
A routing f : V × V → R satisfies f(u, v) = −f(v, u) and f(u, v) = 0 for (u, v) /∈ E. f(u, v) > 0
means that mass is routed in the direction from u to v. A congestion of f is maxe∈E |f(e)|. We say that
f is a preflow if |f(e)| ≤ 1 for each e ∈ E and ∑u f(v, u) ≤ ∆(v) for each v (i.e. the net amount of mass
routed away from a node can be at most the amount of its initial mass). We also treat f as a function on
vertices, where f(v) = ∆(v)+
∑
u f(u, v) is the amount of mass ending at v after the routing f . We define
the absorbed mass on a node v as abf (v) = min(f(v), T (v)) and the excess on v is exf (v) = f(v)−abf (v)
which measure the amount of flow on v which cannot be absorbed. Note that if exf (v) = 0 for all v, then
all the mass are successfully routed to sinks. Let |exf (·)| =
∑
v exf (v) denote the total amount of mass
which is not successfully routed.
Below, we formulate a lemma that is easy to use for us, which can be derived from Theorem 3.3 in
[NSW17] (or Theorem 3.1 in [HRW17]) by substituting some parameters.
Lemma 3.8. There is a deterministic algorithm called BoundedPushRelabel that takes as an input a
tuple (G,∆, T, φ) where G = (V,E) is an m-edge graph, ∆ is a source function such that ∆(u) ≤ degG u
∀u ∈ V , T is a sink function where T (u) ≤ degG u ∀u ∈ V and
∑
u ∆(u) ≤
∑
u T (u), and φ ≥ 0
is a conductance parameter. In time O(mφ−1 logm) the algorithm returns an integral preflow f with
congestion at most 4/φ and the excess exf (·) of f . Moreover, if |exf (·)| > 0, then the algorithm also
returns a cut (S, S) where ΦG(S) < φ and min{volG(S), volG(S)} ≥ |exf (·)|.
Proof of Theorem 3.3. Now, we describe the Push-CutMatch algorithm and prove Theorem 3.3.
Given (G,φ, cong, β, {A,B}), we define a source function ∆(u) = 1 for u ∈ A otherwise ∆(u) = 0, and a
sink function T (u) = 1 for u ∈ A otherwise T (u) = 0. Then, we invokeBoundedPushRelabel(G,∆, T, φ).
Let f be the returned preflow with congestion at most 4/φ ≤ cong, where the inequality is by the condition
on cong in Theorem 3.3.
Consider when |exf (·)| ≥ βn/4 ≥ βvolG/160 (the last inequality is because the maximum degree is
at most 20). In this case we return the smaller side of the cut (S, S) which satisfies the condition of
Item 1 of Definition 3.1. Otherwise, we have that |exf (·)| < βn/4. By definition, all the mass from A is
successfully routed by the preflow f to B except |exf (·)| units. As the congestion of F is at most 4/φ,
we can decompose the preflow f into a collection P of paths in time O(m/φ) using, for example, the
link-cut tree [ST83] or depth-first search.6 By the definitions of ∆ and T , each path starts from A and
ends at B. Moreover, each terminal node in A ∪ B is an endpoint of exactly one path, except at most
2|exf (·)| < βn many terminals which are not an endpoint of any path. This satisfies the condition of
Item 2 of Definition 3.1. The total running time is O(mφ−1 logm) = O(nφ−1 log n).
4 Cut Player’s Problem Variants and Their Reductions
In this section, we formally define the main problem in this paper called BalCutPrune and related
problems. In Sections 6 and 8, we will show fast algorithms for BalCutPrune and many applications
that follow from them in Section 7. At a high level, the goal in BalCutPrune is to either cut a balanced
sparse cut, or prune (i.e. delete) a small part of the input graph so that the rest forms an expander.
6Algorithm sketch: First, we remove the excess by finding a path from the node v with exf (v) > 0 in a depth-first search
manner. It can can be argue that we will eventually reach a source node. Reduce the flow on every traversed edge by one.
Repeat this until there is no excess left. Secondly, we decompose the resulting flow into paths in a similar way, as follows.
Start from a source s s.t. f(s) > 0. Follow edges (u, v) with f(u, v) > 0 in a depth-first search manner. It can be argued
that we will eventually reach a sink t with f(t) < 0. Report the traversed path and reduce the flow on every edge in this
path by one. Repeat the process until no such source s can be found.
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Definition 4.1 (CutPrune and BalCutPrune). In the CutPrune problem, an algorithm is given
(G,φU , φL, β) where G = (V,E) is an m-edge graph, φU , φL ∈ [0, 1] where φL ≤ φU and β ≤ 1/3, and
returns either
1. (Cut): a cut S ⊂ V such that βvolG ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φU , or
2. (Prune): a cut S ⊂ V such that volG(S) ≤ volG/2, δG(S) ≤ φUvolG and ΦG−S ≥ φL.
Let TCutPrune(m,φU , φL, β) denote the worst-case time required for deterministically solving CutPrune
with the above parameters. Let BalCutPrune be a problem defined in the same way as CutPrune
where β = 1/3 is fixed, and let TBalCutPrune(m,φU , φL) be defined similarly.
Below, we also state the related problems including vBalCutPrune and CutAugment. These
problems will help us highlighting the key idea as follows. We show in this section the following rather
straightforward reductions. (Lemma numbers indicate the corresponding lemmas stated below.)
vBalCutPrune
Lem 4.7−−−−−→ BalCutPrune Lem 4.6−−−−−→ CutPrune Lem 4.5−−−−−→ CutAugment. (10)
That is, an algorithm forCutAugment implies the ones forCutPrune, BalCutPrune, and vBalCutPrune
respectively. Then, in Section 5 we will show the follwing main technical reduction that runs on graphs
with fewer nodes. (We use “⇒” to emphasize that the reduction produces graphs with fewer nodes.)
CutAugment
Lem 5.1
=====⇒ vBalCutPrune
This will imply recursive algorithms for solving all these problems, including the main oneBalCutPrune.
The fact that we only need to show a reduction from CutAugment to vBalCutPrune helps us pre-
senting the key idea in a cleaner way.
Now, we define vBalCutPrune which is almost the same as BalCutPrune except that it concerns
the sparsity and vertex-balance of a cut instead of its conductance (edge)-balance.
Definition 4.2 (vBalCutPrune). In the vBalCutPrune problem, an algorithm is given (G,φU , φL)
where G = (V,E) is an n-node connected graph with maximum degree ∆, and φU , φL ∈ [0, 1] where
φL ≤ φU , and returns either
1. (Cut): a cut S ⊂ V such that |V |/6 ≤ |S| ≤ |V |/2 and σG(S) ≤ φU , or
2. (Prune): a cut S ⊂ V such that |S| ≤ |V |/2, δG(S) ≤ φU |V | and σG−S ≥ φL.
Let TvBalCutPrune(n,∆, φU , φL) denote the worst-case time required for deterministically solving vBalCutPrune
with the above parameters.
Next, we define CutAugment. At a high level, the goal in CutAugment is to either cut a balanced
sparse cut, or augment (i.e. insert) a number of edges so that the input graph becomes an expander.
Definition 4.3 (CutAugment). In theCutAugment problem, an algorithm is given (G,φU , φL, βcut, βaug)
where G = (V,E) is an m-edge graph, φU , φL ∈ [0, 1] where φL ≤ φU and βcut, βaug ∈ [0, 1], and returns
either
1. (Cut): a set S ⊂ V such that βcutvolG ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φU , or
2. (Augment): a set F of edges where |F | ≤ βaugvolG and ΦG∪F ≥ φL.
Let TCutAugment(m,φU , φL, βcut, βaug) denote the worst-case time required for deterministically solving
CutAugment with the above parameters.
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Reductions as in (10)
Below we provide details of the chain of simple reductions presented in (10). To get the rightmost
reduction from CutPrune to CutAugment, we use an algorithm developed in [SW19, Wul17, NS17]
called Prune. At a high level, suppose we are given an expander G′ = (V,E′) and we need to delete a
set of edges D ⊂ E(G′). So, G := G′ −D might not be an expander anymore. Prune can “repair” this
expander by pruning a small set P of nodes from G so that G−P is an expander. The formal statement
below follows from Theorem 1.3 in the paper by Saranurak and Wang [SW19].
Theorem 4.4 (Prune [SW19]). Let cPrune be a large enough constant. There is an algorithm called
Prune that take as an input a tuple (G,D, φ) where G = (V,E) is an m-edge graph, D is a set of edges
of size |D| = d, and φ ∈ [0, 1] is such that G′ = (V,E ∪D) has conductance ΦG′ ≥ φ. The algorithm then
outputs a set P ⊂ V in time
TPrune(m, d, φ) = O(d logm/φ
2)
such that ΦG−P ≥ φ/6, volG(P ) ≤ cPruned/φ, and δG(P ) ≤ cPruned.7
Given an algorithm for CutAugment, we combine it with Prune and immediately obtain an algo-
rithm for CutPrune:
Lemma 4.5 (CutPrune→ CutAugment). Let cPrune be the constant from Theorem 4.4. There is an
algorithm for solving CutPrune with 6φL ≤ φU such that
TCutPrune (m,φU , φL, β) ≤ TCutAugment
(
m,φU , 6φL, β,
φL
cPrune
)
+ TPrune
(
m,
⌊
2mφL
cPrune
⌋
, 6φL
)
= TCutAugment
(
m,φU , 6φL, β,
φL
cPrune
)
+O ((m logm) /φL) .
Proof. Given an input tuple (G,φU , φL, β) for CutPrune, we invoke CutAugment(G,φU , 6φL, β,
φL
cPrune
)
in time TCutAugment(m,φU , 6φL, β,
φL
cPrune
). If CutAugment returns a cut S, then it is clear that S sat-
isfies the conditions of Item 1 from Definition 4.1 for CutPrune. Otherwise, a set F is returned,
where |F | ≤ ( φLcPrune )volG ≤
2mφL
cPrune
and ΦG∪F ≥ 6φL. Then, we invoke Prune(G ∪ F, F, 6φL). In
time TPrune(m, b 2mφLcPrune c, 6φL) the algorithm returns a set P where (i) ΦG−P ≥ (6φL)/6, (ii) volG(P ) ≤
cPrune|F |
6φL
≤ volG/6 and (iii) δG(P ) ≤ cPrune|F | ≤ φLvolG ≤ φUvolG. Hence, outputting S = P gives S
that satisfies the conditions of Item 2 from Definition 4.1. (Note that since 6φL ≤ φU ≤ 1, we satisfy the
input conditions in Definition 4.3 and Theorem 4.4 for CutAugment and Prune, respectively.)
Given an algorithm for solving CutPrune, it is easy to obtain the ones for BalCutPrune and
vBalCutPrune, respectively. The idea is straightforward: We simply repeatedly cut the graph until
the union of all cuts is balanced (in terms of the volume or the number of nodes). The union is a sparse
cut by Proposition 2.2. To make this idea formal, there are several cases in the analysis which are quite
tedious. So, we defer the proofs to Appendix.
Lemma 4.6 (BalCutPrune→ CutPrune). There is an algorithm for BalCutPrune with 3φL ≤ φU
such that
TBalCutPrune(m,φU , φL) ≤ O(1/β) · TCutPrune(m,φU/3, φL, β).
Lemma 4.7 (vBalCutPrune → BalCutPrune). There is an algorithm for vBalCutPrune with
60∆φL ≤ φU such that
TvBalCutPrune(n,∆, φU , φL) ≤ O(∆) · TBalCutPrune(n∆, φU/(60∆), φL).
7In [SW19] it is guaranteed that ΦG{V−P} ≥ φ/6 instead of ΦG−P ≥ φ/6. Observe that the former implies the latter.
We only need the latter here. (Recall that both are measures on induced subgraphs on V − P , but we add self-loops in
G{V − P} to preserve nodes’ degrees.)
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5 A Recursive Algorithm for CutAugment
The main technical lemma is presented in this section. At a high level, we show that solvingCutAugment
can be reduced to solving O˜(k) instances of vBalCutPrune in graphs whose numbers of edges are
smaller by a factor of roughly k and also solving O˜(1) instances of CutMatch. As CutMatch admits
fast algorithms from Section 3 and vBalCutPrune can in turn be reduced to CutAugment as shown
in Section 4, this completes the cycle of reductions and gives us a recursive algorithm for CutAugment.
From this, we will derive a fast algorithm for BalCutPrune in Section 6 as our main result. The formal
statement is as follows. (Below we use a constant ckkov from Theorem 5.5 which will be stated and proved
later in this section.)
Lemma 5.1 (CutAugment⇒ vBalCutPrune). Let ckkov and cmatch be constants from Theorem 5.5
and Theorem 3.2 respectively. There is a small enough constant c0 such that the following holds.
1. For any k ≥ 1, there is an algorithm for the CutAugment problem that, for any input tuple
(m,φU , φL, βcut, βaug) and R such that
R ≥ ckkov log(2m/k), cong ≥ cmatch log
2 2m
φ2U
, α ≤ 1
4
, φL ≤ c0αφU
R6cong logm
and βcut ≤ βaug/(330R),
the algorithm has running time
TCutAugment (m,φU , φL, βcut, βaug) ≤ kR · TvBalCutPrune (2m/k,R, 1/4, α)
+R · TCutMatch (2m, k, φU , cong, 160βcut) +O
(
m+ k5
)
.
2. There is an an algorithm for the CutAugment problem that, for any input tuple (m,φU , φL, βcut, βaug)
and R such that
R ≥ ckkov log (2m) , cong ≥ cmatch log 2m
φU
, α ≤ 1
4
, φL ≤ c0α
R5cong
and βcut ≤ βaug/(330R),
the algorithm has running time
TCutAugment (m,φU , φL, βcut, βaug) ≤ R · TvBalCutPrune (2m,R, 1/4, α)
+R · TCutMatch (2m, 1, φU , cong, 160βcut) +O (m) .
Roughly the first result in Lemma 5.1 gives a reduction from CutAugment on an m-edge graph to
vBalCutPrune on kR graphs of 2m/k edges by solving CutMatch with parameter k for R times. The
second result requires milder conditions. It gives a reduction from CutAugment to vBalCutPrune
on R graphs of 2m edges (i.e. the graphs are not smaller) by solving CutMatch with k = 1 for R times.
Behind these results is an algorithm that tries to embed many small expanders simultaneously into the
input graph. The notion of embedding is discussed in Section 5.1. The framework which allows us to
embed expanders is based on the variant of the cut-matching game by Khandekar, Khot, Orecchia, and
Vishnoi [KKOV07] which is discussed in Section 5.2. Finally, we describe our algorithm and its analysis
in Section 5.3.
5.1 Key Tool 1: Simultaneous Small Expanders Embedding
In this section, we define a notion of path embedding (or simply embedding) and show a key observation
in Lemma 5.4 on how to certify that a given graph is expander by only embedding small expanders into
it.
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Definition 5.2 (Embedding). An embedding (H,P) into a graph G = (V,E) consists of a graph H =
(V,E′) and a collection of paths P in G where each edge e′ = (u, v) ∈ E′ represents a path in P connecting
u and v. (G′,P) is called an c-congestion embedding if every edge in G is used by at most c paths in P.
We also say that H can be embedded into G with congestion c.8
Observe that if we can embed an expander H into a graph G with small congestion, then G must also
be an expander:
Proposition 5.3. If H can be embedded into G with congestion c, then σG ≥ σH/c.
Proof. Let (H,P) be an embedding into G with congestion c. Consider any set T where |T | ≤ |V |/2. It
suffices to prove that δH(T ) ≤ c · δG(G). To see this, for each edge e′ ∈ EH(T, V − T ), the corresponding
path Pe′ ∈ P must contains an edge from EG(T, V − T ). However, each edge in G can be used by at
most c many paths. So δH(T ) ≤ c · δG(G).
Proposition 5.3 has been the key observation in all previous flow-based algorithms (e.g. [LR99, ARV09,
KRV09, KKOV07, AHK10, She09]) for certifying that a given graph is an expander. However, given a
graph G, we do not know how to embed an expander H of the same size into G deterministically in
almost-linear time.
The following is the key observation of our algorithm. Suppose we partition nodes of G into k parts
V1, . . . , Vk of equal size, and let G
′ be the graph after contracting each Vi. Let Hi be an expander whose
node set is V (Hi) = Vi. So, the size of Hi is smaller than G by roughly a factor of k. If we can embed all
Hi into G simultaneously with low congestion and the contracted graph G
′ is an expander, then G must
also be an expander. Roughly speaking, to certify an expander, the task reduces to embedding small
disjoint expanders simultaneously instead of embedding one big expander. The statement below makes
this observation precise:
Lemma 5.4. Let G = (V,E) be a graph with maximum degree ∆. Let V = {V1, . . . , Vk} be a partition
of V . For each i, let Hi = (Vi, Ei) be a graph on vertex set Vi with maximum degree ∆. Let G
′ be
obtained from G by contracting each Vi. If ∪ki=1Hi can be embedded into G with congestion c, then
ΦG ≥ Ω(ΦG′ ·(mini ΦHi )∆3c ).
Proof. Consider Gˆ = G ∪ (∪ki=1Hi) (in other words, Gˆ = (V,E ∪ (∪ki=1Ei))). Observe that Gˆ can be
embedded into G with congestion c+ 1: we can embed edges ∪ki=1Ei with congestion c and the rest edges
(u, v) in Gˆ can be embedded to edge (u, v) in G. Thus, by Proposition 5.3,
σG ≥ σGˆ/(c+ 1) (11)
Next, consider the inner conductance Φin
Gˆ,V and the outer conductance Φ
out
Gˆ,V of Gˆ w.r.t. V (see the
definitions in Section 2.2). As G and each Hi have maximum degree ∆,
Φin
Gˆ,V ≥ mini ΦHi/∆ and Φ
out
Gˆ,V ≥ ΦG′/∆.
By Lemma 2.4, we have that ΦGˆ = Ω(Φ
out
Gˆ,V · ΦinGˆ,V) = Ω(ΦG′ · (mini ΦHi)/∆2).
We can now conclude that
ΦG ≥ σG/∆ (Proposition 2.1)
≥ σGˆ/(∆(c+ 1)) (Equation (11))
= ΦGˆ/(∆(c+ 1)) (Proposition 2.1)
= Ω
(
ΦG′ · (mini ΦHi)
∆3c
)
(Lemma 2.4).
8More generally, to embed W into G usually means to find a multi-commodity flow where each commodity corresponds
to the endpoints of an edge in W . In this paper, we can be more specific by finding a collection of (integral) paths P.
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5.2 Key Tool 2: Modified KKOV’s Cut-Matching Game
The Cut-matching Game. The cut-matching game is introduced by Khandekar, Rao, and Vazirani
[KRV09] and can be viewed as a process for “forcing” an adversary to construct an expander for us.
Suppose that we want to construct an expander and an adversary wants to slow us down. The cut-
matching game between the adversary and us proceeds in rounds as follows. Initially, we start with an
empty graph W . In each round t, we first choose a cut (St, St) cleverly. Then, an adversary chooses an
arbitrary matching Mt of size min{|St|, |St|} crossing the cut (St, St) and set W ← W ∪Mt. The key
contribution in [KRV09] is to show that even in this adversarial process, there is a simple and efficient
algorithm for choosing a cut in each round so that, within a polylogarithmic number of rounds, W is
guaranteed to be an expander (to be more precise, the sparsity σW is high).
The crucial property of the cut-matching game is that, given a graph G, the process allows us to easily
embed W into G. This is because embedding a matching crossing a cut (St, St) exactly corresponds to
finding a flow where St contains source nodes and St contains sink nodes (and decomposing the flow
into paths). As W is a union of such matchings, it suffices to solve polylogarithmic instances of the flow
problem. Since the resulting W must be an expander, we can arguing about the conductance of G.
The algorithm for choosing cuts by [KRV09] is inherently randomized and we do not know how to
use it. Fortunately, Khandekar, Khot, Orecchia, and Vishnoi (KKOV) [KKOV07] show another way
for choosing a cut in the cut-matching game. They show that, by choosing a most-vertex-balanced
sparsest cut in each round, the number of rounds is at most logarithmic. Although this can be found
deterministically, finding such cut is NP-hard.
In this section, we slightly modify KKOV’s framework and show that the number of rounds is still small
even when we allow an approximate result – in particular, when a cut is returned by vBalCutPrune.
This idea was also used in vertex connectivity algorithms [GLN+].
Theorem 5.5. Given a number n, a parameter φ ∈ [0, 1/4], Algorithm 3 calls a vBalCutPrune
algorithm for R ≥ ckkov log n many times where ckkov is some constant, and then returns an n-node
graph W with maximum degree R and σW ≥ φ/9. Hence, ΦW ≥ φ/9R.
The proof of Theorem 5.5 is almost the same as the one in [KKOV07] but we slightly adjust small
details so that it fits well with other parts of our algorithms. Therefore, we only include the proof in the
appendix for completeness.
Algorithm 3 The modified cut-matching game framework of [KKOV07].
Input: A number n and a parameter φ ∈ [0, 1/4]. Let R ≥ ckkov log n where ckkov is some constant.
Output: An n-node graph W with maximum degree R and σW ≥ φ/9 (so ΦW ≥ φ/9R ).
1. Let W0 be an n-node empty graph.
2. For t = 1, . . . , R:
(a) At ← vBalCutPrune(Wt, R, 1/4, φ).
(b) Let Bt be an arbitrary subset of V −At where |Bt| = |At|.
(c) Wt ←Wt−1 ∪Mt where Mt is an arbitrary matching between At and Bt of size |At|.
3. Return W = WR.
5.3 Algorithm and Analysis
High-level description. The algorithm for Lemma 5.1 is described in Algorithm 4. At a high level,
Algorithm 4 works as follows when k > 1. We first apply Lemma 2.3 and assume that the given graph
G = (V,E) has constant degree. Then, we partition V into k parts equally, V1, . . . , Vk. As suggested
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by Lemma 5.4, we will try to embed k expanders simultaneously into these k parts. To do this, we
implement the cut-matching game from Section 5.2 on each part. That is, we first initialize Wi as an
empty graph on vertex set Vi. For each round of the cut-matching game, we invoke vBalCutPrune
to find a vertex-balanced sparse cut in each Wi (independently), which defines the sets Ai, Bi ⊂ Vi.
The goal now is to embed a matching Mi between nodes from Ai and Bi simultaneously for all i. The
ES-CutMatch algorithm from Theorem 3.2 is exactly designed for this. If ES-CutMatch returns a
balance sparse cut, then we return such cut and terminate. Otherwise, it returns a collection P of paths
which corresponds k matchings M1, . . . ,Mk and ∪iMi can be embedded into G with small congestion.
So, we set Wi ← Wi ∪Mi. Therefore, after O(logm) rounds, we conclude using Theorem 5.5 that each
Wi is an expander. Moreover, ∪iWi can be embedded into G with small congestion as desired.
There is a small issue in the above argument because ES-CutMatch does not guarantee that all
nodes from Ai and Bi are matched in Mi as required by Theorem 5.5. Fortunately, only a small fraction
of nodes from ∪i(Ai ∪ Bi) is not matched. So, we can fix this simply by augmenting Mi with a set of
edges Fi in each round so that every node Ai ∪Bi is matched. We then set Wi ←Wi ∪ (Mi ∪Fi) in each
round, and so Wi is an expander after O(logm) rounds. We let F
in denote all the “fake” matching edges
augmented into all Mi in all rounds. Although ∪iWi might not be embeddable into G because of F in,
we still have that ∪iWi can be embedded into G ∪ F in = (V,E ∪ F in with small congestion.
Next, we let G′ be the graph after contracting each Vi. As G′ only has k nodes and we are willing to
spend poly(k) time, we can invoke any polynomial-time algorithm on G′. If there is a balanced sparse
cut S′ in G′, then we return the corresponding cut S in G and terminate. Otherwise, we can find F ′
where G′ ∪ F ′ is an expander. We let F out be obtained from F ′ after “uncontraction” (defined formally
in Item 7a of Algorithm 4). By Lemma 5.4, we can conclude that G ∪ F in ∪ F out is an expander. So
we return F in ∪ F out as an output for the CutAugment problem. See Algorithm 4 for the formal
description.
The algorithm description is the same when k = 1. The only difference is that we invoke Push-CutMatch
from Theorem 3.3 instead of ES-CutMatch for the improved quality and running time. Note that when
k = 1, the graph G′ from Item 5 of Algorithm 4 is a singleton.
Analysis. We first state the following algorithm for Item 6 of Algorithm 4.
Lemma 5.6. There is an algorithm called SlowCutAugment for solving the CutAugment problem
that, given (G,φ, β) where G = (V,E) is an n-node m-edge (multi)-graph, φ ∈ [0, 1] and β ≤ 1/3, in time
O(m+ n5) returns either
1. a set S ⊂ V such that βvolG ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φ, or
2. a set F ⊆ V × V of edges (not necessarily in E) where |F | ≤ βvolG and ΦG∪F ≥ φ/40 logm.
This lemma is obtained iteratively applying a deterministic polynomial-time approximate low-conductance
cut algorithm (e.g. [LR99]) and removing the returned cuts from G until we cannot. The proof is straight-
forward and is deferred to the Appendix. We note that if G is a singleton, then SlowCutAugment
returns F = ∅. In particular, when k = 1, we have F out = ∅ in Algorithm 4.
The running time of Algorithm 4 is straightforward. Note that m ≤ n ≤ 2m. The total time Item 4a
takes is kR·TvBalCutPrune(2m/k,R, 1/4, α). The total time Item 4b takes isR·TCutMatch(2m, k, φU , cong, 160βcut).
Note that we have cong ≥ cmatch log2 2m
φ2U
when k > 1 and cong ≥ cmatch log 2mφU when k = 1. So the con-
ditions for calling ES-CutMatch from Theorem 3.2 and the conditions for calling Push-CutMatch
from Theorem 3.3 are indeed satisfied. Item 6 takes O(m+ k5) time by Lemma 5.6. Other steps clearly
takes O(m) time.
Now, we proof the correctness. First, by the guarantees of Definition 3.1 and Lemma 5.6, observe
that the following:
Lemma 5.7. If Algorithm 4 returns a set S from Item 4c or Item 7, then βcutvolG ≤ volG(S) ≤ volG/2
and ΦG(S) ≤ φU .
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Algorithm 4 Algorithm for CutAugment using vBalCutPrune (Lemma 5.1; Definition 4.3)
Input: An m-edge graph G = (V,E) and parameters (φU , φL, βcut, βaug) satisfying the conditions in
Lemma 5.1.
Output: As in Definition 4.3, either
1. a set S ⊂ V such that βcutvolG ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φU , or
2. a set F of edges where |F | ≤ βaugvolG and ΦG∪F ≥ φL.
Algorithm:
1. Invoke the algorithm in Lemma 2.3 so we can assume that G is an n-node graph with maximum
degree 20 and n ≤ 2m.
2. Partition V into V1, . . . , Vk where n/2k ≤ |Vi| ≤ n/k.
3. Set Wi as an empty graph on vertex set Vi for each 1 ≤ i ≤ k. Set F in ← ∅.
4. Repeat R iterations:
(a) For each 1 ≤ i ≤ k :
i. Ai ← vBalCutPrune(Wi, R, 1/4, α).
ii. Bi be a subset of Vi −Ai where |Bi| = |Ai|.
(b) Run CutMatch(G,φU , cong, 160βcut, {A1, B1, . . . , Ak, Bk}) (using Theorem 3.2 when k > 1
and Theorem 3.3 when k = 1):
(c) If Item 4b returns a cut S, then return S. (The algorithm then terminates.)
Else, do the following.
i. Let M1, . . . ,Mk be the matchings returned from Item 4b.
ii. For each 1 ≤ i ≤ k:
A. Let Fi be an arbitrary set of edges such that Mi ∪ Fi is a matching between Ai and
Bi of size |Ai|.
B. Wi ←Wi ∪ (Mi ∪ Fi), F in ← F in ∪ Fi.
5. G′ ← G/V1/V2 . . . /Vk, i.e. G′ = (V ′, E′) is the graph after contracting each Vi into a vertex vi.
6. Run SlowCutAugment(G′, φU , βcut) (using Lemma 5.6):
7. If Item 6 returns a cut S′ ⊂ V (H), return S ← ∪vi∈S′Vi. (The algorithm then terminates.)
Else (a set F ′ ⊆ V ′ × V ′ of edges (not necessarily in G′) is returned), do the following.
(a) Let F out be an arbitrary set of edges such that degF out(v) = O(1) for each v ∈ V and
volF out(Vi) = volF ′(vi) for each vi ∈ V (H).
(b) Return F = F in ∪ F out.
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We also have:
Lemma 5.8. |F in| ≤ 320Rβm and |F out| ≤ βcutm. So |F | ≤ βaugm.
Proof. In each iteration of Item 4 of Algorithm 4, we have that | ∪ki=1 Fi| ≤ 160βcutn by Definition 3.1.
As there are R iterations and n ≤ 2m, we have |F in| ≤ 320Rβcutm. Also, |F out| ≤ βcutm by Lemma 5.6.
So we have |F | ≤ 330Rβcutm ≤ βaugm.
Now, we need the notion of embedding from Section 5.1. Observe the following:
Lemma 5.9. ∪ki=1Wi can be embedded into G ∪ F in with congestion R · cong.
Proof. For each iteration of the repeat loop at Item 4, the matchings M1, . . . ,Mk returned are such that
∪ki=1Mi can be embedding into G with congestion cong. This is true by the definition of the matchings
from Definition 3.1. The claim follows because there are at most R iterations.
The remaining part is to prove the following:
Lemma 5.10. ΦG∪F in∪F out ≥ φL.
Proof. First, we claim that mini ΦWi ≥ α/9R. Observe that the way Algorithm 4 inserts matchings into
each Wi is exactly the same way as how Algorithm 3 works. As we find the set Ai and Bi by invoking
vBalCutPrune(Wi, R, 1/4, α), Theorem 5.5 implies that ΦWi ≥ α/9R for each i.
Let Gˆ be obtained from G ∪ F in ∪ F out by contracting V1, . . . , Vk. As ∪ki=1Wi can be embedded into
G ∪ F in with congestion R · cong by Lemma 5.9 and the maximum degree of both G ∪ F in ∪ F out and
Wi is O(R), by Lemma 5.4, we have
ΦG∪F in∪F out ≥ Ω(1) ·
ΦGˆ · (mini ΦWi)
R4cong
≥ Ω(1) · α · ΦGˆ
R5cong
.
There are two cases. If k = 1, then ΦGˆ = 1 as Gˆ is a singleton. In this case, as we assume that
φL ≤ c0α/(R5cong) where c0 is small enough. So ΦG∪F in∪F out ≥ φL.
Now, we consider the case when k > 1. Observe that G′ ∪ F ′ is the graph G ∪ F out after contracting
V1, . . . , Vk. By Lemma 5.6, SlowBalCutPrune guarantees ΦG′∪F ′ ≥ φU/40R logm.
As each node is incident to at most R edges from F in, ΦGˆ ≥ ΦG′∪F ′/R ≥ φU/40R logm.
As φL ≤ c0αφU/(R6cong logm) where c0 is small enough. We conclude ΦG∪F in∪F out ≥ φL as well in
this case.
We summarize the property of our algorithm when k = 1 in the following remark. We will need this
later in Section 8.
Remark 5.1. When k = 1, in the case the set F is returned, we have that Algorithm 4 computes the
graph W1 where ΦW1 ≥ α/9R, E(Wi) ⊃ F , and W1 can be embedded into G∪F with congestion R ·cong.
Moreover, max∅6=S⊂V {volW (S)volG(S) ,
volG(S)
volW (S)
} ≤ R = O(logm) because the max degree of both W1 and G are
at most R.
6 Combining Everything: A Fast Algorithm for BalCutPrune
In this section, we show a fast algorithm for solving BalCutPrune:
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Theorem 6.1. There is a large enough constant cBalCutPrune such that the following holds. For any
` ≥ 1, there is an algorithm for solving the BalCutPrune problem such that, for any (m,φU , φL) where
φU ∈ [0, 1] and φL ≤ φU
(cBalCutPrune logm)12`+8
,
has running time TBalCutPrune(m,φU , φL) ≤ O(m1+3/`φ−2U logO(`
2)m).
By setting ` = Θ((logm/ log logm)1/3), we immediately obtain an almost-linear time algorithm for
φU ≥ 1/no(1):
Corollary 6.2. There is an algorithm of BalCutPrune that, for any (m,φU , φL) where
φU ∈ [0, 1] and φL ≤ φU/2O(log1/3 n·(log logn)2/3),
has running time TBalCutPrune(m,φU , φL) ≤ mφ−2U 2O(log
2/3 n·(log logn)1/3).
To prove Theorem 6.1, in Section 6.1 we combine the chain of reductions from Sections 4 and 5
and show that BalCutPrune can be solved by recursively solving BalCutPrune itself on several
much smaller graphs. Then, in Section 6.2 we analyze the algorithm when we recurse for at most
` levels, and then apply a slow polynomial time algorithm when the graph in the recursion is small
enough. This already gives us an almost-linear-time algorithm for BalCutPrune with a condition that
φU = Θ(1/ logm), i.e. it works only for the high conductance regime. Finally, Section 6.3 we extend the
algorithm to work for any φU ∈ [0, 1] and obtain Theorem 6.1.
All the proofs in this section are quite straightforward but a bit tedious because we need to check all
the conditions of parameters whenever we would like to invoke any reduction or algorithm.
6.1 One level of recursion
In this section, we show a recursive algorithm for BalCutPrune which calls itself in much smaller
graphs. This is done by combining the main lemma (Lemma 5.1) with other basic reductions from (10)
in Section 4:
Lemma 6.3. Let ckkov, cmatch, c0, cPrune be constants from Theorem 5.5, Theorem 3.2, Lemma 5.1,
Theorem 4.4 respectively. For any k ≥ 1, there is an algorithm called RecurBalCutPrune for solving
BalCutPrune such that, for any (m,φU , φL) where
R ≥ ckkov log(2m/k),Ω( 1
R
) ≤ φU ≤ 1
240R
, cong ≥ cmatch log
2 2m
φ2U
, γ ≥ 18R
6cong logm
c0φU
, φL ≤ 1
4γ
has running time
TBalCutPrune(m,φU , φL) ≤ O(kφ−1L R3) · TBalCutPrune(2mR/k, φU , φLγ) + O˜((km+ k5)R5φ−2L ).
Proof. Let βcut =
φL
330R·cPrune and α = φLγ. By Lemma 4.6, we have
TBalCutPrune (m,φU , φL) ≤ O (1/βcut) · TCutPrune (m,φU/3, φL, βcut) .
Then, Lemma 4.5 implies that
TCutPrune (m,φU/3, φL, βcut) = TCutAugment
(
m,φU/3, 6φL, βcut,
φL
cPrune
)
+ TPrune
(
m,
2mφL
cPrune
, 6φL
)
.
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Note that TPrune(m,
2mφL
cPrune
, 6φL) = O˜(m/φL) by Theorem 4.4. Now, as R ≥ ckkov log(2m/k), cong ≥
cmatch log
2 2m
φ2U
, α = φLγ ≤ 14 , 6φL = 6αγ ≤ c0αφU/3R6cong logm and βcut ≤ φL330R·cPrune , all parameters satisfy the
conditions of Lemma 5.1. So we obtain
TCutAugment
(
m,φU/3, 6φL, βcut,
φL
cPrune
)
= kR · TvBalCutPrune (2m/k,R, 1/4, α) +R · TCutMatch (2m, k, φU/3, cong, 160βcut) +O
(
m+ k5
)
.
Note that TCutMatch(2m, k, φU/3, cong, 160βcut) = O˜(km/φ
3
U ) by Theorem 3.2. Finally, by Lemma 4.7,
we have
TvBalCutPrune (2m/k,R, 1/4, α) = O (R) · TBalCutPrune (2mR/k, φU , α) .
Putting everything together, we obtain a recursion for TBalCutPrune:
TBalCutPrune (m,φU , φL)
= O (1/βcut) ·
(
O˜ (m/φL) +O
(
m+ k5
)
+R · O˜ (km/φ3U)+O (kR2) · TBalCutPrune (2mR/k, φU , α))
= O(kφ−1L R
3) · TBalCutPrune (2mR/k, φU , φLγ) + O˜
((
km+ k5
)
R5φ−2L
)
.
6.2 High Conductance Regime
In this section, we show a fast algorithm for solving BalCutPrune in the high conductance regime,
more specifically, when φU = Θ(1/ logm).
First, we note that it is easy to see that BalCutPrune can be solved deterministically in polynomial
time (e.g. by [LR99]). We will use this algorithm as a base case in our recursive algorithm.
Lemma 6.4. There is a constant cslow such that there is an algorithm called SlowBalCutPrune for
solving the BalCutPrune problem such that, for any (m,φU , φL) where
φL ≤ cslowφU/ logm,
has running time TBalCutPrune(m,φU , φL) = O(m
4).
We now describe a straightforward recursive algorithm: We invoke RecurBalCutPrune from
Lemma 6.3 recursively until the size of the graph is small enough. Once the graph becomes very small, we
then apply the slow polynomial time SlowBalCutPrune algorithm. The lemma below gives a formal
analysis of this idea:
Lemma 6.5. Let ckkov be constants from Theorem 5.5. Let c1 be a big enough constant. For any ` ≥ 1,
there is an algorithm for BalCutPrune such that, for any (m,φU , φL) where
ckkov log 2m ≤ R ≤ O (logm) ,Ω
(
1
R
)
≤ φU ≤ 1
240R
,φL ≤ 1
(c1 logm)
12`+2
has running time TBalCutPrune(m,φU , φL) ≤ O(m1+3/` logO(`
2)m).
Proof. Fix a parameter ` ≥ 1. Given (G,φU , φL) where G has m edges. We set global variables
k = m1/`, cong =
cmatch log
2 2m
φ2U
and γ =
18R6cong logm
c0φU
.
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For each 1 ≤ i ≤ `, we set
φ
(i)
L =
cslowφU
γi logm
and m(i) = m(
2R
k
)`−i.
As γ = Θ(log12m), we have that φ
(i)
L ≥ 1/(c1 logm)12i+2 where c1 is a big enough constant and m(i) =
mi/`(logΘ(1)m)`−i. Our algorithm is recursive, but we emphasize that these global variables do not
depend on the size of graphs inside the recursion. Throughout the recursion, we keep an invariant that
the recursive input to BalCutPrune must be of the form (G′, φU , φ
(i)
L ), for some 1 ≤ i ≤ `, where G′ is
a graph with m′ ≤ m(i) edges.
Now, we describe the algorithm. Initially, given an input (G,φU , φL), we invokeRecurBalCutPrune
from Lemma 6.3 with parameter (G,φU , φ
(`)
L ). In the recursion, given (G
′, φU , φ
(i)
L ) as input, if G
′ has
m′ > m(1) edges, then we invoke RecurBalCutPrune, otherwise we invoke SlowBalCutPrune. By
Lemma 6.3, it is easy to see that we indeed maintain the invariant.
We next prove the validity of the outputs and the inputs of BalCutPrune throughout the recursion.
The output from the topmost call to RecurBalCutPrune a valid output for the BalCutPrune
problem with parameter (G,φU , φL) because φL ≤ 1/(c1 logm)12`+2 = φ(`)L . For any 1 ≤ i ≤ `, given
(G′, φU , φ
(i)
L ) where G
′ has m′ ≤ m(i) edges, the conditions of RecurBalCutPrune from Lemma 6.3
hold because
R ≥ ckkov log(2m′/k), cong ≥ cmatch log
2 2m′
φ2U
, γ ≥ 18R
6cong logm′
c0φU
, φ
(i)
L ≤
1
4γ
.
Also, the condition φ
(i)
L ≤ cslowφU/ logm of SlowBalCutPrune from Lemma 6.4 holds. So, (G′, φU , φ(i)L )
is valid for both RecurBalCutPrune or SlowBalCutPrune. This completes the correctness of the
algorithm. It remains to analyze the running time.
As φ
(i−1)
L = γφ
(i)
L and m
(i−1) = m(i)( 2Rk ), we have that for all i ≥ 2
TBalCutPrune(m
(i), φU , φ
(i)
L ) ≤ O
(
kR3
φ
(i)
L
)
· TBalCutPrune(m(i−1), φU , φ(i−1)L ) + O˜
(
(km(i) + k5)R5(φ
(i)
L )
−2
)
≤ O
(
kR3
φ
(i)
L
)
· TBalCutPrune(m(i−1), φU , φ(i−1)L ) +O(m(i+3)/` logO(`)m)
by Lemma 6.3. When i = 1, by calling SlowBalCutPrune, we have
TBalCutPrune(m
(1), φU , φ
(1)
L ) = O(m(
2R
k
)`−1)4 = O(m4/` logO(`)m).
Therefore, we conclude
TBalCutPrune(m,φU , φL)
≤ TBalCutPrune(m(`), φU , φ(`)L )
≤ O
(
kR3
φ
(`)
L
)`−1
·O
(
m4/` logO(`)m
)
+
∑`
i=2
O
(
kR3
φ
(`)
L
)`−i
· O˜
(
m(i+1)/` logO(`)m
)
= O
(
m1−1/` logO(`
2)m
)
·O
(
m4/` logO(`)m
)
+
`−1∑
i=1
O
(
m1−i/` logΘ(`
2)m
)
·O
(
m(i+3)/` logO(`)m
)
= O
(
m1+3/` logO(`
2)m
)
.
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6.3 General Regime
Based on the algorithm for high conductance regime from Lemma 6.5, we now extend it to work on the
general regime and prove Theorem 6.1 in this section.
The high level idea is simple. The main observation is that Lemma 5.1 implies that, to solve
CutAugment in a general regime, it suffices to only have an algorithm for vBalCutPrune in the
high conductance regime, which we have from Lemma 6.5. So we apply Lemma 5.1 (with k = 1 for more
efficiency). Now, given an algorithm for CutAugment in general regime, the basic reductions from (10)
in Section 4 immediately give us an algorithm for BalCutPrune for a general regime.
Lemma 6.6. There are large enough constant c2 and c3 such that the following holds. For any ` ≥ 1,
there is an algorithm for CutAugment such that, for any (m,φU , φL, βcut, βaug) where
φL ≤ φU
(c2 logm)12`+8
and βcut ≤ βaug
c3 logm
has running time TCutAugment(m,φU , φL, βcut, βaug) = O(m
1+3/`φ−1U log
O(`2)m).
Proof. Let ckkov, cmatch, c0, c1 be constants from Theorem 5.5, Theorem 3.2, Lemma 5.1, Lemma 6.5,
respectively. We set
R = 2ckkov log(2m), cong =
cmatch log 2m
φU
and α =
1
(c1 logm)12`+2
.
Observe that φL ≤ φU(c2 logm)12`+8 ≤ c0αR5cong and βcut ≤
βaug
c3 logm
≤ βaug330R because c2 and c3 are large enough.
As the parameters satisfy the condition of Item 2 of Lemma 5.1, we have
TCutAugment(m,φU , φL, βcut, βaug)
≤ R · TvBalCutPrune(2m,R, 1/4, α) +R · TCutMatch(2m, 1, φU , cong, 160βcut) +O(m).
By Lemma 4.7, we have
TvBalCutPrune(2m,R, 1/4, α) = O(R) · TBalCutPrune(2mR, 1/240R,α).
Let m0 = 2mR and R0 = ckkov log 2m0. We would like to bound TBalCutPrune(m0, 1/240R,α). Observe
that R0 ≤ R = O(R0). So we have ckkov log 2m0 ≤ R0 ≤ O(logm0) and Ω( 1R0 ) ≤ 1240R ≤ 1240R0 . Note
also that α ≤ 1
(c1 logm)12`+2
. These parameters satisfy the conditions of Lemma 6.5 and so
TBalCutPrune(m0, 1/240R,α) = O(m
1+3/`
0 log
O(`2)m0) = O(m
1+3/` logO(`
2)m).
Putting everything together, we obtain
TCutAugment(m,φU , φL, βcut, βaug) = O(m
1+3/` logO(`
2)m) +R · TCutMatch(2m, 1, φU , cong, 160βcut)
(12)
= O(m1+3/`φ−1U log
O(`2)m)
where the last equality is by invoking Push-CutMatch from Theorem 3.3.
Proof of Theorem 6.1. Given an algorithm for CutAugment in general regime, we immediately
obtain another for BalCutPrune as follows. Let φ∗L =
φU
(cBalCutPrune logm)12`+8
and βcut =
φ∗L
330R·cPrune . We
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have:
TBalCutPrune (m,φU , φL)
≤ TBalCutPrune (m,φU , φ∗L)
≤ O(1/βcut) · TCutPrune (m,φU/3, φ∗L, βcut) (Lemma 4.6)
≤ O(1/βcut) ·
(
TCutAugment
(
m,φU/3, 6φ
∗
L, βcut,
φ∗L
cPrune
)
+ TPrune
(
m,
2mφ∗L
cPrune
, 6φ∗L
))
(Lemma 4.5)
Note that 6φ∗L ≤ φU/3(c2 logm)12`+8 because cBalCutPrune is large enough. The parameters satisfy the conditions
of Lemma 6.6 which implies that
TCutAugment
(
m,φU/3, 6φ
∗
L, βcut,
φ∗L
cPrune
)
= O
(
m1+3/`φ−1U log
O(`2)m
)
.
By Theorem 4.4, we have TPrune(m,
2mφ∗L
cPrune
, 6φ∗L) = O˜(m/φ
∗
L) = O(mφ
−1
U log
O(`)m). As 1/βcut =
O(φ−1U log
O(`)m), we have
TBalCutPrune(m,φU , φL) = O(m
1+3/`φ−2U log
O(`2)m).
7 Applications of BalCutPrune
In this section, we give a list of applications of the fast BalCutPrune algorithm from Corollary 6.2.
Tables 1 and 2 summarizes our results. We use the Ô(·) notation to hide sup-polynomial lower order terms.
Formally Ô(f(n)) = O(f(n)1+o(1)), or that for any constant θ > 0, we have Ô(f(n)) ≤ O(f(n)1+θ). It
can be viewed as a direct generalization of the O˜(·) notation for hiding logarithmic factors, and behaves
in the same manner.
7.1 Expander Decomposition
An (, φ)-expander decomposition of a graph G = (V,E) is a partition P = {V1, . . . , Vk} of V such that
ΦG[Vi] ≥ φ and
∑
i δG(Vi) ≤ volG. This decomposition was introduced in [KVV04, GR99] and has been
used as a key tool for various applications in many setting (including the ones in this paper).
Spielman and Teng give the first near-linear O˜(m/poly()) time algorithm for computing a weak
variant of the (, 2/polylogn)-expander decomposition, where each Vi is only guaranteed to be contained
in some Wi ⊆ Vi where ΦG[Wi] ≥ 2/polylogn.
This caveat is first removed in [NS17]: one can compute an (, /no(1))-expander decomposition in
Ô(m) time ([Wul17] also uses the same approach but has worse running time). Then, [SW19] shows how
to compute an (, /polylogn)-expander decomposition in O˜(m/) time. However, all previous algorithms
are randomized.
The only subquadratic time deterministic algorithm is implicit in [GLN+]: an (, /no(1))-expander
decomposition can be computed in Ô(m1.5) time. Here, we show the first deterministic algorithm with
almost-linear running time for computing this decomposition.
Corollary 7.1. There is an algorithm that, given a graph G = (V,E) with m edges and a parameter
 ∈ (0, 1], returns a (, /2O(log1/3m log2/3 logm))-expander decomposition of G in time Ô(m−2).
Proof. Let φU = /100 logm and φL = φU/2
O(logm log logm)2/3 . Let P ← ∅ initially. Using Corollary 6.2,
We apply BalCutPrune(G,φU , φL), which returns either
1. (Cut): a cut S ⊂ V such that volG/3 ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φU , or
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2. (Prune): a cut S ⊂ V such that volG(S) ≤ volG/2, δG(S) ≤ φUvolG and ΦG−S ≥ φL.
If Case 1 happens, we recurse on G[S] and G[V − S]. If Case 2 happens, we let P ← P ∪ {V − S} (since
ΦG[V−S] = /2O(logm log logm)
2/3
) and only recurse on G[S]. After the recursion, P is an partition of V
and each Vi ∈ P satisfies ΦG[Vi] = /2O(logm log logm)
2/3
. Since volG(S) ≤ volG/2, volV−S ≤ 2volG/3 in
Case 1 and volG(S) ≤ volG/2 in Case 2, the depth of recursion is at most 100 logm. Thus, the running
time is bounded by O(logm · mφ−2U 2O(logm log logm)
2/3
) = O(m−22O(logm log logm)
2/3
). Finally, in both
cases, by splitting V into S and V − S, the number of edges between different Vi’s increase by at most
φUvolG ≤ (/100 logm)volG. Since the depth of recursion is bounded by 100 logm,
∑
Vi∈P δG(Vi) ≤
volG.
7.2 Dynamic Connectivity and Minimum Spanning Forests
Next, we resolve the long standing open problem whether the classic deterministic dynamic connectivity
algorithm with O(
√
n) worst-case update time by Frederickson [Fre85, EGIN97] can be sped up by a
polynomial factor. The previous best deterministic algorithm has O(
√
n(log log n)2/ log n) worst-case
update time [KKPT16]. We improve this bound to subpolynomial:
Corollary 7.2. There is a deterministic algorithm that, given an n-node graph G with undergoing edge
insertion and deletions, can explicitly maintain a minimum spanning forest of G using 2O(logn log logn)
2/3
worst-case update time for each edge update.
The above dynamic minimum spanning forest algorithm immediately implies a dynamic connectivity
algorithm with the same update time and O(log n) query time (for answering whether a pair of nodes is
connected).
We only sketch the argument here. There are only two randomized components in the fully dynamic
minimum spanning forests algorithm by Nanongkai, Saranurak and Wulff-Nilsen [NSW17]. The first
randomized component is the MSF decomposition (Theorem 8.3) in Section 8 in [NSW17]. In that
section, one can observed that the only reason their algorithm is randomized is because of the algorithm
for computing the expander decomposition (i.e. Lemma 8.7 in their paper) which is derandomized by
Corollary 7.1. So the MSF decomposition is also derandomized.
The second randomized component is Theorem 6.1 from Section 6 in [NSW17], which is an extension
of Theorem 5.1 in [NSW17]. Both theorems are about dynamic expander pruning algorithms. In Theorem
5.1, the theorem assumes that the initial input graph is guaranteed to has high conductance. With this
assumption, the algorithm for Theorem 5.1 is deterministic. Then, the purpose of Theorem 6.1 is to
remove this assumption, however the algorithm becomes randomized. The only reason they need to use
Theorem 6.1 instead of Theorem 5.1 is because their MSF decomposition was Monte Carlo randomized
and hence the initial input graph to Theorem 6.1, with small probability, can have low conductance.
However, given that the MSF decomposition is derandomized, one can instead apply Theorem 5.1 which
is deterministic.
Given that the two components are deterministic, one can verify that the whole algorithm is also
deterministic. By implementing the MSF decomposition using Corollary 7.1 and by implementing dynamic
expander pruning in Theorem 5.1 using the improved expander pruning algorithm from [SW19], we believe
that the final update time of the dynamic MSF algorithm is 2O(logn log logn)
2/3
which is the factor from
Corollary 6.2.9
7.3 Spectral Sparsifiers
Deterministic expander decompositions can be immediately used to to derandomize their original applica-
tion: constructing spectral sparsifiers [ST11]. Given a undirected weighted n-node graph G = (V,E,w),
9However, we note even if the running time of algorithm from Corollary 6.2 is O(mpoly logm), the approach of [NSW17]
cannot give the update time below 2O(
√
logn).
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a Laplacian LG of G is a matrix of size n× n where
LG(u, v) =
{
−w(u,v) u 6= v∑
e=(u,u′) w(u,u′) u = v.
We say that a graph H is a α-approximate spectral sparsifier of G is x ∈ Rn, x>LGx ≤ x>LHx ≤
α · x>LGx.
All previous deterministic graph sparsification algorithms, even for cut sparsifiers, use the explicit
potential function based approaches by Batson Spielman and Srivastava [BSS12]. All previous works
with faster running times either perform random sampling [SS11], or use random projections to estimate
the importances of edges [ALO15]. Below, we give the first deterministic almost-linear-time algorithm
for computing a spectral sparsifier of a weighted graph. We emphasize that although all algorithms from
previous sections are designed for unweighted graphs, the fact that spectral sparsifiers is “decomposable”
allows us to reduce the problem on weighted graphs to the one on unweighted graph easily.
Corollary 7.3. There is a deterministic algorithm that, given a undirected n-node m-edge graph G =
(V,E,w) with integral, polynomially bounded edge weights w , compute a no(1)-approximate spectral spar-
sifier H with O(n log2 n) edges of G in time Ô(m).
Proof. First we decompose each edge of G by its binary representation and let G(i) = (V, {e ∈ E|we =
2i}). Since we can approximate each G(i) separately, we assume G is an unweighted graph.
We compute an (1/2, 1/2O(logn log logn)
2/3
)-expander decomposition P = {V1, V2, . . . , Vk} of G by
Corollary 7.1. If Ê :=
⋃
i∈[k] δ(Vi) is nonempty, let G← (V, Ê) and recurse. The depth of this recursion
is at most O(logm) and G is decomposed into sum of its subgraphs whose conductances are at least
1/2O(logn log logn)
2/3
.
This shows that it suffices to approximate a graph H with conductance at least 1/2O(logn log logn)
2/3
.
We will first approximate H by a “product demand graph” D as defined in [KLP+16] and then use the
construction (which is a strengthen version of Fact 2.6) from [KLP+16] to sparsify D.
Definition 7.4 (Definition G.13, [KLP+16]). The product demand graph of a vector d ∈ (R>0)n, G(d),
is a complete weighted graph on n vertices whose weight between vertices i and j is given by w ij = d id j .
For any n-node graph G, we let degG ∈ Zn be a vector indicating the degree of each node. Let
D = 1volHG(degH) be a product demand graph. Observe that degD = degH by construction. In the
following lemma, we show D and H approximates each other:
Lemma 7.5. Let D and H be two undirected weighted graphs on the same set of vertices such that
degD = degH . If ΦD,ΦH ≥ φ for some conductance threshold φ, φx>LHx ≤ x>LDx ≤ 1φx>LHx for
any vector x ⊥ deg 12D where deg
1
2
D is the vector such that the u-th entry is
√
degD u.
Proof. Let L̂D and L̂H be normalized Laplacians of D and H, respectively. Since the degree vector of D
and H are the same, we only need to prove φx>L̂Hx ≤ x>L̂Dx ≤ 1φx>L̂Hx for any vector x ⊥ deg
1
2
D.
Let λ be the second eigenvalue of L̂H . For any vector x ⊥ deg
1
2
D, we have
λ
2
x>L̂Dx ≤ λ‖x‖2 ≤ x>L̂Hx
since the largest eigenvalue of L̂D is at most 2. By Cheeger’s inequality [Alo86],
φx>L̂Dx ≤ ΦDx>L̂Dx ≤ λ
2
x>L̂Dx ≤ x>L̂Hx .
Same proof applies to the other direction.
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By construction, for any cut S of D, its conductance is
δD(S)
min{volD(S), volD(V − S)} =
volD(S) · volD(V − S)
volD ·min{volD(S), volD(V − S)} ≥
1
2
.
Lemma 7.5 with φ = 1/2O(logn log logn)
2/3
= no(1) implies that D is a no(1)-approximate spectral sparsifier
of H. Finally, a sparsifier of D can be constructed in nearly linear time:
Lemma 7.6 (Lemma G.15, [KLP+16]). There exists an algorithm, given any demand vector d ∈ Rn,
returns in O(n−4) work a graph K with O(n−4) edges such that e−K is an e2-approximate spectral
sparsifier of G(d).
By letting  = 2 and d = degD in Lemma 7.6, we have an 100-approximate spectral sparsifier of D
(by scaling K), which is a no(1)-approximate spectral sparsifier of H. Each expander is preserved up to
an approximation factor of no(1), so we get an no(1) approximation of the overall graph.
7.4 Laplacian Solvers and Laplacian-based Graph Algorithms
Prior to our work, the fastest deterministic Laplacian solver is by Spielman and Teng [ST03] has running
time O˜(m1.31 log 1 ). All faster solvers with near-linear running time are based on randomized spectral
sparsifiers (e.g. [ST14]) or inherently randomized [KS16]. By applying the deterministic algorithm for
computing spectral sparsifiers from Corollary 7.3, we immediately obtain that deterministic Laplacian
solvers with almost linear running time.
Formally stating such results requires the definition of errors, which are based on matrix norms. For
any matrix A, an A-norm of a vector x is defined by ||x||A =
√
x>Ax and let A† denote the Moore-Penrose
pseudoinverse of A, which is the matrix with the same nullspace as A that acts as the inverse of A on its
image.
Corollary 7.7. There is a deterministic algorithm that, given a Laplacian L size n×n with m non-zeroes
and a vector b ∈ Rn, compute a vector x such that ||x− L†b||L ≤ ||L†b||L in time Ô(m log 1 ).
This result follows because spectral sparsifiers are the only randomized components in the Spielman-
Teng Laplacians solvers [ST14]. Although Spielman and Teng employ 1 + -approximate spectral spar-
sifiers in their solvers, by paying no(1) factor in the running time, one can show that exactly the same
approach work even if we use no(1)-approximate spectral sparsifiers from Corollary 7.3.
There are several graph algorithms [Mad10b, Mad16, CMSV17] based on interior point method that
need to iteratively solve Laplacian systems several times. In those algorithms, solving Laplacians is the
only randomized subroutine. Therefore, the Ô(m3/2 logW ) bound of interior point methods for graph
structured matrices by Daitch and Spielman [DS08] becomes deterministic. This immediately implies
algorithms for
• maximum flow in directed graphs with m edges and edge capacities up to W ,
• minimum-cost, and loss generalized flows in directed graphs with m edges and edge capacities in
[0,W ] and edge costs in [−W,W ].
that run in deterministic Ô(m3/2 logW ) time. See [DS08] for the discussion about the history of these
problems. Furthermore, by derandomizing the interior-point-methods-based results from [Mad13, Mad16,
CMSV17], the following problems in directed m-edge graphs with edge costs/weights in the range [−W,W ]
can also be solved in deterministic Ô(m10/7 logW ) time. The problems includes
• unit-capacity maximum flow and maximum bipartite matching,
• single-source shortest path (with negative weight),
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• minimum-cost bipartite perfect matching,
• minimum-cost bipartite perfect b-matching, and
• minimum-cost unit-capacity maximum flow.
See [CMSV17] for the discussion about the history of these problems.
7.5 Approximate Max-Flows
A (1+)-approximate max flow in undirected edge-capacitated graphs can be computed in near-linear time
by randomized algorithms [She13, KLOS14, Pen16]. The currently fastest algorithm takes O˜(m/) time
and is by Sherman [She17]. Below, we present a Ô(m/)-time deterministic algorithm. The deterministic
spectral sparsifier algorithm from Corollary 7.3 also implies derandomization of the following results.
1. the mixed `2 and `p norm sparsifier in unit-capacitated graphs by Kyng, Peng, Sachdeva, and
Wang [KPSW19].
2. the cut-approximation algorithm in capacitated undirected graphs by Madry [Mad10b], and the
congestion-approximator by Sherman [She13],
3. the oblivious routing scheme in capacitated undirected graphs by Kelner, Lee, Orecchia, and Sid-
ford [KLOS14], and
item 1, namely sparse approximations that preserve mixed `2 and `p objectives also implies a de-
randomization of the overall `p-norm flow algorithm in [KPSW19]. This is due to the direct analog
between that algorithm and the Spielman-Teng solver [ST14], namely that it builds ultra-sparsifiers by
moving edges around a low-stretch spanning tree, and then sparsifies the graph on a smaller subset of
vertices. This gives an algorithm for computing the minimum energy `p flows to an additive error of
1/poly(n) in undirected unit weighted graphs that runs in time Ô(exp(O(p3/2))m
1+O( 1√p )). This sub-
routine can also be applied to the more general weighted setting, leading to running times of the form
Ô(exp(O(p))(m + n
|p−2|
2p+|p−2| )) for 1/poly(n) relative error solutions [AKPS19]. It can also be used in
conjunction with subsequent improvements on the p dependences [APS19, AS19].
Combining the oblivious routings/congestion approximators with the area convexity based accelerated
methods by Sherman [She17] gives a deterministic, almost linear time, approximate max-flow algorithm
with 1/ dependencies.
Corollary 7.8. There is a deterministic algorithm that, given (G, b, ) where G = (V,E, c) is an m-edge
undirected capacitated graph with edge capacity ratio C = maxe cemine ce , b ∈ RV is a demand vector where∑
v∈V bv = 0, and  > 0 is an accuracy parameter, returns in time TMaxFlow(m,C, ) = Ô(m
−1 logC)
either
• (Flow): a flow satisfying the demand b with congestion (1 + ), or
• (Cut): a cut S such that ∑e∈E(S,S) ce <∑v∈S bv.
This result, in fact, generalizes to multi-commodity flow [She17] as well. On the other hand, the more
recent method by Sidford and Tian [ST18] also uses randomization in its intermediate steps: it remains
an interesting question whether it can be derandomized as well.
The single-tree based routing scheme by Ra¨cke, Shah, and Taubig [RST14] can also be derandomized
by using our balanced cut routine as the cut player in its cut-matching game. However, this use introduces
again an overhead of no(1) in the approximation ratio. Therefore, matching the best randomized overhead
of polylog(n) for approximate maximum flow [Pen16] may be the most direct goal for improving the
performances of these derandomized graph preconditioning routines.
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7.6 Low Vertex Expansion Cut
Next, we show that a fast algorithm for computing a cut with low vertex expansion, a notion similar to
conductance and sparsity. For any graph G = (V,E), a vertex cut (L, S,R) is a partition of V such that
L,R 6= ∅ and EG(L,R) = ∅. A vertex expansion of a vertex cut (L, S,R) is denoted by hG(L, S,R) =
|S|
min{|L|,|R|}+|S| and a vertex expansion of a graph is denoted by hG = min(L,S,R) hG(L, S,R). We define
balance of (L, S,R) as balG(L, S,R) =
min{|L|,|R|}+|S|
max{|L|,|R|}+|S| .
Corollary 7.9. There is a deterministic algorithm that, given (G,φ, β) where G is an m-edge n-node
undirected graph G, φ ∈ [0, 1] is a vertex expansion parameter, and β ∈ [0, 1] is a balanced parameter, in
time Ô(min{m/φ,m√n}) either
1. declares there is no vertex cut (L, S,R) where hG(L, S,R) < φ and balG(L, S,R) > β, or
2. finds a vertex cut (L, S,R) where hG(L, S,R) ≤ φ2O(logn log logn)2/3 and balG(L, S,R) ≥ β/2O(logn log logn)2/3 .
This algorithm is a vertex expansion variant of the MostBalance algorithm that we will prove for-
mally later in Lemma 8.9. The main difference is that our goal now is to embed an expander with small
congestion on nodes instead of on edges. So, in each round of the cut-matching game, we need to solve
a variant of the CutMatch problem with small vertex congestion. This can be implemented in either
O˜(m/φ) time (based on the bounded-height push relabel or blocking flow similar the Push-CutMatch
algorithm, or in time O˜(m
√
n) (based on the deterministically vertex capacitated exact max flow al-
gorithm by Theorem 1.4 of [NSY19]). Following the same proof of Lemma 8.9, we obtain the above
claim.
7.7 Vertex Max Flow, Min Cut, and Lowest Vertex Expansion Cut
We can also derandomize the decremental single-source shortest path (SSSP) algorithm by Chuzhoy and
Khanna [CK19].
Corollary 7.10. There is a deterministic algorithm that, given a simple undirected weighted n-node
graph G = (V,E) undergoing vertex deletions, a special source vertex s ∈ V , and a parameter  > 0,
supports queries path-query(v). For each query path-query(v), the algorithm returns a path from s to v,
if such a path exists, whose length is at most (1 + )dist(s, v). The total running time of the algorithm
is Ô(n2−2 log3(1/) logL) where L is the ratio of largest to smallest edge weights, and each query is
answered in Ô(n logL log(1/)) time.
Proof. By applying Corollary 7.9 with φ = 1/no(1), we can derandomize the construction of the core
decomposition in [CK19] which is the only randomized component in the whole paper.
Chuzhoy and Khanna [CK19] also show applications of their algorithm to computing approximate
vertex max flow, min cut, and cut with lowest vertex expansion. As the reductions are deterministic, we
immediately obtain:
Corollary 7.11. There is a deterministic algorithm that, given an undirected n-node graph G = (V,E)
with capacities c(v) ≥ 0 on vertices, a source s, a sink t, and a parameter  ∈ (0, 1], computes a (1 + )-
approximate maximum s-t flow and a (1 + )-approximate minimum vertex s-t cut in Ô(n2/poly) time.
Corollary 7.12. There is a deterministic algorithm that, given an undirected n-node graph G = (V,E),
computes a O(log4 n)-approximate to the lowest vertex expansion cut in Ô(n2) time.
Note that this algorithm is incomparable to one from Corollary 7.9.
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8 Faster BalCutPrune in Low Conductance Regime
The algorithm for BalCutPrune from Section 6 is slow in the low conductance regime. More specifically,
the running time is m1+Ω(1) when φU < 1/n
 for any constant  > 0. In this section, we remove the
dependency on φU from the running time of BalCutPrune while still taking almost linear time.
Theorem 8.1. For any number ` ≥ 1, there is an algorithm for BalCutPrune that, for any (m,φU , φL)
where
φU ∈ [0, 1] and φL ≤ φU/ logO(`
2)m,
has running time TBalCutPrune(m,φU , φL) = Ô(m
1+4/` logO(`
2)m).
By setting ` = Θ((logm/ log logm)1/3), this gives Corollary 8.2 which is a restatement of our main
result of this paper in Theorem 1.2.
Corollary 8.2. There is an algorithm for BalCutPrune that, for any (m,φU , φL) where
φU ∈ [0, 1] and φL ≤ φU/2O(log2/3 n·(log logn)1/3),
has running time TBalCutPrune(m,φU , φL) = O(m2
O(log2/3 n·(log logn)1/3)) = Ô(m).
The outline for proving Theorem 8.1 is as follows. In Section 8.1, we first show theMaxflow-CutMatch
algorithm for solving CutMatch problem whose running time does not depend on φ by exploiting the
deterministic approximate max flow algorithm from Corollary 7.8. Combining with the almost-linear-time
BalCutPrune algorithm in the high conductance regime from Theorem 6.1, we obtain an algorithm for
CutAugment without dependency on φU in the running time.
One way to obtain BalCutPrune algorithm from the one for CutAugment is to again apply
the chain of reductions from (10) in Section 4. However, because of the Prune algorithm, this would
introduce dependency on φU . In Section 8.2, we show how to obtain BalCutPrune algorithm from
CutAugment algorithm without paying 1/φU factors. We note that all ideas of the proofs in this section
were implicit in Section 5 of [NS17]. However, the problem definitions in our paper are quite different
from theirs. Therefore, we include the proof for completeness.
Finally, we discuss applications of Corollary 8.2 in Section 8.3.
8.1 CutMatch and CutAugment via Max Flow
In this section, we show the Maxflow-CutMatch algorithm for solving the CutMatch problem where
the running time does not depend on the conductance parameter φ.
Lemma 8.3. There is an algorithm called Maxflow-CutMatch for solving the CutMatch problem
that, for any (n, k, φ, cong, β) where k = 1 and cong ≥ 100φ−1 log n, has running time TCutMatch(n, 1, φ, cong, β) =
Ô(n).
Recall that we are given an n-node m-edge graph G = (V,E) with maximum degree 20, a conductance
parameter φ ∈ [0, 1], a congestion parameter cong ≥ 1, a balance parameter β ∈ [0, 1] where cong ≥
2φ−1 log n, and A,B are disjoint subsets of V where |A| = |B|. The algorithm description is shown
Algorithm 5. Note that the idea of the algorithm and the proof is similar to Lemma B.18 of [NS17].
Claim 8.4. If a set S is returned from Item 4c of Algorithm 5, then βvolG/160 ≤ volG(S) ≤ volG/2 and
ΦG(S) ≤ φ.
Proof. We assume that volG(S) ≤ volG/2 because another case is symmetric. Let capG′({s}∪S, S ∪{t})
be the total capacity of edges in G′ crossing the cut ({s}∪S, S∪{t}). Note that capG′({s}∪S, S∪{t}) <
x < |Aˆ|/2 ≤ |Aˆ| − βn/4 because |Aˆ| = |Tˆ |/2 and |Tˆ | ≥ βn. Observe that
capG′({s} ∪ S, S ∪ {t}) = δG(S)/φ+ |Aˆ ∩ S|+ |Bˆ ∩ S|. (13)
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Algorithm 5 The implementation of Maxflow-CutMatch (for Lemma 8.3).
Input: An n-node graph G = (V,E) with maximum degree 20, a conductance parameter φ ∈ [0, 1], a
congestion parameter cong ≥ 1 a balance parameter β ∈ [0, 1] where cong ≥ 2φ−1 log n, and A,B are
disjoint subsets of V where |A| = |B|.
Output: Let T = A ∪B be the set of terminals. Output either
1. a cut S where βvolG/160 ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φ, or
2. a collection P of paths connecting u ∈ A to v ∈ B such that each terminal is an endpoint of exactly
one path, except at most βn many terminals which are not an endpoint of any path, and every
edge is contained in at most cong paths.
Algorithm:
1. Initialize Aˆ← A, Bˆ ← B, P ← ∅
2. Let MaxFlow be an approximate max flow algorithm from Corollary 7.8.
3. Maintain as a graph Gˆ obtained from G by adding a source node s and edges connecting s to each
node in Aˆ with capacity 1, adding a sink t and edges connecting t to each node in Bˆ with capacity
1, and setting the capacity of each original edge in G to be 1/φ. Maintain Tˆ = Aˆ ∪ Bˆ as a current
terminal set.
4. Repeat until |Tˆ | < βn:
(a) Let b(x) be a demand vector such that b
(x)
s = −b(x)t = x and bu = 0 for all u ∈ V .
(b) Binary search for x such that
i. MaxFlow(G′, 1, b(x)) returns a cut ({s} ∪ S, S ∪ {t}) of G′ and
ii. MaxFlow(G′, 1, b(x/2)) return a flow f .
(c) If x < |Aˆ|/2, then return S if volG(S) ≤ volG/2, otherwise return S.
(d) Else,
i. Compute a collection of paths P̂ connecting Aˆ and Bˆ from a scaled flow f/2 using the
RoundDecompose algorithm from Claim 8.5.
ii. P ← P ∪ P̂ and remove endpoints of paths in P̂ from Aˆ and Bˆ.
5. Return P.
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As |Aˆ ∩ S| ≤ capG′({s} ∪ S, S ∪ {t}) < |Aˆ| − βn/4, we have βn/4 < |Aˆ| − |Aˆ ∩ S| = |Aˆ ∩ S|. So
volG(S) ≥ |S| ≥ |Aˆ ∩ S| ≥ βn/4 ≥ βvolG/80
where volG ≤ 20n because G has maximum degree at most 20. Next, to see that ΦG(S) ≤ φ, we have
by Equation (13)
δG(S)/φ ≤ capG′({s} ∪ S, S ∪ {t})− |Aˆ ∩ S|
< |Aˆ| − |Aˆ ∩ S|
= |Aˆ ∩ S| ≤ |S| ≤ volG(S).
We have δG(S) ≤ φvolG(S). So ΦG(S) ≤ φ.
Next, we show the property of the collection of paths P̂ in Item 4(d)i of Algorithm 5.
Claim 8.5. We can compute P̂ from the scaled flow f/2 at Item 4(d)i of Algorithm 5 in O˜(m) = O˜(n)
time such that
• Each path P in P̂ connects a node in Aˆ to another node in Bˆ.
• |P̂| ≥ |Tˆ |/8.
• Each terminal node is an endpoint of at most one path in P̂.
• Each edge e is contained in at most 1/φ many paths in P̂.
Proof. We assume that 1/φ is integral, otherwise the proof is similar. There is an algorithm called
RoundDecompose such that, given an s-t arbitrary flow f ′ with value |f ′| in an n-node m-edge graph
with integral capacity, computes in time O(m log n) a collection P ′ of s-t paths such that |P ′| ≥ |f ′| and
each edge e is contained in at most d|f ′e|e many paths. This can be done by first rounding the flow f ′ so
that f ′ is integral [KP15], and then performing the standard flow-path decomposition using the link-cut
tree [ST83]. These algorithms are deterministic.
We apply RoundDecompose to f/2. Let P̂ be obtained from the set of returned paths by removing
the endpoint s and t from each path. It is easy to see that each path connects a node in Aˆ to another
node in Bˆ. Also, we have |P̂| ≥ |f |/2 ≥ x/2. Observe that x ≥ |Tˆ /4| because x ≥ |Aˆ|/2 = |Tˆ |/4. So
|P̂| ≥ |Tˆ |/8.
Recall that we set  = 1 when we invoke MaxFlow to compute f . So original edges of G can have
flow value at most 2 × 1/φ and edges incident to s and t can have flow value at most 2. As we invoke
RoundDecompose on f/2, terminal node is an endpoint of at most 2/2 = 1 path in P̂ and each edge e
is contained in at most 1/φ many paths in P̂.
Claim 8.6. There are at most 30 log n iterations in the loop, and so the total running time of Algorithm 5
is Ô(n).
Proof. By Claim 8.5, |P̂| ≥ |Tˆ |/8. As we immediately the endpoints of paths from P̂ from Tˆ . |Tˆ | is
reduced by 7/8 factor in every iteration. So there are 30 log n iterations. Each call to MaxFlow from
Corollary 7.8 takes Ô(m) = Ô(n) time. The time spent on other steps are dominated by this. As there
are only poly log n calls to MaxFlow, the total running time is Ô(n).
Claim 8.7. If P is returned from Item 5 of Algorithm 5, then P satisfies the conditions of the CutMatch
problem (Item 2 of Definition 3.1).
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Proof. By Claim 8.5, each path P ∈ P connects a node u ∈ A to another node v ∈ B. Each terminal is
an endpoint of at most one path because we immediately remove the endpoints of P whenever we add P
to P in Item 4(d)ii of Algorithm 5. As |Tˆ | < βn in the end, at most βn many terminals are not endpoints
of paths from P.
By Claim 8.5, each edge is contained in at most 3/φ paths from P̂ in each iteration. As there are only
O(log n) iterations, we have that every edge is contained in at most 3φ−1×30 log n ≤ 100φ−1 log n = cong
paths from P.
Claim 8.4 and Claim 8.7 show correctness of the algorithm. Claim 8.6 bounds the running time. This
completes the proof of Lemma 8.3. From this, we also obtain an algorithm for CutAugment whose
running time does not depend on the conductance parameters:
Lemma 8.8. Let c2 and c3 be the constants from Lemma 6.6. For any ` ≥ 1, there is an algorithm for
solving the CutAugment problem such that, for any (m,φU , φL, βcut, βaug) where
φL ≤ φU
(c2 logm)12`+8
and βcut ≤ βaug
c3 logm
has running time TCutAugment(m,φU , φL, βcut, βaug) = Ô(m
1+3/` logO(`
2)m). Moreover, given a graph
G = (V,E), in the case that the algorithm returns an augmenting set F (Item 2 in Definition 4.3), a
graph W = (V,E′) is also returned where
• F ⊆ E′,
• ΦW ≥ 1/9(c1 logm)12`+3,
• W can be embedded into G ∪ F with congestion O( log2mφU ), and
• max∅6=S⊂V {volW (S)volG(S) ,
volG(S)
volW (S)
} = O(logm).
Proof. Let ckkov, cmatch, c1 be constants from Theorem 5.5, Theorem 3.2, and Lemma 6.5 respectively.
We set
R = 2ckkov log(2m), cong =
cmatch log 2m
φU
and α =
1
(c1 logm)12`+2
.
These parameters are the exactly same as in the proof of Lemma 6.6. So, from Equation (12) in the proof
of Lemma 6.6, we have
TCutAugment(m,φU , φL, βcut, βaug) = O(m
1+3/` logO(`
2)m) +R · TCutMatch(2m, 1, φU , cong, 160βcut).
By Lemma 8.3, we have TCutMatch(2m, 1, φU , cong, 160βcut) = Ô(m). Putting them together completes
the first part of the lemma. For the moreover part, we the algorithm from Lemma 6.6 invokes Algorithm 4
from Lemma 5.1. By Remark 5.1, the graph W = (V,E′) is also computed with such that F ⊆ E′, ΦW ≥
α/9R ≥ 1/9(c1 logm)12`+3 and W can be embedded into G∪F with congestion R ·cong = O( log
2m
φU
).
8.2 BalCutPrune without calling Prune
In this section, we prove Theorem 8.1. We first show that the CutAugment algorithm from previous
section implies an algorithm for computing approximately most-balanced low conductance cut as formally
stated in Lemma 8.9. Then, we invoke the known reduction to obtain the BalCutPrune algorithm for
Theorem 8.1.
We say that S∗ is a most-balanced cut with conductance φ if volG(S∗) ≤ volG/2 and S∗ has max-
imum volume among all cuts with conductance at most φ. The following algorithm follows from the
CutAugment algorithm from Lemma 8.8.
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Lemma 8.9. For any ` ≥ 1, there is a deterministic algorithm called MostBalance that, given (G,φ)
where G is an m-edge graph and φ ∈ [0, 1] is a conductance parameter, in time TMostBalance(m, `) =
Ô(m1+3/` logO(`
2)m) does the following: Let γsize = γsize(m, `) = log
O(`)m and γexp = γexp(m, `) =
logO(`)m . The algorithm either:
• returns a cut S where volG(S∗)/γsize ≤ volG(S) ≤ volG/2 and ΦG(S) ≤ φγexp, where S∗ is a
most-balanced cut with conductance φ.
• declares that ΦG ≥ φ.
Proof. Let c2 and c3 be a constant from Lemma 8.8. Given φ, we set φL = 2φ and
φU = max{φL(c2 logm)12`+8, 9c′(c1 logm)12`+6}
where c′ is a large enough constant. Let A be the algorithm for CutAugment from Lemma 8.8. We let
A(β) denote the algorithm A when given parameters (G,φU , φL, βc3 logm , β). Recall from Definition 4.3
that A(β) either return a set S of nodes or return a set F of edges.
Note that we can assume that A(1) returns a set F because there always a exists |F | ≤ volG where
ΦG∪F ≥ φL. Next, we check if A(0) returns a set F of edges where |F | = 0. In this case, we declare that
ΦG ≥ φL ≥ φ. Now, we assume A(0) returns a node set S and A(1) returns an edge set F . Therefore,
we can binary search for βS and βF where βS ≤ βF ≤ 2βS where A(βS) returns a node set S and A(βF )
returns an edge set F together with a graph W . We will just return S as our output. The running time
is clearly Ô(m1+3/` logO(`
2)m) by Lemma 8.8.
Consider any set Sˆ where 2|F |/ΦW ≤ volW (Sˆ) ≤ volW /2. We have that δW−F (Sˆ) ≥ ΦWvolW (Sˆ) −
|F | ≥ |F |. Now, as W can be embedded into G ∪ F with congestion cong = O( log2mφU ). So W − F can
be embedded into G with congestion cong as well. This means that δG(Sˆ) ≥ |F |/cong. As volG(Sˆ) and
volW (Sˆ) are within O(logm) factor away. We have that
ΦG(Sˆ) =
δG(Sˆ)
min{volG(Sˆ), volG(V − Sˆ)}
≥ |F |/cong
O(logm) ·min{volW (Sˆ), volW (V − Sˆ)}
≥ |F |/cong
O(logm) · 2|F |/ΦW
≥ Ω(φUΦW / log3m)
> φ
where the last inequality is because ΦW ≥ 1/9(c1 logm)12`+3 and the choice of φU .
Let S∗ be a most-balanced cut with conductance φ. The above argument implies that volG(S∗) ≤
2|F |/ΦW ≤ ( 4ΦW )βSvolG because |F | ≤ βFvolG and βF ≤ 2βS . On the other hand, we have that the set
S is such that ΦG(S) ≤ φU ≤ φγexp, volG(S) ≤ volG/2, and
volG(S) ≥ βSvolG
≥ volG(S∗)ΦW /4
≥ volG(S∗)/γsize(m).
Given an algorithm MostBalance for computing nearly most balanced low conductance cut as a
black-box, we can obtain an algorithm BalCutPrune immediately (and even an expander decompo-
sition) using the known reduction. This reduction is first shown independently by [NS17] and [Wul17].
Then, it is also used in [CK19] and [CS19]. We omit the proof of this reduction in this version.
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Lemma 8.10. Let TMostBalance(m, `), γexp(m, `), γsize(m, `) be the functions from Lemma 8.9. For
any number d ≥ 1, there is an algorithm for solving the BalCutPrune problem such that, for any
(m,φU , φL) where
φU ∈ [0, 1] and φL ≤ φU
(γexp(m, `))d
,
has running time TBalCutPrune(m,φU , φL) ≤ O(TMostBalance(m) · d · γsize(m, `) ·m1/d).
By setting d = `, we complete the proof of Theorem 8.1.
8.3 Applications in Low Conductance Regime
First, observe that we can no(1)-approximate graph conductance in almost-linear time independent of the
value of the conductance itself:
Corollary 8.11. There is a deterministic algorithm that, given an m-edge undirected graph G, compute
a (2O(logn log logn)
2/3
)-approximation to the lowest-conductance cut in time Ô(m).
This follows by calling the CutAugment algorithm from Lemma 8.8 where βcut = 0, βaug = 0,
φL ≤ φU(c2 logm)12`+8 , ` = Θ((logm/ log logm)1/3) and doing binary search on φU . It is not hard to adjust
the proof so that we can approximate sparsity of the graph instead of conductance in Ô(m) time as well.
Next, observe that Corollary 8.12 immediately implies an almost-linear time algorithm for computing
(, /no(1))-expander decomposition even for very small . The proof is the same as the one in Corol-
lary 7.1:
Corollary 8.12. There is an algorithm that, given a graph G = (V,E) with m edges and a parameter
 ∈ (0, 1], returns a (, /2O(logm log logm)2/3)-expander decomposition of G in time Ô(m).
Given Corollary 8.12, we can significantly simplify Kawarabayashi and Thorup’s [KT19] deterministic
algorithm for computing edge connectivity. The idea is as follows: Suppose we are given an n-node
m-edge graph with minimum degree δ. The key step in [KT19] is to compute the KT-decomposition of
a graph into clusters such that, each cluster can overlap any min cut by at most two nodes. In [KT19],
they give a quite involved algorithm for computing this decomposition.
We argue that, by paying a no(1) in the running time, this decomposition algorithm can be simplified
into a three-step algorithm: First, compute a δ-sparse certificate [NI92] as in [KT19]. Second, compute
expander decomposition on the sparse certificate using Corollary 8.12 with  = no(1)/δ. Third, trim each
expander from the previous step where the operation trim is defined in [KT19]. It can be shown in each
trimmed expander must be a cluster according to KT-decomposition (see [DHNS19]). After contracting
the core of each cluster (as defined in [KT19]), we will obtain a graph with n1+o(1) edges and n1+o(1)/δ
nodes where all non-trivial min cuts are preserved. So we can compute the edge connectivity on this
contracted graph in Ô(m) time using Gabow’s algorithm as [KT19] does.
9 Open Problems
The guarantee of our algorithm (Theorem 1.2) contains the no(1) term in both the approximation factor
(the ratio φUφL ) and time complexity. An obvious open problem is to remove the n
o(1) term in both
places to achieve a deterministic polylogarithmic-approximation in near-linear time. This will also imply
a near-linear time deterministic algorithm for computing an expander decomposition (a randomized one
was known, due to [SW19]).
It is typically desirable for dynamic graph algorithms to have polylogarithmic update time complexity.
Our result for dynamic connectivity (Theorem 1.4) only guarantees no(1) update time. Designing a
deterministic algorithm with polylogarithmic update time for dynamic connectivity remains a major
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open problem. In fact, it is already very interesting to achieve such bound with a Las Vegas randomized
algorithm. It is also very interesting to design a Monte Carlo randomized algorithm for maintaining
a spanning forest in polylogarithmic update time that does not need the so-called oblivious adversary
assumption.10 Note that eliminating the no(1) terms in Theorem 1.2 is not enough to achieve any of these
goals. This is because we also need the algorithm of Nanongkai et al. [NSW17] show Theorem 1.4, and
many components of such algorithm incurs the no(1) term in the update time.
Our deterministic spectral sparsifier from Corollary 7.3 only gives no(1)-approximation. It is an
intriguing question whether (1+)-approximate cut/spectral sparsifiers can be computed deterministically
in almost-linear time. It is also interesting if we can O(
√
log n)-approximate a conductance of a graph
deterministically. The best randomized algorithm requires O(m1+) time for an arbitrarily small constant
 > 0 [She09]. We believe that both questions require significantly new ideas.
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S vs T (Lemma 1.4)
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Figure 1: Relationships between S, T and the clumps. The area of a part of each Vi represents its volume
(e.g. volG(S ∩ V3) is very high, thus V3 ∈ V ′′).
A Omitted Proofs
A.1 Proof of Lemma 2.4
Proof. Consider any cut (S, S) in G where volG(S) ≤ volG(S). We will prove that either
(i) ΦG(S) = Ω(Φ
in
G ), or
(ii) we can obtain in O(m) time a cut T respecting the partition V where (a) ΦG(T ) = O(ΦG(S)/ΦinG ),
(b) volG(T ) = Ω(volG(S)), and (c) volG(T ) = Ω(volG(S)).
Roughly, the above means that either S is not so sparse, or we can quickly convert it into a cut T
respecting V whose conductance is not much more than S and that is almost as balanced as S. Observe
that this implies both Items 1 and 2 of Lemma 2.4. To see this for Item 1, consider any cut S. Either
ΦG(S) = Ω(Φ
in
G ) by Item (i) or, by Item (ii), there is a cut T such that ΦG(S) = Ω(ΦG(T ) · ΦinG ) =
Ω(ΦoutG ·ΦinG ), where the first equality is because of (a) and the second is because T respects V. To prove
Item 2, we start from S as in Item 2 and use Item (ii) to get a cut T which, by (b) and (c), is Ω(β)-
balanced (since S is β-balanced).11 It remains to prove that for any cut S, either Item (i) or Item (ii)
holds. Let
V ′ = {Vi | volG(S ∩ Vi) < 2volG(Vi − S)}, V ′′ = {Vi | volG(S ∩ Vi) ≥ 2volG(Vi − S)} and T =
⋃
Vi∈V′′
Vi.
In other words, V ′ contains clumps that do not overlap much with S and V ′′ contains those with big
overlaps. The latter set defines a new cut T . Note that T can be computed in O(m) time. (Some readers
may find Figure 1 useful for following the arguments below.) Note that as Vi is a clump, volG[Vi](S∩Vi) =
Θ(volG(S ∩ Vi)) and volG[Vi](Vi − S) = Θ(volG(Vi − S)). So,
∀Vi ∈ V ′ : δG[Vi](Vi ∩ S) ≥ Ω(ΦinG · volG[Vi](Vi ∩ S)) and (14)
∀Vi ∈ V ′′ : δG[Vi](Vi − S) ≥ Ω(ΦinG · volG[Vi](Vi − S)). (15)
Note a very important fact that both volG(T − S) and volG(S − T ) are O(δG(S)/ΦinG ). This exploits the
definition of T and the fact that each Vi is a clump, as in the inequalities below.
12
11In more details, by (b) and (c), T is such that volG(T ) = Ω(volG(S)) = Ω(βvol(V )) (the last equality is because
S is β-balanced) and volG(T ) = Ω(volG(S)) = Ω(βvol(V )). These imply that T is Ω(β)-balanced. Moreover, ΦG(T ) =
δG(T )
min{volG(T ),volG(T )
= O(
δG(S)/Φ
in
G
min{volG(S),volG(S)}
) = O(ΦG(S)/Φ
in
G ), where the second equality is because of (a), (b), and (c).
12Here we attempt to provide an intuition behind Equations (16) and (17). By the way we define T , we can write
volG(S − T ) and volG(T − S) as a sum of volG(X) over subsets X ⊆ Vi (see the first lines). We can bound this by
volG[Vi](X), exploiting that each Vi is a clump (see the second lines). This allows us to related volG[Vi](X) to δG[Vi](X)
with a blow up of ΦinG , as in the third and fourth lines. We can then relate δG[Vi](X) back to δG(S) using the fact that
either X = S ∩ Vi or X = Vi − S; in both case we can conclude that EG[Vi](X,Vi −X) ⊆ E(S, V − S).
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volG (S − T ) =
∑
Vi∈V′
volG(S ∩ Vi) (by the definition of T )
≤ O (1) ·
∑
Vi∈V′
volG[Vi](S ∩ Vi) (Vi is a clump)
≤ O (1) ·
∑
Vi∈V′
δG[Vi](S ∩ Vi)/ΦG[Vi] (Equation (14))
≤ O (1) ·
∑
Vi∈V′
δG[Vi](S ∩ Vi)/ΦinG (ΦG[Vi] ≥ ΦinG )
≤ O (δG(S)/ΦinG .) (E(S ∩ Vi, Vi − S) ⊆ E(S, V − S)) (16)
and similarly for the other side of the symmetric difference:
volG (T − S) =
∑
Vi∈V′′
volG(Vi − S) (by the definition of T )
≤ O (1) ·
∑
Vi∈V′′
volG[Vi](Vi − S) (Vi is a clump)
≤ O (1) ·
∑
Vi∈V′′
δG[Vi](Vi − S)/ΦG[Vi] (Equation (15))
≤ O (δG(S)/ΦinG ) (ΦG[Vi] ≥ ΦinG and E(S ∩ Vi, Vi − S) ⊆ E(S, V − S))13
(17)
Now consider two cases.
Case 1: volG(S − T ) ≥ volG(S)/2. Inequalities below show that Item (i) holds, i.e. ΦG(S) = Ω(ΦinG ).
δG(S) = Ω
(
ΦinG · volG(S − T )
)
(by Equation (16))
≥ Ω (ΦinG · volG(S)/2) (the assumption of this case).
Case 2: volG(S − T ) < volG(S)/2. We show that T satisfies (a), (b), and (c), thus Item (ii) holds. By
Equations (16) and (17), we have14
δG(T ) ≤ δG(S) + volG(T − S) + volG(S − T ) = O(δG(S)/ΦinG ).
This implies (a) in Item (ii). For (b), we have
volG(S) = volG(S ∩ T ) + volG(S − T ) ≤ volG(T ) + volG(S − T ) ≤ volG(T ) + volG(S)/2
13Note that the third lines of both Equations (16) and (17) follow from a more general fact that for all X ⊆ Vi,
δG[Vi](X) ≥ volG[Vi](X) · ΦG[Vi] (here X = S ∩ Vi and X = Vi − S). Also, the last lines follow from a more general fact
that if X = S ∩ Vi or X = Vi − S, then E(X,Vi −X) ⊆ E(S, V − S).
14To see the first inequality, observe that δG(T ) = |E(T ∩ S, V − T − S)|+ |E(T ∩ S, S − T )|+ |E(T − S, V − T − S)|+
|E(T −S, S−T )|. Moreover, |E(T ∩S, V −T −S)| ≤ δG(S), |E(T ∩S, S−T )| ≤ volG(S−T ), and |E(T −S, V −T −S)|+
|E(T − S, S − T )| ≤ volG(T − S).
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Algorithm 6 A reduction from BalCutPrune to CutPrune
1. Let i← 1, G1 ← G, S ← ∅.
2. While volG(S) ≤ volG/3
(a) Let Si be the cut returned by CutPrune(Gi, φL, φU , β).
(b) S ← S ∪ Si.
(c) If Si is from Item 2 of CutPrune, then break.
(d) Gi+1 ← Gi{V (Gi)− Si}.
(e) i← i+ 1.
3. If volG(S) ≤ volG/2, then return S˜ = S. Else, return S˜ = V − S.
where the last inequality is because the assumption of Case 2. It follows that volG(S) = O(volG(T )),
completing (b). For (c), first observe that
volG(T − S) =
∑
Vi∈V′′
volG(Vi − S)
<
∑
Vi∈V′′
volG(Vi ∩ S)/2 (by the definition of V ′′)
= volG(T ∩ S)/2 (since T ∩ S =
⋃
Vi∈V′′ Vi ∩ S; see Figure 1).
≤ volG(S)/2 (T ∩ S ⊆ S)
≤ volG(S)/2 (S is defined to be the smaller side in the cut) (18)
So we have
volG(S) = volG(T ) + volG(T − S) (S = T ∪ (T − S); see Figure 1)
≤ volG(T ) + volG(S)/2 (by Equation (18)),
and so volG(S) = O(volG(T )).
A.2 Proof of Lemma 4.6
We will show an equivalent statement of TBalCutPrune(m, 3φU , φL) ≤ O(TCutPrune(m,φU , φL, β) · 1β ).
Proof. Given (G,φU , φL), we run Algorithm 6. Observe that there are at most O(1/β) iterations in the
while loop. Otherwise, volG(S) > volG/3. Therefore, the running time is obvious. It remains to show
the correctness.
Let St be the last cut returned by calling CutPrune(Gt, φU , φL, β). Let S
′ = ∪i≤t−1Si. Note that
S = ∪i≤tSi = S′ ∪ St. Observe that volG(S′) ≤ volG/3 and ΦG(S′) ≤ φU by Proposition 2.2. We need
two small observations.
Claim A.1. δG(S) ≤ φUvolG.
Proof. We know δG(S
′) ≤ φUvolG(S′). Also, note that δGt(St) ≤ φUvolGt = φUvolG(V − S′) where this
is true either St is from Item 1 or Item 2 of CutPrune. So we have
δG(S) ≤ δG(S′) + δGt(St)
≤ φUvolG(S′) + φUvolG(V − S′)
= φUvolG.
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Claim A.2. If volG(S) > volG/2, then volG/3 ≤ volG(V − S) ≤ volG/2.
Proof. volG(V − S) ≤ volG/2 follows directly from the assumption. To see another direction, we have
volGt(St) ≤ volGt/2 = volG(V − S′)/2. Therefore,
volG(S) ≤ volG(S′) + volG(V − S′)/2
= volG/2 + volG(S
′)/2 ≤ (2/3)volG.
There are four cases: whether St is from Item 1 or Item 2 of CutPrune and whether volG(S) ≤
volG/2.
First, suppose volG(S) ≤ volG/2 and St is from Item 1. We have ΦG(S) ≤ φU by Proposition 2.2 and
volG/3 ≤ volG(S) ≤ volG/2. So S˜ = S satisfies the output conditions for Item 1 of BalCutPrune.
Second, suppose volG(S) ≤ volG/2 and St is from Item 2. We claim that S˜ = S satisfies the output
conditions for Item 2 of BalCutPrune. This is because ΦG−S = ΦGt−St ≥ φL and δG(S) ≤ φUvolG.
Third, suppose that volG(S) > volG/2 and St is from Item 1. As volG(S) ≤ 2volG(V − S), and so
ΦG(V − S) = δG(S)
min{volG(S), volG(V − S)} ≤ 2
δG(S)
volG(S)
≤ 2φU
where the last inequality is by Proposition 2.2. So S˜ = V − S satisfies the output conditions for Item 1
of BalCutPrune with parameter 2φU .
Forth, suppose that volG(S) > volG/2 and St is from Item 2. We have
δG(S) ≤ φUvolG ≤ 3φUvolG(V − S)
by the two claims above. So S˜ = V −S satisfies the output conditions for Item 1 of BalCutPrune with
parameter 3φU .
A.3 Proof of Lemma 4.7
We will show an equivalent statement of TvBalCutPrune(n,∆, 60∆φU , φL) ≤ O(TBalCutPrune(n∆, φU , φL)∆).
Proof. Given (G,∆, φU , φL), we run Algorithm 6. Observe that there are at most t = O(∆) iterations in
the while loop. This is because at each iteration i, we either remove S′i or V (Gi)−S′i from Gi. It suffices
to show the following:
min{|S′i|, |V (Gi)− S′i|} ≥ min{volGi(S′i), volGi(V (Gi)− S′i)}/∆ (max degree is ∆)
≥ volGi/3∆ (S′i is from BalCutPrune)
≥ |V (Gi)|/3∆
≥ |V |/6∆. (|V (Gi)| ≥ 2|V |/3)
Therefore, the running time is obvious. It remains to show the correctness.
Suppose that the returned cut S˜ is from Step Item 2(b)i of Algorithm 7. In this case, |S| ≤ |V |/3 and
so
|S˜| = |S|+ |S′i| ≤ |S|+ |V − S|/4 = 3|S|/4 + |V |/4 ≤ |V |/2.
Also, σG−S˜ ≥ ΦGi−S′i ≥ φL. So S˜ satisfies the output conditions for Item 2 of vBalCutPrune.
Now, we assume that S˜ is returned from Step Item 3. In this case, we have S = ∪i≤tSi.
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Algorithm 7 A reduction from vBalCutPrune to BalCutPrune
1. Let i← 1 and G1 ← G. Let S ← ∅.
2. While |S| ≤ |V |/3
(a) Let S′i be the cut returned by BalCutPrune(Gi, φL, φU ).
(b) If |S′i| ≤ |V (Gi)|/4, then
i. If S′i is from Item 2 of BalCutPrune, then return S˜ = S ∪ S′i.
ii. Si ← S′i.
(c) Else |S′i| > |V (Gi)|/4, then Si ← V (Gi)− S′i.
(d) S ← S ∪ Si
(e) Gi+1 ← Gi{V (Gi)− Si}.
(f) i← i+ 1.
3. If |S| ≤ |V |/2, then return S˜ = S. Else, return S˜ = V − S.
Claim A.3. δG(S)|S| ≤ 12∆φU .
Proof. We first analyze σGi(Si) = σGi(S
′
i) for each i. There are several cases. Suppose S
′
i is returned
from Item 1 of BalCutPrune, then by Proposition 2.1 σGi(S
′) ≤ ∆ΦGi(S′i) ≤ ∆φU and we are done.
Now, we assume that S′i is returned from Item 2 of BalCutPrune. In this case, we have
δGi(S
′
i) ≤ φUvolGi .
We also have volGi(V (Gi)− S′i) ≥ volGi/2, so
|V (Gi)− S′i| ≥ volGi(V (Gi)− S′i)/∆ ≥ volGi/2∆.
As we assume that S˜ is returned from Step Item 3, it must be the case that |S′i| > |V (Gi)|/4. So
|S′i| > |V (Gi)|/4 ≥ volGi/4∆.
Put these together, we have
σGi(Si) =
δGi(S
′
i)
min{|S′i|, |V (Gi)− S′i|}
≤ φUvolGi
min{volGi/4∆, volGi/2∆}
≤ 4∆φU .
That is, σGi(Si) ≤ 4∆φU for each i. Given this, we have
δGi(Si)
|Si| ≤ 3 ·
δGi(Si)
min{|Si|, |V (Gi)− Si|} (|Si|, |V (Gi)− Si| ≤ 3|V (Gi)|/4)
= 3σGi(Si)
≤ 12∆φU .
By applying Proposition 2.2, this conclude the claim.
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We now use the above claim to prove the lemma. Let S′ = ∪i≤t−1Si. Observe that |S′| ≤ |V |/3 and
St ≤ 34 |V (Gt)| = 34 |V − S′|. Therefore,
|S| = |S′|+ |St| ≤ |S
′|
4
+
3|V |
4
≤ ( 1
12
+
3
4
)|V | = 5
6
|V |.
So |V − S| ≥ |S|/5. Therefore the returned cut S˜ satisfies |V |/6 ≤ |S˜| ≤ |V |/2, which in turn implies
σG
(
S˜
)
=
δG(S)
min {|S| , |V − S|} ≤ 5 ·
δG (S)
|S| ≤ 60∆φU .
That is, S˜ satisfies the output conditions for Item 1 of vBalCutPrune with parameter 60∆φU .
A.4 Proof of Theorem 5.5
We call each iteration t in the for loop of Algorithm 3 a round, and call Mt a matching of round t.
Consider the following random-walk process along the matchings. Imagine a particle located at vertex u
before inserting Mt (i.e. before round t). Suppose there is an edge (u, v) incident to u in the matching
Mt. Then, the particle stays at u with probability 1/2 and jumps across (u, v) with probability 1/2. Let
pu,v(t) denote the probability that the particle starting at u reaches node v after inserting Mt (i.e. after
t rounds).
Below, we let V = V (W ) and pA,B(t) =
∑
u∈A,v∈B pu,v(t).
Proposition A.4 ([KKOV07]). We have the following:
• pu,u(0) = 1 for all u and pu,v(0) = 0 for u 6= v.
• For all t ≥ 0 and u ∈ V , pu,V (t) = pV,u(t) = 1.
• For all t ≥ 1, pu,v(t) = pu,w(t) = pu,v(t−1)+pu,w(t−1)2 if (v, w) ∈Mt.
Let Ψu(t) = −
∑
v∈V pu,v(t) ln pu,v(t) be the entropy of the distribution of the random walks starting
from u after t rounds. We call Ψ(t) =
∑
u∈V Ψu(t) the potential. We use the usual convention that
−0 ln 0 = limx→0+ −x lnx = 0. We have:
Proposition A.5 ([KKOV07]). We have the following: Ψ(0) = 0 and Ψ(t) ≤ n lnn for any t.
The key observation is that each matching, except the last one, must significantly increase the poten-
tial, which allows us to bound the number of rounds.
Lemma A.6. For each round t, if the cut At is from Item 1 of BalCutPrune, then Ψ(t)−Ψ(t− 1) =
Ω(n).
Proof. Note that |V |/6 ≤ |At| ≤ |V |/2. Let At = V −At. Observe that pAt,At(t−1) ≤ |EWt−1(At, At)|/2.
To see this, when an edge (v, w) ∈ EWt−1(At, At) is inserted, there is exactly 1/2 units of probability mass
(summing up over all starting points) transfers from v to w. Moreover, the edge (v, w) ∈ EWt−1(At, At)
is used exactly once for transferring the probability mass.
As σWt−1(At) ≤ 1/4, we have pAt,At(t − 1) ≤ |At|/8. By an averaging argument, there are at least|At|/2 nodes u ∈ At where pu,At(t−1) ≤ 1/4. Fix such node u. It suffices to prove that Ψu(t)−Ψu(t−1) =
Ω(1). This is because |At| = Ω(n), and the monotonic increase of entropy under averaging implying that
Ψv(t)−Ψv(t− 1) ≥ 0 for any v ∈ V .
Recall that, for each v ∈ At, there is a unique matching edge (v, pi(v)) ∈Mt. Consider the sets
Good =
{
v ∈ St | pu,v (t− 1) ≥ 2pu,pi(v) (t− 1)
}
Bad =
{
v ∈ St | pu,v (t− 1) < 2pu,pi(v) (t− 1)
}
.
55
From the definition, we have
pu,Bad (t− 1) ≤ 2pu,St (t− 1) ≤ 1/2.
Therefore,
pu,Good (t− 1) = pu,St (t− 1)− pu,Bad (t− 1) ≥ 3/4− 1/2 = 1/4.
For each v ∈ Good, let q = pu,v(t − 1) and r = pu,pi(v)(t − 1), and q′ = pu,v(t) and r′ = pu,pi(v)(t).
Note that q′ = r′ = (q + r)/2 and q ≥ 2r. So
(−q′ ln q′ − r′ ln r′)− (−q ln q − r ln r) =
(
−2
(
q + r
2
)
ln
(
q + r
2
))
− (−q ln q − r ln r)
= Ω (q) .
Therefore, Ψu(t)−Ψu(t−1) = Ω(pu,Good(t−1)) = Ω(1) as desired. Finally, we prove that−2
(
q+r
2
)
ln
(
q+r
2
)−
(−q ln q − r ln r) = Ω(q) when r ∈ [0, q/2]. Observe that this expression is minimized when r = q/2. So
we only show that the claim holds when r = q/2:
−2
(
q + r
2
)
ln
(
q + r
2
)
− (−q ln q − r ln r) = −2
(
3q
4
)
ln
(
3q
4
)
−
(
−q ln q − q
2
ln
q
2
)
=
q
2
ln
(
3q
4
)−3
+
q
2
ln q2 +
q
2
ln
q
2
=
q
2
ln
43
332
=
q
2
ln
32
27
= Ω(q).
Lemma A.7. σW ≥ φ/9. So ΦW ≥ φ/9R.
Proof. Let t be the first round where the cut At is from Item 2 of BalCutPrune. We know that
t = O(log n) because Ψ(t) ≤ n lnn and by Lemma A.6. We assume ckkov is such that R = ckkov log n > t.
We will prove below that σWt ≥ φ/9. This will implies σW ≥ φ/9 because σW does not decrease under
edge insertions. By Proposition 2.1, we have ΦW ≥ φ/9R.
Let (At, At) be the cut returned by vBalCutPrune from Item 2 of Definition 4.2. We have
σWt−1{At} ≥ φ. Note that, for each node u ∈ At, there is a matching edge (u, v) in Mt where v ∈ At.
Consider any cut (T, T ) where |T | ≤ |T |. We will show that σWt(T ) ≥ φ/9. There are several cases.
First, suppose that |T ∩At| ≥ 3|T ∩At|. Then,
|At| = |T ∩At|+ |T ∩At| ≤ 4
3
|T ∩At| ≤ 4
3
|T | ≤ 2
3
|V |.
So |At| ≥ 13 |V | and |T ∩ At| ≤ 13 |T ∩ At| ≤ 16 |V |. Therefore, the number of edges of Mt connecting At
and T ∩At is at least
|At| − |T ∩At| ≥ 1
6
|V |,
which in turn implies that σW (T ) is at least 1/3.
Next, suppose that |T ∩ At| ≥ 2|T |/3. That is, |T ∩ At| ≤ |T ∩ At|/2. Then, the number of edges of
Mt connecting T ∩At and T ∩At is at least
|T ∩At| − |T ∩At| ≥ |T ∩At|/2 ≥ |T |/3,
so
σW (T ) ≥ |T |/3|T | ≥ 1/3.
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The remaining case is when |T ∩At| ≥ |T |/3 and |T ∩At| ≤ 3|T ∩At|. We claim that σWt(T ) ≥ φ/9.
This is because σWt−1{At} ≥ φ and so
δWt−1{At}
(
T ∩At
) ≥ φmin{∣∣T ∩At∣∣ , ∣∣T ∩At∣∣} ≥ φ ∣∣T ∩At∣∣ /3 ≥ φ |T | /9.
This completes the claim that σWt ≥ φ/9.
A.5 Proof of Lemma 5.6
Proof. It is known that there is a deterministic SlowLowConductance algorithm (e.g. [LR99]) which,
given any graph H with total weight W and φ, in O(n4) either find a cut S where volH(S) ≤ volH/2 and
ΦH(S) ≤ φ, or declare that ΦH ≥ φ/ logW .
The algorithm is to iteratively find a sparse cut from G until we cannot. More formally, we first
preprocess G in O(m) so that G has at most n2 weighted edges with total weight W = m. Let H ← G
and Sˆ ← ∅. As long as SlowLowConductance(H,φ/2) return a cut S′, then we set H ← H{V − S′}
and Sˆ ← S ∪ S′. Whenever volG(Sˆ) ≥ βvolG, we set S = Sˆ if volG(S) ≤ volG/2, otherwise S = V − Sˆ.
In this case, clearly βvolG ≤ volG(S) ≤ volG/2. We also that
ΦG(S) =
δG(Sˆ)
min{volG(Sˆ), volG(V − Sˆ)}
≤ 2 · δG(Sˆ)
volG(Sˆ)
≤ φ
The first inequality is because volG(V − Sˆ) ≤ 2volG(S) (as volH(S′) ≤ volH/2 in every iteration), and
the second inequality is by Proposition 2.2.
Suppose that, before volG(Sˆ) ≥ βvolG, there is an iteration where SlowLowConductance(H,φ/2)
declares that ΦH ≥ φ/2. Let A = Sˆ and A = V − Sˆ. Let F be a set of edges connecting A and A such
that degF (v) = degG(v) for each v ∈ A and degF (v) ≤ degG(v) for v ∈ A. It is obvious how to construct
this set. We claim that ΦG∪F ≥ φ/12 logm. First, note that for any S, volG∪F (S) ≤ 2volG(2).
Consider any cut (T, T ) where volG(T ) ≤ volG(T ). There are two cases. The proof is analogous to
the one in Lemma A.7.
Suppose that volG(T ∩ A) ≥ 2volG(T )/3. That is, volG(T ∩ A) ≤ volG(T ∩ A)/2. Then, the number
of edges of F connecting T ∩At and T ∩A is at least
volG(T ∩A)− volG(T ∩A) ≥ volG(T ∩A)/2 ≥ volG(T )/3,
so ΦG∪F (T ) ≥ volG(T )/3volG∪F (T ) ≥ 1/6.
Next, suppose that volG(T∩A) ≥ volG(T )/3. Note that volG(T∩A) ≤ volG/2 and volG(A) ≥ 2volG/3,
so volG(T ∩A) ≤ 3volG(T ∩A). As ΦG{A} ≥ φ/2 logm and so
δG{A}(T ∩A) ≥
φ
2 logm
min{volG{A}(T ∩At), volG{A}(T ∩At)}
≥ φ
6 logm
volG(T ∩At) ≥ φ
18 logm
volG(T ).
So ΦG∪F (T ) ≥ φvolG(T )/(18 logm)volG∪F (T ) ≥ φ/40 logm.
The running time is O(m+n5). Indeed, we preprocess G in O(m). We call SlowLowConductance
at most n times. Each time takes at most n4 time.
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