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Abstract
The objective of this article is to present a hybrid approach to the Sentiment Analysis
problem at the sentence level. This new method uses natural language processing (NLP)
essential techniques, a sentiment lexicon enhanced with the assistance of SentiWordNet,
and fuzzy sets to estimate the semantic orientation polarity and its intensity for sentences,
which provides a foundation for computing with sentiments. The proposed hybrid method is
applied to three different data-sets and the results achieved are compared to those obtained
using Näıve Bayes and Maximum Entropy techniques. It is demonstrated that the presented
hybrid approach is more accurate and precise than both Näıve Bayes and Maximum Entropy
techniques, when the latter are utilised in isolation. In addition, it is shown that when
applied to datasets containing snippets, the proposed method performs similarly to state
of the art techniques.
Keywords: Sentiment Analysis, Semantic rules, Fuzzy sets, Unsupervised machine
learning, SentiWordNet, Näıve Bayes, Maximum Entropy, Computing with Sentiments.
1. Introduction
The human brain has an inherent ability to detect emotion or sentiment in written or
spoken language. Social media and other tools related to today’s world have increased the
number of sources and volume of information dramatically, and the ability of people to
process all that is being seriously compromised. Hence, the ability of having computers to
go at high speed through the myriad of data available and extract sentiment and/or opinions
would be greatly beneficial. Sentiment Analysis (SA) is one of the research areas of fastest
growth in the last few years. A number of definitions about it are available. Typically,
the main objective of SA is to establish the attitude of a given person with regard to some
subject, paragraph or document.
Bing Liu [34] defines an opinion as follows: “In an opinion we find the following items:
Opinion targets (entities and their features/aspects), Sentiments (positive or negative),
Opinion holders (persons who hold the opinions) and Time (when opinions are expressed).
Opinions then can be: (a) Direct opinions, (b) Indirect opinions, or Comparative Opinions.
A regular opinion is defined as a quintuple (ej, ajk, soijkl, hi, tl) where ej is a target entity,
ajk is an aspect/feature of the entity ej, soijkl is the sentiment value of the opinion from the
opinion holder hi on feature ajk of entity ej at time tl.” Usually, soijkl (semantic orientation)
is positive, negative or neutral.
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Quite often, the most commonly applied techniques to address the SA problem belong
either in the category of text classification Supervised Machine Learning (SML) (methods
like Näıve Bayes, Maximum Entropy or Support Vector Machine (SVM)) or text classifica-
tion Unsupervised Machine Learning (UML). However, it seems that fuzzy sets, considering
their mathematical properties and their ability to deal with vagueness and uncertainty
(characteristics present in Natural Languages) are well-equipped to model sentiment-related
problems. As it is well known, fuzzy relations have been extensively used in disciplines as
dissimilar as linguistics [15], clustering [46] and decision-making [62], among many others.
Thus, a combination of techniques -which would fit the concept of hybrid - could be success-
ful at addressing the SA challenges by exploiting the best in each technique. In the next
paragraph we will address our motivation for exploring this realm of possibilities.
Dzogang et al. stated in [18] that usually authors refer mainly to psychological models
when attacking the SA problem. However, other models may be successful as well in this
domain. As per Dzogang et al. “it must be underlined that some appraisal based approaches
make use of graduality through fuzzy inference and fuzzy aggregation for processing affective
mechanisms ambiguity and imprecision.” When dealing with SA, Bing Liu [35], one of
the main world experts in this area, says that “we probably relied too much on Machine
Learning”. When it comes to discussing the progress in the SA discipline, Poria et al.
[52] introduced a novel idea to concept-level sentiment analysis, which involves combining
together linguistics, common-sense computing, and machine learning, aiming to improve
precision on polarity detection. This approach of merging techniques is essentially a hybrid
style of compounding the power of several tools. Considering all of the arguments above,
we believe that the following concepts could be applied in combination:
- The concept of graduality expressed through fuzzy sets.
- The idea that other tools, together, besides Supervised Machine Learning in isolation,
may be viable as well when extracting sentiment from text (especially, if combined with
other techniques).
- The positive contribution that NLP tools, semantic rules and a solid opinion lexicon can
have in identifying polarity.
Based on these arguments, our research hypothesis can be stated as follows:
Hypothesis 1. A sentiment analysis method at the sentence level, using a combination of
sentiment lexicons, NLP essential tools and fuzzy sets techniques, should perform same or
better than today’s accepted text classification supervised machine learning algorithms when
the latter are utilised in isolation.
We are establishing the aforementioned hypothesis as we are in search of a sentiment
analysis method that closely resembles the way human beings deal with this topic. We
expect in the future to be able to expand our method to deal with human-aspects like
humour, irony and sarcasm, which most likely will require providing context. However, it
is our belief that the sooner we get closer to the way humans process sentiment, the better
positioned we will be to take the next step. We call our proposed system a hybrid one
because of the fact that it uses a combination of methods and techniques that stem from
different research disciplines: fuzzy set theory, natural language processing algorithms and
linguistic systems.
The rest of this paper is organised as follows: Section 2 addresses related work. Section
3 presents the research methodology with a focus on three main components: the process
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to follow, the data to be used, and the performance measurement of the SA solution.
Section 4 describes in detail the main components of the proposed Hybrid approach to
the SA problem at the sentence level. This section culminates with the presentation of
both the Hybrid Standard Classification (HSC) and the Hybrid Advanced Classification
(HAC) methods, which adds graduality estimation to polarity identification (the latter
being performed by HSC). Section 5 shows the experimental results, starting with the
outcome of using two well known and accepted SA Machine Learning methods that originate
in the text classification field: Näıve Bayes and Maximum Entropy. This section also
includes a comparison analysis between the results obtained applying the proposed hybrid
method against the aforementioned machine learning techniques. A comparison against the
state of the art is shown as well, as a reference. In closing, some concluding remarks and
future work plans are presented in Section 6.
For a summarised survey on Sentiment Analysis, please refer to the article by Appel et
al. [2]. For a complete review of the evolution of the SA field, please refer to the thorough
work of Ravi and Ravi [54]. For a focused account on recent advances in SA techniques [7]
is recommended.
2. Related work
SA is a discipline that has seen a lot of activity since about 2000, when Rosalind Picard
published her important book Affective Computing [51], i.e. “computing that relates to,
arises from, or deliberately influences emotion or other affective phenomena”. When one
reviews the most recent trends in the field, of which Sentic Computing, led by Erik Cambria
[6, 10, 11] is a good example, it becomes evident the amount of effort that has gone into
researching SA. As per their creators [6], sentic computing “relies on the ensemble appli-
cation of common-sense computing and the psychology of emotions to infer the conceptual
and affective information associated with natural language.” Other articles worth mention-
ing explore topics around sentiment lexicon-based techniques, like the contributions of Cho
et al. [14] and Huang et al. [31]. The work by Bravo-Márquez et al. [5], on the use of
multiple techniques and tools in SA, offers a complete study on how several resources that
“are focused on different sentiment scopes” can complement each other. The authors focus
the discussion on methods and lexical resources that aid in extracting sentiment indicators
from natural languages in general. A comprehensive work on semantic analysis is Cambria
et al. [8], while Schouten and Frasincar work [56] provides a complete survey specific to
aspect-level sentiment analysis.
A number of researchers have explored the application of hybrid approaches by combin-
ing various techniques with the aim of achieving better results than a standard approach
based on only one tool. Indeed, this has been done by Poria et al. in [52] where a novel
framework for concept-level sentiment analysis, Sentic Pattern, is introduced by combining
linguistics, common-sense computing, and machine learning for improving the accuracy of
tasks such as polarity detection. The authors claim that “by allowing sentiments to flow
from concept to concept based on the dependency relation of the input sentence, authors
achieve a better understanding of the contextual role of each concept within the sentence
and, hence, obtain a polarity detection engine that outperforms state-of-the-art statistical
methods”. When no matching sentic pattern is found in SenticNet [9] they resort to Su-
pervised Machine Learning. The hybrid approach put forward in the present article uses a
dictionary of words frequencies and occurrences instead to address the case when a word is
not found in its lexicon. An additional difference with regard to lexicon data centres around
polarity ranges. SenticNet enables polarities to be measured in the interval [−1, 1] while
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SentiWordNet allows polarities to be in the range [0, 1]. As it will later be apparent, the
hybrid method presented here creates the foundation for the introduction of the concept of
computing with sentiments, which derives from Zadeh’s innovative idea of computing with
words [74].
Related to the use of lexicons in SA approaches, it is worth mentioning the following two
research efforts. The first one is by Hajmohammadi et al. [23] on a novel learning model
based on the combination of uncertainty-based active learning and semi-supervised self-
training approaches, which also addressed the challenges associated with the construction
of reliable annotated sentiment corpora for a new language. This research provided us
with important lessons on the difficulties and potential pitfalls of embracing such a task
and how to better deal with it. The other research effort is by Hogenboom et al. [27,
28] on the the use of emoticons as modifiers of the sentiment expressed in text and as
vehicles of sentiment by themselves. According to the findings of the authors, the sentiment
associated to emoticons dominates the sentiment conveyed by the text fragment in which
these emoticons are embedded. In their work they introduce a sentiment lexicon, which
is a point of commonality with the research presented here, as well as a cleverly designed
emoticon lexicon.
In [12], Cambria et al. explore how the high generalisation performance of extreme
learning machines (feed forward neural networks with a single layer of hidden nodes with
the characteristic that the weights connecting inputs to hidden nodes are randomly assigned
and are never updated) can be exploited to perform analogical reasoning “in a vector
space model of affective common-sense knowledge”. The authors also addressed issues
related to the so-called ‘concept-based approaches’, which they have extensively researched,
by focusing on a semantic analysis of text through the use of web semantic networks to
properly manage “the conceptual and affective information associated with natural language
opinions”. Again, a point in common with the research approach proposed here is the heavy
utilisation of semantic techniques.
As mentioned before, our overall aim is to develop a sentiment analysis method that
closely resembles the way human beings deal with this topic, in order to better comprehend
emotions and human traits, such as humour, irony and sarcasm (for which providing context
will be a requirement). Previous research efforts on this area includes, on the one hand,
Hogenboom et al. work [29] that focuses in using rhetorical structure in sentiment analysis,
and utilises structural aspects of text as an aid to distinguish important segments from those
less important, as far as contributing to the overall sentiment being communicated. As such,
they put forward a hypothesis based on segments’ rhetorical roles while accounting for the
full hierarchical rhetorical structure in which these roles are defined. Heerschop et al. [26]
propose a Rhetorical Structure Theory (RST) based approach [36], called Pathos, to perform
document sentiment analysis partly based on the discourse structure of a document. Text
is then classified into important and less important spans, and by weighting the sentiment
conveyed by distinct text spans in accordance with their importance, the authors claim
that they can improve the performance of a sentiment classifier. The idea of applying
discourse analysis to determine the parts of the text that are most relevant to the overall
document sentiment is obviously relevant and could be helpful in achieving our overall aim
by extending the model proposed in this paper.
3. Research methodology
The research methodology that will be used is discussed from three different perspec-
tives: the process that will be followed, the data that will be used and the description of the
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indicators that will be utilised for measuring the performance of the proposed SA solution.
3.1. The process
In order to measure success, the proposed method should perform the same or better
than today’s accepted supervised machine learning text classification solutions when utilised
in isolation. In the specific case of the SA problem, the proposed solution is compared
against two supervised machine learning methods that enjoy a high level of acceptance
and credibility in the text classification research community and that are relatively easy to
implement: Näıve Bayes (NB) and Maximum Entropy (ME). At this time, we have opted
not to compare results against a popular classification technique, Support Vector Machine
(SVM), because we are focusing our research hypothesis at performing sentiment analysis
at the sentence level, and research from Wang and Manning [61] demonstrated that Näıve
Bayes actually outperforms SVMs for ‘snippets’: “[...] for short snippet sentiment tasks,
NB actually does better than SVMs (while for longer documents the opposite result holds).”
The comparison will focus on sentiment/opinion polarity determination.
3.2. The data
A natural question to answer at this point is what data to use to benchmark our results.
The following subsections will describe the details of the data sets utilised in this study.
3.2.1. Twitter dataset
Based on the terms and conditions for the utilisation of the data and because of privacy
acts’ related regulations, many Twitter datasets have been withdrawn from public access as
a request from Twitter. However, despite the fact just mentioned, there are still a few Twit-
ter datasets available publicly. We have chosen two of them. The first one we have utilised is
Sentiment140, available at http://help.sentiment140.com/for-students. This dataset
offers Twitter corpus data available at their site in CSV format and any trace of emoticons
has been removed. We will call this data set Twitter A. The second dataset, provided by
Twitter Sentiment Analysis Training Corpus, can be downloaded at http://thinknook.
com/twitter-sentiment-analysis-training-corpus-dataset-2012-09-22/. It con-
tains approximately a million and a half classified tweets, each row is marked as 1 for
positive sentiment and 0 for negative sentiment. The dataset is based on data from two
sources: University of Michigan Sentiment Analysis competition on Kaggle and the Twitter
Sentiment Corpus by Niek Sanders. We have randomly chosen 1000 tweets of each type
(negative and positive) that have been used in our experiments. We will call this dataset
Twitter B. This dataset required much more cleansing effort when compared to the Twit-
ter A data (there were numerous errors, mistypes, emoticons, strange characters, etc., that
needed to be removed).
3.2.2. Movie Review dataset
Pang and Lee [44] published the datasets that were utilised in SA experiments and
for which the results were addressed and discussed in [42, 43, 45]. The datasets are sub-
divided into categories, namely, sentiment polarity datasets, sentiment scale datasets and
subjectivity datasets. As such, it seems adequate to use the Movie Review Dataset pro-
vided by Pang and Lee that is available at http://www.cs.cornell.edu/people/pabo/
movie-review-data/. The fact that many articles in SA discuss this dataset and have
used it to validate their own methods and approaches makes it an ideal candidate from the
benchmarking angle.This dataset was first used in the experiments described in [43].
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3.3. Most commonly used measurements in the evaluation of SA
It has become customary to evaluate the performance of sentiment classification systems
utilising the following four indeces, as defined in [23, 55] (refer to the so-called confusion
matrix given in Table 1):
• Accuracy – the portion of all true predicted instances against all predicted instances:
TP + TN
TP + TN + FP + FN








• F1-score – a harmonic average of precision and recall:
2× Precision×Recall
Precision+Recall
Predicted Positives Predicted Negatives
Actual Positive
instances
# of True Positive
(TP) instances




# of False Positive
(FP) instances
# of True Negative (TN)
instances
Table 1: Confusion Matrix
Readers are referred to the work by Sadegh et al. [23, 55] for more elaborated details
on these performance indicators.
4. A hybrid approach to the SA problem at the sentence level
Let us clarify what we mean by utilising a ‘hybrid approach’ that is key to our proposed
solution. Our intention is to manage hybrid concepts at two different levels: (a) the methods
employed by the sentiment classifiers, and (b) the techniques used to build key components
in our approach, like the creation and population of the sentiment/opinion lexicon, and the
word dictionaries. The following paragraphs will discuss the different components of our
proposed hybrid solution. For a graphic depiction of our proposed system, see Fig. 1.
4.1. Component 1: the sentiment/opinion lexicon
Liu compiled an opinion lexicon that “does include a list of positive and negative
opinion words or sentiment words for English (around 6, 800 words) [. . . ] compiled over
many years starting from [their] first paper [30]” (http://www.cs.uic.edu/~liub/FBS/
sentiment-analysis.html#lexicon).
These opinion lexicon words will be used as a starting point and they will be enriched in a
number of ways, including a new structure and organisation more adequate for the research
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Figure 1: View of our proposed hybrid approach
approach proposed here. Part of the reasoning behind using Liu’s lexicon is to re-use data
resulting from an existing good quality example of words compilation and as a point of
commonality with previous research efforts for benchmarking purposes. In generating our
own sentiment/opinion lexicon we have taken the following actions: (a) we have utilised, as
a starting point, the opinion-conveying-words that are part of the opinion lexicon used by
Hu and Liu in [30]. These words correspond only to four elements of part-of-speech (PoS)
that have been proved to be capable of delivering opinions [24, 25, 33, 65]: nouns, verbs,
adjectives and adverbs; (b) we have used SentiWordNet [19–21], which extends some of the
functionality of WordNet [22, 39], as a source of polarity or valence scores for words that
were originally in Hu and Liu’s [30] list. As such, we have taken the words supplied by Hu
and Liu, and looked them up in SentiWordNet. For those terms matching, the Positive,
Negative and Objective scores available in SentiWordNet have been extracted and entries in
our lexicon have been created combining the words from Hu and Liu’s list and the semantic
attributes present in SentiWordNet.
In terms of the characteristics of the polarity scores extracted from SentiWordNet, it is
important to keep in mind that the polarity scores belong in the interval [0, 1]. Hence
0 ≤ PositiveScore, NegativeScore, ObjectivityScore ≤ 1
0 ≤ (PositiveScore+NegativeScore) ≤ 1
ObjectivityScore = 1− (PositiveScore+NegativeScore)
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As such, when the sum of PositiveScore (PSC) and NegativeScore (NSC) is equal to 1 for
a given word Wordk, then the term Wordk is fully opinionated, as opposed to the case when
the addition of these two scores is zero, in which case the term Wordk is fully Neutral or
Objective. The Objectivity Score (COBJ) can be seen as a value of ambiguity/hesitancy, as
it is the difference between 1 and the classification of a word as a negative/positive carrier
of meaning. However, if PSC and NSC add, for example, to 0.9, then there is 0.1 points
for the given word to occupy a semantic neutral space or hesitancy.
Not every word in Liu’s opinion lexicon is present in SentiWordNet. Hence, for those
absent words we have chosen to keep them in the new opinion lexicon, but they do not have
polarity scores associated nor the proper PoS tag. They have been flagged in a special way
so they can be recognised and enriched once the required information becomes available.
Entries in the sentiment lexicon have the following structure:
R = (Word, SOL, PoS, PSC, NSC, COBJ, V DX, UPDC)
then we get the following graphical representation for elements in the sentiment lexicon
(n = length(lexicon) = number of words in the lexicon):
R1 R2 Rk Rk+1 Rn
A full description of the components of our Sentiment/Opinion Lexicon follows:
Word: word in the lexicon (entries).
SOL: semantic orientation label (pos/neg); inherited from Hu & Liu list [30].
PoS: part of speech (n=noun; v=verb; a=adjective; r=adverb; s=adjective satellite).
PSC: Positive Score as taken from SentiWordNet [20].
NSC: Negative Score as taken from SentiWordNet [20].
COBJ: Calculated Objectivity Score.
VDX: Versioning index for identifying/managing synonyms (future use).
UPDC: Update Counter to keep track of every time a given entry in the lexicon is updated.
Section 4.4.1 will explain the mechanics of how the sentiment lexicon is utilised.
Notice that our prototype has been built as a proof of concept tool, and not yet as a
finished software product. Several of the programming constructs and data structures used
correspond to native features of the programming language used for creating the prototype:
Scheme [17, 60], a dialect of LISP [38]. As part of future work, we intend to port the code to
a member of the family of the C programming language. Then, we will focus on algorithm
efficiency by using the appropriate data structures (e.g. hash map instead of list data type)
and effective programming techniques.
4.2. Component 2: semantic rules (SR)
In a classical SA approach with linguistic content semantic rules are utilised, as they
assist in modelling the SA problem in a more rigorous fashion. In addition to the most
common rules, a number of authors, among them [41, 59, 69], have pointed out the fact that
having rules for negation handling and to deal with the use of specific PoS particles, like
‘but, despite, unless, ...’ could positively affect the final outcome of a classification exercise.
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Thus, some rule strategy is needed to be put in place as the order of the different PoS play
a role in the semantic of a sentence. Researchers have been, through time, improving the
quality of these semantic rules so that they are more encompassing of the possible cases
that must be managed. These research efforts are summarised by Xie et al. in [69], which
includes a full presentation of their semantic rules approach. Up to certain extent, the
semantic rules devised in the current hybrid proposed system are based on those presented
by Xie et al, and as such a subset of the rules the aforementioned authors presented is
utilised with the incorporation of new rules. We have followed the same naming convention
for rules utilised by Xie et al. (R1, R2, ..., R13) with the addition of a super-index (RkHSC)
to represent the rules actually utilised in the proposed method. Gaps in the sequential
numbering utilised by Xie et al. represent rules that have not been implemented (R2, R4,
R5, R8 and R9). The semantic rules utilised in the proposed method are displayed in
Table 2 and Table 3.
Rule Semantic Rules Example
R1HSC Polarity (not vark) = -Polarity (vark) ‘not bad.’
R3HSC Polarity (NP1 V P1) = Compose (NP1, V P1) ‘Crime has decreased.’
R6HSC Polarity (ADJ to V P1) = Compose (ADJ ,
V P1)
‘Unlikely to destroy the
planet.’
R7HSC Polarity (V P1 NP1) = Compose (V P1, NP1) ‘Destroyed terrorism.’
R10HSC Polarity (not as ADJ as NP ) = -Polarity
(ADJ)
‘That wasn’t as bad as the
original.’
R11HSC If sentence contains “but”, disregard all pre-
vious sentiment and only take the sentiment
of the part after “but”.
‘And I’ve never liked that di-
rector, but I loved this movie.’
R12HSC If sentence contains “despite”, only take the
sentiment of the part before “despite”.
‘I love the movie, despite the
fact that I hate that director.’
R13HSC If sentence contains “unless”, and “unless” is
followed by a negative clause, disregard the
“unless” clause.
‘Everyone likes the video un-
less he is a sociopath.’
Table 2: Semantic rules actually implemented in our Hybrid Approach (HSC)
Compose Functions Revised Algorithms
Compose (arg1, arg2) 1. Return -Polarity(arg2 ) if arg1 is negation.
2. Return Polarity(arg1 ) if (Polarity(arg1 ) =
Polarity(arg2 ).
3. Otherwise, return the majority term polarity
in arg1 and arg2.
Table 3: Compose function implemented in HSC
Despite the apparent completeness of existing semantic rules by Xie et al., we have
incorporated two new rules for managing particular PoS particles that were not included
in the original set of rules provided in [69]: the particle while and the particle however.
These new rules are given in Table 4.
Section 4.4.1 will explain the mechanics of how the semantic rules are put at work.
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Rule Semantic Rules Example
R14HSC
New
If sentence contains “while”, disregard the
sentence following the ‘while’ and take the
sentiment only of the sentence that follows the
one after the ‘while’.
‘While they did their best, the
team played a horrible game.’
R15HSC
New
If sentence contains “however”, disregard the
sentence preceding the ‘however’ and take the
sentiment only of the sentence that follows the
‘however’.
‘The film counted with good
actors. However, the plot was
very poor.’
Table 4: New semantic rules extending those presented by Xie et al. in [69]
4.2.1. Negation effects
According to the well-known researcher Christopher Potts, Stanford University, Linguis-
tics Department (http://sentiment.christopherpotts.net/lingstruc.html), “senti-
ment words behave very differently when under the semantic scope of negation”. Dr. Potts
notices that the so-called ‘Weak’ (mild) words such as good and bad behave like their op-
posites when negated (bad = not good, good = not bad), whilst ‘Strong’ (intense) words
like superb and terrible have very general meanings under negation. According to Potts [53]
“not superb is consistent with everything from horrible to just-shy-of-superb, and different
lexical items for different senses. These observations suggest that it would be difficult to
have a general a priori rule for how to handle negation. It does not just turn good to bad
and bad to good. Its effects depend on the words being negated. An additional challenge
for negation is that its expression is lexically diverse and its influences are far-reaching
(syntactically speaking)”. The method that Dr. Potts seems to favour for approximating
the effects of negation is due to Das and Chen [16] and Pang, Lee, and Vaithyanathan
[45]. When this method is incorporated at the tokenization level, the negation problem is
relatively well managed. Let us look at an example:
Example 1. I don’t think I will enjoy it: it might be too spicy.
As per the negation handling technique just mentioned, all words between the negation
particle don’t and the colon (:) would be tagged with the suffix ‘ NEG’, clearly defining
the scope of the negation. All words after the colon (:) would not be tagged at all.
Notice that even long-distance effects can be effectively managed. In our proposed
approach, we have chosen to apply this smart tokenization strategy. There are good reasons
for that. First of all, it saves us time as the scope of negation is defined early on, and if a
polarity inversion is required, it can be done at tokenization time. Secondly, if a part of a
sentence is identified as one that will not contribute to the final semantic orientation, then
such part of the sentence can be discarded at this point, minimising the effort required at
sentiment computing time.
4.3. Component 3: fuzzy sets approach to the SA problem
We have already established that we rely on an opinion lexicon that has been developed
using a number of techniques and that started out with opinion-conveying words that were
compiled by linguists and other scientists interested in the SA problem. In this sub-section
we address the rest of components necessary to be able to classify sentences into Positive
or Negative and, in addition, qualify the strength of the associated polarity. In order to do
that we must address the following:
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Figure 2: The Concept of a Granule as presented by
Zadeh
Figure 3: Crisp Granulation and Fuzzy Granulation
as introduced by Zadeh
• Describe and construct the fuzzy methodology that will be utilised in this effort.
• Describe the fuzzy granulation, i.e. the linguistic discrimination, that will be imple-
mented to represent the subjective classification of sentences into positive or negative.
• Provide the logic necessary, in combination with the lexicon and the fuzzy sets already
mentioned, to address the classification problem at hand.
• Describe the mechanics behind the whole process as we incorporate the use of fuzzy
sets components.
4.3.1. Basic concepts on perceptions and linguistic variables for polarity intensity
When we refer to Natural Languages (English in our case) it is clear that humans have
developed the ability to classify objects, without the need to produce an actual measure-
ment. When we say that someone or something is slightly large, very large, or not very
large, we all understand the message. However, we have not measured or produced metrics
for the object we are referring to. We continually use perceptions in the context of multiple
events. According to Zadeh [73]: “reflecting the bounded ability of the human brain to
resolve detail, perceptions are intrinsically imprecise. In more concrete terms, perceptions
are f-granular, meaning that (1) the boundaries of perceived classes are unsharp and (2) the
values of attributes are granulated, with a granule being a clump of values (points, objects)
drawn together by indistinguishability, similarity, proximity, and function” (see Fig. 2 for a
re-illustration of the graphic originally published by Zadeh in [74]). In [74], Zadeh contin-
ues, by saying that “a granule may be crisp or fuzzy, depending on whether its boundaries
are or are not sharply defined. For example, age may be granulated crisply into years and
granulated fuzzily into fuzzy intervals labeled very young, middle-aged, old and very old.”
Fig. 3 re-illustrates the graphical representation of the latter idea as originally presented
by Zadeh in [73]. When it comes to the Theory of Perceptions, Zadeh’s contribution is
unique [73, 74]. Additionally, in 1973 Zadeh introduced the concept of linguistic variables:
“a variable whose values are words instead of numbers” [72].
When deciding which linguistic variables to use in modelling our problem, we came to
the realisation that the intensity or degree of polarity with which the grade of positivity
or negativity of a sentence X could be understood corresponds to a perception. More
specifically, the perception PX that a given person Y has about how positive or negative a
sentence X might be. A sentence could either be Negative or Positive, and then again ‘Most
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Positive’ or ‘Very Positive’, or ‘Most Negative’ or ‘Very Negative’, and so on. Based on the
definitions and concepts provided above by Zadeh, a fuzzy granulation of positive/negative
sentiment using fuzzy intervals is considered appropriate. According to G.A. Miller [40], 7
plus or minus 2, is the effective number of categories that a subject (individual or person)
can maintain. In our case, we have chosen a conservative approach and have devised 5
labels (7 minus 2), symmetrically distributed in the domain [0, 1]. Additionally, our choice
of trapezoidal function obeys to the fact that it generalises a triangular function and we have
aimed for both: more generality and for more than one value at the top of every category.
A trapezoidal membership function (MF), as shown in Fig. 4, is usually represented by the
following 4-tuple (a, b, c, d).
µÃ(x) =

0 if x ≤ a;
x− a
b− a if a ≤ x ≤ b;
1 if b ≤ x ≤ c;
d− x
d− c if c ≤ x ≤ d;
0 if d ≤ x.




Figure 4: Trapezoidal membership function
Specifically, the following granules on the perception of the positivity or negativity of a
given sentence X are suggested: G = {Poor; Slight; Moderate; V ery; Most}, with the
following 4-tuples:
• MF (Poor): (0, 0, 0.050, 0.150)
• MF (Slight): (0.050, 0.150, 0.250, 0.350)
• MF (Moderate): (0.250, 0.350, 0.650, 0.750)
• MF (Very): (0.650, 0.750, 0.850, 0.950)
• MF (Most): (0.850, 0.950, 1, 1)
Thus, the intensity associated with the semantic positive/negative scores for words occupies
a certain fuzzy interval as Fig. 5 illustrates. Section 4.4.2 will explain the mechanics of how
the fuzzy sets described are utilised in determining the graduality of the intensity of polarity.
Calculating the level of intensity on the polarity of a sentence is advantageous in itself,
as now it can be determined how strong or weak a given positive/negative sentiment might
be in natural language. Hence, we are able to say that the sentiment towards a specific
sentence is moderately positive/negative, poorly positive/negative, most positive/negative,
etc. as per the linguistic labels we have already defined in section 4.3.1. Indeed, linguistic
polarity intensity could be amenable to be further processed via the computing with words
methodology introduced by Zadeh in [74], enabling computing with sentiments to be realised
in practice.
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Figure 5: Linguistic variables, fuzzy granulation and trapezoidal membership functions
Natural Languages are a prime example of ambiguity, hidden meanings and multiple in-
terpretations. In future, the proposed method could be taken to a next level, which should
include the ability to incorporate approximate reasoning, via Fuzzy Logic, by bringing in
the capability of computing with sentiments carried by words and sentences. Potential ap-
plication around social media, such as product review sites, seems an obvious choice because
the sentiment around a specific product based on the linguistic labels that the reviewers
have given to the product (good, bad, acceptable, etc.) are possible to be computed. In
this case, the entities manipulated to calculate the accumulated or aggregated sentiment
would be words as opposed to numbers. Let us keep in mind that a sentiment in social
media is typically expressed in words and not in numbers ; at least for the regular user. In
Fig. 6, a word is a label of a fuzzy set and those example labels are poor, most and slight.
The computation of the aggregated sentiment is performed by directly manipulating the
sentiment labels provided by each reviewer. In addition, in the presence of a proper fuzzy
logic system, deductions can also be made out of facts expressed in words or determined
via the SA approach presented here. In conjunction with social network analysis (SNA)
[63, 66–68], it could be possible for a company, for marketing purposes for example, to
identify the most influential nodes in a network that have very or most positive sentiment
towards a particular product [47–49].
4.4. The hybrid approach and Its process
In this section we will describe how all the pieces fall into place in our proposed hybrid
method in order to calculate both the sentiment polarity and the intensity of such polarity.
Our approach consists of 2-steps, which will be described in the next two sub-sections.
4.4.1. Hybrid Standard Classification (HSC): calculating the polarity of sentiments in sen-
tences
There are several tasks that must be executed in strict order in order to determine the
polarity of sentences. Every intermediate step has an outcome that is consumed by the
next step. Briefly, the tasks are as follows:
1. Tokenization, error cleansing, PoS tagging and smart parsing. The semantic rules
as per section 4.2, are applied at tokenization/tagging time, and when applicable,
sub-sentences may be discarded at that point (e.g. if the particle ‘but’ is present,
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Figure 6: Computing with Sentiments - General Diagram
the sub-sentence before the particle ‘but’ will be discarded). In addition, if a sen-
tence is made of two or more sub-sentences, the proper tagging is performed, so
that at interpretation time the overall polarity is calculated as per the appropriate
composition rule (Table 3). This step would imply changing the polarity of a given
word-sentiment-carrying particle if such a particle is negated.
2. The resulting essential particles that convey sentiment/opinion (adjective, nouns,
verbs and adverbs) are looked up in the sentiment lexicon bringing across the se-
mantic properties (PoSs and polarity scores) of the term matched.
3. Words that are not in the Opinion Lexicon are tagged as such. Details on how these
words are treated are provided in Section 4.5.
4. The semantic orientation (SOR) of each sentence is calculated following the process
described in the first paragraph after this itemised list.
5. After processing a given sentence, those words without a pos/neg label are treated
as an exception. This situation happens when the word in question was not in Senti-
WordNet or it was present, but there were no polarity scores available. More details
are given in Section 4.5.
6. The overall sentiment of the sentence is produced, and if indicated as such by the
semantic rules, a composition is performed for those sentences made of a collection of
sub-sentences to derive its compounded semantic orientation (CSO) based on its sub-
sentence SOR values. The actual process of computing a sentence SOR is addressed
in the paragraph below.
Computing a sentence SOR. During the actual semantic orientation calculation, both the
pos/neg label associated with the words in the lexicon and their respective polarity scores,
are taken into consideration. The proposed system performs word counting of both orien-
tations (neg/pos) for every sentence.
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If count(positive words) > count(negative words)
then [the sentence is classified as ‘positive’], hence SOR = ‘Positive’
If count(positive words) < count(negative words)
then [the sentence is classified as ‘negative’], hence SOR = ‘Negative’
If count(positive words) = count(negative words)
then [There is a tie. Follow alternative process], hence SOR = Table 5 result.
Strata Task
Stratus 1 The polarity scores or intensity of polarity (IP ) are reviewed and the highest
value (among negative and positive words) wins
Stratus 2 There is a hierarchy of importance around the PoS particles to which the words
in a sentence belong. The aforementioned hierarchy, from most influential to
least influential is: (i) adjectives, (ii) adverbs, (iii) verbs and (iv) nouns. If the
previous step fails to produce a classification, the hierarchy just described is
used and a higher priority is assigned to the IP values of adjectives, followed
by adverbs, verbs and nouns
Stratus 3 If the two previous steps fail, we examine our dictionary and search for the
participant words; we extract the frequencies with which each word has ap-
peared in a sentence with a specific polarity (pos/neg); the polarity associated
to the highest value wins
Table 5: Stratified Algorithm for Tie Breaks
Ties are resolved using a three-level stratified algorithm, as displayed in Table 5. The
different strata shown are mutually exclusive, and every step is executed only if the previous
step does not resolve the existing tie. As the positive/negative IP values in our lexicon
range is [0, 1], the semantic orientation calculation requires: (i) the Positive/Negative label
in our lexicon (SOL) and (ii) the positive/negative IP values in our lexicon.
If a sentence S is made of n sub-sentences (S1, S2, . . . , Sn), then the CSO of the full
paragraph/sentence is calculated by SOR sub-sentence counting.
1. If count(Positive SOR Sentences) > count(Negative SOR Sentences)
then CSO(S1,S2,...,Sn) = Positive
2. If count(Positive SOR Sentences) < count(Negative SOR Sentences)
then CSO(S1,S2,...,Sn) = Negative
3. If count(Positive SOR Sentences) = count(Negative SOR Sentences)
then CSO(S1,S2,...,Sn) = SOR of Sk; IP (Sk) = max{IP (S1), IP (S2), . . . , IP (Sn)}
Notice that the natural separators for sentences are punctuation marks (period, comma,
exclamation sign, question mark, colon, semicolon, etc.), and naturally the sentences would
be broken accordingly into sub-sentences at tagging/parsing time. For complex data inputs,
like long paragraphs/sentences or even documents, the expectation is that there would
be many sub-sentences participating in multiple compositions. For short paragraphs or
snippets, like those exhibited in the Twitter datasets, we will have to compose semantic
orientations for a low number of sub-sentences. By inspecting the data, there would be
a composition of 3 to 5 sub-sentences at the most, with the majority of the cases being
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restricted to 2 or 3 of them. For Twitter data, it is not uncommon that the author of the
tweet simply does not use punctuation marks at all, which would result in zero sub-sentences
at tokenization time (just one longer than usual sentence).
4.4.2. Hybrid Advanced Classification (HAC): computing the intensity of polarity
This approach enhances the standard classification process by incorporating:
1. Determination of the intensity of polarity (IP ) with which a given sentence leans
towards being positive or negative.
The IP of a sentence (X) is to be derived from the IP values of its associated list of
sentiment-carrying words (W1, . . . ,Wn). In other words, the partial IP values of words
of a sentence X are to be fused appropriately to derive the global sentence IP value.
Mathematically, this problem means that an appropriate mapping f : [0, 1]n → [0, 1]
is needed to be defined such that:
IP (X) = f
(
IP (W1), ..., IP (Wn)
)
.
Fusion operators can be roughly classified into the following categories: conjunctive,
disjunctive and compensative: (i) Conjunctive operators that behave like a logical
“and”. In this case, the global IP value is high only when all the partial IP values
are high but compensation is not possible as the presence of just one small partial
IP value will result in a small global value no matter how big the rest of partial IP
values are. A well known family of conjunctive operators is the t-norm family, and
the minimum operator is the largest of all t-norms; (ii) Disjunctive operators behave
like a logical “or”, and can be seen as the dual operators of conjunctive operators.
In this case, the global IP is low only when all the partial IP values are low. As
with conjunctive operators, compensation is not possible as the presence of just one
high partial IP value will result in a high global IP value no matter how low the
rest of partial values are. The family of t-conorms belongs to this type of operators,
and the maximum is the smallest of all t-conorms; (iii) Compensative operators are
comprised between the minimum and the maximum, and therefore they are neither
conjunctive nor disjunctive. In this kind of operators, a small partial IP value can
be compensated by a high partial IP value. This type of operator is also known
as an averaging operator with mean, weighted mean and ordered weighted averaging
(OWA) operator being widely used in multicriteria decision making problems. A class
of fusing operators that behaves like a conjunctive operator when all values are low,
like a disjunctive operator the all values are high, and like a compensatory operator
otherwise exists, is the family of uninorms operators [70].
Definition 1. A uninorm operator U is a mapping U : [0, 1]2 −→ [0, 1] having the
following properties:
(a) Commutativity: U(x, y) = U(y, x)
(b) Monotonicity: U(x1, y1) ≥ U(x2, y2) if x1 ≥ x2 and y1 ≥ y2
(c) Associativity: U(x, U(y, z)) = U(U(x, y), z)
(d) Identity element: ∃ e ∈ [0, 1] : ∀ x ∈ [0, 1], U(x, e) = x
Uninorm operators share with t-norm and t-conorm operators the commutativity,
associativity and monotonicity properties. Furthermore, the uninorm operator gen-
eralises both the t-norm operator and the t-conorm operators. In general, a uninorm
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operator has an identity element lying anywhere in the unit interval [0, 1]; a t-norm
operator has 1 as its identity element and therefore it is a uninorm operator with
identity element 1; while a t-conorm operator has 0 as its identity element and there-
fore it is a uninorm operator with identity element 0. It is well known that a uninorm
operator with identity element e ∈ [0, 1] behaves like (i) a t-norm operator when all
partial IP values are below e; (ii) a t-conorm operator when all partial IP values
are above e; (iii) a compensative operator in the presence of partial values below
and above e. An interesting particular case of uninorm operators are the symmetric
aggregative operators, i.e. uninorm operators that have a representation in terms
of a single variable function. In particular, the representable uninorm operator with
identity element e = 0.5 has been characterised as the most appropriate for modelling
cardinal consistency of reciprocal preference relations [13].
Based on the above, a general approach in this step would be the implementation of a
uninorm operator to derive the IP of a sentence X from the IP of its associated list
of sentiment-carrying words. The experimental section reported in this paper made
use of the minimum operator, which as mentioned above is a type of uninorm:
IP (X) = min{IP (W1) . . . IP (Wn)}. (1)
Once a sentence IP value is obtained, the linguistic labels (granules) l ∈ G with high-
est µl(IP (X)) is assigned to classify the positive/negative polarity. In the few cases
when there exists two consecutive labels with equal µl(IP (X)), we classify the polar-
ity of the sentence with the label meaning higher as per the ordinal ordering implicitly
expressed in the representation given in Fig. 5. For example, when IP (X) = 0.3, the
polarity will be assigned the label Moderate rather than the label Slight.
2. Diagnosing when a given sentence could be considered rather objective/neutral as
opposed to either positive or negative: not all sentences have been created equal, and
even in the test dataset that have been carefully chosen, there are some sentences that
one could argue that are rather neutral (not leaning towards negative or positive).
With the Hybrid Advanced Classification (HAC) system we could consider those
sentences classified as having an IP belonging in the poor interval, as prime candidates
to have a Semantic Orientation that would be leaning more towards Objective than
to Subjective.
4.5. Sentiment lexicon enrichment
This section addresses the classification issue that arises when dealing with sentences
for which the data in the lexicon in not enough, as a SOR score cannot be produced.
A response to such issues is presented in the form of an almost automated approach to
enriching the sentiment lexicon by incorporating new opinion-carrying particles into the
lexicon to minimise the number of cases when polarity classification is not possible.
Dealing with sentences when the data in the lexicon in not enough. One problem that
we will encounter is that a given sentence being processed would include words that are
not in the lexicon (none of them are in the lexicon). In such a case, our method cannot
provide a SOR recommendation. If at least one word would have been included in the
lexicon, the SOR would have been calculated using the information available, utilising the
computation process given in the previous subsection. At this point, the only way forward
is to incorporate the new words in the lexicon using some specific criteria as it is shown
in the following paragraph. In the interim, no classification can be offered, but once the
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lexicon is updated, a polarity classification is very possible. Considering the frequency at
which SentiWordNet is updated by the on-line feedback provided by regular users (http:
//sentiwordnet.isti.cnr.it), it is fair to say that the growth of the capabilities of
our lexicon is guaranteed by the increase on the size of the corpora incorporated into
SentiWordNet.
Enriching the sentiment/opinion lexicon. Methodologies based on the utilisation of a sen-
timent lexicon would eventually come across situations where words carrying opinions in
a given sentence are not included in the lexicon. The only solution to this problem is to
enrich the sentiment lexicon by either adding new words that were not originally part of
the aforementioned lexicon or completing/modifying data attributes already in the lexicon.
In this section we will focus on the former case and will explain how to incorporate new
opinion-carrying particles into the lexicon.
In order to keep a strict control, we perform off-line the process of adding words to
the lexicon using a semi-automated mechanism with some human intervention. The Sen-
tiWordNet database can be downloaded and utilised for off-line processing, which is the
chosen mechanism. The process we have implemented is given below (every step in the list
below uses the output of the previous step):
1. Process sentence using NLP techniques (tokenization, negation-handling, PoS tagging,
parsing, etc.).
2. Compare sentiment-conveying words found in previous step against sentiment lexicon.
3. Obtain list of the words that were not found in the current/most-recent sentiment
lexicon. These words are candidates to be added to the lexicon, but not all not-found
words will be added to the lexicon; i.e. there are words that are not considered to be
sentiment-carrying words, hence they should not be added to the lexicon.
4. Eliminate repeated words and check the PoS group the words belong to.
5. Compare off-line the list of words obtained in previous step against the available
SentiWordNet’s database and generate list of matches and no-matches.
6. Remove from the list generated in the previous step any particle not-found (there
will be words that are not in SentiWordNet). The list of words generated in Step
5 represents candidate-words to be included in our Lexicon. However, those words
that are not available in SentiWordNet cannot be added automatically to our lexicon,
hence, they are rejected by being removed from the list of matches, and are placed
instead in the list of exceptions that will require human intervention in order to make
an educated decision.
7. Transform the list of matches from the previous step into a format that enables them
to be potentially incorporated into our sentiment/opinion lexicon (the format of the
lexicon of our proposed method).
8. Invoke the Lexicon Editor Program (written by our team) to provide a visual interface
to an expert to analyse the candidate words already in opinion lexicon format. The
human operator will decide the polarity label for each entry as the system prompts her
with an input query. The expert (ideally, a linguist) will decide whether the candidate
word should be (a) deleted, (b) classified as neutral polarity, or (c) classified as having
negative or positive polarity.
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9. Add the list of words previously obtained to the existing Sentiment Lexicon in order
to generate an updated version of the lexicon.
Notice that all steps described above are automated by software that we have developed
as part of our prototype, with the exception of step number 8. At a given point in time,
some human interaction is usually required to make decisions about whether a given word
should be part of the lexicon. A possible partial solution would be to simply add all
words found in SentiWordNet as the latter is supposed to contain words labelled already
as Positive, Negative or Objective. We have taken the latter approach in order to minimise
user intervention. However, we still do a visual inspection before new words are added to
the lexicon, in order to avoid the introduction of noise.
5. Experiments results
In this section we will look at the experimental results, starting with the outcome
obtained when using the two mentioned SML methods, Näıve Bayes and Maximum Entropy.
After this, we will show the results obtained from applying the proposed hybrid method. We
will close the section with a comparison of the results. For the preparation and processing of
the sentences using the SML classifiers mentioned above, we used extensively the material
presented by Bird et al. [3] and Perkins [50].
5.1. Näıve Bayes classifier
In discussing the Näıve Bayes (NB) classifier, Pang et al. in [45] elaborate that one
possible approach to text classification is to assign to a given document d the class c∗ =
arg maxc P (c | d), with
P (c | d) = P (c) P (d | c)
P (d)
.
In order to estimate P (d | c), NB assumes the class features (fi) are conditionally indepen-
dent:
PNB(c | d) :=
P (c)
(∏m




with ni(d) representing the number of possible classification classes (it would be 2 for a
binary classifier).
In essence, NB is a probabilistic classifier that is based on the Bayes’ theorem. Basically,
in the presence of a sample input NB should be able to predict a probability distribution
over a set of classes. In this case, word frequencies are the characteristics used to decide
whether a paragraph belongs to one category or another. For that to happen, we would
have to count with a dictionary (or corpus) previously labelled with the semantic orientation
of words (i.e. ‘fabulous’ conveys a positive intention whilst ‘terrible’ would convey a bad
one). However, despite its apparent simplicity, NB has proven to be very successful in many
situations [45].
In the experiments, the NB classifier was trained using some of the recommendations
presented by Perkins in [50]. The classifier uses the concept of ‘bag of words’ [64] to create
‘feature vectors’ exhibiting the main traits of each sentence. In this case, the NB classifier is
a binary classifier, with a sentence being classified either as ‘negative’ or ‘positive’, with both
categories being exclusive. The movie reviews corpus available with NLTK 2.x was used to
train the classifier. The training dataset consists of 1,500 instances (1,500 files containing
full paragraphs) that have been pre-labelled as either positive or negative. There were 500
instances used to test the classifier. Once the classifier has been trained and tested, a
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different dataset of ‘movie reviews’ sentences (5, 331 sentences pre-labelled as Positive and
5, 331 pre-labelled as Negative), was used to evaluate all classifiers.
The NB classification algorithm returns a probability value that represents the sentence
belonging with a specific label (negative or positive). Thus, the probability value has to be
0.5 or higher for a sentence to belong in a specific category (positive or negative, depending
on which case is being tested). Table 6 shows the results obtained after running the NB
classifier with the test datasets:
Metric Twitter A dataset Movie database dataset
Accuracy 0.6785 0.6717
Precision 0.6315 0.6274
Table 6: Näıve Bayes classifier performance indexes
5.2. Maximum Entropy classifier
The Maximum Entropy (ME) classification algorithm has been extensively used by
the Machine Learning community to deal with text classification problems. One of the
main properties of ME is that the algorithm does not make any assumptions about the
relationships between features to derive the estimate of P (c | d), which is expressed as
follows:






λi, c Fi, c(d, c)
)
,
where Z(d) is a normalisation function, and Fi, c is the following characteristic function for




1 ni(d) > 0 and c
′ = c
0 otherwise
The λi, c’s are feature-weight parameters, and a large value for λi, c would imply that “fi is
considered a strong indicator for class c. The parameter values are set so as to maximise
the entropy of the induced distribution subject to the constraint that the expected values
of the feature/class functions with respect to the model are equal to their expected value
with respect to the training data” [45]. Additional information about ME can be found in
the literature, for example, in [1, 4, 37].
Following Perkins’s recommendations [50], the Generalized Iterative Scaling (GIS) learn-
ing method was used to train the ME classifier. As the NB classifier, the ME classifier
returns a probability value of the sentence belonging with a specific label (negative or pos-
itive), and a probability value equal or higher than 0.5 is required for a sentence to belong
in a specific category. Table 7 presents the results obtained when the trained classifier is
applied to the test datasets:
Metric Twitter A dataset Movie database dataset
Accuracy 0.6759 0.6757
Precision 0.6293 0.6291
Table 7: Maximum Entropy classifier performance indexes
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5.3. Proposed hybrid method (HSC/HAC)
The proposed hybrid method has been applied to the test datasets in two different
sub-methods or incarnations that grow each time in complexity (HSC and HAC). The
results of having applied the classification method HSC (polarity determination) to the test
datasets, are followed by the results obtained by applying the HAC method to the test
dataset (determining polarity intensity). The proposed hybrid method is first applied to
both twitter datasets, Twitter A dataset and Twitter B dataset, and later on to the movie
database dataset.
5.3.1. HSC results
Notice that we have a first and a second pass of the proposed HSC method. When
running the experiments, we reset our lexicon to its initial state every time, for the sake
of comparison against different data sets. The 2nd pass of the method corresponds to the
phase in which the sentiment lexicon and dictionary have learnt new words/terms. The
latter mimics better real life scenarios, as every new run of our method should benefit from
what it has already learnt.
Table 8 presents the HSC (1st pass and 2nd pass) results when applied to the data
marked in this article as Twitter A dataset, while for performance confirmation purposes
Table 9 presents the HSC 2nd pass results when applied to the data marked in this article
as Twitter B dataset. Table 10 presents only the HSC 2nd pass results when applied to the
test data marked as Movie Review dataset.
Metric HSC (1st pass) HSC (2nd pass)
Accuracy 0.8728 0.8802
Precision 0.8280 0.8424
Table 8: HSC classifier - Twitter A dataset performance indexes
Metric HSC (2nd pass)
Accuracy 0.8655
Precision 0.8406
Table 9: HSC classifier - Twitter B dataset performance indexes
Metric HSC (2nd pass)
Accuracy 0.7585
Precision 0.7278
Table 10: HSC classifier - Movie Review dataset performance indexes
At the beginning of this article we mentioned that we are focusing on Sentiment Analysis
at the sentence level. Initial experimental results show that the closer the data utilised
reflect the concept of a snippet (a short sentence usually found in one line or equivalent
in social media systems like Twitter), the better our proposed system performs. We will
discuss this further in section 5.4.
5.3.2. HAC results
In subsection 5.3.1 we have seen the results obtained by the proposed hybrid method
in terms of estimating the polarity of three different datasets. With HAC, we incorporate
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the fuzzy sets approach already described and as a consequence we can incorporate a finer
granularity level into the polarity classification process. Details of the results achieved with
the Movie Review dataset are provided in Table 11 and Table 12.
False Negatives 929
No Semantic Orientation (NOSOR) 35







Total Number of Sentences 5,331
Table 11: HAC classifier increased granularity for Positive Polarity dataset
False Positives 1,646
No Semantic Orientation (NOSOR) 76







Total Number of Sentences 5,331
Table 12: HAC classifier increased granularity for Negative Polarity dataset
Notice that in the 2nd pass there are no cases of NOSORs. During the 1st pass, the
proposed system either learnt new terms (words) that were added to the lexicon, or was
capable of finding polarity scores to terms already resident in the sentiment lexicon. With
this added granularity to the polarity classification, we can inspect sentences classified in
the lower end of the spectrum [0, 1] as well, i.e. sentences labelled as ‘poor’, and revise
them because in terms of classification they could be borderline with Neutral/Objective.
Representative examples are sentences like ‘The theatre was completed full.’ and “The
Sinner counted with great actors.”, which seem to express facts instead of opinions.
There were no annotations for polarity intensities in any of the utilised datasets. This
was expected as the datasets were annotated only for polarity (negative or positive). We did
annotate 10% of all sentences in the larger dataset though (movie review) in the positive-
polarity dataset, which represents approximately 530 sentences distributed as follows: 100
each for the Poor, Slight, Very and Most labels, and 130 for the Moderate one. Table 13
presents the indicators for the 10% sample, which are considered very hopeful as efficiency
in predicting polarity intensity accurately was above 80% in all cases.
5.4. Comparison of experimental results
In this subsection we will take a closer look at the experimental results. The first
comparison table (Table 14) corresponds to results achieved when the different methods
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Metric Poor Slight Moderate Very Most
No. of Sentences 100 100 130 100 100
Estimated Correct (%) 81.00 89.00 93.08 91.00 87.00
Estimate Incorrect (%) 19.00 11.00 6.92 9.00 13.00
Table 13: Movie Review Positive Polarity dataset sample - HAC classifier performance
were applied to the dataset identified in this article as Twitter A dataset. As stated before,
the 2nd pass represents better real life scenarios, as our lexicon has already learnt new terms
and their associated properties. The results obtained are very encouraging as the proposed
hybrid method improves the results obtained by NB/ME by a significant magnitude. As
a performance confirmation exercise for the proposed hybrid method, the data marked in
this article as the Twitter B dataset was used. Similar results to those achieved for Twitter
A dataset were obtained, with an Accuracy of 0.8655 and a Precision of 0.8406.
Metric NB ME HSC (1st pass) HSC (2nd pass)
Accuracy 0.6785 0.6759 0.8728 0.8802
Precision 0.6315 0.6293 0.8280 0.8424
Table 14: Twitter A dataset performance indexes comparison - NB/ME vs. HSC
Moving on to the results obtained using the Movie Review dataset (Table 15), we
observe that the proposed HSC method performs better than NB/ME, although it is worth
mentioning that the overall performance of HSC (for precision) is reduced by approximately
11.46% with respect to its performance on the Twitter datasets. The explanation that we
offer for this behaviour is data related. The sentences in the Movie Review dataset are
rather complex (a short paragraph or a long sentence made up of a few sub-sentences on
average). The type of sentences available in both Twitter datasets are of a simpler nature
and they are closer to the concept of a ‘snippet’. Let us keep in mind as well that the
focus of our research was directed toward presenting a sentiment analysis approach at the
sentence level. In the following paragraphs, examples of the type of sentences found in the
different datasets are provided to support this analysis.
Metric NB ME HSC (1st pass) HSC (2nd pass)
Accuracy 0.6717 0.6757 0.7559 0.7585
Precision 0.6274 0.6291 0.7263 0.7278
Table 15: Movie Review dataset performance indexes comparison - NB/ME vs. HSC
Movie Review dataset examples
Example 2. “it was with great anticipation that i sat down to view braveheart last week as
it premiered on american cable. the academy award winning film had been highly acclaimed.
it also featured the music of one of my favorite film composers , james horner . what i was
in for was a disappointing and overlong film which was anything but the best picture of 1995
...”
Example 3. “Vampire’s is a rude , chauvinistic movie where women are portrayed as pawns
of abuse , present only to pleasure men , feed vampires , readied to be bashed or beaten -
till one’s sensibilities is shocked by the low iq and mentality of this regressive movie . to
make matters worse , the buffoons that go hunting vampires are all rednecks , and deserve
to have their heads bitten off , if not , their bodies carved in half .”
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Twitter A dataset examples
Example 4. “To hell with this economy. I hate aig and their non loan given asses.”
Example 5. ‘US planning to resume the military tribunals at Guantanamo Bay ... only
this time those DTS on trial will be AIG execs and Chrysler debt holders.’
Twitter B dataset examples
Example 6. “There are huge lines at the Apple store.”
Example 7. “I had to wait for six friggin’ hours in line at the Microsoft store. that’s not
cool man.”
5.4.1. Impact of different techniques in hybrid approach
Next we would like to show the improvements in the performance of the proposed system
as some of the techniques mentioned in this article were introduced. Table 16 shows the
precision of the proposed HSC method as specific enhancements were applied one after
another, and as such provides a picture of the the impact that the different techniques
generated as they were added to the proposed solution. Indeed, every step shown in the
table inherits the benefits of having introduced a specific technique in the previous step.
This results in the precision of the final process being close to 10% higher than that at the
start.
Technique incorporated Precision Acc. Impact (%)
Using pre-existing semantic rules 76.77
Adding effective PoS tagging 79.33 3.33
Adding smart negation handling 81.17 5.73
Adding new semantic rules (R14 & R15) 83.36 8.58
After 2nd pass (once the lexicon has learnt new terms) 84.24 9.73
Table 16: Impact of different techniques in hybrid approach precision (Twitter A dataset)
5.4.2. Analysis of specific examples
Let us take a closer look at some examples that we believe are of interest. We will
start by showing instances that exemplified the different intensities in polarity and their
associated linguistic labels, as produced by the proposed HAC method, and then we will
continue sharing examples of sentences that have proven to be too hard to classify for the
proposed classifier.
Examples of polarity intensity graduality as per the five linguistic labels introduced.
Example 8. Poor: “effective but too-tepid biopic.”
Example 9. Slight: “if you sometimes like to go to the movies to have fun, wasabi is a
good place to start.”
Example 10. Moderate: “occasionally melodramatic , it’s also extremely effective.”
Example 11. Very: “the movie’s ripe , enrapturing beauty will tempt those willing to probe
its inscrutable mysteries .”
Example 12. Most: “one of the greatest family-oriented, fantasy-adventure movies ever.”
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Examples of challenging sentences for the proposed hybrid classifier.
Example 13. “spiderman rocks.”
In this case, the proposed classifier does not understand what the term ‘rocks’ means. As
such, the sentence was wrongly classified as having a negative polarity.
Example 14. “it extends the writings of jean genet and john rechy, the films of fassbinder,
perhaps even the nocturnal works of goya.”
This sentence offers the names of great world-class film directors and actors, and claims
that the director of the reviewed movie extends their work. However, the lack of context
impacts on the ability of the proposed algorithm to classify this sentence properly.
Example 15. “after watching the movie I found myself between a rock and a hard place.”
In this instance, the use of idioms creates problems for the proposed classifier.
5.5. Performance comparison against Machine Learning and state of the art
An accurate and strict comparison cannot be performed unless every method involved
is evaluated against exactly the same dataset, and in the case of lexicon driven methods
when the same lexicon is used. Therefore, the values shown below are rather informative of
the performance achieved by each method in different experimental settings. A comparison
against state of the art techniques that are not purely machine learning based was not
part of this research, but it will be performed in the near future once we execute some of
the recommendations offered in Section 6 such as the replacement of SentiWordNet with
SenticNet [9].
Poria et al. [52] provides results for machine learning experiments that we have reused
in the comparison shown below in Table 17. Notice that the proposed hybrid method does
approximately 17% better than the machine learning techniques in general, and 21.50%
better against NB/ME. For some time, Socher et al [57, 58] have been considered state of
the art. At the sentence level the proposed hybrid method performs better than Socher et
al. [57] and is close to the performance of Socher et al. [58]. Ensemble classification from
Poria et al. [52] has achieved the best performance of all, with a precision of 86.21%.
Algorithm Precision (%)
Näıve Bayes (from section 5.1) 62.74
Machine learning [52] 67.35
HSC/HAC - Movie Review dataset 72.78
Socher et al. [57] 80.00
HSC/HAC - Twitter dataset 84.24
Socher et al. [58] 85.40
Ensemble classification [52] 86.21
Table 17: Proposed hybrid method against state of the art
6. Conclusions and further work
In general, our proposed hybrid system works very well at the sentence level with a
high level of accuracy (88.02%) and precision (84.24%) when the method is applied against
twitter-like datasets. The fact that our hybrid system significantly improved the results ob-
tained using Näıve Bayes (NB) and Maximum Entropy (ME), satisfies our initial hypothesis
that a hybrid method using sentiment lexicons, NLP essential techniques and fuzzy sets,
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should be able to perform well. Another benefit of our proposed system is that we have
managed to identify different strengths in the polarity degree of the input sentences with
regard to the specific base-case (negative or positive). There is an interesting and intended
effect of the introduction of the fuzzy sets component of our method. Those sentences
classified in the ‘poor’ side of the polarity intensity spectrum are prime candidates to be
considered rather neutral or objective sentences, instead of subjective (this functionality
could be built into a subjectivity determination schema).
Our expectation is that the quality of the content of SentiWordNet, or more recent
tools like SenticNet [9], should continue to improve with time. Those enhancements will
contribute to the betterment of our proposed hybrid solution as it will reflect positively in
the quality of our opinion lexicon. In theory, as time passes, both SentiWordNet and our
proposed opinion lexicon should become better and more complete. The ability to incor-
porate new terms into the current opinion lexicon in an expedite way is another benefit
provided by our proposed solution.
In essence, hybrid techniques can play an important role in the advancement of the
Sentiment Analysis discipline by combining together a number of elements that tend to
produce better results. Similar results, in terms of combining techniques effectively, have
been reported by other researches [52].
By carefully analysing the sentences processed using the aforementioned classification
methods, we are capable of extracting the main characteristics in those sentences that posed
a problem for our classification method. If we group together the cases that our system
have considered challenging to classify properly, we find the following traits:
• The use of jargon, argot, idiom and/or lingo is hard to deal with, and sometimes it
misguides the system in classifying opinions properly.
• Imagery, metaphors, similes, sarcasm, humour and other language figures that rely
on previous knowledge and/or context represent a big challenge for our system. For
future research, a starting point would be the work of Justo et al. [32].
• Double negation offers difficulties that we must continue to study and improve.
• In the presence of very complex paragraphs the precision of our proposed hybrid
method is negatively impacted
In terms of further work, we believe there are a number of avenues that should be
pursued in the short-term:
• Create an automatic real-time interface, via API, with SentiWordNet or functionally
equivalent tool (see next item) to search dynamically for polarity and PoS tagging
updates for all terms of interest.
• Investigate the possibility of using SenticNet [9] as a source of a more mature and
comprehensive set of semantic attributes to enrich our own lexicon -or replace it.
The concept-level sentiment analysis approach introduced by Poria et al. [52], sentic
patterns, and its dependency-based rules for concept-level sentiment analysis could
provide a broader semantic coverage than the one we currently enjoy with SentiWord-
Net.
• Work on an algorithm to incorporate context in the tagging/parsing process and in
the sentiment-determination modules in order to improve the ability of the system to
deal with humour, metaphors, similes, sarcasm and irony (an initial approach could
be the utilisation of context-sensitive grammars during the parsing process).
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• Port the proof-of-concept prototype code from Scheme to C, C++, C# or Python, in
order to increase efficiency and integration capabilities.
• Continue developing a computing with sentiments approach, using as a foundation
the method presented in this article.
• Introduce the use of Induced OWA operators [71] as an aggregation mechanism in the
calculation of the semantic orientation of sentences. This type of operator could be
used to ensure that specific values among those elements considered would drive the
aggregation according to a predefined operator. This aggregation could be performed
at both levels, the words participating in a sentence and the sub-sentences making
up a full sentence or paragraph. Work on this approach has already started and we
expect to report results rather soon.
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