slices) is considered as the gold standard of cardiac function analysis through the assessment of the left and right ventricular ejection fractions (EF) and stroke volumes (SV), the left ventricle mass and the myocardium thickness. This requires accurate delineation of the left ventricular endocardium and epicardium, and of the right ventricular endocardium for both end diastolic (ED) and end systolic (ES) phase instances. In clinical practice, semi-automatic segmentation is still a daily practice because of the lack of accuracy of fully-automatic cardiac segmentation methods. This leads to time consuming tasks prone to intra-and inter-observer variability [4] .
The difficulties of CMR segmentation have been clearly identified [5] : i) presence of poor contrast between myocardium and surrounding structures (conversely, there is a high contrast between blood and the myocardium); ii) brightness heterogeneities in the left ventricular/right ventricular cavities due to blood flow; iii) presence of trabeculae and papillary muscles with intensities similar to the myocardium; iv) non-homogeneous partial volume effects due to the limited CMR resolution along the long-axis; v) inherent noise due to motion artifacts and heart dynamics; vi) shape and intensity variability of the heart structures across patients and pathologies; vii) presence of banding artifact.
In order to gauge performances of state-of-the-art CMR segmentation methods, four international challenges (all with a unique dataset) have been organized over the last decade [6] - [9] . As mentioned in section II, three of those datasets focus on the left ventricle and one on the right ventricle. Since three of those challenges were organized before 2012, none of the participants implemented a deep learning approach. As for the fourth one, since the dataset only contains the ground-truth for the ED and ES ventricular volume (and not for the contour) it is difficult to ascertain which cardiac segmentation method was the most accurate and where it failed.
In this paper, we propose a new dataset called ACDC (Automatic Cardiac Diagnosis Challenge) which led to the organization of an international MICCAI challenge in 2017. The richness of the dataset as well as its tight bound to every-day clinical issues has the potential to enable machine learning methods to fully analyze cardiac MRI data. ACDC has a larger scope than previous cardiac datasets as it includes manual expert segmentation of the right ventricle (RV) and left ventricle (LV) cavities, and the myocardium (epicardial contour more specifically). ACDC also contains patients from five different medical groups namely : dilated cardiomyopathy (DCM), hypertrophic cardiomyopathy (HCM), myocardial infarction with altered left ventricular ejection fraction (MINF), abnormal right ventricle (ARV) and patients without cardiac disease (NOR).
The overarching objective of this paper is to provide answers to the following four questions: 1) How accurate recently proposed segmentation methods are at delineating the LV, RV and myocardium given clinical MR images? 2) How accurate recently proposed classification methods are at predicting the pathology of a patient given clinical MR images?
3) When methods fail, where do they fail? 4) How far are we from "solving" the problem of automatic CMRI analysis? With those questions in mind, we first go through a detailed description of the previous MRI cardiac datasets as well as the CMRI segmentation methods in section II. We then describe our evaluation framework as well as the evaluated deep learning architectures in sections III and IV. We analyze the results obtained during the MICCAI-ACDC challenge in section V and finally draw conclusions in sections VI and VII.
II. PREVIOUS WORKS A. Previous MRI Cardiac Datasets
Four large datasets of clinical CMRI data have been broadly accepted by the community in the last decade. These datasets were released in conjunction with an international challenge allowing the organizers to benchmark state-of-the-art methods.
The Sunnybrook Cardiac MR Left Ventricle Segmentation challenge -MICCAI 2009 1 provides a database of 45 cardiac cine-MR images from four different pathological groups namely: heart failure with ischemia, heart failure without ischemia, hypertrophic cardiomyopathy, and normal subjects. The data is provided with two manuallydrawn contours, one for the endocardium and one for the epicardium [6] . Although the database is still publicly available, neither collated results nor comparative study have been published thus reducing the impact of this event. However, recent papers [5] , [10] , [11] reported results from several automatic and semi-automatic segmentation methods published since the 2009 challenge. According to those results, the top performing methods (many of which being only focused on the endocardium segmentation) report Dice scores between 0.90 and 0.94 for the endocardium and/or the epicardium and an average perpendicular distance of less than 2.0 mm and an average 2D Hausdorff distance between 3.0 and 5.0 mm.
The LV Segmentation Dataset and Challenge, MICCAI-STACOM 2011 2 focuses on the comparison of LV segmentation methods [12] . The database is made of CMR acquisitions from 200 patients with coronary artery disease and prior myocardial infarction (100 for training and 100 for testing). In this study, the authors introduced the concept of objective ground truth based on the evidence from the contribution of several raters. In particular, ground truths computed for the 100 patients of the testing set were generated from an Expectation-Maximization framework (the STAPLE algorithm) [13] using the results of two fully-automated methods (automated raters) and three semi-automated approaches with manual input (manual raters). No 100% manually annotated ground truth were involved in this study. From the derived ground truths, the best results in terms of segmentation accuracy were obtained by a guide-point modeling technique (manual rater) which obtained an average Jaccard score of 0.84 [14] . 3 aims at comparing RV segmentation methods based on a set of 48 cardiac cine-MR data with contours drawn by one cardiac radiologist (16 for training, 32 for testing) [8] . Three fully-automatic and four semi-automatic methods were evaluated through this challenge. Back in 2012, the outcome of the challenge revealed that the best scores were obtained by semi-automatic methods like the graph-cut method by Grosgeorge et al. [15] which reached an average Dice score of 0.78 and an average 2D Hausdorff distance of 8.62. In a recent publication, Tran [16] showed how a fine-tuned fully-convolutional neural network [17] can outperform every semi-automatic method with an average Dice score of 0.85.
The 2015 Kaggle Second Annual Data Science Bowl 4 is a challenge for which more than 190 teams competed to win the $200, 000 grand price. The goal of this event was to automatically measure ED and ES volumes from CMR. Challengers were given a database composed of 500 patients for training and 200 patients for testing. The training images came only with the ED and ES reference volumes and not a manually segmented ground truth as for the other three datasets. The outcome of the challenge revealed that the topperforming methods relied on deep learning technologies, in particular fully convolutional networks (fCNN) [17] and U-Net [18] . Unfortunately, no summary paper was provided in the wake of this challenge. Table I summaries the MRI cardiac datasets mentioned above. Let us also mention that other fully-annotated cardiac datasets have been released such as HVSMR 2016 5 and the Multi-Modality Whole Heart Segmentation dataset. 6 Although interesting, these datasets contain images that a clinically atypical, a topic that goes beyond the focus of this study. Furthermore, without being bound to a challenge, the UK Biobank [19] corresponds to the largest existing CMR database which could be used to train and test deep learning methods whenever the manual annotations of these images will be rendered public. However, one limit of this database is that it is not free, which inevitably limits its access by research teams, and thus does not correspond to open science initiatives such as challenges.
B. Non-Deep Learning Methods
In parallel to those challenges, Petitjean and Dacher [20] proposed in 2011 a complete review of segmentation methods for delineating the LV and/or the RV in short axis cardiac MR images. In this study, the authors listed the results published in more than 70 peer-reviewed publications. As for the four challenges cited above, the reported methods can be divided in two main categories: weak prior and strong prior methods. The first group involves weak assumptions such as spatial, intensity or anatomical information. It includes image-based techniques (threshold, dynamic programming) [21] , pixel classification methods (clustering, Gaussian mixture model fitting) [22] , deformable models (active contour, level-set) [23] and graph-based approaches (graph-cut) [24] . The second group uses methods with strong prior including shape prior based deformable models [5] , active shape and appearance models [25] and atlas based methods [26] , all requiring a training dataset with manual annotations. Although this huge work provides a complete picture of the performance of the state-of-the-art methods in LV/RV segmentation, it does benchmark these techniques with a unique dataset. Such comparison thus remains a glaring issue in our community.
C. Deep Learning Methods
To our knowledge, before 2013 no deep learning techniques was used to analyze CMRI. However, a drastic change occurred in 2015 during the Kaggle Second Annual Data Science Bowl during which the undeniable power of deep learning methods was revealed to the community. Since then, a dozen deep learning papers have been published on the topic of CMRI analysis. Most papers used 2D convolutional neural networks (CNNs) and analyzed the MRI data slice by slice.
Three papers used deep learning framework to extract relevant features for segmentation. Emad et al. [27] used a patchwise CNN to localize the LV in CMRI slices. Kong et al. [28] developed a temporal regression framework to identify enddiastolic and end-systolic instances from the cardiac cycle by integrating a 2D CNN with a recurrent neural network (RNN). The CNN was used to encode the spatial information while the RNN was used to decode the temporal information. Finally Zhang et al. [29] used a simple CNN to automatically detect missing slices (apical and basal) in cardiac exams to assess the quality of MRI acquisitions.
Four papers used deep learning methods combined with classical cardiac segmentation tools. Rupprecht et al. [30] integrated a patch-based CNN into a semi-automatic active contour (a snake) to segment cardiac structures. Ngo et al. [31] used a deep belief network (DBN) to accurately initialize and guide a level-set model to segment the left ventricle. Yang et al. [32] developed a combined approach between CNN and multi-atlas to perform LV segmentation. In particular, a deep architecture was trained to learn deep features achieving optimal performance for the label fusion operation classically involved in multi-atlas segmentation. Alternatively, Avendi et al. [10] proposed a combined deeplearning and deformable-model approach to automatically segment the left ventricle. The method works as follows: i) a simple CNN locates and crops the LV; ii) a stack of autoencoders pre-segment the LV shape; iii) the pre-segmented shape is refined with a deformable model. Although the authors report almost perfect results on Sunnybrook 2009, it is not clear how their method generalizes to more than one cardiac region.
Finally, three papers used standalone deep learning techniques to segment cardiac structures from CMR data. Poudel et al. [33] proposed a recurrent fully-convolutional network (RFCN) that learns image representations from the full stack of 2D slices. The derived architecture allows leveraging inter-slice spatial dependences through internal memory units. Tran [16] developed a deep fully convolutional neural network architecture to segment both LV and RV structures. Finally, Oktay et al. [34] proposed an image superresolution approach based on a residual convolutional neural network model. Their key idea is to reconstruct high resolution 3D volumes from 2D image stacks for more accurate image analysis.
For more details on deep learning methods applied to medical image analysis (including cardiac MRI segmentation) please refer to Litjens et al. [35] and Havaei et al. [36] .
III. EVALUATION FRAMEWORK
A. CMR Data 1) Patient Selection: The ACDC dataset was created from real clinical exams acquired at the University Hospital of Dijon (France). Our dataset covers several well-defined pathologies with enough cases to properly train machine learning methods and clearly assess the variability of the main physiological parameters obtained from cine-MRI (in particular diastolic volume and ejection fraction). The targeted population is composed of 150 patients evenly divided into 5 classes with well-defined characteristics according to physiological parameters. These examinations were initially classified according to medical reports. Patients with ambiguous clinical indices were excluded from this study. The different subgroups are given hereunder:
• NOR: Examination with normal cardiac anatomy and function. The ejection fraction is greater than 50%, the wall thickness in diastole is lower than 12 mm, the LV diastolic volume is below 90 m L/m 2 for men and 80 m L/m 2 for women [37] . The RV is normal for each patient (RV volume less than 100 m L/m 2 and RV ejection fraction above 40%). The visual analysis of the segmental LV and RV myocardial contraction is normal.
• MINF: Patients with a systolic heart failure with infarction. Subjects have an ejection fraction below 40% and abnormal myocardial contractions. Some subjects have a high diastolic LV volume due to a remodeling of the LV to compensate for the myocardial infarction. [38] , or/and a RV ejection fraction below 40%. Almost every subject in this subgroup has a normal LV. 2) Acquisition Protocol: Acquisitions were obtained over a 6 year period with two MRI scanners of different magnetic strengths (1.5 T -Siemens Area, Siemens Medical Solutions, Germany and 3.0 T -Siemens Trio Tim, Siemens Medical Solutions, Germany). Cine MR images were acquired with a conventional SSFP sequence in breath hold with a retrospective or prospective gating [39] . After the acquisitions of long axis slices, a series of short-axis slices covering the LV from the base to the apex was acquired, with a slice thickness from 5 mm to 10 mm (in general 5 mm) and sometimes an inter-slice gap of 5 mm. The spatial resolution varies from 1.34 to 1.68 mm 2 / pi xel. Depending on the patient, 28 to 40 volumes were acquired to cover completely (retrospective gating) or partially (prospective gating) one cardiac cycle. In the latter case, only 5 to 10% of the end of the cardiac cycle was omitted. The full dataset was acquired in clinical routine, leading to natural variability in the image quality (intrinsic noise, patient movement, banding artifacts, MRI low-frequency intensity fluctuation, etc.), variable fieldof-view and integral or almost integral covering of the LV. Finally, to be in compliance with previous cardiac MRI segmentation challenges, the long axis slices were not provided. Even though the use of long axis slices could provide extra information about the base, the apex and the longitudinal motion of the ventricles, the analysis of short and long-axis slices are generally independent and outside the scope of this project.
3) Training and Testing Dataset: The data for each subject was converted to a general 4D image representation format (nifti) without loss of resolution. ED and ES frames were identified based on the motion of the mitral valve from the long axis orientation by a single expert. Both training and testing data contain whole short-axis slices. The identification of the most basal and apical slices is also not provided, while the diastolic and systolic phases are indicated. In order for challengers to normalize the physiological parameters (mainly the LV and RV volumes and the MYO mass) with the body surface area (BSA), the weight and height of each patient are included in the dataset. For instance, the BSA can be calculated from the formula of Du Bois and Du Bois [40] , i.e. B S A = 0.007184 · (weight 0.425 · height 0.725 ) and normalized parameters can be computed by simply dividing their values with the corresponding BSA. The training database is composed of 100 patients, i.e. 20 patients for each group. For all these data, the corresponding manual references as well as the patient group are provided. The testing dataset is composed of 50 patients, i.e. 10 patients per group. The manual references and group labels of the testing data are kept private.
B. Reference Segmentation and Contouring Protocol
The expert references are manually-drawn 3D volumes of the LV and RV cavities as well as the myocardium, both at the ED and ES gates. The epicardial border of the RV was not considered because its accurate position next to the septum is difficult to establish, and the myocardial thickness of the RV is of the same order of magnitude than the spatial resolution. The contours were drawn and double-checked by two independent experts (10 and 20 years of experience) who had to reach consensus in case of discordance.
The following annotation rules were retained: the LV and RV must be completely covered, the papillary muscle are included into the cavity and there is no interpolation of the muscle at the base of the LV (the contours follow the limit defined by the aortic valve). The main difficulty when annotating RV corresponds to correctly localize the pulmonary infundibulum area. This area must not be included into the RV annotation and a clear separation must be seen between the RV cavity and the root of the pulmonary artery. Due to the systolic shortening of the RV, the first basal slice is not mandatory being the same in diastole and systole. Another difficulty is to accurately separate the RV from the right atrium on the systolic image. As such, we defined the RV as the region on the right of heart with a significant contraction between ventricular diastole and systole, i.e. the surface area of the RV must be higher in ventricular diastole than in ventricular systole. For an easier understanding, illustrations of the annotation rules are provided in the supplementary materials.
The ground truth label images were stored in nifti format. The label values vary from 0 to 3 and represent voxels belonging to the background (0), the RV cavity (1), the myocardium (2) and the LV cavity (3).
C. Evaluation Metrics
In order to evaluate the tested methods in a fair and reproducible manner, we customized a dedicated Girder 7 on-line platform. 8 This platform is now available and will be maintained and kept open as long as the data remains relevant for clinical research. Based to this platform, the performance of state-of-the-art methods are compared both from a geometrical and a clinical standpoint. This implies the use of a complementary set of metrics as described hereunder [41] .
1) Geometrical Metrics: In order to measure the accuracy of the segmentation output (LV endocardium, myocardium or RV endocardium) provided by a given method, the Dice metric and the 3D Hausdorff distance were used. a) Dice similarity index: The Dice similarity index is defined as D = 2 V user ∩ V re f / |V user | + V re f and is a measure of overlap between the segmented volume V user extracted from a method and the corresponding reference volume V re f . The Dice index gives a measurement value between 0 (no overlap) and 1 (full overlap).
b) Hausdorff surface distance (d H ):
The Hausdorff distance d H , measures the local maximum distance between the two surfaces S user and S re f . This is carried out efficiently using the Proximity Query Package (PQP) [42] which we slightly modified to compute point-to-triangle distances. Moreover, in order to minimize the difference between sampling densities of S user and S re f , we apply a linear subdivision operator to the surface containing the lowest number of vertices. As opposed to several MRI cardiac segmentation papers which report 2D Hausdorff distances [5] , [10] , [11] , we report the 3D d H , which allows an intrinsic management of the missing segmentation problem on the end slices.
2) Clinical Performance: We also implemented three indices for the clinical parameters, namely the correlation (corr ), the bias and the standard deviation (std) values. These three metrics are computed from the measurements of: i) the ED volumes (LV E DV and RV E DV expressed in m L/m 2 for the LV and RV, respectively); ii) the ejection fractions (LV E F and RV E F expressed in percent for the LV and RV, respectively); iii) the myocardium mass (MY Mass expressed in g/m 2 and calculated in diastole). The combination of the bias and standard deviation also provides useful information on the corresponding limit of agreement values.
Let us mention that these geometrical and clinical metrics are complementary in the sense that a good score on one metric does not inevitably imply a good score on other metrics. This property is fundamentally important to prevent our system from unexpectedly favoring some methods over others. For instance, a low EF error does not always mean a good delineation of the ED and ES ventricle since EF relies on the difference between the ED and ES volumes. As such, a method that would systematically over-or under-estimate the size of a ventricle in the same order at both ED and ES would potentially have a low EF bias, a low mean average error and a high EF correlation, but at the same time a low Dice score and a large Hausdorff distance.
3) Classification Performance: For the classification context, a prediction accuracy measure was provided. This accuracy was calculated for the whole examinations of the testing database, and also per disease. Confusion matrix was created in order to highlight the results.
D. MICCAI 2017 Framework
The evaluation framework was launched during the "Automatic Cardiac Diagnosis Challenge (ACDC)" workshop held 
IV. EVALUATED ARCHITECTURES
In this section, we describe the different architectures involved in the segmentation contest as well as the methods proposed for the classification contest.
A. Architectures for Cardiac Multi-Structure Segmentation
A summary of the ten architectures involved in this study is provided in Table II . Nine methods implemented a deep convolutional architecture, most of which a U-Net like networks [18] analyzing the 3D data slice by slice. The only exception is the method by Tziritas and Grinias [49] which implemented a Chan-Vese level-set method followed by a MRF graph cut segmentation method and spline fitting to smooth out the resulting boundaries.
Four papers re-used the U-Net architecture. Baumgartner et al. [43] tested the U-Net and the FCN architectures with various hyper parameters. They also tested the impact of using 2D and 3D convolution layers as well as a training Dice loss versus a cross-entropy loss. Their best architecture ended up being a U-Net with 2D convolution layers trained with a cross-entropy loss. Isensee et al. [44] implemented an ensemble of 2D and 3D U-Net architectures (with residual connections along the upsampling layers). Concerning the 3D network, due to large inter slice gap on the input images, pooling and upscaling operations are carried out only in the short axis plane. Moreover, due to memory requirements, the 3D network involves a smaller number of feature maps. Both networks were trained with a Dice loss. Similar to Baumgartner' study, Patravali et al. [47] tested a 2D and 3D U-Net trained with different Dice and cross entropy losses. From their experiments, the best performing architecture was a 2D U-Net with a Dice loss. Finally, Yang et al. [51] implemented a 3D U-Net but with residual connections instead of the usual concatenation operator. They also used pre-trained weights for the downsampling path using the C3D network known to work well on video classification tasks [54] . Their network was trained with a multi-class Dice loss.
Four papers used a modified version of the U-Net. Jang et al. [45] implemented a "M-Net" [55] architecture whose main difference with U-Net resides in the feature maps of the decoding layers which are concatenated with those of the previous layer. The corresponding network was trained with a weighted cross-entropy loss. Khened et al. [46] implemented a dense U-Net. Their method starts by finding the region of interest with a Fourier transform followed by a Canny edge detector on the first harmonic image and compute an approximate radius and center of the LV with a circular Hough transform on the edge map previously generated. They then use a U-Net with dense blocks instead of basic convolution block to make the system lighter. The first layer of this network also corresponds to an inception layer. The system was trained with a sum of Dice and cross-entropy losses. Rohe et al. [48] developed a multi-atlas algorithm that first registers a target image with all images in the training dataset. The registered label fields are then merged with a soft fusion method using pixel-wise confidence measures. The registration module implements an encoder-decoder network called SVF-Net [56] . Finally, Zotti et al. [52] implemented a "Grid Net" architecture which corresponds to a U-Net with convolutional layers along the skip connections. The architecture also registers a shape prior which is used as additional features map before performing the final decision. The model was trained with a four term loss function.
Wolterink et al. [50] is the only team that implemented a CNN without an encoder-decoder architecture. Instead, they used a sequence of convolutional layers with increasing levels of kernel dilation to ensure that sufficient image context was used for each pixel's label prediction. This CNN was fed simultaneously with spatially corresponding ED and ES 2D slices while the output of the network was split in two, one softmax for ED and one for ES.
B. Solutions for Automatic Cardiac Diagnosis
Three participants of the segmentation challenge used their segmentation result to extract features for cardiac diagnosis. Isensee et al. [44] extracted a series of instants and dynamic features from the segmentation maps and used an ensemble of 50 multilayer perceptrons (MLP) and a random forest to perform classification. Khened et al. [46] used 11 features, 9 derived from their segmentation map in addition to the patient weight and height. From those features, they trained a 100-trees random forest classifier. Wolterink et al. [50] extracted 14 features (12 from the segmentation maps + patient weight and height) and used a five-class random forest classifier with 1, 000 decision trees.
Cetin et al. [53] were the only one to involved a semiautomatic segmentation method to manually extract the contours of the cardiac structures. Based on those contours, they computed 567 features including physiological features (e.g. height and weight) and radiomic features such as shapebased features, intensity statistics, and various texture features. To prevent their method from overfitting, they selected the most discriminative features and used SVM for classification.
V. RESULTS

A. Segmentation Challenge
For a detailed analysis of the results, a set of segmentation outputs are provided in the supplementary materials (available in the supplementary files /multimedia tab). This should help better assess the quality of the best approaches. Table III shows the segmentation testing accuracy (50 patients) for all 10 algorithms. The red values correspond to the best scores for each metric while the blue values correspond to the methods that are one pixel away from the top method. We use this color code to underline the closeness between the involved methods. This one-pixel criterion is a range of agreement of 2.3 mm for the Hausdorff distance (the maximum in-plane diagonal distance between two pixels: (1.66 2 ) * 2) and 0.02 for the Dice metric (the average Dice score between the segmentation map of a method and the same segmentation map dilated or eroded by 1 pixel). This one pixel criterion comes from the fact that the two experts gave themselves a one pixel error margin such that two annotations were considered identical when their 2D Hausdorff distance was smaller or equal than one pixel.
From these results, one can see that the 2D-3D U-Net ensemble model proposed by Isensee et al. [44] is overall the top performing method (the corresponding code is publicly available through the following link). 9 This approach is closely followed by other methods which are less than one pixel away from it, especially for the LV and RV at ED. Table IV contains the clinical metrics for all 10 methods. As for the segmentation part, red values correspond to the best scores for each metric. Blue values correspond to the methods with a p-value larger than 5% compared to the best method (we used an unequal variances two-sample t-test).
For the clinical indices, Khened et al. [46] globally outperforms the other approaches with 14 metrics out of 20 close to the top performing method (i.e. red and blue metrics). In terms of correlation metrics, most of the methods obtained highly accurate results with values above 0.96 for the volumes. Methods also get good LV E F results with high correlation scores, a bias close to zero (0.8% on average), a small mean absolute error (3.2% on average) and small standard deviations (4.3%). The most difficult clinical metric to estimate is the EF of the RV with a correlation score of 0.9 for the best method.
A joint analysis of Table III and Table IV reveals that results on the myocardium (especially at ES) are those that vary the most. This may be partially explained by the fact that an accurate myocardium segmentation implies the precise delineation of two walls instead of one for the LV and RV. Methods also struggle with the RV. The RV often has the highest Hausdorff distances, the lowest Dice scores, the lowest correlation values, and the largest biases. To further underline this observation, we recorded in Table V the percentage of patients for which the predicted EF is less than 5% away from the ground-truth (5% is often considered as an acceptable error margin [57] ). While the top six methods accurately predict the LV ejection fraction for ≈ 87% of the patients, that number drastically goes down to ≈ 59% for the RV. Fig. 1 . Confusion matrix of the winner of the classification challenge [46] . nearly perfect results with 48 patients correctly classified. The confusion matrix of this approach is shown in Fig. 1 . Please note that the best approach is closely followed by the next two methods which obtained an accuracy of 92%.
B. Classification Challenge
Let us mention that although MINF and DCM are visually similar, MINF implies a local lack of myocardial contraction as opposed to DCM. Moreover, for DCM, the LV must exceeds 100 mL/m2. This is why machine learning methods have been able to successfully differentiate these pathologies.
C. Discussion 1) How Far Are We From Solving the CMRI Analysis
Problem?: Automatic classification results (healthy subjects and patients with 4 different pathologies), showed that the best methods are very close to each other with an accuracy above 92%. Although these observations have to be validated on more patients, it appears from this study that well designed However, conclusions are not so straightforward for the segmentation task. While results obtained on the LV are competitive, it appears that the same level of accuracy is still difficult to obtain for the RV and the MYO. It is thus important to assess the performance of the top methods relatively to the experts variability. Unfortunately, the actual version of the ACDC dataset comes with one expert annotation per subject and does not provide any inter-or intra-observer error margin.
In order to evaluate the inter-and intra-observer variabilities, we asked the two experts O 1 Without much surprise, the RV at ES is the most difficult region to annotate, even for experimented observers. It is also interesting to note that the Dice variations (especially for the inter-observer) are very close to that reported in a recent publication by Bai et al. [58] . As for the d H values, the ones reported in Table VII are larger than those in Wenjia et al.'s paper due to the fact that our implementation of d H accounts for the 3D structures of the heart. With an inter-slice thickness of 10 mm (in average), any slight lateral shift between two annotations greatly increases the d H score (please refer to the supplementary material available in the supplementary files /multimedia tab for more details).
Below the inter-and intra-observer results given in table VII, we provide i) the average geometrical metrics obtained by the deep learning methods involved in the challenge and ii) the scores obtained by Isensee et al., the winner of the segmentation challenge. Interestingly, their Dice scores are all between the inter-observer and intra-observer scores. This suggests that state-of-the-art deep learning techniques have reached a plateau in the light of this metric. Although further investigations shall be made to validate this assertion (especially for images acquired from a set of more heterogeneous settings), the obtained results tend to show that, when properly trained, deep learning techniques are able to improve the Dice scores all the way to those of an expert. As for the d H scores, methods are slightly above the interobserver scores, but by only 2 to 3 mm. In table VIII, we put the inter-and intra-observer mean absolute errors computed from the LV E DV , RV E DV and MY Mass metrics. From the given numbers, one can see that the inter-and intra-observer scores are very close to that reported by Bai et al. [58] . Moreover, the results obtained by Isensee et al. and the average deep learning methods are between the inter-and intra-observer scores.
2) Where Do Methods Fail?: In the light of the results reported so far, it appears that top deep learning segmentation methods are in the range of human expects according to the Dice scores and the clinical metrics but still 2 to 3 mm away Table III broken down for every pathology. from experts in regards of the 3D Hausdorff distance. One may thus wonder where do methods fail? One hypothesis can be that hearts suffering from a pathology may be more difficult to segment. To verify this assumption, we broke down in Fig. 2 the average Dice and Hausdorff metrics for each pathology obtained by the challengers on the test set (we remind that each pathological case corresponds the same amount of patients, both for the training and the testing phases). As one can see, there is no pathology for which methods systematically fail. For instance, while the HCM Dice score is somewhat low for the LV-ES (certainly due to the difficulty to see the cardiac cavity), it is larger than the other pathologies for MYO-ES and MYO-ED. Also, contrary to what one might think, images from healthy subjects (NOR) are not easier to segment than those from pathological cases as the scores relative to this group get the largest Hausdorff distances for the LV-ED and LV-ES. Another hypothesis would be that 1.5T images are more difficult to segment than 3T CMR images due to an intrinsic lower SNR. However, after careful analysis of segmentation results, we found no particular differences between 1.5T and 3T results, as illustrated in table IX. One reason for this could be explained by the fact that both 1.5T and 3T images were included in the training set thus allowing neural networks to learn a representation specific to both magnetic fields. In order to allow visual inspection of the difference between 1.5T and 3T CMR images, we putted in the supplementary materials (available in the supplementary files /multimedia tab) an example of such images as well as their corresponding MRI histograms.
Another hypothesis commonly accepted in the community is that slices next to the valves and/or the apex of the ventricle are more difficult to segment due to partial volume effect with surrounding structures. To investigate this assumption, we computed the total number of 2D segmentation results produced by each method for which the LV, MYO or RV had a Dice score below 0.70. The corresponding results are summarized through the histogram in Fig. 3 , where the x-axis stands for the slice position (from the valves on the left to the apex on the right). Please note that since the number of slices varies from one patient to another, we stacked the 2D segmentation result of each method and made a 3D volume. Each volume was then resized to 10 slices with a nearest neighborhood interpolation method. From this figure, one can see that segmentation results obtained next to the valves and the apex are far more error prone. In particular, we notice almost 50% of results with very low Dice score at the apex (often because LV/MYO/RV are very small at that position). As for the base, we observe that methods often struggle to differentiate between the RV, the LV, the atria and the surrounding structures (c.f. Fig. 4 ). We also put in Table VII the Dice and Hausdorff metrics computed without the apical and basal slices. While the Dice scores are almost identical with and without the end slices, the Hausdorff distance decreases significantly, sometimes by a factor of two for the learning methods. Interestingly, the learning methods fall within the inter-and intra-observer variabilities (apart for Hausdorff metric for the RV at ES) which shows that segmenting apical and basal slices is far more difficult, even for experts.
Finally, it is worth pointing that the use of a larger database than the one involved in this project might help in resolving the listed remaining issues. For instance, the UK Biobank [19] may be a serious candidate for this purpose. We thus see the UK Biobank and our database as complementary with the strong potential to offer materials for upcoming research studies.
3) For the Need of a New Metric: Results reported so far suggest that top deep learning methods are very close to the inter-observer variability. However, the visual inspection of their segmentation results reveal that unlike experts, deep learning methods sometimes generate anatomically impossible results as shown in Fig. 4 . Interestingly, the metrics used to gauge performances seem resilient to such abnormalities. In order to measure the number of anatomically impossible results, one of our expert visually screened the test results by Isensee et al. [44] . This revealed that results for 41 patients out of 50 had at least one slice with an anatomically impossible segmentation such as the RV disconnected from the MYO or the LV cavity in contact with the background (several detailed examples are given in the supplementary materials available in the supplementary files /multimedia tab). Those 41 patients had problematic results for 1.6 slices on average, most of them located next to the valves or the apex. This clearly underlines the fact that clinical and geometrical metrics used to assess results have important limits and that methods within the interobserver variability may still be error-prone. This suggests the need for new evaluation metrics before one may claim that methods have reached the accuracy of an expert.
VI. CLINICAL IMPLICATIONS
Results presented thus far suggest that we are at the eve of cracking the nut of fully automatic CMRI analysis. This would allow to reduce the time spent on analyzing raw data so conclusions of the examination could be provided to the patient before leaving the radiology department. In todays clinical practices, the latest systems provide pre-filled radiologic reports with an integrated automatic speech recognition technology so doctors can dictate the various physiological and technical parameters. An automatic CMRI analysis software could thus easily be integrated within this framework. That being said, further investigations are still required before such software gets approved by accreditation agencies (CE mark, FDA, ISO, etc.) and get integrated in MRI consoles. Also, although classification software get near-perfect results, the use of a "diagnostic black box" could not be integrated as-is in a clinical practice. Along with the pathology prediction, a medical report must always contain the physiological reasons for which the patient was diagnosed in a certain way. This calls for cardiac parameters such as EF, volumes, and mass estimated by a segmentation method which, in the context of deep learning approaches, may sometimes fail at the apex and the base and even produce anatomically impossible results. One shall also perform further analysis on images acquired by a wider variety of MRI scanners with different acquisition protocols to better assess the true generalization accuracy of machine learning algorithms.
Further research is also required on patient data suffering from other pathologies. Although we believe that some other pathologies such as inflammatory cardiomyopathy could be successfully diagnosed with the proposed machine learning methods, other (yet more complex) diseases such as congenital heart diseases or heart defect, would need dedicated studies.
VII. CONCLUSIONS
ECG-gated sequences such as Cine-MRI allow for accurate analysis of left and right ventricular functions. The delineation of ventricular endocardium and epicardium allows the calculation of different parameters, such as LV E F , RV E F , myocardial mass, myocardial thickness, tele-systolic and telediastolic ventricular volumes. These measurements are an integral part of the exam interpretation by the radiologist and are necessary for the diagnosis of many cardiomyopathies. In this paper, we have shown that state-of-the-art machine learning methods can successfully classify patient data and get highly accurate segmentation results. Results also reveal that the best convolutional neural networks get accurate correlation scores on clinical metrics and low bias and standard deviation on the LV E DV and LV E F , two of the most commonly-used physiological measures. However, methods are still failing at the base and the apex, especially when considering the Hausdorff distance.
