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t r a c t
Transport properties of scalars, as concentrations of a solute or temperature, are important for scale-up and design of operation units. An appropriate description of convective and diffusive mechanisms is required to predict local concentrations in complex geometries. In the case of gas-liquid bubbly flows, which are present in many chemical-or bio-reactors, effective diffusivity of scalars results from three contributions: molecular diffusion, Shear-Induced Turbulence (S.I.T.), i.e. turbulence induced by gradients of velocity in the continuous phase, and Bubble-Induced Turbulence (B.I.T.), i.e. turbulence generated by interactions of bubble wakes. In a previous work (Alméras et al., 2014 (Alméras et al., , 2015 , the diffusion resulting from B.I.T. has been characterized. Based on experiments performed in a homogeneous bubble column, it has been shown that the transport can be modelled by an effective diffusion and a physical modelling has been proposed to predict the diffusion induced by B.I.T. when other contributions are negligible.
In the present work, we investigate the transport of a passive scalar in a complex bubbly flow at moderate gas volume fraction (α g r3%), involving a large-scale flow recirculation responsible for the development of Shear-Induced Turbulence. Experimental mixing times measured by image processing under various operating conditions have been compared to numerical simulations of scalar transport. Simulations have been performed by means of an Eulerian RANS CFD model wherein the diffusion generated by B.I.T. modelled by Alméras et al. (2015) is implemented in addition to the diffusion resulting from the S.I.T.
Results show that the diffusion caused by B.I.T. plays a major role in the mixing of scalars in the investigated flows. Neglecting this contribution leads to an important overestimation of the mixing time unless assigning arbitrary low values to the turbulent Schmidt number Sc t (o0.3) adapted a posteriori to the simulated cases. On the other hand, considering the scalar diffusivity by B.I.T leads to a good agreement between experiments and CFD simulations, with keeping the Schmidt number in the usual range adopted for mixing in S.I.T. [0.7-1]. The model is generic enough to reproduce the scalar transport for various gas injections, without any further user adaptation.
Introduction
Bubbly flows are very common in many industrial fields such as biology, chemistry, refining, and water treatment. They can be implemented in various contacting apparatus as aerated stirred reactors, bubble columns, air-lift columns (Laurent and Charpentier, http://dx.doi.org/10.1016/j.ces.2015.10.010 1974). Resulting hydrodynamics is generally complex due to the presence of different sources of agitation as macro-scale recirculation, buoyancy-driven instabilities, turbulence and relative motion between phases. Depending on the technology and the geometry of contactors, overall hydrodynamics responsible for concentration transport skips from quasi-plug flow to well stirred flow (Deckwer,1992) . The prediction of global hydrodynamics is a major issue for process design as it strongly impacts performances of considered gas-liquid contacting units.
In this goal, as an alternative to expensive experimental studies, Computational Fluid Dynamics (CFD) is a very powerful tool for prediction of global and local hydrodynamics. It has been applied for decades to gas-liquid flow characterization (Delnoij et al., 1997; Rafique et al., 2004) and nowadays, different types of models exist to simulate bubbly flows. For example, interface reconstruction models such as Volume of Fluid models (VOF) allow to predict the bubble size and shape (Li et al., 2000; Dai et al., 2004) while Lagrangian models can calculate individual bubble trajectories (Lau et al., 2014) . But these two families of models are still unable to predict dense bubbly flows at large industrial scales because the calculation of each bubble position and/or shape is too-much CPU-time consuming and that bubbles interactions are difficult to reproduce. Large geometries involving bubbly flows are often simulated by using the so-called two-fluid models (Jakobsen et al., 2005) . The formalism of two-fluid models is based on phase-volume and time averaging (Zhang and Prosperetti, 1994) . As a consequence, mean phase velocity and fraction fields are solved. The two phases are considered as two interpenetrating continuous phases and mass and momentum balances are solved for both fluids including their transfers at the interfaces. Turbulence can be described by different approaches, such as mixing-length models (Lance et al., 1996) , two-equation models like the popular k À ε one (Laborde-Boudet et al., 2009), or Large Eddy Simulation (LES) models (Dhotre et al., 2009 ). In the last case, velocity fluctuations associated with large eddies are resolved while small scales are determined by appropriate Sub-Grid-Scale models. Literature abounds of works dealing with benefits and limits of every kind of turbulence models (Jakobsen et al., 2005) .
When transport of chemical species is required in CFD simulations, an important issue concerns the contribution of velocity fluctuations that are not explicitly solved. The transport equation of the concentration describes only the contribution of the average velocity while the diffusivity induced by velocity fluctuations is taken into account through closure laws involving turbulence characteristics. Concerning single-phase flows, a simple solution consists in using a turbulent Schmidt number (Sc t ) to estimate the contribution of turbulence to the global diffusivity of passive scalars (Combest et al., 2011) :
The Sc t approach is considered as classical and well validated. Different values of Sc t in the range [0.7-1] may be preconised following the type of flow (Combest et al., 2011) . In case of turbulent dispersed flows, scalar diffusion can result from turbulence induced both by the velocity gradients and by the agitation generated by the bubbles. One first possibility is to include the effect of bubbles within a global turbulent diffusivity. As bubbles increase the local fluid agitation, the apparent Schmidt number may be lower than the value classically used for single-phase flows. Radl and Khinast (2010) report values between [0.4 and 0.7] depending on the turbulence model. This pragmatic approach can lead to satisfying results even if it is not based on a strong theoretical asset. It is however only appropriate when Shear-Induced Turbulence is largely dominant compared to B.I.T. Eq. (1) obviously leads to a low diffusivity when turbulent viscosity tends towards zero although under such conditions Bubble-Induced Turbulence still disperses passive scalars. Sato et al. (1981) propose an alternative approach by directly including the contribution of bubble wakes in the turbulent viscosity ν t . This approach is however not able to deal with the decrease of ν t caused by the presence of bubbles that is observed in some cases (Serizawa et al., 1992) , and is therefore more suitable for flows governed by wall-induced turbulence. More recently, Ayed et al. (2007) also introduced a supplementary diffusivity due to bubble motions, which leads to an additional scalar diffusivity proportional to α g dU R , in agreement with Sato et al. (1981) . Politano et al. (2003) proposed a contribution of B.I.T. to the Reynolds stress tensor that may affect the turbulent viscosity and diffusivity in the presence of velocity gradients. This contribution tends to zero in the case of homogeneous flows with no gradient of gas fraction and is thus not suitable for the present study. Following Troshko and Hassan (2001) , Rzehak and Krepper (2013) added source terms in k and ε transport equations to model the effect of the drag on turbulence. The use of the latter models to transport scalars implicitly involves that Shear and Bubble Induced Turbulence contribute similarly to the turbulent diffusivity through the turbulent viscosity, which is far to be established.
Adding a specific diffusivity to account for the contribution of the bubbles to the mixing seems a more relevant approach referring to the experimental work of Alméras et al. (2014 Alméras et al. ( , 2015 , as this allows to dissociate the effect of both types of turbulence on the diffusivity. This work has shown that the mixing induced by bubbles is well described by a regular diffusion process, the effective diffusion coefficients of which have been measured in vertical and horizontal directions for gas holdup from 1% to 13%. (Corrsin, 1963) , where Λ is the Eulerian integral length scale which does not depend on the holdup (Riboux et al., 2010) : Consequently, at low holdup, the diffusion coefficient evolves like α 0;5 g (Alméras et al., 2015) . At large holdup, the diffusion timescale is limited by the average time interval between two bubbles passages, which is proportional to
In this case, the diffusion coefficient is proportional to U r d and independent of α. It is important to notice that due to the anisotropy of the velocity fluctuations, the mixing induced by bubbles is anisotropic whatever the diffusion regime. The diffusion coefficient in the vertical direction is twice or even larger than that in the horizontal direction. Moreover, the transition between the two diffusion regimes occurs for a lower holdup in the horizontal direction than in the vertical one. Based on the analysis of Alméras et al. (2015) , the following model for the diffusion coefficients which accounts for the mixing by the B.I.T. is proposed coefficients that are proportional to α g . To sum up, there are various possibilities to account for the effect of bubbles on scalar diffusivity. A simple adjustment of the turbulent Schmidt number is attractive for engineers but needs to be validated for each kind of application as it may hide more complex phenomena. On the other hand, recent developments concerning diffusion by B.I.T. such as the model described by Eq. (2), are promising but restricted to truly homogeneous bubbly flows. Note that here the word homogeneous is used in its most restrictive mathematical sense and means that there is no gradient of any statistical quantity such as mean velocity or phase fraction. It should not be confused with the common practical classification of bubble columns (Deen et al., 2010; Kantarci et al., 2005) in which flows with moderate gradients are still considered as homogeneous, and heterogeneous designates churn flows. We now need to assess whether the diffusion by S.I.T. and by B.I.T can be added to address practical situations where both types of turbulence are present.
In the present work, it is proposed to study bubbly flows under moderate non-homogeneous conditions with the aim to test the relevance of the model of Alméras et al. (2015) for practical situations. A 37 L air/water bubble column is used with a gas injection that generates a flow recirculation. Low gas flow rates (V sg o1 cm/s) are investigated in order to produce flows that are relatively easy to simulate with two-fluid models and where turbulence and bubble wakes may generate diffusivities of similar magnitudes. This configuration is also relevant for some bubbly reactors that are operated at low gas velocities.
First, mixing time experiments are performed by means of a colorimetric method. An in-house image processing is used to estimate mixing times. The method has been previously developed to measure mixing times in aerated stirred bioreactors (Gabelle et al., 2011) . In a second step, hydrodynamics of investigated flows is modelled using a two-fluid CFD code. Once hydrodynamics is validated, simulations of tracer injections are performed in order to compare simulated overall mixing times to measured ones. Scalar mixing is simulated for different values of Sc t , and with or without adding the diffusivity model of Alméras et al. (2015) . Conclusions are drawn from comparisons between experiments and CFD simulations and recommendations are proposed concerning the modelling of scalar transport in bubbly flows.
Experimental setup and measurement method
A schematic representation of the experimental setup is shown in Fig. 1 . Experiments are carried out in a 300-mm diameter cylindrical glass column. The height of water is H¼ 0.53 m for each experiment. Concerning air injection, three types of distributor plates have been used. The first distributor (#1) is a plane plate of diameter 25 cm, drilled of 35 holes equally spaced. The holes have a diameter of 1 mm and follow a triangular step of 4 cm. The second distributor (#2) is a modification of the first one, 31 holes have been clogged up using tape in order to allow air only through a central ring of 6 holes. The third one (#3) involves only 15 holes, all being located on the same half-section of the whole distributor. Only the first distributor has been used for comparison with CFD. Fig. 1 presents the complete distribution device. After 10 min of flow stabilisation, 10 mL of a dye tracer (Purple Drimarene R 2RL Clariant s ) are injected by an injection device located at the centre of the column and at 9 cm above the perforated bottom plate. The injection device is equipped with a splash plate that maintains the dye close to the injection point during the injection. The time of injection is approximately 2 s. Immediately after each tracer injection, water is sent to rinse the injection pipe. This also shortens the effective time of injection. Fig. 2 illustrates the injection of dye and its mixing in the tank for the first and second gas distributors at different times after injection.
The global gas volume fraction α g is measured by the elevation of the liquid level at the top of the column. The accuracy of the measurement is estimated to be 70.2% of the absolute gas holdup. The mean bubble size is measured by photography and semi-manual image treatment, with an error of 7 0.5 mm. A SLR camera equipped with a Nikkon 60 mm f2.8 lens is used at 1600 ISO, with a shutter speed of 1/800 s. Led white panels are used to lighten the flow. Images are processed by Image J free software. Small and large diameters of deformed bubbles are manually measured, and used to estimate their volume and surface Table 1 Parameters of the diffusivity model of Alméras (2014) where x is the vertical direction, y the horizontal one. assuming oblate shapes. The mean Sauter diameter is estimated from the measurement of approximately 200-300 bubbles. The camera is also used to record the injection of the dye and the mixing inside the tank. Mixing times are determined thanks to an in-house image processing software. Pictures are divided into 6 windows of 1 cm 2 and the mean grey level inside each window (maximum for lower concentrations and minimum for maximal concentrations) is computed and normalised by its final. The variance method described by Brown et al. (2004) is used to calculate mixing times:
where np is the number of probes and C i the normalised signal of the probe i. Mixing is considered complete when log σ 2 RMS ¼ À2:6, corresponding to an average standard deviation of 5% from the final concentration in the column. Mixing times have been measured inside the column for each distributor and for superficial gas velocities ranging between 0.4 and 8 mm/s, which correspond to gas flowrates between 0.1 and 2 m 3 /h. Repeated experiences were used to estimate the maximal mixing time error, which is found to be 73 s. The error is primarily related to the difficulty to inject the tracer exactly at the same location in the tank for each test, as a small displacement of 1 or 2 mm of the injection device induces an asymmetry on the dye injection. The method has been nevertheless successfully compared to a more classical conductivity method by Gabelle et al. (2011) .
CFD modelling
2D axisymmetric transient simulations are performed using Fluent Ansys 14.5 CFD code. The choice of 2D simulations is legitimated by the work of Svendsen et al. (1992) , who have experimentally observed that both gas and liquid flow patterns in a similar bubble column are axisymmetric and that good agreements between experiments and axisymmetric simulations are often reached. Furthermore, preliminary 3D unsteady simulations have been performed and have converged towards a steady axisymmetric flow. As low gas velocities are involved, simulations converge to stationary flows, which justifies the use of 2D axisymmetric calculations. Simulations are carried out only in the configuration with the first gas distributor. The gas inlet is associated to an effective gas volume fraction α G ¼ 0:05 and with a velocity that is adjusted to the targeted superficial gas velocity. The distributor with 35 holes is considered as an equivalent porous plate of 28 cm of diameter. Walls are set with a no slipcondition and the top of the column to an atmospheric pressure outlet. The gas layer at the top of the column is simulated in order to separate properly both phases. The gas layer occupies 16% of the total volume of the computational domain. A first order pressurebased solver is used with an implicit unsteady formulation. Gradients are estimated by a Green-Gauss cell based method. Then, momentum, volume fraction, turbulent kinetic energy and specific dissipation rate are solved using a First Order Upwind numerical scheme. Scalar concentration is solved using a Second Order Upwind numerical Scheme. The coupling between pressure and velocity is made with the SIMPLE algorithm. Physical properties used in the simulations are: ρ L ¼998 kg/m 3 , μ L ¼0.001 Pa s, ρ G ¼ 1.20 kg/m 3 , μ G ¼2.24 Á 10 À 5 Pa s. Calculations are considered to be converged when all the normalised residues at each time step fall under 10 À 4 or when a maximum of 50 iterations per time step is achieved, but this latter criterion is effective only during the transitory flow and is not used when the flow is established as residues lower than 10 À 4 are reached. The time step is set to 0.01 s for all cases except for the smallest flow rate (Q¼0.1 m 3 /h) for which it is set to 0.001 s in order to avoid the solver divergence. The mesh is composed of 0.002 m side squares for a total number of 26250 cells. Sensitivity to the mesh grid spacing has been assessed by comparing the reference mesh with a thinner one based on 0.001 m cells. The relative differences on the maximum liquid velocity, volume average gas holdup and turbulent viscosity are lower than 3%. The injection time of the tracer into the bubble column constitutes less than 10% of the mixing time for small flow rates. As a consequence, it is considered as instantaneous, and during the simulations, the tracer is introduced punctually using a cylindrical patch of 0.05 m height and 0.05 m diameter. The standard deviation of the scalar concentration is used to calculate the mixing time during CFD simulations. This is equivalent to using Eq. (3) with an infinite number of probes.
The numerical simulations are based on the two-fluid model with an Euler-Euler approach. The standard Euler-Euler equations for mass and momentum of phase k are written below:
where F kI is the interfacial momentum exchange, and τ k the stress tensor expressed as:
The F kI term corresponds to the interaction forces between the phases. It verifies the interfacial momentum balance F GI ¼ ÀF LI . The predominant force to be considered in such system is the drag force (Svendsen et al., 1992; Laborde-Boutet et al., 2009) :
Following Hibiki and Ishii (2007) , the lift force is negligible for bubbles of 5-6 mm, it is thus neglected, as well as the virtual mass. The choice of the drag coefficient is discussed in Section 4.1. RANS models are commonly used to simulate bubble columns (Jakobsen et al., 2005) , and different approaches can be used to model the Reynolds stress tensor of both phases. In the present work, the turbulence k-ω model (Wilcox, 1998) has been used for the stress tensor in the liquid phase as it is preconised in the case of moderate Reynolds number. A standard wall treatment is used. The tensor of the gas phase is modelled following Tchen's (1947) theory. The Bubble Induced Turbulence is not taken into account in the transport equations of k and ω. Preliminary simulations involving the model of Sato et al. (1981) have shown a negligible effect on the liquid velocity profile, on the total turbulent viscosity and on the simulated mixing time which decreases of less than 0.5 s. For this reason the model of Sato has not been considered thereafter.
The transport equation solved for each scalar Φ j into the liquid phase introduces an effective diffusion coefficient tensor Γ j .
In the present work, the effective diffusion coefficient is modelled as the sum of two different contributions: the turbulent diffusion D t and the bubble-induced diffusion D i;i given in Eq. (2). The molecular diffusivity is neglected into the simulations. The tensor Γ j is diagonal and the two terms (in 2D) are calculated as follows:
Implementation of the present model is realized through a routine involving Eqs. (1) and (2). A preliminary validation step has been conducted by simulating the dispersion of scalars in a stagnant flow for different values of the diffusivity coefficients D i;i .
Results
The results are divided into two parts. Firstly, experimental and simulated hydrodynamics are considered. Second, the transport of scalars is introduced and experimental and numerical mixing times are compared and discussed. The three gas distributors are experimentally investigated but only the first one (#1 with 35 holes) is considered in CFD simulations
Hydrodynamics
Bubble diameter, terminal velocity and gas holdup are measured during the experiments. Mean Sauter bubble diameter measured during experiments is presented in Fig. 3 . For the first gas distributor (35 holes), the bubbles size is almost constant. Consequently, in the simulation, the bubbles diameter is fixed to 5.6 mm and a constant drag coefficient is chosen in order to obtain a bubble terminal velocity of 0.2 m/s, consistent with the experiments. Gas holdups resulting from CFD simulations are compared to experiments in Fig. 4 and a good agreement is found.
As no measurement of the liquid velocity profile has been done, axial velocity profiles resulting from the simulations are compared to correlations proposed by Linneweber (1981) , Joshi (1983) , Kawase and Moo-Young (1986) or Bernemann (1989) . Correlations depend on the liquid velocity at the centre of the column. In Fig. 5 , simulated liquid velocity profiles are compared to the calculated ones for Q g ¼ 0.5 m 3 /h at a height of 40 cm above the gas injection, when using the liquid velocity at the centre calculated by CFD. Even though there is a scattering at wall, the overall liquid velocity profiles are fairly similar. As discussed earlier, the turbulent viscosity is an important parameter for the scalar transport. Hence the volume averaged turbulent viscosity ν t is compared to 3 existing correlations (Riquarts, 1981; Denavathan, 1991; Burns and Rice, 1997) for different gas flow rates. Proposed correlations are also more suitable for higher gas velocities, but the comparison can help analysing the global behaviour of the turbulence model. Results are reported in Fig. 6 . Correlations are also scattered, but the CFD results are in the range of the correlations. Simulations have also been performed with other turbulence models as k Àε and RNG k À ε. No significant effects on the gas holdup have been found, but variations of the mean turbulent viscosity of the order of 715% have been observed. Following Eq. (1), this may lead to proportional variations of the turbulent diffusivities if no additional dispersion phenomenon is considered. Finally, gas holdup calculations are validated, and liquid phase velocity and turbulent viscosity are in agreement with literature. Therefore simulated hydrodynamics are considered satisfactory for the present purpose.
Mixing times
Experimental mixing times measured with the 3 distributors are reported in Fig. 7 Kawase, 1986 Joshi, 1983 Berneman,1989 Linneweber, 1981 Simulation analysis of this result leads to a global apparent diffusivity following p ffiffiffiffiffi ffi α g p for all flow configurations. This dimensional analysis is coherent with the model of Alméras (Eq. (2)) as only gas volume fractions lower than α gc;i are investigated in the present study. It could indicate that the turbulent contribution to scalar diffusion is moderate.
Concerning CFD simulations of concentration, two models of diffusivity are considered. The first one only involves a turbulent Schmidt number (Eq. (1)) while in the second one the specific contribution of the B.I.T. (Eq. (2)) is added to that of the S.I.T. (Eq. (1) ). In both cases, the Sc t number is swept in the range [0.005-1.5]. Snapshots of the scalar transport simulation are presented in Fig. 8 for Q g ¼ 0.5 m 3 /h, with Sc t ¼0.7 and including the model of Alméras et al. (2015) , at different times (from 0 to 14 s). The snapshots illustrate the transport of the scalar by the liquid recirculation and its dispersion inside the vessel due to the conjugated effect of S.I.T and B.I.T. In Fig. 9 , the influence of the Schmidt number on the resulting mixing times is presented for a gas flow rate of Q g ¼ 0.5 m 3 /h. Without any other contribution than the turbulent viscosity, the Sc t number has to be reduced to 0.1 to approach the experimental mixing time. On the other hand, adding the model of diffusivity induced by bubbles leads to common values of the Sc t number for single-phase turbulence ( $0.7-1) (Combest et al., 2011) . These two main observations are still valid for every gas flow rate. Fig. 10 presents the simulated mixing time taking into account or not the specific diffusion induced by bubbles (B.I.T.) for every considered gas flow rates and for various values of the Schmidt number. When only the turbulent diffusion is considered (upper part of Fig. 10 ), the Sc t number has to be lowered to 0.2 or even 0.1 to obtain mixing times in agreement with experiments. Furthermore the effective Sc t number strongly depends on the operating conditions. However, considering a Sc t number of 0.7-1 and adding the diffusivity induced by B.I.T. leads to an evolution of the mixing time in good agreement with the experiments for every gas flow rates without any parameters adjustment (down part of Fig. 10 ). In this last case, simulated mixing times are poorly sensitive to the Sc t number, as long as it stays in the range [0.7-1], in agreement with Fig. 9 where a plateau is observed. For Sc t 41.2, an increase of the mixing time is also observed, which indicates that the S.I.T contribution to diffusivity is not yet negligible. A simple comparison of ν t reported in Fig. 6 and the contribution of B.I.T from Eq. (2) also lead to the same conclusion.
Conclusions
In this work mixing of a passive scalar has been investigated experimentally and numerically in complex bubbly flows at moderate gas holdup (α g r3%). Experimental mixing times have been measured by an in-house image processing for three gas injection devices. An evolution of the mixing times following 1= ffiffiffiffiffi ffi impacts strongly the mixing in the investigated flows, and has to be taken into account as an explicit contribution independent of the Shear-Induced Turbulence to predict well the mixing of scalars. Characteristic time of the transport of scalar, s u k Velocity vector of phase k (k¼g for gas and k ¼l for liquid), m s 
