We propose a method to derive 'smart' active-matter interactions, such as collision avoidance, from first principles. Begin from a system with naive interactions, for example hardcore exclusion, and identify the natural fluctuations which by serendipity yield a high value of some relevant constituent performance, like mobility: in the effective dynamics describing these fluctuations smart interactions emerge. As a proof of concept, we examine two one-dimensional models of active matter: the totally asymmetric exclusion process and run-and-tumble particles. We show that the energy efficiency of motion, limited by particle collisions, can be increased up to a point of diminishing returns by conditioning on high mobility. Particular to the second model is the emergence of alignment interactions that allow substantial gains in efficiency, by preventing jamming without increasing energy consumption. We close by presenting features of our approach that go beyond the two models considered.
How should a single biological entity-a macromolecule, a cell, an organism-act to efficiently fulfil its functions in the presence of restrictive collective effects? This question is converse to that regularly addressed by active matter theories [1, 2] , which are aimed at inferring the 'macroscopic' upshot of the energy flows generated by the constituents [3, 4] at the 'microscopic' level. In abstract terms, the efficiency of an active entity measures the ratio of some output to energy consumption. By output we mean a measure of the entity's function: for a motor protein like kinesin, it could be the distance travelled along a microtubule; for a foraging bacterium, the volume explored. In these examples, a finite density of constituents lowers efficiency through collisions [5] . To overcome such obstacles, biological entities have evolved sensing and feedback mechanisms allowing smart as opposed to naive interactions with their environment. In models of active matter, smart interactions, such as the aligning rule of the Vicsek model [6] , are usually postulated on phenomenological grounds. We propose, instead, a first-principles approach where smart interactions are derived from the high-output fluctuations of a naive process. We formalize this idea in a Markov process framework, where existing tools from dynamical large deviation theory allow the explicit construction of an effective process [7] realising a given constraint-the chosen beneficial fluctuation-on a time-integrated observablethe total output per constituent.
As a proof of concept, we study two one-dimensional toy models of active transport: the totally asymmetric exclusion process (TASEP) and run-and-tumble particles (RTPs) (whose stochastic dynamics are defined below). These models represent, respectively, the aforementioned biophysical examples of motor proteins and bacteria; the output is the total number of steps. A range of exact results on current fluctuations in the (T)ASEP already exists [8] [9] [10] [11] ; here we add the idea of applying the effective process formalism for model generation, and to consider the efficiency of the process. The effective dynam-ics describing fluctuations with an exceedingly large current exhibits a long-range repulsive potential [12] . This achieves only a marginal increase in efficiency as a state of diminishing returns with respect to energy input is soon encountered as larger currents are enforced. The outcome is remarkably different in the RTP model, especially at high active Péclet number. Here we find a window of fluctuations of the naive process for which the corresponding effective process exhibits directional alignment interactions with little increase in the total energy consumption. Therefore, the gain in efficiency is substantial. Building on the comparison between the two examples studied, we give a general quantitative argument that a large variance-to-mean ratio in the output, as, for example, afforded by slowly evolving internal states coupled to the output mechanism, implies a higher attainable gain in efficiency. Furthermore, we present a general formal construction of an interaction potential that is guaranteed to increase the efficiency of a naive process whilst keeping the energy consumption fixed.
Before we introduce the models in detail, let us summarize the mathematical theory of dynamical large deviations [13] [14] [15] . We are concerned with Markov jump processes obeying the master equation ∂ t P = WP , where P is the vector of probabilities and W the transition matrix. The latter has elements [16] (1) where W (C → C ) denotes the transition rate from configuration C to C . Consider a time-integrated observable N t , e.g. the total number of steps of an active particle. To determine its exact time-dependent distribution P t (N t ) is a daunting task. It is nonetheless often possible to characterise its fluctuations via a large deviation principle [17, 18] :
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The symbol means equality of the logarithms in the t → ∞ limit. The rate function I(σ) characterises the decaying likelihood of a fluctuation σ with time, and is a non-negative function vanishing at the naive averagē σ ≡ lim t→∞ N t /t . When convex and differentiable, I(σ) is the Legendre-Fenchel (LF) transform of the scaled cumulant generating function (SCGF) c(s), defined as the long-time limit of t −1 ln e sNt .
According to the Donsker-Varadhan theory [13] , c(s) coincides with the principal eigenvalue of the tilted transition matrix W tilt (s), defined by multiplying each offdiagonal element of W by e sα(C →C) , where α measures the increase in N t across the transition C → C. By the Perron-Frobenius theorem [19] , c(s) is a real function of s; when differentiable, it yields I(σ) via Eq. (2) . With the knowledge of the spectrum of W tilt (s), one can address the further question of how a given fluctuation σ is realized [20, 21] : we ask for the dynamical equivalent of a microcanonical ensemble, where N t /t = σ is the imposed constraint. Astonishingly, this dynamical ensemble is asymptotically equivalent [22] to that generated by a certain effective process which preserves the Markov property.
In the first step of its construction, the effective process is parametrized by the auxiliary parameter s, rather than the desired fluctuation σ. Its transition rates W eff are given by
(3) The potential
is defined from the left eigenvector of W tilt (s) corresponding to the eigenvalue c(s); the function α(C → C ) enters as a nonequilibrium driving force, since it cannot in general be written as a potential difference. In the last step of this construction, the fluctuation N t /t = σ of the original process is made typical in the effective process by substituting for s the saddle point value s(σ) = I (σ), i.e. the maximiser of the LF transform in Eq. (2).
We turn now to the first of our two examples, the TASEP-a fundamental model of nonequilibrium statistical mechanics and molecular transport [23, 24] . N particles (molecular motors) occupy the L sites of a onedimensional lattice (a microtubule), which we take to be periodic. Each motor jumps from its current position on the lattice to the site on its immediate right with rate γ, under the constraint that any site may be occupied by at most one particle. The energetic picture is that one unit of energy (from the hydrolysis of one ATP molecule [25] ) is consumed stochastically with rate γ, and translates directly into one hop on the lattice unless the target site is already occupied. The efficiency η reduces for the FIG. 1. The efficiency of the two-particle TASEP (blue) can be slightly incresed over the naive efficiency (= 2/3, orange, dashed) by conditioning on larger-than-averge σ. In the main graph the system size L = 4, representing a crowded systemthe inset shows how efficiency generally increases with L, while the naive-effective difference shrinks; the conditioning variable was chosen to σ = γ = 1 (red vertical).
TASEP to the ratio of steady state currents of the interacting and non-interacting N -particle processes. Since all configurations are equally likely in the TASEP steady state, one finds (cf. 2.1.1 of [26] )
independent of γ.
Our question of interest is how this efficiency compares to that of the effective process representing the TASEP conditioned on a higher current. The effective process was derived (numerically, or asymptotically) in [12] where a 'tilted' Bethe ansatz [8] yields the spectrum of the tilted transition matrix. The effective potential represent a 'smart' interaction, in that a pairwise long-range repulsion emerges to prevent jamming. We must recall, however, that the effective process also renormalises all hopping rates by the tilt factor e s (α = 1 for all allowed transitions). In a sense, the procedure has altered the free motor dynamics too, requiring more energy be supplied to the particles to achieve the higher current. Our definition of the efficiency takes this into account, as the reference output is that of the corresponding noninteracting process, which has hopping rate γe s rather than γ. Thus, setting γ = 1 with no loss of generality [27] 
where the dependence on L and N is left implicit. In Fig. 1 we plot this efficiency for N = 2 against σ and L. In conclusion, the efficiency gain with respect to the naive process is small, and (see inset) rapidly diminishes with larger system size L. Rephrasing, the most probable way for the two motors to be as active as in the absence of crowding is to simply push harder. As this requires more energy input, the efficiency quickly reaches a point of diminishing returns.
The conclusion is substantially different for the RTP, which we now consider. This model has a long history in physics as a prototype for persistent random motion [28] .
Here, we view it as an idealization of E. coli bacterial motility [29, 30] , and adopt the minimal lattice formulation of sterically interacting RTPs introduced in [31] . Similarly to the TASEP, each particle hops one step on the lattice with rate γ (it 'runs') provided the target site is unoccupied. However, the direction of hops for the ith particle now depends on an internal state τ i = +, −, indicating the clockwise or counter-clockwise direction on the L-periodic lattice. A particle flips its direction (it 'tumbles') with a rate ω, which we may set to 1. The hopping rate γ can then be interpreted as the active Péclet number, quantifying the ratio of the self-propulsion rate to diffusion rate. At any given time, the directions of a particle and its closest neighbour can be either aligned or antialigned. Crucially, a pair of particles may be found in a jammed we keep L = 32 and vary γ. The tendency to align is largest at short face-to-face distance, as quantified by ∆E align (d), where d is the distance from particle one (red) to two (black). When γ < ∼ L and the particles are close and back-to-back, this configuration is preferred as the particles have a chance of increasing their distance and then aligning; if γ L, antialignment quickly leads to jamming, and therefore aligning is at all separations the most likely way to increase mobility. The potential Eq. (4) was found from a numerical calculation of the spectral elements of the tilted transition matrix.
configuration where each obstructs the other. The exact nonequilibrium steady state of the RTP model is only known for N = 2 [32] ; there, the jammed configuration carries an anomalously large weight. From this solution we obtain an explicit expression for the efficiency of the naive two-particle process. In particular, it has a simple scaling form for large L, For smaller L, as shown in the top panel of Fig. 2 , the exact efficiency curve collapses approximately onto the scaling form Eq. (7), provided the RTP efficiency is normalised by the L-dependent TASEP efficiency, Eq. (5). As one would expect, the efficiency drops with increasing Péclet number: when γ L, the particles will with equal probability be either jammed or in an aligned TASEP configuration, thus mustering only half the TASEP efficiency.
Next, we wish to construct the effective two-particle process and determine its efficiency. We first consider the large deviations of the total number of steps N t per particle. As shown in Fig. 2 , the naive process averageσ = N t /t (zero of I(σ)) decreases relative to γ as that parameter becomes large. The SCGF can be calculated numerically either directly from the tilted transition matrix or by solving a tilted version of the modified Bethe equations derived in [33] . The resulting rate function has a Gaussian profile for fluctuations larger than σ γ, whereas the complementary regime of fluctuations smaller than the free-motor speed becomes almost FIG. 4 . The efficiency of two interacting RTPs conditioned on higher-than-average σ (solid lines) increases significantly over the naive efficiency (dashed lines), especially at large γ/L. The rate of increase in efficiency at the intersection with the naive value (marked by a dot) is given by (9) .
flat for large Péclet number: the large variance stems from the particles' ability to either align and produce a large current, or anti-align and then quickly reach the jammed state [34] . This feature proves instrumental in increasing the efficiency of the RTP process. As the inset of Fig. 2 shows, in the approximate window σ ∈ [σ, γ] where the rate function is flat, the saddle point (which does depends on γ for the RTPs) s γ (σ) = I (σ) is close to zero. Conditioning the process on σ is this range will, beyond the potential Eq. (4), only weakly alter the hopping rates, as e sα ≈ 1. In this way, the output can be increased without immediately encountering diminishing returns.
For each orientation sector (τ 1 , τ 2 ) we get via Eq. (3) the σ-dependent effective potential V τ1τ2 (x 2 − x 1 ) (with V ++ = V −− and V +− (d) = V −+ (L − d) by symmetry). The largest and most relevant potential difference is the alignment affinity ∆E align (d) Fig. 3 . The larger the Péclet number, the higher the affinity towards the aligned state. The alignment interaction is strongest at short face-to-face distance, and is superimposed by a weak long-range repulsion similar to that of the TASEP for large L and/or small γ. Both these aspects point towards a finite range of interaction. The emergent alignment interaction is then reminiscent of those postulated in various active matter models [2, 35] . Let us remark that the present result for two particles should be relevant for systems with many interacting particles where the typical inter-particle distance replaces the ring size-the features of the large deviations [34, 36] do not seem to vary qualitatively by this generalisation.
The efficiency depends separately on γ and σ (since the saddle point does) as
which we plot in Fig. 4 versus σ. As anticipated, most of the possible gains in efficiency occur before σ ≈ γ, i.e. with little jump rate renormalisation, after which diminishing returns sets in and the efficiency plateaus. We can make some general predictions for when the individual efficiency of interacting particles can be considerably improved by conditioning the naive process on atypically large outputs. Our starting point is Eq. (8) , which holds also in the case of N identical particles, RTPs or otherwise, and on lattices of arbitrary dimension and geometry. The derivative of η with respect to σ, evaluated at the naive averageσ, quantifies the improvement in efficiency upon conditioning:
where we have used the general identities s(σ) = 0, s (σ) = I (σ) [37] . For the RTP at high Péclet number, the gain in efficiency was due to the large variance in mobility afforded by the separation of time-scales between the orientation and hopping dynamics. This suggests more generally that the efficiency can be increased by exploiting large fluctuations in internal state coupled to the current-generating dynamics [38, 39] . Eq. (9) also presents the intriguing possibility of a negative derivative; i.e. that one must decrease the current in order to improve the efficiency. Another general result concerns how to formally construct a smart interaction potential, without free parameters, which is guaranteed to increase the efficiency of a naive process with hopping rate γ without the simultaneous renormalisation of hopping rates by the tilt factor. Consider an 'auxiliary' naive process with hopping rate γ 0 ≤ γ and a σ chosen such that the effective process conditioned on σ has bare hopping rate γ 0 e sγ 0 (σ) = γ. This gives σ = s −1 γ0 (log(γ/γ 0 )). Finally, take γ 0 = γ * as the value that optimizes the efficiency σ/γ of this effective process,
Construct the potential Eq. (4) from the tilt of the transition matrix with hopping rate γ * and with tilt parameter s * = log(γ/γ * ). This interaction potential added to the rates of the naive process with hopping rate γ will have a higher efficiency (or at least not lower) and by design avoids the problem of diminishing returns by keeping energy input fixed. The price paid is that the resulting smart process is not strictly speaking representing the most probable fluctuations of the naive process it is compared to.
In summary, we have (i) introduced the idea of deriving smart interactions from a probabilistic conditioning on the individual constituent's performance; (ii) analysed two simple yet non-trivial interacting active matter models to conclude that high gains in the energetic efficiency of motion can be attained by this approach; (iii) made general mathematical arguments about when and how this approach can increase efficiency without encountering the devil of diminishing returns. We stress the conceptual implications of (i): the strategy suggested by the effective process not only satisfies the imposed constraint, but also represents its most likely spontaneous realisation. The strategy is, in this sense, a minimal modification over the naive one.
Let us end by suggesting some possible applications of the ideas we have set forth. A link between large deviations and evolutionary biology was speculated in [36] , building on the similarity shared by rare-events sampling [40] and gene selection. On this we add that the effective interactions derived from conditioning can be considered as accessible adaptations (whether one thinks of selection over generations or individual learning), in the sense that their effects already occur spontaneously (if very rarely). We anticipate that the methods we have described could be applied directly in the context of stochastic evolutionary game theory already cast in a Markov process framework [41] . It is an interesting question whether conditioning agents on producing high individual pay-offs will give cooperative strategies, and how these are related to optimal mixed strategies. Finally, a first-principles theory of how to engineer efficient interactions such as Eq. (10) may be desirable in nanotechnological transport problems; or even in vehicular transport, as in the optimization of AI driver protocols to mitigate traffic jams.
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