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Abstract
A -matroid is a collection B of subsets of a finite set I, called bases, not necessarily equicardinal,
satisfying the symmetric exchange property: For A,B ∈ B and i ∈ A  B, there exists j ∈ B  A such
that (A  {i, j}) ∈ B. A -matroid whose bases all have the same cardinality modulo 2 is called an even
-matroid. The basis graph G = G(B) of an even -matroid B is the graph whose vertices are the bases
of B and edges are the pairs A,B of bases differing by a single exchange (i.e., |A  B| = 2). In this note,
we present a characterization of basis graphs of even -matroids, extending the description of basis graphs
of ordinary matroids given by S. Maurer in 1973:
Theorem. A graph G = (V ,E) is a basis graph of an even -matroid if and only if it satisfies the following
conditions:
(a) if x1x2x3x4 is a square and b ∈ V , then d(b, x1) + d(b, x3) = d(b, x2)+ d(b, x4);
(b) each 2-interval of G contains a square and is an induced subgraph of the 4-octahedron;
(c) the neighborhoods of vertices induce line graphs, or, equivalently, the neighborhoods of vertices do not
contain induced 5- and 6-wheels.
(A 2-interval is the subgraph induced by two vertices at distance 2 and all their common neighbors; a square
is an induced 4-cycle of G.)
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Matroids constitute an important unifying structure in combinatorics, algorithmics, and com-
binatorial optimization. According to one of the many equivalent definitions, a matroid on a
finite set of elements I is a collection B of subsets of I , called bases, which satisfy the following
exchange property:
(EP) For all A,B ∈ B and i ∈ A \B there exists j ∈ B \A such that A \ {i} ∪ {j} ∈ B.
We say that the base A \ {i} ∪ {j} is obtained from the base A by an elementary exchange. It
is well known that all the bases of a matroid have the same cardinality, which is called its rank.
The basis graph G = G(B) of a matroid B is the graph whose vertices are the bases of B and
edges are the pairs A,B of bases differing by a single exchange (i.e., |AB| = 2, where the sym-
metric difference of two sets A and B is written and defined by AB = (A\B)∪ (B \A)). It has
been shown by Cunningham (unpublished), Holzmann, Norton, and Tobey [18], and Maurer [19]
that basis graphs faithfully represent their matroids, thus studying the basis graph amounts to
studying the matroid itself (see [19] for some further references on basis graphs). Gelfand,
Goresky, MacPherson, and Serganova [17] defined a basis matroid polyhedron as the convex
hull of characteristic vectors of bases of a matroid. They showed that a convex hull of charac-
teristic vectors of a collection A of equicardinal subsets of an n-element set is a basis matroid
polytope if and only if its 1-skeleton is isomorphic to the basis graph of the family A.
In [19], Maurer presented a characterization of graphs which are basis graphs of matroids and
described basis graphs of several important classes of matroids, in particular, of binary matroids
(see also [14] for a characterization of basis graphs of uniform matroids and [20] for investigation
of properties of intervals of matroid basis graphs). From this characterization easily follows that
all basis graphs are homotopically trivial, a property used several times in the theory of ordinary
and oriented matroids; cf. [2,3,16]. From this result also follows that the 2-dimensional faces of
a basis matroid polytope are equilateral triangles or squares; cf. [6].
There are several important and interesting generalizations of the concept of matroid. Delta-
matroids is one of them, and have been introduced independently by Bouchet [9–11], Chan-
drasekaran and Kabadi [13], and Dress and Havel [15] in essentially equivalent ways. A -
matroid is a collection B of subsets of a finite set I , called bases, not necessarily equicardinal,
satisfying the following symmetric exchange property:
(SEP) For A,B ∈ B and i ∈ AB, there exists j ∈ B A such that (A {i, j}) ∈ B.
It is immediately clear that the family of bases of a matroid is also a -matroid. In fact,
matroids are precisely the -matroids for which all members of B have the same cardinality.
A -matroid whose bases all have the same cardinality modulo 2 is called an even -matroid.
If A,B are two bases of an even -matroid B and B = A {i, j} we say that B is obtained from
A by an elementary exchange. Following the terminology for ordinary matroids, the basis graph
G = G(B) of an even -matroid B is the graph whose vertices are the bases of B and edges are
the pairs A,B of bases differing by a single exchange, i.e., A and B are adjacent if and only if
|AB| = 2. Some properties of these graphs have been used and investigated by Wenzel [22,23].
For a subset I ′ of I denote B  I ′ := {B  I ′: B ∈ B} and say that B  I ′ is obtained by
applying a twisting to B. Then B  I ′ is a -matroid. It can be easily shown that the even -
matroids B and B  I ′ have isomorphic basis graphs. Applying a twisting to a matroid we will
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I ′ = I, we will get the dual matroid).
It will be convenient to identify I with the set [n] = {1,2, . . . , n}. Let I ∗ = {1∗,2∗, . . . , n∗}.
Bouchet defines a symmetric matroid as essentially a -matroid with bases extended to n ele-
ments by adding to B ∈ B all starred elements from I ∗ which do not appear, unstarred, in B .
Thus a symmetric matroid is a family B of subsets of cardinality n of the set I ∪ I ∗ such that in
every subset of B each element of I appears either unstarred or starred and if
For A,B ∈ B and i ∈ AB , there exists j ∈ B A such that (A {i, j, i∗, j∗}) ∈ B.
Many important properties associated with matroids (greedy algorithm, polyhedral descrip-
tion) extend to -matroids. Apart from well-known examples of matroids, several other discrete
structures satisfy (SEP). For example, consider a skew-symmetric matrix M = (mij : i, j ∈ I )
(i.e., M = (−M)T and all diagonal entries of M are zero) and define B by letting B ∈ B if and
only if the principal submatrix (mij : i, j ∈ B) is non-singular. Then B is an even -matroid
[10]. Second, let G = (V ,E) be a graph, and a subset of vertices B of G belongs to B if and
only if there is a matching of G covering precisely the elements of B. The resulting collection
B is an even -matroid [11,13]. Another nice instance of an even -matroid is given in [4,12]
and arises by considering a graph G = (V ,E) drawn on a compact surface S and its geometric
dual G∗ = (F,E∗): e∗ ∈ E∗ is the unique edge of G∗ which cuts the edge e ∈ E. Let B consist
of maximal by inclusion subsets B of E ∪ E∗ (e and e∗ cannot be simultaneously in B) such
that the surface S is not disconnected by cutting it along the edges from B . Then B is an even
-matroid. Finally notice that -matroids occupy an important place in the theory of Coxeter
matroids (where one can find them under the name of “Lagrangian matroids”) [5,7,8].
In this note, we characterize the basis graphs of even -matroids, extending and refining
Maurer’s description of basis graphs of matroids. Our proof provides an alternative approach to
Maurer’s result: departing from a graph satisfying Maurer’s conditions and performing a suitable
twisting to the even -matroid obtained in our proof, we get a matroid.
2. Terminology and main results
In this section we establish our notation and formulate the principal results. All graphs
G = (V ,E) occurring here are finite, connected, and without loops or multiple edges. For brevi-
ty’s sake, we use the notation x ∼ y if x, y are adjacent and x  y otherwise. If x ∼ y, we
denote the corresponding edge by xy. By a square x1x2x3x4 we will mean an induced 4-cycle
with x1  x3 and x2  x4. The distance d(u, v) := dG(u, v) between two vertices u and v of
a graph G = (V ,E) is the length of a shortest path between u and v. The set of all vertices
w on shortest (u, v)-paths is the interval [u,v]. For convenience, we will use the short-hand
(u, v) = [u,v] \ {u,v} to denote the “interior” of the interval between u and v. If d(u, v) = 2, we
say that [u,v] is a 2-interval. A subset of vertices S of G (or the subgraph G(S) induced by S)
is called convex if [u,v] ⊆ S for any u,v ∈ S. The convex hull conv(A) of a set A is the smallest
convex set containing A. An induced subgraph H of G is isometric if the distance between any
pair of vertices in H is the same as that in G. It will be convenient to use the same notation and
terminology for a subset of vertices and the subgraph induced by this subset; for example, [u,v]
will also denote the subgraph induced by the interval between u and v.
The Cartesian product G = G1 G2 of two graphs G1 and G2 has the pairs (x1, x2) as its
vertices (with vertex xi from Gi ) and an edge between two vertices x = (x1, x2) and y = (y1, y2)
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the remaining j = i. The sum of two even -matroids B1 and B2 defined on disjoint ground
sets is the even -matroid B1 + B2 = {B1 ∪ B2: B1 ∈ B1, B2 ∈ B2}. In that case, we obtain
G(B1 +B2) = G(B1)G(B2).
Three important classes of graphs serve as host spaces for basis graphs in question. Denote by
Hn the n-cube; notice that dHn(A,B) = |AB| for any A,B ∈ 2[n]. Let [A,B]Hn be the interval
between A and B; clearly [A,B]Hn = {C: A∩B ⊆ C ⊆ A∪B}. The half-cube 12Hn is the graph
whose vertex set is the collection of all subsets of [n] which have the same cardinality modulo 2
and two vertices A,B are adjacent in 12Hn iff |AB| = 2. Given two vertices A,B of 12Hn, we
denote by [A,B] 1
2 Hn
all subsets of [A,B]Hn which are vertices of 12Hn. The Johnson graph Jn,k
is the (isometric) subgraph of 12Hn induced by the family of all subsets of cardinality k. Axioms
(EP) and (SEP) imply that the basis graphs of matroids of rank k are isometric subgraphs of
Jn,k, while the basis graphs of even -matroids are isometric subgraphs of 12Hn. Recall also
that the m-octahedron Km×2 is the complete multipartite graph with m 2 parts, each of size 2.
Equivalently, Km×2 is obtained from the complete graph K2m by deleting a perfect matching.
Notice that all 2-intervals in the half-cube 12Hn with n 4 are 4-octahedra and all 2-intervals in
the Johnson graph Jn,k with n 4 and 1 < k < n are 3-octahedra. Therefore 2-intervals [A,B] in
basis graphs of matroids and even -matroids are connected induced subgraphs of 3-octahedra
and 4-octahedra, respectively. Additionally, as we will show in Section 4, the exchange properties
(EP) and (SEP) imply that the interior of [A,B] is not a complete graph; for example, each 2-
interval in the basis graph of a matroid is either an induced square, a pyramid with square base,
or a 3-octahedron. We shall say that a graph G satisfies the interval condition (ICm) if
(ICm) Every 2-interval [u,v] contains a square K2×2 and is an induced subgraph of the m-
octahedron Km×2.
A levelling of a graph G = (V ,E) from a base-point b is a partition of V into the sets Ni(b) =
{v ∈ V : d(b, v) = i}. We will denote by N(b) the subgraph induced by N1(b). Define a partial
order ≺b on V by letting u ≺b v iff d(b, v) = d(b,u) + d(u, v). Maurer [19] established that
a graph G is a matroid basis graph if and only if it satisfies (i) the interval condition (IC3),
(ii) the neighborhood N(b) of some vertex b is the line graph of a bipartite graph, and (iii) in any
levelling of G each octahedral 2-interval lies in one of three positions: (1) all in one level; (2) in
two levels, three adjacent vertices in each; or (3) in three levels, a square in between, one vertex
in the highest, and one vertex in the lowest, any other 2-interval lies as an induced subgraph
of a 3-octahedron positioned as above. We will use another (apparently simpler) positioning
condition, which, as we will show in Section 4, it is satisfied by half-cubes and all their isometric
subgraphs:
(PC) For every vertex b and every square v1v2v3v4 of G, the following equality holds:
d(b, v1)+ d(b, v3) = d(b, v2)+ d(b, v4).
We will call a square upward if it belongs to three consecutive levels, horizontal if it lies in
one level, and vertical if two adjacent vertices are in one level and other two adjacent vertices are
in the next level. An edge uv of G is horizontal if u and v lie in one level and upward otherwise.
A k-wheel Wk is the graph consisting of a k-cycle plus an additional vertex adjacent to all vertices
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and two vertices are adjacent in L(Γ ) if and only if the corresponding edges are incident in Γ .
We are ready to formulate the main results of this note.
Theorem 1. For a graph G = (V ,E) the following conditions are equivalent:
(i) G is a basis graph of an even -matroid;
(ii) G satisfies the interval condition (IC4), the positioning condition (PC), and no neighbor-
hood N(v) contains an induced 5-wheel W5 or 6-wheel W6;
(iii) G satisfies the interval condition (IC4), the positioning condition (PC), and the neighbor-
hood of every vertex is a line graph;
(iv) G is a connected induced subgraph of a half-cube satisfying the interval condition (IC4);
(v) G is an isometric subgraph of a half-cube satisfying the interval condition (IC4).
The proof of Theorem 1 uses several auxiliary results given in Section 3 and is presented in
Section 4. The central issue of this proof is to establish that (iii) implies (iv). We briefly outline
the idea of the encoding employed in this proof. Let G = (V ,E) be a graph satisfying (IC4)
and (PC), such that for some vertex b, N(b) is the line graph of a graph Γ = (I,F ). To establish
that G is an induced subgraph of a half-cube, we define the following mapping ϕ :V → 2I . Set
ϕ(b) = ∅. Each vertex x ∈ N(b) encodes some edge ij of Γ ; put ϕ(x) = {i, j}. For any other
vertex v, let ϕ(v) =⋃{ϕ(x): x ∈ [b, v] ∩ N(b)}. We show that ϕ is injective and that all sets
ϕ(v) have even cardinality. Finally, we show that ϕ is an edge-preserving map from G to the
half-cube 12Hn, thus establishing (iii) ⇒ (iv). From the proof of (iv) ⇒ (v) ⇒ (i), we conclude
that the resulting collection Bϕ := {ϕ(v): v ∈ V } is an even -matroid whose basis graph is G.
The proof of the implication (ii) ⇒ (iii) is based on the case analysis of forbidden subgraphs of
line graphs and is postponed to the final Section 7.
We show that, if Γ is a bipartite graph with I = A ∪ B, then Bϕ  B is a matroid of rank
|B|, thus providing an alternative proof of Maurer’s characterization. Our encoding scheme is
different from that used by Maurer [19], except the encoding of the vertices of N(b), where both
schemes are essentially the same. Recall, he encodes the vertex b by B , a vertex x ∈ N(b) repre-
senting the edge ij of Γ with i ∈ B and j ∈ A is labelled by the set B \ {i} ∪ {j}. The encoding
is inductively expanded to the whole graph using certain upward squares (among other things,
in establishing that this labelling is well defined, it is necessary to show that it is independent
of chosen squares); see [19] for all details. Notice also that for matroids, a result similar to the
equivalence (i) ⇔ (iv) of Theorem 1 is given in Theorem 2.2 of [19].
In Section 5, we establish the following decomposition result of basis graphs:
Proposition 1. Let G be a basis graph of an even -matroid such that the neighborhood N(b)
of some vertex b is not connected. If N(b) is the line graph of a graph Γ = (I,F ) and (I1,F1) is
a connected component of Γ, then Bϕ is the sum of the even -matroids B1 = {B ∈ Bϕ : B ⊆ I1}
and B2 = {B ∈ Bϕ : B ⊆ I \ I1}, and consequently G = G(B1)G(B2).
In view of this result, we call a basis graph indecomposable if the neighborhoods of all its
vertices induce connected graphs. Define the support of an even -matroid to be the elements of
the ground set that actually appear in at least one base.
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indecomposable basis graphs G(B1)  G(B2)  G. Then there exists a bijection α : I1 → I2
and a set S ⊆ I2 so that B2 = {α(B)  S: B ∈ B1}, unless G is an induced subgraph of the
4-octahedron.
In fact, our proof yields something a little stronger. Let Bi(v) denote the set in Bi represented
by a vertex v of G, for i = 1 or 2. Then α and S have the property that B2(v) = α(B1(v))  S
for every vertex v of G. In other words, unless the basis graphs are isomorphic to an induced
subgraph of the 4-octahedron, every isomorphism between basis graphs (represented by the iden-
tifications of vertices of G(B1) and G(B2) with vertices of G) is induced by a bijection from one
support to the other followed by a twisting.
In Section 6, we extend the characterization of Gelfand et al. [17] of basis matroid polyhe-
dra to basis polyhedra of even -matroids. Let B ⊂ 2[n]. For B ∈ B, let σ(B) be its incidence
0,1-vector: σi(B) = 1 if i ∈ B and σi(B) = 0 otherwise. Let Π(B) be the convex hull (in the
usual sense) of the points σ(B), B ∈ B. Denote by Π1(B) the 1-skeleton of Π(B): it has the
vertices of Π(B) as the set of vertices and two vertices are adjacent in Π1(B) if and only if the
(linear) segment connecting them is a 1-dimensional face of the polyhedron Π(B). Notice that
for any collection of even subsets B, Π1(B) contains the subgraph G(B) of 12Hn induced by its
vertices. Indeed, it is easy to show explicitly that the set E of all even subsets of {1,2, . . . , n}
generates a polyhedron having the half-cube 12Hn as 1-skeleton. Then G(B) ⊆ Π1(B) follows
because any edge of Π1(E) with vertices in B must be an edge of Π1(B) also. As we will show
below, the converse inclusion characterizes the even -matroids:
Theorem 2. If B is an even -matroid, then the graph Π1(B) coincides with the basis graph
G(B). Conversely, if B ⊂ 2[n] is a collection of sets of even cardinality and the graphs Π1(B)
and G(B) coincide, then B is an even -matroid.
3. Auxiliary results
In this section, we establish some results that will be used throughout the proof of Theorem 1.
Unless stated otherwise, G is always a graph fulfilling condition (iii) of Theorem 1. For properties
(3.1) and (3.2) in case of matroid basis graphs see also [19]. The proofs of (3.3) and (3.4) become
much shorter if one replace (IC4) by (IC3).
(3.1) (Triangle condition) If u ∼ v and d(b,u) = d(b, v) = k, then there exists a vertex w ∼ u,v
at distance k − 1 to b (a common parent of u,v with respect to ≺b).
Proof. Proceed by induction on k. Pick z ∈ [u,b] adjacent to u. If z ∼ v, we are done. Otherwise
take a square zxvy. Then x ∈ Nk(b) and y ∈ Nk−1(b) by (PC). If x = u, then u is adjacent to x
and y by (IC4), therefore y is the desired parent. Finally, let u = x. By the induction hypothesis,
there is a vertex t ∼ z, y at distance k − 2 to b. Consider an upward square containing v, t, and
two other vertices in Nk−1(b). By (PC), u must be adjacent to one of these vertices. 
A propeller is a graph obtained by gluing three 3-cycles along a common edge.
(3.2) (No propellers) G does not contain induced propellers.
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to all tips. Then N(y2) contains a K1,3 subgraph induced by x1, x2, x3, and y1, which is forbidden
in line graphs. 
(3.3) (Local convexity implies convexity) A connected induced subgraph H of G is convex if
and only if whenever x, y ∈ H and d(x, y) = 2, then [x, y] ⊆ H.
Proof. We will show that [u,v] ⊆ H for u,v ∈ H by induction on k = dH (u, v), the case
dH (u, v) = 2 being covered by the initial assumption. Suppose by way of contradiction that
one can find u,v ∈ H at distance k  3 in H and a vertex w ∈ [u,v] \ H. Additionally assume
that, if there are several such pairs, the selected one has least distance d(u, v) in G. Pick a neigh-
bor z of u on a shortest (u, v)-path P in H . Then [v, z] ⊆ H by the induction hypothesis, in
particular dH (v, z) = d(v, z). If d(u, v) = d(z, v), by (3.1) u and z have a common neighbor in
[v, z], contrary to the choice of P. Thus d(u, v) = d(z, v) + 1 = dH (u, v). Let t be a neighbor
of u in a shortest (u, v)-path passing via w. If t ∼ z, by (3.1) they have a common neighbor
s ∈ [v, z] ⊂ H . Since u  s, we obtain t ∈ [s, u] ⊂ H . Then, by the choice of u,v, we have
[t, v] ⊂ H , contrary to w ∈ [t, v] \ H. Thus t  z. Consider a square ts1zs2. If u is a vertex of
this cycle, say u = s2, then d(s1, v) = k − 2 by (PC), yielding s1 ∈ H because s1 ∈ [z, v]. Since
t ∈ [u, s1] ⊂ H, we obtain the same contradiction as before. Hence u = s1, s2, whence u ∼ s1, s2.
Applying (PC) to v and the square s1ts2z we conclude that either d(v, s1) = d(v, s2) = k − 1 or
d(v, s1) = k − 2 and d(v, s2) = k. In the second case, we could replace s2 by u and have the
case where u belongs to the square ts1zs2. Thus d(v, s1) = d(v, s2) = k − 1. If s1, s2 ∈ H, then
t ∈ [s1, s2] ⊂ H . By the choice of u,v, each of the intervals [s1, v], [s2, v], and [t, v] belong
to H, a contradiction. Thus, let s1 /∈ H . By (3.1), there exists a vertex p ∼ s1, z at distance k − 2
to v. Since p ∈ [z, v] ⊂ H and s1 ∈ [u,p], we get a contradiction with local convexity of H . 
(3.4) The intervals of G are convex.
Proof. By (3.3) it suffices to establish the local convexity of intervals. Suppose by way of contra-
diction that there exist u,v ∈ V, x, y ∈ [u,v] with d(x, y) = 2, and a vertex z ∈ (x, y)\[u,v]. By
(PC) all 2-intervals are convex, thus d(u, v) 3. Further, we may assume that [u,x] ∩ [u,y] =
{u}, otherwise u can be replaced by a closest to x and y vertex in this intersection. Analogously,
[v, x] ∩ [v, y] = {v}. We distinguish two cases:
Case 1. d(u, x) < d(u, y), d(v, x) > d(v, y).
Then d(u, z) = d(u, x) + 1, d(v, z) = d(v, y) + 1, and d(u, y) = d(u, x) + 1, d(v, x) =
d(v, y)+ 1, otherwise z ∈ [u,v]. Pick a square xx′yy′. By (PC), one can assume that d(u, x′) =
d(u, x), d(v, y′) = d(v, y). Hence x′, y′ ∈ [u,v] and z ∼ x′, y′. The choice of u,v and (3.1) yield
that u ∼ x, x′ and v ∼ y, y′, hence d(u, v) = 3.
First suppose that there exists a vertex a ∈ [u,y], a  x′, a = x′. Then a ∼ y′ and a  z by
(PC). Since d(u, v) = 3, a is not adjacent to v, hence y, y′, a, z, v induce a propeller. Thus there
exist distinct vertices a′, a′′ ∈ [u,y] and b′, b′′ ∈ [x, v], such that a′  a′′, b′  b′′, x′ ∼ a′, a′′,
and y ∼ b′, b′′. By (PC), y′ is adjacent to one of the vertices a′, a′′, say y′ ∼ a′. To avoid pro-
pellers, we must have a′ ∼ z, further a′ ∼ x by (IC4). Similarly, one of the vertices b′, b′′, say b′,
is adjacent to x′, z, y. If a′ ∼ b′, then (x, y) contains a K4 induced by x′, a′, b′, z. Thus a′  b′,
whence a′ ∼ b′′ and b′ ∼ a′′ by (PC). Since z  u, b′′  u, and b′′  z by (PC), the vertices
a′, x,u, z, b′′ induce a propeller.
Case 2. d(u, x) = d(u, y) =: k, d(v, x) = d(v, y) =: m.
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m − 1, d(v, z1) = m + 1, or d(u, z1) = d(u, z2) = k and d(v, z1) = d(v, z2) = m. In both cases
we obtain z1, z2 ∈ [u,v], thus z ∼ z1, z2. In the first case we have d(u, z) = k, d(v, z) = m,
implying that z ∈ [u,v]. Thus only the second possibility may occur. By (3.1) one can find
vertices u′, v′ ∼ x, z1 with d(u,u′) = k − 1 and d(v, v′) = m − 1. To avoid a propeller induced
by x, z, z1, u′, v′, the vertex z must be adjacent to one of u′, v′, say z ∼ u′. Then z  v′. If
u′  y, then z ∈ [u′, y], and we are in conditions of Case 1. Thus u′ ∼ y, hence u = u′ by
the choice of u and v. Consequently, u ∼ z2. Applying (PC) to v′ and the square xz1yz2 we
conclude that either v′ ∼ y, z2 or v′  y, z2. If v′ is adjacent to y and z2, then [x, y] violates
(IC4) since v′, u, z ∈ [x, y] however v′  u, z. Thus v′  y, z2. Consider a square ysv′v′′. Then
d(v′′, v) = m − 1, d(s, v) = m by (PC). Hence u  v′′, yielding u ∼ s. By (PC) each of the
vertices x, z is adjacent to exactly one of the vertices s, v′′. If z ∼ v′′, then z ∈ [u,v] since
z ∼ u,v′′ and d(u, v) = d(v′′, v) + 2. Thus z ∼ s and z v′′. On the other hand, if x ∼ v′′, then
u, z, v′′ ∈ [x, y] however v′′  z,u, contrary to (IC4). Thus x ∼ s and x  v′′. If s = z1, then
z1 ∼ s and (x, y) will contain a 4-clique induced by u, z, z1, s. So z1 = s. Therefore z2 ∼ v′′
by (PC). From (3.1) and the choice of u,v one conclude that v ∼ v′, v′′, whence d(u, v) = 3.
Applying (IC4) for [z, v′] and (PC), we conclude that there exists a new vertex t ∈ [z, v′] adjacent
to v′′. Since t is adjacent to at least one of the vertices x, z1, from Case 1 we infer that t ∈ [u,v].
Thus t is adjacent to u or v. If t ∼ v, then either t ∼ x, y and the 2-interval [u, t] is not convex, or
z ∈ [t, x] ∪ [t, y] and we are in conditions of Case 1. Thus t ∼ u. Then z2 ∼ t and t ∼ x, because
the 2-intervals [u,v′′] and [z2, v′] are convex. If t  z1, then z,u, v′ ∈ [t, z1] and v′  u, z,
contrary to (IC4). Otherwise, if t ∼ z1, then t ∼ y because [x, y] is convex. But in this case (x, y)
contains a K4 induced by u, z, z1, t . This concludes the analysis of Case 2, thus establishing the
convexity of [u,v]. 
4. Proof of Theorem 1
We commence by the proof of Theorem 1.
(i) ⇒ (ii) and (iii): Let B ⊂ 2[n] be an even -matroid. To show that G(B) satisfies (IC4), pick
two bases A,B at distance 2. Applying a twisting, one can suppose that A = ∅,B = {1,2,3,4}.
Since [A,B] 1
2 Hn
is a 4-octahedron and [A,B] ⊆ [A,B] 1
2 Hn
, the second half of (IC4) follows.
It remains to show that (A,B) contains two non-adjacent bases. By (SEP) one can find a base
C ∈ (A,B), say C = {1,2}. Applying (SEP) to the bases A,B and the elements 1,2, we will get
either two complementary bases C′,C′′ of cardinality 2 each (i.e., C′ ∩C′′ = ∅,C′ ∪C′′ = B) or
the bases {1, i}, {2, i} for some i ∈ {3,4}, say i = 3. Now, applying (SEP) to A and the element 4,
one conclude that {j,4} ∈ B for some j ∈ {1,2,3}. Obviously, this base and one of previously
defined bases are complementary, establishing the first part of (IC4).
Using the induction and axiom (SEP), one can easily show that G(B) is an isometric subgraph
of the half-cube 12Hn. To establish (PC), it suffices to verify this condition for some base-point B
and the square A1A2A3A4, where A1 = ∅,A2 = {1,2},A3 = {1,2,3,4}, and A4 = {3,4} (again
twisting does the job). Obviously |B| + |B  {1,2,3,4}| = |B  {1,2}| + |B  {3,4}|. Since
the distances d(B,Ai) in G(B) and 12Hn are equal, we have d(B,A1)+ d(B,A3) = d(B,A2)+
d(B,A4). This shows that G(B) satisfies the positioning condition (PC).
The neighborhood of every vertex of the half-cube 12Hn is the line graph of the complete
graph Kn. Therefore the neighborhood of every vertex A of an arbitrary induced subgraph G of
1Hn is the line graph of some subgraph ΓA of Kn: if say A = ∅, then ΓA consists of all pairs2
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observation that neither W5 nor W6 can occur as an induced subgraph of a line graph.
(iii) ⇒ (iv): Assume that a graph G obeys the conditions (IC4) and (PC). Additionally, sup-
pose that there is a vertex b whose neighborhood N(b) is the line graph of a graph Γ = (I,F )
with I = {1,2, . . . , n}. Let I ∗ = {1∗,2∗, . . . , n∗}. Define the following mapping ϕ :V → 2I .
Take b as a base-point and set ϕ(b) = ∅. Each vertex x ∈ N(b) encodes some edge ij of Γ ; put
ϕ(x) = {i, j}. For a vertex v  b, set Cv := N(b)∩ [b, v] and ϕ(v) =⋃{ϕ(x): x ∈ Cv}. Clearly
ϕ is isotone with respect to the base-point order ≺b: u ≺b v implies ϕ(u) ⊆ ϕ(v). For a vertex
v ∈ V, let ϕ∗(v) = {i∗: i /∈ ϕ(v)}. Given an index a ∈ I ∪ I ∗, define
Wa =
{
v ∈ V : a ∈ ϕ(v)∪ ϕ∗(v)}.
To show that ϕ embeds the graph G = (V ,E) as an induced subgraph of the half-cube 12Hn,
it suffices to establish that ϕ is (1) injective (i.e., ϕ(u) = ϕ(v) if and only if u = v), and (2) edge-
preserving (i.e., |ϕ(u)ϕ(v)| = 2 if and only if u ∼ v in G). Since ϕ(b) = ∅ and G is connected,
from (2) would follow that all sets ϕ(v), v ∈ V, have even cardinality. We start with some prop-
erties of the map ϕ and sets Wa,a ∈ I ∪ I ∗.
(4.1) If x, y ∈ Cv and ϕ(z) ⊆ ϕ(x)∪ ϕ(y) for z ∈ N(b), then z ∈ Cv.
Proof. Clearly z ∼ x, y. Suppose z /∈ [b, v]. Then x ∼ y, because [b, v] is convex. One can
assume that ϕ(x) = {1,2}, ϕ(y) = {1,3}, ϕ(z) = {2,3}. By (3.1), there exists a common neighbor
v0 of x and y one step closer to v. Then z v0, otherwise z ∈ [v0, b] ⊆ [v, b]. Consider a square
v0sbt . If it contains x or y, say t = x, then y ∼ s and z  s by (PC). Since s ∼ y, the label of
s must contain 1 or 3, which is impossible because s is not adjacent to x and z. So s, t = x, y,
therefore x, y ∼ s, t by (IC4). By (PC) one can assume that z ∼ t, z  s. But then the vertex t
cannot be labelled: on the one hand, ϕ(t) ⊂ {1,2,3}, however all three 2-subsets of this set have
been used already to label the vertices x, y, z. 
(4.2) The map ϕ :V → 2I is injective.
Proof. The proof is a consequence of the following properties:
(a) for every vertex v  b we have [v, b] = conv(Cv);
(b) if ϕ(u) ⊆ ϕ(v), then u ≺b v.
To establish (a), proceed by induction on d(v, b). Let wtvs be an upward square with w ≺b v.
If d(v, b) = 2, then w = b and s, t ∈ Cv . Since b, v ∈ [s, t], the result follows. If d(v, b) > 2, by
the induction assumption we have [s, b] = conv(Cs) and [t, b] = conv(Ct ). Since Cs ∪ Ct ⊆ Cv
and v ∈ [s, t], necessarily v ∈ conv(Cv), whence [v, b] ⊆ conv(Cv). On the other hand, since
[v, b] is convex and Cv ⊂ [v, b], we obtain the required equality. To prove (b), suppose that
ϕ(u) ⊆ ϕ(v). We assert that Cu ⊆ Cv, with equality if ϕ(u) = ϕ(v). Then (a) would imply that
u ≺b v (and u = v if ϕ(u) = ϕ(u)). So, let z ∈ Cu \ Cv . Since ϕ(u) ⊆ ϕ(v), there exist two
vertices x, y ∈ Cv such that ϕ(z) ⊆ ϕ(x)∪ϕ(y). By (4.1) we have z ∈ Cv, contrary to the choice
of z. 
(4.3) For a ∈ I ∪ I ∗, an upward square S = v1v2v3v4 belongs to Wa whenever two opposite
vertices of S belong to Wa . In particular, ϕ(v1)∪ ϕ(v3) = ϕ(v2) ∪ ϕ(v4).
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v2, v4 ∈ W1, then 1 ∈ ϕ(v4) ⊆ ϕ(v1) ∩ ϕ(v3), whence v1, v3 ∈ W1. Similarly, if v2, v4 ∈ W1∗ ,
then v1, v3 ∈ W1∗ , otherwise 1 ∈ ϕ(v1) ∪ ϕ(v3) ⊆ ϕ(v2). It remains to consider the cases
v1, v3 ∈ W1 and v1, v3 ∈ W1∗ .
Case 1. v1, v3 ∈ W1.
Then 1 ∈ ϕ(v2). To show that 1 ∈ ϕ(v4), pick x1 ∈ Cv1 and x3 ∈ Cv3 with 1 ∈ ϕ(x1)∩ϕ(x3). If
x1 = x3, then v1, v3 ∈ [v2, b], v4 ∈ [v1, v3], hence d(x1, v4) = k−2 by convexity of [v2, b]. Thus
x1 ∈ [v4, b], yielding that 1 ∈ ϕ(v4). Now, let x1 = x3 and d(x1, v3) = d(x3, v1) = k. Applying
(PC) to the square S and each of the vertices x1, x3, we deduce that d(x1, v4) = d(x3, v4) =
d(b, v4) = k − 1. By (3.1) there exists a vertex x4 ∼ x1, b at distance k − 2 to v4. Since [v3, b]
is convex and x1 /∈ [v3, b], necessarily x4 ∼ x3. Suppose 1 /∈ ϕ(x4). One can assume without
loss of generality that ϕ(x1) = {1,2}, ϕ(x3) = {1,3}, ϕ(x4) = {2,3}. Since x1, x4 ∈ [b, v1] and
ϕ(x3) ⊂ ϕ(x1)∪ϕ(x4), from (4.1) we have x3 ∈ [b, v1], which is impossible because d(x3, v1) =
k = d(b, v1).
Case 2. v1, v3 ∈ W1∗ .
Then v4 ∈ W1∗ by definition of ϕ. Suppose by way of contradiction that 1 ∈ ϕ(v2) and pick
a vertex x2 ∈ Cv2 with 1 ∈ ϕ(x2). If d(x2, v4) = k − 1, then min{d(x2, v1), d(x2, v3)} = k − 1
by (PC), therefore x2 ∈ [b, v1] ∪ [b, v3]. Consequently 1 ∈ ϕ(v1) ∪ ϕ(v3), a contradiction. So
d(x2, v4) = k, and from (PC) we infer that d(x2, v1) = d(x2, v3) = k. By (3.1) there exist vertices
x1 ∼ x2, b and x3 ∼ x2, b at distance k − 1 from v1 and v3, respectively. If d(x1, v3) = k − 1,
then d(x1, v4) = k − 2 by (PC) applied to x1 and v1v2v3v4. This implies d(x2, v4) = k − 1,
a contradiction. Thus x1 = x3, moreover x1 /∈ [b, v3], x3 /∈ [b, v1]. Let ϕ(x2) = {1,2}. Since 1 /∈
ϕ(x1)∪ ϕ(x3) and x2 ∼ x1, x3, we conclude that 2 ∈ ϕ(x1)∩ ϕ(x3), hence x1 ∼ x3. Let ϕ(x1) =
{2,3}, ϕ(x3) = {2,4}. By Case 1 there is a vertex x4 ∈ Cv4 with 2 ∈ ϕ(x4). Since d(v4, x4) =
k − 2, x4 is distinct from x1, x2, x3. On the other hand, x4 ∼ x1, x2, x3 because 2 belongs to the
labels of all four vertices. Then d(x2, v4) = k − 1, which is impossible. 
To prove assertions (4.4)–(4.6), we proceed by induction on k = d(b, v).
(4.4) If uv is an upward edge of G and u ≺b v, then |ϕ(v) \ ϕ(u)| = 2, and vice versa, if
ϕ(u) ⊂ ϕ(v) and |ϕ(v) \ ϕ(u)| = 2, then uv is an upward edge of G.
Proof. The result is trivial if u = b. So, let u = b. Pick a neighbor w of u in [u,b] and an
upward square wxvy. By the induction assumption and (4.3) we may assume that ϕ(x) = ϕ(w)∪
{1,2}, ϕ(y) = ϕ(w) ∪ {3,4}, ϕ(v) = ϕ(w) ∪ {1,2,3,4}. If u coincides with x or y, the result is
immediate. Now, let u = x, y, thus u ∼ x, y. Since ϕ(w) ⊂ ϕ(u) ⊂ ϕ(v) and |ϕ(u) \ ϕ(w)| = 2,
we conclude that ϕ(u) = ϕ(w) ∪ {i1, i2} for some i1 ∈ {1,2} and i2 ∈ {3,4}. Conversely, since
the map ϕ is isotone, one can easily deduce that |ϕ(v)| = 2d(b, v) for every v ∈ V . Now, if
ϕ(u) ⊂ ϕ(v), then u ≺b v by assertion (b) in (4.2). In particular, if |ϕ(v) \ ϕ(u)| = 2, then v and
u lie in consecutive levels, thus u ∼ v. 
From (4.4) we conclude that ϕ maps the vertices of G to subsets of even cardinality, moreover
the images of all vertices in the kth level have cardinality 2k. One can further observe that |ϕ(v)\
ϕ(u)| = 2d(v,u) whenever u ≺b v.
(4.5) If i ∈ ϕ(v), then there exists a neighbor x ∈ [v, b] of v such that i /∈ ϕ(x).
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induction hypothesis there is a vertex w ∈ [t, b], w ∼ t, such that i /∈ ϕ(w). Take an upward
square vxwy containing v,w. Since i /∈ ϕ(w), by (4.3) the label of one of the vertices x, y does
not contain the index i. 
(4.6) If u,v ∈ Nk(b), then uv is a (horizontal) edge of G if and only if |ϕ(u)  ϕ(v)| = 2.
Proof. We may assume that k  2, since the case k = 1 follows from the assumption that N(b)
is a line graph. Take u,v ∈ Nk(b) fulfilling either one of two reciprocal conditions. If u ∼ v, by
(3.1) they have a common parent t . Otherwise, if ϕ(v) = ϕ(u) \ {1} ∪ {2}, let t ∈ Nk−1(b) be a
neighbor of u such that 1 /∈ ϕ(t) (its existence follows from (4.5)). Then ϕ(t) ⊂ ϕ(v), thus by
(4.4) t is adjacent also to v. In both cases, let w denote a neighbor of t in Nk−2(b). Consider two
upward squares S′ = wx′uy′ and S′′ = wx′′vy′′. From (4.3) we know that ϕ(u) = ϕ(x′) ∪ ϕ(y′)
and ϕ(v) = ϕ(x′′)∪ ϕ(y′′).
First, assume that u ∼ v. If t belongs to both S′ and S′′, say y′ = t = y′′, then (PC) implies that
u x′′, v  x′ and x′ ∼ x′′. Therefore ϕ(u)  ϕ(v) = ϕ(x′)  ϕ(x′′), and we are done because
|ϕ(x′)  ϕ(x′′)| = 2 by the induction hypothesis. Otherwise, if t = x′, y′, then t ∼ x′, y′. By
(PC), v is adjacent to x′ or y′, say v ∼ x′. Applying the induction hypothesis, without loss of
generality suppose ϕ(x′) = ϕ(w) ∪ {1,2}, ϕ(y′) = ϕ(w) ∪ {3,4}, and ϕ(t) = ϕ(w) ∪ {1,3}. By
(4.3), ϕ(u) = ϕ(w)∪ {1,2,3,4}, while the fact that ϕ is isotone and |ϕ(v)| = |ϕ(u)| implies that
ϕ(v) = ϕ(w)∪ {1,2,3, i}, for i /∈ ϕ(w)∪ {4}. Hence |ϕ(u)  ϕ(v)| = 2.
As to the converse, assume without loss of generality that ϕ(u) = ϕ(w) ∪ {1,3,4,5} and
ϕ(v) = ϕ(w)∪{2,3,4,5}, however u v. Since 1,2 /∈ ϕ(t), one can suppose that ϕ(t) = ϕ(w)∪
{3,4}. If y′ = t = y′′, by (4.3) we deduce that ϕ(x′) ∩ ϕ(x′′) = ϕ(w) ∪ {5}. Hence x′ ∼ x′′, but
then the square S′ and the vertex v violate the positioning condition. Otherwise, if, say, t /∈ S′,
then t ∼ x′, y′. If 1 /∈ ϕ(x′) say, then ϕ(x′) ⊂ ϕ(v), therefore v ∼ x′ by (4.4). But then the
vertices u,v,w, t, x′ induce a propeller. 
Summarizing, from (4.2), (4.3), and (4.6) we deduce that ϕ(G) is an induced subgraph of the
half-cube 12Hn, concluding the proof of (iii) ⇒ (iv).(iv) ⇒ (v): We proceed by induction on the distance k = d(A,B) between A,B in G. If
k = 1 or 2 we are done, because G is an induced subgraph of 12Hn and d 12 Hn(A,B) d(A,B).
If k  3, take a shortest (A,B)-path in G, (A,C1, . . . ,Ck−2,Ck−1,B). By (IC4) for G there
exists a square BC′Ck−2C′′ in [B,Ck−2]. Then d(A,C′) = d(A,C′′) = k − 1 and by induction
hypothesis these distances are correct in 12Hn, as is d(A,Ck−2) = k − 2. Then by (PC) for 12Hn
applied to A and the square we get d 1
2 Hn
(A,B) = k, as required.
(v) ⇒ (i): It suffices to verify (SEP) for sets of the form B = ∅ and A = {1,2, . . . , r}. Further,
(SEP) will follow if one can show that for every i ∈ A there exists j ∈ A, j = i, such that
A\{i, j} is a vertex of G. We proceed by induction on d(A,B). Since G is an isometric subgraph
of 12Hn, there exists k, l ∈ A such that A′ = A \ {k, l} is a vertex of G. If i ∈ {k, l}, then we
are done. Otherwise, since d(A′,B) < d(A,B) and i ∈ A′, by the induction hypothesis there
exists m ∈ A′ such that A′′ := A′ \ {i,m} is a vertex of G. By (IC4) for G there exists a square
A′′C′AC′′. Since the set A′′ = A \ {i, k, l,m} is contained in both C′,C′′ and |C′  C′′| = 4,
we conclude that C′  C′′ = {i, k, l,m}. Thus i belongs to exactly one of the sets C′,C′′, say
i ∈ C′. Then C′′ is the required vertex of G. Hence the collection of sets defined by the vertices
of G is an even -matroid B. Obviously, the basis graph of B is G. This concludes the proof of
Theorem 1.
186 V. Chepoi / Journal of Combinatorial Theory, Series B 97 (2007) 175–192From the proof of Theorem 1 we infer that the encoding ϕ of G = (V ,E) defines an even
-matroid:
Corollary 1. For a graph G = (V ,E) satisfying condition (iii) of Theorem 1, the collection
Bϕ = {ϕ(v): v ∈ V } is an even -matroid for any base-point b ∈ V and G = G(Bϕ).
Using Theorem 1 and its proof, we obtain the following characterizations of basis graphs of
ordinary matroids:
Corollary 2. For a graph G = (V ,E) the following conditions are equivalent:
(i) G is a basis graph of a matroid;
(ii) [19] G satisfies the interval condition (IC3), the positioning condition (PC), and the neigh-
borhood of every vertex is a line graph of a bipartite graph;
(iii) G is a basis graph of an even -matroid and the neighborhood of every vertex is a line
graph of a bipartite graph.
Proof. The proof of (i) ⇒ (ii) is analogous to the proof of (i) ⇒ (ii) and (iii) of Theorem 1.
To establish that (ii) ⇒ (iii), notice that a graph G satisfying condition (ii) of Corollary 2 also
satisfies condition (iii) of Theorem 1, thus G is a basis graph of an even -matroid. Finally,
assume that G satisfies (IC4), (PC), and the neighborhood N(b) of the base-point b is the line
graph of a bipartite graph Γ = (A ∪ B;F). We assert that Bϕ  B is a matroid. Evidently, it
suffices to show that all the sets ϕ′(v) := ϕ(v)  B have size k = |B|. We proceed by induction
on d(b, v). The assertion is obviously true for b and the vertices in N(b). Otherwise, if v /∈ N(b),
pick an upward square uxvy. By induction hypothesis, the sets ϕ′(u),ϕ′(x), and ϕ′(y) have
cardinality k. Then by (PC) for 12Hn applied to ∅ and the square ϕ′(u)ϕ′(x)ϕ′(v)ϕ′(y) we get|ϕ′(v)| = k, as required. 
Maurer [19] conjectured that the condition on neighborhoods of vertices in his characteriza-
tion is redundant. In support of this conjecture, he established [19, Corollary 3.3] that (IC3) and
(PC) imply that every neighborhood N(b) is a line graph. In conjunction with our Theorem 1,
this leads to the following result:
Corollary 3. Any graph G satisfying the interval condition (IC3) and the positioning condition
(PC) is the basis graph of an even -matroid.
Notice that the analogy of Maurer’s conjecture for even -matroids is false: in Section 7, we
present two graphs satisfying (IC4) and (PC) in which the neighborhoods of several vertices are
not line graphs.
5. Proof of Propositions 1 and 2
Proof of Proposition 1. Let N(b) be the line graph of a graph Γ = (I,F ) having at least two
connected components and let Γ1 = (I1,F1) be one such component. Pick b as a base-point and
consider the even -matroid Bϕ . Set B1 = {B ∈ Bϕ : B ⊆ I1} and B2 = {B ∈ Bϕ : B ⊆ I \ I1}.
The graphs G1 := G(B1) and G2 := G(B2) induce convex subgraphs of the graph G = G(Bϕ):
given two vertices A,B of Gi, a vertex C of G belongs to [A,B] if and only if A ∩ B ⊆ C ⊆
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Theorem 1 we infer that B1,B2 are even -matroids and G1,G2 are their basis graphs.
To prove that G = G1G2 it suffices to show that for any two bases B1 ∈ B1 and B2 ∈ B2, the
set B1 ∪ B2 is a base of Bϕ . We proceed by induction on |B1| + |B2|. By (SEP) applied to B1,∅
and B2,∅ we conclude that there exist i, j ∈ B1 and k, l ∈ B2 such that B ′1 := B1 \ {i, j} ∈ B1
and B ′2 := B2 \ {k, l} ∈ B2. By virtue of induction hypothesis, the sets B0 := B ′1 ∪ B ′2 = (B1 ∪
B2) \ {i, j, k, l},B ′ := B1 ∪ B ′2 = (B1 ∪ B2) \ {k, l}, and B ′′ := B ′1 ∪ B2 = (B1 ∪B2) \ {i, j} are
bases of Bϕ . By (IC4) applied to Bϕ , there exist two bases A,B which together with B ′ and B ′′
form a square of G(Bϕ). Then A ∪ B = B ′ ∪ B ′′ = B1 ∪ B2. If A = B0, then B = B ′ ∪ B ′′, and
we are done. So, let A = (B ′ ∪ B ′′) \ {i, k} = (B1 ∪ B2) \ {i, k} and B = (B ′ ∪ B ′′) \ {j, l} =
(B1 ∪ B2) \ {j, l}. Since B  B1 = {j} ∪ (B2 \ {l}) and B  B ′1 = {i} ∪ (B2 \ {l}), the base B
has the same distance to the adjacent bases B1 and B ′1. By triangle condition (3.1) there exists
a base C ∈ [B,B1] ∩ [B,B ′1] adjacent to B1 and B ′1. Since B1 \ {j} = B ∩ B1 ⊆ C ⊆ B ∪ B ′1 =
(B1 ∪ B2) \ {j, l}, we conclude that C = (B1 \ {j}) ∪ {m} for some m ∈ B2 \ {l}. By (SEP)
applied to B2,∅ and element m ∈ B2  ∅, we conclude that there exists m′ ∈ B2 \ {m} such that
D := {m,m′} ∈ Bϕ . Since d(C,∅) = |C| = |B1| and d(C,D) = |(B1 \ {j}) ∪ {m′}| = |B1|, by
(3.1) there exists a base C′ ∈ [C,∅]∩ [C,D] adjacent to ∅ and D. Since {m} = C ∩D ⊆ C′ ⊆ C,
we deduce that C′ = {e,m} for some e ∈ B1 − {j}. Then e ∈ B1 ⊆ I1 and m ∈ B2 ⊆ I \ I1,
therefore the vertices e and m belong to distinct connected components of the graph Γ , contrary
to the fact that C′ = {e,m} is a base of Bϕ . This final contradiction shows that B ′ ∪B ′′ = B1 ∪B2
must be a base, thus establishing that Bϕ = B1 +B2. 
Proof of Proposition 2. Next suppose B1 and B2 are two even -matroids having the same
(unlabelled) indecomposable basis graph G. For a vertex v of G, denote by B1(v) and B2(v)
the bases of B1 and B2 represented by v. Pick some base-point b of G. Since the composition
of twistings is a twisting and the class of even -matroids is closed with respect to this oper-
ation, one can assume without loss of generality that B1(b) = B2(b) = ∅. One can easily see
that B1(v) =⋃{B1(x): x ∈ Cv} and B2(v) =⋃{B2(x): x ∈ Cv} for each v  b. The collections
B′1 = {B1(x): x ∈ N(b)} and B′2 = {B2(x): x ∈ N(b)} can be viewed as edge-sets of two labelled
connected graphs Γ1 = (I1,F1) and Γ2 = (I2,F2), both having N(b) as a line graph. To Γ1 and
Γ2 we will apply the following classical theorem of Whitney [25]: If Γ1 and Γ2 are connected
graphs and L(Γ1)  L(Γ2), then either Γ1  Γ2 or {Γ1,Γ2} = {K3,K1,3}. Further, for any iso-
morphism β :L(Γ1) → L(Γ2) there exists a unique isomorphism α :Γ1 → Γ2 inducing β, unless
Γ1  Γ2  K1,3 +e, Γ1  Γ2  K4 −e, or Γ1  Γ2  K4. As a consequence, if Γ1 and Γ2 do not
form an exceptional pair, then any isomorphism between the line graphs L(Γ1)  L(Γ2)  N(b)
is induced by a point-by-point correspondence α of the ground sets I1 and I2. This bijection α
maps the bases of B1 to bases of B2 (modulo twisting), and we are done.
If {Γ1,Γ2} = {K3,K1,3}, then N(b) = K3. If G contains a fifth vertex a, then obviously
a  b, thus one can take a at distance 2 from b. Since b and a are contained in a common square,
N(b) is not a complete graph, a contradiction. Thus G = K4 and B1 = {∅, {1,2}, {1,3}, {1,4}}
and B2 = {∅, {1,2}, {2,3}, {1,3}}. (Every other even -matroid with K4 as a basis graph can be
obtained from one of these two by a twisting.) Finally, suppose Γ1  Γ2 ∈ {K1,3 +e,K4 −e,K4}.
Since B1(b) = B2(b) = ∅, |B1(x)| = |B2(x)| = 2 for any vertex x of N(b), and |I1| = |I2| = 4,
the basis graph G may contain only one extra-vertex a, encoded by B1(a) = I1 and B2(a) = I2.
Hence G is an induced subgraph of the 4-octahedron, concluding the proof of Proposition 2. 
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We start with the following characterization of even -matroids (for matroids, an equivalence
similar to (i) ⇔ (iii) has been proven by A. Kelmans (unpublished); cf. [24]):
Proposition 3. For B ⊂ 2[n] the following conditions are equivalent:
(i) B is an even -matroid;
(ii) [21] for every A,B ∈ B and i ∈ A  B, there exists some j ∈ A  B, j = i, such that
A {i, j} ∈ B and B  {i, j} ∈ B;
(iii) for every A,B ∈ B, there exists i, j ∈ A  B , j = i, such that A  {i, j} ∈ B and
B  {i, j} ∈ B.
Proof. The equivalence (i) ⇔ (ii) is the main result of [21]. The implication (ii) ⇒ (iii) is trivial.
To show that (iii) ⇒ (i), we apply Theorem 1. Obviously, all subsets of B have the same cardinal-
ity modulo 2. By induction on d(A,B) one can easily show that G(B) is an isometric (therefore
connected) subgraph of the half-cube. It remains to establish (IC4). Let d(A,B) = 2, say B = ∅
and A = {1,2,3,4}. Let i = 1 and j = 2 be the indices satisfying the exchange property (iii).
Hence B  {1,2} = {1,2} and A {1,2} = {3,4} are bases. Together with A and B they form a
square of G(B). 
Let B be an even -matroid. Since G(B) ⊆ Π1(B) holds for any collection of even subsets, it
remains to establish the converse inclusion. Suppose the segment connecting σ(∅) and σ(B) is
an edge of Π1(B), where B = {1,2,3,4, . . . , k}. By Proposition 3(iii) there exists i, j ∈ B, say
i = 1, j = 2, such that both {1,2} and B \{1,2} are bases. The point whose first k coordinates are
equal to 12 and the remaining coordinates are 0 is the middle of the segments between σ(∅), σ (B)
and σ({1,2}), σ (B \ {1,2}), respectively, contrary to our assumption.
Conversely, let B be a collection of sets of even cardinality such that Π1(B) = G(B). Since
G(B) is a connected induced subgraph of 12Hn, by Theorem 1(iv) it suffices to show that this
graph satisfies (IC4). Pick a 2-interval [A,B] of G(B), say B  A = {1,2,3,4}. Let H be the
4-cube induced by the incidence vectors of the subsets of [A,B]Hn . Suppose by way of contra-
diction that (A,B) does not contain two non-adjacent bases. Then the incidence vectors of all
bases of B included in (A,B) lie in a common facet H ′ of H, say in a facet containing σ(A).
Applying a twisting, one can suppose A = ∅ and B = {1,2,3,4}. Additionally suppose that H ′
is the 3-dimensional subcube of H induced by the incidence vectors of all subsets of B not con-
taining the element 4. We claim that the segment joining σ(A) and σ(B) is an edge of Π(B).
Suppose not; then some interior point p = (p1,p2, . . . , pn) of this segment can be written as a
convex combination μ1σ(B1) + · · · + μkσ(Bk) of incidence vectors of some bases B1, . . . ,Bk
(i.e., each μi is positive and
∑k
i=1 μi = 1). Then p1 = p2 = p3 = p4 = λ for some 0 < λ < 1 and
pj = 0 for any other index j . This implies that no base Bi (i = 1, . . . , k), contains an element
j /∈ {1,2,3,4}, whence all Bi are subsets of B . As p /∈ H ′, the base B must be one of Bi , say
B1 = B . Since σ4(Bi) = 0 for i > 1, the equality μ1 · 1 +∑ki=2 μi · 0 = λ implies that μ1 = λ.
Replacing μ1 by λ in each of the equalities μ1 · 1 +∑ki=2 μiσj (Bi) = λ, j = 1,2,3, we obtain
μi = 0 for all Bi distinct from A and B . Hence the incidence vectors of the bases A,B define an
edge of Π1(B), contrary to the initial assumption.
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Let G = (V ,E) be a graph satisfying the conditions (IC4) and (PC). To establish that every
N(v) (v ∈ V ) is a line graph provided it does not contain W5 and W6 as an induced subgraph, we
will use the characterization of line graphs due to Beineke (cf. [1] or any other textbook on graph
theory): a graph H is a line graph if and only if none of the graphs W5 and F1 − F8 of Fig. 1
is an induced subgraph of H . From (IC4) we infer that induced F2 or F3 cannot occur in the
neighborhood of some vertex of G. Each of remaining graphs requires special (and sometimes
considerable) efforts. Assume by way of contradiction that N(v) contains an induced subgraph
F = Fi, i = 4, . . . ,8, labelled as in Fig. 1.
Case F = F1. Suppose N(v) has a K1,3 centered at w and with tips x1, x2, x3. If there exists
a vertex u ∈ (x1, x2), u = w, not adjacent to one of v or w, say u w, then u ∼ v by (PC) so
d(u, x3) 2, thus the square x1ux2w and the vertex x3 provide a counterexample to (PC). Hence,
by (IC4) there exist 6 distinct vertices a1, a2 ∈ (x1, x2), b1, b2 ∈ (x1, x3), and c1, c2 ∈ (x2, x3)
which are all adjacent to v,w and such that a1  a2, b1  b2, c1  c2. Applying (PC) to these
vertices and obtained squares, one can see that each ai is adjacent to one bj and one ck and
similar conclusions hold for b-vertices and c-vertices. The subgraph induced by new vertices is
triangle-free: if, say, a1, b1, c1 are pairwise adjacent then (c1, x1) contains a 4-clique induced by
a1, b1, v,w, contrary to (IC4). Thus this subgraph is an induced 6-cycle, say a1b1c2a2b2c1. Then
we have a W6 with center w in N(v), a contradiction. This shows that F1 is forbidden in N(v),
thus G does not contain induced propellers.
Case F = F4. Since x, y, v ∈ (a1, b1), by (IC4) there is t ∈ (a1, b1) that is not adjacent to
exactly one of x, y, v: without loss of generality suppose t  v, t ∼ x, y. By (PC) applied to
Fig. 1.
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propeller.
Case F = F5. First suppose that [a, b] contains two non-adjacent vertices w1,w2 distinct
from v, hence v ∼ w1,w2. To avoid propellers, each of the vertices x, y, z,u must be adjacent
to one of w1,w2. Let y ∼ w2. Then w2 ∈ [y, b], therefore w2 is adjacent to one of z,u. If w2 ∼
z,w2  u, then w2 ∼ x by (PC) applied to x and the square yubw2. But then (z, a) contains a K4
induced by x, y, v,w2. So w2 ∼ u. Then z  w2, otherwise (y, b) would contain a K4 induced
by v, z,u,w2. Finally, if x ∼ w2, then [x, b] will be not convex because z,w2 ∈ [x, b] and u ∈
[z,w2] \ [x, b]. Thus w2  x, z. But then N(v) contains a 5-wheel induced by a,w2, u, z, x, y
and centered at y. This shows that there exists a vertex w ∈ (a, b) not adjacent to v. From (PC)
we infer that w is not adjacent to any other current vertex.
Pick a new vertex s ∈ (y, b). First suppose that s ∼ v. Then s  z or s  u. In any case, by
(PC) we have s ∼ a,w. Now, if s ∼ u, then s  x, z, and in N(y) we obtain a W5 induced by
the vertices a, x, z,u, s, v and centered at v. Otherwise, if s ∼ z, s  u, by (PC) we conclude
that x ∼ s. Then however (z, a) will contain a K4 induced by x, y, s, v. Therefore s  v and
s ∼ z,u,w, moreover, s is not adjacent to any other current vertex. Analogously, we can find a
vertex t ∈ (z, a) such that t  v, t ∼ w,x, y. Clearly t = s. By (PC) immediately follows that
t ∼ s. But then N(y) contains a W5 induced by x, v, t, u, s, z and centered at z.
Case F = F6. Pick a new vertex w ∈ (a, b). If w ∼ v, then w is adjacent to exactly one
of x, y, say w ∼ x, w  y. Then w ∼ s, t by (PC), and in N(v) we get a 5-wheel induced by
a, x, s, t, b,w and centered at w. Hence any new vertex of (a, b) is not adjacent to v. Pick a
square S1 = yptp1 containing the vertices y, t . If p,p1 are distinct from b, v, then b, v ∼ p,p1
by (IC4). By (PC), a is adjacent to one of p,p1, say a ∼ p. But then p ∈ (a, b) and p ∼ v,
contrary to our previous conclusion. Thus one of p,p1, say p1, coincides with b or v.
(a) p1 = b and p ∼ v. Then (PC) implies that p  x,w and p ∼ a, s.
(b) p1 = v and p ∼ b. Then (PC) implies that p  a, s, x and p ∼ w.
Analogously, taking a square S2 = yqsq1 containing the vertices y, s, one may assume that q1
coincides with a or v, leading to conclusions similar to (a) and (b) (by symmetry, one can define
also the squares S3 and S4 for the pairs x, t and x, s, respectively). If the squares S1, S2 are both
in position (b), then p ∼ q by (PC) and N(w) will contain a W5 induced by a, x, b,p, q, y and
centered at y. Now, suppose that S1 is in position (a) and S2 is in position (b). Again p ∼ q,
because p,q, v ∈ [y, s] and q  v. Then the vertices a, q,p, v, x, b all belong to N(y) and
induce a forbidden F5. Finally suppose that all four squares S1, S2, S3, S4 are in position (a).
Let S3 = xp′tb and S4 = xq ′sa. Then p,p′ ∼ a, s, v and q, q ′ ∼ b, t, v, while p,p′  b,w and
q, q ′  a,w. Additionally, p,q  x and p′, q ′  y. From (PC) we conclude that p ∼ q and
p′ ∼ q ′. Applying (IC4) to the intervals [b, s] and [a, t], we obtain that p  p′ and q  q ′. But
then the vertex w and each of the squares aptp′ and bq ′sq provide a counterexample to (PC).
Case F = F7. Pick a vertex w ∈ (s, t). If w  v, then applying (PC) to the square svtw and
each of the vertices x and y, we conclude that d(x,w) = d(y,w) = 3. Since a, b ∈ [x,w] and
y ∈ [a, b] \ [x,w], we get a contradiction with the convexity of [x,w]. Thus there exist two non-
adjacent vertices w1,w2 ∈ (a, b) both adjacent to v. By (PC) each of a, b is adjacent to one of
w1,w2. If both a, b are adjacent to the same vertex, say to w1, then x, y,w1 ∈ (a, b). Thus w1
must be adjacent to one of x, y, say w1 ∼ x. Then the square sw1tw2 and the vertex x contradict
(PC). Thus let a ∼ w1, a w2 and b ∼ w2, bw1. Then however N(v) contains a forbidden F6
induced by a, x, y, b, t,w1.
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and s  a. Then (a, s) contains a K4 induced by v, b, x, y, a contradiction. So s ∼ z and then
s  a, otherwise (b, c) contains K4 induced by v, a, z, s. Now since (s, a) does not have a K4
induced by b, v, x, y, we see that s is not adjacent to one of the vertices x, y, say s  x. But
then N(v) contains an F5 induced by the vertices x, a, b, z, s, c. Thus any new vertex of [b, c]
or [a, c] is not adjacent to v. Take two squares S′ = bvcp and S′′ = avcq . From (PC) one infer
that the vertices p and q are distinct but adjacent and both are adjacent to z. The same condition
implies that p  a, x, y and q  b, x, y.
Applying (IC4) for [y, c] and (PC) for q and [y, c], one conclude that there is a vertex s1 ∈
(y, c) adjacent to q . If s1 ∼ v, then s1 ∈ [v, q] ⊆ [a, c], contrary to what has been concluded
above. Hence s1  v. By (PC) one has p ∼ s1. Now, if b ∼ s1, then s1 ∈ [b, c], implying that
s1 and v are adjacent. Thus b  s1. Applying (PC) to the square pbys1 and the vertices a, x, z,
one conclude that s1  a, x, z. Applying (IC4) for [z, s1] and (PC), one conclude that there exists
a vertex t1 ∈ (z, s1), t1 ∼ y, adjacent to two of the vertices p, c, q . Since t1 ∈ [z, y], t1 is also
adjacent to exactly two of the vertices a, v, b. Now, if t1 ∼ c, then t1 ∈ [c, y], therefore t1 ∼ v. As
t1 is adjacent to a or b, we have t1 ∈ [a, c] ∪ [b, c], which is impossible by what has been shown
above. So, assume t1  c. From (PC) applied to v and the square t1zcs1 we infer that t1  v.
Hence t1 ∼ p,q, a, b, on the other hand, t1  x by (PC) applied to x and the square t1zcs1.
Analogously, there exist vertices s2 and t2, such that s2 ∼ x,p, q, c, t2 ∼ x, s2, a, b, z,p, q
and t2  y, c, v. If t1  t2, then applying (PC) to c and the square t1at2p we infer that c must be
adjacent to t1 or t2. Since this is impossible, we deduce that t1  t2. But then N(z) contains a for-
bidden F6 induced by b, t1, t2, q, v, c. This contradiction completes the proof of the implication
(ii) ⇒ (iii) of Theorem 1.
The interval condition (IC4) and the positioning condition (PC) solely do not character-
ize basis graphs of even -matroids. The following graphs H1 and H2 obey (IC4) and (PC),
nevertheless the neighborhoods of several vertices contain induced 5- or 6-wheels. H1 is the
graph induced by 11 vertices defined in the analysis of case F = F1. We noticed already
that H1 satisfies (IC4) and (PC). Notice also that N(v) contains a 6-wheel induced by the
6-cycle a1b1c2a2b2c1 and centered at w. On the other hand, one can directly check that W5
does not occur in the neighborhoods of vertices of H1. The graph H2 contains 14 vertices
x1, . . . , x4, y1, y2, u1, . . . , u4, v1, . . . , v4, where the x-vertices induce a square, the u- and the
v-vertices induce two K4, and, additionally, ui and vj are adjacent if and only if i = j . Fur-
thermore, y1 ∼ y2 and both y1, y2 are adjacent to all x-vertices. Additionally, y1 is adjacent to
all u-vertices and y2 is adjacent to all v-vertices. Finally, the vertices ui, vi are adjacent to the
vertices of the edge xi, xi+1 (here indices are taken modulo 4). Using the symmetry and the fact
that H2 has diameter 2, one can show that H2 satisfies (IC4) and (PC). On the other hand, N(y2)
contains a 5-wheel induced by v1, v2, x3, y1, x1, x2 and centered at x2. Finally notice that W6
does not occur in the neighborhoods of vertices of the graph H2.
Acknowledgments
I am grateful to one of the anonymous referees for a careful reading of earlier and revised
versions of the manuscript and numerous corrections and insightful comments that helped to
improve the paper. I thank Walter Deuber (postum), Andreas Dress, and Maurice Pouzet, who at
different space–time instances pointed me that the classes of graphs I was investigating “depuis
longtemps” maybe related to matroids and -matroids.
192 V. Chepoi / Journal of Combinatorial Theory, Series B 97 (2007) 175–192References
[1] C. Berge, Graphes et hypergraphes, Dunod, Paris, 1970.
[2] A. Björner, Topological methods, in: R. Graham, M. Grötschel, L. Lovász (Eds.), Handbook of Combinatorics,
vol. II, North-Holland, Amsterdam, 1995, pp. 1819–1872.
[3] A. Björner, M. Las Vergnas, B. Sturmfels, N. White, G. Ziegler, Oriented Matroids, Encyclopedia Math. Appl.,
vol. 46, Cambridge Univ. Press, Cambridge, 1993.
[4] R.F. Booth, A.V. Borovik, I. Gelfand, D.A. Stone, Lagrangian matroids and cohomology, Ann. Comb. 4 (2000)
171–182.
[5] R.F. Booth, A.V. Borovik, I.M. Gelfand, N. White, Oriented Lagrangian matroids, European J. Combin. 22 (2001)
639–656.
[6] A.V. Borovik, I.M. Gelfand, N. White, Coxeter matroid polytopes, Ann. Comb. 1 (1997) 123–134.
[7] A.V. Borovik, I. Gelfand, N. White, Symplectic matroids, J. Algebraic Combin. 8 (1998) 235–252.
[8] A.V. Borovik, I.M. Gelfand, N. White, Coxeter Matroids, Progr. Math., vol. 216, Birkhäuser, Boston, 2003.
[9] A. Bouchet, Greedy algorithm and symmetric matroids, Math. Program. 38 (1987) 147–159.
[10] A. Bouchet, Representability of -matroids, in: Combinatorics, Eger, Hungary, in: Colloq. Math. Soc. János Bolyai,
vol. 52, 1987, pp. 167–182.
[11] A. Bouchet, Matchings and -matroids, Discrete Appl. Math. 24 (1989) 55–62.
[12] A. Bouchet, Maps and -matroids, Discrete Math. 78 (1989) 59–71.
[13] R. Chandrasekaran, S.N. Kabadi, Pseudomatroids, Discrete Math. 71 (1988) 205–217.
[14] J.D. Donald, C.A. Holzmann, M.D. Tobey, A characterization of complete matroid base graphs, J. Combin. Theory
Ser. B 22 (1977) 139–158.
[15] A.W.M. Dress, T. Havel, Some combinatorial properties of discriminants in metric vector spaces, Adv. Math. 62
(1986) 285–312.
[16] A.W.M. Dress, W. Wenzel, Endliche Matroide mit Koeffizienten, Bayreuth. Math. Schr. 26 (1988) 37–98.
[17] I.M. Gelfand, R.M. Goresky, R.D. MacPherson, V.V. Serganova, Combinatorial geometries, convex polyhedra, and
Schubert cells, Adv. Math. 63 (1987) 301–316.
[18] C.A. Holzmann, P.G. Norton, M.D. Tobey, A graphical representation of matroids, SIAM J. Appl. Math. 25 (1973)
618–627.
[19] S.B. Maurer, Matroid basis graphs I, J. Combin. Theory Ser. B 14 (1973) 216–240;
S.B. Maurer, Matroid basis graphs II, J. Combin. Theory Ser. B 15 (1973) 121–145.
[20] S.B. Maurer, Intervals in matroid basis graphs, Discrete Math. 11 (1975) 147–159.
[21] W. Wenzel, -Matroids with the strong exchange conditions, Appl. Math. Lett. 6 (1993) 67–70.
[22] W. Wenzel, Maurer’s homotopy theory for even -matroids and related combinatorial geometries, J. Combin. The-
ory Ser. A 71 (1995) 19–59.
[23] W. Wenzel, Maurer’s homotopy theory and geometric algebra for even -matroids, Adv. Appl. Math. 17 (1996)
27–62.
[24] N.L. White, The Coxeter matroids of Gelfand et al., in: Contemp. Math., vol. 197, 1996, pp. 401–409.
[25] H. Whitney, Congruent graphs and the connectivity of graphs, Amer. J. Math. 54 (1932) 150–168.
