Abstract. In this paper we compute the number of reduced decompositions of certain permutations 2 S n as a product of transpositions (1; 2), (1; 3), : : : , (1; n).
Introduction
Let G be a nite group and B its set of generators. Call a product g = b 1 : : : b l , where each b i 2 B a decomposition of g 2 G of length l. The length l(g) = l B (g) of an element g is the minimum length of its decomposition. We say that a decomposition of g is reduced if it has length l(g). By r(g) = r B (g) we denote the number of reduced decompositions of g 2 G in term of generators in B.
Let G = S n be a symmetric group on n elements. In this paper we nd the number of reduced decompositions of certain permutations in terms of star transpositions. Denote by B = B n the set of star transpositions (1; i) 2 S n , 2 i n.
It is easy to see that B generates the whole symmetric group S n .
Denote by L(q; p 1 ; p 2 ; : : :) the set of permutations 2 S n with cycles of length q, p 1 , p 2 , : : : , q+p 1 +p 2 + = n and such that the rst element belongs to a cycle of length q. Observe that B n is xed under a permutation of the last n ? 1 elements.
Therefore both the length l = l B and the number of reduced decompositions r = r B are constant on the subsets L(q; p 1 ; p 2 ; : : :). We write L(q; p m ) instead of L(q; p; p; : : :; p) (m times).
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Typeset by A M S-T E X Theorem 1.1 Let n = k m + 1, k 2. Then the number of reduced decompositions of a permutation 2 L(1; k m ), 2 S n , in terms of star transpositions in B n is given by the formula:
For example, let = (1)(2; 3)(4; 5) 2 S 2 m+1 . Then the length of is l ( ) = 3 m, the maximal length of all elements in S 2 m+1 . The Theorem claims that the number of reduced decompositions as a product of star transpositions is equal to r ( ) = 2 m (3 m)! (2 m + 1)! In particular, when m = 1 we have two decompositions: (2; 3) = (1; 2) (1; 3) (1; 2) = (1; 3) (1; 2) (1; 3) When m = 2 we have 24 reduced decompositions of (23)(45) which can be also checked directly.
In this paper we give two combinatorial proofs of Theorem 1:1. We relate reduced decompositions to generalized Dyck sequences, k-Catalan paths on a square grid (section 3), rooted plane trees and (k + 1)-ary trees (section 4). We also introduce certain bracket sequences as an intermediary (section 2). Many of these combinatorial objects have been studied earlier, which simpli es our task. Remark 1.2 The analogous problem has been studied for various other generating sets. See St2] for the case of adjacent transpositions and D] for the case of all transpositions. Other generating sets include cycles of bigger length (see St1, GJ2] ).
Note that Theorem 1:1 gives the number of reduced decompositions only in a special case. Finding a general formula is an interesting open problem.
We are grateful to Ira Gessel, Richard Stanley and the referee for helpful remarks. The author was partially supported by the Fannie and John Hertz Foundation.
Reduced decompositions and bracket sequences
We think of elements of S n as of permutations that permute elements according to their places. For example, multiplying a star transposition (1; i) from the right to a permutation means to exchange elements (1) and (i). We also say that we touch element (i) and hit place i. Now we can view each decomposition as a straight line algorithm which exchanges pairs of elements, one at a time.
Let us rst compute the lengths of permutations. Proof. Indeed, break into a product of cycles. Each cycle of length p not containing the rst element 1, can be decomposed into a product of p + 1 star transpositions. If a cycle of length q contains 1, q ? 1 star transpositions su ce. Therefore l (q ? 1) + (p 1 + 1) + + (p m + 1) = n + m ? a ? 1. The opposite inequality follows from the following observation. We need to touch n ? a ? 1 elements that are not xed points or 1. At any time, we say that an element is untouched if it's not 1 and we have not touched it before. Since each time we transpose an element at the rst place with some other element, at a time we cannot touch more than one untouched element. In addition to that, the rst time we touch an element in a cycle some already touched element, which is not in that cycle, gets inside that cycle. At one point this element must get back to the rst place and when this happens no new elements are touched. Therefore we need to use at least (n + m ? a ? 1) transposition which proves the claim.
Denote For example, maps the reduced decomposition (1; 2)(1; 7)(1; 6)(1; 7)(1; 3)(1; 2)(1; 5)(1; 4)(1; 5) of an element = (2; 3)(4; 5)(6; 7) 2 L(1; 2) If a symbol with index i is in between two symbols with index j, so are all symbols with index i, 1 i; j m.
Proof. The rst condition follows immediately from the proof of Lemma 2:1. To prove the second condition, observe that the rst time we hit a cycle, we get an element of that cycle at the rst place. Every next time we hit that cycle we must have an element of that cycle in the rst place or otherwise we would need more than (k +1) m transpositions. Only after we hit the cycle for the last, (k +1)-st time, we get an element on the rst place that was there before the rst hit. Now, nd the rst symbol that lies between two symbols with the same index j, di erent from the index i of the former symbol. From 1) it must be a left bracket i . Therefore in the corresponding decomposition the j-th cycle is now in the i-th cycle and the only way we can hit the j-th cycle again is by having it back. But before that, we must make the last hit of the j-th cycle. In terms of symbols, it means that we must also have ] i before the next symbol with index j. This proves the second condition.
Lemma 2.3 Let (k; m) be the set of bracket sequences described by conditions 1), 2) in Lemma 2:2. Then the map : R ( Proof. In order to nd an element of the preimage ?1 ( ) we need to assign to each symbol in with index i a transposition which hits the i-th cycle. There are k ways to do that since every such transposition is determined by the transposition assigned to the left bracket i . Recall that has m cycles, which implies that j ?1 ( )j k m .
The opposite inequality is proved by the following argument. Consider the rightmost left bracket in . By condition 2), this and the following k symbols must be associated with the last cycle of to be hit. These symbols can be replaced by the corresponding k star transpositions in exactly k ways, since once the rst transposition is chosen the positions of the others are xed. Now remove this cycle and use induction. For example, there are three di erent plane trees in P(2; 2) (see Figure 1) . When k = 1 we get ordinary plane trees.
It is easy to nd a surjective map : (k; m) ! P(k; m). Indeed, let left brackets correspond to white nodes and vertical lines to black nodes. Whenever we have a left bracket i between two symbols with index j, place a node corresponding to i to be a son of a node corresponding to j in a location which respects the left to right ordering. An example is shown in Figure 2 . We omit the details.
Note that disregards indices of the symbols. Thus the preimage of each plane tree in P(k; m) contains exactly m! bracket sequences. 
