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Abstract
We construct the Segal-Bargmann transform on the direct limit of the Hilbert
spaces {L2(Mn)Kn}n where {Mn = Un/Kn}n is a propagating sequence of sym-
metric spaces of compact type with the assumption that Un is simply connected
for each n. This map is obtained by taking the direct limit of the Segal-Bargmann
tranforms on L2(Mn)
Kn, n = 1, 2, .... For each n, let Ûn be the set of equivalence
classes of irreducible unitary representations of Un and let Ûn/Kn ⊆ Ûn be the set
ofKn-spherical representations. The definition of the propagation gives a nice prop-
erty allowing us to embed Ûn/Kn into Ûm/Km for m ≥ n in a natural way. With
these embeddings, we can produce the unitary embeddings from L2(Mn)
Kn into
L2(Mm)
Km for m ≥ n. Hence, the direct limit of the Hilbert spaces {L2(Mn)Kn}n
is obtained in the category of Hilbert spaces and unitary embeddings and we can
construct the Segal-Bargmann transform on the resulting limit in a canonical way.
v
Chapter 1
Introduction
It is well-known that a solution of the heat equation
∆xu(x, t) =
∂u
∂t
(x, t), (x, t) ∈ Rn × (0,∞)
with the initial condition
lim
t→0+
u(x, t) = f(x), x ∈ Rn
where f is a function in L2(Rn) is given by f ∗ ht. Here ht is the heat kernel which
is a fundamental solution of the heat equation.
The Segal-Bargmann transform on L2(Rn) is defined by sending a function
f ∈ L2(Rn) to the holomorphic extension to Cn of f ∗ ht. The original version
of this transform was first studied by Bargmann in [5] where Bargmann considered
(with a slightly different normalization) the map, which we refer as the Bargmann
transform,
L2(Rn) ∋ f 7→ the holomorphic extension of ((f
√
ht) ∗ ht).
The images of the Segal-Bargmann transform and the Bargmann transform are
not the same. However, they are unitarily isomorphic. These images, which we
call the Fock spaces, are the Hilbert spaces of holomorphic functions. The Segal-
Bargmann transform and the Bargmann transform are unitary isomorphisms onto
their images. There is also another version of the Segal-Bargmann transform where
we consider the domain to be the space L2(Rn, ht(x)dx), i.e. the L
2-space with the
heat kernel measure. The formular of this version is given by
L2(Rn, ht(x)dx) ∋ f 7→ the holomorphic extension of (f ∗ ht).
The image of this transform is the same as the image of the Bargmann transform.
In fact, all three versions of these tranforms are related by a commutative diagram.
The history of the Segal-Bargmann transforms in the classical case can be found
in [28] and [29].
In [27], Hall gave the generalizations of the Segal-Bargmann transforms to the
compact group case. In particular, Hall studied the Segal-Bargmann transform on
L2(U), where U is an arbitrary compact connected Lie group. The Segal-Bargmann
tranform of f ∈ L2(U) is the holomorphic extension of f∗ht to the complexification
UC of U . Again ht is the heat kernel on U . It is well-known that f ∗ ht is a
solution of the heat equation on U with the initial condition f . In [27], Hall showed
that the Segal-Bargmann transform is a unitary isomorphism from L2(U) onto
1
O(UC) ∩ L2(UC, νt) where O(UC) denotes the space of holomorphic functions on
UC and νt is the U -average heat kernel on UC. Analogous results for compact
symmetric spaces are given by Stenzel in [56] where he worked directly in the level
of symmetric spaces.
Hall also considered in [27] the case of quotient spaces U/K where K is any
closed, connected subgroup of U by applying the Segal-Bargmann transform for
U and restricting to K-invarint functions. This consideration also gives the same
transform for a compact symmetric space as the one given by Stenzel. The image of
the Segal-Bargmann transform is a Hilbert space of holomorphic functions on the
complexification UC/KC of U/K. However, the ways of describing the measures
on UC/KC for the image of the Segal-Bargmann tranform in Hall’s setting and
Stenzel’s setting are different. Hall used the heat kernel measure on the symmet-
ric space UC/U while Stenzel used the heat kernel measure on the non-compact
dual G/K of compact symmetric space U/K to explain the image of the Segal-
Bargmann transform. In fact, those measures coincide by using the method of M.
Flensted-Jensen ([22]). For more details about this discussion, we refer to [29] and
[61].
Another proof that the Segal-Bargmann transform for a compact symmetric
space is unitary where the image is described by the heat kernel measure on the
dual non-compact symmetric space was given by Faraut in [15]. Faraut used the
Gutzmer’s formula and the Laurent series on the complexification UC/KC of U/K,
which were introduced by Lassalle in [40], to prove the unitarity of the Segal-
Bargmann transform.
The restriction principle was first introduced by Ólafsson and Ørsted in [45] to
give another proof of the unitarity of the Segal-Bargmann transform in the compact
group case with the assumption that the explicit formula for the reproducing kernel
of the Fock space were known.
In this thesis, we give another proof of the unitarity of the Segal-Bargmann
transform for a compact symmetric space. Our approach employs the restriction
principle and some integration formulas collected in [15]. In our method, we do
not assume the explicit formula of the reproducing kernel for the Fock space. We
do not use the Gutzmer’s formula in our proof either. In summary, we use the
straightforward calculations to prove that the Segal-Bargmann transform is an
isometry and then apply the restriction principle to show the surjectivity of the
Segal-Bargmann transform.
We are also interested in the construction of the Segal-Bargmann transform in
the infinite dimensional case. There are some works on constructing the heat kernel
measure on the direct limit of some complex groups. In [26], Gordina consructed
the Fock space on SO(∞,C), using the heat kernel measure determined by an inner
product on the Lie algebra so(∞,C). There is also a work on constructing the heat
kernel measure on the projective limits of symmetric spaces of non-compact type.
In [52], Sinton developed the theory of a spherical Fourier transform for measures
on certain projective limits of symmetric spaces of non-compact type and applied
this theory to obtain a heat kernel measure on the limit space.
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However, the infinite dimensional consideration in this thesis differs from the
natural one. In stead of looking at the L2-space of functions on U∞/K∞ where U∞
and K∞ are the direct limits of the sequences of compact groups Un and Kn re-
spectively in the category of Lie groups, we consider the direct limit of the Hilbert
spaces L2(Un/Kn), n = 1, 2, .... By using the result of Wolf in [68] where we consider
the nice sequence of symmetric spaces of compact type, we can construct the direct
limit of {L2(Un/Kn)Kn} in the category of Hilbert spaces and unitary embeddings.
This construction is valid because the highest weights behave appropriately be-
tween each level in the direct system and the harmonic analysis on L2(Un/Kn) has
the simple formula. Then we obtain the Segal-Bargmann transform on the direct
limit.
Chapter 2 provides the self-contained discussion for the Segal-Bargmann trans-
forms in the classical case. We give two difference proof of the unitarity of the
Segal-Bargmann transform. The relations between the three versions of the Segal-
Bargmann transforms are given in term of the commutative diagram. At the end
of this chapter, we present an application of the Segal-Bargmann transforms allow-
ing us to construct the Hermite polynomials and Hermite functions as the bases
for the spaces L2(Rn, ht(x)dx) and L
2(Rn) respectively. We also define the Fourier
transforms on the Fock spaces.
In Chapter 3, we give and prove a version of the restriction principle for general
connected complex manifolds. Then we apply the restriction principle to give yet
another proof of the unitarity of the Segal-Bargmann transform in the classical
case. Chapter 4 contains another proof of the unitarity of the Segal-Bargmann
transform for a compact symmetric space. We show how to obtain harmonic anal-
ysis of compact symmetric spaces from the harmonic analysis of compact groups.
Then we give the formulas for the Segal-Bargmann transform in term of the holo-
morphic extension of a solution of the heat equation on a compact symmetric space
and in term of the series of the holomorphic functions. Using the integration for-
mulas in [15], some results in [57], and the restriction principle, we prove that the
Segal-Bargmann transform is a unitary isomorphism at the end.
Our main results are presented in Chapter 5. We first consider a propagating se-
quence Mn = Un/Kn of symmetric spaces of compact type defined in [46]. Then use
the Cartan-Helgason theorem to get the parametrizations of the Kn-spherical rep-
resentations of the symmetric spaces Mn = Un/Kn. These parametrizations behave
nicely on each level in the propagating sequence. This allows us to define the uni-
tary embedding on each level in order to get the direct system of {L2(Un/Kn)Kn}n
and hence obtain the direct limit in the category of Hilbert spaces and unitary
embedding. We then define the Segal-Bargmann on the resulting direct limit.
Finally, we mention that the materials in Chapter 2 and 3 can also be found
in the forthcoming book “The Segal-Bargmann Transform On Euclidean Space
And Generalizations, An Introduction to Harmonic Analysis and Hilbert Spaces
of Holomorphic Functions” by G. Ólafsson [44]. This book contains several aspects
of the Segal-Bargmann transforms and their generalizations espectially the con-
nection to representation theory and infinite dimensional analysis. There are also
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discussions on the heat equation and the Segal-Bargmann transform on Rieman-
nian symmetric spaces and the more general framework of the Heckmann-Opdam
theory of hypergeometric functions associated to root systems.
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Chapter 2
The Segal-Bargmann Transform for Rn
2.1 Introduction
The materials of this chapter can also be found in the forthcoming book [44].
This book is the main reference of this chapter. We first give the discussion of the
heat equation on Rn in Section 2.2. Then define the Segal-Bargmann transform on
L2(Rn) in Section 2.3. Section 2.4 give the notion of the Hilbert space of holomor-
phic functions. We also prove some properties of the Hilbert space of holomorphic
functions in this section. Then we use these results to define the Fock spaces in
Section 2.5. The formulas of the reproducing kernels for the Fock spaces are given
explicitly and then we prove the unitarity of the Segal-Bargmann transform. Sec-
tion 2.6 present another proof the unitarity of the Segal-Bargmann transform. We
define the other two versions of the Segal-Bargmann transform and prove their
relations in term of the commutative diagram in Section 2.7. Finally in Section
2.8, we obtain the Hermite polynomials and the Hermite functions from the Segal-
Bargmann transforms. We define the Fourier transforms on the Fock spaces at the
end of this chapter. We use the notation Z+ for the set {0, 1, 2, ...}.
2.2 The Heat Equation on Rn
Let ∆x =
n∑
j=1
∂2
∂x2j
be the Laplacian on Rn. The heat equation on Rn is the following
Cauchy problem:
∆xu(x, t) =
∂u
∂t
(x, t), (x, t) ∈ Rn × (0,∞) (2.1)
lim
t→0+
u(x, t) = f(x), x ∈ Rn (the initial condition)
where f is a function in L2(Rn).
To solve the heat equation, we formally apply the Fourier transform in the
variable x. We use the formula for the Fourier transform of a function g ∈ L1(Rn)
as the following :
ĝ(λ) = (2π)−
n
2
∫
Rn
g(x)e−ix·λdx.
Then we have the Fourier inversion formula: if f ∈ L1(Rn) and f̂ ∈ L1(Rn), then
f equals to a continuous function f0 almost everywhere and
(f̂)∨ = (f∨)b = f0
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where we define
g∨(x) = ĝ(−x) = (2π)−n2
∫
Rn
g(λ)eiλ·xdx
for any g ∈ L1(Rn). Therefore, if f ∈ L1(Rn) and f̂ = 0, then f = 0 almost
everywhere. It follows that ·̂ is one-to-one on L1(Rn).
Moreover, by the Plancherel’s theorem, we have
·̂ : L1(Rn) ∩ L2(Rn)→ L2(Rn)
and the map ·̂ |L1(Rn)∩L2(Rn) extends uniquely to a unitary isomorphism F on
L2(Rn). We call F the Fourier transform on L2(Rn). For the theory of Fourier
analysis on Rn, we refer to Chapter 8 in [21].
Now we formally take the Fourier transform in the x variable in (2.1) and dif-
ferentiate under the integral sign formally to get
− |λ|2 û(λ, t) =
(
n∑
j=1
i2λ2j
)
û(λ, t) = ∆̂xu(λ, t) =
∂̂u
∂t
(λ, t) =
∂û
∂t
(λ, t).
For simplicity, we assume from now on that f is also in L1(Rn). Next we take the
Fourier transform in x-variable in the initial condition to get û(λ, 0) = f̂(λ). So the
Fourier transformation leads to the ordinary differential equation (in t-variable)
∂û
∂t
(λ, t) = − |λ|2 û(λ, t)
with the initial condition û(λ, 0) = f̂(λ). The solution of this differential equation
is
û(λ, t) = f̂(λ)e−t|λ|
2
. (2.2)
Since f̂(λ)e−t|λ|
2 ∈ L1(Rn) by Hölder’s inequality, if we assume that u(·, t) ∈
L1(Rn) ∩ C(Rn) for each t ∈ (0,∞), then by the Fourier inversion formula we get
u(x, t) = (2π)−
n
2
∫
Rn
f̂(λ)e−|λ|
2teiλ·xdλ. (2.3)
Another way to obtain u(x, t) from (2.2) is to use the following properties of
Fourier transform on L1(Rn):
1. If g(x) = e−|x|
2/2, then ĝ = g.
2. For a > 0 and g ∈ L1(Rn), if g(x) = h(ax), then ĝ(λ) = a−nĥ(λ/a).
3. ĝ ∗ h = (2π)n/2ĝĥ for g, h ∈ L1(Rn).
6
We have
û(λ, t) = f̂(λ)e−t|λ|
2
= f̂(λ)e−|
√
2tλ|2/2
= f̂(λ)(
√
2t)−n(e−|x/
√
2t|2/2)b (λ)
= (2π)n/2
{
f̂(λ)(4πt)−n/2 ̂e−|x|2/4t(λ)
}
.
By the above Property 3 and the one-to-one property of ̂ , we have
u(x, t) = (f ∗ ht)(x) = (4πt)−
n
2
∫
Rn
f(y)e−|x−y|
2/4tdy.
where
ht(x) = (4πt)
−n
2 e−
|x|2
4t ,
the heat kernel on Rn.
By a direct calculation, the heat kernel ht(x) satisfies equation (2.1), that is(
∆− ∂
∂t
)
ht = 0. In fact, the heat kernel ht is the solution to the heat equation
with f = δ0 and ht can be wrtten as (cf. (4.17))
ht(x) = (2π)
−n
2
∫
Rn
e−|λ|
2teiλ·xdλ. (2.4)
Now we can drop the assumption f ∈ L1(Rn) since the function f ∗ ht still
makes sense for f ∈ L2(Rn). Note that by Young’s inequality, f ∗ ht ∈ L2(Rn). By
a straightforward computation, we see that
∆x (ht(x− y)) =
(x− y)2e− (x−y)
2
4t
4t2(4πt)
n
2
− ne
− (x−y)
2
4t
2t(4πt)
n
2
=
∂
∂t
(ht(x− y)) ,
where we write
x2 = x21 + x
2
2 + . . .+ x
2
n
for any x = (x1, . . . , xn) ∈ Rn.
To show that for f ∈ L2(Rn), f ∗ ht satisfies the heat equation, we want to pass
the Laplacian ∆x and the partial derivative
∂
∂t
inside the integral sign of f ∗ ht.
A way of justification in this passing is to find some upper bound L1-functions for
∆x(ht(x− y)) uniformly in x and for
∂
∂t
(ht(x− y)) uniformly in t. Then, by using
the dominated convergence theorem and the mean value theorem, we can pass ∆x
and the
∂
∂t
inside the integral sign of f ∗ ht. The following rough estimates work
for our propose when f ∈ L2(Rn) : for 0 < ǫ ≤ t ≤ δ where 0 < ǫ < δ are arbitary,
|∂t (f(y)ht(x− y))| ≤ |f(y)|
(x− y)2e− (x−y)
2
4δ
4ǫ2(4πǫ)
n
2
+ |f(y)|ne
− (x−y)
2
4δ
2ǫ(4πǫ)
n
2
,
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and for |x| ≤ ρ, where ρ > 0 is arbitary,
|∆x (f(y)ht(x− y))| ≤



|f(y)| |∆x (ht(x− y))| , |y| ≤ ρ,
|f(y)|(|y|+ ρ)
2e−
(|y|−ρ)2
4t
4t2(4πt)
n
2
+ |f(y)|ne
− (|y|−ρ)
2
4t
2t(4πt)
n
2
, |y| > ρ.
The bound for the first estimate is integrable by Hölder’s inequality. The first part
of the bound for the second estimate is integrable on |y| ≤ ρ since |∆x(ht(x− y))|
is uniformly bounded on |x| ≤ ρ, |y| ≤ ρ and f is integrable on |y| ≤ ρ (by Hölder’s
inequality). The second part of the above estimation is also in L2(Rn) by Hölder’s
inequality. Therefore,
∆x (f ∗ ht) = ∆x
(∫
Rn
f(y)ht(x− y)dy
)
=
∫
Rn
f(y)∆x(ht(x− y))dy
=
∫
Rn
f(y)
∂
∂t
(ht(x− y))dy
=
∂
∂t
∫
Rn
f(y)ht(x− y)dy
=
∂
∂t
(f ∗ ht) .
So f ∗ ht satisfies equation (2.1). The heat kernel ht is a good kernel. In fact,
it can be used as an approximate identity as it satisfies the initial condition
lim
t→0+
f ∗ ht = f ∈ L2(Rn) ; this equality holds a.e. since we regard f ∈ L2(Rn)
; in fact the initial condition above holds by using the fact from approximate iden-
tity, see [21], Theorem 8.15. Therefore, u(x, t) = (f ∗ ht)(x) is indeed a solution of
the heat equation with the initial function f ∈ L2(Rn).
Remark. We note that the solution f ∗ ht is not the only solution of the heat
equation with inital value f . For example, if n = 1 and f = 0, then the function
u(x, t) =
x
t
ht(x)
satisfies the heat equation for t > 0 with lim
t→0+
u(x, t) = 0 for every x but u is
not continuous at the origin (0, 0). This example illustrates non-uniqueness of the
solution of the heat equation with initial value 0. In fact the uniqueness is obtaied
if we put some continuity assumption and a certain growth condition to u. We
refer to [10] on page 58 and [53] on pages 164, 171-173 for more information about
the uniqueness of the solution.
Another useful property of ht is that if g ∈ Cc(R), then lim
t→0+
g ∗ht = g uniformly
on R. This fact can be used to prove the Weierstrass approximation theorem. (It
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is just a matter of classical approximate identity kernels and it shows up naturally
when solving the heat equation and it was used by Weierstrass in proving his
approximation theorem.)
We introduce the following notation. For z = (z1, z2, . . . , zn) ∈ Cn, we defind
z2 = z1
2 + z2
2 + · · ·+ zn2.
Then for x = (x1, ..., xn) ∈ Rn,
x2 = x1
2 + x2
2 + · · ·+ xn2 = |x|2.
These notation for x2 and z2 have an advantage that they reflex a fact that the
heat kernel
ht(x) = (4πt)
−n
2 e−
|x|2
4t = (4πt)−
n
2 e−
(x1
2+x2
2+···+xn2)
4t = (4πt)−
n
2 e−
x2
4t
where x = (x1, . . . , xn) ∈ Rn has a holomorphic extension
h̃t(z) = (4πt)
−n
2 e−
z2
4t
on Cn. We note that the function
(4πt)−
n
2 e−
|z|2
4t = (4πt)−
n
2 e−
z·z
4t
is not a holomorphic continuiation of ht(x). In the next section, we will use this
holomorphic extension h̃t to construct the holomorphic extension of a solution of
the heat equation u(x, t) = (f ∗ ht)(x).
2.3 The Segal-Bargmann Transform on L2(Rn)
From now on, the variable t is always positive throughout all chapters.
Lemma 2.1. Let Ω be a non-empty open subset of Rn. Assume that U is a non-
empty open set in Cn and f : U × Ω −→ C has the following properties:
(1) for each z ∈ U , the function x 7→ f(z, x) is in L1(Ω),
(2) for each x ∈ Ω, the function z 7→ f(z, x) is holomorphic on U , and
(3) for every z0 ∈ U , there exist a neighborhood W of z0 with W ⊆ U and a
non-negative function g ∈ L1(Ω) such that for all z ∈ W , |f(z, ·)| ≤ g(·) on Ω.
Then the function
F (z) =
∫
Ω
f(z, x) dx
is holomorphic on U .
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Proof. By Hartogs’ Theorem on separate holomorphicity, it suffices to show that
the function F (z) is holomorphic in each variable zj when the other coordinates
zk for k 6= j are fixed. Let a = (a1, ..., an) ∈ U and let j ∈ {1, 2, ..., n}. Define
Uj := {z ∈ C|(a1, ..., aj−1, z, aj+1, ..., an)},
and F |j : Uj −→ C by z 7→ F (a1, ..., aj−1, z, aj+1, ..., an). Then Uj is open in C.
We show that F |j is holomorphic on Uj . Let (a1, ..., aj−1, w, aj+1, ..., an) ∈ Uj .
Then by assumption (3), there is an r > 0 and g ∈ L1(Ω) such that
|f(a1, ..., aj−1, z, aj+1, ..., an, x)| ≤ g(x)
for all |z − w| ≤ r and all x ∈ Ω. For simplicity, we let
h(z, x) = f(a1, ..., w + z, ..., an, x)
for |z| ≤ r and x ∈ Ω. By the one-dimensional Cauchy integral formula we get for
|z| < r/2 and x ∈ Ω,
∣∣∣∣
f(a1, ..., w + z, ..., an, x)− f(a1, ..., w, ..., an, x)
z
∣∣∣∣ =
∣∣∣∣
h(z, x)− h(0, x)
z
∣∣∣∣
and
∣∣∣∣
h(z, x)− h(0, x)
z
∣∣∣∣ =
∣∣∣∣
1
2πi
1
z
∮
|ξ|=r
(
h(ξ)
ξ − z −
h(ξ, x)
ξ
)
dξ
∣∣∣∣
=
∣∣∣∣
1
2πi
∮
|ξ|=r
h(ξ)
ξ(ξ − z) dξ
∣∣∣∣
≤ 1
2π
∮
|ξ|=r
|f(a1, ..., w + ξ, ..., an, x)|
|ξ||ξ − z| |dξ|
≤ 1
2π
∮
|ξ|=r
g(x)
r(r/2)
|dξ|
= 2g(x)/r.
Therefore, by the dominated convergence theorem, we can interchange the limit
and the integral to get
(F |j)′(w) = lim
z→0
(F |j)(w + z)− (F |j)(w)
z
= lim
z→0
∫
Ω
f(a1, ..., w + z, ..., an, x)− f(a1, ..., w, ..., an, x)
z
dx
=
∫
Ω
lim
z→0
f(a1, ..., w + z, ..., an, x)− f(a1, ..., w, ..., an, x)
z
dx
=
∫
Ω
∂jf(a1, ..., aj−1, w, aj+1, ..., an, x) dx.
This completes the proof.
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Theorem 2.2. For every f ∈ L2(Rn), the function f̃ ∗ ht : Cn −→ Cn defined by
(f̃ ∗ ht)(z) =
∫
Rn
f(y)h̃t(z − y)dy = (4πt)−
n
2
∫
Rn
f(y)e−(z−y)
2/4tdy
is the analytic continuation to Cn of f ∗ ht.
Proof. Let R > 0 and z = x+ iy with x, y ∈ Rn and |x|, |y| ≤ R. Then
|e−(z−v)2/4t| = e−(|x|2−|y|2+|v|2−2x·v)/4t
≤ e−(|x|2−|y|2+|v|2−2R|v|)/4t
≤ e(|y|2−|x|2+R2)/4t · e−(|v|−R)2/4t)
≤ e3R2/4t · e−(|v|−R)2/4t.
Hence,
|f(v)e−(z−v)2/4t| ≤ e3R2/4t · e−(|v|−R)2/4t)|f(v)|.
The function on the right hand side is integrable (by Hölder’s inequality) and
independent of z. Since R is arbitrary and the function z 7→ f(v)e−(z−v)2/4t is
holomorphic, by the previous lemma, it follows that the map
z 7−→ (4πt)−n2
∫
Rn
f(y)e−(z−y)
2/4tdy
is holomorphic on Rn.
We define the Segal-Bargmann transform Ht on L
2(Rn) by
Ht(f) = f̃ ∗ ht.
Then Ht : L
2(Rn) −→ O(Cn). We would like to find the image of the Segal-
Bargmann transform, Ht(L
2(Rn)).
2.4 Hilbert Spaces of Holomorphic Functions
Let D be a domain (open and connected) in a complex manifold M . The space
O(D) of holomorphic functions on D is a topological vector spaces equipped with
the topology of uniform convergence on compact subsets which is defined by the
seminorms
pQ(F ) = sup
x∈Q
|F (z)|
as Q ranges over compact subsets of D.
A Hilbert space of holomorphic functions on D is a subspace H of O(D) which
is equipped with the structure of a Hilbert space such that the embedding
H →֒ O(D)
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is continuous, which means that: for every compact set Q ⊂ D there is a constant
CQ such that
∀F ∈ H ∀z ∈ Q, |F (z)| ≤ CQ||F ||H.
Therefore, if Fn → F in H, then Fn → F uniformly on compact subsets of D.
LetH ⊆ O(D) be a Hilbert space of holomorphic functions on D. Then for every
w ∈ D, the evaluation map evw : H −→ C defined by
evw(F ) = F (w), F ∈ H
is a bouned linear functional onH. Therefore, by the Riesz representation theorem,
for each w ∈ D there exists a unique function Kw ∈ H such that
F (w) = 〈F,Kw〉H, F ∈ H.
The kernel K, K(z, w) = Kw(z), is called the reproducing kernel of H. The repro-
ducing kernel K has the properties
K(z, w) = 〈Kw, Kz〉H = 〈Kz, Kw〉H = K(w, z),
K(z, z) = ||Kz||2 ≥ 0
for all z, w ∈ D. Thus, K(z, w) is holomorphic in z, antiholomorphic in w. By
Hartogs’s theorem, it follows that K(z, w) is holomorphic on D×D. In particular,
the kernel K is continuous on D ×D.
Proposition 2.3. Let M be a connected complex manifold. Suppose that there
is a continuous strictly positive measure ρ on M , i.e. in each chart, ρ has a
continuous strictly positive density with respect to the Lebesgue measure. Then,
O(M) ∩ L2(M, ρ) is a Hilbert space of holomorphic functions.
Remark. We define the set O(M) ∩ L2(M, ρ) as follows:
O(M) ∩ L2(M, ρ) =
{
F ∈ O(M) : ||F ||22 =
∫
M
|F (z)|2dρ(z) <∞
}
.
Note that since ρ is a continuous strictly positive measure, if F and G are in
O(M)∩L2(M, ρ) and F = G a.e., then we must have F = G everywhere. Therefore,
we can consider the space O(M) ∩ L2(M, ρ) as a subspace of L2(M, ρ) and the
notation O(M) ∩ L2(M, ρ) is somewhat legitimate to use.
Proof. Suppose that the complex manifoldM has dimension n. Let Q be a compact
subset of M . For each z ∈ Q, let (ϕz,Uz) be a chart such that z ∈ Uz. We can
assume that ϕz(z) = 0 for every z ∈ Q. For each z ∈ Q, let rz = ((rz)1, ..., (rz)n) ∈
(R+)n be such that Prz(0) ⊆ ϕz(Uz) where Prz(0) is a polydisc {w ∈ Cn : |wj| <
(rz)j, j = 1, ..., n}. Let Vz = (ϕz)−1(P 1
2
rz(0)) ⊂ Uz for each z ∈ Q. Then Vz
is open in M for all z ∈ Q. Then ⋃z∈Q Vz is an open cover of Q. Since Q is
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compact, Q ⊆ ⋃lj=1 Vzj for some zj ∈ Q, j = 1, ..., l. Moreover, Q ⊆
⋃l
j=1 Vzj .
Note that each Wj := Vzj is compact since Vzj = (ϕz)
−1(P 1
2
rzj
(0)) and P 1
2
rzj
(0) is
compact in Cn. Therefore, the compact set Q can be covered by a finite union of
compact sets homeomorphic to P 1
2
rzj
(0). It is therefore enough to show that for
each j ∈ {1, ..., l}, there exists a constant Cj > 0 such that |F (w)| ≤ Cj||F || for all
F ∈ O(M)∩L2(M, ρ) and for all w ∈Wj = Vzj . For simplicity, we write ϕj = ϕzj ,
Uj = Uzj and r(j) = rzj for all j = 1, ..., l.
Pick an ε > 0 such that ε < min{1
2
r(j)k : j = 1, ..., l, k = 1, ..., n}. For simplicity,
we write just ε = (ε, ..., ε). Fix j ∈ {1, ..., l}. Let F ∈ O(M)∩L2(M, ρ) and w ∈Wj .
Note that Pε(ϕj(w)) ⊂ P 1
2
r(j)+ǫ(0) ⊂ ϕj(Uj). Since F ◦ ϕj is holomorphic, by the
Cauchy integral formula if t = (t1, ..., tn) with 0 < tk ≤ ε for all k = 1, ..., n, then
(F ◦ ϕj)(ϕj(w)) =
1
(2πi)n
∮
∂(Pt(ϕj(w)))
(F ◦ ϕj)(ξ)
(ξ − ϕj(w))1
dξ
=
1
(2π)n
∫ 2π
0
...
∫ 2π
0
(F ◦ ϕj)(t1eiθ1, ..., tneiθ) dθ1...dθn.
Thus, using polar coordinates on each of the discs {ξk : |ξk − ϕj(w)k| ≤ ε}, we get
∫
Pǫ(ϕj(w))
(F ◦ ϕ−1j )(ξ)dξ
=
∫
[0,ǫ]n
∫
[0,2π]n
(F ◦ ϕ−1j )(t1eiθ1 , ..., tneiθ)t1 · · · tndθ1...dθndt1...dtn
= (2π)n
∫
[0,ǫ]n
(F ◦ ϕ−1j )(ϕj(w))t1 · · · tndt1...dtn
= (πǫ2)n(F ◦ ϕ−1j )(ϕj(w)).
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By the assumption that in each chart, ρ has a continuous strictly positive density
with respect to the Lebesgue measure, it follows that
|F (w)|
= |(F ◦ ϕ−1j )(ϕj(w))|
≤ 1
(πǫ2)n
∫
Pǫ(ϕj(w))
|(F ◦ ϕ−1j )(ξ)|dξ
=
1
(πǫ2)n
∫
Pǫ(ϕj(w))
|(F ◦ ϕ−1j )(ξ)|(Dϕj(ξ))−1/2(Dϕj (ξ))1/2dξ
≤ 1
(πǫ2)n
(∫
Pǫ(ϕj(w))
(Dϕj (ξ))
−1dξ
)1/2(∫
Pǫ(ϕj(w))
|(F ◦ ϕ−1j )(ξ)|2(Dϕj (ξ))dξ
)1/2
=
1
(πǫ2)n
(∫
Pǫ(ϕj(w))
(Dϕj (ξ))
−1dξ
)1/2(∫
ϕ−1j (Pǫ(ϕj(w)))
|F (z)|2dρ(z)
)1/2
≤ 1
(πǫ2)n


∫
P 1
2 r(j)+ǫ
(0)
(Dϕj (ξ))
−1dξ


1/2
||F ||2
≤ Cj||F ||2,
where Dϕj is the continuous strictly positive density with respect to the chart
(ϕj,Uj) and
Cj =
1
(πǫ2)n
[
Vol
(
P 1
2
r(j)+ǫ(0)
)
·max
{
(Dϕj (ξ))
−1 : ξ ∈ P 1
2
r(j)+ǫ(0)
}]1/2
<∞.
Therefore, if we let CQ = max{Cj : j = 1, ..., l}, then |F (z)| ≤ CQ||F ||2 for all
z ∈ Q and all F ∈ O(M) ∩ L2(M, ρ). Since Q is arbitrary, this statement holds
for every compact subset of M . From this it follows that if (Fn) is a sequence
in O(M) ∩ L2(M, ρ) such that Fn → F in L2(M, ρ), then Fn → F uniformly on
compact subsets of M which implies that F ∈ O(M) ∩ L2(M, ρ). Thus, O(M) ∩
L2(M, ρ) is a closed subspace of L2(M, ρ). Hence, O(M) ∩ L2(M, ρ) is a Hilbert
space of holomorphic functions.
If we can find a countable orthonormal basis for a Hilbert space of holomorphic
functions, then the next proposition gives us a formula for the reproducing kernel.
First, we prove the following lemma which is known as Dini’s theorem.
Lemma 2.4 (Dini’s Theorem). Let X be a compact topological space and (fn)
∞
n=1
an increasing sequence of continuous functions fn : X → Rn, such that fn converges
pointwise to a continuous function on X. Then fn converges uniformly to f on X.
Proof. Let ǫ > 0. For each n, let Un = {x ∈ X | |fn(x) − f(x)| < ǫ}. Since
each fn and f are continuous, Un is open for each n. Moreover,
⋃∞
n=1 Un = X
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because fn → f on X. Therefore, {Un} is an open cover for X. But X is compact,
some finite collection of Un’s suffices to cover X. Since fn is increasing to f and
f − fn+1 = (f − fn) + (fn− fn+1), Un ⊆ Un+1 for all n. Thus, we have X = UN for
some N . Therefore, if n ≥ N and x ∈ X, then
|fn(x)− f(x)| = (f(x)− fN (x)) + (fN(x)− fn(x)) < ǫ+ (fN (x)− fn(x)) ≤ ǫ.
Hence, fn converges uniformly to f on X.
Proposition 2.5. Let D be a domain in a complex manifold M and H ⊆ O(D)
be a Hilbert space of holomorphic functions on D. Suppose that H has a countable
orthonormal basis {ϕn}∞n=1. Then
K(z, w) =
∞∑
n=1
ϕn(z)ϕn(w).
The series converges absolutely and uniformly on compact subsets of D ×D.
Proof. Since {ϕn}∞n=1 is an orthonormal basis of H, for each w ∈ D
Kw =
∞∑
m=1
(〈Kw, ϕn〉H)ϕn =
∞∑
n=1
ϕn(w)ϕn.
The series converges for the topology of H, hence for the topology of O(D). There-
fore, for each w ∈ D,
Kw(z) =
∞∑
n=1
ϕn(w)ϕn(z)
where the series converges uniformly on compact subsets of D. In particular, we
obtain the pointwise convergence on D ×D: for every z, w ∈ D,
K(z, w) =
∞∑
n=1
ϕn(z)ϕn(w).
It remains to show that the convergence is uniform on compact subsets of D×D.
From the reproducing property of the kernel K it follows that
〈ϕn, Kw〉H = ϕn(w),
and hence by the Parseval’s identity we obtain
∞∑
n=1
|ϕn(w)|2 =
∞∑
n=1
|〈ϕn, Kw〉H|2 = ||Kw||2H = K(w,w).
Since the map w 7−→ K(w,w) is continuous on D × D, by Dini’s theorem the
convergence
∞∑
n=1
|ϕn(w)|2 = K(w,w)
15
is uniform on every compact subset of D. Now let A be any compact subset of
D × D and let ǫ > 0 be given. Then π1(A) and π2(A) are compact subsets of D
wher π1 and π2 are the canonical projections to the first coordinate and to the
second coordinate respectively. Therefore, there is a positive integer L such that
for all M ≥ L and N ≥ L with M > N ,
M∑
n=N
|ϕn(z)|2 < ǫ and
M∑
n=N
|ϕn(w)|2 < ǫ
for all z ∈ π1(A) and for all w ∈ π2(A). Thus, for all M ≥ L and N ≥ L with
M > N and for all (z, w) ∈ A,
∣∣∣∣∣
M∑
n=N
ϕn(z)ϕn(w)
∣∣∣∣∣ ≤
M∑
n=N
|ϕn(z)||ϕn(w)|
≤
(
M∑
n=N
|ϕn(z)|2
)1/2( M∑
n=N
|ϕn(w)|2
)1/2
< (ǫ)1/2(ǫ)1/2
= ǫ.
Hence,
(∑N
n=1 ϕn(z)ϕn(w)
)
and
(∑N
n=1 |ϕn(z)ϕn(w)|
)
are uniformly Cauchy on
A. This implies that the series
∞∑
n=1
ϕn(z)ϕn(w)
converges absolutely and uniformly on compact subsets of D×D. This completes
the proof.
2.5 The Fock Space as the Image of the
Segal-Bargmann Transform
We define the Fock space, Ht(Cn), on Cn as follows:
Ht(Cn) :=
{
F ∈ O(Cn) : ||F ||2Ht :=
∫
Cn
|F (x+ iy)|2 h t
2
(y)dxdy <∞
}
.
We also define the classical Fock space, Ft(Cn), on Cn by
Ft(Cn) :=
{
F ∈ O(Cn) : ||F ||2Ft :=
∫
Cn
|F (x+ iy)|2 h t
2
(x)h t
2
(y)dxdy <∞
}
.
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Note that
h t
2
(y)dxdy = h t
2
(y)d(x+ iy) = (2πt)−n/2e−|ℑ(z)|
2/2tdz
and
h t
2
(x)h t
2
(y)dxdy = h t
2
(x)h t
2
(y)d(x+ iy) = (2πt)−ne−|z|
2/2tdz.
Therefore,
Ht(Cn) = O(Cn) ∩ L2(Cn, (2πt)−n/2e−|ℑ(z)|
2/2tdz)
and
Ft(Cn) = O(Cn) ∩ L2(Cn, (2πt)−ne−|z|
2/2tdz).
Thus, these spaces are Hilbert spaces of holomorphic functions by Proposition
2.3. We will prove that the image of the Segal-Bargmann trnasform on L2(Rn)
is the Fock space Ht(Cn) and the image of the Segal-Bargmann transform on
L2(Rn, ht(x)dx), which we will define in the next section, is the classical Fock space
Ft(Cn). The main step to prove these facts is to find the reproducing kernel for the
spaces Ht(Cn) and Ft(Cn). We will give an explicit unitary isomorphism between
these two Hilbert spaces so that we obtain the reproducing kernel of one from the
reproducing kernel of another. It turns out that we can find an orthonormal basis
for the space Ft(Cn) and hence obtain the reproducing kernel for Ft(Cn).
Lemma 2.6. For α ∈ (Z+)n and z ∈ Cn, let
ζα,t(z) =
1
(2t)|α|/2
√
α!
zα.
Then {ζα,t}α∈(Z+)n is an orthonormal basis for Ft(Cn).
Proof. First of all, we note that for a, b ∈ Z+,
∫
C
|za||zb|e−|z|2/2t dz
2πt
=
1
2πt
∫ 2π
0
∫ ∞
0
ra+be−r
2/2trdr dθ (2.5)
=
1
t
∫ ∞
0
ra+b+1e−r
2/2tdr (2.6)
=
1
t
∫ ∞
0
(2tu)
a+b+1
2 e−u
t
r
du (2.7)
= (2t)(a+b)/2
∫ ∞
0
u
a+b+2
2
−1e−udu (2.8)
= (2t)(a+b)/2Γ
(
a+ b+ 2
2
)
(2.9)
< ∞. (2.10)
Therefore,
∫
C
...
∫
C
|zα||zβ|e−|z|2/2t dz1 · · · dzn
(2πt)n
=
n∏
j=1
∫
C
|zj|αj |zj |βje−|zj |
2/2t dzj
2πt
< ∞,
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for α = (α1, ..., αn), β = (β1, ..., βn) ∈ (Z+)n. Thus by Fubini-Tonelli theorem and
by using the polar coordinates, for α, β ∈ (Z+)n such that α 6= β (say αk 6= βk for
some k ∈ {1, ..., n}),
〈zα, zβ〉Ft =
∫
Cn
zαzβe−|z|
2/2t dz
(2πt)n
=
∫
C
...
∫
C
(zα11 · · · zαnn )(zβ11 · · · zβnn )e−|z1|
2/2t · · · e−|zn|2/2tdz1 · · · dzn
=
n∏
j=1
∫
C
z
αj
j zj
βje−|zj |
2/2t dzj
2πt
=
n∏
j=1
∫ 2π
0
∫ ∞
0
r
αj+βj
j e
−r2j/2trj
drj
2πt
ei(αj−βj)θdθ
= 0,
since
∫ 2π
0
ei(αk−βk)θdθ = 0. If α = β ∈ (Z+)n, then by the previous equations and
the same calculations as in those from equations (2.5) to (2.8), we get
〈zα, zα〉Ft =
n∏
j=1
2π
∫ ∞
0
r
2αj
j e
−r2j/2trj
drj
2πt
=
n∏
j=1
∫ ∞
0
r
2αj+1
j e
−r2j /2tdrj
=
n∏
j=1
(2t)αjΓ(αj + 1)
=
n∏
j=1
(2t)αj (αj)!
= (2t)|α|α!.
Therefore, we have proven that {ζα,t}α∈(Z+)n is an orthonormal set. It remains to
show that it is a complete orthonormal set. To prove this, we let F ∈ Ft(Cn) such
that 〈F, ζα,t〉 = 0 for all α ∈ (Z+)n. Since F is holomorphic on Cn, we can write
for z ∈ Cn
F (z) =
∑
α∈(Z+)n
aαz
α
where aα ∈ C and the series converges uniformly on compact subsets of Cn.
For each k ∈ Z+, let k = (k, ..., k) ∈ (Z+)n and define
Pk(0) = {z = (z1, ..., zn) ∈ Cn | |zj | ≤ k for all j = 1, ..., n}.
Observe that for each α ∈ (Z+)n,
|F (z)zαe−|z|2/2tχPk(0)(z)| ≤ |F (z)||zα|e−|z|
2/2t =
(
|F (z)|e−|z|2/4t
)(
|zαe−|z|2/4t|
)
,
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which belongs to L1(Cn, dz) because |F (z)|e−|z|2/4t, |zα|e−|z|2/4t ∈ L2(Cn, dz). Sim-
ilarly, for each α ∈ (Z+)n
|z2αe−|z|2/2tχPk(0)(z)| ≤ |z2α|e−|z|
2/2t ∈ L1(Cn, dz).
Finally, we also note that with the same calculation as above we have
∫
Pk(0)
zβzαe−|z|
2/2t dz
(2πt)n
= 0
for all k ∈ Z provided that α 6= β ∈ (Z+)n. Now by the Lebesgue dominated
convergence theorem, the uniform convergence of the power series of F on compact
subsets in Cn and the Lebesgue dominated convergence theorem again, we have
for each α ∈ (Z+)n,
0 = 〈F, ζα,t〉
=
∫
Cn
F (z)zαe−|z|
2/2t dz
(2πt)n
= lim
k→∞
∫
Pk(0)
F (z)zαe−|z|
2/2t dz
(2πt)n
= lim
k→∞
∫
Pk(0)

 ∑
β∈(Z+)n
aβz
β

 zαe−|z|2/2t dz
(2πt)n
= lim
k→∞
∑
β∈(Z+)n
aβ
(∫
Pk(0)
zβzαe−|z|
2/2t dz
(2πt)n
)
= lim
k→∞
aα
∫
Pk(0)
|z2α|e−|z|2/2t dz
(2πt)n
= aα
∫
Cn
|z2α|e−|z|2/2t dz
(2πt)n
= aα〈zα, zα〉Ft
= aα(2t)
|α|α!.
This implies that aα = 0 for all α ∈ (Z+)n. Hence, F = 0 and the proof is now
complete.
Lemma 2.7. The reproducing kernel of Ft(Cn) is given by
KFt(z, w) = e
zw/2t.
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Proof. By Proposition 2.5 and Lemma 2.6, it follows that the reproducing kernel
for F ∈ Ft(Cn) is
KFt(z, w) =
∑
α∈(Z+)n
1
(2t)|α|α!
zαwα
=
∑
α∈(Z+)n
1
(2t)|α|α!
n∏
j=1
(zjwj)
αj
=
∞∑
n=0
1
n!
∑
|α|=n
n!
α!
n∏
j=1
(
zj√
2t
wj√
2t
)αj
=
∞∑
n=0
1
n!
(
z1√
2t
w1√
2t
+ ... +
zn√
2t
wn√
2t
)n
= ezw/2t.
Lemma 2.8. For each F ∈ Ft(Cn), we define
(Ψt(F ))(z) =
e−z
2/16t
(16πt)n/4
F (z/2).
Then Ψt : Ft(Cn) −→ H2t(Cn) is a unitary isomorphism with the inverse
(Ψ−1t (G))(z) = (16πt)
n/4ez
2/4tG(2z)
for G ∈ H2t(Cn).
Proof. First, it is easy to see that Ψt is linear. Next we show that Ψt is an isometry.
Let F ∈ Ft(Cn). Then for z = x+ iy ∈ Cn, x, y ∈ Rn,
|Ψt(F )(z)|2 =
|e−z2/8t|
(16πt)n/2
|F (z/2)|2
=
eℜ(−z
2/8t)
(16πt)n/2
|F (z/2)|2
=
e−(x
2−y2)/8t
(16πt)n/2
|F (z/2)|2.
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Therefore, we have
||Ψt(F )||2H2t =
1
(4πt)n/2
∫
Rn
∫
Rn
|Ψt(F )(z)|2e−y
2/4t dxdy
=
(16πt)−n/2
(4πt)n/2
∫
Rn
∫
Rn
|F (z/2)|2e−(x2−y2)/8te−y2/4t dxdy
=
2−n
(4πt)n
∫
Cn
|F (z/2)|2e−|z|2/8t dz
=
2−n
(4πt)n
22n
∫
Cn
|F (z)|2e−|z|2/2t dz (z 7→ 2z)
=
1
(2πt)n
∫
Cn
|F (z)|2e−|z|2/2t dz
= ||F ||2Ft .
Let G ∈ H2t(Cn). Define (Φt(G))(z) = (16πt)n/4ez2/4tG(2z). Then by a simple
calculation Ψt(Φt(G)) = G. Moreover,
||Φt(G)||2Ft =
(16πt)n/2
(2πt)n
∫
Cn
|G(2z)|2|ez2/2t|e−|z|2/2t dz
=
22n
(4πt)n/2
∫
Cn
|G(2z)|2e−ℑ(z)/2t dz
=
22n
(4πt)n/2
2−2n
∫
Cn
|G(z)|2e−ℑ(z)/4t dz (z 7→ z/2)
= ||G||2H2t .
Thus, Φt(G) ∈ Ft(Cn). Hence, Ψ−1t (G) = Φt(G) and this completes the proof.
Corollary 2.9. For α ∈ (Z+)n and z ∈ Cn, let
ϕα,t(z) =
e−z
2/8t
(8πt)n/4
(z/2)α
t|α/2|
√
α!
.
Then {ϕα,t}α∈(Z+)n is an orthonormal basis for Ht(Cn). Furthermore, the repro-
ducing kernel for Ht(Cn) is
KHt(z, w) =
e−(z−w)/8t
(8πt)n/2
= h̃2t(z − w).
Proof. By a direct calculation, we see that Ψt(ζα,t) = ϕα,t. Thus, by Lemma 2.6
and 2.8, {ϕα}α∈(Z+)n is an orthonormal basis for Ht(Cn). By Proposition 2.5, the
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reproducing kernel for Ht(Cn) is (where we calculate as in the proof of Lemma 2.7)
KHt(z, w) =
∑
α∈(Z+)n
ϕα(z)ϕα(w)
=
e−(z
2+w2)/8t
(8πt)n/2
∑
α∈(Z+)n
(z/2)α(w/2)α
t|α|α!
=
e−(z
2+w2)/8t
(8πt)n/2
ez·w/4t
=
e−(z−w)/8t
(8πt)n/2
= h̃2t(z − w).
Recall that Ht(L
2(Rn)) ⊂ O(Cn). We define the norm || · ||t on Ht(L2(Rn)) by
||F ||t = ||Ht(f)||t = ||f ||2
for F = Ht(f) ∈ Ht(L2(Rn)).
This definition is well-defined because the map Ht : L
2(Rn) −→ O(Cn) is one-
to-one: if Ht(f) = Ht(g) for f, g ∈ L2(Rn), then f̃ ∗ ht = g̃ ∗ ht which implies that
f ∗ ht = g ∗ ht and hence
0 = (f − g) ∗ ht = (2π)n/2(F(f − g)ĥt)∨ = (F(f − g)e−t(·)
2
)∨,
here we use the formula
f ∗ g = (2π)n/2(F(f)F(g))∨
for any f, g ∈ L2(Rn); this formula is obtained by writing the convolution as an L2
inner product of certain functions and then applying the unitarity of F , see the
first part of the proof of Proposition 2.15; thus, by the Fourier inversion formula
(note that F(f − g)e−t(·)2 ∈ L1(Rn) by Hölder’s inequality), we have the following
almost everywhere equations
e−t(·)
2F(f − g) = ((F(f − g)e−t(·)2)∨)b = 0̂ = 0
and whence F(f − g) = 0 in L2(Rn); so f = g a.e. by the injectivity of the
Fourier transform F . We see that the norm || · ||t forces the map Ht to be a unitary
isomorphism from L2(Rn) onto Ht(L
2(Rn)). Therefore, (Ht(L
2(Rn)), || · ||t) is a
Hilbert space.
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Lemma 2.10. For z ∈ Cn,
∫
Rn
e−(z−y)
2/4tdy = (4πt)n/2.
Proof. Let F (z) =
∫
Rn
e−(z−y)
2/4tdy. We first show that F is holomorphic on Cn.
As in the proof of Theorem 2.2, for every R > 0, we obtain the inequality
|e−(z−y)2/4t| ≤ e3R2/4te−(|y|−R)2/4t
where |ℜ(z)|, |ℑ(z)| ≤ R. Since e3R2/4te−(|·|−R)2/4t ∈ L1(Rn) for all R > 0, by
Lemma 2.1, F is holomorphic on Cn. But we know that for all x ∈ Rn,
∫
Rn
e−(x−y)
2/4tdy = (4πt)n/2.
Thus, F is equal to a constant (4πt)n/2 on Rn and hence on Cn.
Proposition 2.11. (Ht(L
2(Rn)), || · ||t) is a Hilbert space of holomorphic functions.
Proof. Let Q be any compact subset of Cn. Then there exists an R > 0 such that
|ℜ(z)|, |ℑ(z)| ≤ R for all z ∈ Q. Let z ∈ Q and F ∈ Ht(L2(Rn)). Then there is a
unique f ∈ L2(Rn) such that F = f̃ ∗ ht. Therefore, using the estimate as in the
proof of the previous lemma, we have
|F (z)| = |(HtF )(z)|
= | ˜(f ∗ ht)(z)|
=
∣∣∣∣
∫
Rn
f(y)h̃t(z − y)dy
∣∣∣∣
≤ (4πt)−n/2
(∫
Rn
|e−(z−y)2/4t|2dy
)1/2
||f ||2
≤ (4πt)−n/2
(∫
Rn
e3R
2/2te−(|y|−R)
2/2tdy
)1/2
||F ||t
≤ Ct,R ||F ||t,
for some finite constant Ct,R. Hence, (Ht(L
2(Rn)), || · ||t) is a Hilbert space of holo-
morphic functions.
Lemma 2.12. The reproducing kernel for the Hilbert space (Ht(L
2(Rn)), || · ||t) is
K(z, w) = h̃2t(z − w) =
e−(z−w)/8t
(8πt)n/2
.
Therefore, the Hilbert spaces (Ht(L
2(Rn)), || · ||t) and (Ht(Cn), || · ||Ht) have the same
reproducing kernel.
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Proof. Let K : Cn×Cn → C be the reproducing kernel of (Ht(L2(Rn)), || · ||t). Then
for F = Ht(f) ∈ Ht(L2(Rn)) and w ∈ Cn,
〈F,Kw〉t = F (w) = Htf(w)
=
∫
Rn
f(x)ht(x− w)dx
= 〈f, τwht〉t
= 〈Htf,Ht(τwht)〉t
= 〈F,Ht(τwht)〉t
where τwht(x) = ht(x− w). Thus,
K(z, w) = Kw(z) = Ht(τwht))(z)
= ((τwht) ∗ ht)(z)
=
∫
Rn
ht(x− w)ht(z − x)dx
=
∫
Rn
ht(x)ht(z − (x+ w))dx (x 7→ x+ w)
= (ht ∗ ht)(z − w)
= h2t(z − w).
Theorem 2.13. Ht(L
2(Rn)) = Ht(Cn) with || · ||t = || · ||Ht. That is as Hilbert
spaces, Ht(L
2(Rn)) and Ht(Cn) are identical.
Proof. Let Kt(z, w) = h2t(z − w). Then Kt is the reproducing kernel for both
Hilbert spaces (Ht(L
2(Rn)), || · ||t) and (Ht(Cn), || · ||Ht). Let A be the space of finite
linear combinations
∑
j αjKzj , αj ∈ C and zj ∈ Cn. Then A is a dense subspace
of (Ht(L
2(Rn)), || · ||t) and (Ht(Cn), || · ||Ht). We digest the proof into the following
steps.
Step 1: 〈Kz, Kw〉t = 〈Kz, Kw〉Ht for all z, w ∈ Cn.
Let z, w ∈ Cn. Then 〈Kz, Kw〉t = K(w, z) = 〈Kz, Kw〉Ht .
Step 2: ||F ||t = ||F ||Ht for all F ∈ A.
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Let F =
∑
j αjKzj ∈ A. Then by Step 1, we have
||F ||2t =
〈∑
j
αjKzj ,
∑
k
αjKzk
〉
t
=
∑
j,k
αjαk〈Kzj , Kzk〉t
=
∑
j,k
αjαk〈Kzj , Kzk〉Ht
=
〈∑
j
αjKzj ,
∑
k
αjKzk
〉
Ht
= ||F ||2Ht.
Step 3: There is a unitary isomorphism T : (Ht(L
2(Rn)), || · ||t) −→ (Ht(Cn), || · ||Ht)
such that T (F ) = F for all F ∈ A.
By Step 2, the identity map id : (A, || · ||t) −→ (Ht(Cn), || · ||Ht) is an isometry.
Since A is dense in both (Ht(L
2(Rn)), || · ||t) and (Ht(Cn), || · ||Ht), id extends to a
unique isometry T : (Ht(L
2(Rn)), || · ||t) −→ (Ht(Cn), || · ||Ht). The map T is defined
by
T (F ) = lim
n→∞
T (Fn)
where F ∈ Ht(L2(Rn)) and (Fn) is a sequence in A such that Fn → F in
(Ht(L
2(Rn)), || · ||t). The map T is well-defined, i.e. the limit exists and that it
is independent of the sequence (Fn). We also have
||T (F )||Ht = || lim
n→∞
T (Fn)||Ht = lim
n→∞
||T (Fn)||Ht = lim
n→∞
||Fn||t.
Step 4: T is the identity map onto (Ht(Cn), || · ||Ht).
Let F ∈ Ht(L2(Rn)). Then there is a sequence (Fn) ∈ A such that (Fn) converges
to F in (Ht(L
2(Rn)), || · ||t). We show that T (F ) = F . Let z ∈ Cn and Q a compact
subset of Cn containing z. Since (Ht(L
2(Rn)), || · ||t) and (Ht(Cn), || · ||Ht) are Hilbert
spaces of holomorphic functions, there are constants MQ and NQ such that for all
n,
|F (z)− (T (F ))(z)| ≤ |F (z)− Fn(z)|+ |Fn(z)− (T (F ))(z)|
= |F (z)− Fn(z)|+ |(T (Fn))(z)− (T (F ))(z)|
≤ MQ||F − Fn||t + ||T (Fn)− T (F )||Ht.
Letting n go to ∞, we obatain (T (F ))(z) = F (z). Since z is arbitrary, T (F ) = F
as desired. The map T is onto (Ht(Cn), || · ||Ht) because T is isometric (hence
T (Ht(L
2(Rn))) is closed in Ht(Cn) and T (A) = A is dense in Ht(Cn) which imply
that T (Ht(L
2(Rn))) = T (Ht(L2(Rn))) ⊃ T (A) = A = Ht(Cn). Therefore, as
Hilbert spaces, Ht(L
2(Rn)) and Ht(Cn) are identical.
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Remark. In Step 2 of the proof, we used the following fact about the extension
of a bounded linear operator on a Hilbert space: Let H1 and H2 denote Hilbert
spaces with norms || · ||1 and || · ||2, respectively. Suppose S is a dense subspace of H1
and T0 : S −→ H2 a linear transformation that satisfies ||T0(f)||2 = ||f ||1 whenever
f ∈ S. Then T0 extends to a unique linear transformation T : H1 −→ H2 that
satisfies ||T (f)||2 = ||f ||1 for all f ∈ H1. Moreover, T (H1) = T0(S). The proof of
this statement can be found in [55].
Corollary 2.14. The Segal-Bargmann transform Ht : L
2(Rn) −→ Ht(Cn) is a
unitary isomorphism.
Proof. This follows directly from the previous theorem.
2.6 Another Proof of Unitarity of Ht
We can prove the above corollary without applying Theorem 2.13. Only Corollary
2.9, which tell us what the reproducing kernel forHt(Cn) looks like, is used. Now we
give another proof of the above corollary. We show that Ht : L
2(Rn) −→ Ht(Cn)
is an isometry by using another formula for Htf . First we prove the following
proposition.
Proposition 2.15. Let f ∈ L2(Rn). Then for x ∈ Rn and z ∈ Cn
(f ∗ ht)(x) = (2π)−
n
2
∫
Rn
(Ff)(λ)e−tλ2eiλ·xdλ,
and
(Htf)(z) = (2π)
−n
2
∫
Rn
(Ff)(λ)e−tλ2eiλ·zdλ.
Proof. Since the Fourier transform F is a unitary isomorphism on L2(Rn), for
x ∈ Rn,
(f ∗ ht)(x) = 〈f, τxht〉
= 〈Ff, τ̂xht〉
= 〈Ff, e−ix·(·)ĥt〉
= 〈Ff, e−ix·(·)(2π)−n2 e−t(·)2〉
= (2π)−
n
2
∫
Rn
(Ff)(λ)e−tλ2eiλ·xdλ
where we define (τ̂xg)(y) = g(y − x) for any function g on Rn and x, y ∈ Rn. So
we have proved the first equation in the lemma. To prove the second equation, it
suffices to show that the right hand side represents a holomorphic function on Cn.
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Let R > 0 and z = x+ iy with x, y ∈ Rn and |y| ≤ R. Then
|e−tλ2+iλ·z| = e−tλ2−λ·y
≤ e−tλ2+|λ|R
= e
−
“√
t|λ|− R
2
√
t
”2
· eR
2
4t .
Thus, we have
|(Ff)(λ)e−tλ2eiλ·z| = |(Ff)(λ)|e−tλ2−λ·y (2.11)
≤ eR
2
4t |(Ff)(λ)|e−
“√
t|λ|− R
2
√
t
”2
. (2.12)
The last function is integrable (by Hölder’s inequality) and independent of z as
long as ℑ(z) ≤ R. Since R is arbitrary and the function z 7→ (Ff)(λ)e−tλ2eiλ·z is
holomorphic on Cn, it follows by Lemma 2.1 that
z 7−→ (2π)−n2
∫
Rn
(Ff)(λ)e−tλ2eiλ·zdλ
is holomorphic on Cn.
For any function f on Rn, we define a new function Jf by (Jf)(x) = f(−x). It
is clear that J : L2(Rn) −→ L2(Rn) is a unitary isomorphism. Let S(Rn) be the
space of rapidly decreasing functions (the Schwartz space). That is
S(Rn) =
{
f ∈ C∞(Rn) : sup
x∈Rn
|xα(∂βf)(x)| <∞ for all α, β ∈
(
Z+
)n
}
.
Then S(Rn) ⊂ {f ∈ L1(Rn) | f̂ ∈ L1(Rn)}. Therefore, by the Fourier inversion
formula, J
̂̂
f = (f̂)∨ = f and hence
̂̂
f = J2
̂̂
f = Jf for all f ∈ S(Rn). We note
that S(Rn) ⊂ L1(Rn) ∩ L2(Rn) so we have F2 = J on S(Rn). Since J is unitary
on L2(Rn) and S(Rn) is dense in L2(Rn), we also have F2 = J on L2(Rn).
Lemma 2.16. If f ∈ L1(Rn) ∩ L2(Rn), then F−1f = f∨.
Proof. Let f ∈ L1(Rn)∩L2(Rn). Then we have Jf ∈ L1(Rn)∩L2(Rn). Therefore,
F(Jf) = Ĵf . Moreover, by the above discussion F2(Jf) = J(Jf) = f . Thus,
f = F2(Jf) = F(F(Jf)) = F(Ĵf).
Hence, F−1f = Ĵf . Since f∨ = Jf̂ = Ĵf , F−1f = f∨ as desired.
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Lemma 2.17. Let f ∈ L2(Rn). For each y ∈ Rn, we define
(Hf)y(x) = (Htf)(x+ iy)
for all x ∈ Rn. Then
(Htf)y = F−1
(
F(f)e−t(·)2e−y·(·)
)
.
Proof. Fix y ∈ Rn. Then as in the proof of Proposition 2.15 (see the Equations
(2.10) and (2.11)), we have
|(Ff)(λ)|e−tλ2−λ·y ≤ e |y|
2
4t |(Ff)(λ)|e−
“√
t|λ|− |y|
2
√
t
”2
for all λ ∈ Rn. Then F(f)e−t(·)2e−y·(·) ∈ L2(Rn) because Ff ∈ L2(Rn) and
e
−2
“√
t|·|− |y|
2
√
t
”2
is bounded on Rn. Moreover, F(f)e−t(·)2e−y·(·) ∈ L1(Rn) by Hölder’s
ineqaulity. By the previous lemma, we get for x ∈ Rn
F−1
(
F(f)e−t(·)2e−y·(·)
)
(x) =
(
F(f)e−t(·)2e−y·(·)
)∨
(x)
= (2π)−
n
2
∫
Rn
(Ff)(λ)e−tλ2e−y·λeiλ·xdλ.
Also, we know from Proposition 2.15 that
(Htf)y(x) = (Htf)(x+ iy)
= (2π)−
n
2
∫
Rn
(Ff)(λ)e−tλ2eiλ·(x+iy)dλ
= (2π)−
n
2
∫
Rn
(Ff)(λ)e−tλ2e−y·λeiλ·xdλ
for all x ∈ Rn. Hence,
(Htf)y = F−1
(
F(f)e−t(·)2e−y·(·)
)
.
This completes the proof.
Theorem 2.18. The Segal-Bargmann transform Ht : L
2(Rn) −→ Ht(Cn) is a
unitary isomorphism.
Proof. Let f ∈ Rn. We first show that Ht is an isometry. Let
c = (2πt)−
n
2 =
(∫
Rn
e
−y2
2t dy
)−1
.
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Then by the isometric property of F , the previous lemma and the Tonelli’s theorem
we have
||Htf ||2Ht = c
∫
Rn
∫
Rn
|(Htf)(x+ iy)|2 dx e
−y2
2t dy
= c
∫
Rn
∫
Rn
|(Htf)y(x)|2 dx e
−y2
2t dy
= c
∫
Rn
∫
Rn
|F((Htf)y)(λ)|2 dλ e
−y2
2t dy
= c
∫
Rn
∫
Rn
|(Ff)(λ)e−tλ2e−y·λ|2dλ e−y
2
2t dy
= c
∫
Rn
∫
Rn
|(Ff)(λ)|2e−(2tλ2+2y·λ+ y
2
2t
) dλ dy
=
∫
Rn
|(Ff)(λ)|2
(
c
∫
Rn
e−
(y+2tλ)2
2t dy
)
dλ
=
∫
Rn
|(Ff)(λ)|2dλ
= ||f ||22 .
Finally, we prove thatHt(L
2(Rn)) = Ht(Cn). Since Ht(L2(Rn)) is closed inHt(Cn),
we can write
Ht(Cn) = Ht(L2(Rn))⊕ (Ht(L2(Rn)))⊥.
Note that Kw = Ht(τwht) ∈ Ht(L2(Rn)). So if F ∈ (Ht(L2(Rn)))⊥, then for
w ∈ Cn,
F (w) = 〈F,Kw〉Ht = 〈F,Ht(τwht)〉Ht = 0.
So (Ht(L
2(Rn)))⊥ = 0. Thus, Ht(L
2(Rn)) = Ht(Cn).
2.7 The Bargmann Transform and the
Segal-Bargmann Transform on
L2(Rn, ht(x)dx)
In this section, we introduce the other two versions of the Segal-Bargmann trans-
form. Both versions will be derived from the Segal-Bargmann transform on L2(Rn)
discussed in the previous section. We first define the Segal-Bargmann transform
on L2(Rn, ht(x)dx) which has the same formula as the Segal-Bargmann transform
on L2(Rn). The differences between these two versions are their domains and their
images.
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Theorem 2.19 (The Segal-Bargmann transform on L2(Rn, ht(x)dx)). For f ∈
L2(Rn, ht(x)dx), define
(Hhtf)(z) = f̃ ∗ ht = (4πt)−
n
2
∫
Rn
f(y)e−(z−y)
2/4tdy.
ThenHht : L
2(Rn, ht(x)dx) −→ Ft(Cn) is a unitary isomorphism from L2(Rn, ht(x)dx)
onto Ft(Cn).
Proof. It is easy to see that the map Λ : L2(Rn, ht(x)dx) −→ L2(Rn) defined by
Λt(f) =
√
htf is a unitary isomorphism. Furthermore, by a direct computation,
we have for each f ∈ L2(Rn, ht(x)dx),
Ψ−1t (H2t(Λtf)) = Hht(f).
That is Hht = Ψ
−1
t ◦H2t ◦Λ. Since Ψ−1t , H2t and Λt are unitary isomorphisms, Hht
is a unitary isomorphism.
Theorem 2.20 (The Bargmann transform). For f ∈ L2(Rn), define
(Btf)(z) =
1
(4πt)n/4
∫
Rn
f(x)e−
1
8t
(x2−4x·z+2z2).
Then Bt : L
2(Rn) −→ Ft(Cn) is a unitary isomorphism.
Proof. By the direct computation, for f ∈ L2(Rn), Ψ−1t (H2t(f)) = Bt(f). There-
fore, Bt = Ψ
−1
t ◦H2t. Hence, Bt is a unitary isomorphism.
We summarize the relation between all three versions of the Segal-Bargmann
transform by the following commutative diagrams:
L2(Rn, ht(x)dx) L
2(Rn)
Ft(Cn) H2t(Cn)
-
Λt
?
Hht
?
H2t





+
Bt
-
Ψt
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2.8 Hermite Polynomials, Hermite Functions
and the Fourier Transforms on Ht(Cn) and
on Ft(Cn)
In this section,we will apply the unitarity of the Segal-Bargmann transforms Hht
and Ht to obtain nice bases for L
2 (Rn, ht (x) dx) and L
2 (Rn). We have proven that
{ζα,t}α∈(Z+)n are orthonormal bases for Ft(Cn) and Ht(Cn) respectively. There-
fore,
{
H−1ht (ζα,t)
}
α∈(Z+)n and
{
H−1ht (ϕα,t)
}
α∈(Z+)n will be orthonormal bases for
L2 (Rn, ht (x) dx) and L
2 (Rn) respectively. Now we define for each α ∈ (Z+)n,
pα,t := H
−1
ht
(ζα,t) and qα,t := H
−1
t (ϕα,t) .
It turns out that Pα,t and qα,t are the well-known Hermite polynomials and Hermite
functions form a basis for L2 (Rn), then we can use this fact to give another proof
of surjectivity in the second part of the proof of Theorem 2.18 without using the
explicit formula of the reproducing kernel of Ht(Cn). But for our approach, we
prefer to use the reproducing kernel of Ht(Cn) to prove the unitarity of the Segal-
Bargmann transform Ht and then obtain the Hermite functions as a basis for
L2 (Rn) which is a consequence of the unitarity of the Segal-Bargmann transform
Ht.
For each j = 1, 2, . . . , n, let
Dzj =
∂
∂zj
: O (Cn) −→ O (Cn) ,
Dxj =
∂
∂xj
: C∞ (Rn) −→ C∞ (Rn)
and define the multiplicative operators Mxj and Mzj by
(
Mxjf
)
(x) = xjf(x)
and (
Mzjg
)
(z) = zjg(z)
for f ∈ C∞ (Rn), g ∈ O (Cn).
Lemma 2.21. The following diagrams commutes:
L2(Rn, ht(x)dx) Ft(Cn)
L2 (Rn, ht(x)dx) Ft(Cn)
-
Hht
?
Dxj
?
Dzj
-
Hht
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and
L2(Rn, ht(x)dx) Ft(Cn)
L2 (Rn, ht(x)dx) Ft(Cn)
-
Hht
?
Mxj−2tDxj
?
Mzj
-
Hht
Here, j = 1, 2, . . . , n and the vertival operators are densely defined.
Proof. Since the Schwartz space S (Rn) is dense in L2 (Rn), Λ−1t (S (Rn)) is dense
in L2 (Rn, ht (x) dx). We note that Λ
−1
t (S (Rn)) ⊆ S (Rn). Let f ∈ Λ−1t (S (Rn)).
Then we can differentiate under the integral sign in the following computations:
(
Dzj (Hhtf)
)
(z) = (4πt)−
n
2 Dzj
∫
Rn
f (x) e−(x−z)
2/4tdx
= (4πt)−
n
2
∫
Rn
f (x)Dzje
−(x−z)2/4tdx
= − (4πt)−n2
∫
Rn
f (x)Dxje
−(x−z)2/4tdx
= (4πt)−
n
2
∫
Rn
(
Dxjf (x)
)
(x) e−(x−z)
2/4tdx
=
(
Hht
(
Dxjf
))
(z) .
Thus, Dz ◦Hht = Hht ◦Dxj on Λ−1t (S (Rn)). For the second diagram, we have, as
we reverse the last three equations above and evaluate the integral directly,
(
Hht
(
Dxjf
))
(z) = − (4πt)−n2
∫
Rn
f (x)Dxje
−(x−z)2/4tdx
=
1
2t (4πt)
n
2
∫
Rn
f (x) (xj − zj) e−(x−z)
2/4tdx
=
1
2t
((
Hht
(
Mxjf
))
(z)−
(
Mxj (Hhtf)
)
(z)
)
.
This implies that
Mzj (Hhtf) = Hht
(
Mxjf − 2tDxjf
)
.
Hence, we have
Mz ◦Hht = Hht ◦
(
Mxj − 2tDxj
)
on Λ−1t (S (Rn)).
Theorem 2.22. Let α ∈ (Z+)n. Then we have
(1) pα,t is a polynomial of degree |α| and p0,t = 1,
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(2) Dxjpα,t =
√
αj
2t
pα−ej ,t for α 6= 0,
(3) pα+ej ,t (x) =
1√
2t
√
αj + 1
(xj − 2tDxj) pα,t (x), and
(4) pα,t (x) =
1
(2t)|α|/2
√
α!
(
(−2t)|α| ex2/4tDαxe−x
2/4t
)
.
Proof. By Lemma 2.10,Hht (1) (z) = 1 for all z ∈ Cn. Therefore, p0,t = H−1ht (ζ0,t) =
H−1ht (1) = 1. Then (1) follows from (2) by induction on |α|. Next, we prove (2).
We see that
(
Dzjζα,t
)
(z) = αj
zα−ej
(2t)|α|/2
√
α!
= αj ·
(2t)(|α|−1)/2
√
(α− ej)!
(2t)|α|/2
√
α!
ζα−ej ,t
=
√
αj
2t
ζα−ej ,t.
Now, by the previous lemma, we get
Hht
(
Dxjpα,t
)
= Dzj (Hht (pα,t)) = Dzj (ζα,t) =
√
αj
2t
ζα−ej ,t
and hence
Dxjpα,t = H
−1
ht
(√
αj
2t
ζα−ej ,t
)
=
√
αj
2t
H−1ht
(
ζα−ej ,t
)
=
√
αj
2t
pα−ej ,t.
This implies (2). Now, we show (3).
We note that
Mzj (ζα,t) (z) = zj
zα
(2t)|α|/2
√
α!
=
(2t)|α+ej |/2
√
(α + ej)!
(2t)|α|/2
√
α!
zα+ej
(2t)|α+ej |/2
√
(α + ej)!
=
√
2t
√
αj + 1ζα+ej ,t.
Again, by the previous lemma, we have Mzj (ζα,t) = Mzj (Hht (pα,t)) = Hht ◦(
Mxj − 2tDxj
)
(pα,t), and thus
(
Mxj − 2tDxj
)
pα,t = H
−1
ht
(
Mzj (ζα,t)
)
=
√
2t
√
αj + 1H
−1
ht
(
ζα+ej ,t
)
=
√
2t
√
αj + 1pα+ej ,t.
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This proves (3). Finally, to prove (4), we let
p̃α,t (x) =
1
(2t)|α|/2
√
α!
(−2t)|α| ex2/4tDαxe−x
2/4t.
Then p̃α,t = 1 and
(
Dxj p̃α,t
)
(x) =
(
xj
2t
p̃α,t +
1
(2t)|α|/2
√
α!
(−2t)|α| ex2/4tDα+ejx e−x
2/4t
)
=
(
xj
2t
p̃α,t +
√
2t
√
αj + 1
(−2t) ·
(−2t)|α+ej | ex2/4tDα+ejx e−x2/4t
(2t)|α+ej |/2
√
(α + ej)!
)
=
(
xj
2t
p̃α,t −
√
2t
√
αj + 1
2t
p̃α+ej ,t
)
.
Hence, p̃α,t satisfies the recursion formula:
p̃α+ej ,t =
1√
2t
√
αj + 1
(
xj − 2tDxj
)
(p̃α,t) .
Since p0,t = 1 = p̃0,t and by (3), p0,t and p̃0,t satisfy the same recursion relation,
p0,t = p̃0,t for all α ∈ (Z+)n. This completes the proof.
Corollary 2.23. {pα,t}α∈(Z≥0)n and
{
pα,t
√
ht
}
α∈(Z+)n are orthonormal bases for
L2 (Rn, ht (x) dx) and L
2 (Rn) respectively. Moreover, we have
qα,2t = H
−1
2t (ϕα,t) = Λt (pα,t) = pα,t
√
ht for all α ∈
(
Z+
)n
.
Proof. Since pα,t = H
−1
2t (ϕα,t), Hht : L
2 (Rn, ht (x) dx) −→ Ft(Cn) is a unitary
isomorphism and {ζα,t}α is an orthormal basis for Ft(Cn), {pα,t}α is an orthormal
basis for L2 (Rn, ht (x) dx). We know that Λt : L
2 (Rn, ht (x) dx) −→ L2 (Rn) is a
unitary isomorphism so
{
Λt (pα,t) = pα,t
√
ht
}
α
is an orthormal basis for L2 (Rn).
Recall that Ψt (ζα,t) = ϕα,t and H2t ◦ Λt = Ψt ◦Hht. Then
pα,t
√
ht = Λt (pα,t)
= H−12t (Hht (pα,t))
= H−12t (Ψt (ζα,t))
= H−12t (ϕα,t) .
We recall one of the definitions of the normalized Hermite polynomials:
(−1)|α|√
α!
ex
2/2Dαxe
−x2/2.
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We see that this is exactly pα, 1
2
. So we obtain pα, 1
2
as the usual normalized Hermite
polynomials. Also, pα, 1
2
√
ht are the usual Hermite functions for L
2 (Rn).
Next, we will define the Fourier transform for the space H 1
2
(Cn) by using the
unitary map H 1
2
. First, we prove the following Lemma.
Lemma 2.24. Let α ∈ (Z+)n. Then
F
(
qα, 1
2
)
= (−i)|α| qα, 1
2
.
Proof. Suppose first that α = 0. Then
qα, 1
2
= p0, 1
4
√
h 1
4
π−
n
4 e−x
2/2.
By the properties of the Fourier transform we quoted in Section 2.2,
F
(
q0, 1
2
)
= F
(
π−
n
4 e−x
2/2
)
= π−
n
4 e−x
2/2
= q0, 1
2
.
Next, we do the induction on |α|. Assume the claim holds for α. We show it holds
for α + ej . First, we note that
(
1
2
xj −
1
2
Dxj
)
p0, 1
4
(x)
√
h 1
4
(x)
=
1
2
xj pα, 1
4
π−
n
4 e−x
2/2 − 1
2
Dxjpα, 1
4
π−
n
4 e−x
2/2
=
1
2
xj pα, 1
4
π−
n
4 e−x
2/2 − 1
2
π−
n
4 e−x
2/2Dxjpα, 1
4
+
1
2
xjπ
−n
4 e−x
2/2pα, 1
4
= π−
n
4 e−x
2/2
(
xj pα, 1
4
(x)− 1
2
Dxjpα, 1
4
(x)
)
=
√
αj + 1√
2
pα+ej , 14
(x)
√
h 1
4
(x)
where the last equation holds by (3) of Theorem 2.22. Therefore,
√
2√
αj + 1
(
1
2
xj −
1
2
Dxj
)
qα, 1
2
(x) = qα+ej , 12
. (2.13)
We recall some properties of the Fourier transform: for any f ∈ S (Rn),
(̂Dαf) (λ) = i|α|λαf̂ (λ) and (̂xαf) (λ) = i|α|Dαf̂ (λ) .
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Now by (2.13), the above properties, induction hypothesis, and (2.13) again, we
have
F
(
qα+ej , 12
)
=
√
2√
αj + 1
F
((
1
2
xj −
1
2
Dxj
)
qα, 1
2
(x)
)
=
√
2√
αj + 1
(−i)
(
1
2
xj −
1
2
Dxj
)
F
(
qα, 1
2
(x)
)
=
√
2√
αj + 1
(−i)
(
1
2
xj −
1
2
Dxj
)
(−i)|α| qα, 1
2
(x)
=
√
2√
αj + 1
(−i)|α|+1
√
αj + 1√
2
· qα+ej , 12 (x)
= (−i)|α+ej | qα+ej , 12 (x) .
This completes the proof.
Theorem 2.25. Define the map G : H 1
2
(Cn) −→ H 1
2
(Cn) by
G =Ht ◦ F ◦H−1t .
That is, G satisfies the commutative diagram
L2(Rn) L2(Rn)
H 1
2
(Cn) H 1
2
(Cn)
-F
?
H 1
2
?
H 1
2
-
G
We call G, the Fourier transform for H 1
2
(Cn). Then G is a unitary isomorphism
and
G
(
ϕα, 1
2
)
= (−i)|α| ϕα, 1
2
for all α ∈
(
Z+
)n
.
Proof. Clearly, G is a unitary isomorphism. Moreover, by the previous lemma,
G
(
ϕα, 1
2
)
= Ht
(
F
(
H−1t
(
ϕα, 1
2
)))
= Ht
(
F
(
qα, 1
2
))
= Ht
(
(−i)|α| qα, 1
2
)
= (−i)|α| ϕα, 1
2
.
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Theorem 2.26 (The Fourier transform on F 1
4
(Cn)). Define the Fourier trans-
form on F 1
4
(Cn) by the formula
G̃ =B 1
4
◦ F◦B−11
4
.
That is, G̃ satisfies the commutative diagram:
L2(Rn) L2(Rn)
F 1
4
(Cn) F 1
4
(Cn)
-F
?
B 1
4
?
B 1
4
-
G̃
Then G̃ is a unitary isomorphism and
(
G̃F
)
(z) = F (−iz) for all F ∈ F 1
4
(Cn) and z ∈ Cn.
Proof. Clearly, G̃ is a unitary isomorphism. To show that
(
G̃F
)
(z) = F (−iz) for
all F ∈ F 1
4
(Cn) and z ∈ Cn, it is enough to show that the formula holds for all{
ζα, 1
4
}
α∈(Z≥0)
n since the mapping F (z) −→ F (−iz) is bounded linear on F 1
4
(Cn)
and
{
ζα, 1
4
}
α∈(Z+)n
is an orthonormal basis (and hence is dense) for F 1
4
(Cn). Let
α ∈ (Z+)n. Then
G̃
(
ζα, 1
4
)
= B 1
4
(
F
(
Λ 1
4
(
H−1h 1
4
(
ζα, 1
4
))))
= B 1
4
(
F
(
rα, 1
4
√
h 1
4
))
= B 1
4
(
F
(
qα, 1
2
))
= (−i)|α|B 1
4
(
qα, 1
2
)
= (−i)|α|Hht
(
Λ−11
4
(
qα, 1
2
))
= (−i)|α|Hht
(
pα, 1
4
)
= (−i)|α| ζα, 1
4
.
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Hence, for z = (z1, . . . , zn) ∈ Cn,
G̃
(
ζα, 1
4
)
(z) = (−i)|α| ζα, 1
4
(z)
=
(−i)α1+α2+...+αn · zα11 zα22 · . . . · zαnn(
1
2
)|α|/2√
α!
=
(−iz)α
(
1
2
)|α|/2√
α!
= ζα, 1
4
(−iz) .
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Chapter 3
The Restriction Principle
3.1 Some Facts from Functional Analysis
In this section, H and K will always be complex Hilbert spaces. A linear operator
T from H into K is , by definition, a linear mapping of a subspace D(T ) of H into
K. The subspace D(T ) is called the domain of T . We use the notation T : D(T ) ⊆
H −→ K for a mapping T from H into K with the domain D(T ). If D(T ) = H,
we simply write T : H −→ K. The image R(T ) = T (D(T )) = {T (x) : x ∈ D(T )}
is called the range of T . The subset N (T ) = {x ∈ D(T ) : T (x) = 0} is called the
kernel of T . The set of those bounded operators from H into K, whose domain
is H, will be denoted by B(H,K). In the case when H = K, we denote B(H,K)
simply by B(H).
Proposition 3.1. Let T : D(T ) ⊆ H −→ K be a densely defined linear operator.
Then, we have
(1) T ∗ is closed;
(2) T is bounded iff T ∗ ∈ B(K,H);
(3) if T ∗ is also densely defined, then T ∗∗ is an extension of T ;
(4) T ∗ is densely defined iff T is closable; we then have T = T ∗∗; in particular,
if T is closed, then T = T ∗∗;
(5) N (T ∗) = (R(T ))⊥;
(6) if R(T ) is dense, then T ∗ is also injective, and we have (T ∗)−1 = (T−1)∗.
Proposition 3.2. Let T : D(T ) ⊆ H −→ K be a linear operator. Then the
following statements are equivalent:
(1) T is closed and D(T ) is closed;
(2) T is bounded and D(T ) is closed;
(3) T is bouned and closed.
Proposition 3.3. Let T : D(T ) ⊆ H −→ K be a densely defined closed operator.
If T is bounded, then T is defined everywhere (i.e., D(T ) = H) and hence T ∈
B(H,K).
If A ∈ B(H) is a positive operator, i.e, 〈Ax, x〉 ≥ 0 for all x ∈ H, then there
exists a unique positive operator B ∈ B(H) with B2 = A. In this case, we call the
operator S, the positive square root of A and denote the operator B by
√
A. The
proof of this fact can be found in [50]. We note that if T ∈ B(H), then T ∗T ∈ B(H)
is positive since 〈T ∗Tx, x〉 = 〈Tx, Tx〉 = ||Tx||2 ≥ 0 for all x ∈ H and hence
√
T ∗T
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exists as the positive square root of T ∗T . Finally, we note that if T ∈ B(H) is
positive, then T ∗ = T . Again we refet to [50] for the proof of this statement. Next,
we state the polar decomposition theorem the version we will use and its proof.
Theorem 3.4 (Polar Decomposition). Let T ∈ B(H,K). Suppose that T is injec-
tive and has dense range. Then
T = U
√
T ∗T
where U : H −→ K is a unitary isomorphism.
Proof. By the above discussion, T ∗T has a unique positive square root,
√
T ∗T ∈
B(H). Let P =
√
T ∗T . Then P is positive and hence P ∗ = P . We first show that
N (T ) = N (P ). Observe that, for any x ∈ H, we have
||Tx||2 = 〈Tx, Tx〉 = 〈T ∗Tx, x〉 = 〈Px, Px〉 = ||Px||2,
whence it follows that N (T ) = N (P ). But T is injective, N (P ) = N (T ) = {0}.
Therefore,
H = {0}⊥ = N (P )⊥ = R(P ∗) = P ∗(H) = P (H).
Now we define U0 : P (H) −→ K by setting U0(Px) = Tx for x ∈ H. This is well
defined because if Px = Py, then
T ∗T (x− y) = P 2(x− y) = P 2x− P 2y = 0,
and we have
||Tx− Ty||2 = 〈T (x− y), T (x− y)〉 = 〈T ∗T (x− y), x− y〉 = 0,
which implies that U0(Px) = Tx = Ty = U0(Py). So U0 is well defined on P (H).
Furthermore, for x ∈ H,
〈U0(Px), U0(Px)〉 = 〈Tx, Tx〉 = 〈T ∗Tx, x〉 = 〈P 2x, x〉 = 〈Px, Px〉.
Thus U0 is an isometry of P (H) onto R(T ) = T (H). By the remark after Theorem
2.13, U0 thus has a unique linear extension to an isometry U of P (H) = H onto
T (H). Since T has dense range by the assumption, T (H) = K. Hence, U : H −→ K
is a unitary isomorphism. Finally, U(Px) = U0(Px) = Tx for all x ∈ H. Hence,
T = U
√
T ∗T . This completes the proof.
3.2 The Restriction Principle
In this section, we state and prove the restriction principle the version we will
apply to prove the unitarity of the Segal-Bargmann transform Ht.
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Theorem 3.5 (The Restriction Principle). Let MC be a connected complex mani-
fold and let M ⊆ MC be a totally real submanifold. Suppose that M is σ-compact
and there is a Radon measure µ on M . Let H be a Hilbert space of holomorphic
functions on MC with reproducing kernel K(z, w). Assume that there is a holo-
morphic function φ : MC −→ C such that φ(z) 6= 0 for all z ∈ MC and that
the restriction map R(F ) = (φ · F )|M is a densely defined linear operator from
H into L2(M, dµ). That is R : D(R) ⊆ H −→ L2(M, dµ) and D(R) is dense in
H. We note that in general R : H −→ C∞(M). However, we will consider R as
R : D(R) ⊆ H −→ L2(M, dµ). Then we have
(1) the linear span of {Kx|x ∈M} is dense in H;
(2) R is linear, injective and closed (thus R∗ is densely defined from L2(M, dµ)
into H);
(3) if ,in addition, R has dense range, R(R∗) ⊆ D(R) and RR∗ is bounded on
D(R∗), then
(i) R and R∗ are ,in fact, everywhere defined and continuous, i.e. R ∈ B(H, L2(M, dµ))
and R∗ ∈ B(L2(M, dµ),H);
(ii) for f ∈ L2(M, dµ) and x ∈M , we have
(RR∗f)(x) =
∫
M
f(y)φ(x)φ(y)K(y, x)dµ(y);
(iii) there exists a unitary isomorphism U : L2(M, dµ) −→ H such that for
f ∈ L2(M, dµ) and z ∈MC,
(Uf)(z) = ((1/φ)|M ·
√
RR∗f)∼(z)
where ((1/φ)|M · (
√
RR∗f))∼ is the analytic continuation of (1/φ)|M · (
√
RR∗f) to
MC.
Proof. (1) To show that the linear span of {Kx|x ∈ M}, span{Kx|x ∈ M}, is
dense in H, it suffices to show that (span{Kx|x ∈ M})⊥ = {0}. Suppose that
F ∈ (span{Kx|x ∈M})⊥. Then
F (x) = 〈F,Kx〉 = 0,
for all x ∈M . Thus, F |M = 0. Since M is a totally real submanifold of MC, F = 0
on MC.
(2) Clearly, R is linear. Since M is a totally real submanifold of MC and φ(x) 6= 0
for all x ∈ M , R is injective. To show that R is closed, let (Fn) be a sequence in
D(R) such that (Fn, R(Fn)) converges to (F, f) ∈ H×L2(M, dµ). We want to show
that (F, f) ∈ G(R), that is we have to show that f = (φF )|M = R(F ) in L2(M, dµ).
Since Fn −→ F uniformly on compact subsets of D. Moreover, as φ is bounded on
compact subsets of MC, φ · Fn −→ φ · F uniformly on compact subsets of MC. In
particular, (φ · Fn)|M −→ (φF )|M uniformly on compact subsets of M . Now, since
M is σ-compact, we can write M =
∞∪
j=1
Kj where each Kj is a compact subset of M .
Then by the previous argument, for each j, (φFn)|Kj −→ (φF )|Kj uniformly on Kj
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which implies that (φFn)|Kj −→ (φF )|Kj in L2(Kj, dµ) because Kj is compact.
Furthermore, φFn = R(Fn) −→ f in L2(M, dµ) implies (φFn)|Kj −→ f |Kj in
L2(Kj, dµ) for every j. Therefore, for each j, (φF )Kj = f |Kj almost every. Suppose
that for each, (φF )Kj\Nj = f |Kj\Nj where µ(Nj) = 0. Then φ(x)F (x) = f(x) for
all x ∈ X\( ∞∪
j=1
Nj). As µ(
∞∪
j=1
Nj) = 0, it follows that φF = f almost everywhere
on M . Therefore, f = (φF )|M = R(F ) in L2(M, dµ). Thus, (F, f) ∈ G(R). Hence,
the graph G(R) is closed in H× L2(M, dµ). So R is closed.
(3) Suppose that R has dense range, R(R∗) ⊆ D(R) and RR∗ is bounded
on D(R∗). We first show that R∗ is bounded in D(R∗). For each f ∈ D(R∗) ⊆
L2(M, dµ),
‖R∗f‖2 = 〈R∗f, R∗f〉 = 〈RR∗f, f〉 ≤ ‖RR∗f‖ ‖f‖ ≤ ‖RR∗‖ ‖f‖2 .
Then R∗ is bounded. By part (1), R is closed. Thus R∗ is densely defined by
Proposition 3.1(4). Furthermore, R∗ is also closed by Proposition 3.1(1). Therefore,
D(R∗) is in fact the full space L2(M, dµ). That is, R∗ ∈ B(L2(M, dµ),H). So for
any F ∈ D(R), we have
‖RF‖2 = 〈RF,RF 〉2 = 〈R∗(RF ), F 〉H ≤ ‖R∗‖ ‖RF‖2 ‖F‖H .
This implies that R is bounded. Again, being a closed, densely-defined bounded
operator, R is, in fact, defined on all of H. Hence, R ∈ B(H, L2(M, dµ)). So we
have shown (i).
To prove (ii), let f ∈ L2(M, dµ) and x ∈M . Then for z ∈MC,
(R∗f)(z) = 〈R∗f,Kz〉H
= 〈f, RKz〉2
=
∫
M
f(y)φ(y)K(z, y)dy
as K(y, z) = K(z, y). It follows that
(RR∗f)(x) = φ(x)
∫
M
f(y)φ(y)K(x, y)dy
=
∫
M
f(y)φ(x)φ(y)K(x, y)dy.
Next, we prove (iii). Since R∗ ∈ B(L2(M, dµ),H), R∗ is injective (by Proposition
3.1(6)), and R∗ has dense range (because R is injective), by Theorem 3.4, we have
a polar decomposition
R∗ = U
√
(R∗)∗R∗ = U
√
RR∗,
where U : L2(M, dµ) −→ H is a unitary isomorphism. Note that
R = (R∗)∗ = (U
√
RR∗)∗ = (
√
RR∗)∗U∗ =
√
RR∗U−1
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which implies that RU =
√
RR∗. Let f ∈ L2(M, dµ). Then for any x ∈M ,
φ(x)(Uf)(x) = (R(Uf))(x) = (
√
RR∗f)(x)
and hence,
(Uf)(x) =
1
φ(x)
· (
√
RR∗f)(x).
Since Uf is a holomorphic function on MC and M is a totally real submanifold
of MC, Uf is the analytic continuation of (1/φ)|M · (
√
RR∗f). This completes the
proof.
3.3 Another Proof by the Restriction Principle
We now use the restriction principle to give another proof of the unitarity of
the map Ht, provided that we have already known that the reproducing kernel for
Ht(Cn) is given by K(z, w) = h̃2t(z−w) (Corollary 2.9). Before using the restriction
principle, we prove the following results.
Theorem 3.6. We define the heat transform ut on L
2(Rn) by setting
ut(f) = f ∗ ht = ht ∗ f,
for f ∈ L2(Rn). Then ut : L2(Rn) −→ L2(Rn) is bounded linear, injective, self
adjoint and has dense range. Moreover, {ht}t>0 is a convolution semigroup, i.e.,
hs ∗ ht = hs+t for all s, t > 0 which implies that us+t = usut for all s, t > 0.
Proof. By Young’s inequality, for any f ∈ L2(Rn),
||ut(f)||2 = ||ht ∗ f ||2 ≤ ||ht||1||f ||2 <∞.
Therefore, ut : L
2(Rn) −→ L2(Rn) is bounded. Clearly, ut is linear. With the same
arguments as in the discussion after the proof of Corollary 2.9, we can show that
ut is injective.
To show that ut is self adjoint, we let f, g ∈ L2(Rn). Since by the Tonell’s
theorem and the Hölder inequality,
∫
Rn
∫
Rn
|f(y)ht(x− y)g(x)| dydx =
∫
Rn
∫
Rn
|f(x− y)ht(y)g(x)| dydx
=
∫
Rn
(∫
Rn
|f(x− y)g(x)| dx
)
ht(y) dy
≤ ||f ||2||g||2
∫
Rn
ht(y) dy
< ∞,
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we can apply the Fubini’s theorem in the following and use the fact that ht is real
and even to get
〈utf, g〉2 =
∫
Rn
(f ∗ ht)(x)g(x) dx
=
∫
Rn
∫
Rn
f(y)ht(x− y) dyg(x) dx
=
∫
Rn
f(y)
∫
Rn
ht(y − x)g(x) dx dy
= 〈f, utg〉2.
Next, we prove that ut has dense range. Assume that g ∈ L2(Rn) is perpendicular
to the range of ut. Note that F(f)e−t(·)2 ∈ L2(Rn) since e−t(·)2 is bounded on Rn.
Also, F(f)e−t(·)2 ∈ L1(Rn) by Hölder’s inequality. Then for all f ∈ L2(Rn), we
have
0 = 〈ut(f), g〉2
= 〈f ∗ ht, g〉2
= 〈(2π)n/2(F(f)F(ht))∨, g〉2
= 〈(F(f)e−t(·)2)∨, g〉2
= 〈F−1(F(f)e−t(·)2), g〉2 by Lemma 2.16
= 〈F(f)e−t(·)2 ,F(g)〉2.
Taking f = g, we then get
0 =
∫
Rn
e−tλ
2 |F(g)(λ)|2dλ =
∫
Rn
|e−tλ2/2F(g)(λ)|2dλ = ||e−t(·)2/2F(g)||2.
It follows that e−tλ
2/2F(g)(λ) = 0 a.e. Thus, F(g) = 0 in L2(Rn) and so g = 0
in L2(Rn). Hence, we have proved that (R(ut))⊥ = {0}. Therefore, ut has dense
range.
Finally, we prove that {ht}t>0 is a convolution semigroup. Let s, t > 0. Then we
have
ĥs ∗ ht(λ) = (2π)n/2ĥs(λ)ĥt(λ)
= (2π)n/2(2π)−n/2e−sλ
2
(2π)−n/2e−tλ
2
= (2π)−n/2e−(s+t)λ
2
= ĥs+t(λ).
This implies that hs ∗ ht = hs+t and hence , for f ∈ L2(Rn),
us+tf = ut+sf = f ∗ ht+s = f ∗ (ht ∗ hs) = (f ∗ ht) ∗ hs = us(utf).
Therefore, us+t = usut.
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Corollary 3.7. The linear span of {Lx(ht)|x ∈ Rn} is dense in L2(Rn). Here we
define (Lx(f))(y) := f(y − x).
Proof. We first note that 〈f, Lx(ht)〉 = (f ∗ht)(x) as ht is real and even. Therefore,
if L2(Rn) ∋ f ⊥ span({Lx(ht)|x ∈ Rn}), then 0 = 〈f, Lx(ht)〉 = (f ∗ ht)(x) for all
x ∈ Rn and thus ut(f) = f ∗ ht = 0 which implies that f = 0 in L2(Rn) by the
preceding lemma.
Now we are ready to give another proof of unitarity of Ht by using the restriction
principle.
Theorem 3.8. The Segal-Bargmann transform Ht : L
2(Rn) −→ Ht(Cn) is a
unitary isomorphism.
Proof. Clearly, Rn is a totally real submanifold of Cn. Recall that the reproducing
kernel of Ht(Cn) is K(z, w) = h̃2t(z − w) = Lwh2t(z). Define R : Ht(Cn) −→
C∞(Rn) by
R(F ) = F |Rn.
We see that, for any y ∈ Rn,
R(Ky) = Lyh2t ∈ L2(Rn).
By Theorem 3.5(1), the linear span of {Ky|y ∈ Rn} is dense in Ht(Cn). Therefore,
we may and will consider R as a densely defined linear operator from Ht(Cn) into
L2(Rn). Moreover, by Corollary 3.7, R has dense range. By Theorem 3.5(2), R is
injective and closed and hence R has a densely-defined adjoint
R∗ : D(R∗) ⊆ L2(Rn) −→ Ht(Cn).
For f ∈ D(R∗), we have, for z ∈ Cn,
(R∗f)(z) = 〈R∗f,Kz〉Ht = 〈f, RKz〉2
=
∫
Rn
f(y)h̃2t(y − z)dy
=
∫
Rn
f(y)h̃2t(z − y)dy
= H2tf(z).
Applying the map R : Ht(Cn) −→ C∞(Rn), we have
RR∗f = f ∗ h2t = u2tf ∈ L2(Rn),
for every f ∈ D(R∗). It follows thatR(R∗) ⊆ D(R) and RR∗ is bounded onR(R∗).
Moreover, since u2t = RR
∗, u2t is a positive operator for each t > 0. Thus, ut is a
positive operator for any t > 0. As {ht}t>0 is a convolution semigroup, it follows
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that
√
RR∗(f) = f ∗ ht = ut(f). Now, by the restriction principle, the mapping U
which has the formula for f ∈ L2(Rn) as
Uf = (
√
RR∗(f))e= f̃ ∗ ht = Htf
is a unitary isomorphism of L2(Rn) onto Ht(Cn). This implies that Ht = U is a
unitary isomorphism of L2(Rn) onto Ht(Cn).
Corollary 3.9. The map ut : L
2(Rn) −→ L2(Rn) is a positive operator, i.e.,
〈utf, f〉2 ≥ 0 for all f ∈ L2(Rn). In particular, ut is self adjoint.
Remark. (1). We can prove that the restriction map R in the above proof has
dense range by using the fact that the Hermite functions are dense in L2(Rn). Then
showing that the Hermite functions are images under R of polynomials weighted
by
√
ht, we thus have that R has dense range. However, with the help of Corollary
3.7, we can prove that (as we did in the above proof) the restriction map R has
dense range without using the fact that the Hermite functions are dense in L2(Rn).
(2) By using the semigroup property of ut and the fact that ut is self adjoint
(Theorem 3.6), we can directly show that ut is a positive operator for every t > 0:
for each t > 0 and for any f ∈ L2(Rn),
〈utf, f〉2 = 〈u t
2
+ t
2
f, f〉2
= 〈u t
2
u t
2
f, f〉2
= 〈u t
2
f, u t
2
f〉2
= ||u t
2
f ||2
≥ 0.
(3) There is yet another proof of positivity of the operator ut by employing
the Bochner’s theorem on positive definite functions which states that among the
continuous functions on Rn, the positive definite functions are those functions
which are the Fourier transforms of nonnegative Borel measures. Since
(2t)n ̂ht((2t)(·))(λ) = ĥt(λ/2t)
= (2π)−n/2e−t(λ/2t)
2
= (2t)n/2ht(λ),
ht is the Fourier transform of the positive Borel measure (2t
2/π)2ht(2tx)dx. There-
fore, by Bochner’s theorem, ht is positive definite. That is,
N∑
j,k=1
cjck ht(ξj − ξk) ≥ 0
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for every finite set of elements ξ1, ..., ξN in R
n and every finite set of complex
numbers c1, ..., cN . It follows that, for every φ ∈ Cc(Rn),
〈utφ, φ〉 =
∫
Rn
∫
Rn
ht(x− y)φ(y)φ(x) dydx
=
∫
supp(φ)
∫
supp(φ)
ht(x− y)φ(y)φ(x) dydx
≥ 0.
The last double integrals is non-negative because it is the limit of non-negative
double Riemann sums
N∑
j=1
N∑
k=1
ht(ξj − ξk)φ(ξk)φ(ξj)∆(yk)∆(xj).
Now, let f ∈ L2(Rn). Since Cc(Rn) is dense in L2(Rn), there is a sequence (φn) in
Cc(R
n) such that φn −→ f in L2(Rn). Thus, by the continuity of ut and of 〈·, ·〉2
on L2(Rn), we have
〈utf, f〉2 =
〈
ut
(
lim
n→∞
φn
)
, lim
n→∞
φn
〉
2
=
〈
lim
n→∞
ut (φn) , lim
n→∞
φn
〉
2
= lim
n→∞
〈ut(φn), φn〉
≥ 0.
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Chapter 4
The Segal-Bargmann Transform for a
Compact Symmetric Space X = U/K
4.1 Introduction
We recall some facts from harmonic analysis on compact groups in Section 4.2.
Section 4.3 gives a very short review on Riemannian symmetric spaces. Then we
derive the harmonic analysis on compact symmetric spaces from the harmonic
analysis on compact groups in Section 4.4. An explicit formula of the Fourier series
of an L2-function on a compact symmetric space is given in this section. Section 4.5
presents basic notions of compact symmetric spaces and their noncompact duals.
We also give the parametrizations of the unitary dual of a compact group and
the parametrizations of spherical representations. We discuss the heat equation
on a compact symmetric space in Section 4.6. We give the series formula for the
solution of the heat equation with the initial L2-function. The Fock space is defined
in Section 4.7. Lastly, in Section 4.8, we define the Segal-Bargmann transform for
a compact symmetric space and prove by using the restriction principle that it is
a unitary isomorphism onto the Fock space. The main references of this chapter
are [57] and [15]. We use the notation Z+ for the set {0, 1, 2, ...}.
4.2 Harmonic Analysis on Compact Groups
In this section, we review some well-known facts for harmonic analysis on compact
groups. Most of the materials can be found in [11], [17], [19], [58], and [67].
Proposition 4.1. Let π be a representation of a compact group U on a finite
dimensional vector space V . There exists on V a Euclidean inner product for which
π is unitary.
Proof. See the proof of Proposition 6.1.1 in [17].
Theorem 4.2 (Schur’s Lemma). Let K be an algebraically closed field. Let V be
a finite dimensional vector space over K and let Φ be any irreducible family of
operators on V (the only invariant subspaces, relatively to all operators of Φ, are
{0} and V ). Then, if an operator A commutes with all operators of Φ, A is a
multiple of the identity operator (i.e., A is a scalar operator).
Proof. See the proof of Theorem 6.1.3 in [17].
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Theorem 4.3 (Schur’s Orthogonal Relations). Let π be an irreducible unitary C-
linear representation of a compact group U on a complex Euclidean vector space
H with dimension d(π). Then, for v, w ∈ H,
∫
U
|〈π(u)v, w〉|2du = 1
d(π)
||v||2||w||2,
and, by polarization, for v, w, v′, w′ ∈ H,
∫
U
〈π(u)v, w〉〈π(u)v′, w′〉du = 1
d(π)
〈v, v′〉〈w,w′〉.
Proof. See the proof of Theorem 6.3.3 in [17].
Theorem 4.4 (Schur’s Orthogonal Relations). Let (π,H) and (π′,H′) be two ir-
reducible unitary representations of a compact group U which are not equivalent.
Then Mπ and Mπ′ are two orthogonal subspaces of L2(U):
∫
U
〈π(u)v, w〉〈π′(u)v′, w′〉du = 0 (v, w ∈ H, v′, w′ ∈ H′).
Proof. See the proof of Theorem 6.3.4 in [17].
Let U be a compact group. Fix (π,H), a unitary irreducible representation of
U . We denote by Mπ, the subspace of L2(U) generated by the matrix coefficients
of (π,H), that is by the functions of the following form:
πv,w(u) 7−→ 〈π(u)w, v〉, v, w ∈ H).
Let {e1, ..., ed(π)} be an orthonormal basis of H. For i, j ∈ {1, 2, ..., d(π)}, we define
the matrix coefficient πij by
πij(u) = 〈π(u)ej, ei〉, u ∈ U.
Then the matrix coefficients {πij}i,j∈{1,2,...,d(π)} span the subspace Mπ. For each
j ∈ {1, 2, ..., d(π)}, let M(j)π be the subspace of Mπ spanned by the entries of the
jth row, that is by the functions πjk, for k = 1, ..., d(π). We have the following
theorem.
Theorem 4.5. Let Û be the set of equivalence classes of irreducible unitary rep-
resentations of the compact group U . Here, we use the notations in the above
discussion. Let R denote the right regular representation of U on L2(U):
(R(u)f)(x) = f(xu), f ∈ L2(U), u, x ∈ U.
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Then for each π ∈ Û and each j ∈ {1, 2, ..., d(π)}, M(j)π is an invariant subspace
of L2(U) under the representation R of U and the restriction of R to M(j)π is
equivalent with π. Moreover, we have the Hilbert space direct sum decomposition :
L2(G) =
⊕̂
π∈bU
Mπ
=
⊕̂
π∈bU


d(π)⊕
j=1
M(j)π

 ,
and the direct sum decomposition of the unitary representation R into irreducible
representations :
L ∼=
⊕̂
π∈bU


d(π)⊕
j=1
π

 ∼=
⊕̂
π∈bU
d(π)π.
Here, the notation ⊕̂
π∈bU
Mπ
denote the closure in L2(U) of the algebraic direct sum
⊕
π∈bU
Mπ,
which is the space of finite linear combinations of matrix coefficients of irreducible
representations of U .
By considering the columns instead of the rows one get the same statement with
respect to the contragredient representations π∗ of π :
π∗ij(u) = πij(g) = πji(u
−1),
and the left regular representation
(L(u)f)(x) = f(u−1x), f ∈ L2(U), u, x ∈ U.
Proof. See the proof of Theorem 6.4.1 in [17].
Let H be a finite dimensional Hilbert space and A ∈ B(H). The Hilbert-schmidt
norm on A is defined by
|||A|||2 = Tr(AA∗).
For each π ∈ Û , we choose a representative (π,Hπ). Let d(π) denote the dimension
of Hπ. If f ∈ L1(U), then we define its Fourier coefficient π(f) to be the operator
on Hπ such that
〈π(f)v, w〉 =
∫
U
f(u)〈π(u)v, w〉 du for all v, w ∈ Hπ.
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The map π(f) is well-defined for every f ∈ L1(U) because for f ∈ L1(U) if we set
Bf(v, w) =
∫
U
f(u)〈π(u)v, w〉du , then Bf(v, w) is linear in v and conjugate linear
in w, and
|Bf(v, w)| ≤
∫
U
|f(u)|||π(u)v||||w|| du
≤ ||f ||1||v||||w||
which implies that Bf is a bounded sesquilinear functional and hence the conse-
quence of the Riesz representation theorem implies that there is a unique bounded
linear operator π(f) on Hπ such that Bf (v, w) = 〈π(f)v, w〉 for all v, w ∈ Hπ, see
Theroem 21.1 in [4]. A straightforward computation shows that
π(f ∗ g) = π(f)π(g)
for all f, g ∈ L1(U). Note that L2(U) ⊆ L1(U) by the Hölder inequality and
compactness of U . Thus, π(f) is defined when f ∈ L2(U). The following theo-
rem follows directly from the Peter-Weyl Theorem and from Schur’s orthogonality
relations.
Theorem 4.6 (Plancherel’s Theorem). Let Û be the set of equivalence classes of
irreducible unitary representations of the compact group U and f ∈ L2(U). Then
f is equal to the sum of its Fourier series (in the L2-sense):
f(u) =
∑
π∈bU
d(π) Tr(π(u−1)π(f))
=
∑
π∈bU
d(π)
d(π)∑
j=1
〈π(u−1)π(f)ej, ej〉
where for each π ∈ Û , {e1, . . . , ed(π)} is an orthonormal basis for Vπ and we also
obtain the Plancherel formula
||f ||22 =
∑
π∈bU
d(π)|||π(f)|||
=
∑
π∈bU
d(π) Tr(π(f)∗π(f))
=
∑
π∈bU
d(π)
d(π)∑
j=1
||π(f)ej||2.
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Proposition 4.7. Let U be a compact group and (π,H) be a unitary representation
of U on a Hilbert space H. Let
H =
⊕̂
α∈A
Hα
be a decomposition of π into a Hilbert space direct sum of irreducible subrepresen-
tations (π,Hα)α∈A. Suppose that
H =
⊕̂
α∈B
Vα
is another irreducible decomposition of (π,H). Then there is a bijection f from A
onto B such that Hα is unitarily equivalent to Vf(α) for every α ∈ A.
Let Û be the set of unitary equivalence classes of irreducible unitary representa-
tions of U . Therefore, we can write
π ≃
∑
ψ∈bU
m(ψ, π)ψ
where
m(ψ, π)ψ = ψ ⊕ · · · ⊕ ψ (m(ψ, π) summands)
such that the multiplicity m(ψ, π) are well-defined , independent of choice of
decomposition of π as a Hilbert space direct sum of irreducible unitary representa-
tions. We have 0 ≤ m(ψ, π) ≤ ∞ and if all m(ψ, π) = 1, we say that the irreducible
decomposition of (π,H) has multiplicity 1.
Proof. See the proof of Theorem 3.8, Chapter I in [58].
4.3 Riemannian Symmetric Spaces
We refer to [32] for the complete discussion of the Riemannian symmetric spaces.
All the proofs of this section can be found in [32]. Recall that a homogeneous space
is a manifold M with a transitive action of a Lie group G. Equivalently, it is a
manifold of the form G/H where G is a Lie group and H a closed subgroup of G.
For a Riemannian manifold M , we denote I(M) the set of all isometries of M .
Recall that an isometry of M is a diffeomorphism that preserves the metric of M .
I(M) forms a group under composition of functions. We call I(M), the isometry
group of M . We shall always consider I(M) with the compact open topology.
Theorem 4.8 (Myers-Steenrod). The isometry group of a Riemannian manifold
is a Lie group.
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Definition 4.9. A Riemannian homogeneous space is a Riemannian manifold M
on which I(M) acts transitively.
Proposition 4.10. Let M be a Riemannian homogeneous space. Then the isotropy
subgroup of a given point is a compact subgroup of I(M). Moreover, I(M) is com-
pact if and only if M is compact.
Hence, a Riemannian homogeneous space M is diffeomorphic to a homogeneous
space G/K, where G = I(M) and K is the isotropy subgroup of a point.
Definition 4.11. A Riemannian manifold M is called a Riemannian symmetric
space, if for any p ∈M , there exists an involutive isometry sp of M such that p is
isolated fixed point of sp. In such a case, we call sp the symmetry of M at p.
Proposition 4.12. Let M be a Riemannian symmetric space. Then I(M) acts
transitively on M , and hence M is a Riemannian homogeneous space. In fact, the
identity component I0(M) of I(M) also acts transitively on M .
To each riemannain symmetric space, we can associate a Riemannian symmetric
pair. We first recall the definition of a Riemannain symmetric pair.
Definition 4.13. Let G b a connected Lie group and H a closed subgroup. The
pair (G,H) is called a symmetric pair if there exists an involutive automorphism θ
of G such that (Gθ)0 ⊆ H ⊆ Gθ. If, in addition, the image AdG(H) under the map
AdG : G→ GL(g), where g is the Lie algebra of G, is compact, (G,H) is called a
Riemannian symmetric pair.
Proposition 4.14. Let (G,K) be a Riemannian symmetric pair with correspond-
ing involutive automorphism θ. Let g be the Lie algebra of G. Then
(1). (dθ)e is an involutive automorphism of g.
(2). k = {X ∈ g : (dθ)e(X) = X} is the Lie algebra of K.
(3). g = k⊕m, a direct sum of vector spaces, where m = {X ∈ g : (dθ)e(X) = −X}.
(4). AdG(k)(m) = m for all k ∈ K.
(5). [k, k] ⊆ k, [k,m] ⊆ k, [m,m] ⊆ k.
Suppose (G,K) is a Riemannian symmetric pair. Then AdG(K) is compact and
AdG(k)(m) = m for all k ∈ K. It follows that we can find an AdG(K)-invariant
inner product 〈·, ·〉 on m, namely
〈X, Y 〉 =
∫
AdG(K)
〈〈a(X), a(Y )〉〉 da, for X, Y ∈ m
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where 〈〈·, ·〉〉 is a fixed inner product on m. Let M = G/K be the quotient man-
ifold and o = eK the origin. We define an action of a ∈ G on M by the left
translation τa(xK) = axK. Then τa gives a diffeomorphism of M . Further, for the
canonical projection π : G→ M = G/K, its differential dπ gives an identification
between m and the tangent space To(M). Then we transfer the AdG(K)-invariant
inner product 〈·, ·〉 on m to the AdG(K)-invariant inner product 〈·, ·〉o on To(M).
Now, the AdG(K)-invariant inner product 〈·, ·〉o on To(M) induces a G−invariant
Riemannian metric g on the coset space M = G/K:
ga·o(X, Y ) = 〈(dτa−1)a(X), (dτa−1)a(Y )〉o,
for a · o ∈ M and X, Y ∈ Ta·o(M). This is well-defined, and elements of G act
on (M, g) as isometries. The map s : xK 7→ θ(x)K, where θ is the involutive
automorphism for the pair (G,K), is the symmetry of M at the origin o. And
at any a · o ∈ M , the map sa·o = τasτa−1 is the symmetry of M at a · o. Thus,
M = G/K is a Riemannian symmetric space.
Conversely, suppose M is a Riemannian symmetric space. Let G = Io(M) be the
identity component of I(M). Let p be any point in M and sp the symmetry of M
at p. Let K be the isotropy subgroup of G at p. Then the map s : x 7→ spxsp is an
involutive automorphism of G with (Gs)0 ⊆ K ⊆ Gs. AdG(K) is compact since K
is compact and AdG is continuous. In this way, the Riemannian symmetric space
M determines a Riemannian symmetric pair (G,K).
So, the above arguments suggest that there is a certain correspondence between
Riemannian symmetric spaces and Riemannian symmetric pairs. We state this
result as the following theorem. For the detailed proof of the theorem, we refer to
[32].
Theorem 4.15. (1). Let (G,K) be a Riemannian symmetric pair. Then there is a
G-invariant metric g on M = G/K which makes (M, g) a Riemannian symmetric
space.
(2). Let M be a Riemannian symmetric space and let p any point in M . Let
G = I0(M), K the isotropy group of G at p, and sp the symmetry of M at p.
Then (I0(M), K) is a Riemannian symmetric pair with the involutive automor-
phism given by θ : x 7→ spxsp.
4.4 Harmonic Analysis on Compact Symmetric
Spaces X = U/K
Definition 4.16. Let U be a compact group and K a closed subgroup of U . We
denote Û the set of all equivalence classes of irreducible unitary representations of
U . For each π ∈ Û we always choose in the equivalence class a concrete represen-
tation π on a complex vector space Vπ and denote d(π) the dimension of Vπ. We
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define V Kπ the space of K-fixed vectors in Vπ by
V Kπ = {v ∈ Vπ | ∀k ∈ K, π(k)v = v}.
Denote cπ for the dimension of V
K
π . Define
(̂U/K) = {π ∈ Û : V Kπ 6= {0}} = {π ∈ Û : V Kπ 6= 0}.
We call a representation π ∈ (̂U/K) a K-spherical representation. The pair (U,K)
is called a compact Gelfand pair if the convolution algebra
L1(K\U/K) ∼= {f ∈ L1(U) : f(k1uk2) = f(u) ∀k1, k2 ∈ Kand a.e u ∈ U}
is commutative.
Let X be a compact Riemannian symmetric space. Let U = I0(X ) and K the
isotropy subgroup of U at a point in X . Then the pair (U,K) is a Riemannian
symmetric pair and X = U/K. Note that by Proposition 4.10, U is compact. We
call (U,K) a compact Riemannian symmetric pair.
Theorem 4.17. The compact Riemannian symmetric pair (U,K) is a Gelfand
pair.
Proof. See the proof of Corollary 1.5.6. in [24] or the proof of Corollary 8.1.4. in
[67].
Theorem 4.18. For the compact Riemannian symmetric pair (U,K), if π ∈
(̂U/K), then cπ = dimV
K
π = 1.
Proof. Let π ∈ (̂U/K). Suppose that cπ > 1. Pick nonzero orthonormal vectors v1
and v2 in V
K
π . Note that both πv1,v2 and πv2,v1 are in L
1(K\U/K). By the Schur’s
orthogonality relations, we see that
(πv1,v2 ∗ πv2,v1)(u) =
∫
U
〈π(a)v2, v1〉〈π(a−1u)v1, v2〉 da
=
∫
U
〈π(a)v2, v1〉〈π(u)v1, π(a)v2〉 da
=
∫
U
〈π(a)v2, v1〉〈π(a)v2, π(u)v1〉 da
=
1
d(π)
〈v2, v2〉〈v1, π(u)v1〉
=
1
d(π)
πv1,v1(u).
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Similarly, πv2,v1 ∗ πv1,v2 = 1d(π)πv2,v2 . Again, using the Schur’s orthogonal relations,
πv1,v1 and πv2,v2 are nonzero two othogonal vectors in L
1(K\U/K), and hence they
are not equal. This implies that πv1,v2 ∗πv2,v1 6= πv2,v1 ∗πv1,v2 . Thus, L1(K\U/K) is
not commutative. This is a contradiction since the previous theorem implies that
(U,K) is a Gelfand pair. This completes the proof.
Remark. We can give another proof of the above theorem by considering π as
a representation of the algebra L1(K\U/K). It can be shown that V Kπ is irre-
ducible under the action π of the commutative algebra L1(K\U/K), and so is
one-dimensional by the Schur’s lemma.
Now we will derive the harmonic analysis on X = U/K from the harmonic
analysis on U . We define the action of U on L2(X ) = L2(U/K) by
(u · f)(x) = f(u−1 · x),
where we always consider X = U/K as the set of right cosets uK, u ∈ U and the
action of U on U/K is given by
u · (xK) = uxK.
Let L2(U)K be the right K-invariant functions in L2(U). Then L2(U)K is invariant
under the left regular representation L of U on L2(U). The map
f 7−→ (u 7→ f(uK)) : L2(X )→ L2(U)K
is an isomorphism of Hilbert spaces and it interwines the action of U on L2(X )
and the left regular representation L of U on L2(U)K . Therefore, we can identify
the L2-functions on U/K with the right K-invariant L2-functions on U and the
harmonic analysis on L2(X ) is equivalent to the harmonic analysis on L2(U)K . By
the same token, the harmonic analysis on L2(X )K is equivalent to the harmonic
analysis on KL2(U)K . Here, L2(X )K denotes the set of left K-invariant functions
in L2(X ) and KL2(U)K denotes the set of K-biinvariant functions in L2(U). We
recall that if we let d(uK) be the push forward measure on U/K of the Haar
measure du on U via the canonical projection
u ∈ U 7→ uK ∈ U/K,
then we have the integration formula for f ∈ L1(U/K):
∫
U/K
f(uK) d(uK) =
∫
U
f(uK) du.
Recall that by Plancherel’s theorem, for f ∈ L2(U), we have the L2-expansion:
f(u) =
∑
π∈bU
d(π) Tr(π(u−1)π(f)) (4.1)
=
∑
π∈bU
d(π)
d(π)∑
j=1
〈π(u−1)π(f)ej, ej〉 (4.2)
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where for each π ∈ Ĝ, {e1, . . . , ed(π)} is an orthonormal basis for Vπ and we also
obtain the Plancherel formula
||f ||22 =
∑
π∈bU
d(π)|||π(f)||| (4.3)
=
∑
π∈bU
d(π) Tr(π(f)∗π(f)) (4.4)
=
∑
π∈bU
d(π)
d(π)∑
j=1
||π(f)ej||2. (4.5)
(a). Assume that f ∈ L2(U) and f is right K-invariant so that we can view f as
a function on L2(U/K). Fix π ∈ Ĝ. Then for each v ∈ Vπ, we formally get
π(f)v =
∫
U
f(x)π(x)v dx
=
∫
U
f(xk−1)π(x)v dx
=
∫
U
f(x)π(x)π(k)v dx
for all k ∈ K. Integrating over K, we formally have
π(f)v =
∫
K
∫
U
f(x)π(x)π(k)v dx dk
=
∫
U
f(x)π(x)
(∫
K
π(k)v dk
)
dx.
We can verify the validity of the above equations by taking the inner product with
w ∈ Vπ as we defined the definition of π(f) in the first section, i.e. the above
calculations are justified by the computations in the weak sense. Recall that we
define the space of K-fixed vectors by
V Kπ = {v ∈ Vπ | ∀k ∈ K, π(k)v = v}.
Next, for v ∈ Vπ, we set
PV Kπ (v) =
∫
K
π(k)v dk.
Then PV Kπ : Vπ → V Kπ is an orthogonal projection of Vπ on V Kπ and
π(f)v = π(f)PV Kπ (v). (4.6)
In fact, for every l ∈ K, we formally obtain
π(l)
(∫
K
π(k)v dk
)
=
∫
K
π(l)π(k)v dk =
∫
K
π(lk)v dk =
∫
K
π(k)v dk
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and then for v ∈ Vπ,
P2V Kπ (v) =
∫
U
π(l)
(∫
K
π(k)v dk
)
dl
=
∫
K
∫
K
π(k)v dk dl
=
∫
K
π(k)v dk
= PV Kπ (v);
moreover, for every v, w ∈ Vπ,
(PV Kπ (v), w) =
∫
K
〈π(k)v, w〉 dk
=
∫
K
〈v, π(k−1)w〉 dk
=
∫
K
〈v, π(k)w〉 dk
= 〈v,PVKπ (w)〉
= 〈P∗V Kπ (v), w〉.
Therefore, PV Kπ is idempotent and self adjoint. It follows that PV Kπ is an orthogonal
projection (see Theorem 22.1 in [4]).
If V Kπ = {0}, then π(f)v = 0 for all v ∈ Vπ. If V Kπ 6= {0}, then dimV Kπ = 1 by
Theorem 4.18. Pick a vector eπ ∈ V Kπ such that ||eπ|| = 1. Let {e1 = eπ, e2, . . . , ed(π)}
be an orthonormal basis for Vπ. Then (4.2) becomes
f(u) =
∑
π∈(̂U/K)
d(π)〈π(u−1)π(f)eπ, eπ〉, (4.7)
and (4.5) is reduced to
||f ||22 =
∑
π∈(̂U/K)
d(π)||π(f)eπ||2. (4.8)
Thus, (4.7) and (4.8) are the formulas for harmonic analysis on L2(U/K). Recall
Theorem 4.5. The above discussion implies that we have an orthogonal direct sum
decomposition of the left regular representation L of U on L2(U)K as
L2(U)K =
⊕̂
π∈Û/K


c(π)⊕
j=1
Mjπ


=
⊕̂
π∈Û/K
M1π (since c(π) = 1)
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where each Mjπ is the subspace of M spanned by the entries of the jth column.
Therefore, the irreducible decomposition of the left regular representation L of U
on L2(U)K has multiplicity 1. We set the notation Cπ(X ) for the spaceM1π.
(b). We suppose that f ∈ L2(U) and f is K-biinvariant so that we can view f as
a function on L2(U/K)K . So we have all the results of part (a). It turns out that
π(f)eπ ∈ V Kπ . Indeed, for every k ∈ K, we formally have
π(k)π(f)eπ = π(k)
(∫
U
f(x)π(x)eπ dx
)
=
∫
U
f(x)π(k)π(x)eπ dx
=
∫
U
f(x)π(kx)eπ dx
=
∫
U
f(k−1x)π(x)eπ dx
=
∫
U
f(x)π(x)eπ dx
= π(f)eπ.
But {eπ} is a basis of V Kπ , there is a scalar f̂(π) ∈ C such that
π(f)eπ = f̂(π)eπ (4.9)
Therefore, (4.7) and (4.8) become
f(u) =
∑
π∈(̂U/K)
d(π)f̂(π)〈eπ, π(u)eπ〉 (4.10)
and
||f ||22 =
∑
π∈(̂U/K)
d(π)|f̂(π)|2. (4.11)
We can compute f̂(π) as the following:
f̂(π) = f̂(π)||eπ||2
= 〈f̂(π)eπ, eπ〉
= 〈π(f)eπ, eπ〉
=
∫
U
f(x)〈π(x)eπ, eπ〉 dx
=
∫
U
f(x)〈eπ, π(x)eπ〉 dx.
In fact, the set {
√
d(π)ϕπ | π ∈ Ĝ, V Kπ 6= {0}} is an orthonormal basis for the
Hilbert space L2(U/K)K . Here ϕπ is defined by the formula
ϕπ(u) = 〈eπ, π(u)eπ〉, u ∈ U.
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We call ϕπ the spherical function on U/K associated with π. Note that ϕπ is
K-biinvariant. Also, observe that
f̂(π) =
∫
U
f(u)ϕπ(u) du = 〈f, ϕπ〉2.
Finally, we conclude that the harmonic analysis on L2(X )K contains the following
formulas:
f(x) =
∑
π∈(̂U/K)
d(π)f̂(π)ϕπ(x)
and
||f ||22 =
∑
π∈(̂U/K)
d(π)|f̂(π)|2,
where we define the scalar Fourier transform f̂(π) by
f̂(π) = 〈f, ϕπ〉2
=
∫
X
f(x)ϕπ(x) dx
=
∫
U
f(uK)ϕπ(uK) du.
Remark. We consider the situation in (a). We will rewrite the equations (4.7) and
(4.8) in the different forms. First, we observe that
(π(u−1)π(f)eπ, eπ) = 〈π(f)eπ, π(u)eπ〉
=
∫
U
f(x)〈π(x)eπ, π(u)eπ〉 dx
=
∫
U
f(x)
d(π)∑
j=1
〈π(x)eπ, ej)〈ej , π(u)eπ〉 dx
=
d(π)∑
j=1
(∫
U
f(x)〈ej , π(x)eπ〉 dx
)
· 〈ej, π(u)eπ〉
=
d(π)∑
j=1
f̂j(π)ϕ
j
π(u)
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and
||π(f)eπ||2 = 〈π(f)eπ, π(f)eπ〉
=
d(π)∑
j=1
〈π(f)eπ, ej〉〈ej, π(f)eπ〉
=
d(π)∑
j=1
∫
U
f(x)〈π(x)eπ, ej〉 dx 〈π(f)eπ, ej〉
=
d(π)∑
j=1
f̂j(π)f̂j(π)
=
d(π)∑
j=1
|f̂j(π)|2,
where for each j = 1, . . . , d(π), we define
ϕjπ(u) = 〈ej , π(u)eπ〉, u ∈ U
and
f̂j(π) =
∫
U
f(x)ϕjπ(x) dx.
We also see that
f̂j(π) = 〈π(f)ej, eπ〉. (4.12)
Note that each ϕjπ is right K-invariant and ϕ
1
π = ϕπ is K-biinvariant. Now (4.7)
and (4.8) can be rewritten as
f(u) =
∑
π∈(̂U/K)
d(π)


d(π)∑
j=1
f̂j(π)ϕ
j
π(u)

 (4.13)
and
||f ||22 =
∑
π∈(̂U/K)
d(π)


d(π)∑
j=1
|f̂j(π)|2

 . (4.14)
4.5 Compact Symmetric Spaces X = U/K and
Their Noncompact Duals Y = G/K
Let X be a compact Riemannian symmetric space associated with the compact
Riemannian symmetric pair (U,K) as in the previous section. Let θ be the associ-
ated involutive automorphism of U . Then X = U/K with U a compact connected
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Lie group and K a compact subgroup of U with the property (Gθ)0 ⊆ K ⊆ Gθ.
We denote o as the base point eK ∈X . We have the canonical decomposition
u = k⊕ p,
where u is the Lie algebra of U , k = {X ∈ u : (dθ)e(X) = X} is the Lie algebra of
K and p = {X ∈ u : (dθ)e(X) = −X}.
Since U is compact, U admits a faithful finite dimensional unitary representation.
Therefore, if N is the dimension of this representation, we may assume that U is
a closed subgroup of the unitary group U(N). We can show that the set
UC = {g = u exp(iX) : u ∈ U, X ∈ u}
is a closed subgroup of GL(N,C). For simplicity, we suppose that U is a closed
subgroup of the unitary group U(N) in this section. We have the corresponding
involution which we also denote by θ and we have the same decomposition as
above. Note that for g ∈ UC, there exist a unique u ∈ U and a unique X ∈ u such
that
g = u exp(iX).
The Lie algebra uC of UC is the complex Lie algebra
uC = u⊕ iu,
and UC is a complex submanifold of GL(N,C). So UC is the complexification of
compact Lie group U . (Indeed, uC = u⊕ iu is a Cartan decomposition with respect
to the anti-complex-linear extention of dθ.) We define the inner product on the Lie
algebra uC ⊂M(N,C) by
〈X, Y 〉 = Tr(XY ∗),
and we define the corresponding inner product on the dual space (uC)
∗ in the
canonical way. The involution θ can be extended to a holomorphic involution on
UC, which we also denote by θ. If g = u exp(iX) for u ∈ U, X ∈ u, then
θ(g) = θ(u)θ(exp(iX)) = θ(u) exp(dθ(iX)) = θ(u) exp(idθ(X))
since dθ is complex linear. Note that each element u in U can be written as
u = k expX,
for some k ∈ K, X ∈ p. This decomposition is in general not unique. A Cartan
subspace a for the Riemannian symmetric pair (U,K) is a maximal abelian (as a
subalgebra of u) subspace of p. It is known that Cartan subalgebras are conjugate
under the adjoint action of K on p (see [32]). Therefore, the Cartan subalgebras
have the same dimension. We call the dimension of a cartan subalgebra the rank of
the Riemannian symmetric pair (U,K). The set A = exp a is a connected abelian
closed subgroup of U . We call A the corresponding Cartan subgoup of (U,K). Note
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that K ∩A is a finite subgroup and K ∩A = exp ΓU/K , where ΓU/K is the lattice
of the pair (U,K) contained in a and is defined by
ΓU/K = {H ∈ a : expH ∈ K}.
We can show that
K = K0 exp ΓU/K ,
where K0 is the identity component of K. If K = U
θ,
ΓU/K =
{
1
2
H : H ∈ a, expH = e
}
.
The maximal torus of the Riemannian symmetric space X = U/K is defined by
A0 = {expH · o : H ∈ a} ∼= a/ΓU/K .
The quotient
W = W (U,K) = NK(A)/ZK(A) = NK(a)/ZK(a)
is a finite group which we call the Weyl group for the Riemannian symmetric pair
(U,K).
Let G = K exp ip. Then G is a closed subgroup of UC with the Lie algebra
g = k⊕ ip.
The identity component G0 of G is
G0 = K0 exp ip.
We note that dθ(g) ⊆ g with θ(X + iY ) = X − iY for X ∈ u, Y ∈ p. Then, after
a conjugation by an element in ZG(K) if necessary, we have for g ∈ G,
θ(g) = (g∗)−1.
Here, ∗ denote the conjugate transpose.
The pair (G,K) is a noncompact Riemannian symmetric pair associted to the
involution θ|G. We call (G,K) the noncompact dual of (U,K). The groupG is closed
and is stable by ∗ , so G is a linear reductive group. The set ia is a Cartan subspace
for the Riemannian symmetric pair (G,K). We denote by A = exp ia ⊂ G, the
corresponding Cartan subgroup.
If α ∈ (ia)∗, we define
gα = { X ∈ g | ∀H ∈ ia, [H,X] = α(H)X } .
If gα 6= {0}, α is called the restricted root. Set mα = dim gα. We let ∆ = ∆(g, ia) =
∆(uC, aC) be the restricted root system. Let t be a Cartan subalgebra of u contain-
ing a. The system ∆ is the set of restrictions to aC of the root system Σ(uC, tC)
whose restrictions to aC are not zero (cf. in [32], pp. 263-264).
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If U is simply connected, then Uθ is connected and thus
Γ = { H ∈ a | ∀α ∈ ∆, α(H) ∈ 2πiZ } .
We choose the positive system ∆+ and we set
n =
∑
α∈∆+
gα, N = exp n .
We denote (ia)+ the associated positive Weyl chamber :
(ia)+ =
{
H ∈ ia | ∀α ∈ ∆+, α(H) > 0
}
.
The group G and its Lie alebra g admit the Iwasawa decompositions :
g = k + ia + n, G = KAN .
The Iwasawa decomposition of an element g ∈ G is given by
g = k expHn,
where k ∈ K,H ∈ ia, n ∈ N . We set H = H (g).
Next we give the integration formula on X = U/K. From now on, we always
use the same notation o for the base point in all of the homogeneous space, for
example we denote o = eK in U/K. Let m0 be a U -invariant measure on X . Then
we have the following integration formula.
Theorem 4.19. Let f be an integrable function on X . Then
∫
X
f(x)dm0(x) = c0
∫
K
∫
a/ΓU/K
f(k expH · o)Jo(H)dHdk,
where
J0(H) =
∣∣∣∣∣
∏
α∈∆+
(sin 〈α, iH〉)mα
∣∣∣∣∣ ,
and c0 is a positive constant.
Proof. See the proof of Theorem IV.1.1 in [15].
The complexification KC of the compact group K is a closed subgroup of UC
and (UC, KC) is non-Riemannian symmetris pair with respect to the involution θ.
The space XC = UC/KC is a complex manifold and is the complexification of the
symmetric space X = U/K.
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Theorem 4.20. Each point z ∈XC can be written as
z = u exp(H) · o,
where u ∈ U and H ∈ ia. If
u1 exp(H1) · o = u2 exp(H2) · o,
then there exists w ∈W such that H2 = w ·H1. If we choose H ∈ (ia)+, then H is
unique.
Proof. See the proof of Theorem IV.2.1 in [15].
Let m be a UC-invariant measure on XC. Then we have the following integration
formula forXC.
Theorem 4.21. Let f be an integrable function on XC. Then
∫
XC
f(z)dm(z) = c
∫
U
∫
(ia)+
f(u expH · o)J(H)dHdu,
where
J(H) =
∏
α∈∆+
sinh 2 〈α,H〉 ,
and c is a positive constant.
Proof. See the proof of Therem IV.2.4 in [15].
Finally, we give an integration formula for the noncompact dual Y = G/K. Let
m1 be a G-invariant measure on Y . Then we have the following theorem.
Theorem 4.22. Let f be an integrable function on Y . Then
∫
Y
f(x)dm1(x) = c1
∫
K
∫
ia
f(k expH · o)J1(H)dHdk .
where
J1(H) =
∏
α∈∆+
sinh 〈α,H〉 ,
and c1 is a positive constant. Note that J1(2H) = J(H).
In the following, we give a parametrization for (̂U/K), the equivalence classes
of the irreducible K-spherical representation of U . Let (π, V ) be a finite dimen-
sional irreducible unitary representation of U . Then π extends to a holomorphic
representation πC of UC such that
πC(g)
∗ = πC(g
∗).
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Recall that the derived representation dπC is defined by
dπC(X) =
d
dt
πC(exp tX)|t=0,
for X ∈ uC. This is a Lie algebra representation of the complex Lie algebra uC.
Let t be a Cartan subalgebra of u containing a. Then t = (t∩k)⊕a. Let Σ(uC, tC)
be the root system of the pair (uC, tC). Let Σ
+ be a positive root system such that
each root α ∈ ∆+ is the retriction to aC of a root in Σ+.
For γ ∈ Σ, let uγC be the corresponding eigenspace:
u
γ
C = {X ∈ uC : [H,X] = γ(H)X, ∀H ∈ tC}.
A highest weight vector of the representation (π, V ) is a nonzero vector v in V such
that for H ∈ tC,
dπC(H)v = λ(H)v,
where λ ∈ t∗C and if
X ∈ u+C :=
⊕
γ∈Σ+
u
γ
C,
then dπC(X)v = 0. The corresponding linear functional λ is called the highest
weight of the representation (π, V ). Note that by C-linearity, λ ∈ (tC)∗ is com-
pletely determined by its restriction to either t or it, thus we can view λ ∈ (tC)∗
as an element of (it)∗ (real-valued) or t∗ (purely imaginary-valued). The subspace
V λ = {v ∈ V : dπC(H)v = λ(H)v, ∀H ∈ tC}
is of dimension 1. Recall that we define the set of K-fixed vectors by
V Kπ = {v ∈ Vπ | ∀k ∈ K, π(k)v = v}.
By Theorem 4.18, V Kπ is of dimension 1.
Theorem 4.23. Let (π, V ) be a irreducible unitary representation with the highest
weight λ. Let v be a highest weight vector. Then the followings are equivalent:
(i) The spherical π is K-spherical.
(ii) The highest vector v is invariant under K, i.e. v ∈ V Kπ .
(iii) For H ∈ t ∩ k, λ(H) = 0 (so λ ∈ (ia)∗) and for H ∈ ΓU/K , λ(H) ∈ 2iπZ.
Proof. See the proof of Theorem IV.4.2. in [15].
Recall that (see Theorem 4.28 in [37]) we have a one-to-one correspondence
between Û and the set D+ of dominant analytically integral weights with respect
to t (the correspondence being that each π ∈ Û sends to its highest weight λπ): λ
is a dominant analytically integral weight if and only if λ ∈ (it)∗ such that
λ(iΓU) ⊂ 2πZ (analytic integral condition)
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where ΓU = {H ∈ t : expH = e} is the unit lattice of U ,
and (the dominant condition)
〈λ, α〉 ≥ 0, ∀α ∈ Σ+.
Using this fact and the above theorem, we now obtain the following theorem on
parametrization of (̂U/K):
Theorem 4.24. We have the one-to-one correspondence between the set (̂U/K) of
equivalence classes of irreducible spherical representation and the set P+ ⊂ D+ of
dominant restricted analytically integral weights: µ ∈ P+ if and only if µ ∈ (ia)∗
such that
µ(iΓU/K) ⊂ 2πZ,
and
〈µ, α〉 ≥ 0, ∀α ∈ ∆+.
Next, we define
ρ′ =
∑
α∈Σ+
α
and
ρ =
∑
α∈∆+
mαα.
Remark. We remark here that if µ ∈ (it)∗ with µ|i(t∩k) = 0 (so µ ∈ (ia)∗), then
〈ρ′, µ〉 =
〈
ρ+

 ∑
α∈Σ+, α|ia=0
α

 , µ
〉
= 〈ρ, µ〉. (4.15)
In fact, we have ρ′|(ia)∗ = ρ.#
4.6 The Heat Equation on X = U/K
In this section we consider again a compact Riemannian symmetric space X as-
sociated with the compact Riemannian symmetric pair (U,K) and the involution
θ. We do not suppose that U is a closed subgroup of some unitary group as we did
in the last section. However, almost everything we defined in the previous section
still makes sense for the general connected compact group U . A few parts of the
previous section will be defined in more general settings. First, the complexification
of UC.
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Let ι : U → UC be the universal complexification of U , see Chapter 27 in [9].
This means that if L is a complex Lie group and f : U → L is a Lie group
homomorphism, then there is a unique holomorphic homomorphism fC : UC → L
such that
fC ◦ ι = f.
As U is compact, it follows that there exists a faithful representation π : U →
GL(N,C) for some N . Applying the above to π, we conclude that ι has to be
injective. Thus, we can assume that U is a subgroup of UC. Moreover, since U
is compact, U is closed in UC. Using the universal property of UC, we have the
following result.
Proposition 4.25. Let µ ∈ P+. Then the function ϕjµ extends to a holomorphic
function ϕ̃jµ on UC. The extension is given by
ϕ̃jµ(g) = 〈eµ, (πµ)C(g)eµ〉, g ∈ UC,
where we denote (πµ)C by π̃µ. Moreover, ϕ̃
j
µ is KC-invariant, and hence we can
consider ϕ̃jµ as a function on XC = UC/KC.
Proof. For the second statement, see the proof of Theorem 5.10.
The involution θ has the holomorphic extension to UC, which we also denote by
θ. On the other hand, consider the complex conjugation on uC:
X + iY 7−→ X − iY, X, Y ∈ u.
Then the decomposition
uC = u⊕ iu
is a Cartan decomposition with respect to the complex conjugation on uC and
hence we obtain the global Cartan decomposition
UC = U exp iu.
Thus, for g ∈ UC, there exist a unique u ∈ U and a unique X ∈ u such that
g = u exp(iX).
In fact, (UC, U) is a noncompact Riemannain symmetric pair with respecpect to
the antiholomorphic involution σ whose fixed point set is U and whose differential
at e is the complex conjugation. We also obtain the noncompact dual (G,K), with
respect to the involution θ|G, and its Iwasawa decomposition as in the previous
section. The results thereafter in the previous section will be available also.
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Proposition 4.26. Let µ ∈ P+. Then for g ∈ UC,
π̃µ(g)
∗ = π̃µ(g
∗),
where we set g∗ = σ(g)−1.
Proof. See the proof of Lemma A.2.3 in [34].
Next, we define an action of u on the space C∞(U) of smooth functions on U by
(X · f)(u) = d
dt
f(u exp tX)
∣∣∣∣
t=0
for X ∈ u and f ∈ C∞(U). It is a representation of u on C∞(U). In fact, it is
the derived representation of the right regular representation of U on C∞(U). This
representation of u on C∞(U) can be extended to a representation of the universal
enveloping algebra U(u) on C∞(U).
We define the Ad(U)-invariant inner product on u by
〈Z1 +X1, Z2 +X2〉 := 〈Z1, Z2〉0 −B(X1, X2)
for Z1, Z2 ∈ z(u), X1, X2 ∈ u′ in the decomposition u = z(u) ⊕ u′ where z(u) is
the center of u and u′ is the ideal of u spanned by [u, u] (u is reductive since u is
compact, see Theorem 5.18. in [51]); here 〈·, ·〉0 is a fixed inner product on z(u) and
B(·, ·) is the Killing form which is negative definite on the compact semisimple Lie
algebra u′. (We note that if we assume that U is a closed subgroup of GL(N,C),
then the inner product we defined on u ⊆ u(N) in the last section:
〈X, Y 〉 = Tr(XY ∗) = −Tr(XY ),
is invariant under the adjoint representation of U .)
Let {Xj}nj=1 be an orthonormal basis of u. Then the Casimir operator of U
associated with the inner product 〈·, ·〉 is defined by
CU =
n∑
j=1
X2j .
The Casimir element Ωu is independent of the choice of the chosen orthonormal
basis {Xj}nj=1 and is in the center of the universal enveloping algebra U(u). Recall
that we have an orthogonal decomposition u = k⊕q. Since 〈·, ·〉 is Ad(U)-invariant
and Ad(k)q = q, we can use 〈·, ·〉 as an inner product on q and it is Ad(K)-invariant.
Let {Yj} be an orthonormal basis of q. We then define the Casimir operator of
U/K associated with the inner product 〈·, ·〉 by
CU/K =
∑
j
Y 2j .
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Let g be the U -invariant Riemannian metric of U/K defined by 〈·, ·〉. Such g exists
because Ad(K) is compact. Then the Laplace-Beltrami operator ∆U/K on U/K
defined by 〈·, ·〉 is identical with the Casimir operator CU/K , see Theorem 5.2 in
[60]. Moreover, if we identfy the space of smooth functions C∞(U/K) by C∞(U)K ,
the space of right-K-invariant smooth functions on U (which we always do), then
CU/K = CU |C∞(U)K .
Therefore, the Cauchy problem of the heat equation on X = U/K:
∆X a(x, t) =
∂a
∂t
(x, t), (x, t) ∈ X × (0,∞)
lim
t→0+
a(x, t) = f(x), f ∈ L2(X ) (the initial condition)
is the same as the equation:
CU/Ka(x, t) =
∂a
∂t
(x, t), (x, t) ∈ U/K × (0,∞)
lim
t→0+
a(x, t) = f(x), f ∈ L2(U/K) (the initial condition)
which then can be reduced to the equation:
CUa(u, t) =
∂a
∂t
(u, t), (u, t) ∈ U × (0,∞) (4.16)
lim
t→0+
a(x, t) = f(u), f ∈ L2(U)K (the initial condition)
where the function a(u, t) is right-K-invariant in the first variable.
Before solving the above Cauchy problem, we present the following lemma.
Lemma 4.27. Let µ ∈ D+. Then we have
CU(ϕ
ij
µ ) = −〈µ+ 2ρ′, µ〉 ϕijµ .
That is, the matrix coefficients ϕijµ are eigenfunctions for the Carsimir operator
CU . If f ∈ C2(U), then we have
πµ(CUf) = −〈µ+ 2ρ′, µ〉πµ(f).
Proof. See the Proof of Lemmas 1.1 and 1.2 in [57].
Corollary 4.28. Let µ ∈ P+. then
CU(ϕ
j
µ) = −〈µ+ 2ρ, µ〉 ϕjµ.
If f ∈ C2(U)K , then we have
πµ(CUf) = −〈µ+ 2ρ, µ〉πµ(f).
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Proof. This is an immediate consequence of the previous theorem and the remark
at the end of the previous section.
To solve the heat equation, we formally apply the µ-th Fourier coefficient, µ ∈
P+, to (4.16) to get (by using the preceding lemma)
−〈µ+ 2ρ, µ〉πµ (a (·, t)) = πµ(CU(a(·, t))) = πµ (∂ta (·, t))
and
πµ (a (·, 0)) = πµ (f) .
In particular, (recall the Equation (4.12))
−〈µ+ 2ρ, µ〉 â (·, t)j (µ) = −〈µ+ 2ρ, µ〉πµ (a (·, t))j
= πµ (∂ta (·, t))j
= ∂t
(
πµ (a (·, t))j (µ)
)
= ∂t
(
â (·, t)j (µ)
)
and
â (·, 0)j (µ) = πµ (a (·, 0))j = πµ (f)j = f̂j (µ) .
So we have a differential equation in t variable with an initial condition. The
solution of this differential equation is
â (·, t)j (µ) = f̂j (µ) e−t〈µ+2ρ,µ〉.
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Thus, we obtain the Fourier series expansion of a(u, t) as
a (u, t) =
∑
µ∈P+
d (µ)
d(µ)∑
j=1
e−t〈µ+2ρ,µ〉f̂j (µ)ϕ
j
µ (u)
=
∑
µ∈P+
d (µ) e−t〈µ+2ρ,µ〉
d(µ)∑
j=1
f̂j (µ)ϕ
j
µ (u)
=
∑
µ∈P+
d (µ) e−t〈µ+2ρ,µ〉
d(µ)∑
j=1
(∫
U
f (g)ϕjµ (g)dg
)
ϕjµ (u)
=
∑
µ∈P+
d(µ)e−t〈µ+2ρ,µ〉
∫
U
f(g)
d(µ)∑
j=1
〈πµ(g)eµ, ej〉〈ej, πµ(u)eµ〉 dg
=
∑
µ∈P+
d (µ) e−t〈µ+2ρ,µ〉
∫
U
f (g) 〈πµ (g) eµ, πµ (u) eµ〉 dg
=
∑
µ∈P+
d (µ) e−t〈µ+2ρ,µ〉
∫
U
f (g)
〈
eµ, πµ
(
g−1u
)
eµ
〉
dg
=
∑
µ∈P+
d (µ) e−t〈µ+2ρ,µ〉
∫
U
f (g)ϕµ
(
g−1u
)
dg
=
∫
U
f (g)

∑
µ∈P+
d (µ) e−t〈µ+2ρ,µ〉ϕµ
(
g−1u
)

 dg
where we formally interchange the integral and the summation in the last equa-
tion.
Now, we define the heat kernel ht on U/K by
ht(x) =
∑
µ∈P+
d (µ) e−t〈µ+2ρ,µ〉ϕµ (u) , x = u · o.
We note that we can view ht as a K-biinvariant function on U . We formally write
a(u, t) as the convolution f ∗ ht. We show that the convolution f ∗ ht is a solution
of the above Cauchy problem of the heat equation. First, we note that for µ ∈ P+
|ϕµ(u)| = |〈eµ, πµ(u)eµ| ≤ ||eµ||||πµ(u)||||eµ|| ≤ 1.
Since
∑
µ∈P+
d(µ)e−t〈µ+2ρ,µ〉 <∞ (recall that by the Weyl’s dimension formula, there
are positive constants m and c such that d(µ) ≤ c(||µ||+ ||ρ||)m), the sum
∑
µ∈P+
d (µ) e−t〈µ+2ρ,µ〉ϕµ (u)
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converges uniformly on U by the Weierstrass M-test and hence ht is continuous
on U . Note that according to the formula of ht, we see that for µ ∈ P+,
ĥt(µ) = e
−t〈µ+2ρ,µ〉.
Lemma 4.29. Let f be a continuous function on X . Then f is smooth on X if
and only if the Fourier coefficients πµ(f) is rapidly decreasing, that is,
lim
||µ||→∞
||µ||k|||πµ(f)||| = 0
for every non negative integer k. In this case, the Fourier series of f converges to
f absolutely and uniformly on U .
Proof. See the proof of Theorem 1 and Theorem 3 in [57].
Proposition 4.30. The heat kernel ht is smooth on U and satisfies the heat equa-
tion, i.e. CU(ht) = ∂t(ht).
Proof. Let {e1 := eµ, eµ, ..., ed(µ)} be an orthonormal basis of Vµ such that {eµ} is
an orthonormal basis for V Kµ . Since ht is K-biinvariant, by (4.6) and (4.9),
|||πµ(ht)|||2 =
d(µ)∑
j=1
||πµ(ht)ej||2 = ||ĥt(µ)eµ||2 = |ĥt(µ)|2 = e−2t〈µ+2ρ,µ〉.
Therefore, ht is smooth by the previous lemma (see the last part in the proof of
the next proposition).
By Corollary (4.28), we see that
∑
µ∈P+
d(µ)e−t〈µ+2ρ,µ〉Cµ(ϕµ(u)) =
∑
µ∈P+
d(µ)e−t〈µ+2ρ,µ〉(−〈µ+ 2ρ, µ〉)ϕµ(u).
The sum converges uniformly on U since |ϕµ(u)| ≤ 1 for all u ∈ U and
∑
µ∈P+
d(µ)e−t〈µ+2ρ,µ〉〈µ+ 2ρ, µ〉 ≤
∑
µ∈P+
d(µ)2||ρ||||µ||2e−t||µ||2 <∞,
(also see the last part in the proof of the next proposition). We see that
∂t(e
−t〈µ+2ρ,µ〉) = (−〈µ+ 2ρ, µ〉)e−t〈µ+2ρ,µ〉.
Since for every 0 < t0 < t1 <∞, |e−t〈µ+2ρ,µ〉| ≤ e−t0||µ||2 for all t ∈ [t0, t1], as above
the sum ∑
µ∈P+
d(µ)(−〈µ+ 2ρ, µ〉)e−t〈µ+2ρ,µ〉ϕµ(u)
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converges uniformly on compact subsets of {t : t > 0}. Finally, we have
CU(ht(u)) = CU
(∑
µ∈P+
d(µ)e−t〈µ+2ρ,µ〉ϕµ(u)
)
=
∑
µ∈P+
d(µ)e−t〈µ+2ρ,µ〉Cµ(ϕµ(u))
=
∑
µ∈P+
d(µ)e−t〈µ+2ρ,µ〉(−〈µ+ 2ρ, µ〉)ϕµ(u)
=
∑
µ∈P+
d(µ)ϕµ(u)∂t(e
−t〈µ+2ρ,µ〉)
= ∂t
(∑
µ∈P+
d(µ)e−t〈µ+2ρ,µ〉ϕµ(u)
)
= ∂t(ht(u)).
Proposition 4.31. For every f ∈ L2(X ), the function f ∗ ht is smooth on X .
Proof. We use the previous lemma. Let µ ∈ P+ and {e1 := eµ, eµ, ..., ed(µ)} be an
orthonormal basis of Vµ such that {eµ} is an orthonormal basis for V Kµ . First, we
compute |||πµ(f ∗ ht)|||. We see that
|||πµ(f ∗ ht)|||2 =
d(µ)∑
j=1
||πµ(f ∗ ht)ej ||2
=
d(µ)∑
j=1
||πµ(f)πµ(ht)ej||2
= ||πµ(f)πµ(ht)eµ||2
= ||πµ(f)ĥt(µ)eµ||2
= e−2t〈µ+2ρ, µ〉||πµ(f)eµ||2
≤ e−2t〈µ+2ρ, µ〉||f ||22.
The last inequality holds because ||f ||22 =
∑
µ d(µ)||πµ(f)eµ||2. Now we have for
k ∈ Z+,
||µ||k|||πµ(f ∗ ht)|||2 ≤ ||f ||2
(
||µ||ke−t〈µ+2ρ, µ〉
)
= ||f ||2
(
||µ||ke−t〈µ,µ〉−2t〈ρ,µ〉
)
≤ ||f ||2
(
||µ||ke−t||µ||2 · e−2t〈ρ,µ〉
)
≤ ||f ||2
(
||µ||ke−t||µ||2
)
−→ 0,
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as ||µ|| → ∞. The last inequality holds because the condition (see Proposition 4.14
in [37])
2〈µ, ρ〉
||ρ||2 ∈ Z
+
implies that −2t〈ρ, µ〉 ≤ 0. Hence, Lemma 4.29, f ∗ ht is smooth on X .
Proposition 4.32. For every f ∈ L2(X ), we have
(f ∗ ht)(x) =
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)
where the sum converges uniformly on X .
Proof. Let f ∈ L2(X ). Then f ∈ L1(X ). Since for µ ∈ P+,
πµ(f ∗ ht) = πµ(f)πµ(ht) and πµ(ht)eµ = ĥt(µ)eµ = e−t〈µ+2ρ, µ〉eµ,
we can write f ∗ ht in terms of its the Fourier series as
(f ∗ ht)(x) =
∑
µ∈P+
d(µ)〈πµ(u−1)πµ(f ∗ ht)eµ, eµ〉
=
∑
µ∈P+
d(µ)〈πµ(u−1)πµ(f)πµ(ht)eµ, eµ〉
=
∑
µ∈P+
d(µ)〈e−t〈µ+2ρ, µ〉πµ(u−1)πµ(f)eµ, eµ〉
=
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉〈πµ(u−1)πµ(f)eµ, eµ〉
=
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x),
where x = u · o ∈X . By the previous proposition, we know that f ∗ ht is smooth
on X . Therefore, by Theorem 4.29, the Fourier series of f ∗ht converges uniformly
to f ∗ ht on X . This completes the proof.
Proposition 4.33. Let f ∈ L2(X ). Then f ∗ ht solves the Cauchy problem of the
heat equation, i.e. CU(f ∗ ht) = ∂t(f ∗ ht) with limt→0+(f ∗ ht) = f .
Proof. By the preceding proposition, we have
(f ∗ ht)(x) =
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)
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where the sum converges uniformly on X . Note that for µ ∈ P+,
∣∣∣∣∣∣
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)
∣∣∣∣∣∣
≤
d(µ)∑
j=1
|f̂j(µ)||ϕjµ(x)|
≤
d(µ)∑
j=1
|f̂j(µ)|
≤
d(µ)∑
j=1
∫
U
|f(u)||ϕjµ(u)| du
≤
d(µ)∑
j=1
∫
U
|f(u)| dx
≤ d(µ)||f ||22.
Therefore, by using the same estimates as in the proof of Proposition 4.30, we have
CU((f ∗ ht)(x)) = CU

∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)


=
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)CU(ϕ
j
µ(x))
=
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉(−〈µ+ 2ρ, µ〉)
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)
=
∑
µ∈P+
d(µ)∂t(e
−t〈µ+2ρ, µ〉)
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)
= ∂t

∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)


= ∂t((f ∗ ht)(x))
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and
lim
t→0+
(f ∗ ht)(x) = lim
t→0+
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)
=
∑
µ∈P+
d(µ) lim
t→0+
(e−t〈µ+2ρ, µ〉)
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)
=
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)
= f(x).
4.7 The Fock Space Ht(XC)
The discussion of the heat kernel on the noncompact symmetric space can be
found in [23] and [2]. Let h1t be the heat kernel associated to the Laplace-Beltrami
operator ∆G on the noncompact symmetric space Y = G/K. Then h
1
t is given by
(cf. (2.4))
h1t (g) =
∫
(ia)∗
e−t(‖µ‖
2+‖ρ‖2)ψµ(g)
dµ
|c(µ)|2
, (4.17)
where c(·) is the Harish-Chandra c-function for G/K and ψµ is the spherical func-
tion of the pair (G,K) defined by
ψµ(g) =
∫
K
e〈iµ−ρ,H (g−1k)〉dk
for µ ∈ a∗C. We recall the following well known fact.
Lemma 4.34. Let µ ∈ P+. Then we have
ϕ̃µ|G = ψ−i(µ+ρ).
Proof. See the proof of Lemma 2.5 in [8].
Note that
∫
Y
h1t (x)ψ−µ(x)dm1(x) = e
−t(‖µ‖2+‖ρ‖2) , µ ∈ (ia)∗.
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Recall that by Theorem 4.22, we have the integration formula :
∫
Y
f(x)dm1(x) = c1
∫
K
∫
ia
f(kexpH · o)J1(H)dHdk .
Now we suppose that the measures m and m1 are normalized so that c = |w|c1 .
Therefore,
c
|W |
∫
ia
h1t (expH)ψ−µ(expH)J1(H)dH = e
−t(‖µ‖2+‖ρ‖2) , µ ∈ (ia)∗.
Note that the left-hand side is a holomorphic function of µ and the rihgt-hand side
also admits a holomorphic extension as a function of µ ∈ a∗C, the extension being
given by e−t(
P
µ2j+‖ρ‖
2). Thus, the above equation holds for all µ ∈ a∗C. In particular,
c
|W |
∫
ia
h1t (expH)ψ−iµ(expH)J1(H)dH = e
−t(‖µ‖2−‖ρ‖2) , µ ∈ (ia)∗. (4.18)
For z = u expH · o ∈XC (u ∈ U,H ∈ ia), we define
pt(z) = 2
rh12t(exp(2H) · o),
where r = dim a.
We define the Fock space Ht(XC) as follows:
Ht(XC) =
{
F ∈ O(C) : ||F ||2Ht :=
∫
XC
|F (z)|2pt(z)dz <∞
}
.
That is Ht(XC) = O(C) ∩ L2(XC, pt(z)dz). Note that the measure dz on XC =
UC/KC is the push forward measure of a left Harr measure on the (connected)
complex Lie group (hence a Lie group) UC which , in each chart, has a continuious
strictly positive density with respect to a Lebesgue measure. Therefore, the mea-
sure pt(z)dz is also a continuous strictly positive measure on XC. By Proposition
2.3, Ht(XC) is a Hilbert spaces of holomorphic functions.
Proposition 4.35. The left regular representation of U on L2(XC, pt(z)dz) which
is defined by
(u · F )(z) = F (u−1 · z) for F ∈ L2(XC, pt(z)dz), z ∈XC
is a unitary representation. Moreover, Ht(XC) is a U-invariant closed subspace
of L2(XC, pt(z)dz) and hence the left regular representation of U on Ht(XC) is a
unitary representation.
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Proof. Since the measure pt(z)dz is U -invariant, for every u1 ∈ U and F ∈
L2(XC, pt(z)dz)
||u1 · F ||2Ht =
∫
XC
|(u1 · F )(z)|2pt(z)dz
=
∫
XC
|F (u−11 · z)|2pt(z)dz
= c
∫
U
∫
(ia)+
|F (u−11 · u expH · o)|22rh12t(exp(2H) · o)J(H)dH du
= c
∫
U
∫
(ia)+
|F (u expH · o)|22rh12t(exp(2H) · o)J(H)dH du
=
∫
XC
|F (z)|2pt(z)dz
= ||F ||Ht .
Therefore, U acts unitarily on L2(XC, pt(z)dz). Note that if F ∈ O(C), then u·F ∈
O(C) for every u ∈ U . So Ht(XC) is a U -subrepresentation of L2(XC, pt(z)dz).
Thus, the left regular representation of U on Ht(XC) is a unitary representation.
4.8 The Segal-Bargmann Transform on L2(X )
Lemma 4.36. For H ∈ ia, (expH)∗ = expH.
Proof. Let H ∈ ia. Then H = iS for some S ∈ a. Since dσ is complex antilinear,
dσ(H) = dσ(iS) = −idσ(S) = −iS = −H. Therefore,
(expH)∗ = σ(expH)−1 = exp(dσ(H))−1 = exp(−H)−1 = exp(H).
Lemma 4.37. The holomorphic matrix coefficients ϕ̃jµ are in the space Ht(XC)
for all µ ∈ P+, j = 1, . . . , d(µ) with the norms
||ϕ̃jµ||Ht =
et〈µ+2ρ, µ〉√
d(µ)
.
Proof. Let µ ∈ P+ and j ∈ {1, . . . , d(µ)}. Then by Theorem 4.21,
||ϕ̃jµ||2Ht =
∫
XC
|ϕ̃jµ(z)|2pt(z)dz
= c
∫
U
∫
(ia)+
|ϕ̃jµ(u expH · o)|22rh12t(exp(2H) · o)J(H)dH du
= c2r
∫
(ia)+
h12t(exp(2H) · o)
(∫
U
|ϕ̃jµ(u expH · o)|2du
)
J(H)dH.
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For H ∈ (ia)+, we have
∫
U
|ϕ̃jµ(u expH · o)|2du =
∫
U
|〈vjµ, π̃µ(u expH)vµ〉|2du
=
∫
U
|〈πµ(u−1)vjµ, π̃µ(expH)vµ〉|2du
=
∫
U
|〈πµ(u)vjµ, π̃µ(expH)vµ〉|2du
=
1
d(µ)
||vjµ||2||π̃µ(expH)vµ||2
=
1
d(µ)
〈π̃µ(expH)vµ, π̃µ(expH)vµ〉
=
1
d(µ)
〈vµ, π̃µ((expH))∗π̃µ(expH)vµ〉
=
1
d(µ)
〈vµ, π̃µ((expH)∗)π̃µ(expH)vµ〉
=
1
d(µ)
〈vµ, π̃µ(expH · expH)vµ〉
=
1
d(µ)
〈vµ, π̃µ(exp 2H)vµ〉
=
1
d(µ)
ϕ̃µ(exp(2H) · o),
where we use Lemma 4.36 in the eighth line. Therefore, we have
||ϕ̃jµ||2Ht =
c2r
d(µ)
∫
(ia)+
h12t(exp(2H) · o)ϕ̃µ(exp(2H) · o)J(H)dH
=
c2r
d(µ)|W |
∫
ia
h12t(exp(2H) · o)ϕ̃µ(exp(2H) · o)J(H)dH
=
c
d(µ)|W |
∫
ia
h12t(expH · o)ϕ̃µ(expH · o)J1(H)dH
=
c
d(µ)|W |
∫
ia
h12t(expH · o)ψ−i(µ+ρ)(expH · o)J1(H)dH
where we use the fact that J(H/2) = J1(H) and we apply Lemma 4.34 to the last
equation. Finally, using (4.18), we obtain
||ϕ̃jµ||2Ht =
c
d(µ)|W |
∫
ia
h12t(expH · o)ψ−i(µ+ρ)(expH · o)J1(H)dH
=
1
d(µ)
e2t〈µ+2ρ, µ〉.
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Lemma 4.38 (Orthogonality Relations). We have the following orthogonality re-
lations.
(1) If µ ∈ P+, then
〈ϕ̃jµ, ϕ̃kµ〉Ht = 0
for all j 6= k ∈ {1, . . . , d(µ)}.
(2) If µ 6= δ ∈ P+, then
〈ϕ̃jµ, ϕ̃kδ〉Ht = 0
for all j ∈ {1, . . . , d(µ)} and k ∈ {1, . . . , d(δ)}.
Proof. We first prove part (a). Let µ ∈ P+ and j 6= k ∈ {1, . . . , d(µ)}. Then
〈ϕ̃jµ, ϕ̃kµ〉Ht =
∫
XC
ϕ̃jµ(z)ϕ̃
k
µ(z)pt(z)dz
= c
∫
U
∫
(ia)+
ϕ̃jµ(u expH)ϕ̃
k
µ(u expH)2
rh12t(exp(2H))J(H)dH du
= c2r
∫
(ia)+
h12t(exp(2H))
(∫
U
ϕ̃jµ(u expH)ϕ̃
k
µ(u expH)du
)
J(H)dH.
For H ∈ (ia)+, if f(H) =
∫
U
ϕ̃jµ(u expH)ϕ̃
k
µ(u expH)du, then we have
f(H) =
∫
U
〈vjµ, π̃µ(u expH)vµ〉〈vkµ, π̃µ(u expH)vµ〉du
=
∫
U
〈πµ(u−1)vjµ, π̃µ(expH)vµ〉〈πµ(u−1)vkµ, π̃µ(expH)vµ〉du
=
∫
U
〈πµ(u)vjµ, π̃µ(expH)vµ〉〈πµ(u)vkµ, π̃µ(expH)vµ〉du
=
1
d(µ)
〈vjµ, vkµ〉〈π̃µ(expH)vµ, π̃µ(expH)vµ〉
= 0,
by Theorem 4.3. Therefore, 〈ϕ̃jµ, ϕ̃kµ〉Ht = 0.
Now we prove part (b). Let µ 6= δ ∈ P+, j ∈ {1, . . . , d(µ)} and k ∈ {1, . . . , d(δ)}.
Then πµ and πδ are not equivalent. We see that
〈ϕ̃jµ, ϕ̃kδ 〉Ht =
∫
XC
ϕ̃jµ(z)ϕ̃
k
δ (z)pt(z)dz
= c
∫
U
∫
(ia)+
ϕ̃jµ(u expH)ϕ̃
k
δ(u expH)2
rh12t(exp(2H))J(H)dH du
= c2r
∫
(ia)+
h12t(exp(2H))
(∫
U
ϕ̃jµ(u expH)ϕ̃
k
δ(u expH)du
)
J(H)dH.
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For H ∈ (ia)+, if g(H) =
∫
U
ϕ̃jµ(u expH)ϕ̃
k
δ(u expH)du, then we have
g(H) =
∫
U
〈vjµ, π̃µ(u expH)vµ〉〈vkδ , π̃δ(u expH)vδ〉du
=
∫
U
〈πµ(u−1)vjµ, π̃µ(expH)vµ〉〈πδ(u−1)vkδ , π̃δ(expH)vδ〉du
=
∫
U
〈πµ(u)vjµ, π̃µ(expH)vµ〉〈πδ(u)vkδ , π̃δ(expH)vδ〉du
= 0,
by Schur’s orthogonality relations. Hence, 〈ϕ̃jµ, ϕ̃kδ〉Ht = 0. This completes the proof.
Theorem 4.39. Let f ∈ L2(X ). Then for z ∈XC,
f̃ ∗ ht(z) =
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ̃
j
µ(z)
where the sum converges both in Ht(XC) and uniformly on compact subsets of XC.
Here, f̃ ∗ ht is the holomorphic extension to XC of f ∗ ht. Moreover, we have
||f̃ ∗ ht||Ht = ||f ||2.
Proof. By the previous Lemma, all {ϕ̃jµ}jµ are orthogonal in Ht(XC). Therefore by
Lemma 4.37, we see that
∑
µ∈P+
d(µ)2
e2t〈µ+2ρ, µ〉
d(µ)∑
j=1
|f̂j(µ)|2||ϕ̃jµ||2Ht =
∑
µ∈P+
d(µ)2
e2t〈µ+2ρ, µ〉
d(µ)∑
j=1
|f̂j(µ)|2
e2t〈µ+2ρ, µ〉
d(µ)
=
∑
µ∈P+
d(µ)
d(µ)∑
j=1
|f̂j(µ)|2
= ||f ||22
< ∞.
Therefore,
∑
µ∈P+ d(µ)e
−t〈µ+2ρ, µ〉∑d(µ)
j=1 f̂j(µ)ϕ̃
j
µ converges to a holomorphic func-
tion F in Ht(XC).
Let Q be any compact subset of XC. Let {µ1, µ2, ..., µn, ...} = P+ be any order
of the set P+ and let
Fn(z) =
n∑
k=1
d(µk)e
−t〈µ+2ρ, µ〉
d(µk)∑
j=1
f̂j(µk)ϕ̃
j
µk
(z),
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for all n ∈ Z+ and z ∈ XC. Since Ht(XC) is a Hilbert space of holomorphic
functions, there is a constant MQ such that for all n ∈ Z+,
sup
z∈K
|Fn(z)− F (z)| ≤MQ||Fn − F ||Ht.
But Fn converges to F in Ht(XC),
lim
n→∞
sup
z∈K
|Fn(z)− F (z)| = 0.
Therefore, Fn converges to F uniformly on K. Hence,
F (z) =
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ̃
j
µ(z)
where the sum converges uniformly on compact subsets of XC. Recall that by
Proposition 4.32, we have
(f ∗ ht)(x) =
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ
j
µ(x)
pointwisely for all x ∈ X . Thus, F is the holomorphic extension of f ∗ ht to XC.
It follows that
f̃ ∗ ht = F.
The above calculation shows that ||f̃ ∗ ht||Ht = ||f ||2. This completes the proof.
Now we define the Segal-Bargmann transform for X , Ht : L
2(X ) −→ Ht(XC)
by
(Htf)(z) = f̃ ∗ ht(z) =
∑
µ∈P+
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ̃
j
µ(z),
for f ∈ L2(X ). Clearly, Ht is linear.
Corollary 4.40. The Segal-Bargmann transform Ht : L
2(X ) −→ Ht(XC) is an
isometry.
Proof. This is an immediate consequence of the previous theorem.
Theorem 4.41. The Segal-Bargmann transform Ht : L
2(X ) −→ Ht(XC) is a
unitary isomorphism.
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Proof. By Corollary 4.40, we know that Ht is an isometry. Therefore, it remains
to show that Ht is onto Ht(XC). To prove this, we use the restriction principle.
Let R : Ht(XC) −→ L2(X ) be the restriction map defined by
R(F ) = F |X
for F ∈ Ht(XC). Note that R is defined everywhere (i.e., R(Ht(XC)) ⊂ L2(X ))
because X is compact. In fact, R(Ht(XC)) ⊂ C(X ) ⊂ L2(X ). Furthermore, since
we know that the analytic continuations
{
ϕ̃jµ
}
of the matrix coefficients {ϕjµ} are in
Ht(XC), R has dense range. We next observe that since Ht(XC) is a Hilbert space
of holomorphic functions on XC and X ⊂ XC is compact, there is a constant M
such that for every F ∈ Ht(XC)
||F |X ||22 =
∫
X
|F |X (x)|2dx ≤ sup
x∈X
|F |X (x)|2
≤ M2||F ||2Ht.
Thus, R is bounded. Moreover, it is easy to see that R is an intertwining operator.
Again, we consider here Ht(XC) and L2(X ) as the left regular representations
of U . Therefore, by Theorem 3.5 (the restriction principle), there is a unitary
intertwining isomorphism T : L2(X ) −→ Ht(XC). Since we have the Hilbert
space direct sum L2(X ) =
⊕̂
µ∈P+
Cµ(X ) with multiplicity 1 (see the discussion in
Section 4.4), we also have the Hilbert space irreducible decomposition Ht(XC) =⊕̂
µ∈P+
T (Cµ(X )) with multiplicity 1.
Suppose that Ht is not onto. Then Ht(L
2(X ))⊥ 6= {0}. Now consider the left
regular represenatation of U on Ht(L
2(X ))⊥. Recall that Ht is a unitary inter-
twining operator from L2(X ) onto Ht(L
2(X )). So we have another irreducible
decomposition of Ht(XC) induced from the map Ht and the left regular represen-
tation of U on Ht(L
2(X ))⊥. Let V be an irreducible subrepresentation of the left
regular representation of U on Ht(L
2(X ))⊥. Thus, by Proposition 4.7, A is unitar-
ily equivalent to T (Cδ(X )) for some δ ∈ P+. Let S = Ht|Cδ(X ) ◦T ∗|T (Cδ(X )). Then
we have S : T (Cδ(X )) −→ Ht(Cδ(X )) is a unitary intertwining operator because
T ∗|T (Cδ(X )) and Ht|Cδ(X ) are unitary intertwining operators. Hence, V is unitarily
equivalent to Ht(Cδ(X )). Therefore, we have a Hilbert space irreducible decompo-
sition ofHt(XC) = Ht(L2(X ))⊕Ht(L2(X ))⊥ for the left regular representation of
U such that the decomposition contains a component that has multiplicity greater
than 1. This contradicts the fact that the irreducible decomposition of Ht(XC) has
multiplicity 1. Therefore, Ht is onto.
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Chapter 5
The Segal-Bargman Transform on the
Direct Limits
5.1 Introduction
In this final chapter, we construct the Segal-Bargmann transform on the direct limit
of the Hilbert spaces {L2(Mn)Kn}n where Mn = Un/Kn is a special sequence of
symmetric spaces of compact type. We begin in Section 5.2 with the basic notations
we use throughout the chapter. We also give a nice parametrization of the unitary
dual of Un/Kn under the assumption that Un is simply connected. Section 5.3 and
5.4 give the definitions of the propagations for the Lie algebras and symmetric
spaces which are introduced in [46]. We are interested in the propagating sequence
of symmetric spaces of compact type, Mn = Un/Kn. This sequence has a nice
property allowing us to embed Ûn/Kn into Ûm/Km for m ≥ n in a natural way.
This embeddings are given in Section 5.4. Section 5.5 presents the L2-theory of
L2(Mn)
Kn. The formula for the Segal-Bargmann transform on L2(Mn)
Kn is given
in Section 5.6. We then give a short overview of the direct limits and inverse limits
in the category of Hilbert spaces and unitary embeddings. Finally, in Section 5.7,
we give a construction of the Segal-Bargmann transform on the direct limits of
{L2(Mn)Kn}n. We use the notation Z+ for the set {0, 1, 2, ...}.
5.2 Basic Notations
Throughout this chapter, all compact symmetric spaces and all notations will be
as the following.
Let M = U/K be a symmetric space of compact type, i.e. U is a connected
semisimple Lie group with an involution θ such that
Uθ0 ⊆ K ⊆ Uθ.
Here, Uθ denotes the subgroup of θ-fixed points,
Uθ = {u ∈ U : θ(u) = u} ,
and Uθ0 is the connected component of U containing the identity. The list of irre-
ducible symmetric spaces of compact type is given by the following table.
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Compact Irreducible Riemannian Symmetric M = U/K
U K RankM DimM
1 SU(n)×SU(n) diag SU(n) n− 1 n2 − 1
2 SO(2n + 1)×SO(2n+ 1) diag SO(2n+ 1) n 2n2 + n
3 SO(2n)×SO(2n) diag SO(2n) n 2n2 − n
4 Sp(n)×Sp(n) diag Sp(n) n 2n2 + n
5 SU(p + q) S(U(p)×U(q)) min(p, q) 2pq
6 SU(n) SO(n) n− 1 (n−1)(n+2)
2
7 SU(2n) Sp(n) n− 1 2n2 − n− 1
8 SO(p + q) SO(p)× SO(q) min(p, q) pq
9 SO(2n) U(n) [n
2
] n(n− 1)
10 Sp(p + q) Sp(p)×Sp(q) min(p, q) 4pq
11 Sp(n) U(n) n n(n+ 1)
(5.1)
We further assume that U is simply connected. Then Uθ is connected (see
Lemma 2, p. 103 in [60]) and hence K is connected. Then we can basically fol-
low the notations and the constructions as we did in the last chapter in order to
get the Segal-Bargmann transform on M = U/K. However, we can give a new
parametrization of Û/K because of the simple connectedness and the semisimple-
ness of U . Before giving this new parametrization, we repeat some notations we
need here.
We denote by u and k the Lie algebra of U and K respectively. Then k =
{X ∈ u : dθ(X) = X} and we have the Cartan decomposition
u = k⊕ p
where p = {X ∈ U : dθ(X) = −X}. The base point eK ∈ X will be denoted by o.
p can be identified with the tangent space ToX. Since u is compact and semisimple,
the Killing form B(X, Y ) on u is negative definite. We define the inner product on
u by
〈X, Y 〉 = −B(X, Y ).
Then k and p are orthogonal subspaces. We assume that the Riemannian metric g
of X is normalized such that it agrees with 〈·, ·〉 on p = ToX.
The inner product on u determines an inner product on the dual space u∗ in a
canonical way. Furthermore, these inner products have complex bilinear extensions
to the complexifications uC and u
∗
C. All these bilinear forms are denoted by the same
symbol 〈·, ·〉.
Let a ⊆ p be a cartan subspace of p. i.e. a be a maximal abelian subspace, a∗
its dual space, and a∗C the complexified dual space. For α ∈ a∗C, let
uC,α = {X ∈ uC | [H,X] = α(H)X for all H ∈ aC}.
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If uC,α 6= {0}, then α is called a restricted root. Let Σ = Σ(u, a) be the set of
restricted roots. Since M is of compact type, the restricted roots are purely imagi-
nary on a and Σ(u, a) ⊆ ia∗. Let h ⊆ u be a Cartan subalgebra containing a. Then
h = (h∩ k)⊕a. Let ∆ = ∆(uC, hC) denote the of roots of u with respect to h. Then
Σ is exactly the set of non-zero restrictions of a of elements of ∆. We fix a set
Σ+ ⊆ Σ of positive restricted roots, and a compatible set ∆ ⊆ ∆ of positive roots.
Note that since u is compact, all elements of ∆ take purely imaginary values on h.
We first recall the following fact (see Theorem 4.28 in [37]): Since U is semisimple
and simply connected, there is a one-to-one correspondence between Û and the set
of dominant algebraically integral weights on ih∗:
Λ+(U) =
{
µ ∈ ih∗ : 2 〈µ, α〉〈α, α〉 ∈ Z
+ for all α ∈ ∆+
}
.
Recall the discussion before Theorem 4.24 that for any general (not necessarily
semisimple nor simply connected) compact group we have the one-to-one corre-
spondence between its unitary dual and D+, the set of dominant analytically in-
tegral weights. In fact, for a general compact group, we have D+ ⊆ Λ+(U). But if
a compact group is semisimple and simply connected, then we have D+ = Λ+(U).
So in our case we have Λ+(U) as a parametrization of Û .
Recall that for µ ∈ Λ+(U), we define
V Kµ = {v ∈ Vµ : πµ(k)v = v for all k ∈ K}.
Also recall Theorem 4.23. So we identify ia∗ with {µ ∈ ih∗ : µ|h∩k = 0}. With this
identification in mind, we set
Λ+(U,K) =
{
µ ∈ ia∗ : 〈µ, α〉〈α, α〉 ∈ Z
+ for all α ∈ Σ+
}
.
The following theorem gives the parametrization of Û/K.
Theorem 5.1 (Cartan-Helgason). The following are equivalent.
(1) µ ∈ Λ+(U,K),
(2) V Kµ 6= 0,
(3) πµ is a subrepresentation of the representation of U on L
2(M).
When those conditions hold, dimV Kµ = 1 and πµ occurs with multiplicity 1 in the
representation of U on L2(M).
Proof. See the proof of Theorem 4.1, p. 535 in [33].
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5.3 Propagations of Lie Algebras
In this section, we follow the definitions and the discussion in [46].
Definition 5.2. Let gn be a simple Lie algebra of classical type and let hn ⊂ g be
a Cartan subalgebra. Let ∆n = ∆(gn, hn) be the set of roots of hn,C in gn,C and
Ψn = Ψ(gn, hn) a set of simple roots. We label the corresponding Dynkin diagram
so that α1 is the right endpoint. We say that gm propagates gn, if Ψm is constructed
from Ψn by adding simple roots to the left end of the Dynkin diagram.
Definition 5.3. Let g and k ⊂ g be semisimple Lie algebras. Then g propagates k
if we can number the simple ideals gj , j = 1, 2, ..., r in g and kj, j = 1, 2, ..., s ≤ r
in k such that gj propagates kj for j = 1, 2, ..., s.
Ψn = An bc bc bc bc
αn αn−1 αn−2 · · ·
α1
n ≧ 1
Ψk = Ak bc bc bc bc bc
αk · · ·
αn αn−1 αn−2 · · ·
α1
k ≧ n
Ψn = Bn bc bc bc b
αn αn−1 · · ·
α2 α1
n ≧ 2
Ψk = Bk bc bc bc bc b
αk · · ·
αn αn−1 · · ·
α2 α1
k ≧ n
Ψn = Cn b b b bc
αn αn−1 · · ·
α2 α1
n ≧ 3
Ψk = Ck b b b b bc
αk · · ·
αn αn−1 · · ·
α2 α1
k ≧ n
Ψn = Dn
bc bc bc
bc
bc
αn αn−1 · · ·
α3 α2
α1 n ≧ 4
Ψk = Dk
bc bc bc bc
bc
bc
αk · · ·
αn αn−1 · · ·
α3 α2
α1 k ≧ n
(5.2)
When gm propagates gn as above, they have Cartan subalgebra hm and hn such
that hn ⊆ hm, and we have choices of root order such that
if α ∈ Ψn then ∃!α′ ∈ Ψm such that α′|hn = α.
This implies that
∆n ⊆ {α|hn | α ∈ ∆m and α|hn 6= 0} .
For a Cartan subalgebra hC in a simple complex Lie algebra gC denote by hR
the Euclidean vector space
hR = {X ∈ hC | α(X) ∈ R for all α ∈ ∆(gC, hC)} .
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For k ∈ N, we identify Rk with its dual. Let f1 = (0, 0, . . . , 0, 1), . . . , fk =
(1, 0, . . . , 0, 0) be the standard basis for Rk numbered in order opposite to the
usual one. We write
x = x1f1 + . . .+ xkfk = (xk, . . . , x1)
to indicate that in the following we will be adding zero to the left to adjoint for our
numbering in the Dynkin diagrams. We use the discussion in [62] as a reference for
the realization of the classical Lie algebras.
The case Ak, where gk = sl(k + 1,C).
In this case, we have
hm,R =
{
(xm+1, . . . , x1) ∈ Rm+1 | x1 + . . .+ xm+1 = 0
}
,
where x ∈ Rm+1 corresponds to the diagonal matrix
x ←→ diag(x) :=


xk+1 0 · · · 0
0 xk · · · 0
...
...
. . .
...
0 0 · · · x1

 .
Then ∆m = { fi − fj | 1 ≤ i 6= j ≤ m+ 1 } where fl maps diagonal matrix to its
lth diagonal elements.
We take
Ψ(gm, hm) = { fj − fj−1 | j = 2, . . . , k + 1 } .
The analogous notation will be used for An. In particular, denoting the zero vector
of length j by 0j, we have
hn,R =
{
(0m−n, xn+1, . . . , x1) | xj ∈ R and
n+1∑
j=1
xj = 0
}
This corresponds to the embedding
sl(n,C) →֒ sl(m,C), X 7−→
(
0k−n,k−n 0
0 X
)
.
The case Bk, where gk = so(2k + 1,C).
In this case hm,R = R
m where Rm is embedded into so(2m+ 1,C) by
x 7−→


011 0 0
0 diag(x) 0
0 0 −diag(x)

 .
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Then ∆m = {±(fi ± fj) | 1 ≤ j < i ≤ m } ∪ { ±f1, . . . ,±fm}. Take
∆+m = {fi ± fj | 1 ≤ j < i ≤ m } ∪ { f1, . . . , fm}
as a positive system. Then the simple root system is Ψm = Ψ(gm, hm) = {α1, . . . , αm}
where
the simple root α1 = f1, and αj = fj − fj−1 for 2 ≤ j ≤ k.
We use the similar notation for hn,R. Our embedding hn,R →֒ hm,R corresponds to
the (non-standard) embedding of so(2n+ 1,C) into so(2m+ 1,C) given by


0 a b
−bt A B
−at C −At

 7−→


0 0k−n a 0k−n b
0tk−n 0 0 0 0
−bt 0 A 0 B
0tk−n 0 0 0 0
−at 0 C 0 −At


where the zeros stands for the zero matrix of the correct size and we use the real-
ization from [62], p. 303.
The case Cn, where gk = sp(k,C).
In this case, hm,R = R
m embedding in sp(m,C) by
x 7−→
(
diag(x) 0
0 −diag(x)
)
.
We have ∆m = { ±(fi ± fj) | 1 ≤ j < i ≤ m } ∪ { ±2f1, . . . ,±2fm }.
We take
∆+m = {fi ± fj | 1 ≤ j < i ≤ m } ∪ { 2f1, . . . , 2fm}
as a positive system. Then the simple root system
Ψm = Ψ(gm, hm) = {α1, . . . , αm}
is given by
the simple root α1 = 2f1, and αj = fj − fj−1 for 2 ≤ j ≤ m.
We embed sp(n,C) into sp(m,C) by
(
A B
C −At
)
7−→


0k−n,k−n 0 0 0
0 A 0 B
0 0 0k−n,k−n 0
0 C 0 −At


where 0 stands for the zero matrix of the correct size.
The case Dk, where gk = so(2k,C).
We take hm,R = R
m embedded in so(2m,C) by
x 7−→
(
diag(x) 0
0 −diag(x)
)
.
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Then ∆m = { ±(fi ± fj) | 1 ≤ j < i ≤ m } and we use the simple root system
Ψm = Ψ(gm, hm) = {α1, . . . , αm}
in the same manner as before. This corresponds to
(
A B
C −At
)
7−→


0k−n,k−n 0 0k−n,k−n 0
0 A 0 B
0k−n,k−n 0 0 0
0 C 0 −At

 .
We conclude this section by giving the following consequence of the definition
of propagation. It is implicit in the diagrams following that definition.
Lemma 5.4. Assume that gm propagates gn. Let hm be a Cartan subalgebra of
gk such that hn = hm ∩ gn. Choose a positive systems ∆+(gm, hm) ⊆ ∆(gm, hm)
and ∆+(gn, hn) ⊆ ∆(gn, hn) such that ∆+(gn, hn) ⊆ ∆+(gm, hm)|hn. Then we can
number the simple roots such that
αn,j = αm,j|hn
for j = 1, ..., dim hn.
5.4 Propagations of Compact Symmetric Spaces
In this section,m is always bigger than n. We follow the discussion in [46]. LetMn =
Un/Kn be a sequence of symmetric spaces of compact type such that Un ⊆ Um,
θm|un = θn where θm and θn are the corresponding involutions, and Kn = Km∩Un.
We emphasize here again that Un is assumed to be simply connected for every n.
The eigenspace decompositions
um = km ⊕ pm, and un = kn ⊕ pn
gives
kn = km ∩ un and pn = un ∩ pm.
We recursively choose maximal commutative subspaces am ⊂ pm such that an ⊆ am
for all m ≥ n. For each n, let rn = dim an, the rank of Mn.
As in section 5.2, we let Σn = Σn(un, an) denote the system of restricted roots
of an,C in un,C. Let hn be a θn-stable Cartan subalgebra such that hn ∩ pn = an.
Let ∆n = ∆(un,C, hn,C). Note that Σn ⊆ a∗n. We choose positive subsystems ∆+n
and Σ+n so that Σ
+
n ⊆ ∆+n |an , ∆+n ⊆ ∆+m|hn,C , and Σ+n ⊆ Σ+k |an. Let
Σ1/2,n =
{
α ∈ Σn |
1
2
α /∈ Σn
}
,
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and
Σ2,n = {α ∈ Σn | 2α /∈ Σn} .
Then Σ1/2,n and Σ2,n are reduced root systems (see Lemma 3.2, p. 456 in [32]).
Consider the positive systems Σ+1/2,n := Σ1/2,n ∩ Σ+n and Σ+2,n := Σ2,n ∩ Σ+n . Let
Ψ1/2,n = Ψ1/2,n(un, an) and Ψ2,n = Ψ2,n(un, an)
denote the sets of simple roots for Σ+1/2,n and Σ
+
2,n respectively.
Suppose for a moment that Mn is an irreducible symmetric space for every n.
If Σ1/2,n 6= Σn, there is exactly one simple root α with 2α ∈ Σn and this simple
root is at the right end of the Dynkin diagram for Ψ1/2,n (see the discussion in
Section 3 of [46]). Also, either Ψ1/2,n = {α} contains one simple root or Ψ1/2,n
is of type Brn . Note that if Σ1/2,n is of type B, the root system Σ2,n will be of
type C. We say that Mm propagates Mn if we only add simple roots to the left
end of the Dynkin diagram for Ψ1/2,n to obtain the Dynkin diagram for Ψ1/2,m. In
particular, Ψ1/2,n and Ψ1/2,m are of the same type. In general, if Mm and Mn are
not irreducible, with universal covering M̃m repectively M̃n, then Mm propagates
Mn if we can enumerate the irreducible factors of M̃m = M
1
m × ... × M jm and
M̃n = M
1
n × ...×M in, i ≤ j such that Msm propagates Msn for s = 1, 2, ..., i.
From now on, we assume that Mm propagates Mn for all m ≥ n. We call the
sequence {Mn = Un/Kn}, the propagating sequence of symmetric spaces of compact
type.
Some examples of propagating sequences of symmetric spaces of compact type
are {SU(n)/SO(n)}∞n=1 and {Sp(n)/U(n)}∞n=1. Also a propagating sequence could
contain an inclusion like SU(n)/SO(n) ⊂ (SU(n)× SU(n))/diag(SU(n)× SU(n)).
Now, let Ψ2,n = {αn,1, . . . , αn,rn}. We note the following facts which follow from
the explicit relization (5.2) of the root systems discussed in Section 5.3.
Lemma 5.5. Suppose that the Mn are irreducible for all n. Number the simple
root systems Ψ2,n as in (5.2). If j ≤ rn then αm,j is the unique element of Ψ2,m
whose restriction to an is αn,j.
Remark. Since Mm propagates Mn, each irreducible factor of Mm contains just
one irreducible factor of Mn. In particular if Mn is not irreducible, then Mm is
not irreducible, but we still can number the simple roots so that the lemma above
applies.
Now recall the parametrization of Ûn/Kn which can be given by
Λ+n := Λ
+(Un, Kn) =
{
µ ∈ ia∗n :
〈µ, α〉
〈α, α〉 ∈ Z
+ for all α ∈ Σ+n
}
.
Define linear functionals ξn,j ∈ ia∗n for 1 ≤ j ≤ rn by
〈ξn,j, αn,i〉
〈αn,i, αn,i〉
= δj,i for 1 ≤ i ≤ rn .
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Lemma 5.6. ξn,j ∈ Λ+n for 1 ≤ j ≤ rn .
Proof. Let 1 ≤ j ≤ rn. Let α ∈ Σ+n . Then if α ∈ Σ+2,n,
〈ξn,j, α〉
〈α, α〉 ∈ Z
+ .
If α ∈ Σ+n \ Σ+2,n, then 2α ∈ Σ+n and hence
〈ξn,j, α〉
〈α, α〉 = 2
〈ξn,j, 2α〉
〈2α, 2α〉 ∈ Z
+ .
The weights ξn,j are the class-1 fundamental weights for (un, kn). We set
Ξn = {ξ1,r1, . . . , ξn,rn} .
For I = (k1, . . . , krn) ∈ (Z+)rn, define
µI := µ(I) = k1ξn,1 + . . .+ krnξn,rn.
Lemma 5.7. If µ ∈ ia∗n, then µ ∈ Λ+n if and only if µI = µ(I) for some I ∈ (Z+)rn.
Proof. This follows from the definition of ξn,j.
Lemma 5.8. Let Im = (k1, . . . , krm) ∈ (Z+)rn and µ = µIm. Then µ|an ∈ Λ+n . In
particular, ξm,j|an ∈ Λ+n for j = 1, . . . , rm.
Proof. Let vµ ∈ Vµ be a nonzero highest weight vector and eµ ∈ Vµ a Km-fixed
unit vector. Denote by W = 〈πµ(Gn)vµ〉 the cyclic Gn-module generated by vµ and
let µn = µan .
Write W =
s⊕
j=1
Wj with Wj irreducible. If Wj has highest weight νj 6= µ then
vµ⊥Wj so 〈πµ(Gn)vµ〉⊥Wj , contradicting Wj ⊆ W =
⊕
Wj. Thus, each Wj has
heighest weight µ. Write vµ = v1 + . . .+vs with 0 6= vj ∈Wj . Since 〈vµ, eµ〉 6= 0 for
some k ∈ {1, . . . , s}. But then the projection of eµ onto Wj is a non-zero Kn-fixed
vector in WKnj 6= 0 and hence µ|n ∈ Λ+n .
Lemma 5.9 ([67], Lemma 6). Recall the root ordering of (5.2). If 1 ≤ j ≤ rn then
ξm,j is the unique element of Ξm whose restriction of an is ξn,j.
Proof. This is clear when am = an. If rn < rm, it follows from the explicit construc-
tion of the fundamental weights for classical root system ; see in [25], p. 102.
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Therefore, by the above lemma, we can embed Λn inside Λm as follows : For
In = (k1, . . . , krn) ∈ (Z+)rn , we let
µIn =
rn∑
j=1
kjξn,j ∈ Λ+n ,
and send µIn to the element
µ(In,0rm−rn) =
rn∑
j=1
kjξm,j ∈ Λ+m.
This corresponds to the embedding In →֒ Im
(k1, . . . , krn) →֒ (k1, . . . , krn, 0rm−rn)
where In = (Z+)rn and Im = (Z+)rm.
5.5 The L2-Theory
We first recall now the basic facts about harmonic analysis on L2(Mn)
Kn, see the
detailed discussion in Chapter 4. Let µ ∈ Λ+n and (πµ, Vµ) the corresponding irre-
ducible unitary representation in the decomposition of L2(Mn). Fix a Kn-invariant
vector eµ = eµ,n ∈ V Knµ of length one. The spherical function on Mn = Un/Kn
associated with µ is the matrix coefficient
ϕµ(u) = 〈eµ, πµ(u)eµ〉 , u ∈ Un.
It is Kn-biinvariant, and it is independent of the choice of the unit vector eµ. So
we can view ϕµ as a Kn-invariant function on Mn. Let d(µ) be the dimension of
Vµ. Let
ℓ2d(Λ
+
n ) =


(aµ)µ∈Λ+n | aµ ∈ C and
∑
µ∈Λ+n
d(µ)|aµ|2 <∞


 .
Then ℓ2d(Λ
+
n ) is a Hilbert space. The spherical Fourier transform
·̂ : C(Mn)Kn −→ ℓ2d(Λ+n )
is defined by
f̂(µ) =
∫
Mn
f(x)ϕµ(x)dx = 〈f, ϕµ〉2 , f ∈ C(Mn)Kn.
It extends to a unitary isomorphism ̂ : L2(Mn)Kn −→ ℓ2d(Λ+n ) with inverse
f =
∑
µ∈Λ+n
d(µ)f̂(µ)ϕµ.
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The sum is to be interprted as L2-limit. In fact, L2(Mn)
Kn has an orthonormal
basis
{
√
d(µ)ϕµ|µ ∈ Λ+n }.
Using the notations in the previous section, we can also write f ∈ L2(Mn)Kn as
f =
∑
In∈In
d(µIn)f̂(µIn)ϕµIn .
5.6 The Segal-Bargman Transform on L2(Mn)
Kn
In this section, we denote by ˙ : Un −→ Mn = Un/Kn the canonical projection,
i.e. u̇ = uKn, and du̇ is the push forward measure of du, the normalized Haar
measure on Un, via the canonical map ˙ . We recall the Segal-Bargmann transform
Ht : L
2(Mn) −→ Ht,n(MCn ) which is defined by
(Ht,nf)(z) = f̃ ∗ ht,n(z) =
∑
µ∈Λ+n
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ̃
j
µ(z),
for f ∈ L2(Mn).
Lemma 5.10. If f̃ : MCn −→ C is the holomorphic extension of f : Mn −→ C and
f is Kn-invariant on Mn, then f̃ is K
C
n -invariant on M
C
n .
Proof. Fix any x ∈ MCn . Define the map g : Kn −→ C by g(k) = f̃(k · x) − f̃(x).
Then g ≡ 0 on Kn. Next we define the map g̃(k) = f̃(k̃ ·x)− f̃ (x) for every k̃ ∈ KCn .
Therefore g̃ : KCn −→ C is the analytic continuation of g. This implies that g̃ ≡ 0
on KCn . Since x is arbitrary, f̃ is K
C
n -invariant on M
C
n .
Theorem 5.11. We have Ht,n
(
L2(Mn)
Kn
)
= Ht(MCn )K
C
n . In other words, the map
Ht,n : L
2(Mn)
Kn −→ Ht(MCn )K
C
n
is a unitary isomorphism.
Proof. If f ∈ L2(Mn)Kn , then for k ∈ Kn and x ∈Mn,
(f ∗ ht,n)(k · x) =
∫
Un
f(u̇) ht,n(u
−1k · x) du
=
∫
Un
f(u̇) ht,n((k
−1u)−1 · x) du
=
∫
Un
f(k · u̇) ht,n(u−1 · x) du
=
∫
Un
f(u̇) ht,n(u
−1 · x) du
= (f ∗ ht,n)(x).
95
So if f ∈ L2(Mn)Kn, then f ∗ ht,n is Kn-invariant. But Ht,nf is the holomorphic
extension of f ∗ ht,n, Ht,nf is KCn -invariant for f ∈ L2(Mn)Kn by the previous
lemma. Therefore, Ht,n
(
L2(Mn)
Kn
)
⊆ Ht(MCn )K
C
n .
Conversely, let F ∈ Ht(MCn )K
C
n . Then by Theorem 4.41, F = Ht,nf for some
f ∈ L2(Mn). Since Ht,nf = F is KCn -invariant, f ∗ ht,n is Kn-invariant. Thus, for
each k ∈ Kn and x ∈ Un/Kn,
(f ∗ ht,n)(x) = (f ∗ ht,n)(k · x)
=
∫
Un
f(u̇) ht,n(u
−1k · x) du
=
∫
Un
f(u̇) ht,n((k
−1u)−1 · x) du
=
∫
Un
f(k · u̇) ht,n(u−1 · x) du
= ((k · f) ∗ ht,n)(x).
Therefore, (k · f) ∗ ht,n = f ∗ ht,n for all k ∈ Kn. Hence, Ht,nf = Ht,n(k · f) for
all k ∈ Kn. Since the map Ht,n is one to one, k · f = f for every k ∈ Kn. Thus,
f ∈ L2(Mn)Kn. Hence, we have Ht,n
(
L2(Mn)
Kn
)
⊇ Ht(MCn )K
C
n . This finishes the
proof.
Recall that by Theorem 4.39, we have the series formula for the Segal-Bargmann
transform Ht,n:
Ht,nf =
∑
µ∈Λ+n
d(µ)e−t〈µ+2ρ, µ〉
d(µ)∑
j=1
f̂j(µ)ϕ̃
j
µ,
for f ∈ L2(Mn) with
f =
∑
µ∈Λ+n
d(µ)


d(µ)∑
j=1
f̂j(µ)ϕ
j
µ

 .
Then for f ∈ L2(Mn)Kn with
f =
∑
µ∈Λ+n
d(µ)f̂(µ)ϕµ,
we have
Ht,nf =
∑
µ∈Λ+n
d(µ)e−t〈µ+2ρ, µ〉f̂(µ)ϕ̃µ, (5.3)
where the sum converges in Ht(MCn )K
C
n and hence uniformly on compact subsets
of MCn . Note that since ϕ̃µ is K
C
n -invariant for every µ ∈ Λ+n , the sum (in Ht(MCn ))
∑
µ∈Λ+n
d(µ)e−t〈µ+2ρ, µ〉f̂(µ)ϕ̃µ
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is also KCn -invariant. By using the above formula for Ht,nf when f ∈ L2(Mn)Kn,
we can give the series description of the Hilbert space Ht(MCn )K
C
n in the following
theorem.
Corollary 5.12. The set
{
√
d(µ)e−t〈µ+2ρ, µ〉ϕ̃µ : µ ∈ Λ+n }
is an orthonormal basis for Ht(MCn )K
C
n and the Hilbert space Ht(MCn )K
C
n equals to



∑
µ∈Λ+n
d(µ)at(µ)ϕ̃µ | at : Λ+n −→ C and
∑
µ∈Λ+n
d(µ)|at(µ)|2e2t〈µ+2ρ, µ〉 <∞


 ,
where the sum
F =
∑
µ∈Λ+n
d(µ)at(µ)ϕ̃µ
converges in Ht(MCn ) and hence uniformly on compact subsets of MCn with
||F ||2Ht =
∑
µ∈Λ+n
d(µ)|at(µ)|2e2t〈µ+2ρ, µ〉.
Proof. The first statement follows directly from (5.3), the previous theorem, Lemma
4.37 and Lemma 4.38. Next, assume that F ∈ Ht(MCn )K
C
n . Then F = Ht,n(f) for
some f ∈ L2(Mn)Kn. Thus
F =
∑
µ∈Λ+n
d(µ)e−t〈µ+2ρ, µ〉f̂(µ)ϕ̃µ,
where the sum is in Ht(MCn )K
C
n . We have
∑
µ∈Λ+n
d(µ)|e−t〈µ+2ρ, µ〉f̂(µ)|2e2t〈µ+2ρ, µ〉 =
∑
µ∈Λ+n
d(µ)|f̂(µ)|2
= ||F ||Ht
< ∞.
Conversely, suppose that
F =
∑
µ∈Λ+n
d(µ)at(µ)ϕ̃µ,
where the sum converges in Ht(MCn ) and hence uniformly on compact subsets of
MCn with at : Λ
+
n −→ C such that
∑
µ∈Λ+n
d(µ)|at(µ)|2e2t〈µ+2ρ, µ〉 <∞.
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Then F ∈ O(MCn ) and is KCn -invariant with
||F ||2Ht =
∑
µ∈Λ+n
|d(µ)at(µ)|2||ϕ̃µ||2Ht
=
∑
µ∈Λ+n
d(µ)2|at(µ)|2 ·
e2t〈µ+2ρ, µ〉
d(µ)
=
∑
µ∈Λ+n
d(µ)|at(µ)|2e2t〈µ+2ρ, µ〉
< ∞.
Hence, F ∈ Ht(MCn )K
C
n . This completes the proof of theorem.
We end this section by discussing the reproducing kernels of the Hilbert spaces
Ht(MCn ) and Ht(MCn )K
C
n , a closed subspace of Ht(MCn ). By the previous proof, we
see that the Fock space Ht(MCn )K
C
n has an orthonormal basis
{
√
d(µ)e−t〈µ+2ρ, µ〉ϕ̃µ : µ ∈ Λ+n }.
Therefore, we have the formula for the reproducing kernel of Ht(MCn )K
C
n as
Kt(z, w) =
∑
µ∈Λ+n
d(µ)e−2t〈µ+2ρ, µ〉ϕ̃µ(z)ϕ̃µ(w)
=
∑
µ∈Λ+n
d(µ)e−2t〈µ+2ρ, µ〉ϕ̃µ(z)ϕ̃µ(w
∗)
where the series converges absolutely and uniformly on compact subsets of MCn ×
MCn .
Here, we interpret the value of ϕ̃µ(z
∗) for z ∈ MCn in the following way. Let
σn : U
C
n −→ UCn is an antiholomorphic involution integrated from the complex
conjugatation of uCn = un + iun with respect to un. We will denote this complex
conjugation on uCn by the same symbol σn. The map σn is the Cartan involution
of the Cartan decomposition uCn = un + iun. Note that σn(k
C
n) = k
C
n . We assume
that KCn is connected. Then σn(K
C
n ) = K
C
n and the involution σn : U
C
n −→ UCn
induces the well-defined map on MCn by g · x0 7−→ σn(g) · x0 and we also denote
this involution by σn. Here, x0 = eK
C
n is the base point. Finally, for g · x0 ∈ MCn ,
we define
(g · x0)∗ = σn(g · x0)−1 = σn(g)−1 · x0.
Then for gk · x0 = g · x0 ∈MCn where g ∈ UCn and k ∈ KCn ,
(gk · x0)∗ = σn(gk)−1 · x0 = σn(k−1)σn(g)−1 · x0.
Since ϕ̃µ is K
C
n -invariant by Lemma 4.7, ϕ̃µ(kg ·x0) = ϕ̃µ(g ·x0) for all g ∈ UCn and
k ∈ KCn . Therefore, ϕ̃µ(z∗) is just one value for every representative of z ∈ MCn .
That is, ϕ̃µ(z
∗) makes sense despite the fact that z∗ is not well-defined.
98
We can also find the reproducing kernel Kt(z, w) for the Hilbert space Ht(MCn )
as follows. For F = Ht,nf ∈ Ht(XC), we have
F (w) = ˜(f ∗ ht,n)(w) (5.4)
= 〈f, Lσn(w)h̃t,n〉2 (5.5)
= 〈Ht,nf,Ht,n(Lσn(w)h̃t,n)〉Ht. (5.6)
where we define Lσn(w)h̃t,n(z) = h̃t,n(σn(w)
−1z). Note that h̃t,n is K
C
n -invariant. So
h̃t,n(σn(w)
−1z) is well-defined. Now, we have
Kt(z, w) = Ktw(z)
= Ht,n(Lσn(w)h̃t,n)(z)
= (Lσn(w)h̃t,n) ∗ ht,n(z)
= h̃2t,n(σn(w)
−1z)
= h̃2t,n(w
∗z).
We note that
∫
Kn
Kt(k · z, k · w) dk =
∫
Kn
h̃2t,n((kw)
∗kz) dk
=
∫
Kn
h̃2t,n(w
∗kz) dk
=
∫
Kn
∑
µ∈Λ+n
d(µ)e−2t〈µ+2ρ, µ〉ϕ̃µ(w
∗kz) dk
=
∑
µ∈Λ+n
d(µ)e−2t〈µ+2ρ, µ〉
∫
Kn
ϕ̃µ(w
∗kz) dk
=
∑
µ∈Λ+n
d(µ)e−2t〈µ+2ρ, µ〉ϕ̃µ(w
∗)ϕ̃µ(z).
Thus, we have the relation between Kt(z, w) and Kt(z, w) as
∫
Kn
Kt(k · z, k · w) dk = Kt(z, w).
In other words, Kt(z, w) is the Kn-average version of Kt(z, w).
Remark. In (5.5), we use the fact that
Ht,n(f) = f̃ ∗ ht = f ∗ h̃t,
where h̃t the a holomorphic extension to M
C
n of ht. This fact can be verified as
follows.
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Recall that we have the Fourier series expansion of ht as
ht(x) =
∑
µ∈Λ+n
d (µ) e−t〈µ+2ρ,µ〉ϕµ (u) , x = u · o,
where the sum converges uniformly on U . By Proposition V.2.3. in [15], we have
the estimate
ϕ̃µ(exp(H)) ≤ eµ(H)
for H ∈ (ia)+, µ ∈ P+. It follows that for z = u expH ∈ XC, H ∈ (ia)+ (see
Theorem 4.20),
|ϕ̃µ(z)|2 = |〈eµ, π̃µ(u expH)eµ〉|2
= |〈πµ(u−1)π̃µ((expH)∗)eµ, eµ〉|2
= |〈πµ(u−1)π̃µ(expH)eµ, eµ〉|2 (by Lemma 4.36)
≤ ||π̃µ(expH)eµ||2
= 〈eµ, π̃µ((expH)∗)π̃µ(expH)eµ〉
= 〈eµ, π̃µ(expH)π̃µ(expH)eµ〉 (by Lemma 4.36)
= 〈eµ, π̃µ(exp 2H)eµ〉
= ϕ̃µ(exp(2H))
≤ eµ(2H) ≤ e2||H||||µ||.
Therefore, the series ∑
µ∈Λ+n
d (µ) e−t〈µ+2ρ,µ〉ϕ̃µ
converges uniformly on compact subsets of XC. Hence, it represents a holomorphic
function on XC. Moreover, it is the holomorphic extension to XC of ht. Since the
above series converges uniformly on compact subsets of XC, by the same calcula-
tions as those on page 72, we have
f̃ ∗ ht = f ∗ h̃t.
5.7 Direct Limits and Inverse Limits
The main reference of this section is in the appendixes A and B of [43]. We give
the definitions of the direct and inverse limits by using the universal mapping
properties.
Definition 5.13. Let C be a category and A a directed set. A family {sα, φβ,α}α,β∈A
is called a direct system in C indexed by A if
(i) Sα is an object in C for each α ∈ A and
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(ii) for α ≤ β ≤ γ in A, φβ,α : Sα → Sβ are morphisms of C such that
(a) φα,α are the identity morphisms for all α ∈ A and
(b) for α ≤ β ≤ γ in A, φγ,β ◦ φβ,α = φγ,α.
Definition 5.14. Let {sα, φβ,α}α,β∈A be a direct system in C. Let T be an object of
C. Fix an index δ ∈ A and a family {fα}α∈A,δ≤α, where fα : Sα → T is a morphism
in C for each α ≥ δ. Then the family {fα}α∈A is called compatible if
fβ ◦ φβ,α = fα for δ ≤ α ≤ β in A.
Definition 5.15. Let {sα, φβ,α}α,β∈A be a direct system in C. Then its direct limit
in C is a pair (S, {φα}α∈A) where S is an object of C and φα : Sα → S is a morphism
in C such that
φβ ◦ φβ,α = φα for α ≤ β in A.
and
for every object T of C and every compatible family of morphisms fα : Sα → T
in C, there is a unique morphism f : S → T in C such that f ◦ φα = fα for all
α ≥ δ ∈ A.
The direct limit of {Sα, φβ,α}α,β∈A in C is denoted by
(
S, {φα}α∈A
)
= lim−→{Sα, φβ,α}α,β∈A or simply S = lim−→Sα .
The morphism f is called the direct limit of {fα}α∈A, denoted by f = lim−→fα .
Sα Sβ Sγ · · ·
S = lim
−→
Sα
φα
φβ,α φγ,β
φβ φγ
f = lim
−→
fα
T
fα
fβ fγ
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The solid arrows of the above commutative diagram show a direct system and
its direct limit, while the dashed arrow denotes the direct limit of the compatible
family {fα} .
The concept of inverse system and inverse limit are dual to the concepts of
direct system and direct limit : The inverse system and inversr limit are obtained
by turning backwards all arrows in the definition of direct system and direct limit.
The following commutative diagram features the concept of inverse system and
inverse limit.
Tα Tβ Tγ · · ·
T = lim
←−
Tα
ψα
ψβ,α ψγ,β
ψβ ψγ
g = lim
←−
gα
X
gα
gβ gγ
In the above commutative diagram, the solid arrows designate an inverse an
inverse system and its inverse limit, the dotted arrows denote the compatible family
of morphisms and the dashed arrow denotes the inverse limit of the compatible
family {gα}α∈A, i.e. the unique morphism whose existence is guaranteed by the
universal mapping property of the inverse system.
In the category of vector spaces, the direct limit (V, {φα})α∈A of a direct system
{Vα, φβ,α}α,β ∈ A is constructed as follows. An element of the vector space V is
an equivalence class [vα] of sets {vα} where each vα ∈ Vα and, for some β ∈ A,
if β ≤ γ then vγ = φγ,β(vβ). The equivalence relation is defined by the eventual
behavior :
{vα} ∼ {v′α} iff ∃β ∈ A, vγ = v′γ whenever β ≤ γ.
The vector operations of V are given by
[vα] + [v
′
α] = [vα + v
′
α] and c[vα] = [cvα].
The linear maps φβ : Vβ → V are defined by
φβ(x) = [vγ ] where vγ = φγ,β(x) if β ≤ γ; and vγ = 0Vγ otherwise.
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Now we discuss the direct system and direct limit for the category of Hilbert
spaces.
Proposition 5.16. Let {Hα, ηβ,α}α,β∈A be a direct system of Hilbert spaces and
unitary embeddings. Then the direct limit
(
H, {ηα}α∈A
)
= lim−→{Hα, ηβ,α}α,β∈A
exists in the category of Hilbert spaces and unitary embeddings.
Proof. Let V denote the direct limit
(
H, {ηα}α∈A
)
= lim−→{Hα, ηβ,α}α,β∈A in the
category of vector spaces. The norms of the spaces Hα are compatible, i.e., when-
ever α ≤ β in H we have ‖v‖Hα = ‖ηβ,α(v)‖Hβ for all v ∈ Hα. Thus we can define
a norm ‖·‖ on V by ‖v‖ = ‖η−1α (v)‖α where α is any index large enough that
η−1(v) 6= ∅. This is independent of the choice of α. Equipped with this norm, V is
a pre-Hilbert space. Let H be its Hilbert completion.
If X is any Hilbert space and {fα : Hα → X}α∈A is compatible family of unitary
injections, then the map f = lim−→fα : H → X is defined as follows. If v ∈ V , then
f(v) = fα(η
−1
α (v)), where α is any index large enough that η
−1(v) is not empty.
The map f is then extended uniquely by continuity to all of H . f is well defined
because the family {fα} is compatible. Clearly, f is linear. The definition of f
implies that f ◦ ηα = fα for every index α. It remains to show that f is also a
unitary embedding. This is obvious because for v ∈ V ,
||f(v)|| = ||fα(η−1α (v))|| = ||η−1α (v)|| = ||v||,
and hence the above also holds for all v ∈ H by the continuity extension.
Proposition 5.17. Let
{
H∗α, η
∗
β,α
}
α,β∈A be an inverse system of Hilbert spaces and
surjective partial isometries. Then the inverse limit
(
H∗, {η∗α}α∈A
)
= lim←−
{
H∗α, η
∗
β,α
}
α,β∈A
exists in the category of Hilbert spaces and surjective partial isometries. In fact,
(
H, {ηα}α∈A
)
= lim−→{Hα, ηβ,α}α,β∈A ⇐⇒
(
H∗, {η∗α}α∈A
)
= lim←−
{
H∗α, η
∗
β,α
}
α,β∈A .
Proof. First, we recall that every Hilbert space is self-dual and note that if T is a
linear map between two Hilbert spaces, then T is a unitary embedding if and only
if T is a surjective partial isometry.
The dual spaces Hα = H
∗∗
α to the H
∗
α together with the adjoint maps ηβ,α = η
∗∗
β,α
to the ηβ,α, constitute the direct system {Hα, ηβ,α}α,β∈A dual to
{
H∗α, η
∗
β,α
}
α,β∈A.
This direct system is a direct system of Hilbert spaces and unitary embeddings.
By Proposition 5.16, it has a direct limiit
(
H, {ηα}α∈A
)
.
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Let X be a Hilbert space and {fα : X → H∗α} a compatible family of surjective
partial isometries. Then the first diagam is commutative. We will show that there
exists a surjective partial isometry f : X → H∗α such that η∗α ◦f = fα for all α ∈ A,
in other words such that the first diagram remains commutative when f : X → H∗α
is adjoined to it.
H∗α H
∗
β · · · H∗
η∗β,α η
∗
α
fα fβ
X
Taking the adjoints of all maps in the first diagram we obtain
Hα Hβ · · · H
ηβ,α ηα
f ∗α f
∗
β
X∗
By Proposition 5.16, there is a unique unitary embedding g : H → X∗ such that
ηα ◦ g = f ∗α for each α ∈ A. In other words, adjoining the arrow g : H → X∗ to
the second diagram results in a commutative diagram.
The map f = g∗ is a surjective partial isometry and has the required properties.
This proves that H∗ = lim←−
{
H∗α, η
∗
β,α
}
β,α∈A in our category. Dualize the argument
to prove the remaining statement.
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5.8 The Segal-Bargman Transform on the
Direct Limits
In this section, we will construct the Segal-Bargmann transform on the direct limit
of the Hilbert spaces {L2(Mn)Kn}n. First for m > n, we construct the unitary
embeddings
ηm,n : L
2(Mn)
Kn −→ L2(Mm)Km
by
ηm,n
( ∑
In∈In
d(µIn)f̂(µIn)ϕµIn
)
=
∑
(In,0)∈Im, In∈In
d(µ(In,0))
√
d(µIn)
d(µ(In,0))
f̂(µIn)ϕµ(In,0)
for f ∈ L2(Mn)Kn. All the summations are in the L2-sense. We use the notations
as in Section 5.5 for the above construction. By Lemma 5.9, the map ηm,n is well-
defined. It is easy to see that it is linear. Moreover,
||ηm,n(f)||2L2(Mm)Km =
∑
(In,0)∈Im, In∈In
d(µ(In,0))
2 d(µIn)
d(µ(In,0))
|f̂(µIn)|2||ϕµ(In,0)||
2
L2(Mm)Km
=
∑
(In,0)∈Im, In∈In
d(µIn)|f̂(µIn)|2
=
∑
In∈In
d(µIn)|f̂(µIn)|2
= ||f ||2L2(Mn)Kn .
Therefore, ηm,n are unitary embeddings for m > n. Furthermore, it is not hard to
see that if n ≤ m ≤ p, then
ηp,n = ηp,m ◦ ηm,n.
This allows us to have a direct system of Hilbert spaces {L2(Mn)Kn, ηm,n}. By
Proposition 5.16, we can construct the direct limit
L2∞ := lim−→{L
2(Mn)
Kn, ηm,n}
in the category of Hilbert spaces and unitary embeddings from the above direct
system. The associated direct limit maps
ηn : L
2(Mn)
Kn −→ lim−→{L
2(Mn)
Kn, ηm,n}
define the direct limit
L2∞ := lim−→
unitary embedding
{L2(Mn)Kn, ηm,n} =
(⋃
n
ηn(L
2(Mn)
Kn)
)completion
.
We emphasize here again that the direct limit space L2∞ is not the same as the space
of K∞-invariant L2-functions on M∞, where M∞ and K∞ are the direct limits of
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Mn and Kn in the categories of symmetric spaces and Lie groups respectively.
That is any element in L2∞ is an equivalent class (as defined in the constrution of
the direct limit) not an L2-function on M∞. Next, we want to define the unitary
embeddings in the level of the Fock spaces.
Notation. First, for simplicity of the formulas, for m ≥ n we define
e(t, µIn) := e
t〈µIn+2ρn, µIn 〉
and
e(t, µ(In,0)) := e
t〈µ(In,0)+2ρm, µ(In,0)〉.
We denote the summation
∑
(In,0)∈Im, In∈In
simply by
∑
In →֒Im
.
Now for m ≥ n, we define the map
φm,n : Ht(MCn )K
C
n −→ Ht(MCm)K
C
m
by sending
∑
In∈In
d(µIn)at(µIn)ϕ̃µIn 7−→
∑
In →֒Im
d(µ(In,0))
√
d(µIn)
d(µ(In,0))
at(µIn)
e(t, µIn)
e(t, µ(In,0))
ϕ̃µ(In,0).
Then for F :=
∑
In∈In d(µIn)at(µIn)ϕ̃µIn ∈ Ht(MCn )K
C
n , we have
||φm,n(F )||22,t =
∑
In →֒Im
d(µ(In,0))
∣∣∣∣∣
√
d(µIn)
d(µ(In,0))
at(µIn)
e(t, µIn)
e(t, µ(In,0))
∣∣∣∣∣
2
e(t, µ(In,0))
2
=
∑
In∈In
d(µIn) |at(µIn)e(t, µIn)|2
=
∑
In∈In
d(µIn)
∣∣at(µIn)et〈µIn+2ρn, µIn 〉
∣∣2
= ||F ||22,t.
Therefore, for m ≥ n, the map φm,n are unitary embeddings. Furthermore, it is
easy to verify that if n ≤ m ≤ p, then
φp,n = φp,m ◦ φm,n.
Thus, we obtain the direct limit H∞t := lim−→{Ht(M
C
n )
KCn , φm,n} in the category
of Hilbert spaces and unitary embeddings. Next, we prove the following lemma.
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Lemma 5.18. For m ≥ n, the following diagram is commutative.
L2(Mn)
Kn L2(Mm)
Km
Ht(MCn )K
C
n Ht(MCm)K
C
m
-
ηm,n
?
Ht,n
?
Ht,m
-
φm,n
Proof. Let f ∈ L2(Mn)Kn. First we find φm,n(Ht,n(f)). Writing
f =
∑
In∈In
d(µIn)f̂(µIn)ϕµIn ,
we see that
Ht,n(f) =
∑
In∈In
d(µIn)f̂(µIn)e(t, µIn)
−1ϕµIn .
Therefore, we have
φm,n(Ht,n(f)) =
∑
In →֒Im
d(µ(In,0))
√
d(µIn)
d(µ(In,0))
f̂(µIn)e(t, µIn)
−1 e(t, µIn)
e(t, µ(In,0))
ϕ̃µ(In,0)
=
∑
In →֒Im
d(µ(In,0))
√
d(µIn)
d(µ(In,0))
f̂(µIn)e(t, µ(In,0))
−1ϕ̃µ(In,0).
On the other hand,
ηm,n(f) =
∑
In →֒Im
d(µ(In,0))
√
d(µIn)
d(µ(In,0))
f̂(µIn)ϕµ(In,0)
implies that
Ht,m(ηm,n(f)) =
∑
In →֒Im
d(µ(In,0))
√
d(µIn)
d(µ(In,0))
f̂(µIn)e(t, µ(In,0))
−1ϕ̃µ(In,0).
Thus, we see that φm,n(Ht,n(f)) = Ht,m(ηm,n(f)). Hence, the diagram is commu-
tative.
Using this lemma, we obtain the following chain of commutative diagrams:
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. . . L2(Mn)
Kn L2(Mn+1)
Kn+1 . . . L2∞
. . . Ht(MCn )K
C
n Ht(MCn+1)K
C
n+1 . . . H∞t
-
?
-
ηn+1,n
?
Ht,n
-
?
Ht,n+1
-
?
?
Ht,∞
- -
φn+1,n
- -
Theorem 5.19. Let L2∞ := lim−→{L
2(Mn)
Kn, ηm,n} andH∞t := lim−→{Ht(M
C
n )
KCn , φm,n}
in the category of Hilbert spaces and unitary embeddings. For each positive integer
n, define fn := φn ◦ Ht,n : L2(Mn)Kn −→ H∞t . Then there is a unique unitary
isomorphism Ht,∞ := lim−→ fn : L
2
∞ −→ H∞t such that, Ht,∞ ◦ηn = fn for all positive
integers n.
Proof. For v ∈ ⋃n ηn(L2(Mn)Kn), we define
Ht,∞(v) = fn(η
−1(v)),
where n is large enough so that η−1(v) is not empty. The map Ht,∞ is well-
defined because the above chain of diagrams is commutative. Clearly Ht,∞ is
linear. The map Ht,∞ is then uniquely extended by continuity to all of L2∞ =(⋃
n ηn(L
2(Mn)
Kn)
)completion
.
Since fn = φn ◦Ht,n is a unitary embedding for each n, Ht,∞ is a unitary embed-
ding. The definition of Ht,∞ implies that Ht,∞ ◦ ηn = fn for all positive integers n.
To show that Ht,∞ is onto, we use the fact that Ht,n : L
2(Mn)
Kn −→ Ht(MCn )K
C
n
is a unitary isomorphism. For each n, let
gn := ηn ◦H−1t,n .
Next we define
g(w) = gn(φ
−1(w)) for w ∈
⋃
n
φn(Ht(MCn )K
C
n)
where n is large enough so that φ−1(v) is not empty. We can uniquely extend g by
continuity to all of H∞t . It is easy to see that
Ht,∞ ◦ g = I on
⋃
n
φn(Ht(MCn )K
C
n)
and
g ◦Ht,∞ = I on
⋃
n
ηn(L
2(Mn)
Kn).
Therefore, Ht,∞ ◦ g = I on H∞t and g ◦Ht,∞ = I on L2∞. So g = H−1t,∞. Therefore,
Ht,∞ is onto. Hence, Ht,∞ is a unitary isomorphism.
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[11] R. Fabec and G. Ólafsson, Noncommutative Harmonic Analysis, To appear.
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