We study solutions to the integral equation
Introduction
Liesegang precipitation bands are structured patterns in reaction-diffusion kinetics which emerge when, in a chain of two chemical reactions, the second reaction is triggered upon exceeding a supersaturation threshold and is maintained until the reactant concentration falls below a lower so-called saturation threshold. Within suitable parameter ranges, the second reaction will only ignite in restricted spatial regions. When the product of the final reaction precipitates, these regions may be visible as "Liesegang rings" or "Liesegang bands" in reference to German chemist Raphael Liesegang who described this phenomenon in 1896. For a review of the history and chemistry of Liesegang patterns, see [8, 15] .
Keller and Rubinow [11] gave a quantitative model of Liesegang bands in terms of coupled reaction-diffusion equations; see, in particular, Duley et al. [7] for a comprehensive recent study of this model by asymptotic and numerical methods. We note that there is a competing description in terms of competitive growth of precipitation germs [14] which will not play any role in the following; see, e.g., [12] for a comparative discussion.
Our starting point is the fast reaction limit of the Keller-Rubinow model, where the first-stage reaction rate constant is taken to infinity and one of the first-stage reactant is assumed to be immobile. Hilhorst et al. [9, 10] proved that, in this limit, the first-stage reaction can be solved explicitly and contributes a point source of reactant for the second-stage process. Thus, only one scalar reaction-diffusion equation for the second-stage reactant concentration u = u(x, t) remains. Formulated on the half-line, the fast reaction limit, which we shall refer to as the full HHMOmodel, reads as follows:
u(x, 0) = 0 for x > 0 ,
where α and β are positive constants and the precipitation function p[x, t; u] is constrained by
In this expression, u * > 0 is the super-saturation threshold, i.e., the ignition threshold for the second-stage reaction. For simplicity, the saturation threshold is taken to be zero. This means that once the reaction is ignited at some spatial location x, it will not ever be extinguished at x. Hilhorst et al. [10] proved existence of weak solutions to (1) ; the question of uniqueness was left open. It is important to note that a weak solution is always a tuple (u, p) where p is constrained, but not defined uniquely in terms of u, by (1d). The analytic difficulties lie in the fact that the onset of precipitation is a free boundary in the (x, t)-plane. Moreover, the precipitation term is discontinuous, so that most of the standard analytical tools are not applicable; in particular, estimates based on energy stability fail. In [3, 4] , we are able to prove uniqueness for at least an initial short interval of time and derive a sufficient condition for uniqueness at later times. We conjecture that it is possible to obtain instances of non-uniqueness when the problem is considered with arbitrary smooth initial data or smooth additional forcing.
One of questions left open in [10] is the problem of proving that the precipitation function p takes only binary values. In this paper, we argue that, on the contrary, it is a feature of the model that binary precipitation patterns can only exist in a finite region of space-time. To do so, we do not study equation (1) as stated, but rather build a "model of the model," a simplified version of the HHMO-model which keeps its qualitative features but can be formulated as a single scalar integral equation,
where ω(x) = u(x, x 2 /α 2 ) − u * is the excess reactant concentration at the source point, Γ is a positive constant, H denotes the Heaviside function, and K is a kernel, continuous on [0, 1], continuously differentiable on [0, 1), and twice continuously differentiable in the interior of this interval, with the following properties:
is unimodal, i.e., there exists θ * ∈ (0, 1) such that K (θ) > 0 for θ ∈ (0, θ * ) and K (θ) < 0 for θ ∈ (θ * , 1).
These properties imply, in particular, that K > 0 on (0, 1) and K(1) = 0. Equation (2), which we shall refer to as the simplified HHMO-model, is finally amenable to a fairly complete rigorous mathematical analysis. The main body of the paper is devoted to its study.
Clearly, at x 0 = 0, ω(x 0 ) = Γ > 0 and there must be a point x 1 at which ω changes sign, i.e., where the concentration falls below the super-saturation threshold. Continuing, we may define a sequence x i of loci where ω changes sign, so that (x i , x i+1 ) corresponds to a "ring" or "band" where precipitation occurs when i is even and to a precipitation gap when i is odd. Given the physical background of the problem, we might think that the the x i form an unbounded sequence, indicating that the entire domain is covered by a pattern of rings or gaps, or, if the sequence is finite, that the last ring or gap extends to infinity.
Our first main result proves that this is not the case: The sequence x i either has a finite accumulation point x * or there is a finite index i such that ω cannot be extended past x * = x i in the sense of equation (2) . We call the former case non-degenerate, the latter degenerate.
Our second main result demonstrates the existence of degenerate solutions to (2) . To this end, we present the construction of a kernel where the solution cannot be continued past the first gap, i.e., where the point of breakdown is x * = x 2 .
To extend the solution past x * , we introduce the concept of extended solutions. These are pairs (ω, ρ) where ω ∈ C([0, ∞)) and
subject to the condition that ρ takes values from the Heaviside graph, i.e.,
As your third main result, we prove existence of extended solutions. Extended solutions are unique under the condition that they are regularly extended, namely that ω remains identically zero on some right neighborhood [x * , b) past the point of breakdown. We finally detail the connection between the full and the simplified HHMOmodel. The key observation is that, when written in a suitable equivalent form, there are only two terms in the full model which do not possess a parabolic scaling symmetry. We cite a mixture of analytic and numerical evidence that suggest that these terms have a negligible impact on the qualitative behavior of the solution: One of the neglected terms represents linear damping toward equilibrium. It is asymptotically subdominant relative to the precipitation term; moreover, its presence could only enhance relaxation to equilibrium. The other term is observed to be asymptotically negligible as the width of the precipitation rings decreases, hence its contribution vanishes as the point of breakdown is approached. Leaving only terms which scale parabolically self-similarly, one of the variables of integration in the Duhamel formula representation of the simplified model can be integrated out, leaving an expression of the form (2) with a complicated, yet explicit expression for the kernel K which is shown, using a mixture of analysis and numerical verification, to satisfy properties (i)-(iii).
The significance of this paper is the following. Property (i) and the square-root weak degeneracy of the kernel K near θ = 1 expressed by property (ii) are the key features which lead to the described finite space-time breakdown of the solution; weak degeneracy is also the main difficulty in the study of (2). As will be apparent from the derivation of the simplified model in Section 5 below, these asymptotic properties arise from the scaling symmetry of second order parabolic equations and the associated properties of the heat kernel. Thus, we have constructed a conceptual model of complex dynamics which might occur more generally in diffusion equations with switch-like reaction terms.
The remainder of the paper is structured as follows. In Sections 2 and 3, we consider the abstract integral equation (2) . In Section 2, we show that if the sequence of precipitation bands does not terminate finitely, it will have a finite accumulation point. In Section 3, we construct examples which show that finite termination is also possible. Section 4 discusses extended solutions in the sense of (3). The final two sections explain the connection between the full HHMOmodel (1) and the simplified model: In Section 5, we introduce the simplifications leading to the integral equation formulations (2) or (3); in Section 6, we derive the properties of the concrete HHMO-kernel which arise from this procedure.
Non-degenerate breakdown of precipitation bands
In this section, we investigate the structure of solutions to the integral equation (2) for kernels K which satisfy assumptions (i)-(iii). Specifically, we seek solutions ω defined on a half-open interval [0, x * ) or on [0, ∞) which change sign at isolated points x i for i = 1, 2, . . . , ordered in increasing sequence. Setting x 0 = 0 and noting that precipitation must occur in a neighborhood of the origin if it sets in at all, the precipitation bands are the intervals (x i , x i+1 ) for even integers i ≥ 0. Hence,
where we write I A to denote the indicator function of a set A. Thus, the onedimensional precipitation equation (2) takes the form
with
For x ≥ x n−1 , we also define the partial sums
Thus, ω n (x) = ω(x) for x ∈ [x n−1 , x n ]. With this notation in place, we are able to define the notion of degenerate solution.
Definition 1.
A solution ω to (2) is degenerate if (6) holds up to some finite x i ≡ x * and it is not possible to apply this formula on [x * , x * + ε) for any ε > 0; it is non-degenerate if ω possesses a finite or infinite sequence of isolated zeros {x i } and the solution can be continued in the sense of (6) to some right neighborhood of any of its zeros.
In the remainder of this section, we characterize non-degenerate solutions. We cannot exclude that a solution is degenerate, i.e., that it cannot be continued at all beyond an isolated root; in fact, Section 3 shows that kernels with degenerate solutions exist. We note that a degenerate solution provides an extreme scenario of a breakdown in which the solution reaches equilibrium in finite time. Thus, the main result of this section, Theorem 4 below, can be understood as saying that even when the solution is non-degenerate, it still fails to exist outside of a bounded interval.
is non-negative, strictly positive somewhere, and K(θ) = o(θ) as θ → 0. Then a non-degenerate solution to (2) has an infinite number of precipitation rings.
Proof. A non-degenerate solution, by definition, is a solution that can be extended to the right in some neighborhood of any of its zeros. Now suppose there is a largest zero x n . Then ω is well-defined and equals ω n+1 on [x n , ∞). Now let x > x n and consider the limit x → ∞. When n is even,
a contradiction. When n is odd,
once again a contradiction.
Let ω be a non-degenerate solution to (2) with an infinite number of precipitation rings. Then x 2n /x 2n+1 → 1 as n → ∞. Moreover, x 2n+1 − x 2n , the width of the nth precipitation ring, converges to zero.
Proof. When the sequence {x i } is bounded, the claim is obvious. Thus, assume that this sequence is unbounded. Since K is negative on (1 − ε, 1) for sufficiently small ε > 0, K is positive on this interval. As in the proof of Lemma 2,
We can directly conclude that x 2n /x 2n+1 → 1 as n → ∞. Further, noting that K(1) = 0 and using the fundamental theorem of calculus, we obtain
where, by the mean value theorem of integration, the last equality holds for some
, differentiable with absolutely continuous first derivative on [0, z] for every z ∈ (0, 1), and unimodal, i.e., there exists θ * ∈ (0, 1)
Further, assume that equation (2) has a non-degenerate solution ω with an infinite number of precipitation rings. Then its zeros have a finite accumulation point.
Proof. We begin by recalling the second order mean value theorem, which states that for a twice continuously differentiable function f and nodes a < b < c there exists y ∈ [a, c] such that
We apply this result to the partial sum function ω n with a = x n , b = x n+1 , and c = x ∈ (x n+1 , x n+2 ]. We note that ω n (x n ) = 0. Further, subtracting (8) from (6),
so that, in particular, ω n (x n+1 ) = (−1) n ρ n (x n+1 ). Equation (13) then reads
To estimate the right hand expression, we compute
where
By direct computation, F (z) = z 2 K (z). Since K is unimodal, this implies that F has an isolated maximum on [0, 1]. Now suppose that x ∈ (x n+1 , x n+2 ). We consider two separate cases. When n is even, for every y ≥ x n−1 there exists a unique odd index such that the sequence of f i is strictly increasing for i = 1, . . . , − 1 and is strictly decreasing for i = + 1, . . . , n − 1. Hence,
where M is a strictly positive constant. Further, ω(x) < 0. Inserting these two estimates into (15), we obtain
When n is odd, for every y ≥ x n−1 there exists a unique even index such that the sequence of f i is strictly increasing for i = 0, . . . , − 1 and is strictly decreasing
Further, ω(x) > 0. As before, inserting these two estimates into (15), we obtain
Thus, we again obtain an estimate of exactly the form (19) and we do not need to further distinguish between n even or odd.
To proceed, we define
so that, by assumption, R(θ) → 1 as θ → 1. Further,
Changing variables to
we write inequality (19) in the form
and
Hence, there is a unique root q * ∈ (0, 1) such that G(q) < 0 for all q > q * . Now fix ε > 0, define
and consider any even index j for which q j > q * + ε. Since (25) was derived under the assumption x ∈ (x j+1 , x j+2 ), or equivalently q ∈ (0, q j ), this inequality must hold for each tuple (r j , q * + ε). Now if there were an infinite set of indices for which q j > q * + ε, we could pass to the limit j → ∞ on the subsequence of such indices.
As for any fixed q, each of the S i (r, q) converges to zero as r → 1, we arrive at the contradiction G(q * + ε) > 0. Hence, lim sup k→∞ k even
To extend this result to odd n, we note that
for all large enough even n. This implies an even stricter bound on the right hand side of (25) when n is replaced by n + 1, so that (28) holds on the subsequence of odd integers as well.
Altogether, this proves that the sequence of internodal distances d n = x n+1 − x n is geometric, thus the x n have a finite limit.
Remark 5. Note that in the proof of Theorem 4, we only need a result which is weaker than the statement of Lemma 3, namely that r n → 1 for even n going to infinity Remark 6. Note that the argument yields an explicit upper bound for q n , namely lim sup
where, as in the proof, q * is the unique positive root of G, which is defined in (26e).
Remark 7. It is possible to relax the unimodality condition in the statement of Theorem 4. In fact, it suffices that lim
When n is even and x ∈ (x n+1 , x n+2 ), the singularity of K and K at θ = 1 is separated from the domain of integration. We can therefore differentiate under the integral, so that 
When n is odd, then for every x ∈ (x n+1 , x x+2 ) there is an even index such that x −1 < xθ * ≤ x +1 (with the provision that x −1 = 0), and
where F is as in (17). As in the proof of the theorem,
Therefore,
Hence, (19) and (21) continue to hold and the remainder of the proof proceeds as before.
Corollary 8. Suppose that K satisfies conditions (i)-(iii) stated in the introduction. Then there exists x * < ∞ so that the maximal interval of existence of a precipitation ring pattern in the sense of (6) is [0, x * ].
Proof. When the solution is degenerate, then such x * exists by definition. Otherwise, property (i) and the positivity of the kernel on (0, 1) imply that Lemma 2 is applicable, i.e., there exist an infinite number of precipitation rings. Then, due to properties (ii) and (iii), Theorem 4 applies and asserts the existence of a finite accumulation point x * of the ring pattern.
Existence of degenerate solutions
In this section, we show that degenerate solutions exist. These are solutions to (2) which cannot be continued past a finite number of zeros. While we cannot settle this question for the concrete kernel introduced in Section 5 below, we construct a kernel K such that the solution cannot be continued in the sense of (2) past x 2 , the end point of the first precipitation gap. Remark 10. The proof starts from a kernel template which is then modified on a subinterval [0, r) to produce a kernel K with the desired properties. When the kernel template is C 1 ([0, 1)) and C 2 ((0, 1) ), the resulting kernel K will inherit these properties except possibly at the gluing point θ = r where continuity of the first derivative is not enforced. This is a matter of convenience, not of principle: The existence of degenerate solutions does not hinge on the existence of a jump discontinuity for K . Straightforward, yet technical modifications of the gluing construction employed in the proof will yield a kernel producing degenerate solutions within the same class of kernels to which Theorem 4, in the sense of Remark 7, applies.
Remark 11. In Section 5, we derive a concrete kernel by simplifying the HHMOmodel. In that setting, there exists an integrable function G such that K(θ) = θ 2 G(θ) and
In the proof of the theorem, we preserve this relationship, i.e., the constant Γ here will also satisfy (37).
Proof. Take any continuous template kernel G * :
Then K * (0) = 0 and
Now consider the solution to (2) with template kernel K * in place of K. As in the proof of Lemma 2, the solution must have at least two zeros x 1 and x 2 . Let
In the following we assume, for simplicity, that ω * (x 2 ) > 0. This is true for generic template kernels G * , thus suffices for the construction. However, it is also possible to modify the procedure to come to the same conclusion then ω * (x 2 ) = 0; for details, see [3] . Note that ω * is continuously differentiable on [0, x 2 ], so ω * (x 2 − ε) > 0 for all ε > 0 small enough. For each such small ε, set
where z ε ∈ (x 2 +ε, x 2 +2ε] is chosen such that ω ε (z ε ) ≤ Γ/2. (This is always possible because ω ε (x 2 + ε) = 0 and the second case expression in (41) is continuous, so we can take z ε such that ω ε (z ε ) = Γ/2 if such solution exists on (x 2 + ε, x 2 + 2ε], otherwise we take z ε = x 2 + 2ε.) We now fill the gap in the definition of ω ε such that (a) ω ε : [0,
Observe that ω ε (x 2 + ε) = 0. Moreover, due to the positivity of K * , ω ε is positive and strictly increasing on the interval (x 2 + ε, z ε ], and
Hence, ω ε (x 2 + ε) = 0. We now define a new kernel K ε :
and set G ε (θ) = K ε (θ)/θ 2 . Due to (b) and (c) above, K ε is positive on its interval of definition. Moreover, for x ∈ (x 1 , x 2 + 2ε),
or, equivalently,
Noting that
pointwise for a.e. θ as ε 0, we find that
. This implies that the right hand side of (48) is negative so that there exists ε > 0 such that
(49)
In all of the following, we fix ε > 0 such that this inequality holds true, abbreviate r = x 1 /(x 2 + 2ε), and set G(θ) = G ε (θ) and K(θ) = K ε (θ) for θ ∈ [r, 1]. We still need to define G and K on the interval [0, r), which is done as follows. Since r 0 r −n θ n dθ → 0 as n → ∞, we can choose n such that
By the integral mean value theorem,
Clearly, B1(0) B2(0) > r 2 * and B1(1) B2(1) < r 2 * . Hence, due to continuity with respect to λ, we can find λ * ∈ (0, 1) such that
Finally, on the interval [0, r), we define
where k * denotes the numerator of the fraction defining r 2 * in (50). Further, we set G(θ) = K(θ)/θ 2 . Then K and G are continuous on [0, 1], strictly positive on (0, 1), and, by direct computation, satisfy 
Further, using (57a), (44), and the fact that ω * (x 1 ) = 0, we verify that
on the entire interval [0, x 2 + 2ε]. Moreover, comparing (58) with (2) and noting that x 1 is the first and x 2 + ε the second zero of ω ε by construction, we see that ω ε satisfies (2) at least on the interval [0,
To complete the proof, we show that it is not possible to find a solution ω to (2) that extends to a non-degenerate solution past the interval [0, x 2 + ε] on which ω = ω ε . Assume that, on the contrary, such an extension exists. Then there exists a small interval I = (x 2 + ε, x 2 + ε + ε * ) on which ω is either positive or negative. (Note that we must require that ε * < z ε , cf. (41) where z ε is first introduced.) Suppose first that ω < 0 on I. Then (58) continues to provide a solution for (2) on I, but ω ε is positive there, a contradiction. Suppose then that ω > 0 on I. Then, using (6) and (41), we express ω on the interval I as
The last equality is due to (41) and (46) which is applicable for sufficiently small ε * . Again, this contradicts the assumed sign of ω. Thus, we conclude that ω cannot be extended via formula (6) onto any right neighborhood of x = x 2 + ε.
Extended solutions for the simplified HHMO-model
So far, we have seen that precipitation band patterns as a sequence of intervals in which ω(x) > 0, i.e. the reactant concentration exceeds the super-saturation threshold, must break down at a finite location x * which is either an accumulation point given by Theorem 4, or until a point at which the solution degenerates after a finite number of precipitation bands as in Theorem 9. In this section, we consider a more general notion of solution which is motivated by the construction of weak solutions to the full HHMO-model in [10] . Proof. Changing variables, we write (60) as
Now consider a family of mollified Heaviside functions H ε ∈ C ∞ (R, [0, 1]) parameterized by ε > 0 such that H ε (z) = 1 for z ≥ ε and H ε (z) = 0 for z ≤ −ε. We claim that, for fixed ε > 0, the corresponding mollified equation
has a solution ω ε ∈ C([0, ∞)). Indeed, suppose that ω ε is already defined on some interval [0, a], where a may be zero. We seek ω ε ∈ C([a, a + δ]) which continuously extends ω ε past x = a as a fixed point of a map T from C([a, a + δ]) endowed with the supremum norm into itself, defined by
Since
T is a strict contraction for δ > 0 small enough, hence has a unique fixed point. In addition, the maximal interval of existence of ω ε is closed, as the right hand side of (63) is continuous, and open at the same time due to the preceding argument. Thus, a solution ω ε ∈ C([0, ∞)) exists (and is unique). By direct inspection, for every fixed b > 0, the families {ω ε } and {H ε • ω ε } are uniformly bounded in C([0, b]) endowed with the supremum norm. Moreover, {ω ε } is equicontinuous. Indeed, for y, z ∈ (0, b],
where, by the dominated convergence theorem, the right hand side converges to zero as z → y. Equicontinuity at y = 0 is obvious. Thus, by the Arzelá-Ascoli theorem, there exist a decreasing sequence ε i → 0 and a function ω ∈ C([0, b]) such that ω εi → ω in C([0, b]). Further, by the Banach-Alaoglu theorem, there exists ρ ∈ L ∞ ([0, b]) such that, possibly passing to a subsequence, H εi • ω εi ρ weakly- * in L ∞ . This implies that ρ takes values a.e. from the interval [0, 1] which contains the convex hull of the sequence. Passing to the limit in (63), we conclude that
Finally, we claim that ρ(y) = 1 whenever ω(y) > 0. Indeed, fixing y such that ω(y) > 0, equicontinuity of ω ε implies that there exists a neighborhood of y on which ω εi is eventually strictly positive. On this neighborhood, H εi • ω εi converges strongly to 1. A similar argument proves that ρ(y) = 0 whenever ω(y) < 0. So far, we have shown that (ω, ρ) satisfy (60) and (61) on [0, b]. To extend the interval of existence, we can iteratively restart the compactness argument on intervals [0, nb] for n ∈ N, passing to a subsequence each time. The proves existence of an extended solution on [0, ∞).
Uniqueness of extended solutions is a much more delicate issue. In the following particular case, we can give a positive answer to the question of uniqueness. for x ∈ [0, x * + ε]. Due to properties (i)-(iii) of the kernel, the problem falls into the general class of weakly degenerate cordial Volterra integral equations. In [5] , we answer this question in the affirmative. While we believe that extended solutions are generically regularly extended, we cannot exclude the possibility that extended solutions develop a precipitation band pattern that accumulates at x * from above. Thus, the general question of unique extendability remains open.
We conjecture that the question of uniqueness of extended solutions might be addressed by replacing Definition 12 by a formulation in terms of a mixed linear complementarity problem. To be concrete, write ω = ω + − ω − , where ω + is the positive part and ω − the negative part of ω. Further, set σ = 1 − ρ and define the vector functions
Then we can formulate the extended solution as follows. Find V ≥ 0, W ≥ 0 such that
where L and M are linear operators defined by
The angle brackets in (70b) denote the canonical inner product for vectors of L 2 ((0, a))-functions,
This formulation is known as a mixed linear complementarity problem. To make progress here, it is necessary to adapt Lions-Stampaccia theory [13] to the case of mixed complementarity problems; see, e.g., [2, 16] , for different reformulations in a Sobolev space setting.
From the full to the simplified HHMO-model
The reduction of the full HHMO-model to the simplified version is based on the numerical observation that solutions to the full model converge to a steady state with respect to the parabolic similarity variable η = x/ √ t as t → ∞. Moreover, it can be shown rigorously [6] that if the solution converges to a steady state at all, the profile function Φ(η) must satisfy the differential equation
In this formulation, γ is an unknown constant. To determine γ uniquely, this second order system has an additional internal boundary condition (72d) which expresses that the reactant concentration in the HHMO-model converge to the critical value u * at the source point which, in similarity coordinates, moves along the line η = α. As proved in [6] , there exists a unique solution (Φ, γ) to (72) with γ > 0 and Φ given by
where M is Kummer's confluent hypergeometric function [1] , κ is a solution of the algebraic equation
and γ = κ(κ − 1), subject to the solvability condition
In x-t coordinates, the self-similar solution to (72) takes the form
Throughout this section, we assume that α, β, and u * satisfy the solvability condition (75), so that the self-similar solution φ exists. For triples α, β, and u * which violate the solvability condition, the corresponding weak solution has precipitation only on a finite spatial interval and the asymptotic state is easy to determine explicitly; for details, see [6] . We now write w = u − φ to denote the difference between the solution of the full HHMO-model (1) and the self-similar profile (76). Then w solves the equation
We now make two simplifying changes to the model:
(a) Precipitation is triggered on the condition that u > u * on the line x 2 = α 2 t, and (b) the damping term pw in (77a) is neglected.
Note that (a) implies that there is no precipitation below the line x 2 = α 2 t, even when u > u * . The advantage of this simplification is that onset of precipitation now ceases to be a free boundary problem and follows parabolic scaling. The justification for making this simplification comes from the numerical observation that onset of precipitation, from the second ring onward, almost coincides with the parabola α 2 t = x 2 . Moreover, it is proved in [6] that if the solution to the full HHMO-model converges to a parabolically self-similar profile as t → ∞, then the contribution to the HHMO-dynamics from precipitation below the parabola α 2 t = x 2 is asymptotically negligible.
Simplification (b) is justified, first, on the numerical observation that the damping term pw only has notable influence on the first precipitation ring. Second, it has the character of linear damping. As we shall see below, the equation without the damping term already reaches the critical concentration in finite time, so that an additional linear damping toward the critical value will not make a qualitative difference. Third, assuming that the HHMO-solution converges to equilibrium, pw becomes asymptotically small while the right hand side of (77a) remains an order-one quantity.
We note, however, that it is very difficult to estimate the quantitative effect of (a) and (b) due to the discontinuous reaction term and the free boundary of onset of precipitation, so that a complete rigorous justification of these two steps remains open.
With these provisions, the simplified version of (77) reads
w(x, 0) = 0 for x > 0 .
We now extend the equation above to the entire real line by even reflection and abbreviate
Proceeding formally, we apply the Duhamel principle-a detailed justification of the Duhamel principle in context of weak solutions is given in [3] -then change the order of integration and implement the change of variables s = y 2 /ζ 2 , so that
where Θ is the standard heat kernel
We are specifically interested in the solution on the parabola x 2 = α 2 t. For notational convenience, we assume in the following that x is nonnegative; solutions for negative x are obtained by even reflection. Then, setting ω(x) = w(x, x 2 /α 2 ) and inserting the fundamental solution of the heat equation explicitly, we find
Inserting the explicit expression for ρ into (82) and noting that ω is extended to negative arguments by even reflection, we obtain
and K(θ) = θ 2 (G(θ) + G(−θ)) .
(86) A graph of the kernel K is shown in Figure 1 . We conclude that the simplified HHMO-model implies an integral equation of the form (2) .
Vice versa, given a solution ω to (84), we can reconstruct a solution to the PDE-formulation of the simplified HHMO-model. Indeed, setting
we can repeat the calculation leading to (82), which proves that W (x, α −2 x 2 ) = ω(x). Thus, W solves (80) so that it provides a mild solution to (78).
Properties of the simplified HHMO-kernel
It remains to verify that the explicit simplified HHMO-kernel (86) satisfies properties (i)-(iii) stated in the introduction. In this section, we prove a collection of results on the asymptotic behavior of the kernel G as given in (83) which imply properties (i) and (ii). As a corollary, we obtain that G is integrable, i.e., that the integrals in (84) and (85) are finite. We have verified property (iii) numerically, which is easily done to machine accuracy. A proof seems feasible, but would be rather involved and tedious, and does not offer further insight into the problem.
We begin by observing that G is clearly continuous on (−1, 0) and (0, 1). Thus, we focus on the local asymptotics of G near θ = 1, θ = −1 and θ = 0. Proof. Rearranging expression (83), applying the integral mean value theorem, and setting σ 2 = 4(ζ 2 −α 2 θ 2 ) α 4 θ 2 (1−θ) 2 , we obtain
for some ζ θ ∈ [α|θ|, α] and z(θ) = 2 α |θ|
When θ → 1, we have z(θ) → ∞. Then, as averages converge to asymptotic values,
For the prefactor in (88), we observe that
Since Φ(α) = u * , this altogether implies the claim. Proof. First note that
as z → 0. Thus, in the limit θ → −1 with z(θ) given by (89),
Then, using expression (88) for G(θ) as in the proof of Lemma 15, noting that the limit of the prefactor can be obtained by direct substitution, and using (93), we obtain the claim.
Hence, G is continuous on [−1, 0) and (0, 1]. We next determine the asymptotic behavior of G at θ = 0 depending on κ. To simplify notation, we write
to denote the constant prefactor in the explicit expression (73) for Φ in the case η < α.
Lemma 17. When κ > 2, G extends to a continuous function on [−1, 1] with
When 1 < κ < 2, as θ → 0,
Finally, when κ = 2, as θ → 0,
Proof. We re-write (83) as
For θ < 1 2 ,
As the Kummer function in the expression for Φ(ζ) from (73) limits to 1 as ζ → 0, this upper bound is integrable for κ > 2. The first case claimed in the lemma is thus a direct consequence of the dominated convergence theorem. When 1 < κ ≤ 2, the integral in (98) is divergent as θ → 0. To determine its asymptotics, we apply the change of variables
