




























我国是水 产 大 国，水 产 是 我 国 农 业 的 支 柱 产 业 之
一，据统计，截止２０１２年我国渔业的总产值为１７　３２１．８８
亿元，占农业总产值的９．７３％，渔业增加值占农业增加
值的１０．０６％［１］。此 外，水 产 品 产 量 每 年 都 在 稳 定 增
长，２０１２年全国水产总产量为５９　０７６．８ｋｔ，到２０１７年
已达６９　０００ｋｔ。同 时，我 国 特 色 水 产 品 远 销 海 外，深





开发的自动增氧设备［４］；徐 愫 等 使 用 计 算 机 视 觉 对 点





卷 积 神 经 网 络（Ｃｏｎｖｏｌｕｔｉｏｎａｌ　Ｎｅｕｒａｌ　Ｎｅｔｗｏｒｋ，
ＣＮＮ）是一种 高 效 的 识 别 方 法［７　８］。２０世 纪６０年 代，
Ｈｕｂｅｌ和 Ｗｉｅｓｅｌ研究猫脑皮层的神经元时发现，其网
络结构可有效降低反馈神经网络的复杂 性，提 出 卷 积
神经网络的概念［９］。近年来，ＣＮＮ已成为研究热点之
一，特 别 是 模 式 分 类 领 域［１０］。Ｋ．Ｆｕｋｕｓｈｉｍａ在１９８０
年提出的新识别机是卷积神经网络的第一个实现［１１］。
随后更多的科 研 工 作 者 对 该 网 络 进 行 了 改 进［１２］。其









ｔｅｒ－ＲＣＮＮ［１４］主体网 络 为 深 度 卷 积 神 经 网 络，具 大 量






预训练的模型可实现网络结构与参数分 离，故 网 络 结





分：卷积层、锚框、类别预 测 模 块、边 界 框 预 测 模 块，兴






















































































































































ＲＰＮ网 络 中 只 进 行 二 分 类，判 断 是 否 为 背 景，不
进行类别分类，见式（５）。
ｔｘ ＝ （ｘ－ｘａ）／ｗａ，ｔ＊ｘ ＝ （ｘ＊ －ｘａ）／ｗａ
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　　表２为使用迁移学习方法训练的误 差 输 出 情 况，
ＺＦ＿ｌｏｓｓ为网络总体误差，ＺＦ＿ｒｐｎ＿ｃｌｓ为ｒｐｎ网络分类
误差，ＺＦ＿ｒｐｎ＿ｂｏｘ为ｒｐｎ网络回归误差。训练周期第
进入第 二 阶 段 时，ＺＦ２＿ｌｏｓｓ为 网 络 总 体 误 差，ＺＦ２＿
ｒｐｎ＿ｃｌｓ为ｒｐｎ网络分类误差，ＺＦ２＿ｒｐｎ＿ｂｏｘ为ｒｐｎ网
络回归误差。表３为未使用迁移学习方法训练的误差
输出情况，ＺＦ＿ｌｏｓｓ为 网 络 总 体 误 差，ＺＦ＿ｒｐｎ＿ｃｌｓ为
ｒｐｎ网络分类误差，ＺＦ＿ｒｐｎ＿ｂｏｘ为ｒｐｎ网络回归误差。
训练周期进入第二阶段时，ＺＦ２＿ｌｏｓｓ为网络总体误差，




误差 已 小 于０．１，而ＺＦ２在 迭 代 到１８０代 时 仍 低 于
０．１。表３同理。因为迁移学习初期即具泛化能力，随
着训练次数的增加，网络越发收敛。
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表３　未使用迁移学习效果
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　　本文对比以往目标检测算法（ＨＯＧ＋ＳＶＭ）与Ｆａｓ－







Ｔｙｐｅ 迭代次数／次 训练时长／ｈ　 ＡＰ 参数量
ＶＧＧ１６－ｎｅｔ　 １２　０００　 １２　 ０．８９８　 ５５２
ＺＦ－ｎｅｔ　 １２　０００　 １２　 ０．９０２　８　 ２３８




ＶＧＧ１６－ｎｅｔ，而 在 ＲＰＮ层 上，ＺＦ－ｎｅｔ明 显 好 于 ＶＧＧ１６－
ｎｅｔ。图３（ｆ）显示了迁移学习的效果，使用迁移学习方法
后，网络显著好于未使用迁移学习方法的网络。














（ａ）复杂背景 　 （ｂ）远小视角 　 （ｃ）模糊像素
图４　Ｆａｓｔｅｒ－ＲＣＮＮ网络检测效果
Ｆｉｇ．４　Ｄｅｔｅｃｔｉｏｎ　ｅｆｆｅｃｔ　ｏｆ　Ｆａｓｔｅｒ－ＲＣＮＮ　ｎｅｔｗｏｒｋ
（ａ）卷积层１ 　 （ｂ）卷积层２ 　 （ｃ）卷积层３ 　 （ｄ）卷积层４ 　 （ｅ）卷积层５




数加深，网络的特征越发抽象，到 最 后 一 层 时，已 经 无
法看出具体的形态特征。因为深度卷积神经网络更像
人类的视觉系统，信息处理是分 级 的。高 层 的 特 征 是
低层特征的组合，从低层到高层的特征表 示 越 来 越 抽
象，越来越能表现语义或者意图，而 抽 象 层 面 越 高，存
在的可能猜测就越少，就越利于分类。
３　结论
迁移学习是运用已有 知 识 来 学 习 新 知 识，核 心 是
找到已有知识和新知识之间的相似性。由于直接对目
标域从头开始学习成本太高，故转向运用 已 有 的 相 关
知识来辅助尽快地学习新知识。世间万事万物皆有共
性，如何合理地找寻它们之间的相似性，进而利用这个
桥梁来帮助学习新知识，是迁移 学 习 的 核 心 问 题。实
际问题中，满足深度学习训练数据量的数据往往太少，
特别是对于 生 活 于 水 中 的 水 产 动 物 往 往 难 以 采 集 样
本。对于一个机器学习的任务，譬如分类，如果数据量
过小，则无法训练具有海量参数 的 超 深 神 经 网 络。其
次在数据集很大的情况下，期望从头开始 训 练 一 个 深





样本往往难以采集，故没有办法用于大规 模 神 经 网 络
的训练，此时使用迁移学习方法则可以较 好 的 解 决 此
问题。对于濒死鱼的监测与预警技术对于渔业生产有
着举足轻重的地位。
现阶段水产监 测 设 备 有 如 下 缺 点：（１）人 工 无 法
２４ｈ监控 存 活 情 况。（２）传 统 系 统 采 用 手 工 提 取 特
征的浅 层 模 型，无 法 保 证 精 度 要 求。深 度 学 习 与 传
统方法的 最 大 不 同 在 于 从 大 数 据 中 自 动 学 习 特 征，
而非采用手工设 计 的 特 征。好 的 特 征 可 以 极 大 提 高
模式识别系统的 性 能。本 文 提 出 了 一 种 基 于 深 度 神
经网络的 濒 死 鱼 预 警 系 统，可 以 在 无 人 监 管 的 情 况
下 实 时 监 测 水 面 的 濒 死 鱼 情 况，最 终 ＡＰ 可 达
０．９０２　８，有力保障了水产从业者的财产安 全，对 水 产
业的健康发展具 有 重 要 意 义。同 时 本 文 也 存 在 如 下
问题：（１）参数量 过 大，需 要 在 高 性 能 的 ＧＰＵ服 务 器
加速才 可 以 正 常 运 作，无 法 再 嵌 入 式 设 备 上 作 业。
（２）虽然达到较 高 的 检 测 精 度，但 检 测 速 度 较 慢。如
何进一步提高濒死 鱼 检 测 的 精 度 与 速 度 为 下 一 步 工
作的方向。
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