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A better understanding of the noise causing qubit decoherence is crucial for improving qubit
performance. The noise spectrum affecting the qubit may be extracted by measuring dephasing
under the application of pulse sequences but requires accurate qubit control and sufficiently long
relaxation times, which are not always available. Here, we describe an alternative method to extract
the spectrum from correlations of single-shot measurement outcomes of successive free induction
decays. This method only requires qubit initialization and readout with a moderate fidelity and
also allows independent tuning of both the overall sensitivity and the frequency region over which
it is sensitive. Thus, it is possible to maintain a good detection contrast over a very wide frequency
range. We discuss using our method for measuring both 1/f noise and the fluctuation spectrum of
the nuclear bath of GaAs spin qubits.
PACS numbers: 03.65.Yz, 03.67.Pp, 05.40.Ca, 73.21.La
Understanding and reducing decoherence of qubits is of
great interest for quantum computing. Pulse sequences
like Hahn’s spin echo [1] and more advanced sequences
such as the Carr-Purcell-Meiboom-Gill sequence [2], con-
catenated dynamical decoupling [3], or Uhrig dynamical
decoupling (UDD) [4] have been demonstrated to decou-
ple a qubit from its noisy environment and therefore re-
duce decoherence. In addition to enhancing dephasing
times, such pulse sequences can also be used for noise
spectroscopy by observing the resulting dependence of
qubit coherence on the evolution time. Reference [5]
shows that, for Gaussian noise, the spectrum’s moments
can be obtained using UDD. Yuge et al. [6] proposed a
sequence of equidistant pi-pulses to reconstruct the de-
phasing noise spectrum. A different approach relies on
separating the time scales of the noise correlation and
extracting long-time correlations via direct measurement
while investigating short-time correlations with pulse se-
quences [7]. However, pulse-sequence-based noise spec-
troscopy is subject to certain limitations: For fixed pulse
sequences, the frequency region over which this tech-
nique is sensitive is proportional to the inverse evolu-
tion time, but longer durations also increase the total
decoherence. This relation makes it hard to probe low-
frequency noise: By the time the frequency region of in-
terest is accessible, the qubit is fully dephased, leaving
no measurement contrast. Depending on the details of
the spectrum, this problem may be to some extent cir-
cumvented by adding more pulses and by an appropriate
choice of their timing. However, this strategy will even-
tually be limited by pi-pulse errors and the T1 time of the
qubit. Consider, for example, experiments probing the
flux noise in superconducting qubits. Direct measure-
ment of the state allows for detection of low-frequency
spectral content . 1Hz [8, 9] that is limited by the av-
eraging necessary to get a good measurement contrast
and may be increased to 100Hz when a single-shot read-
out is applied [10]. Carr-Purcell-Meiboom-Gill and UDD
sequences have been used to reveal high-frequency con-
tent & 0.1MHz [11]. Thus, a gap inaccessible with those
methods remains. Similar limitations are encountered in
GaAs electron spin qubits, where the measured perfor-
mance of decoupling sequences was likely limited by im-
perfect control pulses rather than intrinsic noise caused
by nuclear spins [12].
In this Letter, we propose an alternative method for
determining the noise spectrum over an extremely wide
frequency range without requiring many pi-pulses. It is
based on correlating (near) single-shot free induction de-
cay measurements. A typical measurement cycle is de-
picted in Fig. 1 and consists of initializing a σˆx eigenstate;
performing a free evolution under the influence of the
noise process for time τ ; a projective measurement of the
final state; and repeating this process after a delay time
∆t. Hence, depending on the natural preparation and
readout axis of a given system, at most two pi/2-pulses
per evolution period are required. Averaging over many
such measurements allows for computation of the correla-
tion between consecutive measurements as a function of
∆t. A similar method was employed in the experiments
of Reilly et al. [13], where correlations of temporal av-
erages instead of single-shot readout were used to deter-
mine the nuclear spin noise spectrum seen by an electron
spin qubit up to 1 kHz. A different approach uses dy-
namical decoupling techniques to introduce an effective
delay time and measure correlations of the spin bath of
a nitrogen vacancy qubit [14].
After discussing the relationship between noise spec-
trum and single-shot correlations in general terms, we
consider two specific examples from recent experiments
to demonstrate the usefulness of our method.
The energy relaxation time of our qubits is assumed
to be much longer than the evolution time of interest,
and we therefore only consider pure dephasing. This as-
sumption is adequate for many experiments on electron
spins [13, 15–17] and for superconducting qubits at op-
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FIG. 1. Measurement cycle: Qubit initialization (I), evolu-
tion (E) for time τ and measurement (M) of the outcome.
The delay time between two evolutions is ∆t. While the ini-
tialization and measurement time set a lower limit on ∆t, the
idle time can be varied to adjust the delay between successive
evolutions.
erating points where they are linearly sensitive to flux
noise [11, 18–20]. The qubit Hamiltonian therefore is
H =
~
2
[Ω + β(t)] σˆz , (1)
where Ω is the qubit energy splitting and β(t) represents
a classical Gaussian noise process with 〈β〉 = 0. We note
that Eq. 1 assumes that the noise bath can be described
as a classical noise bath. We first set Ω = 0 and will
discuss the general case later on. The initialized state is
a σˆx eigenstate. A subsequent measurement of σˆx has an
expectation value P = cos [∆Φ(τ, t)], where ∆Φ(τ, t) =∫ t+τ/2
t−τ/2 β(t
′) dt′ is the phase accumulated during time τ
due to noise. The autocorrelation function of the single-
shot outcomes is then given by
〈P (τ, t)P (τ, t+∆t)〉 = 1
2
e−〈[∆Φ(τ,t)+∆Φ(τ,t+∆t)]
2〉/2
+
1
2
e−〈[∆Φ(τ,t)−∆Φ(τ,t+∆t)]
2〉/2 (2)
=
1
2
e−(χ+(τ,∆t))/2 +
1
2
e−(χ−(τ,∆t))/2,
and takes values between 1 (perfectly correlated) and
0 (completely independent). We express the exponents
χ± in terms of the noise power spectrum Sβ(ω) =∫∞
−∞ e
iωδt〈β(t)β(t + δt)〉dδt via
〈∆Φ(τ, t)∆Φ(τ, t +∆t)〉 =
∫ ∞
0
dω
pi
Sβ(ω)
F (ω, τ,∆t)
ω2
,
(3)
where F (ω, τ,∆t) = 4 sin2
(
ωτ
2
)
cos(ω∆t) is the filter
function analogous to those of decoupling sequences [5]:
χ−(τ,∆t) = 16
∫ ∞
0
dω
pi
Sβ(ω)
sin2
(
ωτ
2
)
sin2
(
ω∆t
2
)
ω2
χ+(τ,∆t) = 16
∫ ∞
0
dω
pi
Sβ(ω)
sin2
(
ωτ
2
)
cos2
(
ω∆t
2
)
ω2
.(4)
For τ ≫ T ⋆2 , which is defined by 〈(∆Φ(T ⋆2 , t))2〉 = 1, the
terms 〈(∆Φ(τ, t))2〉 are much larger than unity but χ−
can be small because of correlations leading to a partial
cancelation of the variances due to the 〈∆Φ(τ, t)∆Φ(τ, t+
∆t)〉 term. In this case, χ− can be measured directly as
it is of order unity while χ+ is negligible because its expo-
nential vanishes. This behavior can also be understood
from the filter function: χ+ has a filter function with
larger weight at low frequencies where the spectrum is
typically largest (as in the prominent cases of, e.g., 1/fα
or Lorentzian-like spectra), whereas the filter function for
χ− vanishes quadratically for ω → 0 [21].
χ−(τ,∆t) is the two-parameter generalization of the
spin echo decoherence function. This becomes apparent
for ∆t = τ as the filter function of χ− is then identi-
cal to that of a spin echo experiment where F (ωτ) =
16 sin4 (2ωτ/4) and the effect of the reinitialization on
χ− is thus equivalent to a pi-pulse. Note that initializa-
tion and readout need to be negligibly short to reach this
limit. While we have assumed Ω = 0 so far, a nonzero Ω
adds oscillations ∝ cos (2Ωτ) to the first term of Eq. 2.
However, the second term containing χ− remains unaf-
fected so that our results remain valid for Ω 6= 0. By
varying the delay time ∆t, we can shift the weight of
the χ−(τ,∆t)-filter function in the frequency domain and
thus tune the highest sensitivity to the frequency range of
interest. Note that, for ωτ ≪ 2, the evolution time τ con-
trols the gain factor and thus the overall sensitivity. The
ability to adjust both the sensitivity’s overall magnitude
and position mark the strength of our method: Suitable
choices of evolution and delay time allow for maintaining
a good measurement contrast over a wide frequency range
and thus enable the investigation of spectral content. To
maximize the range over which our technique may be ap-
plied, fast initialization and measurement would be ben-
eficial as they set the lower bound on ∆t. However, low
single-shot fidelities can be averaged out and slow ini-
tialization can be replaced by projective (nondemolition)
measurements.
As a concrete application of our method, we consider
electron spin qubits based on gate-defined GaAs quan-
tum dots. For two-electron spin qubits in double quan-
tum dots, the requirements of fast initialization and read-
out have already been fulfilled [16, 22], and they could
likely be achieved with similar techniques for single-spin
qubits. For these qubits, the hyperfine interaction cou-
ples the electron spins to ∼ 106 nuclei in their respective
dots. The resulting Overhauser field Bnuc contributes to
the Zeeman splitting of the electrons, and its temporal
fluctuations are the main source of dephasing. For two-
electron singlet-triplet qubits, the difference of the Over-
hauser field in the left and right dot ∆B = Blnuc − Brnuc
acts in the same way [12, 23].
For this qubit system, β(t) = gµB
~
∆Bz(t), where g =
−0.44 is the effective gyromagnetic factor for electrons in
GaAs and µB is Bohr’s magneton. The temporal fluctu-
ations in the dots are due to spin diffusion processes that
enable distant nuclear spins to exchange polarization.
Treating these processes as classical diffusion, one finds
3that the noise spectrum of the Overhauser fields is pro-
portional to ω−2. It is largely unknown and very inter-
esting to what extent such a description of the spin bath
via a classical spectral density, which neglects backaction
from the electrons on the nuclei, is valid. Here, we as-
sume that a spectrum is a useful model and focus on how
it could be determined. We expect that such a model is
most successful at large magnetic fields, where hyperfine-
mediated nuclear flip-flops are suppressed. Microscopic
theory [24] and experiments indicate an exp(−t4) decay,
which implies that the ω−2 dependence is only valid be-
low 10 kHz. However, available data [12, 25] are insuf-
ficient to quantitatively characterize the high-frequency
behavior. Reference [26] argued that the nuclear spin
coupling strength sets an upper cutoff to this behavior
and modeled the roll-off as a reduction factor of the form
exp [− (ω/ωE)γ ]. To demonstrate that our method could
verify this cutoff behavior, we consider a spectral density
of the form
S∆Bz(ω) =
S0
1 +
(
ω
ωL
)2 × exp
[
−
(
ω
ωE
)γ]
. (5)
The lower cutoff frequency (ωL) coarsely mimics the low-
frequency behavior of the diffusive dynamics. It ensures a
finite rms Overhauser field
(√
〈∆B2z 〉
)
typically on the
order of a few mT [27]. The cutoff frequencies, ωL/2pi
and ωE/2pi, are set to 0.1Hz and 10 kHz respectively [26]
and S0 determines the overall noise level.
The autocorrelation function of the projective mea-
surement is shown in Fig. 2 (a) and exhibits the expected
behavior: For short delay times, the probability that the
two measurements return to the initial (singlet) state is
perfectly correlated. By increasing ∆t, this correlation
decays to zero, where consecutive measurement outcomes
are completely independent. For short evolution times,
a larger change in β is required for decorrelation, so that
correlations persist to longer times.
It is useful to consider analytical approximations for
the relevant term [χ− of Eq. 2]. We assume that the
evolution time is short compared with the relevant fre-
quencies so that τωE ≪ 1. With this approximation, we
obtain
χ−(τ,∆t) ≈


a
π c
2ωEω
2
Lτ
2S0∆t
2 ∆t≪ ω−1E
c2ω2Lτ
2S0∆t ω
−1
E ≪ ∆t≪ ω−1L
2c2 τ
2
π
(〈∆B2z 〉)2 ∆t≫ ω−1L ,
(6)
where c = gµB
~
is a constant and a = Γ
(
1
γ + 1
)
is given
in terms of the Gamma function Γ(x). We find a = 1
(
√
pi/2) for γ = 1 (2). Fig. 2 (b) compares these approxi-
mations (dashed, dash-dotted, and dotted lines) with the
exact numerical result (solid line).
We note that, in the regime of short evolution times
and small noise variations τ2
[〈β(t)β(t +∆t)〉 − 〈β2〉]≪
0.0
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FIG. 2. (a) Autocorrelation of return probability P for evo-
lution times from 50 ns (black) to 5µs (blue) and exponential
cutoff (γ = 1) for the spectrum in Eq. 5. Note that, for the
dotted part of the blue curve, ∆t < τ and thus the correla-
tion function does not exist. (b) Exponent of the dominant
term of Eq. 2. Note the three different regimes ∆t ≪ 1/ωE ,
1/ωE ≪ ∆t ≪ 1/ωL, and 1/ωL ≪ ∆t corresponding to ∆t
2,
∆t1 and ∆t0 behavior, respectively, as discussed in the text.
Short evolution times τωE ≪ 1 result in a prefactor τ
2 and
show a qualitatively similar behavior.
1, the single-shot correlation depends linearly on the
noise autocorrelation [13], which provides direct access
to the noise spectrum. We find that
〈P (t)P (t+∆t)〉 ≈ 1
2
+
τ2
2
〈β(t)β(t+∆t)〉− τ
2
2
〈β2〉. (7)
In order to use our method for noise spectroscopy and,
more specifically, to investigate the predicted cutoff be-
havior, we wish to identify the exponential’s power law γ.
For constant τ , a difference between the autocorrelations
for exponential and Gaussian cutoff appears for delay
times on the order of the inverse cutoff frequency. This
frequency also corresponds to the region where the tran-
sition between ∆t2 and ∆t-behavior takes place. For long
delay times, the two curves merge as in this region Eq. 6
does not depend on the exact form of the spectrum but
only on the rms value of the Overhauser field. The delay
time needed to distinguish different cutoff behaviors is
thus on the scale of 1/ωE. Note that in this regime no
difference between the logarithm of Eq. 2 and − 12χ− can
be detected, which retrospectively justifies the assump-
tion that the autocorrelation is dominated by χ−. How-
ever, for a constant evolution time, χ−(τ,∆t) varies over
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FIG. 3. (a) Autocorrelation function for the singlet-triplet
qubit. Adjusting the evolution time allows for detection of the
crossover and slope of curves with different cutoff behavior,
thus providing well distinguishable characteristics on an ex-
perimentally measurable scale. The lowest (blue) curve shows
the autocorrelation in the absence of a cutoff. For ∆t > 600µs
the scale is semilogarithmic. Note that the plateau at large ∆t
directly reflects the prefactor of the 1/ω2 region of the spec-
trum. (b) Autocorrelation function for the 1/fα spectrum.
For τ ≪ ∆t ≪ 1/ωL exact 1/f noise leads to a constant re-
sult. Deviations from this behavior (curves with negative and
positive slope) allow for identification of α.
a large range as a function of ∆t, thus limiting the range
of delay times for which the autocorrelation is measur-
able. We therefore compensate for changes in χ−(τ,∆t)
due to a varying ∆t by simultaneously adjusting the evo-
lution time τ . In Fig. 3 (a) we chose τ so that the linear
term of Eq. 6 always equals 2. The resulting curves allow
a clear distinction between different cutoff exponents γ,
while a change of the cutoff frequency ωE has a qualita-
tively different effect. Note that the signal level of ∼ 0.1
allows a good measurement contrast compared to realis-
tic noise levels over a large range of ∆t.
We now consider using our method for characterization
of 1/fα noise which has been found to be an important
source of dephasing for several types of superconducting
qubits [8, 11, 18, 19]. For a fixed τ ≪ ∆t and α > 1,
we obtain a decay of the form χ− ∝ ∆t(α−1) while for
α = 1, χ− ∝ ln(∆t/τ)τ2. As α is reduced below 1, the
∆t dependence of χ− becomes increasingly weak, so that
a crossover to a constant χ− corresponding to white noise
is obtained. This behavior reflects the fact that, for noise
that is uncorrelated on the scale of ∆t, no correlations
and thus no dependence on the delay time will be ob-
served. By adjusting τ ∝ ∆t exp [W (− 2c∆t2 )], exact 1/f
noise leads to a constant result for τ ≪ ∆t, so that small
deviations from 1/f in Fig. 3 can be detected with high
sensitivity over a very large frequency range. W (x) is
the solution to x = w exp(w) and c is a constant set-
ting the overall noise level. This allows us in principle to
probe arbitrarily low ω compared to the lower bound of
∼ 0.1MHz of Ref. [11] which was limited by the T2 time
of the qubit. For superconducting qubit systems, initial-
ization is often realized through relaxation, thus making
our previous assumption of fast initialization invalid as
the initialization time is on the order of T1. To overcome
this problem, initialization can be replaced by measure-
ment, which is fast and also provides the information
needed to evaluate the autocorrelator.
In conclusion, we have developed a method for noise
spectroscopy that fills the frequency gap remaining
between direct and pulse-sequence-based noise spec-
troscopy. Moreover, it enables the identification of differ-
ent cutoff behaviors and frequency dependencies in spin
and superconducting qubits, respectively. As free induc-
tion decay pulses and nanosecond control of qubits are
well established [16, 28–31], experimental implementa-
tion should be feasible. Introducing additional operations
between the two evolution times might reveal whether the
qubit state has non-negligible effects on the noise bath,
resulting in different autocorrelation functions.
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