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Abstract. In this paper, a new mixed finite element scheme using element-wise stabilization is introduced
for the biharmonic equation with variable coefficient on Lipschitz polyhedral domains. The proposed scheme
doesn’t involve any integration along mesh interfaces. The gradient of the solution is approximated by
H(div)-conforming BDMk+1 element or vector valued Lagrange element with order k+1, while the solution
is approximated by Lagrange element with order k+ 2 for any k ≥ 0.This scheme can be easily implemented
and produces positive definite linear system. We provide a new discrete H2-norm stability, which is useful
not only in analysis of this scheme but also in C0 interior penalty methods and DG methods. Optimal
convergences in both discrete H2-norm and L2-norm are derived. This scheme with its analysis is further
generalized to the von Ka´rma´n equations. Finally, numerical results verifying the theoretical estimates of
the proposed algorithms are also presented.
1. Introduction
In the first part of this paper, a new mixed finite element scheme is proposed and analyzed for the following
biharmonic equation with variable coefficient:
∆ (κ∆u) = f, in Ω,(1.1a)
u = 0, on ∂Ω,(1.1b)
∂u
∂n
= 0, on ∂Ω,(1.1c)
where Ω ⊂ Rd(d ∈ N) is a Lipschitz polygonal or polyhedral domain, the coefficient κ ∈W 1,∞(Ω) such that
0 < κ0 ≤ κ(x) ≤ κ1, and f ∈ H−1(Ω). By using element-wise stabilization, our scheme doesn’t involve any
integration along mesh interfaces. Our scheme uses H(div)-conforming BDMk+1 or vector valued Lagrange
element with order k + 1 to approximate w = ∇u, and approximates u with Lagrange element with order
k + 2 for any k ≥ 0. The second part of this paper is related to an application of our scheme to the von
Ka´rma´n model, which can be stated as follows:
∆2ξ − [ξ, ψ] = f, in Ω,(1.2a)
∆2ψ + [ξ, ξ] = 0, in Ω,(1.2b)
ξ =
∂ξ
∂n
= 0, on ∂Ω,(1.2c)
ψ =
∂ψ
∂n
= 0, on ∂Ω,(1.2d)
where Ω ⊂ R2 is a Lipschitz polygonal domain, f ∈ H−1(Ω), and the von Ka´rma´n bracket [·, ·] appearing in
(1.2a) and (1.2b) is defined by
[η, φ] =
∂2η
∂x21
∂2φ
∂x22
+
∂2η
∂x22
∂2φ
∂x21
− 2 ∂
2η
∂x1∂x2
∂2φ
∂x1∂x2
= cof(D2η) : D2φ.
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Here cof(D2η) denotes the cofactor matrix of the Hessian of η and A : B denotes the Frobenius inner product
of the matrices A and B.
In literature, there are many numerical methods available for the biharmonic equation, that is, the problem
(1.1) with κ = 1. Some of them can be easily generalized to include biharmonic problem with variable
coefficients. We provide below a brief summary of results which are relevant to our present investigation.
• Numerical methods approximating both u and ∆u. The Ciarlet and Raviart (C-R) method [14] uses u
and ∆u as unknowns and thereby, gives rise to a system of Poisson problems. Then, H1-conforming
finite element spaces are used to approximate both u and ∆u, and it has no stabilization along mesh
interfaces. Thus, the C-R method can be easily implemented. The stability of the C-R method with
respect to discrete H2-norm is shown in [4]. However, the analysis in [4] requires that the domain
is convex (see, the proof of [4, Lemma 5]). The optimal convergence to u of the C-R method, which
is obtained in [38] though the convergence to ∆u is suboptimal. Though the corresponding linear
system of the C-R method is a saddle point one, its conditional number may be of order O(h−2) if
numerical approximations to u and ∆u are calculated alternatively. Optimal convergence to ∆u is
obtained by the method [20] which is similar to the C-R method. But the analysis in [20] doesn’t
provide the stability with respect to discrete H2-norm. For hp-mixed DG method with penalization
of the interelement boundary jump terms applied to the split system, see [22].By approximating κ∆u
instead of ∆u, all these methods can be easily generalized for variable coefficient κ.
• Numerical methods approximating both u and D2u. The Hellan-Herrmann-Johnson (HHJ) method
analyzed by Johnson in [25] treats u and D2u as unknowns. It uses H1-conforming approximations to
u and normal-normal continuous symmetric approximations to D2u. Optimal convergence to both u
and D2u is shown in [25]. Since it naturally provides the stability with respect to discrete H2-norm,
the HHJ method and its variants are suitable for solving the von Ka´rma´n model (see [31, 12, 36]). We
notice that the method [5] uses the same formulation by the HHJ method, but writes the biharmonic
equation as four first-order equations instead of two second-order equations. The method [5] obtains
optimal convergence to u, ∇u and D2u, and its global unknowns after hybridization are numerical
approximations to the trace of u and ∇u along the mesh interfaces. Overall, the analysis of the HHJ
method and its variant (including the method [5]) can be generalized to the von Ka´rma´n equations
(1.2). But the implementation may not be easy and the corresponding linear system (without
hybridization) is a saddle point system with a large number of degrees of freedom. Furthermore,
since all these methods utilize the following identity∫
Ω
(∂2u
∂x21
∂2v
∂x22
+
∂2u
∂x22
∂2v
∂x21
− 2 ∂
2u
∂x1∂x2
∂2v
∂x1∂x2
)
dx = 0 ∀u, v ∈ H20 (Ω),(1.3)
it may not be straightforward to generalize these methods for problems with a non-constant coefficient
κ. One way is to split the biharmonic term ∆(κ∆u) as
∆(κ∆u) = κ∆2u+ ∆((κ− κ)∆u),(1.4)
where κ is a positive constant chosen to satisfy
κ ≤ inf
x∈Ω
κ(x).
Applying (1.3) to the first term on the right hand side of (1.4), it is easy to see that the solution u
of the biharmonic equation (1.1) satisfies
κ
2
(D2u,D2v)Ω + ((κ− κ)∆u,∆v)Ω = (f, v)Ω, ∀v ∈ H20 (Ω).(1.5)
Based on the variational formula (1.5), all HHJ type methods can be generalized for variable coeffi-
cient κ. However, the value of κ may affect the stability of HHJ type methods, if κ is chosen to be
much smaller than infx∈Ω κ(x) which may not be easy to discover in practice.
• Numerical methods approximating u only. There are several sub-classes of numerical methods ap-
proximating u only. These methods can produce symmetric and positive definite linear system but
with condition number of order O(h−4) (the same as our mixed finite element scheme). One class
uses C1-conforming finite element spaces, which are naturally suitable for the biharmonic equation
[2, 7, 17] and the von Ka´rma´n equations [11, 31]. The main drawback of C1-conforming elements
is the difficulty of implementation, especially in high dimensional domains with high polynomial
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orders. In order to simplify the implementation of C1-conforming elements, several kinds of non C1-
conforming numerical methods have been developed and analyzed. These include Morley element
methods [32, 39], C0- interior penalty method [10, 23], and DG methods [18, 33]. All of these meth-
ods can be applied for the von Ka´rma´n equations (1.2) (see [8, 13, 29]). Morley element methods are
very popular since these schemes use only six degrees of freedom on each element in two dimensional
domains and don’t need any stabilization along mesh interfaces. However, it is not straightforward
to use Morley element for equations including both the biharmonic and Laplacian operator due to
the fact that it is not H1-conforming on the whole mesh. Compared with C0 interior penalty method
and DG methods, our methods might be understood and implemented relatively easier by beginners,
since there is no stabilization along mesh interfaces. All these methods can be easily modified for
variable coefficient κ.
In [40], the biharmonic equation (1.1) is deduced to an equivalent system on three low-regularity spaces
which are connected by a regular decomposition corresponding to a decomposition of the regularity of the
high order space. A numerical method based on the equivalent system of (1.1) is presented in [40], which
can approximate solutions with low regularity well. But it may not be straightforward for beginners to
understand and implement the method in [40].
Our proposed mixed finite element scheme for the biharmonic equation (1.1) has the following properties.
(1) By using element-wise stabilization, our scheme doesn’t involve any integration along mesh interfaces.
Our scheme uses H(div)-conforming BDMk+1 or vector valued Lagrange element with order k + 1
to approximate w = ∇u, and approximates u with Lagrange element with order k+ 2 for any k ≥ 0.
Thus even beginners can relatively easily implement our scheme.
(2) The corresponding linear system is positive definite. In fact, one method of our scheme produces
symmetric and positive definite linear system.
(3) Our scheme can be used in arbitrary Lipschitz polyhedral domains and can approximate accurately
solutions in H2+δ(Ω), where δ > 12 . In fact, the numerical solution uh approximates the exact
solution u optimally in discrete H2 norm and L2 norm. We refer to Theorem 3.5 and Theorem 3.6
for detailed description.
(4) The new method and its analysis can be generalized to nonlinear problem such as the von Ka´rma´n
equations (1.2). Our method (4.3) for the von Ka´rma´n equations doesn’t involve with any integration
along mesh interfaces either. We refer to Theorem 4.1 and Theorem 4.3 for the detailed description
on the existence and uniqueness of the numerical solution to the von Ka´rma´n equations and the
optimal convergence. For the sake of simplicity, our analysis for the von Ka´rma´n equations is based
on the assumption that ‖f‖H−1(Ω) is small enough. The success of generalization to the von Ka´rma´n
equations is because the numerical solution uh of our scheme for the biharmonic equation satisfies
the stability result:
‖uh‖H1(Ω) + ‖uh‖2,Th ≤ C‖f‖H−1(Ω).
Here ‖ · ‖2,Th is the discrete H2- semi norm defined in (2.1). With the above stability result,
we can extend our analysis to isolated solutions of the von Ka´rma´n equations like existing works
[8, 11, 12, 13, 29, 31, 36].
In this paper, we provide a discrete H2-norm stability (3.1b) in Theorem 3.1:
‖v‖2H1(Ω) + ‖v‖22,Th ≤ C
(‖∆v‖2Th + ΣF∈Ehh−1F ‖J∇v · nK‖20,F ) , ∀v ∈ Vh := H10 (Ω) ∩ Pk+2(Th) (k ≥ 0),
which looks similar to the discrete MirandaTalenti inequality [34, (1.3)] (they have different boundary con-
ditions). In Remark 3.2, we explain the fundamental difference between the proof of above inequality and
[34, (1.3)]. This inequality can help in analysis of the C0 interior penalty method: to find uh ∈ Vh such that
for any v ∈ Vh,
(κ∆uh,∆v)Th + 〈{κ∆uh} , J∇v · nK〉Eh + 〈{κ∆v} , J∇uh · nK〉Eh(1.6)
+ τh−1〈κJ∇uh · nK, J∇v · nK〉Eh = (f, v)Th .
Here, {·} and J·K represent, respectively, the average and jump across the inter-element boundaries. Obvi-
ously, (1.6) is a natural generalization of the C0 interior penalty method in [10]. In addition, another discrete
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H2-norm stability (3.1c) in Theorem 3.1:
‖∇v˜h‖2Th + ‖v˜h‖22,Th ≤ C
(‖∆v˜h‖2Th + ΣF∈Eh(h−1F ‖J∇v˜h · nK‖20,F + h−3F ‖Jv˜hK‖20,F )) ,∀v˜h ∈ Pk+2(Th),
will help to prove discrete H2-norm stability of the DG methods in [33].
We conclude this section with section wise description. Section 2 deals with our new mixed type for-
mulation. In section 3, stability estimates are proved and a priori error estimates are established. As an
application, the section 4 focuses on the von Ka´rma´n model and related error analysis using a generalization
of the proposed method. In Section 5, we give some numerical results to verify the efficiency of the proposed
new schemes. Finally we provide a conclusion in Section 6.
2. A new finite element method for the biharmonic equation
This section deal with the formulation of our new mixed finite element scheme for the biharmonic equation
(1.1). At the end of this section, we introduce the idea how to derive our scheme.
Let Th be the conforming triangulation of Ω made of shape-regular simplicial elements. We denote by Eh
the set of all faces F of all elements K ∈ Th, E0h the set of interior faces of Th, E∂h the set of all faces F on
the boundary ∂Ω, and set ∂Th := {∂K : K ∈ Th}. For scalar-valued functions φ and ψ, we write
(φ, ψ)Th :=
∑
K∈Th
(φ, ψ)K , 〈φ, ψ〉∂Th :=
∑
K∈Th
〈φ, ψ〉∂K .
Here (·, ·)D denotes the integral over the domain D ⊂ Rd, and 〈·, ·〉D denotes the integral over D ⊂ Rd−1.
When D = Ω, we denote (·, ·) := (·, ·)Ω. For vector-valued functions, we write (φ,ψ)Th :=
∑d
i=1(φi, ψi)Th .
We denote by hK the diameter of element K ∈ Th and set h = maxK∈Th hK . For any face F ∈ Eh, hF stands
for the diameter of F . For any interior face F = ∂K ∩ ∂K ′ in E0h, we denote by JψK = (ψ|K)|F − (ψ|K′)|F
the jump of a scalar function ψ across F , and JφK = (φK ·nK)|F − (φK′ ·nK)|F the jump of a vector-valued
function φ across F . On a boundary face F = ∂K ∩ ∂Ω, we set JψK = ψ and JφK = φK · nK .
Throughout the paper, we use the standard notations and definitions for Sobolev spaces (see, e.g. [1]). To
be more precise, let ‖ · ‖s,D be the usual norm on the Sobolev space Hs(D) and ‖ · ‖Lp(D) be the Lp-norm on
Lp(D). If p = 2, we let ‖·‖0,D denote the L2-norm on L2(D). Further, let H10 (Ω) := {v ∈ H1(Ω) : v|∂Ω = 0},
H(div,Ω) := {w ∈ [L2(Ω)]d : ∇ ·w ∈ L2(Ω)} and H0(div,Ω) := {w ∈ H(div,Ω) : w · n|∂Ω = 0}.
The norm ‖ ·‖Th is the discrete norm defined as ‖ ·‖Th := (
∑
K∈Th ‖ ·‖2L2(K))
1
2 . We also define the discrete
norm ‖ · ‖Eh := (
∑
F∈Eh ‖ · ‖20,F )
1
2 . For any set Fh ⊆ ∂Th, we denote ‖hα · ‖Fh := (
∑
F∈Fh h
2α
F ‖ · ‖20,F )
1
2 with
optional parameter α.
We also define a semi-norm ‖ · ‖2,Th on H2(Th) as
‖v‖22,Th = ‖D2v‖2Th + ΣF∈Ehh−1F ‖J∇v · nK‖20,F , ∀v ∈ H2(Th).(2.1)
In this paper, C denotes a positive constant depending only on the property of Ω, the shape regularity
of the meshes and the degree of polynomial spaces. The constant C can take on different values in different
occurrences.
In the following we present the detailed formulation of the mixed finite element scheme for (1.1). For any
k ≥ 0, we define the finite element spaces
Wh := H0(div,Ω) ∩Pk+1(Th), Vh := H10 (Ω) ∩ Pk+2(Th),(2.2)
where Pk(D) denotes the set of polynomials of total degree at most k defined on D, Pk(D) denotes the set
of vector-valued functions whose d components lie in Pk(D). We would like point out that an alternative
choice of Wh is
Wh := [H
1
0 (Ω) ∩ Pk+1(Th)]d.(2.3)
In Remark 2.1, we explain why we can use Wh in (2.3) and what is its drawback. In this paper, our scheme
focuses on the finite element spaces (2.2).
Our mixed finite element scheme is to seek an approximation (wh, uh) ∈Wh×Vh such that for θ ∈ {−1, 1},
Bθ((wh, uh), (η, v)) = (f, v)〈H−1(Ω),H10 (Ω)〉 ∀(η, v) ∈Wh × Vh,(2.4)
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where
Bθ((wh, uh), (η, v)) := (κ∇ ·wh,∇ · η)Th + (∇(κ∇ ·wh),η −∇v)Th(2.5)
+ θ (wh −∇uh,∇(κ∇ · η))Th +
τ
h2
(κ(wh −∇uh),η −∇v)Th .
Here, τ is a stabilization parameter to be determined later.
Remark 2.1. Notice that the boundary conditions (1.1b, 1.1c) imply that∇u = 0 on ∂Ω. Thus the alternative
Wh in (2.3) is also a reasonable choice of finite element space to approximate ∇u. It can be easily shown
that all main results (Theorem 3.1, Theorem 3.3, Theorem 3.5, Theorem 3.6, Theorem 4.1, Theorem 4.3)
will still hold. The only drawback of using the alternative Wh in (2.3) is that when the Dirichlet boundary
conditions (1.1b, 1.1c) are not homogeneous, extra calculation is needed to obtain the value of ∇u on ∂Ω.
On the contrast, the original choice of Wh := H0(div,Ω) ∩Pk+1(Th) can handle nonhomogeneous Dirichlet
boundary data directly.
In the following, we always assume that
w = ∇u ∈ H1+δ(Ω), ∇ ·w = ∆u ∈ Hδ(Ω), δ > 1/2.(2.6)
2.1. Derivation of the finite element scheme (2.4). We introduce the idea how to derive the finite
element scheme (2.4) in the following. We temporarily assume the exact solution u of (1.1) and κ are
smooth.
For any v ∈ Vh, we have
(∆(κ∆u), v)Ω = (f, v)Ω.
Doing integration by parts, we obtain
−(∇(κ∆u),∇v)Ω = (f, v)Ω,
since v = 0 on ∂Ω. Obviously, if we want to do integration by parts one more time, we will encounter terms
along mesh interfaces since ∇v is not H(div)-conforming. We take η ∈ Wh arbitrarily. We would like to
“replace” ∇v by η such that integration by parts can be done. So we have
−(∇(κ∆u),η)Ω − (∇(κ∆u),∇v − η)Ω = (f, v)Ω.
Now we can do integration by parts to the first term in the left hand side of above equation. Thus we have
(κ∆u,∇ · η)Ω − (∇(κ∆u),∇v − η)Ω = (f, v)Ω.
The above equation inspire us to use (wh, uh) ∈Wh × Vh to approximate (∇u, u):
(κ∇ ·wh,∇ · η)Ω − (∇(κ∇ ·wh),∇v − η)Th = (f, v)Ω, ∀(η, v) ∈Wh × Vh.
In order to have well-posedness, we need wh and ∇uh are “close” enough to each other. So we need to add
stabilization into the above equation to have:
(κ∇ ·wh,∇ · η)Ω + (∇(κ∇ ·wh),η −∇v)Th +
τ
h2
(κ(wh −∇uh),η −∇v)Th = (f, v)Ω, ∀(η, v) ∈Wh × Vh.
Here τ is a positive constant. In order to have a symmetric or anti-symmetric method, we add the term
θ (wh −∇uh,∇(κ∇ · η))Th to the above equation to get the finite element scheme (2.4).
3. Analysis of the mixed finite element scheme for the biharmonic equation
In this section, we discuss the stability and error estimates of the mixed finite element scheme (2.4) for
the biharmonic equation (1.1).
6 HUANGXIN CHEN, AMIYA K. PANI, AND WEIFENG QIU
3.1. Stability estimate.
Theorem 3.1. There exists a positive constant C such that for any (ηh, vh) ∈Wh × Vh,
‖vh‖2H1(Ω) + ‖vh‖22,Th ≤ C
(
‖∇ · ηh‖2Th + ΣK∈Thh−2K ‖ηh −∇vh‖2L2(K)
)
, ∀(ηh, vh) ∈Wh × Vh;(3.1a)
‖vh‖2H1(Ω) + ‖vh‖22,Th ≤ C
(‖∆vh‖2Th + ΣF∈Ehh−1F ‖J∇vh · nK‖20,F ) , ∀vh ∈ Vh;(3.1b)
‖∇v˜h‖2Th + ‖v˜h‖22,Th ≤ C
(‖∆v˜h‖2Th + ΣF∈Eh(h−1F ‖J∇v˜h · nK‖20,F + h−3F ‖Jv˜hK‖20,F )) ,∀v˜h ∈ Pk+2(Th).(3.1c)
Remark 3.2. Though (3.1b) looks similar to the discrete MirandaTalenti inequality [34, (1.3)] (they have
different boundary conditions), their proofs are fundamentally different from ours. An enriching operator
[34, Lemma 3] for H2-conforming CloughTocher elements is used to obtain [34, (1.3)]. Since there is no
CloughTocher elements with polynomial order greater than 3 in three or higher dimensional domains, [34,
(1.3)] is valid for polynomial order less than 3 in three dimensional domains. If we mimic the methodology
in [34], our result (3.1b) should have the same restriction on polynomial order as [34, (1.3)]. However, our
proof of (3.1b) treats ∇vh as 1-form and uses standard enriching operator for vector valued H1-conforming
elements. Thus in (3.1b), there is no restriction on the dimension of domains and order of polynomial.
Proof. By triangle inequality and discrete inverse inequality,
‖∆vh‖2Th ≤C
(‖∇ · (ηh −∇vh)‖2Th + ‖∇ · ηh‖2Th)
≤C
(
‖∇ · ηh‖2Th + ΣK∈Thh−2K ‖ηh −∇vh‖2L2(K)
)
.
By discrete trace inequality and the fact that ηh ∈ H0(div,Ω),∑
F∈Eh
h−1F ‖J∇vh · nK‖20,F = ∑
F∈Eh
h−1F ‖J(η −∇vh) · nK‖20,F ≤ CΣK∈Thh−2K ‖ηh −∇vh‖2L2(K).
Combing the above two inequalities, we have
‖∆vh‖2Th +
∑
F∈Eh
h−1F ‖J∇vh · nK‖20,F ≤ C (‖∇ · ηh‖2Th + ΣK∈Thh−2K ‖ηh −∇vh‖2L2(K)) .(3.2)
Since vh ∈ H10 (Ω), the tangential components of ∇vh are continuous across interior mesh interfaces and
vanish along the boundary ∂Ω. Thus∑
F∈Eh
h−1F ‖J∇vh · nK‖20,F = ∑
F∈Eh
h−1F ‖J∇vhK‖20,F ,
where J∇vhK|F is the jump of all components of∇vh across interior mesh interface F and J∇vhK|F = ∇vh|F for
any face F on ∂Ω. According to [27, Theorem 2.2] and the above equality, there is η˜h ∈ [H10 (Ω)∩Pk+1(Th)]d
such that
‖η˜h −∇vh‖2Th ≤ C
∑
F∈Eh
hF ‖J∇vhK‖20,F ≤ C ∑
F∈Eh
hF ‖J∇vh · nK‖20,F .(3.3)
We would like to point out that though it only deals with d = 2, 3, the proof of [27, Theorem 2.2] can be
easily generalized for arbitrary dimension d ∈ N. Thus (3.3) is valid for any dimension d ∈ N.
Obviously, η˜h is a 1-form on Ω and therefore (cf. [3]),
−∆η˜h = d0d∗1η˜h + d∗2d1η˜h ∈ H−1Λ1(Ω),
where for any 1 ≤ k ≤ d, dk is the exterior derivative mapping from k-form to (k + 1)-form and d∗k =
(−1)d(k+1)+1 ∗ dd−k∗ maps from k-form to (k− 1)-form. Here ∗ is the Hodge star operator. In fact, d0 = ∇
and d∗1 = −∇·. If d = 3, d1 = d∗2 = ∇×. Then for any φ ∈ C∞0 Λ1(Ω),
−(∆η˜h,φ)Ω = (d∗1η˜h,d∗1φ)Ω + (d1η˜h,d1φ)Ω.
Since ‖d∗1φ‖L2(Ω) ≤ C‖φ‖H1(Ω) and ‖d1φ‖L2(Ω) ≤ C‖φ‖H1(Ω), the above identity implies
‖∆η˜h‖H−1(Ω) ≤ C
(‖d∗1η˜h‖L2(Ω) + ‖d1η˜h‖L2(Ω)) .
Since η˜h = 0 on ∂Ω, the above inequality implies
‖η˜h‖H1(Ω) ≤ C
(‖d∗1η˜h‖L2(Ω) + ‖d1η˜h‖L2(Ω)) .
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By triangle inequality and the fact that d0 = ∇ and d∗1 = −∇·, we arrive at
‖η˜h‖H1(Ω) ≤ C
(‖d∗1η˜h‖L2(Ω) + ‖d1η˜h‖L2(Ω))(3.4)
≤C (‖d∗1(η˜h −∇vh)‖Th + ‖d1(η˜h −∇vh)‖Th + ‖d∗1(∇vh)‖Th + ‖d1(∇vh)‖Th)
=C (‖d∗1(η˜h −∇vh)‖Th + ‖d1(η˜h −∇vh)‖Th + ‖∆vh‖Th)
≤C (ΣK∈Thh−1K ‖η˜h −∇vh‖Th + ‖∆vh‖Th) .
We utilized discrete inverse inequality to obtain the above inequality.
By (3.3) and (3.4), we obtain (3.1b). (3.1a) is an immediate application of (3.1b) and (3.2).
Now we want to prove (3.1c). Like (3.3), there is vh ∈ H10 (Ω) ∩ Pk+2(Th) such that
‖v˜h − vh‖2Th ≤ CΣF∈EhhF ‖JvhK‖20,F .
The above inequality with (3.1b) yields (3.1c) and this concludes the rest of the proof. 
Below, we state the stability estimate for the mixed finite element scheme (2.4).
Theorem 3.3. For the solution (wh, uh) of the mixed finite element scheme (2.4) with θ = 1 if the stabi-
lization parameter τ is chosen to be large enough, then, there exists a positive constant C independent of h
and penalty parameter τ such that
‖wh‖H(div,Ω) + ‖uh‖H1(Ω) + ‖uh‖2,Th ≤ C‖f‖H−1(Ω).(3.5)
When θ = −1, the stability estimate (3.5) holds for any τ > 0.
Proof. Choose η = wh and v = uh in (2.4) to obtain for θ 6= −1
‖√κ∇ ·wh‖2Th +
τ
h2
‖√κ(wh −∇uh)‖2Th = (f, uh)〈H−1(Ω),H10 (Ω)〉 − (1 + θ) (∇(κ∇ ·wh),wh −∇uh)Th .
(3.6)
For the second term on the right hand side of (3.6), a use of the Cauchy-Schwarz inequality with the inverse
inequality and the fact that κ ∈W 1,∞(Ω) yields
(1 + θ) (∇(κ∇ ·wh),wh −∇uh)Th ≤ C‖∇(κ∇ ·wh)‖Th‖wh −∇uh‖Th(3.7)
≤ Cs‖∇ ·wh‖Thh−1‖wh −∇uh‖Th
≤ 1
2
‖∇ ·wh‖2Th + C2sh−2‖wh −∇uh‖2Th .
Substituting (3.7) in (3.6), choose τ large enough such that τ > C2s . Then, we obtain
‖∇ ·wh‖2Th + h−2‖wh −∇uh‖2Th ≤ C‖f‖H−1(Ω)‖∇uh‖Th .(3.8)
From Theorem 3.1, it follows that
‖uh‖2H1(Ω) + ‖uh‖22,Th ≤ C
(
h−2‖wh −∇uh‖2Th + ‖∇ ·wh‖2Th
)
.(3.9)
Combining (3.8, 3.9), we obtain
‖∇ ·wh‖2Th + ‖uh‖2H1(Ω) + ‖uh‖22,Th ≤ C‖f‖H−1(Ω)‖∇uh‖Th .(3.10)
Now an application of the Cauchy-Schwarz inequality with (3.10) yields the part of estimate (3.5). To
complete the rest of the estimate for for θ = 1, we note from (3.8) that
‖wh −∇uh‖Th ≤ Ch‖f‖H−1(Ω).(3.11)
Since
‖wh‖Th ≤ ‖wh −∇uh‖Th + ‖∇uh‖Th ,
(3.10, 3.11) show the following stability estimate for wh in L
2 norm as
‖wh‖Th ≤ C‖f‖H−1(Ω).
This concludes the desired result for θ = 1. When θ = −1, the second term on the right hand side of (3.6)
becomes zero and the rest of the proof follows as above for any τ > 0. This completes rest of the proof. 
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3.2. Error estimates. In this section, we present the detailed proof of the a priori error estimates for the
mixed finite element scheme (2.4).
Now define
ew := Π
div
h w−wh, eu := pihu− uh,
where Πdivh : H0(div,Ω) → Wh is the H(div)-smooth projection and pih : H10 (Ω) → Vh is the H1-smooth
projection introduced in [15, 37] (the interpolations in [16] can be used also). By the regularity assumption
(2.6), the following approximation properties hold true for the two projections Πdivh and pih:
‖w−Πdivh w‖H(div,Ω) + h
1
2 ‖∇ · (w−Πdivh w)‖∂Th ≤ Chs (‖w‖s,Ω + ‖∇ ·w‖s,Ω) ,(3.12a)
‖w−Πdivh w‖Th + ‖∇(u− pihu)‖Th ≤ Ch1+s‖w‖1+s,Ω,(3.12b)
‖u− pihu‖2,Th ≤ Chs‖w‖1+s,Ω,(3.12c)
where s = min{δ, k + 1}, u is the solution of (1.1) and w = ∇u.
We are now ready to present the error equation for our subsequent error analysis.
Lemma 3.4. Let u and (wh, uh) be the solution of (1.1) and (2.4), with w = ∇u, respectively. Under the
regularity assumption in (2.6), there holds
Bθ((ew, eu), (η, v))(3.13)
= −(κ∇ · (w−Πdivh w),∇ · η)Th − τh−2(w−Πdivh w−∇(u− pihu), κ(η −∇v))Th
+ (κ∇ · (w−Πdivh w),∇ · (η −∇v))Th − 〈κ∇ · (w−Πdivh w), (η −∇v) · n〉∂Th
− θ(w−Πdivh w−∇(u− pihu),∇(κ∇ · η))Th ,
for any (η, v) ∈Wh × Vh.
Proof. We assume δ ∈ ( 12 , 1] where δ is introduced in (2.6). We choose (η, v) ∈Wh × Vh arbitrarily.
We define v˜ to be a function on Rd satisfying
v˜(x) = v(x) ∀x ∈ Ω,
v˜(x) = 0 ∀x ∈ Rd \ Ω.
Obviously, v˜ ∈ H1(Rd). It is easy to verify that ∇v˜ ∈ [H1−δ(Rd)]d. Then, according to [30, Theorem 3.33],
we have that v ∈ H2−δ0 (Ω) where H2−δ0 (Ω) is the closure of C∞0 (Ω) with respect to ‖ · ‖H2−δ(Ω) (the standard
norm of H2−δ(Ω)). In addition, it is easy to verify that η ∈ [H1−δ(Ω)]d.
Since κ ∈ W 1,∞(Ω) and ∇ · w ∈ Hδ(Ω), then κ∇ · w ∈ Hδ(Ω). Thus, −(κ∇ · w,∇ · η)Th + 〈κ∇ ·
w, (η−∇v) ·n〉∂Th is well defined. By [30, Theorem 3.40], H1−δ(Ω) = H1−δ0 (Ω). Since η,∇v ∈ [H1−δ(Ω)]d,
〈∇(κ∇ · w),η −∇v〉Ω is well defined where 〈∇(κ∇ · w),η −∇v〉Ω is the coupling between [Hδ−1(Ω)]d and
[H1−δ0 (Ω)]
d.
By (1.1a) and the fact that f ∈ H−1(Ω), there holds
(∆(κ∇ ·w), v)Th = (f, v)〈H−1(Ω),H10 (Ω)〉.
We notice that for any v¯ ∈ C∞0 (Ω),
(∆(κ∇ ·w), v¯)Th = − (∇(κ∇ ·w),∇v¯)Ω .
Since C∞0 (Ω) is dense in H
2−δ
0 (Ω), then for v ∈ H2−δ0 (Ω), it follows that
(∆(κ∇ ·w), v)Th = − (∇(κ∇ ·w),∇v)Ω = − (∇(κ∇ ·w),η)Ω + (∇(κ∇ ·w),η −∇v)Ω .
We recall that κ∇·w ∈ Hδ(Ω) since κ ∈W 1,∞(Ω). Let {σi}∞i=1 ⊂ D(Ω¯) := {σ : σ = σ¯|Ω where σ¯ ∈ C∞0 (Rd)}
such that
‖σi − κ∇ ·w‖Hδ(Ω) → 0 as i→∞.
Then from [21, Theorem 1.4.4.6], we arrive at
‖∇(σi − κ∇ ·w)‖Hδ−1(Ω) → 0 as i→∞.(3.14)
For any i ≥ 1,
− (∇σi,η)Ω + (∇σi,η −∇v)Ω = (σi,∇ · η)Th − (σi,∇ · (η −∇v))Th + 〈σi, (η −∇v) · n〉∂Th .
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Then, letting i 7→ ∞, we apply (3.14) and integration by parts to obtain
(∆(κ∇ ·w), v)Th = (κ∇ ·w,∇ · η)Th − (κ∇ ·w,∇ · (η −∇v))Th + 〈κ∇ ·w, (η −∇v) · n〉∂Th
Thus, we arrive at
(κ∇ ·w,∇ · η)Th − (κ∇ ·w,∇ · (η −∇v))Th + 〈κ∇ ·w, (η −∇v) · n〉∂Th = (f, v)〈H−1(Ω),H10 (Ω)〉.(3.15)
By subtracting (3.15) from (2.4), we immediately obtain the error equation (3.13) and this concludes the
proof. 
Below, we present the main theorem of this section.
Theorem 3.5. Let u and (wh, uh) be the solution of (1.1) and (2.4), respectively, and w = ∇u. Further
let the regularity assumption in (2.6) hold. For θ = 1, if the stabilization parameter τ is chosen to be large
enough, then there holds
‖∇ · (w−wh)‖Th + ‖u− uh‖H1(Ω) + ‖u− uh‖2,Th ≤ Chs‖w‖1+s,Ω,
where s = min{δ, k + 1} and δ is the parameter given in (2.6). When θ = −1, the above estimate holds for
τ > 0.
Proof. Choose (η, v) = (ew, eu) in (3.13) to obtain
‖∇ · ew‖2Th + τh−2‖ew −∇eu‖2Th =
5∑
k=0
Tk,
where
T0 = −(1 + θ)(∇(κ∇ · ew), ew −∇eu)Th ,
T1 = −(κ∇ · (w−Πdivh w),∇ · ew)Th ,
T2 = −τh−2(w−Πdivh w−∇(u− pihu), κ(ew −∇eu))Th ,
T3 = (κ∇ · (w−Πdivh w),∇ · (ew −∇eu))Th ,
T4 = −〈κ∇ · (w−Πdivh w), (ew −∇eu) · n〉∂Th ,
T5 = −θ(w−Πdivh w−∇(u− pihu),∇(κ∇ · ew))Th .
By the inverse inequality, the approximation properties of the two operators Πdivh , pih in (3.12), and the fact
that κ ∈W 1,∞(Ω), we can derive the upper bounds of T0, · · · , T5 as follow:
T0 ≤ C‖∇ · ew‖Thh−1‖ew −∇eu‖Th ,
T1 ≤ Chs‖w‖1+s,Ω‖∇ · ew‖Th ,
T2 ≤ Chs‖w‖1+s,Ωh−1‖ew −∇eu‖Th ,
T3 ≤ Chs‖w‖1+s,Ωh−1‖ew −∇eu‖Th ,
T4 ≤ Ch 12 ‖∇ · (w−Πdivh w)‖∂Thh−1‖ew −∇eu‖Th (by trace inequality)
≤ Chs‖w‖1+s,Ωh−1‖ew −∇eu‖Th ,
T5 ≤ Chs‖w‖1+s,Ω‖∇ · ew‖Th .
Now combining the above estimates for Tk, k = 0, · · · , 5, the Cauchy-Schwarz inequality, and choosing the
stabilization parameter τ to be large enough, we arrive at
‖∇ · ew‖Th + h−1‖ew −∇eu‖Th ≤ Chs‖w‖1+s,Ω.(3.16)
By (3.16) and (3.12a), it directly follows that
‖∇ · (w−wh)‖Th ≤ Chs‖w‖1+s,Ω.
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By Theorem 3.1, triangle inequality and trace inequality, we obtain
‖eu‖H1(Ω) + ‖eu‖2,Th ≤ ‖∇ · (∇eu)‖Th + ‖h−
1
2 J∇eu · nK‖Eh(3.17)
≤ ‖∇ · (∇eu − ew)‖Th + ‖∇ · ew‖Th + ‖h−
1
2 J(ew −∇eu) · nK‖Eh
≤ C (h−1‖∇eu − ew‖Th + ‖∇ · ew‖Th) .
By (3.17), (3.16), (3.12c) and triangle inequality, we obtain
‖u− uh‖H1(Ω) + ‖u− uh‖2,Th ≤ Chs‖w‖1+s,Ω.
For θ = −1, the term T0 becomes zero and the rest of the estimates hold. This complete the rest of the
proof. 
In order to prove the L2-norm of error estimate for u−uh, we apply the Aubin-Nitsche duality argument.
Now consider the dual problem (3.18)
∆(κ∆ϕ) = z, in Ω,(3.18a)
ϕ = 0, on ∂Ω,(3.18b)
∂ϕ
∂n
= 0, on ∂Ω.(3.18c)
with the following elliptic regularity condition: ψ = ∇ϕ ∈ H1+α(Ω) with α > 1/2 and there holds
‖ϕ‖2+α + ‖ψ‖1+α,Ω ≤ C‖z‖0,Ω.(3.19)
Theorem 3.6. Let the conditions in Theorem 3.5 and the regularity result (3.19) of the dual problem hold.
Then, the following estimates hold for sufficiently large τ > 0,
‖u− uh‖Th . hs+σ‖w‖1+s,Ω,(3.20)
‖w−wh‖Th . hmin{1+s,s+σ/2}‖w‖1+s,Ω,(3.21)
‖∇u−∇uh‖Th . hmin{1+s,s+σ/2}‖w‖1+s,Ω,(3.22)
where s = min{δ, k + 1}, σ = min{α, k + 1}.
Proof. For the dual problem (3.18), there holds
Bθ((ψ, ϕ), (w−wh, u− uh)) = (z, u− uh).
Since Bθ((w−wh, u− uh), (ηh, vh)) = 0 for all (ηh, vh) ∈Wh × Vh, we obtain
Bθ((ψ −ψh, ϕ− ϕh), (w−wh, u− uh)) = (z, u− uh),(3.23)
where (ψh, ϕh) is the discrete solution of the dual problem (3.18) based on the mixed finite element scheme
(2.4). Then, we rewrite the left hand-side of (3.23) as
Bθ((ψ −ψh, ϕ− ϕh), (w−wh, u− uh)) =
4∑
k=1
Dk,
where
D1 = (κ∇ · (ψ −ψh),∇ · (w−wh))Th ,
D2 = (∇(κ∇ · (ψ −ψh)),w−wh −∇(u− uh))Th ,
D3 = θ(∇(κ∇ · (w−wh)),ψ −ψh −∇(ϕ− ϕh))Th ,
D4 = τh
−2(κ(ψ −ψh −∇(ϕ− ϕh)),w−wh −∇(u− uh))Th .
By the error estimate in H(div)-norm (cf. Theorem 3.5), D1 can be made bounded by
D1 ≤ Chs+σ‖ψ‖1+σ,Ω‖w‖1+s,Ω.
From (3.16), we easily find that
h−1‖wh −∇uh‖Th ≤ Chs‖w‖1+s,Ω.(3.24)
Similarly, we also have the following estimate for the discrete solution of the dual problem (3.18)
h−1‖ψh −∇ϕh‖Th ≤ Chσ‖ψ‖1+σ,Ω.
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Thus, a use of the Cauchy-Schwarz inequality yields
D4 ≤ Chs+σ‖ψ‖1+σ,Ω‖w‖1+s,Ω.
Next we take integration by parts for D2 and D3. We note that ‖∇ · (Πdivh ψ −ψh)‖Th ≤ Chσ‖ψ‖1+σ,Ω can
be similarly derived as in (3.16). Now for D2, we arrive at
D2 = (κ∇ · (ψ −ψh),∇ · (wh −∇uh))Th − 〈κ∇ · (ψ −ψh), (wh −∇uh) · n〉∂Th
≤ C‖∇ · (ψ −ψh)‖Thh−1‖wh −∇uh‖Th
+ Ch
1
2 (‖∇ · (ψ −Πdivh ψ)‖∂Th + ‖∇ · (Πdivh ψ −ψh)‖∂Th)h−1‖wh −∇uh‖Th
≤ Chs+σ‖ψ‖1+σ,Ω‖w‖1+s,Ω.
For D3, it follows that
D3 = θ(κ∇ · (w−wh),∇ · (ψh −∇ϕh))Th − θ〈κ∇ · (w−wh), (ψh −∇ϕh) · n〉∂Th
≤ Cθ‖∇ · (w−wh)‖Thh−1‖ψh −∇ϕh)‖Th
+ Cθh
1
2 (‖∇ · (w−Πdivh w)‖∂Th + ‖∇ · (Πdivh w−wh)‖∂Th)h−1‖ψh −∇ϕh‖Th
≤ Cθhs+σ‖ψ‖1+σ,Ω‖w‖1+s,Ω.
Combing the estimates for Dl, l = 1, · · · , 4, we obtain
(z, u− uh) ≤ C hs+σ‖ψ‖1+σ,Ω‖w‖1+s,Ω.
Let z = u− uh. Then, we obtain the desired estimate (3.20) by (3.19).
Next, we decompose ‖ew‖2Th into
‖ew‖2Th = (Πdivh w−w+∇u−∇uh +∇uh −wh, ew)Th .
By (3.12b) and (3.24), we arrive at
‖ew‖2Th ≤ Ch1+s‖w‖1+s,Ω‖ew‖Th + (∇u−∇uh, ew)Th .(3.25)
By integration by parts and noting that ew ∈Wh and u− uh ∈ H10 (Ω), it follows that
(∇u−∇uh, ew)Th = −(u− uh,∇ · ew)Th(3.26)
≤ C‖u− uh‖Th‖∇ · ew‖Th
≤ Ch2s+σ‖w‖21+s,Ω.
Now (3.21) can be obtained by (3.25), (3.26) and (3.12b).
Similarly, we can decompose ‖∇eu‖2Th into
‖∇eu‖2Th = (w−wh +wh −∇uh,∇eu)Th .
Then, the estimate (3.22) follows from the above equality, (3.21) and (3.24). This completes the rest of the
proof. 
Remark 3.1. When κ is a constant and the domain is convex, the solution of (1.1) are smooth enough and
the solution of dual problem (3.18) is also smooth with α = 2, then we have
‖u− uh‖Th ≤ Chk+3‖w‖k+2,Ω, k ≥ 1,
‖w−wh‖Th + ‖∇u−∇uh‖Th ≤ Chk+2‖w‖k+2,Ω, k ≥ 1,
‖∇ · (w−wh)‖Th + ‖∇(u− uh)‖1,Th ≤ Chk+1‖w‖k+2,Ω, k ≥ 0.
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4. A new mixed finite element scheme for the von Ka´rma´n equation
In this section, we extend our new formulation to the von Ka´rma´n equation. Further, under smallness
condition on the data to be defined subsequently, we present the existence and uniqueness result for the
discrete nonlinear system, the a priori bounds and the corresponding error estimates.
Through out this section, we assume that the following regularity of the solution of the von Ka´rma´n
equation (1.2):
ξ ∈ H2+β(Ω), ψ ∈ H2+β(Ω), where 2 ≥ β > 1/2.(4.1)
We first recall the result of in [8, Lemma 2.2]. For the solution (ξ, ψ) of the von Ka´rma´n equation (1.2) and
any η ∈ H10 (Ω), there holds
([ξ, ψ], η) = (cof(D2ξ) : D2ψ, η) = −(cof(D2ξ)∇ψ,∇η).(4.2)
We use the same finite element spaces Wh and Vh as in Section 2 in two dimensions. With u = ∇ξ and
w = ∇ψ, our mixed finite element scheme for the von Ka´rma´n equation (1.2) is to seek an approximation
(uh,wh, ξh, ψh) ∈Wh ×Wh × Vh × Vh such that
Bθ((uh, ξh), (v, η)) + (cof(D
2ξh)∇ψh,∇η)Th = (f, η)〈H−1(Ω),H10 (Ω)〉,(4.3a)
Bθ((wh, ψh), (z, φ))− (cof(D2ξh)∇ξh,∇φ)Th = 0,(4.3b)
for any (v, z, η, φ) ∈Wh ×Wh × Vh × Vh, where the bilinear form Bθ((·, ·), (·, ·)) is defined as in (2.5) with
κ = 1.
4.1. Existence and uniqueness of the discrete nonlinear system and stability estimate. Since the
discrete system (4.3) leads to a system of nonlinear algebraic system, therefore, in this subsection, we first
prove the existence and uniqueness of the discrete system based on the following one point iterative scheme,
called the Picard’s method. from the mixed finite element scheme (4.3).
Given an initialization ξm−1h ∈ Vh, m ≥ 1, the Picard’s iteration for the nonlinear system (4.3) is to find
(umh ,w
m
h , ξ
m
h , ψ
m
h ) ∈Wh ×Wh × Vh × Vh such that
Bθ((u
m
h , ξ
m
h ), (v, η)) +
(
cof(D2ξm−1h )∇ψmh ,∇η
)
Th = (f, η)〈H−1(Ω),H10 (Ω)〉,(4.4a)
Bθ((w
m
h , ψ
m
h ), (z, φ))−
(
cof(D2ξm−1h )∇ξmh ,∇φ
)
Th = 0,(4.4b)
for any (v, z, η, φ) ∈Wh ×Wh × Vh × Vh. Choosing v = umh , η = ξmh , z = wmh , φ = ψmh and noting that
(cof(D2ξm−1h )∇ψmh ,∇ξmh )Th = (cof(D2ξm−1h )∇ξmh ,∇ψmh )Th ,
we now obtain
Bθ((u
m
h , ξ
m
h ), (u
m
h , ξ
m
h )) +B((w
m
h , ψ
m
h ), (w
m
h , ψ
m
h )) = (f, ξ
m
h )〈H−1(Ω),H10 (Ω)〉.
Similar to the stability estimate (3.5), we easily follow the proof of Theorem 3.3 to derive the estimate below,
provided for θ 6= −1 the stabilization parameter τ in (4.3) is chosen to be large enough, and for θ = −1, τ
is chosen to be any arbitrary positive constant.
‖|(umh ,wmh , ξmh , ψmh )‖| ≤ Csta‖f‖H−1(Ω),
where
‖|(umh ,wmh , ξmh , ψmh )‖| :=
(
‖umh ‖2H(div,Ω) + ‖wmh ‖2H(div,Ω) + ‖ξmh ‖22,Th + ‖ψmh ‖22,Th
)1/2
.
Inspired by the above result, we define a closed subset of Wh ×Wh × Vh × Vh:
Kh := {(v, z, η, φ) ∈Wh ×Wh × Vh × Vh : ‖|(v, z, η, φ)‖| ≤ Csta‖f‖H−1(Ω)}.(4.5)
We also define a mapping F : Kh → Kh as follows: for any (û, ŵ, ξ̂, ψ̂) ∈ Kh, (u∗,w∗, ξ∗, ψ∗) = F(û, ŵ, ξ̂, ψ̂)
is obtained by one step of the above Picard iteration. Clearly, (uh,wh, ξh, ψh) is a solution of (4.3) if and
only if it is a fixed point of the mapping F .
We are now ready to show the existence and uniqueness result for the nonlinear system (4.3) and the
associated stability estimate.
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Theorem 4.1. (Existence, uniqueness and stability) If ‖f‖H−1(Ω) is small enough and the stabilization
parameter τ in (4.3) is large enough for θ = 1 and for θ = −1 any τ > 0, the discrete nonlinear system
(4.3) has a unique solution (uh,wh, ξh, ψh) ∈Wh×Wh×Vh×Vh. More over, there also holds the following
estimate::
‖|(uh,wh, ξh, ψh)‖| ≤ Csta‖f‖H−1(Ω).(4.6)
Proof. Clearly, the mapping F maps Kh into itself. In order to show the existence and uniqueness of the
solution of (4.3), it suffices to show that F is a contraction on Kh. Let (û1h, ŵ1h, ξ̂1h, ψ̂1h), (û2h, ŵ2h, ξ̂2h, ψ̂2h) ∈ Kh
and (u1h,w
1
h, ξ
1
h, ψ
1
h), (u
2
h,w
2
h, ξ
2
h, ψ
2
h) be the solutions of the Picard iteration (4.4) with the initializations
(û1h, ŵ
1
h, ξ̂
1
h, ψ̂
1
h), (û
2
h, ŵ
2
h, ξ̂
2
h, ψ̂
2
h), respectively. Define
δu := u
1
h − u2h, δw := w1h −w2h, δξ := ξ1h − ξ2h, δψ := ψ1h − ψ2h.
By (4.4), it follows that
Bθ((δu, δξ), (v, η)) +
(
cof(D2ξ̂1h)∇ψ1h − cof(D2ξ̂2h)∇ψ2h,∇η
)
Th
= 0,
Bθ((δw, δψ), (z, φ))−
(
cof(D2ξ̂1h)∇ξ1h − cof(D2ξ̂2h)∇ξ2h,∇φ
)
Th
= 0.
Choose v = δu, z = δw, η = δξ, φ = δψ. Following the proof of stability estimate for (3.5) again, if the
stabilization parameter τ > 0 in (4.3) is large enough for θ 6= −1 and for θ = −1 any arbitrary τ > 0, we
easily obtain
‖|(δu, δw, δξ, δψ)‖|2 ≤ C2sta |Tδ| ,(4.7)
where Tδ = −
(
cof(D2ξ̂1h)∇ψ1h − cof(D2ξ̂2h)∇ψ2h,∇δξ
)
Th
+
(
cof(D2ξ̂1h)∇ξ1h − cof(D2ξ̂2h)∇ξ2h,∇δψ
)
Th
.
In order to get an upper bound of Tδ, we rewrite Tδ as follows:
Tδ = R1 +R2,
where
R1 =−
(
cof(D2ξ̂1h −D2ξ̂2h)∇ψ1h,∇δξ
)
Th
−
(
cof(D2ξ̂2h)∇δψ,∇δξ
)
Th
,
R2 =
(
cof(D2ξ̂1h −D2ξ̂2h)∇ξ1h,∇δψ
)
Th
+
(
cof(D2ξ̂2h)∇δξ,∇δψ
)
Th
.
For R1, we have
|R1| ≤ ‖D2ξ̂1h −D2ξ̂2h‖Th‖∇ψ1h‖L4(Ω)‖∇δξ‖L4(Ω) + ‖D2ξ̂2h‖Th‖∇δψ‖L4(Ω)‖∇δξ‖L4(Ω)(4.8)
≤ C1
(
‖ξ̂1h − ξ̂2h‖2,Th‖ψ1h‖2,Th‖δξ‖2,Th + ‖ξ̂2h‖2,Th‖δψ‖2,Th‖δξ‖2,Th
)
(by [19, Theorem 2.1])
≤ C1Csta ‖f‖H−1(Ω)
(
‖ξ̂1h − ξ̂2h‖2,Th + ‖δψ‖2,Th
)
‖δξ‖2,Th (by the property of Kh)
≤ 1
2
C1Csta‖f‖H−1(Ω)
(
‖ξ̂1h − ξ̂2h‖22,Th + ‖δψ‖22,Th + 2‖δξ‖22,Th
)
.
Then by the property of the subspace Kh, R2 can be similarly deduced as follows:
|R2| ≤ 1
2
C1Csta ‖f‖H−1(Ω)
(
‖ξ̂1h − ξ̂2h‖22,Th + ‖δξ‖22,Th + 2‖δψ‖22,Th
)
.(4.9)
With δξ̂ = ξ̂
1
h − ξ̂2h, combine (4.8) and (4.9) to obtain
|Tδ| ≤ |R1|+ |R2| ≤ C1Csta ‖f‖H−1(Ω)
(
‖δξ̂‖22,Th +
3
2
‖δξ‖22,Th +
3
2
‖δψ‖22,Th
)
≤ C1Csta ‖f‖H−1(Ω)
(
‖|(δû, δŵ, δξ̂, δψ̂)‖|2 +
3
2
‖|(δu, δw, δξ, δψ)‖|2
)
.(4.10)
On sustitution of (4.10) in (4.7), we find that
(1− 3
2
C1C
3
sta ‖f‖H−1(Ω)) ‖|(δu, δw, δξ, δψ)‖|2 ≤ C1C3sta ‖f‖H−1(Ω)‖|(δû, δŵ, δξ̂, δψ̂)‖|2.
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Choose ‖f‖H−1Ω ≤ 2/(3C1 C3sta) and obtain
‖|(δu, δw, δξ, δψ)‖|2 ≤
C1C
3
sta ‖f‖H−1(Ω)
(1− 32C1C3sta ‖f‖H−1(Ω))
‖|(δû, δŵ, δξ̂, δψ̂)‖|2.
Obviously, the above bound implies that F is a contraction on Kh if we further choose ‖f‖H−1(Ω) < 13C1 C3sta
such that λ :=
C1C
3
sta‖f‖H−1(Ω)
1− 32C1C3sta‖f‖H−1(Ω))
< 1.
By the fixed point theorem, there is a unique fixed point (uh,wh, ξh, ψh) of the mapping F , and it is also
the unique solution of the system (4.3).
Now we have proved the existence and uniqueness of (4.3). Notice that (4.6) holds due to the definition
of Kh in (4.5). Now we complete the proof. 
4.2. Error estimates. In this section, we present a priori error estimates for the mixed finite element
scheme (4.3) for the von Ka´rma´n equation.
Define
eu := Π
div
h u− uh, ew := Πdivh w−wh, eξ := pihξ − ξh, eψ = pihψ − ψh,
where Πdivh : H0(div,Ω) → Wh and pih : H10 (Ω) → Vh are the H(div)-smooth projection and H1-smooth
projection as used in Section 3.2. By the regularity assumption (4.1), the following approximation properties
for the solution (u, ξ) of (1.2) with u = ∇ξ hold true for the two operators Πdivh and pih:
‖u−Πdivh u‖H(div,Ω) + h
1
2 ‖∇ · (u−Πdivh u)‖∂Th ≤ Chr‖u‖1+r,Ω,(4.11a)
‖u−Πdivh u‖Th + ‖∇(ξ − pihξ)‖Th ≤ Ch1+r‖u‖1+r,Ω,(4.11b)
‖ξ − pihξ‖2,Th ≤ Chr‖u‖1+r,Ω,(4.11c)
where r = min{β, k + 1}. We remark that (4.11a) and (4.11b) also hold true for the solution (w, ψ) of (1.2)
with w = ∇ψ.
We first present the error equation which we need for the error estimates.
Lemma 4.2. With u = ∇ξ and w = ∇ψ, let (ξ, ψ) and (uh,wh, ξh, ψh) be the solutions of (1.2) and
(4.3),respectively. Under the regularity assumption (4.1), there holds for any (v, z, η, φ) ∈Wh×Wh×Vh×Vh:
Bθ((eu, eξ), (v, η)) +Bθ((ew, eψ), (z, φ)) = S1 + S2 + S3 + S4,(4.12)
where
S1 = −(∇ · (u−Πdivh u),∇ · v)Th − τh−2(u−Πdivh u−∇(ξ − pihξ), v−∇η)Th
+ (∇ · (u−Πdivh u),∇ · (v−∇η))Th − 〈∇ · (u−Πdivh u), (v−∇η) · n〉∂Th
− θ(u−Πdivh u−∇(ξ − pihξ),∇(∇ · v))Th ,
S2 = −(∇ · (w−Πdivh w),∇ · z)Th − τh−2(w−Πdivh w−∇(ψ − pihψ), z−∇φ)Th
+ (∇ · (w−Πdivh w),∇ · (z−∇φ))Th − 〈∇ · (w−Πdivh w), (z−∇φ) · n〉∂Th
− θ(w−Πdivh w−∇(ψ − pihψ),∇(∇ · z))Th ,
S3 = −
(
cof(D2ξ)∇ψ − cof(D2ξh)∇ψh,∇η
)
Th ,
S4 =
(
cof(D2ξ)∇ξ − cof(D2ξh)∇ξh,∇φ
)
Th .
Proof. With (4.2), the desired error equation is obtained by applying similar derivation in Lemma 3.4 to
(4.3). 
Below, we discuss the main result of this section.
Theorem 4.3. Further under the conditions in Lemma 4.2 and smallness condition on ‖f‖H−1(Ω), if the
stabilization parameter τ in (4.3) is large enough when θ = 1 and is arbitrary positive τ for θ = −1, then
following estimate holds:
‖ξ − ξh‖2,Th + ‖ψ − ψh‖2,Th + ‖(u− uh)‖H(div,Ω) + ‖(w−wh)‖H(div,Ω) ≤ Chr (‖u‖1+r,Ω + ‖w‖1+r,Ω) ,
where r = min{β, k + 1} and β is the parameter given in (4.1).
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Proof. Taking v = eu, z = ew, η = eξ, φ = eψ in the error equation (4.12) and applying the similar technique
to deal with the terms B((eu, eξ), (eu, eξ)), B((ew, eψ), (ew, eψ)) and S1, S2, we can obtain
‖eξ‖22,Th + ‖eψ‖22,Th + ‖∇ · eu‖2Th + ‖∇ · ew‖2Th ≤ Ch2r(‖u‖21+r,Ω + ‖w‖21+r,Ω) + C(|S3|+ |S4|),(4.13)
where S3 and S4 are now written as follows:
S3 = −
(
cof(D2ξ)∇ψ − cof(D2ξh)∇ψh,∇eξ
)
Th ,
S4 =
(
cof(D2ξ)∇ξ − cof(D2ξh)∇ξh,∇eψ
)
Th .
For S3, we obtain
S3 = −
(
(cof(D2ξ)− cof(D2ξh))∇ψ,∇eξ
)
Th −
(
cof(D2ξh)(∇ψ −∇ψh),∇eξ
)
Th
≤ C‖∇ψ‖L4(Ω)‖cof(D2ξ)− cof(D2ξh)‖Th‖∇eξ‖L4(Th)
+ C‖cof(D2ξh)‖Th‖∇ψ −∇ψh‖L4(Th)‖∇eξ‖L4(Th)
≤ C‖∇ψ‖L4(Ω)‖ξ − ξh‖2,Th‖eξ‖2,Th
+ C‖cof(D2ξh)‖Th‖ψ − ψh‖2,Th‖eξ‖2,Th (by [19, Theorem 2.1])
≤ C‖∇ψ‖L4(Ω)(‖ξ − pihξ‖2,Th + ‖eξ‖2,Th)‖eξ‖2,Th
+ C‖cof(D2ξh)‖Th(‖ψ − pihψ‖2,Th + ‖eψ‖2,Th)‖eξ‖2,Th
≤ C‖ψ‖2H2(Ω)
(
hr‖ξ‖2+r ‖eξ‖2,Th + ‖eξ‖22,Th
)
+ C‖cof(D2ξh)‖Th
(
hr‖ψ‖2+r,Ω‖eξ‖2,Th + ‖eψ‖2,Th‖eξ‖2,Th
)
.
Similarly, for S4, we establish
S4 =
(
(cof(D2ξ)− cof(D2ξh))∇ξ,∇eψ
)
Th +
(
cof(D2ξh)(∇ξ −∇ξh),∇eψ
)
Th
≤ C‖∇ξ‖L4(Ω)‖cof(D2ξ)− cof(D2ξh)‖Th‖∇eψ‖L4(Th)
+ C‖cof(D2ξh)‖Th‖∇ξ −∇ξh‖L4(Th)‖∇eψ‖L4(Th)
≤ C‖∇ξ‖L4(Ω)‖ξ − ξh‖2,Th‖eψ‖2,Th
+ C‖cof(D2ξh)‖Th‖ξ − ξh‖2,Th‖eψ‖2,Th (by [19, Theorem 2.1])
≤ C(‖∇ξ‖L4(Ω) + ‖cof(D2ξh)‖Th)(‖ξ − pihξ‖2,Th + ‖eξ‖2,Th)‖eψ‖2,Th
≤ C(‖∇ξ‖L4(Ω) + ‖cof(D2ξh)‖Th)(hr‖∇ξ‖1+r,Ω + ‖eξ‖2,Th)‖eψ‖2,Th .
On substitution in (4.13), and using regularity property (4.1) with stability result (4.6), we arrive at
(1− C‖f‖H−1(Ω))
(
‖eξ‖22,Th + ‖eψ‖22,Th
)
+ ‖∇ · eu‖2Th + ‖∇ · ew‖2Th ≤ Ch2r
(
‖u‖21+r,Ω + ‖w‖21+r,Ω
)
.(4.14)
Choose ‖f‖H−1(Ω) is small enough so that (1−C‖f‖H−1(Ω)) > 0 and this completes the rest of the proof. 
5. Numerical experiments
In this section, we present numerical results that illustrate the efficiency and accuracy of the newly
proposed mixed finite element schemes for the biharmonic equation and von Ka´rma´n model respectively. In
the following we focus on the numerical experiments in two dimensional cases. The grids we use to test are
always assumed to be shape regular and quasi-uniform. In the descretization, we always use the BDM finite
element space as vector function space and continuous polynomial space as scalar function space. For brevity,
the mixed finite element space used in the following computation is denoted by BDMk-Pk+1 with k ≥ 1.
The computation is performed with FEniCS [28]. We remark that our algorithm can be straightforwardly
extended to the problem with non-homogeneous boundary conditions and other types of von Ka´rma´n model
such as shown in [8, 13].
Firstly, we presents some numerical results for the biharmonic equation.
Example 5.1. We first test our algorithm for the biharmonic equation (1.1) with κ = 1 on a unit square
domain [0, 1]2 with exact solution
u = x2(1− x)2y2(1− y)2.
16 HUANGXIN CHEN, AMIYA K. PANI, AND WEIFENG QIU
The source term f can be determined by the above exact solution. For the objective of flexibility in the design
of our algorithm, we use an optional parameter θ in the variational formulation (2.4) for the biharmonic
equation.
Errors ‖eu‖Th ‖∇eu‖Th ‖ew‖Th ‖∇ · ew‖Th ‖∇eu‖1,Th
θ = −1, 1 8.89e-7 4.24e-6 3.15e-6 9.11e-4 1.15e-3
Table 1. (Example 5.1) Errors with respect to different choices of θ = −1, 1 and fixed τ = 10 on a fixed
mesh with mesh size h = 0.011 based on BDM1-P2.
Errors ‖eu‖Th ‖∇eu‖Th ‖ew‖Th ‖∇ · ew‖Th ‖∇eu‖1,Th
τ = 1 1.21e-5 5.41e-5 2.34e-5 9.10e-4 1.19e-3
τ = 10 8.89e-7 4.24e-6 3.15e-6 9.11e-4 1.15e-3
τ = 50 2.27e-7 2.14e-6 2.70e-6 9.32e-4 1.15e-3
τ = 100 4.45e-7 3.27e-6 3.54e-6 9.56e-4 1.15e-3
τ = 200 7.45e-7 5.37e-6 5.48e-6 9.83e-4 1.15e-3
τ = 300 1.02e-6 7.46e-6 7.52e-6 9.99e-4 1.15e-3
Table 2. (Example 5.1) Errors with respect to different choices of τ = 1, 10, 50, 100, 200, 300 and fixed
θ = 1 on a fixed mesh with mesh size h = 0.011 based on BDM1-P2.
In order to test the influence of the choice of θ and τ , we test this example based on the BDM1-P2 mixed
finite element space on a fixed mesh Th with mesh size h = 0.011. We denote eu = u− uh and ew = w−wh.
Firstly, we test different choices of θ = −1, 1 and fixed τ = 10, and we always have the errors as shown in
Table 1. Actually, we also test other choices of θ = −0.5, 0, 0.5, and we get the same errors as in Table 1.
Thus, for this example with smooth solution, we find that the influence of different choices of θ is small.
In order to mainly test the accuracy and efficiency of the proposed algorithm, we always use θ = 1 in the
following tests. Next, we test the influence of different choices of τ = 1, 10, 50, 100, 200, 300 and θ = 1. From
the viewpoint of theoretical analysis, the parameter τ should be chosen to be large enough. However, from
Table 2 we can see that τ can only be mildly large to get the desired results. We let τ = 10 in the following
tests for this example.
h ‖eu‖Th order ‖∇eu‖Th order ‖ew‖Th order ‖∇ · ew‖Th order ‖∇eu‖1,Th order
0.3536 9.28e-4 – 4.39e-3 – 3.03e-3 – 2.82e-2 – 4.16e-2 –
0.1768 2.29e-4 2.02 1.09e-3 2.01 7.89e-4 1.94 1.45e-2 0.96 1.92e-2 1.12
0.0884 5.70e-5 2.01 2.72e-4 2.00 2.00e-4 1.98 7.27e-3 1.00 9.30e-3 1.05
0.0442 1.42e-5 2.01 6.78e-5 2.00 5.03e-5 1.99 3.64e-3 1.00 4.61e-3 1.01
0.0221 3.56e-6 2.00 1.70e-5 2.00 1.26e-5 2.00 1.82e-3 1.00 2.30e-3 1.00
0.0110 8.89e-7 2.00 4.24e-6 2.00 3.15e-6 2.00 9.11e-4 1.00 1.15e-3 1.00
0.0055 2.22e-7 2.00 1.05e-6 2.01 7.88e-7 2.00 4.56e-4 1.00 5.74e-4 1.00
Table 3. (Example 5.1) Convergence history based on BDM1-P2.
h ‖eu‖Th order ‖∇eu‖Th order ‖ew‖Th order ‖∇ · ew‖Th order ‖∇eu‖1,Th order
0.3536 1.08e-4 – 1.32e-3 – 1.67e-3 – 7.27e-3 – 2.80e-2 –
0.1768 7.16e-6 3.91 1.71e-4 2.95 2.15e-4 2.96 1.85e-3 1.97 7.13e-3 1.97
0.0884 4.57e-7 3.97 2.17e-5 2.98 2.71e-5 2.99 4.67e-4 1.99 1.75e-3 2.03
0.0442 2.88e-8 3.99 2.74e-6 2.99 3.39e-6 3.00 1.17e-4 2.00 4.30e-4 2.02
0.0221 1.83e-9 3.98 3.44e-7 2.99 4.23e-7 3.00 2.92e-5 2.00 1.06e-4 2.02
Table 4. (Example 5.1) Convergence history based on BDM2-P3.
MFEM FOR BIHARMONIC AND VON KA´RMA´N EQUATIONS 17
We further test this example based on the mixed finite element spaces BDM1-P2 and BDM2-P3 respec-
tively. From Tables 3-4, we can see that the errors always achieve almost optimal orders of convergence
which are consistent with the theoretical analysis.
Example 5.2. In this example we test our algorithm for the biharmonic equation (1.1) without exact solution
in two L-shape type domains Ω1 = [1, 2]
2 \ [1, 1.5]2 and Ω2 = [1, 2]2 \ ([1, 4/3]× [4/3, 5/3]∪ [1, 5/3]× [1, 4/3]).
Let κ = 1. By an elliptic regularity result for the clamped Kirchhoff plate (cf. [8, Lemma 1.1],[6]), the
parameter δ given in (2.6) holds that δ ∈ (1/2, 1) for the solutions in this example. Due to the low regularity
property of the solutions in this example, we only consider the approximation of the solutions based on the
lowest order of mixed finite element space BDM1-P2 in the proposed algorithm.
Figure 5.1. (Example 5.2) Left: The solution uh for the problem in Ω1 on the mesh with mesh size
h = 0.00435. Right: The solution uh for the problem in Ω2 on the mesh with mesh size h = 0.00435.
h ‖e∗u‖Th order ‖∇e∗u‖Th order ‖e∗w‖Th order ‖∇ · e∗w‖Th order ‖∇e∗u‖1,Th order
0.2841 7.96e-5 – 5.68e-4 – 6.38e-4 – 9.83e-3 – 8.76e-3 –
0.1368 2.17e-5 1.88 1.58e-4 1.85 1.75e-4 1.87 5.65e-3 0.80 5.34e-3 0.71
0.0680 7.95e-6 1.45 5.79e-5 1.45 6.27e-5 1.48 3.93e-3 0.52 3.94e-3 0.44
0.0345 3.89e-6 1.03 2.74e-5 1.08 2.95e-5 1.09 2.94e-3 0.42 2.80e-3 0.49
Table 5. (Example 5.2) Convergence history for the problem in Ω1.
h ‖e∗u‖Th order ‖∇e∗u‖Th order ‖e∗w‖Th order ‖∇ · e∗w‖Th order ‖∇e∗u‖1,Th order
0.2417 3.83e-5 – 2.88e-4 – 3.26e-4 – 7.03e-3 – 6.48e-3 –
0.1320 1.69e-5 1.18 1.32e-4 1.13 1.43e-4 1.19 5.01e-3 0.49 5.14e-3 0.33
0.0684 9.11e-6 0.89 6.44e-5 1.04 6.85e-5 1.06 3.63e-3 0.46 3.53e-3 0.54
0.0347 3.50e-6 1.38 2.54e-5 1.34 2.71e-5 1.34 2.64e-3 0.46 2.56e-3 0.46
0.0172 1.49e-6 1.23 1.11e-5 1.19 1.15e-5 1.24 1.70e-3 0.64 1.73e-3 0.57
Table 6. (Example 5.2) Convergence history for the problem in Ω2.
We test the case with source term f = 1 and set the parameter τ = 200. Figure 5.1 shows the solutions
of the problems in Ω1 and Ω2 respectively on the finest mesh with mesh size h = 0.00435. Let u
∗ and w∗
be the approximation solutions on the finest mesh. We denote the errors e∗u = u
∗ − uh and e∗w = w∗ − wh.
Tables 5-6 indicate that the errors also achieve almost optimal orders of convergence.
Example 5.3. In this example we test our algorithm for the biharmonic equation (1.1) with variable coefficient
which can also be assumed to satisfy the non-homogeneous boundary conditions. We consider the biharmonic
equation (1.1a) on a unit square domain [0, 1]2 with the exact solution as follows:
u = sin(2pix)sin(2piy).
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We assume κ(x) = x2 + y2 + 1, then the source term f and the boundary conditions can be determined by
the exact solution and the coefficient κ(x).
h ‖eu‖Th order ‖∇eu‖Th order ‖ew‖Th order ‖∇ · ew‖Th order ‖∇eu‖1,Th order
0.3536 6.96e-1 – 6.57 – 1.51 – 19.42 – 64.27 –
0.1768 1.78e-1 1.97 1.63 2.01 4.27e-1 1.82 10.19 0.93 21.18 1.60
0.0884 4.46e-2 2.00 4.04e-1 2.01 1.11e-1 1.94 5.15 0.98 7.94 1.42
0.0442 1.11e-2 2.01 1.01e-1 2.00 2.79e-2 1.99 2.58 1.00 3.52 1.17
0.0221 2.78e-3 2.00 2.52e-2 2.00 7.00e-3 1.99 1.29 1.00 1.70 1.05
0.0110 6.95e-4 2.00 6.29e-3 2.00 1.75e-3 2.00 6.46e-1 1.00 8.42e-1 1.01
0.0055 1.74e-4 2.00 1.57e-3 2.00 4.38e-4 2.00 3.23e-1 1.00 4.20e-1 1.00
Table 7. (Example 5.3) Convergence history based on BDM1-P2.
h ‖eu‖Th order ‖∇eu‖Th order ‖ew‖Th order ‖∇ · ew‖Th order ‖∇eu‖1,Th order
0.3536 1.94e-1 – 2.64 – 2.27 – 7.06 – 61.94 –
0.1768 1.44e-2 3.75 3.46e-1 2.93 3.21e-1 2.82 1.83 2.05 14.03 2.14
0.0884 9.43e-4 3.93 4.38e-2 2.98 4.13e-2 2.96 4.58e-1 2.00 3.34 2.07
0.0442 5.97e-5 3.98 5.49e-3 3.00 5.21e-3 2.99 1.15e-1 1.99 8.22e-1 2.02
0.0221 3.74e-6 4.00 6.87e-4 3.00 6.52e-4 3.00 2.86e-2 2.01 2.05e-1 2.00
0.0110 2.39e-7 3.97 8.59e-5 3.00 8.15e-5 3.00 7.16e-3 2.00 5.11e-2 2.00
Table 8. (Example 5.3) Convergence history based on BDM2-P3.
We test our algorithm with θ = 1 and τ = 10 for this example based on the mixed finite element spaces
BDM1-P2 and BDM2-P3 respectively. From Tables 7-8, we can see that for this example, our algorithm
always achieve almost optimal convergence.
Next, we start to test our algorithm for the solution of von Ka´rma´n equation (1.2). For simplicity, in
the following experiments we always test the proposed algorithm based on the mixed finite element space
BDM1-P2. Actually, the new algorithm can be easily extended for the solution of the von Ka´rma´n model
(cf. [8]) as follows:
∆2ξ − [ξ, ψ] + p∆ξ = f, in Ω,(5.1a)
∆2ψ + [ξ, ξ] = g, in Ω,(5.1b)
ξ =
∂ξ
∂n
= 0, on ∂Ω,(5.1c)
ψ =
∂ψ
∂n
= 0, on ∂Ω,(5.1d)
where p is a given positive constant and the boundary conditions can also be non-homogeneous. Similar to
(4.3), we seek an approximation (uh,wh, ξh, ψh) ∈Wh ×Wh × Vh × Vh such that
Bθ((uh, ξh), (v, η)) + (cof(D
2ξh)∇ψh,∇η)Th − (p∇ξh, η) = (f, η)Th ,(5.2a)
Bθ((wh, ψh), (z, φ))− (cof(D2ξh)∇ξh,∇φ)Th = (g, φ)Th ,(5.2b)
for any (v, z, η, φ) ∈ Wh ×Wh × Vh × Vh. The well-posedness of (5.2) and the associated error estimates
can be similarly analyzed.
Example 5.4. In this example we test the proposed algorithm based on the formulation (5.2) with θ = 1
for the von Ka´rma´n equation (5.1) with p = 0 on a unit square domain [0, 1]2. The exact solution (ξ, ψ) is
assumed to be
ξ = x2(1− x)2y2(1− y)2, ψ = sin2(pix) sin2(piy),
and the source term f in (5.1a) and the right-hand side g in (5.1b) can be determined respectively. For the
solution of nonlinear system, one can use nonlinear system solver such as Picard iteration, Newton iteration.
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h ‖eξ‖Th order ‖∇eξ‖Th order ‖eu‖Th order ‖∇ · eu‖Th order ‖∇eξ‖1,Th order
0.3536 2.06e-3 – 9.55e-3 – 3.69e-3 – 3.43e-2 – 6.14e-2 –
0.1768 4.26e-4 2.27 1.95e-3 2.29 8.17e-4 2.18 1.50e-2 1.19 2.10e-2 1.55
0.0884 1.01e-4 2.08 4.64e-4 2.07 1.99e-4 2.04 7.33e-3 1.03 9.51e-3 1.14
0.0442 2.50e-5 2.01 1.15e-4 2.01 4.95e-5 2.01 3.65e-3 1.01 4.63e-3 1.04
0.0221 6.24e-6 2.00 2.86e-5 2.01 1.24e-5 2.00 1.82e-3 1.00 2.30e-3 1.01
0.0110 1.56e-6 2.00 7.14e-6 2.00 3.09e-6 2.00 9.11e-4 1.00 1.15e-3 1.00
Table 9. (Example 5.4) Convergence history for the approximation of ξ and u.
h ‖eψ‖Th order ‖∇eψ‖Th order ‖ew‖Th order ‖∇ · ew‖Th order ‖∇eψ‖1,Th order
0.3536 1.68e-1 – 1.00 – 5.70e-1 – 6.01 – 11.93 –
0.1768 4.20e-2 2.00 2.45e-1 2.03 1.55e-1 1.88 3.12 0.95 4.70 1.34
0.0884 1.05e-2 2.00 6.06e-2 2.02 3.97e-2 1.97 1.58 0.98 2.11 1.16
0.0442 2.62e-3 2.00 1.51e-2 2.00 9.99e-3 1.99 7.92e-1 1.00 1.02 1.05
0.0221 6.54e-4 2.00 3.78e-3 2.00 2.50e-3 2.00 3.96e-1 1.00 5.06e-1 1.01
0.0110 1.64e-4 2.00 9.44e-4 2.00 6.26e-4 2.00 1.98e-1 1.00 2.52e-1 1.01
Table 10. (Example 5.4) Convergence history for the approximation of ψ and w.
In the following experiments, we always apply Picard iteration with zero initial guess to solve the nonlinear
system.
We denote eξ = ξ − ξh, eu = u− uh, eψ = ψ − ψh, ew = w−wh. We test our algorithm with τ = 10 for
this example. In fact, the exact solutions of this example are sufficiently smooth, and Tables 9-10 further
show that the errors always achieve almost optimal orders of convergence as the theoretical results.
Example 5.5. Now we test our algorithm for the von Ka´rma´n model (5.1) in the L-shape type domain
Ω = [1, 2]2 \ ([1.5, 2] × [1, 1.5]). We assume f = 10 and g = 10 in (5.1) for this example and choose the
parameter τ = 200 in the proposed algorithm for this example.
h ‖e∗ξ‖Th order ‖∇e∗ξ‖Th order ‖e∗u‖Th order ‖∇ · e∗u‖Th order ‖∇e∗ξ‖1,Th order
0.2588 7.09e-4 – 5.08e-3 – 5.55e-3 – 8.92e-2 – 8.18e-2 –
0.1329 2.49e-4 1.51 1.80e-3 1.50 1.98e-3 1.49 5.86e-2 0.61 5.44e-2 0.59
0.0656 9.86e-5 1.34 6.90e-4 1.38 7.42e-4 1.42 3.88e-2 0.59 3.72e-2 0.55
0.0329 4.97e-5 0.99 3.39e-4 1.03 3.54e-4 1.07 2.55e-2 0.61 2.44e-2 0.61
0.0166 1.33e-5 1.90 9.73e-5 1.80 1.00e-4 1.82 1.40e-2 0.87 1.47e-2 0.73
Table 11. (Example 5.5) Convergence history for the approximation of ξ and u for the case with p = 0.
h ‖e∗ψ‖Th order ‖∇e∗ψ‖Th order ‖e∗w‖Th order ‖∇ · e∗w‖Th order ‖∇e∗ψ‖1,Th order
0.2588 7.09e-4 – 5.08e-3 – 5.55e-3 – 8.91e-2 – 8.18e-2 –
0.1329 2.49e-4 1.51 1.80e-3 1.50 1.98e-3 1.49 5.86e-2 0.60 5.43e-2 0.59
0.0656 9.86e-5 1.34 6.90e-4 1.38 7.42e-4 1.42 3.88e-2 0.59 3.72e-2 0.55
0.0329 4.97e-5 0.99 3.39e-4 1.03 3.54e-4 1.07 2.55e-2 0.61 2.44e-2 0.61
0.0166 1.33e-5 1.90 9.72e-5 1.80 1.00e-4 1.82 1.40e-2 0.87 1.47e-2 0.73
Table 12. (Example 5.5) Convergence history for the approximation of ψ and w for the case with p = 0.
We test two cases of von Ka´rma´n model (5.1) with p = 0 and p = 20 respectively. Let ξ∗,u∗, ψ∗,w∗ be the
approximation solutions on the finest mesh with mesh size h = 0.00831. We denote the errors e∗ξ = ξ
∗ − ξ∗h,
e∗u = u
∗ − uh, e∗ψ = ψ∗ − ψ∗h, e∗w = w∗ −wh.
Tables 11-12 show the errors for the case with p = 0, and the errors for the case with p = 20 are shown in
Tables 13-14. As the regularity result in Example 5.2, the parameter β in (4.1) holds for β ∈ (1/2, 1) for the
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h ‖e∗ξ‖Th order ‖∇e∗ξ‖Th order ‖e∗u‖Th order ‖∇ · e∗u‖Th order ‖∇e∗ξ‖1,Th order
0.2588 1.34e-3 – 9.25e-3 – 9.81e-3 – 1.34e-1 – 1.22e-1 –
0.1329 4.98e-4 1.43 3.40e-3 1.44 3.62e-3 1.44 8.46e-2 0.66 7.83e-2 0.64
0.0656 1.94e-4 1.36 1.29e-3 1.40 1.35e-3 1.42 5.46e-2 0.63 5.24e-2 0.58
0.0329 9.49e-5 1.03 6.16e-4 1.07 6.34e-4 1.09 3.57e-2 0.61 3.41e-2 0.62
0.0166 2.56e-5 1.89 1.75e-4 1.82 1.79e-4 1.82 1.96e-2 0.87 2.05e-2 0.73
Table 13. (Example 5.5) Convergence history for the approximation of ξ and u for the case with p = 20.
h ‖e∗ψ‖Th order ‖∇e∗ψ‖Th order ‖e∗w‖Th order ‖∇ · e∗w‖Th order ‖∇e∗ψ‖1,Th order
0.2588 7.08e-4 – 5.08e-3 – 5.54e-3 – 8.91e-2 – 8.18e-2 –
0.1329 2.49e-4 1.51 1.80e-3 1.50 1.98e-3 1.48 5.86e-2 0.60 5.43e-2 0.59
0.0656 9.86e-5 1.34 6.90e-4 1.38 7.42e-4 1.42 3.88e-2 0.59 3.72e-2 0.55
0.0329 4.96e-5 0.99 3.39e-4 1.03 3.54e-4 1.07 2.55e-2 0.61 2.44e-2 0.61
0.0166 1.33e-5 1.90 9.72e-5 1.80 1.00e-4 1.82 1.40e-2 0.87 1.47e-2 0.73
Table 14. (Example 5.5) Convergence history for the approximation of ψ and w for the case with p = 20.
solutions in this example. We can see from Tables 11-14 that the errors from different cases achieve almost
optimal orders of convergence.
Example 5.6. We further test our algorithm for the von Ka´rma´n model (5.1) with p = 20 in another L-shape
type domain Ω = [1, 2]2 \ ([1, 4/3]× [4/3, 5/3]∪ [1, 5/3]× [1, 4/3]). We assume f = 100 and g = 1 in (5.1) for
this example and also choose the parameter τ = 200 in the proposed algorithm for this example.
h ‖e∗ξ‖Th order ‖∇e∗ξ‖Th order ‖e∗u‖Th order ‖∇ · e∗u‖Th order ‖∇e∗ξ‖1,Th order
0.2313 7.95e-3 – 5.54e-2 – 5.93e-2 – 9.83e-1 – 8.99e-1 –
0.1270 3.64e-3 1.13 2.58e-2 1.10 2.70e-2 1.14 6.71e-1 0.55 6.84e-1 0.39
0.0658 1.87e-3 0.96 1.25e-2 1.05 1.29e-2 1.07 4.60e-1 0.54 4.49e-1 0.61
0.0335 7.33e-4 1.35 4.98e-3 1.33 5.12e-3 1.33 3.13e-1 0.55 3.08e-1 0.54
0.0166 2.23e-4 1.72 1.56e-3 1.67 1.59e-3 1.69 1.64e-1 0.93 1.71e-1 0.85
Table 15. (Example 5.6) Convergence history for the approximation of ξ and u.
h ‖e∗ψ‖Th order ‖∇e∗ψ‖Th order ‖e∗w‖Th order ‖∇ · e∗w‖Th order ‖∇e∗ψ‖1,Th order
0.2313 1.89e-4 – 1.43e-3 – 1.45e-3 – 1.46e-2 – 1.35e-2 –
0.1270 9.70e-5 0.96 7.41e-4 0.95 7.50e-4 0.95 8.34e-3 0.81 8.05e-3 0.75
0.0658 4.94e-5 0.97 3.71e-4 1.00 3.74e-4 1.00 4.45e-3 0.91 4.48e-3 0.85
0.0335 2.07e-5 1.25 1.52e-4 1.29 1.53e-4 1.29 2.10e-3 1.08 2.31e-3 0.96
0.0166 6.77e-6 1.61 4.88e-5 1.64 4.89e-5 1.65 8.64e-4 1.28 1.06e-3 1.12
Table 16. (Example 5.6) Convergence history for the approximation of ψ and w.
Since there are not exact solutions for this example, we also use the approximation solutions on the finest
mesh with mesh size h = 0.00843 to test the convergence of the proposed algorithm. For the regularity result
of the solutions in this example, the parameter β in (4.1) holds for β ∈ (1/2, 1). We can see from Tables
15-16 that most of the convergence rates of different kinds of errors are nearly optimal.
6. Conclusions
We propose a new mixed finite element scheme using element-wise stabilization for the biharmonic equa-
tion on Lipshcitz polyhedral domains in any dimension. When solving the biharmonic equation, one merit of
this scheme is that it produces symmetric and positive definite linear system, and the discrete H2-stability
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and optimal convergence are obtained. Moreover, we extend the new method to solve the von Ka´rma´n
equations. The existence, uniqueness and stability for the nonlinear system based on the new scheme, and
the H2-optimal convergence rate are also obtained. For the numerical experiments that we have performed
thus far, our new scheme has desired efficiency and convergence rates, when solving the biharmonic equation
and the von Ka´rma´n equations.
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