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Abstract
We prove a cyclic cohomological analogue of Haefliger’s van Est-
type theorem for the groupoid of germs of diffeomorphisms of a man-
ifold. The differentiable version of cyclic cohomology is associated to
the algebra of transverse differential operators on that groupoid, which
is shown to carry an intrinsic Hopf algebraic structure. We establish a
canonical isomorphism between the periodic Hopf cyclic cohomology
of this extended Hopf algebra and the Gelfand-Fuchs cohomology of
the Lie algebra of formal vector fields. We then show that this iso-
morphism can be explicitly implemented at the cochain level, by a
cochain map constructed out of a fixed torsion-free linear connection.
This allows the direct treatment of the index formula for the hypoel-
liptic signature operator – representing the diffeomorphism invariant
transverse fundamental K-homology class of an oriented manifold –
in the general case, when this operator is constructed by means of an
arbitrary coupling connection.
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Introduction
The local index formula for hypoelliptic differential operators in a dif-
feomorphism invariant setting [9] expresses the Chern character of such op-
erators in terms of a particular kind of cocycles of the cyclic bicomplex,
satisfying a property analogous to that involved in Haefliger’s definition of
differentiable cohomology for the groupoid of germs of diffeomorphisms on a
manifold [16]. Applying it to the transverse index problem on foliations, we
have shown in [10] that, if the complete transversal is chosen to be an affine
flat manifold, the “differentiable” cocycle representing the Chern character
of such an operator is automatically in the range of a natural characteristic
map, originating from the cyclic cohomology of a Hopf algebra Hn canoni-
cally associated to Diff (Rn). In turn, the periodic Hopf cyclic cohomology
of Hn and its SO(n)-relative version were shown to be canonically isomor-
phic to corresponding Gelfand-Fuchs cohomologies of formal vector fields.
The upshot was proving that, in cohomological form, the index formula for
transversely hypoelliptic operators on foliations can be expressed in terms of
Gelfand-Fuchs classes, transported via the characteristic map. In this paper
we incorporate ab initio the curvature into our approach and thus dispense
with the geometrically unsatisfactory flatness condition on the transversal.
The new device that allows the direct treatment of the curved case is a
“thickened” version HFM of the Hopf algebra Hn. If one regards Hn as an
algebra of transverse differential operators with constant coefficients, HFM
should be viewed as the algebra of transverse differential operators with vari-
able coefficients on FM⋊¯ΓM , the e´tale groupoid of germs of diffeomorphisms
of a given n-manifold M lifted to its frame bundle FM . The algebra HFM
is naturally a bimodule over the coefficient ring RFM = C∞(FM) and it
affords a Hopf structure only in an extended sense, the coproduct taking
values in the tensor product over RFM . Like its precursor Hn, HFM too
gives rise to a natural cyclic module, consisting of (RFM ,RFM)-bimodules
of multidifferential operators.
The main result of this paper, which can be viewed as a cyclic coho-
mological analogue of Haefliger’s van Est-type theorem for the groupoid of
germs of diffeomorphisms of M [16, Theorem IV.4], establishes a canonical
isomorphism between the periodic Hopf cyclic cohomology of HFM and the
Gelfand-Fuchs cohomology of the Lie algebra of formal vector fields on Rn,
as well as between their corresponding relative versions. This isomorphism
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is implemented at the cochain level by a cochain map manufactured out of
a given torsion-free connection. In this way we exhibit a purely geomet-
ric construction, tracking the displacement of the connection and curvature
forms under diffeomorphisms, for the cyclic cohomological counterparts of
the classical Chern and secondary classes of foliations ([1], [15]).
Acknowledgment. We express our thanks to Georges Skandalis, for his critical
reading of the manuscript and for his insightful comments.
1 The algebra HFM
We begin by introducing HFM , as an algebra of transverse differential
operators on the smooth e´tale groupoid associated to the diffeomorphisms of
the base manifold acting on its frame bundle.
Let M be a smooth n-manifold and let FM denote the bundle of frames
on M . We denote by ΓM the pseudogroup of all local diffeomorphisms of
M ; its elements are partial diffeomorphisms ψ : Domψ → Ranψ, with both
the domain Domψ and range Ranψ open subsets of M . The prolongation to
FM of a partial diffeomorphism ψ ∈ ΓM will be denoted by ψ˜. The set of all
pairs (u, ϕ˜) with ϕ ∈ ΓM and u ∈ Ranϕ˜ will be denoted FM ⋊ΓM . We next
form the associated smooth e´tale groupoid of germs of lifted diffeomorphisms
FM⋊¯ΓM := { [u, ϕ˜] ; ϕ ∈ ΓM , u ∈ Ranϕ˜ },
where [u, ϕ˜] stands for the class of (u, ϕ˜) ∈ FM ⋊ ΓM with respect to the
equivalence relation which identifies (u, ϕ˜) and (v, ψ˜) if u = v and ϕ˜−1 coin-
cides with ψ˜−1 on a neighborhood of u. The corresponding source and target
maps are
s[u, ϕ˜] = ϕ˜−1(u) ∈ Domϕ˜ , resp. t[u, ϕ˜] = u ,
and the composition rule is
[u, ϕ˜] ◦ [v, ψ˜] = [u, ϕ˜ ◦ ψ˜] , if v ∈ Domϕ˜ and ϕ˜(v) = u .
We let
A ≡ AFM := C∞c (FM⋊¯ΓM)
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denote its convolution algebra. From a practical standpoint, it is convenient
to regard AFM as being linearly spanned by monomials of the form
f U∗ψ , with f ∈ C∞c (Domψ˜) ,
where the asterisk stands for the inverse, with the understanding that
f1 U
∗
ψ1
≡ f2 U∗ψ2 iff f1 = f2 and ψ˜1|V = ψ˜2|V ,
where V is a neighborhood of Supp(fi), i = 1 or 2. The multiplication rule
for such monomials is given by
f1 U
∗
ψ1
· f2 U∗ψ2 = f1(f2 ◦ ψ˜1)U∗ψ2ψ1 ;
note that, by hypothesis, the support of f1(f2 ◦ ψ˜1) is a compact subset of
Domψ˜1 ∩ ψ˜−11 (Domψ˜2) ⊂ Dom(ψ˜2 ◦ ψ˜1) .
The function algebra
R ≡ RFM := C∞(FM)
acts in two ways on A, by left multiplication operators
α(b)(f U∗ψ) = b · f U∗ψ , b ∈ R , (1.1)
and by right multiplication operators
β(b)(f U∗ψ) = f U
∗
ψ · b = b ◦ ψ˜ · f U∗ψ , b ∈ R . (1.2)
On the other hand, any vector field Z on F can be extended to a linear
transformation, although no longer a derivation in general, Z ∈ L (A), by
setting
Z(f U∗ψ) = Z(f)U
∗
ψ , f U
∗
ψ ∈ A. (1.3)
The following definition can be easily adapted to cover the case of an
arbitrary base manifold. However, for the simplicity of the exposition, we
shall assume from now on that the manifold M admits a finite atlas.
Definition 1 A transverse differential operator on the groupoid FM⋊¯ΓM is
an element of the subalgebra of linear operators on A
H ≡ HFM ⊂ L (AFM)
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generated by the transformations (1.1), (1.2) and (1.3). A p-differential op-
erator on FM⋊¯ΓM is a p-linear transformation H on AFM with values in
AFM , of the form
H(a1, ..., ap) =
r∑
i=1
h1i (a
1) · · ·hpi (ap) , a1, ..., ap ∈ AFM , (1.4)
with h1i , . . . , h
p
i ∈ HFM .
The adjective transverse is meant to emphasize the distinction between this
notion and that of longitudinal or invariant (pseudo)differential operator of
[4] (cf. also [20] for a systematic treatment of the latter in the context of Lie
algebroids.)
There are two built-in algebra homomorphisms α : R → H and β : R →
H, whose images commute
α(b1) β(b2) = β(b2) α(b1) , ∀ b1, b2 ∈ R; (1.5)
we shall view H as an (R,R)-bimodule with the left action of R given by
left multiplication via α and the right action given by left multiplication via
β. More generally, for any p ≥ 1, the space of p-differential operators on
FM⋊¯ΓM
H [p] ≡ HFM [p] (1.6)
can be endowed with an (R,R)-bimodule structure in a similar fashion, via
left multiplication by means of α, respectively β.
The remainder of this section will be devoted to the proof of two pivotal
results, clarifying the structure of these bimodules.
We fix a torsion-free connection on FM, with connection form ω = (ωij).
We denote by θ = (θi) the canonical form
θu(Z) = u
−1(π∗(Z)) , ∀Z ∈ TuFM ,
where π : FM → M is the projection and the frame u ∈ FM is viewed as
an isomorphism of vector spaces u : Rn
≃−→ Tπ(u)M .
Let X1, ..., Xn be the standard horizontal vector fields corresponding to
the standard basis of Rn and {Y ji } the fundamental vertical vector fields cor-
responding to the standard basis of gl(n,R), such that {Xk, Y ji } and {θk, ωij}
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are dual to each other. Since {Xk|u, Y ji |u} form a basis of TuFM for every
u ∈ FM , as an algebra, H is generated by α(R), β(R) and the endomor-
phisms of A associated to the vector fields Xk and Y ji (cf. (1.3)). The
usual commutation relations for the vector fields associated to a torsion-free
connection continue to hold in H:
[Y ji , Y
ℓ
k ] = δ
j
kY
ℓ
i − δℓiY jk ,
[Y ji , Xk] = δ
j
kXi ,
[Xk, Xℓ] =
∑
α(Rijkℓ)Y
j
i ,
(1.7)
where the functions Rijkℓ ∈ R are related to the curvature form Ω of the
given connection by
Ωij =
∑
k<ℓ
Rijkℓ θ
k ∧ θℓ , Rijkℓ = −Rijℓk .
Also, for any b ∈ R one has
[Y ji , α(b)] = α(Y
j
i (b)) ,
[Xk, α(b)] = α(Xk (b)) .
(1.8)
On the other hand, the commutators between the standard horizontal vector
fields and β(R) introduce new operators acting on A. Indeed, while the
fundamental vector fields are ΓM -invariant and therefore
[Y ji , β(b)] = β(Y
j
i (b)) , (1.9)
for the standard horizontal vector fields one has, with the usual summation
convention,
UϕXk U
∗
ϕ −Xk = ρijk Y ji ; (1.10)
the coefficients ρijk , which are functions on FM⋊¯ΓM involving the second
order jet of the local diffeomorphism, can be alternatively expressed as
ρijk = γ
i
jk ◦ ϕ˜−1 , with γijk = 〈ϕ˜∗ωj i , Xk〉 . (1.11)
It then follows that
[Xk, β(b)] = β(Xk(b)) + β(Y
j
i (b)) δ
i
jk , (1.12)
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where δijk ∈ L (A) are the operators of multiplication by the functions γijk ∈
C∞(FM⋊¯ΓM),
δijk(f U
∗
ϕ) := γ
i
jk · f U∗ϕ = f U∗ϕ · ρijk . (1.13)
Lemma 2 The operators δijk are transverse differential operators on the e´tale
groupoid FM⋊¯ΓM .
Proof. Due to the existence of a finite atlas on M and using a partition of
unity argument, it suffices to show that
β(χ ◦ π) δijk ∈ H
for any function χ ∈ C∞c (M) with support in a coordinate chart U ⊂ M .
Equation (1.12) ensures that
β
(
Y ji (b)
)
β(χ ◦ π) δijk ∈ H , ∀b ∈ R . (1.14)
Choose b ∈Mn(R) such that, in local coordinates u = (xk, yji ) on π−1(U),
b(u) = y .
Then
Y ji (b
s
ℓ) | π−1(U)= yri ∂∂ yrj (y
s
ℓ) = y
s
i δ
j
ℓ . (1.15)
We now choose d ∈Mn(R) such that its restriction to π−1(U) is
d(u) = y−1.
From (1.15) it follows that
β(drs) β
(
Y ji (b
s
ℓ)
)
β(χ ◦ π) δijk = β(χ ◦ π) δrlk ,
and by (1.14) the left hand side belongs to the algebra H. ✷
An equivalent form for the equation (1.11) is
ϕ˜∗ω − ω = γ · θ ; (1.16)
from this it easily follows that, as a vector valued function on the frame
bundle, γ is tensorial with respect to the right action of the structure group
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GL+(n,R). At the infinitesimal level, this translates into the following ex-
pressions for the commutators between the Y ij and δ
k
ℓm:
[Y ij , δ
k
ℓm] = δ
i
ℓ δ
k
jm + δ
i
m δ
k
ℓj − δkj δiℓm , (1.17)
The commutators with Xk however yield new operators, involving higher
order jets of diffeomorphisms:
δijk,ℓ1...,ℓr = [Xℓr , . . . [Xℓ1 , δ
i
jk] . . .] ; (1.18)
these operators, acting on A, have the form
δijk,ℓ1...,ℓr (f U
∗
ϕ) = γ
i
jk,ℓ1...ℓr
· f U∗ϕ , γijk,ℓ1...ℓr = Xℓr · · ·Xℓ1(γijk). (1.19)
In particular, they form an abelian subalgebra and also commute with image
of R through both maps α and β.
We are now ready to prove the main results of this section. Recall thatH
is viewed as an (R,R)-bimodule under the left action of R via multiplication
by the image of α, resp. β.
Proposition 3 The (R,R)-bimodule H is free over R ⊗R. The choice of
a torsion-free connection on FM gives rise to a Poincare´-Birkhoff-Witt-type
basis of H over R⊗R.
Proof. Once the connection ω is fixed, we use the same notation as above
for the associated generators of the algebra H. In addition, we shall need to
employ two kinds of multi-indices, whose entries form an increasing sequence
with respect to the obvious lexicographic order. The first kind are of the
form
I =
{
i1 ≤ · · · ≤ ip ;
(
j1
k1
)
≤ · · · ≤
(
jq
kq
)}
,
while the second kind of the form
κ =
{(
i1
j1 k1; ℓ11 ≤ . . . ≤ ℓ1p1
)
≤ · · · ≤
(
ir
jr kr; ℓr1 ≤ . . . ≤ ℓrpr
)}
.
With this notation, we set
ZI = Xi1 . . .Xip Y
j1
k1
. . . Y
jq
kq
and δκ = δ
i1
j1 k1;ℓ11...ℓ
1
p1
. . . δirjr kr ;ℓr1...ℓrpr
.
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Using the relations (1.7)-(1.9), (1.12), Lemma 2, (1.17) and (1.18), it is
easy to check that the collection {δκ · ZI} , where I and κ are multi-indices
of the first and second kind respectively, forms a generating set of H over
R⊗R. We thus only need to prove that∑
I,κ
α(ℓI,κ) β(rI,κ) δκ · ZI = 0 ⇒ ℓI,κ ⊗ rI,κ = 0 , ∀ (I, κ) . (1.20)
Evaluating the expression in (1.20) on an arbitrary element f U∗ϕ ∈ A one
gets for any u ∈ FM∑
I,κ
ℓI,κ(u) rI,κ(v) γκ(u, ϕ˜) (ZI f)(u) = 0 , v = ϕ˜(u) . (1.21)
Let us fix, for the moment, u0, v0 ∈ FM and set
Γ(1) (u0, v0) = {ϕ ∈ ΓM ; ϕ˜(u0) = v0} .
By varying ϕ ∈ Γ(1) (u0, v0) , we shall first prove that (1.21) implies that,
for any fixed multi-index of the second kind κ and for any function f ∈
Cc
∞(FM) supported around u0, one has∑
I
ℓI,κ(u0) rI,κ(v0) (ZI f)(u0) = 0 . (1.22)
Let Φu0 : R
n u0−→ Tx0 M
expx0−→ M be normal coordinates around x0 = π(u0)
and similarly around y0 = π(v0). Clearly, ϕ ∈ Γ(1) (u0, v0) iff Φ−1v0 ◦ ϕ ◦Φu0 ∈
Diff
(1)
0 := the pseudogroup of all local diffeomorphisms ψ of R
n such that
their first order jet at 0 satisfies j10(ψ) = j
1
0(Id)} .
In normal coordinates and using the customary notation (see [10], also
[25], for more detailed local calculations), one has:
Y ji = y
µ
i
∂
∂ yµj
≡ yµi ∂jµ , (1.23)
Xk = y
µ
k (∂µ − Γναµ yαj ∂jν) , (1.24)
and
γkij(x, y, ψ˜) =
(
Γ˜ναµ(x)− Γναµ(x)
)
yαj y
µ
i (y
−1)kν (1.25)
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where
Γ˜ναµ(x) = (∂ψ(x)
−1)νδ Γ
δ
εζ(ψ(x)) ∂α ψ(x)
ε ∂µ ψ(x)
ζ
+ (∂ ψ(x)−1)νδ ∂µ ∂α ψ(x)
δ .
(1.26)
Since, by the very choice of local coordinates, Γναµ(0) = 0 , it follows from
(1.26) that
Γ˜ναµ(0) = δ
γ
δ Γ
δ
εζ(0) δ
ε
α δ
ζ
µ + δ
γ
δ (∂µ ∂α ψ
d)(0) = (∂µ ∂α ψ
ν)(0) .
Therefore, by (1.25), ∀ψ ∈ Diff(1)0 , one has
γkij(0, y, ψ˜) = ∂µ ∂α ψ
ν(0) · yαj yµi (y−1)kν , (1.27)
just like in the affine flat case [10] .
We can now prove (1.22) by induction on the “height” |κ| of the multi-
index κ, i.e. the number p of indices in δijk;ℓ1...ℓp, counting the number of
commutators with Xℓ.
From (1.24)-(1.26) it follows that the top degree component of the jet
of ψ occuring in the expression
Xℓp . . .Xℓ1 (γ
i
jk)(0, y, ψ˜)
is of the form
(∂ℓ1 . . . ∂ℓp ψ
ν(0)) · (y··) · · · (y−1)·· .
By first choosing ψ with jp−10 (ψ) = j
p−1
0 (Id), we can reduce to the situation
|κ| = p, when the equations look just like in the flat case. We can then vary
the p-th jet of ψ to get the vanishing of its coefficient and thus drop the
height.
We are now reduced to proving that if ∀ u, v ∈ FM ,∑
I
ℓI(u) rI(v) (ZI f)(u) = 0 , ∀ f ∈ C∞c (FM) ,
then, for all indices I of the first kind, one has
ℓI ⊗ rI = 0 .
This can be done by induction, in the same manner as before, using (1.23)
and (1.24). Alternatively, it also follows from the Poincare´-Birkhoff-Witt
theorem for Lie algebroids ([23], [20]), applied to TFM . ✷
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Proposition 4 There is a unique isomorphism of vector spaces
T : H⊗R p ≡ H⊗R . . .⊗R H︸ ︷︷ ︸
p-times
≃−→ H [p] ,
where H [p] (cf. (1.4), (1.6)) is the space of transverse p-differential operators,
such that ∀h1, . . . , hp ∈ H and ∀ a1, . . . , ap ∈ A ,
T (h1 ⊗R . . .⊗R hp) (a1, . . . , ap) = h1(a1) · · ·hp(ap) . (1.28)
Proof. The assignment given by (1.28) clearly extends by linearization to
a well-defined epimorphism T : H⊗R p → H [p] . It remains to prove that
Ker T = 0 . Assume therefore that∑
i
h1
i(a1) · · ·hpi(ap) = 0 , ∀ a1, . . . , ap ∈ A . (1.29)
After fixing a Poincare´-Birkhoff-Witt (R,R)-basis {BJ = δκ ·ZI ; J = I ∪κ}
of H as above, we may express each hji under the form
hij =
∑
J
α(ℓi,Jj ) β(r
i,J
j )BJ , with ℓ
i,J
j , r
i,J
j ∈ R .
By the hypothesis (1.29), for any f1 U
∗
ϕ1
, . . . , fp U
∗
ϕp ∈ A,∑
ℓi,J11 BJ1(f1 U
∗
ϕ1
) ri,J11 ℓ
i,J2
2 BJ2(f2 U
∗
ϕ2
) . . . r
i,Jp−1
p−1 ℓ
i,Jp
p BJp(fp U
∗
ϕp) r
i,Jp
p ≡ 0 .
Evaluating the left hand side at u0 ∈ FM and setting
u1 = ϕ˜1(u0) , u2 = ϕ˜2(u1) , . . . , up = ϕ˜p(up−1)
one gets:∑
ℓi,J11 (u0) r
i,J1
1 (u1) ℓ
i,J2
2 (u1) . . . r
i,Jp−1
p−1 (up−1) ℓ
i,Jp
p (up−1) r
i,Jp
p (up)
·γκ1(ϕ1, u0) γκ2(ϕ2, u1) . . . γκp(ϕp, up−1)
·ZI1(f1)(u0)ZI2(f2)(u1) . . . ZIp(fp)(up−1) = 0 .
Following the same line of arguments as in the preceeding proof, we infer
that ∀ J1, . . . , Jp one has∑
i
ℓi,J11 (u0) r
i,J1
1 (u1) ℓ
i,J2
2 (u1) . . . r
i,Jp−1
p−1 (up−1) ℓ
i,Jp
p (up−1) r
i,Jp
p (up) = 0. (1.30)
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We now choose a basis {bλ}Nλ=1 of the finite-dimensional subspace of R
generated by the functions ℓi,Jkk , r
i,Jk
k and express them as linear combina-
tions, with constant coefficients, of the basis elements:
ℓi,J11 =
∑
λ1
ci,J1,λ11 bλ1
ri,J11 ℓ
i,J2
2 =
∑
λ2
ci,J1,J2,λ22 bλ2
. . .
r
i,Jp−1
p−1 ℓ
i,Jp
p =
∑
λp
c
i,Jp−1,Jp,λp
p bλp
r
i,Jp
p =
∑
λp+1
c
i,Jp,λp+1
p+1 bλp+1 .
From (1.30) it then follows that ∀λ1, . . . , λp+1∑
i
ci,J1,λ11 · ci,J1,I2,λ22 · ci,Jp,λp+1p+1 = 0 . (1.31)
We can conclude that∑
i h
i
1 ⊗R . . .⊗R hip =∑
i,J α(ℓ
i,J1
1 )BJ1 ⊗R α(ri,J11 ℓi,J22 )BJ2 ⊗R . . .⊗R α(ri,Jp−1p−1 ℓi,Jpp )β(ri,Jpp )BJp
=
∑
J,λ
∑
i c
i,J1,λ1
1 . . . c
i,Jp,λp+1
p+1 α(bλ1)BJ1 ⊗R . . .⊗R α(bλp) β(bλp+1)BJp
= 0 , by (1.31) . ✷
Remark 5 The algebra HFM acts naturally on the frame bundle FG of
every smooth e´tale groupoid G over M . Moreover, if G is full , in the sense
that the natural map from G to the groupoid of jets of diffeomorphisms of
M has dense range (i.e. surjects on k-jets for every positive integer k), then
HFM is completely determined by its action on G. Indeed, the proof of
Proposition 3 remains unchanged if in Definition 1 one replaces the algebra
C∞c (FM⋊¯ΓM) by C
∞
c (G).
12
2 The Hopf algebraic structure of HFM
We devote this section to the description of the intrinsic Hopf structure
carried by the algebra H = HFM . It fits the pattern of the definition of a
Hopf algebroid, cf. [22, Appendix 1] and [18], with H as the total algebra and
R as the base algebra. The source and target homomorphisms α : R → H,
resp. β : R → H, obey the commutation property (1.5) and confer to H its
(R,R)-bimodule structure.
In order to define the coproduct, we first note that the generators of H
satisfy product rules when acting on A. Indeed, one easily checks that, for
any a1, a2 ∈ A , one has
α(ℓ) (a1a2) = α(ℓ)(a1) · a2 , ∀ ℓ ∈ H ,
β(r) (a1a2) = a1 · β(r)(a2) , ∀ r ∈ H ,
Y ji (a
1a2) = Y ji (a
1) a2 + a1 Y ji (a
2) ,
Xk(a
1a2) = Xk(a
1) a2 + a1Xk(a
2) + δijk(a
1) Y ji (a
2) ,
δijk(a
1a2) = δijk(a
1) a2 + a1 δijk(a
2) .
(2.1)
These identities are all of the form
h(a1a2) =
∑
h(1)(a
1) h(2)(a
2) , with h(1), h(2) ∈ H , (2.2)
where the sum in the right hand side stands for the customary Sweedler sum-
mation convention. By multiplicativity, the rule (2.2) extends to all differ-
ential operators h ∈ H. While the right hand side in (2.2) does not uniquely
determine an element
∑
h(1) ⊗ h(2) ∈ H ⊗ H, the ambiguity disappears in
the tensor product over R, ∑ h(1) ⊗R h(2) ∈ H ⊗R H.
Proposition 6 The formula
∆h =
∑
h(1) ⊗R h(2) , ∀h ∈ H , (2.3)
with the right hand side given by the product rule (2.2), defines a coproduct
∆ : H → H⊗R H, i.e. an (R,R)-bimodule map satisfying
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(a) ∆(1) = 1⊗ 1 ;
(b) (∆⊗R Id) ◦∆ = (Id⊗R ∆) ◦∆ : H → H⊗R H⊗R H ;
(c) ∆(h) · (β(b)⊗ 1 − 1⊗ α(b)) = 0 , ∀ b ∈ R , h ∈ H ,
where we have used the right action of H ⊗ H on H ⊗R H by right
multiplication;
(d) ∆(h1 · h2) = ∆(h1) ·∆(h2) , ∀h1, h2 ∈ H ,
where the right hand side makes sense because of (c).
Proof. The fact that the coproduct (2.3) is well-defined is an immediate
consequence of Proposition 4, which also ensures that ∆ is a bimodule ho-
momorphism satisfying (a). By the same token, the coassociativity property
(b) is tantamount to
h ((ab) c) = h (a (bc)) , ∀h ∈ H and ∀ a, b, c ∈ A ,
while (c) is equivalent to a special case of the above, corresponding to b ∈ R.
In turn, (c) ensures that the preimage of ∆ (H) in H⊗H is contained in the
normalizer
N (J ) = {ν ∈ H ⊗H ; ν · J ⊂ J } , (2.4)
where J is the right ideal generated by {β(b) ⊗ 1 − 1 ⊗ α(b) ; b ∈ R} in
H⊗R H, i.e. such that H⊗H /J = H⊗R H ; in particular,
∆ (H) ⊂ N (J ) /J ,
which is an algebra. ✷
At this point let us note that the action of H on A leaves invariant
the subalgebra R0 = Cc∞ (FM), pulled back from the space of units of the
groupoid. The restriction of H to End (R0) coincides with the algebra of
differential operators on FM , and therefore admits a tautological extension
to an action on R. With this clarified, we can proceed to define the counit.
Proposition 7 The map ε : H → R defined by
ε(h) = h(1) , ∀h ∈ H , (2.5)
is a bimodule map such that
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(a) ε(1) = 1 ;
(b) Kerε is a left ideal of H ;
(c) (ε⊗R Id) ◦∆ = (Id⊗R ε) ◦∆ = IdH ,
where we have made the identifications R⊗RH ≃ H ,H⊗RR ≃ H ,
the first via the left action by α and the second via the left action by β.
Proof. The fact that ε : H → R is a bimodule map satisfying (a) and (b) is
obvious from the definition. In view of Proposition 4, (c) amounts to
h (1 · a) = h (a · 1) = h (a) , ∀h ∈ H and ∀ a ∈ A . ✷
The last ingredient we need is a twisted version of the antipode. To
define it, we recall that A carries a canonical (up to a scaling factor) faithful
trace τ : A → C , defined as follows
τ (f U∗ϕ) =

∫
FM
f volFM , if ϕ = Id ,
0 , otherwise ,
(2.6)
where volFM denotes a fixed ΓM -invariant volume form on the frame bundle,
e.g. determined by the choice of a torsion-free. connection
Proposition 8 The identity
τ (h(a) · b) = τ (a · S˜(h) (b)) , ∀ a, b ∈ A , ∀h ∈ H , (2.7)
is satisfied by all operators h ∈ H; it uniquely defines an algebra anti-
isomorphism S˜ : H → H, such that
S˜2 = IdH , (2.8)
S˜ ◦ β = α , (2.9)
mH ◦ (S˜ ⊗R Id) ◦∆ = β ◦ ε ◦ S˜ : H → H , (2.10)
where mH : H⊗H → H denotes the multiplication and the left hand side of
last identity makes sense because of the preceding identity.
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Proof. Obviously, for any a1, a2 ∈ A , one has
τ(α(b) (a1) · a2) = τ(a1 · β(b) (a2)) , ∀ b ∈ R ,
τ(β(b) (a1) · a2) = τ(a1 · α(b) (a2)) , ∀ b ∈ R .
(2.11)
Since the fundamental vector fields are ΓM -invariant, (2.1) and the Stokes
formula gives
τ (Y ji (a
1) · a2) = − τ (a1 · Y ji (a2)) + δji τ (a1 · a2) . (2.12)
On the other hand, for the basic horizontal vector fields, again using (2.1)
and the Stokes formula, one gets
τ (Xk(a
1) · a2) = − τ (a1Xk(a2)) − τ (δijk(a1) · Y ji (a2))
= − τ (a1Xk(a2)) + τ (a1 · δijk(Y ji (a2)) .
(2.13)
Thus, the generators of H satisfy (2.7). By multiplicativity, the “integration
by part” identity (2.7) extends to all transverse differential operators h ∈ H
and, since the trace τ is faithful, it uniquely determines the algebra anti-
homomorphism S˜ : H → H satisfying (2.8) and (2.9). Finally, (2.10) follows
from the fact that, for any h ∈ H and a1, a2 ∈ A ,
τ (a1 · a2 S˜(h)(1) ) = τ (h (a1a2)) = τ (h(1)(a1) · h(2)(a2)) =
= τ (a1 · S˜(h(1))h(2) (a2)) . ✷
(2.14)
Remark 9 S˜ : H → H is a twisted version of the antipode required by Lu’s
definition [18]. It already occurs in the flat case [10], for the genuine Hopf
algebra Hn, and will play a similar role in the definition of the associated
cyclic module. In turn, the bimodule homomorphism δ = ε ◦ S˜ : H → R is
the analogue of the modular character in [10], [11].
3 Differentiable and Hopf cyclic cohomology
The general framework for cyclic cohomology is that of the category
of Λ-modules over the cyclic category Λ (cf. [6]). We recall that the cyclic
16
category Λ is the small category obtained by adjoining cyclic morphisms to
the simplicial category ∆. The latter has one object [q] = {0 < 1 < . . . < q}
for each integer q ≥ 0, and is generated by faces δi : [q − 1]→ [q], with δi =
the injection that misses i, and degeneracies σj : [q+1]→ [q], with σj = the
surjection which identifies j with j + 1, satisfying the relations:
δjδi = δiδj−1 for i < j , σjσi = σiσj+1 i ≤ j (3.1)
σjδi =

δiσj−1 , i < j
1q , if i = j or i = j + 1
δi−1σj , i > j + 1.
The category Λ is obtained by adjoining for each q an extra morphism τq :
[q]→ [q] such that
τqδi = δi−1τq−1 , 1 ≤ i ≤ q,
τqσi = σi−1τq+1 , 1 ≤ i ≤ q,
τ q+1q = 1q .
(3.2)
The cyclic cohomology groups of a Λ-module M = {M [q]}q≥0 in the
category of vector spaces (over C) are, by definition, the derived groups
HCq(M) = ExtqΛ(C,M) .
Using the canonical projective biresolution of the trivial cyclic object [6],
these groups can be computed as the cohomology of a bicomplex CC∗,∗(M)
defined as follows
CCp,r(M) =M[r − p], r ≥ p ,
CCp,r(M) = 0 , r < p ,
(3.3)
with vertical boundary operators
b =
q∑
i=0
(−1)iδi :M[q − 1]→M[q] q ≥ 0 (3.4)
and horizontal boundary operators
B = Nq ◦ σ−1 ◦ (1q+1 − λq+1) : M[q + 1]→M[q] , (3.5)
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where
λq = (−1)qτq , σ−1 = τq+1 ◦ σq :M[q + 1]→M[q] and
Nq = 1q + λq + . . .+ λq
q .
(3.6)
Then HC∗(M) is the cohomology of the first quadrant total complex
TCq(M) =
q∑
p=0
CCp,q−p(M) , (3.7)
while the cohomology of the full direct sum total complex
PCq(M) =
∑
p∈Z
CCp,q−p(M), (3.8)
gives the Z/2–graded periodic cyclic cohomology groups HC∗per (M).
In particular, the cyclic cohomology HC∗(A) of an associative (unital)
algebra A, which historically preceded the above definition (cf. [5]), corre-
sponds to the Λ-module A♮, with A♮[q] ≡ Cq(A) denoting the linear space
of (q + 1)-linear forms φ on A and with Λ-operators defined as follows: the
face operators δi : C
q−1(A)→ Cq(A) , 0 ≤ i ≤ q , are
δi φ(a
0, . . . , aq) = φ(a0, . . . , aiai+1, . . . , aq) , 0 ≤ i ≤ q − 1 ,
δq φ(a
0, . . . , aq) = φ(aqa0, a1, . . . , aq−1) ; (3.9)
the degeneracy operators σi : C
q+1(A)→ Cq(A) , 0 ≤ i ≤ q , are
σi φ(a
0, . . . , aq) = φ(a0, . . . , ai, 1, ai+1, . . . , aq) (3.10)
and for each q ≥ 0 the cyclic operator τq : Cq(A)→ Cq(A) is given by
τq φ(a
0, . . . , aq) = φ(aq, a0, . . . , aq−1) . (3.11)
We now take A = AFM and define its differentiable cyclic cohomology
HCd
∗(A) as follows.
Definition 10 A cochain φ ∈ Cq(A) is called differentiable if it is of the
form
φ(a0, . . . , aq) = τ
(
H(a0, ..., aq)
)
, a0, ..., ap ∈ AFM , (3.12)
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where
H(a0, ..., aq) =
r∑
i=1
h0i (a
0) · · ·hqi (aq) , hij ∈ HFM ,
is a q + 1-differential operator on FM⋊¯ΓM . The space of such cochains will
be denoted Cd
q(A).
Proposition 11 The subspace of all differentiable cochains
Ad♮ = {Cdq(A)}q≥0
forms a Λ-submodule of A♮. Furthermore, for any q ≥ 1, the map
χ : Cq(H) ≡ H ⊗R . . .⊗R H︸ ︷︷ ︸
q-times
−→ Cqd(A)
χ(h1 ⊗R . . .⊗R hq) = τ (a0 h1(a1) · · ·hq(aq)) , a0, ..., aq ∈ A ,
(3.13)
is an isomorphism of vector spaces.
Proof. It is easy to check that the Λ-operators (3.9)–(3.11) preserve the prop-
erty of a cochain of being differentiable, which proves the first claim. Thanks
to the integration by parts property (2.7), any differentiable q-cochain can
be normalized, i.e. put in the form
φ(a0, . . . , aq) =
r∑
i=1
τ (a0 h1i (a
1) · · ·hqi (aq)) , hij ∈ HFM . (3.14)
The q-differential operator
H(a1, . . . , aq) =
r∑
i=1
h1i (a
1) · · ·hqi (aq)
is uniquely determined, because of the faithfulness of the canonical trace.
Thus, the second assertion follows from Proposition 4. ✷
Remark 12 By transport of structure, H♮ = {Cq(H)}q≥0 , with
C0(H) = R and Cq(H) = H⊗R . . .⊗R H︸ ︷︷ ︸
q-times
, q ≥ 1 , (3.15)
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acquires the structure of a Λ-module. The expressions of the Λ-operators of
H♮ are virtually identical to those of the cyclic Λ-module associated to a Hopf
algebra in [10], with the obvious modifications required by the replacement
of the base ring C with R.
Thus, the face operators δi : Cd
q−1(A)→ Cdq(A) , 0 ≤ i ≤ q , are given by
δ0(h
1 ⊗R . . .⊗R hq−1) = 1⊗R h1 ⊗R . . .⊗R hq−1 ,
δj(h
1 ⊗R . . .⊗R hq−1) = h1 ⊗R . . .⊗R ∆hj ⊗R . . .⊗R hq−1 ,
∀ 1 ≤ j ≤ q − 1 ,
δq(h
1 ⊗R . . .⊗R hq−1) = h1 ⊗R . . .⊗R hq−1 ⊗R 1 ,
(3.16)
in particular, for q = 1
δ0(b) = 1⊗R b = β(b) , δ1(b) = b⊗R 1 = α(b) ∀ b ∈ R ; (3.17)
the degeneracy operators σi : C
q+1
d (A) → Cqd(A) , 0 ≤ i ≤ n , have the
expression
σi(h
1 ⊗R . . .⊗R hq+1) = (3.18)
h1 ⊗R . . .⊗R hi ⊗R ε(hi+1)⊗R hi+2 ⊗R . . .⊗R hq+1
if 1 ≤ j ≤ q and for q = 0
σ0(h) = ε(h), h ∈ H ; (3.19)
finally, the cyclic operator τq : C
q
d(A)→ Cqd(A) is
τq(h
1 ⊗R . . .⊗R hq) = (∆q−1S˜(h1)) · h2 ⊗ . . .⊗ hq ⊗ 1 , (3.20)
where in the right hand side H ⊗ . . . ⊗ H acts on H ⊗R . . . ⊗R H by right
multiplication.
The cyclic cohomology of the Λ-module H♮ will be denoted HC∗(H).
By its very definition, one has a tautological isomorphism
T ∗ : HC∗(H) ≃−→ HCd∗(A) . (3.21)
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There is a simple way for defining the relative version of this cohomology
with respect to any compact subgroup of K ⊂ GL(n,R) , which goes as
follows.
For g ∈ GL(n,R) , let R(g) denote its right action on R = C∞(FM).
Since the action ofGL(n,R) on FM commutes with that of ΓM , the represen-
tation R of GL(n,R) on R by right translations extends to a natural action
by algebra automorphisms of GL(n,R) on A = C∞c (FM⋊¯ΓM) . Given a
compact subgroup K, we denote by AK the subalgebra of K-invariant ele-
ments in A and by ιK : AK → A the corresponding inclusion map. We note
that there is an obvious identification
AK ≃ C∞c (FM/K⋊¯ΓM) .
By definition, the differentiable cochains relative to K are those obtained by
restricting to AK the differentiable cochains on A,
Cqd(A, K) = ι∗K (Cqd(A)) .
In view of Remark 5, exactly as in the case of HC∗(H) , the complex of
relative differentiable cochains remains unchanged if ΓM is replaced by any
full subpseudogroup. Because of this, we shall denote the cyclic cohomology
of the corresponding Λ-module
AKd ♮ = {Cdq(A, K)}q≥0 (3.22)
by HC∗(H, K) and shall refer to it as the cyclic cohomology of H relative
to K.
As a simple example of an extended Hopf algebra which, without being
of the form HFM , gives rise to a cyclic module in a similar fashion, we shall
consider the “coarse” extended Hopf algebra over an arbitrary associative
unital algebra K (cf. [18])
T ≡ T (K) := K ⊗Kop .
The source and target maps α, β : K → T are
α(k) = k ⊗ 1 , β(k) = 1⊗ k , k ∈ K ,
the coproduct ∆ : T → T ⊗K T ≃ K ⊗ K ⊗Kop is given by
∆(ℓ⊗ r) = (ℓ⊗ 1)⊗K (1⊗ r) ≃ ℓ⊗ 1⊗ r , ∀ ℓ, r ∈ K
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the counit ε : T → K is
ε(ℓ⊗ r) = ℓ · r , ℓ, r ∈ K
and the antipode S˜ ≡ S : T → T is
S(ℓ⊗ r) = r ⊗ ℓ , ∀ ℓ, r ∈ K .
In this case
C0(T ) = K , and for q ≥ 1 ,
Cq(T ) = T ⊗K . . .⊗K T︸ ︷︷ ︸
q-times
≃ K ⊗ . . .⊗K︸ ︷︷ ︸
q-times
⊗Kop .
With the latter identification, the face operators δi : C
q−1(T ) → Cq(T ) ,
0 ≤ i ≤ q , are given by
δ0(k
1 ⊗ . . .⊗ kq) = 1⊗ k1 ⊗ . . .⊗ kq , k1, . . . , kq ∈ K ,
δi(k
1 ⊗ . . .⊗ kq) = k1 ⊗ . . .⊗ ki ⊗ 1⊗ ki+1 ⊗ . . .⊗ kq , i = 1, . . . , q − 1
δq(k
1 ⊗ . . .⊗ kq) = k1 ⊗ . . .⊗ kq ⊗ 1
for q ≥ 1 while for q = 0,
δ0(k) = 1⊗ k , δ1(k) = k ⊗ 1 ;
the degeneracy operators σi : C
q+1(T )→ Cq(T ) , 0 ≤ i ≤ q , become
σi(k
1 ⊗ . . .⊗ kq+2) = k1 ⊗ . . .⊗ ki+1 ki+2 ⊗ . . .⊗ kq+2 ;
finally, the cyclic operator τq : C
q(T )→ Cq(T ) is exactly the cyclic permu-
tator
τq(k
1 ⊗ . . .⊗ kq+1) = k2 ⊗ . . .⊗ kq+1 ⊗ k1 .
Lemma 13 For any associative unital algebra K, one has
HC∗(T (K)) ≃ HC∗(T (C)) ≡ HC∗(C) ,
the isomorphism being induced by the unit map η : C = T (C)→ T (K).
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Proof. Fix a linear functional ν ∈ A∗ with ν(1) = 1 and define the operator
s : Cq(T )→ Cq−1(T ) by setting
s(k1 ⊗ . . .⊗ kq+1) = ν(k1) k2 ⊗ . . .⊗ kq+1 , k1, k2, . . . , kq+1 ∈ K .
It can be easily checked that
s δi = δi−1 s , i = 1, . . . , q .
Thus, the Λ-module map η♮ : C♮ → T ♮, associated to the unit map, induces an
isomorphism for Hochschild and therefore for cyclic cohomology too. ✷
This lemma will be used to show that, in the case of a flat n-manifold,
the cyclic cohomology of the extended Hopf algebra coincides with that of
the Hopf algebra Hn introduced in [10]. We preface the statement with the
remark that Hn can be defined as the subalgebra of HFRn generated over C
by the operators {Xk, Yij , δjki} corresponding to the trivial flat connection
of Rn.
Proposition 14 If Nn is a flat affine manifold, then the canonical inclusion
κ : Hn → HFN associated to the flat connection, induces isomorphism in
cyclic cohomology
κK∗ : HC
∗(Hn, K) ≃−→ HC∗(HFN , K) ,
for any compact subgroup K ⊂ GL(n,R)
Proof. As before, we shall use the abbreviated notation
H = HFN , A = AFN and R = RFN .
Also, we shall identify Hn with its image via the homomorphism of extended
Hopf algebras κ : Hn → H induced by the Hopf action of Hn on A.
Applying Proposition 3, one gets a canonical isomorphism of (R,R)-
bimodules
H ≃ α(R)⊗ β(R)⊗Hn ≃ T ⊗Hn , where T = R⊗Rop . (3.23)
Furthermore, one can easily check that
∆H = ∆T ⊗∆Hn and εH = εT ⊗ εHn ,
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that is, as coalgebroid, H is actually isomorphic to the external tensor prod-
uct between the coarse coalgebroid T over R and the coalgebra Hn over C.
This implies that
δi
H = δi
T ⊗ δiHn and σjH = σjT ⊗ σjHn .
Thus, in the category of cosimplicial modules, one has
H♮ ≃ T ♮ ×H♮n .
Applying the Eilenberg-Zilber theorem it follows that
HH∗(H) ≃ HH∗(T )⊗HH∗(Hn) ≃ HH∗(Hn) , (3.24)
with the second isomorphism being a consequence of Lemma 13. By the
functoriality of Eilenberg-Zilber isomorphism, the composition of the two
isomorphisms in (3.24) is induced by the canonical homomorphism κ : Hn →
H, that is
κ∗ : HH
∗(Hn) ≃−→ HH∗(H) . (3.25)
But κ : Hn →H is a homomorphism of extended Hopf algebras and therefore
gives rise to a morphism of cyclic modules κ♮ : H♮n →H♮.
The stated isomorphism for the absolute case now follows from (3.25)
and the exact sequence relating Hochschild and cyclic cohomology. The
relative case is proved by restriction to K-invariants. ✷
We are now in a position to prove the first main result of this paper,
asserting that HC∗(HFM) and its relative variants depend only on the di-
mension n of the manifold. In view of with [10, §7, Theorem 11], which
identifies HC∗(Hn) to the Gelfand-Fuchs cohomology, this result provides a
cyclic analogue to Haefliger’s Theorem IV.4 in [16].
Theorem 15 For any n-dimensional manifold M and for any compact sub-
group K ⊂ GL(n,R), one has a canonical isomorphism
HC∗(HFM , K) ≃ HC∗(Hn, K) .
Proof. To construct the stated isomorphism, we shall have to specify cer-
tain Morita equivalence data. The resulting isomorphism however will be
independent of the choices made.
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Concretely, we fix an open cover of M by domains of local charts U =
{Vi}1≤i≤r together with a partition of unity subordinate to the cover U ,∑
χ2i (x) = 1 , χi ∈ C∞c (Vi) .
We begin by forming the smooth e´tale groupoid
GU = {(x, i, j); x ∈ Vi ∩ Vj , 1 ≤ i, j ≤ r} ,
whose space of units is the flat manifold N =
∐r
i=1 Vi×{i} . One has a nat-
ural Morita equivalence between the algebras C∞c (M) and C
∞
c (GU) , and a
similar construction continues to function in the presence of the pseudogroup
ΓM , as well as at the level of the frame bundle.
More precisely, there is a full pseudogroup ΓU on N such that the cor-
responding smooth e´tale groupoid N⋊¯ΓU contains GU and such that the
algebra A = C∞c (FM⋊¯ΓM) can be identified with the reduction by a canon-
ical idempotent of the groupoid algebra B = C∞c (FN⋊¯ΓU) ,
A ≃ eB e , e2 = e ∈ B ; (3.26)
at the same time, one also has a canonical identification
C∞(FM) ≃ eC∞(FN) e .
Indeed, the elements of B = C∞c (FN⋊¯ΓU) can be represented as finite
sums of the form
b =
∑
ϕ∈ΓM
∑
i,j
fϕ,ij U
∗
ϕij
, fϕ,ij ∈ C∞c (Domϕij) , (3.27)
where, for any ϕ ∈ ΓM ,
ϕij : ϕ
−1 (ϕ (Domϕ ∩ Vi) ∩ Vj)× {i} → ϕ (Domϕ ∩ Vi) ∩ Vj × {j}
stands for the obvious identification given by the restriction of ϕ. The defi-
nition of the multiplication is as follows:
ψjk ◦ ϕij = (ψ ◦ ϕ)ik or equivalently U∗ϕij · U∗ψjk = U∗(ψ◦ϕ)ik ; (3.28)
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when ϕ = Id, instead of U∗ϕij we shall simply write U
∗
ij. The canonical trace
τ˜ : B → C is related to the trace τ : A → C by the formula
τ˜
(∑
ϕ∈ΓM
∑
i,j
fϕ,ij U
∗
ϕij
)
= τ
(∑
ϕ∈ΓM
∑
i
fϕ,ii U
∗
ϕii
)
. (3.29)
With the above notation, the idempotent stipulated by (3.26) has the
expression
e =
∑
i,j
χ˜i U
∗
ij χ˜j , with χ˜i = χi ◦ π
and the claimed identification is given by the map
ι(f U∗ϕ) =
∑
i,j
χ˜i f U
∗
ϕij
χ˜j , f ∈ C∞c (FM) , ϕ ∈ ΓM . (3.30)
The corresponding pair of bimodules which implements the Morita equiva-
lence between A and B consists of
P = eB and Q = Be , with P ⊗B Q ≃ A and Q⊗A P ≃ B .
Setting for any i = 1, ..., r ,
ui =
∑
k χ˜kU
∗
ki · χ˜i ∈ P , vi = χ˜i ·
∑
k U
∗
ikχ˜k ∈ Q , respectively
u′i =
∑
k χ˜kU
∗
ki , e · u′i = u′i and v′i =
∑
k U
∗
ikχ˜k , v
′
i · e = v′i ,
one has ∑
i
ui vi = e , and
∑
i
v′i u
′
i =
∑
i
U∗ii .
The constructive proof of the Morita invariance for the Hochschild and cyclic
cohomology of algebras (cf. [19]) associates to these data canonical cochain
equivalences Ψ∗ = {Ψq} and Θ∗ = {Θq} , which are homotopic inverses
to each other. We shall only have to check that these cochain maps, as
well as the cochain homotopies, preserve the corresponding subcomplexes of
differentiable cochains.
The cochain map Ψ∗ : C∗(A)→ C∗(B) is given by
Ψq(φ)
(∑
i,j f
0
ij U
∗
ϕ0ij
,
∑
i,j f
1
ij U
∗
ϕ1ij
, . . . ,
∑
i,j f
q
ij U
∗
ϕqij
)
=∑
i0,i1,...,iq
φ
(
f 0i0i1 U
∗
ϕ0 , f
1
i1i2 U
∗
ϕ1 , . . . , f
q
iqi0
U∗ϕq
)
.
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Assuming φ ∈ Cqd(A) , of the form
φ(a0, . . . , aq) = τ
(
h0(a0) · h1(a1) · · ·hq(aq)) , with hi ∈ HFM , (3.31)
one has
Ψq(φ)
(∑
i,j f
0
ij U
∗
ϕ0
ij
,
∑
i,j f
1
ij U
∗
ϕ1
ij
, . . . ,
∑
i,j f
q
ij U
∗
ϕqij
)
=∑
i0,i1,...,iq
τ
(
h0(f 0i0 i1 U
∗
ϕ0) h
1(f 1i1 i2 U
∗
ϕ1) . . . h
q( f qiq i0 U
∗
ϕq)
)
;
using (3.29) it is easily seen that the latter expression is of the form
∑
s
τ˜
(∑
i,j
h˜0s(f
0
ijU
∗
ϕ0ij
) ·
∑
i,j
h˜1s(f
1
ijU
∗
ϕ1ij
) · · ·
∑
i,j
h˜qs(f
q
ij U
∗
ϕqij
)
)
,
with h˜0s , . . . , h˜
q
s transverse differential operators on FN⋊¯ΓU .
The cochain map Θ∗ : C∗(B)→ C∗(A) has the expression
Θq(φ˜) (f 0Uϕ0 , f
1Uϕ1 , . . . , f
q Uϕq) =
φ˜
(∑
i0,i1,...,iq
χ˜i0f
0U∗
ϕ0i0i1
χ˜i1 , χ˜i1f
1U∗
ϕ1i1i2
χ˜i2, . . . , χ˜iqf
qU∗ϕq
iqi0
χ˜i0
)
.
When φ˜ ∈ Cqd(B) is of the form
φ˜(b0, . . . , bq) = τ˜
(
h˜0(b0)h˜1(b1) · · · h˜q(bq)
)
with h˜i ∈ HFN , (3.32)
one gets
Θq(φ˜) (f 0Uϕ0 , f
1Uϕ1 , . . . , f
q Uϕq) =∑
i0,i1,...,iq
τ˜
(
h˜0(χ˜i0f
0U∗
ϕ0i0 i1
χ˜i1) · h˜1(χ˜i1f 1U∗ϕ1i1 i2 χ˜i2) · · · h˜
q(χ˜iqf
qU∗
ϕqiq i0
χ˜i0)
)
;
again, one can recognize the last expression to be of the form∑
s
τ
(
h0s(f
0 U∗ϕ0) · h1s(f 1 U∗ϕ1) · · ·hqs(f q U∗ϕq)
)
,
with h0s, h
1
s, . . . , h
q
s ∈ HFM .
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Similar arguments apply to the canonical cochain homotopies used in
showing that Ψ∗ and Θ∗ are homotopic inverses to each other in Hochschild
cohomology. Since both Ψ∗ and Θ∗ are actually cochain maps for the cyclic
bicomplex, it follows that they induce the stated isomorphism. All these con-
structions are clearly equivariant with respect to O(n) and therefore apply,
by restriction to K-invariants, to the relative cohomology as well. ✷
We conclude this section with the observation that the ordinary (de
Rham) homology of the manifold M can also be construed as differentiable
(or Hopf) cyclic cohomology. The extended Hopf algebra responsible for this
interpretation is the algebra of the differential operators on FM ,
D := DFM ,
viewed as the algebra of linear transformation of R0 = C∞c (FM) generated
by the vector fields on FM , acting as derivations, and by the functions inR =
C∞(FM), acting as multiplication operators via α ≡ β. Like its extension
H, D also carries an intrinsic Hopf-algebraic structure in the sense of §2. The
coproduct ∆ : D → D ⊗R D is given by the analogue of (2.3), determined
by the Leibniz rule (2.2) corresponding to its action on R. Similarly, the
twisted antipode S˜ : D → D is determined by the analogue of integration
by parts formula (2.7), with respect to τ |R0 which is given by the integral
against the canonical volume form on FM . In other words, D inherits the
quotient Hopf structure corresponding to the restricted action of H on R.
The differentiable cyclic cochains on R0 are defined by specializing Def-
inition 10 to the algebra R0, acted upon by D. By obvious analogues of
Proposition 11 and Remark 12, the corresponding Λ-module can also be
described purely in terms of the Hopf structure of D. The ensuing cyclic
complex, unlike that of D viewed solely as an algebra (cf. [3], [24], for the
cyclic homology of the latter), is quasi-isomorphic to the full cyclic complex
of the algebra R0. In a sense made more precise by the proof below, the dif-
ferentiable cyclic cochains are in the same relation to the continuous cyclic
cochains as the smooth currents are in relation to arbitray currents on FM .
Proposition 16 The tautological action of DFM on C∞c (FM) or, equiv-
alently, the inclusion of the differentiable cyclic subcomplex into the usual
cyclic complex of C∞c (FM), induces isomorphism in cyclic cohomology, resp.
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relative cyclic cohomology,
HC∗per(DFM) ≃ HC∗per (C∞c (FM)) , resp.
HC∗per(DFM , O(n)) ≃ HC∗per (C∞c (PM)) , PM := FM/O(n).
Proof. Since the map that sends ̟ ∈ ΩdimFM − q (FM) to the cyclic cochain
on C∞c (FM)
γ̟ (f
0, f 1, . . . , f q) =
∫
FM
f 0 df 1 ∧ . . . ∧ df q ∧̟
induces isomorphism between
∑
i≡∗ H
n(n+1)−i(FM) and HC∗per (C
∞
c (FM)),
it suffices to show that any such cochain γ̟ is differentiable. To check this,
we fix a torsion-free connection ω on FM and let {Xk, Y ji } (resp. {θk, ωij})
stand for the corresponding basis of the tangent (resp. cotagent) space to
FM at any point. Then, for each ℓ = 1, . . . , q , one has
dfℓ = Y
j
i (fℓ)ω
i
j +Xk(fℓ) θ
k .
On the other hand, ̟ can be expressed as a linear combination over R of
monomials formed from the basis {θk, ωij}. Thus,
γ̟ (f
0, f 1, . . . , f q) =
∑
s
∫
FM
f 0 h1s(f
1) · · ·hqs(f q) volFM , with hℓs ∈ D.
The relative case can be proved in a similar fashion. ✷
4 Geometric realization of the cyclic van Est isomorphism
As mentioned before, in conjunction with [10, §7, Theorem 11], Theo-
rem 15 implies that, for any n-dimensional smooth manifold M , HC∗(HFM)
is canonically isomorphic to the Gelfand-Fuchs cohomology groups H∗(an).
The purpose of this section is to give a geometric construction of an explicit
cochain map, from the Lie algebra cohomology complex to the cyclic bicom-
plex, which implements this cyclic analogue of the van Est isomorphism. As
in the flat case [10, §7], the cochain map will be assembled in two stages. The
first consists in mapping the Gelfand-Fuchs cohomology of the Lie algebra
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an of formal vector fields on R
n to the GM -equivariant cohomology of FM ,
where GM := Diff(M). The second involves the canonical map Φ relating the
equivariant cohomology to the cyclic cohomology [8, Theorem 14, p.220].
In order to construct the first map, we shall fix a torsion-free linear
connection ∇ on M , with connection form ω = (ωij). We denote by F∞M
the bundle of frames of infinite order on M , formed of jets of infinite order
j∞0 (ψ) of local diffeomorphisms ψ, with source 0, from R
n to M , and by
π1 : F
∞M → FM its projection to 1-jets. The connection ∇ determines a
cross-section
σ ≡ σ∇ : FM → F∞M , π1 ◦ σ = Id ,
by the formula
σ(u) = j∞0 (exp
∇
x ◦u) , u ∈ FxM . (4.1)
This cross-section is clearly GL(n,R)-equivariant
σ∇ ◦Ra = Ra ◦ σ∇ , a ∈ GL(n,R) , (4.2)
as well as Diff-equivariant,
σ∇ϕ = ϕ˜
−1 ◦ σ ◦ ϕ˜ , ∀ϕ ∈ GM ; (4.3)
here ∇ϕ corresponds to ϕ˜∗ω, where by ϕ˜ we denote the action of ϕ on both
FM∞ and FM .
For each simplex (ϕ0, . . . , ϕp)×∆p, we define the map
σ∇(ϕ0, . . . , ϕp) : ∆
p × FM → F∞M
by the formula
σ∇(ϕ0, . . . , ϕp)(t, u) = σ∇(ϕ0,...,ϕp;t)(u) (4.4)
where
∇(ϕ0, . . . , ϕp; t) =
p∑
0
ti∇ϕi .
Note that σ∇(ϕ0,...,ϕp;t) depends only on the class [ϕ0, . . . , ϕp; t] ∈ EGM , where
EGM is the geometric realization of the simplicial set NGM , with
NGM [p] = GM × · · · × GM︸ ︷︷ ︸
p+1-times
.
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Also, in view of (4.3), one has
σ∇(ϕ0 ϕ, . . . , ϕp ϕ)(t, u) = ϕ˜
−1 σ∇(ϕ0, . . . , ϕp)(t, ϕ˜(u)) . (4.5)
At this point, let us recall that the GM -equivariant cohomology of FM ,
twisted by the orientation sheaf, can be computed by means of the bicomplex
(C∗,∗(GM ;FM), δ, ∂) ,
defined as follows: Cp,m(GM ;FM) = 0 unless p ≥ 0 and −dimFM ≤ m ≤ 0,
when Cp,m(GM ;FM) ≡ Cp(GM ,Ω−m (FM)) is the space of totally antisym-
metric maps µ : Gp+1M → Ω−m (FM)), from Gp+1M to the currents of dimension
−m on FM , such that
µ(ϕ0 ϕ, . . . , ϕp ϕ) = (ϕ˜∗)
−1 µ(ϕ0, . . . , ϕp) , (4.6)
with ϕ˜∗ denoting the transpose of ϕ˜
∗ acting on the forms Ω(FM); the op-
erator δ is the simplicial coboundary and ∂ is the de Rham boundary for
currents.
We denote by C∗(an) the Lie algebra cohomology complex of the an-
tisymmetric multilinear functionals on the Lie algebra an of formal vector
fields on Rn, which are continuous with respect to the I-adic topology, i.e.
depend only on finite jets at 0 ∈ Rn of vector fields. The canonical flat con-
nection of F∞M determines an isomorphism between C∗(an) and the space
Ω∗ ((F∞M))ΓM of all ΓM -invariant forms on F
∞M ; we shall denote by ˜̟ the
ΓM -invariant form corresponding to ̟ ∈ C∗(an).
With this notation in place, we now define for any ̟ ∈ Cq(an) and
for any pair of integers (p,m) such that p ≥ 0, −n(n + 1) ≤ m ≤ 0 and
p +m = q − n(n + 1), a current of dimension −m on FM by the following
formula, where η ∈ Ωc−m (FM),
〈Cp,m(̟)(ϕ0, . . . , ϕp), η〉 =
(−1)m(m+1)2
∫
∆p×FM
σ∇(ϕ0, . . . , ϕp)
∗(π∗1(η) ∧ ˜̟ )
= (−1)m(m+1)2
∫
∆p×FM
η ∧ σ∇(ϕ0, . . . , ϕp)∗( ˜̟ ) .
(4.7)
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Lemma 17 For any ̟ ∈ Cq(an), one has Cp,m(̟) ∈ Cp(GM ,Ωm (FM))
and the assignment
C(̟) =
∑
p+m=q−n(n+1)
Cp,m(̟) ,
defines a map of (total) complexes
C : (C∗(an), d) → (TC∗(GM ;FM), δ + ∂) . (4.8)
Proof. We first check the identity
Cp,m(̟)(ϕ0 ϕ, . . . , ϕp ϕ) = ϕ
−1
∗ Cp,m(̟)(ϕ0, . . . , ϕp) . (4.9)
Indeed, using (4.5), one has ∀η ∈ Ω−mc (FM))∫
∆p×FM
σ∇(ϕ0, . . . , ϕp)
∗
(
ϕ˜−1 ∗(π1
∗(η)) ∧ ϕ˜−1 ∗( ˜̟ ))
=
∫
∆p×FM
σ∇(ϕ0, . . . , ϕp)
∗
(
π1
∗(ϕ˜−1 ∗(η)) ∧ ˜̟ ) .
To prove the second claim, we use the Stokes formula:
(−1)m ∫
∆p×FM
σ∇(ϕ0, . . . , ϕp)
∗(π∗1(η) ∧ d̟)
+
∫
∆p×FM
σ∇(ϕ0, . . . , ϕp)
∗(π∗1(dη) ∧̟)
=
∫
∆p×FM
d (σ∇(ϕ0, . . . , ϕp)
∗ (π∗1(η) ∧̟))
=
∫
∂∆p×FM
σ∇(ϕ0, . . . , ϕp)
∗(π∗1(η) ∧̟)
=
∑
(−1)i
∫
∆p−1×FM
σ∇(ϕ0, . . . , ϕˇi, . . . , ϕp)
∗(π∗1(η) ∧̟) .
Adjusting for the sign factors, one obtains the stated cochain property
C(d̟) = (δ + ∂)C(̟) . ✷
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To simplify the assembling of the second ingredient of our construction,
we shall take advantage of the fact that all the cohomological information of
the complex C∗(an) is carried by the image of the truncated Weil complex of
gl(n,R) via the canonical inclusion (cf. [13], see also [2], [15]). Thus, it suf-
fices to work with the restriction of C : C∗(an)→ TC∗(GM ;FM) to the sub-
complex CW ∗(an) of C
∗(an), generated as a graded subalgebra by {θij , Rij},
where (θij), resp. (R
i
j), is the image of the “universal connection” matrix,
resp. the “universal curvature” matrix, of the Weil complex of gl(n,R).
Lemma 18 For any torsion-free linear connection ∇ on M , with connection
form ω∇ = (ω
i
j) and curvature form Ω∇ = (Ω
i
j), one has
σ∗∇(θ˜
i
j) = ω
i
j , σ
∗
∇(R˜
i
j) = Ω
i
j . (4.10)
Proof. Since
Rij = d θ
i
j + θ
i
k ∧ θkj , (4.11)
the second identity is a consequence of the first. To prove the first, we
note that by (4.3) the operator ω∇ 7→ σ∗∇(θ˜), acting on the (affine) space
of torsion-free connections on FM , is natural, i.e. GM -equivariant. The
uniqueness result for natural operators on torsion-free connections [17, 25.3]
ensures that the only such operator is the identity. ✷
Corollary 19 For any ̟ ∈ CW q(an) and any η ∈ Ωc−m(FM) the integrand
in formula (4.7), defining the group cochain 〈Cp,m(̟)(ϕ0, . . . , ϕp), η〉, is a
form that depends polynomially on the functions γijk(u, ϕ˜r) and γ
i
jk,ℓ(u, ϕ˜s),
where 1 ≤ i, j, k, ℓ ≤ n, 0 ≤ r, s ≤ p .
Proof. By the preceding lemma applied to the connection (4.4) together with
the identity (1.16), one has
σ∇(ϕ0, . . . , ϕp)
∗(θ˜ij) =
p∑
r=0
tr ϕ˜
∗
r ω
i
j = ω
i
j +
p∑
r=0
tr
∑
k
γijk(u, ϕ˜r) θ
k .
Taking the total exterior derivative and using (4.11), one obtains the corre-
sponding expression for σ∇(ϕ0, . . . , ϕp)
∗(R˜ij) , which in addition will involve
Rij as well as the differentials dtr , d ω
i
j and du γ
i
jk(u, ϕ˜r) .
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Since, by the very definition CW ∗(an), the form ˜̟ is a polynomial in
θ˜ij and R˜
i
j , the claim follows. ✷
By composing the restriction to CW ∗(an) of the chain map C of Lemma
17, (4.8) with the canonical map
Φ : (TC∗(GM ;FM), δ + ∂)→ (PC∗(A), b+B) ,
where A := C∞c (FM ⋊GM) is the crossed product algebra, we obtain a new
chain map
C˜ := Φ ◦ C : (CW ∗(an), d) −→ (PC∗(A), b+B) . (4.12)
Our next task will be to prove that the image of C˜ actually lands inside the
differentiable periodic cyclic complex PCd
∗(A).
In preparation for that, let us recall the definition of Φ [8, III.2.δ]. It
involves the crossed product algebra C = B ⋊ GM , where
B = Ω∗c(FM)⊗ˆ ∧∗ C[G ′M ] ,
is the graded tensor product of the algebra of compactly supported differen-
tial forms on FM by the graded algebra over C generated by the degree 1
anticommuting symbols δϕ , with ϕ ∈ GM , ϕ 6= 1 and δ1 = 0. The crossed
product is taken with respect to the tensor product action of GM , so that the
following multiplication rules hold:
U∗ϕ η Uϕ = ϕ˜
∗η , ∀ η ∈ Ω∗(FM) ,
U∗ϕ δψ Uϕ = δψ◦ϕ − δϕ , ∀ϕ, ψ ∈ GM .
(4.13)
The graded algebra B is endowed with the differential
d (η ⊗ δϕ1 · · · δϕp) = dη ⊗ δϕ1 · · · δϕp , ∀ η ∈ Ω∗c (FM) ,
and the crossed product algebra C acquires the differential
d(b U∗ϕ) = (d b)U
∗
ϕ − (−1)deg b b δϕ U∗ϕ , b ∈ B, ϕ ∈ GM .
Any cochain ν ∈ Cp,m(GM ;FM)) gives rise to a linear functional ν˜ on C ,
defined as follows, ∀ η ∈ Ω−mc (FM),
ν˜ (η ⊗ δϕ1 · · · δϕp U∗ϕ) =

〈 ν (1, ϕ1, . . . , ϕp), η 〉 if ϕ = 1 ,
0 otherwise .
(4.14)
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With this notation in place, the cochain map (4.12) is given by the
formula, ∀̟ ∈ CW q(an),
C˜p,m(̟)(f
0U∗ϕ0 , . . . , f
pU∗ϕp) :=
p!
(q+1)!
∑q=p−m+1
j=0 (−1)j(q−j) C˜p,m(̟)
(
d(f j+1U∗ϕj+1) . . . f
0 U∗ϕ0 . . . d(f
jU∗ϕj )
)
.
(4.15)
Lemma 20 The cochain homomorphism C˜ = Φ ◦ C maps CW ∗(an) to
PC∗(HFM) .
Proof. We have to show that the cochain (4.15) is differentiable, i.e. of the
form (3.12). Since {θk, ωij} forms a basis of the cotangent space at each
point of FM , we can express the differential of a function f ∈ Cc∞(FM) as
df = Y ji (f)ω
i
j +Xk(f) θ
k
and therefore
d(f U∗ϕ) = Y
j
i (f)ω
i
j U
∗
ϕ + Xk(f) θ
k U∗ϕ − f δϕ U∗ϕ . (4.16)
Furthermore, for the canonical form one has
U∗ϕ θ
k Uϕ = θ
k , (4.17)
while for the connection form, by (1.16),
U∗ϕ ω
i
j Uϕ = ω
i
j + γ
i
jk(u, ϕ˜) θ
k . (4.18)
Using the identities (4.16), (4.17), (4.18) and Corollary 19, one can now
achieve the proof by following the same reasoning as in [10, pp. 232-234],
where the similar result was established for the flat case. ✷
The definition of the above cochain map involves the choice of a torsion-
free connection ∇. To emphasize this dependence, we shall use the more
suggestive notation
C˜∇ = Φ ◦ C∇ : CW ∗(an) −→ PC∗(HFM) .
However, the choice of the connection is cohomologically immaterial.
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Lemma 21 Let ∇0, ∇1 be torsion-free connections on FM . The correspond-
ing cochain homomorphisms C˜∇0 and C˜∇1 are cochain homotopic.
Proof. With σ∇˜(ϕ0, . . . , ϕp) : I ×∆p × FM → F∞M given by
σ∇˜(ϕ0, . . . , ϕp)(s, t, u) = σ(1−s)∇0(ϕ0,...,ϕp;t)+s∇1(ϕ0,...,ϕp;t)(u) ,
for any η ∈ Ω−mc (FM)) we define
〈C∇˜(̟)(ϕ0, . . . , ϕp), η〉 = (−1)
m(m+1)
2
∫
I×∆p×FM
η ∧ σ∇˜(ϕ0, . . . , ϕp)∗( ˜̟ ) .
Applying Stokes, one obtains∫
I×∆p×FM
η ∧ σ∇˜(ϕ0, . . . , ϕp)∗(d̟)
+ (−1)m
∫
I×∆p×FM
dη ∧ σ∇˜(ϕ0, . . . , ϕp)∗(̟)
=
∫
I×∆p×FM
d
(
η ∧ σ∇˜(ϕ0, . . . , ϕp)∗(̟)
)
=
∫
∂I×∆p×FM
η ∧ σ∇˜(ϕ0, . . . , ϕp)∗(̟)
+
∫
I×∂∆p×FM
η ∧ σ∇˜(ϕ0, . . . , ϕp)∗(̟) .
After adjusting for the sign factors, this gives the desired homotopy formula
C∇1 − C∇0 = C∇˜ ◦ d− (∂ + δ) ◦ C∇˜ . ✷
Let K ⊂ GL(n,R) be a compact subgroup. By restricting the map
C∇ to the subcomplex CW
∗(an, K) of K-basic elements in CW
∗(an) , one
obtains a chain map CK∇ : C
∗(an, K)→ C∗(GM ;FM/K) . Similarly, the map
Φ restricts to ΦK : TC∗(GM ;FM/K)→ PC∗(AK) , where we identify
AK ≃ AFM/K := C∞c (FM/K ⋊ GM) .
By composition, one gets the relative chain map
C˜K∇ := Φ
K ◦ C∇ : CW ∗(an, K) −→ PC∗(HFM , K) . (4.19)
We are now ready to conclude the proof of our main result, which is a
refinement of Theorem 15 and provides a geometric realization of the Gelfand-
Fuchs characteristic classes in the framework of cyclic cohomology.
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Theorem 22 Let M be a smooth n-dimensional manifold endowed with a
torsion-free linear connection ∇ and let K ⊂ O(n) be a compact subgroup.
The cochain homomorphism (4.19) induces isomorphism in cohomology,
γ∗K :
∑
i≡∗mod 2
H i(an, K)
≃−→ HC∗per(HFM , K) . (4.20)
Proof. Returning to the setting of the proof of Theorem 15, we choose an
open cover of M by domains of local charts U = {Vi}1≤i≤r, together with
a partition of unity {χ2i }1≤i≤r subordinate to the cover U . We then form
the flat manifold N =
∐r
i=1 Vi × {i} and the corresponding smooth e´tale
groupoid GU , such that the algebras A = C∞c (FM⋊GM ) and B = C∞c (FN⋊
GU ) are Morita equivalent.
It suffices to show that by composing C˜∇ with the cochain equivalence
Ψ∗ : C∗d(A)→ C∗d(B) one gets a quasi-isomorphism. In turn, the composite
map Ψ∗ ◦ C˜∇ can be seen to be homotopic to the map
C˜∇˜ : CW
∗(an) −→ PC∗(HFN) ,
corresponding to the connection ∇˜ on N obtained by restricting ∇ to each
Vi , 1 ≤ i ≤ r. We are thus reduced to proving the statement on N , where
one can apply Lemma 21 and replace ∇˜ by the trivial flat connection ∇0.
In that case the statement follows from [10, §7, Theorem 11], after noticing
that the cochain map of [10, Lemma 8] and its variant C˜∇0 employed here
are obviously homotopic.
The relative case can be proven by restriction to K-invariants. ✷
By composing the isomorphism (4.20) with the natural forgetful homo-
morphism, one obtains a characteristic homomorphism
χ∗O(n) : H
∗(an, O(n))
γ∗
O(n)−→ HC∗per(HFM , O(n))→ HC∗per(APM)(1) , (4.21)
where PM = FM/O(n); it lands in the cyclic cohomology component
HC∗per(APM)(1) corresponding to the localization at the identity. One can
further compose χ∗O(n) with the restriction homomorphism
ι∗M : HC
∗
per(APM)(1) −→ HC∗per(C∞c (PM)) ,
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corresponding to the natural inclusion ιM : C
∞
c (PM)→ APM . After identi-
fying the target to the twisted cohomology (by the orientation sheaf)
H∗τ (PM) ≃ H∗τ (M) ,
one gets a natural homomorphism
χ∗M : H
∗(an, O(n)) −→ H∗τ (M) .
Proposition 23 The homomorphism χ∗M : H
∗(an, O(n)) −→ H∗τ (M) is
the classical characteristic homomorphism, expressing the Pontryagin classes
(pi1 · · · pik) (M) of M as images of the universal Chern classes c2i1 · · · c2ik ∈
H∗(an, O(n)) , 2i1 + . . .+ 2ik ≤ n.
Proof. Let ∇ be a torsion-free connection. For any ̟ ∈ CW q(an, O(n)) and
any f0, f1, . . . , fm ∈ C∞c (FM/O(n)) , one has (up to sign)
〈C0,−m(̟) (1) , f0 df1 ∧ . . . ∧ dfm〉 =
∫
PM
f0 df1 ∧ . . . ∧ dfm ∧ σ∗∇( ˜̟ ) .
Thus, the statement is an immediate consequence of Lemma 18. ✷
5 Application to the transverse index formula
We shall now indicate how the preceding results apply to the cohomo-
logical index formula for the transverse fundamental class in K-homology
(cf. [9], [10], [12]), in the setting of diffeomorphism invariant geometry.
With the manifold M assumed to be oriented, we first recall the defi-
nition of the spectral triple that encodes its diffeomorphism invariant fun-
damental class. One starts by forming the bundle of local metrics (cf. [7]),
π : PM = F+M/SO(n) → M , where F+M is bundle of oriented frames
on M . The vertical subbundle V ⊂ TP , V = Ker π∗, carries natural inner
products on each of its fibers, determined solely by the choice of aGL+(n,R)–
invariant Riemannian metric on the symmetric space GL+(n,R)/SO(n). At
the same time, the quotient bundle N = (TP )/V comes equipped with
its own, tautologically defined, Riemannian structure: every p ∈ P is an
Euclidean structure on Tπ(p)(M) which is identified to Np via π∗. By the
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naturality of the above construction, the pseudogroup of orientation preserv-
ing local diffeomorphisms Γ+M , acting by prolongation on PM , preserves the
“para-Riemannian” structure thus defined. The algebra of “coordinates” of
the spectral triple is the convolution algebra of the smooth e´tale groupoid
PM⋊¯Γ+M ,
APM = C∞c (PM⋊¯Γ+M) .
The Hilbert space of the spectral triple is
L2(∧·V∗ ⊗ ∧·N ∗, volP ) ,
where volP denotes the canonical Γ
+
M -invariant volume form on P . The
algebra APM acts on this space by multiplication operators
((f U∗ψ) ξ)(p) = f(p) ξ(ψ˜(p)) ∀ p ∈ PM , ξ ∈ L2(P ) , f U∗ψ ∈ APM .
To complete the description of the spectral triple, we need to define the
operator D, representing the K-homology orientation class of M in a diffeo-
morphism invariant fashion. It is given by the identity Q = D|D| , where
the hypoelliptic signature operator Q is defined as a graded sum
Q = (d∗V dV − dV d∗V )⊕ γ (dH + d∗H) ; (5.1)
dV denotes the vertical exterior derivative and dH stands for the horizontal
exterior differentiation with respect to a fixed torsion-free connection ∇.
When n ≡ 1 or 2 (mod 4), in order for the vertical component to make sense,
one has to replace PM by PM×S1 so that the dimension of the vertical fiber
stays even. As shown in [9], all the commutators [D, a] , with a ∈ APM ,
are bounded. Furthermore, for any f ∈ Cc∞(P ) and any λ /∈ R, the local
resolvent f(D− λ)−1 is p-summable, for every p that exceeds the Hausdorff
dimension d = n(n+1)
2
+ 2n of PM viewed as a Cartan-Carathe´odory metric
space.
As a K-homology class, the operator D determines an additive map
from the K-theory group K∗(APM) to Z, via the familiar index pairing:
(0) in the graded (or even) case,
IndexD([e]) = Index (eD
+e) , e2 = e ∈ APM ;
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(1) in the ungraded (or odd) case,
IndexD([u]) = Index (P
+uP+) , u ∈ GL1(APM) ,
where P+ = 1+F
2
, with F = Sign D .
In cohomological terms, the index pairing can be expressed as as a pairing
between cyclic (co)homological classes :
IndexD(κ) = 〈ch∗(D), ch∗(κ)〉 ∀κ ∈ K∗(APM). (5.2)
While ch∗(κ) ∈ HCper∗ (APM) is easy to express in terms of the “difference
idempotent” determined by the K-theory class κ , the Chern character class
in K-homology ch∗(D) ∈ HC∗per(APM) has a more involved definition (cf.
[5]). In the odd case it is given by the cyclic cocycle
τF (a
0, . . . , ap) = Trace (a0[F, a1] . . . [F, ap]) , aj ∈ APM , (5.3)
where p is any odd integer exceeding the dimension d = n(n+1)
2
+ 2n of the
spectral triple; in the even case the trace gets replaced by the graded trace
Traces and p is even. As such, the cocycle (5.3) is inherently difficult to
compute, because it involves the operator trace.
In [9, Part I] we used the hypoelliptic calculus on Heisenberg manifolds
adapted to the para-Riemannian structure of the manifold PM to prove that
the spectral triple constructed above fulfills the hypotheses of the operator
theoretic local index theorem of [9, Part II]. In particular, a pseudodifferen-
tial operator T in the aforementioned calculus admits a locally computable
residue of Wodzicki-Guillemin-Manin-type∫
−T = 1
(2π)d
∫
PM
resT (u) volPM(u) (5.4)
where resT (u) is the function obtained by integrating the symbol of T of
critical order −d , σT−d(u, ξ) , against the Liouville measure of the sphere
||ξ||′ = 1 corresponding to the intrinsic quartic metric of PM . Specializing
the local index formula of [9, Part II] to the above spectral triple, assumed
for definiteness to be odd-dimensional, one obtains that the Chern character
ch∗(D) ∈ HC∗per(APM) can be represented by the cocycle ΦQ = {φq}q=1,3,...
defined as follows:
φq(a
0, . . . , aq) =∑
k(−1)|k|
√
2i(k1! · · ·kq!)−1((k1 + 1) . . . (k1 + . . .+ kq + q))−1Γ(|k|+ q2)×
(5.5)
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∫
−a0[Q, a1](k1) . . . [Q, aq](kq) |Q|−q−2|k| , aj ∈ APM ,
where we used the abbreviations |k| = k1 + . . .+ kq and
T (i) = ∇i(T ) and ∇(T ) = D2T − TD2 .
Only finitely many terms in the above sum may not vanish and only finitely
many components of ΦQ are nonzero.
While the expression (5.5) is algorithmically computable in principle, its
actual computation is prohibitively difficult to perform in practice. However,
as we showed in [10] for the case of the flat connection, from the cohomological
standpoint the answer is as reasonable as it could possibly be. (See also [21]
for a relevant illustration.)
We are now in a position to remove the flatness assumption from the
statement of our transverse index theorem [10, §9, Theorem 5] and formulate
it in full generality, for a hypoelliptic signature operator formed with an
arbitrary torsion-free coupling connection.
Theorem 24 Let Q = D|D| be the hypoelliptic signature operator on PM
associated to a torsion-free connection ∇. The identity component of its
Chern character, ch∗(D)(1) ∈ HC∗per(APM)(1) , is the image under the char-
acteristic homomorphism (4.21) of a universal class Ln ∈ H∗(an, SO(n)) ,
ch∗(D)(1) = χ
∗
SO(n) (Ln) .
In particular, the class ch∗(D)(1) can be represented by a cocycle built out
of the connection form ω∇ = (ω
i
j), its curvature form Ω∇ = (Ω
i
j) and the
corresponding displacement functions on the jet groupoid of FM⋊¯ΓM , γ
i
jk
and γijk, ℓ ≡ Xℓ γijk , 1 ≤ i, j, k, ℓ ≤ n .
Proof. In view of the formula (5.5) for ch∗(D), it suffices to show that any
cochain on APM of the form,
φ(a0, . . . , aq) =
∫
− a0[Q, a1](k1) . . . [Q, aq](kq) |Q|−(q+|2k|) ,
with aj = f j U∗ψj ∈ APM , j = 1, . . . , q , such that ψq ◦ · · · ◦ ψ1 ◦ ψ0 = 1 ,
belongs to the range of the characteristic map χ∗SO(n). Using the results in
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[10, §9], specifically Lemma 1 and its corollary, one can write such a cochain
as a sum of cochains of the form∫
− a0 h1(a1) · · ·hq(aq)R , h1, . . . , hq ∈ HFM ,
with R a pseudodifferential operator in the hypoelliptic calculus. By (5.4),
each such expression is indeed of the desired form
τ
(
a0 h1(a1) · · · h˜q(aq)
)
,
once the local residue function resR is absorbed into h˜
q = β(resR) h
q.
Finally, the second assertion follows from Corrolary 19 and Theorem 22.
✷
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