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Abstract
We study the thermalization of a class of 4-dimensional strongly coupled theories dual to a
5-dimensional AdS-Vaidya spacetime with Gauss-Bonnet curvature corrections. We probe the
thermalization using the two-point functions, the expectation values of circular Wilson loops and
entanglement entropy. When boundary separation is small, we observe that the thermalization
times of these observables have the weak dependence on the Gauss-Bonnet coupling constant α. In
addition, the growth rate of entanglement entropy density is nearly volume-independent. We also
show that a new kind of swallow-tail behavior may exhibit in the thermalization of the two-point
function when α is negative and ℓ is large enough. At large negative α (α . −0.1) the relationship
between the critical thermalization time of entanglement entropy and the boundary separation
encounters certain “phase transition”.
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I. INTRODUCTION
The AdS/CFT correspondence [1] has been fruitful in revealing universal features of
strongly coupled field theories by gravitational description. The duality has entered into the
regime of far-from-equilibrium physics. In particular, the so-called “holographic thermaliza-
tion” has attracted many interest, which is well motivated by the demand of describing the
fast thermalization of the quark gluon plasma produced in heavy ion collisions at the Rela-
tivistic Heavy Ion Collider [2, 3] and of describing some condensed matter systems prepared
under quantum quenches [4].
In this note, we will investigate the thermalization process of a class of strongly coupled
conformal field theories (CFTs) by its dual gravity with Gauss-Bonnet (GB) curvature cor-
rections. Generally, the higher derivative corrections appear in any quantum gravity theory
(like string theory) from quantum or stringy effect. These corrections may be holographic
dual to 1/N or 1/λ corrections in some gauge theories. In terms of the standard correspon-
dence between type IIB string theory on AdS5 × S5 and the N=4 super Yang-Mills theory
(SYM) theory, the stringy effect gives the leading order 1/λ corrections, which has the form
of α′3R4, rather than R2. However, the quadratic curvature corrections may also arise in the
framework of string theory. Consider the dual between the N = 2 Sp(N) gauge theory (with
4 fundamental and 1 antisymmetric traceless hypermultiplets) and type IIB string theory
on AdS5 × X5 with X5 ≃ S5/Z2 [5]. The curvature squared term arises in the effective
action on the D7 and O7 world-volumes [6] and leads to certain subleading 1/N corrections.
Note that the corrections allow independent values of the two central charges a and c of the
dual field theory, in contrast to the N=4 SYM where a = c. This feature is essential for
the violation of the well-known Kovtun-Starinets-Son (KSS) bound of the ratio of the shear
viscosity η to the entropy density s [7–9]. Beside its relation with string theory mentioned
above, there are also some motivations to involve the GB curvature corrections[45] in holo-
graphic theories, two of which are particular for the holographic thermalization. i) Keeping
in mind the vastness of the string landscape, one could not rule out certain situations in
which GB curvature is dominated in all the higher derivative corrections [7]. ii) Comparing
with the other higher curvature theory of gravity, the equations of motion of GB gravity are
only second order in derivatives. This makes the holographic calculations being easily dealt
with. iii) It was found that GB gravity captures the causality constraints [7, 8] which can
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be also inferred from the positivity of the energy in CFT analysis [10]. Such fundamental
correspondence conveys a piece of strong evidence supporting the AdS/CFT conjecture. iv)
Since the KSS bound is not effective in theories dual to GB gravity, it promotes to treat GB
correction as a dangerous source of violation for the features which is universal in usual holo-
graphic models [11]. For instance, the universality of the ratio of gap frequency over critical
temperature on holographic superconductors breaks in the presence of the GB coupling [12].
v) The exact black hole solution of GB gravity, particularly the Vaidya type solution, have
been constructed [13]. This paves the way for our study on holographic thermalization. vi)
Entanglement entropy (EE) is an important non-local observable of holographic thermal-
ization. However, there is not yet a general holographic prescription for computing EE in
higher curvature theory of gravity (such as the one with R4 correction from type IIB string
theory), except in the case of GB gravity [14–16].
We will study three non-local observables, including the two-point correlation function,
the (circular) Wilson loop expectation values and the EE (with circular entangling surfaces).
They can be evaluated in the saddle point approximation in terms of some extremal geomet-
ric objects in the bulk. We will adapt the simple AdS-Vaidya model [17–27], which describes
a homogeneous[46] falling thin shell of null dust and is a good quantitative approximation
of the background generated by the perturbation of a time-dependent scalar field [29] and of
the model of Ref. [30]. In term of Vaidya models, some interesting features of holographic
thermalization have been found. For instance, i) the thermalization process is top-down,
i.e. the high momentum modes thermalize faster than long wavelength ones. This is con-
trary to the thermalization behavior of the weak field theory [31] but is very natural in the
Vaidya models, where the collapsing shell from the boundary passes the extremal surface
of the smaller probe more faster than the one of the larger probe. ii) EE thermalizes slow-
est among the probes and sets the time-scale for thermalization. This feature may also be
understood intuitively since other observables are sensitive only to a subset of all degrees
of freedom of the field theory which are involved in the calculation of entropy [3]. iii) It
was observed that the evolution of holographic EE includes an intermediate stage during
which it is a simple linear function of time. The linear regime is not obvious when the
boundary separation is small, but it will be when the boundary separation increases. This
result matches well with the behavior seen in d=2 CFTs [32, 33]. Also it is consistent with
the evolution of coarse-grained entropy in nonlinear dynamical systems. In particular, in
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classical 4-dim SU(2) lattice gauge theory, the linear growth rate of coarse-grained entropy,
that is generally described by the Kolmogorov-Sina¨ı entropy rate [34], is shown to be an ex-
tensive quantity [35]. For strongly coupled field theory with gravity dual, it has been found
[20] that the growth rate of EE density in d=2 CFTs is also nearly volume-independent for
small boundary volumes. For large volumes, however, the growth rate of EE approaches
a constant limit[47]. Recently, the large volume behavior of EE has been studied in very
general situations [11, 24, 36].
We will focus on studying how the thermalization time of various probes and the growth
of EE at small volume are affected by the GB curvature corrections. It is interesting that we
find out both the universal features which are independent with the curvature corrections
and the new thermalization behavior that is induced by the curvature corrections.
It should be noted that the higher curvature corrections to holographic thermalization
have been also discussed using the quasi-static approximation [37, 38] and the Vaidya model
[11, 24, 26, 27], respectively. In particular, Ref. [26] investigated the thermalization time
scale in SYM plasmas with the leading type IIB string theory corrections. It was found
that both α′ and 1/N contributions decrease just a very little the thermalization time of UV
modes. We will also show the weak effects of GB correction on the thermalization time when
the boundary separation is small. Moreover, the GB correction to the two-point function
and the rectangular Wilson loop has been studied in Ref. [27]. We will compare our results
with theirs at the last section.
II. THE GB GRAVITY
Consider the 5D GB gravity with a negative cosmological constant Λ [39],
I =
1
16πG
(5)
N
∫
d5x
√−g
[
− 2Λ +R+ α
2
L2LGB
]
, (1)
where
Λ = − 6
L2
, LGB = R2 − 4RµνRµν +RµνρσRµνρσ, (2)
L is AdS spacetime radius and α is GB coupling constant. It should be noted that there exists
a constraint − 7
36
≤ α ≤ 9
100
by respecting the causality of dual field theory on the boundary
[7, 8] or preserving the positivity of the energy flux in CFT analysis [10]. However, we still
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calculate three probes with − 7
36
≤ α ≤ 1
4
. As a result, one could extract some information
on how the violation of the causality constraint of α influences the thermalization.
For simplicity we will set L = 1 hereafter. The action gives the equation of gravitational
field
Rµν − 1
2
gµνR = −Λgµν + α
2
Hµν , (3)
where
Hµν = 1
2
gµνLGB − 2RRµν + 4RµγRγν + 4RγδRγµδν − 2RµγδλRνγδλ. (4)
Eq. (3) has a static black brane solution [39]
ds2 = −r2f(r)dt2 + 1
r2f(r)
dr2 +
r2
L2AdS
dx2, (5)
where f(r) = 1
2α
[
1 −
√
1− 4α
(
1− r4h
r4
)]
, rh is event horizon radius, and the effective AdS
radius is given by L2AdS =
1+
√
1−4α
2
. x = (x1, ..., xd−1) correspond to the spatial coordinates
on the boundary.
To model the thermalization processes of strongly coupled field theories by a homogeneous
falling thin shell of null dust in AdS spacetime, we invoke a Vaidya type solution [13]:
ds2 =
1
z2
[−f(z, v)dv2 − 2dzdv + 1
L2AdS
dx2], (6)
where f(z, v) = 1
2α
[
1−√1− 4α(1−m(v)z4)] and z is the inverse of radial coordinate r.
The mass function is
m(v) =
M
2
[
1 + tanh
(
v
v0
)]
, (7)
where M denotes the mass of the black brane for v > v0 and v0 represents a finite shell
thickness. We will be interested in the zero thickness limit, which means to set the energy
deposition on the boundary as instantaneous. But for later numerical convention, we set
v0 = 0.01. Moreover, we will set M = 1 and the meaning will be interpreted below.
One may notice that there are various forms of the GB black brane metric in
references[48], which are related by a simple coordinate transformation, namely the effective
AdS radius may disappear or appear in certain component of metric. The difference does
not change the dimensionless quantities, such as η/s in natural units. However, one should
be careful to deal with the dimensional quantities like the temperature, boundary separation
and thermalization time. We select the form of Eq. (5) because of two reasons. One is that
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it is asymptotically AdS which respects the same symmetry of the CFTs. The other is that
the Hawking temperature T = rh
π
= M
1/4
π
is independent with α if we fix M = 1. Consider
that we use the collapse of a massless shell to model a certain thermal quench, or a sudden
injection of energy due to a heavy-ion collision, and this energy will be involved in the mass
M ultimately [26]. Thus, if we adapt the metric Eq. (5) and fix M = 1, we have fixed the
injected energy and the ultimate equilibrium temperature simultaneously, which makes the
comparison of thermalization processes with different α more reasonably. Note that these
two good situations do not happen if one does not select the form of the metric suitably.
Also see Ref. [26], in which M can be fixed but T will be dependent with the ’t Hooft
coupling, vice versa.
III. THE NON-LOCAL OBSERVABLES
In order to explore the dynamics and the scale dependence of thermalization processes, the
local observables can not provide sufficient information. Here we will study the equal-time
two-point function, Wilson loop expectation values and EE. Using the AdS/CFT correspon-
dence, the former two can be calculated by the space-like geodesic and the extremal surface
which extend in the bulk and end on the boundary, respectively. The EE in the field theory
dual to GB gravity can also be obtained by extremizing some geometric quantities in the
bulk but is a little more complicated, since the holographic formula of EE in GB gravity
has the nontrivial correction (not same as the Wald entropy) to the one of Einstein gravity
[14–16, 41].
A. The two-point function
Consider the space-like geodesic connecting two boundary points (t, x1) = (t0,−ℓ/2) and
(t, x1) = (t0, ℓ/2). We have set that all other spatial directions are identical at the two end
points. One can parameterize such a geodesic by v = v(x), z = z(x) where we have denoted
x1 = x. The length of geodesic is given by extremizing the action
L(ℓ, t0) =
∫ ℓ/2
−ℓ/2
dx
1
z
√
1
L2AdS
− 2z′v′ − f(z, v)v′2, (8)
6
where the prime indicates derivative with respect to x. To obtain the minimal length of the
geodesic, we need to solve the two equations of motion that are derived from Eq. (8):
2L2AdSzz
′′2 + {L2AdSzv′(v′
∂f
∂v
+ 2z′
∂f
∂z
)− 2f 2L2AdSv′2+ f [2 +L2AdSv′(zv′
∂f
∂z
− 4z′)]} = 0, (9)
2zv′′ − { 2
L2AdS
+ v′[v′(z
∂f
∂z
− 2f)− 4z′]} = 0. (10)
Keeping in mind with the symmetry of the geodesic, one can impose the boundary conditions
z(0) = z∗, v
′(0) = v∗, z
′(0) = 0, v′(0) = 0. (11)
The two parameters z∗ and v∗ are determined by the constrain equations
z(± ℓ
2
) = z0, v(± ℓ
2
) = t0, (12)
where z0 is an IR bulk cut-off.
Using Eq. (11) and Eq. (12), we can numerically solve Eqs. (9) and (10) to calculate
the minimal length of the geodesic by Eq. (8). We plot δL¯(ℓ, t0) = δL(ℓ,t0)−δLthermal(ℓ)ℓ as a
function of the boundary time t0, the boundary separation ℓ and GB coupling α in Fig. 1.
The regularized length δL(ℓ, t0) is given by subtracting the cut-off dependent part Ldiv =
−2LAdS log z0 from Eq. (8). Note that Ldiv can be obtained in the vacuum background. In
addition, the subscript “thermal” denotes the regularized thermal equilibrium value that
can be calculated in the background of pure black branes.
One key quantity to characterize the thermalization process is the thermalization time. In
general, the real thermalization time τreal should be defined as the time when the observable
reaches the thermal value. There are also other definitions of thermalization time which can
describe certain aspects of the thermalization process [20]. i) The half-thermalization time,
at which the observable reaches half of their equilibrium value; ii) the rapid thermalization
time, at which thermalization proceeds most rapidly; iii) the critical thermalization time
τcrit, at which the tip of the extremal line or surface grazes the middle of the shell at v = 0.
Beside the real thermalization time that can be read from Fig. 1, we also have interested
in the critical time with the mind of its two features. First, τcrit can be determined by the
black brane geometry outside the infalling shell:
τcrit =
∫ z∗
z0
dz
f(z)
, (13)
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FIG. 1: δL¯ as a function of t0 for boundary scale ℓ = 1, 2, 3, 4 (from left to right) with differ-
ent GB coupling constants α = −0.19,−0.1,−0.05, 0, 0.1, 0.24 according to the green, blue, red,
blue-dashed, red-dashed, orange-dashed lines, respectively. For simplicity we will adapt the same
identification among curves and GB couplings from this figure to Fig. 6.
where z∗ depends on the boundary separation and f(z) = 12α [1−
√
1− 4α(1−Mz4)]. One
can find that the more complicated dynamical Vaidya geometry is not necessary to compute
τcrit. Consequently, the behavior of τcrit can be analytically analyzed in certain extent, as
we will show later. Second, it has been pointed out in [21] that τcrit provides a lower bound
of τreal in general[49]. Moreover, we have checked numerically that τcrit ≃ τreal for three
probes when the boundary separation is small enough. Thus one may use τcrit to suspect or
understand some properties of τreal.
From Fig. 1, one can find a nontrivial result that τreal is nearly independent with the
GB curvature effect when ℓ is small, particularly for the cases with α 6= 0.24 (which exceeds
far more than the causality bound − 7
36
≤ α ≤ 9
100
). This behavior also appears in the
critical thermalization time. To be more clear, we plot the relative critical thermalization
time δτ¯crit(≡ τcrit−(ℓ/2)ℓ/2 ) as a function of boundary separation ℓ in the left panel of Fig. 2.
Note that the right panel about the maximal growth rate is plotted for later comparison.
Beside the small dependence of critical thermalization time on the α, we also find two
interesting results. i) The critical thermalization time has the non-monotonic dependence
on the GB coupling constant α. When the boundary separation is small, the critical ther-
malization time decreases as α increases. But it seems that there is the opposite behavior
when the boundary separation is large enough. One can see the tendency more clearly for
the case of Wilson loop in next subsection. It should be noted that our numerical precision
of τreal is not high enough when ℓ is large, so we can not identify the non-monotonic feature
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FIG. 2: (Left) The relative critical thermalization time δτ¯crit(≡ τcrit−(ℓ/2)ℓ/2 ) as a function of spatial
scale ℓ with different α. (Right) Maximal growth rate of two-point function (δL¯max) as a function
of boundary scalae ℓ.
from τreal. But the behavior of δτ¯crit gives a hint that τreal could have the non-monotonic
feature. ii) For the small boundary separation the relative critical thermalization time is
nearly vanishing. In other word, the critical thermalization time saturates the causality
bound τcrit ∼ ℓ2 [17]. We note that this feature can be understood easily, since the geodesic
with small boundary separation in the static black brane will only extend near the boundary.
There, the metric is asymptotically AdS and can be written as
ds2 =
1
L2AdSz
2
[
− dv2 − 2L2AdSdvdz + dx2
]
. (14)
For the two-point function one can calculate z∗ using the static metric (14) and solving the
equation of motion analytically. Thus, we have
z(x) =
√
L4AdSz
2∗ − x2
L2AdS
, z∗ =
R∗
L2AdS
(15)
where R∗ = ℓ/2. Consequently, the critical thermalization time can be given by
τcrit =
∫ z∗
z0
L2AdSdz ∝ L
2
AdSz∗ = R∗ = ℓ/2. (16)
B. The Wilson loop
For the circular Wilson loop one can choose a 2-dimensional plane {x1, x2} on the bound-
ary in which this loop is described using the polar coordinate {ρ, φ}. Then the minimal area
surface can be represented by z(ρ) and v(ρ) with respect to the azimuthal symmetry in the
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φ-direction. The area function is given by
A(R, t0) =
∫ R
0
dρ
ρ
LAdSz(ρ)2
Q(ρ) (17)
where Q(ρ) =
√
1
L2AdS
− 2z′v′ − f(z, v)v′2 and ′ ≡ d
dρ
. The equations of motion are given by
2L2AdSρzz
′′ − 4L2AdSρf 2v′2 − L2AdSz
[
4L2AdSv
′z′2 − ρv′2∂f
∂v
− 2z′(1 + ρv′∂f
∂z
)
]
− fL2AdSv′
[
2z′(4ρ+ L2AdSzv
′)− ρzv′ ∂f
∂z
]
+ 4fρ = 0, (18)
L2AdSρzv
′′ − 1
2
L2AdSρzv
′2∂f
∂z
+ (2ρ− L2AdSzv′)[L2AdSv′(fv′ + 2z′)− 1] = 0. (19)
To avoid a numerical issue at ρ = 0, we solve Eq. (18) and Eq. (19) in the neighborhood of
the midpoint by expanding around ρ = 0 to quadratic order
z(ρ) = z∗ − f(z∗, v∗)
2L2AdSz∗
ρ2, v(ρ) = v∗ +
ρ2
2z∗L2AdS
. (20)
Eq. (20) will be used as the boundary conditions. Thus, we can plot δA¯ = δA(R,t0)−δAthermal(R)
πR2
as a function of the boundary time t0 for different circular Wilson loop radius R and GB
coupling constant α in Fig. 3. Note that we have regulated the minimal area by subtracting
the cut-off dependent piece:
δA(R, t0) = A(R, t0)−Adiv(R) (21)
where Adiv(R) = Rz0 .
Repeating the analysis performed for two-point functions, we plot the relative critical
thermalization time δτ¯crit(≡ τcrit−RR ) and the maximal growth rate of minimum area density
δA¯max in Fig. 4. The pictures show the similar behavior with the two-point function. Note
that one can check Eq. (15) and (16) holding for the case of Wilson loops. In this case
R∗ = R.
C. Holographic EE
It has been proposed that the EE of a spatial region V in a d-dimensional CFT with
gravity dual is given by [42]
S(V ) =
1
4Gd+1N
∫
Σ
√
h (22)
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FIG. 3: δA¯ as a function of t0 for circular Wilson loop radii R=0.5, 1, 1.5, 2 (from left to right)
with different α.
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FIG. 4: (Left) The relative critical thermalization time δτ¯crit as a function of spatial scale R with
different α. (Right) Maximal growth rate of Wilson loop density (δA¯max) as a function of diameter
of entangled region.
where Σ is the minimal surface whose boundary coincides with the boundary of the region
V and h corresponds to the determinant of the induced metric of the minimal surface. In
5D GB gravity, Eq. (22) should be generalized to be the form of [14, 15]
S(V ) =
1
4G5N
∫
Σ
dx3
√
h(1 + αL2RΣ) + αL
2
2G5N
∫
∂Σ
dx2
√
σK
where RΣ is the induced scalar curvature of Σ. σ is the determinant of the induced metric
on the boundary of Σ. K is the trace of its extrinsic curvature. In fact, the last term is
the Gibbons-Hawking term which provide a good variational principle in extremizing this
functional.
Defining a unit normal vector of ∂Σ in Σ by na, one can evaluate the extrinsic curvature
K = σab∇anb|z=z0 (23)
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The induced metric on Σ is given by
ds2Σ =
Q2(ρ)
z2
dρ2 +
1
z2L2AdS
dΩ2 (24)
Then the normal unit vector is given by na =
√
hρρδρa. And the volume function is given
by
V(R, t0) = 4π
∫ R
0
[ ρ2
z3L2AdS
Q(ρ) + q(ρ)
]
dρ2 (25)
where
q(ρ) =
2α
z3L2AdSQ(ρ)
{z2[2− f(z, v)L2AdSv′2]− 2z(ρ+ zL2AdSv′)z′ + ρ2z′2}.
Again, we will use the method in Section III.B by expanding the equations of motion
(They can be given by Eq. (25) but we will not give out the cumbersome result clearly.) at
a point ρp near the midpoint to quadratic order. Then one gets the boundary conditions
z(ρ) = z∗ − f(z∗, v∗)
2L2AdSz∗
ρ2, v(ρ) = v∗ +
ρ2
2z∗L2AdS
. (26)
For our aim, we subtract the volume functional Eq. (25) with the cut-off dependent piece
δV(R, t0) = V(R, t0)− Vdiv(R) (27)
where the divergent term is given by
Vdiv(R) = 2π[R
2
z20
a + b log
(z0L2AdS
2R
)
], (28)
with a =
3−2L2AdS
LAdS
, b = 6L5AdS − 5L3AdS.
In Fig. 5 we plot δV¯ = δV(R,t0)−δVthermal(R)
4πR3/3
as a function of boundary time t0 for various
R and α. The relative critical thermalization time δτ¯crit is also plotted in the left panel of
Fig. 6. For small R the thermalization time τcrit is linear with R. This can be understood
since Eqs. (15) and (16) also hold for EE with R∗ = R. Meanwhile, one may notice that
the relationship between δτ¯crit and R encounters certain “phase transition” at certain large
negative α, provided that we take R as an order parameter[50] and δτ¯crit as certain “free
energy”. To be more clear, see Fig. 7 and one can read the critical coupling constant as
α . −0.1. In particular, note that the τcrit of EE violates the causal bound (i.e. τcrit > R)
for the large negative α when R is in a certain interval. Also note that the causal bound is
violated for other two probes in Einstein gravity, while not for EE [20].
Now it is time to compare the right panels of Figs. 2, 4, and 6. One can find that for
small boundary region the growth rate of EE density is nearly volume-independent, but that
is not the case for other two probes.
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FIG. 5: δV¯ as a function of boundary time t0 for boundary radii R=0.5, 1, 1.5, 2 (from left to
right) with different α.
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FIG. 6: (Left) The relative critical thermalization time δτ¯crit as a function of spatial scale with
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IV. CONCLUSION AND DISCUSSION
In this note, using the AdS/CFT correspondence and the GB-Vaidya model we study
the thermalization process of the dual boundary field theory. The two-point functions, the
expectation values of circular Wilson loops and the EE with circular entangling surfaces
are studied as the probes. When boundary separation R (or ℓ/2 for two-point functions)
is small, we observed that the real thermalization times of these observables have the weak
dependence on the GB coupling constant α. We also found that for two-point functions
and Wilson loops, the critical thermalization time has the non-monotonic dependence on α.
For EE, the critical thermalization time always increases as α increases. We showed that
the critical thermalization time of all three probes behave like τcrit ∼ R for small boundary
separation R but for large R, τcrit is not linear with R. We also showed that the relationship
between the critical thermalization time of EE and the boundary separation encounters
certain “phase transition” at large negative α (α . −0.1). Moreover, as in Einstein’s
gravity, it’s found that maximal growth rate of EE density is nearly volume-independent for
small volumes.
One may wonder if the larger boundary separation could lead to the new thermalization
behavior. Interestingly, we find that there exist different geodesics with extremal lengths for
a range of t0. Consequently, the two-point function behaviors as a multiple-value function,
see (A) in Fig. 8. We have found such kind of multiple-value functions when α is negative and
R is large enough (For instance, the similar multiple-value functions appear when α = −0.1,
R ≃ 2.403 and α = −0.05, R = 2.4). However, we have not found the similar multiple-
value functions for other two probes with the parameter spaces in which our numerical
method is reliable. Moreover, we note that our numerical method is not precise enough to
plot the complete thermalization process in (A) of Fig. 8. Fortunately, when α = −0.01,
R = 3.2, we can plot the complete thermalization process, see (B) of Fig. 8. It is very
interesting to observe a swallow tail, see (B) and (C) of Fig. 8 (We have also obtained the
complete thermalization process with the similar swallow tail for several other parameters,
for instance, the case with α = −0.03, R = 2.7). Comparing (A) and (C) of Fig. 8, one can
suspect that the multiple-value function in (A) of Fig. 8 may be an incomplete part of a
similar swallow tail. It should be pointed out that the swallow tail in the two-point function
with GB correction is not same as the swallow tail observed previously in strip EE, where
14
æ æ æ æ æ æ æ æ æ
æ æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
ææ
ææ
ææ
æ
æ
æ
ææææ
0 0.2 0.4 0.6 0.8 1
0
-0.05
-0.1
-0.15
t0
∆
L
HAL
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æææææææ
æ
ææææææ
1.1 1.13 1.16
-0.11
-0.12
-0.13
æ æ æ æ æ æ æ æ æ æ
æ
ææ
æ
æ
æ
æ
æ
æ
æ
æ
ææ
æ
æ
æ
æ
æ
æ
æ
æ
æ
ææ
æ
ææ
æ
æ
ææ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
ææ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
ææ
ææ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
ææ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
ææ
æ
æ
æ
æ
æ
æ
æ
ææ
æ
0 0.5 1. 1.5 2. 2.5
0
-0.1
-0.2
-0.3
-0.4
-0.5
-0.6
-0.7
t0
∆
L
HBL
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
0.9 1. 1.1
-0.55
-0.6
-0.65
t0
∆
L
HCL
æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ
ææ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
ææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææ
0 0.5 1 1.5 2 2.5
1
1.5
2
2.5
3
t0
z *
HDL
FIG. 8: (A) The two-point function with R ≃ 2.157 and α = −0.19. Note that here our numerical
method is not precise enough to plot the complete thermalization process. (B) The two-point
function with R = 3.2 and α = −0.01. One can see a swallow tail. (C) A zoomed-in version of the
swallow tail. (D) z∗ against t0 for R = 3.2 and α = −0.01.
the swallow tail is on the top of the curve, see for instance Fig. 18 in the second reference
of [20]. However, the swallow tail in Fig. 8 is on the bottom of the curve. In addition, the
previous swallow tail appears near the thermalization time, but it is not the case for the
swallow tail in Fig. 8. The difference between two kinds of swallow tails can also been seen
by comparing the z∗ function of t0, see (D) of Fig. 8 for the two-point function and Fig.
27 in the second reference of [22] for strip EE. The physical meaning of this new kind of
swallow tail deserves to be further studied. Here we only note that the multi-valuedness of
strip EE is avoided by selecting the extremal surface with the minimal area [44]. However,
if we adopt the similar selection, the two-point function will be not continuous.
At last, it should be noted that in Ref. [27], the authors calculated the two-point function
and rectangular Wilson loop in the field theory dual to GB gravity. So their work on the
two-point function is overlapped with ours. However, they did not notice the swallow tail
15
0. 0.5 1. 1.5 2
0
-0.01
-0.02
-0.03
-0.04
-0.05
-0.06
t0
∆
L
0. 0.5 1. 1.5 2
0
-0.01
-0.02
-0.03
-0.04
-0.05
-0.06
-0.07
t0
∆
L
FIG. 9: Thermalization of the renormalized geodesic lengths using the metric (2.14) of Ref. [27].
The green and red lines correspond to α = 0.08 and −0.1, respectively. (Left) The boundary
separation ℓ = 2 (see Fig. 2 in [27]). (Right) ℓ = 2/LAdS . One can see that the dependence of the
thermalization time on α is suppressed by the scale transformation.
which is present outside the parameters space they scanned. Moreover, they did not show
that the thermalization times only have weak dependence on the GB coupling constant α.
Their results can be changed to ours if one makes a scale transformation on the boundary
separation according to the difference between our metric and theirs, see Fig. 9.
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