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Tato diplomova´ pra´ce se zaby´va´ problematikou klasifikace paket˚u v pocˇ´ıtacˇovy´ch s´ıt´ıch.
Prˇiblizˇuje proble´m klasifikace spolu s pozˇadavky kladeny´mi na klasifikacˇn´ı algoritmy. Pop-
sa´ny jsou r˚uzne´ prˇ´ıstupy ke klasifikaci paket˚u a jsou prˇibl´ızˇeny konkre´tn´ı prˇ´ıklady modern´ıch
algoritmu˚ implementovatelny´ch obvodoveˇ spolu s jejich vlastnostmi. Pozornost je veˇnova´na
algoritmu˚m karte´zske´ho soucˇinu, jejichzˇ vy´hodou je vysoka´ rychlost, ale maj´ı proble´m
s velky´mi pameˇt’ovy´mi na´roky. Prˇedstaveny jsou metody optimalizace teˇchto algoritmu˚
zalozˇene´ na prohleda´va´n´ı stavove´ho prostoru a to redukc´ı p˚uvodn´ı sady filtrovac´ıch pravi-
del jejich vy´beˇrem do asociativn´ı pameˇti. Pra´ce take´ ilustruje vyuzˇit´ı asociativn´ı pameˇti
jako flexibiln´ı mozˇnost ke klasifikaci a mozˇnost implementace takove´to pameˇti prˇ´ımo na
cˇipu.
Kl´ıcˇova´ slova
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prostor
Abstract
This thesis deals with the packet classification problem in computer networks. It intro-
duces packet classification along with the demands on classification algorithms. Different
approaches to packet classification and several concrete examples of modern classification
algorithms with their properties are described. The aim is on algorithms which can be im-
plemented in hardware. Crossproduct-based algorithms are described in more detail whose
biggest advantage is classification speed, but their disadvantage consists in great memory
requirements. Several optimization methods based on state space search are presented.
These optimization methods are based on reduction of original ruleset by selecting a small
number of rules to associative memory. Lastly, utilization of associative memory as a flexib-
le part of classification is illustrated together with the potential hardware implementation
of such memory directly on a chip.
Keywords
packet classification, crossproduct-based algorithms, hardware, associative memory, state
space
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V posledny´ch rokoch sme boli svedkami neuveritel’ne´ho rozvoja Internetu a pocˇ´ıtacˇovy´ch
siet´ı. Internet sa za posledne´ roky stal vy´znamnou infrasˇtruktu´rou pouzˇitou pre komercˇne´
u´cˇely, cˇ´ım sa aj vy´razne zmenili pozˇiadavky pripojeny´ch uzˇ´ıvatel’ov v zmysle pozˇadovane´ho
vy´konu, bezpecˇnosti a dostupny´ch sluzˇieb.
So vzrastaju´cim pocˇtom uzˇ´ıvatel’ov ra´stla aj potreba na cˇoraz vysˇsˇie prenosove´ ry´chlosti
z doˆvodu mnozˇstva poskytovany´ch sluzˇieb a prena´sˇany´ch da´t. Pre koncovy´ch uzˇ´ıvatel’ov
sa dnes sta´vaju´ bezˇne dostupne´ pripojenia s ry´chlost’ami v ra´dovo desiatkach azˇ stovka´ch
Mb/s a na chrbticovy´ch siet’ach poskytovatel’ov pripojenia pracuju´ linky na ry´chlostiach azˇ
niekol’ko desiatok Gb/s. Ciel’om poskytovatel’ov sluzˇieb je vyuzˇit’ dostupnu´ zdiel’anu´ siet’ovu´
infrasˇtruktu´ru pre poskytovanie rozmanity´ch sluzˇieb svojim klientom, ktore´ by bolo mozˇne´
spoplatnˇovat’ v za´vislosti na type sluzˇby cˇi meniacich sa potrieb za´kazn´ıkov. Pra´ve z toho
doˆvodu bolo potrebne´ navrhnu´t’ spoˆsoby oddelenia siet’ovej preva´dzky ty´kaju´cej sa jednot-
livy´ch uzˇ´ıvatel’ov, mechanizmy zabranˇuju´ce prieniku neautorizovane´ho pr´ıstupu do urcˇity´ch
cˇast´ı vyuzˇ´ıvanej siete cˇi prispoˆsobovania dostupnej sˇ´ırky pa´sma v su´lade s pozˇiadavkami
a potrebami za´kazn´ıkov a u´cˇtovan´ım sluzˇieb.
Pre uvedenu´ diferencia´ciu siet’ovej preva´dzky je nutne´ spracovat’ hlavicˇky prena´sˇany´ch
paketov a rozhodovat’ o pr´ıslusˇnej akcii vykonanej s kazˇdy´m paketom. Kl’´ucˇovy´m mecha-
nizmom sa preto stala klasifika´cia paketov (alebo tiezˇ filtrovanie paketov). Pri klasifika´cii
paketov docha´dza k porovnaniu obsahu hlavicˇiek paketov vocˇi vytvorenej databa´ze pravidiel
s ciel’om na´jst’ pravidlo s najvysˇsˇou prioritou, ktore´mu paket zodpoveda´ a vykonat’ defino-
vanu´ akciu. Takou moˆzˇe byt’ zahadzovanie nezˇelany´ch paketov prena´sˇany´ch siet’ou, presme-
rovanie siet’ovej preva´dzky, rozhodnutie o smerovan´ı paketu zalozˇene´ aj na iny´ch polozˇka´ch
hlavicˇky ako ciel’ovej adrese, pouzˇitie syste´mu QoS (Quality of Service) pre urcˇenie priority
roˆznych typov preva´dzky. Vy´znam klasifika´cie nara´stol aj z doˆvodu va¨cˇsˇieho vyuzˇ´ıvania
virtua´lnych priva´tnych siet´ı (VPN - Virtual Private Networks) a poskytovatel’ sluzˇieb mus´ı
zabezpecˇit’ bezproble´move´ fungovanie kazˇdej vytvorenej VPN siete pre kazˇde´ho za´kazn´ıka,
pre tieto cˇinnosti je potrebne´ pakety klasifikovat’ a rozhodnu´t’ o d’alˇsej akcii [7].
Klasifika´tor paketov moˆzˇe byt’ implementovany´ programovo alebo obvodovo. Ry´chlost’
klasifika´torov hra´ vy´znamnu´ u´lohu predovsˇetky´m vo vzt’ahu k dnes dostupny´m prenosovy´m
ry´chlostiam a je zrejme´, zˇe klasifika´tor vyvinuty´ ako program bezˇiaci na bezˇne dostupnom
pocˇ´ıtacˇi nedoka´zˇe na´roky na ry´chlost’ uspokojit’. Preto sa hl’adaju´ alternat´ıvy vo forme
klasifika´torov vytvoreny´ch obvodovo vo forme ASIC (Application Specific Integrated Cir-
cuit) alebo v FPGA (Field Programmable Gate Array) cˇipov. Hardve´rova´ implementa´cia
nesie so sebou vy´hodu vy´razne vysˇsˇieho vy´konu (i za cenu zlozˇitejˇsieho na´vrhu a na´sledne´ho
vy´voja) z doˆvodu mozˇnosti vyuzˇitia paralelizmu a na´vrhu obvodu pre konkre´tny u´cˇel. Ta´to
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pra´ca sa zameriava na postupy klasifika´cie vhodne´ pre obvodovu´ implementa´ciu.
Bolo vyvinuty´ch a pop´ısany´ch mnozˇstvo algoritmov, ktore´ vyuzˇ´ıvaju´ roˆzne pr´ıstupy:
bitovy´ paralelizmus [7], delenie n-rozmerne´ho priestoru do mensˇ´ıch podpriestorov [19, 13],
karte´zsky su´cˇin [3], [16], rozhodovacie stromy [14] cˇi ine´.
V druhej kapitole je pribl´ızˇena´ problematika klasifika´cie paketov spolu s pozˇiadavkami
kladeny´mi na klasifikacˇny´ algoritmus. Tretia kapitola obsahuje popis najcˇastejˇsie pouzˇ´ı-
vany´ch pr´ıstupov pri klasifika´cii paketov spolu s pr´ıkladmi vyvinuty´ch algoritmov a ich
vlastnost’ami. Sˇtvrta´ kapitola prina´sˇa prehl’ad meto´d pre redukciu pama¨t’ovej na´rocˇnosti
zalozˇeny´ch na prehl’ada´van´ı stavove´ho priestoru a mozˇnosti obvodovej implementa´cie dvoch





Vstupom klasifika´cie paketov su´ jednotlive´ pravidla´ (filtre) a pakety. Samotny´ proble´m
klasifika´cie paketov je mozˇno definovat’ ako urcˇenie vyhovuju´ceho pravidla (obvykle s de-
finovanou prioritou). Pol´ıcˇka hlavicˇky kazˇde´ho paketu potom slu´zˇia ako informa´cia pre
porovnanie s jednotlivy´mi polozˇkami pravidla.
Klasifika´tor, t.j. sada pravidiel je definovana´ ako konecˇna´ mnozˇina pravidiel
{R1, R2 . . . RN}. Kazˇde´ take´to pravidlo je reprezentovane´ K hodnotami, jednotlive´ hodnoty
potom zodpovedaju´ pr´ıslusˇny´m pol´ıcˇkam v hlavicˇke paketu. Tieto hodnoty su´ vlastne
definovane´ podmienky. Kazˇda´ podmienka je reprezentovana´ obvykle 3 roˆznymi spoˆsobmi:
presne definovana´ hodnota, prefix alebo rozsah [13].
• presne definovana´ hodnota: pol´ıcˇko paketu sa mus´ı zhodovat’ s danou hodnotou
(uzˇitocˇne´ pre pol´ıcˇko typ protokolu a flag)
• prefix: hodnota zodpoveda´ prefixu nejake´ho pol´ıcˇka v hlavicˇke paketu, definuje sa pres-
ne niekol’ko vysˇsˇ´ıch bitov dane´ho slova, ostatne´ nizˇsˇie bity moˆzˇu takto nadobu´dat’
roˆzne hodnoty (uzˇitocˇne´ pre definovanie konkre´tnej podsiete)
• rozsah: hodnoty pol´ıcˇka paketu musia lezˇat’ v definovanom rozsahu (uzˇitocˇne´ pre de-
fin´ıciu rozsahu hodnoˆt portov)
Kazˇdu´ z ty´chto mozˇnost´ı je mozˇne´ reprezentovat’ vo forme prefixov. A teda aj l’ubovol’ny´
rozsah je mozˇne´ previest’ do prefixove´ho tvaru, pricˇom pocˇet prefixov, ktore´ moˆzˇe pri tomto
prevode vzniknu´t’ je nanajvy´sˇ 2N − 2 [4].
Ako pr´ıklad pre 4-bitove´ pole mozˇno uviest’ prefix 10*, ktory´ reprezentuje rozsah
[10002, 10112] = [8, 11]. Podobne, pre 16-bitovu´ hodnotu cˇ´ısla portu rozsah ≤ 1023 moˆzˇeme
vyjadrit’ v podobe 000000* a rozsah > 1023 zase vyjadr´ıme pomocou sˇiestich prefixov:
000001*, 00001*, 0001*, 001*, 01*, 1* [15].
Samotne´ pravidlo je mozˇne´ definovat’ ako (n+ 1)-ticu R : (p, a1, a2, . . . , an), kde p ∈ N
je priorita pravidla a ax su´ prefixy [10]. Ku kazˇde´mu pravidlu je priradena´ nejaka´ akcia
acti, ktora´ urcˇuje, ako nalozˇit’ s paketom, ktory´ dane´mu pravidlu vyhovel. Taka´to akcia
moˆzˇe zahr´nˇat’ napr. preposlanie paketu na definovane´ rozhranie, cˇi zahodenie paketu [15].
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2.2 Pozˇiadavky na klasifikacˇny´ algoritmus
Efekt´ıvny klasifikacˇny´ algoritmus mus´ı sp´lnˇat’ niekol’ko krite´ri´ı [7, 10]:
• Ry´chlost’: klasifikacˇny´ algoritmus mus´ı byt’ dostatocˇne ry´chly, aby doka´zal spra-
covat’ pakety na siet’ach o ry´chlosti ra´dovo niekol’ko Gb/s cˇi desiatok Gb/s (wire-
speed). Va¨cˇsˇina prena´sˇany´ch paketov ma´ mensˇiu vel’kost’ ako typicke´ TCP pake-
ty vel’kosti 552 bajtov, takmer polovica paketov ma´ vel’kost’ v rozmedz´ı od 40 do
44 bajtov [7]. Tieto pozosta´vaju´ z potvrdzovania TCP spojen´ı (angl. acknowledg-
ments) a TCP kontrolny´ch segmentov. Najdlhsˇia doba potrebna´ pre klasifika´ciu
mus´ı byt’ taka´, aby sa na prenosovej ry´chlosti spracovali vsˇetky pricha´dzaju´ce pakety
bez ohl’adu na ich typ a vel’kost’. Ta´to doba za´vis´ı predovsˇetky´m na dobe pr´ıstupu
do pama¨ti, zlozˇitost’ va¨cˇsˇiny klasifikacˇny´ch algoritmov sa hodnot´ı podl’a najva¨cˇsˇieho
pocˇtu pr´ıstupov do pama¨ti (samozrejme je mozˇne´ pouzˇit’ i ine´ vlastnosti). Tabul’ka
2.1 uda´va maxima´lnu dobu potrebnu´ pre spracovanie 1 paketu d´lzˇky 64 B, cˇo je
minima´lna d´lzˇka v sieti typu Ethernet.
• Pravidla´: Klasifikacˇne´ pravidla´ musia byt’ zalozˇene´ na niekol’ky´ch pol´ıcˇkach hlavicˇky
paketu. Medzi take´to pol´ıcˇka moˆzˇu patrit’ zdrojova´ a ciel’ova´ IP adresa, zdrojove´
a ciel’ove´ porty, typ protokolu, TCP flagy a ine´. Pomocou pravidiel mus´ı byt’ mozˇne´
vyjadrit’ aj rozsahy a nie len presne´ hodnoty cˇi jednoduche´ prefixy. Mus´ı existo-
vat’ mozˇnost’ priradit’ jednotlivy´m pravidla´m prioritu, pretozˇe paket moˆzˇe vyhoviet’
viacery´m pravidla´m v databa´zi. Pomocou priority je potom mozˇne´ definit´ıvne urcˇit’
pravidlo a pr´ıslusˇnu´ akciu viazˇucu sa k tomuto pravidlu, ktora´ sa nad dany´m paketom
vykona´. Pocˇet pravidiel, ktore´ moˆzˇeme do syste´mu ulozˇit’, by mal byt’ cˇo najvysˇsˇ´ı.
• Pama¨t’ova´ na´rocˇnost’: Vel’kost’ pama¨ti ovplyvnˇuje ry´chlost’ klasifika´cie, vel’kost’
spotrebovanej pama¨ti vply´va na cenu konecˇne´ho riesˇenia. Najcˇastejˇsie sa uda´va v baj-
toch na pravidlo.
• Obvodova´ implementa´cia: Pre spracovanie paketov na prenosovy´ch ry´chlostiach
mus´ı byt’ mozˇne´ klasifikacˇny´ algoritmus realizovat’ v hardve´ri (s vyuzˇit´ım FPGA cˇi
ASIC cˇipov). V tomto pr´ıpade je nutne´ zohl’adnˇovat’ aj zabratu´ plochu na cˇipe, viac
zdrojov vyzˇaduje drahsˇie cˇipy, cˇ´ım sa celkove´ riesˇenie opa¨t’ predrazˇuje.
Prenosova´ ry´chlost’ Paketova´ ry´chlost’ Doba spracovania 1 paketu
[Gb/s] [paketov/s] [ns/paket]
1 1 488 095 672
4 5 952 380 168
10 14 880 952 67,2
40 59 523 809 16,8
100 148 809 523 6,72
Tabul’ka 2.1: Doba potrebna´ pre spracovanie paketov d´lzˇky 64 bajtov (+12 bajtov medzera




V tejto kapitole si pribl´ızˇime niekol’ko klasifikacˇny´ch algoritmov, ktore´ k proble´mu klasi-
fika´cie pristupuju´ roˆznymi spoˆsobmi.
3.1 Naivny´ klasifikacˇny´ algoritmus
Tento algoritmus je charakteristicky´ svoj´ım intuit´ıvnym pr´ıstupom ku klasifika´cii. Je za-
lozˇeny´ na pouzˇit´ı linea´rneho zoznamu vsˇetky´ch pravidiel, kde hodnoty jednotlivy´ch pol´ı su´
prevedene´ do prefixove´ho tvaru. Pri vyhl’ada´van´ı sa postupne precha´dzaju´ polozˇky tohto
zoznamu a vracia sa najdlhsˇ´ı zhodny´ prefix. Polozˇky je mozˇne´ l’ubovol’ne vkladat’ a odobe-
rat’, cˇo je jednou z vlastnost´ı tejto da´tovej sˇtruktu´ry. Pama¨t’ova´ na´rocˇnost’ tohto spoˆsobu je
iba O(N), kde N predstavuje pocˇet prefixov. Cˇasova´ zlozˇitost’ je linea´rna, takzˇe s rastu´cim
pocˇtom prefixov rastie aj doba potrebna´ k vyhl’adaniu najdlhsˇieho prefixu, cˇo vsˇak bra´ni
prakticke´mu pouzˇitiu tejto meto´dy. Priemerny´ cˇas vyhl’ada´vania je mozˇne´ zn´ızˇit’, ak sa
prefixy usporiadaju´ podl’a poradia s klesaju´cou d´lzˇkou.
Dˇalˇs´ım mozˇny´m vylepsˇen´ım je pouzˇitie cache pama¨t´ı. Do cache pama¨ti sa ukladaju´ cele´
hlavicˇky paketov pre ury´chlenie vyhl’ada´vania pre d’alˇsie pricha´dzaju´ce pakety. Ukladanie
cely´ch hlavicˇiek vsˇak nemus´ı viest’ k vy´znamne´mu zvy´sˇeniu vy´konu — moˆzˇe docha´dzat’
k cˇasty´m vy´padkom, cˇ´ım sa cˇas vyhl’ada´vania esˇte viac predlzˇuje. Pouzˇitie cache pama¨t´ı
vsˇak prina´sˇa aj istu´ nutnu´ re´zˇiu, cˇo spolu s n´ızkym pocˇtom u´spechov vyhl’adania v cache
pama¨ti (angl. hit-rate) pocˇas prehl’ada´vania moˆzˇe viest’ k degrada´cii celkove´ho vy´konu.
Navysˇe, vel’ke´ rozdiely v dobe vyhl’adania v cache pama¨ti pre roˆzne typy paketov bra´nia
vyuzˇitiu tohto spoˆsobu pre obvodovu´ implementa´ciu. V dnes dostupny´ch zariadeniach sa uzˇ
tento pr´ıstup v podstate voˆbec nevyuzˇ´ıva [4].
Dˇalˇs´ım pr´ıkladom naivne´ho pr´ıstupu ku klasifika´cii je ulozˇenie cˇ´ısla zodpovedaju´ceho
pravidla do pama¨te pre kazˇdy´ mozˇny´ paket. Takto sa ako adresa do pama¨ti pouzˇiju´ vy-
extrahovane´ polozˇky z hlavicˇky paketu spojene´ do jedne´ho slova a na takto vytvorenej
adrese je potom mozˇne´ na´jst’ cˇ´ıslo dane´ho pravidla. Tento pr´ıstup je s´ıce mozˇne´ povazˇovat’
za najry´chlejˇs´ı mozˇny´ (cˇasova´ zlozˇitost’ O(1)), ale s obrovsky´m na´rokmi na kapacitu pama¨ti.
Potrebna´ kapacita nie je a ani v bl´ızkej budu´cnosti dostupna´ nebude, preto je tento spoˆsob
pre prakticku´ implementa´ciu u´plne nevhodny´ [10].
Linea´rne prehl’ada´vanie je u´zkym miestom pri klasifika´cii, hoci sa take´to prehl’ada´vanie
moˆzˇe ty´kat’ iba malej cˇasti paketov. V d’alˇs´ıch podkapitola´ch si pribl´ızˇime ine´ meto´dy, ktore´
pre klasifika´ciu pouzˇ´ıvaju´ sofistikovanejˇsie spoˆsoby.
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3.2 TCAM pama¨te
Plne asociat´ıvna pama¨t’ (angl. Content Addressable Memory) moˆzˇe byt’ vyuzˇita´ pre vy-
hl’ada´vanie presne definovanej hodnoty a to pocˇas jedne´ho hodinove´ho taktu. Vstupom
do pama¨ti tohto typu je hodnota kl’´ucˇa, podl’a ktorej sa bude v pama¨ti vyhl’ada´vat’. Ta´to
hodnota sa porovna´ so vsˇetky´mi hodnotami ulozˇeny´mi v pama¨ti (porovnanie prebieha pa-
ralelne) a na vy´stupe sa objav´ı adresa, na ktorej dosˇlo k zhode.
Variantou CAM pama¨t´ı su´ pama¨te TCAM (Ternary Content Adressable Memory).
Terna´rne CAM pama¨te pracuju´ okrem dvoch typicky´ch stavov esˇte s tret´ım — ”don’t care“.
Polozˇky sa do TCAM pama¨te ukladaju´ ako dvojice (hodnota, maska). Ty´mto spoˆsobom
TCAM pama¨t’ priamo podporuje vyhl’ada´vanie prefixov. Do pama¨te sa ulozˇia polozˇky
pravidla vo forme prefixov a vyhl’adanie potom prebieha paralelne pre cely´ obsah pama¨ti.
TCAM pama¨te su´ charakteristicke´ svoj´ım vysoky´m vy´konom, neza´visle na ulozˇeny´ch
hodnota´ch (medzi dve najdoˆlezˇitejˇsie vy´hody mozˇno teda zaradit’ ry´chlost’ a determinizmus
— vysoky´ vy´kon je dostupny´ pre vsˇetky typy pravidiel, nie len pre ”typicke´ sady“). Naj-
novsˇie TCAM pama¨te doka´zˇu realizovat’ vyhl’ada´vanie pre viac ako 100 milio´nov paketov
za sekundu.
Nevy´hodou pama¨t´ı tohto typu je mala´ kapacita (CAM pama¨te maju´ nizˇsˇiu hustotu,
mnozˇstva prvkov na jednotku plochy cˇipu, za´rovenˇ sa urcˇita´ kapacita spotrebuje aj na roz-
klad pravidiel pouzˇ´ıvaju´cich rozsahy hodnoˆt do prefixovej podoby, cˇ´ım sa jedno pravidlo
v definovanej sade rozgeneruje na viac pravidiel), vysoky´ pr´ıkon (z doˆvodu paralelne´ho po-
rovna´vania pre cely´ obsah) a cena — cena za bit v TCAM pama¨ti je azˇ 15-kra´t vysˇsˇia ako
cena porovnatel’ny´ch staticky´ch pama¨t´ı (SRAM) a na jeden pr´ıstup spotrebuju´ azˇ 50-kra´t
viac pr´ıkonu [3, 13]. Tabul’ka 3.1 porovna´va vlastnosti pama¨t´ı TCAM a SRAM.
TCAM (18 Mb cˇip) SRAM (18 Mb cˇip)




Pr´ıkon 12 ∼ 15 W ≈ 0.1 W
Tabul’ka 3.1: Porovnanie technolo´gi´ı TCAM a SRAM [5]
Napriek uvedeny´m nevy´hoda´m sa tieto pama¨te uplatnˇuju´ aj v komercˇnej sfe´re, kazˇ-
dopa´dne vsˇak pre tieto nevy´hody ma´ zmysel pokracˇovat’ vo vy´voji novy´ch algoritmov pre
klasifika´ciu, ktore´ namiesto TCAM pama¨t´ı pouzˇ´ıvaju´ SRAM cˇi DRAM pama¨te.
3.3 Klasifika´cia ako geometricky´ proble´m
Proble´m klasifika´cie je mozˇne´ vn´ımat’ aj ako geometricky´ proble´m. Ak ma´me umiest-
neny´ bod v N -rozmernom priestore, v ktorom su´ za´rovenˇ umiestnene´ u´tvary, tak ciel’om je
na´jst’ vsˇetky take´ u´tvary, ktore´ tento bod obsahuju´. Ako pr´ıklad moˆzˇeme uviest’ 32-bitovy´
prefix 00*, ktory´ na cˇ´ıselnej osi reprezentuje rozsah adries od 000 . . . 002 do 001 . . . 112.
Ked’ uva´zˇime, zˇe jednotlive´ prefixy moˆzˇeme povazˇovat’ za segmenty cˇ´ıselnej osi, d’alˇsou
u´vahou dospejeme k mysˇlienke, zˇe pravidla´ s dvoma podmienkami budu´ reprezentovane´
ako obd´lzˇniky, pravidla´ s tromi podmienkami ako trojrozmerne´ teleso. Z geometricke´ho
hl’adiska je teda ciel’om obmedzit’ sa na na´jdenie najmensˇieho u´tvaru, ktory´ obsahuje bod
umiestneny´ v priestore, pricˇom tieto u´tvary sa moˆzˇu l’ubovol’ne prekry´vat’. Bod v priestore
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je teda paket, jednotlive´ u´tvary zodpovedaju´ pravidla´m [13]. Hl’ada´me pravidlo s naj-
vysˇsˇou prioritou, ktore´ dane´mu paketu vyhovuje. Taka´to geometricka´ reprezenta´cia je
na´zorne zobrazena´ na obra´zku 3.1, kde uvazˇujeme 2D priestor (klasifika´ciu podl’a dvoch
pol´ı). Oznacˇenie Ri reprezentuje pravidla´.















Obra´zok 3.1: Geometricka´ reprezenta´cia klasifika´cie
Samozrejme, pre prakticke´ potreby je nutne´ uvazˇovat’ o priestore va¨cˇsˇ´ıch rozmerov,
pretozˇe sa klasifikuje podl’a viacery´ch pol´ı hlavicˇky paketu.
3.3.1 Algoritmy zalozˇene´ na delen´ı priestoru
Pribl´ızˇime si algoritmy zalozˇene´ na mysˇlienke delenia geometricke´ho priestoru. Medzi tieto
patr´ı algoritmus HiCuts a HyperCuts.
HiCuts algoritmus
HiCuts (Hierarchical Intelligent Cuttings) [4] vyuzˇ´ıva ako da´tovu´ sˇtruktu´ru nad sadou pravi-
diel rozhodovac´ı strom. Ta´to sˇtruktu´ra sa vytvor´ı a prispoˆsob´ı vlastnostiam pravidiel v sade
pocˇas procesu predspracovania. Vnu´torne´ uzly stromu obsahuju´ informa´ciu pre d’alˇsie sme-
rovanie pri priechode stromom a v listovy´ch uzloch stromu sa nacha´dza male´ mnozˇstvo
pravidiel. Vy´sledny´ pocˇet pravidiel nacha´dzaju´cich sa v listovy´ch uzloch je ohranicˇeny´ zvo-
lenou konsˇtantou, ktora´ sa oznacˇuje pojmom binth (z angl. ”bin-threshold“ ). Vy´sledna´ po-
doba rozhodovacieho stromu — h´lbka stromu, stupenˇ kazˇde´ho uzlu a rozhodnutie o d’alˇsom
smere prehl’ada´vania sa urcˇ´ı pocˇas fa´zy predspracovania vstupny´ch pravidiel.
Vyhl’adanie pravidla zodpovedaju´ceho dane´mu paketu prebieha pomocou priechodu roz-
hodovac´ım stromom azˇ do niektore´ho z listovy´ch uzlov. Dˇalˇsie hl’adanie je potom obmedzene´
na linea´rne prehl’adanie zoznamu pravidiel v danom listovom uzle a vy´ber take´ho, ktory´
predstavuje najlepsˇiu zhodu.
Pouzˇitie takejto da´tovej sˇtruktu´ry je mozˇne´ zovsˇeobecnit’ do d-rozmerne´ho priestoru.
Kazˇdy´ interny´ uzol v rozhodovacieho stromu reprezentuje cˇast’ cele´ho geometricke´ho pries-
toru, kde bude realizovane´ prehl’ada´vanie. Samotny´ korenˇovy´ uzol takto reprezentuje cely´
d-rozmerny´ priestor. Priestor v uzle v je rozdeleny´ rezom v jednom z d rozmerov. Jednotlive´
podpriestory su´ potom reprezentovane´ ako potomkovia uzlu v, pricˇom kazˇdy´ z nich repre-
zentuje jednu hyperrovinu. Delenie podpriestorov je rekurz´ıvne azˇ dovtedy, pokial’ dany´
podpriestor neobsahuje viac pravidiel, ako je stanoveny´ prah hodnotou binth. V takom











Obra´zok 3.2: Pr´ıklad delenia 2-rozmerne´ho priestoru
Obra´zok 3.2 zobrazuje delenie priestoru na niekol’ko cˇast´ı. Podl’a osi X sa priestor rozdel´ı
na 4 cˇasti, d’alˇsie delenie je podl’a osi Y. Symbolom Ri su´ oznacˇene´ pravidla´ a tie, ktore´
zasahuju´ do viacery´ch cˇast´ı sa objavia vo viacery´ch listovy´ch uzloch. Pr´ıslusˇny´ rozhodovac´ı











delenie podľa osi X
delenie podľa osi Y
Obra´zok 3.3: Pr´ıklad delenia 2-rozmerne´ho priestoru
HyperCuts algoritmus
Algoritmus HyperCuts [13] nadva¨zuje na predcha´dzaju´ci algoritmus, takisto vyuzˇ´ıva roz-
hodovacie stromy. Na rozdiel od HiCuts algoritmu vsˇak kazˇdy´ uzol rozhodovacieho stromu
reprezentuje k-rozmernu´ hyperkocku. Pouzˇitie d’alˇsieho stupnˇa vol’nosti spolu s vyuzˇit´ım
novej heuristiky pre tvorbu stromu viedlo k zlepsˇeniu vlastnost´ı tohto typu klasifika´cie
oproti poˆvodne´mu HiCuts algoritmu.
Kazˇdy´ interny´ uzol stromu v tomto algoritme predstavuje rozhodnutie o delen´ı priestoru
nad najviac reprezentat´ıvnymi dimenziami (oproti HiCuts, kde sa pouzˇ´ıva iba 1 rozmer).
Aktua´lne delena´ sada pravidiel sa takto rozdel´ı podl’a hodnoˆt jedne´ho alebo viacery´ch pol´ı
pravidla. Pre kazˇdy´ zvoleny´ rozmer sa vypocˇ´ıta pocˇet rezov, ktory´ za´vis´ı stanovenom
mnozˇstve pama¨ti pre rozhodovac´ı strom.
Klasifika´cia prebieha rovnako — pre kazˇdy´ pricha´dzaju´ci paket je potrebny´ priechod
stromom na za´klade hodnoˆt jednotlivy´ch polozˇiek hlavicˇky paketu azˇ do listove´ho uzlu.
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V listovom uzle sa postupne prejde zoznam ulozˇeny´ch pravidiel a vyberie sa take´, cˇo najviac
zodpoveda´ dane´mu paketu.
Ma´ nizˇsˇiu pama¨t’ovu´ na´rocˇnost’ a dosahuje vysˇsˇ´ıch ry´chlost´ı pri vyhl’ada´van´ı. Pri priecho-
de stromom, vyzˇaduje iba jeden pr´ıstup do pama¨ti pre kazˇdy´ uzol. Navysˇe, cely´ algoritmus
je mozˇne´ plne ret’azit’.
Bit-Vector algoritmus
Tento algoritmus ma´ dve fa´zy. Prvou je spracovanie sady pravidiel a druhou na´sledne´
prehl’ada´vanie. Jednotlive´ pravidla´ v sade definuju´ rozsahy mozˇny´ch hodnoˆt v jednotlivy´ch
polozˇka´ch hlavicˇky paketu. Vsˇetky rozsahy pre kazˇde´ pravidlo sa pre kazˇdy´ rozmer k
premietnu na cˇ´ıselnu´ os. Ty´m vznikne nanajvy´sˇ 2n + 1 neprekry´vaju´cich sa intervalov
na kazˇdej ose. Pre kazˇdy´ taky´to interval sa vytvor´ı mnozˇina pravidiel taka´, zˇe do tejto
mnozˇiny budu´ patrit’ vsˇetky pravidla´, ktore´ sa s dany´m intervalom prekry´vaju´ v danej
polozˇke pravidla (dimenzii). Tieto mnozˇiny su´ reprezentovane´ ako bitove´ vektory d´lzˇky n
(n je pocˇet pravidiel), kde kazˇdy´ nastaveny´ bit urcˇuje prekryv pravidla s dany´m intervalom.
Vyhl’ada´vanie potom prebieha tak, zˇe pre kazˇdu´ dimenziu sa urcˇ´ı interval, do ktore´ho
dana´ hodnota polozˇky hlavicˇky pakety patr´ı. Je mozˇne´ pouzˇit’ bina´rne hl’adanie, ktore´
vyzˇaduje najviac dlog2(2n + 1)e + 1 porovnan´ı. Prehl’ada´vanie moˆzˇe prebehnu´t’ neza´visle
pre kazˇdy´ rozmer. Nad vsˇetky´mi mnozˇinami z´ıskany´mi ty´mto hl’adan´ım sa vykona´ prienik.
Obvodovo tu´to opera´ciu moˆzˇeme realizovat’ ako logicky´ su´cˇin medzi vsˇetky´mi bitmapami
vra´teny´mi ako vy´sledok hl’adania v kazˇdej dimenzii. Predpokladom je, zˇe vsˇetky pravidla´
boli zoradene´ podl’a priority, aby bolo mozˇne´ nakoniec vra´tit’ pravidlo s najvysˇsˇou prioritou
a urcˇit’ akciu.















Obra´zok 3.4: Klasifika´cia algoritmom bit-vector
V tomto pr´ıpade pouzˇijeme klasifika´ciu v dvoch dimenzia´ch (podl’a dvoch polozˇiek). Jed-
notlive´ pravidla´ sa takto zobrazia ako obd´lzˇniky. Tie sa moˆzˇu l’ubovol’ne prekry´vat’. Hrany
vsˇetky´ch obd´lzˇnikov sa premietnu do oboch cˇ´ıselny´ch os. V tomto pr´ıpade 2 obd´lzˇniky
vytvorili 5 intervalov na kazˇdej ose. Kazˇde´mu intervalu bol priradeny´ bitovy´ vektor, v kto-
rom su´ jednotlive´ bity nastavene´ iba vtedy, ak sa pr´ıslusˇny´ obd´lzˇnik prekry´va s dany´m
intervalom.
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Predpokladajme klasifika´ciu paketu P , ktore´ho umiestnenie v priestore je zna´zornene´ na
obra´zku. Urcˇia sa intervaly, do ktory´ch paket patr´ı a v d’alˇsom kroku sa pomocou logicke´ho
su´cˇinu nad dany´mi bitmapami urcˇ´ı pravidlo s najvysˇsˇou prioritou — bude to pra´ve pravidlo
1 (podl’a prve´ho nastavene´ho bitu vo vy´slednej bitmape) [7].
3.4 Algoritmy zalozˇene´ na dekompoz´ıcii proble´mu
Klasifika´cia paketov zalozˇena´ na dekompoz´ıcii proble´mu prebieha v dvoch za´kladny´ch kro-
koch. V prvom kroku sa pre kazˇde´ pole hlavicˇky paketu vyhl’ada´ najdlhsˇ´ı zhodny´ prefix zo
sady pravidiel. Vy´sledok tohoto kroku vsˇak nepostacˇuje na urcˇenie pr´ıslusˇne´ho pravidla,
podl’a ktore´ho sa paket d’alej spracuje. Dˇalˇs´ı krok preto pozosta´va z meto´dy na presne´
urcˇenie pravidla. V tejto cˇasti si pribl´ızˇime da´tove´ sˇtruktu´ry pouzˇ´ıvane´ v niektory´ch algo-
ritmoch a pop´ıˇseme niektore´ z publikovany´ch.
3.4.1 Da´tova´ sˇtruktu´ra trie
Ta´to sˇtruktu´ra je najbezˇnejˇsie pouzˇ´ıvanou pre potreby vyhl’ada´vania najdlhsˇieho zhodne´ho
prefixu. Je to stromova´ da´tova´ sˇtruktu´ra realizovana´ vo forme bina´rneho stromu. Jednot-
live´ uzly reprezentuju´ jednotlive´ prefixy. Hodnota prefixu zodpoveda´ ceste od korenˇove´ho
uzlu k uzlu reprezentuju´cemu dany´ prefix. Pocˇas prehl’ada´vania (priechod stromom) sa roz-
hodnutia o vetven´ı realizuju´ na za´klade hodnoˆt jednotlivy´ch bitov prefixu. Jednobitovy´ trie
pouzˇ´ıva pre rozhodovanie o d’alˇsom postupe hodnotu jedne´ho bitu, je vsˇak mozˇne´ pr´ıslusˇne´
rozhodnutia prij´ımat’ aj na za´klade viacery´ch bitov. Kazˇdy´ uzol obsahuje hodnotu reprezen-
tovane´ho prefixu a ukazovatel’ na d’alˇs´ı uzol. Kazˇdy´ z nich za´rovenˇ obsahuje informa´ciu, cˇi
dany´ uzol reprezentuje platny´ prefix a pocˇas vyhl’ada´vania sa v kazˇdom kroku platny´ prefix
zapama¨ta´ a po skoncˇen´ı sa vra´ti ako vy´sledok vyhl’ada´vania. Cˇasova´ zlozˇitost’ vyhl’ada´vania
je linea´rna s pocˇtom bitov, neza´visla´ na pocˇte ulozˇeny´ch prefixov [5] [10]. Na obra´zku 3.5















Obra´zok 3.5: Pr´ıklad sˇtruktu´ry trie pre sadu prefixov
3.4.2 Bloomov filter
Bloomov filter je jednoducha´ da´tova´ sˇtruktu´ra na reprezenta´ciu mnozˇiny, pomocou ktorej
je mozˇne´ realizovat’ dotazy o existencii urcˇite´ho prvku v danej mnozˇine. Bloomov filter
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dovol’uje mozˇnost’ vzniku chyby, pri ktorom moˆzˇe vra´tit’ pozit´ıvnu odpoved’, napriek tomu,
zˇe sa dany´ prvok v mnozˇine nenacha´dza. Pravdepodobnost’ takejto chyby v pr´ıpade, zˇe je
dostatocˇne mala´, vsˇak vyva´zˇi skutocˇnost’, zˇe ta´to sˇtruktu´ra je pama¨t’ovo vel’mi u´sporna´ [1].
Forma´lne: Mnozˇina S = {x1, x2, . . . , xn} obsahuju´ca n prvkov je reprezentovana´ ako
pole v d´lzˇky m bitov. Na zacˇiatku su´ vsˇetky bity tohto pol’a nastavene´ na hodnotu 0. Dˇalej,
Bloomov filter pouzˇ´ıva sadu k hashovac´ıch funkci´ı h1, h2, . . . , hk, pricˇom kazˇda´ z nich ma´
obor hodnoˆt 1, 2, . . . ,m. Vy´stupy hashovac´ıch funkci´ı h1(x), h2(x), . . . , hk(x) slu´zˇia ako
ukazovatele na prvky uvedene´ho pol’a pre nastavenie ich hodnoˆt. Potom pre l’ubovol’ny´
prvok x ∈ S su´ vsˇetky bity na poz´ıcia´ch hk(x) nastavene´ na 1 pre 1 ≤ i ≤ k.
Na zistenie, cˇi nejaky´ prvok y lezˇ´ı v mnozˇine S, postacˇ´ı zistit’, cˇi vsˇetky poz´ıcie pol’a
dane´ vy´sledkom hashovac´ıch funkci´ı hi(y) su´ nastavene´ na 1. Treba vsˇak uva´zˇit’, zˇe po do-
statocˇne vel’kom mnozˇstve prvkov vlozˇeny´ch do mnozˇiny S moˆzˇe nastat’ situa´cia, kedy budu´
vsˇetky prvky pol’a nastavene´ na hodnotu 1, cˇo uzˇ povedie pozit´ıvnej odpovedi na cˇlenstvo
l’ubovol’ne´ho prvku v mnozˇine.
Mnohe´ algoritmy vyzˇ´ıvaju´ Bloomove filtre pri klasifika´cii. Jeden z nich, pre ktory´
je ta´to sˇtruktu´ra za´kladnou a najdoˆlezˇitejˇsou pri klasifika´cii paketov, je pop´ısany´ v [1].
Pouzˇ´ıva variantu tzv. cˇ´ıtacˇovy´ch Bloomovy´ch filtrov, pri ktorej sa jednotlive´ bity filtru
nahradia cˇ´ıtacˇom. Pri kazˇdom vlozˇen´ı prvku, ktore´ spoˆsob´ı, zˇe by sa mala nastavit’ hodnota
uzˇ nastavene´ho bitu, tak sa inkrementuje hodnota cˇ´ıtacˇa. Kazˇda´ polozˇka potom ukazuje
sa linea´rny zoznam priradeny´ch prvkov (je vhodne´ si vsˇimnu´t’ redundancie pri ukladan´ı
prvkov). Tento algoritmus vyuzˇ´ıva optimalizovanu´ verziu cˇ´ıtacˇovy´ch Bloomovy´ch filtrov,
pri ktorej sa prvok uklada´ do pama¨te iba jedenkra´t.
3.4.3 Naivny´ algoritmus karte´zskeho su´cˇinu
Karte´zsky su´cˇin jednotlivy´ch polozˇiek je vhodny´ pre l’ubovol’ny´ typ hodnoˆt definovany´ch
v pravidla´ch (presne´ hodnoty, prefixy, rozsahy). Za´kladom je rozdelenie sady pravidiel
do st´lpcov, pricˇom kazˇdy´ z nich obsahuje vsˇetky odliˇsne´ prefixy v danom pol´ıcˇku. Potom pre
kazˇdy´ paket urcˇ´ıme najdlhsˇ´ı zhodny´ prefix v kazˇdej polozˇke hlavicˇky paketu a skombinujeme
vy´sledky take´hoto vyhl’ada´vania.
Vyhl’ada´vanie najdlhsˇieho zhodne´ho prefixu je mozˇne´ realizovat’ pomocou LPM (angl.
Longest Prefix Match) sˇtruktu´ry nad kazˇdou polozˇkou samostatne. Oznacˇme vi najdlhsˇ´ı
zhodny´ prefix v pol´ıcˇku fi. Na´sledne vytvor´ıme vyhl’ada´vac´ı kl’´ucˇ v tvare 〈v1, v2, . . . , vk〉
ktory´ bude vstupom do tabul’ky karte´zskych su´cˇinov. Ta´to je obvykle implementovana´ ako
hash tabul’ka. Pokial’ je to kl’´ucˇ, pre ktory´ hash tabul’ka obsahuje nejake´ polozˇky, vra´tia
sa identifika´tory zodpovedaju´cich pravidiel. Pre spra´vnu cˇinnost’ tohto algoritmu je nutne´
hash tabul’ku upravit’. S ty´m su´vis´ı aj zavedenie pojmu pseudopravidiel.
Pre jednoduchost’ si uved’me sadu 3 pravidiel, klasifikovat’ sa bude v tomto pr´ıpade iba
nad dvoma polozˇkami. Cely´ proble´m je zobrazeny´ v tabul’ka´ch 3.2, 3.3 a obra´zku 3.6.




Tabul’ka 3.2: Poˆvodna´ sada pravidiel
pseudopravidlo pole f1 pole f2 pravidlo
p1 1* 100* r1
p2 101* 00* r2,r1
p3 101* * r1
Tabul’ka 3.3: Sada s pseudopravidlami
Uzly, ktore´ su´ platny´mi prefixami, su´ vyznacˇene´ cˇiernou farbou. Prepojenie medzi















Obra´zok 3.6: Pravidla´ a pseudopravidla´
me, zˇe budeme klasifikovat’ paket, ktore´ho prve´ pol´ıcˇko vyhovuje najdlhsˇiemu prefixu 101*
a druhe´ pol´ıcˇko prefixu 00*. V sade pravidiel vsˇak nie je obsiahnute´ pravidlo 〈101∗, 00∗〉.
Stacˇ´ı si vsˇak vsˇimnu´t’, zˇe prefix 1* je za´rovenˇ aj prefixom pre 101*, takzˇe pri pokuse
o vyhl’adanie kl’´ucˇa 〈101∗, 00∗〉 by sme mali dostat’ pravidlo r2. Pre zachovanie spra´vnosti
vyhl’ada´vania pravidiel je potrebne´ do poˆvodnej sady pridat’ nove´ pravidla´ — pseudopra-
vidla´ a pripojit’ k nim informa´ciu o cˇ´ısle pravidla, ktore´mu zodpovedaju´. V tomto pr´ıpade
prida´me pseudopravidlo p1 : 〈101∗, 00∗〉 a pripoj´ıme k nemu identifika´tor pravidla r2. Takto
postupne prida´me d’alˇsie pseudopravidla´ a vyhl’ada´vanie bude spra´vne. Vy´sledok obsahuje
tabul’ka 3.3.
Algoritmus karte´zskeho su´cˇinu je vel’mi u´sporny´ v pocˇte nutny´ch pr´ıstupov do pama¨te.
Tieto pr´ıstupy sa ty´kaju´ urcˇenia najdlhsˇieho prefixu pre kazˇde´ pole hlavicˇky a na´sledne´ho
vyhl’adania v hash tabul’ke. Vyhl’adanie pomocou LPM je mozˇne´ vylepsˇit’ pouzˇit´ım Bloo-
movy´ch filtrov. V tom pr´ıpade je mozˇne´ dosiahnut’ zn´ızˇenie pocˇtu pr´ıstupov azˇ na priblizˇne
jeden pre kazˇdu´ LPM. Klasifika´ciu paketu je potom mozˇne´ uskutocˇnit’ s vel’mi vysokou
pravdepodobnost’ou iba v pocˇte pr´ıstupov do pama¨ti dany´m pocˇtom polozˇiek, podl’a ktory´ch
sa vyhl’ada´va. Pre niektore´ pol´ıcˇka, ako napr. typ protokolu vsˇak nie je nutne´ realizovat’
vyhl’ada´vanie pomocou LPM, postacˇ´ı priame vyhl’adanie v malej pama¨ti na cˇipe.
Najva¨cˇsˇ´ım proble´mom pri tomto pr´ıstupe je vsˇak obrovske´ zvy´sˇenie poˆvodnej sady pra-
vidiel o nove´ pseudopravidla´ (teoreticky azˇ exponencia´lny na´rast), poˆvodna´ sada sa moˆzˇe
na za´klade experimenta´lnych vy´sledkov zva¨cˇsˇit’ azˇ 200-kra´t [3]. Urcˇity´mi postupmi je vsˇak
mozˇne´ tento nezˇiaduci jav obmedzit’.
3.4.4 MSCA algoritmus
Predcha´dzaju´ci algoritmus vedie k vel’ky´m na´rokom na mnozˇstvo spotrebovanej pama¨te.
Urcˇity´mi technikami je vsˇak mozˇne´ dosiahnut’ vy´razne´ zlepsˇenie oproti naivne´mu pr´ıstu-
pu. Tento algoritmus sa nazy´va Multi-subset crossproduct, vol’ne toto oznacˇenie mozˇno
prelozˇit’ ako ”algoritmus karte´zskeho su´cˇinu zalozˇeny´ na delen´ı do podmnozˇ´ın“. Poˆvodnu´
sadu pravidiel je mozˇne´ rozdelit’ na mensˇie cˇasti a uvazˇovat’ karte´zsky su´cˇin uzˇ iba v ra´mci
jednotlivy´ch cˇast´ı. Rozdelen´ım mozˇno dosiahnut’ vel’mi vy´razne´ zn´ızˇenie pocˇtu vzniknuty´ch
pseudopravidiel. Pouzˇit´ım samostatnej hash tabul’ky pre kazˇdu´ podmnozˇinu pravidiel je
mozˇne´ vyhl’ada´vat’ neza´visle vy´sledne´ pravidlo pre kazˇdu´ z nich. Mohlo by sa zdat’, zˇe tak-
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to budu´ potrebne´ d’alˇsie pr´ıstupy do pama¨te (jednak z doˆvodu vyhl’ada´vania najdlhsˇieho
zhodne´ho prefixu pre kazˇdu´ podmnozˇinu a jednak pouzˇit´ım samostatny´ch hash tabuliek
pre kazˇdu´ z nich), cˇo by mohlo znizˇovat’ vy´kon algoritmu. Tento algoritmus riesˇi d’alˇs´ım
trikom aj uvedene´ proble´my.
Poˆvodna´ LPM sˇtruktu´ra sa uprav´ı tak, zˇe pre kazˇdu´ podmnozˇinu sa vytvor´ı tabul’ka
globa´lnych prefixov. Taka´to tabul’ka potom obsahuje iba unika´tne prefixy z dane´ho pol´ıcˇka
pre kazˇdu´ podmnozˇinu. Pre kazˇdy´ taky´to prefix z kazˇdej podmnozˇiny stacˇ´ı urcˇit’ iba
pr´ıslusˇnu´ d´lzˇku vocˇi prefixu zaznamenane´mu v tabul’ke. V niektory´ch podmnozˇina´ch sa vsˇak
dany´ prefix z tabul’ky nemus´ı nacha´dzat’ (ani vo forme jeho podprefixu), tabul’ka v taky´chto
pr´ıpadoch obsahuje hodnotu NULL. Vd’aka ty´mto u´prava´m k stacˇ´ı pouzˇit’ iba jednu LPM
sˇtruktu´ru pre kazˇde´ pol´ıcˇko, podl’a ktore´ho sa vyhl’ada´va.
Je mozˇne´ obmedzit’ aj nutnost’ pouzˇitia hash tabul’ky pre jednotlive´ vy´sledky z LPM
vyhl’ada´vania pre urcˇenie spra´vneho pravidla pomocou Bloomovy´ch filtrov. Pouzˇije sa sada
Bloomovy´ch filtrov pre kazˇdu´ podmnozˇinu. Na vstupe maju´ hodnotu kl’´ucˇa sformovane´ho
z LPM vyhl’ada´vacej fa´zy a vy´sledkom je vy´ber iba ty´ch hash tabuliek, v ktory´ch prebehne
urcˇenie vsˇetky´ch zodpovedaju´cich pravidiel a vyberie sa pravidlo s najvysˇsˇou prioritou.
Vy´znamnou cˇast’ou tohto algoritmu je rozdelenie poˆvodnej mnozˇiny pravidiel do mensˇ´ıch,
v ktory´ch by vznikal iba vel’mi maly´ zlomok pseudopravidiel vocˇi pravidla´m obsiahnuty´m
v ty´chto mnozˇina´ch. Dˇalej je potrebne´ uva´zˇit’ mnozˇstvo podmnozˇ´ın, pretozˇe viac podmnozˇ´ın
vedie zase na va¨cˇsˇie mnozˇstvo pouzˇity´ch Bloomovy´ch filtrov, cˇo zase vedie k vysˇsˇej spotre-
be dostupny´ch zdrojov na cˇipe. Ciel’om je teda vytvorit’ pre definovany´ pocˇet podmnozˇ´ın
tieto podmnozˇiny tak, aby vzniklo cˇo najmensˇie mnozˇstvo pseudopravidiel. Algoritmus,
ktory´ cele´ delenie vykona´va, sa oznacˇuje skratkou NLTSS (Nested Level Tuple Space Se-
arch). Je zalozˇeny´ na technike oznacˇovanej pojmom Nested Level Tuple (vol’ny´ preklad —
n-tica vnorenej u´rovne), pomocou ktorej docha´dza k zn´ızˇeniu pocˇtu vytva´rany´ch podm-
nozˇ´ın na stanovenu´ u´rovenˇ. Dosahuje to spa´jan´ım podmnozˇ´ın a vytva´ran´ım karte´zskeho
su´cˇinu medzi nimi.
Pre kazˇde´ pol´ıcˇko sa vytva´ra sˇtruktu´ra podobna´ trie, nazy´vana´ Nested Level Tree. Ta´
sa vytvor´ı u´pravou poˆvodne´ho trie taky´m spoˆsobom, zˇe uzly nezodpovedaju´ce platny´m
prefixom sa odstra´nia a kazˇdy´ uzol reprezentuju´ci platny´ prefix sa spoj´ı s najblizˇsˇ´ım pred-
kom. Definuje sa pojem vnorenej u´rovne (angl. Nested Level), ktory´ zodpoveda´ pocˇtu
predchodcov uzlu reprezentuju´ceho platny´ prefix a ktore´ su´ za´rovenˇ tiezˇ platny´mi prefi-
xami v sˇtruktu´re Nested Level Tree. Po vytvoren´ı takejto sˇtruktu´ry pre kazˇde´ pol´ıcˇko je
mozˇne´ urcˇit’ tzv. n-tice vnoreny´ch u´rovn´ı, ktore´ su´ asociovane´ ku kazˇde´mu prefixu pol´ıcˇka
pr´ıslusˇne´ho pravidla. Vsˇetky pravidla´ obsiahnute´ v jednej n-tici vnoreny´ch u´rovn´ı vsˇak me-
dzi sebou nevytva´raju´ zˇiadne pseudopravidla´. Vy´sledny´ pocˇet taky´chto n-t´ıc potom uda´va
pocˇet vsˇetky´ch podmnozˇ´ın obsahuju´cich iba pravidla´ nevytva´raju´ce zˇiadne pseudopravidla´.
Tento pocˇet vsˇak moˆzˇe prevysˇovat’ pozˇadovanu´ hranicu na celkove´ mnozˇstvo podmnozˇ´ın.
Zn´ızˇenie pocˇtu sa dosiahne spa´jan´ım niektory´ch vnoreny´ch n-t´ıc a vytva´ran´ım karte´zskeho
su´cˇinu medzi nimi. K take´muto spa´janiu sa pouzˇ´ıva algoritmus NLTMC (Nested Level
Tuple Merging and Crossproduct), ktory´ vyhl’ada´va take´ vnorene´ n-tice, ktore´ je mozˇne´
medzi sebou spojit’. Je zalozˇeny´ na pozorovan´ı, zˇe va¨cˇsˇina pravidiel je rozlozˇena´ iba do
male´ho pocˇtu taky´chto vnoreny´ch n-t´ıc, cˇ´ım je mozˇne´ vel’ku´ cˇast’ pravidiel pokryt’ iba maly´m
pocˇtom podmnozˇ´ın. Spa´janie vnoreny´ch n-t´ıc s´ıce vedie k zn´ızˇeniu pocˇtu podmnozˇ´ın, ale
samo o sebe moˆzˇe na´sledne viest’ k vel’ke´mu pocˇtu vytvoreny´ch pseudopravidiel. Pri spa´jan´ı
vnoreny´ch n-t´ıc sa do podmnozˇiny vlozˇ´ı pravidlo a urcˇ´ı sa pocˇet pseudopravidiel, ktore´ vy-
generuje. Ak pocˇet pseudopravidiel prekrocˇ´ı stanoveny´ prah, take´to pravidlo sa vynecha´.
Oznacˇovane´ je pojmom ”spoiler“. Experimenta´lne vy´sledky viedli k zisteniu, zˇe taky´chto
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pravidiel je priblizˇne 1%− 2% z celkove´ho pocˇtu. Nı´zky pocˇet taky´chto pravidiel umozˇnˇuje
ich umiestnenie napr. do TCAM pama¨te.
Pomocou algoritmu MSCA je mozˇne´ obmedzit’ vel’kost’ celkovej sady pravidiel spolu s vy-
tvoreny´mi pseudopravidlami azˇ na hodnoty v rozmedz´ı priemerne 1,2-1,4 na´sobku vel’kosti
poˆvodnej sady pravidiel. Doˆlezˇity´m krokom je rozdelenie mnozˇiny pravidiel do jednotlivy´ch
podmnozˇ´ın, detailny´ popis algoritmu spolu so vsˇetky´mi nutny´mi krokmi k spra´vnej cˇinnosti
je obsiahnuty´ v [3].
3.4.5 DCFL algoritmus
Algoritmus Distributed Crossproducting of Field Labels [16] bol navrhnuty´ na za´klade sku´-
mania vlastnost´ı rea´lne pouzˇ´ıvany´ch sa´d pravidiel: pocˇet unika´tnych hodnoˆt v jednotlivy´ch
po l´ıcˇkach je relat´ıvne maly´ oproti celkove´mu pocˇtu pravidiel a su´cˇasne pocˇet unika´tnych
hodnoˆt, pri ktory´ch docha´dza pre pakety k zhode je vel’mi maly´ oproti celkove´mu pocˇtu
pravidiel. Vyuzˇ´ıva paralelne´ prehl’ada´vanie pre kazˇde´ pol´ıcˇko hlavicˇky paketu a urcˇite´ tech-
niky pre agrega´ciu jednotlivy´ch vy´sledkov a ich spracovanie. DCFL algoritmus pozosta´va
z troch za´kladny´ch komponent: komponent zabezpecˇuju´cich vyhl’ada´vanie pre jednotlive´
pol´ıcˇka, agregacˇnej siete pre spracovanie vy´sledkov z predcha´dzaju´cej u´rovne a komponen-













dotaz na platnos ť
Obra´zok 3.7: Sche´ma cˇinnosti algoritmu DCFL
V prvej u´rovni docha´dza k neza´visle´mu porovnaniu hodnoˆt pol´ıcˇok hlavicˇky paketu vocˇi
dany´m pol´ıcˇkam medzi vsˇetky´mi pravidlami. Take´to vyhl’adanie sa moˆzˇe realizovat’ LPM
sˇtruktu´rou pre pol´ıcˇka obsahuju´ce IP adresy, pre protokol cˇi TCP flagy mozˇno pouzˇit’ malu´
hash tabul’ku a pod. Vy´sledky su´ potom spracova´vane´ v agregacˇnej sieti, ktora´ urcˇ´ı vsˇetky
pravidla´, vocˇi ktory´m by mala nastat’ zhoda. Agregacˇna´ siet’ sku´ma, cˇi sa v niektory´ch
pravidla´ch vyskytla kombina´cia dany´ch dvoch prefixov (karte´zsky su´cˇin sa vykona´va na
dvoch mnozˇina´ch). Na tieto u´cˇely sa pouzˇ´ıvaju´ polia Bloomovy´ch filtrov. Pouzˇit´ım via-
cery´ch taky´chto filtrov je mozˇne´ zn´ızˇit’ pocˇet pr´ıstupov do pama¨ti. Nakoniec sa v poslednom
kroku vyberie pravidlo s najvysˇsˇou prioritou.
U´zkym miestom tohto algoritmu je postupne´ vyhodnocovanie karte´zskeho su´cˇinu, z doˆ-
vodu mnozˇstva takto vzniknuty´ch polozˇiek, pre ktore´ je nutne´ vyhl’ada´vanie realizovat’.
3.4.6 PHCA algoritmus
Dˇalˇs´ım z algoritmov karte´zskeho su´cˇinu zalozˇeny´ na dekompoz´ıcii proble´mu je algoritmus
PHCA (Perfect Hashing Crossproduct Algorithm). Je vytvoreny´ pre u´cˇely obvodovej imple-
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menta´cie pre dosiahnutie cˇo najvysˇsˇej ry´chlosti klasifika´cie paketov. Ciel’om algoritmu je
dosiahnut’ konsˇtantnu´ dobu spracovania paketov spolu s dobrou sˇka´lovatel’nost’ou s d´lzˇkou
filtrovac´ıch pravidiel. Algoritmus vyzˇ´ıva perfektne´ hashovacie funkcie pre vyhl’ada´vanie
v tabul’ka´ch pravidiel v konsˇtantnom cˇase [9].
Klasifika´cia pomocou tohto algoritmu je rozdelena´ do 3 za´kladny´ch krokov:
• vyhl’adanie najdlhsˇieho zhodne´ho prefixu pre kazˇde´ pol´ıcˇku paketu (LPM)
• mapovanie vy´sledkov predcha´dzaju´ceho kroku na cˇ´ıslo pravidla pomocou perfektnej
hashovacej funkcie
• kontrola pol´ıcˇok paketu vocˇi na´jdene´mu pravidlu
Posledny´ krok je doˆlezˇity´ z toho hl’adiska, zˇe pri mapovan´ı vy´sledkov LPM fa´ze hasho-
vacia funkcia vzˇdy namapuje dany´ pricha´dzaju´ci paket na nejake´ pravidlo hoci tento paket
zˇiadnemu pravidlu nevyhovuje. Preto je potrebne´ mat’ ulozˇene´ aj vsˇetky poˆvodne´ pravidla´
v nejakej tabul’ke.
Uvedene´ kroky su´ zna´zornene´ na obra´zku 3.8
LPM LPM













Obra´zok 3.8: Jednotlive´ kroky algoritmu PHCA
Za´kladom tohto algoritmu je konsˇtrukcia perfektnej hashovacej funkcie, ktora´ realizu-
je mapovanie pseudopravidiel na pr´ıslusˇne´ pravidla´. Pre kazˇde´ pol´ıcˇko sa vyhl’ada´ najdlhsˇ´ı
zhodny´ prefix, jednotlive´ prefixy dohromady reprezentuju´ jedno mozˇne´ pseudopravidlo. Pa-
ket nevyhovuju´ci zˇiadnemu pravidlu moˆzˇe vytvorit’ neplatne´ pseudopravidlo, ktore´ sa na-
mapuje na niektore´ z pravidiel. V poslednej fa´zi vsˇak docha´dza k porovnaniu vy´sledne´ho
pravidla s polozˇkami dane´ho pricha´dzaju´ceho pravidla a tento proble´m sa odstra´ni.
Pouzˇita´ hashovacia funkcia sa konsˇtruuje ako bezkol´ızna pomocou vytva´rania neorien-
tovane´ho acyklicke´ho grafu (mnozˇina kl’´ucˇov je dopredu zna´ma). Hrana grafu zodpo-
veda´ jedne´mu vstupne´mu slovu a uzol grafu vy´sledkom dvoch roˆznych hashovac´ıch funkci´ı.
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Taka´to hashovacia funkcia riesˇi proble´m zobrazenia urcˇite´ho pravidla a vsˇetky´ch jeho asoci-
ovany´ch pseudopravidiel na dane´ pravidlo. V podstate je tento spoˆsob zalozˇeny´ na vytva´ran´ı
za´merny´ch kol´ızi´ı. Ohodnotenie jednotlivy´ch uzlov (vrcholov) grafu je ulozˇene´ v tabul’ke
vrcholov.
Vy´sledna´ hashovacia funkcia pozosta´va z 2 hashovac´ıch funkci´ı, tabul’ky vrcholov a scˇ´ı-
tacˇky.
Spoˆsob klasifika´cie pouzˇit´ım perfektny´ch hashovac´ıch funkci´ı podrobnejˇsie popisuju´ na-
sledovne´ body:
• z hlavicˇky paketu sa extrahuju´ hodnoty z pr´ıslusˇny´ch pol´ıcˇok
• pre kazˇde´ pole prebehne neza´visle (paralelne) vyhl’adanie najdlhsˇieho zhodne´ho pre-
fixu
• vy´sledky sa zret’azia do jedne´ho da´tove´ho slova
• vzniknute´ da´tove´ slovo je vstupom dvoch roˆznych hashovac´ıch funkci´ı
• podl’a vy´stupny´ch hodnoˆt sa z tabul’ky vrcholov z´ıskaju´ ohodnotenia vrcholov acyk-
licke´ho grafu
• z´ıskane´ hodnoty sa scˇ´ıtaju´ a vy´sledok reprezentuje cˇ´ıslo pravidla
• z tabul’ky pravidiel sa z´ıska pravidlo priradene´ k dane´mu cˇ´ıslu a porovna´ sa s hodnota-
mi v hlavicˇke paketu. Ak toto porovnanie dopadne u´spesˇne, vy´sledkom klasifika´cie je
dane´ pravidlo, inak sa pouzˇije univerza´lne pravidlo, ak take´to pravidlo bolo definovane´
v sade pravidiel. Univerza´lne pravidlo vyhovuje kazˇde´mu paketu.
Tento algoritmus ma´ vsˇak nevy´hodu v mnozˇstve potrebny´ch pama¨t’ovy´ch zdrojov spoˆ-
sobeny´ch vel’ky´m pocˇtom vzniknuty´ch pseudopravidiel. Sku´man´ım charakterist´ık vytvo-




Priamou pr´ıcˇinou je pouzˇitie vsˇeobecny´ch pravidiel (obvykle s n´ızkou prioritou), cˇo ve-
die k vzniku vel’ke´ho mnozˇstva ich sˇpecia´lnych pr´ıpadov — a ty´mi su´ pra´ve pseudopravidla´.
Nepriama pr´ıcˇina sa ty´ka pocˇtu unika´tnych prefixov v jednotlivy´ch dimenzia´ch. Proble´my
spoˆsobuje prevod rozsahov na prefixy (rozsahy v pravidla´ch najcˇastejˇsie pouzˇite´ pre por-
ty), kedy vsˇetky pravidla´, ktore´ pokry´vaju´ cely´ rozsah musia vygenerovat’ d’alˇsie pravidla´
pokry´vaju´ce jednotlive´ prefixy. Navysˇe, toto sa ty´ka kazˇdej dimenzie, takzˇe pocˇet takto
vytvoreny´ch pseudopravidiel moˆzˇe byt’ enormny´.
Ciel’om je identifikovat’ pravidla´, ktore´ vedu´ k vzniku vel’ke´ho mnozˇstva pseudopravi-
diel. Take´to pravidla´ by potom bolo mozˇne´ z poˆvodnej mnozˇiny vynˇat’ a umiestnit’ do malej
asociat´ıvnej pama¨te priamo na cˇipe. Najjednoduchsˇou meto´dou je odstra´nenie ty´ch pra-
vidiel, ku ktory´m je asociovane´ najva¨cˇsˇie mnozˇstvo pseudopravidiel. Ty´mto postupom
vsˇak nie je mozˇne´ identifikovat’ pravidla´, ktore´ spoˆsobuju´ expanziu pseudopravidiel ty´m,
zˇe zvysˇuju´ pocˇet unika´tnych prefixov v jednotlivy´ch dimenzia´ch. Mohlo by sa zdat’, zˇe by
postacˇilo otestovat’ vsˇetky mozˇnosti postupny´m odoberan´ım pravidiel a vyhodnocovan´ım
17
pocˇtu pseudopravidiel. Je to vsˇak cˇasovo najna´rocˇnejˇs´ı postup, preto by bolo vy´hodne´ vy-
vinu´t’ nejaku´ heuristiku, ktorou by bolo mozˇne´ identifikovat’ pravidla´, ktore´ by sa umiestnili
do asociat´ıvnej pama¨ti a za´rovenˇ by postihovala obe uvedene´ pricˇiny vzniku pseudopravi-
diel. Spoˆsob takejto identifika´cie problematicky´ch pravidiel vsˇak predstavuje netrivia´lny
proble´m, ktory´ nebol doteraz riesˇeny´.
3.5 Projekt NIFIC
V ra´mci projektu Liberouter pod za´sˇtitou zdruzˇenia CESNET prebieha vy´voj siet’ovej plat-
formy pre filtrovanie a preposielanie paketov na plny´ch ry´chlostiach na nasadeny´ch linka´ch
bez straty paketov. Vyv´ıjane´ zariadenie je schopne´ pakety filtrovat’, preposielat’ do ope-
racˇne´ho syste´mu pocˇ´ıtacˇa, v ktorom je nasadene´ cˇi preposielat’ pakety na jedno alebo viac
vy´stupny´ch siet’ovy´ch rozhran´ı.
Klasifika´cia paketov je zalozˇena´ na pol´ıcˇkach hlavicˇky paketov u´rovn´ı L2, L3 a L4
ISO/OSI siet’ove´ho modelu (Poˆvodne´ pol´ıcˇka podl’a ktory´ch sa klasifikuje boli rozsˇ´ırene´
o zdrojovu´ a ciel’ovu´ MAC adresu, TCP flagy a cˇ´ıslo siet’ove´ho rozhrania. Take´to rozsˇ´ırenie
vyzˇaduje iba zva¨cˇsˇenie tabul’ky pravidiel a neovplyvnˇuje ry´chlost’ klasifika´cie).
Jadrom poslednej verzie je klasifikacˇny´ algoritmus PHCA [9] ako uka´zˇka jeho praktickej
obvodovej implementa´cie.
Algoritmus sa implementuje do FPGA cˇipu (Xilinx Virtex 5), da´tove´ sˇtruktu´ry pre LPM
opera´cie a tabul’ka pravidiel su´ implementovane´ priamo na cˇipe (bud’ s vyuzˇit´ım distribu-
ovany´ch alebo pomocou BlockRAM pama¨t´ı). Pre ulozˇenie tabul’ky vrcholov acyklicke´ho
grafu sa pouzˇ´ıva externa´ staticka´ pama¨t’ (Cypress QDR-II SRAM)
Ciel’om pri d’alˇsom vy´voji je d’alˇsia optimaliza´cia za u´cˇelom zn´ızˇenia pama¨t’ovej na´rocˇ-





Nasleduju´ce optimalizacˇne´ meto´dy su´ zalozˇene´ na redukcii poˆvodnej sady pravidiel vy´berom
urcˇite´ho pocˇtu pravidiel a ich umiestnen´ım do asociat´ıvnej pama¨te. Ciel’om take´hoto vy´beru
je identifika´cia taky´ch pravidiel, ktore´ spoˆsobuju´ najva¨cˇsˇ´ı na´rast pocˇtu pseudopravidiel.
Klasifika´cia paketov je potom zalozˇena´ na vyuzˇit´ı poˆvodne´ho klasifikacˇne´ho algoritmu
spolu s klasifika´ciou pomocou asociat´ıvnej pama¨ti. Asociat´ıvna pama¨t’ pracuje paralel-
ne s klasifikacˇny´m algoritmom, pricˇom na konci fa´ze klasifika´cie postacˇ´ı vybrat’ pravidlo
s va¨cˇsˇou prioritou.
Terna´rne asociat´ıvne pama¨te maju´ vsˇak nevy´hody su´visiace s vel’kou energetickou na´-
rocˇnost’ou a vysokou cenou za jednotku plochy cˇipu. Je vsˇak mozˇne´ tento pr´ıstup pouzˇit’ pre
vy´ber urcˇite´ho male´ho pocˇtu pravidiel, cˇ´ım sa uvedene´ nevy´hody preva´zˇia vel’mi efekt´ıvnou
technikou klasifika´cie.
Proble´mom vsˇak zosta´va spra´vny vy´ber taky´chto pravidiel. Taky´to pr´ıstup nebol esˇte
dostatocˇne presku´many´ a meto´da, ktora´ by presne odhalila pravidla´, ktore´ spoˆsobuju´
najva¨cˇsˇiu expanziu totizˇ esˇte nebola vyvinuta´ a publikovana´. V nasleduju´com texte budu´
pribl´ızˇene´ meto´dy, ktore´ vy´ber pravidiel uskutocˇnˇuju´ prehl’ada´van´ım stavove´ho priestoru
vzniknuty´ch pseudopravidiel. Tieto meto´dy mozˇno povazˇovat’ za jedny zo za´kladny´ch, ako
k takejto optimaliza´cii pristupovat’. Ta´to technika nemus´ı viest’ k uspokojivy´m vy´sledkom,
predstavuje vsˇak cestu, ktorou je mozˇne´ sa uberat’ pri identifika´cii proble´movy´ch pravidiel
a ty´m aj vy´vine dokonalejˇs´ıch meto´d.
4.1 Naivna´ optimaliza´cia hrubou silou
Touto meto´dou je mozˇne´ pokryt’ cely´ stavovy´ priestor ty´kaju´ci sa pseudopravidiel prira-
deny´ch jednotlivy´m pravidla´m. Postupny´m sku´sˇan´ım vsˇetky´ch mozˇny´ch kombina´ci´ı vy´berov
dane´ho pocˇtu pravidiel sa urcˇ´ı vy´ber, ktory´ dosiahne najvy´znamnejˇsiu redukciu pocˇtu pse-
udopravidiel.
Prakticky sa jedna´ o meto´du hrubej sily, z matematicke´ho pohl’adu je to klasicka´ kom-










Tento pr´ıstup je mozˇne´ pouzˇit’ iba pre vel’mi male´ sady pravidiel, vy´pocˇtova´ na´rocˇnost’
je totizˇ obrovska´. Ako pr´ıklad mozˇno uviest’ vy´pocˇet pre sadu 500 pravidiel, z ktorej je
potrebne´ vybrat’ vhodne 10 pravidiel a umiestnit’ ich do asociat´ıvnej pama¨te. Za predpo-
kladu, zˇe spracovanie jednej kombina´cie by trvalo 1 takt a je realizovane´ na frekvencii 3
GHz, tak samotny´ vy´pocˇet by trval takmer 2600 rokov!
Meto´da hrubej sily je najpresnejˇsia, ale vzhl’adom na povahu vy´pocˇtu aj najmenej
vhodna´ pre prakticke´ potreby. Preto je nutne´ hl’adat’ ine´ pr´ıstupy.
4.2 Optimaliza´cia zalozˇena´ na odhade pocˇtu pseudopravidiel
Dˇalˇsou mozˇnost’ou je odhad pocˇtu pseudopravidiel pre kazˇde´ pravidlo v definovanej sade.
Ta´to meto´da nevykona´va zˇiadne prehl’ada´vanie stavove´ho priestoru. Je zalozˇena´ na vy-
hl’ada´van´ı sˇpecifickejˇs´ıch prefixov pre kazˇde´ pol´ıcˇko, podl’a ktore´ho sa klasifikuje. Situa´ciu
je na´zorne zobrazena´ na obr. 4.1 vo forme stromovej sˇtruktu´ry.
Obra´zok 4.1: Vyhl’ada´vanie sˇpecifickejˇs´ıch prefixov pre jednotlive´ pol´ıcˇka
Obra´zok zna´zornˇuje odhad pseudopravidiel pre dve pol´ıcˇka (mozˇno si predstavit’ na-
pr. zdrojovu´ a ciel’ovu´ IP adresu). V stromovej sˇtruktu´re je na najvysˇsˇej u´rovni hodnota
dane´ho pol´ıcˇka, takto je mozˇne´ urcˇit’ vsˇetky prefixy, ktore´ hodnota dane´ho pol´ıcˇka pokry´va
vzhl’adom na ostatne´ pravidla´. Takto z´ıskane´ hodnoty pre kazˇde´ pol´ıcˇko dane´ho pravidla
sa navza´jom vyna´sobia a vy´sledny´ su´cˇin potom reprezentuje odhad pocˇtu priradeny´ch pse-
udopravidiel. Pre udrzˇanie prehl’adnosti nie su´ na obra´zku zna´zornene´ vsˇetky va¨zby medzi
hodnotami pr´ıslusˇny´ch pol´ıcˇok.
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Pseudoko´d tejto meto´dy je mozˇne´ pop´ısat’ nasledovne:
1: Vstup: mnozˇina pravidiel R, pocˇet odstranˇovany´ch pravidiel d
2: vytvor mnozˇinu pravidiel s najva¨cˇsˇ´ım pocˇtom pseudopravidiel Rmax := ∅
3: for all pravidla´ ri z mnozˇiny pravidiel R, i ∈ {1 . . . n}, n = |R| do
4: for all pol´ıcˇka ai pravidla ri do
5: ni := pocˇet sˇpecifickejˇs´ıch prefixov pol´ıcˇka ai pravidla ri zo vsˇetky´ch ostatny´ch
pravidiel v pol´ıcˇku ai
6: prirad’ pravidlu ri su´cˇin n1 × n2× . . .×nm, m je pocˇet pol´ıcˇok
7: end for
8: end for
9: vyber d pravidiel s najva¨cˇsˇ´ım odhadnuty´m pocˇtom asociovany´ch pseudopravidiel a ulozˇ
ich do mnozˇiny Rmax
10: Vy´stup: mnozˇina Rmax obsahuju´ca d pravidiel s najva¨cˇsˇ´ım pocˇtom priradeny´ch pse-
udopravidiel
Experimenty a zhodnotenie vy´sledkov
Meto´da bola pouzˇita´ na niekol’ko sa´d filtrovac´ıch pravidiel. Sady pravidiel fw-fast.rul, fw-
hp.rul a rules{1,4,5,6}.rul su´ rea´lne sady pouzˇ´ıvane´ v univerzitnej sieti, ostatne´ sady su´
synteticke´ a su´ vytvorene´ na´strojom Classbench [17]. Vy´sledky dosiahnute´ touto meto´dou













acl1 100 default num-
bered.rul
99 191 700 146 461 117 504 73 964
fw-fast.rul 104 1 322 496 1 046 976 662 592 358 400
fw-hp.rul 173 270 000 234 000 198 000 162 000
fw1 100 default n.rul 100 432 640 203 112 102 600 65 747
fw1 150 default n.rul 154 704 480 503 200 304 640 195 181
fw1 200 default n.rul 188 887 040 526 680 380 086 356 594
fw1 50 default n.rul 47 42 500 18 000 6 789 3 124
fw2 05 05.rul 956 2 819 460 2 712 864 2 610 104 2 507 344
fw2 05 m05.rul 962 3 206 308 3 101 868 2 997 428 2 892 988
fw2 m05 05.rul 984 4 625 936 4 508 028 4 395 888 4 283 748
fw2 m05 m05.rul 992 4 914 700 4 799 060 4 672 080 4 556 720
fw3 05 05 500.rul 472 4 986 436 4 219 292 4 219 292 3 951 780
fw4 05 05 500.rul 482 13 177 728 11 384 064 9 961 056 9 486 720
fw5 05 05 500.rul 481 8 705 340 7 668 990 7 254 450 7 254 450
rules1.rul 68 168 000 26 928 3 373 1 316
rules4.rul 335 44 153 24 460 12 900 4 649
rules5.rul 1 194 114 826 84 743 83 733 83 252
rules6.rul 1 529 2 584 281 2 321 258 1 830 820 1 830 407
























































Obra´zok 4.2: Redukcia odhadom pocˇtu pseudopravidiel — pomer po redukcia´ch
V grafe 4.2 je zobrazena´ u´cˇinnost’ redukcie meto´dy odhadom pre roˆzne pocˇty presu´vany´ch
pravidiel do asociat´ıvnej pama¨ti. Pre niektore´ sady filtrovac´ıch pravidiel sa dosiahla vy´z-
namna´ redukcia, pre ostatne´ vsˇak ani po sta´le va¨cˇsˇom pocˇte odobraty´ch pravidiel ne-
dosˇlo k vy´raznejˇsiemu zn´ızˇeniu pama¨t’ovej na´rocˇnosti (ako je vidno z obra´zku, v niektory´ch
pr´ıpadoch sa dosiahnuty´ pomer pohybuje takmer na u´rovni poˆvodnej vel’kosti).
Pri vy´pocˇte odhadu asociovany´ch pseudopravidiel docha´dza k tomu, zˇe vel’ke´ mnozˇstvo
pravidiel obsahuje rovnaky´ odhad. Pred samotny´m vy´berom sa pravidla´ zoradia podl’a
hodnoty odhadu a na´sledne sa odoberie pozˇadovany´ pocˇet pravidiel. Nezohl’adnˇuje sa vsˇak
fakt, zˇe urcˇite´ pravidla´ spoˆsobia vy´znamnejˇs´ı na´rast pocˇtu pseudopravidiel ako ostatne´.
K dispoz´ıcii je iba odhad, ale jeho hodnota esˇte nemus´ı znamenat’, zˇe konkre´tne pravidlo
sa na vy´slednom pocˇte pseudopravidiel podiel’a vy´raznejˇsou mierou. Navysˇe, pouzˇitie inej
radiacej meto´dy moˆzˇe viest’ k ine´mu poradiu pravidiel (hoci maju´ rovnaky´ odhad) a na´-
sledny´ vy´ber moˆzˇe znamenat’ vy´razne odliˇsne´ vy´sledky. Pre dosiahnutie lepsˇ´ıch vy´sledkov
by bolo mozˇne´ po samotnom urcˇen´ı odhadu aplikovat’ na pravidla´ s najva¨cˇsˇou hodnotou
odhadu esˇte niektoru´ z nasleduju´cich meto´d, cˇ´ım by sa dosiahol presnejˇs´ı vy´ber.
Vel’kou vy´hodou tejto meto´dy je jej ry´chlost’. Ta´to meto´da nepracuje so pseudopravid-
lami, cˇo v pr´ıpade ostatny´ch meto´d predstavuje u´zke hrdlo v dobe vy´pocˇtu. Generovanie
pseudopravidiel pre danu´ sadu pravidiel je vy´pocˇtovo na´rocˇna´ u´loha. V tomto pr´ıpade
urcˇenie odhadu trva´ iba zanedbatel’nu´ dobu a je ota´zkou okamihu. Na druhu´ stranu, ap-
lika´cia tejto meto´dy nemus´ı vzˇdy viest’ k uspokojivej redukcii.
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4.3 Optimaliza´cia zalozˇena´ na prirad’ovan´ı pocˇtu pseudopra-
vidiel
Ta´to meto´da je zalozˇena´ na jednorazovom vygenerovan´ı vsˇetky´ch pseudopravidiel z da-
nej vstupnej sady pravidiel. Na´sledne sa kazˇde´mu pravidlu prirad´ı pocˇet pseudopravidiel
k nemu asociovany´ch. Po tejto opera´cii stacˇ´ı uzˇ len vybrat’ pozˇadovany´ pocˇet pravidiel,
ku ktory´m je asociovane´ najva¨cˇsˇie mnozˇstvo pseudopravidiel.
Ta´to meto´da je presnejˇsia, ale nie je u´plne presna´. Nemus´ı eliminovat’ proble´move´ pra-
vidla´ spoˆsobuju´ce na´rast pocˇtu pseudopravidiel z doˆvodu mnozˇstva unika´tnych prefixov
v jednotlivy´ch pol´ıcˇkach, podl’a ktory´ch sa klasifikuje. Za´rovenˇ vsˇak uzˇ generuje pseudop-
ravidla´, cˇ´ım je na´rocˇnejˇsia na cˇas, ale toto generovanie je iba jednora´zove´, takzˇe cˇas vy´pocˇtu
nepredstavuje za´vazˇny´ proble´m.
Pseudoko´d tejto meto´dy je nasledovny´:
1: Vstup: mnozˇina pravidiel R, pocˇet odstranˇovany´ch pravidiel d
2: vytvor mnozˇinu pseudopravidiel P z mnozˇiny pravidiel R
3: vytvor mnozˇinu pravidiel s najva¨cˇsˇ´ım pocˇtom pseudopravidiel Rmax := ∅
4: for all pravidla´ ri z mnozˇiny pravidiel R, i ∈ {1 . . . n}, n = |R| do
5: pravidlu ri prirad’ pocˇet asociovany´ch pseudopravidiel z mnozˇiny P
6: end for
7: vyber d pravidiel s najva¨cˇsˇ´ım pocˇtom asociovany´ch pseudopravidiel a ulozˇ ich do mnozˇiny
Rmax
8: Vy´stup: mnozˇina Rmax obsahuju´ca d pravidiel s najva¨cˇsˇ´ım pocˇtom priradeny´ch pse-
udopravidiel













acl1 100 default num-
bered.rul
99 191 700 19 193 14 681 10 349
fw-fast.rul 104 1 322 496 117 437 65 303 30 136
fw-hp.rul 173 270 000 89 424 77 220 65 880
fw1 100 default n.rul 100 432 640 167 486 92 873 33 193
fw1 150 default n.rul 154 704 480 397 031 235 509 109 692
fw1 200 default n.rul 188 887 040 452 732 255 892 119 168
fw1 50 default n.rul 47 42 500 8 073 1 071 324
fw2 05 05.rul 956 2 819 460 2 679 600 2 542 540 2 408 280
fw2 05 m05.rul 962 3 206 308 3 060 288 2 917 068 2 776 648
fw2 m05 05.rul 984 4 625 936 4 457 376 4 291 616 4 128 656
fw2 m05 m05.rul 992 4 914 700 4 740 960 4 740 960 4 401 880
fw3 05 05 500.rul 472 4 986 436 3 808 800 3 225 060 2 885 580
fw4 05 05 500.rul 482 13 177 728 10 492 000 8 524 320 7 411 824
fw5 05 05 500.rul 481 8 705 340 6 602 310 5 710 716 5 029 376
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rules1.rul 68 168 000 16 384 7230 4 486
rules4.rul 335 44 153 20 822 9 830 5 316
rules5.rul 1 194 114 826 18 808 17 836 16 117
rules6.rul 1 529 2 584 281 304 921 171 371 136 053























































Obra´zok 4.3: Redukcia prirad’ovan´ım pocˇtu pseudopravidiel — pomer po redukcia´ch
Ako zna´zornˇuje graf 4.3 touto meto´dou sa pre niektore´ sady podarilo dosiahnut’ lepsˇie
vy´sledky nezˇ v pr´ıpade predcha´dzaju´cej meto´dy zalozˇenej na odhade. Naopak, aplika´cia
tejto meto´dy na niektore´ sady viedla k horsˇ´ım vy´sledkom. Tento nezˇiaduci jav vsˇak moˆzˇe
byt’ spoˆsobeny´, podobne ako v pr´ıpade meto´dy odhadu, na porad´ı jednotlivy´ch pravidiel.
Z pozorovania vy´sledkov je mozˇne´ zistit’, zˇe k mnohy´m pravidla´m sa asociuje rovnake´
mnozˇstvo pseudopravidiel. Pocˇet taky´chto pravidiel vsˇak moˆzˇe prevysˇovat’ pocˇet pravidiel
pozˇadovany´ch k odobratiu, pricˇom pri vy´bere sa zase nemusia zasiahnut’ pravidla´, ktory´ch
odobratie by viedlo k va¨cˇsˇej redukcii.
Tu´to meto´du je mozˇne´ v urcˇity´ch smeroch povazˇovat’ za presnejˇsiu, v mnohy´ch pr´ıpadoch
dosiahla vel’mi zauj´ımave´ vy´sledky. Nevy´hodou meto´dy prirad’ovania pocˇtu pseudopravi-
diel je vsˇak generovanie pseudopravidiel. Ta´to opera´cia je cˇasovo na´rocˇna´ a za´vis´ı nielen
na pocˇte filtrovac´ıch pravidiel v sade, ale aj ich podobe (sada, v ktorej prevazˇuju´ pra-
vidla´ s presny´mi hodnotami v jednotlivy´ch pol´ıcˇkach sa spracuje ry´chlejˇsie ako sada, kde
sa v pol´ıcˇkach pre jednotlive´ pravidla´ vyskytuju´ prefixove´ hodnoty pokry´vaju´ce vel’ky´ pocˇet
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sˇpecifickejˇs´ıch prefixov vzhl’adom k ostatny´m pravidla´m).
4.4 Optimaliza´cia zalozˇena´ na postupnej redukcii
Dˇalˇsou meto´dou, ktoru´ je mozˇne´ pouzˇit’, je opakovana´ postupna´ redukcia. Zacˇ´ına vyge-
nerovan´ım mnozˇiny pseudopravidiel. Na´sledne kazˇde´mu pravidlu prirad´ı pr´ıslusˇny´ pocˇet
asociovany´ch pseudopravidiel. Na rozdiel od predcha´dzaju´cej meto´dy vsˇak vyberie iba jed-
no pravidlo, ku ktore´mu je priradene´ najva¨cˇsˇie mnozˇstvo pseudopravidiel. Na´sledne sa cely´
proces zopakuje, ale s redukovanou sadou vstupny´ch pravidiel. Mnozˇina pseudopravidiel
sa teda generuje opakovane, ale odobera´ sa postupne iba jedno pravidlo. Cely´ postupny´
vy´ber koncˇ´ı pri dosiahnut´ı odobratia pozˇadovane´ho pocˇtu pravidiel z poˆvodne definovanej
sady.
Tento pr´ıstup vsˇak mozˇno povazˇovat’ v istom zmysle za pr´ıstup zalozˇeny´ na hrubej sile.
Ku generovaniu pseudopravidiel totizˇ docha´dza opakovane. Tu´to meto´du mozˇno povazˇovat’
za presnejˇsiu nezˇ meto´dy predcha´dzaju´ce. Stavovy´ priestor pseudopravidiel sa prehl’ada´va
doˆkladnejˇsie, nejedna´ sa vsˇak o jeho u´plne´ prehl’adanie.
Cely´ postup je mozˇne´ na´zorne pop´ısat’ nasledovny´m pseudoko´dom:
1: Vstup: mnozˇina pravidiel R, pocˇet odstranˇovany´ch pravidiel d
2: vytvor mnozˇinu pravidiel Ra := R
3: vytvor mnozˇinu s najva¨cˇsˇ´ım pocˇtom pseudopravidiel Rmax := ∅
4: for i := 1 to d do
5: for all ri ∈ Ra do
6: meto´dou prirad’ovania pocˇtu pseudopravidiel urcˇi pocˇet pseudopravidiel asociova-
ny´ch k pravidlu ri
7: end for
8: urcˇi pravidlo rx s najva¨cˇsˇ´ım pocˇtom asociovany´ch pseudopravidiel z Ra
9: Rmax := Rmax ∪ {rx}
10: Ra := Ra \ {rx}
11: end for
12: Vy´stup: mnozˇina Rmax obsahuju´ca d pravidiel s najva¨cˇsˇ´ım pocˇtom asociovany´ch pse-
udopravidiel













acl1 100 default num-
bered.rul
99 191 700 1 067 556 246
fw-fast.rul 104 1 322 496 61 542 29 301 29 301
fw-hp.rul 173 270 000 89 100 75 600 62 100
fw1 100 default n.rul 100 432 640 114 261 45 415 23 319
fw1 150 default n.rul 154 704 480 379 080 238 680 94 074
fw1 200 default n.rul 188 887 040 438 672 248 976 100 776
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fw1 50 default n.rul 47 42 500 2 394 210 35
fw2 05 05.rul 956 2 819 460 2 679 600 2 542 540 2 408 280
fw2 05 m05.rul 962 3 206 308 3 060 288 2 917 068 2 776 648
fw2 m05 05.rul 984 4 625 936 4 457 376 4 291 616 4 128 656
fw2 m05 m05.rul 992 4 914 700 4 740 960 4 570 020 4 401 880
fw3 05 05 500.rul 472 4 986 436 3 792 600 3 179 520 2 809 404
fw4 05 05 500.rul 482 13 177 728 10 492 000 8 524 320 7 382 928
fw5 05 05 500.rul 481 8 705 340 6 602 310 5 710 716 5 029 376
rules1.rul 68 168 000 7 109 2 108 811
rules4.rul 335 44 153 19 575 7 607 3 323
rules5.rul 1 194 114 826 18 808 17 231 15 676
rules6.rul 1 529 2 584 281 128 508 96 714 35 195























































Obra´zok 4.4: Meto´da postupnej redukcie — pomer po redukcia´ch
Oproti predcha´dzaju´cej meto´de ta´to dosahuje lepsˇie vy´sledky. Potvrdilo sa, zˇe proces
redukcie je presnejˇs´ı. Dosahovanie lepsˇ´ıch vy´sledkov je vsˇak danˇou za na´rocˇnejˇs´ı vy´pocˇtovy´
proces, nakol’ko ku generovaniu pseudopravidiel docha´dza opakovane. Za nevy´hodu mozˇno
povazˇovat’, zˇe v niektory´ch pr´ıpadoch nedosˇlo k vy´raznejˇsiemu zn´ızˇeniu pocˇtu pseudop-
ravidiel oproti meto´de prirad’ovania pocˇtu pseudopravidiel a ma´lo vy´znamnejˇsia redukcia
nevyva´zˇi dobu potrebnu´ na d’alˇsiu optimaliza´ciu.
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Ta´to meto´da patr´ı k cˇasovo najna´rocˇnejˇs´ım, vyhodnocovanie pseudopravidiel je vy´pocˇ-
tovo na´rocˇne´ predovsˇetky´m pre vel’ke´ sady pravidiel (za´vis´ı vsˇak aj na charaktere pravidiel).
V tomto pr´ıpade vy´pocˇty pre niektore´ sady trvaju´ ra´dovo azˇ niekol’ko dn´ı, cˇo je pre prakticke´
pouzˇitie neakceptovatel’ne´. Lepsˇie vy´sledky je vsˇak mozˇne´ pouzˇit’ pre d’alˇsie sku´manie
vlastnost´ı pravidiel a vy´voji rovnako kvalitny´ch, ale vy´pocˇtovo menej na´rocˇny´ch meto´d.
Zhodnotenie predcha´dzaju´cich meto´d
Predcha´dzaju´ce tri meto´dy mozˇno povazˇovat’ za za´kladne´ pr´ıstupy k redukcii pocˇtu pse-
udopravidiel. Prezentovane´ meto´dy boli zoradene´ podl’a vy´pocˇtovej na´rocˇnosti potrebnej
k z´ıskaniu vy´sledkov od najmenej cˇasovo na´rocˇnej. Kazˇda´ meto´da sa odliˇsuje vy´sledkami,
ktory´ch kvalita za´vis´ı nielen od spoˆsobu, aky´m dana´ meto´da pracuje, ale aj poradia vy´beru
pravidiel z poˆvodne definovanej sady (v pr´ıpade, zˇe obsahuje pravidla´ ohodnotene´ rovnaky´m
pocˇtom asociovany´ch pseudopravidiel).
V niektory´ch pr´ıpadoch by bolo mozˇne´ pouzˇit’ d’alˇsiu optimaliza´ciu zalozˇenu´ na sku´man´ı,
ktore´ z rovnako ohodnoteny´ch pravidiel spoˆsob´ı vy´znamnejˇsiu redukciu v porovnan´ı s os-
tatny´mi, cˇ´ım sa odstra´ni za´vislost’ vy´beru pravidiel na ich porad´ı. Tento pr´ıstup vsˇak
vyzˇaduje d’alˇsie vy´pocˇtove´ kroky, preto je potrebne´ zva´zˇit’, aky´m spoˆsobom sa pr´ıpadne
vykona´.
Uvedene´ meto´dy je vsˇak mozˇne´ kombinovat’ pre dosiahnutie cˇo najlepsˇ´ıch vy´sledkov.
Ked’zˇe pozˇiadavkami na optimaliza´ciu su´ ry´chlost’ a dosahovana´ u´rovenˇ, stacˇ´ı pouzˇit’ meto´dy
v porad´ı od najnizˇsˇej vy´pocˇtovej na´rocˇnosti postupne k vysˇsˇej. Postacˇ´ı stanovit’ urcˇity´
prah a na´sledne aplikovat’ jednotlive´ meto´dy. V pr´ıpade, zˇe pouzˇita´ meto´da nedosiahne
pozˇadovanu´ kvalitu vy´sledkov, siahne sa v porad´ı po d’alˇsej. Navysˇe, aj v pr´ıpade do-
siahnutia pozˇadovanej miery redukcie, je mozˇne´ pouzˇit’ nasleduju´ce meto´dy pre vy´pocˇet
”na pozad´ı“. To umozˇn´ı nasadit
’ filtrovacie pravidla´ okamzˇite a za´rovenˇ priebezˇne pocˇ´ıtat’
pr´ıpadne´ kvalitnejˇsie vy´sledky.


















































Porovnanie jednotlivých metód (výber 10 pravidiel)
Metódy
metóda odhadu metóda priraďovania postupná redukcia



















































Porovnanie jednotlivých metód (výber 20 pravidiel)
Metódy
metóda odhadu metóda priraďovania postupná redukcia


















































Porovnanie jednotlivých metód (výber 30 pravidiel)
Metódy
metóda odhadu metóda priraďovania postupná redukcia
Obra´zok 4.7: Porovnanie meto´d pre vy´ber 30 pravidiel
Dosiahnute´ vy´sledky zodpovedaju´ predpokladu, zˇe meto´da zalozˇena´ na odhade je s´ıce
ry´chla, ale produkuje najmenej kvalitne´ vy´sledky. Kvalita vy´sledkov (nizˇsˇ´ı pocˇet pseudop-
ravidiel) rastie s vy´pocˇtovou zlozˇitost’ou meto´d a s pocˇtom odoberany´ch pravidiel.
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4.5 Optimaliza´cia geneticky´m algoritmom
4.5.1 U´vod do geneticky´ch algoritmov
V poslednej dobe sa v pocˇ´ıtacˇovej vede cˇoraz vy´raznejˇsie zacˇ´ına prejavovat’ za´ujem o evo-
lucˇne´ optimalizacˇne´ techniky. Geneticke´ algoritmy patria medzi za´kladne´ stochasticke´ opti-
malizacˇne´ techniky vyuzˇ´ıvaju´ce evolucˇne´ cˇrty. Tieto sa insˇpiruju´ procesmi v zˇivej pr´ırode
pre vy´voj novy´ch techn´ık pri riesˇen´ı vel’mi zlozˇity´ch proble´mov, kde tradicˇne´ postupy
zlyha´vaju´ alebo nie su´ pouzˇitel’ne´ (napr. prehl’ada´vanie cele´ho stavove´ho priestoru mozˇny´ch
riesˇen´ı) a vyuzˇ´ıvaju´ princ´ıpov Darwinovskej evolucˇnej teo´rie.
Za´kladnou mysˇlienkou je, zˇe na jednotlive´ prvky mnozˇiny pr´ıpustny´ch riesˇen´ı sa pri
vyuzˇit´ı ty´chto princ´ıpov d´ıvame ako na zˇive´ organizmy v umelom zˇivotnom prostred´ı. Vy´voj
ty´chto ”organizmov“ — schopnost
’ prezˇitia a reprodukcie za´vis´ı na kvalite ty´chto jedincov
— lepsˇ´ı a silnejˇs´ı jedinci prezˇ´ıvaju´ a prena´sˇaju´ svoje vlastnosti do d’alˇsej genera´cie.
Spoˆsob riesˇenia dane´ho proble´mu potom zacˇ´ına vytvoren´ım pocˇiatocˇnej popula´cie orga-
nizmov nasledovanom simulovan´ım ich vy´voja. Vy´voj je kontrolovany´ evolucˇny´mi mecha-
nizmami — prirodzenom vy´bere, reprodukcii, muta´cii. . .
Popula´cie sa vyv´ıjaju´ postupom jednotlivy´ch novy´ch genera´ci´ı. Pri tomto vy´voji su´
”menej vhodne´“ riesˇenia nahradzovane´ riesˇeniami lepsˇ´ımi, pricˇom ”lepsˇie“ riesˇenia sa medzi
sebou kr´ızˇia (docha´dza ku skombinovaniu geneticke´ho materia´lu obvykle dvoch kvalitny´ch
jedincov) s ciel’om z´ıskat’ esˇte kvalitnejˇsie riesˇenie. Samotne´ kr´ızˇenie (reprodukcia jedincov)
vsˇak esˇte nepoˆsob´ı dostatocˇne efekt´ıvne pre vznik jedincov, ktor´ı su´ dobre prispoˆsoben´ı
a obsahuju´ vlastnosti, ktore´ by im vy´znamne ul’ahcˇili prezˇitie. Preto je nutne´ pouzˇ´ıvat’ tzv.
muta´ciu, ktora´ prina´sˇa novu´ informa´ciu do genetickej informa´cie jedincov (vo vy´sledku
sa vsˇak ta´to zmena moˆzˇe prejavit’ nielen pozit´ıvne, ale aj negat´ıvne) [8] [6].
Tieto neobvykle´ techniky predstavuju´ pomerne mladu´ discipl´ınu v pocˇ´ıtacˇovej vede
— vznikli v roku 1975 na Michiganskej univerzite, kde sa John Holland venoval sˇtu´diu
bunecˇny´ch automatov. Napriek tomu vsˇak predstavuju´ pozoruhodny´ spoˆsob pr´ıstupu
k riesˇeniu mnohy´ch komplikovany´ch proble´mov a su´ predmetom intenz´ıvneho sˇtu´dia, aby
boli pouzˇitel’ne´ v cˇo najˇsirsˇom mnozˇstve prakticky´ch proble´mov, nie len v informatike.
4.5.2 Princ´ıp cˇinnosti geneticke´ho algoritmu
Geneticke´ algoritmy patria medzi najcˇastejˇsie pouzˇ´ıvane´ evolucˇne´ optimalizacˇne´ algorit-
my vyuzˇ´ıvane´ pri optimaliza´cii vysoko moda´lnych funkci´ı, kombinatoricky´ch a grafovo-
teoreticky´ch proble´mov azˇ po aplika´cie typu ”umely´ zˇivot“.
Biologicka´ evolu´cia predstavuje progres´ıvnu zmenu genetickej informa´cie popula´cie v prie-
behu niekol’ky´ch genera´ci´ı. Vel’mi doˆlezˇity´m pojmom pri vyuzˇ´ıvan´ı geneticky´ch algoritmov
je pojem ”sila“ jedinca (vhodnost
’, angl. ”fitness“). Tento pojem je preneseny´ z biolo-
gicke´ho vy´znamu a urcˇuje schopnost’ prezˇitia jedinca v danom prostred´ı. Presne rovnaky´m
spoˆsobom sa pouzˇ´ıva aj v algoritmicky´ch u´loha´ch, a to vo forme nejake´ho kladne´ho rea´lneho
cˇ´ısla, ktore´ je priradene´ danej genetickej informa´cii reprezentuju´cej organizmus.
Pojem biologicky´ jedinec sa v tejto oblasti nahra´dza pojmom chromozo´m. Ten pred-
stavuje linea´rne usporiadany´ informacˇny´ obsah jedinca (tzv. genotyp). Jednotlive´ chro-
mozo´my potom tvoria popula´ciu, pricˇom medzi nimi s istou pravdepodobnost’ou zodpo-
vedaju´cou ich vhodnosti docha´dza ku kr´ızˇeniu (reprodukcii). Chromozo´my podliehaju´
muta´cii, pomocou ktorej je mozˇne´ do chromozo´mov vlozˇit’ novu´ informa´ciu. Kvalitnejˇsie
chromozo´my vytesnia slabsˇie z danej popula´cie (s mensˇou vhodnost’ou)[6]. Cely´ proces
sa neusta´le opakuje, pricˇom moˆzˇe byt’ nekonecˇny´. Pre prakticke´ u´cˇely sa vsˇak vol´ı urcˇity´
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mechanizmus ukoncˇenia cˇinnosti geneticke´ho algoritmu.
Medzi za´kladne´ pojmy geneticky´ch algoritmov patria [11][12]:
• ge´n: za´kladna´ stavebna´ jednotka chromozo´mu, nositel’ informa´cie
• alela: konecˇna´ mnozˇinu hodnoˆt nad definovanou abecedou (mnozˇina prirodzeny´ch
cˇ´ısel, bina´rne symboly, . . . ), ktoru´ moˆzˇu ge´ny nadobu´dat’
• chromozo´m: zlozˇeny´ z ge´nov, predstavuje jedinca a obsahuje zako´dovane´ parametre
a jedno riesˇenie proble´mu v danom stavovom priestore, ma´ pevny´ pocˇet ge´nov
• popula´cia: je tvorena´ konecˇny´m pocˇtom chromozo´mov, pocˇiatocˇna´ popula´cia sa ge-
neruje (pseudo)na´hodne
• genotyp: je zako´dovany´ tvar riesˇenia
• fenotyp: je deko´dovany´ tvar riesˇenia
• u´cˇelova´ funkcia: reprezentuje stavovy´ priestor, v ktorom prebieha hl’adanie minima,
bod v tomto priestore sa reprezentuje pomocou chromozo´mu
• fitness funkcia: je invertovana´ u´cˇelova´ funkcia (prevedie hl’adanie minima na hl’adanie
maxima)
• sche´ma σ: je sˇablo´na reprezentuju´ca mnozˇinu chromozo´mov, je zlozˇena´ z pevny´ch
a vol’ny´ch symbolov
• stavebne´ bloky: su´ doˆlezˇite´ ge´ny chromozo´mu, snahou je ich minima´lne rozb´ıjanie
Pri vol’be pouzˇitia geneticke´ho algoritmu pre riesˇenie urcˇite´ho proble´mu je nutne´ sa za-
oberat’ postupom jeho na´vrhu.
Reprezenta´cia proble´mu
Zahr´nˇa spoˆsob, aky´m bude zako´dovana´ informa´cia pre jedno riesˇenie v chromozo´me. Pouzˇ´ıva
sa niekol’ko spoˆsobov zako´dovania: bina´rny, permutacˇny´ (celocˇ´ıselny´), stromova´ sˇtruktu´ra.
Pri bina´rnom spoˆsobe zako´dovania je mozˇne´ pouzˇit’ klasicke´ bina´rne zako´dovanie ale-
bo ko´dovanie pomocou Grayovho ko´du. Bina´rny spoˆsob je najcˇastejˇs´ı spoˆsob ko´dovania
a nevyzˇaduje sˇpecia´lne geneticke´ opera´tory.
Permutacˇne´ zako´dovanie vsˇak uzˇ vyzˇaduje sˇpecia´lne geneticke´ opera´tory, aby nedocha´-
dzalo k vzniku neplatny´ch riesˇen´ı.
Pre stromove´ sˇtruktu´ry, podobne ako v predcha´dzaju´com pr´ıpade, je nutne´ pouzˇit’
sˇpecia´lne geneticke´ opera´tory.
Vytvorenie pocˇiatocˇnej popula´cie
Na zacˇiatku sa na´hodne vytvor´ı pocˇiatocˇna´ popula´cia, ktora´ bude obsahovat’ urcˇeny´ pocˇet
jedincov. V pr´ıpade bina´rneho zako´dovania sa jedincom na´hodne priradia hodnoty 1 a 0
do jednotlivy´ch ge´nov, v pr´ıpade permutacˇne´ho zako´dovania sa priradia hodnoty z povolenej
mnozˇiny hodnoˆt tak, aby jedinec (chromozo´m) predstavoval nejake´ platne´ riesˇenie a pod.
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Spoˆsob ohodnotenia jedincov v popula´cii
Kazˇde´ho jedinca v popula´cii je nutne´ ohodnotit’ a urcˇit’ tak jeho vhodnost’. Predstavu-
je cˇasovo najna´rocˇnejˇsiu cˇast’ cele´ho algoritmu (z doˆvodu obycˇajne vysokej vy´pocˇtovej
na´rocˇnosti). Lepsˇia hodnota fitness znamena´ lepsˇie vlastnosti jedinca. Obycˇajne zako´dovanie
informa´cie jednoduchy´m spoˆsobom spoˆsobuje zlozˇitejˇs´ı vy´pocˇet ohodnotenia. Tento princ´ıp
vsˇak obvykle plat´ı i naopak.
Vy´ber jedincov rodicˇovskej popula´cie
Vy´ber jedincov z rodicˇovskej popula´cie je doˆlezˇity´ pre opera´cie kr´ızˇenia a muta´cie. Obvykle
sa vybera´ pa´r jedincov, ale moˆzˇe sa ty´kat’ aj va¨cˇsˇieho pocˇtu. V procese vy´beru sa upred-
nostnˇuju´ kvalitnejˇsie jedince podl’a ich ohodnotenia.
Pouzˇ´ıva sa niekol’ko druhov vy´beru:
• ruletovy´ vy´ber: kvalitnejˇs´ı jedinci maju´ va¨cˇsˇiu pravdepodobnost’ vy´beru
• turnajovy´ vy´ber: na´hodne sa vyberie skupina (zvycˇajne pa´r) jedincov a na´sledne
najkvalitnejˇs´ı z nich
• pravdepodobnostny´ vy´ber: moˆzˇe byt’ realizovany´ najprv ruletovy´m vy´berom a na´sledne
turnajom
• ine´ mozˇnosti. . .
Opera´tor kr´ızˇenia
Opera´tory kr´ızˇenia (rekombina´cie) su´ najdoˆlezˇitejˇsou cˇast’ou geneticky´ch algoritmov. Do o-
pera´cie kr´ızˇenia je nutne´ nejaky´m spoˆsobom vybrat’ vhodny´ch jedincov. Taky´to vy´ber moˆzˇe
byt’ na´hodny´, alebo zalozˇeny´ na klonovan´ı jedincov, cˇi na podobnosti jedincov (genotypickej
cˇi fenotypickej).
Opera´tory kr´ızˇenia su´ odliˇsne´ pre kazˇdy´ spoˆsob reprezenta´cie chromozo´mu. Opera´tory
pre bina´rne zako´dovanie su´ jednoduchsˇie (kr´ızˇenie je priamocˇiare). Kr´ızˇenie bina´rne zako´-
dovany´ch chromozo´mov moˆzˇe byt’:
• jednobodove´: bod kr´ızˇenia v chromozo´me sa vybera´ na´hodne, vznikaju´ dva nove´
chromozo´my
• dvojbodove´: body kr´ızˇenia sa vyberaju´ na´hodne a tiezˇ vznikaju´ dva nove´ chromozo´my
• viacbodove´: zriedkave´ pouzˇitie
• uniformne´: pouzˇ´ıva na´hodne vygenerovanu´ masku urcˇuju´cu, z ktore´ho rodicˇa sa vy-
berie pr´ıslusˇna´ hodnota ge´nu na danej poz´ıcii, vznika´ jeden novy´ chromozo´m
Podobne pre permutacˇne´ zako´dovanie:
• Order 1 Crossover (oznacˇovany´ OX): vznika´ jeden novy´ chromozo´m z dvoch rodicˇov
• Partially Mapped Crossover (oznacˇovany´ PMX): opa¨t’ jeden novy´ chromozo´m z dvoch
rodicˇov
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• Cycle Crossover (oznacˇovany´ CX): z dvoch rodicˇov vzniknu´ dva nove´ jedince
Pre stromove´ ko´dovanie riesˇenia mozˇe byt’ opera´tor kr´ızˇenia realizovany´ napr. vy´menou
podstromov medzi jedincami vo vybrany´ch uzloch.
Opera´tor muta´cie
Opera´tor muta´cie sa pouzˇ´ıva obvykle v omnoho mensˇej miere v porovnan´ı s opera´torom
kr´ızˇenia (typicky s pravdepodobnost’ou 0.01 azˇ 0.001). Existuju´ vsˇak pr´ıpady, kedy je
vysˇsˇia pravdepodobnost’ muta´cie zˇiadana´. Opa¨t’, pre roˆzne spoˆsoby reprezenta´cie informa´cie
v chromozo´me sa pouzˇ´ıvaju´ rozdielne opera´tory muta´cie. Pre bina´rnu reprezenta´ciu je
to jednoduchy´ mechanizmus inverzie hodnoty na´hodne vybrane´ho bitu v chromozo´me.
Pre permutacˇne´ zako´dovanie to moˆzˇe byt’ vy´mena hodnoˆt dvoch na´hodne vybrany´ch poz´ıci´ı
v chromozo´me.
Spoˆsob obnovy popula´cie
Existuju´ dva za´kladne´ spoˆsoby obnovy popula´cie: generat´ıvna obnova, ktora´ vyuzˇ´ıva u´plnu´
obnovu rodicˇovskej popula´cie a potom cˇiastocˇna´ obnova (steady-state geneticke´ algorit-
my), pri ktorej sa rodicˇovska´ popula´cia nahradzuje iba v urcˇitej miere. Cˇiastocˇna´ obnova
popula´cie moˆzˇe byt’ vo forme tzv. elitizmu, pri ktorom sa vyberie urcˇity´ pocˇet najlepsˇ´ıch je-
dincov a t´ı postu´pia do novej genera´cie priamo. Alebo vo forme turnajove´ho vy´beru, podl’a
kvality jedincov cˇi faktoru premnozˇenia. Pri pouzˇit´ı faktoru premnozˇenia sa na´hodne vybe-
rie podmnozˇina rodicˇov, pricˇom novy´ jedinec nahradzuje rodicˇov s podobny´m genotypom.
Spoˆsob ukoncˇenia algoritmu
Geneticky´ algoritmus je mozˇne´ ukoncˇit’ sˇpecifikovan´ım pocˇtu genera´ci´ı, detekciou malej
diverzity popula´cie (medzi jedincami su´ iba male´ rozdiely) alebo nevyhovuju´cim rastom
fitness hodnoty. Geneticky´ algoritmus je nutne´ spustit’ opakovane, jedno spustenie nema´
o dosiahnuty´ch vy´sledkoch vel’ku´ vy´povednu´ hodnotu. Jednak sa nemus´ı z´ıskat’ vyhovuju´ce
riesˇenie a jednak je nutne´ riesˇit’ resp. objavit’ vhodne´ nastavenie parametrov geneticke´ho
algoritmu pre riesˇenie dane´ho proble´mu. Navysˇe, geneticky´ algoritmus je stochasticky´.
Vy´hody a nevy´hody geneticky´ch algoritmov
Geneticke´ algoritmy predstavuju´ na´stroj pre riesˇenie zlozˇity´ch proble´mov, kde tradicˇne´
postupy zlyha´vaju´. Vel’kou vy´hodou je, zˇe nevyzˇaduju´ znalost’ prehl’ada´vane´ho priestoru
cˇi ciel’ovej funkcii, ktora´ podlieha optimaliza´cii (cˇasto vsˇak doplnenie urcˇitej znalosti moˆzˇe
viest’ k na´jdeniu kvalitnejˇsieho riesˇenia). Vd’aka geneticky´m opera´torom su´ odolne´ vocˇi
sk´lznutiu do loka´lneho optima.
Nevy´hodou je, zˇe maju´ proble´m s na´jden´ım globa´lneho optima — vzˇdy vsˇak vedu´ asponˇ
k suboptima´lnemu riesˇeniu. Vyhodnocovanie vhodnosti jedincov, ktore´ sa deje opakovane
a vo vel’kom pocˇte moˆzˇe predstavovat’ u´zke miesto algoritmu, kde vy´pocˇtova´ na´rocˇnost’ moˆzˇe
bra´nit’ pouzˇitiu geneticky´ch algoritmov. Navysˇe, spoˆsob vol’by cˇi na´vrh jednotlivy´ch cˇast´ı
geneticke´ho algoritmu nemus´ı byt’ vzˇdy jednoduchy´ a vyzˇaduje urcˇitu´ zrucˇnost’ a sku´senosti.
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4.5.3 Redukcia pocˇtu pseudopravidiel pouzˇit´ım geneticke´ho algoritmu
Redukcia pseudopravidiel pomocou geneticke´ho algoritmu bola vysku´sˇana´ ako alternat´ıvna
meto´da hl’adania vhodny´ch kombina´ci´ı pravidiel pre vy´ber do asociat´ıvnej pama¨ti. Im-
plementa´cia bola zalozˇena´ na vyuzˇit´ı vol’ne dostupnej knizˇnice GALib [18], cˇ´ım sa proces
na´vrhu programu podstatne zjednodusˇil.
Ciel’om bolo navrhnu´t’ cˇo najjednoduchsˇiu aplika´ciu vyuzˇ´ıvaju´cu optimaliza´ciu gene-
ticky´m algoritmom. U´lohou geneticke´ho algoritmu v tomto pr´ıpade je na´jst’ taku´ kom-
bina´ciu vy´beru pravidiel, ktora´ by cˇo najvy´raznejˇsie minimalizovala vy´sledny´ pocˇet pse-
udopravidiel z redukovanej sady.
Reprezenta´cia proble´mu je realizovana´ celocˇ´ıselne vo forme indexov do zoznamu pra-
vidiel. Je s´ıce mozˇna´ aj bina´rna reprezenta´cia, pri ktorej by chromozo´m obsahoval taky´
pocˇet ge´nov, kol’ko je v sade pravidiel. V tomto pr´ıpade pre kazˇde´ pravidlo, ktore´ by bo-
lo su´cˇast’ou vy´beru, by sa nastavila hodnota bitu na 1. Pocˇet jednotkovy´ch bitov je dany´
pocˇtom pravidiel k vy´beru. Taka´to reprezenta´cia je vsˇak pre va¨cˇsˇie sady pama¨t’ovo zbytocˇne
na´rocˇna´.
Preto sa pouzˇila reprezenta´cia celocˇ´ıselna´ s pocˇtom ge´nov dany´ch pocˇtom pravidiel
k vy´beru. S ohl’adom na reprezenta´ciu proble´mu je potrebne´ zvolit’ sˇpecia´lny opera´tor
kr´ızˇenia, aby nedocha´dzalo k vzniku neplatny´ch riesˇen´ı. Pouzˇil sa opera´tor Order 1 Cross-
over, ale je mozˇne´ pouzˇit’ prakticky l’ubovol’ny´ opera´tor pre celocˇ´ıselne´ reprezenta´cie prob-
le´mov. Navysˇe, reprezenta´cia neza´vis´ı na porad´ı hodnoˆt v chromozo´me, doˆlezˇita´ je iba
pr´ıtomnost’ konkre´tnych hodnoˆt.
Opera´tor muta´cie je potrebne´ riesˇit’ takisto sˇpecia´lne. Ten pracuje tak, zˇe na´hodne zvol´ı
urcˇity´ ge´n v chrozo´me a nahrad´ı ho na´hodny´m indexom z mnozˇiny pravidiel. Tu vsˇak opa¨t’
moˆzˇe nastat’ proble´m, zˇe sa takto do chromozo´mu moˆzˇu dostat’ dva zhodne´ indexy, takzˇe
docha´dza ku kontrole nahradzovane´ho indexu a v pr´ıpade potreby sa vyberie index znova.
Vyhodnotenie vhodnosti chromozo´mu je realizovane´ jednoduchy´m vy´pocˇtom pocˇtu vy´-
sledny´ch pseudopravidiel zo sady, z ktorej sa odoberu´ pravidla´ dane´ indexami ulozˇeny´mi
v chromozo´me. Kvalitnejˇs´ı chromozo´m je taky´, ktory´ redukuje va¨cˇsˇ´ı pocˇet pseudopravidiel.
Bol pouzˇity´ steady-state geneticky´ algoritmus. Pri spusten´ı programu je mozˇne´ volit’
pravdepodobnosti kr´ızˇenia a muta´cie, vel’kost’ chromozo´mu (odpoveda´ pocˇtu odoberany´ch
pseudopravidiel), pocˇet jedincov v jednej popula´cii a pocˇet genera´ci´ı.
Experimenta´lne vy´sledky
Optimaliza´cia geneticky´m algoritmom vyzˇaduje opakovane´ spustenie procesu vy´voja jedin-
cov a vykonanie mnozˇstva pokusov s roˆzne zvoleny´mi parametrami. Navysˇe, najva¨cˇsˇ´ım
proble´mom je doba vy´pocˇtu vhodnosti jedincov, ktora´ moˆzˇe pre vel’ke´ sady dosiahnut’ ne-
akceptovatel’ne´ hodnoty. Z toho doˆvodu bol vykonany´ iba obmedzeny´ pocˇet experimentov.
Vy´sledky vsˇak naznacˇuju´, zˇe ta´to meto´da doka´zˇe pri vhodne zvoleny´ch parametroch
dostatocˇne dobre konkurovat’ meto´de postupnej redukcie. Navysˇe, z opakovany´ch pokusov
vyplynulo, zˇe pre dosiahnutie dobry´ch vy´sledkov je potrebne´ vy´razne zvy´sˇit’ pravdepodob-
nost’ muta´cie jedinca, cˇ´ım sa ta´to meto´da odliˇsuje od tradicˇny´ch meto´d, kde sa opera´tor
muta´cie pouzˇ´ıva zriedka.
Tabul’ka 4.4 obsahuje uka´zˇky vy´sledkov redukcie pre niektore´ vybrane´ sady pravidiel.
Tabul’ka obsahuje vy´sledky z geneticke´ho algoritmu a najlepsˇie porovnatel’ne´ vy´sledky, ktore´
boli z´ıskane´ z meto´dy postupnej redukcie.
Pre vsˇetky pr´ıpady sa ako vhodne´ nastavenie parametrov javila pravdepodobnost’ kr´ı-
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1 067 554 1 067 556
fw1 50 default -
n.rul
2 340 92 2 394 210
rules1.rul 7 109 2 108 7 109 2 108
rules4.rul 19 316 6 774 19 575 7 607
rules5.rul 22 117 17 290 18 808 17 231
rules6.rul 198 497 96 990 128 508 96 714
Tabul’ka 4.4: Porovnanie vy´sledkov: pocˇet pseudopravidiel pre geneticky´ algoritmus a me-
to´du postupnej redukcie
zˇenia na u´rovni 0,7 a pravdepodobnost’ muta´cie 0,45. 1 Je to z toho doˆvodu, aby sa zaistil
vy´ber aj ty´ch pravidiel, ktore´ nemuseli byt’ su´cˇast’ou poˆvodny´ch chromozo´mov.
Z dosiahnuty´ch vy´sledkov mozˇno konsˇtatovat’, zˇe geneticky´ algoritmus doka´zˇe vypro-
dukovat’ vel’mi kvalitne´ vy´sledky. Pre experimenty boli uprednostnˇovane´ sady s mensˇ´ım
pocˇtom pravidiel, aby bolo mozˇne´ vy´sledky z´ıskat’ v prijatel’nom cˇase. Geneticky´ algo-
ritmus vsˇak bol aplikovany´ aj na sady s va¨cˇsˇ´ım pocˇtom pravidiel (rules5.rul, rules6.rul)
obsahuju´cim po 1 194 a 1 529 pravidiel. Charakter pravidiel vsˇak umozˇnˇoval ry´chle vy-
hodnocovanie vhodnosti jedincov. Nakoniec aj pre takto vel’ke´ sady je mozˇne´ geneticky´m
algoritmom dosiahnut’ kvalitne´ vy´sledky.
Pri pouzˇit´ı geneticke´ho algoritmu je potrebne´ navysˇe sku´mat’ vplyv parametrov na dosa-
hovane´ vy´sledky a hl’adat’ ich cˇo najvy´hodnejˇsie hodnoty. Pre redukciu pseudopravidiel vsˇak
neexistuje jedno univerza´lne nastavenie parametrov. Kazˇda´ sada je totizˇ odliˇsna´ a predsta-
vuje samostatny´ proble´m. Hl’adanie optima´lnych parametrov takto moˆzˇe dokonca viest’ na
optimaliza´ciu ich samotny´ch iny´m geneticky´m algoritmom. Proble´mom vsˇak osta´va vel’ka´
cˇasova´ na´rocˇnost’ nielen take´hoto riesˇenia, ale aj optimaliza´cia sa´d, ktore´ obsahuju´ niekol’ko
stoviek pravidiel.
4.6 Pouzˇitie asociat´ıvnych pama¨t´ı pre klasifika´ciu
Asociat´ıvne pama¨te (Content Addressable Memories — CAM ) slu´zˇia k ry´chlemu vyhl’adaniu
umiestnenia urcˇity´ch da´t. Vstupna´ hodnota sa porovna´va s obsahom pama¨te na jed-
notlivy´ch riadkoch. Porovna´vanie prebieha paralelne vocˇi vsˇetky´m ulozˇeny´m hodnota´m,
takzˇe vyhl’adanie moˆzˇe prebehnu´t’ pocˇas 1 taktu. Vy´stupom asociat´ıvnej pama¨ti je adresa
na´jdeny´ch da´t a signa´l zhody vstupny´ch da´t vocˇi obsahu pama¨ti. Pri pouzˇit´ı CAM pama¨t´ı
pre urcˇitu´ aplika´ciu je nutne´ vziat’ do u´vahy niekol’ko faktorov: sˇ´ırku da´tove´ho slova, ich
pocˇet, cˇas porovnania, vplyv ry´chlosti za´pisu da´t pre konkre´tnu aplika´ciu, hodinovy´ kmi-
tocˇet, masku pre da´ta a vy´stupy [2]. Je to nutne´ preto, zˇe neexistuje jednotny´ predpis
pre vytva´ranie a pouzˇ´ıvanie CAM pama¨t´ı univerza´lny pre vsˇetky aplika´cie.
1Okrem sady rules4, kde sa pouzˇila popula´cia o 250 jedincoch, sa pre ostatne´ sady vytvorila popula´cia
o 400 jedincoch. Pre sada rules1 sa pouzˇilo 60 genera´ci´ı, pre sady rules5 a rules6 200 genera´ci´ı a pre vsˇetky
ostatne´ 150 genera´ci´ı. Uvedene´ parametre sa ty´kaju´ vy´beru 10 a 20 pravidiel.
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V predcha´dzaju´com texte boli navrhnute´ mozˇnosti redukcie pama¨t’ovej na´rocˇnosti spoˆ-
sobenej mnozˇstvom pseudopravidiel vy´berom urcˇity´ch pravidiel do asociat´ıvnej pama¨te.
Urcˇity´ maly´ pocˇet proble´movy´ch pravidiel sa takto spracuje vel’mi efekt´ıvnym spoˆsobom.
Pouzˇitie asociat´ıvnej pama¨ti je flexibilne´ — je totizˇ neza´visle´ na zvolenom klasifikacˇnom
algoritme.
Klasifika´cia paketov prij´ımany´ch zo siet’ovy´ch rozhran´ı sa potom uskutocˇnˇuje jednak








Obra´zok 4.8: Klasifika´cia realizovana´ l’ub. klasifikacˇny´m algoritmom a asociat´ıvnou
pama¨t’ou
Na konci postacˇ´ı zvolit’ spra´vne pravidlo na za´klade jeho priority. Je mozˇne´ zvolit’ bud’
terna´rnu asociat´ıvnu pama¨t’ alebo pama¨t’ s podporou rozsahov. Asociat´ıvne pama¨te mozˇno
pouzˇit’ aj vo forme samostatne´ho cˇipu, to vsˇak samotne´ riesˇenie moˆzˇe predrazˇit’ a za´rovenˇ
zn´ızˇit’ pozˇadovany´ vy´kon. Ciel’om je teda integrovat’ na jeden cˇip (FPGA) cely´ syste´m
klasifika´cie vra´tane pama¨t´ı. Dˇalˇs´ı text upriamuje pozornost’ na mozˇnost’ implementa´cie
asociat´ıvnej pama¨ti v cˇipe FPGA. Taku´to pama¨t’ je potom mozˇne´ pop´ısat’ napr. v jazyku
VHDL.
4.6.1 Terna´rna asociat´ıvna pama¨t’
Terna´rna asociat´ıvna pama¨t’ (TCAM) priamo podporuje vyhl’ada´vanie prefixov. Da´ta
sa do tohto typu pama¨ti ukladaju´ vo forme dvojice (da´ta, maska). Pomocou masky sa de-
finuju´ bitove´ poz´ıcie, ktore´ budu´ na´sledne vocˇi vstupny´m da´tam vyhodnocovane´ ako don’t
care (zodpoveda´ d’alˇsiemu stavu oproti poˆvodny´m dvom — log. 0 a 1).
Pama¨t’ TCAM moˆzˇe mat’ podl’a obr. 4.9.
Na obra´zku pol´ıcˇko d reprezentuje da´tove´ slovo urcˇitej sˇ´ırky, ktory´m je ta´to poz´ıcia
inicializovana´ a pol´ıcˇko x hodnotu masky.
Pozˇadovany´ pocˇet taky´chto buniek potom tvor´ı jeden riadok TCAM pama¨te. Jeden
riadok takto moˆzˇe pokry´vat’ vsˇetky pol´ıcˇka paketu, podl’a ktory´ch sa klasifikuje. Z kazˇdej
takejto bunky je potom vy´stup logicke´ho cˇlenu OR privedeny´ na jedno n-vstupove´ hradlo
AND, ktore´ produkuje hodnotu vy´stupne´ho signa´lu zhody vocˇi vstupny´m da´tam. Pocˇet
takto zostaveny´ch riadkov potom reprezentuje pocˇet polozˇiek, ktore´ je mozˇne´ do pama¨te
ulozˇit’. Platny´ signa´l zhody na vy´stupe hradla AND potom znamena´, zˇe vstupne´ da´ta

















Obra´zok 4.9: Vyhodnotenie zhody pre jeden riadok v TCAM pama¨ti
4.6.2 Asociat´ıvna pama¨t’ s podporou rozsahov
Pre klasifika´ciu paketov je mozˇne´ pouzˇit’ aj asociat´ıvnu pama¨t’, ktora´ podporuje hl’adanie
hodnoˆt v ra´mci ulozˇeny´ch intervalov. V tomto pr´ıpade sa namiesto vyhl’ada´vania prefixov
pouzˇ´ıva vyhl’ada´vanie rozsahov. Oba spoˆsoby reprezenta´cie hodnoˆt je mozˇne´ medzi sebou
preva´dzat’.
Pri tomto spoˆsobe vyhl’ada´vania sa uklada´ horna´ a dolna´ hranica pozˇadovane´ho inter-
valu a namiesto detekcie zhody vocˇi vstupny´m da´tam klasicky´m kompara´torom sa pouzˇije
kompara´tor aritmeticky´. Schematicky je take´to porovnanie naznacˇene´ na obr. 4.10.























Obra´zok 4.10: Vyhl’ada´vanie pomocou CAM pouzˇit´ım aritmeticky´ch kompara´torov
Pre kazˇde´ pozˇadovane´ pol´ıcˇko sa pouzˇije zobrazena´ sˇtruktu´ra a vy´stupy z jednotlivy´ch
kompara´torov su´ privedene´ na vstup n-vstupove´ho hradla AND, ktore´ho vy´stupny´ signa´l
rozhoduje o tom, cˇi sa hodnoty pol´ıcˇok dane´ho paketu zhoduju´ vocˇi ulozˇeny´m hodnota´m
intervalov.
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4.6.3 Implementa´cia CAM pama¨t´ı v Xilinx FPGA cˇipoch
V FPGA cˇipoch firmy Xilinx je mozˇne´ vyuzˇit’ dostupne´ na´stroje pre automaticke´ vygenero-
vanie zdrojove´ho ko´du CAM pama¨te podl’a pozˇadovany´ch vlastnost´ı. Podporovane´ su´ pocˇty
polozˇiek CAM od 16 do 4096, sˇ´ırky da´t od 1 do 512 bitov, spoˆsob implementa´cie vyuzˇit´ım
SRL16 primit´ıv cˇi BlockRAM pama¨t´ı na cˇipe FPGA, podpora pre terna´rne opera´cie a ine´
[20].
CAM pama¨te vytvorene´ pomocou BlockRAM pama¨t´ı vyzˇaduju´ dva takty pre za´pis da´t
a jeden takt pre vyhl’adanie.
Terna´rny rezˇim je podporovany´ iba v pr´ıpade vyuzˇitia SRL16 primı´it´ıv (predstavuju´
16-bitovy´ posuvny´ register). Takto vytvorene´ pama¨te vsˇak vyzˇaduju´ 16 taktov pre za´pis
da´t do pama¨te. Vyhl’adanie ale prebieha pocˇas 1 taktu. Doba za´pisu v pr´ıpade klasifika´cie
paketov nepredstavuje proble´m. Ta´to opera´cia sa uskutocˇnˇuje iba v pr´ıpade pocˇiatocˇnej
konfigura´cie cˇi na´slednej zmene sady pravidiel. Podporovane´ su´ dva terna´rne rezˇimy:
• sˇtandardny´, ktory´ pouzˇ´ıva tri stavy (0, 1, X), kde X je vo vy´zname don’t care bit
• rozsˇ´ıreny´, ktory´ pouzˇ´ıva sˇtyri stavy (0, 1, X, U), kde U je vo vy´zname unmatchable
bit
Je nutne´ si uvedomit’, zˇe va¨cˇsˇia sˇ´ırka da´tove´ho slova a va¨cˇsˇ´ı pocˇet slov ulozˇitel’ny´ch
do pama¨te ma´ pomerne vy´razny´ vplyv na spotrebu zdrojov na cˇipe a vy´slednu´ maxima´lnu
pracovnu´ frekvenciu. Tieto pama¨te je mozˇne´ si vygenerovat’ pomocou genera´toru, ktory´
umozˇnˇuje nastavit’ mnozˇstvo pozˇadovany´ch parametrov s ohl’adom na ciel’ovu´ aplika´ciu.
Po vygenerovan´ı postacˇ´ı vygenerovanu´ komponentu doplnit’ do vy´sledne´ho riesˇenia. Takto
sa pouzˇitie asociat´ıvnych pama¨t´ı v FPGA zjednodusˇuje a odpada´ potreba kompletne´ho




Ta´to pra´ca predstavuje proble´m klasifika´cie paketov a boli v nej pribl´ızˇene´ roˆzne pr´ıstupy
spolu s pr´ıkladmi algoritmov publikovany´mi v poslednej dobe v odbornej literatu´re. Popi-
suje za´rovenˇ aj ich vlastnosti s ohl’adom na mozˇnu´ obvodovu´ implementa´ciu. Podrobnejˇsie
sa zameriava na moderne´ algoritmy klasifika´cie paketov karte´zskeho su´cˇinu pol´ı, ktore´ patria
do skupiny algoritmov zalozˇeny´ch na dekompoz´ıcii proble´mu.
Tieto algoritmy sa vyznacˇuju´ svojou ry´chlost’ou, ale ich nevy´hoda spocˇ´ıva v pomerne
vel’kej pama¨t’ovej na´rocˇnosti. Ta´ vyply´va z mnozˇstva vznikaju´cich pseudopravidiel vocˇi
poˆvodne definovany´m pravidla´m vo vstupnej sade. Urcˇite´ techniky na obmedzenie pocˇtu
pseudopravidiel boli predstavene´ v sekcii 3.4.4 popisuju´cej algoritmus MSCA. Algoritmus
PHCA pop´ısany´ v sekcii 3.4.6 je pama¨t’ovo u´spornejˇs´ı, ked’zˇe neuklada´ vsˇetky mozˇne´ kom-
bina´cie vyhl’adania najdlhsˇieho zhodne´ho prefixu. Proble´m s pama¨t’ovou na´rocˇnost’ou vsˇak
neodstranˇuje u´plne.
Jednou z meto´d na redukciu pocˇtu pseudopravidiel je umiestnenie proble´movy´ch pra-
vidiel do asociat´ıvnej pama¨ti. Identifika´cia a vy´ber pravidiel vsˇak nebol esˇte dostatocˇne
presku´many´. Ta´to pra´ca navrhuje 3 meto´dy vy´beru zalozˇene´ prehl’ada´van´ı stavove´ho pries-
toru. Jednou z mozˇnost´ı je prosty´ odhad pocˇtu pseudopravidiel priradeny´ jednotlivy´m
pravidla´m, d’alˇsou urcˇenie pocˇtu priradeny´ch pseudopravidiel rozgenerovan´ım poˆvodnej sa-
dy a poslednou meto´dou je postupna´ a opakovana´ redukcia. Pre kazˇdu´ z ty´chto meto´d
prezentuje experimenta´lne vy´sledky a ich vza´jomne´ porovnanie. Experimenta´lne bol imple-
mentovany´ geneticky´ algoritmus a aplikovany´ na sady s mensˇ´ım pocˇtom pravidiel, pricˇom
sa n´ım podarilo dosiahnut’ pomerne kvalitne´ vy´sledky.
Dosiahnute´ vy´sledky sa zhoduju´ s ocˇaka´van´ım, zˇe jednoduchsˇie a ry´chlejˇsie meto´dy do-
sahuju´ horsˇie vy´sledky a naopak. Nevy´hodou meto´d zalozˇeny´ch na prehl’ada´van´ı stavove´ho
priestoru je ich cˇasova´ zlozˇitost’. Vyhodnotenie vstupnej sady totizˇ totizˇ trva´ dlhsˇie nielen
s rastu´cim pocˇtom pravidiel, ale aj spoˆsobe, aky´m su´ definovane´ (pravidla´ obsahuju´ce v nie-
ktory´ch pol´ıcˇkach hodnoty, ktore´ pokry´vaju´ mnozˇstvo iny´ch hodnoˆt totizˇ spoˆsobuju´ na´rast
pocˇtu pseudopravidiel a tento vy´pocˇet sa mus´ı zohl’adnit’ aj vocˇi ostatny´m pravidla´m).
Z´ıskavanie vy´sledkov pre zlozˇitejˇsie meto´dy a pre niektore´ sady je cˇasovo vel’mi na´rocˇne´ —
ako pr´ıklad mozˇno uviest’ meto´du postupnej redukcie pre sadu synteticky´ch pravidiel s 984
pravidlami, kde optimaliza´cia vy´berom 20 pravidiel zabrala priblizˇne 106 hod´ın (CPU Intel
Xeon E5420 2.50GHz, 4GiB RAM). Program na vyhodnotenie vy´sledkov optimaliza´cie je
implementovany´ z doˆvodu ry´chlosti v jazyku C, ry´chlost’ vy´pocˇtu vsˇak aj napriek tomu
predstavuje proble´m.
Pokracˇovanie pra´ce moˆzˇe byt’ zalozˇene´ na alternat´ıvnych meto´dach prehl’ada´vania sta-
vove´ho priestoru, napr. s vyuzˇit´ım iny´ch evolucˇny´ch techn´ık, cˇi hl’adania d’alˇs´ıch optimali-
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zacˇny´ch meto´d, ktore´ sa nety´kaju´ iba vy´beru pravidiel do asociat´ıvnej pama¨ti. Je potrebne´
nad’alej sku´mat’ charakter proble´movy´ch pravidiel a hl’adat’ d’alˇsie spoˆsoby umozˇnˇuju´ce re-
dukciu pama¨t’ovej na´rocˇnosti. Vy´voj taky´chto meto´d je potrebny´ predovsˇetky´m pre ry´chle
spracovanie vstupnej sady, pretozˇe moˆzˇe byt’ vy´znamna´ z hl’adiska bezpecˇnosti, kedy je
nutne´ nasadit’ novu´ sadu pravidiel okamzˇite (napr. automaticky´m syste´mom v pr´ıpade
detekcie u´toku).
Nove´ meto´dy by nakoniec umozˇnili lepsˇie vyuzˇitie tejto skupiny algoritmov aj v praktic-
kom pouzˇit´ı. Redukcia pama¨t’ovej na´rocˇnosti umozˇn´ı odstra´nit’ nutnost’ pouzˇitia externy´ch
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