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Abstract
A proof is provided of a strong law of large numbers for a one-dimensional
random walk in a dynamic random environment given by a supercritical contact
process in equilibrium. The proof is based on a coupling argument that traces the
space-time cones containing the infection clusters generated by single infections
and uses that the random walk eventually gets trapped inside the union of these
cones. For the case where the local drifts of the random walk are smaller than the
speed at which infection clusters grow, the random walk eventually gets trapped
inside a single cone. This in turn leads to the existence of regeneration times at
which the random walk forgets its past. The latter are used to prove a functional
central limit theorem and a large deviation principle.
The qualitative dependence of the speed and the volatility on the infection
parameter is investigated, and some open problems are mentioned.
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1 Introduction
1.1 Background, motivation and outline
Background. A random walk in a dynamic random environment on Zd, d ≥ 1, is
a random process where a “particle” makes random jumps with transition rates that
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depend on its location and themselves evolve with time. A typical example is when the
dynamic random environment is given by an interacting particle system
ξ = (ξt)t≥0 with ξt = {ξt(x) : x ∈ Zd} ∈ Ω, (1.1)
where Ω is the configuration space, and ξ0 is typically drawn from equilibrium. In the
case where Ω = {0, 1}Zd , the configurations can be thought of as consisting of “particles”
and “holes”. Given ξ, run a random walk W = (Wt)t≥0 on Zd that jumps at a fixed
rate, but uses different transition kernels on a particle and on a hole. The key question
is: What are the scaling properties of W and how do these properties depend on the
law of ξ?
The literature on random walks in dynamic random environments is still modest (for
a recent overview, see Avena [1], Chapter 1). In Avena, den Hollander and Redig [4]
a strong law of large numbers (SLLN) was proved for a class of interacting particle
systems satisfying a mild space-time mixing condition, called cone-mixing. Roughly
speaking, this is the requirement that for every m > 0 all states inside the space-time
cone (see Fig. 1)
CONEt :=
{
(x, s) ∈ Zd × [t,∞) : ‖x‖ ≤ m(s− t)}, (1.2)
are conditionally independent of the states at time zero in the limit as t → ∞. The
proof of the SLLN uses a regeneration-time argument. Under a cone-mixing condition
involving multiple cones, a functional central limit theorem (FCLT) can be derived as
well, and under monotonicity conditions also a large deviation principle (LDP).
(0, 0)
(0, t)
-
Zd × [0,∞)
CONEt
time
space
slope m
Figure 1: The cone defined in (1.2).
Many interacting particle systems are cone-mixing, including spin-flip systems with
spin-flip rates that are weakly dependent on the configuration, e.g. the stochastic Ising
model above the critical temperature. However, also many interacting particle systems
are not cone-mixing, including independent simple random walks, the exclusion process,
the contact process and the voter model. Indeed, these systems have slowly decaying
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space-time correlations. For instance, in the exclusion process particles are conserved
and cannot sit on top of each other. Therefore, if at time zero there are particles
everywhere in the box [−t2, t2] ∩ Zd, then these particles form a “large traffic jam
around the origin”. This traffic jam will survive up to time t with a probability tending
to 1 as t → ∞, and will therefore affect the states near the tip of CONEt. Similarly,
in the contact process, if at time zero there are no infections in the box [−t2, t2] ∩ Zd,
then no infections will be seen near the tip of CONEt as well.
Motivation. Several attempts have been made to extend the SLLN to interacting
particle systems that are not cone-mixing, with partial success. Examples include: in-
dependent simple random walks (den Hollander, Kesten and Sidoravicius [11]) and the
exclusion process (Avena, dos Santos and Vo¨llering [5], Avena [2]). The present pa-
per considers the supercritical contact process. We exploit the graphical representation,
which allows us to simultaneously couple all realizations of the contact process starting
from different initial configurations. This coupling in turn allows us to first prove the
SLLN when the initial configuration is “all infected” (with the help of a subadditivity
argument), and then show that the same result holds when the initial configuration is
drawn from equilibrium. The main idea is to use the coupling to show that configu-
rations agree in large space-time cones containing the infection clusters generated by
single infections and that the random walk eventually gets trapped inside the union of
these cones.
Under the assumption that the local drifts of the random walk are smaller than the
speed at which infection clusters grow, the random walk eventually gets trapped inside
a single cone. We show that this implies the existence of regeneration times at which
the random walk “forgets its past”. The latter in turn allow us to prove the FCLT and
the LDP.
It is typically difficult to obtain information about the speed in the SLLN, the
volatility in the FCLT and the rate function in the LDP. In general, these are non-trivial
functions of the parameters in the model, a situation that is well known from the litera-
ture on random walks in static random environments (for overviews, see Sznitman [16]
and Zeitouni [17]). The reason is that these quantities depend on the environment pro-
cess (i.e., the process of environments as seen from the location of the walk), which is
typically hard to analyze. For the supercritical contact process we are able to derive
a few qualitative properties as a function of the infection parameter, but it remains a
challenge to obtain a full quantitative description.
A model of a random walk on the infinite cluster of supercritical oriented percola-
tion (the discrete-time analogue of the contact process) is treated in Birkner, Cˇerny´,
Depperschmidt and Gantert [8], where a SLLN and a quenched and annealed CLT are
obtained. This model can be viewed as a random walk in a dynamic random environ-
ment, but it has non-elliptic transition probabilities different from the ones we consider
here, because the random walk is confined to the infinite cluster.
Outline. In Section 1.2 we define the model. In Section 1.3 we state our main results:
two theorems claiming the SLLN, the FCLT and the LDP under appropriate conditions
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on the model parameters. In Section 1.4 we mention some open problems. The proofs
of the theorems are given in Sections 3, 5, and 6. Sections 2 and 4 contain preparatory
work.
1.2 Model
In this paper we consider the case where the dynamic random environment is the one-
dimensional linear contact process ξ = (ξt)t≥0, i.e., the spin-flip system on Ω := {0, 1}Z
with local transition rates given by
η → ηx with rate
{
1 if η(x) = 1,
λ {η(x− 1) + η(x+ 1)} if η(x) = 0, (1.3)
where λ ∈ (0,∞) and ηx is defined by ηx(y) := η(y) for y 6= x, ηx(x) := 1 − η(x). We
call a site infected when its state is 1, and healthy when its state is 0. See Liggett [12],
Chapter VI, for proper definitions.
The empty configuration 0 ∈ Ω, given by 0(x) = 0 for all x ∈ Z, is an absorbing
state for ξ, while the full configuration 1 ∈ Ω, given by 1(x) = 1 for all x ∈ Z,
evolves towards an equilibrium measure νλ, called the “upper invariant measure”, that
is stationary and ergodic under space-shifts. There is a critical threshold λc ∈ (0,∞)
such that: (1) for λ ∈ (0, λc], νλ = δ0; (2) for λ ∈ (λc,∞), ρλ := νλ(η(0) = 1) > 0. In
the latter case, δ0 and νλ are the only equilibrium measures. It is known that νλ has
exponentially decaying correlations, and that λ 7→ ρλ is continuous and non-decreasing
with limλ→∞ ρλ = 1.
For a fixed realization of ξ, we define the random walk W := (Wt)t≥0 as the time-
inhomogeneous Markov process on Z that, given Wt = x, jumps to
x+ 1 at rate α1ξt(x) + α0 [1− ξt(x)] ,
x− 1 at rate β1ξt(x) + β0 [1− ξt(x)] , (1.4)
where αi, βi ∈ (0,∞), i = 0, 1. We assume that
α0 + β0 = α1 + β1 =: γ, (1.5)
and that
v1 > v0 with v1 := α1 − β1 and v0 := α0 − β0, (1.6)
i.e., the jump rate is constant and equal to γ everywhere, while the drift to the right is
larger on infected sites than on healthy sites. Observe that the assumption in (1.6) is
made without loss of generality: since the contact process is invariant under reflection
in the origin, −W has the same law as W with inverted jump rates.
1.3 Theorems
For a probability measure µ on Ω, let Pµ denote the joint law of W and ξ when the
latter is started from µ. Our SLLN reads as follows.
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Theorem 1.1. Suppose that (1.5–1.6) hold.
(a) For every λ ∈ (λc,∞) there exists a v(λ) ∈ [v0, v1] such that, for any probability
measure µ on Ω that is stochastically larger than a non-trivial shift-invariant and ergodic
measure,
lim
t→∞
t−1Wt = v(λ) Pµ-a.s. and in Lp, p ≥ 1. (1.7)
In particular, (1.7) holds for µ = νλ.
(b) The function λ 7→ v(λ) is non-decreasing and right-continuous on (λc,∞), with
v(λ) ∈ (v0, v1) for all λ ∈ (λc,∞) and limλ→∞ v(λ) = v1.
We note in passing that if λ ∈ (0, λc), then ξt agrees with 0 on an interval that grows
exponentially fast in t (Liggett [12], Chapter VI), and so it is trivial to deduce that W
satisfies the SLLN with v(λ) = v0.
A FCLT and an LDP hold under an additional restriction, namely, λ ∈ (λW ,∞)
with
λW := inf
{
λ ∈ (λc,∞) : |v0| ∨ |v1| < ι(λ)
}
. (1.8)
Here, λ 7→ ι(λ) is the infection propagation speed (see (2.4) in Section 2.1), which
is known to be continuous, strictly positive and strictly increasing on (λc,∞), with
limλ↓λc ι(λ) = 0 and limλ→∞ ι(λ) =∞.
Theorem 1.2. Suppose that (1.5–1.6) hold.
(a) For every λ ∈ (λW ,∞) there exists a σ(λ) ∈ (0,∞) such that, under Pνλ,(
Wnt − v(λ)nt
σ(λ)
√
n
)
t≥0
=⇒ (Bt)t≥0 as n→∞, (1.9)
where B is standard Brownian motion and =⇒ denotes weak convergence in path space.
(b) The functions λ 7→ v(λ) and λ 7→ σ(λ) are continuous on (λW ,∞).
(c) For every λ ∈ (λW ,∞), (t−1Wt)t>0 under Pνλ satisfies the large deviation principle
on R with a finite and convex rate function that has a unique zero at v(λ).
The intuitive reason why the rate function has a unique zero is that deviations of
the empirical speed in the: (i) upward direction require a density of infected sites larger
than ρλ, which is costly because infections become healthy independently of the states
at the other sites; (ii) downward direction require a density of infected sites smaller
than ρλ, which is costly because infection clusters grow at a linear speed and rapidly
fill up healthy intervals everywhere.
1.4 Discussion
1. It is natural to expect that λ 7→ v(λ) is continuous and strictly increasing on (λc,∞)
with limλ↓λc v(λ) = v0. Fig. 2 shows a qualitative plot of the speed in that setting. If
0 ∈ (v0, v1), then there is a critical threshold λ∗ ∈ (λc,∞) at which the speed changes
sign. It is natural to ask whether λ 7→ v(λ) is concave on (λc,∞) and Lipshitz at λc.
2. We know that W is transient when v(λ) 6= 0. Is W recurrent when v(λ) = 0?
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Figure 2: Qualitative plot of λ 7→ v(λ) when 0 ∈ (v0, v1).
3. We expect (1.8) to be redundant. Moreover, we expect that for every λ ∈ (λc,∞)
the environment process (i.e., the process of environments as seen from the location of
the random walk) has a unique and non-trivial equilibrium measure that is absolutely
continuous with respect to νλ.
4. Theorem 1.1 can be extended to arbitrary initial configurations that have a “strictly
positive lower density” (see Remark 3.7 in Section 3.2 below). Also, Theorem 1.1
remains valid for µ stochastically larger than νλ even when some of the jump rates
αi, βi, i ∈ {0, 1}, are equal to zero (see Remark 3.4 in Section 3.2 below).
5. Theorem 1.2(a) can be extended (with the same mean and variance) to arbitrary
initial configurations containing infinitely many infections, while Theorem 1.2(c) can
be extended (with a different rate function) to any initial measure that has positive
correlations and is stochastically larger than a non-trivial Bernoulli product measure
(see Remark 6.3 in Section 6.1 below).
6. Theorems 1.1–1.2 can presumably be extended to Zd with d ≥ 2. Also in higher
dimensions single infections create infection clusters that grow at a linear speed (i.e.,
asymptotically form a ball with a linearly growing radius). The construction of the
regeneration times when λ ∈ (λW ,∞), with λW the analogue of (1.8), appears to be
possible.
7. It would be interesting to extend Theorems 1.1–1.2 to multi-type contact processes.
On each type i the random walk has transition rates αi, βi such that αi + βi = γ for
all i. As long as the dynamics is monotone and i 7→ vi is non-decreasing, many of the
arguments in the present paper carry over.
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2 Construction
In Section 2.1 we construct the contact process, in Section 2.2 the random walk on top
of the contact process.
2.1 Contact process
A ca`dla`g version of the contact process can be constructed from a graphical represen-
tation in the following standard fashion. Let := (H(x))x∈Z and I := (I(x))x∈Z be two
independent collections of i.i.d. Poisson processes with rates 1 and λ, respectively. On
Z× [0,∞), draw the events of H(x) as crosses over x and the events of I(x) as two-sided
arrows between x and x+ 1 (see Fig. 3).
-ff
-ff
-ff
-ff
-ff
-ff
-ff
-ff
×
×
×
×
×
×
×
−3 −2 −1 0 1 2 30
t
Zs
s s s s
Figure 3: Graphical representation. The crosses are events of H and the arrows are events of
I. The thick lines cover the region that is infected when the initial configuration has a single
infection at the origin.
(The standard graphical representation uses Poisson processes of one-sided arrows to
the right and to the left on every time line, each with rate λ. This gives the same
dynamics.)
For x, y ∈ Z and 0 ≤ s ≤ t, we say that (x, s) and (y, t) are connected, written
(x, s)↔ (y, t), if and only if there exists a nearest-neighbor path in Z× [0,∞) starting
at (x, s) and ending at (y, t), going either upwards in time or sideways in space across
arrows without hitting crosses. For x ∈ Z, we define the cluster of x at time t by
Ct(x) :=
{
y ∈ Z : (x, 0)↔ (y, t)}. (2.1)
For example, in Fig. 3, Ct(0) = {−2,−1, 1, 2} and Ct(2) = ∅. Note that Ct(x) is a
function of H and I.
For a fixed initial configuration η, we declare ξt(y) = 1 if there exists an x such that
y ∈ Ct(x) and η(x) = 1, and we declare ξt(y) = 0 otherwise. Then ξ is adapted to the
filtration
Ft := σ
(
ξ0, (Hs, Is)s∈[0,t]
)
. (2.2)
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This construction allows us to simultaneously couple copies of the contact process start-
ing from all configurations η ∈ Ω. In the following we will write ξ(η) and ξt(η)(x) when
we want to exhibit that the initial configuration is η.
We note two consequences of the graphical construction, stated in Lemmas 2.1–2.3
below. The first is the monotonicity of η 7→ ξ(η), the second concerns the state of
the sites surrounded by the cluster of an infected site. The notation η ≤ η′ stands for
η(x) ≤ η′(x) for all x ∈ Z.
Lemma 2.1. If η ≤ η′, then ξt(η) ≤ ξt(η′) for all t ≥ 0.
Proof. Immediate from the definition of ξt in terms of η and (Ct(x))x∈Z.
For x ∈ Z, define the left-most and the right-most site influenced by site x at time
t as
Lt(x) := inf Ct(x),
Rt(x) := supCt(x),
(2.3)
where inf ∅ =∞ and sup ∅ = −∞. By symmetry, for any t ≥ 0, Rt(x)−x and x−Lt(x)
have the same distribution, independently of x.
Lemma 2.2. Fix x ∈ Z and t ≥ 0. If Ct(x) 6= ∅ and y ∈ [Lt(x), Rt(x)] ∩ Z, then
η 7→ ξt(η)(y) is constant on {η ∈ Ω: η(x) = 1}.
Proof. It suffices to show that, under the conditions stated, ξt(η)(y) = 1 if and only
if y ∈ Ct(x). The ‘if’ part is obvious. For the ‘only if’ part, note that if there is a
z 6= x such that (z, 0) ↔ (y, t), then any path realizing the connection must cross a
path connecting (x, 0) to either (Rt(x), t) or (Lt(x), t), so that (x, 0)↔ (y, t) as well.
If ξ0 = 1x, then Rt(x) and Lt(x) are, respectively, the right-most and the left-most
infections present at time t. In particular, in this case the infection survives for all
times if and only if Rt(x) − Lt(x) ≥ 0 for all t ≥ 0. For λ ∈ (λc,∞) it is well known
that, given ξ0 = 10, the infection survives with positive probability and there exists a
constant ι = ι(λ) > 0 such that, conditionally on survival,
lim
t→∞
t−1Rt(0) = ι ξ-a.s. (2.4)
2.2 Random walk on top of contact process
Under assumptions (1.5–1.6), the random walk W can be constructed as follows. Let
N := (Nt)t≥0 be a Poisson process with rate γ. Denote by J := (Jk)k∈N0 its generalized
inverse, i.e., J0 = 0 and (Jk+1 − Jk)k∈N0 are i.i.d. EXP(γ) random variables. Let
U := (Uk)k∈N be an i.i.d. sequence of UNIF([0, 1]) random variables, independent of N .
Set S0 := 0 and, recursively for k ∈ N0,
Sk+1 := Sk + 2
(
1{0≤Uk+1≤α0/γ} + ξJk+1(Sk)1{α0/γ<Uk+1≤α1/γ}
)− 1, (2.5)
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i.e., Sk+1 = Sk + 1 with probability αi/γ and Sk+1 = Sk − 1 with probability βi/γ =
1− αi/γ when ξJk+1(Sk) = i, for i = 0, 1 (recall that α0 < α1 by (1.5–1.6)). Setting
Wt := SNt , (2.6)
we can use the right-continuity of ξ to verify that W indeed is a Markov process with
the correct jump rates.
A useful property of the above construction is that it is monotone in the environment,
in the following sense. For two dynamic random environments ξ and ξ′, we say that
ξ ≤ ξ′ when ξt ≤ ξ′t for all t ≥ 0. Writing W = W (ξ) in the previous construction (i.e.,
exhibiting W as a function of ξ), it is clear from (2.5) that
ξ ≤ ξ′ =⇒ Wt(ξ) ≤ Wt(ξ′) ∀ t ≥ 0. (2.7)
We denote by
Gt := Ft ∨ σ
(
(Ns)s∈[0,t], (Uk)1≤k≤Nt
)
(2.8)
the filtration generated by all the random variables that are used to define the contact
process ξ and the random walk W .
3 The strong law of large numbers
Theorem 1.1(a) is proved in two steps. In Section 3.1 we use subadditivity to prove the
SLLN when ξ starts from δ1. In Section 3.2 we show that, under the hypotheses stated
about µ in Theorem 1.1(a), we can couple two copies of ξ starting from µ and δ1 so as
to transfer the SLLN, with the same speed.
In the following, for a random process X = (Xt)t∈I with I = R or I = Z, we write
X[0,t] := (Xs)s∈[0,t]∩I . (3.1)
3.1 Starting from the full configuration: subadditivity
Since η ≤ 1 for all η ∈ Ω, it follows from (2.7) and Lemma 2.1 that Wt(ξ(η)) ≤ Wt(ξ(1))
for all t ≥ 0. Therefore, if in the graphical construction we replace ξs by 1 at any given
time s, then the new increments after time s lie to the right of the old increments
after time s, and are independent of the increments before time s. This leads us to a
subadditivity argument, which we now formalize.
For n ∈ N0, let
H(n) =
(
H
(n)
t (x)
)
t≥0,x∈Z :=
(
Ht+n(x+Wn)−Hn(x+Wn)
)
t≥0,x∈Z,
I(n) =
(
I
(n)
t (x)
)
t≥0,x∈Z :=
(
It+n(x+Wn)− In(x+Wn)
)
t≥0,x∈Z,
N (n) =
(
N
(n)
t
)
t≥0 :=
(
Nt+n −Nn
)
t≥0,
U (n) =
(
U
(n)
k
)
k∈N :=
(
Uk+Nn
)
k∈N.
(3.2)
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Then, for any n ∈ N0, (H(n), I(n), N (n), U (n)) has the same distribution as (H, I,N, U)
and is independent of
H
(j)
[0,n−j], I
(j)
[0,n−j], N
(j)
[0,n−j], U
(j)
[1,N
(j)
n−j ]
, 0 ≤ j ≤ n− 1. (3.3)
Abbreviate ξ = ξ(η,H, I) and W = W (ξ,N, U). For n ∈ N0, let
ξ(n) := ξ(1, H(n), I(n)),
W (n) := W (ξ(n), N (n), U (n)),
(3.4)
and define the double-indexed sequence
Xm,n := W
(m)
n−m, n,m ∈ N0, n ≥ m. (3.5)
Lemma 3.1. The following properties hold:
(i) For all n,m ∈ N0, n ≥ m: X0,n ≤ X0,m +Xm,n.
(ii) For all n ∈ N0: (Xn,n+k)k∈N0 has the same distribution as (X0,k)k∈N0.
(iii) For all k ∈ N: (Xnk,(n+1)k)n∈N0 is i.i.d.
(iv) supn∈N Eδ1 [n−1|X0,n|] <∞.
Proof. (i) Fix n,m ∈ N0, n ≥ m and define ξˆ := ξ(ηˆ, H(m), I(m)), where ηˆ(x) = ξm(x+
Wm). This is the contact process after time m as seen from Wm. Note that X0,n−X0,m =
Wn −Wm = Wn−m(ξˆ, N (m), U (m)). Since ηˆ ≤ 1, it follows from (2.7) and Lemma 2.1
that the latter is ≤ Wn−m(ξ(m), N (m), U (m)) = W (m)n−m.
(ii) Immediate from the construction.
(iii) By definition, Xnk,(n+1)k = Wk(ξ
(nk), N (nk), U (nk)). By construction, for each t ≥ 0,
Wt(ξ,N, U) is a function ofN[0,t], U[1,Nt] and ξ[0,t], which in turn is a function ofH[0,t], I[0,t]
and η. Therefore Xnk,(n+1)k is equal to a (fixed) function of
H
(nk)
[0,k] , I
(nk)
[0,k] , N
(nk)
[0,k] , U
(nk)
[1,N
(nk)
(n+1)k
]
, (3.6)
which are jointly i.i.d. in n (when k is fixed).
(iv) This follows from the fact that |Wt| ≤ Nt.
Lemma 3.1 allows us to prove the SLLN when ξ starts from δ1.
Proposition 3.2. Let
v(λ) := inf
n∈N
Eδ1
[
n−1Wn
]
, λ ∈ [0,∞). (3.7)
Then
lim
t→∞
t−1Wt = v(λ) Pδ1-a.s. and in Lp, p ≥ 1. (3.8)
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Proof. Conditions (i)–(iv) in Lemma 3.1 allow us to apply the subbaditive ergodic theo-
rem of Liggett [13] (see also Liggett [12], Theorem VI.2.6) to the sequence (X0,n)n∈N0 =
(Wn)n∈N0 , which gives limn→∞ n
−1Wn = v Pδ1-a.s. Via a standard argument this can
subsequently be extended to (t−1Wt)t≥0 by using that, for any n ∈ N0,
sup
s∈[0,1]
|Wn+s −Wn| ≤ Nn+1 −Nn, (3.9)
which implies that limt→∞ t−1|Wt −Wbtc| = 0 a.s. w.r.t. Pδ1 . Since |Wt| ≤ Nt, we see
that (t−p|Wt|p)t≥1 is uniformly integrable for any p ≥ 1, so the convergence also holds
in Lp.
3.2 Other initial measures: coupling
In this section, we show that whenever two copies of the contact process starting from µ
and δ1 can be coupled so as to agree with large probability at large times inside a space-
time cone, the LLN holds also under Pµ with the same velocity v(λ). We subsequently
show that such a coupling is possible when µ is stochastically larger than a non-trivial
shift-invariant and ergodic measure. Some remarks regarding extensions are made after
the corresponding results.
For m > 0, let
Vm :=
{
(x, s) ∈ Z× [0,∞) : |x| ≤ ms} (3.10)
be a cone of inclination m opening upwards in space-time.
Proposition 3.3. Fix λ ∈ (0,∞), and let ξ(µ) and ξ(1) denote the contact process
started from µ and 1, respectively. Suppose that there exists a coupling measure P of
ξ(µ) and ξ(1) such that, for some m > |v0| ∨ |v1|,
lim
T→∞
P
(
∃ (x, t) ∈ Vm ∩ Z× [T,∞) : ξ(µ)t (x) 6= ξ(1)t (x)
)
= 0. (3.11)
Then
lim
t→∞
t−1Wt = v(λ) Pµ-a.s. and in Lp, p ≥ 1, (3.12)
where v(λ) is as in (3.7).
Proof. Let N (µ), U (µ) and N (1), U (1) be independent copies of N,U and rename P to
denote the joint law of ξ(a), N (a), U (a), a ∈ {µ,1}. Then W (µ) := W (ξ(µ), N (µ), U (µ))
under P has the same law as W under Pµ.
Denote by 0, 1 the elements of Ω[0,∞) that are constant and equal to 0, respectively,
1, i.e., 0t(x) = 0 for all (x, t) ∈ Z× [0,∞) and analogously for 1, and set
W
(µ)
:= |W (1, N (µ), U (µ))| ∨ |W (0, N (µ), U (µ))|. (3.13)
For T > 0, let
DT :=
{
W
(µ)
s ≤ ms ∀ s ≥ T
}
(3.14)
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and
ΓT := DT ∩
{
ξ(µ)s (x) = ξ
(1)
s (x) ∀ (x, s) ∈ Vm ∩ Z× [T,∞)
}
. (3.15)
For i ∈ {0, 1}, W (i, N (µ), U (µ)) is a homogeneous random walk with total jump rate γ
and drift vi. Hence, by (3.11),
lim
T→∞
P (ΓT ) = 1. (3.16)
Therefore it suffices to prove that
P
(
lim
t→∞
t−1W (µ)t = v
∣∣∣ ΓT) = 1 ∀ T > 0. (3.17)
In order to prove (3.17), we couple W (µ) with a random walk Ŵ distributed as W
under Pδ1 , as follows. Fix T > 0 and let N̂ = (N̂s)s≥0, Û = (Uˆn)n∈N be defined by
N̂t :=
{
N
(1)
t if t ≤ T,
N
(1)
T +N
(µ)
t −N (µ)T otherwise,
(3.18)
and
Ûn :=
{
U
(1)
n if n ≤ N (1)T ,
U
(µ)
n otherwise.
(3.19)
Then it is clear that Ŵ := W (ξ(1), N̂ , Û) has the correct law, and that N̂[0,T ], Û[1,N̂T ] are
independent of W (µ). Moreover, we claim that
on ΓT : W
(µ)
T = ŴT =⇒ W (µ)s = Ŵs ∀ s ≥ T. (3.20)
To see (3.20), note that, by monotonicity,
W (0, N (µ), U (µ)) ≤ W (µ)s ≤ W (1, N (µ), U (µ)), (3.21)
so that, on DT , (W
(µ)
s , s) ∈ Vm for all s ≥ T . Since W (µ) and Ŵ use the same jump
decisions after time T , if they are equal at time T and ΓT occurs, then they will see
forever the same random environment, and will thus remain equal for all subsequent
times.
With this observation, we are now ready to prove (3.17) by showing that
P
(
lim
t→∞
t−1W (µ)t = v
∣∣∣ ΓT ,W (µ)T = x) = 1 (3.22)
for each x ∈ Z ∩ [−mT,mT ]. To that end, first note that, for each fixed x, there exists
an event Bx ∈ σ(N̂[0,T ], Û[1,N̂T ]) with positive probability such that ŴT = x on Bx.
Indeed, since all the jump rates αi, βi, i ∈ {0, 1} are strictly positive, we can fix the
number and direction of jumps of Ŵ on [0, T ] by imposing restrictions on N̂[0,T ], Û[1,N̂T ].
To conclude (3.22), we write
P
(
lim
t→∞
t−1W (µ)t = v
∣∣∣ ΓT ,W (µ)T = x) = P( limt→∞ t−1W (µ)t = v ∣∣∣ ΓT ,W (µ)T = x,Bx)
= P
(
lim
t→∞
t−1W (1)t = v
∣∣∣ ΓT ,W (µ)T = x,Bx)
= 1,
(3.23)
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where we use Proposition 3.2.
Remark 3.4. In the case µ = νλ (for which (3.11) holds by Proposition 3.5 below), the
conclusion of Proposition 3.3 is true even when some of the jump rates αi, βi, i ∈ {0, 1}
are equal to zero (note that the proof of Proposition 3.2 does not need all rates to be
strictly positive). To adapt the proof, replace the conditioning on W
(µ)
T = x in (3.22)
by the event {N (µ)T = 0}, which implies W (µ)T = 0. Then (W (µ)t+T − W (µ)T )t≥0 under
P(·|N (µ)T = 0) has the same distribution as W under Pνλ . Since N̂T = 0 implies ŴT = 0
and has positive probability, the claim follows as before.
We next show that (3.11) is satisfied whenever µ contains a non-trivial ergodic
measure. This together with Proposition 3.3 finishes the proof of Theorem 1.1(a).
Proposition 3.5. If µ is stochastically larger than a non-trivial probability measure µ¯
that is shift-invariant and ergodic, then (3.11) holds under the coupling given by the
graphical representation in Section 2.1.
Proof. Let ξ(µ), ξ(µ¯) and ξ(1) be copies of the contact process started from the corre-
sponding initial measures, constructed with the same graphical representation given
by H, I and such that ξ
(µ¯)
0 ≤ ξ(µ)0 . Since this coupling preserves the ordering, we have
ξ
(µ¯)
t ≤ ξ(µ)t ≤ ξ(1)t for all t ≥ 0, and so we may assume that µ is non-trivial, shift-invariant
and ergodic.
Denote by P the joint law of ξ
(µ)
0 , H, I. Regarding P as a law on the product space({0, 1} ×D(N0, [0,∞))2)Z = {0, 1}Z × (D(N0, [0,∞))2)Z , (3.24)
where D(N0, [0,∞)) is the space of ca`dla`g functions from [0,∞) to N0, we see that P
is shift-ergodic because it is the product of probability measures that are shift-ergodic,
namely, µ and the distributions of H and I. Let
Λx :=
{
η(x) = 1, (x− Lt(x)) ∧ (Rt(x)− x) ≥ b(ι/2)tc ∀ t ≥ 0
}
, (3.25)
i.e., the event that x generates a “wide-spread infection” (moving at speed at least half
the typical asymptotic speed ι). Since Λx is a translation of Λ0, we have
lim
n→∞
1
n
n∑
x=1
1Λx = P (Λ0) = P (ξ0(0) = 1)P (Λ0 | ξ0(0) = 1) := % > 0 P -a.s., (3.26)
where the last inequality is justified as follows: P (ξ0(0) = 1) > 0 since µ is assumed
to be non-trivial, and P (Λ0 | ξ0(0) = 1) > 0 by (2.4) and local modifications of the
graphical representation.
Next, for n ∈ N, define Zn ∈ N by the equation
Zn∑
x=1
1Λx = n. (3.27)
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Then we also have
lim
n→∞
Zn
n
= %−1 P -a.s. (3.28)
(Zn)n∈N marks the positions of wide-spread infections to the right of the origin, i.e.,
x > 0 such that Λx occurs. Equation (3.28) means that these wide-spread infections
are not too far apart. Extending the definition of Zn to the negative integers, we obtain
analogously that limn→∞ n−1(−Z−n) = %−1 P -a.s. Let Z := ∪n∈N{Zn, Z−n} and
S := {(y, t) ∈ Z× [2/ι,∞) : ∃x ∈ Z such that |y − x| ≤ (ι/2)t− 1}. (3.29)
Then S is the union of cones of inclination angle ι/2 with tips at (2/ι, z) with z ∈ Z
(see Fig. 4). We call S the safe region. This is justified by the following fact, whose
proof is a direct consequence of Lemma 2.2.
Lemma 3.6. If (x, t) ∈ S, then ξ(µ)t (x) = ξ(1)t (x).
r r r r
Z−2 Z−1 0 Z1 Z2
0
6
time
Z
S
Figure 4: Cones have inclination angle ι/2. The safe region S lies above the thick lines.
By Lemma 3.6, it is enough to prove that, for any m > 0,
Vm ∩ Sc is a bounded subset of Z× [0,∞) P -a.s. (3.30)
To that end, note that Sc is contained in the union of space-time “houses” (unions
of triangles and rectangles) with base at time 0. The tips of the houses to the right
of 0 form a sequence with spatial coordinates 1
2
(Zn+1 + Zn) and temporal coordinates
(Zn+1 − Zn + 2)/ι, n ∈ N. By (3.28), the ratio of temporal/spatial coordinates tends
to 0 as n→∞, so that only finitely many tips can be inside Vm. The same is true for
the tips of the houses to the left of 0. Therefore Vm touches only finitely many houses,
which proves (3.30).
Remark 3.7. It is possible to show that (3.11) holds for any initial configuration that
has a positive lower density of infections to the right and to the left of the origin. We
will not pursue this extension here, and content ourselves with giving a sketch of a proof
strategy that uses the techniques from Section 4 below. Let
Λ∗x :=
{
there exist two paths pi−s , pi
+
s such that (x, 0)↔ (pi±s , s)
and bι/2sc ≤ ±(pi±s − x) ≤ 2ιs ∀ s ≥ 0
}
.
(3.31)
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Fix x with ξ0(x) = 1. With the help of the methods used in the proof of Lemma 4.3
below, we may show that if Λ∗x does not occur, then there is a positive random variable
Lx with a (uniform) exponential moment such that, for any k ∈ N, Λ∗x+Lx+k is indepen-
dent of Λ∗x, Lx and distributed as Λ
∗
0. Therefore, after a geometric number of trials we
find a point y > x such that ξ0(y) = 1 and Λ
∗
y occurs. Next, we use Lemma 4.1 and the
FKG-inequality (see [7]) to forget all information gathered so far and start afresh at
the next point z > y such that ξ0(z) = 1. In this way we prove that the configuration
η∗(x) := ξ0(x)1Λ∗x has a positive lower density, and from this point on we may continue
as in the proof of Proposition 3.5.
4 More on the contact process
In this section we collect some additional facts about the contact process on Z that will
be needed in the remainder of the paper. The proofs rely on geometric observations
that will also illuminate the proof strategies developed in Sections 5–6.
In the following we will use the notation
Z≤x := Z ∩ (∞, x] (4.1)
and analogously for Z≥x.
Stochastic domination. We start with a useful alternative construction of the equi-
librium νλ. Let η(x) := 1{Ct(x)6=∅ ∀ t≥0}. Then, by the graphical representation, η has
distribution νλ. This follows from duality (see Liggett [12], Chapter VI). We can also
graphically construct the contact process starting from νλ: extend the graphical repre-
sentation to negative times, and declare ξt(x) = 1 if and only if for all 0 ≤ s ≤ t there
exists a y such that (y, s) ↔ (x, t), i.e., if and only if there exists an infinite infection
path going backwards in time from (x, t).
Let ν¯λ denote the restriction of νλ to Z≤−1. Abusing notation, we will write the
same symbol to denote the measure on Ω that is the product of ν¯λ with the measure
concentrated on all sites healthy to the right of −1. Using the alternative construction
above, we can prove that the restriction of νλ(· | η(0) = 1) to Z≤−1 is stochastically
larger than ν¯λ. In the following, we will focus on a similar result for the distribution of
ξt to the left of certain infection paths.
For $[0,t] a nearest-neighbor ca`dla`g path with values in Z, let
R¯$t := σ
{(
ξ0(x)
)
x≥$0 ,(
Hv(x)−Hu(x), Iv(x)− Iu(x)
)
{(x,u,v)∈Z×[0,t]2 : u≤v, x≥sups∈[u,v]$s}
}
. (4.2)
Suppose that pi[0,t] is a random path of the same type, with the following properties:
(p1) ξ0(pi0) = 1 a.s. and (pis, s)↔ (piu, u) for all s, u ∈ [0, t].
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(p2) pi is F -adapted and {pis ≥ $s ∀ s ∈ [0, t]} ∈ R¯$t for all deterministic paths $.
We call pi a random infection path (see Fig. 5), a name that is justified by (p1). Property
(p2) means that pi is causal and that, when we discover it, we leave the graphical
representation to its left untouched. For such pi, let
Rpit :=
{
A ∈ F∞ : A ∩ {pis ≥ $s ∀ s ∈ [0, t]} ∈ R¯$t for every deterministic
nearest-neighbor ca`dla`g path $[0,t]
}
. (4.3)
Note that, since pi is an infection path, also (ξs(x))x≥pis ∈ Rpit for each s ∈ [0, t] (see the
proof of Lemma 2.2). We have the following stochastic domination result.
Lemma 4.1. For any random infection path pi[0,t] as above, the law of ξt(· + pit + 1)
under Pν¯λ(· | Rpit ) is stochastically larger than ν¯λ.
Proof. Construct Pν¯λ from a graphical representation on Z × R as outlined above by
adding healing events on (x, 0) for each x ∈ Z≥0. Extend pi to negative times by making
it equal to the right-most infinite infection path going backwards in time from (pi0, 0).
(Such a path exists because ξ0(pi0) = 1.) We may check that the resulting path still has
properties (p1) and (p2). Extend also Rpit to include negative times.
Next, regard H and I as Poisson point processes on subsets of Z × R. Let (see
Fig. 5)
D :=
{
(x, s) ∈ Z× R : s > t or pis > x
}
. (4.4)
6time
spacepi0
pit
t
0
D
Dc
Figure 5: The thick line represents the random infection path pi. The dashed lines represent
other infection paths.
Given Rpit , by (p2) H and I are still Poisson point processes with the same densities on
D. This can be justified first for pi taking values in a countable set and then for general
pi using right-continuity.
With this observation we can couple Pνλ to Pν¯λ(· | Rpit ) in the following way. Draw
independent Poisson point processes Hˆ, Iˆ on Dc. Take ξˆ to be the contact process
obtained by using H, I on D and Hˆ, Iˆ on Dc. Then ξˆ is distributed as the contact
process under Pνλ , and is independent of Rpit . Furthermore, ξt(x) ≥ ξˆt(x) for all x < pit.
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Indeed, if ξt(x) = 1, then infinite infection paths going backwards in time must either
stay inside D or cross pi, so that, by (p1), ξt(x) = 1 as well.
Remark 4.2. In Lemma 4.1, we may replace t by a finite stopping time T w.r.t. the
filtration F , as long as the event in (p2) is replaced by {T ≤ t, pis ≥ $s ∀ s ∈ [0, T ]}
and we add T to RpiT . We may also enlarge all filtrations by adding information that is
independent of ξ0, H, I, in particular, N[0,t] and U[1,Nt] (recall Section 2.2).
Infection range. Lemma 4.3 below concerns the positions of wide-spread infections.
For δ ∈ (0, ι) and x ∈ Z, letWδx := {(z, t) ∈ Z×[0,∞) : (ι−δ)t−1 < z−x ≤ (ι+δ)t} be
a wedge between two lines of inclination ι− δ and ι+ δ. Set Cδt (x) := {y ∈ Z : (y, t)↔
(x, 0) via a path contained in Wδx}, and
Zδ(x) := sup
{
z ∈ Z<x : ξ0(z) = 1, Cδt (z) 6= ∅ ∀ t ≥ 0
}
, (4.5)
i.e., the first infected site to the left of x that spreads its infection forever inside a wedge.
Lemma 4.3. If λ ∈ (λc,∞) then |Zδ(x) − x| has exponential moments under Pν¯λ for
every δ ∈ (0, ι), uniformly in x ∈ Z≤0.
Proof. We will use the fact that, for any λ ∈ (λc,∞), νλ stochastically dominates a
non-trivial Bernoulli product measure µλ. This follows from Liggett and Steif [15],
Theorem 1.2, Durrett and Schonmann [9], Theorem 1, and van den Berg, Ha¨ggstro¨m
and Kahn [6], Theorem 3.5. Since Zδ(x) is monotone in ξ0, it is therefore enough to
prove the statement under Pµλ . We may also assume x = 0, as Zδ(x) does not depend
on (ξ0(z))z≥x.
Construct a sequence of pairs (Zn, Tn)n∈N0 as follows. Set Z0 = T0 := 0 and,
recursively for n ∈ N0,
Zn+1 :=
{
Zn
sup{z < Zn − d(ι+ δ)Tne : ξ0(z) = 1}
if Tn =∞,
otherwise,
Tn+1 :=
{ ∞
inf{t > 0: Cδt (Zn+1) = ∅}
if Tn =∞,
otherwise.
(4.6)
Conditionally on Tn <∞, ∆n+1 := Zn+1 − Zn + d(ι+ δ)Tne and Tn+1 are independent
of (Zk, Tk)
n
k=1 and distributed as (Z1,T1). This is because the region of the graphical
representation plus initial configuration on which Tn+1 and ∆n+1 depend is disjoint from
the region on which the previous random variables depend. Since µλ is a non-trivial
product measure, |Z1| has exponential moments. Noting that T1 is independent of Z1
we conclude, using standard facts about the contact process (see Liggett [12], Chapter
VI, Theorem 2.2, Corollary 3.22 and Theorem 3.23), that Pµλ(T1 = ∞) > 0 and that,
conditionally on T1 <∞, T1 has exponential moments. Defining the random index
K := inf{n ∈ N : Tn =∞} (4.7)
whose distribution is GEO(Pµλ(T1 = ∞)), we see that |Zδ(0)| ≤ |ZK |. Taking a >
0 such that Eµλ [ea(|Z1|+d(ι+δ)T1e) | T1 < ∞] < 1/Pµ(T1 < ∞), we get after a short
calculation that Eµλ [1{K=n}ea|Zn|] decays exponentially in n.
17
5 Properties of the speed
In this section we prove Theorem 1.1(b).
Take λ∞, λk ∈ (λc,∞) such that limk→∞ λk = λ∞, and write Pλ∞µ , Pλkµ for the
measure described in Section 2 with the corresponding parameter and initial measure
µ. Fix n ∈ N and  > 0, and take Ln, > 0 such that Eλkδ1 [Nn1{Nn>Ln,}] ≤  uniformly
in k ∈ N ∪ {∞}. On the event {Nn ≤ Ln,}, Wn depends on ξ only inside the finite
space-time region Z ∩ [−Ln,, Ln,] × [0, n]. Therefore Eλkδ1 [n−1Wn1{Nn≤Ln,}] converges
as k → ∞ to the same quantity with parameter λ∞ (see Liggett [14], Part I). Since
|Wn| ≤ Nn, it follows that∣∣∣Eλkδ1 [n−1Wn]− Eλ∞δ1 [n−1Wn]∣∣∣ ≤ ∣∣∣Eλkδ1 [n−1Wn1{Nn≤Ln,}]− Eλ∞δ1 [n−1Wn1{Nn≤Ln,}]∣∣∣
+ 2. (5.1)
Taking the lim sup as k →∞ of (5.1) followed by  ↓ 0, we get that λ 7→ Eδ1 [n−1Wn] is
continuous. By monotonicity, the latter is also non-decreasing, so it follows from (3.7)
that λ 7→ v(λ) is right-continuous and non-decreasing.
It remains to show that v(λ) ∈ (v0, v1) and limλ→∞ v(λ) = v1. This will be done
in Sections 5.1–5.2 below. These properties come from the fact that the random walk
spends positive fractions of its time on top of infected sites and on top of healthy sites.
To keep track of this, define N it := #{n ∈ N : ξJn(WJn−1) = i}, i ∈ {0, 1}. Recalling
the construction of W in Section 2.2, we may write
Wt = S
0
N0t
+ S1N1t , (5.2)
where Sin, i = 0, 1, are discrete-time homogeneous random walks that jump to the right
with probability αi/γ and to the left with probability βi/γ. From this representation
we immediately get the following.
Lemma 5.1.
lim inf
t→∞
t−1Wt = v0 + (v1 − v0) lim inf
t→∞
(γt)−1N1t ,
lim sup
t→∞
t−1Wt = v1 − (v1 − v0) lim inf
t→∞
(γt)−1N0t .
(5.3)
Lemma 5.1 is valid for any dynamic random environment, even without a SLLN for
W . But (5.3) shows that a SLLN for W holds with speed v if and only if a SLLN holds
for N1 with limit γρeff , where ρeff := (v−v0)/(v1−v0) is the effective density of 1’s seen
by W . Thus, v > v0 and v < v1 are equivalent to, respectively, ρeff > 0 and ρeff < 1.
5.1 Proof of v(λ) < v1
In the contact process, infected sites heal spontaneously. Therefore it is easier to find
0’s than 1’s. For this reason, it is easier to prove that W often jumps from healthy sites
than from infected sites.
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Proof. For k ∈ N, let Yk := ξJk(WJk−1), and note that {Yk+1 = 0} contains all configu-
rations that between times Jk and Jk+1 have a cross at site WJk and no arrows between
WJk and its nearest-neighbors, i.e., such that the events HJk+1(WJk) − HJk(WJk) ≥ 1
and IJk+1(WJk) − IJk(WJk) = IJk+1(WJk − 1) − IJk(WJk − 1) = 0 occur. The prob-
ability of the latter events given σ{(Jk, ξs,Ws)0≤s≤Jk} is constant in k and equal to
p := γ/(γ + 2λ)(1 + γ + 2λ). Therefore the sequence (Yk)k∈N is stochastically dom-
inated by a sequence of i.i.d. BERN(1 − p) random variables, which implies that
lim inft→∞ t−1N0t ≥ γp > 0, so that v(λ) < v1 by Lemma 5.1.
5.2 Proof of v(λ) > v0 and limλ→∞ v(λ) = v1
This is the harder part of the proof. We will need results from Section 4. In the following
we will assume that v0 ≤ 0. The case v0 > 0 can be treated analogously.
Let us start with an informal description of the argument. The idea is that there
are “waves of infection” coming from ±∞ from which the random walk cannot escape.
When v0 ≤ 0, we can concentrate on the waves coming from the left, represented
schematically in Fig. 6. Each time the random walk hits a new wave, there is an
infection path starting from its current location and going backwards in time entirely
to the left of the random walk path. By Lemma 4.1, at this time the law of ξ to the left
of the random walk has an appreciable density, which means that there are new waves
coming in from locations not very far to the left. On the other hand, any infections
to the right of the random walk can be ignored, since they only push it to the right.
But doing so makes the random walk behave as a homogeneous random walk with a
non-positive drift, meaning that it does not take the random walk long to hit the next
infection wave. Since at each collision there is a fixed probability for the random walk
to jump while sitting on an infection, v(λ) > v0 will follow from Lemma 5.1. With some
care in the computations we also get the limit for large λ.
Figure 6: The dashed lines represent infection waves. The thick line represents the path of
W .
Proof. Using the graphical representation, we will construct, on a larger probability
space, a second random walk Wˆ coupled to W in such a way that Wˆt ≤ Wt for all t ≥ 0
and that Wˆ has a speed with the desired properties. Let
V1 := inf{t > 0: ξt(Wt) = 1}. (5.4)
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Note that V1 has exponential moments under Pν¯λ by Lemma 4.3 and the fact that
v0 ≤ 0. Let
τ1 := inf
{
t > V1 : Wt 6= WV1 or Ht(WV1) > HV1(WV1)
}
, (5.5)
i.e., τ1 is the first time after time V1 at which either W jumps or there is a healing event
at the position of the random walk. Note that τ1 is a stopping time w.r.t. the filtration
G and that, given GV1 , τ1 − V1 has distribution EXP(1 + γ).
We will construct a sequence (W (n), τn)n∈N with the following properties:
(A1) W
(n+1)
t ≤ W (n)τn+t −W (n)τn for all t ≥ 0;
(A2) (W (n), τn) is distributed as (W, τ1) under Pν¯λ ;
(A3) (W
(n)
[0,τn]
, τn)n∈N is i.i.d.;
(A4) If vˆ(λ) := Eν¯λ [Wτ1 ]/Eν¯λ [τ1], then vˆ(λ) > v0 and limλ→∞ vˆ(λ) = v1.
Once we have this sequence, we can put T0 := 0, Tn :=
∑n
k=1 τk for n ∈ N, and
Wˆt :=
n∑
k=1
W (k)τk +W
(n+1)
t−Tn for Tn ≤ t < Tn+1. (5.6)
By (A1), Wˆt ≤ W (1)t for all t ≥ 0. By (A2), the latter is distributed as W under
Pν¯λ , which by monotonicity is stochastically smaller than W under Pνλ . By (A3),
limn→∞ T−1n WˆTn = vˆ(λ), and so the claim follows from (A4). Thus, it remains to
construct the sequence (W (n), τn)n∈N with properties (A1)–(A4).
To do so, we draw ξ0 from ν¯λ, let ξ
(1) := ξ, W (1) := W , define τ1 as above, and note
the following.
Lemma 5.2. Under Pν¯λ(· | τ1,W[0,τ1]), the law of ξτ1(· + Wτ1) is stochastically larger
than ν¯λ.
Proof. Since ξV1(WV1) = 1, there exists a right-most infection path pi[0,V1] connecting
(WV1 , V1) to Z≤−1 × {0}. Extend pi to [V1, τ1] by making it constant and equal to
WV1 on this time interval. Since pis ≤ Ws for all 0 ≤ s < τ1, we have (τ1,W[0,τ1]) ∈
Rpiτ1 ∨ σ(N[0,τ1], U[1,Nτ1 ]). Note that pi is not an infection path, but only because of a
possible healing event at time τ1, which does not affect (ξτ1(x+WV1))x≤−1. Therefore,
by Lemma 4.1, the distribution of η1(·) := ξτ1(·+WV1) given (τ1,W[0,τ1]) is stochastically
larger than ν¯λ. Moreover, (η1(x))x<WV1 is independent of Wτ1−WV1 , and so we need only
verify that the distribution of η2 := ξτ1(· + Wτ1) = θWτ1−WV1η1 is stochastically larger
than ν¯λ for each possible outcome of Wτ1 −WV1 ∈ {0,±1}. Since, by the definitions
of V1 and τ1, Wτ1 6= WV1 if and only if ξτ1(WV1) = 1, the possible choices for η2 are:
η1 if Wτ1 = WV1 , θ−1η1 if Wτ1 = WV1 − 1, or θ1η1 if Wτ1 = WV1 . In the latter case,
η2(−1) = 1, and therefore all three possibilities are indeed stochastically larger than ν¯λ
as claimed.
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By Lemma 5.2, there exists a configuration ξ
(2)
0 distributed as ν¯λ, independent of
(τ1,W[0,τ1]) and smaller than ξ
(1)
τ1 (·+Wτ1). We may now define ξ(2) by using the events
of the graphical representation that lie above time τ1 with the origin shifted to Wτ1 ,
using ξ
(2)
0 as starting configuration. We may then define W
(2) and τ2 from ξ
(2), (Nt+τ1−
Nτ1)t≥0 and (Uk)k>Nτ1 . With this coupling, clearly W
(2)
t ≤ W (1)τ1+t −W (1)τ1 for all t ≥ 0.
Furthermore, since ξ
(2)
0 is independent of (τ1,W[0,τ1]), the distribution of ξ
(2)
τ2 (· + W (2)τ2 )
given (W
(i)
[0,τi]
, τi)i=1,2 depends only on the random variables with i = 2 and hence, by
Lemma 5.2, is again stochastically larger than ν¯λ.
We may therefore repeat the argument. More precisely, suppose by induction that
we have defined ξ(k), W (k) and τk for k = 1, . . . , n and n ≥ 2, in such a way that:
(B1) W
(k+1)
t ≤ W (k)τn+t −W (n)τn for all t ≥ 0 and k = 1 . . . n− 1;
(B2) (W (k), τk) is distributed as (W, τ1) under Pν¯λ for all k = 1, . . . , n;
(B3) (W
(k)
[0,τk]
, τk)
n
k=1 is i.i.d.;
(B4) The law of ξ(n)(·+W (n)τn ) given (W (k)[0,τk], τk)nk=1 is stochastically larger than ν¯λ.
Then we proceed as before: there exists a configuration ξ
(n+1)
0 distributed as ν¯λ, smaller
than ξ(n)(· + W (n)τn ) and independent of (W (k)[0,τk], τk)nk=1, from which we obtain ξ(n+1),
W (n+1) and τn+1, and we prove (B1)–(B4) as in the case n = 2. This settles the
existence of the sequence (W (n), τn)n∈N. All that is left to show is that vˆ(λ) > v0 and
limλ→∞ vˆ(λ) = v1.
Note that Lemma 5.1 is valid also for Wˆ , and write Nˆ1t to denote the number of
jumps that Wˆ takes on infected sites. Then Nˆ1Tn has distribution BINOM(n, γ/(1+γ)),
and by standard arguments we obtain
lim
t→∞
t−1Nˆ1t =
γ
(1 + γ)Eν¯λ [τ1]
> 0, (5.7)
which proves vˆ(λ) > v0. Furthermore, we claim that limλ→∞ Eν¯λ [V1] = 0. Indeed, V1 is
nonincreasing in λ and, since limλ→∞ ρλ = 1 (recall Section 1.2), it is not hard to see that
V1 converges in probability to zero as λ → ∞. Therefore limλ→∞ Eν¯λ [τ1] = 1/(1 + γ),
and so limλ→∞ vˆ(λ) = v1.
6 Regeneration, functional CLT and LDP
The proof of Theorem 1.2 depends on the construction of regeneration times, i.e., times
at which the random walk forgets its past. This construction will be carried out in
Section 6.1 and is based on two propositions (Propositions 6.1–6.2 below), which are
proved in Sections 6.2–6.3. At the end of Section 6.1 we will see that these propositions
imply Theorem 1.2(a,c). The proof of Theorem 1.2(b) is deferred to Section 6.4.
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6.1 Regeneration times
If the infection propagation speed ι = ι(λ) is larger than |v0| ∨ |v1|, the maximum
absolute speed at which the random walk can move, then each time W finds itself on an
infected site it can become “trapped” forever in an infection cluster generated by this
site alone. In that case, by Lemma 2.2, the future increments of W become independent
of its past. The issue is therefore to find enough moments when W sits on an infection.
This can be dealt with in a way similar to what was done in the proof of v(λ) > v0 in
Section 5.2.
Hitting, failure and trial times. In order to build the regeneration structure, we
first need to extend some definitions related to clusters and right-most infections. For
s ≥ t and x ∈ Z, let
Ct,s(x) :=
{
y ∈ Z : (x, t)↔ (y, s)} (6.1)
and
Rt,s(x) := supCt,s(x), Lt,s(x) := inf Ct,s(x). (6.2)
Furthermore, let
rt,s(x) := sup
y<x
ξt(y)=1
Rt,s(y), (6.3)
i.e., rt,s(x) is the right-most infection at time s that comes from Z≤x−1 × {t}.
For t ≥ 0 and z ∈ Z, let
Vt(z) := inf
{
s > t : Ws = rt,s(z)
}
(6.4)
be the first time after time t at which W meets the right-most infection coming from
Z≤z−1 × {t}. We will call this the z-wave hitting time after t. It is not hard to see that
Vt(z) < ∞ Pνλ-a.s. for any t and z ≤ Wt. Indeed, at any time t there is an infected
site x < z whose infection survives forever, and in this case lims→∞ s−1Rt,s(x) = ι >
|v0|∨|v1|. Therefore there must be an s > t for which Rt,s(x) = Ws. By right-continuity,
Pνλ(Vt(z) <∞ ∀ z ≤ Wt, t ≥ 0) = 1 as well.
Now define the first failure time after time t by (see Fig. 8)
Ft := inf
{
s > t : Ws /∈ [Lt,s(Wt), Rt,s(Wt)]
}
, (6.5)
i.e., the first time after time t when W exits the region surrounded by the cluster of
(Wt, t). To keep track of the space-time region on which the failure time depends, define,
for t ≥ 0 and x ∈ Z,
(Yt,s(x))s≥t (6.6)
as the process with values in Z that starts at time t at site x and jumps down by
following the infection arrows to the left in the graphical representation (see Fig. 7).
Then, given Gt, (x− Yt,t+s(x))s≥0 is a Poisson process with rate λ.
With the above observations we can define the trial time after a failure time (see
Fig. 8):
Tt :=
{ ∞ if Ft =∞,
VFt(Yt,Ft(Wt)) otherwise,
(6.7)
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Figure 7: Yt,s(x) starts at x and goes upwards and to the left across the arrows of the graphical
representation.
i.e., Tt is the Yt,Ft(Wt)-wave time after time Ft when the latter is finite. This wave
ensures “good conditions” at the trial time, meaning an appreciable density of infections
to the left of W .
-
6
time
spaceWt
Tt
Ft
t
Figure 8: A failure time Ft and a trial time Tt after time t. The dashed lines represent
infection paths. The thick line represents the path of W .
Regeneration times. We can now define our regeneration time τ . First let
T1 := V0(0) (6.8)
and, under the assumption that T1, . . . , Tk, k ∈ N, are all defined, let
Tk+1 :=
{ ∞ if Tk =∞,
TTk otherwise.
(6.9)
Note that the Tk’s are stopping times w.r.t. the filtration G. Finally, put
K := inf
{
k ∈ N : Tk <∞, Tk+1 =∞
}
, (6.10)
and let
τ := TK . (6.11)
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Note that K <∞ a.s. since, at any trial time, the probability for the next failure time
to be infinite is uniformly bounded from below. We will prove in Sections 6.2–6.3 that
τ is a regeneration time and has exponential moments. This is stated in the following
two propositions.
Proposition 6.1. The distribution of (Wt+τ −Wτ )t≥0 under both Pνλ(· | τ,W[0,τ ]) and
Pνλ(· | Γ, τ,W[0,τ ]) is the same as that of W under Pνλ(· | Γ), where
Γ := {ξ0(0) = 1, F0 =∞}. (6.12)
Proposition 6.2. τ and |Wτ | have exponential moments under both Pνλ and Pνλ(· | Γ),
uniformly in λ ∈ [λ−, λ+] for any fixed λ−, λ+ ∈ (λW ,∞).
These two propositions imply the LLN and Theorem 1.2(a), with
v(λ) =
Eνλ [Wτ | Γ]
Eνλ [τ | Γ]
, σ(λ)2 =
Eνλ [(Wτ )2 | Γ]− Eνλ [Wτ | Γ]2
Eνλ [τ | Γ]
. (6.13)
They also imply that
lim sup
t→∞
1
t
logPνλ
(
t−1Wt /∈ (v − , v + )
)
< 0 ∀  > 0. (6.14)
For a proof of these facts, the reader can follow word-by-word the arguments given in
Avena, dos Santos and Vo¨llering [5], Theorem 3.8 and Section 4.1 (which do not require
(1.5)–(1.6)).
Theorem 1.2(c) follows from (6.14) and the partial LDP proven in Avena, den Hol-
lander and Redig [3] for attractive spin-flip systems (including the contact process).
Here, partial means that the LDP is shown to hold outside a possible interval where
the rate function is zero. However, (6.14) precisely precludes the presence of such an
interval. (See Glynn and Whitt [10], Theorem 3, for more details.)
The proof of Theorem 1.2(b) is deferred to Section 6.4.
Remark 6.3. It is easy to check that τ < ∞ Pη-a.s. whenever η contains infinitely
many infections. Hence the FCLT also holds under Pη for any such η. Moreover, the
result in [3] concerning the partial LDP holds whenever the initial measure µ has pos-
itive correlations. If additionally µ is stochastically larger than a non-trivial Bernoulli
product measure, then it is possible to show that τ has exponential moments under Pµ,
which implies that the LDP also holds under Pµ, with a possibly different rate function
that however still has a unique zero at v. A proof that τ has exponential moments in
this situation does not follow directly from the proof of Theorem 6.2 given below, but
can be obtained with the help of the method that was used in the proof of Lemma 4.3.
6.2 Proof of Proposition 6.1
We first show that the regeneration strategy indeed makes sense.
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Lemma 6.4. For all t ≥ 0,
Pνλ
(
Ft =∞, (Ws+t −Wt)s≥0 ∈ · | Gt
)
= P10 (Γ0,W ∈ · ) a.s. on {ξt(Wt) = 1},
(6.15)
where Γ0 := {F0 = ∞}. The same is true for a finite stopping time w.r.t. G replacing
t.
Proof. First note that Pη(Γ0,W ∈ ·) = P10(Γ0,W ∈ ·) for any η with η(0) = 1. This
follows from Lemma 2.2 because, on Γ0, W depends on ξ only through {ξt(x) : t ≥
0, x ∈ [Lt(0), Rt(0)]}, and Γ0 does not depend on ξ0. Now, letting ξˆt(·) := ξt(· + Wt),
we can write (recall (6.5))
Pνλ
(
ξt(Wt) = 1, Ft =∞, (Ws+t −Wt)s≥0 ∈ ·
∣∣∣Gt)
= Eνλ
[
ξt(Wt)Pξˆt(Γ0,W ∈ · )
∣∣∣Gt] = ξt(Wt)P10(Γ0,W ∈ · ), (6.16)
where the first equality is justified by the Markov property and the translation invariance
of the graphical representation. To extend the result to stopping times we can use the
strong Markov property of (ξ,W ).
With the help of Lemma 6.4 we are ready to prove Proposition 6.1.
Proof. We will closely follow the proof of Theorem 3.4 in [5]. Let Gτ be the σ-algebra
of all events B such that, for all n ∈ N0, there exists a Bn ∈ GTn such that B ∩ {K =
n} = Bn ∩ {K = n}. Note that τ and W[0,τ ] are in Gτ .
In the following, we abreviate W (t) := (Ws+t −Wt)s≥0. Pick f bounded and mea-
surable, B ∈ Gτ , and write (recall (6.9))
Eνλ
[
1Bf(W
(τ))
]
=
∑
n∈N0
Eνλ
[
1Bn1{K=n}f(W
(Tn))
]
=
∑
n∈N0
Eνλ
[
1Bn1{Tn<∞} Eνλ
[
1{FTn=∞}f(W
(Tn))
∣∣GTn] ]. (6.17)
Since ξTn(WTn) = 1 on {Tn <∞}, by Lemma 6.4 the last line of (6.17) equals
E10 [f(W )1Γ0 ]
∑
n∈N0
Eνλ
[
1Bn1{Tn<∞}
]
= E10 [f(W ) | Γ0]
∑
n∈N0
Eνλ
[
1Bn1{Tn<∞}
]
P10(Γ0),
(6.18)
which, again by Lemma 6.4, equals
E10 [f(W ) | Γ0]
∑
n∈N0
Eνλ
[
1Bn1{Tn<∞}Pνλ (FTn =∞|GTn)
]
= E10 [f(W ) | Γ0]
∑
n∈N0
Pνλ (Bn, K = n)
= E10 [f(W ) | Γ0]Pνλ(B)
= Eνλ [f(W ) | Γ]Pνλ(B),
(6.19)
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where the last equality is, one more time, justified by Lemma 6.4. This proves the claim
under Pνλ .
To extend the claim to Pνλ(· | Γ), note that Γ ∈ Gτ since
Γ ∩ {K = n} = {ξ0(0) = 1,Ws ∈ [Ls(0), Rs(0)] ∀ s ∈ [0, Tn]} ∩ {K = n}, (6.20)
and apply (6.19) to B ∩ Γ instead of B.
6.3 Proof of Proposition 6.2
Exponential moments. We first show that T0 has exponential moments when it is
finite, uniformly for λ in compact sets. Fix λ−, λ+ ∈ (λW ,∞), λ− ≤ λ+.
Lemma 6.5. For every λ ∈ [λ−, λ+] and  > 0 there exists an a = a(λ−, λ+, ) > 0
such that, for any probability measure µ stochastically larger than ν¯λ,
(a) Eµ
[
1{T0<∞}e
aT0
] ≤ 1 + .
(b) Eµ
[
eaV0(0)
] ≤ 1 + . (6.21)
Proof. We couple systems with infection rates λ−, λ and λ+ starting, respectively,
from ν¯λ− , µ and 1, by coupling their initial configurations and their infection events
monotonically. Denote their joint law by P. In what follows, we will refer to these
systems by their rates and we will use a superscript to indicate on which system a
random variable depends.
We will bound T01{T0<∞} = T01{F0<∞} by a time D0 that depends only on systems
λ± and has exponential moments under P. We start by bounding F01{F0<∞} by a
variable D1 depending only on system λ−. Let
rt := sup
x∈Z≤0
Rt(x), lt := inf
x∈Z≥0
Lt(x). (6.22)
Then rt is the same as r0,t(0) in (6.3) when all sites in Z≤0 are infected, and analogously
for lt. Furthermore, Rt(0), Lt(0) are equal to rt, lt while Ct(0) 6= ∅: this can be seen
by using the graphical representation (see e.g. Liggett [12] Chapter VI, Theorem 2.2).
Therefore
F0 = inf{t ≥ 0: rt < Wt or lt > Wt}. (6.23)
Let m := 1
2
(ι(λ−) + |v0| ∨ |v1|). Take homogeneous random walks X i jumping at rates
αi,βi, i ∈ {0, 1}, independent of ξ and coupled to W in such a way that X0t ≤ Wt ≤ X1t
for all t ≥ 0. Set
D1a := sup
{
t ≥ 0: lλ−t ≥ −mt or rλ−t ≤ mt
}
,
D1b := sup
{
t ≥ 0: |X0t | ∨ |X1t | > mt
}
.
(6.24)
Then D1a depends only on system λ− and has exponential moments by known large
deviation bounds for rt (see Liggett [12] Chapter VI, Corollary 3.22), while D1b is
independent of ξ and has exponential moments by standard large deviation bounds for
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X0 and X1. Noting that rt and lt are monotone, we can take D1 := D1a ∨D1b, which
does not depend on the initial configuration.
Set δ := 1
2
(ι(λ−)−m), x0 := Y λ+0,D1(0)−d(ι(λ+)+δ)D1e and note, using the graphical
representation, that ∆0 := x0−Zλ−δ (x0) is independent of x0, where Zδ(x) is as in (4.5).
Then
D0 :=
∆0 + |x0|+ 1
ι(λ−)− δ −m = 4
∆0 + |x0|+ 1
ι(λ−)− |v0| ∨ |v1| (6.25)
depends only on λ−, λ+ and has exponential moments under P by Lemma 4.3. It
is easy to check that D0 is the intersection time of the line of inclination ι(λ−) − δ
passing through (Z
λ−
δ (x0) − 1, 0) and the line of inclination m passing through the
origin. Since the system λ has more infections than the system λ− and D0 ≥ D1, we
have T01{T0<∞} ≤ D0, which proves (a). For (b), we can bound V0(0) analogously,
taking x0 = 0 instead.
Infections at trial times. We next show that at trial times there are more infections
to the left of the random walk than under ν¯λ.
Lemma 6.6. For all n ∈ N, on the event {Tn < ∞} the law of ξTn( · + WTn) under
Pνλ(· | T[1,n],W[0,Tn]) a.s. is stochastically larger than ν¯λ.
Proof. Suppose that n ≥ 2 (the case n = 1 is simpler). Using the definition of Tn,
we can show by induction that, if Tn <∞, then there exist infection paths connecting
(WTn , Tn) to Z≤−1 × {0} and never touching the paths Y Tk(WTk), k = 1, . . . , n − 1, or
the region to the right of W . Take pi to be the right-most of these infection paths. Then
pi is a random infection path with properties (p1) and (p2), and
(T[1,n],W[0,Tn]) ∈ RpiTn ∨ σ
(
N[0,Tn], U[1,NTn ]
)
. (6.26)
Therefore the result follows from Lemma 4.1.
Conclusion. We are now ready to prove Proposition 6.2.
Proof. Let
κ := P10(Γ0). (6.27)
By Lemma 6.4, Pνλ(Γ) = κρλ ≥ κρλ− by monotonicity (recall the definition of ρλ from
Section 1.2). Also, there exists a κ− > 0 such that κ ≥ κ− for any λ ≥ λ−: we can take
κ− to be the probability that X0 and X1 in the proof of Lemma 6.5 never cross L(0)
or R(0) in system λ−. Therefore it is enough to prove the claim for Pνλ . Since |Wt| is
dominated by Nt, which is a Poisson process independent of ξ, we only need to worry
about τ .
For  > 0 such that (1 + )(1− κ−) < 1, take a > 0 as in Lemma 6.5. On the event
{Tn <∞}, let ξˆn := ξTn( ·+WTn) and note that, given GTn , Tn+1 − Tn is distributed as
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T0 under Pξˆn . By Lemma 6.6, the law of ξˆn under Pνλ( · | T[1,n],W[0,Tn]) is stochastically
larger than ν¯λ, and we get from Lemma 6.5 that
Eνλ
[
1{Tn+1<∞}e
a(Tn+1−Tn)
∣∣∣ T[1,n],W[0,Tn]]
= Eνλ
[
Eξˆn
[
1{T0<∞}e
aT0
] ∣∣∣ T[1,n],W[0,Tn]] ≤ 1 + . (6.28)
Using this bound, estimate
Eνλ
[
1{Tn+1<∞}e
aTn+1] = Eνλ[1{Tn<∞}eaTnEνλ [1{Tn+1<∞}ea(Tn+1−Tn) ∣∣ Tn] ]
≤ (1 + )Eνλ
[
1{Tn<∞}e
aTn] , (6.29)
so that, by induction,
Eνλ
[
1{Tn<∞}e
aTn] ≤ (1 + )n. (6.30)
Using Lemma 6.4, write, for n ∈ N,
Pνλ (K ≥ n+ 1) = Pνλ (Tn <∞, FTn <∞) = (1− κ)Pνλ (K ≥ n) (6.31)
to note that K has distribution GEO(κ). To conclude, use (6.30)–(6.31) to write
Eνλ
[
e
a
2
τ
]
=
∑
n∈N Eνλ
[
1{K=n}e
a
2
Tn] = ∑n∈N Eνλ [1{K=n}1{Tn<∞}ea2Tn]
≤∑n∈N Pνλ (K = n) 12 Eνλ [1{Tn<∞}eaTn] 12
≤ (1− κ−)− 12
∑
n∈N
(√
(1− κ−)(1 + )
)n
<∞,
(6.32)
where in the second line we use the Cauchy-Schwarz inequality.
6.4 Continuity of the speed and the volatility
Given λ− ≤ λ+ in (λW ,∞) and (λn)n∈N, λ∗ ∈ [λ−, λ+] such that either λn ↑ λ∗ or
λn ↓ λ∗ as n → ∞, we can simultaneously construct systems with infection rates
(λn)n∈N, λ∗ and λ±, starting from equilibrium, with a single graphical representation
in the standard fashion, taking a monotone sequence of Poisson processes for infection
events and coupling the initial configurations monotonically. For n ∈ N ∪ {∗,+,−},
denote by Λn := (ξn0 , H, I
n, N, U) the system with infection rate λn, and by P their joint
law. In the following, we will use a superscript n to indicate functionals of Λn.
In view of (6.13) and Proposition 6.2, in order to prove convergence of v(λn) and
σ(λn) it is enough to prove convergence in distribution of Γ
n and of (W nτn , τ
n)1Γn .
The main step to achieve this will be to approximate relevant random variables with
uniformly large probability by random variables depending on bounded regions of the
graphical representation.
Note that, by monotonicity and continuity of λ 7→ ρλ (see Liggett [12] Chapter VI,
Theorem 1.6),
lim
n→∞
ξn0 (x) = ξ
∗
0(x) ∀ x ∈ Z P-a.s. (6.33)
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Recall the definitions of F0, Tk and K in (6.5), (6.8)–(6.9) and (6.10), respectively. For
n ∈ N ∪ {∗} and k ∈ N, let
Γnk :=
{
ξn0 (0) = 1,W
n
s ∈ [Lns (0), Rns (0)] ∀ s ∈ [0, T nk ] ∩ R
}
, (6.34)
so that Γn = Γnk on {Kn = k} as in (6.20).
Proposition 6.7. For every k ∈ N, (W nT nk , T nk ,1Γnk )1{T nk <∞}, 1{T nk <∞} and 1{Fn0 <∞}
converge in probability as n→∞ to the corresponding functionals of Λ∗.
Proof. We first show that, for every fixed T ∈ (0,∞),
(W nT nk , T
n
k ,1Γnk )1{T nk ≤T}, 1{T nk ≤T}, 1{Fn0 ≤T}, (6.35)
converge a.s. as n → ∞ to the corresponding functionals of Λ∗. To that end, let
Y¯t,s(x) be the increasing analogue of Yt,s(x) in (6.6), starting from x but jumping across
the arrows of I to the right. Let Z¯δ(x), analogously to Zδ(x) in (4.5), be the first
infected site to the right of x whose infection spreads inside a wedge between lines of
inclination −(ι + δ) and −(ι − δ). Take δ := ι(λ−)/2, set y := Y +0,T (−NT ) and z :=
Z−δ (y−d(ι(λ−)+δ)T e). Analogously, put y := Y¯ +0,T (NT ) and z := Z¯−δ (y+d(ι(λ−)+δ)T e).
Now observe that, for any n ∈ N ∪ {∗}, all random variables in (6.35) depend on
Λn only in the space-time box B := [z, z] × [0, T ]. Indeed, for any 0 ≤ t ≤ s ≤ T , we
have Lnt,s(W
n
t ) ≥ Y nt,s(W nt ) ≥ y− and Rnt,s(W nt ) ≤ y+, so that {F nt ≤ s} depends on Λn
only inside [y, y] × [0, T ]. Also, there are infection paths from time 0 to time T inside
[z, y) and (y, z]. Therefore the states of ξn inside [y, y] × [0, T ] depend on Λn only in
B (see the proof of Lemma 2.2). The same is true for {T nt ≤ s}, since any infection
path needed to discover T nt can be taken inside B. Therefore, by (6.33) (and since the
graphical representation is a.s. eventually constant inside bounded space-time regions),
the claim after (6.35) follows.
To conclude note that, because Tk1{Tk<∞} ≤ τ and F01{F0<∞} ≤ T01{T0<∞},
lim
T→∞
sup
n∈N∪{∗}
P
(
T < T nk <∞ or T < F n0 <∞
)
= 0 (6.36)
by Proposition 6.2 and Lemma 6.5, which implies that, for large T , the random variables
in the statement are equal to the ones in (6.35) with uniformly large probability.
Corollary 6.8. Let κn be as in (6.27). Then limn→∞ κn = κ∗ and Kn converges in
distribution to K∗.
Proof. This follows directly from Proposition 6.7 and the definition of κ since, by (6.31),
Kn is a geometric random variable with parameter κn.
With these results we can conclude the proof of Theorem 1.2(c).
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Proof. Let f be a bounded measurable function. For k ∈ N, write
E
[
f(W nτn , τ
n)1Γn1{Kn=k}
]
= E
[
f
(
W nT nk , T
n
k
)
1Γnk
1{T nk <∞,FT nk =∞}
]
= κn E
[
f
(
W nT nk , T
n
k
)
1Γnk
1{T nk <∞}
]
n→∞−−−→ κ∗E
[
f
(
W ∗T ∗k , T
∗
k
)
1Γ∗k1{T ∗k <∞}
]
= E
[
f(W ∗τ∗ , τ
∗)1Γ∗1{K∗=k}
]
,
(6.37)
where for the second and the third equality we use Lemma 6.4 and the strong Markov
property, and for the convergence we use Proposition 6.7 and Corollary 6.8. Therefore
|E [f(W nτn , τn)1Γn ]− E [f(W ∗τ∗ , τ ∗)1Γ∗ ]|
≤ ‖f‖∞
{
P(Kn > M) +P(K∗ > M)
}
+
M∑
k=1
∣∣E [f(W nτn , τn)1Γn1{Kn=k}]− E [f(W ∗τ∗ , τ ∗)1Γ∗1{K∗=k}]∣∣ , (6.38)
and we conclude by taking n→∞, using Corollary 6.8 and (6.37), and taking M →∞.
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