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In this paper, we explore their usefulness for forecasting using both ad hoc 
techniques, as well as obtaining the optimal least squares forecasts. Methods for 
the latter are discussed and we include some practical forecasting for real data series. 
Recursive Estimation for a Class of Counting Processes 
Peter Spreij, Free University, Amsterdam, Netherlands 
In this paper we will consider ecursive parameter estimation for counting proces- 
ses that admit an intensity process f which is linear in the parameter, meaning that 
f=  x.p. Here x is a d-dimensional predictable process and p is a d-dimensional 
parameter. The dot means inner product. The algorithm that we want to present is 
similar to the one that can be found in [1]. The formula for the algorithm that we 
will give is derived from an asymptotic expression for the likelihood ratio process 
under the assumption that local asymptotic normality holds. In [ 1 ] we proved strong 
consistency under the restricting condition that the eigenvalues of a regressing type 
matrix tend to infinity with the same convergence rate for all eigenvalues. In this 
paper we considerably relax this condition in that it is now assumed that the minimal 
eigenvalue of this matrix tends to infinity and that the logarithm of the maximal 
eigenvalue is bounded by the minimal eigenvalue. A condition of this type is known 
for least squares estimation in linear regression models; see for instance [2, 3]. 
Contrary to the estimators that have been considered in these papers we are also 
able to prove efficiency for our recursive stimators. This is not very surprising since 
our estimators turn out to be almost equal to the off-line maximum likelihood 
estimators, for which this property is well known. 
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2.6. Filtering 
White Noise Approach and Approximations for Two-Parameter Filters 
H. Korezlioglu, Ecole Nationale Suprrieure des T~l~communications, Paris, France 
The filtering problem for processes with two continuous parameters was modelled 
and solved in [4] for the linear Gaussian case. The same model was used in [3] for 
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the derivation of nonlinear filtering equations for two-parameter semimartingales; 
but no method of solution was proposed in the nonlinear case. The main difficulty 
in this case is due to the fact that the filtering problem can only be expressed and 
solved (if possible !) by means of filtering techniques for infinite dimensional proces- 
ses. In the linear Gaussian case, the problem reduces to the resolution of Riccati 
equations for nuclear operator valued covariances. 
We propose an approximation method of the filter by discretizing the parameters 
as in [2] and compare the method with the white noise approach, considered in 
[1]. In case the state process is a bidirectional diffusion [1], the filter can be 
approximated by means of a recursively computable discrete parameter filer. 
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Asymptotic Normality in Nonlinear Filtering via a Bayesian Cram6r-Rao Inequality 
Eddy Mayer-Wolf, Technion I.I.T., Haifa, Israel 
It is well known that the problem of the nonlinear filtering of a diffusion is usually 
unsolvable in closed form. In recent years the diffusion's asymptotic lower order 
conditional moments have been identified, the small parameter being the intensity 
of the observation oise. 
This work extends the asymptotic analysis by considering the diffusions' condi- 
tional law itself. Specifically, it is shown that under appropriate assumptions this 
conditional law, suitably rescaled, is asymptotically Gaussian. 
The technique used involves the Fisher information J(/z) of a probability measure 
and a Bayesian Cramrr-Rao type inequality, a scalar version of which is 
(CR) var(/~)J(p~) >/1 
for which equality is achieved iff/x is Gaussian. The idea is that asymptotic equality 
in (CR) yields asymptotic normality of/x. 
