Abstract: Determining the quality of meat has always been essential for the food industry because consumers prefer superior quality meat. Therefore, the food industry requires the development of a rapid and non-destructive method for meat-quality determination. Over the past few years, a number of techniques have been presented for monitoring meat-chemical attributes. However, most previous techniques are quite expensive, destructive, and require complex hardware to operate. Thus, in this work, we demonstrate a low-cost sensing technique (eliminating the expensive equipment and complicated design) for meat-chemical quality detection. The newly developed system was integrated with a low-cost monochrome camera and ordinary light-emitting diode (LED) light sources, with fifteen different wavebands ranging from 458 to 950 nm. The monochrome camera captures images of the meat sample across a spectral range from 458 to 950 nm using a single snapshot method. The chemical values (e.g., moisture, fat, and protein) were also determined using conventional methods. The collected images were combined to produce a multispectral data cube and to extract spectral data. Partial least squares (PLS) and support vector regression (SVR) modeling were used on the extracted spectra and chemical values. The developed models for meat samples displayed accurate chemical-component prediction (R 2 > 0.80). Our model, based on a monochrome sensor using only fifteen wavebands, provided reasonable results compared with the previously developed expensive spectroscopic techniques. Therefore, this complementary metal-oxide semiconductor (CMOS) based multispectral sensing technique may have the potential to detect meat quality, thereby facilitating a simple, fast, and cost-effective method applicable to small-scale meat-processing industries.
Introduction
Meat has become an important resource for human health; it has a high nutritional value, flavor, and juiciness characteristics [1] . In recent years, consumers and buyers have become more conscious of meat quality and safety [2] . A United Nations Food and Agriculture Organization (FAO) report illustrates that, during the past decade, meat production and consumption has increased continuously, and will increase by 60% by 2050. To satisfy future meat demands, governments and organizations will likely be concerned about meat production, quality, and safety. A consumer's meat selection is usually based on color, marbling, texture, and juiciness parameters [3] . These parameters are influenced by several chemical attributes. The attributes of moisture, protein, and fat are the largest contributors to meat quality [4] . They play an important role in meat quality and are directly associated with the juiciness, tenderness, marbling, and nutritional characteristics of the meat [5] . Thus far,
Materials and Methods

Meat Samples
For this study, sirloin, tenderloin, and turkey breast samples were collected from local supermarkets in South Korea. The samples were cut into equal pieces, vacuum packed, and stored in a refrigerator at 4 • C for 24 h. After 24 h, the samples were removed from the vacuum packages and measured. Fifty samples from sirloin and tenderloin meat category and forty samples from turkey meat category were used for multispectral imaging.
Instrumentation and Image Acquisition
A multispectral imaging system (shown in Figure 1 ) was developed to acquire images of the meat samples. The system was mainly composed of a monochrome industrial camera (DMK 23UM021, The Imaging Source Asia Co., Ltd., Taiwan) with a maximum resolution of 1280 × 960 pixels (1.2 MP) and a maximum frame rate of 115 fps, a complementary metal-oxide-semiconductor (CMOS) sensor, a USB 3.0 cable (CA-USB30-AmB-BLS/3) for the data transfer, light-emitting diode (LED) light sources with fifteen wavelengths in the range of 458 to 950 nm, a Bluetooth sensor (FB155BC serial board, Firmtech Co., Ltd., Korea) to control the LED light sources, and a dark-room environment chamber.
Light-Emitting Diode (LED) Wavebands Selection
In this work, the LEDs of different wavelengths for the developed multispectral system were selected based on the hyperspectral imaging (HSI). For this purpose, hyperspectral imaging data of all three categories of meat samples were collected using a laboratory-based hyperspectral imaging system in the reflectance mode in a wavelength range of 400 to 1000 nm. The system comprised an electron multiplying charge-coupled device (EMCCD) camera, line-scan imaging spectrograph (Headwall Photonics, USA), objective lens of 28 mm focal length, and detector size of 1004 × 1002 pixels. A more detailed description of the used HSI system can be found in [14, 21] . The collected images were corrected, and a partial least squares (PLS) regression model for each parameter (fat, moisture, and protein) was developed with extracted spectral data and Y vector of reference (measured) values. Regression coefficient (beta coefficient) was used to select the wavelength containing essential information. The regression coefficient method selects the optimal wavelengths that have the highest absolute value of the regression coefficient from the PLS regression model.
Image Acquisition
Equal-size meat samples were manually placed inside the dark chamber for the image acquisition, within the camera field of view (FOV). Before the image acquisition, the exposure time was set using a white Teflon tile with uniform reflectance. The system components and image-acquisition process were controlled by custom software created with the Microsoft Visual Basic environment under the Windows operating system (Figure 2 ). The software graphical user interface (GUI) included several options, e.g., image capture, camera calibration, LED information, image correction, image display, and save. To correct the captured raw images (X R ) of meat samples, a white reference image (X W ) was obtained with a Teflon sheet, while a dark reference image (X D ) was obtained with a lens cover. Further, the relative reflectance (X C ) was calculated as:
Finally, the calibrated images were saved in TIFF format and image processing, such as multispectral cube construction, and analysis was done in MATLAB software environment, version 2016a (MathWorks Inc. Natick, MA, USA). 
Reference Measurements
Once the images were acquired, the center slice of the meat sample was used for the reference analysis using conventional chemical analysis methods. The reference values for the moisture, protein, and fat content of the meat samples were measured using a modified Association of Analytical Communities (AOAC) standard method (1995). The moisture content was determined using an oven-drying method [14] . Two grams of the meat sample were placed on an aluminum dish and dried for 2 h in an oven at 110 • C; then, the weight difference was calculated. The crude protein content was measured using the Kjeldahl method [4] , and further calculated using a protein coefficient. The crude fat content was measured using the Soxhlet extraction method [4] . Table 1 shows the descriptive statistics, e.g., mean, range, and standard deviation, obtained using the conventional methods. The values indicate a wide variation in the measured components. The variation in the protein content was relatively smaller than that observed in the fat and moisture content as with other previous studies [24] . We also calculated the skewness and kurtosis parameters, which are related to the sample distribution. Measured parameters with a large deviation and a wide range of measured values would help us to improve the stability of the established predictive models. 
Spectral Extraction and Correction
The monochrome camera obtained the meat images with a snap-shot method. The generated images are discrete, with each LED providing a single image over the range of 450 to 950 nm. Therefore, we combined all the images from different LEDs to generate a "multispectral cube," which consists of two spatial dimensions and one spectral dimension. The total time for image collection and multispectral cube generation was about sixteen secs. The region of interest (ROI) was selected on the multispectral cube to extract the continuous spectrum for statistical analysis. This step was manually performed for each meat image, and the ROI-selected pixel spectra were averaged for each meat sample before the analysis. However, the pixel selection step can be done automatically for an industrial process chain by applying a simple threshold method on the acquired multispectral image to discriminate the meat sample from the background. In addition, the extracted spectral data were subjected to different preprocessing methods to remove random noise and spectral variation. Various preprocessing techniques, e.g., auto-scaling, mean centering, normalization, and standard normal variate (SNV), were tested and selected using the respective model accuracy. This method is commonly used to remove spectral variations and the scatter effect from the data, and transform the data into a normal form. The best preprocessed data were used for further analysis.
Data Analysis
In this study, partial least-squares regression (PLSR) and support-vector regression (SVR) models were used to analyze the meat data. PLSR is the most frequently applied chemometric technique to predict the sample quality. It is an extension of the multiple linear regression model, which is widely used to specify the linear relationship between a dependent variable (Y-matrix) and independent variables (X-matrix) [12] . In this study, the independent variable was the spectral data obtained from the multispectral device, while the dependent variable was the chemical parameters (e.g., moisture, fat, and protein content) measured using conventional methods.
The goal of the PLSR model is to predict the chemical parameters of the meat samples. In the PLSR model, data decomposed into orthogonal structures called latent variables (LVs). The LVs describe the maximum covariance between the spectral data and the response variables [25] . To build a regression model for predicting the chemical components in the meat, the entire dataset (X and Y matrix data) was divided into calibration and prediction sets using the Kenard-Stone (KS) algorithm. KS algorithm uniformly divides the samples by calculating the Euclidean distances between the X variables [26] . By using the KS method, 70% percent of the data were used to build the calibration dataset, while 30% were used as the prediction dataset. Further, the PLS model was constructed using the calibration set, while the prediction set was retained for testing the model's performance. However, to prevent the model from over-fitting or under-fitting, it was critical to select the optimal number of latent variables (LVs) for the regression model. The optimal number of LVs was selected using the lowest value from the root-mean-square error (RMSE) method during the cross-validation (leave-one-out) process. The equation is as follows:
whereŷ i and y i are the predicted and measured chemical values, respectively, and n is the number of observations in the calibration set. Similar to PLSR, SVR also solves regression problems. However, its advantage over PLSR is that it solves both linear and non-linear problems using an optimization approach. SVR fits data into the linear regression model, y = wx + b, between the independent variable (x) and the dependent variables (y) by minimizing the cost function. The final SVR function can be expressed as:
where α k are Lagrange multipliers, b is the bias term obtained from the optimization process, K(x,x k ) is the kernel function, and x k and x are the input training and testing vectors, respectively. A radial basis function (RBF) was used to develop the SVR model, while optimal kernel parameters (γ and C) were used to train the dataset. The proper kernel function and optimum kernel parameters are crucial during the SVR process; they are optimized using the cross-validation method with the lowest RMSE value. Detailed descriptions of the SVR model are available in the literature [27, 28] .
In the present study, the SVR analysis was performed using RBF kernel functions to predict the chemical parameters of the meat samples. Initially, the calibration set of the meat-sample data was cross-validated, and optimum parameters were obtained with the lowest root-mean-square current (RMSC) value. The optimized parameters were used to train the meat samples' calibration data set. Finally, the prediction set was used to test the model. All SVR computations were conducted using the MATLAB software and the SVR toolbox. Figure 3 shows the flowchart of the overall data-analysis process used for the meat samples.
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Results and Discussion
Selection of Optimal Wavebands Using Hyperspectral Imaging (HSI) Data
The sensitive wavelengths from HSI data reflecting the characteristics of spectra for predicting quality parameters of meat sample, such as moisture, fat, and protein, were obtained based on the regression coefficient (beta coefficient) plot of the PLSR model. The highest absolute values of the regression coefficient obtained from HSI data were deemed the most important variable responsible for the prediction and interpretation of model [29] . A range of studies has utilized the beta coefficient for optimal wavebands selection and emphasized that wavelength selection can be carried out based on the information derived from the PLS model. This is a much more straight forward and simpler strategy [7, 30] . The beta coefficient provides spectral difference among different groups (concentration) of samples, thus, revealing important wavelength regions for different quality parameters.
As shown in Figure 4 , the highlighted and selected wavebands regions had particular importance for moisture, fat, and protein contents. These selected spectral bands are well-known absorption peaks for the aforementioned quality parameters. The peak of beta coefficients ( Figure 4 ) obtained for moisture, fat, and protein showed a good match with the spectral regions mentioned in previous studies for the prediction of aforementioned chemical components in meat sample [14, 16, 23] . In addition to wavebands selected using beta coefficients, five additional LEDs in the wave range between 800 and 900 nm were also used as this region represent the combined features from moisture and fat contents [14] . In particular, the region between 700 and 800 nm was selected for moisture ( Figure 4a ), and the region between 650 and 750 nm and 900 and 950 were selected for fat content ( Figure 4b ) [16, 23] . Although the range between 700 and 1000 nm is not quite sensitive for protein content, the visible region between 458 and 600 nm representing the myoglobin (a protein found in muscle cells) [16, 18, 19] was selected for protein content (Figure 4c ). However, the beta coefficients obtained from three different models show some common peaks with different intensities. This is possibly because the change in concentration of an individual quality parameter (moisture, fat, or protein) highly affects the concentration of other chemical components.
Following the application of the regression coefficient method for optimal waveband selection, a simplified model based on selected wavebands was developed for each parameter using PLS multivariate analysis method, and the prediction performance of the simplified model was then compared with the model developed using all variables. Based on the results, no difference was observed between the performance of two different models developed with selected wavelength and all variables. Therefore, owing to the effectiveness of selected wavelength for prediction of aforementioned quality parameters of different meat samples, LEDs of above-mentioned wavebands were selected and used as an illumination source to obtain multispectral images of meat samples. 
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Selection of Optimal Wavebands Using Hyperspectral Imaging (HSI) Data
As shown in Figure 4 , the highlighted and selected wavebands regions had particular importance for moisture, fat, and protein contents. These selected spectral bands are well-known absorption peaks for the aforementioned quality parameters. The peak of beta coefficients ( Figure 4 ) obtained for moisture, fat, and protein showed a good match with the spectral regions mentioned in previous studies for the prediction of aforementioned chemical components in meat sample [14, 16, 23] . In addition to wavebands selected using beta coefficients, five additional LEDs in the wave range between 800 and 900 nm were also used as this region represent the combined features from moisture and fat contents [14] . In particular, the region between 700 and 800 nm was selected for moisture (Figure 4a) , and the region between 650 and 750 nm and 900 and 950 were selected for fat content (Figure 4b ) [16, 23] . Although the range between 700 and 1000 nm is not quite sensitive for protein content, the visible region between 458 and 600 nm representing the myoglobin (a protein found in muscle cells) [16, 18, 19] was selected for protein content (Figure 4c) . However, the beta coefficients obtained from three different models show some common peaks with different intensities. This is possibly because the change in concentration of an individual quality parameter (moisture, fat, or protein) highly affects the concentration of other chemical components.
Following the application of the regression coefficient method for optimal waveband selection, a simplified model based on selected wavebands was developed for each parameter using PLS multivariate analysis method, and the prediction performance of the simplified model was then compared with the model developed using all variables. Based on the results, no difference was observed between the performance of two different models developed with selected wavelength and all variables. Therefore, owing to the effectiveness of selected wavelength for prediction of aforementioned quality parameters of different meat samples, LEDs of above-mentioned wavebands were selected and used as an illumination source to obtain multispectral images of meat samples. Figure 5 shows the spectral characteristics of three types of meat sample: sirloin, tenderloin, and turkey. The spectra from the meat samples showed varying intensity in the region from 458 to 950 nm. The variation in the visible spectrum (458-700 nm) is mostly caused by the characteristics of the sample's skin, color, and darkness of the meat; whereas, the variation towards the near-infrared (NIR) region is due to the chemical components in the samples.
Spectral Characteristics of Meat Samples
The region at 762 nm is the third overtone of the O−H stretching, which is linked to the presence of water; the region at 930 nm is the third overtone of the C−H stretching, linked to the presence of fat in the muscle of the meat [24] . In comparison with the tenderloin spectra, the turkey and sirloin samples showed higher spectral-absorbance intensity. This might be due to the presence of higher fat and moisture content in the samples. The fat and moisture values in the tenderloin samples were 14.73% and 12.77%, respectively, which were lower than the turkey and sirloin samples, showing lower spectral absorbance ( Figure 5 ). However, the turkey spectra showed relatively higher optical reflection in the visible region of the spectrum due to the outside skin color. Figure 5 shows the spectral characteristics of three types of meat sample: sirloin, tenderloin, and turkey. The spectra from the meat samples showed varying intensity in the region from 458 to 950 nm. The variation in the visible spectrum (458-700 nm) is mostly caused by the characteristics of the sample's skin, color, and darkness of the meat; whereas, the variation towards the near-infrared (NIR) region is due to the chemical components in the samples.
The region at 762 nm is the third overtone of the O−H stretching, which is linked to the presence of water; the region at 930 nm is the third overtone of the C−H stretching, linked to the presence of fat in the muscle of the meat [24] . In comparison with the tenderloin spectra, the turkey and sirloin samples showed higher spectral-absorbance intensity. This might be due to the presence of higher fat and moisture content in the samples. The fat and moisture values in the tenderloin samples were 14.73% and 12.77%, respectively, which were lower than the turkey and sirloin samples, showing lower spectral absorbance ( Figure 5 ). However, the turkey spectra showed relatively higher optical reflection in the visible region of the spectrum due to the outside skin color.
Appl. Sci. 2019, 9 FOR PEER REVIEW 9 Figure 5 . Mean absorbance spectra of three different meat types (sirloin, tenderloin, and turkey). Figure 6 shows parameter-optimization examples for the PLSR model. The first four latent variables (number of principal components) capture the maximum X and Y variance for over 80% of the data, the percentage variance decreased after four latent variables (Figure 6a ). It is important to note that only the first four latent variables (LVs) are useful for predicting the chemical components.
Model-Parameter Optimization
Comparing the latent variable plot against the root-mean-square error (RMSE) showed that the error value dropped at the fourth latent variable (Figure 6b ). Therefore, it was concluded that only four latent variables were essential in the PLSR model for obtaining a good prediction accuracy with a lower error rate, while avoiding the risk of under-fitting or over-fitting the model. In contrast to PLSR, an examination of the RMSC value is also essential for optimizing the SVR parameters. Figure 7 presents the SVR-parameter optimization in the form of a counter-plot. The counter-plot displays the C and γ parameters against the RMSE values. Grid searching, as a recommended process, was applied to tune the parameter sets (C and γ). Here, the RMSC value was calculated for each combination of C and γ for every grid point; the grid point providing the smallest RMSE value is the best combination of the parameter sets. It can be seen that the grid marked with an arrow shows the lowest error for both parameters.
(a) (b) Figure 5 . Mean absorbance spectra of three different meat types (sirloin, tenderloin, and turkey). Figure 6 shows parameter-optimization examples for the PLSR model. The first four latent variables (number of principal components) capture the maximum X and Y variance for over 80% of the data, the percentage variance decreased after four latent variables (Figure 6a ). It is important to note that only the first four latent variables (LVs) are useful for predicting the chemical components.
Comparing the latent variable plot against the root-mean-square error (RMSE) showed that the error value dropped at the fourth latent variable (Figure 6b ). Therefore, it was concluded that only four latent variables were essential in the PLSR model for obtaining a good prediction accuracy with a lower error rate, while avoiding the risk of under-fitting or over-fitting the model.
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Chemical Component Prediction
Once the parameters were optimized for both the PLSR and SVR models, the optimized parameters with the lowest RMSC were used to predict the chemical components of the meat samples. In this study, the prediction model for the meat data was also contaminated by the outliers; it was perhaps caused by a wrong system response, variability in the measurements, or experimental error. Therefore, identifying and excluding outliers from the data is significant, to prevent false data predictions. To detect outliers in the data, a widely used 3σ rule was applied, by removing values exceeding ±3σ [31, 32] . Figure 8 presents an example of the outliers' impact on the fat-prediction accuracy in the sirloin samples. For the fat prediction, the calibration data exhibited a strong correlation and a low error rate ( c: 0.83; RMSEC: 2.81%) between the measured and predicted values (Figure 8a ). However, for the prediction data set, the correlation value decreased and the model error increased (R p: 0.69; RMSEC: 4.08%), due to the presence of outliers in the data. The outliers were identified by observing the leverage values against the standard residual values (Figure  8b ), where some data surpassed the limit of ±3σ; they were considered outliers and excluded. After excluding outliers from the data, the prediction accuracy was improved with p of 0.81 and RMSEC: 2.95% (Figure 8c) . A similar method was used for outlier detection in the other samples and the best results are presented here. Data from the sirloin samples were subjected to moisture and fat content prediction. Compared with the PLSR model, the SVR model showed superior moisture content prediction with of 0.84 and RMSEP of 2.48% ( Figure 8d) ; the accuracy was decreased for the protein content prediction (Figure 8e ).
(a) (b) (c) 
Once the parameters were optimized for both the PLSR and SVR models, the optimized parameters with the lowest RMSC were used to predict the chemical components of the meat samples. In this study, the prediction model for the meat data was also contaminated by the outliers; it was perhaps caused by a wrong system response, variability in the measurements, or experimental error. Therefore, identifying and excluding outliers from the data is significant, to prevent false data predictions. To detect outliers in the data, a widely used 3σ rule was applied, by removing values exceeding ±3σ [31, 32] . Figure 8 presents an example of the outliers' impact on the fat-prediction accuracy in the sirloin samples. For the fat prediction, the calibration data exhibited a strong correlation and a low error rate (R 2 c: 0.83; RMSEC: 2.81%) between the measured and predicted values (Figure 8a ). However, for the prediction data set, the correlation value decreased and the model error increased (R 2 p: 0.69; RMSEC: 4.08%), due to the presence of outliers in the data. The outliers were identified by observing the leverage values against the standard residual values (Figure 8b ), where some data surpassed the limit of ±3σ; they were considered outliers and excluded. After excluding outliers from the data, the prediction accuracy was improved with R 2 p of 0.81 and RMSEC: 2.95% (Figure 8c) . A similar method was used for outlier detection in the other samples and the best results are presented here. Data from the sirloin samples were subjected to moisture and fat content prediction. Compared with the PLSR model, the SVR model showed superior moisture content prediction with R 2 of 0.84 and RMSEP of 2.48% ( Figure 8d) ; the accuracy was decreased for the protein content prediction (Figure 8e ).
For the turkey data, the SVR model revealed a similar accuracy of R 2 > 0.80 with a lower error rate for the fat and moisture prediction ( Figure 9a,b) ; however, the accuracy fell again for the protein-content prediction (Figure 9c) . A reduction in accuracy could be observed because the region from 458 to 950 nm did not provide the significant information about the protein content. Previous authors also observed moderate accuracy for the protein content prediction in the 400 to 1000 nm region [24] . Both the PLSR and SVR models accurately determined the chemical components in the tenderloin samples. However, in contrast to the PLSR model, the SVR model provided higher accuracies with lower prediction errors for both the calibration and prediction sets. For all the measured parameters, the SVR model exhibited R 2 p > 0.84 with RMSEP < 2%, and a bias close to the error values ( Figure 10 ). For the turkey data, the SVR model revealed a similar accuracy of > 0.80 with a lower error rate for the fat and moisture prediction ( Figure 9a,b) ; however, the accuracy fell again for the proteincontent prediction (Figure 9c) . A reduction in accuracy could be observed because the region from 458 to 950 nm did not provide the significant information about the protein content. Previous authors also observed moderate accuracy for the protein content prediction in the 400 to 1000 nm region [24] . Both the PLSR and SVR models accurately determined the chemical components in the tenderloin samples. However, in contrast to the PLSR model, the SVR model provided higher accuracies with lower prediction errors for both the calibration and prediction sets. For all the measured parameters, the SVR model exhibited p> 0.84 with RMSEP < 2%, and a bias close to the error values ( Figure   10 ). For the turkey data, the SVR model revealed a similar accuracy of > 0.80 with a lower error rate for the fat and moisture prediction ( Figure 9a,b) ; however, the accuracy fell again for the proteincontent prediction (Figure 9c) . A reduction in accuracy could be observed because the region from 458 to 950 nm did not provide the significant information about the protein content. Previous authors also observed moderate accuracy for the protein content prediction in the 400 to 1000 nm region [24] . Both the PLSR and SVR models accurately determined the chemical components in the tenderloin samples. However, in contrast to the PLSR model, the SVR model provided higher accuracies with lower prediction errors for both the calibration and prediction sets. For all the measured parameters, the SVR model exhibited p> 0.84 with RMSEP < 2%, and a bias close to the error values ( Figure   10 ). The overall chemical parameter prediction results from both analysis approaches are given in Table 2 . Among all of the preprocessing methods, the SNV preprocessed data performed superior for For the turkey data, the SVR model revealed a similar accuracy of > 0.80 with a lower error rate for the fat and moisture prediction ( Figure 9a,b) ; however, the accuracy fell again for the proteincontent prediction (Figure 9c) . A reduction in accuracy could be observed because the region from 458 to 950 nm did not provide the significant information about the protein content. Previous authors also observed moderate accuracy for the protein content prediction in the 400 to 1000 nm region [24] . Both the PLSR and SVR models accurately determined the chemical components in the tenderloin samples. However, in contrast to the PLSR model, the SVR model provided higher accuracies with lower prediction errors for both the calibration and prediction sets. For all the measured parameters, the SVR model exhibited p> 0.84 with RMSEP < 2%, and a bias close to the error values ( Figure   10 ). The overall chemical parameter prediction results from both analysis approaches are given in Table 2 . Among all of the preprocessing methods, the SNV preprocessed data performed superior for The overall chemical parameter prediction results from both analysis approaches are given in Table 2 . Among all of the preprocessing methods, the SNV preprocessed data performed superior for chemical component prediction. As our results were compared with previous meat quality research based on hyperspectral and NIR spectroscopy [14, 24, 33] , the results presented from our system showed a limited prediction accuracy. Furthermore, the error rate was higher (RMSEP > 1%) than the previous recordings (previous recordings the SEP or RMSEP < 1% and R 2 > 90 for moisture, fat, and protein prediction). It is obvious that the previous researchers applied expensive and high-resolution sensors for the meat measurements. However, considering the currently expensive use of HSI technique in the meat industry this system paves the way for small scale industries and big companies. Later, we have also compared the performance of multispectral system with our laboratory based HSI system. Compared with the result of multispectral imaging and HSI in Tables 2 and 3 , the HSI performed superior for chemical prediction with all variables, more specifically for sirloin and tenderloin samples. However, except for protein prediction in sirloin and turkey samples, the multispectral imaging showed a reasonable performance for other parameters using only a few wavebands. In addition, the errors for the multispectral system were higher compared with HSI: 8% higher for tenderloin, 29% for sirloin; and 25% for moisture, 36% for fat, and 91% protein. However, in future work, we will able to optimize our system with higher accuracy and fewer errors by incorporating higher resolution LEDs with emission wavelengths in the NIR range. Moreover, to provide the optimal sensor performance, the working LED set, that is, the LED number and wavelengths, should be adopted to each case individually to take the respective chemical component and optical properties of the sample into account. We believe that a significant technical simplification of the LED-based multispectral imaging system, compare to conventional HSI system and commercial multispectral imaging systems, should result in a dramatic reduction of the devices prices without minimal reduction of the performance. 
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). A similar method was used for outlier detection in the other samples and the best results are presented here. Data from the sirloin samples were subjected to moisture and fat content prediction. Compared with the PLSR model, the SVR model showed superior moisture content prediction with of 0.84 and RMSEP of 2.48% (Figure 8d); the accuracy was decreased for the protein content prediction (Figure 8e).
Conclusions
A low-cost and non-destructive multispectral imaging system comprised of a monochrome camera and LED light sources was developed and investigated to examine the possibility to assess the meat quality attributes. The performance of the established models for moisture, fat, and protein content of three meat categories demonstrates that the developed system has good potential to be an alternative to the expensive commercial HSI or spectroscopy. Although the prediction accuracy for tenderloin was outstanding, the model accuracies for protein content for sirloin and turkey meat were relatively low. This might be because the best wavelength region (458-580 nm) selected in this study was not sufficiently sensitive for protein content determination. The spectral range still needs to extend to the NIR region (beyond 1000 nm) to increase the sensitive for chemical component measurement. Apart from this, the present study illustrates that the developed multispectral imaging system with optimal LED wavebands for meat quality analysis was promising and low-priced compared with existing devices. Further, the developed system can easily be adopted in small-scale meat industries that lack quality-control tests for their products.
