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Introduction
The widespread use of multi-core processors and rapid increase of applications' memory footprints have dramatically increased the demand on memory bandwidth and capacity. Conventional memory designs have been stretched, and new memory designs have been proposed, to meet the demand. However, as a side effect, the memory power consumption has approached to that of processors. For example, a recent study [15] reported that the memory subsystem in a multicore server box, which has 32 GB Fully-Buffered DIMM and 24 GB/s memory bandwidth, may consume as much as 100 Watts. Conventional DDRx (DDR/DDR2/DDR3) memories generally consume less power than the FB-DIMM. However, their power consumption is still significant in the overall system power profile.
This study is focused on reducing the power consumption of DDRx memories, which are widely used in today's computing systems. The DDRx memory design evolves from Synchronous DRAM (SDRAM), which uses a 64-bit memory bus for data transfer. SDRAM started with bus of frequency as slow as 66MHz, which could transfer a 64-byte cache block in eight bus cycles or 125ns. The total memory idle latency was in the range of 200ns that included precharge, row access and column access times and memory controller overhead. Nowadays, with the demand for high memory bandwidth from multi-core processors, DDRx bus frequency has increased beyond 400MHz besides the use of double data transfer. A DDR3-1066 memory bus, for example, runs at 533MHz and may transfer a 64-byte cache block in 7.5ns. The total memory idle latency is typically in the range of 45-70ns, as the other components have not been improved as fast as the data transfer time.
The continued use of 64-bit datapath, carried from the previous generations, is now a limit for DDRx memory subsystems to allow meaningful trade-offs between performance and power. A typical memory device may provide 4-bit (x4), 8-bit (x8) or 16-bit (x16) data output, where x8 devices are commonly used today. Multiple devices are needed to form a 64-bit datapath, e.g. by eight x8 devices. In DRAM's terminology, such a group of memory devices is called a memory rank, while a DIMM may consist of more than one ranks of devices. We call it x64 rank in the rest of the paper. The use of x64 rank is good for reducing the data transfer time and thus memory idle latency. However, a relatively large number of devices must operate in tandem, consuming power with little gain nowadays given the fast increase of DDRx bus frequency. For multicore systems, increasing memory concurrency is more important than reducing memory idle latency, and cache block size should not be increased due to memory bandwidth contention.
We propose a new and novel design called mini-rank to address this issue. It uses a bridge chip called MRB (MiniRank Buffer) on each DIMM, between the DRAM devices and the DDRx bus, to break x64 ranks into x32, x16 or even smaller ranks. We have found that the power saving comes from two major sources. The DRAM operation power is reduced dramatically since fewer chips are involved for each access. Furthermore, the background power is reduced, because having more mini-ranks than x64 ranks can better utilize "fast" low power modes available on contemporary memory devices. Additionally, termination power may also be reduced depending on memory configuration.
The design has several merits crucial for implementation. It does not require any changes to the DRAM devices; such changes would incur tremendous costs to DRAM manufacturing. It is compatible with the existing DDRx bus design (unlike FB-DIMM), avoiding any bus re-design issues and cost. Furthermore, the mini-rank design can be adaptive, i.e. adapting the data width for the best performance-power tradeoffs; and the MRBs can be bypassed to make the DIMMs compatible with existing memory controllers or existing processors with built-in memory controllers.
The mini-rank structure increases the memory idle latency slightly. For example, with DDR3-1066 memories, using x32 mini-ranks may increase the time of transferring a 64-byte cache block from 7.5ns to 16.9ns . Nevertheless, in multi-core systems with high memory concurrency, memory queuing delay is usually longer than memory idle latency and therefore the overall performance is only slightly affected. Additionally, the mini-rank design can better support memory concurrency, which offsets the performance penalty and may even improve performance for some applications.
The bridge chip, MRB, introduces additional power that has to be accounted for. We have done a preliminary design and power estimation using an I/O model based on standard On Die Termination (ODT) mechanism and Synopsys Design Compiler. We have developed a performance and power simulator for DDRx memories and integrated it into the M5 simulator [1] . Using multiprogramming workloads constructed from SPEC CPU2000 programs, our experiments show that significant power/energy saving can be achieved with both DRAM open and close page modes. For x8 device configurations with close page mode and memory-intensive workloads, the average memory power reduction is 27.0% and 44.1% with x32 and x16 mini-ranks, respectively. The corresponding average performance penalty is only 2.8% and 7.4%, respectively. For non-memory-intensive workloads, the average power reduction is 9.2% and 13.5% power, respectively; and the average performance penalty is 1% and 2.3%, respectively.
DRAM Power Model
A memory access involves a combination of up to three DRAM operations, namely precharge, activation (row access), and data read/write (column access), of multiple DRAM devices (chips) [23] , [28] . The scheduling of those operations is called memory access scheduling. In the close page mode, the common sequence is activation, data read/write, and then precharge for the next access. In the open page mode, the common sequence for a row buffer miss is precharge, activation, and data read/write; and only data read/write is needed for a row buffer hit. Table 1 summarizes a representative DRAM power model used in this study, whose parameters are calculated based on the voltage and current values from a DDR3-1066 data sheet [18] , [19] , [21] (details will be presented in Section 4). The power consumption of a device is classified into four D L L re lo c k  CKE  CKE  CKE  CKE  CKE, DLL relock  and CK recover   CKE, DLL disable  and CK toggling   CKE, DLL relock, ODT enable  and CK recover  C K E ,  D L L fr o ze   n   CKE, DLL disable, ODT close  and CK categories: background, operation, read/write and I/O [21] . The operation power is for a device to perform activation and precharge, the read/write power is for data read and write, and the I/O power is for driving the data bus and terminating data. Data termination is needed at the ranks other than the one being read or written. The background power will be discussed below. All devices in a rank operate in tandem. The background power is the power that a DRAM chip consumes all the time with or without operations. Today's DRAMs support multiple low power modes to reduce the background power. There are three power levels, standby, power-down and self-refresh, and seven power modes regarding the background power of DDR3 as shown in Figure 1 . The control signal CKE (ClocK Enable) is to assert or deassert the clock signal. The two standby states, active standby and precharge standby, have high background power and make the rank ready for accesses. The three power-down modes, active power-down, precharge power-down fast and precharge power-down slow, have a lower power rate but with a moderate exit latency. The slow mode has DLL (Delay lock loop) frozen, consuming 60% less power than the fast mode with a slight increase of the exit latency. The self-refresh fast/slow modes, with CKE disabled and self-refresh enabled, have the lowest power rate but very long exit latency. The two modes are not used in this study.
Mini-Rank Design and Implementation

Design and Implementation
Overview. In general, the memory subsystem consists of a set of memory channels and DIMMs (Dual In-line Memory Modules). Each DIMM consists of multiple DRAM devices (chips). A DRAM device has a small number of data I/O pins, usually 4 or 8 or 16, for the reasons of package and cost. The most commonly used devices today are x8 devices. To form the 64-bit datapath in DDRx (72-bit with ECC), eight x8 devices (nine with ECC) are ganged together to form an x64 rank, and all devices in the rank operate simultaneously.
To break an x64 rank into multiple smaller ranks (x32, x16 or x8), our proposed mini-rank design adds a bridge chip, called mini-rank buffer (MRB), to each DIMM. With x8 devices, a x32 mini-rank has only four devices and a x16 mini-rank only two devices. The same principle also applies to x4 and x16 devices. Figure 2 shows the mini-rank design and the structure of mini-rank buffer for x8 devices. The DRAM devices accept memory commands and most of control signals directly from the DDRx bus, while all data connections go through the MRB. The MRB has two major functions: (1) to relay data transfer between DDRx bus and the DRAM devices and (2) to produce chip select signals to the devices. It connects to the DDRx bus and has private data connection with each device.
As shown in the right part of Figure 2 , the MRB has six components: data interface with DRAM chips and DDRx bus, DDRx control interface, buffer entries for read/write data, command/address re-decode logic and delayed loop lock (DLL). The read and write data entries are separated for concurrent accesses and further possible scheduling. All control signal decoding and data burst in/out can be pipelined. The DLL is used to reduce the clock skew. Although Figure 2 shows two x32 mini-ranks, the MRB can support dynamic configuration of the mini-rank architecture; for example, as four x16 mini-ranks. The configuration, memorized in configuration registers (not shown), can decide to which devices a read or write command will be routed, and how many cycles it takes to burst the data from/to the devices. Additionally, a simple extension of the MRB can allow the bypass from MRB chip (with one cycle penalty).
Memory Access Scheduling. The use of mini-rank changes two parameters for memory access scheduling, the interval between the read/write command and the data burst and the number of data burst cycles. Figure 3 illustrates the difference of scheduling a single 64-byte read request with and without using x32 mini-ranks, assuming the accessed bank is in the precharge state. The scheduling for write accesses is similar. In the example, t RCD and t CL are multiple cycles not shown fully in the figure. With conventional DDRx memories, the data are burst for four bus cycles (the 4th row), which is 7.5ns if the memory is DDR3-1066. With x32 mini-rank, the data are first burst into the MRB for eight bus cycles (the 5th row), and then onto the x64 bus for four cycles (the 6th row) in a pipelined manner. There is one extra cycle latency for the MRB to buffer the last trunk of data, therefore the latency is increased by five bus cycles over the conventional DDRx memories. The command and address wires are directly connected to each device. Therefore, there is no extra latency for buffering the command/address signals.
Modeling of MRB Power Consumption
Modeling Methodology. We first model MRB using Verilog and then break its power consumption over three portions of the MRB: (1) I/O interface with DRAM chips and DDRx bus, including data, control and address pins; (2) DLL (delayed loop lock); and (3) non-I/O logics, including SRAM data entries and re-decode logic. We estimated the I/O power by calculating the DC power using Thevenin equivalent circuit. The DLL power is derived from the power difference of DRAM device in two states with DLL enabled and disabled. The non-I/O logic power is estimated by the Synopsys Design Compiler [26] , which takes our Verilog code as input. It includes both static power and dynamic power and assumes average transistor activity level. Our simulator provides the activity ratio of the MRB chips, which is factored into the calculation of the actual I/O power and non-I/O logic power.
Modeling Details. We model the I/O power using the standard ODT (On Die Termination) of DDR3 technology [21] . Figure 4 -(a) shows the structure of typical ODT mechanism for one DQ (data bitline) between MRB and DRAMs. The output drivers at either the MRB or a device have an impedance of R ON that pulls the DQ towards V DDQ for a "1" and V SSQ for a "0". The termination on the die is functionally a pull-up resistor R TTPU and a pull-down resistor R TTPD where R TTPU = R TTPD = 2 x R TT . R TT is the Thevenin equivalent termination value selected for the device. According to DDR3 data sheet [19] , for point-topoint systems, all output drivers are set to 34Ω (R ON ) and all terminations are set to 120Ω (R TT ). The read/write DC power of the output driver and the termination is calculated based on Thevenin equivalent circuit showed in Figure 4 -(b) and (c). With mini-rank, the MRB consumes the termination power but no such power is needed for the devices because of their private connections to the MRB. R Z1 /R Z2 (34Ω) is the output drive impedance for MRB or devices, and R S1 (15Ω) is the impedance to reduce transmission line reflection. The value shown in the table of Figure 4 is the peak power and has to be de-rated with read/write utilization, which is from the simulation, to calculate the overall power. Finally, the non-I/O logic power is from the synthesis result by Synopsys Design Compiler using 130nm standard cell library. Figure 4 -(d) shows an example of the MRB power breakdown with memory sub-system configuration of four channels, two DIMMs per channel, two ranks per DIMM and two mini-ranks per rank (x8 devices) with 50% read and 30% write channel bandwidth utilization (emulating memory intensive workloads). The I/O power, non-I/O logic power, and DLL power make up 85.9%, 8.7% and 5.4% of the MRB power, respectively; the total is 936mW. Not surprisingly, the I/O power dominates in the MRB power. Nevertheless, the I/O power between the MRB and the DDRx bus, which is 58.1% of whole MRB power, is also needed in conventional DDRx memories. The actual power increase is 394mW per DIMM for the given access frequency.
ECC Support in the Mini-rank Architecture
With the mini-rank architecture, there is a large design space to support ECC. For simplicity, we only briefly discuss the design options and leave the issue for future study.
Error Correcting Code (ECC) is a standard reliability feature commonly used in memory structures. DIMMs with ECC supports single-bit error correction and double-bit error detection. There are 8 ECC bits for every 64 data bits stored in a separate and extra chip on each DIMM. The ECC bits are transferred to the memory controller in parallel with the 64 data bits through the DDRx bus. With x4 devices, each rank consists of sixteen devices for data and two for ECC; with x8 devices, there are eight devices for data and one for ECC. With x16 devices, the ECC support is tricky because with an extra device for ECC, only half of its capacity may be utilized.
For ECC DIMMs and mini-rank, it is undesirable to use devices dedicated to ECC storage. If so, such a device will be shared by at least two mini-ranks and therefore becomes a bottleneck of accesses. A natural design is to distribute ECC bit blocks over all devices as in RAID-5. In this case, it is no longer the case that a rank consists of a fixed set of devices. Each access will touch one more device than the simple minirank design. For example, with x8 devices and x32 mini-rank configuration, each access will touch five devices instead of four. Therefore, there will be a moderate decrease of power saving from mini-rank without ECC support.
Another approach is to store ECC bits along with their associated data bits in the same page, which we call embedded ECC. It requires no change of DRAM devices, but affects the memory data layout and therefore changes the address translation in memory controller. For example, consider a x8 device with 8K bits per page. Without ECC, each page stores 128 64-bit data blocks. With embedded ECC, each page will store 113 blocks of 72 bits (64 data bits and 8-bit ECC bits) with 56 unused bits (0.7% of the page size). Address translation, i.e. breaking a physical memory address into device address including channel, DIMM, rank and bank indices and page and column addresses, must be done carefully. In the conventional address translation, the page size is a power of two so a simple split of the memory address is sufficient. With embedded ECC, an division would be needed in the translation if not done carefully, which is not desired.
There was a classic problem in memory system design: given n memory modules of m words each, where n is not a power of two (so chosen to reduce module conflicts), how to break a memory address into module and word addresses without using a division, and meanwhile avoid or minimize unused holes in the memory data layout. In the mathematical form, the problem becomes mapping a given integer x (the address) into a pair of integers (u, v). There were a number of solutions. One solution appeared in prime memory system [8] , where n is chosen to be a prime number. It was proven that the address mapping can be done using u = x mod m and v = x mod p, where the mod operations can be done using parallel "cycle adders". In fact, it works as long as p and m are coprime, i.e. their greatest common divisor is one. In our problem, n and m have different meanings: assuming cache line interleaving, n is the number of pages in the system and is a power of two, while m is the number of cache lines in a page and is not necessarily a power of two 1 . Therefore, as long as m is chosen to be an odd number, which must be a coprime of n, the address translation from x to (u, v) can be done using the above method; u is further split into device address fields. An 8Kb page has 113 72-bit blocks, so all blocks useful. An 4Kb can hold 56 such blocks, so one block will be left unused.
Although embedded ECC complicates memory address translation and may have other implications, it has unique merits. First, there will be no need to manufacture two types of DIMMs. The same DIMM can be used with or without ECC given proper memory controller support. Second, it allows other forms of error detection or correction, not necessarily having 8 redundant bits per 64 data bits, to help improve system reliability. The checking function can be implemented in the MRBs to avoid extra traffic on memory bus. Third, it is an efficient solution to supporting ECC with x16 devices, which might gain popularity in the future. Finally, the ratio of power saving from using mini-rank will increase slightly because an access to conventional ECC memories involves an extra device and therefore consumes more power than non-ECC memories.
Experimental Setup
Simulation Environment
We use M5 [1] memory channel, DIMM, rank and bank. Based on current memory states, memory commands are issued according to the hit-first policy, under which row buffer hits are scheduled before row buffer misses. Reads are scheduled before write operations under normal conditions. However, when outstanding writes occupy more than half of the memory buffer, writes are scheduled first until the number of outstanding writes drops below one-fourth of the memory buffer size. The memory transactions are pipelined whenever possible and XORbased mapping [29] , [16] is used as default configuration. Table 2 shows the major simulation parameters.
To estimate the power consumption of DDRx DRAM devices, we follow the Micron power calculation methodology [21] , [18] . A rank is the smallest power management unit for DDRx DRAMs. At the end of each memory cycle, the simulator checks each rank state and calculates the energy consumed during the cycle accordingly. The parameters used to calculate the DRAM power and energy are listed in Table 3 and x16 device has higher value on precharge/activation and read/write operation than those of x4/x8 device to drive its wide data path [18] , [19] , [20] . For cases that the electrical 
Workload Construction
In order to limit the simulation time while still emulating the representative behavior of program execution, we select representative simulation points of 100 million instructions for the benchmark programs. The simulation points are picked up according to SimPoint 3.0 [24] . Each processor core is single-threaded and runs one program. The simulation stops when any application commits 100 million instructions. We classify the twenty-six benchmarks of the SPEC2000 suite into MEM (memory-intensive), MIX, and ILP (computeintensive) applications. The MEM applications are those having memory bandwidth usage higher than 10GB/s when four instances of the application run on a quad-core processor with the DDR3-1066 memory system (four channels and close page mode). The ILP applications are those with memory bandwidth usage lower than 2GB/s; and the MIX applications are those with memory bandwidth usage between 2GB/s and 10GB/s. Note that program mcf is usually classified as a MEM workload. Using the classification method here, it falls into the MIX category because the program has very low ILP degree that makes it have low memory bandwidth usage although its cache miss rate is high. We use the memory bandwidth usage to classify applications because the memory power consumption of an application is closely related to its bandwidth usage. Table 4 shows twelve fourcore multi-programming workloads randomly selected using these applications.
There are are several metrics and methodologies for comparing performance of multicore/multithreaded systems ( [27] for a recent example). We use SMT speedup [25] as performance metric, which is calculated as
where n is the total number of cores, IP C multi [i] is the IPC value of the application running on the ith core under the multi-core execution and IP C single [i] is the IPC value of the same application under single-core execution. We also have results using harmonic mean of the speedups [17] , which are consistent with the results to be reported but will not be presented due to space limit.
DRAM Configurations
We use two types of base DRAM configurations in our experiments:
• CC-Slow with cache line interleaving, close page mode, auto precharge, and with "precharge power-down slow" as the preferred low power mode.
• PO-Fast with page interleaving, open page mode, no auto precharge, and with "active power-down" as the preferred low power mode. PO-Fast is preferred by programs with good spatial locality in their memory accesses, as many accesses become DRAM row buffer hits that do not require precharge and activiation. CC-Slow is preferred by the other programs. With CC-Slow, in most time a device stays in the "precharge standby" mode, which may directly transit to the "precharge powerdown slow" and "precharge power-down fast" modes. The former one consumes 128mW power (per device) and its exit latency is 11.25ns; the latter one consumes 321mW with 7.5ns exit latency. Therefore, the former one is a clear winner in power efficiency and is used in CC-Slow. With PO-fast, in most time a device stays in the "active standby" mode and it may directly transit to the "active power-down" mode, which consumes 578mW with an exit latency of 7.5ns. In certain cases, it may make sense for the device to transit to "precharge standby" and then to one of the precharge power-down modes. However, that sequence and the reverse to the "active standby" mode is not only time consuming but also power consuming. We have verified through experiments that PO-Fast is the best configuration for MEM workloads; and CC-Slow is the best configuration for MIX and ILP workloads. In both configurations, a device transits to the preferred low power mode immediately when there is no pending access.
In all configurations, four DDRx channels are used. There are three variants for each configuration: (1) 4CH-2D-1R with x4 devices, two DIMMs per channel, one rank per DIMM, and sixteen devices per rank; (2) 4CH-2D-2R with x8 devices, two DIMMs per channel, two ranks per DIMM, and eight devices per rank; (3) 4CH-2D-4R with x16 devices, two DIMMs per channel, four ranks per DIMM and four devices per rank. In all variants, there are sixteen devices per DIMM. Figure 5 presents the average power reduction and performance impact across all mini-rank configurations. In general, the average power rate drops significantly and the performance penalty is limited.
Performance Evaluation and Analysis
Power Reduction and Performance Impact
Results for CC-Slow and MEM Workloads. The minirank structure achieves the most significant power saving and smallest performance loss on the MEM workloads. Those workloads are memory-intensive but their performance is not sensitive to the slight increase of memory idle latency, because the queueing delay is significant in the overall memory latency. As for x8 devices, the average memory power savings are 27.0%, 44.1% and 55.6% and the average performance losses are 2.8%, 7.4% and 16.0%, for x32, x16, and x8 mini-rank configurations, respectively. The maximum energy saving is 48.2% with x8 mini-ranks. As for x4 devices, the average power savings are 20.7%, 38.1%, 51.2% and 63.1% and the performance losses are 1.4%, 5.2%, 13.6% and 20.5%, respectively, with x32, x16, x8 and x4 mini-ranks. The maximum energy saving is 48.2% with x8 mini-ranks. As for x16 devices, the power savings are 20.6% and 36.8% and the performance losses are 3.7% and 8.8% with x32 and x16 mini-ranks, respectively. The maximum energy saving is 32.0% with x16 mini-ranks. These significant power savings are mainly from the reductions of operation power, background power, and termination power. Obviously, the operation power will drop because each memory access touches fewer devices with mini-ranks. It is less obvious that background power also drops because there are more mini-ranks than conventional ranks, and therefore there are more opportunities to find devices to enter fast low power modes. The reduction of termination power is another source of power saving since fewer DQs (date bit lines) are connected to the shared data bus. Detailed breakdown of the power saving will be given in Section 5.2.
Results for CC-Slow and MIX and ILP Workloads. The MIX workloads are moderately memory-intensive and more sensitive to the increase of memory idle latency than the MEM workloads. The power saving is still outstanding but the performance loss is higher. As for x8 devices, the average power saving is 25.1%, 39.5% and 48.1% with x32, x16 and x8 mini-ranks, respectively. For x4 devices, the average power saving is 24.4%, 41.6%, 52.4% and 60.3% with x32, x16, x8 and x4 mini-ranks, respectively; and for x16 devices, the average power saving is 15.3% and 27.9% for x32 and x16 mini-ranks, respectively. However, for all devices, only the x32 mini-rank configuration can limit the performance loss to around 5%; other configurations have performance losses higher than 10%.
The ILP workloads are not memory-intensive and insensitive to memory idle latency. There is visible relative power saving from using mini-ranks and negligible performance loss. With x32 mini-ranks, the power saving is 12.8%, 9.2% and 5.4% for using x4, x8 and x16 devices, respectively, with less than 1% performance loss. With x16 mini-ranks, the power saving is 19.8%, 13.5% and 8.2%, respectively with about 2.0% performance loss.
Results with PO-Fast and MEM Workloads. The trend of power saving and performance impact are similar to those of CC-Slow. For simplicity, we only discuss the MEM workloads. The power saving is somewhat less significant for two reasons: The open page mode already reduces the operation power (fewer precharge and activation operations with row buffer hits), and the preferred "active power-down" low power mode consumes more power than the counterpart in CC-Slow (578mW vs. 128mW). For x8 devices, the average power saving is 16.9%, 26.1% and 32.4% and the performance loss is 2.8%, 7.4% and 16.0% with x32, x16 and x8 mini-ranks, respectively. For x4 devices, the saving is 21.5%, 32.1%, 40.6% and 49.5%, and the penalty is 0.4%, 1.2%, 8.7% and 25.1% with x32, x16, x8 and x4 mini-ranks, respectively. For x16 devices, the saving is 9.8% and 16.1% with penalty of 2.7% and 8.1% with x32 and x16 mini-ranks, respectively.
The mini-rank architecture is more effective in power saving with CC-Slow than with PO-Fast, because CC-Slow can utilize the increased number of mini-ranks better in reducing the background power. With x8 devices and x16 mini-ranks, CC-Slow and PO-Fast consume 18.7W and 20.9W power on average, respectively. With x8 devices and x8 mini-ranks, CC-Slow and PO-Fast consume 14.9W and 19.1W power on average, respectively. Figure 6 shows the detailed memory power consumption of mini-rank structures breakdown into five parts: (1) MRB's non-I/O logic and MRB's I/O with devices, (2) device or MRB's I/O power with DDRx bus, (3) device read/write, (4) device operation, and (5) device background. The reference configurations are CC-Slow and PO-Fast with conventional ranks, which do not have part one power consumption and their part two power consumption is the device I/O power with DDRx bus. For mini-ranks, their part two power consumption is the MRB I/O power with DDRx bus. Due to space limit, we only discuss the results with x8 devices.
Breakdown of Power Reduction
Device Operation Power and Background Power.
First of all, the device operation power (part 4) drops proportionally as the size (data width) of mini-ranks scales down. This is because the number of devices involved per access is proportional to the data width. For example, for the MEM-1 workload with CC-Slow, the operation power is 11.7W, 5.9W, 2.9W and 1.4W with normal ranks and x32, x16, x8 mini-ranks, respectively. Second, the background power (part 5) also drops significantly as the size of mini-ranks scales down, because the mini-ranks will stay in the preferred low power mode for a longer time when the number of mini-ranks increases. The "precharge standby" high power mode consumes 6.5 times of the power of the "precharge power-down slow" low power mode. The average background power reduction for MEM workloads and with CC-Slow is 25.5%, 46.9% and 61.8% for x32, x16 and x8 mini-rank configurations, respectively. On average a device stays in the low power mode for 19%, 44%, 66% and 81% of time with the conventional rank and the x32, x16 and x8 mini-ranks, respectively. For ILP workloads, the reduction is 6.2%, 8.9% and 10.2%, respectively. It is less significant because the light memory traffic of ILP workloads already makes the devices stay in the low power mode for about 97% of time. The measured average bandwidth usage is 128MB/s per channel from ILP workloads vs. 5.9GB/s per channel from the MEM workloads. Nevertheless, 3% of time in the high power mode translates to 16% of total power consumption, so there is still room of improvement. C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8  C1  C2  C4  C8  P1  P2  P4  P8 MEM Figure 6 . Power breakdown with mini-rank configurations (x8 device).
this power is 6.8W with conventional ranks and 4.8W, 4.5W and 4.3W with x32, x16 and x8 min-ranks. This reduction happens when each DIMM has more than one conventional rank. In our configuration with x8 devices, each channel has two DIMMs and there are two ranks per DIMM. The DQs (data bit lines) of all of the four ranks are directly connected to the DDRx bus. When one rank is being accessed, the 128 DQs of the other DIMMs must be terminated. With miniranks of any size, only 64 DQs of the MRB have to be terminated. Device Read/Write Power. This power (part 3) changes only slightly because this power is proportionally to the number of bits being read and written. There is a moderate decrease by moving from x32 to x16 and then to x8 miniranks. For example, this power is 4.8W, 4.5W and 4.2W with x32, x16 and x8 mini-ranks for MEM workloads on average, respectively. This reduction is partially from the performance loss and thus the increase of program execution time as the size of mini-rank scales down.
MRB I/O Power to Devices and non-I/O Logic Power. Finally, we need to pay attention to this power (part 1) because it is the extra power introduced by MRBs. Like device I/O power, this power is roughly proportional to the memory access frequency. For the MEM workloads, this power (of all MRBs) on average is 2.4W, 2.2W and 2.1W with x32, x16, and x8 mini-ranks, respectively. By contrast, for the ILP workloads, it is 65mW, 64mW and 62mW, respectively. The MRBs has its own low power mode in which the DLL is frozen, and they can enter the low power mode with the ILP workloads. Our simulation statistics show that the DIMM (and thus the MRB) is idle for 95% of time with the ILP workloads, and only 6% and 42% of time with the MEM and MIX workloads, respectively. As Figure 6 shows, this part of power is fully offset by the reduction of operation power, background power, and the termination power.
The trends of changes with PO-Fast are similar. In fact, the use of mini-rank can cut the device operation power more deeply than with CC-Slow for the MEM-workloads, from 4.3W with conventional ranks to 1.6W, 0.64W and 0.29W with x32, x16, and x8 mini-ranks, respectively. Again, the major reason is having less devices involved in each memory accesses. Additionally, using mini-rank increases the number of logically independent row buffers (while their sizes are reduced) and improves row buffer hit ratios, which further reduces the device operation power. The average hit ratio is 62.4%, 70.9%, 77.4% and 77.9% for conventional ranks and x32, x16, and x8 mini-ranks, respectively.
Analysis of Performance Impact
The left part of Figure 7 compares the performance of conventional ranks and mini-ranks for each MEM workload, with CC-Slow and x8 device configuration. The performance metric is SMT speedup [25] . The results with PO-Fast (not shown) are similar. To gain insights, the right part of Figure 7 shows the breakdown of memory latency for read accesses into four parts: (1) the memory controller overhead (T MCO ), (2) the DRAM operation latency (T operation ), (3) the additional latency introduced by MRB (T MRB ), and (4) the queuing delay (T queuing ). T MCO is a fixed latency of 15ns (48 processor cycles for our simulation configuration); T operation is the memory idle latency excluding the memory controller overhead (T MCO ) and including the delay caused by DRAM refreshes, whose minimum is 120 processor cycles with CC-Slow. T MRB is 30, 78, 178 processor cycles with x32, x16, and x8 mini-ranks, respectively.
For the MEM workloads, the extra latency introduced by MRB is a small component (8.5% on average with x32 mini-ranks) in the overall memory latency because of the significant queueing delay. Furthermore, having more miniranks helps reduce T queuing . For example, T queuing is reduced from 174 processor cycles to 169, 160, and 133 processor cycles with x32, x16, and x8 mini-ranks. For the MIX workloads, the queueing delay is less significant than for the MEM workloads and thus T MRB has more weight. For the ILP workloads, this weight is even higher; however, the overall performance penalty is smaller than the MIX C2  C4  C8  C1  C2  C4  C8  C1  C2  C4  C8  C1  C2  C4  C8  C1  C2  C4  C8  C1  C2  C4  C8  C1  C2  C4  C8  C1  C2  C4  C8  C1  C2  C4  C8  C1  C2  C4  C8  C1  C2  C4  C8  C1  C2  C4  C8 MEM workloads because now memory stall is a smaller factor in the overall performance.
Energy Saving of Mini-rank Architecture
The memory energy is calculated as the product of power rate and program execution time. Figure 8 shows the energy saving by using mini-rank with x8 devices. All workloads show energy savings. This is also true for x4 and x16 devices (not shown). Not surprisingly, the MEM workloads has the most significant saving. The average saving is 26.2%, 40.9% and 48.2% with x32, x16 and x8 mini-ranks, respectively. For the MIX workloads, the average saving is 22.1%, 33.9% and 37.8%, respectively; and for the ILP workloads, it is 8.1%, 10.7% and 11.6%, respectively. We avoid using EDP (Energy Delay Product) as a metric because our simulation does not report processor energy consumption. Contemporary processors are increasingly responsive in power saving when system performance is bounded, consuming less power as memory performance degrades. Therefore, we expect that the improvements in EDP will also be significant with those processors. Figure 9 shows the power saving and performance impact of mini-rank architecture with three more DRAM configurations: (1) single channel, single DIMM per channel and single rank per DIMM (1CH-1D-1R); (2) dual channel, single DIMM per channel and single rank per DIMM (2CH-1D-1R); and (3) eight channel, dual DIMM per channel and dual rank per DIMM (8CH-2D-2R). All use x8 devices. The first two represent low-end computing systems like desktops; and the last one represents workstations and servers (and so does the 4CH-2D-2R configuration in the previous experiments). The power saving and performance impact with 8CH-2D-2R are similar to those with 4CH-2D-2R.
Power and Performance Impact of Mini-rank Architecture with Different Memory Configurations
However, with 1CH-1D-1R and 2CH-2D-2R, there are gains in both power saving and performance for the MEM workloads. The average performance gain with 1CH-1D-1R is 8.0%, 12.2% and 13.6% and the average power saving is 6.7%, 20.4% and 30.3%, with x32, x16, and x8 miniranks, respectively. The source of performance gain is the increased memory concurrency from having more mini-ranks. For MEM workloads, the bandwidth utilization is improved that more than offsets the MRB latency. The average read latency reduces from 1511 cycles without mini-rank to 1334, 1232 and 1221 cycles with x32, x16, and x8 mini-ranks, respectively. As for 2CH-1D-1R, the performance gain is 5.8%, 5.5% and 1.6% and the power saving is 8.6%, 13.8% and 36.3% with x32, x16, and x8 mini-ranks, respectively.
Related Work
Most of related works focus on how to utilize low power modes of DRAM memories, particularly for Rambus and Direct Rambus memories. Lebeck et al. propose power-aware page allocation policies to increase the chances that DRAM chips can be put into low power modes [13] . Delaluz et al. propose compiler-directed and hardware-assisted approaches, such as clustering data with similar lifetime and predicting inter-access time, to exploiting memory low power modes [3] . Fan et al. build an analytical model to approximate memory chips idle time and study when to make power mode transitions [6] . Delaluz et al. present an OS-level scheduling policy by tracing the memory usage of each process to reduce the energy consumption [4] . Huang et al. propose a power-aware virtual memory system that can effectively manages energy footprint of each process through virtual memory remapping [10] . Li et al. build a model to estimate performance loss of low power management and propose performance guaranteed low power management schemes for both memory and disk [14] . Zhou et al. use page miss ratio curve as guidance for memory allocation of multiprogramming systems and memory energy management [30] . Huang et al. propose memory traffic shaping method by data migration and address remapping to maximize the time that memory chips in low power modes [11] . Pandey et al. explore the unique memory behavior of DMA accesses to aggregate DMA requests from different I/O buses together in order to maximize the memory low power duration [22] . Recently, Fan et al. explore power management mechanisms at data center level [7] and Hur and Lin study the power saving potential of a memory scheduling scheme and evaluates a scheme to predict throttling delay for memory power control [12] . Mrinmoy et al. propose adaptive refresh method to reduce the refresh power [9] . Bruno et al. propose algorithms that dynamically adjust memory chip power states to limit power consumption of Rambus DRAM [5] . Different from those works, our proposed mini-rank architecture is to reduce operation power as well as exploit low power opportunities for significant power/energy improvement on memory sub-system. And with more mini-ranks in memory subsystems, there will be more opportunities to employ the previously proposed low power techniques for Rambus in DDRx memories. Additionally, Cuppu and Jacob [2] have studied the performance impact of memory design parameters including the trade-off between latency and concurrency. The mini-rank design involves such a trade-off but for power efficiency rather than performance.
Conclusion
In this study, we have proposed a novel mini-rank DRAM architecture for power optimization by reducing the number of devices involved in each memory access and taking advantage of fast low power modes. Our simulation results show significant power/energy efficiency improvement across all device configurations. The proposed mini-rank architecture only requires a minor change to the memory controller, while keeps memory devices and bus design untouched. It can also provide dynamically configurable features for best power and performance trade-offs for varying workloads behavior, power and performance requirements.
