A node centered, finite volume, central difference scheme is used to solve both the unsteady Euler and Navier-Stokes equations for high speed flows in a spherical coordinate system. The steady state solution is obtained using multi-stage modified Runge-Kutta integration with local time stepping and residual smoothing to accelerate convergence. The basic scheme is augmented by a multigrid method to further enhance convergence. The method is applied to a variety of inviscid and viscous conical flows to determine the advantages of multigrid in conjunction with the basic scheme. Various numerical dissipation models used for viscous flows are also studied to determine their accuracy and effect on convergence.
Introduction

-
The formulation of the node centered, finite volume method used in the present study has been described in Ref. 1 ; it has been used extensively in various Euler computations for both conical and three-dimensional supersonic and hypersonic flows over realistic aircraft geometries.
The finite volume scheme is applied only to the crossflow plane.
For three-dimensional flows, a hybrid scheme i s used in which the marching terms are approximated using upwind finite differences in computational space. This was found to be most suitable for the computation of high speed flows, since upwind differences realistically model the physical behavior of the hyperbolic axial flow, and do not require added dissipation in the marching direction. The basic multi-stage scheme, although very efficient for Euler flows, needs improvement for accurate and practical Navier-Stokes computations.
Supersonic Euler computations over complete aircraft configurations (see Ref. 2) can take anywhere from 5 to 20 min on a Cray-XMP with 150,000 to 200,000 points, depending on the geometry and freestream condition. This makes the Euler code a useful tool for enqineerina comDutations. If viscous effects are iicluded, -say in a simple parabolized Navier-Stokes computation, preliminary tests have shown that the code can take adequately resolve the boundary layer. Actually, the inclusion of viscous terms has a minor effect on the convergence rate in comparison with the effects of the grid Stretching needed to resolve the viscous effects.
Euler computations carried out on viscous grids exhibit a similar degradation in convergence rate. In some computations, viscous effects can actually help convergence by eliminating the existence of strong shocks. Strong shocks also slow the rate of convergence, since implicit residual smoothing is less effective across discontinuities.
In this paper, a multigrid method is adapted to both the Euler and Navier-Stokes equations for high speed conical flows. Our intent is to apply a multigrid technique just to the crossflow plane terms to determine the technique's overall effectiveness, with the future goal o f applying this method to three-dimensional flows. This is unique in that existing methods (see Refs. 3.4) using multigrid methods are attuned to computing thrpp-dimmsional subsonic/transonic flows bv ~ . .~ .~.~ applying multigrid in three dimensions. For the case of very high speed flows, the effectiveness of applyiig a multigrid algorithm to all three dimensions has yet t o be established. A reduction in the computational time by a factor of two or three, even for Euler aircraft computations, would greatly enhance the usefulness of the method as a design tool. lor viscous computations, the basic Euler scheme is modified to include viscous effects by simply adding the viscous fluxes to the existing inviscid finite volume method. The velocity derivatives are computed at node points using central finite difference formulae in a computational space.
Alternative Navier-Stokes discretization schemes could be devised. The primary focus of the present study, however, is to test the efficiency of the multigrid method.
Various numerical dissipation models are also studied to determine their impact on the accuracy of boundary layer computations and their behavior in the presence of highly stretched viscous grids.
Governinq Equations
The conical flow equations for viscous and inviscid flow represent a subset of the general due to the extreme grid stretching necessary to Navier-Stokes equations, The unsteady NavierStokes equations in conservation form and Cartesian coordinates can be written as as much as five times longer to converge, primarily 
(1) where u, v, and w a r e t h e C a r t e s i a n v e l o c i t y components i n t h e x, , z d i r e c t i o n s , r e s p e c t i v e l y , o i s t h e d e n s i t y , p l e pressure, and e t h e t o t a l energy. The pressure and t o t a l e n t h a l p y a r e r e l a t e d t o t h e f l o w v a r i a b l e s by P I 2 2 2 e = -+ -o ( u
where I i s t h e r a t i o of s p e c i f i c heats.
The C a r t e s i a n equations can be transformed t o a s p h e r i c a l o r c o n i c a l c o o r d i n a t e system by t h e f o l l o w i n g t r a n s f o r m a t i o n : The crossflow terms in Eq. ( 4 ) . assuming that the R derivatives vanish for the problem of conical flow, can be written in integral form as
The coordinate coefficient and metric n/R have been absorbed into the unsteady term since only steady state solutions are sought in this paper.
A node centered finite volume scheme is applied to a discretized version of Eq. (5) in the crossflow plane. Figure 1 illustrates the basic scheme.
Both the flow variables 0 and the residuals are stored at node points.
The cell centered fluxes are first computed over each cell of the grid by summing the fluxes across the four individual sides of the cell in a similar fashion to a cell centered scheme.
Unlike the cell centered scheme, the flow variables are stored at the endpoints of each side comprising the boundaries of a cell. This has the potential of yielding a more accurate estimate for the flux across the sides of a highly skewed or irregular L~ mesh than that provided by a cell centered scheme. The residual at each node point is then computed by summing the cell centered fluxes of the four cells surrounding that node point. In discretized form, the conicai terms of Eq. (5) can be written at a node point i,j as TO include the viscous shear stress and heat flux terms, the velocity derivatives are estimated at the node points using central difference formulas in a computational space.
The mesh transformation derivatives needed for the velocity derivatives are computed numerically.
At the boundary, one-sided differences are used to estimate the velocity derivatives.
Artificial Dissipation Models and Local Time Stepping
A blend of second and fourth order differences i s used for added artificial dissipation.
The fourth order differences are added as background dissipation to prevent odd and even point decoupling. The second order differences are added primarily to smooth out oscillations in regions of severe pressure gradients associated with shock waves.
A detaiied account of the form of the dissipation can be found in Ref. [1] [2] [3] [4] . The basic form of the dissipative terms is where P-_ and P __ are pressure gradient switches xx vv that appear oG4 in the second order dissipation and c 2 and are dissipation constants. The magnitude of the dissipation is governed by the scaling coefficients % and . The local time equal to unity, is evaluated for each cell, and the nodal time step is taken to be the average of the four surrounding local time steps. The magnitude o f the dissipation and the behavior of the local time stepping scheme is directly linked to the manner in which the scaling coefficients and local time step are evaluated. For Euler flows, these quantities can be evaluated as described below. step limit AtC: correspondi % g to a CFL number
and b t * a t a node a r e t a k e n t o viscous f l o w s , w i t h boundary l a y e r s t r e t c h i n g normal t o t h e body, t h e average s i d e l e n g t h s i n t h e %i-Stage I n t e g r a t i o n Scheme two c o o r d i n a t e d i r e c t i o n s can v a r y by o r d e r s of magnitude.
For t h e d i s s i p a t i o n t o v a n i s h u s i n g
The s e t o f unsteady governing equations can be Model A, t h e mesh must be r e f i n e d i n b o t h represented as d i r e c t i o n s , which i s not p r a c t i c a l f o r viscous keep t h e c e l l s i z e i n t h e i d i r e c t i o n , t a n g e n t i a l t o t h e body f i x e d , and r e f i n e t h e c e l l s i z e normal Model B, a t f i r s t glance, appears t o be t h e a n i s o t r o p i c model used i n Refs. 5 and 6 b u t i s r e a l l y q u i t e d i s s i m i l a r .
The a n i s o t r o p i c models used i n Refs. 5
and 6 make t h e d i s s i p a t i o n i n t h e i d i r e c t i o n s c a l e w i t h t h e l e n g t h o f t h e c e l l i n t h e j d i r e c t i o n u n l i k e t h e model of Eq. (9). With an a p p r o p r i a t e c h o i c e of c 2 . t h e a n i s o t r o p i c model
used i n Refs. 5 and 6 corresponds t o an upwind b i a s i n g of t h e d i f f e r e n c e formulas.
The s c a l i n g used i n Refs. 5 and 6 c o u l d a c t u a l l y r e s u l t i n more d i s s i p a t i o n through t h e boundary l a y e r .
Both o f these models c o u l d be f u r t h e r m o d i f i e d f o r viscous f l o w s by an a d d i t i o n a l s c a l i n g t h a t v a r i e s w i t h t h e t o t a l Mach number throuah t h e boundary l a y e r t o f u r t h e r reduce t h e a r t i f i c i a l d i s s i p a t i o n i n t h e boundary l a y e r . T h i s procedure r e l i e s on t h e p h y s i c a l d i s s i p a t i o n i n t h e boundary
l a y e r f o r s t a b i l i t y and was n o t used i n t h e p r e s e n t study.
I n p r a c t i c e ,
Model B above may l e a d t o i n s t a b i l i t y o r t o o slow a convergence r a t e . Hence, Models A and B can be combined i n t o a s i n a l e blended d i s s i p a t i o n model u s i n g t h e f o l l o w i n g f u n c t i o n s . If
The b r a c k e t e d s u p e r s c r i p t r e f e r s t o t h e stages of t h e Runge-Kutta scheme. The d i s s i p a t i v e terms a r e frozen throughout t h e m u l t i -s t a g e i n t e g r a t i o n scheme. The l o c a l t i m e s t e p i s taken t o be A t = CFL lit* I n a d d i t i o n , i m p l i c i t r e s i d u a l smoothing i s u t i l i z e d i n t h e c r o s s f l o w p l a n e t o a c c e l e r a t e convergence. The r e s i d u a l smoothing i s a p p l i e d t o a l t e r n a t e stages, o r t h e second and f o u r t h stage, of t h e Runge-Kutta scheme.
M u l t i -G r i d Scheme
A m u l t i g r i d method i s used t o a c c e l e r a t e t h e convergence o f t h e b a s i c m u l t i -s t a g e t i m e s t e p p i n g scheme.
The i d e a behind t h e m u l t i g r i d scheme i s t o speed up t h e e v o l u t i o n process by u s i n g a s e r i e s of coarser g r i d s which i n t r o d u c e l a r g e r s c a l e s and l a r g e r t i m e s t e p s and a l s o r e q u i r e l e s s c o s t l y computations. The p r e s e n t m u l t i g r i d scheme f o l l o w s t h e work o f Jameson (Refs. 3, 4 ) .
The method begins by f i r s t computing one o r more time steps on a f i n e g r i d denoted as the f i r s t g r i d m=l.
Successively coarser g r i d s a r e then generated by e l i m i n a t i n g a l t e r n a t e p o i n t s i n edch c o o r d i n a t e d i r e c t i o n .
The
updated values o b t a i n e d for t h e s o l u t i o n v e c t o r a f t e r a t i m e step on g r i d m i s then t r a n s f e r r e d t o a c o a r s e r g r i d m t l by simply c o l l e c t i n g updated values on c o i n c i d e n t p o i n t s , o r collect residuals in the forcina function a c
On coarse grids w l , the multi-stage time stepping scheme is modified by a forcing function R so that the solution on the successively coarser gkids m+l are driven by the residuals computed on the finer grids m.
I f Eq. (11) is rewritten in a simalified form as indicated in Fig. 2a . The actual 'weighting u s i d seemed to be fairly insensitive to the multigrid alqorithm.
This was true for both Euler and viicous computations for circular cones. When viscous elliptic cone cases were computed, the residual collection had to be modified to include a weighted average of the nodal areas, or
The metric variations in both directions, tangential and normal to the body, are quite severe for the elliotic cone arid. The multiarid alaorithm did then the original multi-stage scheme o f Eq. (12) i s modified an coarser grids m+l as not wori well fo; the viscous ;liptic-cone grid until Eq. (17) was adopted.
The forcing function R is obtained by first transferring the residuals ffom grid m to the next coarser grid m+l.
This is accomplished by a collection process where the residual on a coarser grid is generated by a weighted sum of its coincident residual and its neighboring eight residuals on a finer grid m. If C^ represents the residual collection process from a Finer grid m to a coarser grid RF can then be represented as m+l, then the forcing function After one or more time steps are carried out on a given grid, the process is repeated until the coarsest grid is reached.
The accumulated corrections are now transferred upward from each grid to the next finer grid by an interpolation Drocess.
The correction transferred U D from a given grid includes both the correction calculated on that grid and the sum of the corrections interpolated from coarser grids in the sequence. If Q , ,
is the final value^ on grid m+l resulting from bdth the upward interpolation from a coarser grid and the time stepping scheme applied on grid m+l, then the correction on grid m can be represented as where
is the corresponding residual where om is thsvalue obtained after the time step calculated from the difference equations on the on grid m, and I is an interpolation operator.
coarse grid. Thus, in the first stage, the forcing m+l function simply cancels the coarse grid residual and replaces it by the weighted sum of the fine This multigrid scheme results in a simple saw grid residuals.
Initially, a simple weighted tooth cycle that is illustrated schematically in average of the fine grid residuals was used to Fig. 2 Figure 5 shows the Euler multigrid convergence history for a 10" circular cone at Mm=2.0, a=25" Figure 6 shows the grid (81x50) and the resulting isobar solution. This is a more difficult solution in that a strong crossflow shock occurs on the lee side, resulting in shock induced separation. The multigrid scheme for this solution was essentially converged in about 15 sec CPU time. The reduction in the computational time is about a factor of two.
Fiwre 7 shows the converqence historv for the 10" co;e on an 81x50 grid bt a hypersonic Mach number o f 7.95.
The convergence gain with multigrid is similar to the lower supersonic Mach number in reducing computational time by a factor of two. The hypersonic flow case required about twice the computational time in comparison to the supersonic solution. Convergence was achieved in less than 45 sec CPU time. Figure 8a shows the mesh used for this case and 8b shows the computed isobar solution.
Elliptic C o n e / S q u i y m Figure 9 shows the convergence history for an elliptic cone (20" by 1. Using the simple weighted average collection o f fine mesh residuals, this case could only he successfully computed if the forcing residuals and interpolated values of the variables were S I ightly underrelaxed. Figure 9 shod8 the -esult :.!hen :he residuals aere collected using a nodal area weighted average. This removed the necessity for underrelaxation.
Even though the numher o t iterations were reduced by more than a factor of two, the savings in computational time was only about 20%. The basic multi-stage scheme i s very efficient for this case, and with multigrid a converged solution is achieved in less than 15 sec CPU time.
Navier-Stokes Computations
4
Viscous Grid Generation
A viscous grid was generated by embedding a boundary layer mesh within the existing outer inviscid grid. The inner layer grid is generated using a geometric progression (Ref. 7) as is typically used for turbulent boundary layers, and has the following form in terms of a sheared coordinate Y.
where AY is the height of the boundary layer grid cell at the wall, and h is a constant geometric growth factor for the boundary layer cells. The existing inviscid grid employed in the Euler computations uses Conformal mapping when necessary as for the elliptic cone and exponential clustering normal to the body.
To embed the .& viscous grid as a sublayer to the inviscid grid without altering the outer inviscid grid, the following procedure is used. A circumferential inviscid grid line (J=Jinv) is specified. This specifies the outer normal sheared coordinate (Yinv) that must be matched.
In general, the actual value of Y may vary circumferentially. The inviscid grid also yields the cell size AYinv that must be matched by the inner viscous grid to obtain a smoothly varying grid normal to the body. This specifies two conditions that must be matched by Eq. 19 in the form,
EL0
If the number of points (J=JBL) in the inner boundary layer grid is further specified, the solution of these equations yields the constant boundary layer grid growth factor h and the cell size at the wall (nYBL).
A drawback to this procedure is the lack of direct control on the first cell size in the boundary layer.
The first cell size can be controlled by the choice of the inviscid grid line Jinv in combination with the specified number of points JBL in the inner boundary layer grid. procedure has the advantage, however, that identical outer inviscid grids can be used for both The outer inviscid grid remains unchanged. It should be noted that the above conditions result in a smoothly varying grid but do not necessarily assure continuous derivatives across the grid interface.
The effect of this grid discontinuity on the convergence rate is uncertain.
-~ Effects of Artificial Dissipation
Before examining the efficiency of NavierStokes solutions with multigrid, it is necessary to examine the effect of the two dissipation models reflected bv Eo. 8 and 9 and combined in Ea. 10.
~. ~~~ ~~ ~
For this pu;pose, the flow past ~a 10" circular cone at M =2.0 and u=OO was calculated on a p5x64) grid Esing both models.
A t R = 1.~10 , the computation shows about 18 to 25 points in the laminar boundary layer on the basic grid. Figure   11 shows results on the same grid at R = -. In this limit, the solution should approah an Euler result with a slip line at the wall. The results at R-= -were achieved bv. insertino a zero coeffycient for the factor Re-' in the* viscous terms. Figure 11 shows the two sets of results usinq the artificial dissipation Model A (Eq. 8) and the Model 0 (Eq. 9) for Re= -in comparison to the boun ary layer computed on the same grid at Re
The left side of Fig. 11 plots the Mach number profile as a function of the point index, and the right hand side plots the profile as a function of the physical distance from the wall nondimensionalired by the scale length of the body.
Model A introduces larger numerical dissipation than Model 8, smearing the wall layer to about 9 or 10 points. Model 8, on the other hand. smears the laver bv onlv 2 or 3 ooints but = I x l O .
!?
lead; to a larger -overshoot -in the Mach number profile.
It should be mentioned that both computations were run with values of the dissipation constants e2.e4 equal to -0.50, 1/64, respectively. The rate of convergence to a steady state exhibited by Model B suffers due to the lack of both artificial and physical dissipation arising in the overshoot i n the profile.
Hence, the artificial dissiuation Model 8 exhibits hiaher accuracy, but the convergence rate of the mechod suffers considerably.
To illustrate further the accuracy of the two dissipation modgls, for the test case of a 10" cone at Re = 1. x 10 and M-= 2.0, o = 0". a variety of grids was used to determine the values of the normal velocity derivative (dQ/dn) at the wall. dQ/dn was chosen to be a parameter indicative of skin friction. The total number of grid points was kept constant as was the circumferential grid. By altering the embedded viscous grid, the cell aspect ratio at the wall could be changed by almost two orders of magnitude from 12 to 760. The cell hei ht at the wall varied from 7. x to 1. x 10-. The highest aspect ratio grid resulted in twice as many points in the boundary layer. Figure  12 summarizes the results for these two extreme cases. Figure 12a shows the percent change ir, dQ/dn at the wall for the crudest viscous grid with a wall cell aspect ratio of only 12, plotted aoainst various values of the fourth order dissipation coefficient c 4 and using both the isotropic dissipation model A and the directionally scaled model 8. Figure 12b shows the same type of ulot but for the hiahest wall asoect ratio arid used of 760. The dissipation coefficient E 4 -w a~ varied from 1/32 to 1/256. The percent change in dQ/dn is based on an arbitrary number assumed to he near the final converged value.
The isotropic Model A shows a maximum error of about 3.5% for the aspect ratio 12 grid. Model 8 shows less than 1%
error for all values of the coefficient E Both models converge to the same answer as eq41s made smaller. Interestingly, the Model A shows larger errors of about 7% on the higher aspect ratio grid even though this grid yields more points in the boundary layer.
Model B also shows a slightly increased maximum error of about 2%.
The cell growth rate was about 1.1 for the low aspect ratio arid and 1.35 for the hioh asoect ratio arid. The iarger errors on the iigher aspect Fatio ape introduced by the more severe metric scale length variations included in the conservation form of the dissipation derivatives of Fq. (7).
On both grids, both dissipation models converged to within 1% for the value of dQ/dn at the wail. In summary, both dissipation models were capable of computing dQ/dn at the wall, but Model A consistently exhibited larger errors and showed higher sensitivity to the dissipation coefficient c4.
The two models agreed better on the less highly stretched grid which resulted i n only about 10 points in the boundary layer. Better accuracy with the present form of dissipation model may perhaps be more easily achieved on less highly stretched grids using more points than on very severely stretched grids which inherently introduce more errors. Figure 13 shows a comparison of the boundary layer profiles using Model B for the two dissimilar grids of Figure 12 . Good agreement is achieved on the two grids.
In all the computations to follow except for the hypersonic cone, oA = 0.50 was used. This effects convergence only slightly but also insures that the boundary layer will become resolved as the grid becomes finer normal to the wall.
It should also be mentioned that numerical tests indicate that the basic scheme exhibits a degradation in convergence when the spacing normal to the wall AewallRe c 1 independent of the cell aspect ratio or grid stretching. For these ;elutions, the outej:
inviscid qrid remained Unchanged with respect to the Eulei solutions, and 16 points were added within a given inviscid grid line J = constant according to the boundary layer stretching Eq. (19). resulting in a finer (81x66) grid.
For the 20" cone, Fig. 14 shows a reduction in computational time by more than a factor of two. Convergence is achieved in about 50 sec with the multigrid algorithm. Figure 15 shows three of the computed Mach number boundary layer profiles on the windward, side, and lee,riard body surface.
The viscous grids were designed to yield 15 to 70 boundary layer points. The spacing at the wall for this case varied from a maximum of 7 x 10-5 to a minimum of 3 x 10-5 resulting in a maximum cell aspect ratio of 408. Figure 16 shows better than a factor of three reduction in computational time for the 10" cone with convergence also in about 50 sec CPU time. Figure 17 shows the computed boundary layer profiles for this case. The spacing at the wall for the 10" cone varied fro? a maximum of 8 x
10-
to a minimum o f 2 x 10-resulting in a maximum cell aspect ratio of 310.
A large separated region occurs in the leeward plane for this case. Figure 18 shows an overall comparison far both cones of the crossflow velocity vectors for both Euler and Navier-Stokes computations. For the 20" cone, the Euler solution shows attached flow. The laminar Navier-Stokes solution shows a small separation region. The Euler solution for the 10" cone shows a shock vorticity induced separation.
The Navier-Stokes solution shows a more complex separated flow pattern including primary, secondary, and terciary vortices. Figure 19 shows the convergence history for a laminar viscous hypersonic flow solution for a 10" cone on an (81x64) grid at Mm = 7.95, o = 12". Unlike all previous cases which were adiabatic, this solution was computed using a fixed wall temperature. The hypersonic viscous flow solution takes two to three times more computational time in comparison to the lower Mach number case for this cone.
The multigrid algorithm reduces computational time by about a factor of two in a similar fashion to the lower Mach number solutions.
This computation, like all prevous cases, was started from freestream conditions on a single grid and by bringing the wall to rest. Figure 19 was generated using the dissipation Model A because any use of Model B caused divergence near the strong bow shock. A composite dissipation model was then adopted which implemented the more accurate Model B near the wall for the first 20 points. A transition layer was used which linearly transgressed from the scaling coefficients of Model 12 B to Model A from point 20 to 40. Model A was then implemented from points 40 to the outer boundary. The composite dissipation scaling implementation allows for accuracy within the boundary layer and enough dissipation in the outer layer to be able to capture the bow shock. The implementation of the composite dissipation model causes some degradation i n convergence, but it was deemed necessary to be able to accurately predict the wall heat transfer. Figure 20 shows a sampling o f the temperature profiles computed on the wind, side, and lee surfaces of this cone4 The cell tyight at the wall varied from 3 x 10-to 7 x 10-. From the shape of the temperature profile, it is immediately obvious that difficulty in predicting heat transfer will result if accurate grid resolution is not used, particularly on the windward side of the cone.
A maximum or peak temperature occurs at less than 1% of the body 4 scale. Figure 21a shows the computed isobars and 21b shows the computed entropy contours. The is good considering that the computed results are 6x10-to 3x10-with a maximum cell aspect ratio conical and the real boundary layer on a cone is of 68. At the leading edge, the boundary layer is three-dimensional. The slight discrepancy in the less than 1% of the body scale. Weighting the windward Dlane needs further studv. collected residuals with the nodal areas was solution shows a large separated region on the lee surface. Figure 27 further shows the computed crossflow streamline patterns for both solutions. The Navier-Stokes solution also has a secondary separation region.
Finally, Fig. 28 shows a comparison of Euler and Navier-Stokes surface pressures with the experimental data of Squire (Ref. 9) . Very good agreement is exhibited between the Navier-Stokes solution and the experimental data. Two dissipation models were studied for accuracy. The isotropic dissipation model yielded higher errors in comparison to the anisotropic model, which scaled the dissipation with its respective mesh scale lengths.
The anisotropic model is less robust and requires morecomputational time for convergence. It was found that with both models larger errors were introduced on severely stretched grids than on mildly stretched grids. Good agreement with experimental data was obtained both for a 10" circular cone at M = 7.95, 0 = l o " , and for the Squire wing at M_ = 2.50, il = 10". 
