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Molecular polaritons are the optical excitations which emerge when molecular transitions interact
strongly with confined electromagnetic fields. Increasing interest in the hybrid molecular-photonic
materials that host these excitations stems from recent observations of their novel and tunable
chemistry. Some of the remarkable functionalities exhibited by polaritons include the ability to
induce long-range excitation energy transfer, enhance charge conductivity, and inhibit or enhance
chemical reactions. In this review, we explain the effective theories of molecular polaritons which
form a basis for the interpretation and guidance of experiments at the strong coupling limit. The
theoretical discussion is illustrated with the analysis of innovative applications of strongly cou-
pled molecular-photonic systems to chemical phenomena of fundamental importance to future
technologies.
1 Introduction
Light plays a fundamental role in chemistry. It is an essential
ingredient in many biological and synthetic chemical reactions
and a basic tool for the investigation of molecular properties1,2.
However, in most cases where photons participate in a chemical
event, the interaction of light and matter is weak enough that
it may be treated as a small perturbation. In this weak-coupling
regime, radiation provides only a gateway for a molecular sys-
tem to change its quantum state. This paradigm is the basis
of spectroscopy and photochemical dynamics, but fails entirely
when the interaction of a single photon with many molecules is
intense enough to overcome their dissipative processes. In this
case, just as strongly-interacting atoms form molecules, hybrid
states (molecular polaritons) with mixed molecular and photonic
character result from the strong coupling of the electromagnetic
(EM) field with molecules3–5. In this regime, both photons and
molecular excited-states lose their individuality, just as atoms do
when they form molecules.
The generic setup of a device with polaritonic excitations con-
sists of a medium that confines electromagnetic fields to the mi-
croscale (hereafter we will refer to this as an optical microcav-
ity6,7, although strong coupling has also been achieved with
metal layers supporting plasmons8,9) and a condensed-phase
molecular ensemble with one or more bright (optical) transitions
nearly-resonant with the optical cavity. Typically, molecular tran-
sitions can be well approximated to have no wave vector depen-
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dence (since optical wavelengths are much larger than molecular
length scales) with linewidth dominated by the coupling to intra
and intermolecular degrees of freedom. Conversely, the microcav-
ity spectra shows a well-defined wave vector dependence (Fig. 1)
and homogeneous broadening due to the weak interaction with
the external EM fields6. The strong coupling regime is achieved
when the rate of energy exchange between microcavity photons
and the molecular system is larger than the rate of cavity-photon
leakage and molecular dephasing. In this case, the elementary
optical excitations (quasiparticles) of the heterostructure consist
of superpositions of delocalized (coherent) molecular states and
photonic degrees of freedom, with energies and lifetimes which
can significantly differ from those of the bare excitations. The
capacity to tune the energies and photon/molecular content of
polariton states is a main attraction of the strong coupling regime
(Sec. 2). Nevertheless, the hybrid cavity also contains a large
number of incoherent, or dark molecular states, which may be
more or less localized depending on disorder10,11, and geome-
try12 of the hybrid material. Despite their weak contribution to
the optical response, the dark states are fundamentally important
for a description of the novel chemical dynamics emergent at the
strong coupling regime.
While theoretical studies of hybrid states of light and mat-
ter date back to the 1950s3,4, and observations of atomic and
solid-state cavity-polaritons first happened in the 1980s13,14
and 1990s15,16, respectively, it is only recently that experimen-
tal17–37 and theoretical38–55 activity have flourished in the field
of strongly coupled chemistry. This attention can be attributed
in part to the experimental observations of polariton effects on
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chemical dynamics, which thus offer novel pathways for the con-
trol of molecular processes5.
In this review we provide a theoretical perspective on the recent
advances in molecular polaritons arising from electronic (organic
exciton-polaritons) or vibrational (vibrational-polaritons) degrees
of freedom. Our discussions are primarily based on quantum-
mechanical effective models, which are general enough to be ap-
plied in regimes where a classical description is inaccurate56.
Furthermore, the models discussed here describe only the rel-
evant low-energy degrees of freedom probed by experiments.
This allows a consistent and predictive description of the be-
havior of strongly coupled ensembles including a macroscopic
number of molecules. First-principles approaches are explored
in Refs.48,49,57. Finally, it is not our intent to provide a com-
plete review of the fast-growing molecular polariton literature.
We have decided to present the basic theory and illustrate it with
examples, that we believe, show general principles that might be
useful for future investigations of polariton chemistry. For reviews
on other aspects of molecular polaritons not emphasized here, see
Refs.5,8,9,58–63.
This review is organized as follows. In Sec. 2 we present the
general concepts that form the basis for molecular polaritonics.
Sec. 3 provides an overview of the theory of organic exciton-
polaritons. This is illustrated with applications to polariton-
mediated chemical reactivity (Sec. 3.3), energy transfer (Sec.
3.4) and singlet fission (Sec. 3.5). In Sec. 4 we discuss the theory
and phenomenology of vibrational-polaritons. We focus on the
effects of vibrational anharmonicity on their nonlinear response,
and revisit exciting experimental results probing the thermody-
namics and kinetics under vibrational strong coupling in Secs. 4.2
and 4.3, respectively. The ultrastrong regime of light-matter in-
teraction is briefly introduced in Sec. 5. This review is concluded
in Sec. 6.
2 Polariton basics
We introduce the basic notions of polariton behavior in this Sec.
by examining the simplest models displaying strong coupling be-
tween light and matter. The bare microcavity modes are reviewed
in Sec. 2.1, and the spectrum resulting from the strong coupling
of two-level systems with a single cavity mode is discussed in Sec.
2.2. The intuition given by the results discussed in this section
will guide all later developments.
2.1 Optical microcavity spectra
The optical cavities employed for molecular strong coupling stud-
ies generally consist of two highly-reflective (at the frequencies of
interest) parallel metallic or dielectric mirrors separated by a dis-
tance L on the order of µm6. The length of the cavity is typically
chosen to be resonant with a molecular transition. The EM modes
of these devices are classified by the in-plane wave vector q, the
integer band number m (where qz = mpi/L) associated with the
transverse confinement direction, and the electric field polariza-
tion [transverse magnetic (TM) or transverse electric (TE)]6,64
(see Fig.1a). The TE polarization is perpendicular to the inci-
dence plane, while the TM belongs to it. The former vanishes at
Fig. 1 (a) Representation of microcavity modes excited by radiation (pur-
ple) incident at angle θ . The electric field polarization of the TE modes
(red) lies along nˆq while that of TM (blue and green) has eˆq and eˆz compo-
nents. (b) Dispersion (energy as a function of mirror-plane wave vector
q) of the photonic mode of index m in microcavity with transverse length
L.
the mirrors, in contrast to the latter. However, in lossless micro-
cavities, the TM and TE modes are degenerate, and when |q| → 0
their spatial distributions become identical. The microcavity is
typically engineered to have a single band (Fig. 1b) containing a
resonance with the material (though there exist exceptions28,65).
The remaining bands are highly off-resonant, and thus, may be
neglected in a low-energy theory of polaritons. It is also some-
times useful to perform a long wavelength approximation which
disregards the spatial variation of the electric field, and includes
explicitly only a single microcavity mode which interacts with a
macroscopic collection of optically-active molecular transitions.
This is appropriate whenever the density of accessible molecular
states is much larger than the photonic (total internal reflection
of incident radiation with θ > θc (Fig. 1a) establishes a natu-
ral cut-off frequency for the cavity modes which can be accessed
by excitation with external radiation; alternatively, a cutoff can
be imposed on cavity photons which are highly-detuned from the
molecular transition39,66). Such condition is fulfilled in most ob-
servations of molecular polaritons in condensed-phase media.
2.2 Jaynes-Cummings and Tavis-Cummings models
When we introduce a bright two-level system to a single-mode
microcavity we obtain the Jaynes-Cummings (JC) model67. In
particular, it consists of a lossless cavity-mode of frequency ωc in-
teracting with a two-level system of transition energy h¯ωs. Thus,
the effective Hamiltonian of the JC model is given by
HJC = h¯ωca†a+ h¯ωsσ+σ−− h¯gs
(
a†σ−+aσ+
)
, (1)
where a
(
a†
)
is the cavity photon annihilation (creation) operator,
σ+ (σ−) creates (annihilates) excitons, and h¯gs = µ ·E
√
h¯ωc/2εVc
is the strength of the radiation-matter interaction, where ε is the
dielectric constant of the intracavity medium, Vc is the effective
mode volume of the (cavity) photon68, E is the photon electric
field amplitude at the emitter position, and µ is the transition
dipole moment of the latter. Notably, this Hamiltonian implicitly
assumes that the light-matter interaction is strong relative to the
damping of each degree of freedom, yet weak compared to both
ωc and ωs. Thus, only states with equal total number of excita-
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tions
Nexc = a†a+σ+σ− (2)
are coupled by the light-matter interaction. As a result, the
ground-state of the hybrid system is equivalent to that of the de-
coupled. The same is clearly not true for the excited-states. For
any Nexc = N > 0, HJC has two hybrid photon-matter eigenstates.
For example, the lowest-lying excited-states of the system have
Nexc = 1. They are given by (Fig. 2a)
|LP〉= cos(θJC) |g,1〉+ sin(θJC) |e,0〉 ,
|UP〉=−sin(θJC) |g,1〉+ cos(θJC) |e,0〉 , (3)
where |g,N〉(|e,N〉) denotes a state where the material is in the
ground(excited)-state and the cavity has N photons, and θJC =
tan−1 [2gs/(ωc−ωs)] is the polariton mixing-angle, which deter-
mines the probability amplitude for a photon or emitter to be
observed when the state of the system is either |LP〉 or |UP〉. The
state |LP〉 is called lower polariton, while |UP〉 is the upper po-
lariton. Their energy difference is h¯ΩR = 2h¯
√
∆2/4+g2s , where
∆ = ωc−ωs is the detuning between the photon and emitter fre-
quencies. At resonance (ωc = ωs), the LP and UP become a maxi-
mally entangled superposition of emitter and cavity photon, with
vacuum Rabi splitting h¯ΩR = 2h¯gs [the terminology refers to the
process by which introduction of an emitter to the cavity vacuum
(initial-state |e,0〉) leads to coherent (Rabi) oscillations with fre-
quency ΩR/2 in the probability to detect a photon or a material
excited-state inside the cavity69,70]. For positive detunings, the
UP (LP) has a higher photon (emitter) character, while the op-
posite is true when ωc < ωs. The JC model shows other inter-
esting features, such as photon blockade71. However, because
it contains no more than a single structureless [i.e.., the internal
(vibronic, vibro-rotational, etc) structure of molecular excitations
is not considered] emitter, the JC model is only of pedagogical
significance for chemistry, although conditions in which a single-
molecule is strongly coupled to a microcavity have only been
achieved in few studies31,72,73. In fact, for reasons we will discuss
next, most experiments which probe the strong coupling regime
employ a molecular ensemble including a macroscopic number of
emitters.
The generalization of the JC model for the case where N identi-
cal two-level emitters interact strongly with a lossless cavity mode
is denoted the Tavis-Cummings (TC)74,75 or Dicke model76. It is
described with the Hamiltonian
HTC = h¯ωca†a+ h¯ωs
N
∑
i=1
σ (i)+ σ
(i)
− − h¯gs
N
∑
i=1
(
a†σ (i)− +aσ
(i)
+
)
, (4)
where the superscript i labels each of the N emitters. Note that
while N can be very large, the emitters are assumed to occupy a
region of space where the variation of the electric field amplitude
can be neglected. The spectrum of HTC differs markedly from
that of HJC. However, the total number of excitations of the sys-
tem Nexc = a†a+∑Ni=1σ
(i)
+ σ
(i)
− remains a constant of motion. Thus,
similar to HJC, the TC model only allows hybrid states in which all
components share the same Nexc. Specifically, there exists N+ 1
basis states with Nexc = 1: a single state with all emitters in the
Fig. 2 (a) Jaynes-Cummings (JC) model: emitter and photon strongly
couple to form hybridized states termed lower and upper polaritons (LP
and UP, respectively) separated in energy by 2h¯gs; (b) Tavis-Cummings
(TC) model: N emitters interact strongly with a photon to yield polariton
(LP, UP) and N−1 dark states. The latter do not couple to light and thus
maintain the original emitter energy.
ground-state and a cavity photon, |g,1〉 ≡ |0,0,0...,0;1〉, and N
states where a single-molecule is excited and the cavity EM field
is in its ground-state, |e(i),0〉 ≡ |0,0, ...,e(i), ...,0,0;0〉 , i ∈ {1, ...,N}.
The stationary states with Nexc = 1 (Fig. 2b) not only include
the polaritons, but also a degenerate manifold of dark states
|Dµ 〉 , µ ∈ {1, ...,N − 1}, for which an orthogonal basis may be
given by delocalized non-totally-symmetric (under any permuta-
tion of the emitters) molecular excited-states orthogonal to the
permutationally-invariant bright state77,78. This can be easily
seen by rewriting HTC in terms of bright- and dark state operators,
σ (B) = 1√
N ∑
N
i=1σ
(i) and σ (Dµ ), respectively, where σ can be any
operator acting on the total Hilbert space of the two-level system
ensemble, and the normalization is chosen so that the commuta-
tion relations of the σ matrices are preserved. In this basis, HTC
is given by
HTC = h¯ωca†a+ h¯ωsσ
(B)
+ σ
(B)
− − h¯
√
Ngs
(
a†σ (B)− +aσ
(B)
+
)
+HD, (5)
where HD = h¯ωs∑N−1µ=1 σ
(Dµ )
+ σ
(Dµ )
− is the dark Hamiltonian. From
Eq. 5 and its similarity with Eq. 1, it is clear that the hybrid
eigenstates with Nexc = 1 are given by
|LP〉= cos(θTC) |g,1〉+ sin(θTC) |B,0〉 ,
|UP〉=−sin(θTC) |g,1〉+ cos(θTC) |B,0〉 , (6)
where |B,0〉 is the totally-symmetric bright emitter state
|B,0〉= N−1/2
N
∑
i=1
|e(i),0〉 , (7)
and θTC = tan−1
[
2
√
Ngs/(ωc−ωs)
]
. Notably, these states are sim-
ple generalizations of the JC polaritons provided in Eq. 3. How-
ever, the vacuum Rabi splitting given by Eq. 5 is significantly
enhanced compared to JC, as a result of the collective light-matter
coupling gs
√
N which couples a cavity photon to a delocalized
bright emitter. In fact, at resonance, the (collective) vacuum
Rabi splitting in the TC model is given by h¯ΩR = 2
√
Ngs. Since
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Fig. 3 The l.h.s. gives a pictorial representation of a set
of molecular emitters embedded in a resonant planar microcav-
ity; the r.h.s presents the cavity, emitter and polariton dispersions
[energy in terms of wave vector(q)] according to the multimode general-
ization of the TC model.
gs ∝ V
−1/2
c , it follows that h¯ΩR scales with the density of emit-
ters in the optical mode volume. Thus, it is much easier to reach
strong coupling between light and matter with a large concentra-
tion of optically-active material.
Introduction of emitter disorder and cavity losses to the JC
and TC models does not change the essential conclusions of the
above discussion as long as h¯ΩR remains larger than the broad-
ening due to the photonic and emitter damping. For instance,
while inhomogeneous broadening breaks the degeneracy and de-
localization of the dark manifold and leads to photonic trans-
fer (intensity borrowing) from the LP and UP to these states,
the fraction of transferred photon is proportional to |η/h¯ΩR|2,
where η is the energetic width of the inhomogeneous disorder.
For h¯ΩR  η , the photonic contribution to the TC dark states
is very small and may be neglected in most cases10 (though it
can be significant in cavity-absorption measurements). The same
analysis allows us to conclude that inhomogeneous broadening is
suppressed in polariton spectra. In fact, this has been repeatedly
observed in atomic and inorganic semiconductor quantum well
cavity-polaritons where the emitters are approximately structure-
less (see e.g.,79).
We emphasize the above discussion disregards any dependence
of the hybrid cavity Hamiltonian on real-space position or wave
vector. In reality, the emitters are spatially distributed within the
cavity volume and interact differently with the cavity-mode con-
tinuum (Fig. 1) according to their positions (in the case of molec-
ular systems there is also a dependence on the orientation of the
transition dipole moment). Thus, the LP and UP define bands
with dispersion given by ωLP(q) and ωUP(q), respectively (Fig. 3).
The effects of disorder are more complex in this case, since they
may lead to strong polariton localization and scattering11,80–82.
Nevertheless, if the emitter density of states (DOS) is much larger
than that of the cavity EM field, then the dark molecular modes
still constitute the majority of the states of the hybrid microcav-
ity. This observation is crucial for the investigation of relaxation
dynamics in molecular polaritons, and we devote more attention
to it in Sec. 3.2.
The aspects of the strong coupling regime discussed in this Sec.
are essential for a description of molecular polaritons. Nonethe-
less, the TC model is still too primitive for most chemistry pur-
poses since the two-level systems mimicking electronic states
carry no internal (for example, vibronic) structure which is fun-
damental for the description of molecular dynamics.
3 Organic exciton-polaritons
Organic semiconductors are suitable materials for strong coupling
due to their large transition dipole moments and sufficiently nar-
row linewidths83. In fact, the first observations of molecular
cavity-polaritons originated from the coupling of an optical mi-
crocavity with the organic excitons of a Zn-porphyrin dye17, and
later with J-aggregate films84. Recent years have seen many re-
markable developments including demonstrations of reversible
optical switching24, suppression of photochemical reactivity26,
room-temperature polariton lasing22 and Bose-Einstein conden-
sation85, enhanced charge conductivity86, and long-range exci-
tation energy transfer30,87,88. We introduce the effective Hamil-
tonian of organic polaritons in Sec. 3.1, review their relaxation
dynamics in Sec. 3.2, and discuss some of their applications in
light of the presented theoretical framework in Secs 3.3, 3.4, and
3.5.
3.1 Effective descriptions
The main novelty introduced by organic (Frenkel) exciton-
polaritons83,99 is the significant local vibronic coupling of the
molecular excited-states with inter and intramolecular vibrational
modes. This gives rise to inhomogeneously broadened linewidths,
vibronic progressions, and Stokes shifts in the optical spectra of
organic systems83,99. It also gives rise to photochemical reactiv-
ity. Thus, it is unsurprising that vibronic coupling—absent from
the JC and TC models—is a source of novel organic exciton-
polariton behavior. The simplest way exciton-phonon coupling
affects polariton behavior is by introducing an efficient channel
for nonradiative polariton decay (Table I). This happens because
observed organic microcavity Rabi splittings are of the order of
a few hundred meVs (Table I). In this energy interval, it is com-
mon for the molecular environment to have significant phonon
DOS, which therefore plays an important role in assisting polari-
ton relaxation. Agranovich et al. first recognized in a seminal
work11 the effects of inhomogeneities on the organic polariton
spectrum, and similarly, the role of resonant phonon emission
and absorption on polariton relaxation dynamics. In particular,
in Ref.11, the authors employed a macroscopic electrodynamics
model to show that when the main source of disorder is inhomo-
geneous broadening of the molecular system (typically the case
for organic microcavities), only the LP and UP states within a spe-
cific region of wave vector space (near the photon-exciton reso-
nance) achieve large coherence lengths (typically a few µm)11,25.
The remaining states with significant molecular character may be
considered for practical purposes to form an incoherent reservoir
[containing both the dark states described in Sec. 2.2 (Fig. 2)
and also polaritons localized due to inhomogeneities] which is
weakly-coupled to the cavity. Given that the latter are much more
numerous than molecular polaritons, they form energy traps fun-
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Table 1 Timescales relevant for the description of organic (J-aggregate) microcavity relaxation dynamics
Process Initial state(s) Final state(s) Timescale Ref.
Rabi splitting — —
15−50 fs
(80−300 meV)
89
Cavity leakage cavity photon — 35−100 fs 90,91
exciton — 10−1000 fs 92,93
UP incoherent excitons ∼ 50 fs 11
Vibrational relaxation incoherent excitons LP ∼ 10 ps 94
incoherent excitons UP ∼ 1 µs 95
UP — ∼ 100 fs 91
Photoluminescence LP — ∼ 1 ps 96
bare exciton — ∼ 1−20 ps 27,96–98
damentally important in relaxation dynamics, as we discuss in
Secs. 3.2, 3.4, and 3.5. Here we note that while the treatment
in Ref.11 is phenomenological, its fundamental conclusions were
later confirmed by various numerical simulations and experimen-
tal data80,81,94,100,101. We discuss the relaxation dynamics of or-
ganic microcavities according to this picture in more detail in Sec.
3.2.
An alternative approach to the investigation of organic cavity-
polaritons was introduced by C´wik et al.38, who investigated their
properties with a generalization of the Holstein Hamiltonian102
appropriate for the study of strongly coupled systems. In this
Holstein-Tavis-Cummings (HTC) model, the TC emitters (Eq. 5)
are assigned one or more independent vibrational degrees of free-
dom; these are linearly coupled to each organic exciton in accor-
dance with the displaced oscillator model of vibronic coupling102
Hexc-ph =
N
∑
i=1
Nph
∑
j=1
λ jh¯ω jσ
(i)
+ σ
(i)
− (bi j+b
†
i j), (8)
where the exciton operators follow the notation of the previous
section, bi j(ω j) is the annihilation operator (natural frequency)
of a harmonic phonon mode coupled to the ith-exciton, and λ j
is the dimensionless vibronic coupling constant99. Thus, in the
absence of disorder, the (single-cavity mode) HTC Hamiltonian is
given by
HHTC = HTC+Hph+Hexc-ph, (9)
where Hph = ∑Ni=1∑
Nph
j=1 h¯ω jb
†
i jbi j generates the free dynamics
of Nph phonon modes per exciton. The single-photon (exci-
ton) eigenstates of Eq. 9 (with a single phonon mode per
molecule) were systematically investigated by Herrera and Spano
in Refs.40,45,62,103 (see also50,104). These authors reported qual-
itatively distinct stationary states for HHTC depending on the ra-
tio of Rabi splitting and phonon frequency ΩR/ωv. An important
limit (with consequences discussed in Sec. 3.3 and 3.5) occurs
when the light-matter interaction is much stronger than the lo-
cal vibronic coupling, i.e., ΩR/λvωv  1. In this case, the phe-
nomenon of polaron decoupling is manifested40,105. This refers to
a significant suppression of the vibronic coupling in the polariton
states of a molecular ensemble strongly coupled to a microcav-
ity (as discussed in Sec. 2.2). It occurs as a consequence of the
delocalized character of the polariton states (inherited from the
photonic coherence volume and forced by the strong light-matter
interaction); when the Rabi splitting is a few times larger than
the considered vibronic couplings, the polaritons become (to a
large extent) immune to the local (vibronic) perturbations act-
ing on the excitonic states. This intuitive effect was studied long
ago, as it is also the reason that delocalized excitations of or-
ganic J-aggregates have narrower lineshapes and weaker Stokes
shift than the corresponding monomers106. Further discussion
of the different regimes of the HTC model is given in Refs.50,62.
It was also applied to the study of polariton effects on electron
transfer40 (Sec. 3.3), Raman spectrum107, and organic polari-
ton photoluminescence103. Notably, when vibrational relaxation
and cavity leakage happen at comparable rates to the Rabi fre-
quency62, the behavior of the HTC eigenstates is essentially sim-
ilar to that given by the theory first introduced by Agranovich et
al.11. In this case, a simpler kinetic approach11,62 where vibronic
coupling acts a weak perturbation inducing incoherent scattering
(see next Secs.) is well-suited to the description of organic polari-
ton relaxation dynamics and photoluminescence. In particular,
simulations of both phenomena are consistent with the LP be-
ing the main source of photoluminescence in microcavity experi-
ments (though it was recently shown that with surface plasmons
as the electromagnetic component, van Hove singularities arise
and enable ultrafast photoluminescence from the UP51). Given
the timescales presented in Table I, the incoherent treatment of
polariton-phonon dynamics is well-justified in many cases. Our
further considerations will be based on it unless otherwise men-
tioned.
3.2 Relaxation dynamics
Given the lossy character of the microcavities and plasmonic lay-
ers routinely employed in in strong coupling experiments6, any
practical use of organic polariton devices must account for the
dissipative processes which may affect their performance. Typi-
cally, the damping of both bare cavity-photons and organic exci-
tons can be reasonably approximated with a Markovian Master
equation treatment108,109. Said approach assumes these degrees
of freedom interact weakly with a macroscopic bath characterized
by its system-dependent spectral density108. A choice needs to be
made of whether each molecule has an independent bath, or a
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Fig. 4 Effect of DOS on vibrational-relaxation dynamics in the regime
of strong coupling between N excitons and a single photon mode. For
large N, decay from UP to dark states (DOS ≈ (N−1)/exciton linewidth)
is much faster compared to that from dark states to LP (DOS ≈
1/LP linewidth) because transition rate scales with final DOS. When
many modes are considered, the polariton bands have larger DOS but
still much smaller than their dark state counterpart.
single set of environment modes interacts with all excitons. Both
situations were explored in the work of del Pino et al.39 (the pure-
dephasing rates given in this work were corrected in Ref.110). Our
discussion will assume the independent-baths scenario, which is
the more realistic description for the study of disordered organic
aggregates.
The main dissipation channel for molecular polaritons involves
the coupling of their photonic part to the external EM field modes
via transmission through the cavity mirrors6,111. This happens
because most experiments employ optical resonators with low
quality factor Q(= ωc/κ, where κ is the cavity leakage rate and
also the full-width at half-maximum of the cavity mode of inter-
est), thus leading to cavity-photon escape rates which are faster
than molecular fluorescence or nonradiative decay (Table I).
As mentioned, organic exciton-polaritons may also decay non-
radiatively by vibronic coupling with molecular phonon modes
(Table 1). Such relaxation occurs between polariton and dark
states and is well described with Fermi’s golden rule (FGR)112.
According to this framework, a quantum transition with higher
density of final states will exhibit a faster rate compared to that
with lower DOS if both processes are mediated by the same per-
turbations. The prominence of this DOS dependence in organic
polariton relaxation dynamics was first characterized in Ref.11,
which showed that via local phonon emission (Eq. 8), the UP
decays to the dark manifold much faster than the latter decays
to the LP (Fig. 4). Agranovich et al.11 considered a single
Raman-active phonon-mode113 with frequency nearly matching
the Rabi splitting in Eq. 8 and inhomogeneously broadened spec-
tral distribution of incoherent excitons for the dark band. The
resulting vibrational-relaxation time to these “dark" states (with
one phonon) from the UP (with zero phonons and formed from
exciton-resonant cavity-mode) was determined to be ∼ 50 fs (Ta-
ble 1). This timescale is in good agreement with the low UP pho-
toluminescence observed experimentally, given that the typical
resolution of these measurements is on the order of 100 fs30. In
contrast, a timescale of ∼ 10 ps (Table 1) for the transition from
the dark states to the LP band was obtained in Ref.94. Qualita-
tively, the difference between the rates of these relaxation pro-
cesses is a direct manifestation of the final DOS in each case
(Fig. 4). Indeed, even when considering light-matter coupling
to the entire cavity-mode continuum (Sec. 2.1), the vast major-
ity (70−99%)11,94,114 of states with significant exciton character
are dark/incoherent. Therefore, the latter form a reservoir which
acts as an energy sink. While inelastic scattering of dark modes
may also increase the UP population, this process is relatively
suppressed (timescale ∼ 1 µs; Table 1) as dictated by detailed
balance. To further corroborate the association of vibrational
relaxation with photoluminescence, Michetti and LaRocca sim-
ulated organic microcavity emission with a kinetic model based
on rates obtained with FGR91,115. Experimental results were ac-
curately reproduced, specifically the ratio of photoluminescence
intensity of both polariton bands, as well as their temperature
dependence91,115.
3.3 Polariton-mediated photochemical reactivity
The first report of drastic effects of polaritons on photochemistry
was given by Hutchison et al.26. In particular, a reduced rate was
observed for spiropyran-merocyanine photoisomerization under
conditions where the product of the transformation is resonant
with the optical cavity. Later, Galego et al.41 showed a mech-
anism for the suppression of polariton-mediated photochemical
reactions where the reactants are the strongly coupled species. In
this case, the reaction rate decreases because the effective LP po-
tential energy surface (PES) has a contribution from the (largely)
non-reactive electronic ground-state PES (the reaction was as-
sumed to proceed through the LP)41. Yet another example of
polariton-mediated chemical reactivity was presented by Herrera
and Spano40. In this work, the regime of polaron decoupling
(Sec. 3.1) was assumed to show that nonadiabatic intramolecular
electron transfer (ET) rates can be enhanced or suppressed when
the electron-donor is strongly coupled with an optical cavity. A
lower (higher) ET rate was shown to arise when the bare excited-
donor and acceptor equilibrium geometries are displaced along
the same (opposite) direction(s) relative to the electronic ground-
state. In this case, the strong light-matter interaction induces a
reduction (increase) of the difference between the electronically
excited donor and acceptor equilibrium geometries, which effec-
tively accelerates (inhibits) the reaction. Given that the energet-
ics of the electronically excited-states determines the ET driving
force, the manipulation of the polariton energies (Sec. 2.2) pro-
vides yet another knob for the control of ET processes.
3.4 Polariton-assisted remote long-range energy transfer
Excitation energy transfer (EET) converts the excitation of a
donor (D) molecular species into that of a resonant acceptor (A)
species99. In most cases, this process is mediated by nonradiative
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Fig. 5 Representations of polariton-assisted remote energy tranfer
(PARET), where donor-acceptor separation ∆z ≈ 1 µm for various cases
of strong coupling to surface plasmons. (a) “Carnival effect” i.e., role-
reversed) PARET from dense slab of acceptors (featuring SC to SPs) to
dilute monolayer of donors. Inset: cartoon highlighting the “carnival ef-
fect”, or role reversal, between donors and acceptors. (b) PARET from
dense slab of strongly coupled donors to dilute monolayer of acceptors.
(c) PARET from dense slab of donors to dense slab of acceptors (both
are strongly coupled to SPs). Inset: cartoon illustrating the vibrational
relaxation that mediates PARET in this case.
dipole-dipole interactions and referred to as Förster resonance
energy transfer (FRET)116. However, it is limited to molecular
separations of ∼ 1−10 nm117. Recently, it has been shown exper-
imentally that efficient long-range EET can be achieved in organic
microcavities at the strong coupling regime30,87,88. A variant of
this process was first studied by Basko et al.118, who investigated
the effects of acceptor strong coupling on the decay of weakly-
coupled donor excited-states without emphasis on the distance-
independent character of the microcavity energy transfer. In a
recent work53, we provided a comprehensive theory of this phe-
nomenon, which was denoted by polariton-assisted remote energy
transfer (PARET, Fig. 5). The setup included separated donor and
acceptor molecular slabs placed above a plasmonic layer. The
distance-dependence of energy transfer rates was examined for
exclusive donor or acceptor strong coupling, and also for the case
where both chemical species are strongly coupled to the plas-
monic layer. The effective Hamiltonian we employed is a simple
generalization of the previously discussed models; it is given by
H = HD+HA+HP+HDA+HDP+HAP, (10)
where the first two terms on the right-hand side are HTC Hamil-
tonians (Eq. 9)—except modified to include spatial variations in
the light-matter coupling—for donor and acceptors. Similarly, the
SPs are described by HP, which contains terms that describe both
coherent and lossy plasmon dynamics. The interaction part of
Eq. 10 includes the weak dipole-dipole coupling between donor
and acceptor states (HDA) and plasmon resonance energy trans-
fer (PRET) between excitons and SPs (HDP,HAP)119. Each strong
coupling scenario (whether only one or both molecular slabs are
strongly coupled) is associated to a distinct partitioning of H into
a zeroth-order Hamiltonian H0 and a (weak) perturbation V . For
instance, when the donor is the only strongly coupled species
(Fig. 5b), H0 = HA +HD +HP +HDP and V = HDA +HAP. Given
the partitioning appropriate for each scenario, the EET rates are
obtained with FGR. In this case, EET from donor polaritons to
bare acceptors was theoretically predicted to happen even at mi-
cron donor-acceptor separations53. Such PARET is attributable
to the PRET contribution, which evanescently decays from the
metal surface across distances as long as microns depending on
the wave vector of the resonant SP. In contrast, the EET rate from
the purely excitonic (donor) dark states to acceptors approaches
that obtained in bare FRET for a sufficiently thick donor slab, as
intuitively expected from a dense set of purely excitonic states.
Conversely, strong coupling to only acceptors actually leads to a
donor-to-polariton rate that is significantly smaller than the bare
FRET. In analogy to our discussion of relaxation dynamics in Sec.
3.2, this arises because the polariton band onto which the trans-
fer is expected to happen has a much lower DOS than the dark
state manifold. Furthermore, as in donor-exclusive strong cou-
pling, the donor-to-dark-acceptors EET rate converges to the bare
FRET rate (for a sufficiently thick acceptor slab). However, for
intense enough acceptor-SP coupling, the donors and acceptors
actually reverse roles (“carnival effect", Fig. 5a)53. In contrast,
in a different regime where strong coupling is realized with both
donors and acceptors (Fig. 5c), long-rate EET is mediated by
vibrational relaxation53. This induces transitions among polari-
tons—delocalized across donors and acceptors—and dark states
with common excitonic character. By the same DOS arguments
just discussed, EET to polaritons is much slower than that to the
dark state manifolds. Nevertheless, the former is calculated to
outcompete fluorescence, and the latter occurs as fast as molecu-
lar vibrational relaxation53. Consequently, PARET from a mainly-
donor to a mostly-acceptor state is theoretically attainable for
chromophoric-slab separations of at least hundreds of nm. In fact,
the computed rates for this case are in qualitative agreement with
experimental data, even when the nature of the electromagnetic
modes differ from one study to the other87.
It is worth mentioning that other schemes have been theoreti-
cally proposed to enhance excitation energy transport by exploit-
ing strong light-matter coupling120,121 (in conjunction with novel
methods of topological protection122,123).
3.5 Polariton-assisted singlet fission
Singlet fission (SF) is a spin-allowed process where a (one-body)
singlet exciton is converted into a (two-body) triplet-triplet (TT)
state with vanishing total spin (Fig. 6)124,125. This phenomenon
is of fundamental importance to the energy sciences, as it has
been proven to enhance the efficiency of organic solar cells126,127
by increasing the number of excitons produced per photon ab-
sorbed by an organic photovoltaic device, i.e., the external quan-
tum yield (EQY). Given the demonstrated ability of molecular po-
laritons to influence chemical dynamics, it is natural to enquire
what possibilities exist for the control of singlet fission in organic
microcavities.
In Ref.54, we proposed a model for the investigation of
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Fig. 6 Pictorial representation of singlet fission in pentacene. Blue (red)
denotes a singlet (triplet) exciton.
polariton-assisted SF of acene chains in a microcavity which, for
comparison purposes, also considered the competition of SF with
other singlet quenching mechanisms. In order to quantitatively
establish the effects of strong coupling on TT yield, Martínez-
Martínez et al. employed the Pauli master equation formal-
ism99,108. The results highlight again (Secs. 3.2 and 3.4) the
essential (Fig. 4) influence of strong coupling on the DOS of
donor and acceptor manifolds: the polariton manifold has a small
DOS in comparison to the dark and TT. As a consequence, polari-
ton decay to either dark or TT states is significantly faster than
the reverse process. Another important finding is that to achieve
polariton-based enhancement in the TT yield of an arbitrary SF
material, the ideal candidate must have ∆GSF = ETT−ES 0 (see
Fig. 7). In this way, for sufficiently large Rabi splitting, the LP
can be tuned close to resonance with a high-frequency bath mode
(known as the inner-sphere in Marcus theory literature128) of the
TT states. This reduces the energy barrier between the donor
(LP) and acceptor states with respect to the bare material. More-
over, detailed balance implies thermal suppression of vibrational
relaxation upward from LP to dark states at large Rabi splittings,
and the most favorable decay channel directs singlet excited-state
population to the TT manifold. In summary, Ref.54 indicates that
under experimentally accessible conditions polariton-assisted SF
can outcompete SF quenching mechanisms, and turn materials
with poor EQY into highly-efficient sensitizers.
4 Vibrational-polaritons
Vibrational-polaritons occur when dipole-active molecular vibra-
tions interact strongly with the EM field of a microcavity (Fig. 8).
Studies of these novel excitations are stimulated by the possibil-
ities they may offer for the selective control of chemical bonds.
In particular, there exists interest in employing vibrational strong
coupling (VSC) to e.g., catalyze or inhibit chemical reactions29,
suppress or enhance intramolecular vibrational relaxation, and
control the nonlinear optical response of molecular systems in the
infrared (IR)36,129. Furthermore, vibrational-polaritons might
also provide desired novel sources of coherent mid-IR light.
Solid-state phonon-polaritons have been investigated since the
1960s130,131, and some early studies of liquid-phase molecu-
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Fig. 7 Scheme of the transfer processes relevant to SF under normal
(top) and strong coupling (bottom) conditions. Solid (jagged) arrows in-
dicate radiative (nonradiative) decay processes. Dashed arrows account
for transitions between states with different electronic character. Thicker
lines indicate larger DOS.
lar vibrational-polaritons date back to the 1980s132. However,
it is only recently that cavity (or surface-plasmon) vibrational-
polaritons have been observed and systematically studied in the
polymeric, liquid, and solution-phases28,29,34,133–143. This is im-
portant because many important chemical reactions happen in
the liquid-phase. Notably, under illumination with weak fields,
the response of vibrational microcavities is similar to that of or-
ganic exciton-polaritons144. However, fundamentally novel be-
havior of vibrational-polaritons can be observed when higher ex-
citations145,146 of the hybrid system are optically36,55,129,140 or
thermally29,147 accessed. In this Sec. we provide an overview
of the properties of vibrational-polaritons with emphasis on their
features which are qualitatively distinct from those of exciton-
polaritons. We review the basic theory of VSC in Sec. 4.1, and
discuss recently reported experimental and theoretical results on
the nonlinear interactions of vibrational-polaritons in Sec. 4.2.
We conclude our discussion of IR strong coupling with some com-
ments on recent tantalizing experimental observations of non-
trivial VSC effects on chemical reactivity and IR emission which
have been reported by the Ebbesen group29,147.
4.1 Basic features of vibrational strong coupling
In contrast to the electronic, the dynamics of a bare vibrational
degree of freedom can be well-approximated at low energies by
a weakly anharmonic oscillator148. This implies, e.g., that the
v = 1→ v = 2 vibrational transition frequency ω12 is only weakly
detuned from ω01, and the effective transition dipole moment µ12
can be expressed as µ12 =
√
2µ01(1+ β ) where β is typically a
small number. However, these anharmonic properties can only
be manifested in experiments that probe the nonlinear145,149 op-
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tical response of vibrational-polaritons (Sec. 4.2). Still, there
are important differences between the linear optical response of
vibrational- and organic exciton-polaritons. For instance, while
the excitonic strong coupling of organic aggregates is facilitated
by their large transition dipole moments (e.g., µ01 ≈ 5− 15 D in
the case of J-aggregates150), the intensity of vibrational tran-
sitions is often much weaker in comparison (in general µ01 <
1.5 D). Thus, the Rabi splittings of vibrational-polaritons (5− 20
meV29,34,133–135,138,139,143) are generally weaker than those of
organic microcavities (Table 1). However, vibrational linewidths
are often much smaller compared to those of organic excitons.
In addition, resonant IR microcavities have lower photon leak-
age rates (0.1−5 ps29,34,133–135,138,139,143) than the organic (Ta-
ble 1), for the wavelength of vibrational transitions generally be-
longs to the mid-IR (λ = 3− 30 µm)6. Thus, there exist many
opportunities for strong coupling of cavity EM fields with molec-
ular vibrational degrees of freedom. Typically, molecular vibra-
tions with large absorptivity are dominated by polar functional
groups such as carbonyl (C=O), amide (H2N−C=O) and cyanide
(C ≡ N). In fact, most of the observed vibrational-polaritons
arose from the strong coupling of IR cavities with the C = O
or C ≡ N bonds of organic polymers133,135,137, neat organic liq-
uids134, polypeptides139, transition metal complexes28,138, and
liquid crystals151. Yet, given the dependence of the collective
Rabi splitting on the molecular density, there is no requirement
that the strongly coupled bonds need to be significantly polariz-
able; in fact, vibrational-polaritons have been also been reported
for alkene (C=C)134, and silane C−Si29 bonds. Based on the
Fig. 8 Representation of strong coupling between a planar optical cavity
and the carbonyl bonds of polyvinyl acetate chains.
discussion above, the harmonic Hamiltonian describing VSC of a
lossless single-mode IR cavity with an ensemble of N independent
identical molecular vibrational modes is given by
H(0) = h¯ωca†a+ h¯ω0
N
∑
i=1
b†i bi− h¯gs
N
∑
i=1
(
b†i a+a
†bi
)
, (11)
where bi (b
†
i ) denotes the bosonic annihilation (creation) operator
for the vibration localized at molecule i, and the other constants
are defined in Sec. 2. A more realistic description of the system
would include the dissipative dynamics of both cavity and matter
degrees of freedom. However, here simplifications arise relative
to the description of organic exciton-polaritons: vibrational spec-
tra show no Stokes shift, and their absorption bands are in some
cases dominated by homogeneous broadening. Thus, it is in gen-
eral easier to model the effects of cavity and vibrational damping
on the polariton linewidths. In particular, the vibrational envi-
ronment (represented by both intra and intermolecular degrees
of freedom) may be accurately modeled as a thermal distribution
of harmonic oscillators (bath) which interact weakly with the sys-
tem108. It is again reasonable to assume that the bath of each
vibrational degree of freedom is independent (Sec. 3.2). Under
these conditions and the usual assumptions of dissipative Marko-
vian dynamics99,109, it can be shown that the IR cavity optical
response is determined by the normal mode frequencies and dis-
sipation rates of the classical problem of two coupled damped
oscillators representing the cavity photon and the bright (totally-
symmetric) superposition of molecular excited-states (see e.g.,
the Supporting Information of55).
4.2 Transient vibrational-polaritons
The first pump-probe (pp) spectra of vibrational-polaritons were
obtained by Dunkelberger et al.140. These experiments em-
ployed liquid-phase solutions of W(CO)6 in hexane. The T1u
triply-degenerate carbonyl mode was chosen to couple to the cav-
ity as its effective transition dipole moment is relatively large
(≈ 1D), and its linewidth is sufficiently small (≈ 3 cm−1). Fur-
ther insight on the nonlinear behavior of W(CO)6 vibrational-
polaritons was reported recently by Xiang et al.129, who also
provided the first 2D spectra of vibrational-polaritons. Both
the pp and 2D spectra showed unambiguous evidence of asym-
metric polariton—polariton and polariton—dark state interac-
tions129,140, even when linear reflectivity measurements showed
equally-intense LP and UP response. In particular, the IR cav-
ity differential probe transmission (pp transmission minus linear
probe transmission) displayed a consistently large (small) nega-
tive feature at the linear LP (UP) frequency, and positive shifted
(relative to the linear spectrum) transmission resonances for the
LP and UP (Fig. 9). These observations were interpreted in
Ref.55 with a microscopic model of vibrational-polaritons which
included the effect of vibrational anharmonicity on the polari-
ton optical response. Both mechanical and electrical nonlinear-
ities were added to the model described by Eq. 11. Mechani-
cal (or bond) anharmonicity represents the tendency that bonds
break at high energies, while electrical anharmonicity occurs due
to nonlinearity of the effective vibrational transition dipole mo-
ment with respect to small displacements of the nuclei from equi-
librium (e.g., due to non-Condon effects152–154). In practice, the
main effect of mechanical and electrical nonlinearities is to red-
shift overtone transitions from the fundamental and give band
absorption intensities which violate the harmonic oscillator scal-
ing, respectively. Thus, the effective Hamiltonian of anharmonic
vibrational-polaritons interacting with a single cavity-mode can
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be written as55
H = H(0)− h¯α
N
∑
i=1
b†i b
†
i bibi− h¯β
N
∑
i=1
(
b†i b
†
i bia+a
†b†i bibi
)
, (12)
where α characterizes mechanical anharmonicity, i.e.., 2α =ω12−
ω10, and β parametrizes the deviation of µ12 from that predicted
for a harmonic dipole. This theory provided pp spectra with the
same essential features as experimentally reported (Fig. 9)55,129.
It shows that the pump-probe transmission contains three reso-
nances resulting from the interaction of cavity photons with a
population of molecular vibrations in the ground and first excited-
states (the latter of which is a byproduct of the pump excitation
of the system at earlier times). The largely suppressed probe-
transmission (large negative signal in Fig. 9) in a neighborhood
of the linear LP frequency is a result of its near-resonance with
the 1 → 2 transition of dark states. The effect of the nonlin-
Fig. 9 Experimental and theoretical pump-probe (differential) transmis-
sion spectra of strongly coupled W(CO)6 in an optical microcavity 55.
These results correspond to the case where the cavity photon and the
molecular vibration (asymmetric C=O stretch) are resonant.
earity is weaker in UP since its frequency is highly off-resonant
with ω12 (Fig. 10). Given that vibrational anharmonicity gen-
erally manifests as ω12 < ω01, the much larger anharmonicity
of LP (compared to UP) is expected to be a generic feature of
IR microcavities. In other words, the studies discussed in this
Sec. indicate that vibrational-LP modes are softer than the UP.
Further corroboration of this theory came in a recent study by
Dunkelberger et al.36 who measured the pump-probe spectra of
the W(CO)6−hexane system at low concentrations such that the
Rabi splitting was small enough for the LP to be off-resonant with
ω12 by nearly 10 cm−1 (in this case, given that the LP and UP
are both significantly off-resonant with ω12, the asymmetry in the
transient polariton response is diminished).
4.3 Applications: Chemical kinetics and thermal emission
We conclude our discussion of vibrational-polaritons by mention-
ing two recent observations of the effects of VSC on chemical re-
actions and thermal emission. First, Thomas et al.29 provided
conclusive evidence that an organic silane deprotection reaction
proceeds via a different mechanism under conditions where the
C−Si bond is strongly coupled to an optical microcavity, even
in the absence of external photon pumping of the polariton sys-
Fig. 10 Energy level hybridization diagram including the photonic (ωc)
and vibrational transitions (ω01,ω12) involved in the formation of linear
[LP(1),UP(1)] and (effective) transient vibrational-polaritons [UP(2), and
the combination of LP(1) and the 1→ 2 vibrational transition] 129. Note
the significant interaction between the linear LP mode and the 1→ 2 ex-
citations (represented by the coefficient c) arising from the incoherent
population of vibrational modes induced by a pump after sufficiently long
probe-delay times (see text).
tem. Specifically, the reaction rate was measured as a function
of temperature under normal and VSC conditions, and the re-
sulting kinetic curves provide transition-state theory estimates for
the entropy and enthalpy of activation. The entropy of activa-
tion was reported to be positive under VSC, but negative other-
wise. In addition, the kinetics was strongly dependent on the Rabi
splitting and, e.g., under weak coupling, the reaction rate was
indistinguishable from that measured outside the cavity. Simi-
larly puzzling results were shown recently by Chervy et al.147,
who reported non-thermalized thermal emission of cavity (C=O)
vibrational-polaritons of an organic polymer at 373 K. It was also
observed that while the bare polymer and cavity emission spectra
matched the theoretical thermal emission, the strongly coupled
system showed emission peaks at frequencies displaced from the
expected (based on the linear optical spectra).
These experiments show the rich dynamics featured by
vibrational-polaritons. They have in common the fact that both
investigated phenomena arise from thermally-activated anhar-
monic excited-state dynamics of vibrational-polaritons. Further
work is needed to understand the sources of the observed behav-
iors. We expect that their microscopic interpretation will likely
shed light on novel ways to control chemical bonds with VSC.
5 Ultrastrong coupling
All of our previous considerations assumed that the (collective)
Rabi splitting was stronger than the dissipative couplings of the
bare molecule (or cavity), but also much weaker than the transi-
tion energy of interest. The ultrastrong coupling (USC) regime is
characterized by the violation of the latter assumption155,156. In
particular, the onset of USC is conventionally defined to arise for
vacuum Rabi splittings that satisfy ΩR/ω0 > 10%155,157. When
this condition is fulfilled, significant deviations from the approxi-
mate light-matter coupling assumed in Eqs. 1 and 4 become rel-
evant. In particular, at USC, states with different excitation num-
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ber (number of photons + molecular excited-states) are allowed
to hybridize, while our previous discussion assumed that the in-
teraction of radiation with bright-molecular states preserves the
total excitation number of the systems. An essential consequence
is that while the ground-state of a strongly coupled system (|0〉)
is indistinguishable from the decoupled where all degrees of free-
dom are at their ground-state, the lowest-energy state of an ul-
trastrongly coupled system is a superposition of states consisting
of correlated photons and delocalized bright molecular excita-
tions155,156. Notably, molecular USC was first achieved less than
ten years ago24. While this field has seen considerable progress
including recent reports of organic exciton24,158–161 and vibra-
tional USC162, the exploration of USC effects on chemical trans-
formations is only beginning to be understood. We discuss a spe-
cific case below.
In a recent work52, we studied the effects of USC in the elec-
tronic ground-state energy landscape of a molecular ensemble. In
particular, we considered a simplified model of a molecular slab
interacting with a plasmonic field in the USC regime. The Born-
Oppenheimer Hamiltonian of the system is given by
HBO = Tnuc+Hel(R), (13)
where Tnuc is the total nuclear kinetic energy operator, R denotes
the nuclear configuration of all molecules, and
Hel(R) = Hg(R)+Hpl+He(R)+Hpl-e(R), (14)
where Hg(R) = ∑n h¯ωg(Rn) is the Born-Oppenheimer electronic
ground-state energy of the ensemble at an arbitrary nuclear con-
figuration {Rn} (Rn is the nuclear coordinate of molecule lo-
cated at site n within the molecular slab), Hpl = ∑k h¯ωka
†
kak is
the Hamiltonian of bare plasmon modes with dispersion E(k) =
h¯ωk (where k is the plasmon in-plane wave vector) and cre-
ation (annihilation) operators a†k (ak). The exciton Hamiltonian
for ensemble nuclear configuration {Rn} is given by He(R) =
∑n
[
h¯ωe(Rn)− h¯ωg(Rn)
]
b†n(Rn)bn(Rn), where b
†
n(Rn) [bn(Rn)] is
the creation (annihilation) operator of the nth-site. The exciton-
plasmon interaction is given by
Hpl-e(R) =∑
k
∑
n
h¯gnk(Rn)
(
a†k+ak
)[
b†n(Rn)+bn(Rn)
]
, (15)
where gnk(Rn) is the interaction between the plasmon with wave
vector k and the nth exciton. It depends on the position and ge-
ometry of the molecule since the plasmonic electric fields vary in
space and the molecular transition dipole moment is assumed to
depend on Rn. Notice the explicit inclusion in Hpl-e of terms that
do not preserve the total number of excitations (see also Fig. 11).
We also note that the maximal value of the collective couplings
obtained with this model does not surpass 20% of the exciton
gap; this justifies the neglect of the EM field diamagnetic terms
in Eq. 14163. The molecules that constitute the referred ensem-
ble can undergo isomerization. This is described by the electronic
ground and excited adiabatic PESs, h¯ωg(Rn) and h¯ωe(Rn), respec-
tively. The former has a double-well structure and an avoided-
crossing with the latter. Ref.52 analyzed various cross-sections of
the dressed (collective) ground-state PES arising under USC. This
Fig. 11 Feynman diagram for spontaneous production of correlated
exciton-photon pairs from the bare system ground-state |0〉. This pro-
cess is significant in the ultrastrong coupling regime where light-matter
couplings of the form (a†−kb
†
k+h.c.) become relevant (see Eq. 15)
included the cut where all molecular coordinates were frozen at
the reactant configuration except for a single molecule. Thus,
such reaction coordinate represents an effective single-molecule
PES. However, it was observed that the effective reaction bar-
rier is almost unaffected by the collective light-matter coupling.
Rather, the maximal energetic shifts induced by USC were iden-
tified as Lamb shifts which are small in comparison to the ther-
mal energy. However, these results do not discourage further ap-
plication of the ultrastrong coupling to chemical systems. The
conditions studied in Ref.52 were such that the light-matter in-
teraction was near the edge of the USC regime, where the total
exciton (photon) population in the ground-state is small, and a
perturbative treatment of their effects is valid. In this case, the
USC ground-state deviation from the bare system is nearly incon-
sequential. We believe that future theoretical and experimental
studies of USC in the non-perturbative regime will present novel
possibilities for electronic ground-state chemical dynamics.
6 Epilogue
We hope to have convinced the reader that: (i) the phenomena
emergent from the (ultra)strong coupling regime presents novel
opportunities for the control of chemical transformations induced
by electronic and vibrational dynamics, and (ii) there remains
much experimental and theoretical work to be done to unravel
all of the intricacies and possibilities of polariton-mediated chem-
istry. Future experimental work will certainly entertain creative
ways to steer chemical events using optical cavities in various
regimes of external pumping and thermodynamic conditions, as
well as new opportunities to harness many-body quantum effects
towards the control of physicochemical properties of molecules.
From the theoretical perspective, we expect novel applications
and further development of effective condensed matter theories
that describe the emergent phenomenology afforded by molecu-
lar polaritons. As we have shown here, these theories are par-
ticularly powerful in predicting nontrivial thermodynamic-limit
behavior which can be directly employed to guide experiments.
Lastly, there is a push towards the development of ab initio quan-
tum chemistry and quantum and semiclassical dynamics method-
ologies to simulate molecular polaritonic systems with atomistic
detail43,57,164–166. Future studies of molecular polariton the-
ory are expected to integrate quantum optics with the standard
toolbox of chemical dynamics including e.g., surface-hopping
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methods167, quantum master equations and path-integral ap-
proaches168,169. Still, the complex interplay between electronic,
nuclear, and photonic degrees of freedom in complex dissipative
environments presents a whole new set of challenges for compu-
tational methods, which will require novel solutions.
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