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ABSTRACT 
 
  
STRUCTURAL AND CHEMICAL CHARACTERIZATION OF COMPLEX 
NANOMATERIALS AT ATOMIC RESOLUTION 
 
Sergio Ismael Sanchez, Ph. D. 
Department of Chemistry 
University of Illinois at Urbana-Champaign, 2011 
Ralph G. Nuzzo, Adviser 
 
Catalytic and energetic nanomaterials are analyzed chemically and structurally in atomistic detail. 
Examination of the prototypical, industrial catalyst, Pt nanoparticles supported on γ-Al2O3, using 
X-ray absorption spectroscopy (XAS) and scanning transmission electron microscopy (STEM) 
revealed non-bulk-like behavior. Anomalous, temperature-dependent structural dynamics were 
characterized in the form of negative thermal expansion (NTE) and abnormal levels of disorder. 
To examine a less complex system, electrocatalytically-active, core-shell nanostructures 
assembled from Pt and Pd were synthesized and subsequently examined using spherical 
aberration-corrected STEM (Cs-STEM) and high-energy X-ray diffraction (XRD). Atomically 
resolved micrographs provided significant insight into the differences in crystallinity and metal-
atom bonding between Pt and Pd. The apparent structural dichotomy between Pt and Pd was 
extended to studying the differences in nanostructure between other third row fcc transition 
metals (3M – Ir, Pt, and Au) and their second row counterparts (2M – Rh, Pd, and Ag). With the 
use of Cs-STEM and atomic pair distribution function (PDF) measurements it was determined 
that the Au, Pt and Ir nanocrystals were more crystalline than their Ag, Pd and Rh analogues and 
that the 3M series was capable of imparting its crystal structure onto the atoms from the 2M 
series. Lastly, we looked at highly-reactive Al crystals and their successive passivation by 
secondary transition metals (Cu, Ni, Ag, Pd, Au and Pt). Rather than affording a uniform, 
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monolayer coverage, Cs-STEM, XRD and energy dispersive X-ray spectroscopy revealed 
unalloyed, particulate deposits of the secondary metal on the Al.  
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CHAPTER 1 
 
INTRODUCTION AND RESEARCH SUMMARY 
 
 
Portions of Section 1.2.1 were taken from a previously published work (“Complexity of 
Nanoscale Atomic Clusters” in Encyclopedia of Complexity and Systems Science. Springer: New 
York,  2008; p 24.) reproduced with permission from:  
Anatoly I. Frenkel, Judith C. Yang, Duane D. Johnson, and Ralph G. Nuzzo. Copyright 2008, 
Springer Publishing Company. 
 
 
1.1 Introduction to Nanoscience 
Within materials science and chemistry there exists the desire to control a materials structure, 
composition and morphology with atomic precision. The central theme in the bottom-up 
paradigm is to define physical properties of bulk materials by designing the intermediate, or 
nanoscale components that make up the bulk material.1 The expectation is that given a spatial 
positioning of atoms within a structure, a rational prediction can be made regarding function. An 
example of functional sensitivity to atomic structure is provided by the allotropic forms of 
carbon, the semiconductive, lubricant, graphite;2, 3 and the rigidly hard, electrically insulating, 
diamond.4, 5 Each of the allotropes has distinctly different bonding networks promoting 
dissimilar properties. In other words, the different structural permutations of carbon atoms enact 
different types of chemistry and physics. Such is the case with nanoscale materials (metals and 
semiconductors, in particular) where the spatial configuration of atoms found in the nanoregime 
give rise to unique behaviors.6 
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  The term nanoscale refers to the size regime above atoms and below 100 nm.7 The 
designation is significant since multiple technological examples have shown that structuring at 
this scale can afford improvements to the exhibited chemical and physical properties. For 
instance, the thermoelectric figure of merit, ZT, was enhanced by the introduction of 
nanoinclusions within the matrix of bulk thermoelectrics thereby supplying a higher conversion 
of heat loss into stored electricity.8-10 It has also been found that nanostructuring magnetic 
domains into thin films can produce “grain-level” resolution in magnetic recordings, resulting in 
improved recording density for information storage.11-13 In the field of electronics, conductive 
inks containing nanoparticulate metals have been used in devices as a means to offset high-cost 
processing techniques such as lithography.14-16 Furthermore, biomedical applications have been 
improved by the use of nanostructures for diagnostic and therapeutic purposes.17-19 Based on the 
ubiquitous use of nanomaterials in science and technology, it is clear that the term “nano” has 
emerged as a central theme within the research lexicon of academia and industry.  
 This begs the question, “Why does scaling down to the nano-regime result in 
extraordinary chemical and physical behavior?” The answer is convoluted within the size-
dependent nature of the surface and the concept of quantum confinement. 
 
1.1.1 Surface Effects 
As the dimensions of a material scale down toward smaller sizes the fraction of total atoms 
comprising the surface with respect to the atoms in the bulk increases (Figure 1.1). Unlike the 
atoms contained within the interior of solids, surface atoms are under-coordinated leaving behind 
an array of atoms with terminated bonds (Figure 1.2a). If the interatomic bonding associated with 
a continuum of fully-coordinated atoms, internalized within a material; changes to an 
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environment of coordinatively-unsaturated atoms at the surface, then it results in a significant 
change in excess free energy.20 The missing bonding contributions from neighboring atoms at the 
surface (which would have completed a bulk bonding structure) generate “dangling bonds” with 
energy uncontained by chemical bonds. This surplus of free energy from each atom at the surface 
collectively contributes to the overall value of surface energy.20 Thus, interfacial energy in a 
solid can be determined by measuring the density of incomplete bonds at the surface and the 
element-specific bond strength. It is this interfacial energy that gives rise to surface effects. 
 The energetic instability associated with a particular surface provides impetus for atoms 
at the surface to rearrange as a means of minimizing interfacial energy. As mentioned above, the 
undercoordinated nature of surface atoms leaves them without sufficient bonding to nearest 
neighbors. In response the atoms regress inwards toward the bulk producing a bond length 
contraction, a reduction in the spacing between the first and second atom layers compared to the 
atom pair distances in the bulk (Figure 1.2b). These effects have long ago been documented for  
crystallographic studies of surfaces and particles (in the nanoregime) under vacuum.21, 22  
Another example of surface effects is reconstruction. In reconstruction, the surface atoms 
assume an arrangement where the atomic structure differs fundamentally from the bulk atomic 
structure. In covalently bonded materials, such as semiconductors, the instability of the 
“dangling bonds” require more drastic rearrangements to compensate for undercoordination.21 
This is the case for the reconstruction observed for different silicon surfaces.20, 21 However, 
reconstructions have also been documented for metal surfaces; the surface atoms of iridium, 
platinum and gold, for instance, have been shown to collapse into a packing structure different 
from the bulk (e.g. face-centered-cubic (fcc) packing to hexagonally close-packing (hcp); Figure 
1.2c).21  
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Beyond a structural inference it is also important to recognize that the chemical behavior 
of the structurally modified surface atoms would be drastically different from bulk atoms. 
Qualitatively speaking, surface energy originates from differences in atomic or molecular 
bonding compared to the bulk. Alteration to bonding habits at atomic/molecular scales 
constitutes an environment that is highly reactive and chemically different from the bulk state. 
Since we have established that the fraction of atoms comprising materials surface increases with 
decreasing dimensions, it is not unthinkable to expect uncanny properties to emerge from 
structures approaching the nanoscale. 
 
1.1.2 Quantum Confinement 
It would be a mistake to dismiss the properties of nanoscale materials to be solely attributed to 
geometric arguments regarding atomic structure. Another concept that must be considered in 
transitioning from an extended array of atoms to a finite structure is known as quantum 
confinement. In a macroscopic solid, composed of an infinite amount of atoms, the overlap of 
orbitals can be depicted as a band of neighboring atoms with interacting electrons.23 The 
extended interaction of orbitals results in the delocalization of electrons throughout the 
continuum of overlapping orbitals as opposed to being constrained to the orbitals of individual 
atoms. As the dimensions of a solid become confined to a smaller volume the number of atoms 
contributing to the atomic states (the density of states, (DOS)) decreases. The absence of atomic 
states introduces discontinuities within the collective band of orbitals. When filled with electrons 
an apparent, energetic gap emerges separating adjacent orbitals. As opposed to the delocalization 
of electrons to nearby electronic states, an energetic hurdle obstructs the free movement of 
electrons to alternate occupancy sites (Figure 1.3).  
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Experimental verification of these effects has been observed by way of spectroscopy.24-26 
As mentioned directly above, the energy required to promote an electron to a higher energetic 
state increases in the nanoregime, compared to the bulk state. Thus, for absorption to occur, 
shorter wavelength radiation is required to compensate for the increasing energy gap. This has 
been repeatedly shown by examining the absorption properties of nanoscale particles.6, 24-26 
Furthermore, the study of thin films has also shown that their confined dimensions (2-D) lead to 
an amplified band gap relative to bulk, single crystals.27, 28 These findings are significant as 
fragmenting metallic substances to smaller sizes can result in a transition from the exhibition of 
metallic properties to semiconductive or insulative behavior. (Figure 1.3).29 
Combined, surface effects and quantum confinement promote behavior in nanomaterials 
that would otherwise be absent in the corresponding bulk state. These qualities distinguish 
materials in the nanoregime from other forms of solids and have earned them the moniker of 
“nanomaterials.” However, such subtle variances in atomic and electronic structure require a 
means of detection and quantification. In this respect, the study of nanomaterials has promoted 
the development of instrumentation capable of probing chemical and structural information at the 
nanoscale. In the following chapter we will examine the different techniques that have fostered 
data acquisition for nanomaterials. It truly is an exciting time in research where an emerging 
class of science is challenging the analytical landscape and conventional understanding of the 
chemical and material sciences.  
 
1.2 Preparation of Nanomaterials 
For purposes of edification, it is useful to touch on the synthetic aspect of nanomaterials 
research.30 This is instructive as it provides the reader with a rational understanding of the 
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parameters used to fabricate structures at small scales. It also highlights the level of creativity 
and depth of ingenuity involved in the processes.  
Currently, there are a multitude of techniques that can be used to produce architectures at 
the nanoscale. Within this text only a general overview is presented, underscoring the general 
dissimilarities between methodologies. Of the more central differences in synthetic routes is the 
divergence between physical and chemical methods.30-32  
Both physical and chemical methods can be used in the synthesis of nanoscale materials. 
Physical methods utilize a “top-down” approach where a bulk material is sculpted to nanoscale 
dimensions.30-32 This is accomplished by thermal induction of a material into a gaseous state, 
once in the gaseous state the vaporized ions are then reduced to atoms in a neutral state. The 
zero-valent atoms are then deposited onto a substrate under vacuum, where larger aggregates of 
atoms form via nucleation.33 As discussed in Section 1.1.1, the reactive surface of these 
aggregates promotes the growth of the particle and reduction of the surface energy leading to the 
assembly of larger nanostructures. Examples of physical methods include metal-vapor 
deposition31, 34, 35 and laser ablation.31, 36 One of the major drawbacks associated with these 
methods of synthesis is the financial burden as a consequence of the expensive equipment 
required. Another limitation is the lack of size control as a broad distribution of nanostructure 
sizes is typically generated.31, 36 Despite progress in the development of physical methods for 
synthesis,37-39 the field of nanomaterial synthesis remains predominantly driven by chemistry-
based methods.30-32  
Chemical methods approach nanomaterial synthesis from the “bottom-up”.30-32 Unlike 
with physical methods, applying wet chemistry toward synthesis essentially implies the assembly 
of nanostructures from chemical precursors.30, 32 Chemical methods offer better control of 
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particle size and greater flexibility because of the variety of molecules that can be utilized. More 
importantly, generating nanomaterials using chemistry is relatively inexpensive. Examples of 
chemically-based synthesis schemes include the alcohol reduction method32 and the 
impregnation method.40 Progress in the development of chemical synthetic protocols have 
opened doors toward other innovative methods of generating unique functional nanostructures.6, 
41-44
 
 
1.2.1 Nanoparticles and Quantum Dots 
Nanoparticles represent an aggregate of atoms that commonly adopt geometric shapes. They find 
use in biomedical applications, analytical sensing and electronic devices.6, 40 With the exception 
of the noble gases, they can be composed of virtually every element on the periodic table 
including heavy metals (e.g. Pt, Au), semimetals (e.g. Al, Si), and non-metals (e.g. C). When 
formed at sufficiently small sizes (i.e. below 10 nm) and from semiconductive compounds, such 
as CdS or ZnS, they are often referred to as quantum dots because of their heightened electrical 
and optical properties.6 Otherwise, the term “nanoparticle” is generally retained. The boundary 
between the two terms is ambiguous since a quantum dot is essentially a subset of the broader 
term, “nanoparticle.” Below we will avoid confusion by not deconvoluting the two and 
consistently use the term “nanoparticle.”  
The traditional scheme for the chemically-based synthesis of nanoparticles involves the 
reduction of precursor molecules or complexes in solution.6, 30, 31 The decomposition and 
subsequent reduction of the precursors can be enacted thermally, with molecular collisions and 
bond cleavage; or chemically, by chemistry with the solvent or the addition of an actuator (e.g. 
acid, radical species).6, 30 The decay of the precursor species initiates the reduction of the atoms 
 8
and the emergence of nucleation sites that propagate the aggregation of the atoms into a cluster. 
Left unhindered the formed clusters continue to grow uncontrollably. Thus, a capping (or 
stabilizing) agent is included in the reaction mixture to deter excessive agglomeration and 
effectively manage the distribution of particle sizes produced.30, 32 Various molecules can be 
classified as capping agents including organic polymers, surfactants or coordinated ligands.30, 32  
This classic framework for creating nanoparticles, although efficient for some elements, 
may require various reagents and consequently rigorous reaction conditions.45 Besides the 
solution chemistry described above however, the chemical synthesis of nanoparticles has 
expanded to incorporate many other methodologies. Among these newer techniques are 
photochemical synthesis, sonochemical synthesis and electrochemical synthesis.  
Photochemically induced synthesis of nanoparticles offers the advantage of using 
ultraviolet light to assist in the reaction without the addition of capping agents.30, 45, 46 The 
reduction reaction can be explained by the photoexcitation of a metal salt and organic molecules 
containing carbonyl functional groups. The photoexcitation of the organic compound results in 
the formation of radical species.45, 47 The formed organic radical species in turn reduces the metal 
ions in solution. In the case of multivalent metals, reduction occurs until the atom reaches a 
neutral state; aggregation of a nanoparticle follows thereafter. Although the formed particles 
aggregate without the inclusion of a capping agent, crystal growth is also mediated by the ionic 
liquid solution of the original reaction mixture. The surfaces are stabilized electrostatically by the 
concentration of ions from the initial metal salt in the solution.6 Other methods of photochemical 
synthesis often use reducing agents which also serve as capping agents; physically adsorbing to 
the nascent nanoparticles, arresting further aggregation.6, 31  
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Another alternative to traditional methods of nanomaterials synthesis is sonochemistry.30 
The inner workings of sonochemistry stem from the extreme pressures and temperatures 
achieved by the expansion and implosion of bubbles in solutions, a process also known as 
cavitation.48, 49 The intense energy released upon collapse of the bubbles causes the 
decomposition of molecules and the formation of free radicals. As with photochemical synthesis, 
the resulting radicals initiate the reduction reactions and the ions are reduced to zero-valency in 
solution.50 As with the traditional method however, particle size is maintained by the use of 
capping agents.51, 52 The main advantages of using sonochemical methods are the fast reaction 
rates and the ability to produce very small-sized nanoparticles. Conversely, a relatively broad 
distribution of particle sizes is generally obtained from the synthetic technique. 
 Electrochemical synthesis of nanoparticles is another viable option capable of generating 
metallic nanoparticles.30, 53-56 In this method an anode is placed in solution and oxidized in the 
presence of capping agents. The oxidized atoms migrate from the anode to the cathode where 
they are reduced to their respective zero-valent state. Shortly after the migration to the cathode 
aggregation ensues where cluster growth is mediated by the stabilizing agents. The particles can 
then be isolated by precipitation of the product from the cathode.30, 53 There are other methods 
where a rotating disk electrode56 or a double pulse54, 55 is implemented to improve the 
distribution of sizes and yield, but ultimately the chemistry that occurs is identical to the standard 
electrochemical method. Comparatively, particle formation using electrochemistry has many 
advantages over other chemical methods. Once formed, the nanoparticles can be easily isolated 
as they begin to precipitate out of solution. Particle sizes generated can be controlled by varying 
the current intensity of the cell,53, 54 but perhaps the greatest advantage of this method is the high 
yields obtained from the reaction.30 
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Up to this point the synthesis of nanoparticles, and nanomaterials for that matter, has 
been treated as if compiled from a single element. Another area of synthesis important to the 
field of nanomaterials is in the preparation of multicomponent, or more specifically, bimetallic 
particles. The interest in composite particles arises from the changes in the physical and chemical 
properties compared to their elementally pure counterparts.32, 57, 58 As with single element 
nanoparticles, many routes exist toward the synthesis of multi-metallic nanoparticles. These 
materials can be synthesized by traditional forms of reduction, using the appropriate precursors. 
This system of reduction can be done either simultaneously or sequentially.30, 32 With 
simultaneous reduction both component precursors are reacted concurrently in the presence of 
capping agents.32 This approach is amenable to the formation of random alloys although, there 
have been reports where the spontaneous formation of a phase segregated nanostructures has 
occurred.51, 59 Alternatively, successive addition of the metallic precursors has proven to be an 
efficient way to manipulate compositional morphology. 32, 51, 60, 61 By these means the initial 
metal cluster behaves as a nucleation site for the growth of the secondary metal, affording a core-
shell motif. Incidentally, self assembly of core-shell structures has also been induced simply by 
the mixing of two different sets of nanoparticle species.62, 63 In both cases, the assumed 
morphology has been attributed to a balance between surface energetics and binding energies 
where size and composition of the particles is detrimental to structural refinement.62 Furthermore, 
studies have shown that the core-shell structure can be inverted at extreme temperatures.59  
More recently, core-shell structures have been synthesized by using a sacrificial hydrogen 
layer adsorbed onto the surface of the core particle.32, 64 Using the adsorbed layer as a reducing 
agent, incoming ions are reduced by the adsorbed hydrogen atoms onto the surface of the core 
particle, forming a shell of atoms from a different species and releasing hydrogen ion into 
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solution.64 To date, this method has only been adopted to generate core-shell structures 
containing metallic species.32, 64 It is noteworthy to mention that in addition to the 
aforementioned methods of synthesizing bimetallic particles, synthesis can carried out using 
sonochemical,51 electrochemical60 and photochemical61 methods. 
 
1.2.2 Nanorods, Nanowires and Nanotubes 
It has been conventionally agreed upon that the volume occupied by nanomaterials once formed 
is spherical. However, current research has shown increasing demand in generating 
nanostructures with higher aspect ratios.33, 41, 65, 66 For example, tremendous research has been 
carried out on one-dimensional systems such as nano-(or quantum) wires to make use of their 
unique electrical properties.41, 65-69 It has been repeatedly documented that variation in 
dimensionality is critical in determining electronic properties of nanoscale materials.6 Therefore 
uncovering methods with which to motivate growth in one dimension have been highly sought. 
As we shall see the preparation of high aspect ratio materials can be completely solution-based 
or derived from a heterogeneous system. 
 Nanorods can be generated by the traditional solution-based synthetic approach of 
reducing precursors in the presence of capping agents. To control growth one-dimension, the 
combined effects of surface structure and the ratio of capping agent to metal atom concentration 
must be taken into consideration. For example, a procedure instilled by Johnson et al.42 was used 
in which preferential coverage of the capping agent altered the growth rates of different facets on 
an existing crystal. There have been several proposed mechanisms describing the observed 
behavior however, they all appear to be associated with the preferential bonding of the used 
capping agent to a particular facet structure.33, 42, 70 The favored capping drives the addition of 
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metal atoms onto unpassivated facets, thereby promoting crystal growth along a single geometric 
axis; with the end product being an elongated nanoparticle or nanorod.33 
 Another method of selectively growing 1-dimensional nanostructures is through the use 
of templating materials.43, 71 Mesoporous structures, for instance, contain a series of uniform 
channels often used for purposes of adsorption, catalysis, or separation.72 If placed within a 
reacting solution of nucleating atoms they proceed to grow through the ingrained pores of the 
mesoporous materal. The end result is an array of uniform nanowires emerging from channels of 
the host material.43 Another templating-assisted synthetic route involves the use of patterned 
surfaces.67, 71 Epitaxial deposition21 occurs upon exposure to the reactive precursors such that 
growth proceeds from the patterns on the substrate.67 Oftentimes, metal catalysts are used as 
active sites to direct the growth of the nanorod structures.68, 69 The drawbacks associated with the 
use of metal catalysts however, are the lack in the ability to manage the ensemble aspect ratio 
and also contamination issues from being the nanowires in direct contact with the catalyst.67  
 Carbon nanotubes represent another class of anisotropic nanomaterials that have drawn 
significant appeal from the scientific community. They differ from nanowires and nanorods in 
that they are sought for their mechanical as well as their electrical properties.73-75 Similar to 
nanowires however, carbon nanotubes were originally grown from an underlying substrate. In his 
study,76 Iijima produced single and multi-walled microtubule structures from a charged electrode. 
The growth mechanism relies upon arc evaporation where a high current is developed on a 
cathode giving rise to localized hot spots.77 Similar to the template-assisted growth of nanowires 
the hot spots provide localized spots where vapor deposition of carbonaceous species 
promulgates anisotropic growth.76, 77 Over the years, the technique has been customized to 
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generate nanotubes composed from different elements41, 66 and even microstructures composed 
from bundles of epitaxially grown nanotubes.44 
 
1.2.3 Nanocatalysts  
Currently, metal catalysts are used in the form of highly dispersed aggregates on supports for 
industrial processes.40, 78 The main reason why highly dispersed metals are preferred is that the 
metals traditionally used for industry are expensive. Thus, in particulate form better use is made 
of the metal content.40, 79 By taking into consideration the discussion regarding 
undercoordination in Section 1.2, it also must be emphasized that in dispersed/particulate form 
the majority of the metal atoms are exposed as surface atoms. This gives rise to, and compounds, 
the influences of surface effects and quantum confinement as described in Sections 1.1.1-1.1.2. 
By and large, the majority of industrial catalysts made are heterogeneous in nature, 
meaning that the catalyst is in a different phase than the reactants.40, 78 These biphasic systems 
find direct application in catalytic converters,80, 81 petroleum refinement,40, 78 and fuel cell 
technology.82-84 Surprisingly, there are a limited number of ways to generate heterogeneous 
catalysts and so we only focus on the most prominent of preparative approach known as the 
impregnation method.40 
As with the synthesis of nanoparticles, the general method involves decomposition of a 
preexisting molecule to a reduced atom, and the ensuing growth of a particle. The distinction 
here is the presence of a support and the absence of a capping agent. In these materials the 
support serves as a platform to help anchor the formed particles in place thus, eliminating the 
need for a stabilizing molecule.40 Synthesis typically involves the mixing of a solution containing 
the precursor with the powder of the support.40 Precipitation of the powder containing the 
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precursor is followed by heating to instigate the decomposition of the precursor and growth of 
the nanoparticle.40  
Alternatively, premade catalysts or molecular clusters can be transferred to a support in 
place of precursor impregnation.30, 85-87 Although this method is useful in that a specific 
chemistry can be utilized in the synthesis of the catalysts, they still require a stabilizing agent 
prior to their transport to the support. To ensure catalytic activity then removal of the capping 
agent is required.30 This introduces difficulties since isolation of the catalyst and support from 
the capping agents may necessitate in treatments that are damaging (i.e. excessive heating) to the 
premade nanocatalysts.87  
 Lastly, it is also worth mentioning that from a historical perspective support materials are 
typically composed from porous metal oxides such as TiO2, SiO2 and Al2O3.40, 78 Over time 
supports have seen great changes where beyond metal oxides, polymers,88, 89 dendrimers,90, 91 and 
even carbon nanotubes92, 93 have functioned as catalyst supports. Therefore, there exists a 
tremendous amount of flexibility in the study and synthesis of heterogeneous catalysts. 
 
1.3 Research Overview 
In this thesis, the focus is dedicated to the analytical characterization of an array of complex 
nanomaterials. Among these complex systems heterogeneous nanocatalysts, phase-segregated 
nanostructures, crystal structure patterns in noble metal nanocrystals, and energetic 
nanomaterials will be chemically and physically defined. Below is an outline of the different 
topics in nanoscience each chapter in the thesis will cover with a short description summarizing 
the contents. 
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1.3.1 Characterization of Nanomaterials 
The focus in Chapter 2 will be dedicated to the description of some of the analytical tools 
typically involved in the characterization of nanomaterials. Among these are electron microscopy, 
X-ray absorption spectroscopy, X-ray diffraction and the atomic pair distribution function. 
Although a comprehensive, historical account will not be presented, the conceptual basis and the 
basic physics associated with each technique will be explored to provide the reader with a 
general understanding of the technique.  
 
1.3.2 Characterization of Heterogeneous Nanocatalysts 
Chapter 3 covers the characterization of the industrially-used heterogeneous catalyst, Pt/γ-Al2O3. 
Of interest are the structural and dynamical changes to the supported Pt catalysts occurring 
during reaction conditions (i.e. > 500 K in presence of reactive gases). Concurrently, the role of 
the surrounding factors and their mediating function on the catalysts are examined. Aside from 
an array of detected complex interactions, unprecedented non-bulk like behaviors are observed in 
the form of anomalous disorder and negative thermal expansion. 
 
1.3.3 Characterization of Phase-Segregated Nanostructures 
In Chapter 4 we will concern ourselves with the characterization of phase-segregated 
nanostructures composed from Pt and Pd. A comparative analysis will look at different 
compositional morphologies presented at atomic resolution. Most intriguing of the findings are 
those showing a divergence in crystal structure between the single-element Pt and single-element 
Pd structures. Further affirmation of the differences between Pt and Pd atoms is attained by 
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comparing the atomic structure of the core-shell structures where it is found that the Pt atoms 
activate the bonding structure in nanocrystals. 
 
1.3.4 Characterization of Element-Specific Crystallinity in Nanocrystals 
Chapter 5 is effectively a continuation of the study in Chapter 4 expanding on the results 
regarding the differences between Pt and Pd. The chapter examines the possibility of similar 
periodic trends existing between other metal atom counterparts (i.e. Au vs. Ag and Ir vs. Rh). In 
the study it is found that indeed, there is a deviation in crystal formation in the presence of the 3rd 
row, fcc, transition metal atoms compared to 2nd row, fcc, transition metal atoms. Further 
analysis reveals the additive effects of the 3rd and 2nd row elements produces behaviors more 
closely related to the 3rd row atoms; essentially Ir, Pt, and Au atoms appear more capable of 
activating bonding habits producing more crystalline nanocrystals. 
 
1.3.5 Characterization of Energetic Nanomaterials 
The final chapter looks into characterizing the efficacy of an applied chemistry to provide a 
passivation layer of transition metal atoms over pre-existing Al-based propellants. Analysis of 
the samples exhibited the formation of small nanoparticles dispersed on top of the larger Al 
crystals. Based on critical analysis of the structures it was determined that uniform coverage was 
not achieved. The characterization was able to eliminate the process chemistry as a suitable 
method to provide monolayer coverage.   
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1.4 Chapter 1 Figures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1 Schematic illustrating the fraction of surface atoms comprising a crystal structure 
as a function of size. The figure was adapted from J. Phys. Chem. B. 2001, 105, 12689-12703. 
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Figure 1.2 A schematic showing the effects of surface modification on an extended surface of 
Ag (s) vertically oriented along its [001] zone axis unaltered in (a). Surface relaxation is 
displayed in (b) where the gray-scale indicates the degree of deviation from bulk lattice 
positions (dark gray = ideal, bulk lattice position, white = distorted from ideal position). (b) 
Clearly shows the that effects of surface relaxation gradually traverse the surface layer 
affecting the atomic layers directly beneath the surface layer. (c) Shows the reconstruction of 
the surface to hcp atomic packing from the fcc bulk. NOTE: To better illustrate the effects of 
surface relaxation in (b) the contraction was exaggerated (~ 30 % contraction). In (c) the layer 
of bulk Zn was modeled onto the surface of the extended Ag structure (surface relaxation was 
not included).    
(a) 
(b) (c) 
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Figure 1.3 A schematic illustrating the effects of quantum confinement for a substance 
composed of metal atoms. (On the left) The band of electronic orbitals for a bulk metal 
becomes discontinuous upon transforming into metallic clusters. Confinement to smaller 
diameters results in an increasing energy gap between adjacent energetic states. The ensuing 
transition to smaller particulate diameters results in a conversion to from a conductive 
behavior to insulator-like properties. The figure was adapted from Chem. Soc. Rev. 2006, 35, 
583-592. 
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CHAPTER 2 
 
CHARACTERIZATION OF NANOMATERIALS 
 
Portions of Subsection 2.1 were taken from a previously published work (Anal. Chem. (2010), 
82, 2599.) reproduced with permission from:  
Sergio I. Sanchez, Matthew W. Small, Shankar Sivaramakrishnan, Jian-Guo Wen, Jian-Min Zuo, 
and Ralph G. Nuzzo. Copyright 2010, American Chemical Society. 
 
2.1 Transmission Electron Microscopy 
  
Electron microscopy is central to the microanalysis of materials. Of the different forms of 
electron microscopy, transmission electron microscopy (TEM) is the most ubiquitously 
associated with the study of nanomaterials.1, 2 Its inception as an analytical tool capable of 
probing nanoscale features has made remarkable contributions to various fields of science and 
technology.3-9 In recent years electron microscopes have made revolutionary strides breaking 
through aberration barriers allowing them to now resolve features at atomic resolution.10-12 
 
2.1.1 Electron Microscopy Basics and Aberration Correction 
The primary purpose of a microscope is to magnify objects to observe details too small to discern 
with the naked eye. In the simplest terms an electron microscope operates by generating an 
electron beam from an emission source (thermionic, photoemission, or field emission),2 and 
channeling it through a series of electromagnetic (EM) lenses to transmit the beam through a 
specimen. Following transmission through the specimen plane, the exiting electron beam 
becomes refocused by subsequent EM lenses to reconstruct an image; this results in an enlarged 
representation of the specimen by orders of magnitude.1, 2  
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Limitations in the resolution of light microscopes ultimately paved the way for the 
development of the electron microscope. Unlike the use of glass lenses to manipulate photons in 
a light microscope, electron microscopes rely on EM lenses to control the path of electrons. It 
was in the 1930s that Knoll and Ruska developed EM lenses using a collection of coiled wires 
encased within an iron cap (Figure 2.1a and b).2 Circulation of an electrical current through the 
wires produces magnetic fringing fields at a gap in the iron cap. In essence, Lorentz forces13 
imparted by these fringing fields are used to focus the electrons (Figure 2.1b); the strength of the 
fringing fields can be manipulated by adjusting the electrical current through the coil, thereby 
increasing or decreasing the focal strength of the lens. This allows for a convergence of the 
electrons in a manner similar to adjusting the height of a glass lens in a compound light 
microscope (Figure 2.1c). 
The energy of the accelerated electrons used in a transmission electron microscope can 
range in wavelengths from ~ 0.4 to 4 pm. Compared to the wavelengths of visible light photons 
(~390-750 nm); the higher frequency wavelets of electrons make it possible to probe atomic 
scale features. The highest magnification factor of a modern electron microscope is about a few 
million.2 Coupled with an array detector, these magnifications provide sufficient sampling to 
detect individual atoms. However, the resolution for these instruments is consistently ~20× 
worse than their theoretical limits. This discrepancy is caused by aberrations in EM lenses 
arising from differences in field strength that increase with distance from the optic axis of the 
lens; the electrons traveling most distant from the optic axis are focused more strongly than those 
traveling proximally to the axis (Figure 2.1d). This effect is termed spherical aberration, and it is 
ultimately this focal spread that limits the resolution of electron microscopes such that,  
1/3 3/4
min 0.91 Sr C λ= .1, 14 
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In this relationship the minimum resolution (rmin) is the product of the spherical aberration 
coefficient (Cs) and the wavelength of the incident radiation (λ). Correction of these effects 
involves the integration of a separate lens system into the makeup of the microscope to atone for 
the accrued Cs. Since cylindrical magnetic lenses have positive Cs values they require 
noncylindrical magnetic lenses, with negative Cs, values to offset the effects of spherical 
aberration. An optical analog of the Cs-corrector and its compensating effects are depicted in 
Figure 2.1d.  
Although the introductory paragraph presents a simplified description of the transmission 
process, we will find below that the process of formulating a high resolution image is more 
cumbersome. Furthermore, the interaction between incident electron radiation and matter can 
give rise to a multitude of signals and scattering processes. Back scattered electrons, inelastically 
scattered electrons, diffracted electrons, secondary electrons, and X-ray fluorescence are among 
the different events that can arise from collisions between electrons and a given material.2, 15 
Ultimately, the nature of the physics between the electron beam and the scattering analyte define 
the type of information that can be extracted using electron microscopy.  
 
2.1.2 High Resolution Transmission Electron Microscopy 
Depending on the desired information (structural or chemical) different modes of TEM can be 
utilized and furthermore the Cs-corrector can be positioned to improve the resolution. For 
instance, by positioning the corrector after the sample (Figure 2.2a), high resolution transmission 
electron microscopy (HREM) can be achieved at atomic resolution.  
To understand HREM we can consider the electron beam as a series of electron wavelets. 
The existing charge on each electron (q = 1.602 × 10-19 C) makes it highly susceptible to 
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interacting with atoms (more so than other forms of radiation, e. g. X-rays, neutrons).16 As 
electrons approach the atoms within a sample they experience the Coulombic potential between 
the atomic nucleus and surrounding shell of electrons. If the paths of the electrons are left 
unimpeded, the embedded potential can accelerate the electrons off their optic path, otherwise 
known as scattering.2, 17 Therefore, the atomic structure of the medium through which the beam 
transmits defines the scattering paths of the electrons post-sample. The scattered (and 
unscattered) electron wavelets are passaged through an objective lens and converged to assemble 
a magnified, high-resolution image of the sample. In the presence of an array of periodically-
spaced scattering centers, as in a crystal, the coherent, exiting electron paths can be defined by 
Bragg scattering,18, 19 a topic that will be further discussed in Section 2.3.3.  
Another residual effect imparted by the Coulombic potential is a phase shift between the 
electron waves being transmitted through the specimen. The electrostatic attraction of the 
incident electrons to nuclei alters the phase of the travelling electrons. As they travel through the 
objective lens the phase differences are added by the lens aberrations. Interference of the phase-
shifted electron waves leads to a distorted, reconstructed image, which contributes toward 
limiting resolution. Thus, the phase difference in the wavelets produced by Coulombic 
interactions and the subsequent augmentation by lens aberrations, are ultimately what determine 
the amount of image contrast observed in a micrograph.20 By introducing a Cs-corrector, phase 
changes are managed such that HREM imaging with a resolution of 1 Å is attainable. This is 
useful as it allows atomic structure analysis and facet or defect identification within individual 
nanostructures. This is the case in Figure 2.2c where a Cs-HREM micrograph is presented 
containing a nanobridge composed from a series Au grains. The micrograph clearly conveys the 
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multiply-twinned arrangement of the nanostructure and provides sufficient information transfer 
to place assignments on the bounding planes.21  
 
2.1.3 Scanning Transmission Electron Microscopy 
Mounting the Cs-corrector before the specimen plane (Figure 2.2b) allows the formation of a 
sub-Angstrom electron probe22 for scanning transmission electron microscopy (STEM) or Z-
contrast (where Z is the atomic number) imaging. In STEM mode image capture is initiated by 
the electron probe being rastered across a portion of the sample. Combined with the appropriate 
detector, the incoherent scattering processes that occur within this surveyed area give rise to 
chemically discriminating signals that can be used to assemble the micrograph image.   
As mentioned in section 2.1.1, scattering is motivated by interaction of the incident 
electrons and the embedded electrostatic potential between atomic nuclei and their surrounding 
electrons. As the Z of an element increases, the accelerating potential between the nuclei and 
electron shell also increases. Consequently, the accelerating force that the incident electrons 
experience increases such that the angle at which they are “scattered,” relative to the optic axis, 
increases. This means that the likelihood of electrons being scattered to higher angles scales with 
Z. This is significant in STEM because image contrast is obtained by the collection of these high-
angle, incoherently-scattered electrons (sin θ/λ > 2 Å-1; θ is the scattering angle). 23, 24 This is 
done by using a high-angle annular dark-field (HAADF) detector. Pictorially, it resembles a flat 
disk with a hole in the center as shown in Figure 2.2b. The HAADF detector converts the flux of 
high θ scattered electrons to photons using the output signal to map the intensity as it 
corresponds to the rastered pattern. The intensity due to the high θ scattering has the 
characteristics of Rutherford scattering, with the scattering cross-section of an atom defined by:2 
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in which dσ(θ)/dΩ denotes the angular distribution of electrons elastically scattered from an atom, 
e is the electron charge, and E0 is the potential of the incident electron beam. If a large enough 
inner cutoff angle is used for the detector, the intensity in STEM micrographs is approximately 
proportional to the square of Z.2, 23  By virtue of this, STEM has the ability to discriminate 
between high- and low-Z materials, thereby providing a tremendous advantage in the 
characterization of multicomponent systems. As we shall see in Chapter 3, heterogeneous 
catalysts have the dual presence of nanocrystals and an underlying support. In these instances Z-
dependence is extremely useful because of the difference in Z between the strongly scattering 
metal atoms in a catalyst (e.g. Pt, Pd etc.) and the weakly scattering support materials typically 
used in such systems (e.g., C, SiO2, or Al2O3).25  
Z-contrast imaging is further empowered by the addition of a Cs-corrector. Until recently, 
STEM offered little in resolution as aberrations hindered the formation of an electron probe fine 
enough to perceive the contours of atomic structure.11, 12, 26 With Cs correction however, it is now 
possible to raster a material with enough sensitivity to generate atomically resolved 
micrographs27-29 (Figure 2.2d). And as we shall see in Chapter 4 the improvements can both 
resolve and speciate the atoms present in multimetallic nanoparticles and assign faceting 
structure.28, 30 
  
2.1.4 Energy Dispersive X-ray Spectroscopy 
The advantages afforded by Cs-corrected STEM imaging at atomic resolution are powerfully 
complemented by energy dispersive X-ray spectroscopy (EDX). EDX is a technique that 
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performs elemental analysis using the X-ray emissions from interactions of the atoms in the 
sample and the incident electrons.1, 2 In principle, the electrons induce the excitation of core-level 
electrons in the atoms to higher energy states. Relaxation of the electrons back to their ground 
state coincides with a release in energy; in the case of EDX the sought emission is in the form of 
X-rays. When emitted, the X-rays provide a fingerprint that quantitatively identifies the 
elemental species present in a sample.31, 32 Although it is not a method that provides single atom 
resolution, EDX has an indispensible capacity for assessing the chemical constituents within a 
material.1, 2, 28  
 
2.1.5 Electron Energy Loss Spectroscopy 
The combination of Cs-correction and improvements in electron energy loss spectrometers have 
led to the recent demonstration of atomic resolution chemical mapping33, 34 and local electronic 
structure analysis.35 Even though Figure 2.2b shows electrons being scattering into the HAADF 
detector, there remain a large number of electrons passing through the opening in the detector 
that can be analyzed by electron energy loss spectroscopy (EELS).36, 37  
Section 2.1.1 indicated that a multitude of signals arise from the interaction of electrons 
and matter. Inelastically scattered electrons result from incident electrons losing energy as a 
result of scattering events with atoms in the specimen. Post specimen, the exiting electron beam 
contains remnants of electrons travelling in both their altered and unaltered states. In EELS, an 
electron energy filter composed of magnetic sector(s) collects and assorts the electrons exiting 
the specimen plane according to their energy. The resultant spectrum of signal intensities taken 
as a function of electron energy loss yields information related to chemically-distinct interactions 
(plasmon excitations, core-electron excitations) that can be used to analyze electronic structure1, 
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36, 37
 Combined with Cs-correction, EELS can study the electronic structure of individual 
nanomaterials with near-atomic precision. In fact, EELS has already exhibited the ability to 
detect charge redistribution within composite materials. Figure 2.3 demonstrates this application 
of STEM-EELS for the characterization of interfacial charge-transfer between Au nanoparticles 
supported on TiO2 (Figure 2.3a).38 Calculation of the integrated area under the EELS curves 
(Figure 2.3b and c) provide a quantitative measurement of charge transfer from the substrate to 
the nanoparticles at the Au/TiO2 interface. Based on the analysis of the EELS spectra it was 
found that electron transfer at the interface proceeded from the Ti support atoms to the Au atoms 
in the cluster. This unprecedented level of local chemical information from Cs-corrected STEM-
EELS makes it a commanding analytical tool for materials scientists and chemists. 
 
2.1.6 Electron Diffraction 
As mentioned previously, Cs-correction allows atomic resolution in STEM or TEM mode 
making it possible to assign faceting structure; however, crystallographic analysis can also be 
supported by the implementation of electron diffraction. Upon traversing the specimen plane, 
diffracted electron beams (post-specimen) can be collected to form a diffraction pattern (The 
science of diffraction will be more formally discussed in Section 2.3.). Electron diffraction in an 
electron microscope is distinct from X-ray diffraction (Section 2.3) in that a diffraction pattern 
can be acquired from small-scale crystals making it extremely useful in the structural 
characterization of individual nanostructures.2 Over the years the technique has developed from 
selected-area electron diffraction (SAED), where the scattering due to a selected area contributes 
to the diffraction pattern; to nanobeam and convergent beam electron diffraction (NBED39 and 
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CBED40), where individual diffraction patterns from radiation-sensitive or more durable 
nanomaterials can be collected, respectively.  
 
2.2 X-ray Absorption Spectroscopy 
X-ray absorption spectroscopy (XAS) is an experimental technique broadly used to examine the 
local atomic and electronic structure of matter.41, 42 It has found utility in essentially all fields of 
science, from biochemistry to solid-state physics.41 Foremost among the advantages of XAS is 
that it is a bulk analytical technique, thereby presenting data as a statistical norm from a 
population of numerous specimens.41 This is particularly useful with nanomaterials where 
appraisal of the chemical and physical properties is best represented by an ensemble average. 
Through the years the use of XAS has established it as a reliable method for elucidating chemical 
and structural information from nanoscale materials.43   
 
2.2.1 X-ray Absorption Spectroscopy Basics 
In XAS a sample is positioned within the path of intense X-ray radiation where its absorptive 
nature with respect to the radiation is monitored. Subtleties in atomic structure and the presence 
of varying chemical species alter the absorption properties such that their contributions, or 
absences, can be detected spectrally. The collected data can then be modeled taking external 
stimuli (e.g. thermal agitation)15 or additives (e.g. doped species)41 into consideration.  
Synchrotron X-ray radiation is generally selected as the energy source for XAS analysis 
due to its intensity, chromaticity, and tunability.41 The latter point is paramount as it allows for 
distinct energy ranges to be chosen for element-specific analysis. This is accomplished by using 
perfectly crystalline monochromators (Si or Ge) to define the desired wavelengths.41 Another 
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function of the monochromators is to narrow the energetic distribution of the derived X-rays. 
The subject of monochromaticity is critical to XAS because of the variability in excitation 
energies between elements in the periodic table.15, 41 Thus, by narrowing the band of X-ray 
energies, the possibility of inadvertent absorption/excitations can be avoided. As we shall see, 
the XAS spectrum of an elementally pure substance is already a convolution of many absorption 
processes.  
At a given energy, the amount of radiation that can permeate through a material is 
defined by its absorption coefficient (µ).41, 42 When X-rays bombard atoms in a condensed state 
the excitation of electrons to higher energy states ensues (Figure 2.4a). Depending on the λ of the 
X-ray radiation and the energy state of the electron, only certain element-specific transitions will 
be achievable as it relates to the quantum states of the electrons (i.e. the initial- and final-state 
wave functions).42 The transition of electrons to higher energy states is based on quantum 
mechanical selection rules that define the probability associated with spectroscopic transitions 
between atomic states.44 Also known as Fermi’s Golden Rule, the selection rules have been 
shown to share a linear relationship with µ.45 When the X-ray photons attain energies sufficient 
to excite core-level electrons to higher energy states a noticeable increase in absorption occurs. 
Spectrally, this is represented as a sharp peak/edge in the X-ray absorption spectrum (Figure 
2.5a).  
Provided enough energy these electrons can be ejected from the absorbing atom in to the 
continuum (Figure 2.4b).42, 43 If viewed in reciprocal space (Q- or k-space) as outgoing spherical 
waves, these photoelectron wave vectors can then interact with neighboring atoms within a 
spherical radius (Figure 2.4c). Collisions between the outgoing wave and the nearest-neighbor 
(NN) atoms generate a series of backscattered spherical waves (Figure 2.4c). The backscattered 
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wave vectors interact with the originally generated wave vectors; based on the atomic structure 
of the material the amplitude of the propagating wave vectors can be altered. In other words, the 
NN distances between the absorbing and scattering atoms dictate the resulting constructive or 
destructive interference (See Section 2.3.1 for more details regarding the superposition of waves), 
as further illustrated in Figure 2.4c. Regardless of its augmented (or attenuated) state, the 
returning photoelectron wave modulates the final state wavefunction of the absorbing atom such 
that its absorption properties become defined by the local atomic structure of the material. This 
concept can be represented mathematically by the relationship, 
0[1 ( )]total kµ µ χ= +  
where µ0 is the unaltered absorption coefficient and ( )kχ  is a function describing the convolved 
scattering against the NN atoms surrounding the absorbing atom.42 Following the arithmetic it 
can be understood that at increasing energies the total absorption (µtotal) registered on the 
spectrum provides energy-dependent data that is responsive to structural changes in the 
immediate surroundings (Data > 200 eV in Figure 2.5a).   
As we have shown, µ is highly susceptible to atomic structure but it is equally sensitive to 
chemical structure. The presence of a markedly different elemental species will apply a separate 
nuclear potential which will further distort the manner in which an approaching photoelectron 
spherical wave scatters compared to a chemically pure material.15, 42, 43 These modifications 
introduce additional phase differences between the outgoing and backscattered wave vectors and 
impart further changes to the µtotal of the absorbing atom.42 Taken together, all these factors 
contribute to the extended structure of the X-ray absorption spectrum (Data > 200 eV in Figure 
2.5a). 
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2.2.2 X-ray Absorption Near-Edge Structure  
An X-ray absorption spectrum can be broken down into two components the X-ray absorption 
near-edge structure (XANES) region and the extended X-ray absorption fine structure (EXAFS) 
region. The XANES portion flanks the range in energy (200 eV below and 5 eV above the edge 
energy) at which the absorption initially occurs for a particular electronic transition in an atom 
(Figure 2.4d). The position, shape and intensity of the absorption peak (Data at 0 eV in Figure 
2.5a) offer both qualitative and quantitative features that allow the characterization of the 
electronic state of the element being probed. For instance, different ionic species of the same 
element can give rise to variations in XANES spectra,41 as was shown for the different ionization 
states of Pu.46 Taken a step further, critical analysis of the XANES region can give information 
pertaining to the relative condensed state (whether the sample is in the bulk state or in the 
nanoscale),47 and composition (whether is chemically pure or a composite).41 In addition, slight 
changes to environmental factors can produce instabilities in XANES spectra; this will be a topic 
of discussion in Chapter 3 (Section 3.4). 
 
2.2.3 Extended X-ray Absorption Fine Structure  
The extended structure of the spectrum (Data > 200 eV in Figure 2.5a), or the EXAFS region (at 
energies 200 eV above the absorption edge and beyond), gives data amenable to the local atomic 
structure surrounding the absorbing atom. EXAFS provide a considerable advantage in studying 
nanomaterials in that the limited dimensions of specimens coincide with decay length scales of 
the EXAFS signal (~5-6 Å). For example, multiple EXAFS studies have shown the structural 
refinement of nanocrystals and catalysts, supplying information such as surface relaxation, 
changes to the crystal lattice, and the prevalence of atomic disorder.41, 47 This type of structural 
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sensitivity is paramount for a thorough characterization of a material. Additionally, EXAFS are 
chemically sensitive. As mentioned in Section 2.2.1, the Coulombic potential inherent to a 
foreign atomic species imparts a phase difference to scattered photoelectrons. The presence of 
these atomic species can be accounted for within the modeling framework to assemble a better 
representation of the composite. The element specificity of the EXAFS makes it particularly 
useful when trying to evaluate the stoichiometry of a material containing multiple elements such 
as doped semiconductors,48, 49 organometallic compounds,50, 51 or solid solutions.52, 53 
 
2.2.4 EXAFS Modeling  
The discussion in section 2.2.1 makes it clear that in reciprocal space (Q- or k-space), µ is 
modulated by the backscattering properties of neighboring atoms (Figure 2.5b). Since the 
extended fine structure in the spectrum is a superposition of sinusoidal waves, then its Fourier 
transform (FT)54 produces a radial distribution of scattering centers in real-space (R-space) 
(Figure 2.5a).41, 42 The R-space representation can be used as a qualitative means to identify the 
presence of other scattering centers and the coherency in the local atomic structure. However, it 
is more prominently employed for its quantitative value in XAS analysis. By considering the 
atomic packing structure of a sample it becomes possible to predict structurally- and chemically-
related scattering contributions to the R-space profile. Thus, it is possible to model these energy-
dependent fluctuations with respect to composition and atomic structure. The general procedure 
involves calculation of theoretical scattering paths based on the potentials associated with atomic 
coordinates within a theoretical structure.55, 56 Also known as the FEFF code,55 this procedure 
enables calculation of NN values from these scattering paths such that comparisons can be made 
between experimental and reference samples.  
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Modeling EXAFS data is done using the EXAFS equation, 
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where k is the scattering wavevector, S0 the amplitude reduction factor, F(k) is the backscattering 
amplitude, λ is the decay pathlength of the photoelectron and ( )kφ  is a phase factor that accounts 
for the alteration to the kinetic energy of backscattered photoelectrons due to the nature of 
neighboring atoms.41, 42 Numerical values for these terms can be substituted for by using those 
obtained from bulk standards.41 Modeling of the acquired data produces statistical averages for 
NN coordination numbers (N), interatomic distances (R) and the Debye-Waller factor (σ2). While 
the first two represent straightforward structural parameters, the latter term can be interpreted as 
deviations from R between adjacent atoms. Taken in three dimensions σ2 can be understood as a 
quantity describing atomic disorder.41, 47 When compared against a bulk standard, these values 
provide tremendous insight into the local atomic structure of a material. It must also be 
mentioned that although most modeling is done in R-space, it must also be mentioned that 
modeling can be performed in reciprocal space. The advantage of R-space is that it provides a 
more tangible reference with which to identify scattering contributions 
 
2.3 X-ray Diffraction 
X-ray diffraction (XRD) is another X-ray-based analytical technique used for the 
characterization of atomic structure in materials. The general mechanism by which diffraction 
elicits structural information amenable to crystallographic analysis has garnered significant 
utilization since its inception.18, 19, 40, 57-59 Despite constraints imposed by sample exclusivity, 
where crystalline materials are preferred, XRD has shown functionality (albeit limited) in the 
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analysis of amorphous materials.19 Consequently, XRD has sustained popularity and remained a 
prominent tool for the crystallographic analysis of materials. 
 
2.3.1 X-ray Diffraction Basics 
As in XAS, XRD involves the mounting of a sample in the path of X-ray radiation and 
monitoring the succeeding scattering behavior. The crystal structure of the material behaves like 
a physical grating such that the scattering patterns generated from incident radiation make it 
possible to identify crystal packing structure, lattice parameters, crystal phases and, in some 
cases, the extent of compositional intermixing.18, 19 However, XRD is not constrained to use 
monochromatic, high-energy, synchrotron radiation, making it a readily available and a 
convenient analytical tool in both academic and industrial settings.  
Section 2.1.2 revealed the “scattering” process between an atom and electrons to be more 
associated with Coulombic acceleration than the collision between two solid objects. Here we 
will see that the “scattering” process between X-rays and atoms also makes a departure from 
classical mechanics. The interaction between X-rays and a single electron can be understood by 
first considering the dual presence of electric (Ê) and magnetic (B) field components in X-ray 
radiation.18, 19 Referring back to the description in Section 2.1.2, the charge carried by electrons 
makes them partial to the Ê component of the propagating X-rays. The wave-like motion of the 
X-ray radiation causes electrons to oscillate in response to the propagating wavelets. Since the 
acceleration of a charged particle results in the emission of EM radiation,18, 19 then likewise the 
situated acceleration and deceleration (oscillation) of an electron produces EM emissions 
(including X-rays). In elastic scattering the emitted X-rays propagate with the same sinusoidal 
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phases and frequencies as the incident radiation, and although fundamentally the process is a re-
radiation of sorts, it is designated as scattering, or more formally Thomson scattering.18  
In an atom there are a multitude of electrons distributed at varying distances from their 
nuclear center. As a result, the elastically “scattered” X-rays produced are not always in phase 
with the incident X-rays. In a crystal, the total scattering of X-ray radiation arises from a volume 
containing a large number of atoms spatially fixed near lattice sites. Since a crystal is a network 
of periodically, localized, electron-rich regions; it becomes apparent that a multitude of out of 
phase, coherently scattered waves constitute the majority of the scattering wavevectors.18 
However, if by happenstance two waves propagate with the same parameters (wavelength, 
direction and phase) after interacting with the sample then they are said to be coherent and can 
interact with one another.18, 19 Convergence to an observation point can result in the constructive 
combination of the wavelets, such that the wave amplitude is augmented (i.e. the superposition 
principle).60 Conversely, the additive effect of out of phase wavelets convolutes the combined 
wavelet intensity destructively. Based on the nature of the convolution between the scattered X-
rays, a detectable signal can be collected such that the scattering functions as a probe capable of 
locating regions of electron density (or atoms). In some instances, coherently scattered X-rays 
emerging from the specimen interfere constructively in a way that the compilation of signals 
produces a regular pattern ascribable to crystal lattice with intensity determined from the atoms 
in the unit cell. In these instances the scattering process is referred to as Bragg diffraction.18  
 
2.3.2 Bragg Diffraction 
Any type of radiation can be diffracted by a periodic structure. However, critical information 
only materializes when the λ of the radiation is on the order of the spacing between the regularly 
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spaced objects. In XRD the X-rays used typically have λ that measure between 0.1-100 Å60 
making them capable of probing crystalline materials using the periodic distances between 
atomic sites (~2-4 Å, in most transition metals).61  
Visualizing the array of atoms as a series of parallel planes reveals the presence of a 
multitude of interplanar distances (d). If we consider parallel X-ray wavelets approaching a 
sample at an angle θin, then for adjacent planes of atoms separated by a distance, d, constructive 
interference will only occur if the incoming and re-radiated X-ray waves are coherent, such that 
θin = θout.
19
 Since the wavelets effectively travel different path lengths only particular 
combinations of θ, λ and d will ensure that the path difference between the wavelets is an integer 
multiple of λ. This equation relating the three variables to the pathlength difference is known as 
Bragg’s law and is represented by, 
2 sinn dλ θ= .18, 19 
If n results in a whole number, then the Bragg condition is satisfied and upon irradiation with X-
rays, the lattice of atomic sites gives rise to an interference of the propagating waves that 
coordinate to produce a diffraction pattern (Figure 2.6a).  
 Equally important to understanding the physics of Bragg scattering is correlating the 
generated diffraction pattern to the atomic structure of the material. Said correlation can be made 
by constructing a corresponding crystal structure in Q-space. This reciprocal lattice is essentially 
comprised of all the Bragg diffracted X-ray wave vectors that contribute to the diffraction pattern 
(Figure 2.6a). In other words, it can be envisioned as the momentum transfer between the 
incident wave vectors (k) and the scattered wave vectors (k’) such that their difference produces 
a vector, Q, which is normal to the lattice planes within a material (Figure 2.6b). As Figure 2.6b 
shows, the Q, describing the point to point distances between the atoms in a real-space, 3-D 
 40
crystal; project the position of the Bragg peaks in Q-space. Despite the fact that the reciprocal 
lattice of a crystal is also a 3-D representation, as a projection the diffraction pattern only maps a 
2-D array of points encompassing all the Bragg scattering due to the real space planes.18, 19  
As mentioned earlier in this section, XRD can be performed using either synchrotron 
radiation or radiation generated from a filament tube.19 The advantage of using synchrotron 
radiation is the high intensity and achievable monochromaticity (Section 2.2.1).41 Comparatively, 
using filament tubes avoids the high costs associated with the construction of a particle 
accelerator. As it pertains to diffraction, the λ of the source radiation affects the level of 
resolution in the diffraction pattern. In Q-space this can be understood by considering the 
conservation of energy during the diffraction process.18 Since the Bragg scattering is elastic in 
nature (E = hω = hck; where E is the energy, h = 6.0626 × 10-34 m2kg/s for Planck’s constant, the 
speed of light c measures 3.0 × 10-34 m/s, and k is the reciprocal space representation of the 
wavelength radiation) than the parameters associated with the incident and scattered wave 
vectors are unaltered other than a change in direction (Figure 2.6c). Since momentum is 
conserved then increasing the energy of incident radiation results in a greater transfer of 
momentum to the scattered waves onto a stationary detector such that the maximum momentum 
is 2k (e.g. Figure 2.6a where k(022) and k(0-2-2) exhibit 2k). In concept, with lower energy radiation 
(longer λ) the limited momentum transfer excludes higher θ Bragg peaks but also assists in 
distancing them, improving the resolution of the profile features. If the momentum transfer is 
high (shorter λ) more information is transmitted to the pattern, however this is at the expense of 
resolution where peak-overlap can readily occur.62 The angular relationship between the 
approaching incident radiation and reciprocal space can then be described by: 
4 sin( )Q pi θλ= .
57, 59
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In this equation it can be deduced that the λ of the X-rays plays a key component in deciding the 
resolvable features in the acquired data (Figure 2.6c).  
  
2.3.3 Single Crystal X-ray Diffraction 
Single crystal XRD (SRD) provides an experimental archetype exemplifying Bragg diffraction 
from a three-dimensional grating system. Assuming an extended, single crystal sample ( ≥ 100 
µm)58 the scattering patterns generated are a direct projection of the scattering wavelets 
associated with the symmetry of the crystal. Thus, diffraction theory can easily explain the 
scattering physics based on the atomic structure of a specimen. In fact, single crystal 
diffractometers have become available designed specifically to examine perfect single crystal 
structures.19  
In SRD, monochromatic X-rays are directed to a crystal mounted on a goniometer 
capable of defining the orientation between the specimen and the traversing radiation.19 This 
allows rotation of the sample along three independent, orthogonal axes. Rotation of the sample 
during data acquisition produces Bragg peaks which gradually change as the crystal rotates.19 
Based on the disappearance and emergence of new Bragg peaks, and the angle of rotation, the 
data can be computationally combined to formulate a refined model describing the crystal’s 
atomic structure.19  
Unfortunately, the sample requirements for SRD preclude the analysis of anything other 
than a perfect crystal. Therein lies the more difficult problem of preparing a defect-free single 
crystal sample.19 As a result this prohibits the use of this technique for most samples including 
nanomaterials.  
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2.3.4 Powder X-ray Diffraction 
In practice, crystal analysis from a single diffraction pattern can be complicated by the presence 
of imperfections such as twins and stacking fault defects.63, 64 These imperfections make it 
difficult to make crystallographic assignments as Bragg reflections are represented which would 
otherwise have been absent along a particular zone axis.19 In as much, there would be peak shifts 
and broadening that further complicate a clear interpretation of the data.63, 64 Similarly, 
nanomaterials present uncertainty in diffraction data as a result of the multiple orientations 
adopted by individual structures.19 However, one must also consider the residual effects of 
surface transformations (Chapter 1, Section 1.1.1); the first and second layers modify the overall 
average d-spacings. As a result, the data available for sampling does not truly reflect the d-
spacings associated with bulk structures.65, 66  
For these instances, X-ray powder diffraction (XPD) provides an excellent method to 
examine Bragg scattering. The equivalent presence of random orientations of individual 
nanocrystals results in a reciprocal space representation of all the Bragg scattered vectors. 
Therefore, as opposed to an array of discrete Bragg peaks, the reciprocal lattice would adopt 
Bragg peaks distributed in all possible orientations resulting in the formation of ring-like 
patterns.18, 19 If the ring pattern is integrated such that the data is displayed along one axis (Figure 
2.7), then based on the angular distribution of the peaks (and the packing structure of the 
specimen) information pertinent to faceting structure, phase, and lattice parameters can be 
gleaned.18, 19 
 Another benefit of XPD is the ability to analyze multicomponent systems. In the case of a 
two phase crystal system, XPD can simultaneously display the contributions from both 
components within a single diffraction profile.19 Chapter 6 will show just such a scenario where 
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surface passivation is assessed based on XPD data. Additionally, the study presents an analytical 
approach toward determining the extent of alloying by way of a fitting process known as 
Rietveld Refinement.58  
 
2.3.5 Rietveld Refinement 
Rietveld refinement is a fitting procedure developed to distill proposed structure models from 
XPD data. Because of the variant crystal orientations that are evaluated in XPD, oftentimes a 
strong overlap in the Bragg intensities occurs. The overlying data make it difficult to assess 
crystal structure.58 Rietveld refinement was produced with the purpose in mind to separate 
closely convolved scattering intensities. In the refinement process a proposed scattering pattern 
from a model structure is least-squares fit to experimental data.58 Based on the fitting results a 
measure of confidence regarding the selected model structure(s) can be made.  
 
2.3.6 The Scherrer Equation 
It was alluded to in Section 2.3.4 that surface effects such as contraction present complications to 
XRD analysis in distorting the statistical average of the acquired signal. Since nanomaterials are, 
to a large extent, comprised of surface atoms, it stands to reason that their diffraction profiles 
would be equally distorted. In the diffraction profile this is typically manifested as a lowering in 
intensity and broadening of the signal.18, 19, 67 Although this does not necessarily disfigure the 
peak positions, it does provide an assessment of particle dimensions. 
 The Scherrer equation was derived specifically to extrapolate the dimensions of a 
specimen from integrated diffraction profiles. The Scherrer equation, 
cos
Kλ
τ β θ= , 
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approximates sample dimension (τ) from domain sizes as a function of the X-ray radiation (λ), 
the broadening of the peak at full-width half maximum intensity (β), the Bragg angle (θ), and the 
shape factor constant (K, typically valued at 0.9).68 Not surprisingly, this equation has found 
extensive use in the analysis of nanomaterials and has proven to be a relatively reliable method 
for estimating nanoparticle or catalyst sizes.67, 69, 70  
  
2.4 Atomic Pair Distribution Function 
The atomic pair distribution function (PDF) is an analytical method that has been previously 
used for studying liquids and amorphous solids. It is a relatively new technique with the aptitude 
for the analysis of structurally complex materials.59 An extension of XRD, the PDF was 
developed specifically to characterize materials with limited coherency in atomic structure.57, 59 It 
emphasizes the frequency in correlated NN distances throughout a material thereby garnering 
both qualitative and quantitative information regarding structure.57 Recently, the atomic PDF has 
found considerable use as a structural probe for complex nanomaterials.57, 59 
 
2.4.1 Atomic Pair Distribution Function Basics 
One attractive aspect of the PDF is that collection of data is symbiotic with that of powder XRD. 
The distinction between a PDF and XRD is rooted in the analysis of the data thereafter scattering. 
Whereas, single crystal XRD analyzes the scattering data resulting from only Bragg diffraction 
processes, the atomic PDF evaluates all scattering that occur from interaction of the sample with 
the incident radiation.57, 59, 71, 72 As opposed to the data consolidated by the presence of atomic 
planes, in PDF analysis the data is presented as distribution of atom- pair distances within a 
sample.57, 71-73 
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Although XRD can be formed using either synchrotron or laboratory sources, the PDF 
analysis requires high-energy X-rays for adequate data collection.57, 71 The reason for this lies in 
the physics associated with the momentum transfer function  discussed in Section 2.3.2. With 
lower energy radiation only contributions from low-angle scattering will be present in the total 
scattering pattern. Using higher energy λ allows the collection of high scattering processes that 
would have otherwise occurred at higher angles and been absent from the detector (Figure 2.6c). 
It is this high-angle scattering that leads to better resolution in PDF analysis. 
Along with Bragg scattered X-rays there are also diffuse scattering components that 
attend any acquired diffraction data.59 These diffuse components represent contributions arising 
from inelastic and elastic scattering events. Examples of inelastic events include phonon 
scattering and plasmon oscillations.59, 72 Contributions from elastic scattering events include all 
scattering wave vectors associated with d-spacings that do not satisfy the Bragg condition.57, 59 In 
XRD the diffuse scattering is excluded from the analysis because of their features are 
unresolvable relative to the Bragg intensities. However, as we shall see, these diffuse elements 
play a significant role in PDF analysis (Figure 2.8a). 
 PDF analysis utilizes both diffuse and Bragg components of scattering from a diffraction 
experiment. In other words, the PDF measures all components of scattering that occur during 
diffraction experiments. This is achieved by using a total scattering structure function, S(Q), 
where                                                    
2
2
( ) | ( ) |( ) 1| ( ) |
coh
i i
i i
I Q c f Q
S Q
c f Q
−
= +∑
∑
.
57, 71
  
The equation includes the overall intensity (Icoh(Q)) measured from all the occurring scattering 
and normalizes it by the atomic concentrations (ci) of the elements contained therein and the 
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atomic scattering factor (fi(Q)).57, 71 The latter term represents the scattering fall off with respect 
to scattering angle as a function of the λ, a factor implemented to amplify the diffuse scattering 
components. Qualitative examination of the XRD evaluated by S(Q) reveals a significant 
enhancement to the diffuse contributions occurring at higher Q (where Q = 4πsinθ/λ, Figure 
2.8b).57, 71 As discussed in Section 2.3.2, the reciprocal relationship between Q (or k)-space and 
R-space produces a radial distribution. Here, the FT of the sinusoidal convolution in Q-space 
affords a series of atom pair distances and their relative intensities. In the case of the atomic PDF 
the FT is defined by G(r), where 
max
0
( ) (2 / ) [ ( ) 1]sin( )Q
Q
G r Q S Q Qr dQpi
=
= −∫ .
57, 71
               
 
Evaluation of the integral over a wide range of momentum transfer, Q, in reciprocal space 
provides adequate resolution of the PDF peaks in R-space. The integral yields scattering power 
weighted radial distribution of interatomic distances between all possible atomic pairs in the 
structure, averaged over all possible origin choices.57 An example of a PDF profile is presented 
in Figure 2.9. 
 
2.4.2 Atomic PDF Modeling 
Out of context the acquisition of atomic PDF data is meaningless. Once obtained, the data must 
be modeled and measured against a comparative standard. G(r), the resulting FT from Section 
2.4.1, is related to the probability of finding atomic pairs separated by a distance r.57, 71 If thought 
of in three-dimensions then G(r) can also be mathematically represented by: 
( ) 4 [ ( ) ]oG r r rpi ρ ρ= −                 
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where ρo is the average atomic number density and ρ(r) is the atomic pair density, such that it 
determines differences in atomic density as a function of radial, atom-pair distances, r.57  
Where ρo can be obtained intrinsically from the density of the structure, the term ρ(r) is 
defined by the equation, 
2
(0) (0)1( ) ( )
(0) vu
f f
r r r
r f
ν µ
ν µ
ρ δ= −∑∑ .57, 72 
In this relationship the rνµ is the distance between the νth and µth atoms each with their 
corresponding atomic scattering factor, f(0) (for simplicity we can assume that all the atoms in 
the nanostructure are of the same type, with equal f, making the scattering power weight unity).  
The equation can also be conceptually described as an envelope function that constitutes an 
arrangement of atom-pairs within a spherical volume spaced by different values of r. Taking into 
consideration the packing structure of the material, the function attempas to model experimental 
PDF data to a best fit. Even better, by controlling the proposed dimensions of the model, a 
logical calculation can be made pertaining to the dimensions of the material in question.71, 73, 74 
This is done by measuring atom-pair peak frequencies as a function of a model structure. The 
calculated PDF, assuming a bulk structure, is then fit to the data such that atomic positions are 
systematically modified to match experimental results.71, 73, 74 The final product is a quantitative 
measure of the particle size, coordination number, crystal structure and relative disorder (Figure 
2.9).57, 59, 71 
Ultimately, the atomic PDF data can be used to reflect both the long range atomic 
structure and local structural imperfections. Therefore it becomes particularly useful for the 
characterization of aperiodic distortions in bulk crystal structures and nanoporous materials, as 
well as for structural assessment in finite-size systems such as nanoparticles, nanotubes and 
nanorods.57, 59 
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2.5 Chapter 2 Figures.  
 
 
 
 
 
 
Figure 2.1 The illustration in (a) shows the generation of magnetic field lines (red arrows) by 
the circular passage of electrical current (blue arrow) through a coil. (b) Shows the cross-
section of a collection of coils encased within an iron cap, the makings of an electromagnetic 
lens. The channeled magnetic field lines are depicted as red arrows. For simplicity, the 
structure in (b) is placed in juxtaposition with its optical analog in (c). (d) Shows the effects of 
spherical aberrations for an uncorrected lens which result in a focal spread of the transmitted 
electrons. (e) Shows the effects of a compensating lens system (depicted as a concave lens) 
correcting for spherical aberrations. Figure adapted from Anal. Chem. 2010, 82, 2599-2607. 
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(c) (d) 
Figure 2.2 The Figures show the difference in signal detection for imaging between (a) high 
resolution TEM (or HREM) and (b) STEM with the positioning of the corrector as it relates to 
the imaging mode. A Au nanobridge composed of multiple grains in Cs-corrected HREM is 
shown in (c). In (d) a symmetrically-twinned Au/TiO2 sample shown collected in Cs-corrected 
STEM mode.  (a) and (b) adapted from Anal. Chem. 2010, 82, 2599-2607 while (c) was 
adapted from Phil. Trans. R. Soc. A. 2009, 367, 3795. 
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Figure 2.3 (a) Cs-STEM micrograph of Au particles supported on TiO2. The regions chosen 
for EELS line scans for a Au/TiO2 sample displayed as arrows with the corresponding scans 
shown in (b) and (c). The EELS scans defined by arrows A and C traverse the surface of the 
TiO2 support (red) into the bulk TiO2 (black). The EELS spectrum for the particle-support 
interface (green), is annotated by arrow B in (a), also plotted alongside the EELS spectrum for 
the bulk TiO2 (black). In (b), the subtle shift in the EELS spectrum (<1eV) of the free TiO2 
indicates a strong contingent of Ti+3 at the surface. Conversely, (b) shows restoration of the 
electronic state of the interfacial Ti atoms resembling that of bulk TiO2 (Ti+4), denoting the 
effects of charge-transfer. Figure adapted from Anal. Chem. 2010, 82, 2599-2607. 
(a) (b) 
(c) 
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Figure 2.4 (a) Excitation of core-level electrons by high-energy X-ray radiation. (b) Shows 
the result of core-level electron ejection into the continuum with increasing X-ray radiation. 
(c) Ejected photoelectrons interacting with nearest-neighbor atoms with scattering events 
depicted as spherical waves. The spatial distribution of the neighboring atoms produces 
amplitude-modified backscatter onto the absorbing atom resulting in a modulation of the 
absorption properties. 
(b) 
(c) (a) 
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Figure 2.5 (a) Sample of the XANES (-200 to 5 eV) and EXAFS region (> 200 eV) in the 
XAS spectrum. The sharp jump in the absorption set at “0” denotes the onset of excitation of 
core-level electrons to higher energetic states. (b) A reciprocal space representation of the 
EXAFS data in terms of the photoelectron wave vector k. (c)  Fourier transform of the data in 
(b) producing a radial distribution function. 
(b) (a) 
(c) 
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Figure 2.6 (a) The multitude of scattering events of which Bragg scattering results in the 
formation of a diffraction pattern (the pattern shown assumes a crystal oriented along is [001] 
one axis). (b) A vector diagram outlining the diffraction process for an incident vector k. The 
scattered vector, k ’, shows the resulting angle of scatter (θ) and the vector addition (k + k’) 
denoted by the momentum transfer (Q). (c) The dependence of Q on the energy, E (where E’ 
< E0 < E”) of incident radiation. It is depicted that with increasing energy momentum transfer 
is heightened resulting in improved resolution but limited information transfer to the X-ray 
detector.   
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Figure 2.7 Examples of XPD profiles of CdS, CdSe and Cd Te quantum dot crystallites 
comparatively plotted with peak positions annotated for a bulk wurtzite structure. Figure 
adapted from J. Am. Chem. Soc. 1993, 115, 8706. 
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Figure 2.8 (a) Raw XPD integrated along one axis shown of a WS2 measured using X-rays of 
λ = 0.202 Å. Inset in (a) are poorly resolved high-Q features that would normally be absent in 
data acquisition.  (b) Displays the same data upon normalization where diffuse scattering 
components become revealed previously suppressed by the atomic form-factor. Figures 
adapted from Chem. Commun. 2004, 749. 
(b) 
(a) 
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Figure 2.9 Atomic PDF data for a WS2 structure (solid line) with the corresponding PDF 
model (symbols). Figures adapted from Chem. Commun. 2004, 749. 
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CHAPTER 3 
 
THE EMERGENCE OF NON-BULK PROPERTIES IN HETEROGENEOUS 
CATALYSTS: NEGATIVE THERMAL EXPANSION AND ATOMIC DISORDER IN Pt 
NANOCATALYSTS SUPPORTED ON γ-Al2O3 
 
Portions of this chapter were taken from a previously published work (J. Am. Chem. Soc. (2009) 
131, 7040.) reproduced with permission from:  
Sergio I. Sanchez, Laurent D. Menard, Ariella Bram, Joo H. Kang, Matthew W.  
Small, Ralph G. Nuzzo, and Anatoly I. Frenkel. Copyright 2009, American Chemical Society. 
 
3.1 Introduction 
By definition, a catalyst is a substance which increases the rate at which a chemical system 
achieves an equilibrium state without the substance itself being subjected to chemical changes.1-3 
Such a general description of a catalyst places little limitation on what materials can function as 
catalysts. For example, enzymes within biological systems regulate virtually every reaction 
within living organisms.1, 3 Catalysis can take place in solvents through charge-transfer with 
organometallic molecules.1, 2 Catalytic reactions can be initiated by polymers where functional 
groups are incorporated into the monomers for specific reactivity.1  Reactions can also be carried 
out within porous solids which contain molecular-scale cavities.1, 3, 4 Alternatively, bulk solids 
(amorphous or crystalline) can be used as catalytic materials.3, 5, 6 
 If we turn our focus to bulk metals as catalysts we must consider the nature of the 
exposed surface as the reactive interface. Assuming the solid is a single crystal the exposed 
surface can vary depending on the angle of truncation. This is merely an assumption however as 
it has been experimentally documented that even extended, clean surfaces are textured.5, 6 In fact, 
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at high temperatures it was found that a series of terraces, steps and vacancies developed, 
effectively roughening the surface.3, 5, 6 Consequently, it was determined that the emergence of 
these minute features create a larger specific surface area and leads to greater chemical reactivity 
than the former, “perfect” surface.3 The formation of these architectures on the roughened 
macroscopic surface led it to being regarded as “microscopic” because of the microscopic 
features attributing to its chemistry.  
 An important concept was formulated by Hugh Stott Taylor and associates in 1925 
pertaining to reactive centers on bulk metal solids used as catalysts.7 In his study it was found 
that only a fraction of the accessible surface was catalytically active. His experiments indicated 
that in some instances the catalytic activity of a metal surface could be defined by the 
coordinatively unsaturated metal atoms populating the surface of the solid (Chapter 1, Section 
1.1.1). In the interest of attaining a higher level of efficiency the ideology became to utilize 
catalysts with high surface areas which would be more capable of producing atoms in 
undercoordinated environments. This movement brought about the use of metallic sponges, 
skeletal metals and metallic powders.3 
 Currently, metal catalysts are used in the form of highly dispersed aggregates on supports 
for industrial processes.1, 2, 8 Perhaps the main reason why highly dispersed metals are preferred 
is that the metals traditionally used for industry are expensive. Thus, in particulate form better 
use is made of the metal content.1-3 Taking the discussion regarding undercoordination (Chapter 
1 Section 1.1.1) into consideration however, it also must be emphasized that in 
dispersed/particulate form the majority of the metal atoms are exposed as surface atoms. This 
gives rise to, and compounds, the influences of surface effects and quantum confinement 
(Chapter 1, Sections 1.1.1 and 1.1.2). 
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 Scaling down dispersions to nanometer length scales has provided further evidence in 
support of dynamic properties emerging from the nanoregime. A scientific breakthrough was 
made in the 70’s by Bond et al.,9 when it was discovered that Au, in particulate form, could 
function as a catalyst. This was a surprising revelation in light of the inertness/nobility of bulk 
Au.10 However, when dispersed as particles on a support the heterogeneous catalytic system was 
found to effectively catalyze the hydrogenation of olefin.9 Following that discovery, Haruta and 
his associates found Au/TiO2 to be catalytically active for the oxidation of highly toxic CO (g) to 
CO2 (g) at temperatures significantly below 0˚C.10, 11 Interestingly, the preparation of the active 
catalyst reached a threshold at ~ 10 nm in size.11 Beyond this dimensional limit the Au/TiO2 
catalysts were found to show no improvements in performance for CO oxidation. More recent 
studies have indicated a size-dependent transition for TiO2 supported Au particles where metallic 
and catalytic properties are exhibited until reaching 3.5 nm in size where a transition to non-
metallic properties is exhibited,12 a transition not exclusive to Au.13 
Needless to say, the presence of the TiO2 support plays a critical role in the success of Au 
as a catalyst. Many studies have been focused on modifying the nature of a the support to control 
the catalytic response of the supported nanocrystals.14-19 In the same token, research has also 
been dedicated to modifying the nature of the metal catalyst by the addition of secondary 
metals.20-24 As we shall see in this chapter there is an elevated sensitivity of the particles to their 
environment with decreasing nanoparticle size. Subtle interactions with the surroundings can 
have a profound effect on the nature of the nanoparticle’s chemistry and physics. Thus, 
nanoscale materials provide a flexible means of controlling the atomic and electronic structure 
for purposes of catalysis. 
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 Based on the topics discussed above, it is clear that two of the more critical parameters 
influencing catalytic chemistry in heterogeneous catalysts are catalyst size and support 
interactions.  Studies that have focused on catalytic activity as a function of nanoparticle size 
typically find correlations that are highly reaction dependent.12, 25 The aggregate of literature 
presents a complicated summary as to how nanocatalyst’s size influences a diverse range of 
properties that are central to the catalytic chemistry in real process applications (i.e. 
deactivation,26, 27 stability28, 29 and the efficacy of regeneration.30-32). Equally, the role of the 
support in catalysis has motivated a series of studies focused on characterizing the interfacial 
structure of the catalyst and underlying support.15, 18, 33-35 In this respect, correlating structure-
property contributions to particle-support interactions remains an active area of catalytic 
research.15, 35-38 
 As mentioned, since nanoscale particles are mainly comprised of surface atoms it is 
expected that they would show an augmented sensitivity to metal-support bonding.15, 35-38 The 
present work characterizes structural, dynamic and electronic properties exhibited in a 
prototypical heterogeneous catalyst: Pt nanoparticles supported on γ-Al2O3. This heterogeneous 
catalyst is used in processes that produce essentially all the liquid hydrocarbon fuels consumed 
world-wide.1, 2, 8 Platinum is an indispensable catalyst, being among the most active metals 
known for the activation of H2 (g) for hydrogenation.1, 2, 8  Along with a few other noble metals 
(e.g. Ir), Pt exhibits the highest rates and selectivities for C-H and C-C bond activation as well as 
regenerative properties that lead to enhanced stability.1, 2, 8  For these reasons, Pt catalysts are 
essential for the efficient production of hydrocarbon fuels.  Unfortunately, the atomistic details 
involved in the processes that this metal catalyst promotes remain poorly defined.39  This basic 
lack of understanding is amplified by the complexities that attend its industrial use in supported 
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forms.1, 2 The subject of this study, for instance, examines the dynamics of Pt catalysts supported 
on γ-Al2O3. The acidic nature of this support promotes useful forms of C-C bond isomerization 
and as a result, finds ubiquitous use in hydrocarbon processing.1, 2  The synergistic qualities of 
the γ-Al2O3 support and the Pt catalyst result in improved usage of the carbon content in crude 
feedstocks, resistance to deactivation by coking/sintering, improved processing lifetimes and 
facility of regeneration.1, 2   
The present work demonstrates perplexing structural behavior for the Pt nanocatalysts 
supported on this same reactive support, γ-Al2O3, featuring a dependence on particle size, 
sensitivity to adsorbate chemistry, and interactions with the support. It expands upon an earlier 
report that demonstrated the surprising onset of non-bulk-like properties in this same system.40  
In the previous report it was suggested that the support interactions were the result of electronic 
effects that altered the atomic structure of the Pt nanocatalysts. The findings presented here 
illustrate size- and adsorbate-dependent tendencies that further corroborate the importance of 
charge-transfer in describing structure and dynamics for this Pt/γ-Al2O3 system. Most notably, 
the characterization of non-intuitive structural anomalies at the nanoscale, negative thermal 
expansion (NTE) and enhanced atomic disorder, are reported and analyzed comparatively against 
the atomic structure of bulk solids. 
 
3.2 Experimental Methods 
3.2.1 Preparation of Pt Nanocatalysts Supported on γ-Al2O3 and Carbon Black 
Pt catalysts were prepared on γ-Al2O3 (Aldrich, surface area 220 m2/g) by impregnating the Pt2+ 
precursor, Pt(NH3)4(OH)2H2O (Strem Chemicals, Inc.), onto the support from an aqueous 
solution using the incipient wetness method (Chapter 1, Section 1.2.3) to yield a Pt weight 
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loading of 1%.  The supported precursor was dried under vacuum, pressed into a pellet and 
mounted in an in-situ XAS cell.  The sample was heated under a stream of H2 (4% in He) to a 
final temperature of 573 K to remove the ligands and reduce the precursor to metallic particles.  
This resulted in a final average particle size of 0.9 nm.  In order to obtain a slightly larger 
average particle diameter (1.1 nm) a second pellet of the supported precursor was subjected to a 
similar treatment, with the exception of using a final reduction temperature of 687 K.  A third, 
commercial Pt on γ-Al2O3 sample with an average particle size of 2.9 nm and a weight loading of 
5% (Sigma-Aldrich) was also pressed into a pellet from the commercial powder and activated 
under H2 (g) flow at 573 K prior to collecting XAS measurements.   
Pt particles on carbon black (Cabot, Vulcan® XC72, surface area 250 m2/g) were 
prepared in a similar manner from the reduction of Pt(NH3)4(OH)2H2O precursor under H2 (g) at 
450 K, resulting in a 1 wt % loading of 1.0 nm diameter Pt particles.  Commercial Pt 
nanoparticles supported on carbon black (XC72) with an average particle size of 1.8 nm and a 
10% weight loading (ETEK, Inc.) was also pressed into a pellet and activated by reduction under 
H2 (g) flow at 573 K prior to XAS measurements.  The reduction process for all samples 
described above was monitored by scanning the Pt L3 absorption edge. 
 
3.2.2 Scanning Transmission Electron Microscopy 
 The samples for scanning transmission electron microscopy (STEM; Chapter 2, Section 2.1.3) 
were prepared by suspending the supported Pt particles in acetone and placing a drop of the 
suspensions on Cu grids coated with an ultra-thin carbon film on holey carbon (Ted Pella, Inc.). 
Micrographs were obtained on a JEOL 2010F electron microscope operating at 200 keV with an 
electron probe focused to 0.5 nm. The images were analyzed using Digital Micrograph (Gatan, 
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Inc.) and the diameters of individual particles were determined from intensity profiles. The error 
associated with measurement of the average particle diameter was taken as one standard 
deviation. 
 
3.2.3 Atom Quantification 
Quantitative atom counting was carried out using Digital Micrograph in the analysis of 
integrated areal intensities of well isolated Pt particles using a previously described procedure.41 
Our results indicated accurate measurements within 7% of the intensity-correlated atom counts. 
For instance, a calculation of a 700 atoms was uncertain by approximately 22 atoms for our 
larger particles while for smaller sized particles a 16 atom nanoparticle count was uncertain by 1 
atom (S. I. Figure 1) 
 
3.2.4 X-Ray Absorption Spectroscopy 
 X-ray absorption spectroscopy (XAS; Chapter 2, Section 2.2) measurements were performed at 
the XOR-UNI beamline 33BM-B at the Advanced Photon Source, Argonne National Laboratory.  
Some samples were also independently measured at beamline X18B at the National Synchrotron 
Light Source, Brookhaven National Laboratory. Results obtained at the two different 
synchrotrons for identical samples and experimental conditions were unchanged, within the 
measured uncertainties. The same in-situ XAS cell, suitable for experiments with low 
temperature (using a liquid N2 Dewer with a cold finger) and for high temperature (using a 
resistive heater) measurements as in our previous work39, 40 was used in these experiments. 
Samples were mounted at a 45° angle to the beam for spectra to be collected simultaneously in 
transmission and fluorescence modes.  A Pt foil sample was also mounted in the beam between 
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the transmission and reference ion chambers to collect a reference spectrum for absolute energy 
calibration and alignment of spectra collected from the supported Pt catalysts. 
Each sample was blanketed under flowing 4% H2 (g, balance He) and then heated using a 
variable autotransformer (Staco Energy Products, Co.) and thermocouple at the rate of 100 K/h. 
Upon reaching the target reduction temperature, the extent of reduction was monitored by X-ray 
absorption near edge structure (XANES; Chapter 2, Section 2.2.3) measurements at the Pt L3 
edge.  After stabilizing the white line intensity for 30 minutes, full scans of the extended X-ray 
absorption fine structure (EXAFS; Chapter 2, Section 2.2.4) for the Pt L3 edge were taken at a 
series of temperatures (165-573 K), starting at the highest temperature and then cooling and 
stabilizing the sample’s white line intensity at successively colder temperatures. The liquid N2 
Dewar with a cold finger was inserted in place of the heater, for sub-ambient temperature 
measurements. The data were collected after the temperature stabilized to within 5 K of the 
lowest temperature possible, depending on the sample. Multiple scans were collected for signal 
averaging purposes.  After completing the measurements under H2 (g) the gas flow was switched 
to ultra-high purity He (g), the temperature raised, XANES scans collected and monitored until a 
new steady state was achieved followed by full scans made at various temperatures. At the 
conclusion of the measurement series, the temperature was returned to the highest value used in 
the series and a scan performed again to assess reversibility; all data presented below have 
passed these stringent tests (S. I. Figure 2). 
These same Pt/γ-Al2O3 samples were then subjected to an oxidizing atmosphere (leading 
to an oxidation of the particles but with the retention of significant M-M bonding) in the in-situ 
XAS cell. After complete reduction at high temperatures under 4% H2 (g) (as monitored by 
XANES), the samples were then oxidized under a flowing stream of 20% O2 (g, balance by He) 
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for one hour.  In the case of the 0.9 and 1.1 nm supported catalyst samples this oxidation 
occurred at 573 K, while the 2.9 nm commercial sample was oxidized at 673 K. The gas was 
switched to ultra-high purity He (g) at the elevated temperature followed by scanning of the 
XANES region. Once the XANES spectra indicated a steady-state had been reached, full spectra 
were collected for each sample over a series of temperatures (177-573 K) from highest 
temperature to lowest as before.  At the conclusion of these measurements, the sample was 
heated to the initial (highest) temperature under H2 (g) and a full spectrum collected to confirm 
the reversibility of the observed changes (S. I. Figure 3). 
Finally, XANES and EXAFS spectra were collected from a Pt foil standard over a series 
of temperatures (154-700 K) in order to establish a comparative basis between nanoparticle 
dynamics and structure with bulk thermal behavior. Fitting procedures and analytical 
interpretation of the data were consistently implemented for the both the prepared and standard 
samples. 
 
3.2.5 XAS Data Analysis 
Data processing and analysis were performed using the IFEFFIT package, as previously 
described.42, 43 The spectra were aligned using the simultaneously collected Pt foil standard 
spectra and the multiple scans for a given sample under identical conditions were merged. The 
background subtraction of the absorption edge to yield the EXAFS oscillations was performed 
using the AUTOBK code which implements a cubic spline interpolation with an adjustable 
frequency cutoff to fit the background function.44 The data were k2-weighted and Fourier 
transformed to give a pseudo-radial distribution function (oxidized Pt/γ-Al2O3 and Pt/C data 
were treated slightly differently, see below).  The spectra were fitted in R-space by varying the 
 69
coordination number (N), the photoelectron half-path length (or more informally the average 
nearest-neighbor bond distance, R), the correction to the threshold energy (∆E0), the EXAFS 
Debye-Waller factor (σ2) and the third cumulant (σ(3), which takes into account the anharmonic 
correction to the interatomic pair potential).39 Our data analysis demonstrated the significant role 
of anharmonic effects in the observed bond contraction and thus validated the use of σ(3). The 
passive electron reduction factor (S02) was set to 0.86 as determined from analysis of the Pt foil 
spectra collected at multiple temperatures where this parameter was found to be equal to 0.86 ± 
0.02.  The effective scattering amplitude, phase shift and inelastic loss functions were calculated 
from the bulk Pt structure using a FEFF6 code.45, 46 
In order to limit the number of variables, the fitting analysis was performed 
simultaneously on all the spectra collected at multiple temperatures for a given sample under a 
given atmosphere. After verifying that N and ∆E0 did not vary with any statistical significance as 
a function of temperature (S. I. Figure 4), these parameters were each fit to a single temperature-
independent value across all temperatures.  For all spectra, the data analysis was limited to the 
first-nearest-neighbor (1NN) single scattering paths because of their isolation from longer single- 
and multiple-scattering paths in the Fourier-transformed spectra.   
For data where a low-Z scattering contribution was present, both Pt-Pt and Pt-low-Z paths 
were fit using a difference file k-weighting technique.47  Specifically, the data were weighted by 
k3 to emphasize the Pt-Pt contribution and minimize errors from overlap from the Pt-O 
contribution. The R-range was constrained to ca. 2.1-3 Å to fit solely the Pt-Pt contribution. This 
best-fit theoretical contribution was then subtracted from the experimental data in k-space and 
the residual Pt-O contribution fit in the R-range of ca. 1.4-2 Å.  Theoretical standard for the Pt-O 
path used in the analysis of the oxidized Pt on γ-Al2O3 samples was calculated using a FEFF6 
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code from the PtO2 structure while that for the Pt-C path used in the analysis of the Pt/C samples 
was calculated from a platinum carbide structure.48, 49 On the subject of low-Z scatterers, it is 
also important to recognize the role of sample preparation in the absence of low-Z scattering 
contributions (conventionally associated with particle-support bonding)17, 33, 34, 50, 51 in the Fourier 
transform (FT) magnitudes of our samples. The lack of a Pt-O contribution to the radial 
distribution function, although not typical, has been observed in a previous study52 in which a 
similar synthetic protocol was employed in the preparation of Pt/γ-Al2O3.  
Because the parameters R, σ2 and σ(3) are temperature-dependent, they were allowed to 
vary in the fits. No anharmonic correction was applied in the Pt-low-Z scattering path fit.53  The 
thermal dependence of σ2 was also modeled using a correlated Einstein model which represents 
the mean-square deviation (σ2) of R as a superposition of static (σs2) and dynamic (σd2) terms: 
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where ω is the bond vibration frequency, µ  is reduced mass of the absorber-scatterer pair, ΘE is 
the Einstein temperature ( BEE kωℏ=Θ ), kB  is Boltzmann’s constant and T is the measurement 
temperature.39   
Representative plots for all the data and their best fits are presented as Supplementary 
Information (S. I. Figures 5-9).   
 
3.3 Results 
In this section we discuss the experimental results obtained using XAS (in both inert and reactive 
atmospheres) and STEM for Pt nanoparticles in the range of 0.9 nm – 2.9 nm supported on either 
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γ-Al2O3 or C. STEM imaging was used to establish both the size distributions of the supported 
catalysts and specific counts of metal atoms present in an average Pt nanocatalyst for each 
sample. These data provide strict constraints and points of comparison for particle 
characterizations made using XAS39 and verifies that the latter ensemble-average determinations 
of the local atomic environment provide a relevant description of an individual Pt catalyst.54  
 
3.3.1 Characterization of Nanoparticle Size 
STEM micrographs of three Pt/γ-Al2O3 samples at different metal loadings (wt %) obtained after 
high-temperature reduction are shown in Figure 1.  Reduction of the supported Pt2+ precursor at 
573 K, at a loading weight of 1 wt % Pt, resulted in the smallest mean particle diameter and the 
narrowest size distribution; this can be deduced by referring to Figure 3.1 (0.9 ± 0.2 nm).  
Quantitative analysis of intensity maps for the individual nanoparticles in the images afforded an 
approximate atom count contained per catalyst (S. I. Figure 1). Figure 3.1b shows that on 
average the number of Pt atoms contained within the 0.9 nm catalysts is approximately 16 (Navg 
= 16). Based on a previous study,40 this suggests that the structural motif of these catalytic 
nanoparticles must be oblate rather than spherical in shape. Reduction with the same loading at 
687 K gave a larger mean particle diameter with a slightly broader distribution, as seen in Figure 
3.2 (1.1± 0.3 nm). Quantitative analyses of the STEM data shows that the average particle 
contains a larger number of Pt atoms, Navg = 30 (Figure 3.2b). Also examined was a commercial 
sample, 5 wt % Pt on γ-Al2O3, and found that it exhibited the largest and broadest distribution of 
sizes, 2.9 ± 1.0 nm with an Navg = 700 (Figure 3.3).  
Analogous STEM micrographs for two Pt/C nanocatalyst samples were recorded and 
size-distribution histograms analyzed (S. I. Figure 10).  Samples prepared using a protocol 
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similar to that employed for the Pt/γ-Al2O3 samples yielded comparable results as to the size 
distribution (1.0 ± 0.3 nm). Also examined was a commercial Etek, Inc. sample of Pt/C. It was 
found that the contained catalysts had an average diameter of 1.8 ± 0.5 nm (S.I. Figure 7). 
 
3.3.2 Structural Dynamics as Influenced by Size 
The raw EXAFS data, in terms of the phase, χ(k), or the FT amplitude, provide qualitative data 
pertaining to the influences of particle size on the structural dynamics. Generally it is difficult to 
discriminate uniquely between the effects of temperature and size based on the FT magnitude 
alone (Figure 3.4 for Pt/γ-Al2O3 and S. I. Figure 11 for Pt/C). However, consideration of the k-
space data (Figure 3.4a and c) allows discrimination between these two factors. For example, the 
EXAFS data collected for the three different sized Pt/γ-Al2O3 samples (Figure 3.4a), when 
measured at the same temperature, scale uniformly with intensity throughout k-space. Such 
sensitivity to particle size permits the extraction of quantitative information about particle sizes 
by varying N during the fitting process (Figure 3.4b), thus providing direct points of comparison 
with the microscopy data.39 In the present case suggests that variation in particle size within this 
range does not lead to exaggerated atomic reconstructions. Conversely, the influences of 
temperature within a given sample are quite different. For instance, temperature-dependent 
EXAFS data for the 2.9 nm Pt/γ-Al2O3 sample is characterized by a monotonic σ2 with 
temperature. Spectrally, increased disorder manifests itself in the EXAFS signal as a dampening 
of the wave amplitudes with increasing k (Figure 3.4c); these trends denote the dominating 
effects of thermal disorder (Figure 3.4d).39  And as we show below, the acquired data are also 
sensitive to the surface chemistry of the particles, such as might occur in oxidizing or reducing 
conditions (S. I. Figure 12). 
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 The results of the EXAFS data analyses for all the samples are summarized in Tables 
3.1-3.5. Figure 3.5a compares the temperature-dependent nature of the 1NN Pt-Pt bond distances 
(R) for all three Pt/γ-Al2O3 samples measured under He (g), along with data for a Pt foil used as a 
reference. As expected, the Pt foil exhibits positive thermal expansion of R with an average 
linear thermal expansion coefficient α = (1.1 ± 0.1) 10-5 K-1, a value comparable to one 
derived from X-ray diffraction measurements (~0.910-5 K-1 at 298 K).55  Under He (g), the 0.9 
nm Pt/γ-Al2O3 sample exhibits the greatest deviation from bulk behavior. A substantial 
relaxation of the static 1NN Pt-Pt R is observed compared to the bulk (by a calculated 3%, 
denoted by RRT, the Pt-Pt R at room temperature in Table 3.1). Although these results are unusual 
they are not unheard of in the study of heterogeneous catalysts.23, 39, 56-59 More significant is the 
dynamic decrease in R with increasing temperature, as exemplified by the expansion coefficient 
α = (-2.4 ± 0.4 )10-5 K-1. The data also reveal non-bulk-like thermal behavior for the 1.1 nm 
Pt/γ-Al2O3 sample.  In this instance the measured α was (-1.4 ± 0.5) 10-5 K-1.  The data for the 
2.9 nm Pt/γ-Al2O3 sample produced a positive expansion coefficient, α = (0.2 ± 0.1) 10-5 K-1 
(Table 3.1). In general, it was found that the influence of temperature on R diminished with 
increasing catalyst size (Tables 3.1-3.3). 
The data points in Figure 3.5b correspond to the σ2 values determined independently for 
each sample (under He) at a specific temperature while the lines are corresponding fits made 
using a correlated Einstein model (Section 3.3.5).  The Pt foil data demonstrates that only a small 
fraction of σ2 is a result of static disorder, σs2 (a measure of configurational disorder that is 
temperature-independent). This is supported by the fact that the σ2 (T) curve extrapolates to a 
value just slightly above zero (where zero indicates a perfectly ordered crystal), σ2 = 0.0017 ± 
0.0008 Å2 at T = 0 K. Therefore, it can be reasoned that the main component contributing to the 
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measured σ2 value above 0 K is thermal (e.g. σd2). The calculated ΘE (179 ± 2 K) is in excellent 
agreement with literature values (~180 K).55  The 2.9 nm Pt/γ-Al2O3 specimen affords a larger σs2 
(0.0021 ± 0.0001 Å2), and likewise a higher ΘE (203 ± 2 K).  The 1.1 nm samples exhibit further 
increases to both the σs2 (0.0045 ± 0.0002 Å2) and ΘE (226 ± 7 K). The data for the 0.9 nm 
samples exhibit the largest perturbations, with σs2 increasing to 0.0069 ± 0.0003 Å2 and an 
apparent ΘE of 298 ± 24 K (Table 3.1) 
A temperature-mediated response to electronic structure is also observed for the Pt/γ-
Al2O3 samples in an inert, gaseous environment (Figure 3.5c). In the absence of specific 
temperature-dependent electronic effects associated with metal catalysts, (e.g., metal-insulator 
transition) the XANES data should have little, if any, temperature dependence in terms of 
absorption edge position, shape, or white line intensity60 as has been demonstrated previously for 
Pt foil samples.39 XANES measurements for the 2.9 nm samples produced results similar to 
those obtained for Pt foil (Figure 3.5c).39 In contrast, substantial temperature-dependent changes 
to the XANES spectra were detected for the 1.1 nm, and even more so for the 0.9 nm sample 
(Figure 3.5c), when measured under He (g). In each case, the anomalous behavior was 
manifested as a progressive red shift of the edge position and slight increase peak intensity with 
increasing temperature. 
 
3.3.3 Structural Dynamics as Influenced by Adsorbates 
Analysis was carried out to determine the exerting influences adsorbed species have over the 
dynamic structure of the supported Pt catalysts.  For the particle sizes considered here, such 
effects are expected to be considerable given the fraction of atoms residing at (or near) surface 
sites (Chapter 1, Section 1.1.2), particularly for the 0.9 and 1.1 nm particless.61-63 This 
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examination is critical because the current literature does not clearly explain the mediating role 
adsorbate-particle interactions have on the interatomic bonding of nanoparticles.  
To provide a quantitative analysis of the data we consider the temperature-dependence of 
the 1NN Pt-Pt R in three distinct chemical states (Figure 3.6): (1) oxidized particles (O2, in 
green) measured in He (g); (2) reduced particles after H desorption measured in He (g) (He, in 
blue); and 3) reduced particles measured in the presence of H2 (g) (H2, in red). Collectively, the 
data supply a comparative basis with which to study the local atomic structure in the presence of 
adsorbed species, O and H. Figure 3.6a shows that the oxidative treatment induces a static 
contraction to the 1NN Pt-Pt R of the 0.9 nm Pt/γ-Al2O3 samples that is more pronounced than in 
either He or H2 (g) data regardless of temperature. Also apparent is the exhibition of NTE under 
all three conditions, with the value of α for the O2 data being the largest ((-2.9 ± 0.4)10-5 K-1, 
Tables 3.1-3.3). For the 1.1 nm Pt/γ-Al2O3 samples bond contraction as a result of oxidation was 
only mildly detectable. These effects were further dampened for the 2.9 nm catalysts where no 
abnormal behavior was observed relative to the Pt foil (this is reflected by the RRT in Table 3.2).  
Figure 3.6b, in conjunction with Tables 3.1-3.3, presents data that demonstrate 
correlation of the σs2 term and the ΘE values across all sample sizes, under each gaseous 
treatment (He, H2 and O2 (g)).  For all the Pt/γ-Al2O3 samples the presence of H2 (g) decreases 
σs
2 (that is, σ2 at T = 0 K) for the Pt-Pt atom pairs (Table 3.2). This is consistent with the lifting 
of surface strain (Chapter 1, Section 1.1.1) due to H-adsorption producing more bulk-like 
dynamics. For instance, the 0.9 nm particles exhibit σs2 of 0.0052 ± 0.0002 Å2 and ΘE of 207±6 
K under H2 (g). Under He (g) the σs2 increases to 0.0069 ± 0.0003 Å2, with an apparent ΘE of 298 
± 24 K. The temperature-dependence of the 1NN Pt-Pt σ2 values for the O2 data are also 
presented in Figure 3.6b with the σs2 and ΘE determined from the correlated Einstein models 
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given in Table 3.2. There are distinguishing features between the oxidized (O2) and unoxidized 
(H2 or He) σ2 data.  First, oxidation results in an increase in the σs2 of the Pt-Pt R. Second, there is 
an augmentation of the calculated ΘE. Visible inspection verifies that the Einstein model does not 
suitably correlate with the independently-measured σ2 values; this is further reinforced by the 
uncertainty attending the calculated ΘE (Table 3.2).  
 The associated XANES spectra also display the effects of adsorbate on the electronic 
structures of the 0.9 nm Pt/γ-Al2O3 sample (Figure 4c). Not surprisingly, the oxidized samples 
present spectral features different from those found in either the H2 or He data (Figure 3.6c). The 
main distinction in each case is the increase in white line intensity with increasing oxidation. 
Perturbations to the electronic structure are further demonstrated by the shift in the isosbestic 
point which is also seen with the increasing oxidation state of the Pt atoms in the catalyst. 
  
3.3.4 Structural Dynamics as Influenced by the Support 
Figure 3.7a shows the temperature-dependent behaviors of the 1NN R for the 1.0 nm Pt/C and 
0.9 nm Pt/γ-Al2O3 samples measured under He (g).  It is immediately apparent that the Pt/C 
sample does not exhibit NTE.  Its thermal expansion coefficient, (0.2 ± 0.4) × 10-5 K-1, contrasts 
with that of the 0.9 nm Pt/γ-Al2O3 sample (Tables 3.1-3.3).  The Pt/C samples, however, do show 
size-dependent R relaxations compared to the bulk (Figure 3.7a; and RRT values in Table 3.1 and 
3.4).  The 1.8 nm Pt/C nanoparticles under He (g) exhibit R relaxations of ca. 0.4% from the bulk 
value. The presence of H2 (g) had little influence on the dynamics of 1NN Pt-Pt R as evidenced 
by an α = (1.0 ± 0.2)10-5 K-1 under both H2 (g) and He (g), a value closely resembling that of 
bulk Pt (Table 3.5). The 1NN Pt-Pt R measured for the smaller 1.0 nm Pt/C catalyst under He (g) 
are even more strained by surface relaxation (ca. 1.1% relative to the bulk value). 
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For Pt/C samples, the best fit values of σ2 for the Pt-C bonds were indistinguishable from 
zero, to within the uncertainties (0.004-0.006 Å2, Table 3.3). Even though these parameters 
cannot be accurately fit within the confines of a structural model, the larger inference remains 
that this bond is relatively stiff compared to the Pt-O interaction in the Pt/γ-Al2O3 samples.  The 
values of σ2 for the Pt-Pt R calculated from the data of the 1.0 nm Pt/C and 0.9 nm Pt/γ-Al2O3 
samples are graphically presented in Figure 3.7b. The experimentally determined σs2 value for 
the 1.0 nm Pt/C sample is larger than the σs2 of Pt foil (Table 3.4). Even so, this measure of 
disorder is substantially smaller than that of the 0.9 nm Pt/γ-Al2O3. Upon H-adsorption the 
magnitude of the σs2 for the 1.0 nm Pt/C particles is considerably reduced, as with all the Pt/γ-
Al2O3 samples (Table 3.1-3.5). On the other hand, there was no statistically-significant 
dependence of the ΘE value calculated from the data that resulted from H-adsorption, a result 
that is distinct from the γ-Al2O3-supported nanocatalysts.  Lastly, it was found that the σs2 values 
measured for the 1.8-nm Pt/C catalysts were not impacted by H-adsorption (Table 3.5).  
Figure 3.7c shows XANES spectra for the 1.0 nm Pt/C and 0.9 nm Pt/γ-Al2O3 samples 
collected under a He (g) for the temperature series and plotted on the same scale to aid in their 
comparison. The most notable difference is the displayed red shift and rise in the normalized 
absorption intensity seen for the γ-Al2O3 supported sample, thermally driven trends not seen for 
the Pt/C system.   
 
3.4 Discussion 
The results suggest structural sensitivities to particle size, the presence of adsorbate and the 
nature of the support.  That the atomic structure of catalysts would be partial to these factors is 
not astonishing. These notions underscore long-adopted models of structure-property correlations 
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in catalytic studies.15, 33-35, 37, 51, 64 Despite this, there remain deficiencies in understanding atomic 
structure that can formally explain the associated dynamics. It is therefore useful to start with a 
consideration of model structures and bridge from these ideas important concepts. 
It is now well appreciated that qualitative models of metal particles that idealize them as 
polyhedra with atoms occupying regular lattice positions are inadequate.  From this standpoint, a 
number of studies have revealed higher degrees of strain in nanoparticles relative to their bulk 
counterparts, manifesting themselves in contracted R and increased σs2 values.39, 57, 65-71 Recent 
reports72, 73 applied computational approaches toward the analysis of particle-support interactions 
and the influences exerted on dynamic structure. These studies determined that within a narrow 
size range (1-3 nm) the physical properties of these nanomaterials can exhibit extraordinary 
forms of complexity. The findings strengthen the results obtained here suggesting that competing 
interactions are involved in directing the mesoscopic structure of γ-Al2O3-supported Pt catalysts.   
The most interesting result arising from the EXAFS measurements is the display of NTE 
by the Pt/γ-Al2O3 samples (Figures 3.5a, 3.6a and 3.7a). The occurrence of NTE is indeed 
surprising given that the bonding structure of the catalyst is expected to conform to a close-
packed metal system. The most fundamental requirement for close-packed bonding, due to the 
anharmonicity of the interatomic potential, is positive (or, conventional) thermal expansion. In 
rare cases, the vibrational motion can lead to a decrease in the volume of a solid material with 
temperature by way of bond bending.74 A classic example of such behavior is that of cubic 
ZrW2O8 (s), in which an open-framework structure allows low-frequency transverse vibrational 
modes to contribute to the thermal properties of the crystal lattice more so than high-energy 
longitudinal modes; the net result being NTE.74-77 However, these forms of vibrational 
anisotropy cannot be accommodated for within a close-packed metallic structure.78   
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What then are the origins of NTE? To answer this question, it is instructive to consider 
the XANES spectra comparing Pt/γ-Al2O3 and Pt/C (Figure 3.7c). It is well known that XANES 
data is capable of probing for disturbances to the electronic structure of nanoscale materials.79 
For example, varying the acidity of a metal oxide support has been found to impact the edge 
position, intensity, and shape of Pt-XAS data due to electronic redistributions.16, 17, 33, 50, 80 We 
believe the XANES data demonstrate a flow of charge between the Pt nanoparticles and the γ-
Al2O3 support. The XANES spectra for the 0.9 nm Pt/γ-Al2O3 sample (Figure 3.5c, 3.6c and 
3.7c) consistently shows that the white line intensity increases with increasing temperature, 
indicating a progressive depletion of the occupied electronic states at the Fermi level. At lower 
temperatures a decrease and broadening is observed. Combined these features connote the 
prevalence of temperature-mediated charge-transfer.16, 17, 33, 69, 81  
It is frequently noted in literature that the edge shift in XANES data can be used to 
discriminate between mechanisms involving charge-transfer either on to (negative, or red, shift) 
or from (positive, or blue, shift) a supported catalyst.54, 79  Such relationships do indeed exist for 
many bulk materials, where the main contributor to the edge shift comes from changes in the 
core-hole screening upon charge transfer (a final state effect).54, 79 In nanoscale metal catalysts, 
changes to the Fermi level due to charge-transfer can also promote a set of opposing trends: red 
shifts with a decline in electron density and blue shifts with its accumulation. Since the two 
effects (core-hole screening and changes to the Fermi level) can exert counteracting influences 
on the X-ray absorption edge position, directional shifts with temperature alone cannot determine 
the directed path electrons follow. Thus, other factors must be considered to account for the 
trends seen in the XANES data (Figures 3.5c, 3.6c and 3.7c).  
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In an independent study by Lytle et al., nearly identical thermally-driven changes in the 
XANES spectra were reported to occur for Pt/SiO2 catalysts under both He (g) and H2 (g) (no 
information on the thermal influences on the Pt-Pt R was provided however).82  They ascribed 
these changes to the progressive thermal cleavage of interfacial bonds between the surface O 
atoms (from the SiO2 support) and the Pt atoms (from the catalyst). This hypothesis was 
supported by the disappearance of the particle-support (Pt-O) scattering contribution at high 
temperatures and its resurfacing at the low temperature measurements (90 K). An alternative 
explanation involves significantly increased disorder in the interfacial bonding (between the 
catalyst and support) at high temperatures that “wash out” the EXAFS from the Pt-O scattering 
pair72 subsequently modifying the interfacial structure associated with electron-transfer. These 
are important consequences that support the idea of charge-transfer from the support as an 
underlying mechanism. In fact, such an explanation was posed in a recent DFT/MD study 
involving Pt/γ-Al2O3. 
Theoretical studies examined a model Pt10 particle on the “d” layer of the [110] surface of 
γ-Al2O3.72  This work successfully reproduced the NTE (Figures 3.5a, 3.6a and 3.7a) and 
corresponding XANES related electronic effects observed experimentally in our study (Figure 3c, 
4c and 5c). Furthermore, it emphasized the reciprocal relationship between the two phenomena. 
The simulations reveal the stochastic nature of bonding that derive from a differentiated structure, 
comprising discrete layers of Pt atoms bonded to support oxygen atoms (designated PtO) and 
metallic-like Pt atoms with solely Pt neighbors (designated PtM). The calculations showed that 
with increasing temperature (from 165 to 573 K) the average distances of the interlayer PtO-PtM 
bonds expanded but were offset by the larger contractions of the intralayer PtO-PtO and PtM-PtM 
bonds. Dictated by particle-support charge-transfer, these structural behaviors result in a net NTE 
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of the average Pt-Pt bond distance.72, 83 However, another noteworthy finding emerging from the 
theoretical study is that excessive levels of disorder were embedded within the structures adopted 
by the Pt particles. 
The anomalous nature of σ2 is difficult to reconcile within a simple model involving 
solely thermal populations of vibrational states of an underlying equilibrium structure. If the 
latter were the case, these nanomaterials could be simply characterized by a temperature-
independent anharmonic effective pair potential (a model often used in textbooks to visualize 
conventional thermal expansion). The temperature-mediated charge-transfer establishes the 
continuous total energy modification of the supported to be redefined at each temperature. Vila 
et al.72 confirmed this idea revealing that the simulated nanoparticle structure was dynamic, with 
transient bonding to the support.  These motions lead to catalyst-support (Pt-O) bond breaking 
and formation very much in line with the prescient notion of Lytle et al.,82 producing a level of 
disorder in the simulations that is consistent with the results found in our experiment and the low 
amplitudes that preclude direct characterization of Pt-O bonding in the EXAFS. Their 
temperature-dependent, non-vibrational contribution to σ2 fully accommodates contributions that 
cannot be correlated with an Einstein solid (Eq. 1 and 2). One must instead substitute time- and 
configuration-dependent averaging to faithfully characterize the σs2 and σd2 components to the 
resultant σ2 values.39, 84 More importantly however, are the implications these phenomena have 
on 1NN Pt-Pt R.Pt catalysts.  As a result, the data require that the effective pair potential curve 
would need  
The high-temperature transient bonding to the γ-Al2O3 contributes to the measured σ2 
values (Figure 3.5b, 3.6b and 3.7b). With increasing temperature the flux in bonding reduces the 
steady accumulation of electronic charge on the Pt atoms in the particle. In the context of NTE, 
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this results in a dissipation of accrued, low-temperature Coulombic repulsive forces between 
neighboring Pt atoms of the catalyst, with increasing thermal energy (the repercussions of this 
event are manifested in the noted perturbations to the XANES spectra, Figure 3.5c, 3.6c and 
3.7c). Coincident with this dissipation is a collective shortening of the 1NN Pt-Pt R between Pt 
atoms, measured as NTE (Figure 3.5a, 3.6a and 3.7a). However, in our study the data show that 
NTE is a support-dependent phenomenon, present for γ-Al2O3 and essentially absent for C 
(Figure 3.7a). The spectral changes shown in Figure 3.7c include a red shift of the absorption 
edge, decrease in white line intensity, and peak narrowing on the high energy side at elevated 
temperatures. Such changes have been explained variously as being due to the creation of Pt-H 
antibonding states, Pt-H scattering, induced changes in Pt-Pt scattering and changes in the atomic 
background scattering potential (i.e. the atomic x-ray absorption fine structure (AXAFS)).17, 80, 85-
87
  The relative importance of these contributions remains controversial and a subject of much 
debate.17, 86, 87  The present data demonstrate an important caveat, that such changes are not 
solely a characteristic of H-adsorption. This is a reasonable assumption given their absence in the 
data for the Pt/C samples measured under H2 (g) (Table 3.3) that visibly show very similar 
relaxation effects of H-adsorption viz. the Pt-Pt R. Ultimately, the data convey the crucial role of 
the bonding occurring at the particle/support interface. 
More complex interactions are drawn by interpretation of the role of adsorbed species. 
The 2.9 nm particles, for instance, while still showing appreciable Pt-Pt R contractions relative to 
the bulk (Figure 3.5a), display a thermal dependence of the R that is similar to that measured for 
bulk Pt with one notable exception; measurements made under H2 (g) (the origin of which is 
rooted in the temperature-dependent H-coverage that decreases with increasing temperature).34, 50, 
59, 88
 The data obtained under He (g) clarifies this coverage-dependent effect and reveals a more 
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bulk-like (i.e., positive thermal expansion) response of the Pt-Pt R for the 2.9 nm samples (Table 
3.1-3.2). Therefore the 2.9 nm Pt/γ-Al2O3 sample represents a crossover region where these two 
effects (support and adsorbate interactions) can be separated. Due to the particle-support and -
adsorbate interactions, the ensemble-average from the EXAFS signal affords a weighted fraction 
of the electronic contributions from surface Pt atoms over the Pt atoms at the particle-support 
interface. Thus, it is plausible to find a combination of particle size and H-coverage such that the 
particle exhibits a bulk-like response (conventional thermal expansion) under He (g) while, 
exhibiting NTE under H2 (g). We independently verified this prediction in control experiments 
that examined the thermal properties of the 2.9 nm Pt/γ-Al2O3 samples at a higher (1 atm) 
background pressure of H2 (g). These control experiments (S. I. Fig. 13) confirmed that the 
higher pressure provides a near saturation of H-coverage up to temperatures as high as 573 K, 
retaining a non-bulk-like response (NTE) while incorporating bulk-like 1NN Pt-Pt R.    
Speaking more broadly of the data, the presence of adsorbates substantially modifies the 
evaluation of the Pt catalyst’s local atomic structure. Under reducing conditions the particle 
surface dissociates H2 to bound H adatoms. These interactions relieve strain due to the relaxation 
of the surface Pt atoms (Figure 3.6a). Under oxidizing conditions (O2) the O adatoms terminating 
the catalyst surface impart intense strain relative to bulk 1NN R (as much as 2.8 %, Figure 3.6a). 
Inert conditions (He) afford R lying in between these two limiting cases (Figure 3.6a). These 
trends follow simple models for electronic structure in M-M bonding, namely changes to the d-
state occupancy states thereby increasing/decreasing bonding character.51, 64 Thus, alterations to 
atomic structure can be explained by considering the charge-transfer, due to adsorbates and the 
subsequent modification to the electron density of states.  
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Heightened, static, contractive forces are induced on the Pt-Pt R in the case of O-adatoms 
(electron withdrawing). Based on Figure 3.6b it can be determined that the surface bound O 
adatoms result in a stiffer bonding network. The Pt-Pt R in this case contract substantially, and as 
a result the observed NTE is larger in magnitude. Table 3.2 shows that the 0.9 nm Pt/γ-Al2O3 
samples are most impacted by the presence of coordinated O adatoms, exhibiting the highest σs2 
and ΘE values.  
Coincident with H-adatoms (electron donating) is the concomitant sharing of electron 
density by populating antibonding states that weaken the bonding character of the M-M bonds in 
the catalyst producing larger R.51, 64, 85 Tables 3.1-3.3 clearly show that adsorbed-H results in 
comparatively larger RRT values for the 0.9-2.9 Pt/γ-Al2O3 samples than their corresponding 
counterparts, under all conditions. It is not surprising then that H-adsorption also affects the 
magnitude of the NTE (Figure 3.6a and Tables 3.1-3.2). This trend is particularly evident in the 
data for the 0.9 nm Pt/γ-Al2O3 samples, for which α = (-1.3 ± 0.3)10-5 K-1 under H2 (g) and (-
2.4 ± 0.4)10-5 K-1 under He (g) (Tables 3.1-3.2). We believe the overall weakening of the Pt-Pt 
bonds likely diminishes the dissimilarities between the differentiated forms of Pt-Pt bonding (PtM 
and PtO) revealed by recent DFT/MD calculations. Hydrogen acting as a weak electron donor, 
one expects it to diminish the σs2, while increasing its temperature dependence via the weakening 
of the M-M bonding structure in the particle (Figure 3.6b). These effects are observed 
experimentally with the latter manifesting more bulk-like behavior and greater agreement with 
the correlated Einstein model (Figure 3.6b). 
 We now turn to a discussion of the complex forms of bond disorder (as defined by σ2) 
that contribute to the ensemble structural properties of supported nanoparticles.  Figures 3.5b, 
3.6b and 3.7b demonstrate that the Pt atoms in the particles exhibit disorder as non-vibrational 
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deviations from their idealized atomic positions on fcc sites – an embedded disorder.  Such 
deviations have been noted by others and ascribed to a variety of effects including surface 
tension,89, 90 adsorbate induced strain,51, 58, 71, 91 and  non-vibrational dynamics.72, 73   
For all of the γ-Al2O3 supported nancatalysts examined here, exposure to H2 (g) resulted 
in a reduction of σs2 for the 1NN Pt atom pairs which, as already discussed, can be associated 
with the lifting of surface relaxation. Consistent with this line of thought, the data show that the 
0.9 nm nanoparticles exhibit the largest response to adsorbed-H, presumably due to the higher 
fraction of metal atoms residing at surface sites.  The anomalously high ΘE (207 K under H2 (g) 
vs. 298 K under He (g)) suggest that while the correlated Einstein model can adequately fit the 
experimental data, the underlying assumption that only vibrational degrees of freedom embody 
dynamic atomic structure neglects important aspects of the physics involved (e.g. the transient 
bonding to the γ-Al2O3 support).  
The EXAFS data also demonstrate the size-dependent nature of the disorder that 
characterizes nanoparticle structure (Figure 3.5b). Some aspects of non-homogeneous 
distribution of static Pt-Pt R contractions within the Pt catalysts can be attributed to low 
coordination sites, such as atoms at an edge or vertice, where atoms regress inward toward the 
particle (relaxation).  It follows then that disorder must arise as a consequence of a population of 
bond-relaxations that broaden the measured distribution widths of R.  
Models used to describe the bonding network of supported catalysts (e.g. a hemispherical 
cuboctahedran) typically institute a close-packed structure (i.e. fcc).  However, research has 
demonstrated that size effects can complicate this issue. Surface relaxations, for example, can 
imbue significant contributions to the overall structure of a nanoparticle. This is intuitive for 
systems where surface atoms in low-coordination environments are heavily weighted.63, 89, 90, 92, 93 
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Recent theory-based studies have demonstrated that bond relaxation need not occur uniformly in 
a single, interfacial, atomic layers; but instead, exhibits a broad variation of atomic 
reconstruction throughout the catalyst surface.72, 73 These concepts are depicted schematically in 
Figure 3.8, which presents MD models that summarize the essential ideas related to the 
structures. The scheme shows one model for a hemispherical cuboctahedron shape depicting an 
orientation of the particle along the [001] zone axis relative to the support. The model assumes 
an energetic preference for terminating the crystal along low-index planes. The structure at 
center is a baseline unrelaxed model in which all atomic positions are placed at an average M-M 
RRT found by EXAFS (2.747 ± 0.002 Å, from Table 3.1). The remaining two structures show two 
of several plausible versions for relaxing the Pt atom bonding framework. The model on the left 
depicts a uniform contraction of all surface atoms. On the right, specific low M-M coordination 
environments (vertices, plane edges etc.) are relaxed. The point of interest is that EXAFS 
analysis does not allow discrimination between the two models of disorder. The difference 
between the models translates into different populations of Pt-Pt R which are experimentally 
characterized by measured values of σs2.  
We close with a final consideration of broader trends revealed in the emergence of 
mesoscopic behaviors in the Pt/γ-Al2O3 system and the consequences that such factors may hold 
with respect to their catalytic properties. A surprising trend is that the perturbations that come 
from Pt atoms experiencing particle-support interface interactions can rival those occurring at the 
particle-ambient interface (the latter region being where the influences of adsorbate are most 
strongly weighted). The ensemble-average picture of atomic and electronic structure offered by 
XAS has masked, influences of the support. It remains that certain non-vibrational dynamic 
motions may be expressed differently in the XAS data.72 The information presented here, while 
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extensive, can not satisfactorily define the interfacial architecture between the Pt catalyst and γ-
Al2O3 support. Part of this deficiency arises directly from the uncertainty regarding the atomic 
structure of the particle-support interface.15, 33-36, 38 For example, any truncation of the supports 
bulk structure must present considerable chemical complexity (O vacancies) at terminating 
boundaries. The XAS data tells us little regarding bonding arrangements adopted by the atoms at 
these latter interfaces.  As it stands, the most likely inference to draw is that these interactions are 
both fluxional and subject to heterogeneity.72  Future work will be needed to characterize these 
features more definitively given the critical role that γ-Al2O3 plays as a support. Studies using 
atomic resolution STEM are currently in progress towards this end. 
 
3.5 Conclusions 
We describe the systematic analysis of the complex thermal behaviors of supported Pt catalysts, 
by measuring their structural and electronic properties in-situ.  For the smallest Pt/ γ-Al2O3 
nanoparticles samples these temperature-dependent measurements revealed non bulk-like 
behavior (NTE, anomalous electronic properties and large static disorder) under different 
gaseous environments. The coincident changes to electronic and atomic structure mandate that 
particle dynamics can not adequately be described by a traditional understanding of vibrational 
dynamics. Our results reveal that mesoscopic phenomena originate from a complex set of 
interactions occurring between the Pt particles and the support under the mediating influences of 
adsorbates. H-adsorption was found to temper particle-support interactions while oxidation 
increased the support-mediated phenomena. Comparative measurements made for the Pt/C 
samples showed the support-sensitive nature of these behaviors as indicated by their absence. 
Analysis of the EXAFS and XANES data offered an innovative method for interpreting support- 
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and adsorbate-mediated modifications to the electronic and atomic structures of the nanoparticles.  
Such insights into the structure and dynamics of nanoscale materials enable the rational design of 
systems with desired properties, a goal particularly relevant to improving the performance of 
catalysts and other functional nanomaterials. 
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3.7 Chapter 3 Figures 
 
 
 
 
 
Figure 3.1 STEM micrograph (a) and atom-count histograms (b) shown for the 0.9 nm Pt 
catalysts supported on γ-Al2O3. The inset of b is the corresponding size distribution 
histograms for the micrograph in (a). 
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Figure 3.2 STEM micrograph (a) and atom-count histograms (b) shown for the 1.1 nm Pt 
catalysts supported on γ-Al2O3. The inset of b is the corresponding size distribution 
histograms for the micrograph in a.). 
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Figure 3.3 STEM micrograph (a) and atom-count histograms (b) shown for the commercial 
sample containing 2.9 nm Pt catalysts supported on γ-Al2O3. The inset of b is the 
corresponding size distribution histograms for the micrograph in a.). 
 
 93
 
 
 
 
 
 
k (Å-1)
2 4 6 8 10 12 14
χ 
(k)
-0.04
-0.02
0.00
0.02
0.04
Foil
2.9 nm Pt/γ−Al2O3
1.1 nm Pt/γ−Al2O3
0.9 nm Pt/γ−Al2O3
(a) 
k (Å-1)
2 4 6 8 10 12 14
χ(k
)
-0.04
-0.02
0.00
0.02
0.04
200 K
298 K
423 K
573 K
(c) 
R (Å)
0 1 2 3 4 5 6
FT
 
M
a
gn
itu
de
 
(Å
-
3 )
0.00
0.05
0.10
0.15
0.20
0.25
0.30
Foil
2.9 nm Pt/γ-Al2O3
1.1 nm Pt/γ-Al2O3
0.9 nm Pt/γ-Al2O3
(b) 
R (Å)
0 1 2 3 4 5 6
FT
 
M
a
gn
itu
de
 
(Å
-
3 )
0.00
0.05
0.10
0.15
0.20
0.25
200 K
298 K
423 K
573 K
(d) 
Figure 3.4  (a) EXAFS data in k-space illustrating the effect of particle size on the oscillatory 
pattern of different Pt/γ-Al2O3 samples and a bulk foil standard (k-weight = 0; k-range = 2 – 
14 Å-1) with the associated (b) Fourier transform magnitudes. (c) Progressive changes in 
intensity of the EXAFS data in k-space for a 2.9 nm Pt/γ-Al2O3 sample (k-weight = 0; k-range 
= 2 – 14 Å-1) in response to temperature variation and (d) corresponding Fourier transform 
magnitudes with gradual changes in real space. 
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Figure 3.5 Structural dynamics dependence on catalyst size is shown for the 0.9, 1.1 and 2.9 
nm Pt/γ-Al2O3 samples. (a) Thermal dependence of the 1NN Pt-Pt R for the different sized 
Pt/γ-Al2O3 samples compared to a Pt foil standard. (b) Temperature dependence of the 
measured σ2 (symbols), for the various sized catalysts and the bulk standard plotted with their 
respective Einstein models (solid lines). (c) XANES behavior different-sized catalysts for a 
given temperature range showing increasing sensitivity to temperature with respect to 
nanoparticle size.  Note: The curves (solid lines) in (a) were inserted as aids to guide the eye. 
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Figure 3.6 The role of adsorbate shown for the 0.9 nm Pt/γ-Al2O3 specimen exposed to 
reactive (H2, O2) and inert (He) gas phase environments. (a) Shows the result of particle-
adsorbate interaction by measuring the temperature dependence of the R comparatively 
plotted against the bulk standard. (b) Dependence of the σ2 (symbols) on temperature for a 0.9 
nm Pt/γ-Al2O3 and Pt foil with the Einstein models (solid lines) included for the different 
ambient conditions studied. (c) Fluctuations in the XANES spectra of the sample under a 
series of temperatures as influenced by the absence/presence of adsorbed species. 
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Figure 3.7 Effects of the support (γ-Al2O3 or C – measured under He (g)) examined in terms 
of (a) temperature dependence of R for the 0.9 nm Pt/γ-Al2O3 and 1.0 nm Pt/C samples 
compared simultaneously with a Pt foil standard. (b) Contrasting behaviors of σ2 with respect 
to temperature for the γ-Al2O3/C supported Pt catalysts and Pt foil plotted with their 
respective Einstein models (lines). (c) Monitored changes to XANES spectra for the γ-Al2O3- 
and C- supported nanoparticles over a temperature range of 165 – 573 K and 170 – 573 K, 
respectively. 
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Figure 3.8 The top view of an idealized 2.9 nm Pt nanoparticle containing 500 atoms 
arranged with a truncated cuboctrahedral structure is shown in the center image. The structure 
on the left shows surface relaxation of the particle atoms as computed using a molecular 
dynamics simulation. The structure on the right follows from a qualitative relaxation restricted 
to specific low coordination site atoms. In this latter nanoparticle, atoms that are localized at 
their perfect lattice positions are shown in grey and atoms in red-scale indicate areas with 
increasing strain as compared to the idealized structure. 
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Table 3.1 Fit results and thermal parameters for the Pt/γ-Al2O3 samples measured under He 
(g) tabulated alongside parameters for the Pt foil standard measured in ambient conditions. 
0.00017 (8)
0.0021 (1)
0.0045 (2)
0.0069 (3)
σs
2 (Å2)
12.1 (2)
9.7 (1)
6.3 (3)
5.5 (2)
NPt-Pt
Foil
2.9 nm
1.1 nm
0.9 nm
Sample
He (g) – Pt/γ-Al2O3
Reduced 
χ2
∆E0 
(eV)
RRT
(Å)
Average α
(10-6 K-1)ΘE (K)
15.38.6 (3)2.747 (2)11 (1)179 (2)
7.57.9 (2)2.747 (2)2 (1)203 (2)
7.56.4 (4)2.704 (6)-14 (5)226 (7)
14.65.4 (5)2.686 (8)-24 (4)300 (20)
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Table 3.2 Fit results and thermal parameters for the Pt/γ-Al2O3 samples measured under 4% 
H2 (balance, He (g)) tabulated alongside parameters for the Pt foil standard measured in 
ambient conditions. 
0.00017 (8)
0.0015 (8)
0.0037 (2)
0.0052 (2)
σs
2 (Å2)
12.1 (2)
9.8 (1)
6.8 (2)
5.9 (2)
NPt-Pt
Foil
2.9 nm
1.1 nm
0.9 nm
Sample
4% H2 (balance, He (g)) – Pt/γ-Al2O3
Reduced 
χ2
∆E0 
(eV)
RRT
(Å)
Average α
(10-6 K-1)ΘE (K)
15.38.6 (3)2.747 (2)11 (1)179 (2)
14.17.9 (2)2.760 (2)-6.0 (2)200 (2)
12.07.0 (3)2.736 (5)-15 (5)204 (5)
8.97.5 (5)2.739 (7)-13 (4)207 (6)
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Table 3.3 Fit results and thermal parameters for the Pt/γ-Al2O3 samples measured under 20 % 
O2 (balance, He (g)) tabulated alongside parameters for the Pt foil standard measured in 
ambient conditions. Both parameters for the 1NN Pt-Pt (a) and 1NN Pt-O (b) contributions 
are presented. 
 
0.00017 (8)
0.0020 (1)
0.0040 (3)
0.0082 (4)
σs
2 (Å2)
12.1 (2)
8.2 (2)
5.8 (3)
4.7 (2)
NPt-Pt
Foil
2.9 nm
1.1 nm
0.9 nm
Sample
20 % O2 (balance, He (g)) – Pt/γ-Al2O3
Reduced 
χ2
∆E0
(eV)
RRT
(Å)
Average α
(10-6 K-1)ΘE (K)
15.38.6 (3)2.747 (2)11 (1)179 (2)
18.58.9 (6)2.747 (8)1 (3)192 (4)
10.96.1 (5)2.689 (8)-14 (7)199 (7)
3.74.5 (9)2.668 (11)-29 (4)350 (43)
0.004 (1)
0.008 (5)
0.006 (3)
σs
2 (Å2)
1.0 (2)
0.6 (3)
0.8 (2)
NPt-O
2.9 nm
1.1 nm
0.9 nm
Sample
20 % O2 (balance, He (g)) – Pt/γ-Al2O3
Reduced 
χ2
∆E0 
(eV)
RPt-O
(Å)
44.08.9 (6)1.99 (1)
43.16.1 (5)2.01 (4)
74.14.5 (9)1.99 (2)
(a) 
(b) 
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Table 3.4 Fit results and thermal parameters for the Pt/C samples under He (g) tabulated 
alongside parameters for the Pt foil standard measured in ambient conditions. Both parameters 
for the 1NN Pt-Pt (a) and 1NN Pt-C (b) contributions are presented. 
0.00017 (8)
0.0023 (1)
0.0029 (2)
σs
2 (Å2)
12.1 (2)
7.7 (1)
5.4 (2)
NPt-Pt
Foil
1.8 nm
1.0 nm
Sample
He (g) – Pt/C
Reduced 
χ2∆E0
RRT
(Å)
Average α
(10-5 K-1)ΘE (K)
15.38.6 (3)2.747 (2)11 (1)179 (2)
5.37.6 (4)2.755 (4)10 (2)195 (3)
3.07.4 (8)2.735 (7)2 (4)193 (4)
0.000 (6)
0.000 (4)
σs
2 (Å2)
0.7 (3)
0.9 (2)
NPt-C
1.8 nm
1.0 nm
Sample
He (g) – Pt/C
Reduced 
χ2
∆E0 
(eV)
RPt-C
(Å)
633.47.6 (4)2.17 (4)
324.47.4 (8)2.16 (3)
(a) 
(b) 
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Table 3.5 Fit results and thermal parameters for the Pt/C samples measured under 4 % H2 
(balance, He (g)) tabulated alongside parameters for the Pt foil standard measured in ambient 
conditions. Both parameters for the 1NN Pt-Pt (a) and 1NN Pt-C (b) contributions are 
presented. 
0.00017 (8)
0.0023 (1)
0.0024 (2)
σs
2 (Å2)
12.1 (2)
7.6 (2)
5.6 (2)
NPt-Pt
Foil
1.8 nm
1.0 nm
Sample
4% H2 (balance, He (g)) – Pt/C
Reduced 
χ2
∆E0 
(eV)
RRT
(Å)
Average α
(10-5 K-1)ΘE (K)
15.38.6 (3)2.747 (2)11 (1)179 (2)
5.37.6 (4)2.755 (4)10 (2)196 (3)
3.07.4 (8)2.747 (7)1 (3)189 (4)
0.000 (5)
0.000 (5)
σs
2 (Å2)
0.7 (2)
0.9 (2)
NPt-C
1.8 nm
1.0 nm
Sample
4 % H2 (balance, He (g)) – Pt/C
Reduced 
χ2
∆E0 
(eV)
RPt-C
(Å)
633.17.8 (5)2.17 (4)
681.47.7 (8)2.13 (4)
(a) 
(b) 
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CHAPTER 4 
 
STRUCTURAL CHARACTERIZATION OF Pt-Pd AND Pd-Pt CORE-SHELL 
NANOSTRUCTURES AT ATOMIC RESOLUTION 
 
Portions of this chapter were taken from a previously published work (J. Am. Chem. Soc. (2009) 
131, 8683.) reproduced with permission from:  
Sergio I. Sanchez, Matthew W. Small, Jian-min Zuo, and Ralph G. Nuzzo. Copyright 2009, 
American Chemical Society. 
 
4.1 Introduction 
In recent years the morphological control of nanoscale materials has developed into an active 
area of research.1-7 The motivation is rooted within the emerging chemical and physical 
properties which are dependent on the architectural forms adopted by the sample.1-3 The 
movement toward designer nanomaterials with direct applications has resulted in the assembly of 
multi-component nanostructures with distinct morphological features.8 However, with the 
assembly of such definite morphologies come complications with their subsequent 
characterization. Some of the methods often used in the analysis of these types of composite 
nanostructures are infrared (IR) spectroscopy,9, 10 ultraviolet-visible (UV-vis) spectroscopy,11-13 
and XAS9, 14-16 (Chapter 2, Section 2.2). Despite affording evidence in reasonable support of 
shape verification; direct, visual confirmation remains elusive using these methods. In this 
chapter we show the significant advantage electron microscopy offers for the analysis of these 
types of materials, more specifically as it pertains to complex catalytic materials. 
The fields of homogeneous and heterogeneous catalysis (and nanoscience in general), 
have greatly benefited from the insights into materials structure developed through the use of 
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electron microscopy.2, 6, 8, 17-21 Using this analytical technique, it is possible to determine 
nanoscale features critical to catalytic performance that include: mass distributions,22-25 
crystallographic structure,2, 21, 26-28 and the speciation of specific forms of structural complexity 
and/or defects.29-32 Beyond such visual and diffraction-based forms of analysis, there have 
developed additional techniques that strongly compliment and extend the analytical proficiencies 
of electron microscopy, yielding information pertaining to the chemical nature of nanoscale 
materials as well as their electronic structure.33-37 Energy dispersive X-ray spectroscopy (EDX; 
Chapter 2, Section 2.1.4) and electron energy loss spectroscopy (EELS; Chapter 2, Section 2.1.5) 
are among the more common techniques paired with imaging and diffraction that serve to offer 
such forms of compositional and chemical information.32, 33  
The profound competency for structural characterization that analytical electron 
microscopy provides for studies of catalysts notwithstanding, there still remain some important 
limitations. The use of EDX to quantitatively probe the composition of materials, for example, is 
bounded by the low detector collection efficiency. For small particles, the electron dosage 
required for successful EDX analysis is often too high  and beyond the radiation damage 
thresholds.38 The dearth of knowledge concerning the surface structures (and composition) of 
small particles, features that are difficult to characterize by microscopy, also presents a major 
hindrance to progress in correlating such aspects with catalytic response to provide an 
atomistically rationalized basis for the formulation of predictive structure-property and -rate 
correlations in heterogeneous catalysis. This shortcoming is particularly significant given the 
likely emergence of important forms of mesoscopic behaviors in material systems within the 
nanoregime (Chapter 1, Section 1.1.1-1.1.2 and Chapter 3). It has already been demonstrated that 
the size of a catalytic nanoparticle can elicit changes to a bonding geometry and catalytic 
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behavior.2, 39, 40 However, hybrid structures such as bi-(multi-) metallic catalysts present 
additional forms of complexity where the nature and bonding of a metal surface is altered by the 
specific placements adopted by the different atoms of a binary (or higher) composition.41, 42 Such 
changes from homo- to heterometallic coordination,43-46 in combination with the strain associated 
with lattice mismatches,41, 42 can further contribute to modifications of the catalytic nature of a 
material and, unfortunately for all but highly specialized model systems, remain very poorly 
understood. This larger deficiency provides a strong motivation for work seeking to provide a 
more thorough understanding of a catalyst’s structure at the atomic scale. 
The conventional use of scanning transmission electron microscopy (STEM; Chapter 2, 
Section 2.1.4) allows one to probe the microstructures of catalytic materials with the resolution 
of a few angstroms.33 This method relies on the detection of electrons that are scattered at high 
angles relative to the transmitted beam (Rutherford scattering; Chapter 2, Section 2.1.3) using an 
annular detector.32, 47 At large scattering angles the scattering intensity is strongly and 
quantitatively dependent on the atomic number (Z) of the element interacting with the electron 
beam, varying proportionally to Zx and with the thickness of the material (i.e. number of stacked 
atoms).47, 48 The power factor, X, equals 2 for Rutherford scattering in the limit of a single 
electron scattering event. Multiple electron scattering and electron probe propagation in thick 
samples can lead to values of X that are lower than 2. Nonetheless, the image contrast remains 
strongly dependent on Z.49  This strong dependence on Z provides the quantitative foundation for 
so-called Z-contrast imaging; a technique that allows high-contrast imaging of high-Z elements 
(such as the noble metals in a heterogeneous catalyst) against the background of a low-Z material 
(such as a support phase).50 In essence, Z-contrast imaging results in more accurate size 
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determination and compositional assessment as compared to conventional transmission electron 
microscopy.32  
The present work explores the exceptional analytical aptitude of Z-contrast microscopy 
extended to the limit of atomic resolution, applying it to the study of model binary nanostructures 
of interest in electrocatalysis.34, 51 The data presented in this report follow from the advent of the 
spherical aberration (Cs; Chapter 2, Section 2.1.1) corrected electron microscopes, that provide 
dramatic improvements in image quality (sub-Ångstrom resolution52 and improved signal to 
noise ratios from the use of a large condenser aperture), pushing the limitations of atomic scale 
imaging and fostering new applications for atomic level speciation of bonding motifs in complex 
nanomaterials.53-57 The enhancements afforded by Cs-corrected imaging are making accessible 
unprecedented forms of information regarding atomic scale structural features as well as 
enabling the discernment of elemental composition within a sample when employed in STEM 
mode.17, 47, 48, 58 
In this report these latter enhancements are utilized in providing structural 
characterizations of Pd-Pt and Pt-Pd phase-segregated nanoparticles at atomic resolution. Recent 
work has exploited similar methodolgies to specify elemental variations within alloyed Pt-Co 
nanoparticles.58 In that study, line scans mapping the intensity across the diameter of the particles 
showed random fluctuations in the intensity of neighboring peaks, fluctuations ascribable to 
scattering from lower (Co) and higher (Pt) Z elements within an individual nanostructure. In 
work conducted by Li et al.,17 an intensity diagram (obtained using a sub-Ångstrom probe) was 
combined with STEM simulations to gain insight into the geometry of Au nanoparticles 
deposited by a soft-landing method onto an amorphous carbon support. Comprehensive studies 
conducted by Rosenthal et al. made use of the Z-contrast imaging and modeling to characterize 
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compositional and structural features of biologically active Cd-Se nanoparticles.47 The study by 
Rosenthal utilized Rutherford backscattering experiments and intensive imaging techniques to 
index the crystal facet planes of the Cd-Se/Zn-S nanocrystals and identify hierarchical structural 
motifs related to a phase-segregated structure.   
With the use of controlled synthetic techniques and Cs-corrected STEM imaging we 
describe the atomic structure and elemental segregation of both monometallic and bimetallic Pt 
and Pd nanoparticles, materials frequently employed as electrocatalysts.34, 51, 59-61 Using an 
adaptation of previously published chemical methods,62 we synthesized and subsequently 
analyzed Pt(core)-Pd(shell) and Pd(core)-Pt(shell) nanoparticles with dimensions lying in the 
range of 2-4 nm. Empirical examinations of the images and quantitative analyses of integrated 
intensity profiles, when developed in conjunction with theoretical modeling, provide deep insight 
into the atomic-level structural features present within these model binary metal nanostructures. 
We find astonishing, and also surprising, morphological differences between the monometallic 
Pt and Pd nanoparticles. This noted divergence in structure that was also reflected in the 
structures of the binary particles formed through a seeded growth mechanism (Chapter 1, Section 
1.2.1). Fast Fourier transform (FFT) of the atomic resolution images allow derivation of data 
amenable to crystallographic analysis. The data in turn allows the assignment of truncating 
planes and crystal orientations. Furthermore, the analysis allows discernment of specific forms 
morphological structure that are sensitive to the nature of metastable states in materials at this 
scale. Collectively, the data supports the importance of dynamical models (energy landscapes) in 
the analysis of the atomic structure of metal nanoparticle catalysts and, potentially, their catalytic 
behavior. 
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4.2 Experimental Methods 
4.2.1 Preparation of Nanoparticles  
Polyvinylpyrrolidone (MW = 40,000 g/mol) (PVP)-capped monometallic Pt and Pd 
nanoparticles were synthesized using an alcohol reduction method. Metal precursors [266 mg of 
H2PtCl6 (FW = 409.82 g/mol) or 136 mg of Pd(OAc)2 (FW = 224.50 g/mol) for Pt and Pd, 
respectively] were independently refluxed in a 300 mL ethylene glycol solution in the presence 
2.5 g of PVP. Removal of excess PVP and residual ethylene glycol was accomplished by 
centrifuging aliquots of the PVP-capped Pt (or Pd) nanoparticle solution with 5 equivalents of 
acetone. After centrifugation, the isolated particles were resuspended and stored in ethanol. 
The synthesis of core-shell nanoparticles was carried out using a method similar to that 
previously described by Toshima et al.,62 one involving the use of a “sacrificial hydrogen layer.” 
The premade, ethanol-stored monometallic Pt (or Pd) nanoparticles were flushed with ultra-high 
purity H2 (g) for a period of 3 hrs followed by the purging of unadsorbed H2 (g) with N2 (g) for a 
period of 2 hrs. Solutions of the H-coated Pt nanoparticles were then treated with a dilute 
degassed solution containing appropriate amounts Pd(OAc)2 (~ 0.38 mM) dissolved in an 
acetone/H2O mixture. The premade, H-coated, Pd nanoparticles were treated with a dilute 
degassed solution (~0.34 mM) containing appropriate amounts of H2PtCl6 (aq). The addition of 
the secondary metal solution in each case was paced at a rate no faster than 20 mL/hr under 
flowing N2 (g). 
A random alloy was obtained by the co-reduction of 271 mg of H2PtCl6 and 117 mg of 
PdCl2 (FW = 177.31 g/mol) refluxed in a 300 mL methanol/H2O mixture (1:1, v/v) degassed (N2 
(g)) solution containing PVP (3.02 g). All chemicals were purchased from Sigma-Aldrich ®.  
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4.2.2 Electron Microscopy 
Samples for low magnification STEM imaging were prepared by dip coating a holey carbon film 
supported on a Cu grid (SPI Supplies) into the nanoparticle suspensions. Size and energy 
dispersive X-ray spectroscopy (EDX) measurements were made on individual nanoparticles to 
ensure the presence of Pt and Pd atoms using a JEOL model 2010F electron microscope operated 
at 200 keV equipped with an Oxford INCA 30 mm2 ATW detector for EDX analysis. The 
instrument used an electron beam focused to 0.5 nm as a probe during individual nanoparticle 
sizes and EDX measurements of the Pd L3 and Pt M edges. The average sizes for the 
monometallic Pt and Pd nanoparticles were 2.36 +/- 0.44 and 2.44 +/- 0.37 nm, respectively 
(Figure 4.1). The average sizes for the bimetallic nanoparticle samples were; 3.29 +/- 0.62, 3.53 
+/- 0.64 and 2.49 +/- 0.47 nm corresponding to the Pt(core)-Pd(shell), Pd(core)-Pt(shell) and Pt-
Pd alloy samples, respectively (Figure 4.2). The Pt(core)-Pd(shell) nanoparticles prepared at a 
1:1 ratio (Pt:Pd) gave values of 49 atom % Pt with 51 atom % Pd (1.0 % error), respectively. The 
Pd(core)-Pt(shell) nanoparticles prepared at a 1:1 ratio (Pd:Pt) afforded corresponding EDX 
values of  53 atom % Pd with 47 atom % Pt (2.4 % error). The alloy yielded bulk EDX results of 
45 atom % Pt with 55 atom % Pd (3 % error). Taken together these results present data in line 
with expectations based on the stoichiometric ratios used in the synthesis process. Particle sizes 
were determined by measuring the diameter cross-section of individual particles using 
DigitalMicrographTM (Gatan Inc.) software. Samples for Cs-corrected imaging were similarly 
prepared by dip-coating ultrathin holey carbon films (Ted Pella Inc.) supported on Cu grids into 
the colloidal suspensions. These images were obtained using a JEOL model 2200FS electron 
microscope operated at 200 keV.  
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4.2.3 Theoretical Modeling  
Several software programs were used to analyze and simulate the Cs-STEM data. The structures 
of idealized crystals were created and manipulated using the Visual Molecular Dynamics 
(VMD)63 program to provide a structure that more accurately reflected the appearance of the 
experimental images. Optimized crystal structures were then deduced using the STEM image 
simulation program (Zmult) developed by Zuo. This program is based on the multislice method 
of Cowley and Moodie.64, 65  
 For the crystals under consideration, lattice constants of Pt (3.92 Ǻ) and Pd (3.89 Ǻ)66 
were used for cuboctahedral and icosahedral structures, respectively (see below). Models for 
both mono- and bimetallic nanoparticles were created based on these two limiting structural 
forms. For the bimetallic structures, the core structure was used to dictate the overall 
conformation of the particle. For the case of the Pd(core)-Pt(shell), this required that the Pd core 
was taken to be an icosahedron; whereas for the Pt(core)-Pd(shell) structure had the growth of 
the Pd atoms occurred on a cuboctahedral core structure (Sections 4.3.1 and 4.3.2). 
To provide meaningful comparisons with the experimental data, the simulated structures 
were rotated such that the orientation of the nanoparticle used for the simulation was identical to 
that determined via analysis of the experimental image FFT. This alignment was checked by 
validating that the FFT of the simulated crystal’s projected potential gave the appropriate spatial 
frequencies. It should be noted that this procedure was not possible for the icosahedral particles 
due to the extensive twinning present in those structures.   
 Scans were conducted using a box with an edge length 20 Ǻ larger than the largest crystal 
examined. This box was then pixilated into a 512 × 512 region.  Within this area, a sector of 
interest was chosen that comprised 10% of the y-axis (centered on the crystal) and 100% of the 
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x-axis. Scanning/simulation of this region produced a potential map that was analyzed using 
DigitalMicrographTM (Gatan, Inc.) for subsequent comparison with the experimental intensity 
profiles of the same region of the crystal. 
 
4.2.4 X-ray Diffraction 
The X-ray diffraction (XRD; Chapter 2, Section 2.3) data acquisition was carried out at beam 
line 1ID at the Advanced Photon Source (APS), Argonne National Laboratory. Ethanol 
suspensions of monometallic and bimetallic Pt-Pd NPs were sealed in glass capillaries and 
measured with X-rays of energy 78.390 keV. The white synchrotron beam was dispersed by a 
combination of a premonochromator (two vertically-diffracting, asymmetrically-bent Laue 
crystals) and a four-crystal, high-energy resolution (E/E0 ~ 8 eV) monochromator. The 
monochromator was calibrated by measuring the K absorption edge of a thin foil of pure Au (s). 
Scattered X-rays were collected by a Ge solid state detector coupled with a multi-channel 
analyzer. Integrated counts of these ranges were collected several times up to wave vectors of 25 
Å-1 and then averaged to improve the statistical accuracy. In all, the data collection time for a 
sample at a given energy was about 5 h. 
 
4.3 Results and Discussion 
4.3.1 Structural Analysis of Monometallic Nanoparticles 
Figure 4.3a shows a representative Cs-corrected STEM micrograph of a PVP-protected Pt 
nanoparticle. The inset in Figure 1a is the FFT (diffraction-like data) of the particle in the 
micrograph, which indicates a [001] zone axis with the evident (002) lattice planes as indexed in 
the image. The sharp peaks in the FFT indicate that a well ordered crystalline state characterizes 
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these samples. A tabulation of the diffraction data for all samples analyzed is given in the 
Supporting Information (S. I. Tables 1 and 2). Several general trends are evidenced there. The Pt 
particles supported on the carbon film of the TEM grid were generally found to be oriented along 
either the [001] or the [011] zone axes, consistent with the polyhedral forms predicted by theory 
to be the most stable (truncated cuboctahedra and cubes, respectively S. I. Figure 3).21, 67, 68 
Integrated areal intensity profile measurements, and modeling describing the atomic structure of 
a particular Pt particle shown are given in Figure 4.3b and c. The areal scans reflecting the 
number of Pt atoms lying within a single column, show a typical (and expected) hemispherical 
profile as the crystal diameter is traversed (quantitatively, the lower intensities at the peripheries 
indicate that fewer atoms are stacked at these positions – inset of Figure 4.3b). The model 
(Figure 4.3c) quantitatively replicates these effects by using the specific crystal orientation and 
truncating planes shown in Figure 4.3b. The profiles are those expected for a cuboctahedral 
nanoparticle structure. The experimental and simulated profiles (insets of Figure 4.3b and 4.3c, 
respectively) show clearly discernable peaks, thereby enabling the measurement of interatomic 
pair distances by calculating the separation between intensity peaks up to the limit of the 
microscope scan precision. This analysis suggests a lattice constant for the Pt particles of 3.8 ± 
0.2 Å along the [001] zone axis (Figure 4.3a), a value within the uncertainty limit of literature 
values for bulk Pt (3.92 Å).66 
The structures adopted by monometallic Pd nanoparticles are far more complex, their 
structures can be described using models of crystals embedded with a multitude of defects in the 
form of twins and dislocations. Figure 4.4a shows a representative image of such a Pd 
nanoparticle. The image FFT (inset in Figure 4.4a) shows that these samples lack the single-
crystalline qualities generally exhibited by the Pt particles. The pattern in the inset demonstrates 
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a non-crystallographic spectrum and significant broadening of the spatial frequencies in the FFT 
as a consequence of the much finer crystalline grain, and multiple domains, that in turn result in 
a more ambiguous nature for the truncating lattice planes at the surface (Figure 4.4a and b). 
Examinations of intensity profiles for the Pd structures revealed Gaussian-like shapes (inset of 
Figure 4.4b), a finding qualitatively similar to that of the Pt particles, albeit with the distinction 
that the spacings between atomic planes could not always be resolved, especially for the more 
distorted Pd particles. The disorder exhibited by the monometallic Pd nanoparticles can be 
explained by unusual examples of structural disorder imparted by the dimensional confinement 
of the particle as it decreases in size from its bulk state. One such example was offered by 
Gilbert et al.69 where competitive forces of surface relaxation give rise to “inhomogeneous 
internal strain.” Alternatively, it has been noted that Pd tends to adopt either an icosahedral or 
decahedral conformation within this size regime.70, 71 Using Zmult we obtained the projected 
potential for both icosahedral and decahedral structures at various orientations. Repeated 
application of a Gaussian blur convolution to the projected potentials allowed us to make semi-
quantitative comparisons between the areal intensity maps of experimental images and images 
with similar appearances generated from the projected potential (Figure 4.4b and c). Of the 
images we were able to model using this protocol, we found that the structures of these 
monometallic Pd nanoparticles were best defined by an icosahedron. The simulation of 
experimental results shown in Figure 4.4c (other examples are provided in S. I. Figure 6) 
specifically show the projection of a 2-fold axis expected for an icosahedral geometry, which 
both quantitatively and qualitatively matches experimental results. 
The STEM micrographs in Figures 4.3 and 4.4 can be further modeled to provide an 
estimation of the number of atoms contained within individual particles, we analyzed images of 
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many representative nanocrystals using the DigitalMicrographTM program (Gatan, Inc.). By taking 
an average of the background-corrected intensity of a number of single atoms visible within an 
image, it is possible to calculate an average single atom scattering intensity calibration for each 
image (Figure 4.5). The averaged atom counts versus particle diameter data for the monometallic 
Pt and Pd particles examined are presented in Figure 4.6. The results given in Figure 4.6 clearly 
suggest some form of structure where the atomic ordering lies between the limits defined by 
cubic and cuboctahedral structures, a conclusion anticipated by previous work.21, 67, 68, 70, 71 We 
observe a structural divergence as mediated by the nature of the material. For the Pt 
nanoparticles, the crystal growth can be modeled by that of a cubic structure. Conversely, growth 
of Pd nanoparticles is bounded by icosahedral and cuboctahedral size dependences. 
 It is useful to consider the structural dissimilarities evidenced in these data and ask 
whether they might hold any resultant importance for catalytic behavior. For the Pt samples, we 
observe well-organized, single-crystalline structures accompanied by well-defined, truncating 
facets. Such motifs provide support for allocating structure-function properties to the nanocrystal 
for structurally sensitive catalytic pathways. This level of structure-sensitive discrimination was 
previously shown for different geometrically- shaped Pt nanoparticles by Chen et al.21  The 
situation for the Pd nanoparticles is far more complex, with the structures evidencing a 
significant degree of atomic disorder and bond strain. The lower degree of crystallinity for the Pd 
nanoparticles found here is supported by the results of past studies using X-ray based 
measurements of the atomic Pair Distribution Function (PDF; Chapter 2, Section 2.4).72, 73 The 
data suggest rate/property-correlations that, in this case, would have to more fully consider the 
implications that play out in reaction mechanisms by virtue of a richer population of structural 
defects. 
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4.3.2 Structural Analysis of Bimetallic Nanostructures 
The monometallic materials described above were subsequently used to nucleate the growth of a 
secondary metal shell. In the one instance this was Pt on a Pd core and in the other Pd on a Pt 
core. Figure 4.7 shows representative images of these bimetallic Pt(core)-Pd(shell) and Pd(core)-
Pt(shell) nanoparticles (Figure 4.7a and 4.7c, respectively) as synthesized using a sacrificial H-
layer to mediate the growth.62 The image in Figure 4.7a is exemplary of the structures adopted by 
Pt(core)-Pd(shell) nanoparticles, core-shell structures that exhibit an exceptionally high contrast 
region in the Cs-STEM micrograph localized at its center. This demonstrates the retention of the 
Pt atoms within the nanostructure’s core. The spatial frequencies obtained from the image FFT 
(Figure 4.7b) suggests that the particle is aligned along its [001] zone axis, which in turn allows 
the assignment of the various faceting planes present (solid lines in Figure 4.7a). For these 
samples the most abundant zone axis found in the micrographs was along the [011] direction 
with (111) and (002) facets being the most abundant truncating lattice planes (S. I. Tables 1 and 
2).  Another important feature regarding these images is the Pd atoms use of the Pt core as a 
template for what appears to be an essentially epitaxial, and reasonably defect-free, form of 
overlayer growth. Evidence for this interpretation is provided by comparisons made between the 
data given in Figures 4.3a and 4.7a, where one notes the same truncating edges are exhibited for 
the shell and the core structures. Such trends epitomize the requirements for pseudomorphic 
growth41, 74 and as a result we conclude that the Pd atoms of the shell coherently match the lattice 
structure of the underlying Pt core. This interpretation is well supported by the broader data 
taken from a series of nanoparticles within the sample (S. I. Figure 8). The boxed region 
spanning the diameter of the structure in Figure 4.7a presents an integrated intensity 
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measurement (inset of Figure 4.7b). Surrounding the high intensity core region are areas 
significantly lower in intensity, ones presumably attributable to the lower Z Pd atoms. These 
intensity profiles were consistently seen for the Pt(core)-Pd(shell) samples (S. I. Figure 8).  
Computer simulations of the STEM potential were carried out using Zmult to support 
these interpretations more quantitatively using an ideal Pt cuboctahedron structure oriented along 
its [001] zone axis with (002) facets terminating the crystal edges as the basis for the calculations. 
To mimic the image seen in Figure 4.7a, multiple layers of Pd atoms were added around this Pt 
core (Figure 4.8a). The projected potential of the simulated crystal was found to provide a 
reasonable representation of the actual image. Beyond the aesthetic appeal of the model, 
however, the simulated areal intensities of the nanostructure (inset of Figure 4.8a) exhibits 
profiles closely resembling those obtained experimentally (e.g. the inset of Figure 4.7b). We see, 
for example, that there is a decrease in the intensity of the edge peaks in comparison to the 
central region. This follows both the qualitative and quantitative contours of the experiment. 
These data affirm the structure of a pseudomorphic nanostructure of high-Z Pt atoms encased by 
those of a lower-Z Pd shell. 
A strong templating effect is also seen in the inverse plating sequence.  Representative 
data for a Pd(core)-Pt(shell) nanoparticle and its corresponding FFT are shown in Figure 4.7c 
and d, respectively. The FFT pattern in Figure 4.7d indicates a [112] zone axis with the 
associated facets as annotated on the structure in Figure 4.7c. It is worth noting that the presence 
of high index lattice planes truncating the particle in this case. For example, the (113) and (022) 
lattice planes are clearly discernable on this representative sample. These truncations are 
generally associated with higher surface energies21, 75 for the facet structures, a surprising but not 
completely unprecedented outcome.58 We also note the attendant differences between the image 
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in Figure 4.7c and its Pt(core)-Pd(shell) analogue (Figure 4.7a), observed here as an inversion of 
the intensity map. The greater contribution to the integrated intensity that resides at the periphery 
of these nanostructures implies a strong biasing placement of the Pt atoms at the exterior of the 
particle. A concave-shaped profile was observed for essentially all Pd(core)-Pt(shell) 
nanoparticles in the sample (S. I. Figure 9). We also found that the Pd nanoparticles do not 
generally sustain isotropic heteroepitaxy in the growth of the encasing Pt overlayer. With the 
Pd(core)-Pt(shell) samples, we instead see more sporadic/discontinuous (perhaps nodular) 
plating of the Pt atoms onto the Pd core (S. I. Figure 9). The images given in S. I. Figure 9 show 
different examples of Pt coverage unevenly distributed over the Pd core’s surface. Areal scans of 
these samples (inset of Figure 4.7d and S. I. Figure 9) show the unconventional concave-like 
pattern quantitatively describing a complex Pd(core)-Pt(shell) structure for the image seen in 
Figure 4.7c. Despite the clearly anisotropic growth of the binary particle structure, in this case 
we were able to model it in good consistency with experiment as an icosahedral Pd core 
overcoated by a trilayer of Pt atoms (Figure 4.8b). This model, a gross simplification, 
demonstrates that even isotropic coverage of Pt on a Pd core reproduces the unconventional 
intensity profiles observed with the STEM simulations showing an inverted concave intensity 
profile (inset of Figure 4.8b) similar to what was found experimentally (inset of Figure 4.7d and 
S. I. Figure 9). It should be noted that a simulated monometallic Pd particle exhibiting the 
experimentally observed intensity profile can be produced. This latter case is easily discounted, 
however, because exclusion of the higher Z Pt scattering centers would require physically 
unreasonable nanoparticle geometries. 
These results, then, lead us into an important conclusion pertaining to the templating 
effects of the various monometallic cores. With Pt at the core, we see essentially single-
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crystalline structures and tendencies toward uniform nucleated growth by the Pd atoms.  In 
contrast, Pd cores promote irregular growth of the Pt shell, a result that amplifies the structural 
complexity of the nascent nucleating nanoparticles. We also demonstrate the crystalline nature of 
the metal atoms in the shell regions rich in Pt (Figure 4.7c and S. I. Figure 9), a characteristic 
feature not seen for the monometallic Pd nanoparticles (Figure 4.4). This observation suggests 
that the Pt atoms might act to reconstruct the structural motifs in these regions. Conversely, high 
Pd content regions appear to retain the high density of structural defects evidenced by the 
disordered particle cores (Figure 4.4a and S. I. Figures 5, 6 and 9). The data indicates that this 
tendency toward order is an element-specific property that is capable of strongly influencing 
secondary growth patterns, and may indicate the significance of subtle details of bonding in the 
differences seen in the catalytic properties of closely related alloy/binary compositions.41, 42, 44, 45  
A control experiment, conducted by the coreduction of Pt and Pd precursors, was 
performed to contrast the features seen in nanostructures formed through a random alloying of Pt 
and Pd atoms versus those of the organized phase-segregated morphologies described above.  
Figures 4.9a and b show representative data for a Pt-Pd nanoparticle with Pt and Pd atoms 
statistically dispersed within the crystal and the derived FFT, respectively. The nanoparticle in 
this image is oriented along its [011] axis with randomly located regions of high and low contrast, 
indicating areas with a slight degree of phase segregation as well as adoption of an ordered, 
primarily single-crystalline, structure. The vast majority of the clusters in this sample were found 
to be oriented along their [011] zone axes with crystal facets defined by the (111) and (002) 
planes (S. I. Figure 10). The high degree of crystallinity is astounding given the general tendency 
towards defect incorporation evidenced by the monometallic Pd nanoparticles. These coreduced 
samples resemble more the monometallic Pt and bimetallic Pt(core)-Pd(shell) samples as they 
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appear single-crystalline complete with well-defined truncating edges. Another interesting 
structural consequence revealed by the microscope analysis is the placement of Pt and Pd atoms 
in direct juxtaposition, a structural feature unavailable in the idealized core-shell motifs. For 
example, an examination of the integrated intensities (the intensity profile inset of Figure 4.9b) 
show an oscillatory pattern as modulated by the presence of both Pt and Pd atoms within the 
encased region of 4.9a. Such qualitative features have recently been attributed to the formation of 
a random alloy in Pt-Co nanoparticles.58  
 
4.3.3 Structural Analysis by X-ray Diffraction 
To provide bulk analysis of the features observed for these different crystal systems, XRD was 
employed. The XRD data collected further iterates how the degree of crystallinity embedded 
within these crystals varies from sample to sample (Figure 4.10). Of note is the significant 
broadening of diffracted peaks for the monometallic Pd nanoparticles compared to all the other 
samples. In contrast, the Pt nanoparticles show clear examples of Bragg scattering exhibited in 
the profile. This variation in Bragg scattering behavior can be rooted in one of two scenarios: 
Either 1) on average the Pd particles are smaller than the Pt particles thereby imparting a larger 
fraction of extremely small particles contributing to the ensemble XRD results; or 2) the Pd 
samples adopt structures that are intrinsically more disordered than the Pt structures making 
them less susceptible to inducing scattering that satisfies the Bragg condition (Chapter 2, Section 
2.3.2). Since the Pt and the Pd nanoparticles measure average particle diameters that are 
essentially identical (2.36 +/- 0.44 and 2.44 +/- 0.37 nm in Figure 4.1), it rules out 1) being the 
source of incongruity. As a result we can surmise that the monometallic Pt particles are indeed 
more crystalline than the monometallic Pd nanoparticles. 
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Examination of the bimetallic samples also conveys interesting behavior. The XRD 
profile for the Pd(core)-Pt(shell) nanoparticles, for instance, suggests the emergence of a defined 
crystallographic qualities as can be inferred by the distinct presence of Bragg reflections. By 
comparison, it can be seen that the features are consistent with those exhibited by the Pt(core)-
Pd(shell) sample. These results are surprising since it was shown that Pt overgrowth was, by and 
large, sporadic on the pre-existing Pd particles (S. I. Figure 9). Therefore, the contingent of Pt is 
supplying the Bragg scattering properties observed in the diffraction profile. Remarkably, the 
diffraction data produced by the Pt-Pd alloy resulted in the sharpest Bragg peaks despite being 
the smallest of the bimetallic samples (~ 2.5 nm) indicating the dominance of Pt in the 
diffraction signals. The observed dispersion of the metal atoms seen here is expected given the 
miscibility predicted by the Hume-Rothery rules: 1) the atomic radii are within 15% (1.4% for 
Pd and Pt, 1.37 and 1.39 Å, respectively); 2) both metals adopt a face-centered-cubic (fcc) 
packing structure; and 3), they have similar electronegativities (2.20 and 2.28 for Pd and Pt on 
the Pauling electronegativity scale, respectively).58, 76, 77  
Based on the data presented we have faithfully characterized different bonding habits 
imparted by Pt and Pd atoms. We have also shown that with the appropriate chemistry, 
architectural control can be integrated into nanostructure synthesis such that the apportionment 
of the elements in binary compounds can be managed. The Cs-corrected electron microscopy 
provides direct visual confirmation of phase-segregated, core-shell and inverse core-shell 
structures composed from Pt and Pd. However, it is also unquestionably clear the Pt-Pd 
nanoalloys can be easily identified as they do not exhibit the structural features associated with a 
phase-segregated nanostructure. These results validate the synthetic techniques implemented in 
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this study and the deeply quenched metastable character of the energy landscape that serves to 
direct the structural evolution of these materials. 
 
4.4 Conclusions 
To summarize, we have used Cs-corrected STEM imaging as a technique to distinguish between 
different nanoscale structural features in metal nanoparticles. This has allowed the atomic 
characterization of structures in bimetallic Pt-Pd nanoparticles. Pt(core)-Pd(shell) nanostructures 
displayed strong intensity patterns concentrated at the center with weak scattering atoms along 
the periphery. Pd(core)-Pt(shell) nanoparticles show an inverted intensity map when compared to 
the Pt(core)-Pd(shell) sample, while the random nanoalloys studied reveal alternating intensities 
in their line scans. Zmult simulations of the regular polyhedral structures commonly predicted 
for Pt and Pd nanoparticles verified that the dark-field detector dependence on heavy element 
scattering was the source of the experimentally observed variations in intensity. This emerging 
method of analysis offers the potential to provide important insights into the structures and 
compositional morphologies of nanoscale materials. We believe the methodologies described 
here will find broad application in studies of catalysis while advancing fundamental 
understandings of atomic bonding relevant to structure-function correlations. 
 Equally important, however, are the differences in crystallinity observed between the 
monometallic Pt and Pd nanoparticles. As was demonstrated, Pt atoms tend to activate the 
assembly of precise ordered features in a nanostructure, while Pd atoms were less effective in 
this respect. The observations developed further provide future guidelines that will serve in the 
development of protocols that will yield more fully quantitative analyses of nanomaterials of the 
type presented here, efforts that are in progress and that we hope to report on shortly. 
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4.6 Chapter 4 Figures 
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Figure 4.1 Low magnification STEM images of PVP-Capped (a) Pt and (b) Pd nanoparticles 
with their corresponding size distribution histograms (c) and (d), respectively. 
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Figure 4.2 Low magnification STEM images of the bimetallic (a) Pt-Pd nanoalloy (b) 
Pd(core)-Pt(shell) and (c) Pt(core)-Pd(shell) nanoparticles and their corresponding size 
distribution histograms (d), (e) and (f); respectively. 
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(c) 
Figure 4.3 Representative Cs-corrected STEM micrographs of PVP-capped monometallic Pt 
(a) with its respective inset FFT. (b) Shows a separate Cs-corrected STEM image of a PVP-
capped Pt nanoparticle complete with crystallographic assignments and an inset intensity 
profile measurement. (c) Models the structure in (b) using the experimentally observed data in 
(b) producing an intensity profile using simulated STEM measurements (inset in (c)). 
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(a) 
 
Figure 4.4 Representative Cs-corrected STEM micrographs of PVP-capped monometallic Pt 
(a) with its respective inset FFT. (b) Shows a separate Cs-corrected STEM image of a PVP-
capped Pd particle with a measured inset intensity profile. Figure (c) models the particle 
presented in (b) by applying a Gaussian blur (100 times) to the projected potential of an 
icosahedron viewed along its 2-fold axis. The top-right inset indicates the unblurred projected 
potential, while the bottom-right inset shows the areal intensity profile of the boxed region 
which closely resembles experimentally acquired data.   
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Figure 4.5 Atom quantification was done by measuring the scattering intensity of an 
individual atom and the overall intensity of an entire nanocrystal (a). The intensity of several 
individual atoms were measured and averaged before calibrating the integrated intensity of 
the total crystal to derive an atom count (b). A total of ten different nanoparticles were 
measured for each the Pt and Pd nanoparticles. 
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Figure 4.6 Atom count measurements for 10 monometallic Pt and Pd nanoparticles (symbols) 
plotted as a function of their experimentally measured diameter.  The plotted curves depict 
different, ideal geometries. For the case of the cube and cuboctahedron these represent the 
smallest geometric diameter. However, the icosahedron diameter was chosen to be the mean 
of the maximum and minimum theoretical diameters due to the difficulty of accurately 
distinguishing between these dimensions within the experimental images.  Lastly, the bilayer 
was viewed as the top of a truncated cube, dictating that the diameter be measured as the 
length of an edge when viewed from above. 
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Figure 4.7 Bimetallic nanoparticles synthesized using a sacrificial hydrogen layer. (a) Image 
of a Pt(core)-Pd(shell) nanoparticle complete with labeled crystal facets and the areal 
integrated intensity measurement made within the boxed region. (b) shows FFT data and 
annotated zone axis with the intensity profile from (a) represented as the inset. (c) Pd(core)-
Pt(shell) nanoparticle with defined truncating planes and areal integrated intensity 
measurement made within the boxed region. (d) Is the corresponding FFT data and the 
measured intensity profile from (c) shown as the inset in (d). 
0
20
x
 1
0
^
5
0 4
nm
(220)
(002)
[001] Zone Axis
x
 1
0
^
5
x
 1
0
^
5
x
 1
0
^
5
(a) (b) 
(220)(113)
(111)
[112] Zone Axis
x
 1
0
^
5
nm
0
50
x
 1
0
^
5
0 5
nm
x
 1
0
^
5
x
 1
0
^
5
x
 1
0
^
5(c) (d) 
 134
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8 Simulated bimetallic nanoparticles modeling the (a) Pt(core)-Pd(shell) and the (b) 
Pd(core)-Pt(shell) samples. The Pt(core)-Pd(shell) sample was directly modeled using FFT 
data to mimic the image seen in Figure 4.7a with intensity scan (boxed region) and 
corresponding profile (inset in (a)). An icosahedral structure was assumed (based on Figure 
4.6) for the Pd(core)-Pt(shell) sample. The attendant line scan (boxed region) and intensity 
profile are shown as insets in (b). 
(a) (b) 
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Figure 4.9 (a) Representative image of a coreduced bimetallic Pt-Pd nanoparticle with 
indexed facet planes (solid lines) and the areal intensity scanned region (boxed region). (b) 
FFT data for the coreduced sample with lattice planes and zone axes denoted with the 
integrated intensity measurement from (a) shown as the inset. 
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Figure 4.10 High-energy X-ray diffraction data for the monometallic (Pt, Pd) and bimetallic 
(Pt(core)-Pd(shell), Pd(core)-Pt(shell), and Pt-Pd alloy) nanoparticles. 
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5.1 Introduction 
Strictly speaking a nanocrystal is a single-domain crystal with dimensions in the nanoregime. In 
practice, however, this definition is complicated by the presence of twins, stacking faults, and 
other defects as was seen in Chapter 4. Imperfections can be extensive within these structures 
such that they are referred to as nanoparticles and sometimes nanoclusters.1 The designation is 
made merely to point out that the extent of the lattice is very limited compared to the size of the 
nanoparticle. As opposed to a precise positioning of atoms found in a crystal, a cluster is better 
represented by a collection of collapsed atoms lacking periodic definition. For clarity, in this 
chapter we will continue the use of this paradigm and avoid using the two terms interchangeably. 
 The process by which a nucleated atom proliferates into a crystal with a finite periodic 
structure has motivated intense research toward controlling the growth of nanomaterials.2-5 There 
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are many experimental techniques that can be utilized to assemble small-scale structures such as 
physical vapor deposition,6-8 epitaxial growth9, 10 and solution-based synthesis.10-12 Despite 
progress made in exercising control of minute features, there still remains a need to understand 
materials at a level that could further a systematic approach toward directing nanostructure 
development. The ability to manipulate architectures at this scale would find immediate 
applications in the study/synthesis of thin films,6-8 and, perhaps more prominently, catalysis.11, 13  
Within catalysis the ability to generate a well-defined nanocrystal would be ideal since 
the catalytic response can differ depending on the nature of the exposed surface. For instance, it 
has been frequently proposed that vertex and edge atom sites bind more strongly to foreign 
atoms or molecules than other surface atoms, a quality that has brought about tremendous 
interest from the catalysis community.14-16 A study by Bratlie et. al11 demonstrated that different 
nanocrystal morphologies can wholly dictate the catalytic output of a chemical reaction. In that 
work it was found that cubic Pt crystals defined by {100} planes were selective for the 
hydrogenation of benzene to form cyclohexane. When assuming a cuboctahedral structure 
(defined by {100} and {111} planes), the output of similarly sized Pt particles yielded a product 
mixture of cyclohexene and cyclohexane for the same reaction.11 Equally, the synthesis of 
anisotropic materials is also desired for light emission applications.9, 17 Highly-oriented 
nanowires composed of wide band-gap, semiconductrous materials such as ZnO have been 
grown epitaxially from thin films of Au.9 It was found that such structures could operate as 
miniature lasers owing to their well-defined aspect ratios with potential applications in biological 
labeling, emission displays, lasing, information storage and optical computation.9, 17 Furthermore, 
the use of noble metal nanostructures have shown the potential applications in integrated 
circuitry, whereby deposited atomic layers can be utilized as gate electrodes for field effect 
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transistors or random access memories.6, 7 Thus, the need for a better understanding of the factors 
and principles that lead to organized crystal growth is critical. 
A tremendous amount of research has unveiled different avenues by which the 
appropriate chemistry can generate specifically desired nanostructures.1 Despite the abundance 
of synthetic techniques available however, it is thermodynamics that plays a significant role in 
defining the stability of these metastable structures.1, 12, 18 In the case of nanoparticles, theoretical 
calculations predict that face-centered-cubic (fcc), single-crystalline nanoparticles assume a 
truncated octahedron as their thermodynamic equilibrium shape. Said structure would be 
confined {111} and {100} family of planes.18 The formation of such a structure however is 
energetically costly due to the presence of under coordinated vertex atoms.19 Conversely, 
particles not composed of a single crystal domain (and therefore containing multiple twins) 
would more likely adopt the more energetically favorable icosahedral or decahedral crystal 
morphologies, where the faceting is exclusively defined by {111} terminating facets.19 
Ultimately, it is the attendance of these low energy (111) planes that assist in the formation of a 
low energy structure, albeit at the cost of increased internal strain.12, 19 In these scenarios the 
mediating effects of surface energy strongly dictate the stabilization of the nanoparticle’s 
geometry. Theoretical calculations predict that a nanocrystal bound by high index crystal planes 
(i.e. (113), (022) etc.) will ultimately minimize the surface energy by reconstructing and 
assuming more energetically favorable lower index faceting, namely the {111}, {100}, and 
{110} family of planes.1, 12  
The energetic driving force for the reconstruction of the lower index planes arises from 
the instability associated with surfaces containing undercoordinated atoms.20, 21 In Chapter 1 
(Section 1.1.1) it was explained that the number of nearest neighbors adjacent to an atom 
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affected its behavior. With nanoparticles this behavior is complicated further by the curvature 
adopted in these structures to spatially minimize the amount of exposed surface area (as 
discussed in Chapter 1, creating a surface is energetically costly). Creating a more rounded 
structure from a collection of facets inevitably applies increased strain to individual atoms 
residing at the edges of adjoining crystal planes or at vertices.14, 22-24 The coordination 
environment around these atoms is more extreme being surrounded by fewer atoms than an atom 
situated on a flat surface.14, 22 As a result, they have more unsatisfied bonds and are therefore less 
stabilized than atoms at a flat surface.22-24 In constructing an understanding that allows the 
discrimination of the energies between different surface truncations, it is then easy to see why a 
high atomic density (111) surface would be intrinsically more stable than a low atomic density 
(100) surface.25 
Despite the significant role thermodynamics plays in finalizing crystal structure, kinetics 
can not be neglected in the context of crystal development. It has frequently been demonstrated 
that the adjustment of experimental parameters (i.e. capping agent concentration, choice of 
reducing agent, temperature, etc.) can stimulate morphological control,1, 13, 26-28 as well as 
crystallite size.1, 13, 29-31 The final geometry of a nanocrystal can not be solely determined by 
minimizing its surface energy (thermodynamic minimum). Instead one must consider the 
efficacy of the formation of a metastable structure possessing a conversion potential well too 
deep to be easily overcome.18 In this respect, the synthetic byproduct is at the mercy of the 
reaction conditions. Therefore a balance exists in that the formed structure, although locally 
stable, may not represent the global, energetic minimum. 
In this chapter we report on the structural diversity observed between different 
metastable, noble metal nanoparticles synthesized using a rapid reduction with NaBH4. With the 
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use of spherical aberration-corrected scanning transmission electron microscopy (Cs-STEM; 
Chapter 2, Sections 2.1.1 and 2.1.3) we disclose the atomistic details that differentiate the 3rd 
row, transition metal (3M) and 2nd row transition metal (2M) nanocrystal structures as well as 
define patterns related to the size-dependent energetic stability of nanoparticles. The atomically 
resolved micrographs provided a means of approximating the lattice constants for individual 
nanocrystals that were in close agreement with bulk measurements using high-energy X-ray 
diffraction (XRD; Chapter 2, Section 2.3) measurements. In fact, the XRD data confirmed a 
dilation of the lattice constant for the 2M nanoparticles whereas for the 3M nanoparticles more 
bulk-like lattice values were observed. We also compare the atomic pair distribution function 
(PDF; Chapter 2, Section 2.4) measurements as a method of contrasting different levels of 
coherency/crystallinity. Most revealing in this study are the features observed for the 
intracolumn bimetallic (Au-Ag, Pt-Pd, and Ir-Rh) structures where it was found that the 3M 
metal atoms imparted their bonding character onto their 2M counterpart atoms – essentially 
directing the overall growth of the 2M atoms – whereas without their presence disordered crystal 
morphologies were predominant. 
 
5.2 Experimental Methods 
5.2.1 Preparation of Nanocrystals 
HAuCl4 (s, FW = 339.79 g/mol), RhCl3 (s, FW = 209.26 g/mol), and H2PtCl6·6H2O (s, FW = 
517.92 g/mol) were purchased from Strem Chemicals. The H2IrCl6·6H2O (s, FW = 406.93 
g/mol), AgNO3 (s, FW = 169.8 g/mol), Na2PdCl4 (s, FW = 294.19 g/mol) precursors, 
polyvinylpyrrolidone (PVP; FW = 40,000 g/mol) and reagent grade NaBH4 (s, FW = 37.83 
g/mol) were purchased from Sigma-Aldrich. 
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The protocol used to produce the nanocrystals was adapted from recent work by 
Tsunoyama et al.32 To summarize, a typical reaction began with the chilling of a 0.3 mM 
solution of PVP in deionized water (~50 mL) chilled down to 0 °C using an ice bath. To this was 
added 0.05 mmol of the desired metal precursor. To remove residual H2 (g) the mixture was 
subsequently purged with N2 (g) for 30 min under vigorous magnetic stirring. A separate 5mL 
solution of 0.1 M NaBH4 (aq) was prepared and rapidly added to the existing PVP/H2O/metal 
precursor mixture. The system was then allowed to react for 1 hr while being maintained at 0 °C 
with N2 (g) bubbling. Following synthesis, the solvent was evaporated, the samples dried, and 
then re-suspended in ethanol and stored at ambient conditions. 
In the case of the bimetallic samples the synthetic approach was unchanged with the 
exception that the two separate metals were simultaneously introduced into the reaction vessel. 
In place of 0.05 mmol addition one metal precursor, two 0.025 mmol equivalents of each of the 
different metal precursors were added to the chilled 0.3 mM PVP/H2O solution.  
 
5.2.2 Electron Microscopy 
 Cs-STEM samples were prepared by the dropwise addition of the prepared nanoparticle 
suspensions onto ultrathin holey carbon films supported on Cu-framed grids (Ted Pella Inc.). Cs-
STEM images were collected on a JEOL model 2200FS electron microscope operated at 200 
keV capable of sub-Ångstrom resolution.33 The inner-cutoff angle of the annular dark-field 
detector at a 60 cm camera length was 100 mrad, to ensure that no diffracted beams would 
interfere with the measured images. A 20 µm or 30 µm aperture was generally used during image 
acquisition to minimize the damage due to excessive radiation exposure. Additionally, the fast 
Fourier transform (FFT) of low magnification (~ 1.0 × 106 times magnification, Figure 5.1a) 
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images were compared to the FFT of high magnification (15.0 × 106 times magnification, Figure 
5.1b) images prior to image capture as a precautionary step to prevent the possibility of 
confusing beam-induced restructuring with the as-prepared structure of the nanocrystals. The 
microscope was also supplied with an Oxford INCA ATW detector (40 mm2) for chemically 
sensitive energy dispersive X-ray spectroscopy (EDX; Chapter 2, Section 2.1.4) measurements. 
High-resolution STEM image evaluation, FFT or power spectrum analysis, 
approximation of lattice parameters, and size distribution histograms were done using 
DigitalMicrographTM (Gatan Inc.) software. Zone axis assignments were determined by 
measuring the ratio of the different spatial frequencies attendant within a FFT of a micrograph 
and comparing them to the diffraction patterns of an fcc crystal. After establishing crystal 
orientation the spatial frequencies were subsequently used to index and annotate the crystal 
planes on the corresponding micrograph. Mean lattice parameters were calculated by using the 
average distances measured from the central peak to a particular spatial frequency and evaluated 
with respect to the indexed crystal planes. Particles sizes were determined by measuring the 
diameter cross-section of many individual nanoparticles. 
 
5.2.3 High-Energy X-ray Data Collection 
For the monometallic samples, X-ray total scattering measurements were carried out at beamline 
11-IDC at the Advanced Photon Source (APS), Argonne National Laboratory (ANL), with high 
energy X-rays (E0 = 114.82 keV, λ = 0.108 Å) using the rapid acquisition mode.34 The setup 
utilized a 2-D image plate detector (Perkin Elmer) positioned perpendicular to the beam path 
297.14 mm away from the mounted samples. Ethanol suspensions of the nanocrystals were 
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sealed in cylindrical kapton capillary tubes (Cole-Palmer) 1 mm in diameter. The data were 
collected at 300 K. The exposure time was set for 250 s for each sample.  
 The bimetallic samples were collected at beamline X-7B at the National Synchrotron 
Light Source (NSLS), Brookhaven National Laboratory (BNL), with high-energy X-ray (E0 = 
38.94 keV, λ = 0.3184 Å), utilizing a 2-D image plate detector (Perkin Elmer). The detector was 
placed orthogonal to the beam path at distance 116.18 mm away from the mounted samples. 
These ethanol-suspended samples were loaded in polyimide cylindrical tubes measuring 1 mm in 
diameter. Due to the lower flux of the X-ray radiation at beamline X-7B, exposure time was set 
for 900 s to improve the statistics of the collected data. 
 In both sets of experiments blank tubes (of kapton or polyimide) and tubes containing 
ethanol were simultaneously submitted for measurement for purposes of background removal. 
 
5.2.4 X-ray Diffraction Analysis 
For XRD analysis, the normalized, integrated data were examined without being Sine Fourier 
transformed. Peak positions were identified using the radiation energy (λ = 0.108 Å), Bragg’s 
law (See Chapter 2, Section 2.3.2), 
2 sindλ θ=  
 and the inverse relationship in an fcc solid between the lattice constant, a, and interplanar 
distances, d  
2 2 2
ad
h k l
=
+ +
, 
where h, k, and l are the Miller indices of the corresponding Bragg planes. The h, k, and l values 
were determined by assignment of the spatial frequencies in the acquired power spectra. 
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5.2.5 Atomic Pair Distribution Function Analysis 
The raw 2D data were integrated and converted to intensity versus 2θ using the software Fit2D,35 
with 2θ as the angle of diffraction. The integrated data were corrected for experimental artifacts, 
normalized, and Sine Fourier transformed to the PDF, G(r), based on standard methods36  using 
the program PDFgetX2.37 Modeling was performed using the PDFgui program.38 The upper limit 
in the Fourier transform, QMAX = 20.0 Å-1, was optimized to avoid large termination effects and to 
reasonably minimize the introduction of noise. This was critical since the signal-to-noise ratio 
decreases with increasing Q. 
 
5.3 Results and Discussion 
5.3.1 Structural and Crystallographic Analysis of Single-Element Nanocrystals 
Figure 5.2 shows an assortment of Cs-STEM micrographs displaying 3M nanocrystals (Au, Pt 
and Ir). The Au samples (Figure 5.2a-c), under the synthetic protocols used, generated a 
relatively wide distribution of particle sizes (2.2 ± 1.7 nm; Appendix A, Figure A.1) with some 
appearing single crystalline and others being symmetrically twinned (e.g. decahedra, 
dodecahedra; Figure A.2). Although the former are depicted in the figure, it was consistently 
observed that, regardless of the single or polycrystalline nature of the particles, the atomic 
structure of the Au atoms could be defined up to the terminating edges. The FFT of the 
micrographs (i.e. power spectra on the lower right insets) show the spatial frequencies associated 
with the periodic placement of atoms in the crystal and therefore make it permissible to index the 
bounding facet structure of the Au specimens (See Chapter 4, Section 4.1). As with the majority 
of specimens studied here, the crystals on the larger side of the size spectrum were more 
frequently found to be crystalline. Additionally, the FFT of the atomically resolved images 
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makes it possible to approximate the lattice constants for the Au particles. A value of 4.05 ± 0.12 
Å was calculated which is in close agreement with literature value of 4.08 Å for bulk Au.39 A 
tabulation of all the approximated lattice constants and their literature values can be found in 
Table 5.1. 
Figure 5.2d-f are representative images of Pt nanocrystals with a size distribution of 1.5 ± 
0.6 nm (Figure A.1). As with the Au, the resolved images allowed the assignment of a lattice 
parameter and facet structure using the FFT of the micrographs. A measured average lattice 
parameter of 3.90 ± 0.09 Å closely matches the literature value of 3.92 Å for bulk Pt (Table 
5.1).39 In general, the Pt particles were composed of only one crystal domain. It was found that 
the presence of twinned planes was not abundantly represented in the Pt samples. Although this 
may seem counterintuitive given the spatial confinement of nanoparticles, it is understandable 
considering the high stacking fault energy of Pt (322 mJ/m2).40 This is 280 mJ/m2 higher than the 
stacking fault energy for Au (42 mJ/m2)40 meaning that a higher energetic impetus would be 
required to induce a dislocation/deformation process in a Pt crystal. This also explains why Au is 
seen to produce symmetrically twinned particles at sizes as large as ~ 6 nm (Figure A.2). 
The Ir (Figure 5.2g-i) specimens resemble the Pt samples with the exception of being 
highly susceptible to aggregation (not sintering). Although the mean particle size (1.6 ± 0.8 nm, 
Figure A.1) was on the order of Pt and Au, there were seldom instances where Ir particles could 
be found in isolation. As with the other 5d metals, the Ir nanocrystals bounding edges were often 
assignable using the spectral data from the FFT of the image.  Surprisingly, as the Ir crystals 
grew to larger sizes twinning became more apparent (Figure A.3) while still allowing consistent 
indexing of the terminating planes. These structural changes in the Ir specimens would propose 
perhaps a packing structure differing from an fcc structure. However, micrograph analysis 
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indicates an average lattice parameter of 3.84 ± 0.09 nm, in agreement with that of bulk fcc Ir 
(3.84 Å)39 as can be seen in Table 5.1. Making it more of an oddity is the associated stacking 
fault energy of Ir (480 mJ/m2)40 that is significantly higher than that of Pt – making it more 
energetically costly to introduce structural imperfections into the Ir lattice. 
Figure 5.3 shows a collection of Cs-STEM micrographs for the 2M (Ag, Pd and Rh) 
nanocparticles. Dimensional analysis of the Ag nanoparticles revealed a mean particle diameter 
of 3.4 ± 2.8 nm (Figure A.1) thus, allowing a broad distribution of sizes to be examined. With 
few exceptions the Ag particles observed were highly disordered lacking both boundary 
definition and long range atomic periodicity. In contrast to the 3M specimens, Cs-STEM imaging 
revealed no size dependence correlated with the emergence of coherent crystal structure. The 
qualitative features seen for the Ag clusters could be explained by the relatively low stacking 
fault energy of Ag (20 mJ/m2, lowest amongst all the metals examined here).40 In light of the 
arguments made for the Ir nanocrystals however, it seems less likely to be the only governing 
factor. The absence of spatial frequencies in the power spectra (inset in the Ag nanocrystal 
micrographs) verify this assertion, where the presence of a bright ring is generally found in place 
of distinct spatial frequencies. As in diffraction, the ring pattern denotes an amorphous 
placement of atoms as opposed to a periodic positioning within the nanostructure. Resultantly, 
there was a limited sampling of data with which to accrue structural information to determine a 
lattice parameter value (Table 5.1). 
Imaging of the Pd specimens (Figure 5.3d-f; 1.6 ± 0.8 nm, Figure A.1) also conveyed the 
presence of undefinable crystal structures. Unlike Ag, however, there was size-dependent 
behavior with the Pd nanoclusters where increasing size led to an extended correlation between 
lattice planes. However, the emergence of lattice planes was not generally found to be associated 
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with single crystals (as in Figure 5.3f); more so they were integrated into a polycrystalline 
structure making them difficult to individually discern. There were no examples in which Pd 
particles smaller than ~3 nm exhibited crystallographic data amenable to the assignment of a 
single lattice. This does not rule out the possibility that crystalline Pd particles below 3 nm exist. 
Nonetheless, the trends observed via electron microscopy did not point toward their existence, 
and in our survey of a multitude of images none were found.  
Similar qualities were observed for the Rh nanocrystals (1.5 ± 0.5 nm, Figure A.1). As 
with Pd, smaller-sized Rh crystals (~ 2.6 nm) were incapable of adopting geometries that 
resulted in an organized packing structure. They appeared as collapsed clusters of atoms showing 
no evidence of spatial frequencies that could be supported by an fcc crystal (Figure 5.3g and h). 
Particles exceeding this apparent threshold limit began to display evidence of crystallinity as 
supported by the FFT data. As with Pd, the emergence of crystallinity was not restricted to single 
crystals. Multi-grained nanoparticles were often found where multiple crystal domains could be 
observed. The stacking fault energies for Rh and Pd are 750 and 180 mJ/m2, respectively.40 
Figure 5.4 plots the stacking fault energies for all the different metal systems examined in this 
study. The data show that not only does the stacking fault energy of Rh supersede that of Pd, but 
it does so for all the other metals as well. However, the 580 mJ difference in stacking fault 
energy (between Rh and Pd) for nanostructures that are so similar does not palpably explain the 
phenomena observed in Figure 5.3. It is clear then that between the 2M and 3M specimens there 
are size-dependent variances in metal atom bonding that lead to disorder. 
Lattice constants calculated for the 2M samples – as determined from the microscopy – 
are listed in Table 5.1 for the Ag (4.16 ± 0.05 Å), Pd (3.99 ± 0.15 Å) and Rh (3.91 ± 0.19 Å) 
nanoclusters. Upon comparison with literature values (Table 5.1) it is immediately realized that 
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there is a dilation of the lattice constants for these three samples with respect to their bulk 
analogues. These results were indeed surprising in light of the understood phenomena of surface 
atom relaxation.20, 21 In the case of Au, Pt and Ir, the atomically resolved micrographs produce 
data acquiescent to comparison with bulk literature values. Specifically, both the Pt and Au 
nanocrystals appear to show slight examples of lattice relaxation producing lattice parameters 
contracted by ~ 0.5 % and ~ 0.7 %, respectively, based on the microscopy. On the other hand, 
the 2M nanocrystal structural parameters were calculated to have expanded by 1.7, 2.5 and 2.6 % 
for Ag, Pd and Rh, respectively.  
Unfortunately, electron microscopy only provides a local representation of the features 
observed for the overall specimen therefore requiring a bulk analytical technique for 
complementary purposes. To obtain a more comprehensive assessment of the structural constants 
of the nanoparticles samples high-energy XRD measurements were collected. Lattice parameters 
were determined from the Bragg peak reflections in the diffraction profiles and also included in 
Table 5.1. Comparison of the XRD lattice measurements with those obtained from Cs-STEM 
shows a close agreement between the techniques. More significant is the sustained trend where 
the 2M clusters exhibit a dilation of their lattice parameters compared to bulk values. Based on 
XRD the Ag, Pd and Rh nanoparticles have corresponding lattice constants that expand by ~ 0.7, 
1.5 and 2.4 %, verifying the phenomena observed via microcopy. Interestingly, similar results 
have been obtained before in other studies of Ag,41 Pd,42-45 or Rh45 nanoparticles. In those works 
the detected expansions were attributed to changes in total structure because of the surrounding 
medium,41 undercoordinated surface atoms,45 and the disorder of surface atoms.42 Given the 
evidence provided by the Cs-STEM micrographs the latter seems most likely to agree with our 
results. Briefly, the inability to form a faceted surface structure in the 2M nanocrystals may be 
 153
causing the internal structure of the core atoms to expand in sympathy to accommodate the 
enhanced disorder at the surface.42 
At this point it is important to define “disorder” in the context of this study. Although it is 
mentioned that some of the particles undergo twinning (e.g. Au, Ir, Rh etc.) it does not preclude 
the possibility of forming definable planes (Figure A.2). In the same respect, a particle may 
exhibit crystallinity at the core although the periodic nature of the atom packing may not be 
transmitted to form a faceted structure, as discussed directly above. By “disordered” nanocrystals 
we refer to an organization of the atoms such that an extended, periodic packing structure is 
unachieved, and consequently, undefined. The power spectra of such crystals would be incapable 
of forming intense, spatial frequencies, in conjunction with the atomically-resolved micrographs, 
could be designated as a disordered array of atoms. 
To better represent the microscopy results, the frequency at which exposed surfaces [e.g. 
the (111), (200),…etc.)] occur as well as the abundance of disordered particles (lacking any 
observable lattice structure) were quantified and binned with respect to size regime (e.g. 0-1, 1-2, 
2-3 nm etc.) in Figure 5.5. In the figure we see that the occurrence of definable planes is directly 
proportional to particle size for the 3M specimens. Below particle sizes of 1 nm there were no 
assignments that could be made. The 1-2 nm regime, however, represents the onset of 
crystallinity as noted by the emergence of truncating planes. With increasing size of the 3M 
nanocrystals the {111}, {100}, {110} and {311} family of planes become more numerous and 
dominate crystal geometry. In perfect counterpoint, the 2M structures show a more extended 
range where disordered nanoparticles are more prevalent. Ag nanoclusters showed no size-
dependent crystallinity as noted by the abundant distributions of disordered particles throughout 
the binned data. Pd and Rh demonstrated a more conventional, physical trend where the presence 
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of disordered structure dissipates with increasing particle size. In contrast to the 3M samples, the 
onset of crystallinity for the 2M samples appears to reside between 2-4 nm. But more intriguing 
is the existence of disordered nanoparticles prevailing at larger sizes [e.g. Rh (4-5 nm), Pd (6-7 
nm) and Ag (7-8 nm)] than their 3M counterparts [e.g. Ir (3-4 nm), Pt (2-3 nm) and Au (2-3 
nm)]. 
Both experimental25, 46 and theoretical25 evidence confirms that the surface energies 
(where surface energy is defined as the energy required to create a surface)1 of the 2M metals are 
all lower than those of the 3M metals. For example, the experimentally determined surface 
energy for the (111) surface of Au is measured to be 1.506 J/m2 compared to that of 1.246 J/m2 
for (111) Ag.46 These differences in physical properties have also been documented between Pt 
and Pd (2.489 and 2.003 J/m2, respectively)46 and between Ir and Rh (3.048 and 2.659 J/m2, 
respectively).46 For clarity, these surface energies are plotted in Figure 5.6 showing that the 3M 
metals reliably exhibited higher surface energies than the 2M metals. In fact, theoretical studies 
extended these trends to the (100) and (110) surfaces where it was consistently determined that 
the 3M specimens had higher surface energies than the 2M specimens.25 It is interesting to note 
that despite Ag having the lowest surface energies (1.246 J/m2 for the (111) plane, for example), 
the higher surface energies for Ir surfaces (3.048 J/m2 for the (111) plane) do not present 
energetic barriers preventing the formation of faceting structures in the Ir nanocrystals. Although 
the surface properties of nanomaterials will undoubtedly differ from those in a bulk state, it is 
expected that these macroscopic physical properties will likely scale down proportionately in the 
nanoregime. This is an important point as, to some degree, it rules out the argument that the 
difference in lattice structure between the 2M and 3M nanoparticles is motivated by surface 
energetics. 
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5.3.2 Atomic PDF Analysis of Single-Element Nanocrystals 
As mentioned, the Cs-STEM imaging results presented in Figures 5.2 and 5.3 only represent a 
small fraction of the overall sample. To ensure that the nature of the observed structural 
dichotomy could be interpreted in terms of crystallinity we employed total X-ray scattering 
based atomic pair distribution function (PDF) technique. As described in Chapter 2 (Section 2.4) 
the atomic PDF utilizes all scattering contributions that are generated during a diffraction 
experiment. The reduced atomic PDF, G(r), is the instantaneous atomic number density 
correlation function which describes the atomic arrangement in materials.36, 47, 48 It is also the 
sine of the Fourier transform of the experimentally observable total scattering structure function, 
S(Q). Since S(Q) includes both Bragg peaks and the diffuse components of the diffraction 
spectrum, then its Fourier transform (the PDF function, G(r)) reflects both the local and average 
atomic structure of materials. Additionally, the PDF is particularly sensitive to the atomic short-
range ordering since the scattered intensities are weighted by their wave vectors Q (Chapter 2, 
Section 2.4). This makes the PDF a structural quantity suitable for characterizing materials in 
cases where deviations from the average structure are present, such as aperiodic distortions in 
bulk crystal structures and nanoporous materials, as well as finite-size systems such as 
nanoparticles, nanotubes and nanorods.47, 48 
Figures 5.7-5.9 show the resulting atomic PDF for the six nanocrystal samples examined 
in our study. Comparing the PDFs of the 2M and 3M nanoparticles it can be immediately seen 
that there exists a difference in the long-range order of the atom pair distances. Figure 5.7 
directly compares the PDFs of Au and Ag. The Au PDF displays multiple peaks at specific atom-
pair distances extending beyond 20 Å, a value consistent with the mean particle size of Au (2.2 
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nm). Conversely, the PDF for Ag (dashed black line) lacks features with significant intensity to 
denote recurrent atom pair distances being represented throughout the sample. This observation 
is somewhat surprising considering the average particle size of the Ag specimen (3.4 nm) would 
lead one to expect more bulk-like qualitative features (i.e. long-range order, well-defined, intense 
pair-distance peaks etc.). Yet, these results do commensurate with data obtained by examination 
of multiple atomic resolution Cs-STEM images. The lack of steady atom-pair scattering 
contributions from the Ag samples did not produce significant data above background such that 
the PDF modeling could be implemented. The Au PDF profile on the other hand, was amply 
represented and easily modeled as shown by the red curve overlying the experimental data (solid 
black line) in Figure 5.7. The structural model used was that of bulk Au, conforming to Fm-3m 
space group constraints. Assuming a spherical particle, a spherically-shaped function envelope 
was used to account for the finite dimensions of the nanoparticle on the PDF profile. The model 
structure indicated an fcc Au particle measuring 2.8 ± 0.1 nm in diameter a value in line with 
microscopy findings (2.3 ± 1.7 nm, Figure A.1). The obtained lattice parameter from the 
performed fit was 4.06 ± 0.01 Å in excellent agreement with the findings using microscopy and 
XRD (Table 5.1).  
Figure 5.8 contrasts the PDFs collected for the Pt and Pd samples. The Pt crystals 
(average size 1.5 nm) produced multiple peaks at specific atom-pair distances extending to ~14 
Å. The resolvable peak intensities for the Pt data (solid black line) allowed modeling of the PDF 
(solid red line). Similar to the Au nanocrystals, a successful fit was obtained for the Pt 
nanocrystals by refining the structure of bulk Pt. A spherically-shaped particle morphology was 
assumed, and following suit, a spherically-shaped function envelope was used while considering 
the constraints imposed by the Fm-3m space group symmetry. A particle diameter of 1.8 ± 0.1 
 157
nm was calculated from the model closely matching the results obtained by way of microscopy 
(1.5 ± 0.6 nm). The lattice parameter was calculated to be 3.93 ± 0.01 Å, once again in close 
agreement with the data in Table 5.1. The PDF for the Pd nanocrystals (1.6 nm) shows lower 
intensity peaks (dashed black line) and less coherence with increasing r. As with the Ag data, the 
weaker Pd signal inhibited analysis beyond a qualitative agreement with the trends observed by 
microscopy. It is also noteworthy to point out that past studies assessing the atomic structure of 
Pd nanoparticles using atomic PDFs also demonstrated non-crystalline levels of disorder.49 
The Ir and Rh data produced more complex PDF patterns than any of the other samples 
(Figure 5.9a). Although the PDFs do not make it obvious, the raw XRD data (Figure 5.9b) 
unambiguously shows that the Ir nanocrystals contained more intense Bragg reflections than the 
Rh specimen, substantiating a more refined packing of the atoms. Even so, neither of the two 
samples contributed enough crystallographic information such that it could be suitably modeled 
by the PDF function. 
Even though the results for Ir seem confusing, we must consider the role of twinning in 
the Ir nanocrystals. We reiterate that the microscopy indicated Ir particles showed a significant 
amount of twinning with increasing size. Furthermore, reexamination of the binned data for Ir in 
Figure 5.5 shows that disorder is not attenuated until the 3-4 nm size regime, meaning that 
structural disorder is imparted more up to greater sizes compared to the other 3M specimens. It is 
our belief that these two factors might be contributing to the overall diffraction pattern and the 
subsequent inability to produce atomic PDF measurements. Thus, we concede that Ir crystals are 
the least crystalline of the 3M metals, yet they have a more coherent atomic packing structure 
than their 2M analogue (the Rh particles). 
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5.3.3 Kinetic Analysis of the Nanocrystal Synthesis 
It is clear then that the 3M nanoparticles are more crystalline than their 2M counterparts. We 
must next consider the synthetic approach used to produce the nanocrystals. The conditions of 
sample preparation called for wet chemistry at 273 K and storage at 298 K. This narrow 
temperature range undoubtedly prevents the as-synthesized crystals from acquiring sufficient 
energy to transition from kinetically formed metastable states to the global thermodynamic 
minimum. At the very least, a higher temperature synthesis would be desirable to determine 
whether or not the observed structural trends transcend the fastest formed product. This was 
indeed the case with the synthesis of nanocrystals from these same noble metals at elevated 
temperature (Experimental Details in Appendix A Figure A.4; Results in Figures A.5 and A.6) 
where similar trends were observed. In fact, a previous study showed the very same structural 
divergence between Pt and Pd using Cs-STEM and XRD (Chapter 4).50 Although a full analysis 
of crystallinity for the other noble metals (Au, Ag, Ir and Rh) was not carried out, as has been 
done here; the study provided incentive to investigate the observed trends further where the 
particles would be of comparable sizes (Figures A.5 and A.6). This was achieved by instituting a 
protocol used by Tsunoyama et al.32 in their synthesis of 1.5 and 1.3 nm Pd and Au 
nanoparticles, respectively, by reduction in water at 273 K. In this synthetic approach, the use of 
NaBH4 as the reducing agent provides an instantaneous reduction of metal atoms and extinction 
of the reducing agent via H2 (g) evolution. Thus, the nucleation process occurs within a finite 
time frame after which no new nucleation sites would be produced to further propagate crystal 
growth. The end result is method more amenable to controlling the dimensions of nanomaterials. 
What then is the origin of the mesoscopic structural dichotomy between 2nd and 3rd row, 
fcc, transition metal particles? We posit that the differences in metal-atom bonding may be 
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ascribed to relativistic effects. Briefly, that the inner electrons of heavy elements experience a 
large nuclear charge such that they must reach levels approaching the speed of light to sustain a 
balance with the embedded, electrostatic potential. The acceleration results in an increase in the 
electron’s relativistic mass and contraction of the 1s orbital.51 These effects propagate such that 
they lead to a contraction of the 6s orbital, an expansion of the 5d orbitals and consequently, the 
mobilization of the 5d electrons for the purposes of bonding.51 It must be noted that this 
difference in bonding nature does not necessarily reflect bond strength, more so it verifies the 
tendency for 3M metal atoms to undergo directional bonding. This line of thinking can be 
validated as a means to explain why experimental52, 53 and theoretical calculations54 indicate 
atomic chains of the 3M metals are capable of being formed while atomic chains composed from 
the 2M series are not. In the same manner, relativistic effects have also been proposed to explain 
the surface reconstructions from the (110) to the (111) found for the 3M, while the 2M metals 
were incapable of exhibiting this behavior.51, 55 In fact, it is our understanding that the presence 
of a 3M metal atom can be used to impart its patterns of bonding to other metal atoms. This 
phenomenon was previously noted during the examination of highly-crystalline Pt and 
disordered Pd nanocrystals where the formation of a Pt-Pd nanoalloy was found to result in a 
highly-crystalline, bimetallic structure (Chapter 4).50 
 
5.3.4 Chemical and Crystallographic Analysis of Binary Nanocrystals 
To test this hypothesis we conducted a simultaneous reduction of neighboring metal atoms (Au-
Ag, Pt-Pd, and Ir-Rh) to form intracolumn, bimetallic particles. Figure 5.10a shows the 
combination of Au and Ag to form a phase segregated structure. The measured X-ray 
fluorescence derived from electron-probe-particle interactions (EDX; Chapter 2, Section 2.1.4) 
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indicated the presence of both Au and Ag in the individual particles (Figure A.7). In addition, the 
Z-contrast (achieved as a function of Rutherford scattering; Chapter 2, Section 2.1.3)56 allows 
discrimination of the Au and Ag atoms. The high intensity regions of the micrograph can be 
attributed to a predominance of Au (ZAu = 79) atoms while the less intense regions are due 
principally to Ag (ZAg = 47) atoms. Similar qualitative analytical schemes have been observed 
and applied in other systems.50, 57, 58 The bimetallic Pt-Pd nanocrystals (Figure 5.10b) show 
similar intensity patterns in the micrograph, where the high scattering element (Pt) was 
concentrated at the core and surrounded by lower scattering Pd atoms. EDX measurements 
further confirmed the presence of both species (Figure A.7).  
The most remarkable feature of these images is that the 3M atoms supplanted the caustic 
bonding nature of the 2M elements. Referring back to Figure 5.3a-c, we observe the structural 
behavior of monometallic Ag nanoclusters in the absence of a secondary metal. Atomic PDF 
measurements and microscopy results both confirmed the lack of a defined crystal structure for 
the Ag specimens. Introducing Au into the synthetic makeup activates ordered Ag-Ag bonding 
that propagates as far out as 5 nm (inset of Figure 5.10a) from the contingent of Au centralized 
within the composite. These observations were seen repetitively for the Au-Ag system although 
Au-Ag alloys, deficient of this phase-segregated structure, were also observed (Figure A.8). 
Interestingly, FFT analysis of the sample indicated two sets of lattice values despite the apparent 
coherency in the packing of the atoms. Evaluation of the high contrast region containing the 
contingent of Au atoms reported a lattice parameter of 4.07 ± 0.05 Å, consistent with the 
quantities obtained for the monometallic Au nanocrystals (Table 5.1). Alternatively, acquiring 
power spectra from the low contrast regions resulted in a average value of 4.14 ± 0.01 Å. The 
mean value closely matches the expanded lattice value determined by microscopy for 
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monometallic Ag. Using the same FFT analysis on the homogeneously mixed Au-Ag alloys 
(Figure A.8) a mean lattice parameter of 4.05 ± 0.03 Å was found. This latter measurement 
further supports the assertion that the Ag atoms adopt the bonding habits of Au atoms when 
combined. 
Correspondingly, the bimetallic Pt-Pd crystals formed a series of phase-segregated 
structures analogous to those observed for the Au-Ag specimens (Figure 5.10b and Figure A.9). 
The Pd atoms are arranged periodically radiating away from the nucleating Pt center to distances 
as far as 8 nm (inset of Figure 5.10b). The lattice constants, as determined by the micrograph, 
were approximated to be 3.92 ± 0.04 and an abnormally high 4.09 ± 0.05 Å, corresponding to the 
high-Z and low-Z regions of the micrograph. The lattice value for the high-Z region was in line 
with expectations for Pt (Table 5.1), however, for the surrounding Pd atoms the calculated lattice 
parameter far exceeded literature values for bulk Pd as well as the experimental values obtained 
here for the monometallic Pd nanoclusters (Table 5.1). The source of this augmented expansion 
is still uncertain but it appears that even with a Pt nanocrystal as a nucleating center the lattice 
parameter of the arranged Pd atoms is enlarged. The epitaxial growth exhibited here has been 
observed before for more bulk-like structures in work by Habas et al.10 with the seeded growth 
of Pd on Pt, for example. In our work, however, the emphasis is not exclusive to the observed 
heteroepitaxy. More intriguing is the replacement of bonding habits intrinsic to Pd (or Ag) atoms 
by the attending Pt (or Au) atoms.  
In view of the effects of heteroepitaxy, the role of adsorbed species on the structures 
observed herein must also be taken into consideration. For instance, it has been shown that the 
chemisorption of O2 can result in the expansion of the lattice parameter for Ag.59 The 
introduction of an adsorbed species would likely reduce the surface energy required to 
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distort/expand the relative atom pair distances.59 This must be considered in our study since none 
of the particles were stored in an air-sensitive environment and thus, however briefly, were 
certainly exposed to the atmosphere. This argument could be used to explain the disorder 
exhibited by some of the nanocrystals except that in the presence of a secondary metal the 
observed disorder is absent. The bimetallic samples were prepared and stored in the exact same 
fashion as the monometallic samples. As a consequence the exposure to air should have had the 
equivalent residual effect, for example, on the Ag array of atoms in the phase-segregated Au-Ag 
bimetallic structure. But this was not the case, as can be inferred from Figure 5.10a and b and 
weighs against the argument that adsorbed gaseous species are entirely responsible for the 
morphology of the particles formed.  
Contrary to the phase-segregated structures observed for Pt-Pd and Au-Ag, the Ir-Rh 
specimens exhibited only heterogeneously mixed nanocrystals (Figure A.10). EDX 
measurements confirmed the presence of both Ir and Rh within individual nanoparticles 
indiscriminate of size. Examination of multiple images demonstrated that the qualitative features 
of monometallic Ir nanocrystals are prominent despite the presence of Rh atoms. Most notably, 
the tolerance of Ir nanocrystals to form a defined crystal structure at sizes below 2 nm is 
observed (Figure A.10). Twinning emerged as the particle sizes increased and the Ir-Rh particles 
were typically found in an agglomerated state with other particles, features associated with Ir 
nanoparticles. FFT analysis of the Ir-Rh crystals revealed a lattice parameter of 3.84 ± 0.12 Å. 
Despite the high uncertainty associated with the approximation on average, it does agree 
favorably with lattice constant for the monometallic Ir nanocrystals (Table 5.1). Although the Ir-
Rh system does not generate the same phase-segregated nanostructures as the Pt-Pd or Ag-Au 
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systems, the data do indeed convey that the presence of 3M metal atoms does, to some extent, 
activate the bonding structure exhibited by the overall nanocrystal.  
 
5.3.5 Atomic PDF Analysis of Binary Nanocrystals 
On the subject of analyzing the binary nanostructures, PDF modeling was explored to shed 
further light on the nature of atomic bonding. Figure 5.11a shows the comparison in PDF profiles 
between the monometallic Au and the Au-Ag data (vertically shifted by +3 Å-2). The arrows 
indicate the emergence of resolvable peaks in the bimetallic sample. This indicates the attendant 
contributions from separate atom-pair distances not found in the elementally pure Au system, 
which in this case can be ascribed to the presence of Au-Ag atom pairs. 
 Here atomic PDF modeling becomes essential as it helps elucidate the role of Ag in the 
Au-Ag PDF profile. Although the structure in Figure 5.10a would suggest a phase-segregated 
nanoparticle, both an alloy and a phase-segregated model were employed during the PDF 
analysis. Despite the microscopy confirming the joint presence of both the homogeneously and 
heterogeneously mixed Au-Ag nanostructures (Figure 5.10a and Figure A.8), PDF modeling 
results indicated a slight preference to a biphasic system. From a quantitative standpoint the data 
indicate a departure from an amorphous like packing of Ag atoms as would be presumed by the 
incidence of Ag. Instead, the analysis revealed a chemical structure of well-ordered material that 
was suitably analyzable using a two-phase refinement, where the constituent models take crystal 
structure and relative scale into consideration, and assume 1:1 ratio of each metal. The Au-Ag 
data (in black) fit with a two-phase model system (in red) is shown in Figure 5.11b accompanied 
by the difference profile (in green). 
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The modeling results afforded measurements of the lattice parameters for both metallic 
species. For the Au phase a lattice constant of 4.043 ± 0.002 Å whereas the Ag phase produced a 
lattice value of 4.087 ± 0.002 Å. Referring back to Table 5.1, we see that the lattice parameters 
agree favorably with those of bulk Ag and Au (4.09 and 4.08 Å, respectively), where the 
experimental results for the Au phase indicate signs of contraction. Fit results also indicated a 
mean particle diameter of 5.3 ± 0.2 nm; this value was surprising since on average microscopy 
measured an average diameter of 12.6 ± 4.8 nm if the low-Z element is included in the 
measurement. Interestingly, if only the diameter of the high-Z component is considered, the 
mean particle size is determined to be 5.6 ± 1.4 nm (Figure A.9). This raises questions regarding 
the structural morphology of the low-Z element (Ag) in these Au-Ag bimetallic nanostructures a 
topic further discussed in the preceding section (Section 5.3.6). 
 Similar results were obtained for the Pt-Pd system. Comparison between the 
monometallic Pt and the bimetallic Pt-Pd specimens indicated the prevalence of pair distances 
previously unassignable to bulk, fcc Pt; indicated by the arrows in Figure 5.12a. As with the Au-
Ag system, the attendant peaks are assumed to be due to the cohabitation of Pd atoms with Pt. 
The PDF modeling (Figure 5.12b) adequately produced quality fit results using a two-phase 
system. Here, the lattice constants calculated were 3.927 ± 0.002 Å and 3.950 ± 0.002 Å (for the 
Pt and Pd components, respectively). Evaluation against the tabulated data in Table 5.1 shows 
reconcilable results for the Pt lattice parameter (3.92 Å). Conversely, the Pd data shows a 1.5 % 
dilation of the lattice parameter compared to the literature value of 3.89 Å; this dilation was 
repeatedly seen for the Pd data using microscopy and XRD (Table 5.1). It also is worth 
mentioning that these results are consistent with the microscopic analysis of the bimetallic 
samples in Section 5.3.4. Although there a much larger lattice parameter was determined for the 
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Pd component (4.09 ± 0.5 Å) all the same, an augmentation of the structural parameter is 
observed. Furthermore, the fit results indicated a mean particle diameter of 2.1 ± 0.2 nm. As in 
the case of the Au-Ag system, inclusion of the low-Z component resulted in an average size of 
20.7 ± 8.2 nm for the Pt-Pd nanostructures. Such a large value was not reflected in the structure 
of the PDF data; particle sizing using the high-Z Pt component affords particle dimensions more 
amenable to comparison (3.5 ± 1.4 nm, Figure A.10) again raising questions regarding the 
structure adopted by the Pd atoms (See Section 5.3.6). 
Unfortunately, the statistical quality of the Ir-Rh data precluded the possibility of 
modeling, a bizarre but not entirely unexpected result given the PDF data for the monometallic Ir 
and Rh data. Although the microscopy measured an average particle diameter of 1.9 ± 1.3 nm, 
this value does not represent a lower threshold limit for data acquisition in the PDF. This was 
shown here for the monometallic Pt data where the small particle sizes (1.5 ± 0.8 nm) still 
supported analysis via PDF. An explanation for the dearth of crystallographic data represented in 
the XRD and atomic PDF analysis to this point is still not concrete. We defer to the explanation 
given at the end of section 5.3.2 where perhaps the level of twinning and the disorder-
crystallinity crossover region (Figure 5.5) for Ir is more forbearing for disorder. 
 
5.3.6 Structural Analysis of Binary Nanocrystals 
Section 5.3.5 alluded to a discrepancy in the atomic structure of the 2M metal component for the 
bimetallic samples of Au-Ag and Pt-Pd. The atomic PDF analysis of the Au-Ag system indicated 
a particle size 5.35 ± 0.2 nm. As mentioned this value was only appropriate if particle 
dimensions were defined by the Au component of the nanostructure (Appendix A.9). Thus, the 
attending Ag atoms espouse a structure where the mass fraction of the Ag constituents must be 
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substantially less then that of the Au. To assess the legitimacy of this claim an atom 
quantification method was conducted on these samples. 
 The intensity (I) observed in Cs-STEM micrographs is produced from the atomic volume 
(V) from a number of atoms (N) projected on to an image. Furthermore, the intensity scales with 
atomic number (~Z1.6) such that, 
1.6
X X X
IN V Z
K
× × =  
where X represents a particular atomic species and K is a constant of proportionality. If we 
consider the high-contrast region to isotropically fill three-dimensions we can correlate the 
diameter to an approximate number of atoms. This was done by calculating the dependence of 
the diameter of the monometallic Au nanocrystals (Figure 5.2a-c) with respect to the number of 
atoms (Figure A.11) as was done in Chapter 4 (Figures 4.5 and 4.6). In doing so we were able to 
correlate an atom count from a particle with an expected diameter. With NAu, the volume of a Au 
atom (VAu where VAg = 4/3πr3 and r = 0.135 nm (or 0.135 nm) for the radius of a Au (or Pt) atom 
), and the measured I in place, NAg can be determined such that, 
1.6 1.6
AgAu
Au Au Au Ag Ag Ag
II
N V Z N V Z
=
× × × ×
 
 
where the volume of a Ag atom (VAg; where r = 0.160 nm (or 0.140 nm) for the Ag (or Pd) atom) 
and atomic number (Z; where ZAu = 79, ZPt = 78, ZAg = 47, and ZPd = 46) can be obtained using 
literature values. The value for IAg can be determined by integrating the intensity from a region 
containing the low-Z component as seen in Figure A.12. Once calculated, NAg provides a scaled 
numerical value representing the same total volume encompassed by the integrated area. With 
the proper background subtraction this provides a comparative method of determining whether or 
 167
not the exhibited intensities could be demonstrative of a similar number of atoms. The 
comparison can be expanded so that aspects of structure can be inferred. 
 For the Au-Ag sample it was consistently found that the volume of intensity for the high 
intensity regions (presumably Au) encompassed a greater number of atoms than the low intensity 
regions (presumably Ag). This may seem intuitive as the stronger scattering Au atoms would 
have a greater likelihood of generating a signal into the dark-field detector (Chapter 2, Section 
2.13). However, this highlights the significance of scaling the results by the atomic number 
(Z1.6)60 to account for the difference in scattering power of the two elements in question. Thus, 
we can discard differences in scattering strengths as the source in variation between NAu and  NAg; 
Table 5.2 shows these results. The considerable drop in atom count (going from NAu to  NAg) 
means that accruement of underlying Ag atoms, for a given area of integration, is incapable of 
inhabiting the same volume occupied by the Au atoms. Based on the microscopy and the data in 
Table 5.2 we can then infer that the Ag atoms probably assume a less voluminous structure such 
as slab or bilayer deposited on a facet of the pre-existing Au nanocrystal. Incidentally, Figure 
5.10a shows the presence of a twin boundary on the Au nanocrystal from which the Ag atom 
growth propagates. 
 Although this analysis is rough it does serve to explain some of the difficulties in the 
analysis of the structure. First, a smaller mass fraction, as would be found in a monolayer or 
bilayer, would explain the weak X-ray fluorescence signals obtained by EDX. Chemical 
fingerprints for Ag were indeed detected but were only weakly above background. Second, 
extended exposure to the focused electrons resulted in burrowing by the probe damaging the 
sample. This frequently occurred during EDX data acquisition of the low-Z regions for both the 
Au-Ag and Pt-Pd samples, whereas the high-Z regions were resilient to radiation damage. 
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 Analysis of the Pt-Pd nanostructures was carried out equivalently to the Au-Ag system. 
Unlike the structures observed for the Au-Ag samples, the low-Z regions of the Pt-Pd system 
appeared more globular in the micrographs. It appeared as if the growth of the Pd contingent was 
encouraged to grow in three-dimensions in certain locations. This observation was somewhat 
confirmed by the inconsistencies in the tabulated results of Table 5.3 Despite the more globular-
like shapes, the structures still show susceptibility to the effects of radiation. Thus, the atoms 
appear to fill a volume of space but the packing of the atoms is unlike that of a close-packed 
system. Up to this point, the type of packing structure exhibited by the low-Z material in the Pt-
Pd sample remains unclear. What is apparent, however, is that the Pd atoms do emulate the 
underlying crystal structure of the Pt contingent. 
 
5.4 Conclusions 
The study presented provides compelling information regarding the inner workings of metal 
atom bonding in nanoscale materials. Structurally there are trends that distinguish the 2nd from 
the 3rd row, fcc, transition metal series in the periodic table. It is likely that the propagating 
differences may be a convolution related to both surface energetics and relativistic effects. In 
light of the results obtained by examining binary systems we can infer the significant 
contribution of directional bonding to crystal structures imparted by the 3M metals. Specifically, 
that the intrinsic nature of Au, Pt and Ir atoms promotes greater tolerance of a more rigid 
bonding network compared to the Ag, Pd and Rh atoms. It also highlights the docility of the 2M 
metal atoms within nanostructured materials. Despite their tendency to generate disordered 
nanoclusters, they can be driven into an organized array of atoms. 
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Our results have important implications toward crystal growth and catalysis. Most 
immediate amongst these is the tailoring of nanomaterials (nanotubes, nanorods etc.) by creating 
a broadened perspective of metal-metal bonding as it relates to crystal morphology. The epitaxial 
growth of thin films could potentially be impacted by the observed templating effects of certain 
elements over others. Implementation of such ideas could help rationalize the atomistic processes 
occurring during film growth (deposition, diffusion, island nucleation etc.). We can even extend 
our understanding to the field of catalysis, where the presence of specific crystal domains 
influences catalytic products. The differences in directional bonding may play a significant role 
in the metal catalysts’ interaction with reactive species. In addition, the activation of atomic 
periodicity by a 3M metal onto a 2M metal could be relevant to the success of bimetallic 
nanoparticles in catalysis relative to their monometallic counterparts. The latter is an area in 
which we hope soon to report new findings. 
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5.6 Chapter 5 Figures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Image analysis at low magnification ((a) initially at 5 M× magnification) 
examined prior to capture at high magnification ((b) finally at 15 M× magnification) to ensure 
excessive radiation exposure did not induce restructuring. Inset FFT for both (a) and (b) show 
no distortion to the crystal structure and heightened magnifications. 
(b) (a) 
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Figure 5.2. Representative Cs-corrected STEM micrographs of the 3M nanocrystals, Au (a-c), 
Pt (d-f), Ir (g-i). Facets and crystal orientation are annotated directly on the micrographs 
corresponding to the inset FFT. 
(a) 
(d) 
(b) 
(e) 
(c) 
(f) 
(g) (h) (i) 
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Figure 5.3 Representative Cs-corrected STEM micrographs of the 2M nanocrystals, Ag (a-c), 
Pd (d-f), Rh (g-i). Facets and crystal orientation are annotated only on instances when the 
nanocrystal and inset FFT indicated a faceting structure. 
(d) 
(b) 
(e) 
(c) 
(f) 
(g) (h) (i) 
(a) 
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Figure 5.4 Stacking fault energies plotted for the 3M (Ir, Pt and Au) and the 2M (Rh, Pd and 
Ag) metals. All the plotted data was obtained from Phys. Rev. B 1993, 47, 12865. 
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Figure 5.5 Binned histograms defining the size-dependent nature of single-crystallinity for 
the 3M (Au, Pt, Ir) and 2M (Ag, Pd, Rh) metals. The red bars represent “disordered” clusters 
such that atomically resolved images showed no extended structure across the particle. The 
hatched bars tally the frequency of crystal planes defined by FFT. Note: The frequencies of 
the binned data do not reflect the size distributions of the samples. 
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Figure 5.6 Surface energies for the (111) surfaces plotted for the 3M (Ir, Pt and Au) and the 
2M (Rh, Pd and Ag) metals. All the plotted data was obtained from Surf. Sci. 1977, 62, 267.  
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Figure 5.7 Atomic PDF spectra comparing Au (solid black line) and Ag (dotted line), with 
the Ag profile vertically displaced by +0.5 Å-2 for clarity. The red curve is the fit modeling 
the experimental PDF data to a spherically-shaped fcc Au crystal. The difference spectra 
(green curve) between the experimental data and fit is vertically displaced by -0.25 Å-2. 
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Figure 5.8 Atomic PDF spectra comparing Pt (solid black line) and Pd (dotted line), with the 
Pd profile vertically displaced by +0.5 Å-2 for clarity. The red curve is the fit modeling the 
experimental PDF data to a spherically-shaped fcc Pt crystal. The difference spectra (green 
curve) between the experimental data and fit is vertically displaced by -0.25 Å-2. 
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Figure 5.9 (a) Atomic PDF spectra comparing Ir (solid black line) and Rh (dotted line), with 
the Ir profile vertically displaced by +0.5 Å-2 for clarity. (b) Un-normalized raw XRD data 
showing the presence of Bragg reflections in the Ir data and correspondingly absent in the Rh 
data. 
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Figure 5.10 Cs-corrected STEM micrographs of the bimetallic (a) Au-Ag and (b) Pt-Pd 
nanocrystals showing the organized atomic structure of the 2M metals (Ag and Pd) in the 
presence of their 3M counterparts (Au and Pt). Lower magnification images are inset in the 
lower right. The dashed lines in the insets illustrate the extent to which the 2M metal atoms 
grow from the high-Z scattering 3M cluster. 
(a) (b) 
  5.2 nm   8.3 nm 
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Figure 5.11 (a) Comparison of the atomic PDF profiles for the bimetallic Au-Ag (vertically 
displaced by +3 Å-2) and the monometallic Au samples. Arrows in the bimetallic PDF profile 
highlight the emergence of new atom-pair contributions to the Au-Ag profile. (b) The 
experimental PDF data for the Au-Ag nanocrystals (in black) is modeled (in red) with a 
difference profile also shown (in green, vertically displaced by -1.5 Å-2). 
(a) (b) 
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Figure 5.12 (a) Comparison of the atomic PDF profiles for the bimetallic Pt-Pd (vertically 
displaced by +3 Å-2) and the monometallic Pt samples. Arrows in the bimetallic PDF profile 
highlight the emergence of atom-pair contributions unaccounted for in the monometallic Pt 
profile. (b) The experimental PDF data for the Au-Ag nanocrystals (in black) is modeled (in 
red) with a difference profile also shown (in green, vertically displace by -1.5 Å-2). 
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Element 
Lattice Constants 
Microscopy –  
Experimental Value  
(Å)  
X-ray Diffraction – 
Experimental Value 
(Å) 
Au 
Ag 
Pt 
Pd 
Ir 
Rh 
4.05 ± 0.12 
4.16 ± 0.05* 
4.08 
4.09 
3.90 ± 0.09 
4.00 ± 0.15 
3.92 
3.89 
3.84 ± 0.09 
3.90 ± 0.19 
3.84 
3.80 
Literature 
 Value  
(Å) 
4.05 ± 0.02 
4.12 ± 0.06 
3.92 ± 0.05 
 3.95 ± 0.04 
3.84 ± 0.13 
3.89 ± 0.16** 
* The extensive disorder exhibited by the Ag particles limited the amount of sampling for analysis by 
microscopy. 
** The Rh XRD data only presented two discernable Bragg peaks with which to calculate the lattice 
constant (the (200) and the (333)) peaks. 
 
Table 5.1 Comparison of lattice parameters determined by Cs-corrected STEM and high-
energy XRD tabulated with literature values.  
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Table 5.2 Comparison of the calculated number of Ag atoms to those determined for Au for 
measured nanoparticle. The measured particle size was determined from the high-Z 
component of the binary structures. Estimated number of Au atoms was determined from the 
atom quantification plot for Au in Appendix A, Figure A.11. 
Measured 
Particle 
Size (nm) 
Atom Quantification for the Binary Au-Ag 
System  
Number of Au 
Atoms, NAu 
Calculated Number 
of Ag Atoms, NAg 
 
3.84 
5.2 
2.68 
5.45 
4.7 
3.75 
2700 
8300 
1250 
8700 
5400 
2200 
888 
5245 
394 
 2336 
1511 
1450 
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Table 5.3 Comparison of the calculated number of Pd atoms to those determined for Pt for 
measured nanoparticle. The measured particle size was determined from the high-Z 
component of the binary structures. The estimated number of Pt atoms was determined from 
the atom quantification plot for Pt in Appendix A, Figure A.11. 
Measured 
Particle 
Size (nm) 
Atom Quantification for the Binary Pt-Pd 
System  
Number of Au 
Atoms, NPt 
Calculated Number 
of Ag Atoms, NPd 
 
6.55 
5.3 
2.65 
5.94 
2.2 
4.3 
7000 
4600 
700 
5000 
680 
3000 
4102 
3168 
915 
 3033 
2696 
2015 
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6.1 Introduction 
Throughout this thesis the reconvening theme has been the materialization of remarkable 
properties arising from descension into the nanoregime. This chapter focuses on the application 
of Al particles to the science of propellants in hopes of stimulating nanoscale properties. High  
energy nanomaterials such as nanothermites1-4 and Al nanoparticles5-8 have been a topic of 
increasing research for applications as propellants and explosives.9-14  It is well known that a 
strong correlation often exists between the energy density of a nanomaterial and its sensitivity; a 
related issue is that nanoparticles are strongly driven to agglomerate and densify, owing to their 
relatively high surface free energies.15 Considerable effort has been directed towards the 
development of chemistries to decouple these phenomena and thus make the materials safer and 
easier to handle.15  One approach toward achieving this goal is to passivate the nanomaterials by 
functionalizing their surfaces.16, 17 The Al nanocrystals of interest in this work present an 
additional challenge related to their sensitivity to oxidative decomposition.18  An important goal 
of this research is to identify and develop new methods that will generate Al nanoparticles that 
 189
are effectively stabilized against environmental degradation. These chemistries must also 
preserve the value of the particles as a high-energy additive material.  
 It has been shown that treating Al nanoparticles with long chain carboxylic acids19, 20 or 
perfluoroalkyl carboxylic acids21 increases the active Al content compared to unpassivated Al 
nanoparticles, owing to the surface oxidation of the unpassivated particles.  The major drawback 
with utilizing organic capping groups is the lowering of weight percent active Al compared to 
the content of organic material.   
 In 2005, Higa and co-workers reported the use of transition metals to inhibit the 
formation of an oxide layer over the surface of Al nanoparticles.22  They claimed that treatment 
of Al particles with solutions of certain transition metal complexes resulted in the deposition of a 
uniform coat of the zerovalent transition metal.22  These reactions, which take advantage of the 
strongly reducing nature of metallic Al (s), may be termed redox transmetalation reactions.23-27  
The metal complexes are reduced to the zerovalent state, the resulting transition metal atoms 
deposit on the surface, and at the same time the Al atoms on the Al particle are oxidized to Al3+, 
which dissolves in the solvent.  The authors proposed that a thin layer of amorphous transition 
metal coated the entire surface of the Al nanoparticle, although this assertion has not been proven.   
 This study is intended to provide definitive information about the three-dimensional 
composite architectures that these reactions actually generate.  We use advanced analytical 
electron microscopy techniques28 to image and differentiate the metallic components in atomistic 
detail.  We have found that instead of coating the entire surface of the Al nanoparticle with a thin 
shell of transition metal, the Al nanoparticles are decorated with smaller crystalline transition 
metal nanoparticles that form an incomplete shell.  
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6.2 Experimental Methods 
6.2.1 Preparation of Al Nanoparticles 
All reactions were performed using standard Schlenk techniques under Ar (g) unless otherwise 
noted.  Solvents were distilled either from a Na (s) and benzophenone ketal (pentane and 1,2-
dimethoxyethane) mixture or molten Na (toluene, triethylamine (C6H15N; FW = 101.19 g/mol)).  
Dimethylethylamine alane (C2H5N(CH3)2·AlH3; FW = 103.14 g/mol), titanium isopropoxide 
(C12H28O4Ti; FW = 284.26 g/mol), Ni(acac)2 (C10H14NiO4, FW = 256.91 g/mol), Cu(acac)2 
(C10H14CuO4, FW = 261.75 g/mol), Ag(acac) (C10H14AgO4, FW = 306.07 g/mol), Pd(acac)2 
(C10H14PdO4, FW = 304.6 g/mol), and Pt(acac)2 (C10H14PtO4, FW = 393.29 g/mol) – where acac 
= 2, 4-pentanedionate – and Au(dms)Cl ((CH3)2SAuCl, FW = 294.55 g/mol) were used as 
received (Aldrich).   
Al particles were prepared by a modification of a literature recipe.22 To 1.48 g (5.2 mmol) 
of titanium isopropoxide, in 20 mL of toluene was added 10 mL (71 mmol) of triethylamine.  
The solution was heated to 80 ºC and stirred for 5 min.  Dimethylethylamine alane (100 mL of a 
1 M solution in toluene, 100 mmol) was added dropwise to the hot solution over a period of 20 
min.  Gas was evolved and the solution changed color immediately from clear to black.  A gray 
solid precipitated and a reflective Al (s) (mirror-like) formed on the interior sidewalls of the flask.  
The reaction mixture was stirred for 4 h at 80 ºC and then subsequently cooled in an ice bath. 
The black powder was collected by filtration, washed with toluene (2 × 25 mL) and pentane (3 × 
35 mL), and dried under vacuum.  The applied chemistry afforded an experimental yield of   2.15 
g (80 %).  Inductively coupled plasma mass spectrometry (ICP-MS) analyses were performed by 
the Microanalytical Laboratory at the University of Illinois at Urbana-Champaign (UIUC) where 
the composition of the as-prepared Al particles was found to be:  Al, 95.1 %, Ti, 3.41 %.  
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6.2.2 Preparation of Decorated Al Nanoparticles 
To prepare the decorated Al nanoparticles (Al/M) the freshly prepared Al particles were treated 
at room temperature under Ar (g) with 0.08 equivalents of a transition metal complex in 1,2-
dimethoxyethane, in order to deposit the transition metals on the surfaces of the Al particles.  
The surface derivatizing agents studied were the coinage metal complexes Cu(acac)2, Ag(acac), 
and AuCl(SMe2), and the nickel subgroup complexes Ni(acac)2, Pd(acac)2, and Pt(acac)2,.  After 
a reaction time of 17 h, the treated Al particles were collected, washed, and dried under vacuum.  
The resulting particles, recovered in 70-90% yields, were highly reactive and spontaneously 
combusted in air. They varied in sizes ranges from 10 to 250 nm with an average size of 68 ± 52 
nm (Figure 6.1), this mean value was unchanged after treatment with the secondary metal. 
 
6.2.3 Disposal of Al and Al/M  Nanoparticles 
Al nanoparticles are highly pyrophoric, and should be handled under an inert atmosphere at all 
times.  An effective procedure for disposing of the nanoparticles, implemented in this study, was 
to place a rubber septum in one of the ground glass joints of the container, and to allowing 
atmospheric O2 (g) to slowly diffuse into the flask through a needle placed in the septum.  After 
5 hrs the samples were usually sufficiently oxidized such that the septum can be removed.  After 
leaving the sample in air for at least 12 hrs the Al nanoparticles were slowly hydrolyzed under 
Ar (g) with H2O (l) , followed by 2.0 M HCl.  After this treatment the samples can be disposed 
via standard waste streams. 
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6.2.4 Electron Microscopy 
Spherical aberration-corrected scanning transmission electron microscopy (Cs-STEM, Chapter 2, 
Sections 2.1.1 and 2.1.3) micrographs were collected on a JEOL model 2200FS microscope 
operated at 200 keV with an electron probe capable of resolving sub-Ångstrom features.29 With a 
60 cm camera length, the inner cut-off angle of the annular dark field detector (Chapter 2, 
Section 2.1.3) was 100 mrad. This cut-off angle was selected as a means to exclude the 
collection of diffracted electrons into the annular dark field detector. Besides atomic resolution 
the major benefit of Cs-STEM is making use of Z-contrast (Chapter 2, Section 2.1.3). Taking 
advantage of the dependence on the scattering angle of the incoherently scattered electrons on 
atomic number (~Z2), is a technique often employed when imaging metallic nanoscale catalysts 
supported on low-Z supports (e.g. C, Al2O3, etc.; Chapter 3).30  
 Loading of the prepared samples involved insertion of the TEM Mo grids into the Al and 
Al/M powders in a glove box under Ar (g). The flasks were agitated to suspend the powder onto 
the TEM grids. After loading the grids were removed from the glove box and subsequently 
loading into the electron microscope. Sample handling protocols were instituted to minimize 
atmospheric exposure, but loading the samples into the instrument unavoidably entailed some 
exposure to air, and the results should be interpreted accordingly.   
Image evaluations and size distribution histograms were done using DigitalMicrographTM 
(Gatan Inc.) software.  
 
6.2.5 Energy Dispersive X-ray Spectroscopy 
The 2200FS microscope was fitted with Oxford INCA ATW detector (40 mm2) for energy 
dispersive X-ray spectroscopy (EDX; Chapter 2, Section 2.1.4) measurements. All samples were 
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loaded onto holey, carbon-coated Mo grids (Mo-200LC, Pacific Grid Tech). The use of the 
standard TEM holder often resulted in the unavoidable introduction of Cu into the X-ray 
spectrum, as the holder itself contained elements of Cu. In the analysis of the Al/Cu particles the 
samples were mounted onto a Be double-tilt holder, thus eliminating the spectral features 
associated with Cu radiation arising from the sample holder. The Z-contrast afforded by Cs-
STEM (Section 6.3.2), in conjunction with the spectral features in EDX, provided further 
assistance in the elemental characterization of the Al/M specimens. 
 
6.2.6 X-ray Powder Diffraction 
The X-ray powder diffraction (XPD) experiments were collected on a Bruker General Area 
Detector Diffraction System (GADDS) equipped with a four-circle diffractometer and HiStar 
multiwire area detector. A Bruker M18XHF rotating anode generator operating at 60 keV and 40 
mA supplied the graphite monochromated incident beam producing Cu Kα radiation with a 
wavelength of λ = 1.5418 Å. The detector was positioned approximately 18 cm from the sample 
normal to the path of the incident X-ray radiation. Samples were prepared for powder diffraction 
studies by packing 0.3 mm capillaries in a glove box and sealing the tops with epoxy.  After the 
samples were removed from the glove box Ar (g) atmosphere, the capillaries were immediately 
flame sealed under Ar (g) and exposed over four 900 s frames covering 2θ values from 0 to 90°. 
Combined scans of ω and φ were used to collect the data. Scatter from the glass capillary was 
removed by coincidence correction before merging the four frames for purposes of integration. 
For all of the collected data Bruker AXS Topas (version 3) software was used for purposes of 
data processing.  
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6.2.7 X-ray Photoelectron Spectroscopy 
X-ray photoelectron spectroscopy (XPS) measurements were collected on a PHI 5400 XPS 
instrument. Data were obtained with Mg Kα radiation (1253.6 eV) at 300 W (15 keV, 15 mA). 
Survey scans were collected over with a pass energy of 178.95 eV. The preceding parameters 
resulted in a resolution of 1.8 eV in the collected spectra. Throughout data collection the 
systemic pressure was maintained at 10-8 Torr. As was mentioned in Section 6.2.4 analysis by 
XPS resulted in a brief exposure to air upon transfer from the Ar (g) environment in the Schlenk 
flask to the XPS sample holder. 
 
6.3 Results and Discussion 
6.3.1 Structural and Compositional Analysis of the Al Nanoparticles 
Al particles were synthesized by the thermolysis of dimethylethylamine-alane in 
toluene/triethylamine, in the presence of a titanium (IV) isopropoxide catalyst. XPD experiments 
showed that the as-prepared (untreated) Al particles were crystalline. This was verified by the 
distinct Bragg peaks at 2θ values of 38.5, 44.7 and 65.1º that respectively correspond to the d-
spacings associated with the (111), (002), and (022) planes in face-centered-cubic (fcc) bulk Al 
(Figure 6.2).31 The data in Figure 6.2 shows the raw XPD data overlaid with the XPD profile for 
bulk Al (data obtained from the inorganic crystal structure database).32 Analysis by XPS revealed 
the characteristic binding energy for Al 2p electrons at 73 eV.33  
  
6.3.2 Structural and Compositional Analysis of the Decorated Al Nanoparticles 
For instructional purposes we start with a qualitative description of the experimental chemistry 
instituted for the manufacture of the Al/Ni system. To a suspension of freshly prepared Al 
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nanoparticles (0.46 g, 17 mmol) in 1,2-dimethoxyethane (10 mL) was added dropwise over 20 
min a solution Ni(acac)2 (0.34 g, 1.35 mmol) in 1,2-dimethoxyethane (25 mL).  The resulting 
dark slurry was stirred for 17 h, after which the black powder was collected by filtration, washed 
with 1,2-dimethoxyethane (3 × 15 mL) and pentane (3 × 25 mL), and dried in vacuum. As 
mentioned in the experimental sections typical recovery yields were in the range of 70-90% of 
the initial mass of Al. 
Using the Al/Ni system as a case study, we determined how the final composition of the 
Ni-treated Al particles depends on the reaction temperature and reaction time. Somewhat 
surprisingly, these reaction parameters had very little influence on the final compositions.  
Specifically, the Ni content was identical for Al particles treated for 17 h with 0.08 equiv of 
Ni(acac)2 at 25 ºC, at 40 ºC, and at 80 ºC (refluxing dme).  Similarly, for treatment with 0.08 
equiv of Ni(acac)2 at room temperature, the composition is identical for reaction times of 1, 2.5, 
3.5, 18, and 72 h.  
 XPS analysis of the decorated Al particles revealed that the secondary metal did indeed 
reside at the surface of the Al/M samples. However, the results indicated dosage levels that were 
inconsistent with low level metal loadings of the secondary metal (~ 8 mol %). Since XPS is a 
surface analytical technique capable of probing a penetration depth of 1-10 nm;34 it was expected 
that with monolayer coverage a more uniform detection of the decorating metal would be 
realized during analysis. This raised concern as to the nature of metal coverage, whether it 
homogenized within the Al particles or whether it existed as phases distinct from the preexisting 
Al. To address this concern a systematic approach was used combining Ar ion sputtering with 
XPS analysis. Through the successive removal of surface layers by the sputtering process35 (and 
subsequent XPS analysis) it was determined that the transition metals were confined to the 
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surfaces of the Al particles as evidenced by the interior of the particles being composed of 
elementally pure Al. With the analysis, however, the question remains regarding the 
morphological allocation of the secondary metals on the underlying Al particles. To better 
understand the nature of the secondary metal deposition Cs-STEM was employed.  
Cs-STEM micrographs were acquired for both as-prepared Al particles and particles that 
had been treated with the transition metal complexes (Al/M). In every case treatment with the 
transition metal complexes did not afford a uniform coating, but instead resulted in the formation 
of small zerovalent transition metal nanocrystal dispersions populating the surface of the 
premade Al particles. These transition metal nanocrystals varied in size from atomic dispersions 
to sizes exceeding 50 nm in diameter, depending on which transition metal was used.  These 
transition metal deposits often exhibited crystalline features as demonstrated by clearly 
observable atomic planes and faceted shapes. 
 Figure 6.4a displays a magnified micrograph of a Cu particle (magnified from the boxed 
region in the inset of Figure 6.4a) revealing an atomically-resolved, faceted, crystal structure 
complete with lattice fringes. By focusing the electron probe in selected areas EDX signals were 
acquired to chemically identify the different species of elements attendant in the micrographs. 
For the Al/Cu sample, the EDX spectrum (Figure 6.4b) collected at spot 1 (inset of Figure 6.4a), 
a region between the appended smaller nanocrystals, shows no Cu signal but contains strong 
signals for Al at 1.44-1.49 keV and 1.557 keV, energies corresponding to electronic transitions 
K-L1,2,3 and K-M1, respectively.36, 37 The EDX spectrum of the Al surface also shows small peaks 
for Ti (4.504-4.510 keV for the K-L2,3 transitions and 4.931 keV for K-M2,3 transitions), which 
arises from the Ti-based catalyst used during the Al nanoparticle’s preparation.37, 38 As a result 
small concentrations of Ti were frequently observed within all the Al particles. Spectra collected 
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by focusing the probe on one of the appended small nanocrystals (spot 2 in the inset of Figure 
6.4a) generated X-ray features with energies at 1.022, 8.04, and 8.98 keV (for the L1-M2,3, K-L2,3, 
and K-M2,3,4,5 electronic transitions in Cu, respectively).37, 38 Signals due to Al are also present in 
this spectrum; we believe that these signals do not indicate that a Al-Cu alloy or multicrystal has 
formed, but instead arise from the Al support underlying the transition metal nanocrystals.  The 
small sizes of these latter nanoparticles (4.5 ± 2.2 nm, Figure 6.4c) make it difficult to obtain 
EDX signals from just the surface-bound nanocrystals, a point further emphasized by the fact 
that 75 % of the Cu particles are between 0.5 and 5.5 nm.  
XPD data (Figure 6.5) confirms the presence of Cu nanoparticles. Mixing of the metal 
components was ruled out by Rietveld refinement (Chapter 2, Section 2.3.5) where lattice 
constants of 3.615 ± 0.002 and 4.0444 ± 0.0003 Å were calculated for Cu and Al, respectively. 
Compared to literature values for the lattice constants there are differences of -0.28 % (with 
respect to bulk Cu; 3.625 Å)39 and -0.13 % (with respect to bulk Al; 4.04975 Å).31 For an alloy, 
Vegard’s law would approximate a lattice parameter intermediate to Al and Cu (~ 4.02 Å).40   
However, the diffraction data obtained here gives Bragg peaks distinct to both Cu and Al but 
lacked intermediate peaks; this suggests no alloying has taken place.  
Scherrer analysis (Chapter 2, Section 2.3.6) of the broadened peaks elicited by the 
nanoparticles allowed approximation of the mean particle size. The Bragg peaks were evaluated 
by the Scherrer equation, 
θβ
λ
τ
cos
K
=  
 where the mean particle size (τ) is a function of X-ray radiation (λ), the broadening of the peak 
at full-width half maximum intensity (β), the Bragg angle (θ), and the shape factor constant (K, 
typically about 0.9).41, 42  For the Cu nanoparticles an average size of 6.9 ± 1.7 nm was 
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approximated. Although the value is marginally larger than that arrived at using electron 
microscopy, it must be mentioned that molecular clusters as small as 0.5 nm were included in 
quantifying particle size using Cs-STEM. It seems unlikely that these smaller clusters would be 
capable of participating in diffraction scattering processes and thus, they would make no 
contribution to the diffraction profile. Therefore it is understandable that a slightly larger 
quantity is calculated using the Scherrer equation.  
 Micrographs of the Al/Ag samples (Figure 6.6a and its inset) reveal the presence of 
polycrystalline Ag nanoparticles ranging from sizes as small as 1 nm to as large as 59 nm . These 
particle averaged 9.8 ± 8.1 nm in size (Figure 6.6c), larger and containing a greater variation in 
size than seen for the Al/Cu sample. EDX (Figure 6.6b) spectra confirmed that the low-Z regions 
to be Al whereas the high-Z regions are Ag (although the latter regions also show a signal from 
the Al support).37 The Ag nanoparticles appear to be distributed randomly on the Al surface, with 
some signs of aggregation being evident from the inspection of multiple micrographs.   
 The diffraction data in Figure 6.7 is complicated by the fact that Al and Ag have similar 
lattice parameters, such that the resulting Bragg reflections due to these metallic species are well 
convolved. The overlap makes it difficult to obtain reliable results using the Scherrer equation to 
estimate the average Ag particle size. Although the smaller angle peaks (at ~39 and ~45°) are 
dominated by the reflections associated with Al, it would seem to suggest that on average the 
dimensions of the Ag particles in the Al/Ag sample exceed those of Cu in the Al/Cu specimen. 
This inference is partially supported by the lack of peak broadening41-43 in the fractionally 
resolved (022) and (113) Bragg peaks at high 2θ values. The lattice parameters derived from a 
Rietveld refinement were 4.083 ± 0.003 and 4.0490 ± 0.0008 Å for Ag and Al, respectively,44 
which are in excellent agreement with literature values for bulk Ag (4.0853 Å)45 and bulk Al 
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(4.04975 Å).31 Only differences of + 0.056 % (for Ag) and -0.019 % (for Al) are observed. To 
our knowledge there are no existing Al-Ag alloys in literature with the same crystal system, 
comparable compositions, and with corresponding lattice parameters. Taking the above into 
consideration we can rationally conclude that alloying occurring between the Ag and Al is this 
system is less likely. 
 Micrographs of the Al/Au samples show that the Au nanocrystals agglomerate on the Al 
surface (Figure 6.8a). EDX measurements identified and confirmed the presence of these Au 
particles on the Al (Figure 6.8b). The dispersions range in sizes from being as small as 2.6 nm to 
as large as 68.5 nm. The size distribution histogram (Figure 6.8c) is relatively flat favoring no 
particular particle size, a quality reflected in the uncertainty of the mean particle size (15.6 ± 
12.1 nm). As seen for the other two coinage metals, close inspection of an atomically resolved 
Au particle reveals a series of stacked atomic planes distinct from the low-Z Al support. 
 The XPD profile for this sample shows the Bragg peaks for Au almost completely 
overlap with those of Al (Figure 6.9), as would be expected given the similarity in their lattice 
constants (4.072 Å46 and 4.04975 Å,31 respectively). Rietveld refinement calculated lattice 
parameters of 4.074 ± 0.004 (a +0.049 % difference for Au) and 4.056 ± 0.007 Å (a +0.15 % 
difference for Al). The fact that the calculated lattice constants retained bulk-like values despite 
being so close numerically indicates a lack of intermixing. This is an expected result considering 
the similarity in peak height at the (022) and (113) indices meaning that, collectively, the Au 
particles exhibit bulk-like structural qualities. As a corollary, the calculated lattice parameters 
were found to be incompatible with any known Au-Al alloy, and further suggests that the two 
metals have not intermixed.47 As with the Al/Ag system, Scherrer analysis was precluded by 
virtue of the innate equivalencies in crystal structure parameters between Al and Au. 
 200
 The Al particles were also surface-derivatized with Ni, Pd, and Pt.  For the Al/Ni samples 
(Figure 6.10a and its inset), the Ni nanoclusters on average were smaller in size (3.8 ± 1.7 nm, 
Figure 6.10c) than any of the coinage metals. EDX measurements that verified the high-Z 
structures observed to be composed of Ni (Figure 6.10b). Of all the metals examined here Ni 
contains the smallest scattering cross-section making it difficult to generate high-angle scattering 
effects compared to the other metals.48 This introduced complications in trying to image with 
atomic clarity. Although difficult to see, the Ni particles do show examples of atomic structure in 
the micrograph. Along these lines diffraction peaks due to Ni were not readily observed in the 
XPD profile (Figure 6.11), probably due to the low atomic concentrations of Ni used, and as 
explained above, and also likely due to the inherently small scattering cross section of Ni 
atoms.49 
 In the Al/Pd composites, the Pd nanocrystals (Figure 6.12a and its inset) vary 
significantly in size (8.8 ± 7.1 nm, Figure 6.12c), very similar to that seen for Al/Ag and Al/Au 
systems. The magnified region of the boxed area in the micrograph (inset of Figure 6.12a), as 
well as EDX (Figure 6.12b), show that the large, high-Z contrast regions are agglomerates of 
individual Pd particles. Higher magnification of the Pd agglomerates revealed the particles to 
contain multiple crystal domains (polycrystalline).  
The XPD data confirms the presence of Pd nanoparticles as determined by the broadened 
peak widths (relative to peak height) at angles satisfying the Bragg condition for bulk Pd (Figure 
6.13). Mixing of the metal components was ruled out by refinement of the data whereby it was 
found that the lattice constant for the Pd data (3.8903 Å) was altered only by + 0.003 % from its 
accepted value (3.8902 Å).48 Similarly, the calculated Al lattice parameter (4.0467 Å) only 
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varied from its literature value by -0.075 %. Such a small discrepancy from bulk values would 
weigh against alloying having occurred. 
 Use of the Scherrer equation indicated an average particle size of 4.15 ± 0.48 nm. The 
value is rather surprising in light of the Cs-STEM results indicating an average size of 8.8 ± 7.1 
nm. One possible explanation for this inflated value maybe the polycrystalline nature of the Pd 
nanoclusters. The Bragg reflections may merely be representing different domains within a 
polycrystal resulting in broadening peaks less demonstrative of particle size, and more indicative 
of a greater distribution of small domains exposed on a series of individual nanoparticle. 
 Lastly, in the Al/Pt samples the Al particle is largely free of Pt nanocrystal agglomerates 
(Figure 6.14a and inset). The large scattering cross-section of Pt allows atoms to be distinguished 
above the low-Z Al background.47 A magnified image (Figure 6.14a) shows that ~1.5 nm 
molecular clusters and individual Pt atoms were sprinkled across the Al surface coincident with a 
4 nm Pt nanocrystal displaying a series of atomic planes. The molecular clusters constitute the 
majority of the deposited Pt content as determined by particle size measurements.  The average 
size was calculated to be 2.8 ± 2.5 nm (Figure 6.14c) with 65 % of the particles falling between 
0.5 – 3 nm in size. Of course, these measurements exclude the mass fraction of free Pt atoms on 
the Al surface.  
 The XPD again contain low-intensity, broadened Bragg peaks indicative of nanosized 
crystallites (Figure 6.15). While the calculated lattice parameter of Al was unchanged (-0.06 % 
compared to literature values) a lattice parameter of 3.902 ± 0.006 Å was calculated for the Pt 
nanocrystals, a value significantly contracted (-0.54 %) from that of bulk Pt (3.923 Å).48  This 
result can be explained by scaling effects where the lattice constants scale directly with 
nanoparticle size;50 this has been documented in the past for Pt and Au particles.50 In the present 
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study the exhibited contraction of the Pt lattice by 0.54 % is reasonable for nanocrystals 
measuring 2.8 nm.51 
It is worth mentioning that of all the transition metal nanoparticles formed here, the Pt 
and Cu nanocrystals exhibited the greatest alteration to their respective lattice constants in the 
form of contraction. The Ag, Au, and Pd nanoparticles showed changes that were essentially 
negligible being one order of magnitude less than the changes observed for Pt and Cu. The 
contractions measured for Pt and Cu would reinforce the findings that they are for the most part 
in nanoparticulate form. In the same respect, the absence of d-spacings occurring at 2θ values 
intermediate to the two metals indicates the minimal amount of Al-M (where M = Ag, Au, Pd, Pt, 
Cu and Ni) bonding in the sample which would be maximized with the formation of a monolayer. 
Interestingly, application of the Scherrer equation to the Al/Pt data indicated that the Pt 
particles measured 6.3 ± 0.29 nm on average. Although not completely inaccurate there is a 
substantial difference between the mean particle sizes derived from Cs-STEM (~2.8 nm) and 
Scherrer analysis. However, we must recall the multitude of molecular dispersions that show no 
structure capable of producing diffraction. In our examination, particles below 1.5 nm generally 
lacked lattice fringes and more resembled an aggregate of atoms than a nanocrystal. The fraction 
of clusters that fall into this size regime is 38 %. We must stress once again that it is unlikely that 
these molecular clusters would be capable of contributing to the diffraction profile however, they 
constitute a large fraction of the size distribution. As in the case with Al/Cu, it can be argued that 
the Al/Pt diffraction data does not completely embody all the structural permutations of Pt that 
are present in the sample. In the case of XPD this gives rise to slightly skewed results from those 
expected. 
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6.3.3 Phase Diagram Analysis 
The phase diagrams for the different crystal systems were also examined. The binary phase 
diagram for Al-Cu indicated that for an fcc alloy of Alx-Cu1-x, where x is less than 30 % of the 
total composite,52 the lattice constant should measure 4.047 Å53 which was a value not calculated 
from the XPD results in Figure 6.4. The phase diagram for the Ag-Al system two phases exist at 
low Ag concentrations,54 an Al-rich phase (pure Al (s)) and Ag0.67Al0.33 phase.55 The latter phase 
adopts hexagonal close packing (hcp) structure55 which would generate scattering behavior 
distinctly different from the fcc Bragg peaks revealed in the XPD data (Figure 6.6). Low 
concentrations of Au in the Au-Al binary phase diagram afford a AuAl2 alloy with an fcc crystal 
structure.56 The lattice constant for this structure measures 5.9988 Å57 which far exceeds what 
was observed experimentally and rules out its prevalence in our Al/Ag specimen. The Ni0.08Al0.92 
structure in the Ni-Al phase diagram58 is also fcc and is measured as having a lattice parameter 
(4.025 Å)59 that is in relative agreement with the lattice parameter refined for the Al (4.0483 ± 
0.0022 Å) in the Al/Ni specimen. However, this proposed structure supposes a homogenized 
mixture of Ni in Al. By consulting microscopy we clearly see Ni-rich regions via Z-contrast 
indicating phase segregation. This would contradict the homogeneous mixture of Ni0.08Al0.92 in 
the proposed structure. Examination of the Pd-Al phase diagram found PdAl460 as the closest 
stochiometric match to the system examined here (~Pd0.08Al0.92), however has P6322 space group 
is indicative of an hcp structure57 crystal system which clearly is not observed in the XPD data 
for the Al/Pd sample in Figure 6.12. Lastly, the Al-Pt phase diagram designates an Al-rich phase 
(pure Al (s)) and a Pt5Al21 alloy phase at Pt concentrations below 20%.61  The lattice value of 
this Pt-Al structure measures at 1.923 Å and, based on the XPD data (Figure 6.14), is not suitable 
as an alternative structure to describe the Al/Pt system.62  
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Taken together, critical examination of the corresponding phase diagrams indicates that 
the Al/M systems examined here are not alloys of any form. In the same token, Cs-STEM results 
make it apparent that the decorating metal is not in the form of a uniform film but instead show 
phase-segregated structures. The results are more demonstrative of an arrangement of transition 
metal nanoparticles deposited on top of larger, pre-existing Al nanoparticles. 
  
6.3.4 Deposition Mechanism  
The formation of decorated particles rather than core-shell structures (where the shell is a 
monolayer) is likely a consequence of the deposition mechanism, which involves a redox 
transmetalation reaction between zerovalent Al and the transition metal salt.51, 63, 64 Inevitably the 
surface of the Al nanoparticles are passivated with a nonuniform coat of oxide.  One possibility 
is that the site for growth of the transition metal nanoparticles is in the defect zones where the Al 
nanoparticle is not fully oxidized.  The random growth of the transition metal nanocrystals could 
be explained by the randomness of the oxide coat on the Al nanocrystal.  
 Alternatively, it is possible that the reduction of individual M atoms on the surface of the 
Al particle may function to catalyze the reduction of further metal precursor complexes. The 
resulting catalytic site can then coincidentally serve as a nucleation site for the growth of the 
decorating metal. This type of reaction pathway guided by an interface is reasonable and is 
principally acknowledged as the driving force in many studies involving heterogeneous 
catalysts.65-67 In addition, this mechanism also provides justification for the random distribution 
of the metallic dispersions on the Al as opposed to the formation of a monolayer; as growth 
would prefer to proceed primarily at/near interfaces.  
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6.4 Conclusions 
Previously, Higa and coworkers reported that aluminum particles could be passivated by coating 
them with transition metals to form a core-shell-like structure.  Our results show that Higa’s 
protocol – treating the Al particles with a solution of a transition metal salt – does not result in 
the formation of a uniform coat, but instead generates nanocrystals of the zerovalent transition 
metal randomly distributed over the surface of the existing Al particles. Further research will be 
required to find the appropriate chemistry to generate a suitable passivation layer capable of 
storing the energy content in these highly energetic Al particles. 
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6.6 Chapter 6 Figures 
 
Figure 6.1 (a) Shows a low magnification STEM image of the Al nanoparticles. (b) A size 
distribution histogram reflects the variability of particle size within the sample. 
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Figure 6.2 XPD profile for the raw Al nanoparticles prior to being treated with the secondary 
metal. The positions of the Bragg peaks are annotated in accordance with their 2θ values and 
their corresponding facet. The data in red represents the crystal structure for bulk Al obtained 
from the ICSD32 plotted simultaneously with the raw XPD to demonstrate the appropriate 
assignment of the Al nanoparticles to bulk, fcc Al.46  
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Figure 6.3 (a) High magnification atomic resolution Cs-STEM micrograph of a Cu nanocrystal 
containing crystal planes deposited on the Al nanoparticle, magnified from the boxed region in 
the inset. Also in the inset are circles (numbered 1 and 2) indicating the spots at which EDX 
spectra were collected. (b) shows the EDX spectra for the corresponding spots 1 (the Al particle) 
and 2 (the Cu nanoparticles). Spot 2 gives peaks due to Cu at 1.022, 8.04, and 8.98 keV due to 
the L1-M2,3, K-L2,3, and K-M2,3,4,5 excitations.37, 38 (c) Shows the accompanying size distribution 
histogram for the supported Cu particles.  
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Figure 6.4 XPD profile showing the sharp Bragg reflections arising from the pre-existing Al 
crystal and the broadened contributions from the smaller Cu nanocrystals. Shown are reflections 
assigned to the (111), (002), (022) and (113) planes. Plotted along with the experimental data (in 
black) are the Bragg peaks for bulk, fcc Al (in red) and bulk,46 fcc Cu (in green)39 obtained from 
the ICSD.32 
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Figure 6.5 (a) High magnification atomic resolution Cs-STEM micrograph of a polycrystalline 
Ag nanoparticle deposited on the Al nanoparticle, magnified from the boxed region in the inset. 
Spots (numbered 1 and 2, in the inset of (a)) at which EDX spectra were collected are marked 
with circles. (b) EDX spectra for the corresponding spots 1 (the Al particle) and 2 (the Cu 
nanoparticles) are simultaneously plotted. Spot 2 gives peaks characteristic to Ag at 2.633-3.525 
keV due to L1,2,3 excitations to the M and N levels.37, 38 (c) Shows the accompanying size 
distribution histogram for the supported Ag particles.  
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Figure 6.6 The XRD profile shows the overlapping Bragg reflections of the pre-existing Al 
crystal and the Ag particles. Notable is the improved resolution of the peaks at the higher indices 
(e.g. (022) and (113)). Plotted along with the experimental data (in black) are the Bragg peaks 
for bulk, fcc Al (in red)46 and bulk Ag (in green)45, 68 obtained from the ICSD.32 
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Figure 6.7 (a) High magnification atomic resolution Cs-STEM micrograph of a Au nanoparticle 
synthesized by treating the Al particle with AuCl(SMe2). The inset of (a) shows the boxed area 
in the low magnification image from which the atomically resolved image was obtained. Spots 
(numbered 1 and 2 in the inset) at which EDX spectra were collected are marked with circles. (b) 
Simultaneously shows the corresponding EDX spectra for spots 1 and 2. Spot 2 gives 
characteristic Au fluorescence signals at 9.713 and 10.308 keV for the L3-M5 and L2-M1 
transitions, and a broad band enveloping the 11.371, 12.147, and 13.3-14.2 keV for the L1,2,3 
transitions to the M and N levels.37 (c) Shows the accompanying size distribution histogram for 
the supported Au particles.  
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Figure 6.8 The XRD profile showing the overlapping Bragg reflections of the pre-existing Al 
crystal and the Au particles. A slight improvement in resolution is observed at higher indices of 
(022) and (113). Plotted along with the experimental data (in black) are the diffraction data for 
bulk Al (in red)46 and bulk Au (in green)68-70 obtained from the ICSD.32 
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Figure 6.9 (a) Cs-STEM micrograph of a Ni nanoparticle synthesized by pretreating the Al 
particle with Ni(acac)2 complex. The inset of (a) shows the boxed region in the low 
magnification image from which the atomically resolved image was obtained. Spots (numbered 1 
and 2) at which EDX spectra were collected are marked with circles. (b) EDX spectra for spots 1 
and 2 from the inset in (a) are plotted simultaneously. Spot 2 shows characteristic X-ray 
fluorescence signals for Ni at 7.461-7.478 keV for K-L1,2,3 excitations and at 8.264-8.328 keV 
for K-M1,2,3,4,5 excitations.37, 38 (c) Shows the accompanying size distribution histogram for the 
supported Ni particles.  
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Figure 6.10 The XRD profile showing the Bragg reflections of the pre-existing Al crystal. No 
diffraction signal was obtained from the Ni particles. Plotted along with the experimental data (in 
black) are the diffraction peaks for bulk Al (in red)46 and bulk Ni (in green)71, 72 obtained from 
the ICSD.32 
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Figure 6.11 (On the Left) Cs-STEM micrograph of an agglomerate of Pd nanoparticles 
synthesized by treating the Al particle with Pd(acac)2. The inset of (a) shows the boxed region in 
the low magnification image from which the atomically resolved image was obtained. Spots 
(numbered 1 and 2 in the (a)) at which EDX spectra were collected are marked with circles. (b) 
Corresponding EDX spectra of spots 1 and 2 from the inset are plotted. Spot 2 shows signals 
specific to Pd between 2.833-3.533 keV for L1,2,3 excitations to the M and N levels.37 (c) Shows 
the accompanying size distribution histogram for the supported Pd particles.  
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Figure 6.12 The XRD profile shows the Bragg reflections of the pre-existing Al crystal as well 
as broadened Bragg peaks from the Pd particles. Plotted along with the experimental data (in 
black) are the diffraction data for bulk Al (in red)46 and bulk Pd (in green) 48, 73, 74 obtained from 
the ICSD.32 
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Figure 6.13 (a) Cs-STEM micrograph of Pt nanoparticles synthesized by treating the Al particle 
with Pt(acac)2 complex. The red arrows point out molecular clusters and atomic debris adjacent 
to a larger nanocrystal. The inset in (a) displays the boxed region in the low magnification image 
from which the atomically resolved image was captured. Spots (numbered 1 and 2 in the inset of 
(a)) from which EDX spectra were collected are marked with circles. (b) The EDX spectra of 
spots 1 and 2 are plotted. Spot 2 gives peaks for Pt at 8.268 (L3-M1), 12.942 (L2-N5), and 13.156 
keV (L1-M1), and broader bands spanning 9.362-9.442 (L3-M4,5), 11.044-11.250 (L1,2,3-M4,5 and 
N2,3,4), and 13.272-13.361 keV (L1-M2,3).37 (c) Shows the accompanying size distribution 
histogram for the supported Pt particles.  
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Figure 6.14 The XRD profile shows the Bragg reflections of the pre-existing Al crystal as well 
as broadened Bragg peaks from the Pt nanocrystals. Plotted together with the experimental data 
(in black) are the Bragg peaks for bulk Al (in red)46 and bulk Pt (in green)47, 75 obtained from the 
ICSD.32  
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A.1.1 Appended Figures for Chapter 5 
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Figure A.1 Size distribution histograms for the 3M (Au (a), Pt (b), and Ir (c) on the left ) and 
2M (Ag (d), Pd (e), and Rh (f) on the right) nanoparticles. 
(d) 
(e) 
(f) 
(a) 
(b) 
(c) 
 225
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A.2 Representative micrographs of symmetrically-twinned Au nanoparticles. A 
decahedron (a) and a Au particle with six-fold symmetry (possibly a Disdyakis dodecahedron) 
(b) are shown with corresponding FFTs inset into the image. In the case of the decahedron 
four different FFTs were generated to index the crystalline. facets of the highly twinned 
structure. 
(a) (b) 
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Figure A.3 (a) and (b) display Cs-STEM micrographs of twinned Ir nanoparticles exceeding 
2.5 nm in diameter.  
(a) (b) 
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Figure A.4 
 
Experimental Details for the Synthesis of Noble Metal Nanoparticles at Elevated Temperatures 
in Ethylene Glycol:  
 
Au Nanoparticles: In 50 mL of ethylene glycol, 4.003 g of PVP was dissolved. The mixture was 
purged with bubbling N2 (g) and heated to 415 K under vigorous magnetic stirring for 1 hr. A 50 
mL solution of 0.5 mM HAuCl4·3H2O (aq) (FW = 393.83 g/mol) was prepared and added to the 
preheated PVP/ethylene glycol mixture and allowed to react for 2 hrs with the final solution 
color being opaque and bright red in color. 
 
Ag Nanoparticles: A solution of 3.335 g PVP dissolved in ethylene glycol was heated to 415 K 
under vigorous magnetic stirring and N2 (g) bubbling. A 15 mL solution of 1.1 mM AgNO3 (aq) 
was prepared and added to the PVP/ethylene glycol mixture. There was no apparent change in 
the color nor transparency of the solution after a 2 hr period of reacting.  
 
Pt Nanoparticles: Pt particles were synthesized by dissolving 2.5 g of PVP in 300 mL of 
ethylene glycol at 463 K with bubbling N2 (g) and magnetic stirring for 1 hr. The Pt precursor 
(H2PtCl6 (s) FW = 409.82 g/mol) was weighed out (266 mg) and added to the PVP/ethylene 
glycol mixture. Following a 2 hr reaction time the final suspension was dark brown/black and 
opaque. 
 
Pd Nanoparticles: For the Pd samples 2.5 g of PVP were dissolved in 300 mL of ethylene glycol 
at a temperature of 435 K under N2 (g) purging and vigorous stirring for 1 hr. Approximately 136 
mg of Pd(OAc)2 were mixed into the PVP/ethylene glycol mixture and the reaction was allowed 
to proceed for 3 hrs. The final reaction mixture was dark brown/black and non-transparent. 
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Ir Nanoparticles: In 100 mL of ethylene glycol, 834 mg of PVP dissolved in ethylene glycol at 
383 K under N2 (g) bubbling and magnetic stirring for 1 hr. A 20 mL solution of 10 mM  
H2IrCl6·4H2O (aq) (FW = 483.13 g/mol for H2IrCl6·4H2O (s)) was prepared and subsequently 
added to the PVP/ethylene glycol mixture and allowed to react for 2hrs. The resulting suspension 
was dark brown and opaque. 
 
Rh Nanoparticles: Rh nanoparticles were prepared by dissolving 108 mg of PVP in 100 mL of 
ethylene glycol heated to 415 K under N2 (g) bubbling and magnetic stirring. To this was added 
20 mL of 5 mM RuCl3 (aq) (FW = 209.26 g/mol for RhCl3 (s)) to yield an opaque, dark 
brown/black suspension. 
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Figure A.5 Nanocrystals from the 3M series ((a) Au, (b) Pt and (c) Ir) synthesized in ethylene 
glycol at elevated temperatures with corresponding size distribution histograms ((d), (e) and 
(f), respectively). Preliminary examination indicated that the particles were crystalline with 
definable planes. Most surprising was the crystallinity exhibited by the Ir nanoparticles where 
particles as small as 1 nm and below exhibited definable crystal features. 
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Figure A.6 Nanocrystals from the 2M series ((a) Ag, (b) Pd and (c) Rh) synthesized in 
ethylene glycol at elevated temperatures with corresponding size distribution histograms (d-f). 
Preliminary examination indicated that the particles were, with the exception of Rh, highly 
twinned and disordered. The Rh nanocrystals showed multiple examples of twinned structures 
that carried crystalline features, albeit these crystals were generally larger than 2.5 nm.   
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Figure A.7 EDX spectra of the bimetallic (a) Au-Ag nanoparticles and (b) the Pt-Pd 
nanoparticles. The Cu fluorescence peaks located at ~ 1 and 8 keV arise from the ultrathin, 
holey, carbon-coated Cu TEM grids. 
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50 nm
Figure A.8 (a) A low magnification image of the phase-segregated structures exhibited by the 
Au-Ag system. (b and c) Show Cs-STEM micrographs of Au-Ag alloys as opposed to a phase 
segregated structure. Chemical identification of the structures in (b) and (c) accomplished by 
EDX measurements shown in (c) and (d), respectively. As before, the Cu fluorescence peaks 
located at ~ 1 and 8 keV arise from the ultrathin, holey, carbon-coated Cu TEM grids. 
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Figure A.9 (a) and (b) Show Cs-STEM micrographs of phase segregated Pt-Pd nanostructures 
with magnified insets. (c) Shows a low magnification image of the phase-segregated 
structures exhibited by the Pt-Pd system where the arrows indicated the presence of high Z Pt 
centers. (d) and (e) are magnified micrographs of the boxed regions in (c) (1 and 2, 
respectively) further revealing the templated growth of Pd onto existing Pt nanoparticles. The 
upper insets in (d) and (e) are profiles demonstrating the variation of intensity across the 
nanostructures. 
(a) (b) 
(c) 
(d) (e) 
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Figure A.10. Multiple micrographs showing the Ir-Rh bimetallic nanocrystals (a-c). The 
various sized particles show speckled intensities within the cluster indicative of differences in 
scattering potential of the constituent atomic species – Ir and Rh.  The particles show 
crystallinity for particles below 2 nm in diameter (d) as well as excessive twinning with 
increasing size (b), features consistent with monometallic Ir. 
(b) 
(d) 
(a) 
(c) 
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Figure A.11 Growth curves (a) monometallic Au and (b) monometallic Pt nanocrystals. The 
curves illustrate the dependence of atom count on particle diameter 
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Figure A.12 Intensity evaluation for the (a) Au-Ag and (b) Pt-Pd binary nanostructures. The 
high-Z component centered within each structure provides the outline used to measure the 
registered intensity (shown in the red text in both (a) and (b)). The template was moved to 
low-Z and regions absent of sample where intensity measurements were collected once again 
(shown in the white text in both (a) and (b)). By correcting for background, an approximate 
intensity (IAu and IAg) was feasibly calculated for both the low- and high-Z components of the 
binary nanostructures. 
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