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C H A P T E R - I 
CHAPTER I 2 
A BIJRVEY OF ANALYTICAL, AND NUHERI.CAL METHODS 
FOR THE SOL,Lrr I ON OF DAMPED QSC I.LLATORS 
J.. 1 INTRODUCTION : 
0'»ci 1 1 c<l or y prDble^rna occurs in variouss fielr' o-f encji neer i ncj 
and technology. These problems are of linear and non-linear type* 
o-f Di-f-f 6?rent i al Equations. An Equ£\t. ion i s:i said to be linear if 
the dependent variable or their derivative*; appear only to the 
•first power. l< power other than the -first app)esr, or ii the 
variables appear aa products with one another or with their 
derivatives the equations. arty called Non-linear. Non-linear 
differential Equations occur in Astronomy, Acoustics, 
Aerodynamics, Cable telegraphy, Electrical power circuits, Naval 
architecture ( Stabi 1 i .'at i on of ships) and so on. A few examples 
for oscillatory problems in different fields of applied science? 
and tBcf>no 1 ogy are as f o 1 1 ows : 
(i) THE MOTION OF A CLOSE SftTKLLITi^ OF I.Hg MCDON IN.THE 
RE8TRICTED JHREE BODY. PROBLEM.„i. 
Assuming that earth and Moon which are two larqe bodies 
(Primaries) describe a circular orbit about their common mass 
renter. Ttierefore the t'iatellitt? of negligible mass is governed by 
the following set of equations of motion in the orbital plane of 
the primaries. 
SateUite 
^^^•moon >'m%S5 « ^ 
• > * 
= -(,\-.J/) 
jj., 2 - •-.• 
J^ 
( ; • ; 
r- --, •• 
f,> 
d^^ 
d t 
~ ( l - - y U > 
1 
(y ~ 72) 
Where? oar t h-moon dis.tanc.e i s cori&i cler ecJ as; u n i t oi- length) and 
o r i g i n in 1 C.K.: a t fcM .1 at iliw bar-yceciter, r. and r,--, arw : ie disstances 
b6?twec;'n i^  a I: e 1 1 i t <-:? and tht;) two p r imar i es , ^i , f o , 7i 5 ?'•> '••*'"*•- '^ •^ ''*'~ 
coord inates af the' Eartf i and Moan ur'bi. t.s. 
( i i > DECAY OF ORBIT DUE TO DRAC5 : 
For a SiphKrical tsate^ll itej i n orb i t . around a Newtonian 
g r a v i t a t i o n a l Center and per turbed by t h i s , ccnstant density 
atmosphere i n which tht? drag -force? i s i n the di r e c t i ori op)p)osite' 
t o the? v e l o c i t y , we have the* f o l l o w i n g wqual:ions of met.ion 
d-^ R d6 
n, .._ f,,pi| ( ) -^  
dT'- dT 
GmM 
R-^ 
D Bin'^ 
6'^Q dR dS 
,nP + 2m « - D Cons "? 
d l " dT dT 
Whore D i s the magnitude of the drag fo rce and • .* li the f l i g h t 
path angle. 
Local hvWxontdL 
1 cJR/dT 
WhE?rE? D - ^ v ^ S C j ^ , i :^: tan'"' • 
2 F^dO/dT 
dR 
V= [ ( )^' 
dT 
+ R 2 ( )2 3 
dT 
1/2 
J) is the constant atmospheric density, S is the cross sectional 
area of the satellite, Cjj is the drag coefficient assumed to be 
constant. 
<i i 1 ) VAN DER POL KBUMIQN. FOR m QlCIU.Lfl.I'.QRy .SLYIIEM... 
This system having variable damping can be written as 
d-^ v 
+ R ( ) 
L. 
C dv 
1/2 
d't^  
Mcr" dv 
_ •- (l-v'^) + v K- 0 
dt fix, dt 
where t = wT , w -
file 
This Equation can be brought to the form 
d •" y d y 
dt'- dt 
( i V) L I NEAR SPRI N{3~MASS-DAMP I.NG SYSTEri 
d ^y dy 
M + B + Ky = 0 
dV dT 
Where M is mass, B is linear dampincj, K. is linear spring 
constant. This equation can be written in the? form 
dT^ 1/: 
d'^ y dy 1 
+. 2 + y " 0 , •-- — 
dT 2(MR) 
i///j//j///j//Jlnm/m/////Ji/niiii 
Linedr Spring 
n M 
y = 0 
Unedr Dampef 
B 
m77777777777777T7777777777T/777 
All these equations describe oscillatory p»henomena,Kevorkian-Cole 
C201 
There are varioua analytical method® •for the solution o-f 
I 
llnoiar Dif-farential Equationa in the literature. But it is not so 
in the c.»^«t o-f non-linear differential equations. Some of the 
analytical methods available for the solution of non-linear 
differential equations &re (i) Exact methods (ii) Approximate 
methods a). Iteration methods (b) • Weighted Residual methods 
(Salerkin's method , Ritz method) (c) Asymptotic methods. 
The solution of non-linear differential equations by 
analytical methods is possible if the amount of non-linearity is 
small and, even then, available solutions are usually only 
approK i mate. Equations with considerable degree o-f non-linearity 
can not be solved by analytical methods and only Numerical or 
Graphical m(sthoda should be used. Graphical methods may be used 
when solutions of high accuracy are not required. Numerical 
methodB may be used for solving many type o-f equation. Therefore 
they t^ re of greatest generality. 
Numivrical methods which Viave been used before were very 
element£-»ry metfiods. Particularly with the advent of super 
computers, ^Ju^lerical methods have attracted great attention of 
most scientists due to extensive use of Numerical methods in 
different fields of science af>d engineering. 
In this dissertation we have? disscussed the latest 
Numerical methods for the direct integration of general second 
order initial value problems 
Y" - f <t,Y,Y') , t > to 
Y(to) •^= Y Q , Y' (to) = Y\.j <1.1) 
and the special second order initial value problems 
Y" «=• f <t,Y) , t > to 
Y(to) = Y„, Y' (to) =-• y ,^ (1.2) 
which have oscillatory solutions. 
1. 2 E X1SIENCE ; AND UNI QUgMSS ^...QE „SO.L,UT I ON „..QE 
In the fir©t step of touching any equation we should find 
out whether there exist any solution for that equation and this 
solution is unique. 
The high order differential equat^onB can be written as a 
system of equations of the form 
Y' = -f (t,Y) , Y(t^>= Y^ 
[•f, -f,., i^i"^ 1 '2 n 
Y - Cy^ y^. y,^ :i'^  (1.3) 
This is r^ vector representation of a n order differential 
equation. ^(tjY) is either linear or non-linear, and the 
existence and uniqueness conditions can be extended to this 
system (1.3) 
PEiEINITION .1. 1 : 
A vector -function ^(tjY) de-fined on D is said to satis-fy 
the Lipschits condition if there exists a constant K on D such 
that 
,||f(t,Y,) - f(t, Y^)|| < K||Yi -Y2II 
uniformly in t for all <t, Y ^ ) , (t, "^2) ^""^ ^'' 
Where D=^  i (t,Y) : ]t-to) < a J )) < Y-Y^ )^)] < b> 
Y, Yo &rB v e c t o r s i n R*^  and t , t o R 
I f • f ( t , Y ) i s L i p s c h i t z i a n i n Y on D t hen t h e r e e x i s t s a 
n o n - n e g a t i v e , r e a l v a l u e d f u n c t i o n L ( t ) such t h a t 
11+ <tjY)| |< L ( f ) 
f o r a l l ( t , Y) i n D. 
l | Y | | - | y i | ^ IVsl * -^  lYnl where 
LEMMA 1 : 
Let f(t,Y) be a continuous function in (t,y> on D. 
Y(t: to, Yjj) , defined by Y(t) is a solution of (1.3) on some 
interval I contained in )t-toj-£ a, (to £ I) if and only if Y(t) 
is a solution of integral equation 
8 
Y ( t ) = Yo + •f ( s , Y ( s ) ) d j t £ I 
t o 
LEMMA - 2 :. 
Let. -f < t ,Y) be de- f ined and c o n t i n u o u s i n D and Tet -f ( t , Y ) 
be bounded by L > o on D. De-fine h -- fnin<ai, b /L ) . Then t h e 
success i ive appro;; i mat i on?i axres w e l l d e f i n e d by 
Y o ( i ) « Yo 
Y n ( t ) = YQ + •f < s , Y „ _ l ( s > ) ds 
t o 
( 1 . 4 ) 
on t h e i n t e r V a l I = | t - t o | < h . F u r t h e r 
II Y j ( t o ) Yo L j t - t Q i = l , 2 . 
PI CARD'S THEORFIh 1,1 : 
Let all conditions o-f lemma 2 hold and let f(t,Y) satis-fy 
the Lipschits condition with Lipschi:: constant K on D. Then the 
successive.' approximations; de-fined by (1.4) converge uniformly on 
I: I t-to I < h to a unique solution o-f the initial value problem 
(1.3). 
COROLLARY : 
The error loft over by truncation at the n*"" approximation 
for Y(t) t>as a bound give^n by 
.th 
L(kh)^^-^^ 
()Y<t) - Y o ( t ) II < e.? 
K(n-+1) ! 
t C i:to,ta -t- hi 
kh 
The proo-f -for this theorem may be found in Kaplan C19D. 
The solution of a second order differential equation is 
called oscillatory if y(t) has arbitrarily large xeros ( A point 
t = t > 0 is a zero oi solution y(t> of an equation if 
y(t ) = 0 ). A given equation is oscillatory if the solutions Are 
osci 11 at or y. 
THEOREM . (WONG) 1.2 ; 
Assume that F(t|,y) satisfies 
(i) F(t,y> •= a(t) f (y) where 
a(t) > 0, t > 0 
and yf<y) > 0 <y ^ O) (1.5) 
( i i ) f <y) i s c a n t i n u o u s f o r | y | < °° and 
| f ( y ) | 
l i m i n f > O ( 1 . 6 ) 
( i i i ) a ( t ) i s c ^ o n t i n u o u s on (0,CX3> and s a t i s f i e s 
!
oo 
5 ^ a < s ) d s -•= + 0 0 f a r a l l A > 1 ( 1 . 7 ) 
Then the equation y" + F(t,y) == O is oscillatory, 
e.g. following equations are oscillatory s 
(a) y" + e'^ y =^  O , t > 0 
(b) y" -H (cos ht)y « 0, t > 0 
-I 
(c) y" + 2t~-^^^y'+ 2^y == 0 , t > 0 
But the equation 
y " + a (t > f (y) - 0 
where F'(t,y) = a(t)f(y) 
1(JX- 1) 
and a(t> = , /I > I 
is clearly non-osc;i 11 atory. 
The proD-f o-f Theorem 1.2! may be found in Deo & Raghavendra 
C&]. 
ThrDUQhout this di ssertati ot^  we assume that thera exists a 
unique solution -For the? QivE?n equations. 
1.3.NUMERICAL METHODS : 
Th£? numerical methods which have? be?en used -for the solution 
of second order and higher order differential equations mostly 
were Taylor's Series Method, Modified Euler's Method, Adams 
Method and HO on. There are very few mejthods for the direct 
integration of second and higher order differential equations. In 
this dissertation we have discussed latest methods which are of 
Single-step type^  and multiatep type for the direct :integration of 
equat i ons < 1 . 1) and (1.2). 
Numerical methods produce a table? of approximate values for 
the solution y(t) of the given problejm at certain points, called 
Grid points or Nodal paints wt>ich is^ria! equally or unequally 
spaced. If the nodal points are spaced equally then we can get 
them by tj - to -vjh, .i---0, 1,2, . , . . 
where h is called step size. 
While solving a system of nonlinear differential equations , 
we frequently have to solve a vector equation of the type 
Y - 0(Y) (1.8) 
in which 0(Y) is a non-linear function of Y. We shall conntruct 
th? sequence i V ^BI^ j. teratlvely ,defin»d by 
yCs+n ^ ^(Y^«^) ,s = 0,1,2 Y"^ "-" arbitrary (1.9) 
The following thaorem whose proof m«y bo found in Hanrici 
[103 »tate«. conditions under which (i.8) will possesses a unique 
11 
solution to which the sequence defined by (1.9) will converge. 
THEROEM 1.3 ; 
Let ^<Y) satisfy Lipschitz condition 
jl ^ (Y) - ^(Y*)|| < M/I Y -- Y*l| 
•for all Y, Y*, where the Lipschits constant ti satisfios 0 < M <1, 
then there exists <.^  unique solution o< o-f <1.8), and i-f £ Y ' > is 
defined by (1.9), then 
Lim Y^ -^* =- o< 
s—-><» 
Initial value F)rablemB involving system o-f ordinary 
di-f-ferential E?quations which exhibit a phenomencn known as 
"Sti f-f nfc-"3s" occur in many fields of application notably chemical 
engineering and control theory- Attempts to use the methods and 
techniques to siolve such problems encounter very substaitial 
difficulties. The problem of stiffness hass in the last one decade 
or so, attracte?d the? attention of many numerical analysts. 
DEFINITION 1.2 ; 
The linear system Y'-- AY + ^(x) is said to be stiff if 
(i) Re \ . < O f t~-« l,2,...m, and 
( i i > ma!! [ ReXj^ 1 '.: 
t"l,2, . , .m 
> I"in \ Re XA , 
t =•• 1 , 2 , « - . m 
Where X^ , t~l,2,.. 
The ratio 
m, are the eigenvalues of matrix A. 
max 
t-1,2, 
iReX^l 
m 
m 1 n JRe X^j 
t=«l ,2. . . 
is called the Stifness Ratio. 
Non-linear systems Y' = ^(tjY) exhibit stifness 
if the eigenvalues of the Jacobian 
12 
3Y ay 
'72 
1 
a .^ 
3y2 
cl^ 
n 
ay. 
a-f. af. a .^ 
.^vi 3 uy-. dy (1 J 
be?have in a similar -fashion. The eigenvalues are no longer 
constant but depend on the solution and therefore vary with t. 
Ac.c:ordi ngl y , wt? say that the Bystem V -- -f (t,Y> i s» stif-f in an 
interval I oi t if, for t £ I , the ei ge^nval uesi XL < 1 ) of 3-f/c)Y 
ssatisfy (i) and (ii) above, Lambert r23]. 
The Numerical Methods commonly used for the direct 
inte?Qration of (1.1) or (1.2) can be broadly classifie?d into the 
following siw categories: 
(i) Single step Methods 
(ii) Linear Multi-stt^p Methods 
(iii) Extrapolation Methods 
(iv) Hybrid Methods 
(v) Dbrechkoff Methods 
(vi) Adaptive Methods. 
Which we describe briefly in the following sections. 
13 
1.3.1 SINGLE STEP HETHODS ; 
Binqle step explicit and implicit methods -far the direct 
integration of (1.1) or (1.2) can be written as 
Yn + 1 = \ * ^^Y'^ ^-h^5^1<tr,,Y,,,Y'^,h) 
Y'ri + i -•"• Y\, + h'A^ n--,,.- Y^,,Y'^,,h) (Explicit) 
and 
•^,-M - \ . '• '-'Y'n -^  h2<?ii(t,.^ .,l,t^ ,^Y,,^ i,Y^ ,Y'^ ,^.l,Y'^ ,h) 
Y'n+1 - Y',, + h<*2(t,,^l,t,,,Y^.,.,pY,,,Y',.^„pY',^,h) (Implicit) 
Some? iterations are required to obtain the ssolution at e?ach step 
for non-linear probelms as described in theorem 1.3. 
, Block explicit methods are in this category. 
1.3.2. LINEAR MULTI-BTEP METHODS i 
These methods use solution values at more than one previous 
nodal points to obtain the solution at the nodal point t^ ^^ j , -for 
which some standard singlestep methods are used. the linear 
multi-step method -for direct integration of (1.2) is written as 
k k 
^ ^ i ^ n - i + i - ' ^ ^ r b . f ^ . . , ^ i 
where k is fixed integer > 2, the coefficient» «j'« and b^'e are 
real constants indepandent of h and arm to be determined for a 
particular order. Generally a »1. 
1.3.3 EXTRAPOLATION METHODS i 
These methods are used to combine the solution values 
computed by using a particular method with two different step 
, sizes to oDtain the improved solution values. The order will 
I improve by one. If g(h) and g(qh) are the approximate values of g 
obtained by a method of order p with step sizem h and qh 
14 
respectively , we have 
g <h) -^^  g + chf^  + 0(h'-'^ ^ ) 
gCqh) == g + cq^h'^ + CKh'-'"*"^ ) 
where c is a constat, i ndeppindent o-f h. Eliminating c, we get 
qPQ(h> - g(cih> 
g = + Q(,^P+1) 
qf^  - 1 
q^ Q^ (h> - g (h) 
Thus g'-<h) =-• 
qP •- ] 
approximates g as if we had used a method of order p+1. For ea»a 
i in computation we generally take q =•• 1/2 . 
1.3.4. HYBRID METHODS 
These methiods a r e a l s o c a l l e d m u l t i - B t e p methodi^i w i t h o f f -
s t e p p o i n t s . 
k k I 
i--=o i - - 0 i ~ o 
where el-'-si , /S. " s , ^  ' s and ^'s , 0 < 6^ < 1 are constants to be 
determined «uch that the method is of the highest possible ordar 
and 'Stable. 
These methods are constructed by including a linear 
combination of the values of the function f(t ,Y) at several 
points between t^ ^ and tj.^ ,^ into the linear multi-step formula. 
1.3.S.DBRECHKOFF METHODSi 
These methods &re singlestep or multi-step methods 
containing higher order total derivatives of Y<t) at one or more 
points. A two step) fourth order mt'thod involving derivetves o-f 
order upto four for (1.2) in as 
15 
12 
h'^  
(4> ov<4) . v<^> (Y^ -*'..., - 2Y^'*'„ + Y^"' _,) n+1 ~ ^' n ^ ' n-1 
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which is proposed by Hairer C93, which is P-stable. 
1.3.6.ADAPTIVE METHODS: 
The? methods in which some ©pecial chracter i atics O'f the 
exact solution is incorporated into them are called Adaptive 
methods. H the problem has periodic solution and the -frequency w 
is kncjwn in advance , then the periodic tsolution of the «econd 
order initial value problem (1.1) or (1.2) can be obtained by 
•forcing the method to have trigonometric order together with 
polynomial order. Stiefel-Bettis method C2B3 and Jain's 
modification of St i ef e?l-Betti s method Cll] are of this type. 
This dissc?r tation consists of five f.:hapters, A brief 
description of the contents of each chapter is as fal]ov>JS! 
CHAPTER—J A SURVEY OF THE ANALYTICAL AND NUMERICAL 
METHODS FDR THE SOLUTION OF DAMPED OSCILLATORS 
In this chapter we have discussed oscillatory problems of 
the linear and nonlinear differential equations which occur in 
the various fields of Applied Science , Enyi n^ '-er i ng and 
Technology. Different analytical methods have been oiven and 
their advantages and disadvantages are mentioned and we have 
concluded that for conaiderable degree of nonlinearity 
,equations cannot be solved by analytical methods. Necessarily 
theorems for the existence and uniqueness of the solutions and 
prticularly for the osillatory solutions have been given in this 
chapter. We have emphasised that the numerical methods can handle 
most of the problems which cannot be solved analytically. 
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CHftPTER 2 SINGLESTEP AND MULTI-STEP METHODS FOR SECOND 
ORDER DIFFERENTIAL EQUATIONS: 
This chapter dejala with the general discussion O'f the 
numerical methods -for solving the general second order initial 
value problems (1.1). We? have derived the local truncation error 
o-f these methods and some advc^ntageK and disadvantages are also 
pointed out. Stability of the methods are discussed too, 
CHAPTER 3 OBRECHKOFF METHODS 
Sincjlestep and multi-step Obrechkoff methods have been 
di?>cus'.-ed. By these methods 'more analytical in-formation regarding 
a second order initial value problem (1.1) or (1.2) have been 
considered and incorporated into the numerical methods by using 
total derivatives o-f function f (t ,Y ,Y'). These methods n^rG p-
stable? for certair> choiccj of parameters., 
CHAPTER 4 STIEFEL-BETTIS METHOD AND ITS MODIFICATIONS 
FOR DAMPED OSCILLATORS 
Conditions under which the trigonometric order of a 
numerical mc-?thod can be obtained is e»;<plained. Stormer-Cowel 1 
methods has been derived and its disadvantages in Celestial 
mechanics in which it has orbital instablity is discussed. 
Modified Stiefel-Bettis method which have trigonometric 
order and polynomial order as well has. givtin in this chapter for 
the solution of (1.1) and direct approacli for the solution of 
special SEfcond order initial value problems iw cU so givan. 
CHAPTER 5 BLOCK EXPLICIT METHODS 
Methods by which n approximate values for the solution can 
be obtained simultanaously are discussed in this chapter. These 
methods ar -• n-point block explicit method© forth© direct 
integration of (1.1) for n = 3 to 6 and n =« 3 to 10 . 
These methods; in comparision with other methods are 
computationally efficient in the sense» that number of function 
evaluations is considerably reduced by incre?a6ing the number of 
points in the block. 
C H A P T E R - I I 
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CHAPTER-II 
SINGLE-STEP AND MULTI-STEP METHODS FOR 
SECOND ORDER DIFFERENTIAL EQUATIONS 
2.1 INTRODUCTION; 
Many physical problems reduce to second order di-f-ferential 
equation of the form 
Y" « -F (t,Y,Y' ) , t > to 
Y(to) " Yo , Y' <to) == Yo (2.1) 
or the special second order di-f-f eren ti al equation 
Y" « -f (t, Y) , t > to 
Y(to) « Yo ,Y' (to) == YD (2.2) 
which have oscillating solution. 
In equation (2.2) -first derivative does not 
explicitly. 
appear 
Along with the development of the computing machines,a 
variety of Numerical methods have developed in recent 
ye«r«. Numerical methods produce} a table of approximate values 
for the solution Y(t) of the given problem at certain points, 
called Grid points or Nodal points or Mesh polnte, which are 
equally or unequally spaced.If nodal points &rB spaced equally 
then we C5in get them by 
tJ - to + jh , j=0,1,2,... 
Where h is called step size. To obtain numerical solution of 
(2.1) or (2.2) either we should reduce the given initial value 
problem to a system of first order equation and then use the 
standard methods for solving this system or to use direct 
intwgratian to salve the given initial value problem.The 
numerical methods for finding solution of the initial value 
problem may broadly be classified into 
IS 
(i) SINGLE STEP METHODS: 
These methods exprea?; the fuMction value Y(t) ai tn-^  I , far 
which solution at only one previous point ie tn is required. 
I 
(ii) LINEAR MULTI-STEP METHODS i 
These? methods express thej -function value Y(t) at tn + l -for 
which Y(t) and Y'(t) at previous K pointts are known.These 
mc?tr)ods arts also called Linear k--step method- . 
We describe these methods in the following sections: 
2.2 SINGLE STEP METHODS ; 
There are two types o-f single step methods -for the 
integr-at ion o-f (2,1) or (2.2) -Explicit single step methods and 
I mp 1 i c; i t s i n g 1 e 'ii i v p m et h o cJ s. 
T h e cjeneral s i n g l e step C'Xplicit method for Lht:; s o l u t i o n o-f 
(2.1) r.r (2.2) C.,M. bo written as 
Yn-Hl - \, •^- h\-, ^ ^•'^•'^1<^,'\,'^\.'^^> 
Y'n>l - ^'n •' f^'^<^,'Y^,-Y',.,,h) (2.3) 
where the function <^ i^ <t,^ , V^ ,, Y-'^ , h) , i«l,2 are called the 
increment functions. Y^ , and Y'^ ., denote the approximate values of 
Y(t^) And Y'<t|^) respectivly. Thc?se methods are called 'self 
starting methods. 
The .general single step implicit method for the solution of 
second order initial value problem (2.1) or (2.2) can be written 
as 
-^,+ 1 •= Y,, + hY'^ ,, -.- l-'^ 9^ ,(t.^ ,^ 3^ a-.^ ,Y^ ,.,l,Y^ ,,Y',,,.j^ ,Y',^ ,h) 
Y'n + 1 = ^'n •" "•^2^S. + l'tn'Y,,H.i,Y^,Y'^^^,Y'^,h) (2.4) 
We are required some iteration method to obtain the solution at 
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each step for non-linear problems,Lambert C23].The Local 
Truncation Error o-f the method (2.3) is written as 
TE^ , ••- Y<t^,^i) - Y<t,.,) •- hYMt,^) -h2*i<t,.,,,Y(t^ ,),Y'<t,^ ),h) 
T^'n " "^ '^ n^n-l^  " '^YMt,.,) - H^^Ct^, Y (t ^ ) , Y M t^^ j ) , h ) (2.5) 
Expanding the right side o-f (2.5) about the point t^ ^ and 
collecting terms of various order derivatives, we find 
TE^ j = CQY<tr,) + CjhYMt^,) + ... + Cj^h^Y^P' (t^ ,) 
+ Cp + lhf^-^W^P+^^t^) -h 
TE'j^ = DoYMtj.^) ••- Dj^hYMtj^) + ...+ D^hPY^P'^^ N t^ )^ 
+ Dp + ihP+W<P*2)^t^) ^ (2.1) 
where C^^ ' s and D^  ' s are arbitrary constants independent of h. 
DEFINITION 2f4 ; 
The single step method (2.4) is said to be oi order P i-f in 
(2.6) 
c:„ « Cj - c^ - ... = Cp =^  0 , Cp^i i- 0 
D„ « Di » D2 =-  ... « Dp « 0 , dp + 1 ^  0 
Alternatively, if the method produces exact results when Y(t) is 
a polynomial of degree P or less, then the method has polynomial 
order or algebraic order or simply order p. 
DEFIMITION 2.2 ; 
A single step method (1.4) is said to be consistent if the 
method is at least of order one i.e. p 2* 1. 
DEFINITION 2.3 t 
A method is said to be convergent if as more and more nodal 
points are taken ie the step sise is reduced,the numerical 
solution converges to the exact solution in the absence of round-
off error,that is 
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Lim Y^ ^ » Y(t„> -for all t„€Cto ,hl , 
h — • o 
t « to + nh -fixed , Lambert C23D. 
There are many single-step) methods , but a very widely used 
method for solvinvj the Q€»neral second order initial value piroblem 
(2.2) is the Four- Stage classical Fourth order RUNBE - KUTTA --
NYSTROM method which is given by 
h2 
Kj » -f (t^,Y„) 
2 
h^ 2h 2 4 
K2 « i(t^ + ,Y^ , + hY',^  + Ki ) 
2 5 3 23 
h-^  2h 2 4 
K3 « •f<t„ + ,Y„ + hY'f^  + Kj ) 
2 3 3 9 
h'^  4h 4 8 
K^ a f<t^ ^ + Y^^ ^ + hY'^ + — (Kj + K^)) 
96 
^'n + l " ^'n •*• (2Z\i^ + I25K2 - 8IK3 + I25K4) ^ (2.7) 
96h 
Block explicit methods -for the direct integration of second 
order differential equation <2.1) and (2.2) are computationally 
efficient in the sense that the number of function evaluations 
is considerably less. These methods are self starting methods and 
initially they were used as methods to produce starting values 
for linear multi-step methods. But Rosser C26] developed them for 
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general use. We ne?ed only the? values o-f Yo and Y'o to gfc»t the 
Block started. We keep on adding new points and improving upon 
the values at the previous points, till the solution at all 
points is obtained to the same order o-f accuracy. After 
completion o-f one Block we take 
to ^ t^, Yo < Y,,^, Y'o < Y'j^, fo <• f^^ 
and repeat the calculations from the begining till the a»nd point 
o-f the interval o-f integration is reached. We will discuss about 
this method in detail in another chapter. 
All numerical methods produce values which are an 
approximation to the exact solution Y(t|.j^j). Thus the numerical 
solution ^ryi-i. contains error which may propagate as we proceed 
from one «tep to the next, and the stability of the numerical 
method me.y be disturbed . A numerical method is stable if the 
effect of any single fixed round-off error remains bounded, 
independent of the number of nodal points. Therefore we require 
the numerical methods to be convergent as well as stable. For 
discussing the stability of the numerical methods, we apply the 
method to the linear modesl of (2.1) or (2.2) which is callfe'-d the 
test equation.For pr'oblems having oscillatory or periodic 
solution, we usually take the teat equation as 
Y" - - X^Y , X> 0 , t > to 
Y(ta) =^  Yo , Y" (to) « Yo (2.8) 
for problems of the form (2.2) 
and we take the test equations ' 
V" + 2aY'+ IJPY « 0 c<,;3 > O , ««+p > 0 
Y<to) == YD , Y' (to) ••= Y'o 
for the problems of the form (2.1). 
When the method <2.4) is applied to the teat equation 
(2.8), we obtain a recursion of the form 
(2.9) 
22 
Y, n + 1 I 
= E ( X h) ( 2 , 1 0 ) 
h V n + 1 h V 
w h e r e E< X h ) i s a 2 : < 2 m a t r i x and h a s 
e q u a t i o n o-f thf? -form 
t h e c h a r a c t e r ! Sit ic: 
A -^^  + BJ + C O ( 2 . 1 1 ) 
where A.B,C are -functions o-f H «, X'-h . 
Let Runge-Kutta -NyBtrom method (2.7) be applied to the 
test Equation (2,8) we get " 
K, « 
H H H*^  Hh 
—-V,., , K ^ '-•• i + —.-,y,^ ~ y 
H H2 
K, « (- + )Y. 
Hh 
Y' 
H 4H'' 4H-' 
K^ « (- + 
2 25 
2Hh H^-'h 
5 123 
Substituting the expression for k., k^, k^, and k. into i?r/'> 
'n+1 
^Y'n+I 
•^^ 11 *1 O 
1 JL 
22J L "y'n 
H" H-
where a 11 1 - 3H + 
4 100 
H' 
= 1 - H + 
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•6H + H*'-
9"^ 
H' 
2 0 
cV/->»-> 1 - 3H + 
We, t h e r e f o r e cavis ider t h e vaixaenvaluea af t h e m a t r i x 
11 ""^ ^12 
\ 
c \ ,-1 / I • " ' • 
a. 
S o J l 
Which a r e g i v e n by 
••I- a 1 o + r ( a . 
^i " "^^ll •'• ^^12 - ' ' " 1 1 
1,2 
i n se^ r t ing t h e valu^n. o-f a^^, a^^, «-^2r '^22' '^'^^ computi ..g l^ and 
^ 2 a s •{•unctions o-f X^h'" t o -Find t h e i n t e r v a l o-f s t a b i l i t y and 
i n t e r v a l o-f p e r i o d i c i t y . 
DEFINITION 2.4 ; 
Tli» «unQl(» IMI(2,P method (2.4) yj. tsaid t^o have interval o-f 
periodicity <0 , Ho''") i f for all H'<£(0 ,HQ-'')ihe roota uf the 
characteristic: equation (2.11) +a.-m a camp)leK conjugate pai( and 
a^re o-f unit modulus. 
DEFINITION 2.S « 
An interval I along H^-axia is called the? interval of 
periodicity -for a method i-f with H^ -- 0, the roots ^^ ,5,;, of the 
characteristic (aquation (2.11) ixre: comple;.; conjugate and t.'act-\ o-f 
unit modulii for all H^ 6 I. 
DEFINITION 2. A 1 
A r e g i o n R in th«» -firwt qu*dr*u)t of thri.' ( H ^ H^)--pi i(nt?, 
^1»'^2 •*• '"-' "^^  cal lcsd th(« r isgion o-f a b s o l u t e s t a b i l i t y of t h e 
method , 1-f for a l l Hj^,H2€R, t h e r o o t s of t h e c h a r a c t e r i s t i c 
wquwtion (2 .11) «>tls?,fy ( ^. | < 1 , 1=^1,2. 
2^ 
DEFINITION 2.7 ; 
The s i n g l e s t e p method i s s£od t o bB p - t , tah le ; 
i n t e r v a l o f p e f - i o d i c i t y iss (0 ,<*>)• 
if the 
If the single step method is applied to the equation (2.9), 
we obtain the charactristic equation (2.11) in which A,B,C ejre 
functions; of Hj = c< h and H2 «y3h. 
PEFINITION2.8 s 
An interval J along the Hj^-awis I K calltn, the intervi*l of 
weak stability for a method , if with H2 - O, the? roots ^^, ^2 "^'"^  
the characteristic equation (2.11) satisfy ^j « 1 and 1^2 I '• ^  
for all Hj £ J. 
THEOREM (HURWITZ) 2.4 : 
LET 
and 
D " 
p(2:) - agZ''''- + a^ z''^ '"^  +• 
^ 1 
^ o 
C) 
0 
' • ' : ' • > 
a,.-, 
a ^ 
^ 0 
^ 5 
^*4 
a-7 
^ 2 
• " • =*2k- l 
C:t /-T 1 . ^_ .-;^ 
'^ ' '•' k —"" 
*='*2k-4 
o 0 0 
where a, 
•t- a., 
0 j - 'f'=>*' 'all J. Then , the real parts of the? roots of 
P(2) » 0 cir& negative if and only if the leading principal 
minors of D »re positive. 
Suppose for k «3 ,we have 
a > 0 
^ o • ^ 
a. > 0 a ^ ..' (.> , a • 0 c^ 4 cl <-^  
^ 3 ^ 0 -^  '•'• 
DEFINITION 2.9 . 
A method is called superstable if for the method , the 
region of absolute stability is R = •C(Hj,H2) = '"' - ^1 ' l^-? < °° > and 
both the intervals of periodicity and weak^atabi 1 i ty .^rZ 
I = J •-• (O, QO ) . 
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Whcon we a p p l y a- 'drtage i m p l i c i t r i : unge - l<u t t a me thod 
s 
j. ^'-1 
y\,.,i - y,, - h r b .K. , f o r . ^ 1 ,2 , . . . ^ 
i = l 
s s _ 
where K. =•= ^(t , . , +ei^h ,Y + «(ihY',., + ' ' ' ^ r « i j K j - ^ ' n "'" ' ' I ^ij^^-'j^ 
i = 1 i == 1 
>tl( which is for the direct integration of <2.1),'to the test equation 
(2.9), the resulting recursion for the approximation Y^.^  is 
described by the characteristic equation 
w i t h r o o t s f i ' ?•:•' •••'"'"' '"''i ""''"* ''"'':•' "•' ''^'"'• 
The a b o v e s - s t a g e i m p l i c i t R u n g e - K u t t a mtsthod i s >a:;d t o be 
' s s u p e r s t a b l e ' , i f f o r t h e m e t h o d 
( i ) t h e r e g i o n o f a b s o l u t e s i t a b l i t y (|^J < 1 , i - - l , 2 ) i si 
R - C (H j ,H. , ) : 0 < 11^ , H,, •;• oo ]• ; 
( i i ) t h e i. n t e r v a 1 a f |:J e r i o c1 i c i t y i •-, 
I ••'•••• •t:(Hj^,H2>: Hj^ ~ O , 0 •:. I-I-^  < oo ] . 
( i i i ) t h e i n t e r v a l o f weak s t a b l i t y i s . 
.3 - • C ( H j , H 2 ) s H 2 " 0 , 0 < H, < QO > 
By using the transformation f - ( 1-^ 2 ) / < 1-r.) and applying 
Routh-Hurwit:. criterion ,it is known that thin. method is 
superStable if 
(1) A - B + C , A C; -^ .^nd A s- B + C 
have the same sign for all H,,H^ > O ; 
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(2) w i t h Hj •^-- 0 ,A •-•• C. and 2A + B > 0 - for a l l H^ > 0 ; 
(3) w i t h Ho -' 0 ,A + B -i- C -• 0 and - 2 < B/A < 0 f o r a l l H j >0. 
2 . 3 LINEAR MULTI -STEP METHOD^ : 
These m e t h o d s u s e s u l u t i o n v a l u e s a t more th ian one presv iDus 
n o d a l p o i n t s t o o b t a i n the? s o l u t i o n a t the? n o d a l p o i n t t ^ ^ ^ j . The 
l i n e a r m u l t i - s t e p m e t h o d ussing the? s o l u t i o n v a l u e s a t K p r e v i o u s 
p o i n t s f o r t h e s o l u t i o n o f ( 2 . 1 ) o r ( 2 . 2 ) can be w r i t t e n «s 
k k 
r -iV,.,,,...,.j ^^  h ^ E t:,.Y"^^.,..^, (2.12) 
i-a i-o 
I 
where K is a fixed integer > 2. The coefficients a^'s and b^ v> h.rB 
arbitrary parameters independet o-f h and are to be determined 
such that the method (2\12) is of particular order, 66?nt'; ally we 
take ao -•• 1, Lambert C23]. We assume that the solution values at 
the previous 1< points are known or can be obtained by using a 
cer"tain single '-itep oiethod . Symbol icaly we writt? the me'.hod 
(2,12) i n tl-Kf? -form 
f^f^^Yn k M - f>"-'(f;^ >Y'V,..-^ :+l - 0 (2.13. 
w h e r e / ' and <r Brei pt;)yl nomi a l s o f d e g r e e K, d e f i n e d by 
/ ( p - a o § k ., a j5 ' ^ -~ l + . . . + a^. 
( p - bo^*^- + b.|^^^-^ + . . . 4 b 1^  ( 2 . 14) 
The method (2„12) is said to be explicit or predictor 
method if bo - 0, otherwise it is called an impilicit or 
corrector method. The local truncation error of the method (2.12) 
is obtained from 
TE^^-r f:^ iY(t,,....^ )^ - b^b.Y'MT,.,,,..^^): (2.15) 
i -0 
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EKpending right side o-f (2.15) by Taylor S&ries about tl 
tr,_|,. + ii. we obtain 
poi nt 
TE,, - <^^/(^v-k.-l^ ' ^lhY"(t^_^^^j) ^-
- -q^'^^^'^^^^,-l<.l> -^  (2.16) 
whore e^ ^ -" a^ + a^^ + ... + a^ . /-• ( 1 ) 
e, ~- ka,, <• (k-Ua, •+ ... + a,._.H - ^ " (1) 
:j - ...»^ , k-1 
£ » ^ .^, (^..^, _ + (t;..-!) a J + ... + ^•'|..--i^ ~^'^'ci "*•'•* 1 "* ••• '"''•'k 
1 
•-CF' n.) - ff' ( I ) ] 
2 ' 
^ ..-. --(kqa^, -H < k - n % , -^  ... -. a^ _^i) 
q! 
1 
• (k'^ "^"''^ b^ ^ + (k-l)^~'"'bj + .. 
(q--2) ! 
, q=3,^, ... 
DEFINITION 2.10 ; 
The linear mul ti-stc:?p method (2.12) is o-f order P if 
' ^ : ~ 1 ^ 
o 1 % - «p-.l -'-^ ' % + 2 ^ '-' 
o r if- me^thod ( 2 . 1 3 ) s a t i sr.f i tJs pH-2 e q u a t i o n s 
k .^•: 
2^ a i ( 1 • -i ) "'^  -^  q ( q - 1 ) JT b • ( 1 --i ) '"* " '^  - 1 , 
i « l i - o 
q = 0 , 1 , 2 , ,p+y ( 2 . 1 7 : 
2& 
The f i r s t n o n - z e r o t e r m i n ( 2 . 1 6 ) g i v e s t h e P r i n c i p a l L o c a l 
T r u n c a t i o n E r r o r . 
DEFINITION 2 . U ! 
The? l i n e a r m u l t i - s t e p metl-iDci ( 2 . 1 2 ) i <=•- s a i d t o be 
c :onBi<5tent i f i t i s a t l e a s t o f o r d e r 1 i e P > 1 , w h i c h g i v e s 
''o '"^ ^1 '' '^2 "^^ 
or p ( l ) ^ ^ p M l ) == 0 , / - " ' ( l ) = 2<7 ' (1) , H e j o r i c i C I O ] . 
The f a m i l y o f meLhods ( 2 . 1 2 ) f o r w h i c h f ' ( ) - j^'' - 2§^'"^ +5^^"'^ 
sfB c a l l e d S t o r m e r Cowal 1 M o j t h o d s . I f c ( f ) i'ii a p o l y n o m i a l o f 
d e g r e e K-1 ( e ? ; ; p l i c i t m e t r o d s ) i s c a l l e d B t o r m e r ' s M e t h o d s and i f 
a-( ^ ) i s a p o l y n o m i a l o f degre-'t:? K ( i m p l i ( . : i L . nieth(.)dsi) i s calle^oJ 
Cowel 1 •' 'Si M e t h o d s . 
To d e r i v e S t o r m e r - s and C o w e l l ' s m e t h o d s we a r e i n t e g r a t i n y 
( 2 , 2 ) t w i c e and u s i n g t h e i n t e r p o l a t i n g p o l ynomi al--i f o r tht? 
r e s u l t i n g i n t e g r o - d i f f e r e n c e E ' q u a t i o n t o o b t a : i n S t o r m e r ^ s method 
q j 
Y, ,^ . -• 2Y,., + Y =. K 2 ^ „ m n ^ l -• ^ \ , '• ^n-i - h - E V " ' f n 
m-o 
w h e r e 
( • • - 1 ) ' " , t , , , , 
• ^ " - - - — ( i , , . ^ ^ j • - - ; < ) [ ( ) + ( ) : c i K , ( B - - - -'-• 
h ^ J t "> "1 , 
n h 
- s 3 ( ^ + 1 ) . , . . ( 3 + m - l ) 
( ) - ( - 3 ) '" -
I.; s ( 3 - 1 ) . . . . ( s - in . 1 ) 
m ! 
'1 
o m (II 
2^ 
where q i s t.ht» d e g r e e of t.lie i n t e r p o l a t i n g pol ynomi al . By 
c h o o s i n g d i f f e r e n t ^step-numbers we? w i l l g e t d i f f e r e n t e x p l i c i t 
me thods . 
By t h e Sotine method of i n t e g r a t i o n and i n t e r p o l a t i o n we ciiji 
ge t C o w e l l ' s methods 
q 
m 
m=--o 
where 
(-I.)"" /-tn -s B-i-2 
t^* == ( t -;<) r ( ) + ( ) 3d;; 
m m 
-n-1 
( -1 ) m 
• a 
A 
(•-•s) r ( ) ->• ( ) :Jdi^ 
rn m 
For q ~2 we obtain the fourth order method which i^ f v i-e:)LAt;>( 111 
used 
h-' 
Y„ ~ 2Y^,.„, -. Y^ „^.., <^> -^  I'^ '-fn-l * ^.-2 ' 
which is called Numerov's Method, 
DEFINITION 2.12 ; 
A linear multi-Btep method (2.12) is said to be stable if 
allthe zeros of ^ ( ^ ^ 1 i-v? inside the unit circle and those on the 
unit circle have multipticity not greater than two. 
THEOREM 2.1 g 
The consistency and the stability of the method (2.12) are 
necessary and sufficient conditions for convergence ,Datilquist 
C4,53. 
THEOREM 2.2 ; 
For £^ny p o s i t i v e K > 2 , t J ie o r d e r of a s t a b l e l i n e a r m i i l t i ' 
s t e p mc-i'thod c a n n o t e ; ; ceed K-f-2 i f K i s> e^veri and K:.+ l i f K i s od(J. 
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This theorem which i s v e r y i m p o r t a n t i n d i c a t e s t l ie 
maximum o r d e r of £* s t a b l e l i n e a r mul t i - s t£?p method ( 2 . 1 2 ) , 
D a h l q u i s t TSD. 
DEFINITION 2.13 ; 
The linear multi-step method (2.12) when applied to the 
test equation (2.8) ia said to have interval of periodicity 
(0,Ha'^),if for all H^ ^ € <0 ,Ho^') , H = xh, all the roots of 
P <.^) -i- H <''(v) -" 0 are complex and are of moduluisi one. The method 
is P-stable if its interval of periodicity is (0,co), 
Numerov's mf;.'thod has the interval of periodicity (0,6). 
THEOREM 2.3 ; 
The order p of a p-stable method cainnot exceed two and th& 
method must be implicit,Lambert and WatsonC221. 
To study the stablity and P—sstal/lity conditions let k----2 in 
equation (2.13) we have 
n^H-l - ^l^n ^ ^'2^,-1 •' ^'^^l^oY"n.l ^ .^^ '^ ''n "^  t^ Y^",,.!) (2.19) 
where a^ '^s and bj^ 's are! arbitrary. 
From (2.17) we find that the formula (2.19) is of first order 
when 
aj = 2 , a2 « -1, ^2 = 1 - b^ ^ - bj (2.20) 
second order when, in addition to (2.'>?0), 
t^ o •- L/o --•• 0 (2.21) 
a-nd third order when in addition to (2.20) and (2.21), 
h^ + b,, •-••-- 1/6 
We apply method (2.;9) to the test equation (2.8).The 
characteristic equation ci\n be written as 
(1 + t>^ H)J*- - (2 - b^H)l + (1 + b^H) - O , H - X-h^ (2.22) 
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S u b s t i t u t i n g ? ••= < l + 2 ) / < l ~ 2 ) i n ( 2 . 2 2 ) , , we gej t 
C4 + H ( l - 2 b j ) . l i ' ^ - 2(2b^., + b^ - 1 ) H2 + H -O ( 2 . 2 3 ) 
Usin:.) t h e FiDutfr-Hur wi i,:: c r i t e r i o n i n ( 2 . 2 3 ) , we f i n d t l i a t t l u ? 
r o o t s of ( 2 . 2 2 ) w i l l , l i e ? w i t h i n the? u n i t c i r c l e i f 
( i ) b j^  < 1 / 2 , 2 b ^ + b j > 1 , H > 0 
OR A 
( i t ) b j > 1 / 2 , 2bj., + b j > 1 , H < •« H, 
o 
2 b J - 1 
For b j < 1 / 2 , b .^^  := (1 ••- b j ^ ) / 2 , b^ , =^  (1 - b j ^ ) / 2 w o b t a i n 
seciiond o r d e r D a h l q u i s t n i e t h o d 
^•H-1 -- '^^'n '• ' ^ v - l - <~^"nH-l + -V", . , -.- Y"^.,..,^) ( 2 . 2 4 ) 
4 
which is P-stable? and second order with minifrium truncation 
error-. For this method (2.24) , equation (2.23) has the? roots 
"•^j ± i (H/4) ^''^  , j -1,2 
The s t a b l i t y i n t e f r v a l ( 0 , h^ ) a s =1 - f u n c t i o n o-f t h e 
p a r a m e t e r s b and b^ i s shown i n t h e F i g u r e 2 . 1 . 
F i g . 2 . 1 32 
Stable 
0 < h < * / ( 2 b , - i ) 
Stable h > 0 
->bo 
iK* ^, ' ' 
C H A P T E R - I I I 
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CHAPTER III 
QBRECHKOFF METHODS 
In this chapter we discuss Obrechko-f'f methods -for the direct 
integration of the general second order initial value problem 
Y" - f(t,Y,Y') , t > to 
Y(ta) =• Yo , Y' <to) « Y'D (3.1) 
and s p e c i a l svecond o r d e r i n i t i a l v a l u e proble*m 
Y " » f <t , Y ) , t > t o 
Y ( t o ) » Yo > Y' ( t o ) =» Y ' o ( 3 .2 ) 
These methods incorporate more analytical information intjo 
the numerical method by using total derivatives with respect to 
t of function f(t,Y,Y') ,of course , when it is feasible to 
evaluate the first few total derivatives. By incorporating more 
analytical information into the numerical methods the efficiency 
of the method can be considerably increased. 
The total derivetivBS with respect to t of <3.1) can be 
Obtained explicitly by formal differentiation and may be witten 
as: 
i'^it, V, Y') - f (t, Y, Y') - f 
a ^ 
^(j)<t Y YM =. -'- f«J-i><t,Y,Y') * Y'(t) f«J-^>(t,Y,Y') 
at ^"^ 
a 
•f f <t,Y,Y')— f ^ ^"^^ <t,Y,Y') , j---l,2, ... 
aY' 
Several authors have developed Obrechkoff methods for 
34 
solving -first order initial value problem Y's=-f(t,Y) ,Y(t.^)^y^^ , 
including Milne C253,Ehle '173, and Lambert end Michel i:24J.But 
here in this chapter we present recent studies o-f Dbrechkof f 
methods -for direct integration of (3.1.) anu (3.2), including Jain 
el at C13D,and Kambo-Goel ri8D. 
P-stablity is an appropriate stability requirement -for 
(3.2) and according to Lambert and Watson C223, the order of a P-
stable linear multi-step method cs^n not e!<ceed two. Dahlquist [311 
has established that a P--stable ' method must be implicit. 
Therefore , there is no future in looking for high order P-stable 
linear multi-step methods. 
3.2. SINGLE STEP QBRECHKDFF METHOD 
A general implicit single step Obrechkoff method can be 
written as : 
P 
Yn+1 - ^n ^ '^^ 'n ^ ^  ^^ ^ ^^^i , i ^ / ' "'' ^ '^i , 2^,+ / ' ""'' ^  
i = l 
V'n^j. = y\, -^ H h^ /3. (f^/^"l> H- (-l)i-^f^,.,/^--i^ (3.3) 
i ^^ 1 
This method defines a one? fitep method using p + :l derivetivejs of Y 
for solving (3.1). Using 
of order 2p+l if we take 
Taylor e;;pantion we see Y' .^j has Brrar 
(2p-i)! p 
fii = < ) , i=l,2, ...,p (3.4) 
(2p) ! ^ 
p p (p - I ) . . , (p - i + 1 ) 
where ( ) --
' i! 
and Yj^ j^ has error of order 2p+l if we take 
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—•'h -H 2y3.,j^ ) . • « a , p - l 
i , l 
1 
2 
i = p (3 .5 ) 
( _ l ) i - l ( j 3 . ... 2j3i.^i) , i - 1 , 2 p -1 
— <-i>p-'A 1 = p (3 .6 ) 
Order o-f method (3 .3 ) i s 2p and l o c a l t r u n c a t i o n e r r o r in 
CrT^lcul a t i on of Y^+i '^^'^ '^'n + l '^'^'^ r e s p e c t i v e l y g i v e n by t h e 
-functional«» 
LjCYCt) ,h.] -^  ^ | . , , 2 P + : Y ( 2 P + 1 ) ,^^ . + p ,^.^ ) 
L o C Y M t ) , h 3 - ^ h2p+ iY(2p+2) (^ . .^  0^^ ^^ , (3_-;r) 
:^ • p V. 
wh e r e 0 < 0, , ^^ < i and by u s i n g Pade" t t i e o r y M i s g i v e n by 
( - l ) P ( p ! )'^' 
P (3 , a) 
( 2 p ) ! ( 2 p + l ) ! 
The? F' 5 t a b . l i t y of the? metfiod f o l l o w s , by v i r t u e of 
/ ( i t ) J ~ 1 f o r e v e r y re»al t , where Ro/r, '• s t h e P ^ -d i agona l p / f J P ' P 
of Pado' (approx imat ion t o t h e e x p o n e n t i a l . 
R, 
Some low order methods with the common error constant for 
n^-vl ^"^ ''"n + 1 "*'"® listed in table 3.1. 
This method has been obtained and discussed by Kambo and 
GoeiniSD. 
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3.3. LINEAR MULTI-STEP QBRECHKQFF METHODS 
For direct integration of <3.2) we can use Obrechkoff 
method o-f the •form 
k I k 
j =0 i = 1 j --0 
This method is explicit if P^^ •- 0 for all i and is 
implicit otherwise. 
The local truncation error of mejthod (3.9) aBSOciated with 
the linear difference operator 
k I k 
J -Ci i == ]. j =~0 
(3-10) 
1 s g I. ven as 
TF == c^,^^^'-'^y'^'-Ul) , t,,..,., <7< t,,„i (3.11) 
where? C.,,^ i-r;, a constant independent of ti. 
To find the characteristic equal i c:)n we apply r(it.:>t.:hc3d (3.9) 
to the test equation 
Y" ::~~ •->?Y , X> 0 
Y(t^> « YQ . Y*(t„) » y*^ (3.12) 
we get 
I 
P(^) - Z <~1)^ H^ -^  °"i<P ="= '^^  (3.13) 
I«l 
where 
k 
f( ) = 5; j^$^ '""^  
j -^0 
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cr-. ( ) 
j = 0 
k - j i •"-•-1, , 1 , H = X'-l-t' 
Fo r k=2 and 1=2 we o b t a i n a t w o step) P ~ s t c i b l e ' f i e thod as 
= K 2 5^Yn = ^^^^y1,0Y"n+l -^Pl lV"n •^Pl2Y"n- l> "<-
( 4 ) ( 4 ) ( 4 ) 
By expc-^nding both sides o-f (3, .14) in Taylor Series about t^.^  
and equating the coefficients of like pjowers of h, we obtain the 
two parameter family of methods of 0(h )s 
.^.r 
+ h^C H\~V2^p^^-^ -p21> ^ ''^ •^^ ^^ n + 1 (4> 
(4) 
- ^,-r"'> -^^il^n (4) , (3.15) 
where ^^^ - -^^ o 
1^1 - '-^ho 
h.2 = ^20 •" — i : i - i 2 0 i o - P2i)3 
24 
with the truncation error 
150 |3j,.) + 180^21 -1'^ 
TE = 
360 
..AD L 
^.-^^- -^l^'jyp^ 
h^ Y^ ''^ ' (7) , 
^ n - 1 '^" "if "' ^ n + 1 (3.16) 
The parameters ^^^^•y and ^21 '^''^' dt?* s^ i'mi ned such that the 
method (3.15) is P-stable. For ,applying the method (3.13) to the 
test equation (3,12) we obtain: 
3S 
-.- (J 
OR 
A Y^ ^^ i - 2B Y,., -. AY,.^ _i - 0 (3.17) 
The characteristic equation 
A^2 - 2B5 +A = 0 (3.18) 
associated with ths method (3.17) will have all its --oots complex 
and of modulus one ii and only i-f 
B + A > O , B -- A < 0 (3. 19) 
lJsin>3 c o n d i t i o n s ( 3 . 1 9 ) , t h e me thod ( 3 . 1 5 ) i s P - s t a b l t t i f 
( i ) p,(., > 1/4 , j32i > f:(l -12i9j(-))/24:J 
OR 
p,^j •»-(3/9j^_/4) - (p^ , . /V2) - 7 / 9 6 =^ 0 
( i i ) ^^0 > 1/2 
J a i n e l a t [ 1 3 3 who h a v e o b t a i n e d t h i s m e t h o d , h a s g i v e n 
c e r t a i r , two atsfp P-Bt»»blo meithoda by c a n a l d » r i n g c w r t a i n c h o i c » « 
of ^ ^ ^ and P 2 1 . 
For t h e v a l u e s P^^-j = 1 /12 and ^ 2 0 '"^ ^'"^'•^ wt? g e t H a i r e r 
me thod 
h*-
^ v M - ^n ^ \ v - ] . - -—^Y"^^^j ... lOY",., + Y - , , _ i ) 
12 
h^ 
( V ('I > . . "^ V ( ^ ) 4. V ('^ > ^ 
1 4 4 
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VMI th the minimum truncation error 
1 
TE = h*''Y*^ '*<7) , JainC12:). 
360 
ior k =-4 and 1 ~-7. method (3.9) will givo -four stage P-stabli 
method which can be written as 
4 
j-0 
'^ P20^^n+i ^p-3 ' (3.20) 
Expanding in Taylor series about the point t = ^ 'n-i ''^"^'' comparing 
the coe-f-Ficients of like powers oF h^we obtain 
3904 552^ :. 330 
^n-M -\,-3 - --<\. ' ^,-2> ^ -^''n-l ^ - - ^'"^  < Y';.,,.^  ^'^•'n-Z^ 
1141 1141 1 ]. 41 
h^(Y,^^/^^ + Y^ ,.-/''^ ) <3.21) 
1141 
o-f order 0(h )and with truncation error 
386017 
115012B0 
Applying the method (3.21) to the test equation (s3. 12) we 
get the charac t r l s t i c equation which i>-fter trans-formation 
Cj - ( H-2 ) / (1-z ) 3 which maps the? i n te r i o r t:f the uni t c i r c l e ) f ( -1 
onto th«» Iwi t tui\l f fJlanBfi the* uni t c;l.rc.l*> onto thw im«iigin#ry 
axiB, th»? point ^--• 1 onto z ~ 0 and tht? point ^ -« -1 onto z K-QO ^ 
reduce to 
^^^-.'.^ + a^z-^ -H a p - O (3.22) 
i^G 
whe?r"t? 
a ^ 780B + 3301^ -^  + 62H 
Q 
^ 
4^ -••• 1,320 + 6(330H^ + 62H^) 
a^ =^- 330H-^ + A2H'^ 
By substituting z"^ = T in <3.22) WG get 
p<f. H-^-) --^ (78081-^ - - 1320T) + <330H'^ + fo2H'^)Cr- + 6T + ;l.) 
The roots o-f (3.23) ia^ra real , distinct and negative for all H. 
Consequently the? roots of (3.22)«rf3 complex and of modulus one 
and hence the meathod (3.20) is P-stable. 
R'ec6?nlly Jain el atTlAD used the properties of the s-stage 
implicit Runge-Kutta methods for the first order differential 
equations to obtain almost auperstable methods of arbitrary 
order, for the direct integration of (3.I),by increasing the 
number of stages s. They have found that Kambo and BoelC18D 
method (3.3) is superstatale with the exception of a finite number 
of isolated values when it is applied to the te»t equation 
Y" + 20(y' +(3^ Y =-. 0 o(,IS > 0 , o(+^ > 0 
Y (t ) = Y Y •' (t ) ss Y' 
Table 3.1 
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Order 
P o4 the jj j2 2! 22 31 32 41 42 1 2 3 4 ^ " ° ^ 
Kthod c(.nstant 
1 2 1/4 1/4 1/2 -1/2 
2 4 1/3 1/6 1/24 -1/24 1/2 1/2 1/720 
3 6 7/20 3/20 7/120 -1/24 1/240 1/240 1/2 1/10 1/120 -1/100800 
4 B 5/14 1/7 ll/li8 -1/24 11/1680 3/560 1/3360 1/3360 1/2 3/28 1/84 1/1680 1/2S401000 
C H A P T E R - IV 
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CHAPTER IV 
STIgFEL-BETTIS METHOD AND ITS MODIFICATION 
FDR DAMPED OSCILLATORS 
4.1. INTRODUCTION 
The general second order initial value problem 
Y" « f(t,Y,Y') , t > tp 
Y<t„) « Y^ , Y'(t^) =» Y'^ <4.1) 
having oscillating solutions arise in a variety o-f physical 
problems.The special second order initial value problem in which 
the -first derivative is absent 
Y" = -f (t,Y) , t yt^ 
and particularly systems o-f these equations occur -f requently, e. g. 
in mechanical , electrical and chwrnic*! flfflQi Rir©rif1§ ppBfeiSflffi: 
Astronomers for over a century have used methods for integration 
of (4.2) which are of the multi-step type. 
Classical numerical methods for solving (4.1) having large 
frequency,, restricts the choice of thei step siza to small values 
because of the stability constraints. The modification of 
classical numerical methods to simulate the oscillating phenomena 
have been discussed by several researchers,including Sautschl 
C83,Salzer 1:27: ,Stief el-Bettis C28D,Jain et al C14, 153, Jain 
C113,and Jain-Kumar C173. These modifications are based on 
forcing the methods to have trigonometric order together with 
polynomial order.Such methods depend on w,the frequency 
associated with the given initial value problem, which is assumed 
to be known in advance. 
Stiefel-Bettls method and all modifications of it are based 
upon a class of multi-step methods;, called Stormer-Cowel 1 method, 
which may be obtained by integrating (4.2) twice between 
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the limits t to t+k which give rise to 
Y(t+k)-Y<t) « k V <t) + 
rt+k 
<t+k-x)-f (K,Y(><))dx 
t 
(4.3) 
Writing (4.3) with k replaced by ~k and adding „ws have 
,t + k 
Y(t+k) - 2Y(t) + Y(t-k) = (t+k-x) Cf (X) +-f(2t-x)ndx (4.4) 
where -f (x ) =-f <x , Y <x ) ) 
Replacing ^(x) by Newton backward interpolating formula o-f, 
degree q jusing the points tp, ...j,tp__ we can obtain Stormer'« 
method when t and t + k in (4.4) replaced by t^ ^ and t^ ^^ j 
respectively as 
5^ v„ 
^^n + 1 •=! -s ^ 3 
(t^ + l-x)Cr (-1)'^ ( ) V'^ -^ n '^ 27 (-!)'"( >V'"^n '^^'' 
m=o m m=o m 
X - t 
n 
where s « 
Vn + l -2Yn + Yn-l = h^ 27 ^<^V"'^n ' 
m"o 
q > O (4.5) 
where 
<-^ >'" r W i 
m 
h2 J m 
<t^^j-x)C( ) + ( )3dx 
m 
(-1) m 
"" -B S 
(l-s>C( > + ( > Dd« 
Q m m 
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- s 
( ) = ( - 1 ) 
m 
m 
s < 3 + l > . . . . ( s+m-1) 
m! 
s 
( ) » 
m 
s ( s - l ) ( s - m + l ) 
m! 
We c a n o b t a i n Cowel 1 ' s m e tho d -from ( 4 . 4 ) when t and t + k are 
r e p l a c e d by t ^ _ j and t ^ r e s p e c t i v e l y a a 
n *=• «+2 
- 2 y n - l * Vn-2 « ^ ^ ^ ^m^^'^^n ' ^ ^ ^ 
m"o 
( 4 . 6 ) 
wher< 
( - 1 ) m •^n - s B+2 
( t ^ ~ x ) n ( ) + ( )3dx 
m ffl 
• n - 1 
= ( - 1 ) m 
r o 
J - 1 
- 6 B + 2 
( - S ) C ( ) + ( )Dds 
m m 
For q "•• 2 we o b t a i n , -from ( 4 . 6 ) t h e - f r e q u e n t l y u s e d Numerov ' 
me thod 
Vn - - V n - i + y n - 2 = <^n + l^^'-^n-l * ^ i - 2 > 
12 
4.1- TRIGONOMETRIC ORDER OF A NUMERICAL METHOD 
There are many numerical methods available -for the 
integration of ordinary di-f f erenti ai equations . Only few of 
them, however ,tAke advantage of «peclal properties of the 
solution of that problem which may be known in advance. Following 
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Sautschi l&l, when the solution of the initial value problems are 
known to be periodic , or to oscillate with a known -frequency 
w » 2tT /T, (T is the known or estimated period o-f the solution) 
then a class of methods based on trigonometric pol ynomials,, i s 
particularly appropriate. 
According to Bautschi ,a numerical method is said to be of 
trigonometric order q relative to the frequency w if the 
associated linear difference operator L^ satisfies 
l-w"^ ^ ' ^^ - '•' ' L^^LCu)s(rwt) ; hD = L,^CSin(rwt) ; hD ^ 0 
L. CCas((q+l)wt) 5 h3 and L rsi n ( (q+1) wt) ; hi 
not both identically zero. (4./) 
Whereas tht.' algebraic order of a numerical methor.' i» p , if and 
on1y if 
LCt'' ; hJ = 0 ,r - 0, 1,2, . . . ,p , LCtP"^^ ; h :i f__ 0 (4.8) 
where L i j; a linear difference operator associated with the 
numerical method. 
4.2. STIEFEL - BETTIS METHOD 
Since Cowell's method is based on polynomial interpolation, 
it integrates polynomials upto a certain degree exactly ,without 
truncation error. But polynomials are special kind of functions 
exhibiting properties not ordinarily encountered in Celestial 
Mechanics. Thus by applying the Cowell's equations for the 
integration of an orbit we are making implicit assumptions which 
Are not satisfied, or at most partially satisfied. 
If a circular Keplerian orbit ia calculated by a fourth or 
higher order Cowel1 equation , it will suffer from a numerical 
instability due to the fact that points obtained by numerical 
integration do not stay on the circular orbit but spiral inwards. 
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Stie^el-Bettis C28D by considering the above deficiencies 
o-f Cowell's method, have developed a modification that will 
perform exact integration of a pure Keplerian orbit (not 
necesBarily circular). 
The differential equations of the unperturbed motion 
(Keplerian motion ) are given by 
Yj = -Yj/r^ , j = 1,2,3 
r ^ 
Yj^ + y^^ + Y^ -' (4.9) 
are nonlinear differential equations and are indeed not the 
equations of the harmonic oscillator ,which have been considered 
by Stiefel-Bettis. 
Stiefel-i-.ettis method is based on th • following differences 
for the solution of (4.2) 
/;^ '^^ Y(0) = h-^ c-F^  + p^Af <C).5) + (3 jA'^ 'f <*->^  "'" PrsA^'f ^ -0.5) 
+ |34A^f<-l> + PsA'^^f <-l'5) + ... 3 (4.10) 
Stiefel adopted the coefficients P^'s to the frequency w 
of the considered oscillatory phenomena by requiring that the 
integration formula (4.10) integrates Cos wt, Sin wt, tCos wt, 
tSin wt, ... exiictly i.e. without truncation errors, such that 
only round-off errors occur. Below we give coefficients of some 
different orders of Stiefel-Bettis method : 
(i> Co»-fficiants of sacond ordar intagratloni 
A^Y(0> - h^Cf^ + P2/\*^f (0)3 
1^ 2 = ^<°^ ) where 
1 
X ( <r ) =-. (Sin~^a" - c?-^  ) , 0^--= hw/2 (4.11) 
4 
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(i i ) Coe-f-f icients o-f fourth order integrations 
a. Exact integration o-f Cos w^t, Sin w^t, Cos ^2^* 
Sin W2t of two distinct -Frequencies w^yW2« 
p^ ^ ^ p^ « (^.^^  + U2) 
Uj - ^^2 Uj - Uj 
P2 "^  ' Pi "•' "l"2 
"1 - "2 "1 ~ *-'2 
(4.12) 
where u. - 'i5in'^cr|j , cT^  = hw^/2 , i « 1,2 
b. Exact integration o-f Cos wt , Sin wt , tCos Mt, 
tSin Mt (resonance case) 
p 4 = f'^o* > , (3-3 =•-• - 2 u f (<^ ) , 
(9 2 =•= Lif ( o' ) + A(a- ) ' Pi ""' -u-^P (. ex- ) 
1 
where? /•• ( c ) = ( S i n o - ) " ^ < < S i n < r )~-^' - ^•^'(Cos & ) ' ~ ' ^ ) ( 4 . 1 3 ) 
16 
( i i i ) S t i e - f e l coe-f-f i c i e n t s o-f o r d e r s i x : 
a . For t h e d i s t i n c t - f r e q u e n c i e s M^ , M^ f W3 
< 1 - u J ) X a' J ) ( 1 - U2 > A < a^2 ^ < 1 - U3) X ( 0-3) 
P^ « .+. ^ ^ 
( U , - U-^) ( U H - U-y) ( U r , - U-r) ( U - . - U U ) (U-y - U , ) ( U T - U - , ) 
4S 
X( a^^) A( cr'2> 
^ 5 = ( I - U 1 - U 2 - U 3 ) / 9 ^ - C + 
(LU - U2) ( U j - u^) (U2 ~ U j ) (U2 - Uj^  
+ 3 , 
^ 4 = -<Uj^+U2> / 3 g ~^'->2' ' "^  Uj^U^ + Uj^'' - Uj^ - U 2 ) ^ 6 
A( cr'j^) - A( ar'p) 
r^  o o **;> 
+ ( U , "I- Uo ) 
A( o - j ) - V 0 - 2 ) 
^'1 '•' '': 
-> •-> J. ^ . . 1 
/92 "* ~'-*l*-'2 P s ~ ''-'l^''-'2 "*" '-'i'-*'?'^ ~ •-ij^u-,) /9 ^  + 
u 4 ~ u o 
J. A C 
^ 1 •"- " 1 ^ 2 / ^ 5 "*" <^'l^'^2 "^  " l " 2 ^ > ^ 6 -^  »-'l"2 
w h e r e u^ == 4 S i n ^ , o< = h w . / 2 , i - 1 , 2 , 3 ( 4 . 1 4 ) 
b . E x a c t i n t B Q r a t l o n o-f Cos wt , S i n wt , tCo« wt , t S i n wt , 
COB W3t , S i n W3t 
1 X{a' ) - Xi <y-r> 
|Q^ a: _ C < l - U ) p ( a - ) + ( J . - U 3 ) - - 3 
U -U-7 U ~ U T 
4S 
1 X 0^  ) - Xor'3) 
Pg = (l-2u - U3) j3 ^  + C f (<^  ) + 3 
u - u-^  u - u-j 
P A - -2u p5 - CSu^ -2u) p^ + f (cr- ) 
P3 -^  (u^ + 2u) ^ 5 + 2(u^' + u^) /9f^  -2uf (<^  ) 
/J2 = - u ^ p g - <2u^ - u^) |3^ + up( <^  ) + ?v( <^  ) 
|3l = u2 P 3 ^ 2 u ^ /3^ ~ u^F(o') (4.15) 
where u ~ 4BinV , U3 - 4Sin*"<7'3, cr".- hw/2 , 0^ 3 = hw3/2 
4,. 3,. M 0 D. IFIC A T; I Q N S . .OF S11EFEI^ r BE.I.T.,I..S ME IHO D 
M.K. J^ (iMrii:i abtaine^d a modification of the? St i ef el-Bett i s 
method whit:h is of trigonometric order one? and of piolynomial 
order two for the general second order IVP of a perturbed 
oscillatory phenomena of the form 
y" + w-^ y -^ f (t,y,y' > 
y(t,) = y^ , y (t„) (4.16) 
in which perturbed force f(t,y,y') is much smaller than the 
restoring force w'=-y, w i 55 the constant frequency. By replacing 
Differential Equation (4.16) with an integro-diff©rence equation 
we have 
^ '"*-n + l 
V^^-n+l' ~ ^CoaCSo-) y<t;^) + y<t,i..i> «* -"-- S(i f1 <W < t - T) ) 
"" ^ ^n 
;< Cg<t) + g(2tr^-t) 3dT (4,17) 
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which after approximating g(T) by Newton backward difference 
formula, resulting in a difference scheme, which can be written as 
y^^l - 2 coo ( 2 0 y^ + y^ .^  - h^ o?"^  sinV <^*n+l * <1 -
2X ) f^  + X^n-j) <A.18) 
1 1 1 
where ^ » C D , cr'» wh/2 
4 sin'V o^ 
The difference scheme (4.18) has the trigonometric order one and 
polynomial order two. 
By assuming that the function f(t,y,y') is independent of y' and-
replacing function f in <4.18) by the function w*y + f<t,y) i.e. 
if we write (4.16) as y" » •f(t,y) then Stiefel-Betti« 
method can be obtained 
Vn+l - 2yn + Vn-i = ^^ ^  >^n + l "^  <l-2A>f„ + M^_^> (4.19) 
M.K.. JainClll obtained a two-step implicit method for the IVP 
(4.1) of the form 
Vni-l - 2yn + yp,.! = h^C ^ f ^ ^^ + (i-2X ) f^ + Xf^.^ 3 (4.20) 
* n ± i • • f < t n ± i » V n + i ' y ' n ± i > • ^'^'^ 
where 
y ' n + 1 " —-— C(3-u)y^^^.i " ^^-^Oy^, + y ^ - i 3 
h s i n2<r' 
XT' 
y ' n - i ~— C- Vn+i ^ ( 4 - u ) y ^ - ( 3 - u ) y „ _ j 3 
hain2<r 
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"^  ) ii^^, - -F.^ ,^) (4.21) y'n =^  — 7 - — Cyn + l " Vn-l^ ^^n+1 " -^ n-l 
hsin2<r 20 
u -•= 4sin^ o-' , <^ = wh/2 , A= (sin~''<^  - <F'^ )/4 
which is the modi-f ication ai thss Stief el-Bettis method <4. 18) . 
The method (4.20) has local trunction error of 0<h^> and can be 
writte-?ri as 
h^ 
j^ ... c - 45 Pf/^^ + l35Gr,Pr/°^ ^ + 75(28'^, - C3^^)Pn^^^ 
10800 
+ (-99w2 Q^ + 300Q"j., - 300G^Q'^)Pj^^-^^ 
-120 H^ ^ (P^^-^^)'^ + O(h^) (4.22) 
where 
p (.11) ,„ y(m) ^^ ) .^ ,^ 2 ((m-2)(^ ) ^ > 2 
n ' n ' n — 
9y' "by'^ dt Bt-^ 
Principal part o-f (4.22) vanishrasi for the functions 1, t, t"^,, t^ ', 
Sin wt, cos wt For w ^o . In the limit as w ~-> 0,"" > ca and 
^ —:.-•• 1/12 the Stiaf6,»l~E!i©ttiB method <4. 19) and the method 
<4.20> when f is independent of y', reduces to the Numerov's 
method. 
Jain made Sti ef csl-Betti s method explicit by uit»ing (4.17) 
for (4.18) when the function f is independent of y', which can be 
written as 
SinV 
Y^^^ = 2coB(2'7' ) y^ - y^_^ + h^ i^ (4.23) 
2 
DC 
Thus the modified Stiefel-Bettis method <4. 18) for f(t|,y) may b« 
made explicit with the help of (4.23). We have 
Yn^l - 2Cos(2cr) Y^ - Y^_^ + h-^  C A f^^ 
Sin'^ 
U ~ 2 A > •<^n "^  ^ '^ n-1 ^ (4.24) 
Where 7,, + ! i s g i v e n by ( 4 . 2 3 ) . The l o c a l t r u n c a t i o n e r r o r of 
(4 .24) may be o b t a i n e d i n t h e fo rm 
h^ 5 
L t ^^-^ « (P „ ^^^ f"-'„^'*^ G) + 
ri n n n 
240 3 
The method (4.23) and (4.24) together, are> the modified Stief el-
Bettis method made explicit and of trigonometric order one with 
local truncation error of 0 ( h ) . 
Recently Jain and Kumar C163 obtained another modification 
of Btiefel-Bettis method which is of trigonometric order one and 
of polynomial order four for differential equation (4.1) which 
can be written as 
1 ^ 
VnH. -^ V'n " ^n-l = -;— ^^ E >. ^  + n + l ^ "^n-l^ "^  ^ 2 "^  n 
•^  ^ 3^'^n+l/2 '*' '^ n-.t/2 ^  
8 
n + l ~ •*^^^n+l' "^ n + l' ''^ 'n+l 
^n+1/2 "^  '''^ ^^ n+1/2' ^n+1/2' ^'n+l/2' 
^n - '^^n '^n '^'n^ 
^n -- ^ <tn.' yn' Y'^> 
^, + 1 -- ^(t^^j, y^^j, y'^^^^) (4.25) 
where 
-6(i - 6 X > 4(1 -• 12 ^  > 
A 4 "= ' ^^' " — ; 
1-48 A o-'^<l-48X ) 
3C2 + (T"^  - 2 (12 + o-^ ' ) > 3 
;^ ^ ^ _ 
<r'^ (l--48 A ) 
CI - 3(4 - 0-2 ) ^  3 
a-'^  (1 - 48 X ) 
and == C - ----- -J , "T-^  wh/2 . 
4 Sin^o- (T^ 
using following approximations for Yp + i/oj ^'n' ^'n + l/?' '^^'^ ^'n+l ' 
2h 
1 
V'n+1 = — -^'Vn + l - '^ Vn "^  Vn-1> 
2h 
1 
y'n-i = <-yn + l ^ ^Vn - -^yn-l> <^-26> 
2h 
The local trunction error associated with the method (4.25) is 
given by 
54 
"•"n "• ^'^^ ^ 7 •^S - 24 A 2 ( 1 + 4 0 ( a ^ + a 2 ) + S a j ) 
2880 
1 4 4 
h^ 
R + 0 (h^*-') ( 4 . 2 7 ) 
( 1 0 ! ) 
Where 
R - 30 y ^ ^ S ^ - 1356 w ^ y , / ^ ) ^ 1^ , -^ /2) _ ^^ ^^ ^ (2 ) ^ ^33^ 
- 3 3 6 (P|../^'^ - F ; / - ^^ ) w2 
P .<^ ^ =^3y^ / , ^> B , . 5 ( y , / 3 ) , 2 , ^ ^ 
• " n ' " ' ^ - 4 y ^ ' 3 > G ' ^ + y ^ - ' Q , (4 ) n ~n 
P^<3) . 30^^^ (3) 3, ,^ , 1 5 y ^ / ^ > 6 ' , , . 6 y ^ ^5) 3>_^  „ 1 0 ( y , ^ < 3 > ) 2 H ^ 
^+ b^f dG 
G » ^ H ^ ^ 3 , _^ ^ ^ ^^_ 
d y 3 y ' 2 ^^ 
r , / l > -. 3 ( 4 y ^ < 5 ) .. 5 P ^ < 2 ) 3 , ^ ^ , ^3^^^<6) . p^ < D . P ^ < 3 ) , B ^ , 
r ^ ^ 2 ) „„ 2 i < 4 y ^ ( 5 ) _ 5 p ^ ^ ( 2 ) ) 3 , . ^ ^ 1 4 ( 3 y ^ < ^ > + P^ < 1 > ... P , / ^ ) ) ^ . ^ ^ 
•M12y^<-^> - 7 y ^ < 7 ) - 7 P „ < ^ ) ) B ^ , 
<4) ^ o,-,.. (3 ) P , / " ' - 2 0 y ^ / - > G-'^^ . 15y,<^>G"^ -H 12 y ^ / ^ ) 3,^^ , 2 y , < ^ ^ 6 , 
2 0 ( y _ ' • - • ^ 2 ^ , - l O y ' - '^ y ^'^^H 
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-P,/3^) S'^ ^ + (16Sy^/^> - 112P^ ^^^^^n 
'di dF 
p« ^ p.= 
8y dt 
3^ ^ C. { 24 f 2016 (aj + a^) + 63a;,_ } Vj..^^^^ ~ 672 ajPr/^^ 
+ 448 a., r,.^ ^^ ' - 7a3q^/^^TG^, 
q^<l) « 45(5y^/S^ - AP^^2>)F^^ + 3(7y,,/^ > - 20P^/2^B'„, 
+ (57y^ <'^ ^ •<• 16 (P,./^ ^ -• P^^''M)G^, 
a^  == < XT; - 8/J ) / <2A^2 ^ 
a^ -^•= (~2Z^y - 4/^ 2 + 112Aj )/ <720^ 2^ ^  
^3 '^^  (-7;^-^  - 56A^ + 128Aj )/ (360 A-:, ) 
Truncation error <4.27) is of order 8 i.e. 0<h ). 
When the frequency is large the methods* which are having 
both trignometric order and the polynomial order provide more 
accurate results, compared to the methods having only polynomial 
order. 
C H A P T E R -
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CHftPTER V 
BLOCK EXPLICIT METHODS FDR NON-LINEARLY 
pAMPgp gSCILLATPRg 
5.1 INTRODUCTION 
The novel property o-f the methods we «r© discuftsing in this 
chapter is that of simultaneously producing approximations to the 
solution o-f general second order initial value problem 
Y" =•• f (t, Y, Y' ) , t > t,^, 
Y<t^) = Y„ , YMt„) = Y'^ <5.1) 
.and the special second order initial value problem 
Y" =•• -f- <t,Y) , t > t^ 
Y(t„> « Y„ , YMt„) » Y'^ ^ (5.2) 
at a block of points t^ ^^ j^  , n^+'? ' '•" '^n + k ' '^ '^ ^^ •^  methods are 
self starting and permitting easy changrs of step length. Their 
advantage over other methods lie in the fact that they are less 
expensive in terms of function evaluations for given order. 
Block methods first proposed by Milne C2S3 who advocated 
their use only as a means of obtaining starting values for 
predictor—corrector methods. Col lata C23 also introduced these 
methods for the above purpose. Milne's formulas are based on 
Newton-Cote's integration methods. Rosserr:263 developed Milne's 
proposals into algorithms for general use . Also Rosser 
emphasised that it is often not advantageous to reduce the 
systems of higher order equations to a system of first order 
equations . For higher order equations one can use special 
formulas which are more efficient. 
To start a Block method we need the values of Y„ and Y'„. 
o o 
We keep on adding new points and improving upon the values at the 
0 / 
previous points , till the solution at all the points in a block 
obtained to the same order O'f accuracy. A-fter completion o-f one 
block we take 
^o ^-— ^n ' Y„ ^~- Y^ , Y^„ « Y'^ ^ , -f „ f-— i^ 
where n can be 3 or 4 or 5 or more , and repeat the? calculations 
from the begining till the end point of the interval of 
intesgration is reached. 
5.2 BLOCK EXPLICIT METHODS FOR Y" « F(T .Y) 
Chakravarti and Worland i l l have given n-point block 
explicit methods of order n for n =•• 3 to 10 for the direct 
integration of (4.2). They observed that following this approach 
higher order methods can be easily constructed . We need only the 
values of Y^ ^ and Y'^ ^ to get the block started . The six point 
block explicit method based on 10 function evaluations per block 
is given as 
^o - -f^^o' Yo>' 
h2 
Y], - ^a -^  ^ ' Y'o -^  -^ o ' -^ 1 " -^ ^^ 1 '^1^ 
-^  Y„ + 2hY'^ •. (2f„ + 4fi) , f2 - •f<t2 , Y^) 
h2 
Yl == ^a -^  hY'„ + (7f„ -H 6f 1 - f^) , -fi "•• f (ti ,Yi) 
24 
r> 
I"'" = ... _ 
Y-v - Y_ + 3hY' + (9f,_ + 18f. + 9fo) , f-r = "f <t-r , Y,) 
8 
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Yy, ^ Y „ + 4 h Y ' + <5< -^f^ r, + 192-f i + 48+V, + 64^-^) , 
1440 
h 2 _ _ 
Y j •-•= Y^ -t- 2 h Y ' ^ •>- — - ( 5 3 f ^ j + 14Af^ -- 3 0 * 2 •*"^^''*3 " ^^+4^ ' 
90 
•f o =-  f (t--, , Yo) 
h ^ 
Y , =^  Y,, + 3 h Y ^ ^ + (147f-^ + 468-f . + 54+2 '^ ^*'-'^'^. "" *^^4^ ' 
160 
•f-:• » f ( t t , Y 3 ) 
h2 '^ "^  1 
Ye- == Y + 5 h Y ' + ( 4 7 5 - f „ + ISOOf . + 750-?^ + SOO'f-, +375+4) , 
Z) 
288 
+ =.. « -f ( t ^ ,y^) 
h 2 
Yc, = Y „ + 5hY'^, j + (3050+^.3 + l lB75 - f j ^ + 2 5 0 0 + ^ + 6 2 5 0 + 3 
3 o 
2016 
+ 1250+4 "^  275+5 ) ' •''5 ' •^^^S ' "^5^ 
h Y ' g « hY'^ j + <*^5^o ••• •'^'75+1 + 250+2 +25O+3 + 3 7 5 + ^ + 95+g) 
288 
( 5 . 3 ) 
In this method we keep adding new points and improving upon 
the values at the previous points,, till the solution at all 
points in a block is obtained to the same order 0+ accuracy. Y' 
will be calculated at the last point 0+ the block. Method (5.3) 
has an accuracy a+ order six. When calculation 0+ one block is 
completed, we take 
*o ^~- ^5 ' Y^ <-- ^5 ' ^'o <•- Y'S ' -^ o ^  -^ 5 
5S 
and repeat the calculations -from the oegining till the end point 
of the interval of integration is reached. 
Another Block explicit method has been developed recently 
by Kumar C213 for the equation (5.2) . The three po.nt block-
explicit method of Kumar which iB of trigonomBtric order one 
polynomial order one , ia given by 
Y^ =-- Y^ + Q f l h Y ' o + ^ 1 0 ^ 2 ^ 0 ' -^1 - - f ^ ^ l ' Y i > < 5 . 4 a ) 
"^2 " "^o * ° ' 2 ' ^ ' ^ ' o •*• ^^^'^iO'^o •*• ' ^ l l ' ^ l ^ ' "^2 " • ' ' ^^2 ' "^2^ ( 5 . 4 b > 
Y^ = Y^ -K - < * l h Y ' „ + h 2 ^ 2 0 - ^ ^ " ^ ^ 2 1 ^ 1 * °<22^2> ' "^1 " " f ^ ^ l ' ^ l ' 
< 5 . 4 c ) 
where o^ .'s ?'Vj <' s and 0j j ' s are obtained by making 
(5.4a) exact for Y(t) - 1, e^ '^ *-
(S.4b) exact for Y(t) « l,t,e^ *^ ^ 
(5.4c) and (5.4d) exact for Y(t) « 1, t,, t-^  „ s^  *^*^  (3.5) 
where w is the freqency associated with the given initial value 
problem (5.2). This method has trigonometric order one and 
polynomial order one and as w —* 0 it has polynomial order 3. 
Kumar C213 has derived n-point Block explicit methods for 
n = 3 to 6 of trigonometric order one and polynomial order (n~2) 
for the direct integrt<tion of (5.1). 
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5.3. BLOCK EXPLICIT METHODS FOR Y" » F(T .Y .YM 
Kumar C213 has obtained series o-f Block explicit methods 
•for (5.1) which are <i> oi polynomial order and (ii> 
trigonometric order. He showed that for problems (both linear and 
nonlinear with or without -first derivetive terms) with large 
•frequency , the methods having trigonometric order produce more 
accurate results . 
S.3.1. BLOCK EXPTICT METHODS OF TRIBONOMETRIC ORDER FOR 
Y" - FiT.Y.Y') 
The 3-point block explicit method of trigonometric order 
for <5.1) can be written as 
+ o " -^^^o 'Yo ' Y ' o > 
Sin2o^' Sin'^o^ 
y a y + h y ' + h^ — " f „ 
1 o o _ o 
2<r' 2cr^ 
Sin2f f ' _ „ _ 
Y ' l - Cos2<7' Y ' o + h f g , f j « f < t i ,Y j l Y ' j ) 
20-
Y„ + 2hy ' + h2<o<,,,f„ + o ^ , , f , ) 
" 2 == Y ' „ + h ( ^ l Q f ^ + / S j i f j ) , f 2 = f ( t 2 ,Y2 , Y ' 2 ) 
Yl - Y^ + h V ' ^ + h^<0f20^^ ^ < ^ 2 1 ^ 1 •^ '^22^2> 
Y ' l = Y ' „ + h<^20^o + ^ 2 1 - f l + /322f2> > U '" "^  ^ ^^ , Y j , Y ' ^ ) 
Y j « Y„ + 2 h Y ' ^ + f^^<^30^o * ^ 3 1 ^ 1 * *^32^2> 
» as 
Y ' 2 = Y ' „ + hifi^Qi^ f / 3 3 j f j + ^ 3 2 f 2 ) , f - f ( t 2 , Y2, Y ' j ) 
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Y ' l « Y ' ^ + h<^20-F„ + / 9 2 i f i + /322^2> ' ^ " "^  <^1 ' ^1 ' ^'i^ 
Y2 » Y^ + 2 h Y ' ^ ^ f^<'*'30-^o -^  <^31^1 ^ ^32-f2> 
Y ' 2 = Y ' o * »^</330-f 0 - ^ / ^ 3 1 ^ I ^ /^32^2> < = "^> 
w h e r e <^» w h / 2 . 
For de?termininQ coef-ficients, in addition to the coe-f-ficient 
given in <5.5),the remaining coef•ficients are given by 
S i n 2 o " 
^ 1 1 =^  — - ~ — 
tr' ^2. S i n (T 
P Ijrif ** L •"— ~ ~ •" — — — — — — — J 
2 S i n ' V 4 or Cos o* 
, Sinff' 
- P 2 1 " 2 P22Cos2<r 
2 0" Cosff' 
/S jo ~ 1 "• P 21 ~ ^ 2 2 
1 1 Cos^o- 1 
^ 3 2 =" C — e^D 
2 Sin'^tr' (T^ Sin2<^ 
4^ 
djl " - 2A'32Cos2ff ' 
Sin2ff' 
ko-' ~ S inko^ 
^ZO •''"' 2 ~ ^^31 ~ ^^32 . 'Where , B,^  «= , k > 2 ( 5 . 7 ) 
4<r'" •-4 
C2 
5.3.2. BLOCK EXPLICIT METHODS OF POLYNOMIAL ORDER FOR 
Y" » F(T • Y. Y' ) 
The 3~point block explicit methcDd of polynomial order for 
the solution of (5.1) which is same <a» the method discussed in 
section 5.3.1 when w 0 . This method can be written as 
^o " -^ ^^ o '^o 'Y'^) 
Yl = Y„ ^ hY'^ -^  — f ^ 
Y'l = Y'„ 4- hf^ f J - f (tj ,Vi ,Y'i) 
2 
Y^ =•• Y„ + 2hY' 2 o o —(2f„ + 4fi> 
a 1 3 
Y'2 - Y'„ + 2hfi 
•^ 2 " ^^^2 '^2 '^'2^ 
"^1 " "^ o * '^'^ '" * <'7-f~ + <^-f * - -fo) o • • • o 
24 
h _ 
Y'j " Y'^ + <5f^ + 8fj - f^) 
12 
m a 
fl « f<ti ,Yi ,Y'i) 
Y2 = Y^ + 2hY'^ + <2f^ + 4fi) 
Y' 2 Y'o ^ • — < ^ o ^ ^^1 ^ -^2^ fo « -f (t, ,Yo ,Y',) 
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24 
12 
h2 
Y2 = Y^ + 2hY'„ + — < 2 f „ +4fi) 
3 
When the method (5.8) is applied to the test equation 
Y" + 2o<Y' + P'^ Y « 0 , ai,/3 > 0 , <:/+/3 > 0 (5.9) 
we obtain the characteristic equation of the -form 
A(Hj , ^ 2^?^ •*• ®^^1 ' ^ 2^? •*• '-^ '^ 1 J ^ 2^ " ^ (5.10) 
where Hj = o(h , H2 » |9b. 
It is -found that for H^ « 0 , the roots f^  , i »1,2 of (5. 10>are 
complex and of magnitude one . and for H^ » O , the roots ?| " 1 , 
If2l< 1 ., method (5.8) has interval of periodicity and interval of 
weak stablity. 
R E F E R E N C E S 
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