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HALF-SPACE KINETIC EQUATIONS WITH GENERAL BOUNDARY CONDITIONS
QIN LI, JIANFENG LU, AND WEIRAN SUN
Abstract. We study half-space linear kinetic equations with general boundary conditions that consist of
both given incoming data and various type of reflections, extending our previous work [LLS14] on half-
space equations with incoming boundary conditions. As in [LLS14], the main technique is a damping
adding-removing procedure. We establish the well-posedness of linear (or linearized) half-space equations
with general boundary conditions and quasi-optimality of the numerical scheme. The numerical method
is validated by examples including a two-species transport equation, a multi-frequency transport equation,
and the linearized BGK equation in 2D velocity space.
1. Introduction
In this paper we propose an efficient numerical method for linear half-space kinetic equations with general
boundary conditions
µ∂x ~f + L~f = 0 , in (0,∞)× V ,
~f
∣∣
µ>0
= ~h(µ) +K
(
~f
∣∣
µ<0
)
, on x = 0 ,
(1.1)
where the density function ~f(x, v) ∈ Rm with m ≥ 1 for x ∈ [0,∞) and v = (µ, v) = (µ, v2, · · · , vd) ∈ V.
Typical examples for the velocity space V include the whole space Rd, as in the case of the Boltzmann
equation, and V = [−1, 1] as in the case of the transport equation. By allowing higher-dimensions in ~f
and v, we include multi-species models and models with multi-dimensional velocity variables such as the
linearized Boltzmann and linearized BGK equations. The setup also includes the multi-frequency case where
the frequency variable can be treated as an index for multi-species after discretization.
The operator L in (1.1) is a linear operator, examples of which include the scattering operator in the
linear transport equations, the collision operator in the linearized Boltzmann equations and the linearized
BGK equation. The operator K is the boundary operator which characterizes various types of reflections
at the boundary. Two classical examples for the reflections are the diffuse and specular reflections. It will
be discussed in details in Section 2.2 that our method applies to a general class of boundary operators
including Maxwell boundary condition (linear combination of the diffuse and specular reflection), bounce-
back reflection, and also the more general (linearized) Cercignani-Lampis boundary condition.
It is well known that to ensure the well-posedness of equation (1.1), one needs to prescribe suitable
boundary conditions at x = ∞. The precise conditions were first formulated in [CGS88] for the linearized
Boltzmann equations with prescribed incoming data. This type of well-posedness result has been extended to
general linear/linearized half-space equations and weakly nonlinear half-space equations with both incoming
and Maxwell boundary conditions (see e.g., [Gol08,ST11,UYY03]) and also to discrete Boltzmann equation
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with general boundary conditions [Ber08,Ber10]. This is also the setting that we use for developing numerical
methods. Now we briefly explain the details of the formulation of the boundary condition at infinity. Denote
the null space of L as NullL which is assumed to be finite-dimensional. Let P be the L2-projection operator
onto NullL and P⊥ as the corresponding orthogonal projection operator such that
P : L2( dσ)→ NullL , P⊥ = I− P .
Define the operator P1 : NullL → NullL as
P1 ~f = P(µ~f ) for ~f ∈ NullL.
It is clear that P1 is a symmetric operator on a finite-dimensional space, and hence all its eigenvalues are
real. Denote the eigenspaces of P1 associated with positive, negative, and zero eigenvalues as H+, H−, H0
respectively. Then NullL is decomposed as
NullL = H+ ⊕H− ⊕H0 .
Using these notations, we prescribe the boundary conditions at x =∞ in a similar way as in [CGS88] such
that
lim
x→∞
~f ∈ H+ ⊕H0 .
The complete form of the kinetic equation considered in this paper reads
µ∂x ~f + L~f = 0 ,
~f
∣∣
µ>0
= ~h(µ) +K(~f ∣∣
µ<0
) , x = 0 ,
lim
x→∞
~f ∈ H+ ⊕H0 ,
(1.2)
More specific assumptions regarding L and K to guarantee the well-posedness of (1.2) will be discussed in
Section 2.
Half-space equations with general boundary conditions are frequently encountered in electric propulsion for
satellites [GK08] and photon transport in solid state devices [HM14,HRB10], among many other applications.
The standard treatment of this type of equations is the Monte Carlo method [HRB10]. There are also special
cases where analytical solutions are possible [HM14].
In [LLS14] we developed a direct systematic method to solve half-space equations in the case of pure
incoming boundary condition (when K = 0). There are also other direct numerical approaches for this
case proposed in [Cor90, GK95]. Compared with our approach, these methods suffer from severe Gibbs
phenomena and lack of error analysis or systematic strategy to reduce numerical errors. We also note that
the method for linearized discrete equations in [Ber08] can be applied to solve the continuous half-space
equation by approximating it using discrete velocity models. Unlike [Ber08] which focuses on the analysis
of the discrete model, our goal here is to approximate the solutions to the continuous half-space equation
using a spectral type method with convergence analysis.
The present work extends our previous method to the case when various reflections are involved. The main
difficulties that we need to overcome are the degeneracy of L, the derivation of a proper weak formulation
involving K, and the fact that the boundary conditions at x = ∞ are part of the solution instead of being
prescribed. To this end, we apply similar procedure proposed in [LLS14], which combines and extends
the ideas of even-odd decomposition [ES12] and a damping adding-removing procedure [UYY03, Gol08].
More specifically, we first modify L by adding damping terms to it (see Section 2.1). This will remove the
degeneracy of L and ensure that the end-state of the damped solution at x =∞ is zero. Both analysis and
numerical schemes are then performed on the weak formulation of the damped equation, which is derived
by applying an even-odd decomposition with mixed regularity [ES12] of the (damped) solution ~f . One
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important advantage of the even-odd decomposition is that it leads to a natural way of constructing a
family of basis functions that captures the possible jump discontinuity of the solution at µ = 0, by the odd
extension of the basis functions constructed for positive µ. This discretization of the velocity space based
on even-odd decomposition turns out to be equivalent to the double-Pn method developed in the literature
of solving neutron transport equations, see e.g., [Tho63]. We also comment that the appearance of the
boundary operator K introduces extra difficulty into formulating the weak form of the half-space equation.
The difficulty comes from the fact that only the even part of the solution ~f+ has enough regularity to define
a trace on the boundary. Our main idea here is to use the properties assumed for K in Section 2 to represent
the odd part ~f− on the boundary in terms of ~f+.
Our numerical method is spectral in nature: we apply Galerkin approximations to the weak formulation
and use Babusˇka-Aziz lemma to show that the damped equation is well-posed and the finite-dimensional
approximation is quasi-optimal. It will be clear that the damping plays a crucial role here. Finally, we
make use of the linearity and use proper superposition of certain special solutions to the damped equation
to recover the original undamped solution.
A by-product of the above procedure is that we obtain a unified proof for the well-posedness of the half-
space equations with general boundary conditions. This well-posedness theory is general enough to include
multi-species and multi-dimensional (in velocity) half-space equations.
The layout of the paper is as follows. In Section 2 we explain all the assumptions for the linear operator L
and the boundary operator K. In Section 3 we prove the well-posedness of the half-space equation using the
damping adding-removing procedure. In Section 4 we show three numerical examples which cover the three
cases of multi-species, multi-frequency transport equations and a multi-dimensional (in velocity) linearized
BGK equation.
2. Main Assumptions for L and K
In this section we collect the conditions on the linear operator L and the boundary operator K.
Notation. In this paper we denote〈
~f, ~g
〉
v
=
∫
V
~f · ~g dσ , and
〈
~f, ~g
〉
x,v
=
∫
R
∫
V
~f · ~g dσ dx ,
where dσ is a measure in the velocity space. Throughout this paper we assume that the measure dσ is
symmetric with respect to µ.
2.1. Main Assumptions for L. In this subsection we state the general assumptions for the collision
operator L. First, define the weight function (attenuation coefficient)
a(v) = (1 + |v|)κ0 (2.1)
for some 0 ≤ κ0 ≤ 1. The first four basic assumptions for the linear operator L are as follows:
(PL1) L : D(L)→ (L2( dσ))m is self-adjoint with its domain D(L) given by
D(L) = {~f ∈ (L2( dσ))m∣∣ a(v)~f ∈ (L2( dσ))m} ⊆ (L2( dσ))m ,
where a(v) is defined in (2.1). Such space arises naturally for linear/linearized collision operator
since in many cases L has the structure as
L = a(v)I + L1 ,
where L1 is a bounded or even compact operator.
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(PL2) L : (L2(adσ))m → (L2( 1a dσ))m is bounded, that is, there exists a constant C0 > 0 such that∥∥∥L~f ∥∥∥
(L2(
1
a dσ))
m
≤ C0
∥∥∥~f ∥∥∥
(L2(a dσ))m
.
(PL3) NullL is finite dimensional and NullL ⊆ (Lp( dσ))m for all p ∈ [1,∞).
(PL4) L is nonnegative: for any ~f ∈ (L2(a dσ))m,∫
V
~f · L~f dσ ≥ 0 . (2.2)
Assumptions (PL1)-(PL4) are general enough to include many classical models such as the linearized
Boltzmann operators (around Maxwellians) with hard-potentials, the linearized BGK operator, and linear
transport operators for single- or multi-species. In fact, these classical operators satisfy an even stronger
coerciveness property: ∫
V
~f · L~f dσ ≥ c0
∥∥∥P⊥ ~f ∥∥∥2
(L2(a dσ))m
, (2.3)
where recall that P⊥ = I− P and P : (L2( dσ))m → NullL is the projection onto NullL.
We need one last essential assumptions on the coercivity of a damped version of L on the whole (L2( dσ))m
but not just (NullL)⊥. To properly explain this assumption, we introduce several definitions related to the
null space of L. Recall that P1 : NullL → NullL is the operator given by
P1(f) = P(µf) for any f ∈ NullL .
Note that P1 is a symmetric operator on the finite dimension space NullL. Therefore, its eigenfunctions
form a complete basis of NullL. Denote H+, H−, H0 as the eigenspaces of P1 corresponding to positive,
negative, and zero eigenvalues respectively and denote their dimensions as
ν+ = dimH
+, ν− = dimH−, ν0 = dimH0 .
Let X+,i, X−,j , X0,k be the associated orthornormal eigenfunctions with 1 ≤ i ≤ ν+, 1 ≤ j ≤ ν−, and
1 ≤ k ≤ ν0. Note that if any of ν±, ν0 is equal to zero, we simply do not have any eigenfunction associated
with the corresponding eigenspace. By definition, these eigenfunctions satisfy
〈Xτ,γ , Xτ ′,γ′〉v = δττ ′δγγ′ , 〈µXτ,γ , Xτ ′,γ′〉v = 0 if τ 6= τ ′ or γ 6= γ′ ,
〈µX0,j , X0,k〉v = 0 , 〈µX+,j , X+,i〉v > 0 , 〈µX−,j , X−,j〉v < 0 ,
where τ ∈ {+,−, 0}, γ ∈ {i, j, k}, 1 ≤ i ≤ ν+, 1 ≤ j ≤ ν−, and 1 ≤ k ≤ ν0.
Our method relies on full coercivity of the collision/scattering operator on (L2(adσ))m instead of the
partial one in (2.3) on (NullL)⊥. Hence, instead of working directly with L, we add in the damping terms
on the modes in NullL and define the damped linear operator Ld as
Ld ~f =L~f + α
ν+∑
k=1
µ ~X+,k
〈
µ ~X+,k, ~f
〉
v
+ α
ν−∑
k=1
µ ~X−,k
〈
µ ~X−,k, ~f
〉
v
+ α
ν0∑
k=1
µ ~X0,k
〈
µ ~X0,k, ~f
〉
v
+ α
ν0∑
k=1
µL−1(µ ~X0,k)
〈
µL−1(µ ~X0,k), ~f
〉
v
,
(2.4)
where α > 0 is some constant damping coefficient to be determined later. The motivation of defining Ld
in such a form is as follows: the operator L normally will provide bounds for the orthogonal component of
~f in (NullL)⊥. With the added damping terms to dissipate the modes in NullL, we expect that Ld will
satisfy certain full coercivity condition on (L2( dσ))m. On the other hand, this added damping effect can
be eventually removed using linearity of the equations. The precise assumption of L regarding its coercivity
states
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(PL5) There exist two constants α, σ0 > 0 such that the damped operator Ld satisfies∫
V
~f · Ld ~f dσ ≥ σ0
∥∥∥~f ∥∥∥2
(L2(a dσ))m
(2.5)
for any ~f ∈ (L2(a dσ))m.
It will be shown in Lemma 4.2 that the coercivity condition in (2.3) combined with the form of Ld in (2.4)
implies (PL5), and hence (PL5) is a natural assumption for many examples.
2.2. Main Assumptions for K. In this part we specify conditions for the boundary operator K. These
conditions are stated in rather general forms and are satisfied by a large class of boundary operators. Recall
that we have denoted v = (µ, v) = (µ, v2, · · · , vd). Denote the incoming and outgoing parts of the velocity
space as
V+ = {v = (µ, v)|µ > 0} , and V− = {v = (µ, v)|µ < 0} .
We consider the general case where the boundary operator K consists of various types of reflections in the
sense that there exists a coefficient αr ∈ [0, 1) and a scattering kernel kr (which is a positive measure) such
that
K = αrKr , [Kr ~f ](v) =
∫
µ′<0
kr(v, v
′)~f(v′) dσ(v′) for v ∈ V+ . (2.6)
The main assumption for such K is
(PK) The reflection operator Kr satisfies that∫
µ>0
µ
∣∣∣Kr ~f ∣∣∣2 dσ ≤ ∫
µ<0
|µ|
∣∣∣~f ∣∣∣2 dσ . (2.7)
There is a large family of reflection boundary operators Kr that satisfy (PK). In the literature, the
reflection boundary operator for nonlinear kinetic equations of a single species is usually written as
[KrF ](v) =
1
µ
∫
µ′<0
µ′R(v, v′)F (v′) dv′ , v ∈ V+
for some scattering kernel R. If we consider the linearization around the equilibrium state such that
F = M +Mf ,
then the linearized version has the form
[Krf ](v) = M
−1(v)
µ
∫
µ′<0
µ′R(v, v′)f(v′)M(v′) dv′ (2.8)
We show in the following lemma that as long as Kr satisfies the classical normalization and reciprocity
conditions, then the main assumption (PK) holds:
Lemma 2.1. Suppose M is a scalar equilibrium state and dσ = M dv where dv is the Lebesgue measure.
Suppose Kr has the form as in (2.8). If R satisfies the normalization and reciprocity conditions:
|µ′|M(v′)R(v, v′) = |µ|M(v)R(−v′,−v) , v ∈ V+ , v′ ∈ V− , (2.9)∫
µ>0
R(v, v′) dv = 1 , v′ ∈ V− , (2.10)
then (PK) holds.
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Proof. Note that an immediate variation of (2.10) is∫
µ′<0
R(−v′,−v) dv′ = 1 , v ∈ V+ . (2.11)
By the definition of Kr, we have∫
µ>0
µ |Krf |2M(v) dv =
∫
µ>0
M−1(v)
µ
(∫
µ′<0
µ′R(v, v′)f(v′)M(v′) dv′
)2
dv
≤
∫
µ>0
(∫
µ′<0
|µ′|R(v, v′)f2(v′)M(v′) dv′
)(∫
µ′<0
|µ′|
µ
R(v, v′)M(v′)M−1(v) dv′
)
dv
(2.9)
=
∫
µ>0
(∫
µ′<0
|µ′|R(v, v′)f2(v′)M(v′) dv′
)(∫
µ′<0
R(−v′,−v) dv′
)
dv
(2.11)
=
∫
µ>0
∫
µ′<0
|µ′|R(v, v′)f2(v′)M(v′) dv′ dv
=
∫
µ′<0
(|µ′|f2(v′)M(v′))(∫
µ′<0
R(v, v′) dv
)
dv′
(2.10)
=
∫
µ′<0
|µ′|f2(v′)M(v′) dv′ .
The condition (PK) follows as dσ = M dv in this case. 
Examples that satisfy (2.9) and (2.10) include
• the specular reflection condition where R(v, v′) = δ(µ+ µ′)δ(v − v′);
• the bounce-back condition where R(v, v′) = δ(v + v′);
• the pure diffuse condition for BGK or linearized Boltzmann equation where R(v, v′) = µ
(2pi)
d−1
2
e−
|v|2
2 ;
• convex combinations of the above three; and more generally,
• the (linearized) Cercignani-Lampis collision operator with R given by
R(v, v′) =
1
2piαnαt(2− αt) exp
(
−µ
2 + (1− αn)(µ′)2
2αn
)
exp
(
−|v − (1− αt)v
′|2
2αt(2− αt)
)
J0
(√
1− αnµµ′
αn
)
,
where 0 < αn < 1, 0 < αt < 2, and
J0(x) =
1
2pi
∫ 2pi
0
ex cosφ dφ .
Hence our method applies to all of these classical cases for single species.
Remark 2.1. In all of our numerical examples in Section 4, we use either the Dirichlet boundary condition
with given incoming data or the classical Maxwell boundary condition where
K = αdKd + αsKs
with the accommodation coefficients αd, αs satisfying
αd, αs ≥ 0 , 0 ≤ αd + αs < 1 .
The two operators Kd,Ks are the diffuse and specular reflection operators respectively. In terms of the
notation in (2.6), we can choose in this case
αr = αd + αs , Kr = αd
αr
Kd + αs
αr
Ks .
Since Ks automatically satisfies (PK) with an equal sign, we only need to check in each numerical example
that Kd satisfies (PK) as well.
Below we state two essential consequences of assumption (PK), which will guarantee the well-posedness
of the half-space equation and provide the foundation for the numerical scheme.
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Lemma 2.2. Suppose K satisfies (PK). Then the half-space equation (1.2) has at most one solution ~f ∈
C([0,∞); (L2(|µ|dσ))m).
Proof. By the linearity of the equation we only need to prove that if h = 0 in the boundary condition of (1.2),
then the only solution to (1.2) is zero. By the non-negativity of L, we have ∫V µ∣∣~f ∣∣2(x, ·) dσ is decreasing
in x. Since ~f∞ ∈ H+ ⊕ H0, we have
∫
V µ
∣∣~f∞∣∣2 dσ ≥ 0. Hence ∫V µ ∣∣~f ∣∣2(x, ·) dσ ≥ 0 for all x ≥ 0. In
particular this shows ∫
V
µ
∣∣~f ∣∣2(0, ·) dσ ≥ 0. (2.12)
By assumption (PK), at the boundary x = 0 we have∫
µ>0
µ
∣∣∣~f ∣∣∣2 dσ = ∫
µ>0
µ
∣∣∣αrKr(~f |µ<0) ∣∣∣2 dσ ≤ α2r ∫
µ<0
|µ|
∣∣∣~f ∣∣∣2 dσ .
Therefore, ∫
V
µ
∣∣∣~f ∣∣∣2 (0, ·) dσ ≤ − (1− α2r) ∫
µ<0
|µ|
∣∣∣~f ∣∣∣2 (0, ·) dσ ≤ 0 .
By (2.12) and that 1− α2r > 0, we deduce that∫
µ<0
µ
∣∣∣~f ∣∣∣2 (0, ·) dσ = 0 , and hence ∫
µ>0
µ
∣∣∣~f ∣∣∣2 (0, ·) dσ = 0 .
Therefore, at x = 0 we have f(0, ·) ≡ 0. By the uniqueness of solutions to (1.2) with only the incoming data
[CGS88] (that is, αr = 0), we have that (1.2) has at most one solution. 
Remark 2.2. The assumption that αr < 1 in (2.6) is necessary for the uniqueness of the solution. For
example, if αr = 1 or αd + αs = 1 in the boundary operator K for the linear transport equation in (4.9)
considered in our numerical examples, then any multiple of X0 is a solution to the half-space equation with
zero incoming data.
The second consequence of assumption (PK) is
Lemma 2.3. Suppose the measure dσ in the velocity space is symmetric with respect to µ. Define the
operator K : (L2(µ1µ>0 dσ))m → (L2(µ1µ>0 dσ))m such that
K = αrKr , (2.13)
where Kr is defined as
(Kr ~f)(µ, v) =
∫
µ′>0
kr
(
(µ, v′), (−µ′, v′))~f(µ′, v) dσ(µ′, v′) , µ > 0 ,
where kr is the reflection kernel of Kr. Note that we have reflected the µ′ component of v′ in the kernel.
Then
(a) I +K is invertible on (L2(µ1µ>0 dσ))m.
(b) There exists a constant β1 > 0 such that the operator (I +K)−1(I−K) satisfies that〈
µ~f, (I +K)−1(I−K)~f
〉
µ>0
≥ β1
〈
µ~f, ~f
〉
µ>0
(2.14)
for any ~f ∈ (L2(µ1µ>0 dσ))m.
Proof. (a) Denote ~g1(µ
′, v′) = ~f(−µ′, v′). Then Kr ~f = Kr~g1 by the symmetry of dσ with respect to µ.
Hence, ∫
µ>0
µ
∣∣∣Kr ~f ∣∣∣2 dσ = ∫
µ>0
µ |Kr~g1 |2 dσ ≤
∫
µ<0
|µ| |~g1 |2 dσ =
∫
µ>0
µ
∣∣∣~f ∣∣∣2 dσ .
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Therefore, ∥∥K ∥∥L((L2(µ1µ>0 dσ))m) ≤ αr < 1 . (2.15)
This shows I +K is invertible on (L2(µ1µ>0 dσ))m. Furthermore, we have the bound∥∥(I +K)−1 ∥∥L((L2(µ1µ>0 dσ))m) ≤ (1− ∥∥K ∥∥L((L2(µ1µ>0 dσ))m))−1 (2.15)≤ (1− αr)−1.
(c) Denote ~g2 = (I +K)−1 ~f ∈ (L2(µ1µ>0 dσ))m. Then〈
µ~f, (I +K)−1(I−K)~f
〉
µ>0
=
〈
µ(I +K)~g2, (I−K)~g2
〉
µ>0
= 〈µ~g2, ~g2 〉µ>0 −
〈
µK~g2, K~g2
〉
µ>0
= ‖~g2 ‖2(L2(µ1µ>0 dσ))m −
∥∥K~g2 ∥∥2(L2(µ1µ>0 dσ))m
(2.15)
≥ (1− α2r) ‖~g2 ‖2(L2(µ1µ>0 dσ))m .
Observe that∥∥∥~f ∥∥∥
(L2(µ1µ>0 dσ))m
≤ ∥∥(I +K)∥∥L((L2(µ1µ>0 dσ))m) ‖~g2 ‖(L2(µ1µ>0 dσ))m (2.15)≤ (1 + αr) ‖~g2 ‖(L2(µ1µ>0 dσ))m .
We conclude by combining the previous two estimates such that〈
µ~f, (I +K)−1(I−K)~f
〉
µ>0
≥ (1− α2r)(1 + αr)−2 ∥∥∥~f ∥∥∥
(L2(µ1µ>0 dσ))m
.
Hence (2.14) holds with β1 =
(
1− α2r
)
(1 + αr)
−2. 
3. Well-posedness
In this section we establish the well-posedness of equation (1.2) based on the assumptions for L and K
in the previous section. The framework is similar to [LLS14]: first we add damping terms to L and show
that the damped equation has a unique solution. This will be achieved by using the Babusˇka-Aziz lemma.
Then we show how to recover the solution to the original kinetic equation using suitable superpositions with
special solutions.
The damped kinetic equation has the form
µ∂x ~f + Ld ~f = 0 ,
~f
∣∣
µ>0
= ~h+K(~f ∣∣
µ<0
) , µ > 0 ,
~f → 0 , as x→∞,
(3.1)
where the damped operator Ld is defined in (2.4).
3.1. Weak Formulation. In order to show the well-posedness of (3.1), we consider the weak formulation
of the equation using the even-odd decomposition. Recall that we have denoted v = (v2, · · · , vd). For any
scalar function g(µ, v), let g+, g− be its even and odd parts (with respect to µ) respectively such that
g+(µ, v) =
g(µ, v) + g(−µ, v)
2
, g−(µ, v) =
g(µ, v)− g(−µ, v)
2
,
Therefore we have
g+(µ, v) + g−(µ, v) = g(µ, v) , g+(µ, v)− g−(µ, v) = g(−µ, v) .
For the vector-valued function ~f , denote
~f+ = (f+1 , f
+
2 , · · · , f+d )T , ~f− = (f−1 , f−2 , · · · , f−d )T .
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The solution space for (1.2) and (3.1) is
Γ = {~f ∈ (L2( dσ dx))m ∣∣ µ∂x ~f+ ∈ (L2( dσ1 dx))m} .
for some dσ1 such that the term
∫
V
~f · µ∂x ~f+ is well-defined. The norm in Γ is defined as∥∥∥~f ∥∥∥
Γ
=
∥∥∥~f ∥∥∥
(L2( dσ dx))m
+
∥∥∥µ∂x ~f+ ∥∥∥
(L2( dσ1 dx))m
. (3.2)
One example of dσ, dσ1 is that dσ = a(v) dv and dσ1 =
1
a dv where a(v) is the attenuation coefficient
defined in (2.1). For the operator defined in (4.21), we have dσ1 = dσ.
This type of solution space Γ with mixed regularity is introduced in [ES12]. For a general function ~f ∈ Γ,
the trace of µ~f+ at x = 0 is well-defined while the trace of µ~f− may not. Due to this lack of regularity for
~f−, when deriving the weak formulation we will represent ~f− in terms of ~f+ on the boundary. Recall that
the boundary condition is given by
~f
∣∣
µ>0
= ~h+K
(
~f
∣∣
µ<0
)
.
Using the even-odd decomposition, we have(
~f+ + ~f−
) ∣∣
µ>0
= ~h+K(~f+∣∣
µ<0
) +K(~f−∣∣
µ<0
)
= ~h+ αr
∫
µ′<0
kr((µ, v), (µ
′, v′))~f+(µ′) dσ + αr
∫
µ′<0
kr((µ, v), (µ
′, v′))~f−(µ′) dσ
= ~h+ αr
∫
µ′>0
kr((µ, v), (−µ′, v′))~f+(µ′) dσ − αr
∫
µ′>0
kr((µ, v), (−µ′, v′))~f−(µ′) dσ
= ~h+K ~f+ −K ~f− ,
where K is defined in (2.13). Note that in order to get the third line we have used that dσ is symmetric
with respect to µ. Hence, the boundary condition has been reformulated as
(I +K)~f− = ~h− (I−K)~f+ , µ > 0 .
For any operator K that satisfies assumption (PK), we have shown in Lemma 2.3 that I +K is invertible on
(L2(µ1µ>0 dσ))
m. Thus, ~f− is related to ~f+ as
~f−
∣∣
µ>0
= (I +K)−1~h− (I +K)−1(I−K)~f+∣∣
µ>0
. (3.3)
Hence when deriving the weak formulation of the half-space, the boundary term at x = 0 becomes〈
µ~f, ~φ
〉
v
= 2
〈
µ~φ+, ~f−
〉
µ>0
= 2
〈
µ~φ+, (I +K)−1~h
〉
µ>0
− 2
〈
µ~φ+, (I +K)−1(I−K)~f+
〉
µ>0
.
Define the bilinear form
B(~f, ~φ ) = −
〈
~f−, µ∂x~φ+
〉
x,v
+
〈
~φ−, µ∂x ~f+
〉
x,v
+
〈
~φ, Ld ~f
〉
x,v
+2
〈
µ~φ+, (I +K)−1(I−K)~f+
〉
µ>0
∣∣∣
x=0
.
(3.4)
and let l be the linear functional on (L2(µ1µ>0 dσ))
m such that
l(~φ) = 2
〈
µ~φ+, (I +K)−1~h
〉
µ>0
. (3.5)
The previous calculations then show that the weak formulation of equation (3.1) has the form
B(~f, ~φ) = l(~φ) for any ~φ ∈ Γ . (3.6)
The main tool that we use to show well-posedness and quasi-optimality is the Babusˇka-Aziz lemma which
we recall below:
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Theorem 3.1 (Babusˇka-Aziz). Suppose Γ is a Hilbert space and B : Γ× Γ→ R is a bilinear operator on Γ.
Let l : Γ→ R be a bounded linear functional on Γ.
(a) If B satisfies the boundedness and inf-sup conditions on Γ such that
• there exists a constant c0 > 0 such that |B(f, g)| ≤ c0‖f‖Γ‖g‖Γ for all f, g ∈ Γ;
• there exists a constant δ0 > 0 such that
sup
‖f‖Γ=1
B(f, ψ) ≥ δ0‖ψ‖Γ , for any ψ ∈ Γ ,
sup
‖ψ‖Γ=1
B(f, ψ) ≥ δ0‖f‖Γ , for any f ∈ Γ
(3.7)
for some constant δ0 > 0,
then there exists a unique f ∈ Γ which satisfies
B(f, ψ) = l(ψ) , for any ψ ∈ Γ .
(b) Suppose ΓN is a finite-dimensional subspace of Γ. If in addition B : ΓN × ΓN → R satisfies the inf-sup
condition on ΓN , then there exists a unique solution fN such that
B(fN , ψN ) = l(ψN ) , for any ψN ∈ ΓN .
Moreover, fN gives a quasi-optimal approximation to the solution f in (a), that is, there exists a constant
κ1 such that
‖f − fN‖Γ ≤ κ1 inf
w∈ΓN
‖f − w‖Γ .
Now we verify that B(·, ·) and l(·) defined in (3.4) and (3.5) satisfy the conditions in Theorem 3.1.
Proposition 3.2. Suppose the measure dσ in the velocity space is symmetric with respect to µ. Suppose the
linear operators L satisfies the assumptions (PL1)-(PL5) and the boundary operator K satisfies assumption
(PK). Then
(a) the bilinear form B : Γ × Γ → R satisfies the boundedness and inf-sup conditions and the linear
functional l is bounded on Γ. Therefore, equation (3.6) has a unique solution ~f ∈ Γ.
(b) Moreover, µ∂x ~f ∈ (L2( 1a dσ dx))m. Thus ~f is a strong solution to the damped half-space equa-
tion (3.1).
Proof. For each ~f ∈ Γ the proof is done by finding an appropriate test function ~φf ∈ Γ such that B(~φ, ~f)
satisfies the inf-sup condition:
B(~φf , ~f) ≥ ĉ0
∥∥∥~f ∥∥∥2
Γ
,
∥∥∥~φf ∥∥∥
Γ
≤ ĉ1
∥∥∥~f ∥∥∥
Γ
.
The particular choice of ~φf is the same as in [LLS14] such that ~φf = δ1~φ1 + ~φ2 with δ1 > 0 large enough and
~φ1 = ~f , ~φ2 =
1
(1 + |v|)κ0 µ∂x
~f+ .
Using such ~φf together with the coercivity of the damped operator Ld in (PL5), we have identical estimates
for the interior terms in B(~φf , ~f) as in the proof of [LLS14, Proposition 3.1]. Moreover, the positivity of the
boundary term
〈
µ~f+, (I +K)−1(I−K)~f+
〉
µ>0
is guaranteed by Lemma 2.3. Hence by the same argument
as in [LLS14], we have that B satisfies the inf-sup condition. Boundedness of B and l can be shown by direct
applications of the Cauchy-Schwarz inequality. Thus the weak formulation (3.6) has a unique solution. This
also implies that the half-space equation (1.2) has a unique solution in the distributional sense. In addition,
the half-space equation itself shows µ∂x ~f = −L~f ∈ (L2( 1a dσ dx))m where a is the attenuation coefficient
defined in (2.1). Hence the full trace of ~f in L2(|µ|dσ) is well-defined. 
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As in [LLS14] we will solve the damped equation (3.1) by a Galerkin method.
Proposition 3.3 (Approximations in Rd). Suppose {ψ(1)k (µ)ψ(2)n2 (v2) · · ·ψ(d)nd (vd)}∞k,n2,···nd=1 is an orthonor-
mal basis of L2(dσ) such that
• ψ(1)2n−1(µ) is odd and ψ(1)2n (µ) is even in µ for any n ≥ 1;
• µψ(1)2n (µ) ∈ span{ψ(1)1 , · · · , ψ(1)2n+1} for each n ≥ 1.
Define the closed subspace ΓNK as
ΓNK =
{
~g(x, v) ∈ Γ
∣∣∣~g(x, v) = m∑
i=1
2N+1∑
k=1
K∑
n2,··· ,nd=1
g
(i)
k,n2,··· ,nd(x)ψ
(1)
k (µ)ψ
(2)
n2 (v2) · · ·ψ(d)nd (vd) ei
}
,
where ei = (0, · · · , 0, 1, 0, · · · , 0)T is the standard ith basis vector with 1 ≤ i ≤ m and g(i)k,n2···nd ∈ H1(R+).
Then
(a) there exists a unique ~fNK ∈ ΓNK such that
~fNK(x, v) =
m∑
i=1
2N+1∑
k=1
K∑
n2,··· ,nd=1
a
(i)
k,n2,··· ,nd(x)ψ
(1)
k (µ)ψ
(2)
n2 (v2) · · ·ψ(d)nd (vd) ei , (3.8)
which satisfies
B(~fNK , ~g) = l(~g) for every ~g ∈ ΓNK , (3.9)
where B and l are defined in (3.4) and (3.5) respectively. The coefficients {a(i)k,n2,··· ,nd(x)} satisfy
that
a
(i)
k,n2,··· ,nd(·) ∈ C1[0,∞) ∩H1(0,∞), 1 ≤ k ≤ 2N + 1 , 1 ≤ n2, · · · , nd ≤ K , 1 ≤ i ≤ m.
(b) The approximation is quasi-optimal, that is, there exists a constant κ2 > 0 such that
‖~f − ~fNK‖Γ ≤ κ2 inf
~w∈ΓNK
‖~f − ~w‖Γ .
Proof. Part (a) and (b) follow directly from the Babusˇka-Aziz lemma as long as we verify that B(·, ·) satisfies
the inf-sup condition over ΓNK . The only modification is in the choice of ~φf where ~φ2 is projected onto ΓNK .
The proof again follows along the same line to the proof of Proposition 3.2 in [LLS14] using the positivity
of the boundary term guaranteed by Lemma 2.3. 
The following Proposition reformulates (3.9) into an ODE with explicit boundary conditions.
Proposition 3.4. Let
A =
(〈
µψ
(1)
k , ψ
(1)
j
〉
µ
)
(2N+1)×(2N+1)
.
Define the 2(d+1)-tensors A and B as
A = A⊗ I ⊗ · · · ⊗ I ⊗ I = (Aikδn2l2 · · · δndldδpq)(2N+1)2×K2×···×K2×m2 ,
Bil2···ldqkn2···ndp = −
〈
ψ
(1)
k (µ)ψ
(2)
n2 (v2) · · ·ψ(d)nd (vd) ep, Ld
(
ψ
(1)
i (µ)ψ
(2)
l2
(v2) · · ·ψ(d)ld (vd) eq
)〉
v
(3.10)
for 1 ≤ i, k ≤ 2N + 1, 1 ≤ n2, · · · , nd ≤ K, 1 ≤ l2, · · · , ld ≤ K, and 1 ≤ p, q ≤ m. Then the variational form
(3.9) is equivalent to the following ODE for the coefficients a
(p)
kn2···nd(x):
m∑
p=1
2N+1∑
k=1
K∑
n2,··· ,nd=1
Ail2···ldqkn2···ndp ∂xa
(p)
kn2···nd(x) =
m∑
p=1
2N+1∑
k=1
K∑
n2,··· ,nd=1
Bil2···ldqkn2·ndp a
(p)
kn2···nd(x), (3.11)
12 QIN LI, JIANFENG LU, AND WEIRAN SUN
together with the boundary conditions at x = 0:
N+1∑
k=1
〈
µψ
(1)
2k−1, ψ
(1)
2i
〉
µ
a
(q)
2k−1,n2,··· ,nd(0) + 2
〈
µ~ψ
(q)
2i,n2,··· ,nd , (I +K)−1(I−K)~fNK
〉
µ>0
= 2
∫
µ>0
µ (I +K)−1~h · ~ψ(q)2i,n2,··· ,nd dσ
(3.12)
for i = 1, · · · , N , n2, · · · , nd = 1, 2, · · · ,K, and q = 1, · · · , d. Here ~fNK is defined in (3.8) at x = 0 and the
basis function ~ψ
(q)
2i,n2,··· ,nd is
~ψ
(q)
2i,n2,··· ,nd = ψ
(1)
2i (µ)ψ
(2)
n1 (v2) · · ·ψ(d)nd (vd) eq .
Proof. Equation (3.11) is obtained by choosing the test function ~g in (3.9) as
~g = g0(x)ψ
(1)
k (µ)ψ
(2)
n2 (v2) · · ·ψ(d)nd (vd) ep
for each basis function ψ
(1)
k (µ)ψ
(2)
n2 (v2) · · ·ψ(d)nd (vd) ep and for any arbitrary g0(·) ∈ C1c (0,∞). The boundary
condition (3.12) is derived by choosing the test functions as
~g = g1(x)ψ
(1)
2k (µ)ψ
(2)
n2 (v2) · · ·ψ(d)nd (vd) ep ,
for each basis function ψ
(1)
2k (µ)ψ
(2)
n2 (v2) · · ·ψ(d)nd (vd) ep in ΓNK and for any arbitrary g1(·) ∈ C1c [0,∞). 
Since the tensors A,B are the same as in [LLS14], we have that there are mNKd−1 positive, mNKd−1
negative, and mKd−1 generalized eigenvalues of (A,B). Note that there are m(2N + 1)Kd−1 unknowns in
the ODE system (3.11) and mNKd−1 boundary conditions. This is again the correct number of boundary
conditions for (3.11) to have a unique decaying solution.
3.2. Recovery. In this part we show the procedures to recover the solution to the original kinetic equa-
tion (1.2). To this end, let ~f be the solution to the damped equation (3.1). For all 1 ≤ i ≤ ν0 and 1 ≤ j ≤ γ+,
let ~g0,i, ~g0,j be the solution to (3.1) with ~h = ~X0,i −K( ~X0,i
∣∣
µ<0
) and ~h = ~X+,j −K( ~X+,j
∣∣
µ<0
) respectively.
More explicitly, for each 1 ≤ i ≤ ν0,
µ∂x~g0,i + Ld~g0,i = 0 ,
~g0,i
∣∣
µ>0
=
(
~X0,i −K( ~X0,i
∣∣
µ<0
)
)
+K
(
~g0,i
∣∣
µ<0
)
, µ > 0 , (3.13)
~g0,i → 0 , as x→∞,
and for each 1 ≤ j ≤ ν+,
µ∂x~g+,j + Ld~g+,j = 0 ,
~g+,j
∣∣
µ>0
=
(
~X+,j −K( ~X+,j
∣∣
µ<0
)
)
+K
(
~g+,j
∣∣
µ<0
)
, µ > 0 , (3.14)
~g+,j → 0 , as x→∞,
The key idea is that the damping terms in Ld vanish for a proper linear combination of ~f , ~g0,i’s, and ~g0,j ’s.
The recovering procedures rely on the uniqueness of solutions to the original kinetic equation (1.2).
Proposition 3.5. There exists a unique sequence of constants c0,i, c+,k ∈ R for 1 ≤ i ≤ γ0 and 1 ≤ j ≤ γ+
such that if we define
~g =
γ0∑
i=1
c0,i~g0,i +
γ+∑
i=1
c+,j~g+,j , (3.15)
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then〈
µ ~X0,i0 , (
~f − ~g)(x)
〉
v
= 0 ,
〈
µ ~X±,i± , (~f − ~g)(x)
〉
v
= 0 ,
〈
µL−1(µ ~X0,i0), (~f − ~g)(x)
〉
v
= 0 (3.16)
for all x ≥ 0 and all 1 ≤ i0 ≤ γ0, 1 ≤ i± ≤ γ±.
Proof. Since the proof of this proposition only depends on the structure of the kinetic equation instead of
the particular form of the boundary condition, the details are the same as in Proposition 3.8 in [LLS14]. We
explain the main idea here. The key structure we utilize here is that the coefficients in the added damping
terms only depends on the average of the damped solution against µ ~Xα,i or µL−1(µ ~X0). Hence to remove
the damping effect, we only need to choose ~g carefully such that ~f − ~g will have zero averages. Bearing this
in mind, we denote
~U+ =
(〈
µ ~X+,1, f
〉
, · · · ,
〈
µ ~X+,ν+ , f
〉)T
, ~U− =
(〈
µ ~X−,1, f
〉
, · · · ,
〈
µ ~X−,ν− , f
〉)T
,
~U0 =
(〈
µ ~X0,1, f
〉
, · · · ,
〈
µ ~X0,ν0 , f
〉)T
,
~UL,0 =
(〈
µL−1(µ ~X0,1), f
〉
v
, · · · , 〈(v1 + u)L−1((v1 + u)X0,1)X0,ν0 , f〉v)T ,
and
~Uf =
(
~UT+ ,
~UT− , ~U
T
0 ,
~UTL,0
)T
. (3.17)
By multiplying X+,j , X−,i, X0,k,L−1(v1χ0,m) to (3.1) and integrating over v ∈ Rd, we have
∂x~U +A~U = 0 , (3.18)
where the coefficient matrix A is
A =

αD+
−αD−
0
αA21
αA22
0 0 αB
αAT21 αA
T
22 I + αB αD
 , (3.19)
where D± are positive diagonal matrices and
A21,ik =
(〈
µ ~X+,i, L−1(µ ~X0,k)
〉)
γ+×γ0
, A22,jk =
(〈
µ ~X−,j , L−1(µ ~X0,k)
〉)
γ−×γ0
,
Bij =
〈
µ ~X0,i, L−1(µ ~X0,j)
〉
γ0×γ0
, Dij =
〈
µL−1(µ ~X0,i), L−1(µ ~X0,j)
〉
γ0×γ0
,
where B is symmetric positive definite and D is symmetric. Thus A is a matrix of size (γ+ + γ− + 2γ0) ×
(γ+ + γ− + 2γ0). The proof of Proposition 3.8 in [LLS14] shows that A has γ− + γ0 negative eigenvalues
{vi}γ−+γ0i=1 . Moreover, A is of rank γ+ + γ0 since the original kinetic equation (1.2) satisfies the uniqueness
property in Lemma 2.2. Note that by the boundedness, all the solutions to the damped equation (3.1) will
be orthogonal to span{vi}γ−+γ0i=1 . Hence for any solution ~f to the damped equation, there exists a unique set
of {c0,i}γ0i=1 ∪ {c+,j}γ+i=1 such that for ~g defined in (3.15) with these coefficients, we have
A~Ug = A~Uf ,
which is equivalent to (3.16). 
Now we can construct the solution to the original kinetic equation.
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Proposition 3.6. Let ~f be the solutions to the damped equation (3.1) with ~h and ~g the function defined in
Proposition 3.5. Let c0,i’s and c+,i+ ’s be the coefficient of ~g given in Proposition 3.5. Let
~η = ~f − ~g +
ν0∑
i=1
c0,i ~X0,i +
ν+∑
i=1
c+,j ~X+,j . (3.20)
Then ~η is the unique solution to the original half-space equation (1.2).
Proof. Note that ~η1 = ~f − ~g satisfies
µ∂x~η1 + L~η1 = 0 ,
~η1
∣∣
µ>0
= ~h+K
(
~η
∣∣
µ<0
)
−
(
ν0∑
i=1
c0,i ~X0,i
∣∣
µ>0
+
ν+∑
i=1
c+,j ~X+,j
∣∣
µ>0
)
, x = 0 , µ > 0 ,
~η1 → 0 , as x→∞.
Hence ~η defined in (3.20) satisfies
µ∂x~η + L~η = 0 ,
~η =~h+K~η , x = 0 , µ > 0 ,
~η →
ν0∑
i=1
c0,i ~X0,i +
ν+∑
i=1
c+,j ~X+,j , as x→∞.
where c0,i, c0,j are the coefficients defined in Proposition 3.5. We thereby have recovered ~η as the unique
solution to (1.2). 
Combining the error estimate in Proposition 3.3 and the damping terms, we derive the final error estimate
for our method as follows:
Proposition 3.7. Suppose ~η is constructed as in (3.20) in Proposition 3.6 with ~f , ~g+,i, ~g0,j being numerical
approximations obtained in Proposition 3.3 to the damped equation with appropriate boundary conditions.
Suppose ~fh is the unique solution to the equation (1.2). Then there exists a constant C0 such that
‖~fh − ~η‖Γ ≤ C0
(
inf
~w∈ΓNK
∥∥∥~fh − ~w ∥∥∥
Γ
+ inf
~w∈ΓNK
∥∥∥~f − ~w ∥∥∥
Γ
+ δNK
∥∥∥~f ∥∥∥
(L2(a dv dx))m
)
,
where ‖· ‖Γ is the norm defined in (3.2) and
δNK :=
ν+∑
i=1
inf
~w∈ΓNK
‖~g+,i − ~w‖Γ +
ν0∑
j=1
inf
~w∈ΓNK
‖~g0,j − ~w‖Γ .
Proof. The proof of this proposition only depends on the recovery procedures and the quasi-optimality shown
in Proposition 3.3. In particular, it does not depend on the specific form of the boundary conditions. Hence
it is identical to the proof for Proposition 3.9 in [LLS14] and we omit the details. 
4. Numerical examples
In this section we show the numerical results of our algorithm for three models, which cover the cases for
multi-species, multi-dimensional (in the velocity variable), and multi-frequency systems. The three examples
are: a linear transport equation with two species, linearized BGK/Boltzmann equations with velocity in R2,
and a linearized transport equation with multi-frequency. We treat these three cases in order. Recall the
general form of the half-space equation:
µ∂x ~f + L~f = 0 , in (0,∞)× V ,
~f
∣∣
µ>0
= ~h(µ) +K
(
~f
∣∣
µ<0
)
, at x = 0 .
(4.1)
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As mentioned before, the boundary conditions for all these examples are either the Dirichlet condition with
given incoming data or the classical Maxwell boundary condition such that
K = αrKr = αdKd + αsKs ,
where Kd is the diffuse reflection and Ks the specular reflection. For the convenience of numerical computa-
tion, we list out two properties of such K which can be verified by direct calculation:
Lemma 4.1. Let K the Maxwell boundary operator and let K,Ks,Kd be the operators defined in Lemma 2.3.
Then
(a) Ks = I;
(b) (I +K)−1 has the explicit form as
(I +K)−1 = 1
1 + αs
(
I− γdKd
)
, (4.2)
where γd = αd
(
1 + αd + αs
)−1
.
4.1. Linear Transport Equation with Two Species.
4.1.1. Formulation. The first example that we consider is the steady radiative transfer equation (RTE) with
Thomson (Rayleigh) scattering and polarization effect in planar geometry (see [Pom73, Section 4.5]). In this
model, the variables I and Q denote the total intensity and the intensity difference of light. The system
[Pom73, Eq. (4.211), page 135] depends on the frequency which only serves as a parameter. Hence we simply
ignore the frequency dependence here. In this case the scattering coefficients σ, σs in [Pom73] are both
constants. We consider a pure scattering case with no source such that σ = σs and rescale σ to be one. The
speed of light c is also normalized to be one. Then the RTE has the form
µ∂xI + I − 1
2
(∫ 1
−1
(
1 +
1
2
p2(µ)p2(µ
′)
)
I(µ′) dµ′ − 1
2
∫ 1
−1
p2(µ) (1− p2(µ′))Q(µ′) dµ′
)
= 0 ,
µ∂xQ+Q− 1
2
(
−1
2
∫ 1
−1
(1− p2(µ))p2(µ′)I(µ′) dµ′ + 1
2
∫ 1
−1
(1− p2(µ))(1− p2(µ′))Q(µ′) dµ′
)
= 0 ,
(4.3)
where p2(µ) =
3
2µ
2 − 12 is the second-order Legendre polynomial.
4.1.2. Properties of L and K. Denote ~f = (I,Q)T . Then the collision operator L has the form
(L~f)(µ) = ~f(µ)−
〈
Σ(µ, ·)~f(·)
〉
µ
, Σ(µ, µ′) =
(
1
2
(
1 + 12p2(µ)p2(µ
′)
) − 14 (1− p2(µ))p2(µ′)
− 14 (1− p2(µ′))p2(µ) 14 (1− p2(µ))(1− p2(µ′))
)
,
(4.4)
where we recall the notation 〈g1, g2 〉µ =
∫ 1
−1 g1g2 dµ. In this case, we have dσ = dµ. First we check that
Lemma 4.2. The scattering operator L defined in (4.4) satisfies (PL1)-(PL5).
Proof. The attenuation coefficient a in this case is a(µ) = 1. One can then directly check that L is self-adjoint
and NullL = span{ ~X0} with
~X0 = (1, 0)
T and L−1(µ ~X0) = µ ~X0 . (4.5)
Property (PL2) is also readily verified by the boundedness of Σ(µ, µ′). Furthermore, we can show by direct
calculation again that there exists a constant β2 > 0 such that∫
V
~f · L~f dµ ≥ β2
∥∥∥P⊥ ~f ∥∥∥2
(L2( dµ))m
, (4.6)
where P⊥ is the projection onto (NullL)⊥. Hence (PL4) holds.
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To show that L satisfies (PL5), we prove a more general statement: suppose L satisfies (PL1)-(PL3)
together with (4.6), then there exist constants α, σ0 > 0 such that (PL5) holds. Indeed, write ~f = ~f
⊥ +
~f0 + ~f+ + ~f−, where
~f⊥ = P⊥ ~f , ~f 0 =
ν0∑
i=1
〈
~X0,i, ~f
〉
v
~X0,i , ~f± =
ν±∑
i=1
〈
~X±,j , ~f
〉
v
~X±,j .
Recall that X0,i, X±,j are defined in Section 2.1. Then by Cauchy-Schwarz there exist c1, c2 > 0 such that〈
~f, L~f
〉
v
≥ β2
∥∥∥~f⊥ ∥∥∥2
(L2( dσ))m
,
∑
i
〈
µ ~X0,i, ~f
〉2
v
+
∑
i
〈
µL−1(µ ~X0,i), ~f
〉2
v
≥ 0 ,
∑
i
〈
µL−1(µ ~X0,i), ~f
〉2
v
≥ c1
∥∥∥~f0 ∥∥∥2
L2( dσ)
− c2
(∥∥∥~f⊥ ∥∥∥2
L2( dσ)
+
∥∥∥~f+ ∥∥∥2
L2( dσ)
+
∥∥∥~f− ∥∥∥2
L2( dσ)
)
,
∑
j
〈
µ ~X+,j , ~f
〉2
v
+
∑
k
〈
µ ~X−,k, ~f
〉2
v
≥ c1
(∥∥∥~f+ ∥∥∥2
L2( dσ)
+
∥∥∥~f− ∥∥∥2
L2( dσ)
)
− c2
∥∥∥~f⊥ ∥∥∥2
L2( dσ)
.
Therefore, if the coefficient α in the definition of Ld in (2.4) is small enough, then∫
V
~f · Ld ~f dσ ≥ β2
2
∥∥∥~f⊥ ∥∥∥2
(L2( dσ))m
+ c1α
(∥∥∥~f+ ∥∥∥2
(L2( dσ))m
+
∥∥∥~f− ∥∥∥2
(L2( dσ))m
)
. (4.7)
Furthermore,∫
V
~f · Ld ~f dσ ≥ α
∑
i
〈
µL−1(µ ~X0,k), ~f
〉2
v
≥ c1α
∥∥∥~f0 ∥∥∥2
(L2( dσ))m
− c2α
(∥∥∥~f⊥ ∥∥∥2
(L2( dσ))m
+
∥∥∥~f+ ∥∥∥2
(L2( dσ))m
+
∥∥∥~f− ∥∥∥2
(L2( dσ))m
)
.
(4.8)
Hence by multiplying (4.7) by max{ 2c2c1 , 4c1αβ2 }, we have∫
V
~f · Ld ~f dσ ≥ σ1
∥∥∥~f ∥∥∥2
(L2( dσ))m
for some σ1 > 0 which depends on α. Applying the above estimates to L given in (4.4) (note that in this
case we only have H0 or X0), we conclude that such L satisfies assumptions (PL1)-(PL5). 
The boundary operator K is defined as
K
(
~f
∣∣
µ<0
)
= αdKd ~f + αsKs
(
~f
∣∣
µ<0
)
(4.9)
= αd
(∫
µ′<0
|µ′|~f · ~X0 dµ′
) ~X0∫
µ′>0 µ
′ ~X0 · ~X0 dµ′
+ αs ~f
∣∣
µ<0
(−µ) ,
where ~X0 is given in (4.5), and αd, αs ≥ 0, 0 ≤ αd + αs < 1. We have
Lemma 4.3. The boundary opeartor K defined in (4.9) satisfies (PK).
Proof. Since Lemma 2.1 only covers the scalar case, we show the details of proof for the current vector
case. As commented in Remark 2.1, we only need to show that Kd satisfies (PK). To this end, we use the
symmetry of ~X0 in µ and Cauchy-Schwarz to obtain that∫
µ>0
µ|Kd ~f |2 dµ =
(∫
µ>0
µ
∣∣∣ ~X0∣∣∣2 dµ)
∣∣∣∣∣
∫
µ<0
|µ|~f · ~X0 dµ∫
µ>0
µ ~X0 · ~X0 dµ
∣∣∣∣∣
2
≤
∫
µ<0
|µ||~f |2 dµ ,
which is the desired property (PK). 
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The above two Lemmas show that the theory in Section 3 applies to equation (4.3). The details for terms
in the weak formulation are as follows. First,
Ld ~f = L~f − αµ ~X0
〈
µ ~X0, ~f
〉
µ
− αµL−1(µ ~X0)
〈
µL−1(µ ~X0), ~f
〉
µ
= L~f − αµ ~X0
〈
µ ~X0, ~f
〉
µ
− αµ2 ~X0
〈
µ2 ~X0, ~f
〉
µ
.
The Maxwell boundary condition is (recall (4.9))
~f
∣∣
µ>0
= ~h+K
(
~f
∣∣
µ<0
)
= ~h+ αdKd + αsKs . (4.10)
Thus, by Lemma 4.1, the boundary operators in the weak formulation B(~φ, ~f) = l(~φ) are
(I +K)−1 = 1
1 + αs
(
I− αd
1 + αd + αs
Kd
)
,
(I +K)−1(I−K) = 1− αs
1 + αs
(
I− 2αd
(1− αs)(1 + αd + αs)Kd
)
,
where
Kd ~f = Kd(I,Q)T = 2
(∫
µ′>0
µ′I(0, µ′) dµ′
)
(1, 0)T . (4.11)
Let ~g0 be the special solution to the damped equation with the boundary condition
~g0
∣∣
µ>0
=
(
~X0 −K( ~X0
∣∣
µ<0
)
)
+K(~g0
∣∣
µ<0
) , x = 0 .
Then the true solution is given by
~fh = ~f − ch~g0 + ch ~X0 ,
where ~f is the solution to the damped equation with the boundary condition (4.10) and ch =
〈µ ~X0, ~f 〉
µ
〈µ ~X0, ~g0 〉
µ
.
4.1.3. Algorithm. For this example, we choose half-space Lagendre polynomials as the basis functions for
each component of (I,Q)T . Namely, we first find the half-space Lagendre polynomials by:∫ 1
0
φ˜m(µ)φ˜n(µ) dµ = δmn , m, n = 1, 2, · · · .
Then we use the even-odd extension to obtain the basis functions for the finite-dimensional space over [−1, 1]:
ΓN,1 = span {φm}2N−1m=1 ,
where
φ2m(µ) =
φ˜m(µ) , µ ∈ [0, 1] ,φ˜m(−µ) , µ ∈ [−1, 0) and φ2m−1(µ) =
φ˜m(µ) , µ ∈ [0, 1] ,−φ˜m(−µ) , µ ∈ [−1, 0) .
In this multi-species case, ~f is a two dimensional vector and the basis function for ~f is chosen to be:
ΓN = span
{
~φm
}4N−2
m=1
with
~φm =
(
φm(x)
0
)
and ~φm+2N−1 =
(
0
φm(x)
)
, m = 1, · · · , 4N − 2 .
Using these basis functions, the ODE system becomes
A
d
dx
~α = B~α ,
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Figure 1. (Example 4.1) For the two-species RTE (4.3), we set ~h = (2µ, µ)T and αd =
αs = 0. The left panel shows the numerical solutions at x = 0 for both species using 31 (i.e.
N = 16) basis functions. The right panel shows the convergence rate of the Q component
of the RTE.
where
Amn =
∫ 1
−1
µ~φm · ~φn dµ , Bmn =
∫ 1
−1
~φm · Ld~φn dµ
for m,n = 1, · · · , 4N − 2. Therefore both A and B are of size (4N − 2)× (4N − 2).
4.1.4. Numerical Results. In this part we show the numerical results regarding this multi-species model with
pure incoming data.
Example 4.1 (Incoming boundary condition). Set ~h = (2µ, µ)T and αd = αs = 0. The numerical solutions
at x = 0 for both components are shown on the left in Figure 1. The plot on the right in Figure 1 shows
the convergence rate of the second component Q where we observe an algebraic convergence rate. This is
within expectation, as even though the even-odd decomposition captures the jump discontinuity at µ = 0,
the solution still has a weak derivative discontinuity near µ = 0 [CLT14,TF13].
4.2. Linearized BGK Equation.
4.2.1. Formulation. The second example we consider is the time-independent linearized BGK equation for
a single species with its velocity v = (µ, vy) ∈ R2. Here we normalize the wall temperature and denote the
absolute Maxwellian M as the wall Maxwellian such that
M(v) =
1
2pi
e−
|v|2
2 .
Suppose F is the density function for the nonlinear BGK equation. Let f be the perturbation such that
F = M +Mf .
Then the linearized collision operator L has the form
Lf = f − Pf , (4.12)
where P : L2(M dv) → span{1, v, |v|2} is the projection operator. In this case, dv is the usual Lebesgue
measure and dσ = M dv.
HALF-SPACE KINETIC EQUATIONS WITH GENERAL BOUNDARY CONDITIONS 19
The boundary operator K is given by
Kf = αdKdf + αsKs
(
f
∣∣
µ<0
)
= αd
(∫
µ′<0
|µ′|f(v)M dv
)
1∫
µ′>0 |µ′|M dv
+ αsf
∣∣
µ<0
(Rv)
= αd
√
2pi
∫
µ′<0
|µ′|f(v)M dv + αsf
∣∣
µ<0
(Rv) ,
(4.13)
where Rv = (−µ, v2), αd, αs ≥ 0 and αd + αs < 1. We have
Lemma 4.4. The linear operator L defined in (4.12) satisfies (PL1)-(PL5) and the boundary opeartor K
defined in (4.13) satisfies (PK).
Proof. It is classical to show that L satisfies (PL1)-(PL4) and also the stronger coerciveness (4.6). Therefore
by the proof of Lemma 4.2, condition (PL5) also holds. The boundary operator Kd in this case fits the form
in Lemma 2.1, which guarantees that (PK) holds. 
Remark 4.1. Our method can also be applied to the linearized BGK equation for multi-species. The lin-
earization of these species is chosen slightly differently depending on whether there is diffusion reflection or
not. In the case where there is nontrivial diffuse reflection from the wall, the equilibrium state for different
particles will all be the same, which is the Maxwellian M given by the wall. We can then linearize the
vector-valued density function ~F = (F1, · · · , Fm) as
~F = M(1, · · · , 1)T +M(f1, · · · , fm)T .
On the other hand, if there is only the incoming data and/or the specular reflection, i.e., αd = 0, then we
allow the equilibrium states of different species to be different. In this case, we linearize ~F = (F1, · · · , Fm)
as
Fi = Mi +
√
Mifi , i = 1, · · · ,m .
The advantage of this linearization is that the function space for ~f is given by (L2( dv))m instead of the
weighted-L2 by various Maxwellians Mi for each component fi.
To define the particular damped operator in the case of linearized BGK equation, we compute the eigen-
modes in NullL:
X0,1 = µ
2 + v2y − 4 , X0,2 = vy ,
X+ = µ
2 + v2y + 2µ , X− = µ
2 + v2y − 2µ .
The associated eigenspaces are
H0 = span{X0,1, X0,2} , H± = span{X±}.
Moreover, L−1(µX0,k) is computed as
L−1(µX0,1) = µX0,1 = µ(µ2 + v2y − 4) , L−1(µX0,2) = µX0,2 = µvy .
Hence, the damped operator has the form
Ldf =Lf + αµX+ 〈µX+, f 〉v + αµX− 〈µX−, f 〉v
+ α
2∑
k=1
µX0,k 〈µX0,k, f 〉v + α
2∑
k=1
µ2X0,k
〈
µ2X0,k, f
〉
v
,
where 〈f1, f2 〉v =
∫
R2 f1f2M dv. The boundary condition is given as
f
∣∣
µ>0
= h+K
(
f
∣∣
µ<0
)
, x = 0 ,
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where recall that K is given in (4.13). By Lemma 4.1, the boundary operators in the weak formulation are
(I +K)−1 = 1
1 + αs
(
I− αd
1 + αd + αs
Kd
)
,
(I +K)−1(I−K) = 1− αs
1 + αs
(
I− 2αd
(1− αs)(1 + αd + αs)Kd
)
,
where Kdf =
√
2pi
∫
µ′>0 µ
′f(v)M dv.
In order to obtain the original solution to (1.2), we construct the special solutions g0,1, g0,2, g+ such that
they satisfy the damped equation and the boundary conditions respectively:
g0,1
∣∣
µ>0
=
(
X0,1 −K(X0,1
∣∣
µ<0
)
)
+K(g0,1
∣∣
µ<0
) ,
g0,2
∣∣
µ>0
=
(
X0,2 −K(X0,2
∣∣
µ<0
)
)
+K(g0,2
∣∣
µ<0
) ,
g+
∣∣
µ>0
=
(
X+ −K(X+
∣∣
µ<0
)
)
+K(g+
∣∣
µ<0
) .
The true solution fh is then given as
fh = f − (c0,1g0,1 + c0,2g0,2 + c+g+) + (c0,1X0,1 + c0,2X0,2 + c+X+) ,
where the coefficients c0,1, c0,2, c+ satisfy that
〈µX0,1, g 〉 = 〈µX0,1, f 〉 , 〈µX0,2, g 〉 = 〈µX0,2, f 〉 , 〈µX+, g 〉 = 〈µX+, f 〉
with g = c0,1g0,1 + c0,2g0,2 + c+g+. The unique solvability of g is guaranteed by Proposition 3.5.
4.2.2. Algorithm: For the 2D-BGK case, we build the basis functions upon Hermite polynomials. Since the
solution is regular in vy, we use the full Hermite polynomials on R for vy. To take into account of the
jump discontinuity in µ = vx, we apply even/odd extensions of half-space Hermite polynomials on [0,∞).
Specifically, the half-space Hermite polynomials {Bm(µ)}∞n=1 satisfy∫ ∞
0
Bm(µ)Bn(µ)e
−µ22 dµ = δmn .
Performing the even and odd extensions of {Bm(µ)}∞n=1 gives
BE(µ) =
Bn(µ)/
√
2 , µ > 0 ,
Bn(−µ)/
√
2 , µ < 0
and BO(µ) =
Bn(µ)/
√
2 , µ > 0 ,
−Bn(−µ)/
√
2 , µ < 0 .
Then the set of basis functions for the finite dimensional space in µ is given by
Γx,N = {φx,2n−1}N+1n=1 ∪ {φx,2n}Nn=1 =
{
BOn−1
}N+1
n=1
∪ {BEn−1}Nn=1 .
The set of basis functions in vy is
Γy,N = {φy,n}Nn=1 ,where
∫ ∞
−∞
φy,m(vy)φn,y(vy)e
− v
2
y
2 dvy = δmn .
The basis for the approximation solution fN is then expanded by Γx,N ⊗ Γy,N such that
fN (µ, vy) =
2N+1∑
m=1
N∑
n=1
βmnφx,m(µ)φy,n(vy) .
The ODE system still has the form
A
d
dx
α = Bα ,
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where
Apqmn =
(∫
R
µφx,m(µ)φx,n(µ) dµ
)
δpq , B
pq
mn =
∫
R2
φx,m(µ)φy,p(vy)
[Ld (φx,nφy,q) ](µ, vy) dµdvy .
4.2.3. Numerical Results. Examples are shown in Figure 2 and Figure 3 for both the pure incoming data
and the Maxwell cases.
Example 4.2.1 Incoming boundary condition. In the first example, we use incoming boundary condition.
Figure 2 verifies that if h ∈ H0 ⊕H+, then the solution is simply fh = h, as expected from the theory.
Example 4.2.2 Maxwell boundary condition. In the second example show in Figure 3, we set the accommo-
dation coefficients to be (α2, α3) = (0.3, 0.4). This time if h is chosen such that
h = X0,k −K
(
X0,k
∣∣
µ<0
)
(k = 1, 2) or h = X+ −K
(
X+
∣∣
µ<0
)
,
then the solution is fh = X0,k or X+, which again is consistent with the theory.
4.3. Multi-frequency linearized transport equation.
4.3.1. Formulation. In this third example, we consider a linearized BGK-type of equation that models
phonons with a continuous range of frequencies [MCMY11]. We consider the time-independent half-space
equation. Let ω ∈ (0, ωm) be the angular frequency of phonons and F be the density function such that
F = F (x, µ, ω).
The stationary nonlinear equation has the form
µv(ω)∂xF = −F − FBE
τ(ω)
, (4.14)
where v(ω) is the group velocity and τ(ω) is the relaxation time. They are both frequency-dependent. We
assume that v(ω) > 0, although it may not have a positive lower bound. The equilibrium state FBE is given
as the Bose-Einstein distribution function such that
FBE(ω, T ) =
1
e~ω/(kBT ) − 1 , (4.15)
where ~ is the reduced Planck constant, kB is the Boltzmann constant, and T is the temperature. Given a
reference temperature T0, we linearized F (ω, T ) around F (ω, T0) such that
F (ω, T ) = F (ω, T0) +G(ω, T ) . (4.16)
The resulting equation has the form
µv(ω)∂xG = −G− Cω∆T
τ(ω)
, (4.17)
where Cω =
e~ω/(kBT0)
(e~ω/(kBT0)−1)2
~ω
kBT 20
. By the mass conservation, we have∫ ωm
0
∫ 1
−1
G
τ(ω)
dµdω =
(∫ ωm
0
∫ 1
−1
Cω
τ(ω)
dµdω
)
∆T ,
which gives
∆T =
1
Θ0
∫ ωm
0
∫ 1
−1
G
τ(ω)
dµdω with Θ0 =
∫ ωm
0
∫ 1
−1
Cω
τ(ω)
dµdω .
Equation (4.17) then has the form
µv(ω)∂xG = − 1
τ(ω)
(
G− Cω
Θ0
∫ ωm
0
∫ 1
−1
G
τ(ω)
dµdω
)
. (4.18)
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Figure 2. (Example 4.2.1) These four rows of figures demonstrate the results computed
using h = X0,1, h = X0,2, h = X+ and h = X−, and the three columns show h, recovered
solution fh and the difference h − fh respectively. For the first three cases, the solutions
satisfy that fh = h since h ∈ H0 ⊕ H+. Solution to the last case does not satisfy fh = h
since h ∈ H−. In all examples, we use 31 basis functions along each direction.
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Figure 3. (Example 4.2.2) These four rows show numerical results using boundary con-
ditions provided by h = X − K(X∣∣
µ<0
) where X = X−, X0,1, X0,2, X+ respectively. The
accommodation coefficients are set as (αd, αs) = (0.3, 0.4). The four columns (from left to
right) are: h, X, recovered result fh, and the difference fh −X. In the bottom three cases,
one recovers X0,1, X0,2, X+ as the solutions as expected. In all examples, we use 31 basis
functions along each direction.
The operator on the right-hand side of (4.18) is not self-adjoint in the space L2( dµdω). However, we show
below that it is symmetrizable. Indeed, if we define
βω = v(ω)τ(ω) , G =
Cω
Θ0
√
βω
f , (4.19)
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then f satisfies
µ∂xf = − 1
βω
f +
1√
βω
∫ ωm
0
∫ 1
−1
f√
βω
dσ
∆
= − 1√
βω
(
f√
βω
−
〈
f√
βω
〉
µ,ω
)
∆
= −L(f) , (4.20)
where dσ = CωΘ0τ(ω) dµdω is a probability measure by the definition of Θ0. Note that the linear operator L
on the right-hand side of (4.20) is now self-adjoint.
In the previous two examples, both linear operators L satisfy the classical “coercivity” condition (4.6).
However, this property ceases to hold in the current example. Nevertheless, we show that with the help of
the added damping terms, condition (PL5) is still true.
Lemma 4.5. Suppose 0 < ω < ωm, 0 < βω ≤ b0, and f = f(µ, ω). Let L be the scattering operator given by
Lf = 1
βω
f − 1√
βω
∫ ωm
0
∫ 1
−1
f√
βω
dσ , (4.21)
where dσ = CωΘ0τ(ω) dµdω is a probability measure in (µ, ω). Then
(a) L is self-adjoint, nonnegative, and NullL = span{√βω}. Moreover,
√
βω ∈ H0.
(b) Denote X0 =
√
βω√∫
V βω dσ
. Define
Ldf = Lf + α
(
µX0 〈µX0, f 〉µ,ω + µL−1(µX0)
〈
µL−1(µX0), f
〉
µ,ω
)
. (4.22)
where 〈g1, g2 〉µ,ω =
∫ ωm
0
∫ 1
−1 g1g2 dσ. Then for α > 0 small enough, there exists σ2 (depending on
α) such that ∫
V
fLdf dσ ≥ σ2 ‖f ‖2L2( dσ) . (4.23)
Hence L satisfies all the assumptions (PL1)-(PL5).
Proof. By the definition of L, we have∫ ωm
0
∫ 1
−1
fLf dσ =
∫ ωm
0
∫ 1
−1
f√
βω
(
f√
βω
−
〈
f√
βω
〉
µ,ω
)
dσ
=
∫ ωm
0
∫ 1
−1
(
f√
βω
−
〈
f√
βω
〉
µ,ω
)2
dσ ≥ 0 . (4.24)
This shows L is nonnegative and NullL = span{√βω}. By direct calculation we have 〈µβω〉µ,ω = 0. Hence√
βω ∈ H0. Denoting X0 =
√
βω√∫
V βω dσ
, one can verify by direct calculation that
L−1(µX0) =
(
µ(
√
βω)
3
)√∫
V βω dσ
.
Hence, 〈
µL−1(µ ~X0), f
〉
µ,ω
=
1√∫
V βω dσ
〈
µ2β2ω,
f√
βω
〉
µ,ω
=
1√∫
V βω dσ
〈
µ2β2ω,
f√
βω
−
〈
f√
βω
〉
µ,ω
〉
µ,ω
+ α0
〈
f√
βω
〉
µ,ω
,
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where α0 =
〈µ2β2ω〉√∫
V βω dσ
> 0. Thus,
∫ ωm
0
∫ 1
−1
fLdf dσ = 〈fLf〉µ,ω + α 〈µX0, f 〉2µ,ω + α
〈
µL−1(µX0), f
〉2
µ,ω
≥ 〈fLf〉µ,ω + α
〈
µL−1(µX0), f
〉2
µ,ω
≥ 〈fLf〉µ,ω +
αα20
2
〈
f√
βω
〉2
µ,ω
− α∫
V βω dσ
〈
µ2β2ω,
f√
βω
−
〈
f√
βω
〉
µ,ω
〉2
µ,ω
≥ 1
4
∫ ωm
0
∫ 1
−1
(
f√
βω
−
〈
f√
βω
〉
µ,ω
)2
dσ +
αα20
2
〈
f√
βω
〉2
µ,ω
,
where the last inequality follows from choosing α small enough and then applying Cauchy-Schwartz and
(4.24). Let α˜ = min{ 14 , αα
2
0
2 }. Then by the assumption that βω ∈ (0, b0], we have∫ ωm
0
∫ 1
−1
fLdf dσ ≥ α˜
∥∥∥∥ f√βω
∥∥∥∥2
L2( dσ)
≥ σ2 ‖f ‖2L2( dσ) , σ2 =
α˜
τ0
,
which proves the coercivity of the damped operator Ld on L2( dσ). Hence L satisfies all the assumptions
(PL1)-(PL5). 
The type of boundary conditions we use here is the case where the wall does not change the frequency
of the phonon. More precisely, for each ω > 0, the boundary condition for the original nonlinear equation
reads
K F
∣∣
µ>0
= αd
∫
µ<0
|µ|v(ω)F dµ FBE(ω, T0)∫
µ>0
|µ|v(ω)FBE(ω, T0) dµ + αsF
∣∣
µ<0
(−µ, ω) .
= 2αd
∫
µ<0
|µ|v(ω)F dµ+ αsF
∣∣
µ<0
(−µ, ω) .
Linearizing F as in (4.16) and (4.19), we obtain the linearized boundary operator K as
Kf = αdKdf + αsKs(f
∣∣
µ<0
) = 2αd
∫
µ<0
|µ|f dµ+ αsf
∣∣
µ<0
(Rv) , (4.25)
where αd, αs ≥ 0, and αd + αs < 1. Now we verify that
Lemma 4.6. The boundary operator K defined in (4.25) satisfies (PK).
Proof. Again we only need to show that Kd satisfies (PK). By the definition of Kd in (4.25), we have∫
µ>0
µ|Kdf |2 dσ = 4
∫
µ>0
µ
(∫
µ′<0
|µ′|f(µ′, ω) dµ′
)2
Cω
Θ0τ(ω)
dω dµ
≤ 2
∫
µ>0
µ
(∫
µ′<0
|µ′|f2(µ′, ω) Cω
Θ0τ(ω)
dω dµ′
)
dµ
=
∫
µ<0
|µ|f2(µ, ω) dσ ,
which shows (PK) holds. 
In summary, the damped equation has the form
µ∂xf = − 1√
βω
(
f√
βω
−
〈
f√
βω
〉
µ,ω
)
− αµX0 〈µX0, f 〉 − αµL−1(µX0)
〈
µL−1(µX0), f
〉
. (4.26)
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The boundary condition is given as
f
∣∣
x=0
= h+Kf , µ > 0 , (4.27)
where K is given in (4.25). We again have
(I +K)−1 = 1
1 + αs
(
I− αd
1 + αd + αs
Kd
)
,
(I +K)−1(I−K) = 1− αs
1 + αs
(
I− 2αd
(1− αs)(1 + αd + αs)Kd
)
,
where
Kdf = 2
∫
µ>0
µf dµ .
The special solution g0 is constructed as
µ∂xg0 + Ldg0 = 0 ,
g0
∣∣
µ>0
=
(
X0 −K(X0
∣∣
µ<0
)
)
+K(g0
∣∣
µ<0
) , µ > 0 .
(4.28)
Finally, the exact solution for equation (4.20) with boundary condition (4.25) is
fh = f − chg0 + chX0 ,
where f solves the damped equation (4.26) with the boundary condition (4.27) and ch =
〈µX0, f 〉µ,ω
〈µX0, g0 〉µ,ω
.
4.3.2. Numerical Results. We discretize the ω-variable uniformly and replace the integral in ω by the trape-
zoidal rule. The resulting system can be viewed as a multi-species system. Hence the construction of basis
functions is the same as in Section 4.1.3.
We again show examples with both pure incoming data and Maxwell boundary condition. For computa-
tional convenience, we modify the equilibrium state as
FBE(ω, T ) = e
−~ω/(kBT ) .
Example 4.3.1 Incoming boundary condition. In the first example, we set
Cω
τ(ω)
= ω exp (−ω/1000) , τ(ω)v(ω) = 1
ω
, ω ∈ [1, 8].
Then NullL = span{√τ(ω)v(ω)} = span{√1/ω}. Figure 4 shows that if h = X0, then the numerical
solution is in good agreement with the analytical solution where fh = X0.
Example 4.3.2 Maxwell boundary condition. In the second example, we take the same Cω, τ(ω) and v(ω)
as in the previous example and set the accommodation coefficients as (αd, αs) = (0.3, 0.4). Once again if
h = X0−K(X0
∣∣
µ<0
), the exact solution must be fh = X0. The numerical solution demonstrated in Figure 5
shows a good match with the exact solution.
References
[Ber08] N. Bernhoff, On half-space problems for the linearized discrete Boltzmann equation, Riv. Mat. Univ. Parma 9
(2008), 73–124.
[Ber10] N. Bernhoff, On half-space problems for the weakly non-linear discrete Boltzmann equation, Kinet. Relat. Models
3 (2010), 195–222.
[CGS88] F. Coron, F. Golse, and C. Sulem, A classification of well-posed kinetic layer problems, Comm. Pure Appl. Math.
41 (1988), 409–435.
[CLT14] I-K. Chen, T.-P. Liu, and S. Takata, Boundary singularity for thermal transpiration problem of the linearized
Boltzmann equation, Arch. Rational Mech. Anal. 212 (2014), 575–595.
HALF-SPACE KINETIC EQUATIONS WITH GENERAL BOUNDARY CONDITIONS 27
8
6
4
ω
2
0-1
-0.5
µ
0
0.5
1.2
0.2
0.4
0.6
0.8
1
1
8
6
4
ω
2
0-1
-0.5
µ
0
0.5
1
-1
-0.5
0
0.5
1
8
7
6
5
4
ω
3
2
1-1
-0.5
µ
0
0.5
6
0
1
2
3
4
5
1
8
7
6
5
4
ω
3
2
1-1
-0.5
µ
0
0.5
5
-2
-1
0
1
2
3
4
1
Figure 4. (Example 4.3.1) The two figures on the left are boundary data and the difference
(fh(x = 0) − h) obtained for h =
√
1/ω ∈ NullL. The two figures on the right are the
solution at the boundary and the difference (fh(0, µ, ω) − h) obtained for h =
√
ω. In this
case we expect the difference to be of order O(1). In both cases, we use 31 basis functions
in µ direction and sample 8 grid points along ω.
8
7
6
5
4
ω
3
2
10
0.2
µ
0.4
0.6
0.8
0.3
0.1
0.15
0.2
0.25
1
8
7
6
5
4
ω
3
2
1-1
-0.5
µ
0
0.5
1
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
8
7
6
5
4
ω
3
2
1-1
-0.5
µ
0
0.5
1
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
-1
-0.5
0
0.5
1
ω
1
2
3
4
5
6
7
8
µ -1
-0.5
0
0.5
1
Figure 5. (Example 4.3.2) In the second row we use h = X0−K(X0
∣∣
µ<0
) as the incoming
Dirichlet data. The four plots show h, X0, numerical result fh and the recovery difference
fh − X0. The accommodation coefficients are set as (αd, αs) = (0.3, 0.4). We recover the
exact solution X0 as expected. In this example, we use 31 basis functions in µ direction and
sample 8 grid points along ω. Note that the domain size for h is only half of that for X0.
[Cor90] F. Coron, Computation of the asymptotic states for linear half space kinetic problems, Transport Theory Statist.
Phys. 19 (1990), no. 2, 89–114.
[ES12] H. Egger and M. Schlottbom, A mixed variational framework for the radiative transfer equation, Math. Models
Methods Appl. Sci. 22 (2012), 1150014.
[GK08] D.M. Goebel and I. Katz, Fundamentals of electric propulsion: Ion and hall thrusters, JPL Space Science and
Technology Series, Wiley, 2008.
[GK95] F. Golse and A. Klar, A numerical method for computing asymptotic states and outgoing distributions for kinetic
linear half-space problems, J. Stat. Phys. 80 (1995), no. 5–6, 1033–1061.
[Gol08] F. Golse, Analysis of the boundary layer equation in the kinetic theory of gases, Bull. Inst. Math. Acad. Sin. (N.S.)
3 (2008), no. 1, 211–242.
[HM14] C. Hua and A. J. Minnich, Analytical Green’s function of the multidimensional frequency-dependent phonon Boltz-
mann equation, Phys. Rev. B 90 (December 2014), no. 21.
[HRB10] N. G. Hadjiconstantinou, G. A. Radtke, and L. L. Baker, On Variance-Reduced Simulations of the Boltzmann
Transport Equation for Small-Scale Heat Transfer Applications, J. Heat Transfer 132 (2010), no. 11, 112401.
[LLS14] Q. Li, J. Lu, and W. Sun, A convergent method for linear half-space kinetic equations, 2014. preprint,
arXiv:1408.6630.
28 QIN LI, JIANFENG LU, AND WEIRAN SUN
[MCMY11] A. J. Minnich, G. Chen, S. Mansoor, and B. S. Yilbas., Quasiballistic heat transfer studied using the frequency-
dependent Boltzmann transport equation, Physical Review B 84 (2011), no. 235207.
[Pom73] G. C. Pomraning, The equations of radiation hydrodynamics, International series of monographs in natural philos-
ophy, vol. 54, Pergamon Press, Oxford, NY, 1973.
[ST11] J. Sun and Q. Tian, The nonlinear boundary layer to the Boltzmann equation with mixed boundary conditions for
hard potentials, J. Math. Anal. Appl. 375 (2011), 725–737.
[TF13] S. Takata and H. Funagane, Singular behaviour of a rarefied gas on a planar boundary, J. Fluid Mech. 717 (2013),
30–47.
[Tho63] J.J. Thompson, Theory and application of the double pn method in slab geometry for isotropic neutron sources and
scattering, Technical Report AAEC/E-107, Australia. Atomic Energy Commission Research Establishment, Lucas
Heights, New South Wales, 1963 (English).
[UYY03] S. Ukai, T. Yang, and S.-H. Yu, Nonlinear boundary layers of the Boltzmann equation. I. Existence, Comm. Math.
Phys. 236 (2003), no. 3, 373–393.
Mathematics Department, University of Wisconsin-Madison, 480 Lincoln Dr., Madison, WI 53705 USA.
E-mail address: qinli@math.wisc.edu
Departments of Mathematics, Physics, and Chemistry, Duke University, Box 90320, Durham, NC 27708 USA.
E-mail address: jianfeng@math.duke.edu
Department of Mathematics, Simon Fraser University, 8888 University Dr., Burnaby, BC V5A 1S6, Canada
E-mail address: weirans@sfu.ca
