The premature convergence of genetic algorithms (GAs) is the most major factor of slow evolution of GAs. In this paper we propose a novel method to solve this problem through competition of multiple offspring of individuals. Unlike existing methods, each parents in our method generates multiple offspring and then generated multiple offspring compete each other, finally winner offspring become to real offspring. From this multiple offspring competition, our GA rarely falls into the premature convergence and easily gets out of the local optimum areas without negative effects. This makes our GA fast evolve to the global optimum. Experimental results with four function optimization problems showed that our method was superior to the original GA and had similar performances to the best ones of queen-bee GA with best parameters.
Introduction
Although genetic algorithms (GAs) have been widely used to many engineering problems, the premature convergence problem of GAs was always an obstacle of successful applications because it caused slow evolution of GAs [1] [2] [3] [4] . This premature convergence is that relatively good initial individuals located at local optimum areas become dominant after some generations because the selection pressure of GAs is high. If we control the selection pressure to low, then the evolution speed to the global optimum is also decreased. Therefore, this is not the solution. Once a GA falls into premature convergence, it is very difficult for individuals to get out of the local optimum areas because most individuals located small local optimum areas are similar to each other, so generated offspring are also similar to their parents. As a result, individuals stay long time at the local optimum areas. This is so called the premature convergence problem of GAs.
In order to solve this problem, a lot of methods have been introduced to date [4] [5] [6] [7] . However, they didn't provide a fundamental solution in that their methods had negative effects even if they showed relatively good performances under appropriate parameters. This is because preventing from falling the premature convergence also causes slow evolution of GAs and forcing fast evolution also makes GAs fall into premature convergence. In other words, keeping the diversity of individuals in order not to fall into premature convergence also enables GAs not to converge to the global optimum. As an example, if we increase the mutation probability to keep the diversity of individuals, then it also destroys the good building blocks of good individuals and results in slow evolution of GAs. This is a dilemma.
In this paper, we propose a simple, but effective and fundamental solution by employing competition of multiple offspring. In the reproduction process of GAs, our method unlike the existing methods generates multiple offspring and then generated multiple offsprings compete each other, finally winner offspring become to real offspring. For generating multiple offspring, we used three generation strategies: normal generation [1] , strongly mutated generation, and queen-bee generation [6] . At the initial stage of GA, the offspring normally generated may be mainly winner because the individuals of GA have diversity and sometimes the offspring generated by queen-bee generation may accelerate the speed of evolution. If the individuals of GA fall into local optimum areas, then the offspring generated by strongly mutated generation may be often winner and this helps the GA get out of the local optimum areas.
Our method is a fundamental solution of the premature convergence problem of GAs because our method unlike existing methods has no negative effects. That is, if the good building blocks of good individuals are destroyed by the strong mutation for keeping diversity, then the offspring will not be winner and so it does not affect to the next generations. From these properties, our GA rarely falls into the premature convergence and easily gets out of the local optimum areas without negative effects. This makes our GA fast evolve to the global optimum without falling in local optimum.
In order to measure the performances of our method, we experimented our GA with four function optimization problems and compared its results to those of original GA [1] and those of queen-bee GA [6] . Experimental results showed that our GA was superior to the original GA and had similar results to the best ones of queen-bee GA with best parameters empirically selected. Although our method does not show better results than the queen-bee GA, our method is very effective than the queen-bee GA in that our method does not need additional parameters and empirical selection of the parameters. This paper is organized as follows. Section 2 describes proposed multiple offspring competition method for genetic algorithms. Experimental results and discussion are provided in section 3. We conclude our paper in section 4.
Multiple Offspring Competition Method
This section first introduces the premature convergence problem and then describes proposed genetic algorithm with multiple offspring competition.
Premature Convergence Problem
Premature convergence addresses that relatively good individuals within local optimum areas at initial generations are repeatedly regenerated with small changes [5, 8, 9] . This makes most individuals be located within the local optimum areas after some generations. Once a GA falls into this local optimum areas, it is very hard for the individuals to get out of these areas because most individuals are similar to each other. In order to get out of the local optimum areas, GA should generate offsprings outside the local optimum areas (in other words, GA should increase the diversity of individuals). However, it is not easy because the crossover operation with similar parents cannot produce quite different offsprings from their parents. The mutation operation also cannot increase the diversity of individuals owing to the low mutation probability. As a result, individuals stay long time at the local optimum areas. In other words, it causes slow evolution of GAs.
In order to solve this premature convergence problem, a lot of works have been introduce to date [2] [3] [4] [10] [11] [12] [13] . Their methods can be classified into three categories: deterministic methods, adaptive methods, and self-adaptive methods. Most existing methods regardless of categories have used the mutation probability as a control parameter of diversity. That is, they increased the mutation probability for increasing the diversity and vice versa. These control methods of mutation probability, however, had a negative effect that increasing the mutation probability could also increase the probability of destroying the good building blocks of good individuals. This causes another problem.
In this paper, we employed the multiple offspring competition in a reproduction process of GA. Unlike the previous methods, each parents in our method generate three types of offsprings according to the generation strategies, they compete with each other, and finally the winner among three offsprings become to real offspring. By adopting normal generation [1] , strongly mutated generation, and queen-bee generation [6] , our method operates appropriately for the situation of GA. That is, normal generation under the individuals have diversity will strongly affect to the individuals of the next generation while strongly mutated generation under most individuals fall into local optimum areas will increase the diversity of individuals. The queen-bee generation will accelerates the evolution of GAs without worrying about the premature convergence problem. Even if inappropriate offsprings are generated by some generation strategies, it will not affect to the individuals of next generation because they will not be winner. Finally, our multiple offspring competition method causes fast evolution of GAs without negative effects.
Proposed Algorithm
Our genetic algorithm with multiple offspring competition is described in Algorithm 1. The asterisks in Algorithm 1 mean additional operations to the original GA. Each parents as shown in the algorithm generates three offspring and they compete each other, finally the winner offspring become to real offspring for the parents. The normal generation is the same as that of original GA. In strongly mutated generation, crossover operation is the same as that of the original GA, but mutation operation is performed with strong mutation probability
. From this, the strongly mutated offspring is quite different from their parents. If this strongly mutated offspring is better than the other offsprings, then it will be real offspring and helps the GA to keep diversity of individuals. That is, this enables GA not to fall into local optimum or to get out of the local optimum. Even if the strongly mutated offspring is quite worse than the other offsprings, it is not harmful to GA because it will not be real offspring. This is one of advantages of our method. In queen-bee generation, the queen-bee individual (in other words, the best individual in a generation) is always selected as the one of parents for all parents [6] . Since the queen-bee generation uses normal mutation probability, the offspring has many parts of good building blocks of the queen-bee individual. This sometimes makes it possible for the GA to fast evolve to the global optimum.
Since winner offspring become to real offspring, only successful generation strategy affects to the next generation. If a GA does not fall into local optimum areas, we can expect that normal generation plays a role of steady converge to the global optimum and the queen-bee generation often accelerates the speed of the convergence and strongly mutated generation sometimes finds new good areas. Otherwise, we can expect that the strongly mutated generation plays a role of increasing the diversity of individuals and sometimes normal generation and queen-bee generation complements the role.
Experimental Results
Our GA was tested on four function optimization problems as shown in Equation 1. Functions 
point. Since the local optimum area, however, is quite broad, if the GA falls this area, then it is hard for the GA to get out of this area. Function 
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at the four corners. These functions have been used so many tests because they has different properties.
We experimented with typical parameters as shown in Table 1 . If a GA finds the global optimum, then the generation number is recoded. Since the performances of GA depend on the initial individuals, we experimented 10 runs with different random number seeds and averaged the results. Table 2 shows experimental results (we omit the standard deviation values for simplicity). In the table, OGA, QGA, and PGA mean original GA [1] , queen-bee GA [6] , and proposed GA, respectively. For the queen-bee GA, we set the parameters that showed best performances in the experiments [6] , that is, i is set to
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. Although the queen-bee GA showed great performances, it had a big drawback that its performances depended on the value of i and the strong mutation probability and there are no systematic selection methods. Our method without such drawback showed similar performances to the best results of the queen-bee GA. Only in function F , the PGA is inferior to the QGA because the function F has only one simple local optimum.
Since our methods is devised not to fall into premature convergence and to get out the local optimum areas, it is effective for the functions having many local optima. As seen in the that have many local optimum areas, the PGA sometimes outperforms the OGA. This results showed that our method could fast evolve the individuals without negative effects falling into local optimum areas.
In order to show the effects of three generation strategies, we take a typical experiment of function F G with r U S population size and P T individual length, which is the best result of our method compared to the queen-bee GA as shown in Table 2 . In each generation, we count the number of winner offsprings according to the three generation strategies. Figure 2 shows the winner count of each generation strategy within initial generations and average fitness for showing the effects. As shown in the figure, initially normal and queen-bee generations are dominant, but the strongly mutated generation gradually becomes dominant after 
Conclusion
In this paper, we introduced a new method to solve the premature convergence problem of GA employing multiple offspring competition. Each parents generated three offspring using three generation strategies and winner offspring became to the real offspring. This allowed our GA to fast approach to the global optimum without falling into local optimum. It was found from experiments that our method showed very similar performances to the best results of the queen-bee GA and sometimes showed better performances than the queen-bee GA especially for complex functions having many local optimum areas. This means that our method is very effective and valuable.
