Fast algorithms for biophysically-constrained inverse problems in medical imaging by Gholaminejad, Amir
Copyright
by
Amir Gholaminejad
2017
The Dissertation Committee for Amir Gholaminejad certifies that this is the
approved version of the following dissertation:
Fast Algorithms for Biophysically-Constrained Inverse Problems
in Medical imaging
Committee:
George Biros, Supervisor
J. Tinsley Oden
Omar Ghattas
Robert van de Geijn
Richard Vuduc
Kui Ren
Fast Algorithms for Biophysically-Constrained Inverse Problems
in Medical imaging
by
Amir Gholaminejad, B.Sc., M.S.E.
Dissertation
Presented to the Faculty of the Graduate School
of the University of Texas at Austin
in Partial Fulfillment
of the Requirements
for the Degree of
Doctor of Philosophy
The University of Texas at Austin
August 2017
To My Parents
Life is the single stage of our art
Everybody sings his own song and goes from the stage
The stage is always on
Good for the song that people remember
- Jale Esfahani
Acknowledgments
This work would not have been possible without the blessing from the two
angels of my life, who taught me the value of education. My parents supported
me to follow my dreams, even in hard times. I want to also thank my great uncles
and my cousins Dr. Behnood Gholami and Dr. Farnood Gholami, who inspired
me and gave me valuable feedback.
I was very lucky to have great mentors in my life. I like to start with my
7th grade math teacher, Mr. Sadri. He diligently showed us the beauty of mathe-
matical reasoning and the excitement that follows when you really understand a
problem. He made his students believe they can achieve almost anything by hard
work and determination. I am in debt to my undergraduate mentor, Prof. Reza
Hosseini in Tehran Polytechnic (Amirkabir University). I still remember the first
day that I gave him my proposal to study the Mpemba effect. Instead of turning
down a first semester undergraduate student, he agreed to advise my project and
gave me full access to his lab, where only senior students and graduate students
were allowed. That was a great period for me as I met very smart people and
lead many different projects. I am really grateful for his trust in my proposal and
his support and mentorship. I would like to thank my PhD adviser, Prof. George
Biros, who spent countless hours advising me to understand the core topics. To
some extent George and Mr. Sadri have a very similar approach to science: Un-
derstand instead of memorizing. He is a great mentor who really cares about his
group, and treats them like family. George is smart, energetic, and a great adviser.
This work would have been impossible without his vision and mentorship. My
relationship with him was most of the time not an advisor/advisee, but a friend. I
vi
am grateful for his extensive support and mentorship.
I would also like to thank Dr. Alex Fit-Florea, Dr. Boris Ginsburg, Dr.
Sergei Nikolaev, Dr. Pooya Davoodi, Bragadeesh Natarajan, Kent Knox, Timmy
Liu, Vivek Viswanathan, and Greg Stoner who were my mentors and colleagues at
NVIDIA and AMD, where I did my internships. I learned valuable skills during
that time.
I would also like to thank my labmates Bo Xiao, Shashank Subramanian,
Naveen Himthani, Sameer Tharakan, Gokberk Kabacaoglu, Kyle Xu, Chenhan Yu,
James Levitt, Romir Moza, Hari Sundar, Carlos Borges, Bryan Quaife, and Bill
March, as well as Sue Rodriguez and Donna Taylor. I also want to thank Dhairya
Malhotra, Andreas Mang, Hari Sundar, Klaudius Scheufele, Florian Tramnitzke,
and Prof. Miriam Mehl whom I collaborated with on this project.
I would like to thank my committee members, Prof. Tinsley Oden, Prof.
Omar Ghattas, Prof. Robert van de Geijn, Prof. Richard Vuduc, and Prof. Kui Ren.
It is a great honor to have their endorsement on my PhD, and I am grateful for the
time they spent to review this thesis.
Finally, I would like to thank Prof. Ivo Babuska, an iconic mathematician
whom I had the great honor to work with as the Babuska forum host. I am grateful
for reading the thesis and providing me with his valuable feedback.
Amir Gholaminejad,
August 2017
vii
Fast Algorithms for Biophysically-Constrained Inverse Problems
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by
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Supervisor: George Biros
We present algorithms and software for parameter estimation for forward
and inverse tumor growth problems and diffeomorphic image registration. Our
methods target the following scenarios: automatic image registration of healthy
images to tumor bearing medical images and parameter estimation/calibration
of tumor models. This thesis focuses on robust and scalable algorithms for these
problems.
Although the proposed framework applies to many problems in oncology, we fo-
cus on primary brain tumors and in particular low and high-grade gliomas. For
the tumor model, the main quantity of interest is the extent of tumor infiltration
into the brain, beyond what is visible in imaging.
The inverse tumor problem assumes that we have patient images at two (or more)
well-separated times so that we can observe the tumor growth. Also, the inverse
problem requires that the two images are segmented. But in a clinical setting such
information is usually not available. In a typical case, we just have multimodal
magnetic resonance images with no segmentation. We address this lack of infor-
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mation by solving a coupled inverse registration and tumor problem. The role
of image registration is to find a plausible mapping between the patient’s tumor-
bearing image and a normal brain (atlas), with known segmentation. Solving this
coupled inverse problem has a prohibitive computational cost, especially in 3D. To
address this challenge we have developed novel schemes, scaled up to 200K cores.
Our main contributions is the design and implementation of fast solvers for these
problems. We also study the performance for the tumor parameter estimation and
registration solvers and their algorithmic scalability. In particular, we introduce the
following novel algorithms: An adjoint formulation for tumor-growth problems
with/without mass-effect; The first parallel 3D Newton-Krylov method for large
diffeomorphic image registration; A novel parallel semi-Lagrangian algorithm for
solving advection equations in image registration and its parallel implementation
on shared and distributed memory architectures; and Accelerated FFT (AccFFT),
an open-source parallel FFT library for CPU and GPUs scaled up to 131,000 cores
with optimized kernels for computing spectral operators.
The scientific outcomes of this thesis, has appeared in the proceedings of three
ACM/IEEE SCxy conferences (two best student paper finalist, and one ACM SRC
gold medal), two journal papers, two papers in review, four papers in preparation
(coupling, mass effect, segmentation, and multi-species tumor model), and seven
conference presentations.
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Chapter 1
Introduction and Summary of Thesis
1.1 Motivation
Advances in medical imaging and computer vision have had a major impact
on diagnosis and treatment of malignant brain tumors. However, there are still ma-
jor difficulties in extracting information from these images. The main reason is that
most imaging modalities (such as Magnetic Resonance Imaging or Computed To-
mography) are only sensitive to areas with considerable abnormalities. Therefore,
areas with small tumor concentration cannot be detected using existing imaging
technologies. A biopsy is required, which is dangerous, invasive, and often not suf-
ficient (since its results depend on where the tissue samples are taken from). This
lack of sensitivity to diffuse abnormalities, along with low-resolution, imaging ar-
tifacts, and noise, create major challenges in image-based diagnosis and treatment
planing. Computational methods that assist in image analysis are of paramount
importance in helping improve the quality of interpretation of medical images, in a
systematic and reproducible way. But computational methods also come with sev-
eral challenges: designing algorithms with optimal work complexity, scalability,
as well as fundamental mathematical and modeling questions. In this thesis, we
focus on algorithmic and scalability challenges for a set of well-established meth-
ods in neuroimaging and neurooncology. In particular, we present algorithms and
software for parameter estimation for tumor growth problems with/without mass
effect, for fast diffeomorphic image registration, and for the coupled inverse tu-
mor and inverse registration problem. Our methods target three different image
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Figure 1.1: Brain tumor simulation results. We display (from left to right) the time progression of
a reaction-diffusion model of tumor growth. The leftmost image shows the initial condition; the
rightmost image the solution of the forward problem at t = 1. The computed tumor cell distribution
c ∈ [0,1] is overlaid onto brain anatomy used for this simulation. The bottom row shows a 3D
illustration of this anatomy and the top row an axial slice cut through the center of the tumor.
White areas are locations of high tumor cell density and black areas, locations of low density.
analysis scenarios:
• Parameter estimation and calibration of patient-specific tumor models, given
partially observed, noisy data from medical images.
• Fast image registration that can be applied to a wide range of medical image
analysis problems.
• Coupled image registration and tumor model calibration, for registration of
tumor-bearing images to normal brains (atlases) and for tumor growth model
calibration from a single snapshot.
In the clinical setting, these scenarios are used in diagnosis and tumor staging,
pre-operative surgical planning, post-operative analysis and prognosis, and epi-
demiological studies. In this work, we particularly focus on gliomas, a type of
malignant primary brain tumor that arise from glial cells in the brain. They ac-
count for 29% of all brain and central nervous system tumors, and 80% of all
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malignant brain tumors of about 60,000 cases diagnosed each year in the United
States (36). Despite advances in surgery, chemotherapy, and radiotherapy, the me-
dian survival rate with therapy has remained about one year in the past 30 years
(126, 148, 153, 167, 185). Below we explain, the motivation behind each of these
objectives.
Every patient’s brain structure and the specific genetics of his/her tumor is
different from another patient. We cannot use a one-size-fits-all approach and use
the same model parameters for all patients. Given a model for tumor growth, we
have to perform a calibration to find its patient-specific parameters. The calibration
is done by finding the parameters that “best” explain the observed data, without
over-fitting. A set of parameters with which we can exactly match all the observed
data in the patient, does not necessarily mean that we have found the ground truth.
Increasing the number of unknowns in the model can exacerbate this situation,
since it gives us more degrees of freedom to match noisy data, which can lead to
poor generalization error.
Once the calibration process is done, we can perform the following analyses:
• Estimate the extent of tumor infiltration beyond what is visible in imaging. This
is important for treatment, where the surgeon/radiologist has to determine
how much to cut/radiate beyond the visible abnormality (82, 153). In clini-
cal practice, a margin of 1cm–4cm is typically used (77, 94). This margin is
derived by statistical analysis of clinical data (77). But there is no consensus
about its particular value and there is no systematic way to select this margin
for an individual patient.
• Image registration. In surgical planning a key question is path design, how to
reach and extract the tumor without damaging eloquent areas of the brain.
3
Identifying these areas automatically can be done by registering the patient
images to an atlas that has functional information. The challenge is that the
atlas is a normal brain whereas the subject has a tumor. Standard image
registration algorithms fail for such cases. Coupling tumor growth models
with registration is a way to address this problem. In this scenario, the tumor
growth model serves solely as an image analysis tool.
• Single-time-snapshot model calibration. Another instance where we need im-
age registration is when we create patient-specific tumor models using just
a single time data. Tumor growth is an evolution problem, so the typical
inversion scenario requires at least two time snapshots. In clinical practice
however, such snapshots are typically not available for preoperative high-
grade gliomas. In this scenario, an atlas can serve as the t = 0 data and it
requires image registration.
• Segmentation of images bearing tumors. Once registration between atlas and
subject is possible, the algorithm can be used for segmentation 1. A very
powerful class of segmentation methods is atlas-based segmentation and a
key component of this method is image registration (60).
• Glioma Classification. Correctly characterizing low and high-grade gliomas
with a biopsy remains an open problem. A tumor growth model has the
potential to address this.
• Survival estimation Given multi-modal images of gliomas, it is important to
get an estimate of the expected survival time of the patient. For example,
1Image segmentation is the process in which we assign labels to each voxel from different cat-
egories (e.g. white matter, gray matter, cerebrospinal fluid, enhancing and non-enhancing tumor,
necrosis, and edema)
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tumor infiltration has been found to correlate with survival (105).
To perform the tumor model calibration we need to solve an inverse problem given
a model for the tumor growth (§1.2). One of the inputs to the inverse problem is
the segmentation of the patient’s brain – both with tumor and without tumor. The
latter gives us the healthy structure of the brain, which can be used as an initial
condition to perform the simulations. However, this data is usually unavailable.
We address this limitation by coupling the inverse tumor solver with image reg-
istration, and solve a coupled inverse problem. We first summarize the inverse
registration problem in §1.3, and then motivate the coupling framework in §1.4.
1.2 Inverse Tumor Problem:
Initially, we consider a reaction-diffusion model for tumor growth, which has been
widely adopted in the literature (85, 166, 167, 168). An exemplary forward simula-
tion using this model is shown in Fig. 1.1. This is a phenomenological model that
captures two distinctive behaviors of gliomas: their growth, and their invasion
into surrounding tissues. We then revise this model, and couple it to linear elastic-
ity equations to capture “mass effect”, a term-of-art used by clinicians to describe
tissue displacement due to tumor growth forces.
We formulate the inverse problem as a PDE-constrained optimization problem.
We invert for the initial condition of the tumor concentration and the extent of
anisotropic infiltration, given partial and noisy observations of the patient’s tu-
mor concentration. We present the formulation and outline the numerical algo-
rithms for solving the resulting equations. The optimization problem is solved
with a reduced-Newton method. We test the overall methodology using synthetic
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datasets and compute the reconstruction error for different noise levels and detec-
tion thresholds for monofocal and multifocal test cases.
The summary of the contributions made for this part is as follows:
• Derivation and implementation of a second-order preconditioned, reduced-
Newton framework for the inverse tumor solver with preconditioners for the
forward and adjoint operators;
• Support for multiple anisotropic diffusion models, and multifocal tumors;
• Distributed-memory implementation that has been scaled to 131K cores on
multiple systems;
• Algorithmic and parallel scalability on real clinical data; and
• Introduction of AccFFT, a new open-source parallel FFT library for CPU and
GPUs with fast spectral operators that considerably reduce communication
volume;
Results of this work has appeared in the following publications:
• A. Gholami, A. Mang, and G. Biros. An inverse problem formulation for pa-
rameter estimation of a reaction-diffusion model of low grade gliomas. Journal of
mathematical biology, Vol. 72, pp 409-433, 2015.
• A. Gholami, D. Malhotra, H. Sundar and G. Biros. FFT, FMM, or Multigrid?
A comparative Study of State-Of-the-Art Poisson Solvers for Uniform and Nonuni-
form Grids in the Unit Cube. SIAM Journal on Scientific Computing, Vol. 38
(3), 2016.
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• A. Gholami, A. Mang, K. Scheufele, M. Mehl, and George Biros, A Frame-
work for Scalable Biophysics- based Image Analysis. Proceedings of ACM/IEEE
Supercomputing Conference (SC’17), 2017.
• A. Gholami, J. Hill, D. Malhotra, and G. Biros. AccFFT: A library for distributed-
memory FFT on CPU and GPU architectures.
arXiv preprint: http://arxiv.org/abs/1506.07933.
Related Work.
The complexity of the underlying bio-physiology results in a diversity of
mathematical models, accounting for phenomena on the molecular, cellular and/or
tissue scale (13). Most work attempting to link mathematical models to images is
based on reaction-diffusion type equations (124). The main assumption here is that
cancerous cells grow and infiltrate tissue due to cell division (proliferation) and
migration (which can be modeled by diffusion). Although this model is simplistic
and purely phenomenological, it has been shown to capture tumor progression on
a tissue level (28, 89, 90, 113, 144).
The reaction-diffusion model has been used extensively for recovering tumor growth
patterns in individual patients (28, 79, 81, 85, 90, 113, 144, 166, 168), for estimating
the physiological tumor boundary (29, 89, 123), and for studying effects of clin-
ical intervention (142, 145, 146, 167, 178). The parameter calibration is typically
driven using segmented data of patient images. Besides only considering tissue
composition (79, 81, 166, 168), some researchers have also considered fiber struc-
tures of the brain to account for the hypothesis of faster migration along those
structures (16, 28, 29, 40, 89, 90, 113, 123, 133, 144). Models that account for the
mechanical interaction of the tumor with its surroundings have been described
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in (28, 79, 121). More sophisticated models are discussed in (71, 72, 84, 101, 131).
One problem with using a more complex model for the inverse solve, is the poten-
tial for over-fitting, as mentioned above.
A common approach for parameter estimation is manual calibration (28, 168).
However, it is somewhat difficult to reproduce results and this approach does not
scale with the number of parameters. For this reason, several groups have de-
veloped automatic parameter calibration algorithms. One approach is to use an
asymptotic approximation of the reaction-diffusion type equations on the basis of
a traveling wave solution (167). The associated analytical result, establishes a con-
nection between the velocity of the (spherical) tumor front and the parameters of
the underlying reaction-diffusion model. An extension that accounts for the het-
erogeneity of the tissue as well as the structure of white matter pathways has been
described in (89, 90). This method has been applied to time series of images (90)
and to imaging studies based on a single snapshot in time (144).
Another approach for parameter estimation, based on optimal control theory, is to
use PDE-constrained optimization (81, 113). Our approach extends this in that we
use second order (Hessian) information for the numerical optimization, instead of
using first order information only (81) or falling back to a derivative free optimiza-
tion (81, 113).
1.3 Image Registration
Image registration is a correspondence problem between a template, mT ,
and a reference image, mR. The goal is to find a “plausible mapping”, y, be-
tween these two images, such that the mismatch between mT (y) and mR (i.e.∥mT (y) −mR∥L2) is minimized (Fig. 1.2). It is important to add an admissibil-
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Figure 1.2: Image registration. The inputs to this inverse problem are scalar intensity values of two
images of the same object (left). The inherent assumption is that there exists a geometric transfor-
mation that relates points in the reference image mR to its corresponding points in the template
image mT (green arrows).
ity constraint on the mapping, or else the solver will find unphysical shuffling of
points to minimize the mismatch. The plausibility constraint requires diffeomor-
phic mapping. That is, we seek a continuously differentiable, bijective mapping
with continuously differentiable inverse. We will first discuss the inverse registra-
tion, and then its coupling to the inverse tumor problem.
We write the inverse registration problem as finding a velocity v that can “advect”
the template image to become “similar” to the reference image. This requires solv-
ing a non-convex optimization problem, with a prohibitive time-to-solution espe-
cially in 3D. We have addressed this by developing a distributed-memory large
deformation diffeomorphic registration framework, which has been scaled up to
8K cores. The framework uses a novel parallel semi-Lagrangian solver with sup-
port for Haswell and KNL architectures and GPUs. Moreover, we have extended
the AccFFT library to support the spectral operators used by the registration, and
made operator-specific optimizations that significantly reduce the communication
volume.
The main bottlenecks of the inverse problem are pseudo-spectral operators (used
for evaluating differential operators) and semi-Lagrangian solvers. We use a pre-
conditioned, inexact (Gauss) Newton method, combined with novel distributed-
9
memory solvers that have been scaled to more than 131K cores. These include
development of Accelerated FFT (AccFFT), an open-source parallel FFT library for
CPU and GPUs with optimized kernels for computing spectral operators, as well
as a novel parallel semi-Lagrangian algorithm for solving advection equations that
appear in image registration. The contributions of our framework is as follows:
Interpolation operator: The main bottleneck for the inverse registration
problem is solving variants of the advection equation with a stationary but variable
velocity. To avoid the CFL condition we use a semi-Lagrangian solver. However,
that requires interpolation from a regular grid to an unstructured grid which is
very expensive. In our initial work (111), developed as part of this thesis, we pre-
sented a novel distributed implementation to solve the advection problem. Even
though we achieved very good scalability, but the interpolation kernel was still
a significant bottleneck, consuming 60% to 75% of the total runtime. Here, we
present a new interpolation kernel that it is nearly 10× faster. It employs a reorder-
ing of departure points, blocking, and vectorization.
Switching to single precision: Given the level of noise and imaging artifacts
in the data, the modeling errors in the biophysical simulations, and the target levels
of accuracy, using double precision is not optimal. Using single precision reduces
the communication volume and the memory footprint for the adjoint solves (which
require storing the time history). For this reason we have implemented our solver
in single-precision, and extended AccFFT to single-precision for both forward and
backward FFTs as well as the fast spectral operators (56, 57) (for both CPU and
GPU). Overall, our registration solver is 3 to 8 times faster than (111), supports
stand-alone reaction-advection-diffusion solvers for biophysical inverse problems,
and their coupling with registration. In chapter 3, we showcase results where we
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solve registration problems of unprecedented scale, 40963 resulting in ≈ 200 billion
unknowns, a problem size that is 64× larger than the state-of-the-art. For problem
sizes of clinical interest, our framework is about 8× faster than the state-of-the-art.
To our knowledge, the most scalable deformable image registration algorithm is
the one developed in our earlier work (111). For a detailed review on image regis-
tration algorithms see (159). There are many scalable solvers for biophysical sim-
ulation but not much work for problems that are tightly coupled with MRI. In the
latter area, most work is done on single node systems (28, 154).
Results of this work has appeared in the following publications:
• A. Gholami, A. Mang, K. Scheufele, M. Mehl, and George Biros, A Frame-
work for Scalable Biophysics- based Image Analysis. Proceedings of ACM/IEEE
Supercomputing Conference (SC’17), 2017.
• A. Mang, A. Gholami, and G. Biros, Distributed-memory large-deformation dif-
feomorphic 3D image registration. Proceedings of ACM/IEEE Supercomputing
Conference (SC16), 2016.
• A. Mang, A. Gholami, C. Davatzikos, G. Biros, PDE Constrained Optimization
in Medical Image Analysis, Optimization and Engineering, (in review).
1.4 Coupled image registration and inverse tumor problem
Solving the inverse tumor problem requires access to the healthy state of
the patient’s brain prior to the tumor. Often times, such data is not available. The
tumor growth causes visible deformations and changes to the brain structure. As a
result, the tumor bearing image cannot be used as an initial brain geometry for the
simulations. We address this limitation by solving a coupled inverse registration
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and tumor problem. The role of the image registration in the coupled framework,
is to find a plausible mapping between the patient’s tumor bearing image and an
atlas, whose structure and properties is known.
In the coupled framework, first the patient’s MRI is co-registered to an already
segmented normal-brain MRI (i.e. the atlas), and then the labels from the normal
image are transferred to the patient (through the registration map). Since the atlas
doesn’t have a tumor (whereas the patient does), a fictitious tumor needs to be
grown in the atlas before the registration can be performed. Once this mapping
is found, we can solve the parameter estimation problem in the atlas domain and
translate the results through the inverse mapping into the patient’s domain.
In the coupling, we have to solve two subproblems: identifying initial conditions
for a reaction-diffusion tumor growth model (the inverse tumor parameter identifi-
cation problem discussed above), and seeking a mapping between the atlas image
and the patient’s, so that their L2-distance is small (image registration).
We use a Picard’s scheme to solve the coupling problem. We first start with an
initial guess for the tumor parameters and create a fictitious tumor in the atlas
domain. Then we solve the image registration problem, and transport the tumor
in the patient space back to the atlas. Using the latter data, we solve the inverse
tumor problem and update the model parameters. This process is repeated until
convergence.
The contributions of this part is implementation of the first coupled inverse tu-
mor and inverse registration problem with support for distributed-memory par-
allelism and 3D simulations. We present the first-order optimality conditions for
the coupling, and discuss the Picard iterative method for solving the optimization
problem. We present numerical experiments and quantify the performance of the
12
coupoling on multiple synthetically generated test cases.
The most notable work in coupling tumor growth model with imaging is GLISTR
(60). Coupled imaging algorithms and biophysical models have been used in other
applications as well. Examples include cardiovascular diseases (31, 32, 104, 154,
155, 184), oncology (28, 61, 62, 78, 90, 188), and surgical planing (44, 55, 75, 183).
Typical image analysis tasks are segmentation, feature extraction for statistical in-
ference (e.g. outlier detection, population statistics, prognosis), and image registra-
tion (for segmentation and surgical planing). Such tasks benefit from an integra-
tion with biophysical models that introduce pathology-specific prior information.
1.5 HPC Algorithms for Elliptic PDEs
State-of-the-art Poisson Solvers:
As part of this thesis, we also studied the scalability of state-of-the-art al-
gorithms used for solving elliptic PDEs. We first considered the Poisson problem
which has many applications in computational science and engineering, and is
used in the tumor solvers (as preconditioner for the diffusion equation). We per-
formed a detailed scaling study and compared FFT, with Fast Multipole Method,
the geometric multigrid (GMG) and algebraic multi-grid (AMG). We examined
and reported results for weak scaling, strong scaling, and time to solution for uni-
form and highly refined grids (Fig. 1.3). We present results on the Stampede sys-
tem at the Texas Advanced Computing Center and on the Titan system at the Oak
Ridge National Laboratory.
We compare the methods on two different architectures, and discuss two main
questions:
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Figure 1.3: (left)Adaptive mesh structure for the forcing term of the Poisson problem (i.e. f ). The
green cube (bottom quadrant) is the adaptive mesh using 6th order elements and the blue cube (top
quadrant) is that of using 14th order elements. The number of unknowns is significantly reduced.
(right) Pencil decomposition used in AccFFT
• Which method is faster? What matters the most is the wall-clock time to solu-
tion. That is, given f , we would like to evaluate u (typically at a given num-
ber of points) to a specified accuracy. We consider two main cases, highly
oscillatory fields, for which a regular grid is necessary, and highly localized
fields for which adaptively refined meshes are expected to be more effective.
• How does the cost per unknown compare for the different methods given a
fixed algebraic accuracy? This test focuses on the complexity estimates which
are functions of the problem size, the number of processors, the approxima-
tion order, and of course the implementation. We perform weak and strong
scaling studies to directly compare the complexity estimates on specific archi-
tectures using the same problem size. The goal is to identify whether there
are order-of-magnitude differences in the performance between these meth-
ods.
In our largest test case, we solved a problem with 600 billion unknowns on 229,379
cores of Titan. We tested all of the methods with different source functions (the
14
Figure 1.4: Here we illustrate the capabilities of our solver. We simulate Stokes flow through a
porous medium. From left: in the first figure, the grey color indicates the solid phase geometry
and the space in between is the pore space. We also visualize the velocity field using streamlines.
In the second figure we show the same geometry with clipping to better visualize the streamlines.
The third figure shows the leaves of the octree and the fourth one the spatial partitioning across
different nodes. Details of the algorithm can be found in (107).
right hand side in the Poisson problem). Our results indicated that FFT is the
method of choice for smooth source functions that require uniform resolution.
However, FFT loses its performance advantage when the source function has highly
localized features like internal sharp layers. FMM and GMG considerably outper-
form FFT for those cases. The distinction between FMM and GMG is less pro-
nounced and is sensitive to the quality (from a performance point of view) of the
underlying implementations. In most cases, high-order accurate versions of GMG
and FMM significantly outperform their low-order accurate counterparts.
The results of this work has been published in the following paper:
• A. Gholami, D. Malhotra, H. Sundar and G. Biros. FFT, FMM, or Multigrid?
A comparative Study of State-Of-the-Art Poisson Solvers for Uniform and Nonuni-
form Grids in the Unit Cube. SIAM Journal on Scientific Computing, Vol. 38
(3), 2016
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A volume integral equation Stokes solver
Stokes flow has application in many areas of science from fluid mechanics
simulations to preconditioning registration velocity. We present a novel numer-
ical scheme for solving the Stokes equation with variable coefficients in the unit
box. We use a volume integral equation formulation. Compared to finite element
methods, this formulation decouples the velocity and pressure, generates velocity
fields that are by construction divergence free to high accuracy and its performance
does not depend on the order of the basis used for discretization. In addition, we
employ a novel adaptive fast multipole method for volume integrals to obtain a
scheme that is algorithmically optimal. Our scheme supports non-uniform dis-
cretizations and is spectrally accurate. To increase per node performance, we have
integrated our code with both NVIDIA and Intel accelerators. In the largest scal-
ability test, we solved a problem with 20 billion unknowns, using a 14-order ap-
proximation for the velocity, on 2,048 nodes of the Stampede system at the Texas
Advanced Computing Center. We achieved 0.656 petaFLOPS for the overall code
(23% efficiency) and one petaFLOPS for the volume integrals (33% efficiency). We
showcase how our solver can be used to simulate Stokes flow in a porous medium
with highly complex pore structure using a penalty formulation to enforce the no
slip condition (Fig. 1.4).
The results of this work has been published in the following paper:
• D. Malhotra, A. Gholami, and G. Biros. A volume integral equation Stokes solver
for problems with variable coefficients. Proceedings of ACM/IEEE Supercom-
puting Conference (SC14), 2014
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1.6 Contributions in CSEM Areas
The contributions of this thesis address all three areas of the Computational Sci-
ence and Engineering Mathematics (CSEM) program. The detailed contribution in
each area is as follows:
Area A: Applicable Mathematics
• Unconditionally stable semi-Lagrangian solver with specific optimizations
for source terms in the transport equations of the inverse registration prob-
lem;
• A novel Picard scheme for the coupled inverse tumor and registration prob-
lem, which decouples the registration velocity and tumor parameters via
non-linear iterations;
• Derivation of analytical expressions for the (incremental) forward/adjoint
equations with second-order Strang splitting and logistic growth terms; and
• Derivation of the Discretize-Then-Optimize and Optimize-Then-Discretize
formulation for reaction-diffusion model with linear elasticity constraints,
and verification of the numerical results;
Area B: Numerical analysis and scientific computation
• Distributed-memory implementation that has been scaled to 131K cores on
multiple systems;
• Introduction of AccFFT, a new open-source parallel FFT library for CPU and
GPUs that has been scaled up to 4,096 GPUs;
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• Novel scheme for computing gradient and divergence in parallel that reduce
communication volume by 2×;
• Algorithmic and parallel scalability on real clinical data up to 200 billion un-
knowns;
• Design of a state-of-the-art parallel semi-Lagrangian solver applicable to a
range of transport problems including the inverse registration problem;
– Support for high-order interpolation and specific optimization of the cu-
bic interpolation kernel;
– A novel binning method with negligible overhead which considerably
increases temporal locality;
– SIMD implementation of the cubic kernel for Haswell and KNL archi-
tectures as well as GPUs; and
– Overall speedup of 10× compared to the previous state-of-the-art on the
same hardware.
• Minimization of the parallel communication required to compute Hessian
matvec of the registration operator by exploiting the stationary registration
velocity, and approximation of off-grid spectral operators; and
Area C: Mathematical modeling and applications
• Inverse problem formulation for a reaction-diffusion tumor model that sup-
ports the following features:
– Inhomogeneous and anisotropic diffusion coefficients,
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– Multi-focal tumors, and
– Multiple time snapshot of tumor concentration data,
• Derivation of the coupled inverse tumor and inverse registration problems
and the resulting optimality conditions;
– Enables registration of healthy reference brain images to tumor-bearing
ones; and
– Addresses the limitation of one time snapshot of the tumor, which is the
most common case encountered in practice.
• Development of a mass conserving reaction-diffusion tumor model coupled
with linear elasticity equations;
1.7 Outline
In chapter 2, we discuss the reaction-diffusion tumor inverse solver and
quantify reconstruction results, using multiple synthetically generated distribu-
tions. Then in chapter 3, we discuss the image registration problem and address its
computational bottlenecks. We present strong and weak scaling results on several
supercomputers for both the inverse registration problem and the inverse tumor
solver. In chapter 4, we discuss the formulation for the coupling and provide nu-
merical results. In chapter 5, we discuss how the reaction-diffusion model has to be
modified to include “mass-effect”, and discuss the corresponding optimality con-
ditions. In chapter 6, we introduce AccFFT, our in-house FFT library for CPU and
GPUs. Then in chapter 7, we benchmark and discuss the performance of the scal-
able methods for the Poisson problem which are used widely in practice: the Fast
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Fourier Transform (FFT), the Fast Multipole Method (FMM), the geometric multi-
grid (GMG) and algebraic multi-grid (AMG). Finally, in chapter 8, we summarize
the contributions of this thesis and discuss the future work.
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Chapter 2
Reaction-Diffusion Tumor Model
In this chapter, we will discuss the inverse tumor problem using a reaction-
diffusion model for tumor growth. We make a key assumption here that we have
the segmentation data from the patient’s image with and without tumor. This
is the ideal case for solving the inverse problem. In the next chapter we relax
this requirement, by coupling the tumor inverse problem with image registration
between patient’s image and an atlas brain.
The goal of this chapter is to see how the method performs when we have the
ground truth data and set the foundation for the coupled problem. In particu-
lar, we will discuss the formulation of the forward and inverse problem to esti-
mate distribution of tumor concentration, as well as the magnitude of anisotropic
tumor diffusion. We write the problem as a constrained optimization with the
reaction-diffusion model that results in a system of nonlinear partial differential
equations (PDEs). In our formulation, we estimate the parameters using partially
observed, noisy tumor concentration data at two different time instances, along
with white matter fiber directions derived from diffusion tensor imaging (DTI).
The optimization problem is solved with a reduced Hessian based method (New-
ton). We present the formulation and outline the numerical algorithms for solv-
This chapter is based on existing publication: Amir Gholami, Andreas Mang, and George Biros,
An inverse problem formulation for parameter estimation of a reaction-diffusion model of low grade gliomas.
Journal of mathematical biology, Vol. 72, pp 409-433, 2015.
A. Gholami derived the algorithms and implemented them from scratch in Matlab and Cpp
langauage. A. Mang helped with the visualization and contributed to the introduction. Prof. Biros
helped in the editing of the work and provided supervision and guidance.
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ing the resulting equations. We test the method using synthetic dataset and com-
pute the reconstruction error for different noise levels and detection thresholds for
monofocal and multifocal test cases.
2.1 Tumor Model
The tumor growth model we use has been widely adopted in the literature
to model the spatio-temporal spread of cancerous cells on a tissue level (79, 85, 124,
166, 167, 178). It can be stated as follows:
Rate of change of cells in time = proliferation rate + motility (diffusion) rate.
The equivalent mathematical formulation is given by the following partial differ-
ential equation:
∂c
∂t
−Dc −R(c) = 0 in U, (2.1)
∂c
∂n
= 0 on Γ × (0,1), (2.2)
subjected to an initial distribution c(t = 0) = c0. Here, c is the normalized tumor
concentration (i.e. c ∈ (0, 1]), D is a linear differential operator modeling the mi-
gration of the tumor cells, and R(c) is a nonlinear reaction term, modeling prolif-
eration and necrosis of the tumor cells. Furthermore, U ∶= B × (0,1], where B is the
spatial domain of brain and (0,1] is the non-dimensional time interval. Moreover,
Γ refers to the boundaries of CSF and skull of the brain into which the tumor cells
do not infiltrate (178).
The differential operator D that models tumor infiltration is based on a model of
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inhomogeneous, anisotropic diffusion:
Dc = ∇ ⋅ (K(x)∇c), (2.3)
where
K(x) = k0(x)I + kfT(x). (2.4)
Here, k0(x) captures the inhomogeneity due to different diffusion rates in white
and grey matter, and x = (x, y, z) ∈ B. The inhomogeneity of tumor infiltration
follows from the experimental study in (59), in which it was observed that glioma
cells have a higher motility rate in white matter as compared to grey matter. This
observation has recently been related to the higher cell density in grey matter (157).
To account for these different motility rates, the diffusion coefficient is assumed to
be inhomogeneous (i.e. k0 is a function of the location x), with a higher diffusion
rate in white matter than in grey matter (156, 166, 168, 178). Therefore, we have
k0(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
kw, if x in white matter
kg, if x in grey matter
0, otherwise
We use a five fold difference, i.e. kwkg = 5 (80, 168).
Similarly, it has been suggested that glioma cells have a directional preference in
their infiltration. This can be accounted for by introducing an anisotropic diffusion
operator (83, 85, 133, 160). The second term in Eq. 2.4,T(x), captures this behavior.
T(x) is the weighted diffusion tensor derived from diffusion tensor imaging (DTI)
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data1. We compute T(x), by scaling the eigendirections and eigenvalues derived
from the 3 × 3 DTI tensor by the so called fractional anisotropy (FA):
T = FA(λ1 ⃗e1e1T + λ2 ⃗e2e2T + λ3 ⃗e3e3T ), (2.5)
where FA is given by
FA = √1
2
√(λ1 − λ2)2 + (λ2 − λ3)2 + (λ3 − λ1)2√
λ21 + λ22 + λ23 . (2.6)
Here, e⃗1, e⃗2, e⃗3 and λ1, λ2, λ3 are the corresponding eigendirections and eigenvalues,
computed at each point in the brain. The diffusion tensor T is additionally scaled
by kf to account for differences in the diffusion rates between tumor cells and
water. Other methods of deriving T by scaling only the principal direction have
been suggested as well (85, 133, 157). For example, T can have the form of:
T = λ1 ⃗e1e1T . (2.7)
In this approach only the principal direction is preferred when there is fiber cross-
ings (the planar case). To address this, (85) suggests a linear scaling of the form:
T = (a1 ⃗e1e1T + a2 ⃗e2e2T + a3 ⃗e3e3T ), (2.8)
where a1, a2, and a3 are coefficients that depend linearly on kf and the eigenvalues.
Another study in (133) suggests a different derivation of the anisotropic behavior
of gliomas from peanut or von Mises distribution. In this approach, the macro-
1DTI is an MR imaging technique that measures water diffusion tensor at every point in the
brain (95)
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scopic behavior of glioma cells is derived by considering individual pathways of
tumor cells along white matter fibres (74). For example for the 3D case of von
Mises-Fisher distribution the diffusion tensor will have the form of:
T = a1I + a2λ1 ⃗e1e1T , (2.9)
where a1 and a2 are two parameters that depend on sensitivity of cells to path-
ways, cell turning rate, and the degree of randomized turning. In this chapter, we
consider Eq. 2.5 and 2.7. But the inverse problem formulation of §2.2 can handle
the cases of Eqns. 2.5, and 2.8. For the case of Eq. 2.9, our method requires a slight
modification to invert for both a1 and a2 instead of just one of them.
A common model (81, 89, 90, 113, 144, 145) for the cell mitosis and necrosis in Eq.
2.1 is the following, self-limiting logistic reaction term:
R(c) = ρc(1 − c), (2.10)
where ρ is the reaction coefficient. This model captures the exponential growth
of the tumor cells in the areas of low concentration, and necrosis in areas where
c > 1. We use ρ = 2, in non-dimensional form, to test the method in §2.4, which
corresponds to ρ = 0.0006 per day in dimensional form. For the diffusion coefficient
we use k0 = 0.1 in non-dimensional form, which corresponds to k0 = 0.01 mm2day in
dimensional form 2.
As mentioned earlier, with the current clinical imaging technologies only the bulk
of the tumor is visible; the full extent of the invasion (physiological tumor bound-
ary) remains undetectable. That is, the tumor concentration is only detectable at
2The parameters were selected in the range specified by (161)
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2.1: Forward simulation of tumor growth using the reaction-diffusion model of Eq. 2.1.
From top to bottom, the rows show the tumor distribution at t=0,1 and 2, which in dimensional
form corresponds to 0, 14, and 28 months, respectively.
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locations in which c∗(x) > cd. Here c∗(x) refers to the spatial tumor distribution
and cd refers to the detection threshold. This threshold depends on the imaging
modality used. In (167) the detection threshold was set to cd = 0.16 and cd = 0.8,
for T2-weighted (T2w) and T1-weighted contrast enhanced (T1w-Gd) imaging, re-
spectively. However, there is no consensus in the literature as other values such as
cd = 0.4 have been used as well (89, 178). A thorough in vivo/vitro experimental
study is needed to identify the correct threshold. To the best of our knowledge,
no study on this subject has been published yet. Thus, we will consider a range
of values for cd in our tests. In future, if such data becomes available, one can
easily substitute its value and run our inversion algorithm. Nothing changes in
our formulation, just the value for cd. Based on the detection threshold, we define
tumor margin, m, to correspond to areas where tumor concentration is below cd,
and above a cutoff value of 1%. Because the tumor concentration is continuous we
need to use this cutoff to define the margin.
2.2 Inverse Problem
We consider an inverse problem approach as a modular method of approxi-
mating the full extension of tumor invasion, as well as its infiltration rate (kf ). The
inverse problem is formulated as a PDE constrained optimization problem:
min
p,kf
J ∶= 1
2
∥O0c0 − d0∥22 + 12∥O1c1 − d1∥22 + βp2 ∥p∥22 (2.11)
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c Normalized tumor concentration
ci Normalized tumor concentration at t = i, i ∈ {0,1}
cd Detection threshold
x = (x, y, z) Spatial locationB Brain domain
t Time
D Tumor diffusion operator
K Tumor diffusion tensor
k0 Inhomogeneous diffusion coefficient
kf Anisotropic diffusion coefficient
T DTI weighted diffusion tensor
R Tumor reaction operator
ρ Tumor reaction coefficient
di Target tumor concentration at t = i, i ∈ {0,1}
Oi Observation operator at t = i, i ∈ {0,1}
p Reconstruction initial condition parametrization
Φ Reconstruction initial condition parametrization basis function
βp Regularization parameter
α Adjoint variable
Table 2.1: Basic notations used in this chapter.
subject to:
∂c
∂t
−Dc −R(c) = 0 in U, (2.12)
∂c
∂n
= 0 on Γ × (0,1), (2.13)
c0 −Φp = 0 in B (initial condition). (2.14)
Here, O0 and O1 are observation operators, d1 ∈ RN1 and d0 ∈ RN0 are the vectors
of observation points, p ∈ RNp is a parametrization of tumor distribution at t = 0,
and βp is a regularization parameter. All the subscripts refer to time (e.g. O0 is
observation operator at t = 0). The commonly used notations are defined in Table
2.1.
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The observation operators are defined as:
O0 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1, if c0(x) ≥ cd
0, otherwise.
O1 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1, if c1(x) ≥ cd
0, otherwise.
The reason for different observation operators becomes clear now since c1 has a
different distribution than c0. As mentioned before, only tumor concentrations
above a threshold are observable in medical images. Therefore, the second tumor
may have a larger or smaller detectable part.
Moreover, the initial distribution of the tumor in Eq. 2.2 is parametrized as a su-
perposition of Np Gaussian distributions. This mapping is done by Φ ∈ RN0×Np .
The corresponding Lagrangian of this problem is given by:
L(c,α, p, kf) = J + ∫ 1
0
∫B α(∂c∂t −Dc −R(c))dBdt + ∫B α0(c0 −Φp)dB. (2.15)
The first order optimality conditions can be derived by requiring stationarity of
the Lagrangian with respect to state c, adjoint α and inversion variables p, kf . That
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is:
∂L
∂c
= 0 (adjoint equation) (2.16)
∂L
∂α
= 0 (state equation) (2.17)
∂L
∂p
= 0 (inversion equation) (2.18)
∂L
∂kf
= 0 (inversion equation) (2.19)
As a result, the adjoint equations are:
−∂α
∂t
−Dα − ∂R(c)
∂c
∣
c
α = 0, in U, (2.20)
∂α
∂n
= 0, on Γ × (0,1), (2.21)
α1 +OT (Oc1 − d1) = 0, in B (initial condition). (2.22)
Similarly, the state equations are:
∂c
∂t
−Dc −R(c) = 0, in U, (2.23)
∂c
∂n
= 0, on Γ × (0,1), (2.24)
c0 −Φp = 0, in B (initial condition). (2.25)
Finally, the inversion equations are:
βpp −ΦTα0 +ΦTOT0 (O0Φp − d0) = 0 (2.26)
∫ 1
0
∫B(T∇c) ⋅ (∇α)dBdt = 0. (2.27)
Equations 2.2-2.2 form a system of nonlinear PDEs in space and time. In general,
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they are not amenable to analytical solutions, and have to be solved with a nu-
merical method. We use a Gauss-Newton method that corresponds to an inexact
linearization of the equations. After deriving the optimality conditions, then we
discretize and solve the resulting PDEs numerically (86). The scheme can be sum-
marized as follows. Assume c0, α0, p0 and k0f to be the initial guess of the iterative
scheme (throughout this chapter superscripts refer to the iteration number of the
iterative solver and should not be confused with time, which are always specified
by subscripts). The updates to these variables (denoted by c˜, α˜, p˜ and k˜f ) can be
found by solving the second order optimality system (i.e. the second variation of
the Lagrangian):
− ∂α˜
∂t
−Dα˜ − ∂R
∂c
∣
c0
α˜ − ∂2R
∂c2
∣
c0
c˜α0 −∇ ⋅ (k˜fT∇α0) = 0 (2.28)
α˜1 +OTOc˜1 = 0 (2.29)
βpp˜ −ΦT α˜0 +ΦTOT0 (O0Φp˜ − d0) = −(βpp0 −ΦTα00 +ΦTOT0 (O0Φp0 − d0)) (2.30)
∂c˜
∂t
−Dc˜ − ∂R
∂c
∣
c0
c˜ −∇ ⋅ (k˜fT∇c0) = 0 (2.31)
c˜0 −Φp˜ = 0 (2.32)
∫ 1
0
∫B ((T∇c˜) ⋅ (∇α0) + (T∇c0) ⋅ (∇α˜))dBdt = 0. (2.33)
It is useful to rewrite the previous equations using linear operators (definitions are
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given in §2.5):
JT α˜ +Nc˜ +ZT k˜f = 0, (2.34)
Bpp˜ −ΦT α˜ = −gp, (2.35)
Jc˜ +W T k˜f −Φp˜ = 0, (2.36)
Zc˜ +Wα˜ = −gk, (2.37)
which in matrix form can be written as:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
N 0 JT ZT
0 Bp −ΦT 0
J −Φ 0 W T
Z 0 W 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦(c0,α0,p0,k0
f
)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
c˜
p˜
α˜
k˜f
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0−gp
0−gk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦(c0,α0,p0,k0
f
)
(2.38)
To solve this linear system, we use a reduced Hessian formulation, by eliminating
c˜ and α˜ from the system. As a result we obtain:
⎡⎢⎢⎢⎢⎢⎢⎣
Hpp Hpk
Hkp Hkk
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
p˜
k˜f
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
−gp−gk
⎤⎥⎥⎥⎥⎥⎥⎦(c0,α0,p0,k0
f
)
, (2.39)
where the reduced Hessians (i.e. the individual block matrices on the left hand side
in Eq. 2.39) are defined in §2.5 (see Eqns. 2.5-2.5).
To compute p˜ we solve the following equation using an iterative scheme such as
Generalized Minimal Residual (GMRES) or Conjugate Gradient (CG) method. Be-
cause the Hessian is symmetric positive definite, we use CG to solve the Schur
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complement of Eq. 2.39, given by:
(Hpp −HpkH−1kkHkp)p˜ =HpkH−1kkgk − gp. (2.40)
Then k˜f can be found by substituting the computed p˜ in the following equation:
k˜f = −H−1kkHkpp˜ −H−1kkgk. (2.41)
Since the problem is nonlinear, this update process must be repeated. That is, one
should update (p0, k0f) with (p˜, k˜f) (using a globalization scheme such as a line
search) and repeat the solution process (i.e. solve Eq. 2.40 and 2.41 again).
2.3 Numerical Methods
Following our earlier work (81), we use a Strang second-order time splitting
method (162) to numerically solve the PDEs. Splitting methods provide exclusive
benefits for solving complex PDEs that involve different operators, without loss
of accuracy. Here we explain how the forward PDE (i.e. Eq. 2.1) is solved with
this method. The other PDEs of the optimality systems in §2.2 can be solved in a
similar fashion. Let cn denote the tumor distribution at the n-th time step. To find
cn+1 the following steps have to be performed:
1. Solve ∂c∂t = Dc over time ∆t/2 using a second order implicit Crank-Nicolson
method with cn as initial condition, to obtain c†.
2. Solve ∂c∂t = R(c) over time ∆t analytically/numerically with c† as initial con-
dition, to obtain c††.
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3. Solve ∂c∂t = Dc using a second order implicit Crank-Nicolson method over
time ∆t/2 with c†† as initial condition, to obtain cn+1.
This scheme can more compactly be written as:
cn+1 = S ∆t2D S∆tR S ∆t2D cn, (2.42)
where Sti , i =D,R, is the numerical PDE solver corresponding to each of the above
steps. For instance, S
∆t
2
D c
n corresponds to the first step and applies the diffusion
operator to cn and gives c† as its output (the interested reader is referred to (162)
and (147) for more details). To solve for each of these steps we use a pseudo-
spectral method. The space is discretized intoN = 643 nodes andNt = 10 time steps.
The space discretization corresponds to a domain of 64 mm3 centered around the
tumorous region3. Finally, we note that the overall numerical scheme is second
order in time and has spectral accuracy in space. We have tested and verified this.
A key advantage of the splitting method is that the nonlinear logistic growth model
has an analytical solution. As a result, S∆tR can be computed with an accuracy
that is down to machine precision and with negligible computational cost (this
not only reduces the computational complexity, but also allows for very accurate
approximations to the Hessian operator). For PDEs that involve the derivative of
the reaction term, one can simply use a second order Crank-Nicolson method in
the absence of an exact solution. For the diffusion part S
∆t
2
D we use pseudo-spectral
method in space and second order Crank-Nicolson scheme in time. For instance,
S
∆t
2
D c
n is solved to obtain c† as follows:
3This area can be increased for highly infiltrative tumors that spread through a larger portion of
the brain.
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(I − ∆t
4
∇ ⋅K∇)c† = (I + ∆t
4
∇ ⋅K∇)cn. (2.43)
The implicit scheme of Eq. 2.43 results in a symmetric system that is solved iter-
atively using the Conjugate Gradient method. A key advantage of implicit meth-
ods is that they are, in contrast to explicit methods, unconditionally stable. On the
downside, one must solve a system of equations at each iteration.
Hessian Preconditioner.
Here, we briefly explain how we solve and precondition Eq. 2.40. Solving this
equation is one of the major bottlenecks of the algorithm, as each application of
the Hessian involves the solution of the forward and adjoint PDEs in time. To
prevent any ambiguity, we refer to (Hpp −HpkH−1kkHkp)p˜ as the Hessian matvec for a
given p˜.
We precondition Eq. 2.40 to increase its convergence rate. As a result, the num-
ber of necessary Hessian matvecs will decrease, thus reducing time to solution. A
good preconditioner is one that has low overhead of forming and applying, while
increasing the convergence rate considerably. An extreme case for a preconditioner
is the inverse of the Hessian operator, which would decrease the number of iter-
ations to one, but is too expensive to form and apply. On the other hand, the
identity operator is a preconditioner with no overhead and obviously no effect.
With this in mind, we preconditioned Eq. 2.40 with an analytical approximation
to Hpp. The analytic expression is derived by approximating numerical operators
of Hpp (defined in Eq. 2.5). For this, we use the average value of the variable dif-
fusion coefficient tensor K(x). This allows an analytical solution to the diffusion
operator in the splitting scheme. The other terms such as the reaction operator are
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solved numerically as before. The fact that we are not solving an implicit system
of equations for the diffusion operator reduces the overhead of forming and ap-
plying this preconditioner considerably. This is the only approximation that we
are doing and the rest of the operators are the same as the numerical Hessian. This
preconditioner performs very well and thus reduces the number of CG iterations
to solve Eq. 2.5 by a factor of 5 (from about 25 to 5).
Since we are solving a nonlinear optimization problem, Eq. 2.40 has to be repeat-
edly solved (we refer to these repetitions as Newton iterations). The number of
Newton iterations depends on how far the initial guess of the inversion parame-
ters are from the actual (true) solution. The fact that the Hessian preconditioner
performs very well, shows that it is actually a good approximation to the true
Hessian. As a result, one can use it to first solve for a good starting point with
negligible computational overhead. This means that one first solves Eq. 2.40 and
Eq. 2.41 to compute p0 and k0f by using analytical approximations to the Hessian
operators, instead of using their true numerical expressions. The approximation
is exactly the same as explained above; that is, we only approximate the costly
diffusion operator with an analytical expression by using the average value of the
diffusion tensor. With these starting values of p0 and k0f we then solve Eq. 2.40 and
Eq. 2.41 with the correct numerical forms of the Hessian operators. This process is
quite effective as it reduces the number of Newton iterations by a factor of 3 (from
about 15 to 5).
Regularization Parameter.
Inherent in any inverse problem, is a regularization operator that limits
noise amplification. We use a Tikhonov-type regularization model in Eq. 2.11
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for this purpose (176). If the problem is under-regularized (i.e. βp ≪ 1), the so-
lution will be dominated by the inherent noise in the data. On the other hand,
over-regularization (i.e. βp ≫ 1) will result in a poor fit to the data. Therefore, it is
necessary to choose an optimal regularization parameter, somewhere in-between
these two extremes. It is possible to choose βp heuristically. However, we will use
a systematic approach to compute an optimal βp. The L-curve method is one of the
widely used methods for this purpose (67, 68). We provide a plot of an exemplary
L-curve in Fig. 2.2. We obtained βp = 0.01 as an optimal regularization parameter
for test case 2, with cd = 0.2, and η = 5% (the test case will be defined in §2.4). This
process needs to be repeated for new datasets. Although this method has an ex-
pensive computational cost, it allows a systematic selection of the regularization
parameter. It is also possible to do this process inside the iterative solver, where
one starts from the tail of the L-Curve (large regularization) and reduces the reg-
ularization parameter as the solution converges (43). In this fashion, part of the
computational cost will be overlapped in the non-linear iterations.
2.4 Results
Table 2.2: Reconstruction results for test case 1. For this test case, the target value of the anisotropic
diffusion coefficient kf is known. The reconstruction errors,  , are given at different time frames,
for different observation thresholds cd and different noise levels η.
cd η 0 JI0 1 JI1 2 JI2
0.10 1% 5.7e-02 0.794 3.5e-02 0.840 3.4e-02 0.821
0.10 5% 6.2e-02 0.806 3.9e-02 0.854 3.6e-02 0.835
0.10 10% 7.5e-02 0.818 5.4e-02 0.865 4.9e-02 0.846
0.20 1% 6.1e-02 0.816 4.2e-02 0.857 4.1e-02 0.840
0.20 5% 6.7e-02 0.825 4.7e-02 0.866 4.3e-02 0.849
0.20 10% 8.3e-02 0.832 6.3e-02 0.874 5.7e-02 0.857
0.40 1% 6.8e-02 0.845 4.4e-02 0.889 4.0e-02 0.871
0.40 5% 7.7e-02 0.849 5.3e-02 0.896 4.6e-02 0.877
0.40 10% 1.0e-01 0.852 7.7e-02 0.899 6.8e-02 0.880
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Figure 2.2: L-curve for choosing the regularization parameter. The corner of the L-curve yields
βp = 0.01 as the optimal regularization parameter for cd = 0.2 and η = 5%.
Setup.
We consider tumor distributions that are created synthetically using the
reaction-diffusion model for the target distribution. We apply our inversion al-
gorithm to noisy, partial observations of these targets, limited to two time frames,
and compute the corresponding reconstructions. This synthetic analysis allows
us to compute the exact errors between the reconstructions and the target, which
would otherwise not be possible. As mentioned before, only part of the target
tumor is detectable. Our observation operator (i.e. O0 and O1) captures this, by
selecting tumors at points that have a concentration above the detection threshold.
Since there is no consensus in the literature about the exact value of this detection
threshold (89, 167, 178), we will consider different values to test our algorithm.
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Moreover, the data derived from any imaging modality will contain noise. To ac-
count for this, we add different levels of white noise (denoted by η) to the observed
data (target distribution).
To match our implementation to virtual brain anatomy, we use the BrainWeb atlas
(spatial resolution: 1mm×1mm×1mm) (30). Moreover, we use the diffusion tensor
imaging data provided by the LONI lab of the University of Southern California
(122).
To test our inversion algorithm, we consider the following four test cases:
Test case 1: Reconstruct full tumor distribution with known anisotropic diffusion
coefficient kf (using Eq. 2.5 for the diffusion tensor).
Test case 2: Reconstruct full tumor distribution as well as anisotropic diffusion co-
efficient kf (using Eq. 2.5 for the diffusion tensor).
Test case 3: Same as test case 2, but for a multifocal tumor (using Eq. 2.5 for the
diffusion tensor).
Test case 4: Reconstruct full tumor distribution as well as anisotropic diffusion co-
efficient kf (using Eq. 2.7 for the diffusion tensor).
The inversion in all the test cases is derived by partially observed, noisy data of the
target tumor distribution at two consecutive time frames of t = 0 and t = 1, respec-
tively. Test case 1 is rather unrealistic, since there is currently no way to measure
kf in vivo. However, in test case 2 we assume no knowledge of the anisotropic
diffusion rate. We include it as an unknown inversion parameter in our algorithm.
Other researchers have considered manual tuning of the method with different kf
and then selected the one that has the best fit (85, 157). However, our approach
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is a systematic one and does not need any manual parameter tuning. In the last
test case we consider a multifocal tumor. This test case is to demonstrate that
our inversion algorithm works irrespective of mono- or multifocality of the tumor.
Moreover, to show that our method works with other diffusion tensors, we test the
inversion using Eq. 2.7 for T.
Table 2.3: Detailed reconstruction results for test case 2. The reconstruction errors,  , are given at
different time frames, for different observation thresholds cd and different noise levels η.
cd η kf 0 JI0 1 JI1 2 JI2
0.10 1% 5.4e-02 5.7e-02 0.793 3.4e-02 0.804 4.6e-02 0.800
0.10 5% 5.1e-02 6.2e-02 0.806 3.8e-02 0.818 4.8e-02 0.814
0.10 10% 6.8e-02 7.5e-02 0.818 5.3e-02 0.831 5.8e-02 0.827
0.20 1% 1.3e-02 6.1e-02 0.816 4.2e-02 0.829 5.2e-02 0.824
0.20 5% 1.3e-02 6.7e-02 0.825 4.7e-02 0.840 5.4e-02 0.834
0.20 10% 1.3e-02 8.3e-02 0.832 6.3e-02 0.848 6.5e-02 0.843
0.30 1% 2.4e-03 6.4e-02 0.828 4.5e-02 0.844 5.3e-02 0.837
0.30 5% 3.3e-03 7.1e-02 0.834 5.0e-02 0.853 5.6e-02 0.845
0.30 10% 1.2e-02 9.1e-02 0.839 6.9e-02 0.862 6.9e-02 0.853
0.40 1% 1.4e-02 6.8e-02 0.844 4.4e-02 0.866 5.2e-02 0.858
0.40 5% 3.6e-02 7.6e-02 0.849 5.2e-02 0.873 5.5e-02 0.864
0.40 10% 6.6e-02 9.8e-02 0.853 7.5e-02 0.879 7.2e-02 0.869
Table 2.4: Detailed reconstruction results for multifocal test case 3. The reconstruction errors, , are
given at different time frames, for different observation thresholds cd and different noise levels η.
cd η kf 0 JI0 1 JI1 2 JI2
0.10 1% 1.0e-02 9.7e-02 0.695 6.1e-02 0.748 5.5e-02 0.726
0.10 5% 2.3e-02 1.0e-01 0.695 6.6e-02 0.753 6.1e-02 0.726
0.10 10% 3.8e-02 1.1e-01 0.688 7.9e-02 0.747 7.4e-02 0.722
0.20 1% 8.0e-02 1.0e-01 0.748 7.2e-02 0.795 6.6e-02 0.775
0.20 5% 8.0e-02 1.1e-01 0.742 7.8e-02 0.790 7.3e-02 0.771
0.20 10% 8.1e-02 1.2e-01 0.739 9.2e-02 0.790 8.7e-02 0.769
0.30 1% 7.4e-02 1.2e-01 0.764 9.0e-02 0.801 8.5e-02 0.785
0.30 5% 6.5e-02 1.2e-01 0.766 9.6e-02 0.804 9.1e-02 0.788
0.30 10% 5.5e-02 1.4e-01 0.760 1.1e-01 0.804 1.1e-01 0.786
0.40 1% 1.7e-01 1.3e-01 0.763 1.0e-01 0.810 9.4e-02 0.790
0.40 5% 1.7e-01 1.3e-01 0.766 1.0e-01 0.807 9.7e-02 0.789
0.40 10% 1.7e-01 1.4e-01 0.773 1.1e-01 0.811 1.1e-01 0.793
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Figure 2.3: Reconstruction results for test case 2. The top row shows the target tumor distribution
at different points in time. The three columns show the tumor distribution at t = 0,1, and 2 which
in dimensional form corresponds to 0, 14, and 28 months, respectively. The blue contour indicates
an observable tumor concentration of cd = 0.2. The reconstruction is driven by noisy observations
(η = 5%) of the cell density on the inside of this contour (at t = 0 and t = 1). The second row shows
the reconstruction results at the corresponding times. The reconstruction relative errors are 6.6%,
4.5% and 5.3%, respectively. The last row shows the same difference but with a rescaled colormap
(n).
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Figure 2.4: Reconstruction results for multifocal test case 3. The top row shows the target tumor
distribution at different times. The three columns show the tumor distribution at t = 0,1, and 2
which in dimensional form corresponds to 0, 5, and 10 months, respectively. The white contour
indicates the observable tumor concentration of cd = 0.2. The bottom row shows the reconstruc-
tion results at t = 0,1, and 2 for η = 5%. The reconstruction errors are 10.3%, 6.97% and 6.56%,
respectively.
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Table 2.5: Detailed reconstruction results for multifocal test case 4. This test case is different, in that
we use Eq. 2.7 for T. The reconstruction errors, , are given at different time frames, for different
observation thresholds cd and different noise levels η.
cd η kf 0 JI0 1 JI1 2 JI2
0.20 1% 1.09e-02 7.58e-02 0.806 4.81e-02 0.820 5.69e-02 0.814
0.20 5% 2.39e-02 8.36e-02 0.815 5.51e-02 0.829 6.07e-02 0.824
0.20 10% 4.23e-02 1.04e-01 0.823 7.57e-02 0.839 7.49e-02 0.833
0.40 1% 6.66e-03 6.96e-02 0.834 4.60e-02 0.857 5.74e-02 0.848
0.40 5% 8.65e-03 7.52e-02 0.838 5.03e-02 0.863 5.90e-02 0.853
0.40 10% 1.01e-02 9.02e-02 0.841 6.60e-02 0.867 6.98e-02 0.857
Performance Measures.
To quantify the reconstruction performance, we report the mismatch be-
tween the target and reconstructed tumor distributions:
i = ∥ci − c∗i ∥2∥c∗i ∥2 , (2.44)
where c∗i is the target tumor distribution and ci is the reconstructed one, at time
t = i. This mismatch error is reported for the two consecutive time frames, at
which the data was observed (i.e. t = 0 and t = 1). We also report the error for
an additional time point t = 2. This test is included to study how well does the
reconstruction capture the growth pattern of an untreated tumor (i.e. the tumor
growth prediction capabilities of our method). Furthermore, we provide Jaccard
Index (JI) to assess how well our method approximates the tumor margin:
JIi = ∣H(mi) ∩H(m∗i )∣∣H(mi) ∪H(m∗i )∣ , (2.45)
whereH is the Heaviside function, mi is the reconstructed margin at time t = i, and
m∗i is the target one. Note that we are using the tumor margin, m, instead of the
full tumor distribution, c. This is because the tumor margin does not involve areas
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above the detection threshold. Those areas have a JI of one, and including them
will increase JI artificially. This is specially important for cases where cd is small,
and using m will give a better metric of how well the margin is reconstructed.
For test case 2 and 3, we also report the error in the reconstruction of kf compared
to the target anisotropy coefficient k∗f :
kf = ∣kf − k∗f ∣∣k∗f ∣ , (2.46)
The target tumor distribution c∗ is shown in Fig. 2.1 at these three time frames.
The results are computed by solving the forward problem in 3D. For the test case
1 and 2 we perform the reconstruction in 3D. For the test case 3 (multifocal tumor)
we limit the reconstruction to a 2D slice.
Numerical Results.
The reconstruction results for test case 1 are shown in Table 2.2. We report
the relative reconstruction error (computed according to Eq. 2.44) at different time
frames, for different threshold values, cd, and different noise levels, η. Note that
only the two time frames t = 0,1 are used to solve the inverse problem. The error
given at t = 2 demonstrates how well the reconstruction matches the target if the
tumor was left untreated. The reconstruction error increases with an increasing
detection threshold. This behavior is expected, since a higher threshold means
less data is available to drive the inversion. Moreover, the reconstruction error is
higher, as noise is increased. However, the difference is not significant, because the
regularization operator counter balances noise amplifications.
But what if the value of the anisotropic diffusion rate is unknown as well?
This is exactly what we study in test case 2. The corresponding errors are shown in
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Table 2.3. As one can see, the inversion algorithm approximates the correct value
of kf with a very good accuracy. As a result, the errors in tumor distribution recon-
struction at t = 0 and t = 1 are comparable to those reported for test case 1. Figure
2.3 illustrates how well the reconstruction compares to the target distribution for
test case 2 with cd = 0.20 and η = 5%. The target distributions are shown with a blue
contour marking the area where the tumor concentration is equal to the detection
threshold. The reconstruction, shown in the second row, is computed using only
the target cell density that is within this contour. As can be seen, the reconstruction
qualitatively captures the growth pattern very well.
As a proof-of-concept, we test how the inversion performs when we con-
sider a multifocal tumor as shown in Fig. 2.4. This test case is performed in 2D, in
contrast to case 1 and 2. The corresponding errors are reported in Table 2.4. Over-
all, we observe the same behavior as in the previous test cases. Similarly, to show
that our scheme works for other diffusion tensors, we consider the case of Eq. 2.7
for T. In this case, only the dominant eigendirection is considered. The results are
given in Table 2.5.
2.5 Conclusions
We presented an inverse problem formulation to determine the full extent
of tumor infiltration in the brain based on a PDE-constrained optimization prob-
lem. The key quantities of interest are (i) the full extent of tumor invasion, and (ii)
the rate of anisotropic diffusion. We used a nonlinear reaction-diffusion model for
glioma growth, and solved the optimization problem with a reduced space Hes-
sian method. State of the art numerical techniques were presented to speed up the
time to solution. The design criteria for these techniques were low computational
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cost and robustness. We tested the resulting algorithm, using synthetic tumors
with different levels of noise and different detection thresholds.
In the next chapter we will discuss the distributed-memory implementation of this
framework, and present weak and strong scaling results performed on multiple
systems.
Appendix A: Operator Definitions
The definitions of operators in Eqs 2.2, 2.2, 2.2, and 2.2 are as follows:
JT α˜ ∶= −∂α˜
∂t
−Dα˜ − ∂R
∂c
∣
c0
α˜ + ∫ 1
0
δ(t − T )α˜dt (2.47)
Nc˜ ∶= −∂2R
∂c2
∣
c0
c˜α0 +OTO∫ 1
0
δ(t − T )c˜dt (2.48)
ZT k˜f ∶= −∇ ⋅ (k˜fT∇α0) (2.49)
gp ∶= Bu −ΦTα00 (2.50)
Bu ∶= (βp +ΦTOT0 O0Φ)p (2.51)
Zc˜ ∶= ∫ 1
0
∫
Ω
(T∇c˜) ⋅ (∇α0)dΩdt (2.52)
Wα˜ ∶= ∫ 1
0
∫
Ω
(T∇c0) ⋅ (∇α˜)dΩdt (2.53)
gk ∶= ∫ 1
0
∫
Ω
(T∇c0) ⋅ (∇α0)dΩdt (2.54)
Jc˜ ∶= ∂c˜
∂t
−Dc˜ − ∂R
∂c
∣
c0
c˜ + ∫ 1
0
δ(t)c˜dt (2.55)
W T k˜f ∶= −∇ ⋅ (k˜fT∇c0) (2.56)
The reduced Hessians of Eq. 2.39 are defined as follows:
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Hpp = B +ΦTJ−TNJ−1Φ, (2.57)
Hpk = −ΦTJ−T (−ZT +NJ−1W T ), (2.58)
Hkp = (Z −WJ−TN)J−1Φ, (2.59)
Hkk = −ZJ−1W T +WJ−T (−ZT +NJ−1W T ). (2.60)
To compute the matvec of Hppp˜ one needs to take the following steps:
1. J−1Φ:
Solve Eq. 2.2 with k˜f = 0 and initial condition of c˜0 = Φp˜ to get c˜
2. −J−TNJ−1Φ:
Solve Eq. 2.2 with k˜f = 0 and initial condition of α˜1 = −OTOc˜1 to get α˜
3. B +ΦTJ−TNJ−1Φ:
Compute −ΦTα0 and add Bu
To compute the matvec of Hpkk˜f one needs to take the following steps:
1. J−1W T :
Solve Eq. 2.2 with zero initial condition to get c˜
2. J−T (−ZT +NJ−1W T ):
Solve Eq. 2.2 with initial condition of α˜1 = −OTOc˜1 to get α˜
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3. −ΦTJ−T (−ZT +NJ−1W T ):
Compute −ΦTα0
To compute the matvec of Hkup˜ one needs to take the following steps:
1. J−1Φ:
Solve Eq. 2.2 with k˜f = 0 and initial condition of c˜0 = Φp˜ to get c˜
2. ZJ−1Φ:
Compute ∫ 10 ∫Ω(T∇c˜) ⋅ (∇α0)dΩdt
3. −J−TNJ−1Φ:
Solve Eq. 2.2 with k˜f = 0 and initial condition of α˜1 = −OTOc˜1 to get α˜
4. −WJ−TNJ−1Φ:
Compute ∫ 10 ∫Ω(T∇c0) ⋅ (∇α˜)dΩdt
5. Add 2 and 4
To compute the matvec of Hkkk˜f one needs to take the following steps:
1. J−1W T :
Solve Eq. 2.2 with zero initial condition to get c˜
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2. ZJ−1W T :
Compute ∫ 10 ∫Ω(T∇c˜) ⋅ (∇α0)dΩdt
3. J−T (−ZT +NJ−1W T ):
Solve Eq. 2.2 with initial condition of α˜1 = −OTOc˜1 to get α˜
4. WJ−T (−ZT +NJ−1W T ):
Compute ∫ 10 ∫Ω(T∇c0) ⋅ (∇α˜)dΩdt
5. Add 2 and 4.
Appendix B: Fictitious Domain Method
We use a fictitious domain method in which the original brain domain, B ,
is extended to a cubic box, denoted by Ω (81, 113, 178). The original homogeneous
boundary conditions imposed on Γ can be satisfied using a penalty method (34).
To do so we define a new diffusion coefficient K(x), x ∈ Ω as follows:
K(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
K(x), if x ∈ B
K(x), otherwise (i.e. x ∈ Ω/B¯)
where the penalty parameter , is a small positive number. The actual boundary
condition on Γ will be satisfied in the limit of → 0 (34). The original boundary con-
ditions can be re-imposed on the extended cubic domain, Ω, for both the forward
Eq. 2.1 and adjoint equation Eq. 2.2.
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Chapter 3
Tumor Model and Image Registration Scaling
In the previous chapter, we discussed our inversion framework for the reaction-
diffusion tumor model. To solve the forward problem, we need data from patient’s
anatomy with and without tumor. This data includes the segmentation (or label-
ing) of the brain structures such as white matter, grey matter, cerebrospinal fluid,
and tumor concentration. However, in practice the data for the healthy state of
the brain is typically unavailable, and neither the labeling of the tumor bearing
images.
It is possible to get a manual segmentation of the tumorous state, but that
is time consuming (expensive), not reproducible, and error prone. Studies have
show significant variability (across experts) (117).
We address this limitation by solving a coupled problem, where we solve the tu-
mor model in an atlas and register the results in to the patient’s domain. The
goal of the registration phase is to find a plausible mapping between the patient’s
brain and the atlas, whose properties and its segmentation is known. Using this
mapping, we can transport the results from the atlas domain and compute the
mismatch between the observations from the patient.
Solving this coupled problem is time consuming and prohibitive in 3D. The main
This chapter is based on A. Gholami, A. Mang, K. Scheufele, M. Mehl, and George Biros, A Framework for Scalable Biophysics-
based Image Analysis. Proceedings of ACM/IEEE SuperComputing Conference (SC’17), 2017.
The author implemented the numerical framework of the forward and inverse tumor solver, the semi-Lagrangian and
spectral operators for the registration problem, and contributed to the coupling algorithm. Andreas implemented the for-
ward and inverse registration and Klaudius implemented the coupling algorithm and performed the benchmarking and
visualizations. Prof. Biros and Prof. Mehl contributed to the algorithms and supervised the work.
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bottlenecks are pseudo-spectral operators (used for evaluating differential opera-
tors) and semi-Lagrangian solvers. We have developed state-of-the-art solvers to
reduce the time to solution, resulting in considerable speedup so that the problem
can be solved in reasonable time.
In this chapter we will introduce the mathematical formulation for the reg-
istration problem and its coupling with the tumor inverse problem. We will then
present efficiency and scalability results for the computational kernels and the
whole inversion on two x86 systems, Lonestar 5 at the Texas Advanced Computing
Center and Hazel Hen at the Stuttgart High Performance Computing Center. We
showcase results that demonstrate that our solver can be used to solve registration
problems of unprecedented scale, 40963 resulting in ∼ 200 billion unknowns—a
problem size that is 64× larger than the state-of-the-art. For problem sizes of clini-
cal interest, our framework is about 8× faster than the state-of-the-art.
3.1 Mathematical Formulation
In this section we will present the mathematical formulation for the two
inverse problems. We refer to (15, 18, 76) for excellent surveys on theory and algo-
rithmic developments in PDE constrained optimization.
The optimality conditions, of our problems are complex, multi-component, non-
linear operators for the state, adjoint, and control fields. The overall strategy for
solving the optimization problem is the same in both cases: We employ an in-
exact, globalized, preconditioned Gauss–Newton–Krylov method. However, cer-
tain parts of the associated operators are different(parabolic, hyperbolic, and el-
liptic operators). This in turn requires the design of tailored algorithms for each
part. The discretization in space and time, and algorithmic details of the respec-
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tive solvers are presented in §3.2.
Data Assimilation in Brain Tumor Imaging
The formulation for this section has been discussed in detail in chapter 2. Our
reaction-diffusion model for the spatio-temporal spread of cancerous cells within
brain parenchyma is widely adopted in the literature (4, 28, 58, 112, 118, 169). Our
formulation captures the rate of change of cancerous cells represented as a popu-
lation density c(x, t) based on two phenomena: proliferation and net migration of
cells.1 The proliferation model is logistic, and the net migration of cancerous cells
is modeled using an inhomogeneous (potentially anisotropic) diffusion operator
(see below).
∂tc −∇ ⋅K∇c − ρc(1 − c) = 0 in ΩB × (0,1], (3.1a)
c − c0 = 0 in ΩB × {0}, (3.1b)
This is the forward model, a non-linear parabolic PDE, for the tumor concentration.
c ∈ [0,1] defined on the non-dimensionalized space-time interval ΩB × [0,1], with
Neumann boundary conditions prescribed on ∂ΩB, where ΩB ⊂ Ω, Ω ∶= [0,2pi)3 ⊂ R3, is
the spatial domain occupied by brain and t ∈ [0,1]. We remove all units from (3.1)
by non-dimensionalization. We follow (58) and parameterize the initial condition
1We note that this model is only a crude approximation of the complex phenomena associated
with cancer progression. More complicated models have appeared in the past (71) that, e.g., ac-
count for multiple cell species, chemotaxis, haptotaxis, or vascularization. Increasing the complex-
ity of our model results in an excessive number of parameters, which have to be estimated from
data or determined heuristically. This makes the calibration of our model to patient specific data
much more difficult and prone to overfitting. However, increasing the complexity of our model is
ultimately inevitable to be predictive.
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piW piG piT
Figure 3.1: Illustration of the probability maps for different types of brain tissue. We display (from
left to right) the probability maps for white matter piW (x), gray matter piG(x), and the tumor con-
centration piT (x) for an exemplary forward simulation.
as c0 = Φpwith the parameter vector p ∈ RNp and Gaussian distributions Φ ∈ RN×Np .
K(x) ∈ R3×3 is an inhomogenous, anisotropic tensor that controls the diffusion of
cancerous cells c. The parameter ρ > 0 controls the proliferation.
In general, we do not know these parameters for an individual patient. We might
be able to deduce them from additional data (e.g., genetic profiling or biopsies), or
set them empirically. A more rigorous and consistent approach, is to solve an in-
verse parameter-identification problem (58, 81, 113). The inputs to our problem are
probability maps of tissue types obtained from the patient’s imaging data (62, 116),
in particular white matter piW (x), grey matter piG(x), cerebrospinal fluid piC(x),
and piT (x). Figure 3.1 shows an exemplary dataset in the patient space.2 In many
existing approaches the probability maps piW (x) (white matter) and piG(x) (grey
matter) control weights that enter K(x) with the common assumption that the
cell diffusivity is larger in white matter than in grey matter (28, 89, 112, 169). In
our inverse tumor problem, we assume that we knowK and ρ from experimental
data; and we seek to find the parameters in teh initial distribution of the tumor
(i.e. p). In the results for this chapter we consider isotropic diffusion, for which
K(x) ∶= (kWpiW (x) + kGpiG(x))diag(1,1,1), parameterized by kW and kG. How-
ever, we our solver is capable of solving anisotropic diffusion case as discussed in
chapter 2.
2This is a synthetic results based on a forward simulation on real brain imaging data.
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Given pij(x), j ∈ {T,C,W,G}, K, and ρ, in the patient space, our task is to find the
initial tumor density c0 = Φp for (3.1) that best explains the tumor cell distribu-
tion piT (x) observed in the imaging data at t = 1; i.e., we seek to minimizes the
L2-distance between model output c1 and patient observation piT . It is well known
from inverse problem theory that the solution p is neither stable nor unique (69,
88). One remedy is to stably compute the solution to a nearby problem by aug-
menting our formulation with a Tikhonov regularization model. The resulting
inverse problem for recovering p (i.e., the initial condition c0) from piT reads:
min
p
1
2 ∫ΩB(c1 − piT )2 dx + γ2 ∥Φp∥22 dx (3.2)
subject to c1 being computed by the forward model in (3.1). βp > 0 balances regu-
larity of p against the mismatch between c1 and piT .
As discussed before, the tumor inverse problem cannot be solved in the patient’s
domain because we typically do not have its healthy state. We address this lim-
itation, by solving the inverse tumor problem in an atlas, and then registering
the results to the patient’s domain and minimize the mismatch of the registered
result and the observations in the patient domain. However, a simple registra-
tion between the patient’s anatomy with tumor and the atlas anatomy is not pos-
sible due to ill-defined correspondences (i.e., presence of the tumor in only one
image). Therefore, we have to solve a coupled system of tumor and registration
inverse problems jointly. Next we will first discuss the registration problem for
two healthy brains and then in the next chapter we will discuss how we solve the
coupled problem.
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Diffeomorphic Image Registration
We refer to (46, 120, 159) for an introduction into the field of image regis-
tration and its applications. Image registration is a correspondence problem. The
basic assumption is that there exists a geometric transformation that relates each
point in one image, the so called reference image mR(x), to its corresponding point
in another image, the so called template image mT (x). Given a reference image
mR(x) (atlas brain) and a template image mT (x) (patient’s brain), the goal of im-
age registration is to find a diffeomorphic mapping y(x) between these two, such
thatmT (y(x)) is close tomR(x). The typical metric used is usuallyL2 orL1 distance
between the two. We rewrite this as an advection problem and instead of directly
finding y(x), we seek a stationary velocity v that advects the template image to
morph into the reference image. We illustrate this in Figure 3.2. We introduce a
pseudo-time variable t ∈ [0,1] and model this geometric transformation based on a
transport equation for the intensity values ofmT . The forward model of our problem
is: Given a stationary velocity field v(x) and a template image mT (x) compute the
transported intensities m1(x) ∶=m(x, t = 1) at t = 1 by solving
∂tm + v ⋅ ∇m = 0 in Ω × (0,1], (3.3a)
m =mT in Ω × {0}, (3.3b)
with periodic boundary conditions on ∂Ω forward in time.
We again formulate the inverse problem as a PDE constrained optimization
problem. The task is to find a plausible velocity field v(x) so that the transported
intensities of mT at t = 1, i.e., the solution m1(x) ∶= m(x, t = 1) of (3.3) is similar to
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Figure 3.2: Image registration. The inputs to this inverse problem are scalar intensity values of two
images of the same object (left). The inherent assumption is that there exists a geometric transfor-
mation that relates points in the reference image mR to its corresponding points in the template
image mT (green arrows). We model this geometric transformation based on the transport equa-
tion (3.3). The deformed template image is illustrated in the middle. The residual between the
images before and after registration is shown on the right. The images depicted here are a 2D
illustration (axial slice) of the 3D image registration problem solved in §3.4.
mR(x) for all x. Related formulations can, e.g., be found in (12, 17, 25, 70, 96, 108,
111, 181). We search for a minimizer
min
v
1
2 ∫Ω(m1 −mR)2 dx + βv2 ∫Ω∇v ∶ ∇v dx (3.4)
subject to the forward model in (3.3). The second term in Eq. 3.4 enforces smooth-
ness for v with the regularization parameter β > 0. To be able to guarantee the
existence and uniqueness of a solution of both, the forward and the optimization
problem, one has to impose appropriate smoothness requirements on the images
and the velocity.3 A key requirement in medical imaging is that the solution of
(3.3) does not introduce any foldings, i.e., a volume element does not collapse to
a single point, and characteristics traced by v do not cross. This is ensured by
the regularization operator in Eq. 3.4. In this work, we additionally control the
volume change by introducing a penalty on the divergence of v, i.e., we add the
constraint ∇ ⋅ v = w and penalize variations in w by introducing an addition regu-
larization norm with regularization weight βw > 0 (109). Setting w to zero yields an
incompressible diffeomorphism (25, 108, 111).
3We refer to (11, 12, 25) for a theoretical discussion.
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3.2 Algorithms
In this section, we discuss the discretization in space and time, the solvers,
the computational kernels, and the parallel implementation of the optimization
problems in §3.1. We use a globalized, preconditioned, inexact, reduced space
Gauss–Newton–Krylov method for both problems. Based on the derivation of the
optimality conditions, we describe the individual numerical building blocks of our
scheme.
Optimality Conditions
We use the method of Lagrange multipliers (102) in an optimize-then-discretize
approach. That is, we first compute variations of the Lagrangian functional with
respect to the state, adjoint, and control variables, and then discretize them. We
will see that the resulting equations are complex multi-physics operators that are
challenging to solve in an efficient way.
Tumor. The Langrangian for the tumor reads
LT = 1
2 ∫ΩB(c1 − piT )2 dx + γ2 ∥Φp∥22dx + ∫ΩBα0(c0 −Φp)dx+ ∫ 1
0
∫
ΩB
α (∂tc −∇ ⋅K∇c − ρc(1 − c))dxdt (3.5)
with the Langrange multiplier function α, and α0(x) = α(x, t = 0). We invert for
the parametrization p for c0 in Eq. 3.1a. The gradient of LT in terms of p is given
by
gp ∶= γΦTΦp −ΦTα0 (3.6)
This defines the non-linear problem we have to solve for p. To obtain α0, we have
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to solve the adjoint equation stemming from the gradient of LT in terms of c:
−∂tα −∇ ⋅K∇α − αρ(1 − 2c) = 0 in ΩB × [0,1), (3.7a)
α − (piT − c) = 0 in ΩB × {1}, (3.7b)
with Neumann boundary conditions on ∂ΩB, backward in time. Note that the
final condition in Eq. 3.7 at t = 1 depends on c, which is the solution of the forward
problem Eq. 3.1.
Registration. The Lagrangian function of the image registration problem
reads4
LR = 1
2 ∫Ω(m1 −mR)2 dx + βv2 ∫Ω∇v ∶ ∇v dx+ ∫ 1
0
∫
Ω
λ (∂tm + v ⋅ ∇m)dxdt + ∫
Ω
λ0 (m0 −mT )dx (3.8)
with the Lagrangian multiplier function λ and λ0(x) = λ(x, t = 0). We invert for
the transformation velocity v. The gradient of LR in terms of v is given by
gv ∶= −βv ∇v +K[∫ 1
0
λ∇m]dt, (3.9)
where K is a pseudo-differential operator that enforces additional constraints on
the divergence of v (see (109); for Eq. 3.8 K is simply an identity operator). To
evaluate gv in Eq. 3.9 for a candidate velocity field v, we need to find the state and
adjoint variable m(x, t) and λ(x, t), respectively. We obtain them from setting the
4We neglect the incompressibility constraint for clarity
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variations of LR in terms of λ and m to zero, i.e., by solving Eq. 3.3a forward in
time and using m at t = 1 as an initial condition for the adjoint equation:
−∂tλ −∇ ⋅ λv = 0 in Ω × [0,1), (3.10a)
λ − (mR −m1) = 0 in Ω × {1}. (3.10b)
with periodic boundary conditions on ∂Ω, backward in time. Having found λ(x, t),
we can evaluate Eq. 3.9. In our actual implementation, we do not store λ. We inte-
grate the second term in Eq. 3.9 directly when solving (3.10), instead. This allows
us to reduce the memory footprint significantly. We only have to store the trans-
ported intensities m (to be able to evaluate the Hessian matvec).
The registration Hessian matvec given a velocity v˜, can be computed by first solv-
ing the incremental state equation:
∂tm˜ +∇m˜ ⋅ v +∇m ⋅ v˜ = 0 in Ω × (0,1], (3.11)
m˜ = 0 in Ω × {0}, (3.12)
−∂tλ˜ −∇ ⋅ (vλ˜ + v˜λ) = 0 in Ω × [0,1), (3.13)
λ˜ + m˜1 = 0 in Ω × {1}, (3.14)
H(v)v˜ = β∆2v˜ +K[∫ 1
0
λ˜∇m + λ∇m˜dt ] in Ω, (3.15)
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Spatial Discretization
We use regular grids to discretize the space-time interval Ω × [0,1], Ω ∶=[0,2pi)3 ⊂ R3. The spatial grid consists of N0 × N1 × N2, Ni ∈ N grid points xi ∶=(x0,i, x1,i, x2,i) ∈ R3, xj,i ∶= 2piij/Nj , 0 ≤ ij ≤ Nj − 1, j = 0,1,2. We follow (111) and
use a spectral projection scheme for all spatial operations. That is, we approximate
spatial functions u as
u(x) = ∑k uˆk exp(−k ⋅x), (3.16)
where k = (k0, k2, k2) ∈ N3, −Nj/2 + 1 ≤ kj ≤ Nj/2, j = 0,1,2, is the grid index and uˆk
are the spectral coefficients of u. The mappings between the spatial and spectral
coefficients are done using FFTs. We approximate derivative operators by applying
the appropriate weights in the spectral domain; i.e., spatial differentiations involve
a forward FFT, modification of weights in the spectral representation Eq. 3.16, and
subsequently an inverse FFTs. Given that we use a spectral collocation scheme,
we assume that the functions in our formulation (including images) are periodic
and continuously differentiable. We apply appropriate filtering operations and
periodically extend or mollify the discrete data to meet these requirements.
The tumor problem in (3.1) requires Neumann boundary conditions on the
surface of the brain ∂ΩB. We follow (58, 80) and use a penalty method to approx-
imate these boundary conditions. We apply periodic boundary conditions on ∂Ω
and set the diffusion coefficient outside of ΩB equal to a small penalty parameter
K.
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Numerical Time Integration
Fulfilling the first order optimality conditions, i.e., zero gradients of the La-
grange formulation, requires a repeated solution of parabolic or hyperbolic PDEs.
In the following, we sketch our time integration schemes for these systems.
Parabolic PDEs. We follow (58, 80) and use a second-order Strang-splitting
method to solve the parabolic equations (3.1) and (3.7). We explain this for the
forward problem (3.1). Let cj ∈ RN denote the tumor distribution at time tj = j∆t,
∆t = 1/nt. We apply an implicit Crank–Nicolson method for diffusion and solve
the reaction part analytically:
(I − 0.25∆tD)c† = (I + 0.25∆tD)cj (3.17)
∂tc = ρc(1 − c), c(tj) = c† in (tj, tj+1) (3.18)
(I − 0.25∆tD)cj+1 = (I + 0.25∆tD)c(tj+1). (3.19)
We use a PCG method with a fixed tolerance of 1e−6 to solve Eq. 3.17
and Eq. 3.19. Equation 3.18 is solved analytically. The preconditioner is based
on a constant coefficient approximation of D given by D˜ = I − 0.25∆tK˜ ∇, where
K˜ > 0 is the average diffusion coefficient. The inversion and construction of this
preconditioner has negligible computational cost due to our spectral scheme; it
only requires one Hadamard product in the Fourier domain and one forward and
backward FFT. This preconditioner can be shown to result in a mesh independent
condition number as long as the mesh is fine enough to resolve the diffusion coeffi-
cient. Since, for medical images, we can have large contrast and sharp transitions,
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the grid to resolve the operator can become prohibitively large; a lack in resolu-
tion manifests in an increase in the number of Krylov iterations, as we increase the
mesh size.
Hyperbolic PDEs (Transport Equations). We employ a semi-Lagrangian
scheme (42) to solve the hyperbolic transport equations. The use of semi-Lagrangian
schemes in the context of image registration is not new; see (12, 25, 110, 111) for
details. Semi-Lagrangian schemes are unconditionally stable, which allows us to
keep the number of time-steps small5. This is critical for large-scale 3D applica-
tions.
The semi-Lagrangian algorithm is as follows. Consider the following equa-
tion:
∂tm + v ⋅ ∇m = f(m,x), (3.20)
To solve for one time step we have to first derive the characteristic equation. Using
the change of variables ξ = x − vt and →m(x, t) = mˆ(ξ, τ), we have:
∂tmˆ(ξ, t) − v ⋅ ∂ξmˆ(ξ, t) + v ⋅ ∂ξmˆ(ξ, t) = f(mˆ, ξ, t) (3.21)
∂tmˆ(ξ, t)∣ξ=const = f(mˆ, ξ + vt) (3.22)
The condition of ξ = const gives us the characteristics equation:
∂x
∂t
= v(x), (3.23)
5Given that a spectrally accurate interpolation method is used.
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To solve Eq. 3.22 we need to compute xn, which is commonly referred to as the
departure point. We use RK2 scheme as follows:
x⋆ = xn+1 − dtv(x), (3.24)
xn = x − dt
2
(v(x) + v(x⋆)) (3.25)
After computing xn from Eq. 3.25, we use Heun’s method to solve Eq. 3.22. For
brevity of notation we set tn+1 = 0 and tn = −dt:
m¯ =mn(xn,−dt) + dtf(mn, xn,−dt) (3.26)
mn+1(xn+1,0) =mn(xn,−dt) + dt
2
(f(mn, xn,−dt) + f(m¯, xn+1,0)) (3.27)
In summary to compute mn+1 we need to follow these steps:
1. Compute x⋆ and evaluate v(x⋆) by interpolation
2. Compute the departure point xn
3. Evaluate mn by interpolation
4. Compute the intermediate point in Heun’s method m¯
5. Compute mn+1
The interpolation phase is the major computational bottleneck in this algorithm.
Note that, since we invert for a stationary velocity field v(x), Eq. 3.25 needs to
be solved only once during each Newton step. Therefore the interpolation for
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computing v(x⋆) can be done only once. But the interpolation for m¯ needs to be
performed for each time step.
Inversion
We use a matrix-free, globalized, inexact Gauss–Newton algorithm for nu-
merical optimization. The update rule for a control variable uk at iteration k reads
uk+1 = uk − αkH−1g, αk > 0, (3.28)
where H−1 is a Gauss–Newton approximation of the inverse of the Hessian6, g a
discrete representation of the gradient of the optimization problem. For the tumor
case, the control variable uk is given by p ∈ RNp and for the registration by v ∈ R3N
with N = N0N1N2. The step length αk > 0 is determined by an Armijo line search
and is chosen such that we decrease the value of the objective function in every
iteration. Storing and inverting H using a direct solver is prohibitively expensive.
We use an iterative PCG method instead, which only requires an expression for the
action of the Hessian on a vector (Hessian matvec). We further reduce the compu-
tational cost by inverting H only inexactly (39, 127). Our solver uses PETSc’s TAO
module (8). Our code implements the operations for evaluating the objective func-
tions, the gradient, and the Hessian matvec.
Despite the complexity of the whole formulation, it turns out the main com-
putational bottlenecks are FFTs and interpolations. We will see in §3.4 that these
computations make up 80% to 90% of the entire time spent in the solver. We will
describe the parallel implementation of these kernels and present dedicated strate-
6We can derive the Hessian from the second variations of the Lagrangian functional of our prob-
lem. We omit these details and refer to related work (6, 58, 108, 109, 111).
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gies to significantly speed up their single core performance next.
3.3 Parallel Algorithms and Computational Kernels
We use a 2D pencil decomposition for 3D FFTs (33, 63) to distribute the data
among processors. We denote the number of MPI tasks by P = P0P1. Each MPI
task gets a total of N0/P0 ×N1/P1 ×N2 values. We denote the number of grid points
owned by a single MPI task by nlocal. We use our in-house open source library
AccFFT (56, 57), which supports parallel FFT for CPU/GPU in both single and
double precision. For parallel linear algebra operations we use PETSC as well as
it’s optimization interface TAO (8).
The main computational kernels of SIBIA are the FFT, used for spatial differen-
tial operators in our spectral approach, and the interpolations used in the semi-
Lagrangian scheme for advection. Below, we discuss specific performance opti-
mizations for each of these two.
FFT for Spectral Operators
Spatial differential operators such as gradient or divergence can be com-
puted with spectrally by first transforming the input field into the frequency do-
main (by FFT), followed by a Hadamard product and an inverse FFT. Exemplarily,
we consider computing the x-derivative of a scalar field f :
fx = F−1x (−iωxFx(f)), (3.29)
where Fx denotes the FFT transform in x direction. Note that, to compute the
x-derivative, we only need a batched 1D FFT instead of a 3D FFT. This saves
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a large amount of communication since no repartitioning of data for the pencil
decompositions in y direction is required. However, we still have to perform a
global transpose to establish the pencil decomposition in x direction. This is fol-
lowed by a forward FFT transform in x-direction, a Hadamard product, a local
inverse FFT, and another global transpose to redistribute the data. Parallel FFT
libraries such as P3DFFT (135) allow the user to specify which directions the local
forward/inverse FFT is needed but it is currently not possible to avoid unneces-
sary global transposes in y direction (or x when computing y derivative). We have
enhanced AccFFT such that it avoids all unnecessary global transposes, which for
the x-derivative reduces 4 global transposes to just 2 (see chapter 6 for details).
This new implementation reduces the total global transposes to 4 for the gradi-
ent/divergence operators as opposed to 8. This reduces the communication vol-
ume by a factor of two.
Interpolation
As explained in §3.2, the transport equations in the registration are solved
using Semi-Lagrangian (SL) scheme that requires costly interpolation of velocities
and image data along backward characteristics. Compared to Runge-Kutta meth-
ods, the main advantage of SL is its unconditional stability. However, this comes at
the price of costly off grid interpolations. We first discuss single node optimization
and then explain our distributed method.
Single-Node Optimization
We use Lagrange polynomials for interpolation. The value of a scalar (or
vector) field f , at an off-grid point (x, y, z) (departure coordinate) can be computed
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as:
f(x, y, z) = d∑
i=0
d∑
j=0
d∑
k=0 `i(x)`j(y)`k(z)fijk, (3.30)
li(x) = d∏
n=0;i≠n
x − xn
xi − xn , (3.31)
where fi is the function value at grid point i, `i is the ith Lagrange basis polynomial,
and d is the interpolation order (which is cubic in our algorithm). Using a higher
order method would provide more opportunities for vectorization and would gen-
erally lead to better hardware performance, but in practical applications with real
data, the use of higher order interpolation does not improve the registration qual-
ity. Therefore, we focus on optimizing cubic order interpolation, which requires
the computation of 12 Lagrange basis polynomials (`i(x)) and the evaluation of
Eq. 3.30 for each departure point. Evaluation of the basis polynomial requires
reading three single-precision departure coordinates from the memory, and the in-
terpolation kernel (Eq. 3.30) requires 64 non-aligned memory loads 7. In total we
have 1 memory write operation (for storing the result), 68 memory reads and 239
floating point operations to compute the interpolation for each departure point. In
total there are N departure points, same as the grid size. Note that each departure
point requires a different set of 64 fijk grid values, which creates a significant cache
misses that cannot be hidden by the few floating point computations in Eq. 3.30.
We address this by using a novel binning method: There is no reason to process
the departure points based on the order that they were received. Instead, we pro-
cess departure points in groups such that we can reuse the data already loaded
7Notice that the non-aligned memory part is not due to non-aligned allocation. The stencil of
function points, fijk required for the interpolation is determined by the departure point coordi-
nates, which can start from a non-aligned memory address.
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into the cache for processing the previous points. This means that parts of the data
required for the grid values can be fetched from the L1 or L2 cache instead of the
main memory. One can achieve this by using a space filling sort on the departure
coordinates such as Morton sorting. However, sorting is itself a memory bound
problem and imposes an additional overhead. Instead of sorting the departure
points themselves, we partition the domain into patches of size 16 × 16 × 16 grid
cells. Then we use Morton sorting on the bin ids to determine which bin has to
be processed first. This phase can actually be performed offline analytically, since
it does not depend on the departure point coordinates (only depends on the grid
and bin size).
Table 3.1: Experiment to evaluate the efficiency of the binning method in the interpolation. We
report the GFLOPS for the interpolation kernel for the two experiments in Fig. 3.3. We report
results with/without binning and SIMD. Adding binning method along with results in significant
speedup. For large problem sizes, the main speedup is achieved by the binning. The experiment
was performed on 1 Haswell node with 24 MPI tasks. The reported GFlops include the time needed
to reshuffle the interpolated values in the binning method.
Fixed Region Random Departure Points
N No Bin, No SIMD No Bin + SIMD Bin + SIMD Speedup
643 356 45 280 295 6.56 x
1283 347 42 146 256 6.1 x
2563 287 28 54 173 6.18 x
5123 287 13 19 112 8.62 x
Vectorized Implementation:
We use AVX2-256 (Advanced Vector Extensions) to execute Eq. 3.30 using
SIMD as follows:
f(x, y, z) = 3∑
k=0 `k(z) 3∑i=0 `i(x) 3∑j=0 `j(y)fijk, (3.32)
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Figure 3.3: (left) Fixed region departure points experiment; (right) random departure points exper-
iment performed in Table 3.1. The red stars show the departure coordinates, where interpolation
needs to be performed.
With AVX2 on Haswell, one can perform two Fused Multiply-Add operations on 8
single precision data per CPU cycle. To take advantage of this, we load contiguous
unaligned 128 bit chunks of fijk into AVX registers. Note that the data is stored
in C-major order, meaning that the kth index runs fastest in the memory and the i
and j indices require strided access. Therefore, to fill up each AVX register, we need
two load instructions. After loading the data, we compute the∑j `j sum using two
FMA operations for i = 0,1,2,3. The 4 resulting AVX vectors are then multiplied by
the corresponding `i and the results are added. The final result is then multiplied
by `k, followed by a horizontal reduce-add operation. These dependencies besides
the memory load are the bottlenecks of the kernel. When possible we try to avoid
ADD operations as on Haswell architecture this operation is executed through
one of its ports (where as a MULT or FMA can be done through both ports). The
interpolation kernel has a lot of dependencies which makes it hard to keep the
execution units busy.
To test the effectiveness of our method, we perform two experiments. First we re-
strict all of the departure points to be in a fixed region in space so that we only have
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to issue one load for the 64 neighboring grid values (fijk) for all of the interpola-
tions. In the second experiment, we test a realistic case where the departure points
fall into random regions in space as shown in Fig. 3.3. The fixed region experiment
is an upper bound for the performance of our kernel. In the random test, different
grid values have to be loaded per departure point. The fixed region case achieves
consistently high GFLOPS for different problem sizes. The drop in performance is
because we have to load data from lower levels of the cache as the problem size
increases. However, the performance drops significantly in the random region ex-
periment. Using the AVX implementation only increases the performance for the
case where the data fits into the cache. For larger problem sizes the cache misses
become dominant and the performance drops significantly. However, when we
combine the SIMD implementation with the binning approach this overhead gets
reduced significantly, resulting in 6 − 8× speedup.
Distributed Memory Semi-Lagrangian
The numerical algorithm for the semi-Lagrangian is the same in parallel: we have
to first compute the departure coordinates (xn in Eq. 3.23) and then perform inter-
polation to compute the new time point data. In a distributed setting, three cases
are possible as shown in Fig. 3.4: (i) the departure coordinate would fall into the
locally owned domain of the process, (ii) xn would fall in between the domain of
each process, and (iii) xn would fall into another processor’s domain. For the first
case, no change in the single-node algorithm is needed. In the second case, we need
to first perform a ghost cell communication (also referred to as halo exchange) to
receive the neighboring elements before we can perform the interpolation. For cor-
ner cases, we have to request neighboring elements from processes on the opposite
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sides of the domain due to periodic boundary conditions.
The third case is more involved. Each MPI process has to first compute the de-
parture point and determine which MPI process’s domain it belongs to. After all
of the processes have computed this, then a (scatter) alltoallv is performed where
each process sends its own departure point coordinates and receives other pro-
cesses’ departure points as well. We refer to this as the Scatter phase. Each MPI
task would then perform the interpolations on all of the case (i-ii) points as well as
the points it received from other tasks (Execution phase). Once completed, a final
(scatter) alltoallv operation needs to be performed to gather case (iii) interpolation
results. We refer to this step as Gather phase.
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Figure 3.4: The characteristics line is shown for the three cases that may occur in parallel Semi-
Lagrangian: (i) the departure coordinate (shown with X) would fall into the locally owned domain
of the process (black line), (ii) X would fall in between the domain of each process (blue line), and
(iii) X would fall into another processor’s domain (red line). Each square is representative of the
locally owned domain by each MPI process.
Notice that the scatter and gather phase involve alltoall communication
which is costly and adversely affects scalability. In a naive implementation we
need to perform all the three phases (i.e. Scatter, Execution, and Gather) for each
time step. However, since the velocity field is stationary, we need to only scatter
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the off-grid departure coordinates once for the entire advection solve. We can fur-
ther reduce this to one complete Newton iteration. The only time that the scatter
phase will be required would be in the gradient computation. This would reduce
the communication overhead significantly, and will completely mask the overhead
of the binning method.
For each gradient evaluation, one has to first solve the forward problem Eq. 3.3 and
the adjoint problem Eq. 3.10a. Using the RK2 scheme for each equation requires
one intermediate and one final departure point interpolation. Thus we would need
four scatter operations to compute the gradient, and zero for each subsequent Hes-
sian matvec. The number of Execution and Gather phases required to compute a
Hessian matvec and compute the gradient is given in Table 3.2.
Table 3.2: The complexity for the number of Execution/Gather phases in the interpolation required
for forward, adjoint, incremental forward and incremental adjoint is given in terms of the number
of the number of time steps,Nt. For the incremental forward equation (3.11), it is possible to reduce
the complexity by first computing the dot product of v˜ ⋅ ∇m and then perform the interpolation on
the scalar result. The corresponding complexity for that approach is given in the parenthesis.
Phase Execution/Gather
intermediate velocity in Eq. 3.3 3
forward Eq. 3.3 Nt
intermediate velocity in Eq. 3.10a 3
intermediate div term in Eq. 3.10a 1
adjoint Eq. 3.10a Nt
Gradient Evaluation 2Nt + 7
source term in Eq. 3.11 3Nt + 3 / (Nt)
incr forward Eq. 3.11 4Nt + 3 / (2Nt)
div term in Eq. 3.13 1
incr adjoint Eq. 3.13 Nt + 1
Hessian Matvec 5Nt + 4 / (3Nt + 1)
In summary, our optimizations for the interpolation kernel include a novel ap-
proach to reduce cache misses by using a binning method, AVX vectorization of
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the kernel, and a novel distributed memory semi-Lagrangian algorithm. Our ker-
nel has support for GPU and KNL in addition to CPUs8. Overall our optimizations
has resulted in a significantly better interpolation kernel than the one presented in
our earlier work (109). We are now mainly bound by the communication time
instead of the time spent in the execution phase of the kernel.
3.4 Results
We report results for the tumor inversion and for the registration. We report
the overall runtime,9 execution and communication times for the computational
kernels, and the total time spent to evaluate these kernels.10 We always report the
maximum time across all MPI tasks. We will also discuss the algorithmic scalabil-
ity of the tumor diffusion solver, i.e., the number of PCG iterations as we increase
the problem size. We also discuss parallel scalability of the different kernels, and
report the overall scalability.
Setup, Implementation, and Hardware
We execute runs on Lonestar 5 (2-socket Xeon E5-2690 v3 (Haswell) with
12 cores/socket, 64 GB memory per node) and Hazel Hen (same node as Lones-
tar but with 128 GB memory per node). Our code is written in C++ and uses
MPI for parallelism. It is compiled with the default Intel compilers available on
the systems (Intel 16). We use PETSc’s implementations for linear algebra opera-
tions, PETC’s TAO package for the nonlinear optimization (8), AccFFT for Fourier
8Although the execution phase on those architectures have not been optimized yet.
9The runtime is the time spent on the entire inversion (excluding setup and I/O times).
10The overall kernel evaluation time includes execution, communication, and shuffling of the
data.
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transforms (56, 58), and PnetCDF for I/O (98).
Data assimilation in brain tumor imaging
In this section, we study the computational performance and parallel scala-
bility of the tumor inversion solver for real brain data as illustrated in Figure 1.1.
We use resampled medical brain image data with multiple spatial resolutions N ∈{643,1283,2563,5123} and present scalability results for up to 16,384 MPI tasks on
Hazel Hen system.
Setup. For all tumor inversion experiments, we set the regularization pa-
rameter βp = E-3, the number of time steps nt = 4 and use double precision. We
perform three Gauß-Newton iterations for the inversion and limit the number of
Hessian matvecs in the PCG solver to three. This setup results in an overall gra-
dient reduction by one order of magnitude and 13% relative mismatch for the re-
constructed tumor. Using nt = 4 is not sufficient to resolve the dynamics accurately
but it puts pressure on the forward solver and allows us to monitor its algorithmic
scalability. We report the time to solution as well as the percentage and absolute
time spent in the Hessian matvec, the PCG solver and the FFT, which is the main
computational kernel in the tumor inversion. For all the strong scaling runs, we
use 12 MPI tasks per node.
Strong Scaling. We report scaling results for different spatial resolutions
N ∈ {643,1283,2563,5123} and different numbers of MPI tasks P ∈ {21, . . . ,214}.
The results are reported in Table 3.3. For N = 2563, we observe excellent strong
scaling performance with a parallel efficiency of 98 %, going from 32 to 2048 MPI
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Table 3.3: Computational performance of the tumor solver for real brain data, illustrated in Fig. 1.1
on HLRS’s Hazel Hen. We perform three Gauß-Newton iterations and limit the number of Hessian
matvecs in the PCG solver to a maximum of three. We report time to solution, time spent in the
Hessian matvec, in the FFT, and in the diffusion solver, respectively (in seconds). We show the
strong scaling efficiency effS and the algorithmic weak scaling efficiency effW . For the parallel
weak scaling efficiency ẽffW , the number of PCG iterations for the diffusion solver is fixed for all
spatial resolutions. Timings are reported as a function of the number of unknowns (in space), and
the number of nodes and tasks. For runs marked with † we encountered MPI problems due to non-
optimal settings. Performance could be improved by increasing the MPI buffer and the maximum
message size for the MPI eager protocol (run marked ‡).
N nodes tasks runtime effS effW (ẽffW ) FFT ([%]) H-matvec diffusion ([%])
#1 643 1 2 4.07e+1 100.0 100.0 (100.0) 3.23e+1 (79.5) 2.57e+1 3.98e+1 (97.8)
#2 1 4 2.60e+1 78.2 100.0 (100.0) 2.12e+1 (81.7) 1.64e+1 2.55e+1 (98.1)
#3 1 8 1.33e+1 76.6 100.0 (100.0) 9.92 (74.7) 8.38 1.30e+1 (97.9)
#4 2 16 6.05 84.0 100.0 (100.0) 5.05 (83.5) 3.82 5.89 (97.4)
#5 3 32 4.81 52.8 100.0 (100.0) 4.14 (86.1) 3.02 4.68 (97.3)
#6 1283 1 4 4.91e+2 100.0 4.24e+2 (86.3) 3.14e+2 4.87e+2 (99.2)
#7 1 8 3.07e+2 80.0 2.56e+2 (83.2) 1.96e+2 3.04e+2 (99.1)
#8 2 16 1.37e+2 89.6 29.7 (43.7) 1.12e+2 (81.5) 8.77e+1 1.36e+2 (99.2)
#9 2 32 8.46e+1 72.6 30.7 (45.2) 6.72e+1 (79.5) 5.41e+1 8.38e+1 (99.1)
#10 6 64 4.15e+1 73.9 32.0 (46.8) 3.24e+1 (78.1) 2.65e+1 4.11e+1 (99.0)
#11 11 128 2.08e+1 73.7 29.0 (42.0) 1.71e+1 (82.2) 1.33e+1 2.06e+1 (98.7)
#12 22 256 1.13e+1 67.7 42.5 (60.9) 9.49 (83.7) 7.20 1.11e+1 (98.0)
#13 2563 3 32 1.58e+3 100.0 1.31e+3 (82.9) 1.02e+3 1.57e+3 (99.1)
#14 6 64 8.06e+2 98.2 6.75e+2 (83.7) 5.19e+2 7.99e+2 (99.1)
#15 11 128 3.63e+2 109.0 11.2 (22.9) 3.01e+2 (82.9) 2.35e+2 3.61e+2 (99.5)
#16 22 256 1.81e+2 109.6 14.4 (29.3) 1.49e+2 (82.6) 1.16e+2 1.80e+2 (99.5)
#17 43 512 1.00e+2 98.9 13.3 (26.6) 8.26e+1 (82.5) 6.45e+1 9.95e+1 (99.3)
#18 86 1024 4.03e+1 123.0 15.0 (31.0) 3.45e+1 (85.7) 2.55e+1 3.97e+1 (98.6)
#19 172 2048 2.50e+1 98.9 19.2 (38.5) 2.17e+1 (86.9) 1.59e+1 2.38e+1 (95.0)
#20 5123 22 256 2.52e+3 100.0 2.15e+3 (85.2) 1.65e+3 2.50e+3 (99.4)
#21 43 512 1.32e+3 95.8 1.13e+3 (86.2) 8.61e+2 1.31e+3 (99.4)
#22 86 1024 7.54e+2 83.5 5.4 (13.6) 6.24e+2 (82.8) 4.93e+2 7.52e+2 (99.7)
#23 172 2048 3.47e+2 90.7 7.5 (19.0) 2.87e+2 (82.8) 2.32e+2 3.45e+2 (99.4)
#24 342 4096 2.57e+2 61.2 5.2 (11.6) 1.98e+2 (77.1) 1.66e+2 2.50e+2 (97.3)
#25† 683 8192 2.00e+2 39.3 3.0 (5.6) 1.30e+2 (65.1) 1.32e+2 1.71e+2 (85.5)
#26‡ 683 8192 1.43e+2 55.1 4.2 (7.8) 9.20e+1 (64.4) 8.96e+1 1.15e+2 (80.7)
#27† 1366 16384 3.89e+2 10.1 1.2 (2.0) 2.16e+2 (55.6) 2.34e+2 2.69e+2 (69.2)
#28 10243 2732 32768 1.61e+3 100.0 0.8 (1.2) 6.58e+2 (40.9) 9.25e+2 8.19e+2 (50.8)
#29 643 2 4 2.20e+1 100.0 (100.0) 1.85e+1 (84.2) 1.40e+1 2.15e+1 (97.7)
#30 1283 16 32 4.00e+1 55.0 (80.7) 3.49e+1 (87.2) 2.56e+1 3.94e+1 (98.6)
#31 2563 128 256 6.96e+1 31.6 (64.8) 6.05e+1 (87.0) 4.52e+1 6.90e+1 (99.1)
#32 5123 1024 2048 1.39e+2 15.9 (37.5) 1.14e+2 (82.3) 8.82e+1 1.36e+2 (98.2)
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Figure 3.5: Summary of strong scaling efficiency of tumor inversion for real data. See Table 3.3 for
exact timings. We display time to solution and time spent in the FFT (in seconds) as a function of
the number of unknowns (in space) and the number of tasks.
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tasks (runs #13–#19). The time consumed by the FFT accumulates to approxi-
mately 82 % of the overall runtime. Thus, the tumor inversion scalability is mainly
inherited from the AccFFT. Similar conclusions can be drawn from the N = 1283
and N = 643 experiments, yielding a slightly lower but still acceptable parallel effi-
ciency of 67 % from 4 to 256 MPI tasks and 52 % from 2 to 32 MPI tasks, respectively
The ideal runtime (assuming 100% parallel efficiency) along with the actual run-
time and the amount of time spent in the FFT are summarized in Figure 3.5 for
the strong scaling experiments given in Table 3.3. Considering the N = 5123 runs,
we observe a degradation of the parallel scalability for more than 2048 MPI tasks
(runs #24–#27). Our analysis showed that MPI routines generate an increasing
overhead using more than 2048 MPI tasks with 12 tasks per node. Increasing the
MPI buffer size and the maximum message size for the MPI eager messaging pro-
tocol improved the performance of run #25 by around 30 % (run #26). Usually, the
diffusion solve consumes up to 98 % of the overall runtime, which, drops down to
50 % for the runs that show poor scalability, indicating that performance is lost due
to non-optimized MPI settings. Summarizing, for up to a total number of 2048 MPI
tasks, we get almost optimal strong scaling results with a parallel efficiency from
60 % up to 100 %, cf. Figure 3.5. We encounter some MPI related communication
issues going beyond 2048 MPI tasks.
Weak Scaling. For the same setting, we analyze algorithmic and parallel
weak scaling11, indicated by effW and ẽffW , respectively, in Table 3.3 (exemplarily
highlighted, runs #3, #10, #17, #24, #26). We observe an algorithmic weak scal-
ing efficiency of around 30 %, increasing both, the number of unknowns in space
11Algorithmic scaling includes numerical effect such as increasing number of iterations, whereas
parallel scaling only measures the scalability of a fixed number of executions of the components.
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Figure 3.6: Strong scaling performance for diffeomorphic image registration. The results corre-
spond to Table 3.4. We report the time to solution and the time spent in the computational kernels
(summarized), respectively (in sec.) as a function of the number of unknowns (in space), and the
number of MPI tasks.
and the number of MPI tasks by a factor of eight. Since the grid is not sufficiently
large to resolve the diffusion operator, we observe a mesh-dependent number of
iterations with increasing resolution—from 10 iterations per diffusion solve (on av-
erage) forN = 643 to 50 per diffusion solve forN = 10243. For the parallel weak scal-
ing efficiency ẽffW , where we keep the number of PCG iterations constant yielding
an efficiency of about 45 %, again increasing the number of unknowns and the
number of tasks by a factor of eight. With respect to parallel efficiency, the weak
scaling performance perfectly correlates with the FFT, which in turn deteriorates
due to the communication. Using only two MPI tasks per node (one per socket),
the (parallel) weak scaling efficiency increases to 80 % going from resolution 643
to 1283 (runs #29–#32), which is acceptable considering the overhead for memory
allocation and increasing communication time. We solve the inverse tumor prob-
lem for realistic brain geometries with a 2563 resolution up to a relative gradient
of 1.20e−4 in 22 minutes using 512 MPI tasks on Hazel Hen. This corresponds to
a reduction of the objective function by three orders of magnitude and a relative
reconstruction mismatch of 0.2 %.
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Table 3.4: Computational performance for our distributed-memory algorithm for diffeomorphic
image registration. This study is performed on TACC’s Lonestar 5 (runs #1 to #28; NIREP datasets;
see Figure 3.2) and HLRS’ Hazel Hen (SYN datasets). We use 12 MPI tasks per node. We set
the upper limit for the Gauss–Newton iterations to three/five and the number of PCG iterations
to five/ten for NIREP/SYN. We report (from left to right) the total time spent in the inversion
(runtime/time-to-solution), the strong scaling efficiency, the time spent in the computational ker-
nels (spectral operations/FFT and interpolation), respectively (in seconds) as a function of the num-
ber of unknownsN (in space), and the number of nodes and tasks. We report the max. value across
all MPI tasks; “total FFT” corresponds to the time spent in all spectral operations; “FFT comm.” is
the communication time; “total int.” is the overall time spent in the interpolation; “int. kernel” is
the time spent on the execution of the interpolation operator, and “int. comm” is the communica-
tion time for the interpolation. We also report the strong scaling efficiency and the percentage of
the total interpolation and FFT time with respect the overall runtime.
N nodes tasks runtime eff. total FFT ([%]) FFT comm. total int. ([%]) int. kernel int. comm.
#1
(64,
7
5
,
6
4
) 1 2 2.07 100.0 8.21e−1 (39.7) 9.31e−2 1.05 (51.0) 7.18e−1 6.71e−2
#2 1 4 1.13 91.4 4.83e−1 (42.7) 7.36e−2 5.30e−1 (46.8) 3.70e−1 3.68e−2
#3 1 8 6.26e−1 82.6 2.67e−1 (42.7) 4.44e−2 2.87e−1 (45.9) 1.95e−1 1.78e−2
#4 2 16 3.70e−1 69.9 1.72e−1 (46.6) 6.88e−2 1.59e−1 (43.1) 9.84e−2 9.95e−3
#5 3 32 2.47e−1 52.3 1.27e−1 (51.3) 7.51e−2 9.28e−2 (37.5) 5.00e−2 5.54e−3
#6
(128
,
1
5
0
,
1
2
8
) 1 2 2.15e+1 100.0 9.35 (43.4) 5.07e−1 9.91 (46.0) 6.83 8.22e−1
#7 1 4 1.13e+1 95.4 5.06 (44.9) 6.73e−1 5.05 (44.7) 3.42 4.28e−1
#8 1 8 6.19 86.9 2.79 (45.0) 3.89e−1 2.78 (44.9) 1.82 2.32e−1
#9 2 16 3.30 81.6 1.59 (48.2) 5.52e−1 1.44 (43.6) 9.24e−1 1.14e−1
#10 3 32 1.79 75.2 8.94e−1 (50.0) 3.86e−1 7.50e−1 (41.9) 4.63e−1 5.93e−2
#11 6 64 1.04 65.0 5.61e−1 (54.2) 3.68e−1 4.22e−1 (40.8) 2.32e−1 3.05e−2
#12 11 128 6.49e−1 51.8 3.69e−1 (56.9) 2.64e−1 2.47e−1 (38.1) 1.22e−1 1.90e−2
#13
(256
,
3
0
0
,
2
5
6
) 1 2 2.36e+2 100.0 1.13e+2 (48.0) 6.40 1.02e+2 (43.4) 5.88e+1 1.05e+1
#14 1 4 1.22e+2 96.4 6.04e+1 (49.3) 8.33 5.25e+1 (42.9) 2.95e+1 5.51
#15 1 8 6.73e+1 87.6 3.23e+1 (48.0) 4.58 2.99e+1 (44.5) 1.56e+1 3.95
#16 2 16 3.59e+1 82.1 1.82e+1 (50.7) 7.80 1.55e+1 (43.2) 7.82 2.69
#17 3 32 1.81e+1 81.4 9.38 (51.8) 3.60 7.48 (41.3) 3.92 1.18
#18 6 64 9.70 76.0 5.57 (57.5) 3.30 3.93 (40.5) 1.99 7.07e−1
#19 11 128 4.63 79.5 2.72 (58.6) 1.50 1.69 (36.5) 9.98e−1 1.49e−1
#20 22 256 2.66 69.2 1.63 (61.1) 1.21 9.81e−1 (36.9) 4.98e−1 8.26e−2
#21 43 512 1.52 60.5 8.09e−1 (53.1) 6.15e−1 6.43e−1 (42.2) 2.54e−1 6.80e−2
#22
(512
,
6
0
0
,
5
1
2
) 2 16 3.28e+2 100.0 1.81e+2 (55.0) 4.84e+1 1.35e+2 (41.2) 6.33e+1 2.50e+1
#23 3 32 1.73e+2 94.7 9.57e+1 (55.2) 2.85e+1 6.86e+1 (39.6) 3.17e+1 1.15e+1
#24 6 64 8.66e+1 94.7 5.04e+1 (58.2) 2.42e+1 3.48e+1 (40.2) 1.59e+1 6.31
#25 11 128 4.32e+1 94.9 2.46e+1 (56.9) 1.10e+1 1.63e+1 (37.8) 7.95 2.84
#26 22 256 2.36e+1 87.0 1.56e+1 (66.3) 1.08e+1 8.83 (37.5) 4.03 1.64
#27 43 512 1.31e+1 78.1 8.92 (67.9) 6.56 4.41 (33.6) 2.03 7.27e−1
#28 86 1024 6.35 80.7 4.35 (68.5) 3.52 2.02 (31.9) 1.02 2.08e−1
#29 10243 11 128 1.97e+2 100.0 1.20e+2 (60.9) 3.30e+1 6.90e+1 (35.0) 2.35e+1 2.23e+1
#30 22 256 9.88e+1 99.7 6.17e+1 (62.5) 2.15e+1 3.49e+1 (35.4) 1.16e+1 1.16e+1
#31 20483 86 1024 2.10e+2 100.0 1.37e+2 (65.0) 4.33e+1 7.21e+1 (34.3) 2.73e+1 2.40e+1
#32 171 2048 1.11e+2 94.8 7.17e+1 (64.7) 2.63e+1 3.64e+1 (32.8) 1.35e+1 1.05e+1
#33 40963 342 4096 4.42e+2 100.0 3.22e+2 (72.8) 1.31e+2 1.17e+2 (26.4) 4.20e+1 3.97e+1
#34 684 8192 2.38e+2 93.1 1.73e+2 (72.9) 8.27e+1 6.25e+1 (26.3) 2.10e+1 2.30e+1
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Diffeomorphic registration
We consider an open-access data repository that has been widely used in
the medical image computing community to study the performance of diffeomor-
phic image registration algorithms—the Non-rigid Registration Evaluation Project
(NIREP) (27).12 This data is illustrated in Figure 3.2. The original resolution of
the data is (N0,N1,N2) = (256,300,256).13 We also consider a simple test exam-
ple to demonstrate large-scale results for grid sizes of up to 40963. This results
in an inversion for ∼ 200 billion unknowns (if we just count the velocity field v
and ignore the state and adjoint fields). This synthetic problem (SYN) is gen-
erated by solving the forward problem. We set the template image to mT (x) =(sin(x1)2 + sin(x2)2 + sin(x3)2))/3 and transport it with the velocity velocity v(x) =(v1(x), v2(x), v3(x), v1(x) = sin(x3) cos(x2) sin(x2), v2(x) = sin(x3) cos(x3) sin(x3),
and v3(x) = sin(x2) cos(x1) sin(x1).
Setup. We fix several parameters across all runs: We use twelve MPI tasks
per node. We set the number of time steps to nt = 4. We use an H1 regularization
model with a penalty on the divergence of v to control volume change (regulariza-
tion weight βw = 1e−4). We use a quadratic forcing sequence. We report a strong
scaling analysis using the NIREP datasets with resolution levels κl ⋅ (256,300,256),
κl ∈ {1/4,1/2,1,2}. We empirically set the regularization parameter for the velocity
v to βv = 1e−2. We limit the number of Newton iterations to three and the num-
ber of PCG iterations to five. The relative tolerance for the gradient is set to 1e−1
12The data can be downloaded from http://nirep.org; the interested reader is referred to (27) for
more details. We consider the datasets na01 and na02 for our experiments.
13We transfer the images to a finer or coarser grid based on a cubic interpolation model. We
band-limit the data by applying a Gaussian smoothing operator with a spatial bandwidth of hi,
i = 1,2,3.
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(we do not reach this tolerance for these runs). We limit the Newton iterations to
five and the Krylov iterations to ten for the synthetic large scale runs (N = 10243,
N = 20483, and N = 40963). The relative tolerance for the gradient is 1e−2. We also
report a run for the entire inversion. We set the relative tolerance for the gradient
to 1e−1. This run is performed on the same images used in (109).
Results. We report the strong scaling analysis for the NIREP datasets as
well as the synthetic large scale run in Table 3.4. We illustrate the strong scaling
results for the real data also in Figure 3.6. We report accumulated timings for the
max values across all MPI tasks in seconds as well as the strong scaling efficiency.
We also report the percentage of the total interpolation and FFT time with respect
to the overall runtime.
Observations. We spend almost all time (∼90%) in the execution of the FFT
and the interpolation (see Table 3.4 and Figure 3.6). We achieve excellent strong
scaling results for clinically relevant problem sizes, with an almost perfect scaling
for the execution of our computational kernels (application of the FFT and evalu-
ation of the interpolation operator locally). We can fit conically relevant problems
on one a single node with 64GB of memory (see, e.g., run #13). The number of
MPI tasks for a specific problem size is, in our current implementation, limited
by the support of the interpolation kernel/the size of the ghost layer; for a cubic
interpolation model, we need at least 3 × 3 ×N2 points on each MPI task.
We showcase results that demonstrate that our solver can be used to solve
registration problems of unprecedented scale (40963 resulting in ∼ 200 billion un-
knowns (a problem size that is 64× bigger than the state-of-the-art presented at
last year’s SC (109)). The weak scaling efficiency for these runs is 62.7%, 44.6%,
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and 32.6% when comparing the runtime for run #1 to the runs #9, #19, through
#28. The communication time for the FFT increases as we increase the problem
size. We expect to see this behavior, since the FFT is communication bound. This
negatively affects our weak scaling results (the total FFT time is for run #28 almost
exclusively dominated by the FFT communication time; 80%). This observation is
consistent with the results we report for the tumor case. The weak scaling perfor-
mance for the interpolation is very good (50% in total when comparing runs #1
and #28). Having good strong scaling performance is critical for image registra-
tion. We can see that we achieve a quite good strong scaling for our runs (between
52.1% (run #5) and 80% (run #28); this is in particular visible in Figure 3.6. The
execution times for our computational kernels show excellent strong scaling re-
sults. The efficiency eventually deteriorates as we increase the number of cores.
The amount of data we have to communicate in the interpolation phase essentially
depends complexity of the characteristic. In a worst case scenario (which we do
not expect in practical applications) all departure points may end up on one node.
Semi-Lagrangian schemes can help us to alleviate potential imbalances (in con-
trast to purely Lagrangian schemes (12)). If the characteristic becomes to complex,
we can introduce more time points to our problem. However, this will negatively
affect the time-to-solution, as we have to perform more interpolations.14
We analyze our results for original resolution of the NIREP data sets in more
detail: For these experiments, we can reduce the gradient by a factor of 3.17e−1
and the mismatch between the transported template image and the reference im-
age by a factor of 1.89e−1. The balance of the runtime spent on the individual
components of our scheme is the same throughout all runs. We perform 32 PDE
14An analysis of the number of interpolations we have to perform can be found in §3.2.
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solves. The PDE solves is where the entire runtime goes. For instance, for run #13
we spend 87% of the total runtime (2.36e+2 sec. of 2.06e+2 sec.) on solving the
transport equations of our system. These solves are done in the evaluations of (i)
the objective functional (four evaluations.; 1.85e+1 sec.), the gradient (four evalua-
tions.; 2.69e+1 sec.), and the Hessian matvec (twelve evaluations.; 1.78e+2 sec.). As
we can see from this analysis, we spend most of the time runtime on the Hessian
matvec. When we switch from two MPI tasks to 512 we can reduce the run time
by a factor of about 150 (1.52 sec.; 60.5% efficiency). For the synthetic case we can
solve our problem (reduce the gradient by two orders of magnitude) within 2 iter-
ations (14 PDE solves; 4 Hessian matvecs; relative change in the gradient: 9.66e−3;
relative change of the mismatch: 7.18e−2; run#30). The overall weak scaling effi-
ciency for these runs is 82.9% (128 MPI tasks for 10243 versus 8192 MPI tasks for
40963). For an entire registration solve on 256 MPI tasks on 32 nodes, the new for-
mulation requires 14 Hessian matvecs for the same problem reported in Table 5
in (111) (which required 43 matvecs) with similar registration quality. Bringing ev-
erything together (formulation and fast computational kernels), we can reduce the
runtime by a factor of 8× over the state-of-the art.
Conclusions
We presented SIBIA, a computational framework for coupling biophysical
models with medical image analysis. To the best of our knowledge, SIBIA is the
first work on scalable algorithms for an integrated approach for biophysics-based
image analysis in brain tumor imaging. Our major accomplishments and observa-
tions are the following: we achieve excellent strong scaling performance on clini-
cally relevant problem sizes for both algorithms (from 60% up to 100% parallel effi-
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ciency). Moreover, 80% to 90% of the runtime is spent in the computational kernels
(FFT and interpolation). We were able to improve the performance of these kernels
by a factor of roughly 8 (interpolation) and 2 (FFT) over the state of the art. For the
tumor problem, we saw that the scalability is inherited from AccFFT (56, 58). The
preconditioner for the tumor solver is not mesh independent for real data at this
resolution levels. For the registration, we solved an inverse problem with ∼200 bil-
lion unknowns on up to 8192 cores—a problem size that is 64× larger than (111),
rendering our solver applicable to, e.g., the registration of high-resolution CLAR-
ITY imaging data (177). Overall we have improved the time-to-solution by a factor
of about 8 compared to (111).
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Chapter 4
Coupled Inverse Tumor Problem and Registration
needs at least two-time snapshots of segmented patient images. As dis-
cussed in chapter 1, the inverse tumor solver requires the healthy structure of the
patient’s brain prior to the tumor as input, or at least a previous time snapshot of
the tumor distribution so that we can run the forward solve. This data necessary to
perform the simulations and invert for the unknowns to match the observed data
in the tumor-bearing image. However, in most cases such data is not available. We
address this limitation by solving a coupled inverse tumor and inverse registra-
tion problem. In this approach, we solve the inverse tumor problem in an “atlas”
brain, whose structure is known to us. Then through the registration inverse prob-
lem, we compute correspondences between the images in the atlas domain and
the patient’s. The coupled optimization problem would be to find this correspon-
dence (through registration velocity), and the tumor parameters that can minimize
the mismatch between reconstructed and observed data from the patient.
In this chapter, we will discuss the formulation for the coupled problem and present
our Picard iterative algorithm for solving the inverse problem. We present nu-
merical experiments and quantify the performance of the coupled algorithm on
synthetically generated tests.
This chapter is based on joint collaboration between the author and Klaudius Scheufele, Andreas Mang, Prof. Miriam
Mehl and Prof. George Biros. The author implemented the forward and inverse tumor problems, as well as semi-Lagrangian
and spectral solvers for the registration problem. Klaudius implemented the coupling algorithm and performed the bench-
marks and created the visualizations. Andreas implemented the registration framework. Prof. Biros and Prof. Mehl
contributed to the algorithms, and supervised the research. In total, all authors contributed to the coupling formulation and
its implementation.
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4.1 Coupling Formulation
c Normalized tumor concentration
ci Normalized tumor concentration at t = i, i ∈ {0,1}
cA Normalized tumor concentration in atlas domain
cP Normalized tumor concentration in patient domain
mA Vector of material properties (white/gray matter, etc.) in atlas domain
mP Vector of material properties (white/gray matter, etc.) in patient domain
Ω Spatial domain
Nm Number of advectible material properties
Np Parametrization size for initial tumor distribution
m ∈ IRNm Vector of material properties
D = div K(m)∇ Diffusion operator
K(m) Diffusion coefficient tensor (function of material properties)
K Diffusion tensor
R(c) = ρc(1 − c) Tumor reaction operator
ρ Reaction coefficient
p Reconstruction initial condition parametrization
Φ Reconstruction initial condition parametrization basis function
βp Regularization parameter for `2 norm of p
βv Regularization parameter for registration velocity
α Adjoint variable for tumor growth equations
λm Adjoint variable for transport equation for material properties
λc Adjoint variable for transport equation for material propertiesFv Forward transport operator with velocity v
Table 4.1: Basic notation used in this chapter
In the coupling framework, we seek a registration velocity v, and a set of
model parameters p for the tumor problem, such that the following objective func-
tional is minimized:
min
v,p
J [v, p] = 1
2
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tumor and geometry mismatch between patient and atlas
+ βv
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Regularization
(4.1a)
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subject to
α ∶ ∂tcA −∇ ⋅K∇cA − ρcA(1 − cA) = 0 in Ω × (0,1], (4.1b)
α0 ∶ cA0 = Φp in Ω × {0}, (4.1c)
ξ ∶ mA1 = (1 − cA1 )mA0 in Ω × {1}, (4.1d)
λm ∶ ∂tmP +∇mP ⋅ v = 0 in Ω × (0,1], (4.1e)
λm0 ∶ mP0 =mP0 (x) in Ω × {0}, (4.1f)
λc ∶ ∂tcP +∇cP ⋅ v = 0 in Ω × (0,1], (4.1g)
λc0 ∶ cP0 = cP0 (x) in Ω × {0}, (4.1h)
where the constraints are a diffusion-reaction tumor model (discussed in chapter
2), and transport equations for the image registration problem. The superscript A
indicates atlas-related fields; and the superscript B indicates patient-related fields.
Moreover, cA1 is the concentration of tumor cells in the atlas after solving the for-
ward problem (Eq. 4.1b) using cA0 as initial condition (Eq. 4.1c). Furthermore, cP1 is
the patient’s tumor concentration transported into the atlas domain by solving Eq.
4.1e using cP0 as the initial distribution. We define the forward advection operator
as Fv, such that cP1 = Fv(cP0 ). Notice that cP0 is the actual tumor that we observe in
the patient from imaging. Due to the ill-posedness of the inverse problem, we have
to impose regularity constraints. Here ∇v ⋅∇v is the regularization operator for the
velocity, and βp is the regularization parameter for the tumor parameters. Addi-
tionally,m refers to the vector of material properties, which includes white matter,
gray matter, CSF, and possibly other tissue types. We use a separate notation for
the tumor concentration and denote it by c for clarity of the equations.
The variables in gray denote the corresponding adjoint variables for each of the
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constraints. To solve the optimization problem, we form the Lagrangian as follows:
L (cP , cA,mp,v,p, α, λm, λc,ξ) =J [v, p]
+ ∫
T
⟨α, ∂tcA −∇ ⋅ (K∇cA) − ρcA (1 − cA)⟩L2(Ω) dt
+ ⟨α0, (cA0 −Φp)⟩L2(Ω)+ ∫
T
⟨λm, ∂tmP +∇mP ⋅ v⟩L2(Ω) dt
+ ⟨λm0 ,mP0 −mP0 (x)⟩L2(Ω)+ ∫
T
⟨λc, ∂tcP +∇cP ⋅ v⟩L2(Ω) dt
+ ⟨λc0, cP0 − cP0 (x)⟩L2(Ω)+ ⟨ξ,mA1 − (1 − cA1 )mA0 ⟩L2(Ω)
The first order optimality conditions can be obtained by taking variations with
respect to adjoint, state, and inversion variables. This leads to the following system
of PDEs:
State, Adjoint and Inversion Equations for Tumor:
δαL = 0 ∶ ∂tcA −∇ ⋅ (∇kcA) − ρcA(1 − cA) = 0 in Ω × (0,1] (4.2a)
δα0L = 0 ∶ c0A −Φp = 0 in Ω × {0} (4.2b)
δcAL = 0 ∶ − ∂tα −∇ ⋅ (∇kα) − αρ + 2αρcA = 0 in Ω × [0,1) (4.2c)
δc1AL = 0 ∶ α1 = c1P − c1A − 3∑
i=1(ξ)i(m0A)i in Ω × {1} (4.2d)
δpL = 0 ∶ βpΦ⋆Φp −Φ⋆α0 = 0 in RNp (4.2e)
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State, Adjoint and Inversion Equations for Registration:
δλmL = 0 ∶ ∂tmP +∇mP ⋅ v = 0 in Ω × (0,1] (4.3a)
δλm1 L = 0 ∶ mP0 −mP0 (x) = 0 in Ω × {0} (4.3b)
δλcL = 0 ∶ ∂tcP +∇cP ⋅ v = 0 in Ω × (0,1] (4.3c)
δλc1L = 0 ∶ cP0 − cP0 (x) = 0 in Ω × {0} (4.3d)
δcPL = 0 ∶ − ∂tλc −∇ ⋅ (λcv) = 0 in Ω × [0,1) (4.3e)
δcP1 L = 0 ∶ λc1 = cA1 − cP1 in Ω × {1} (4.3f)
δmPL = 0 ∶ − ∂tλm −∇ ⋅ (λmv) = 0 in Ω × [0,1) (4.3g)
δmP1 L = 0 ∶ λm1 =mA1 −mP1 in Ω × {1} (4.3h)
δvL = 0 ∶ − βv ∇v + ∫ 1
0
λ∇mdt in Ω, (4.3i)
State and Adjoint Equation of Coupling:
δm1AL = 0 ∶ ξ +mA1 −mP1 = 0 (4.4a)
δm1AL = 0 ∶ mA1 =mA0 (1 − cA1 ) (4.4b)
Similar to the inverse tumor or registration problems, we have to solve the opti-
mization problem iteratively. Having the first-order optimality conditions, we can
use variants of gradient descent or Newton methods. To compute the coupling
gradient (i.e. the gradient of the objective functional w.r.t. v and p), we need to
start with an initial guess for the tumor parameters, p, and an initial velocity, v,
for the inverse registration problem (both can be set to zero). We then solve the
forward tumor problem in the atlas space (Eq. 4.1b) and obtain cA1 . Then we have
to transport the patient’s material properties and tumor (i.e. mP0 and cP0 ) into the
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atlas domain by solving Eq. 4.1e and Eq. 4.1g to obtain mP1 and cP1 . Then from
Eq. 4.4a and Eq. 4.4b, we can compute ξ. Substituting ξ and cP1 into Eq. 4.2d we
obtain the terminal condition for α1. Then we have to solve the adjoint equation
Eq. 4.2c to obtain α0. Substituting its value into Eq. 4.2e gives us the gradient
with respect to p. Furthermore, solving Eq. 4.3g and Eq. 4.3e and substituting the
results into Eq. 4.3i gives us the gradient with respect to the velocity. To solve the
inverse problem, we have to then update the initial guess for p and v and repeat
this process.
4.2 Picard Iteration Scheme
Although a fully coupled method in which we use a gradient descent or a
Newton method is the method of choice, the complexity of coupling the tumor-
growth implementation and registration is quite high. So as a first step in testing
the overall methodology, we propose a Picard iteration scheme, that corresponds
to a nonlinear Gauss-Seidel scheme for the optimality conditions. We found that
this scheme is quite effective. We describe the details in this section.
In the Picard scheme, we first solve the inverse registration problem and then
transport the results into the atlas domain using the resulting velocity. Then we
solve an inverse tumor problem using this transported tumor data, and update the
tumor parameters. This process has to be repeated until convergence. In detail the
Picard iteration is executed as follows:
We first start with an initial guess for the tumor model parameters, p. Then we
solve the forward tumor problem in the atlas domain using Eq. 4.1b, to obtain
cA1 . Afterwards, we solve an inverse registration problem to find correspondences
between the atlas (cA1 and mA(1 − cA1 )) and the patient (cP , mP ). After finding
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the registration velocity v, we then transport the patient’s tumor into the atlas
domain using this velocity to obtain cP1 . Then, we solve an inverse tumor problem
to update the tumor model parameters p, so that we can match this distribution
(i.e. cP1 ). We repeat this process until convergence.
In the early iterations of the Picard scheme, we start with a large regulariza-
tion parameter for the registration problem, and then reduce it. This is necessary
since in the early iterations the atlas does not have the right tumor distribution
and using a small regularization for the velocity would be equivalent to matching
noise.
4.3 Numerical Experiments
We test the Picard scheme on several tests using synthetic data. In the first
test, we consider a case where we create the patient’s brain, mP , from the atlas’s
brain, mA, by using a synthetic velocity v⋆. The synthetic velocity is computed by
solving an inverse registration problem between two real images of healthy brains.
We then use this velocity as ground truth, and advect mA to obtain mP . We also
create a synthetic tumor, by solving the forward tumor model and transporting the
results using this velocity into the patient’s domain.
Using this synthetically generated patient brain with tumor, we solve the coupled
problem without using any test generation parameters. That is we do not use the
tumor parameters that generated the patient tumor, or the ground truth velocity
used to generate the brain.
To measure the coupling performance, we compute the registration error between
the atlas and patient’s brain without tumor, and then compare it with the registra-
tion error between the tumor-bearing patient image and the atlas, derived by solv-
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ing the coupling problem. For the experiment we use N = 1283, dt = 0.1, Nt = 16,
ρ = 15, k = 0, Np = 125, and βp = 2.5E-4. For the registration regularization we use
H2 seminorm.
After solving the registration problem between the atlas and the patient without
tumor, we obtain a reconstruction velocity v. We can then compute the relative
mismatch between the two images which is equal to:
∥mA −Fv(mP )∥∥mA∥ = 1.106E-1.
We expect the coupling framework to achieve an accuracy in this range. We first
assume that we know the reaction and diffusion coefficients that was used to gen-
erate the test case, but not the initial distribution (we later relax this assumption).
The results for the Picard iteration of the coupling is given in Table 4.2. The final
reconstruction result (corresponding to iteration #14), gives a relative mismatch
of 10.6% in the atlas domain, The final mismatch between the reconstructed and
ground truth tumor distribution is also 9.11% and 5.18%, respectively. A visu-
alization of the mismatch between the geometry (mA − Fv(mP )), and the tumor
cA1 − Fv(cP ) is shown in Fig. 4.2. Notice that parts of this error is due to the infor-
mation loss in the inversion, and also the advection error. To verify this, we com-
puted advection error by performing a forward and backward advection solve on
the ground truth tumor distribution. The resulting error is:
∥cA1 −Fv⋆ (F−v⋆(cA1 )))∥∥cA1 ∥ = 5.92e−2.
Now we relax the input to the coupling solve, and do not use the ground truth tu-
mor model parameters. That is we do not use the reaction and diffusion coefficient
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Figure 4.1: Visualization of the mismatch between the geometry and tumor distributions for dif-
ferent Picard iterations (denoted by k). The first row shows the patient’s brain and its material
properties. The second row shows the reconstructed geometry (i.e. atlas’s brain transported into
the patient’s domain). The rest of the rows show the mismatch for different Picard iteration for
white matter, gray matter, CSF, and tumor, respectively. Here darker areas show areas with larger
mismatch and vice versa for white areas.
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Table 4.2: The table shows the mismatch of geometries and tumor both in the atlas and in the
patient domain, for different Picard iterations. The final reconstruction result (corresponding to
iteration #14), gives a relative mismatch of 10.6% in the atlas domain, which is the same order as
the registration error achieved above. The final mismatch between the reconstructed and ground
truth tumor distribution is also 9.11%.
Itr βv
∥mA−Fv(mP )∥∥Fv(mP )∥ ∥cA1 −Fv(cP )∥∥Fv(cP )∥
0 1 4.19e−1 9.57e−1
1 1 3.76e−1 3.53e−1
2 1e−1 3.57e−1 3.37e−1
3 1e−1 3.57e−1 3.36e−1
4 1e−2 3.10e−1 2.97e−1
5 1e−2 3.10e−1 2.93e−1
6 1e−3 2.28e−1 2.27e−1
7 1e−3 2.28e−1 2.17e−1
8 1e−4 1.47e−1 1.42e−1
9 1e−4 1.46e−1 1.33e−1
10 1e−5 1.20e−1 1.07e−1
11 1e−5 1.15e−1 9.99e−2
12 1e−6 1.10e−1 9.59e−2
13 1e−6 1.08e−1 9.33e−2
14 1e−6 1.06e−1 9.11e−2
used to generate the test case, and test the coupling performance. The results are
shown in Table 4.3. As one can see, we get very good reconstruction accuracy even
for cases where the test data was generated with coefficients other than ρ = 15, and
k = 0 which are used by the coupling. This is because the inverse solve changes the
initial distribution of the tumor, so that it can match the patient’s data.
4.4 Conclusions
In this chapter, we discussed our coupling formulation which can address a
common limitation for the inverse tumor problem. This limitation stems from the
fact that we usually do not have access to the healthy state of the patient. With-
out such information, it is not possible to perform the right forward solve. We
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Table 4.3: The patient tumor is grown using different parameters ρ ∈ {5,10,15,20} × k ∈{0,10−2,10−3}. The coupling is however always run with tumor reconstruction using ρ = 15, k = 0.
The table shows the mismatch of geometries and tumor both in the atlas and in the patient domain.
test case setting βv
∥mA−Fv(mP )∥∥Fv(mP )∥ ∥cA1 −Fv(cP )∥∥Fv(cP )∥
ρ = 5, k = 0 1e−6 1.05e−1 1.39e−1
ρ = 5, k = 10−3 1e−6 1.05e−1 1.46e−1
ρ = 5, k = 10−2 1e−6 1.06e−1 1.89e−1
ρ = 10, k = 0 1e−6 1.05e−1 1.08e−1
ρ = 10, k = 10−3 1e−6 1.05e−1 1.14e−1
ρ = 10, k = 10−2 1e−6 1.06e−1 1.53e−1
ρ = 15, k = 0 1e−6 1.06e−1 9.11e−2
ρ = 15, k = 10−3 1e−6 1.06e−1 9.92e−2
ρ = 15, k = 10−2 1e−6 1.07e−1 1.33e−1
ρ = 20, k = 0 1e−6 1.07e−1 9.01e−2
ρ = 20, k = 10−3 1e−6 1.07e−1 9.28e−2
ρ = 20, k = 10−2 1e−6 1.08e−1 1.23e−1
discussed how the coupling framework addresses this limitation by solving the
inverse tumor problem in the atlas domain and maps the data into the patient’s
domain through inverse registration problem.
We presented the optimality conditions and the Picard scheme for solving the cor-
responding optimization problem. We tested the performance of the method on
synthetically generated tests, and showed how our solver performs even in cases
where we do not have the ground truth tumor parameters.
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Chapter 5
Tumor Model With Mass Effect
In Chapter 2, we considered a reaction-diffusion model for tumor growth.
This is the simplest model of tumor growth behavior. It captures the two dis-
tinct behaviors of malignant tumor growth: proliferation (reaction) and infiltration
(diffusion). However, even phenomenologically (that is in magnetic resonance
images), gliomas exhibit a prominent characteristic not captured in the reaction-
diffusion model: mass effect. “Mass effect” is a term-of-art used by clinicians to
describe tissue displacement due to tumor growth forces. In this chapter, we dis-
cuss a more complex tumor model that attempts to capture mass effect. Essentially
the model constitutes of a simple linear elastic model driven by a force that de-
pends nonlinearly on the tumor concentration. The model has been introduced in
the past in (81). Our main contribution here is the derivation of the adjoint equa-
tions, their numerical discretization, and the verification of the proposed scheme.
5.1 Linear Elasticity Model
Mass effect occurs due to the displacement imposed by tumor growth. This
growth creates a deformation of the surrounding healthy tissues of the brain. We
compute the displacement u by adding another constrain, the linear elasticity
equation. Here we briefly derive the governing equations by following the seminal
works of (65, 130).
Let X be position of the brain at the reference configuration, and x to be the de-
formed configuration at time t. Then the displacement u is defined as:
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u = x −X = φ(X, t) −x, (5.1)
where φ is the deformation map. The elongation/contraction of an infinitesimal
line segment of the tissue can be computed as:
c Normalized tumor concentration
ci Normalized tumor concentration at t = i, i ∈ {0,1}
Ω Spatial domain
Nm Number of advectible material properties
Np Parametrization size for initial tumor distribution
m ∈ IRNm Vector of material properties
D = div K(m)∇ Diffusion operator
K(m) Diffusion coefficient tensor (function of material properties)
k0 Inhomogeneous diffusion coefficient
kf Anisotropic diffusion coefficient
T Diffusion tensor
R(c,m) = ρ(m)c(1 − c) Tumor reaction operator
ρ(m) Reaction coefficient (function of material properties)
L = µ∆ + (λ + µ)∇div Linear elasticity operator
f(c) Force function in linear elastic equation
di Target tumor concentration at t = i, i ∈ {0,1}
Oi Observation operator at t = i, i ∈ {0,1}
p Initial condition parametrization
Φ Initial condition parametrization basis function
βp Regularization parameter for `2 norm of p
α, α† Adjoint variable for tumor growth equations
ψ, ψ† Adjoint variable for transport equations
Table 5.1: Basic notation used in this chapter
dxTdx − dXTX = dXT (2E)dX, (5.2)
Where E is the Green-Lagrangian (or Green-St. Venant) strain tensor given by:
E = 1
2
(∇u +∇uT +∇uT∇u) (5.3)
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The third nonlinear term in the strain tensor can be ignored by assuming that the
displacement gradient is small. From the Hooke’s law applied to a continuous
media we have:
σ =CE, (5.4)
where σ is the stress tensor, and C is a fourth order stiffness tensor. For a general
inhomogeneous, anisotropic medium the latter has 21 independent coefficients.
Under isotropic assumption for the medium, C can be reduced to two Lamé coef-
ficients of λ and µ, such that:
σ = λtr(E)I + 2µE, (5.5)
Applying the balance of linear momentum for a non-accelerating segment, we
have: 1:
div σ + f = 0, in Ω, (5.6)
where f is the total external and internal force exerted on the infinitesimal tissue.
Using Eq. 5.5 and Eq. 5.6, we derive the linear elasticity equation for an isotropic
medium:
div (µ(∇u +∇uT )) + div (λdiv uI) +F = 0 in Ω, (5.7)
which is equivalent to:
1The velocity of the tumor and the acceleration of surrounding tissues that get deformed on
completely negligible in the time scale of tumor growth.
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div (µ(∇u +∇uT )) +∇(λdiv u) +F = 0 in Ω, (5.8)
We write the elasticity equation in a more compact form as:
Lu = f , in Ω, (5.9)
whereL is the linear elasticity operator. In our model the forcing term will depend
on the tumor concentration. Once we have f , we can solve for u. The change of u
in time defines a velocity ut that we will use to advect the material properties. We
describe the overall system in the next section.
5.2 Forward Reaction-Diffusion Model with Mass Effect
Adding the elasticity equation results in the following system of PDEs for
the forward tumor problem:
ct −D(m)c −R(m, c) + div[cut] = 0 in Ω × (0,1] (5.10a)
c0 −Φp = 0 in Ω (5.10b)
Lu − f(c) = 0 in Ω × (0,1] (5.10c)
mt,i + div utmi = 0 in Ω × (0,1] (5.10d)
m0 −m0(x) = 0 in Ω (5.10e)
where c is the tumor concentration,m ∈ IRNm is the vector of material prop-
erties (White Matter, Grey Matter, etc.) and mi refers to its ith component and
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mt,i refers to the corresponding time derivative, D(m) is the diffusion operator,
R(m, c) is the reaction operator, ut is the advection velocity, Ω is the spatial do-
main, c0 is the initial distribution of the state variable at t = 0, Φ is the basis function
for the initial distribution, p ∈ IRNp is the corresponding weights, and f(c) is the
force function. Note that the diffusion and reaction operators now depend on the
material properties that change in time. This is due to the evolution of the tumor
growth, which in turn displaces the surrounding tissue. In order to derive the ad-
joint equations, it will be helpful to write the forward problem in a more compact
form by eliminating Eq. 5.10 and substituting it in Eq. 5.10:
ct −D(m)c −R(m, c) + div cL−1f(c)t = 0 in Ω × (0,1] (5.11a)
c0 −Φp = 0 in Ω (5.11b)
mt,i + div L−1(f(c)t)mi = 0 in Ω × (0,1] (5.11c)
m0 −m0(x) = 0 in Ω (5.11d)
An exemplary forward simulation is shown in Fig. 5.1. Here we show the seg-
mentation of the brain at different times overlayyed with the initial CSF contour
at time t = 0. We used f(c) = βf tanh(c)∇c, where βf is a proportionality constant.
The choice of the force function is not unique and other formulations are possible
as well (81). Here we assume that the force exerted on the brain tissue is propor-
tional to tumor concentration gradient, but in the opposite direction. The addition
of the tanh(c) term is to enforce small displacement force where the tumor concen-
tration is small, and vice versa. The elasticity equations are solved with constant
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Young modulus ofE = 1000Pa and u = 0.45 2. The simulation was performed using
the BrainWeb atlas (spatial resolution: 1mm×1mm×1mm) (30). The corresponding
displacement field, u, is shown in Fig. 5.2
(a) t=0.00 (b) t=0.25
(c) t=0.75 (d) t=1.00
Figure 5.1: Exemplary forward solves with the mass effect model Eq. 5.11. The segmentation of
the image into white matter, grey matter, CSF, and tumor is given for different times, overlayyed
with the initial layout of the CSF at time t = 0 (gray contours). The segmentation is obtained by
assigning the label with maximum probability (60).
2Other parameters include dt = 0.005, Nt = 100, k = 0.1, and ρ = 8.
100
(a) t=0.00 (b) t=0.25
(c) t=0.75 (d) t=1.00
Figure 5.2: The pointwise `2 norm of the displacement field, u, is shown for the four times corre-
sponding to Fig. 5.1.
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5.3 Numerical Methods
We solve Eq. 5.11 a pseudo-spectral spatial discretization combined with
a operator splitting method for time stepping. The exact numerical equations are
given in the Discretize-Then-Optimize section (§5.4.2). In the first part of the time
splitting method (5.26a), we solve for the reaction component using the analytical
solution to the logistic growth. In the second part we solve the diffusion-advection
component (5.26b). We use Crank-Nicolson (CN) for the diffusion terms and back-
ward Euler for the advection. The transport equation for the material properties
(5.26c) is solved similarly, using CN to discretize mt and backwards Euler for the
velocity term.
To compute the displacement u, we have to solve Eq. 5.10. First, we consider
the case of constant Lamé coefficients. Using the identity of div (∇u + ∇uT ) =
∆u +∇div u, we need to solve the following equation:
Lu = µ ∇u + (λ + µ)∇div u = f , (5.12)
Given the right hand side f , we need to compute u. Applying Fourier transform
on both sides, we get the symbol of the differential operator:
(µωTωI + (λ + µ)ωωT) û = f̂ , (5.13)
where the hats denote the frequency domain, and ω is the corresponding wave
numbers. Afterwards we use the Sherman-Morrison formula to compute u:
u = F−1(( 1
µωTω
− 1(µωTω)2 (λ + µ)ωωT1 + λ+µµ )f̂), (5.14)
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where F−1 is the inverse Fourier transform. To enforce the boundaries we have to
explicitly set the displacement to be zero in the boundaries followed by a Gaussian
smoothing, since the constant coefficient case does not enforce correct boundary
conditions. Note that this model is also very approximate. If we wanted to be more
accurate we should have used variable coefficients, or even better unstructured
meshes with correct boundary conditions that involve mixed boundary conditions
(zero Dirichlet in the normal direction and zero Neumann in the tangential direc-
tion). But such an approach would be extremely expensive computationally, since
it would require remeshing and significant complications for the adjoint problem.
For the variable coefficient case, we use the Generalized Minimum Residual Method
(GMRES) to iteratively minimize the residual in the Krylov subspace of Eq. 5.10.
The above constant coefficient solver can be used to precondition the varialbe
equation to increase the convergence rate. Solving the variable elasticity equation
is one of the major bottlenecks of the algorithm. To solve a typical optimization
problem we may need to apply the inverse elasticity operator O(E+5) times. One
remedy could be to use the constant coefficient operator in the first few Newton
iterations of the inexact Newton solver, and only switch to the variable one when
the gradient is small enough.
The computational cost of the forward problem includes the cost of solving the re-
action splitting term, the diffusion-advection equation, the transport equation for
the material peroperties, and the solution to the elasticity problem. The reaction
part has a complexity of O(N) which is negligible compared to FFT. The implicit
diffusion-advection equation has to be solved iteratively using GMRES. Here we
report the complexity for solving the problem in 3D, in terms of 1D FFT (by as-
suming that the size of the problem in x,y, and z direction is the same). For each
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time step, we first have to compute the right hand side of 5.26b, which requires
12 FFTs for the diffusion term and 18GL + 24 FFTs for the divergence term. Here
GL refers to the number of iterations needed to solve the elasticity equation using
GMRES (GL = 1 for the constant coefficient case). We have to solve 5.26b itera-
tively using GMRES which will take GD,A iterations. For each GMRES iteration we
have to perform 18GL + 24 FFTs. The forward problem requires Nt time stepping
and thus in total we need ((18GL + 24) ×GD,A + (18GL + 24)) ×Nt FFTs for solving
the diffusion-advection equation. Similarly, for solving the transport equation, we
need (6Gm+6)×Nt×Nm FFTs. HereGm is the number of GMRES iterations needed
to solve 5.26c, and Nm is the number of material properties. Finally, we have to
solve the elasticity equations which has a cost of 18GL per time step. In total, solv-
ing the forward problem will have a cost of ((18GL + 24) × GD,A + (18GL + 24) +(6Gm + 6) ×Nm + 18GL) ×Nt.
5.4 Inverse Problem
In this section, we present the optimality conditions for the mass effect tumor
model. First, we discuss the Optimize-Then-Discretize (OTD) approach and then
present Discretize-Then-Optimize (DTO).
5.4.1 Optimize Then Discretize Approach
We seek to minimize the following objective functional:
min
p
J = 1
2
∥O1c1 − d1∥22 + β2 ∥p∥22 (5.15)
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subject to:
α ∶ ct −D(m)c −R(m, c) + div cL−1f(c)t = 0 in Ω × (0,1] (5.16a)
α† ∶ c0 −Φp = 0 in Ω (5.16b)
ψ ∶ mt,i + div L−1f(c)tmi = 0 in Ω × (0,1] (5.16c)
ψ† ∶ m0,i −m0,i(x) = 0 in Ω (5.16d)
Where α, α†,ψ, andψ† denote the adjoint variables. The corresponding Lagrangian
for this problem is as follows:
L(c,p, α,α†,ψ,ψ†) = J (c,p) + ∫ 1
0
∫
Ω
α(ct −Dc −R(c) + div cL−1f(c)t) dΩdt
+ ∫
Ω
α†(c0 −Φp)dΩ
+ ∫ 1
0
∫
Ω
Nm∑
i
ψi(mt,i + div L−1f(c)tmi) dΩdt
+ ∫
Ω
Nm∑
i
ψ†i (m0,i −m0,i(x)) dΩ
To obtain the first order optimality conditions we need to find the stationary points
of the Lagrangian:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂L
∂c
,
∂L
∂m
= 0 ⇒ adjoint equations
∂L
∂p
= 0 ⇒ inversion equation
∂L
∂α
,
∂L
∂ψ
= 0 ⇒ state equations
Therefore, to get the adjoint equation we have:
∂L
∂c
cˆ = ∂J
∂c
cˆ + ∫ 1
0
∫
Ω
(−αt −D(m)α − ∂R(m, c)
∂c
T
α)cˆdΩdt
+ ∫ 1
0
∫
Ω
(αdiv cˆL−1f∇ct + αdiv cL−1f(cˆ)t)dΩdt
+ ∫
Ω
α1cˆ1 − α0cˆ0 + α†cˆ0dΩ
+ ∫ 1
0
∫
Ω
(−Nm∑
i
ψidiv L
−1f(cˆ)tmi)dΩdt = 0 ∀ cˆ ∈ Ω × [0,1]
Integrating by parts:
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∂L
∂c
cˆ = ∂J
∂c
cˆ + ∫ 1
0
∫
Ω
(−αt −D(m)α − ∂R(m, c)
∂c
T
α)cˆdΩdt
+ ∫
Ω
α1cˆ1 − α0cˆ0 + α†cˆ0dΩ
+ ∫ 1
0
∫
Ω
(−∇α ⋅L−1f∇ct + ∂f
∂c
T
L−1(c∇α)t)cˆdΩdt
+ ∫
Ω
∂f
∂c
T
L−1c0∇α0cˆ0 − ∂f
∂c
T
L−1c1∇α1cˆ1dΩ
+ ∫ 1
0
∫
Ω
(∂f
∂c
T
L−1(Nm∑
i
∇ψimi)t)cˆdΩdt
+ ∫
Ω
∂f
∂c
T
L−1 Nm∑
i
∇ψ0,im0,icˆ0 − ∂f∂cTL−1 Nm∑i ∇ψ1,im1,icˆ1dΩ = 0 ∀ cˆ ∈ Ω × [0,1]
Requiring cˆ ≠ 0, cˆ0 = 0 cˆ1 = 0:
−αt−D(m)α−∂R(m, c)
∂c
T
α−∇α⋅L−1f∇ct+∂f
∂c
T
L−1(c∇α+Nm∑
i
∇ψimi)t = 0 in Ω × [0,1)
(5.17)
Requiring cˆ = 0, cˆ0 ≠ 0 cˆ1 = 0:
α† − α0 + ∂f
∂c
T
L−1(c0∇α0 + Nm∑
i
∇ψ0,im0,i) = 0 (5.18)
And requiring cˆ = 0, cˆ0 = 0 cˆ1 ≠ 0:
α1 +OT (Oc1 − d1) − ∂f
∂c
T
L−1(c1∇α1 + Nm∑
i
∇ψ1,im1,i) = 0 (5.19)
The second adjoint equation has to be computed with respect to material proper-
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ties,mi:
∂L
∂mi
mˆi = ∫ 1
0
∫
Ω
(−α∂D(m)
∂mi
mˆic − ∂R(m, c)
∂mi
T
αmˆi)cˆdΩdt
+ ∫ 1
0
∫
Ω
((−ψi,t −∇ψi ⋅L−1f(c)t) ⋅ mˆi)dΩdt
+ ∫
Ω
ψi,1mˆi,1 − ψi,0mˆi,0dΩ
+ ∫
Ω
ψ†imˆi,0dΩ = 0 ∀ cˆ ∈ Ω × [0,1]
Requiring mˆi ≠ 0, mˆ0 = 0 mˆ1 = 0:
−ψi,t −∇ψi ⋅L−1f(c)t − α∂D(m)∂mi c − ∂R(m, c)∂mi
T
α = 0 (5.20)
Requiring mˆ = 0, mˆ0 ≠ 0 mˆ1 = 0:
−ψi,0 +ψ†i = 0 (5.21)
And requiring mˆ = 0, mˆ0 = 0 mˆ1 ≠ 0:
ψi,1 = 0 (5.22)
Similarly, the inversion equation can be derived as follows:
∂L
∂p
pˆ = ∂J
∂p
pˆ + ∫
Ω
−ΦTα†pˆdΩ = 0 ∀ pˆ ∈RNp
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By eliminating α† from Eq. 5.18 we get the reduced gradient:
∂L
∂p
= βp −ΦTα0 +ΦT ∂f
∂c
T
L−1(c0∇α0 + Nm∑
i
∇ψ0,im0,i) (5.23)
This results in the following system of PDEs:
−αt −D(m)α − ∂R(m, c)
∂c
T
α −∇α ⋅L−1f(c)t + ∂f
∂c
T
L−1(c∇α + Nm∑
i
∇ψimi)t = 0 (5.24a)
α1 +OT (Oc1 − d1) − ∂f
∂c
T
L−1(c1∇α1 + Nm∑
i
∇ψ1,im1,i) = 0 (5.24b)
−ψi,t −∇ψi ⋅L−1f(c)t − α∂D(m)∂mi c − ∂R(m, c)∂mi
T
α = 0 (5.24c)
ψi,1 = 0 (5.24d)
βp −ΦTα0 +ΦT ∂f
∂c
T
L−1(c0∇α0 + Nm∑
i
∇ψ0,im0,i) = 0 (5.24e)
where i = 1,⋯,Nm denotes the ith material. To compute the gradient, we have to
first solve the forward problem Eq. 5.11 and compute c and m. Given c1 and m1
we need to solve 5.24b iteratively to compute the terminal value for the first adjoint
variable α1. Finally, we have to solve the coupled adjoint equations of 5.24a and
5.24c to get α0 and ψ0. Substituting these into 5.24e gives us the OTD gradient.
5.4.2 Discretize Then Optimize Approach
In the DTO method, we compute the gradient of the discretized objective
functional. This is the exact gradient for the discretized system. Here we seek to
minimize:
109
min
p
J = 1
2
∥Ocn − d∥22 + β2 ∥p∥22 (5.25)
subject to:
c0 −Φp = 0
m0 −m0(x) = 0
− − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −−
c⋆1 −R0(m0, c0) = 0
c1 − c⋆1 − ∆t2 D(m0)c1 − ∆t2 D(m0)c⋆1 + div c⋆1L−1(f(c1) − f(c⋆1)) = 0
m1,i −m0,i + 0.5div L−1(f(c1) − f(c0))(m0,i +m1,i) = 0
− − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −−
⋮
− − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −−
c⋆n −Rn−1(mn, cn−1) = 0 (5.26a)
cn − c⋆n − ∆t2 D(mn−1)cn − ∆t2 D(mn−1)c⋆n + div c⋆nL−1(f(cn) − f(c⋆n)) = 0 (5.26b)
mn,i −mn−1,i + 0.5div L−1(f(cn) − f(cn−1))(mn−1,i +mn,i) = 0, (5.26c)
where mi is the numerical solution for the forward advection equation (Eq. 5.16),
ci, c⋆i are the intermediate solutions to Eq. 5.16 at time points t = i∆t, and n denotes
the nth time step. Here the dashed line indicate each time step in the forward solve.
The corresponding Lagrangian is3:
3For clarity we are misusing the integral notation instead of a Riemann sum
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L(c,p, α,α†,ψ,ψ†) = J (c,p)
+ ∫
Ω
α0(c0 −Φp)dΩ
+ ∫
Ω
ψ0 ⋅ (m0 −m0(x))dΩ
+ ∫
Ω
α⋆1(c⋆1 −R0(m0, c0))dΩ
+ ∫
Ω
α1(c1 − c⋆1 − ∆t2 D(m0)c1 − ∆t2 D(m0)c⋆1 + div c⋆1L−1(f(c1) − f(c⋆1)))dΩ+ ∫
Ω
Nm∑
i
ψ1,i(m1,i −m0,i + 0.5div L−1(f(c1) − f(c0))(m0,i +m1,i))dΩ
⋮
+ ∫
Ω
α⋆n(c⋆n −Rn−1(mn−1, cn−1))dΩ
+ ∫
Ω
αn(cn − c⋆n − ∆t2 D(mn−1)cn − ∆t2 D(mn−1)c⋆n + div c⋆nL−1(f(cn) − f(c⋆n)))dΩ+ ∫
Ω
Nm∑
i
ψn,i(mn,i −mn−1,i + 0.5div L−1(f(cn) − f(cn−1))(mn−1,i +mn,i))dΩ
Similar to the OTD case we can derive the first order optimality conditions by
taking variations w.r.t. adjoint, state and inversion parameters:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂L
∂ci
,
∂L
∂c⋆i ,
∂L
∂mi
= 0 ⇒ adjoint equations
∂L
∂p
= 0 ⇒ inversion equation
∂L
∂αi
,
∂L
∂α⋆i ,
∂L
∂ψj,i
= 0 ⇒ state equations
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This leads to the following system of PDEs for the adjoint equation:
αn − ∆t
2
Dαn − ∂f(c3)
∂c3
T
L−1c⋆n∇αn +OT (Ocn − d) = 0
ψn,i = 0
− − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
α⋆n − αn − ∆t2 D(m2)αn −∇αn ⋅L−1(f(cn) − f(c⋆n)) + ∂f(c⋆3)∂c⋆3
T
L−1c⋆n∇αn = 0
ψn−1,i −ψn,i − 0.5∇ψn−1,i ⋅L−1(f(cn−1) − f(cn−2)) − 0.5∇ψn,i ⋅L−1(f(cn) − f(cn−1))
+ ∆t
2
∇αn ⋅ dK(mn−1, cn−1)
dmn−1,i ∇(cn + c⋆n) − dRn−1(mn−1, cn−1)dmn−1,i
T
α⋆n = 0
αn−1 − dRn−1(mn−1, cn−1)
dcn−1
T
α⋆n − ∆t2 D(mn−2)αn−1 − ∂f(c2)∂c2
T
L−1c⋆n−1∇αn−1
− 0.5∑
i
∂f(c2)
∂c2
T
L−1(mn−2,i +mn−1,i)∇ψn−1,i
+ 0.5∑
i
∂f(c2)
∂c2
T
L−1(mn−1,i +mn,i)∇ψn,i = 0
− − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
⋮
− − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
α⋆1 − α1 − ∆t2 D(m0)α1 −∇α1 ⋅L−1(f(c1) − f(c⋆1)) + ∂f(c⋆1)∂c⋆1
T
L−1c⋆1∇α1 = 0
ψ0,i −ψ1,i − 0.5∇ψ1,i ⋅L−1(f(c1) − f(c0))
− dR0(m0, c0)
dm0,i
T
α⋆1 + ∆t2 ∇α1 ⋅ dK(m0, c0)dm0,i ∇(c1 + c⋆1) = 0
α0 − dR0(m0, c0)
dc0
T
α⋆1 + 0.5∂f(c0)∂c0
T
L−1∑
i
(m0,i +m1,i)∇ψ1,i = 0
Here i = 0,⋯,Nm refers to ith material type (i.e. white matter, grey matter, etc.).
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Similarly, the DTO’s inversion equation is:
∂J
∂p
= βp −ΦTα0 in RNp
Figure 5.3: The gradient convergence test. We numerically compute the truncation error given by
the gradient and compare it with the expected second-order analytical result (dotted line). As one
can see, the numerical gradient gives the convergence rate up to the single precision accuracy of
the forward solve.
To compute the gradient at a point given by the set of parameters p, we should
first solve the forward problem (Eq. 5.26) to compute c, c⋆, and m. Given these
values we have to solve the adjoint equation (Eq. 5.4.2) to compute α,α⋆ and ψ.
Substituting the results into Eq. 5.4.2 gives us the gradient. We test the gradient
by studying the convergence rate of the Taylor series expansion of the objective
functional defined in Eq. 5.25, around p:
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J (p + p˜) = J (p) + ∂J
∂p
p˜ +O(2), (5.27)
where p˜ is a random variation in the parameters, and  is a scalar. The gradient cor-
rection should result in second-order truncation error. We compute the left hand
side and the right hand side and compute the truncation order numerically. The
results are shown in Fig. 5.3 for different values of ρ.
5.5 Conclusions
In this chapter we discussed how the reaction-diffusion tumor model should
be modified to capture mass-effect, an important characteristic of high grade gliomas.
Even though the mass-effect can capture more visible characteristics of the gliomas,
but it adds more patient specific unknowns, which themselves have to be approx-
imated through inverse problem. These additional degrees of freedom can easily
cause overfitting, if there is not enough data. This is a major limitation of using
more complex tumors. However, we discussed how the inverse problem algorithm
discussed in chapter 2, has to be changed in order to solve for the parameters of in-
terest, assuming that those unknowns are available. We derived the first order op-
timality conditions for the Optimize-Then-Discretize(OTD) and Discretize-Then-
Optimize (DTO) approach and tested the accuracy of the gradient by studying its
convergence rate.
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Chapter 6
Parallel Spectral Operators: Accelerated FFT Library
In this chapter we discuss how we evaluate the spectral operators in parallel
using our in-house Accelerated FFT (AccFFT) library. There are two phases in
evaluating a spectral operator: forward/backward FFTs in parallel and Hadamard
products in the frequency domain. The operation is limited by the FFTs as the
Hadamard product can be done locally and has a linear complexity. In this chapter
we will discuss the design of AccFFT library and its performance optimizations
that can provide considerable speedups for computing spectral operators such as
gradient and divergence.
AccFFT is not specific to image analysis and it is now being used by many
groups for other applications. It has support for parallel 3D FFT in single/double
precision for CPU and GPUs as well as optimized kernels for many spectral oper-
ators used in practice.
6.1 Literature Review and Background
Fast Fourier Transform is one of the most fundamental algorithms in com-
putational science and engineering. It is used in turbulence simulations (97), com-
putational chemistry and biology (37), gravitational interactions (2), cardiac electro-
physiology (21), cardiac mechanics (115), acoustic, seismic and electromagnetic
This chapter is based on existing publication: A. Gholami, J. Hill, D. Malhotra, and G. Biros. AccFFT: A library for
distributed-memory FFT on CPU and GPU architectures, arxiv:1506.07933
The author designed the library and implemented the algorithms. Dhairya helped with the GPU kernels. Judith helped
with benchmarking on Titan system. Prof. Biros aided in editing the paper and supervised the work.
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yx
z
Figure 6.1: Decomposition of the input/output array in different stages of the forward FFT algo-
rithm. Left:slab decomposition. Right: pencil decomposition
scattering (20, 137), materials science (119), molecular docking (91) and many other
areas.
Due to its wide range of applications and the need for scalability and perfor-
mance, the design of FFT algorithms remains an active area of research. Highly op-
timized single-node FFT algorithms have been implemented by all major hardware
vendors, including Intel’s MKL library (182), IBM’s ESSL library (45), NVIDIA’s
CUFFT (129) library, and the new AMD’s clFFT library (1). A thorough review of
the key challenges to get good performance from single node FFT implementations
can be found in (48). In the realm of open-source software, one of the most widely
used libraries is the FFTW (50, 51). Getting good single-node performance from
FFT that works optimally for all platforms is challenging. Therefore, libraries such
as FFTW or SPIRAL use auto-tuning or search and learn techniques to find an op-
timal algorithm for a given platform (143). Single-node implementations of these
libraries have been extended to distributed memory versions either by the original
developers or by other research groups. A large number of distributed memory
libraries is currently available for CPUs.
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Related work
There is a vast literature on algorithms for FFTs. Our discussion is by no
means exhaustive. We limit it on the work that is most closely related to ours.
Introductory material on distributed memory FFT can be found in (63). Excellent
discussions on complexity and performance analysis for 3-D FFTs can be found
in (53) and (33).● (Libraries for CPU architectures.) One of the most widely used packages for
FFTs is the FFTW (50) library. FFTW supports MPI using slab decomposition and
hybrid parallelism using OpenMP. However, the scalability of slab decompositions
is limited. Furthermore, FFTW does not support GPUs. P3DFFT (135) extends the
single-node FFTW (or ESSL) and supports both slab and pencil decompositions.
Another recent library is PFFT (140). The library is built on top of FFTW and uses
its transpose functions to perform the communication phase. It has recently been
extended to nonequispaced FFTs (141). It supports distributed multidimensional
FFTs, as well as features such as ghost points or pruned transforms. PFFT has
an auto-tuning function for finding an optimal communication pattern. A very
similar code to P3DFFT and PFFT is 2DECOMP (99) and OpenFFT (38). These are
all very well written libraries that have been used extensively.
A multithreaded code (not open source) is described in (97) in the context
of turbulence simulations. This code is based on FFTW and employs single-node
optimizations. To our knowledge, this code is one of the most scalable 3-D FFTs.
The authors report results on up to 786,432 cores on an IBM Blue Gene machine.
However, the authors observe lack of scalability of the transpose for large core
counts. On Stampede they start losing scalability at 4,096 nodes. In (158) the au-
thors propose pencil decomposition optimizations that deliver 1.8× speed-up over
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FFTW. The main idea is the use of non-blocking MPI all-to-all operations that al-
low overlapping computation and communication. However the method does not
address the scalability issues of FFTs. The authors compare FFTW, P3DFFT and
2DECOMP with their scheme. Other works that study 3-D FFTs on x86 platforms
include (7, 132).
Algorithm 1: Forward and backward FFT algorithm for pencil decomposition.
Input : Data in spatial domain.
Layout: N0/P0 ×N1/P1 ×N2
Output: Data in frequency domain.
Layout: N̂0 × N̂1/P0 × N̂2/P1
N0/P0 ×N1/P1 × N̂2 FFT←ÐÐÐ N0/P0 ×N1/P1 ×N2;
N0/P0 ×N1 × N̂2/P1 T←ÐÐ N0/P0 ×N1/P1 × N̂2;
N0/P0 × N̂1 × N̂2/P1 FFT←ÐÐÐ N0/P0 ×N1 × N̂2/P1;
N0 × N̂1/P0 × N̂2/P1 T←ÐÐ N0/P0 × N̂1 × N̂2/P1;
N̂0 × N̂1/P0 × N̂2/P1 FFT←ÐÐÐ N0 × N̂1/P0 × N̂2/P1;
Input : Data in frequency domain.
Layout: N̂0 × N̂1/P0 × N̂2/P1
Output: Data in spatial domain.
Layout: N0/P0 ×N1/P1 ×N2
N0 × N̂1/P0 × N̂2/P1 IFFT←ÐÐÐ N̂0 × N̂1/P0 × N̂2/P1;
N0/P0 × N̂1 × N̂2/P1 T←ÐÐ N0 × N̂1/P0 × N̂2/P1;
N0/P0 ×N1 × N̂2/P1 IFFT←ÐÐÐ N0/P0 × N̂1 × N̂2/P1;
N0/P0 ×N1/P1 × N̂2 T←ÐÐ N0/P0 ×N1 × N̂2/P1;
N0/P0 ×N1/P1 ×N2 IFFT←ÐÐÐ N0/P0 ×N1/P1 × N̂2;
● (Libraries for distributed-memory GPUs.) The work presented in (128) is, to
our knowledge, one the most efficient and more scalable distributed GPU imple-
mentations. It only supports slab decomposition so it cannot be scaled to large
core counts. The scaling results presented in the paper are up to 768 GPUs. The
authors employ special techniques to improve the complexity of the transpose and
use an in-house CUDA FFT implementation. Their optimizations are specific to
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the infiniband-interconnect using the IBverbs library and thus is not portable. In
the largest run, they observed 4.8TFLOPS for a 20483 problem on 786 M2050 Fermi
GPUs (double precision, complex-to-complex), which is roughly 1.2% of the peak
performance.
The ohter recent GPU library is digpuFFT (33) which is a modification of
P3DFFT in which the intranode computations are replaced by CUFFT. They achieve
about 0.7% of the peak. However, digpuFFT code was not designed for production
but for experimental validation of the theoretical analysis of the complexity of 3-D
FFTs, and its implications to the design of exascale architectures.● (1D FFT and single-node libraries.) Other works that analyze scalability of
the FFT codes include the FFTE code (173), which is part of the HPCC benchmark.
It includes several optimizations but has support for GPU only via PGI compiler
directives. In (64, 186), the authors propose schemes for single node 3-D FFTs. In
(125), shared-memory multiple GPU algorithms are discussed. More specialized
and somewhat machine-dependent codes are (87) and (49).
A very interesting set of papers proposes a different FFT algorithm that has
lower global communication constants. It requires one all-to-all communications
as opposed to three, and can be made up to 2× faster by introducing an approxima-
tion error in the numerical calculations. The algorithm was introduced in (174) and
its parallel implementation discussed in (134). Now it is part of the MKL library. It
currently supports 1D FFT transforms only.
Contributions
We present AccFFT, a library that given an N0 ×N1 ×N2 ×⋯ matrix of values
computes its Fourier Transform. The library supports the following features:
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Algorithm 2: Forward and backward FFT algorithms for general d − 1 dimensional
decomposition.
Input : Data in spatial domain.
Layout: N0/P0 ×⋯Nd−1/Pd−1 ×Nd
Output: Data in frequency domain.
Layout: N̂0 ×⋯N̂d−1/Pd−2 × N̂d/Pd−1
h = N0/P0 ×⋯ ×Nd−1/Pd−1;
h′ = 1;
for i = d, ...,1 do
h × N̂i × h′ FFT←ÐÐÐ h ×Ni × h′;
H = h/(Ni−1/Pi−1);
H ′ = h′ ∗ (N̂i/Pi−1);
H ×Ni−1 ×H ′ T←ÐÐ h × N̂i × h′;
h =H ; h′ =H ′;
h × N̂0 × h′ FFT←ÐÐÐ h ×N0 × h′;
Input : Data in frequency domain.
Layout: N̂0 ×⋯N̂d−1/Pd−2 × N̂d/Pd−1
Output: Data in spatial domain.
Layout: N0/P0 ×⋯Nd−1/Pd−1 ×Nd
h = 1;
h′ = N̂1/P0 ×⋯ × N̂d/Pd−1;
for i = 0, ..., d − 1 do
h ×Ni × h′ IFFT←ÐÐÐ h × N̂i × h′;
H = h ∗ (Ni/Pi);
H ′ = h′/(N̂i+1/Pi);
H × N̂i+1 ×H ′ T←ÐÐ h × N̂i × h′;
h =H ; h′ =H ′;
h ×Nd × h′ IFFT←ÐÐÐ h × N̂d × h′;
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• hybrid MPI and CUDA parallelism,
• An overlapping all-to-all that reduces the PCIe overhead
• slab (1D) and pencil (2D) decomposition, and
• support for real-to-complex (R2C), complex-to-complex (C2C), and complex-
to-real (C2R) transforms
• Single and double precision support
• Fast spectral operators that can provide significant speedup
AccFFT uses CUFFT and FFTW for the FFT computations. It extends the single-
node version of these two libraries to pencil decomposition for distributed mem-
ory FFTs. Both decompositions are necessary in order to ensure good performance
across a range of MPI ranks. Slab decomposition limits the number of MPI ranks,
P , to be less or equal to N0 = max{N0,N1,N2}, and thus does not scale as well
as the pencil decomposition 1. To the best of our knowledge, AccFFT is the only
open source code for distributed GPU transforms. The only other library that is
currently maintained is FFTE, which has very limited features. It only supports
complex-to-complex transforms and requires commercial PGI compiler. However,
our code is open source and does not require such compilers. Furthermore, Ac-
cFFT supports more transforms and our experimental comparisons show that our
GPU code is faster than FFTE.
We present scaling results on Maverick (with K40 GPUs) at TACC, and on
Titan at ORNL (with K20 GPUs). We use overlapping communication algorithms
for GPUs to hide the overhead of moving data forth and back from the CPU. The
1Typical values for N0 range from 100s to 10,000s
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Algorithm 3: Forward and backward FFT algorithm for slab decomposition.
Input : Data in spatial domain.
Layout: N0/P ×N1 ×N2
Output: Data in frequency domain.
Layout: N̂0 × N̂1/P × N̂2
N0/P × N̂1 × N̂2 FFT←ÐÐÐ N0/P ×N1 ×N2;
N0 × N̂1/P × N̂2 T←ÐÐ N0/P × N̂1 × N̂2;
N̂0 × N̂1/P × N̂2 FFT←ÐÐÐ N0 × N̂1/P × N̂2;
Input : Data in frequency domain.
Layout: N̂0 × N̂1/P0 × N̂2
Output: Data in spatial domain.
Layout: N0/P0 ×N1 ×N2
N0 × N̂1/P0 × N̂2 IFFT←ÐÐÐ N̂0 × N̂1/P0 × N̂2;
N0/P0 × N̂1 × N̂2 T←ÐÐ N0 × N̂1/P0 × N̂2;
N0/P0 ×N1 ×N2 IFFT←ÐÐÐ N0/P0 × N̂1 × N̂2;
library is open source and available for download (56) under GNU GPL version 2
license.
Limitations
There are several limitations in our library. We are not using non-blocking
collective communications. The authors of (158) demonstrated that such an asyn-
chronous approach can yield further speedups. Also Currently we do not support
pruned FFTs or additional features such as Chebyshev approximations. Our im-
plementation does not support inexact FFTs. Currently there is no support for
hybrid floating point computation, but for larger FFTs it may be necessary.
Outline of this chapter
In Section 6.2, we summarize our algorithms for CPU and GPU platforms,
and discuss details of our optimizations. In Section 6.3, we will discuss the algo-
rithm for evaluating spectral operators and the related optimization. In Section 6.4,
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we present results of the numerical experiments.
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Figure 6.2: Demonstration of the GPU all-to-all. We interleave PCI-e transfers with send/recv
operations to hide the overhead of sending data back/forth from the CPU. Here we are showing
the alltoall process for the case of P = 4. Each element in the 4×4 matrix, represents a super element
in the memory. Sji denotes a send directive to process j from process i. Similarly, R
j
i denotes receive
message at process j sent from process i.
6.2 Algorithm
First let us introduce some basic notation: f is input array, f̂ is its Fourier
transform, P is the total number of MPI tasks, N0,N1,N2 denotes the size of f in
x,y, and z direction, and N = N0 ×N1 ×N2.
The discrete 3-D Fourier transform corresponds to a dense matrix-vector
multiplication. However, the computational complexity can be reduced by using
Cooley-Tukey algorithm to:
5N0N1N2(log(N0N1N2)).
The forward FFT maps space to frequency domain and the inverse FFT maps the
frequency to space domain. The algorithms are the same up to a scaling factor, and
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have the same computational complexity2.
For many scientific applications, f does not fit into a single node and there-
fore the data needs to be distributed across several nodes. Two such distributions
for a 3D array are the slab decomposition, in which the data is distributed in slabs
and the pencil decomposition where each task gets a pencil of the data, as shown
in Figure 6.1. To compute the FFT, each task has to compute its portion of FFTs,
and then exchange data with other tasks. One can either use a binary exchange or
a transpose (all-to-all) algorithm (63). In this chapter we focus on the latter.
First we discuss the slab-decomposition, which is outlined in Algorithm 3.
The input data is distributed in the first dimension over P tasks, i.e.N0/P ×N1×N2,
which is referred to as a slab. Without loss of generality, let us assume that N0 =
max{N0,N1,N2}. In the limit of P = N0, each task will just get a 2D slice of f locally.
If P > N0 the slab decomposition cannot be used. In the forward algorithm, each
task computes aN0/P -batch of 2-D FFTs, each one having a size ofN1×N2. Then an
all-to-all exchange takes place to redistribute the data (indicated by the second step
marked as T in Algorithm 3). After this each task gets a slab of size N0× N̂1/P × N̂2,
where the hats denote that the Fourier Transform has been computed across the
last two dimensions. To complete the transform, each task can then compute a
batch of N̂1/P × N̂2 1-D FFTs of length N0. The inverse FFT can be computed in
a similar fashion by reversing these steps. One advantage of our implementation
is that the memory layout of the data in frequency space is the same as in the
spatial one. This is different from, e.g., PFFT or FFTW’s implementation, where
the default (and faster) option, changes the memory layout from xyz to yxz. They
2Note that typically FFT libraries do not apply scaling when forward FFT is computed and
instead a full normalization is done when inverse FFT is performed. Therefore the complexity of
the inverse would be slightly different than forward FFT, but the asymptotic behaviour would be
the same.
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provide an option which brings back the memory to the original xyz format, but
at the cost of a local transpose 3.
Slab decomposition can be modified by decomposing the second dimension
as well, which is known as pencil decomposition (Algorithm 1). In this approach
each task gets a batch of 1-D pencils, local in the last dimension, with a data layout
of N0/P0 × N1/P1 × N2. The MPI tasks are mapped to a 2D matrix with P0 rows
and P1 columns such that P = P0 × P1. To compute the forward FFT, each task
first computes a N0/P0 ×N1/P1 batch of 1-D FFTs of length N2. This is followed by
a block row-wise all-to-all communication step in which all the tasks in the same
row call exchange to collect the second dimension of the array locally. In this step,
one needs to redistribute a batch of N0/P0 matrices of size N1/P1 × N2. A naive
implementation of this phase would lead to costly cache misses. As a result, we
first perform a local packing of the data, so that all the batched noncontiguous
data, are grouped together in a contiguous buffer. Then the all-to-all operation is
performed, followed by an unpacking operation to get the data back into its correct
format. Another approach is to use MPI data types to exchange non contiguous
data. However, the latter would depend on how well the MPI compiler handles
non-contiguous data. For consistency we do the packing and unpacking before the
all-to-all calls.
After the first all-to-all exchange, each task computes a batched 1-D FFT of
size N1 of its local data, which is now in the form of N0/P0 × N1 × N̂2/P1. This
is followed by an the all-to-all operation performed on a N0/P0 × N1 matrix with
super-elements of size N̂2/P1 complex numbers. In this step, the data is indeed
3Note that this is different from global transposes. Here we are referring to the case where the
global data layout is transposed. That is after passing the equivalent of TRANSPOSED_OUT flag
for each library, by default they change the memory footprint of the data in frequency domain to
yxz instead of xyz.
125
contiguous and no packing/unpacking is required. However, we do perform a
local transpose, to change the memory layout fromN1/P0×N0×N2/P1 toN0×N1/P0×
N2/P1. This is done to have a consistent memory access pattern in both the spatial
and frequency domain, which is desirable from a user’s standpoint. To complete
the forward FFT, a final batched 1-D FFT of length N0 should be computed after
this step. Now in the frequency space, each task owns the x pencil locally, while in
spatial domain it owns the z dimension locally. This can be changed by performing
two additional all-to-all exchanges, but it is typically avoided as it can be done
while the inverse FFT is being computed. The pencil decomposition algorithm can
be extended to support n-dimensional tensors as shown in Algorithm 2.
It is well known that the most expensive part of distributed FFT is the com-
munication phase (33), which adversely affects the scaling at large core counts.
This has been verified in large scale runs on Stampede and Blue Waters (97). This
phase involves all-to-all exchanges, which is essentially transpose operation be-
tween a subgroup of tasks. As mentioned earlier, this exchange should be wrapped
around a packing/unpacking phase to make the data contiguous in the memory.
This phase can be performed either by reshuffling of the data as done in P3DFFT, a
local transpose as implemented in FFTW library, or eliminated by using MPI Data
types (152). However, the communication time dominates the cost of distributed
FFT. The situation is even worse for the GPU, since the data has to be transferred
forth and back to the CPU through PCIe, which is as expensive as the communica-
tion phase.
Recently, NVIDIA has introduced GPUDirect technology where GPUs on
different nodes can communicate directly through the PCIe bus and avoid the
CPU altogether. However, this feature requires special hardware support as well
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as a compatible OFED (OpenFabrics Enterprise Distribution). In the absence of
GPUDirect, one option is to perform a blocking memcpy from GPU to CPU, use
the transpose functions that are already implemented in the CPU code, and then
copy back the results to the GPU. The packing and unpacking phases can still be
performed on the GPU, as it can perform the reshuffling/local transposes much
faster than on the CPU.
However, it is possible to hide the extra cost of memcpy by interleaving it
into send and receive operations. Instead of copying all the data at once and then
sending it, we divide the memcpy into chunks of the same size that each process
has to send to other tasks. Each chunk is copied to a CPU buffer at a time, followed
by an asynchronous send instruction. In this manner, the communication part of
the CPU can start while the rest of the chunks are being copied. Since we post
the asynchronous receive instructions beforehand, the receive operation can also
happen with the device to host memcpy. Each received chunk can then be copied
asynchronously back to the GPU Fig. 6.2.
For local FFT computations on GPUs, we use the CUFFT library from NVIDIA.
One development was to implement a local transpose since the transpose on the
NVIDIA’s SDK libraries is not appropriate for the 3-D (or higher dimensional) FFTs
since it doesn’t support the correct stride and n_tuples. The second and the main
contribution was to work around the limited bandwidth between the host CPU
and GPU, and hide its overhead.
Complexity Analysis
The communication cost is O( Nσ(p)), where σ(p) is the bisection bandwidth
of the network (for a hypercube it is p/2 (135)). The total execution time for an FFT
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of size N on a hypercube can be approximated by:
TFFT = O (N logN
P
) +O (N
P
) .
The first term represents the computation and the second the memory and com-
munication costs. For a 3-D torus topology (such as the one used on Titan) the
complexity becomes:
TFFT = O (N logN
P
) +O ( N
P 2/3) .
For the GPU version this should also include the device-host communication costs.
In (33) the authors give a detailed analysis in which cache effects and the local and
remote memory bandwidth for GPUs and CPUs is taken into account. The basic
point is that in strong scaling, the computation part becomes negligible and the
overall wall-clock time will be dominated by the communication costs.
6.3 Fast Spectral Operators
Spatial differential operators such as gradient, divergence, Laplace, etc. can
be computed by first transforming the input field into the frequency domain (FFT),
followed by a Hadamard transform and an inverse FFT. Exemplarily, we consider
computing the x-derivative of a scalar field f :
fx = F−1(−iωxF(f)), (6.1)
where F and F−1 denote 3D forward/backward FFTs. However, the extra FFTs in
y and z directions are unnecessary as the derivative can be equivalently computed
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as:
fx = F−1x (−iωxFx(f)), (6.2)
where Fx denotes the FFT transform in x direction. Note that, here we only need
a batched 1D forward/inverse FFT instead of a 3D FFT and only one global trans-
pose to establish the pencil decomposition in x direction. This saves a large amount
of communication since no repartitioning of data for the pencil decompositions in
y direction is required. After the transpose is performed, we compute the forward
FFT transform in x-direction, followed by a Hadamard product, a local inverse
FFT, and another global transpose to redistribute the data.
Another commonly used Parallel FFT library (P3DFFT (135)), allow the user to
specify if a local forward/inverse FFT is needed only in the Z direction and they
currently do not support custom global transposes which limits us to use Eq. 6.1.
We have enhanced AccFFT and extended the global transpose support so that we
can use Eq. 6.2 when appropriate. For the x-derivative this reduces 4 global trans-
poses to just 2 (Algorithm 4). Overall this reduces the total global transposes to
4 for the gradient/divergence operators as opposed to 8, which reduces the com-
munication volume by a factor of 2. Moreover, we avoid unnecessary local FFTs
which leads to further improvement.
The library currently supports the following type of spectral transforms in sin-
gle/double precision for both CPU and GPU:
• Gradient (∇)
• Divergence (∇⋅)
• Laplace (∆) and inverse Laplace (∆−1)
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• Biharmonic (∆2), and inverse Biharmonic (∆−2)
Algorithm 4: Fast algorithm for computing x derivative, which only requires two
global transposes as opposed to four.
Input : Data in spatial domain.
Layout: N0/P0 ×N1/P1 ×N2
Output: x derivative
Layout: N̂0/P0 ×N1/P1 ×N2
N0 ×N1/P0 ×N2/P1 T←ÐÐ N0/P0 ×N1/P1 ×N2; // input data
N̂0 ×N1/P0 ×N2/P1 FFT←ÐÐÐ N0 ×N1/P0 ×N2/P1; // Hadamard and FFT
N̂0/P0 ×N1 ×N2/P1 T←ÐÐ N̂0 ×N1/P0 ×N2/P1; // x derivative
6.4 Numerical experiments
In this section we report the performance of AccFFT and give details re-
garding our implementation and the different problem sizes used for evaluating
the library.
Computing Platforms
The tests are performed on the following platforms:
• The Maverick system at TACC is a Linux cluster with 132 compute nodes,
each with dual 10-core 2.8GHz Intel Xeon E5 (Ivy Bridge) processors with
13GB/core of memory equipped with FDR Mellanox InfiniBand network.
Each of its 132 nodes is equipped with a K40 GPU.
• The Titan system is a Cray XK7 supercomputer at ORNL. Titan has a total
of 18,688 nodes consisting of a single 16-core AMD Opteron 6200 series pro-
cessor, for a total of 299,008 cores. Each node has 32GB of memory. It is
also equipped with a Gemini interconnect. In addition, all of Titan’s 18,688
compute nodes contain an NVIDIA Tesla K20 GPU/
130
2 4 8 16 32
# GPUs→
32 64 128 256 51210
−2
10−1
# cores→
ti
m
e(
se
c)
→
Single GPU
AccFFT
AccFFT GPU
(a) R2C strong scaling for N = 256 × 512 ×
1024
5123
5122 × 1024
512× 10242
10243
10242 × 2048
1024× 20482
1 2 4 8 16 32
# GPUs→
16 32 64 128 256 512
10−1
100
# cores→
ti
m
e(
se
c)
→
AccFFT
(b) R2C weak scaling
8 16 32 64
0.02
0.04
0.06
0.08
0.1
0.2
#GPUs→
ti
m
e(
se
c)
→
Single GPU
FFTE GPU
AccFFT GPU
(c) C2C strong scaling for N = 256 × 512 ×
1024
5123
10243
10242 × 2048
1024× 20482
2 16 32 64
0.2
0.4
0.6
0.8
1
2
#GPUs →
ti
m
e(
se
c)
→
FFTE GPU
AccFFT GPU
(d) C2C weak scaling
8 16 32 64
0
0.5
1
# GPUs→
P
er
ce
n
ta
g
e
→
COMM Local Transpose Local FFT
0
0.5
1
ti
m
e
(s
)→
(e) R2C time break down for N = 10243
16 32 64
0
0.5
1
# GPUs→
P
er
ce
n
ta
g
e
→
COMM Local Transpose Local FFT
0
0.5
1
ti
m
e
(s
)→
(f) C2C time break down for N = 10243
Figure 6.3: Scaling results of AccFFT performed on Maverick. (a) strong scaling result for a non-structured
R2C transform of size N = 256 × 512 × 1024, (b) R2C weak scaling, (c) C2C Strong scaling for N =
256 × 512 × 1024 and comparison with FFTE’s GPU code, (d) C2C weak scaling, (e) breakdown of timings
for R2C transform of sizeN = 10243, (f) breakdown of timings for C2C transform of sizeN = 10243. Dashed
line in (a) and (c) show the timing for a 3D cuFFT transform without using the pencil decomposition (i.e.
direct call to a single 3D FFT kernel).
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Figure 6.4: Strong scaling results for AccFFT performed on Titan. Timings in seconds are given for R2C
transform of size N = 10243 on CPU and GPU (left/right). The breakdown of the total time in terms of
local FFT computations, packing and unpacking (local transpose), and the communication times is given for
different core counts.
• The Stampede system at TACC is a Linux cluster consisting of 6400 com-
pute nodes, each with dual, eight-core processors for a total of 102,400 avail-
able CPU-cores. Each node has two eight-core 2.7GHz Intel Xeon E5 (Sandy
Bridge) processors with 2GB/core of memory and a three-level cache. Stam-
pede has a 56GB/S FDR Mellanox InfiniBand network connected in a fat tree
configuration.
• The Lonestar5 is a system at the Texas Advanced Computing Center in Austin,
TX, US (system specifications: dual socket Xeon® E5-2690 v3 (Haswell) with
12 cores per socket (24 cores/node) at 2.6GHz with 64 GB memory per node).
Implementation Details
All algorithms described in this work were implemented using C++, OpenMP
and MPI. The only external libraries used were the MPI, FFTW, and CUFFT. On Ti-
tan, we used the GCC compiler and the CRAY-MPICH libraries. On Stampede and
Maverick we used the Intel compilers and the Intel MPI library We compare our
GPU code with FFTE library (version 6.0). The GPU code for FFTE library is writ-
ten in Fortran and requires the commercial PGI compiler, and cuFFT for its FFT
computations on the GPU. All the libraries were compiled with the MEASURE
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planner flag where applicable. This flag is used to tune the libraries to the machine
used. All results were computed in double precision and with pencil decomposi-
tion.
Parameters in the Experiments The parameters in our runs are the problem
sizeN0,N1,N2 and the number of tasks P . In most of the tests, we useN0 = N1 = N2.
The exception are two tests in which we test the library with non well-structured
matrices, and a 4D test case. Except otherwise indicated, we use 16 MPI tasks per
node for CPU runs and 2 MPI tasks per node for GPU tests. We use R2C to denote
real-to-complex FFTs and C2C to denote complex to complex. Roughly speaking,
the C2C transform has double the computation and communication compared to
R2C transform. All timings are in seconds.
Experiments First we examine the performance of our code on the TACC
systems, and then we discuss the results on Titan.● In the first experiment we present scaling tests on Maverick. The strong
scaling of the CPU and GPU code for a size of N = 256×512×1024 is shown in (Fig.
6.3 (a)). The GPU code scales similarly to the CPU code, however it is about 2×
slower. One reason for this is that we are comparing 16 CPU cores vs 1 GPU at each
node. Local FFT computations scale almost perfectly as the cores are increased,
so the advantage that the GPU has for its fast FFT computation would become
negligible. The second point, is that part of the CPU communication occurs inside
the same node, which is much faster than two GPUs communicating from different
nodes. Weak scaling analysis shows the same trend, as shown in Fig. 6.3 (b).
There is currently no open source GPU code that supports pencil decompo-
sition, other than digpufft and FFTE. The digpufft library, which is built on top of
P3DFFT, is no longer maintained and our attempts to run it were not successful.
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However, FFTE library is maintained and supports C2C transforms with pencil
decomposition (172). Both our library as well as FFTE use cuFFT for local FFT
computations. However, FFTE relies on the commercial PGI complier for the com-
munication phase and does not do any optimizations. The two libraries are com-
pared in Fig. 6.3 (c-d). AccFFT is consistently faster in both the strong and weak
scaling tests. Moreover, AccFFT supports other transforms and is not just limited
to C2C.
The break down of the timings for R2C and C2C transforms for N = 10243
is shown in figures 6.3 (e-f). Again the communication phase dominates the cost.● Now we switch to Titan, where we consider the strong scaling of GPU
versions of the code. We also present CPU results on Titan with 2 MPI tasks per
node (1 tasks per NUMA). The goal is to compare the codes where the communi-
cation pattern between the CPU code and the GPU code is similar (that is there is
no intra node acceleration that the GPU does not have). This allows us to see how
effective does the PCIe overlapping works. The results are shown in Fig. 6.4 for
up to 4096 GPUs and 65K cores. The efficiency for the largest CPU run is 40% for
a 32× increase in the core count (2,048 to 65K cores). The GPU code achieves 26%
efficiency for a 32× increase in the number of GPUs. The GPU code compared to
2 CPU cores is obviously faster as expected. An interesting observation is that the
communication times are comparable which is because of the overlapping of PCIe
exchanges. Although we did not have a chance to test 16 MPI tasks per node for
the CPU case on Titan, but the CPU time is expected to become faster compared to
the GPU code similar to the Maverick results.● As a proof of concept we show how the code can be used for high di-
mensional transforms. In certain applications such as in signal processing, one
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Table 6.1: Comparison of the fast algorithm for computing x-derivative for different problem sizes
of N = 10243,5123,2563 performed on Lonestar5 machine, using 16 MPI tasks per node. The
speedup achieved for the communication time as well as the total speedup is reported in the right-
most columns.
Fast Algorithm Slow Algorithm Comm. Total.
Procs Total FFT Comm Pack Total FFT Comm Pack Speedup Speedup
4096 2.3e−2 6.5e−3 1.3e−2 1.0e−2 4.7e−2 1.2e−2 4.3e−2 5.5e−3 2.06 x 3.36 x
2048 5.3e−2 1.4e−2 3.0e−2 2.1e−2 8.8e−2 2.9e−2 7.9e−2 1.2e−2 1.67 x 2.65 x
1024 1.1e−1 2.8e−2 6.0e−2 5.4e−2 1.6e−1 5.1e−2 1.4e−1 2.7e−2 1.4 x 2.35 x
512 2.3e−1 3.4e−2 1e−1 9.0e−2 4.1e−1 7.2e−2 3.4e−1 4.1e−2 1.77 x 3.41 x
256 4.2e−1 6.9e−2 1.5e−1 2.1e−1 5.8e−1 1.4e−1 4.2e−1 8.0e−2 1.38 x 2.79 x
128 7.6e−1 1.4e−1 1.9e−1 4.4e−1 1 2.7e−1 6.1e−1 1.6e−1 1.32 x 3.13 x
64 1.6 2.8e−1 3.6e−1 9.3e−1 1.8 5.0e−1 9.9e−1 3.3e−1 1.15 x 2.8 xN
=102
4
3
32 3.3 5.9e−1 7.5e−1 1.9 2.8 1.1 1.0 6.5e−1 0.85 x 1.38 x
4096 2.8e−3 3.4e−4 2.1e−3 9.5e−4 7.6e−3 1.2e−3 7.3e−3 4.3e−4 3.42 x 2.77 x
2048 5.1e−3 1.3e−3 3.5e−3 2.0e−3 9.2e−3 2.3e−3 8.7e−3 8.5e−4 2.51 x 1.82 x
1024 1.1e−2 3.1e−3 5.4e−3 5.0e−3 1.9e−2 5.4e−3 1.8e−2 2.0e−3 3.23 x 1.82 x
512 1.9e−2 4.1e−3 7.6e−3 7.3e−3 2.6e−2 6.8e−3 2.1e−2 5.4e−3 2.72 x 1.36 x
256 4.1e−2 9.3e−3 1.6e−2 1.4e−2 5.6e−2 1.5e−2 4.6e−2 1.2e−2 2.86 x 1.37 x
128 8.4e−2 1.8e−2 3.1e−2 3.1e−2 1.2e−1 3.3e−2 8.1e−2 2.1e−2 2.66 x 1.39 x
64 1.6e−1 3.6e−2 4.0e−2 7.9e−2 2.0e−1 6.4e−2 1.3e−1 3.9e−2 3.14 x 1.26 xN
=512
3
32 3.3e−1 6.7e−2 4.6e−2 2.0e−1 3.3e−1 1.3e−1 1.2e−1 7.9e−2 2.65 x 1.01 x
4096 8.3e−4 4.0e−5 7.6e−4 1.0e−4 1.1e−3 1.5e−4 1.0e−3 0 1.38 x 1.32 x
2048 8.4e−4 7.9e−5 6.9e−4 2.0e−4 1.3e−3 2.5e−4 1.3e−3 0 1.84 x 1.6 x
1024 1.1e−3 1.6e−4 8.1e−4 4.0e−4 2.2e−3 5.3e−4 2.1e−3 1.0e−4 2.54 x 2 x
512 4.7e−3 1.9e−4 4.1e−3 4.1e−4 7.3e−3 5.2e−4 7.1e−3 2.6e−4 1.74 x 1.57 x
256 4.6e−3 7.1e−4 2.9e−3 1.2e−3 5.9e−3 1.1e−3 5.4e−3 5.5e−4 1.89 x 1.29 x
128 8.4e−3 1.8e−3 3.1e−3 3.3e−3 1.0e−2 2.6e−3 7.7e−3 1.1e−3 2.47 x 1.24 x
64 1.7e−2 4.1e−3 5.9e−3 6.7e−3 2.1e−2 5.6e−3 1.4e−2 4.0e−3 2.34 x 1.23 xN
=256
3
32 3.2e−2 9.8e−3 6.1e−3 1.5e−2 3.6e−2 1.4e−2 1.7e−2 1.0e−2 2.71 x 1.13 x
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Figure 6.5: CPU strong scaling results of AccFFT using the pencil decomposition algorithm for a four
dimensional problem size of 512 × 256 × 128 × 64 on Stampede. Wall-clock time is given for different core
counts for a forward C2C FFT.
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Table 6.2: Comparison of the fast algorithm for computing y-derivative for different problem sizes
of N = 10243,5123,2563 performed on Lonestar5 machine, using 16 MPI tasks per node. The
speedup achieved for the communication time as well as the total speedup is reported in the right-
most columns. The noticeable communication speedup is because all or part of the exchanges occur
in the NUMA node and the MPI library does not have to send messages through the network.
Fast Algorithm Slow Algorithm Comm. Total.
Procs Total FFT Comm Pack Total FFT Comm Pack Speedup Speedup
4096 2.9e−2 6.9e−3 1.8e−2 1.2e−2 4.7e−2 1.2e−2 4.2e−2 5.5e−3 2.32 x 1.59 x
2048 5.2e−2 1.4e−2 2.9e−2 2.3e−2 8.8e−2 2.9e−2 7.9e−2 1.2e−2 2.72 x 1.7 x
1024 1.1e−1 2.9e−2 5.8e−2 4.7e−2 1.6e−1 5.1e−2 1.4e−1 2.7e−2 2.44 x 1.49 x
512 1.4e−1 3.6e−2 2.1e−2 6.8e−2 3.9e−1 7.0e−2 3.3e−1 4.1e−2 15.65 x 2.92 x
256 2.7e−1 7.6e−2 3.8e−2 1.4e−1 5.8e−1 1.3e−1 4.2e−1 8.1e−2 11.17 x 2.14 x
128 5.7e−1 1.5e−1 7.6e−2 3.0e−1 1.0 2.6e−1 6.2e−1 1.6e−1 8.14 x 1.78 x
64 1.1 3.0e−1 1.5e−1 6.0e−1 1.8 5.0e−1 9.7e−1 3.3e−1 6.35 x 1.57 xN
=102
4
3
32 2.4 6.0e−1 2.6e−1 1.4 2.8 1.1 1.0 6.5e−1 3.92 x 1.16 x
4096 1.1e−2 4.1e−4 9.7e−3 1.2e−3 7.4e−3 1.2e−3 7.1e−3 4.3e−4 0.73 x 0.7 x
2048 5.6e−3 1.4e−3 3.7e−3 2.5e−3 9.1e−3 2.3e−3 8.5e−3 8.5e−4 2.29 x 1.6 x
1024 1.2e−2 3.1e−3 7.3e−3 5.6e−3 1.9e−2 5.5e−3 1.8e−2 2.0e−3 2.4 x 1.61 x
512 1.4e−2 5.0e−3 3.7e−3 7.8e−3 2.5e−2 6.6e−3 2.0e−2 4.7e−3 5.56 x 1.82 x
256 2.9e−2 9.7e−3 6.1e−3 1.4e−2 5.6e−2 1.6e−2 4.6e−2 1.3e−2 7.42 x 1.93 x
128 6.3e−2 2.0e−2 1.5e−2 3.2e−2 1.2e−1 3.3e−2 8.6e−2 1.9e−2 5.86 x 1.95 x
64 1.3e−1 3.8e−2 3.0e−2 6.4e−2 2.1e−1 6.7e−2 1.3e−1 3.9e−2 4.41 x 1.65 xN
=512
3
32 2.8e−1 6.9e−2 3.3e−2 1.5e−1 3.3e−1 1.2e−1 1.3e−1 7.9e−2 3.74 x 1.2 x
4096 6.0e−4 7.2e−5 5.0e−4 1.2e−4 4.1e−3 1.5e−4 4e−3 0 8 x 6.76 x
2048 7.2e−4 1.4e−4 5.3e−4 2.4e−4 1.5e−3 2.5e−4 1.4e−3 0 2.59 x 2.03 x
1024 1.2e−3 2.2e−4 8.6e−4 4.9e−4 2.1e−3 5.3e−4 1.9e−3 1.0e−4 2.26 x 1.66 x
512 1.8e−3 1.6e−4 9.9e−4 5.8e−4 7.5e−3 5.4e−4 7.3e−3 2.6e−4 7.34 x 4.3 x
256 2.5e−3 7.2e−4 6.1e−4 1.3e−3 6.0e−3 1.1e−3 5.4e−3 5.3e−4 8.93 x 2.36 x
128 5.1e−3 1.9e−3 8.5e−4 2.4e−3 1.1e−2 2.8e−3 7.8e−3 1.1e−3 9.12 x 2.06 x
64 1.2e−2 4.5e−3 2.2e−3 5.5e−3 2.1e−2 5.8e−3 1.4e−2 3.9e−3 6.14 x 1.69 xN
=256
3
32 2.7e−2 9.6e−3 4.2e−3 1.1e−2 3.9e−2 1.5e−2 1.9e−2 1.0e−2 4.57 x 1.44 x
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needs to compute FFT of a 4D array, where the last dimension corresponds to time.
Figure 6.5 shows the strong scaling of the CPU code for a C2C transform of size
N = 512 × 256 × 128 × 64 4.
Spectral operators:
As discussed above, the performance of the gradient and divergence oper-
ators can be improved substantially by using Algorithm 4. The results for com-
puting x and y derivative on Lonestar5 system are shown in Tables 6.1 and 6.2,
respectively. The results original and fast algorithms (Eq. 6.1 vs Eq. 6.2) are com-
pared for different problem sizes of N = 10243,5123,2563 and the speedup is given
for the communication and total evaluation times. The performance boost is sig-
nificant especially for large core counts, where the major bottleneck is the com-
munication as opposed to local computations (such as local FFTs or packing and
unpacking operations). In particular, the communication speedup achieved for
the y-derivative is quite considerable compared to the x-derivative. This is due to
the fact that the majority of the communication needed for transposing the data
in y-direction can occur via NUMA transfers as opposed to transfers via the net-
work interconnect. This is a direct consequence of using a pencil decomposition
for the MPI tasks. However, when transposing the array in x-direction we have to
perform intra-node communication which is considerably more expensive.
6.5 Conclusions
We presented AccFFT, a library for distributed memory FFTs with several
unique features: distributed GPU calculations, communication overlap using pipelin-
4This feature has not been added to the public repo the library yet.
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ing for the GPU version, and support for real and complex transforms.
The performance of the library was tested on three different machines: The
Stampede and Maverick systems at TACC, as well as the Titan system at ORNL.
The largest test corresponds to 65K cores as well as 4,096 GPUs of Titan. To the
best of our knowledge, the latter is the only open source library supporting pencil
decomposition for GPUs. One of the observations of this work is that parallel GPU
is not faster when compared to parallel CPU, in cases where there are multiple
CPU cores per node. The main reason for this is that local FFT computations scale
almost perfectly. So using more MPI tasks per node would significantly reduce the
local FFT time for CPU. Moreover, the communication phase of the CPU would
benefit from fast intra-node exchanges through shared memory. This is not the
case for machines which habe one GPU per node. In that case two GPUs have to
communicate through the network which is much costlier.
This work is by no means complete with these results. Using non-blocking
collectives can further accelerate the calculations, if the user interleave other com-
putations while the FFT communication is completing. Other possibilities include
distributing the data to both the CPU and GPU on each node. This has been shown
to be an effective strategy on single node computations (186). Another possibility
is to extend the method to Xeon Phi accelerators.
138
Chapter 7
FFT, FMM, or MultiGrid?
From molecular dynamics and quantum chemistry, to plasma physics and
computational astrophysics, Poisson solvers in the unit cube are used in many
applications in computational science and engineering. In this work, we bench-
mark and discuss the performance of the scalable methods for the Poisson prob-
lem which are used widely in practice: the Fast Fourier Transform (FFT), the Fast
Multipole Method (FMM), the geometric multigrid (GMG) and algebraic multigrid
(AMG). Our focus is on solvers support high-order, highly non-uniform discretiza-
tions, but for reference we compare with solvers specialized for problems on regu-
lar grids. So, we include FFT, since it is a very popular algorithm for several prac-
tical applications, and the finite element variant of HPGMG, a high-performance
geometric multigrid benchmark. In total we compare five different codes, three of
which are developed in our group. Our FFT, GMG and FMM are parallel solvers
that use high-order approximation schemes for Poisson problems with continu-
ous forcing functions (the source or right-hand side). Our FFT code is based on
the FFTW for single node parallelism. The AMG code is from the Trilinos library
from the Sandia National Laboratory. Our geometric multigrid and our FMM sup-
port octree based mesh refinement, variable coefficients, and enable highly non-
This chapter is based on existing publication: . Gholami, D. Malhotra, H. Sundar and G. Biros. FFT, FMM, or Multigrid?
A comparative Study of State-Of-the-Art Poisson Solvers for Uniform and Nonuniform Grids in the Unit Cube. SIAM Journal on
Scientific Computing, Vol. 38 (3), 2016.
The author contributed in designing the benchmarks and implemeted parallel FFT algorithm and performed the bench-
marking of high performance multigrid and FFT. Dhairya implemented the FMM section and Hari implementd the multi-
grid algorithm. Prof. Biros contributed in the algorithms and supervised the work.
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uniform discretizations. The GMG, actually also supports complex (non-cubic)
geometries using a forest of octrees.
We examine and report results for weak scaling, strong scaling, and time to
solution for uniform and highly refined grids. We present results on the Stampede
system at the Texas Advanced Computing Center and on the Titan system at the
Oak Ridge National Laboratory. In our largest test case, we solved a problem with
600 billion unknowns on 229,379 cores of Titan. Overall, all methods scale quite
well to these problem sizes. We have tested all of the methods with different source
functions (the right hand side in the Poisson problem). Our results indicate that
FFT is the method of choice for smooth source functions that require uniform res-
olution. However, FFT loses its performance advantage when the source function
has highly localized features like internal sharp layers. FMM and GMG consider-
ably outperform FFT for those cases. The distinction between FMM and GMG is
less pronounced and is sensitive to the quality (from a performance point of view)
of the underlying implementations. In most cases, high-order accurate versions of
GMG and FMM significantly outperform their low-order accurate counterparts.
7.1 Introduction
The need for large scale parallel solvers for elliptic partial differential equa-
tions (PDEs) pervades across a spectrum of problems with resolution requirements
that cannot be accommodated on current systems. Several research groups are
working on technologies that scale to trillions of unknowns and billions of cores.
To illustrate some of the issues in scaling such solvers and to provide a (non-
exhaustive) snapshot of current technologies, we conduct an experimental study of
solving a simple model elliptic PDE and compare several state of the art method-
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ologies.
We restrict our attention to the following model problem: given f , a smooth
and periodic function in the unit cube, we wish to find u (also smooth and periodic
in the unit cube) such that −∆u = f, (7.1)
where ∆ is the Laplace operator. This is also known as the constant-coefficient
Poisson problem. It encapsulates many of the difficulties in solving elliptic partial
differential equations (PDEs). We chose this problem because all four methods can
address it in an algorithmically optimal way. Algorithms for solving this problem,
also known as “Poisson solvers” find applications in astrophysics, chemistry, me-
chanics, electromagnetics, statistics, and image processing, to name a few. Vendors
like Intel and NVIDIA provide Poisson solvers in their math libraries. Examples
of scientific computing libraries that provide Poisson solvers include PETSc (9),
Trilinos (73), deal.II (10), and MATLAB.
Poisson solvers must scale to trillions of unknowns. Example of methods
that scale well are the FFT (based on spectral discretizations)1, the Fast Multipole
Method (based on discretizing the integral equation reformulation of (7.1), and
multigrid methods (for stencil-based discretizations). Other scalable methods in-
clude domain decomposition and wavelet transforms, which will not be discussed
here. Despite the existence of many different Poisson solvers there has been little
work in directly benchmarking the computational efficiency of these methods, in
particular for the case of non-uniform discretizations. Such benchmarking is quite
typical in other scientific computing areas (e.g., sorting, matrix computations, and
1FFT can be used also to diagonalize and invert stencil discretizations on uniform grids. We are
not discussing this case here.
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graph partitioning).
Methodology and contributions
In this chapter we benchmark five state-of-the-art algorithms and imple-
mentations, three from our group and two from different groups:
The first solver is parallel FFT using the AccFFT which has been recently
developed in our group (58). AccFFT, built on top of FFTW, uses MPI and OpenMP,
as well as novel communication schemes that makes it faster than similar libraries.
We report comparisons with PFFT (140) and P3DFFT (135).
The second solver is the ML algebraic multigrid solver which is part of
the Trilinos library developed and maintained by the U.S. Department of Energy
(54, 73). In our runs, we use ML with MPI. It is one of the most scalable, general
purpose codes available. It can handle much more complex problems than the one
we consider here.
The third solver is an in-house Geometric Multigrid scheme that uses con-
tinuous Galerkin discretizations on octree meshes. The low-order version of the
code appeared in (163), but the scalable high-order results we report here are new,
as well as the outline of the algorithm. The sequential algorithm is described
in (165). The library uses MPI and more details about the new algorithm will be
presented in §7.2.
The fourth code is PvFMM, also an in-house novel parallel volume FMM
that supports continuous as well as particle sources (f ). It uses octree discretization
using Chebyshev polynomials at each leaf node to represent f . PvFMM uses MPI
and OpenMP (106).
The fifth code is HPGMG (3) and it is a high-performance computing bench-
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mark code for regular grids with finite-element and finite-volume implementa-
tions. The finite-element implementation is more general as it supports variable
coefficients and coordinate transformation Jacobians that resemble overset grids
and non-uniform grids. For this reason we include only the finite-element version
in our tests.
We compare these five methods on two different architectures, Stampede
and Titan, and we discuss two main questions:
• Which method is faster? What matters the most is the wall-clock time to solu-
tion. That is, given f , we would like to evaluate u (typically at a given num-
ber of points) to a specified accuracy. We consider two main cases, highly
oscillatory fields, for which a regular grid is necessary, and highly localized
fields for which adaptively refined meshes are expected to be more effective.
• How does the cost per unknown compare for the different methods given a
fixed algebraic accuracy? This test focuses on constant in the complexity esti-
mates which are functions of the problem size, the number of processors, the
approximation order, and of course the implementation. We perform weak
and strong scaling studies to directly compare the complexity estimates on
specific architectures using the same problem size. We have scaled our runs
up to 229,376 cores on Titan for problems with up to 600 billion unknowns.
Our goal here is not to fit a detailed performance model to the runs, but
rather to identify whether there are order-of-magnitude differences in the
performance between these methods.
To our knowledge, such a benchmark at these problem sizes and number
of cores is the first of its kind. We view it as a companion to existing theoreti-
cal complexity analysis. In addition to work complexity given a problem size, we
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consider the issue of work complexity given a target accuracy using both uniform
and non-uniform grids—the “right” problem size is not known a priori. One rea-
son such a study has not taken place is that the underlying technologies have not
been available at this scale. Indeed, we are not aware of any other distributed-
memory FMM codes that allow f to be an arbitrary function (most existing codes
only support sums of delta functions, also known as point-FMMs methods). Also,
the only other scalable, high-order, multigrid scheme we know is that of Paul Fis-
cher’s group (103). Both of our GMG and FMM codes support arbitrary order
discretizations. In summary, we test weak and strong scalability of all of these
methods and report time to solution, and setup time for different test cases.
Qualitatively, the results of our study for solving (7.1) can be summarized
as follows: FFT is the method of choice for uniform discretizations even at large-
core count problems. FMM and MG are the methods of choice in the presence
of strongly-localized features. AMG scales well, but it is significantly slower, es-
pecially when including setup costs. Uniform grid, second-order discretizations
(e.g. the 7-point Laplacian) end up being 1000× or more, slower than high-order
schemes and the FFT for high-accuracy solutions. Even for low-accuracy solutions
in non-uniform grids, second-order methods suffer. Third or higher order can of-
fer significant speed-ups. Of course, these conclusions are valid only when the
solution is smooth.
Related work
There is rich literature discussing the accuracy and scalability of FFT, FMM
and multigrid but to our knowledge, little work has been done on directly com-
paring the efficiency of these schemes. In (5), the authors compare FMM, FFT,
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and GMG for particle summation (point sources) with periodic conditions. This is
different from what we look here, which is a Poisson solver with continuous right-
hand side, not point sources. For the particle mesh variant of the codes tested,
there is a continuous source but it is uniform. Furthermore they only consider
nearly uniform distributions of charges. This is fine for molecular dynamics, but
it is of rather narrow scope. Here we consider highly non-uniform sources. The
results FFT and GMG solvers are not considered separately but only as part of
particle-mesh solvers that include many additional components that complicate
the interpretation of the results for other applications. In (53), theoretical complex-
ity estimates for the scaling of FFT and multigrid (for uniform grids) are provided
and their implications towards the design of exascale architectures is discussed.
In (33), a similar study is carried for the FFT, along with experimental results on
both CPU and hybrid systems. An interesting performance model is introduced
that accounts for both intra-node and inter-node communication costs. In (14), the
authors consider complexity estimates that account for low-level hardware details
and consider the viability of different applications including FFT, and matrix vec-
tor multiplications, and molecular dynamics simulations. In (52), the authors dis-
cuss the scalability of algebraic multigrid (on uniform grids), provide performance
models, and conduct an experimental scalability study on up to 65,536 cores. A
perspective on scalability is given in (180). In (190), the authors discuss the scala-
bility of a point FMM code to exascale architectures and provide scalability results
up to 32,768 cores and 40 billion unknowns. In our group we have worked on
scalable geometric multigrid methods and their comparison to algebraic multigrid
schemes (163) (but only for low-order discretizations), as well as parallel FMM
schemes based on the kernel-independent variant of the FMM kernels (93, 189).
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All of these studies are critical in understanding the scalability of the schemes and
helping co-design the next architectures. We consider our study as a companion
to these works as it provides experimental data that can be further analyzed using
performance models. Also, except for the work in our group, others have only
considered uniformly refined grids (and low-order discretizations for the multi-
grid). Here we consider all cases: uniform and refined grids, low and high-order
discretizations, and four major algorithms.
Other scalable approaches to solving the Poisson problem include hybrid
domain decomposition methods (103). A very efficient Poisson solver is based on
a non-iterative domain decomposition method (114) using a low-order approxi-
mation scheme. In (92), that solver was compared with a high order volume FMM.
The FMM solver required 4×–100× fewer unknowns. Other works based on FFTs,
tree codes and multigrid that are highly scalable (albeit for low-order, or point
FMM only) include (37, 128, 138, 139, 151).
Limitations
Our study is limited to problems with constant coefficients on the unit cube,
with periodic boundary conditions, and smooth solutions. AMG is the only method
that is directly applicable to general geometries and problems with complex coeffi-
cients. GMG methods also can handle certain types of complex geometries. FMM
can be used for constant-coefficient problems on arbitrary geometries but can also
be extended to variable coefficients using volume integral equations. Complex ge-
ometries are also possible but the technology for such problems is not as developed
as for algebraic multigrid. In our tests we only use periodic boundary conditions
but the results for the FMM and GMG apply to Neumann and Dirichlet problems
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on the unit cube. For our high-order geometric multigrid we use a smoother that
heuristically works well but we do not have supporting theory that shows that we
have made the best possible choice (see §7.2.3). The solve phase for these codes has
been optimized significantly but it doesn’t mean that it can be further improved.
In §7.4, we compare our GMG with the stencil-based HPGMG library (3) to give a
measure of its performance relatively to a highly optimized (but less general code).
Another limitation with respect performance is the use of heterogeneous architec-
tures.
Comparing highly specialized codes with much general purpose codes (like
the AMG solvers we use here) is problematic but, we think, informative as it pro-
vides some data for future developments of software that must be as efficient as
possible if it is to be used in the million and billion-core systems. As we mentioned
other methods like domain decomposition or hybrids like particle-in-cell methods
are not discussed. One salient disadvantage of high-order methods is that when
used with explicit time stepping schemes (for example, due to coupling to a trans-
port equation) they can lead to extremely small time steps. Finally, FFTs, FMM, and
Multigrid can be also discussed in other contexts (e.g., Ewald sums, particle-in-cell
methods, signal analysis), which we do not do here.
Outline of the chapter
In section §7.2, we summarize complexity estimates for FFT, Multigrid, and
FMM. For FMM and geometric multigrid we provide some more detail since some
components of the underlying algorithms are new. In §7.3, we summarize the
experimental setup, platforms, and the choice of the right hand sides. In §7.4, we
present and discuss the results of our experiments.
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Notation: We use p to denote the number of cores q to denote the order of
polynomial approximation for f and u, m the FMM approximation order for the
far field, and N the total number of unknowns.
7.2 Methods
Here we describe the basic algorithmic components of each method, and
their overall complexity (setup and solve) and the solve complexity (TFMM, TFFT, TGMG).
In all of our results we assume that N/p ≫ 1 and the complexity estimates are
stated for an uncongested hypercube topology and uniform grids.
7.2.1 The Fast Fourier Transform
The Fast Fourier Transform is an algorithm for computing the Discrete Fourier
Transform (DFT) of a signal in O(N logN). Several efficient implementations of
single-node FFT exist (for example, FFTW (50), Intel MKL’s FFT (182), IBM’s ESSL
library(45), etc). In addition, several FFT algorithms have been proposed for dis-
tributed machines (for example see (47, 99, 140, 170, 171)). In computing 3D FFTs,
the key challenge is in dividing the data across the processes. One option is slab de-
composition in which the data is partitioned into p slabs or slices, each containing
N/p samples. Such an approach however limits the maximum number of process
to the number of slices in the input data ( p ≤ O(N1/3)).
This bound can be increased toO(N2/3) by using a 2D decomposition, which
is also referred to as pencil decomposition. Consider a 3D function of size N =
Nx × Ny × Nz whose FFT we wish to compute on p processes. AccFFT maps the
processes into a 2D grid of size px × py = p, each having a block (or "pencil") of size
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Nx/px ×Ny/py ×Nz (or an equivalent partition). In the limit of p = Nx ×Ny = N2/3
processes, each process will get a one dimensional pencil of the data (of lengthNz).
With the pencil decomposition, each process has all the data in one direction (e.g.
z direction), and partial data of the other two directions (x and y). Consequently,
the 1D FFT along the z direction can be performed independent of other processes.
Following the local 1D FFT (along the z-direction), each process exchanges
its data using all-to-all communication with other processes in the same row (px)
to form the transpose. After a process receives the data from other processes, it
computes the 1D FFT along the next direction. This process is once again repeated
in the column direction (py). The data layout in each stage is shown schematically
in Figure 7.1.
Figure 7.1: Data layout in different stages of computing a forward/inverse FFT using pencil de-
composition for px = py = 4.
The communication cost of distributed FFT is given by O( Nσ(p)), where σ(p)
is the bisection bandwidth of the network; for a hypercube it is p/2 (135). The total
execution time of one 3D FFT can be approximated by
TFFT = O (N logN
p
) +O (N
p
) .
Because we are comparing different solvers, it is important that each of the
implementations are optimal. To address this concern, we compare AccFFT’s per-
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formance with two other libraries in Table 7.1. The first library is P3DFFT, written
by Dmitry Pekurovsky (135). P3DFFT is a robust parallel FFT library that has been
successfully used in different applications and shown to have excelelent scalabil-
ity. The second library is PFFT which has been recently released by Michael Pippig
(140). PFFT supports high dimensional FFTs as well as optimized pruned FFTs
(with respect to time). It is designed to allow the user to compute transforms of
more general data layouts. It has been tested up to 200K cores of BlueGene/Q,
and shown to be scalable. Our AccFFT supports slab and pencil decompositions
for CPU and GPU architectures, for real-to-complex, complex-to-complex, and
complex-to-real transforms. It uses a series of novel schemes and in our tests re-
sults in an almost 2× speedup over P3DFFT and 3× speedup over PFFT as shown
in Table 7.1. Details of all of the performance optimizations of AccFFT are beyond
the scope of this chapter (please see chapter 6). We refer to (58) for details on the
method. We would like to remark that P3DFFT and PFFT have been designed to
allow for more general features that are currently not available in AccFFT. In our
tests we have used both P3DFFT and AccFFT.2
To solve the Poisson problem we compute the FFT of f in (7.1), scale it by the
corresponding inverse diagonal form of the Laplace operator (using a Hadamard
product), and compute the inverse Fourier transform of the result. The overall
complexity of solving the Poisson problem with FFT is the same order as TFFT.
2We have compiled all libraries with performance tuning on. This significantly increases the
setup time. However, this cost can be amortized across multiple solves, so for most applications it
is negligible.
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512 Cores 2048 Cores 8192 Cores
FFT Setup FFT Setup FFT Setup
AccFFT 0.256 10.8 0.070 3.6 0.024 1.5
P3DFFT 0.468 10.0 0.118 12.9 0.040 4.1
PFFT 0.848 19.4 0.257 6.9 0.073 2.8
Table 7.1: Comparison of total time and setup time of AccFFT, P3DFFT, and PFFT libraries. We report
timings for a single threaded, in-place real-to-complex FFT of size 10243 on 512, 2048, and 8192 cores of
TACC’s Stampede platform. All the libraries were tested using MEASURE flag as well as other library
specific options to achieve the best performance.
7.2.2 The Fast Multipole Method
The FMM was originally developed to speedup the solution of particle N-
body problems by reducing the complexity from O(N2) to O(N) (24, 26). Solving
Poisson’s equation by computing volume potential is similar to an N-body prob-
lem, except that the summation over source points is replaced by an integral over
the continuous source density. The work (41, 92) shows how one needs to mod-
ify the particle-FMM to obtain a volume FMM and this is the approach used in
our implementation. Our contribution is that we have focused on the efficient
implementation of this algorithm by considering efficient blocking and vectoriza-
tion strategies for per core performance. We further optimized this method by
adding support for the Intel Phi accelerator and extended it to a distributed mem-
ory method based on our hypercube communication algorithm (93). For results in
this chapter, we do not use Phi since none of the other solvers can use it. Below
we summarize the main components of our algorithm, which is described in full
detail in (106).
We evaluate the solution to (7.1) as a convolution of the source density func-
tion f with K(x) = −(4pi∣x∣)−1 (free space Green’s function for Laplace equation).
We accelerate computation of this convolution using FMM. The basic idea behind
FMM is to construct a hierarchical decomposition of the computational domain
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using an octree. Then, the solution at each point x can be evaluated by summing
over contributions from all octants in the octree. This summation is split into near
and far interactions:
u(x) = ∑
B∈NEAR(x)∫B K(x − y)f(y) + ∑B∈FAR(x)∫B K(x − y)f(y)
The near interactions (from B ∈ NEAR(x)) are computed through direct integra-
tion. The far interactions (fromB ∈ FAR(x)) are low-rank and can be approximated.
In the following sections, we describe the tree construction and the different inter-
actions in more detail.
Octree Construction
We partition the computational domain using an octree data structure. For
each leaf octant B, we approximate the source density f by Chebyshev polynomi-
als of order q
f(y) = i+j+k<q∑
i,j,k≥0 αi,j,kTi(y1)Tj(y2)Tk(y3)
where, Ti is the Chebyshev polynomial of degree i and y is a point in the octant
B. The absolute sum of the highest order coefficients is used as an estimate of the
truncation error. This error estimate is used to refine adaptively until a specified
error tolerance is achieved.
We also apply 2:1-balance constraint on our octree, that is we constrain the
difference in depth of adjacent leaf octants to be at most one. To do this, we need
to further subdivide some octants and is called 2:1-balance refinement (164).
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Far Interactions
We define a source and a target octant to be well separated (or far) if they
are at the same depth in the octree and are not adjacent. To compute far inter-
actions we use two building blocks: multipole expansions and local expansions.3
The multipole expansion approximates the potential of an octant far away from
it. The local expansion approximates the potential within an octant due to sources
far away from it. The interactions are then approximated by computing a mul-
tipole expansion (source-to-multipole, multipole-to-multipole) for the source oc-
tant, multipole-to-local (V-list) translation and then evaluating the local expansion
(local-to-local, local-to-target) at the target octant. We use the kernel-independent
variant of FMM in our implementation. The form of the multipole and local ex-
pansions and the V-list translation operator for this variant are discussed in detail
in (189).
Near Interactions
The near interactions (source-to-target or U-list), between pairs of adjacent
source and target octants, are computed using exact integration. Since these are
singular and near-singular integrals (because the kernel has a singularity), it is not
feasible to do this on the fly. We have to precompute integrals over Chebyshev
basis functions, then the integral can be represented as a linear transformation:
u(x) = ∫
B
K(x − y)f(y) = ∫
B
K(x − y)∑
i,j,k
αi,j,kTi,j,k(y) = ∑
i,j,k
αi,j,kIx
3We refer to multipole expansions and we use the term "multipole order" m to denote the accu-
racy of the far field approximation, following the analytic FMM. However, in our implementation
we use the kernel independent FMM and m refers to the square root of the number of equivalent
points. We used the terminology from the original FMM for the readers that are not familiar with
the kernel independent FMM (189).
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We precompute these integrals for each target point x, and for each interac-
tion direction then construct interaction matrices. These interactions can then be
evaluated through matrix-vector products. To limit the number of possible inter-
actions directions and make this precomputation possible, we need the 2:1-balance
constraint (discussed above).
(a) Upward Pass (b) Downward Pass
Figure 7.2: (a) Upward Pass: constructing multipole expansions. (b) Downward Pass: constructing
local expansions, evaluating near interactions.
Summary of Volume FMM
The overall algorithm for volume FMM can be summarized as follows:
• Tree Construction: Construct a piecewise Chebyshev approximation of the
source density using octree based domain decomposition and perform 2:1-
balance refinement.
• Upward Pass: For all leaf nodes apply source-to-multipole (S2M) translation
to construct the multipole expansion from the Chebyshev approximation.
For all non-leaf nodes apply multipole-to-multipole (M2M) translations in
bottom-up order, to construct multipole expansion from that of its children,
as shown in Fig. 7.2.
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• Communication: In the distributed memory implementation, we communi-
cate the source density and the multipole expansions for ghost octants.
• Downward Pass: For all octree nodes, apply V-list and source-to-local (X-list)
translations to construct the local expansion of each octant. In top-down
order apply the local-to-local (L2L) translation to all nodes (Fig. 7.2). For
all leaf octants, apply local-to-target (L2T), multipole-to-target (W-list) and
source-to-target (U-list) translations to construct the final target potential as
piecewise Chebyshev interpolation.
In our results, we report tree construction as the setup phase. The upward-
pass, communication and downward-pass together constitute the evaluation phase.
Parallel Fast Multipole Method
Here we list the important features of the intra-node parallelism (acceler-
ators, multithreading and vectorization) and distributed memory parallelism. A
detailed discussion of these optimizations is beyond the scope of this chapter. We
refer the interested readers to (106) for a detailed discussion of these concepts.
U,W,X-List Optimizations: We group similar interactions, those with the same
interaction matrix or related by a spatial symmetry relation into a single matrix-
matrix product, evaluated efficiently through DGEMM.
V-List Optimizations: The V-list interactions involve computation of the Hadamard
products, which has low computational intensity and is therefore bandwidth bound.
We rearrange data and use spatial locality of V-list interactions to optimize cache
utilization. This along with use of AVX and SSE vector intrinsics and OpenMP al-
lowed us to achieve over 50% of peak performance for this operation on the Intel
Sandy Bridge architecture.
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Distributed 2:1 Balance Refinement: We developed a new distributed memory
algorithm for 2:1 balance refinement, which is more robust for highly non-uniform
octrees than our earlier implementation.
Distributed Memory Parallelism: We use Morton ordering to partition oc-
tants across processors during the tree construction. In the FMM evaluation, after
the upward pass, we need to construct the local essential tree through a reduce-
broadcast communication operation. For this, we use the hypercube communica-
tion scheme of (93).
Complexity
The cost of FMM evaluation is given by the number of interactions between
the octree nodes weighted by the cost of each translation. The cost of each interac-
tion depends on the multipole order m and the order of Chebyshev polynomials
q. Let Noct be the local octree nodes, Nleaf the number of local leaf nodes. Also, let
NU , NV , NW ,NX(= NW ) denote the number of interactions of each type U,V,W and
X-list respectively. The overall cost is summarized in Table 7.2.
Interaction Type Computational Cost
S2M, L2T O(Nleaf × q3 ×m2)
M2M, L2L O(Noct ×m2 ×m2)
W-list, X-list O(NW ×m2 × q3)
U-list O(NU × q3 × q3)
V-list O(NV ×m3 +Noct ×m3 logm)
Table 7.2: Computational cost for each interaction type.
The communication cost for the hypercube communication scheme is dis-
cussed in detail in (93). For an uncongested network, that work provides a worst
case complexity which scales as O(Ns(q3 + m2)√p), where Ns is the maximum
number of shared octants per processor. However, assuming that the messages are
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evenly distributed across processors in every stage of the hypercube communica-
tion process, we get a cost ofO(Ns(q3+m2) log p). In our experiments with uniform
octrees, the observed complexity agrees with this estimate. Also, since shared oc-
tants are near the boundary of the processor domains, we have Ns ∼ (Noct/p)2/3,
where Noct is total number of octants.
In the uniform octree case, there are Noct = N/q3 total octants, NU = 27Noct
and NV = 189Noct. Due to the large constant factors, the cost of U-list and V-list
interactions dominate over other interactions and the overall cost is:
TFMM = O (q3N
p
) +O (m3
q3
N
p
) +O ((N
p
)2/3q log p) .
In our results, we also report the time for setup (tree construction and 2:1
balance refinement). For tree construction, the cost of Chebyshev approximation
for O(N/q3) octants, distributed across p processors is O(qN/p). During the adap-
tive refinement, we may also need to repeatedly redistribute octants across pro-
cessors. This communication cost is data dependent and is difficult to analyze.
For the 2:1 balance refinement, the cost is O (qN/p + (N logN)/(pq3)) assuming a
hypercube interconnect.
7.2.3 Geometric and Algebraic Multigrid
Multigrid (19, 66, 179) is one of the most effective solvers for elliptic op-
erators. It is algorithmically optimal and easy to implement and parallelize for
uniform grids. Multigrid consists of two complimentary stages: smoothing and
coarse grid correction. Smoothing involves the application of a (typically stationary)
iterative solver to reduce (oscillatory) high-frequency errors. Coarse-grid correc-
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tion involves transferring information to a coarser grid through restriction, solving
a coarse-grid system of equations, and then transferring the solution back to the
original grid through prolongation (interpolation). The coarse-grid correction elim-
inates (smooth) low-frequency errors. This approach can be applied recursively to
obtain a multilevel system consisting of progressively coarser meshes. The multi-
grid method for the discretization of (7.1)Ahuh = fh amounts to the recursive appli-
cation of the well-known V-cycle multigrid scheme (Algorithm 5). Here, S is the
Algorithm 5: Multigrid V-Cycle
Pre-smooth: uk ← Sk(uk, fk,Ak)
Compute Residual: rk ← fk −Akuk
Restrict: rk−1 ← Rkrk
Recurse: ek−1 ← A−1k−1rk−1
Correct: uk ← uk + Pkek−1
Post-smooth: uk ← Sk(uk, fk,Ak)
smoother and k denotes the multigrid level. The solve at the coarsest level (k = 0),
is done using a direct solver.
Multigrid methods can be classified into two categories, geometric and al-
gebraic. The primary difference is that GMG methods rely on the underlying mesh
connectivity for constructing coarser multigrid levels, whereas AMG methods are
mesh-agnostic and work directly on the fine-grid matrix. The advantages of AMG
are that it can be used as a black-box algorithm and does not require geome-
try or mesh information (only the assembled matrix). Its disadvantages are the
communication-intense setup and the increased memory requirement compared
to matrix-free geometric multigrid. Advantages of GMG are that it can be used in
a matrix-free fashion and that it has low memory overhead. Moreover, operators
can easily be modified at different levels, which can be necessary to accommodate
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certain boundary conditions. The disadvantages of GMG are that it requires a hi-
erarchy of meshes and that it cannot be used in a black-box fashion.
Our GMG code is an extension of our previous work (163) to support high-
order discretizations. For the AMG comparison, we use ML (54) from the Trili-
nos Project (73). ML implements smoothed aggregation, a variant of AMG, and
has shown excellent robustness and scalability. All experiments reported in this
chapter for multigrid (AMG and GMG) were performed using a single multigrid
V-cycle as a preconditioner for the conjugate gradient (CG) method (175).
For the AMG and GMG scalability experiments, we report times (in sec-
onds) for the following stages:
• Setup: setting up the multigrid hierarchy and computing the diagonal of the
operator for the Jacobi smoother,
• Eval: applying the smoother and in the coarse grid solve, and
• Comm: performing restriction and prolongation.
• Solve: Eval + Comm.
In the rest of this section we provide additional details of our GMG implementa-
tion, in particular where it differs from (163).
Meshing
Our parallel geometric multigrid framework is based on hexahedral meshes
derived from adaptive octrees (22, 149, 163). As the multigrid hierarchy is indepen-
dent of the discretization order, the construction of the grid hierarchy is identical
to (163). Multigrid requires the construction of a hierarchy of meshes, such that
every element at level k, is either present at the coarser level k − 1 or is replaced by
an coarser(larger) element. The main steps in building the grid hierarchy are,
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Coarsening:
Since we use a Morton-ordered linear representation for the octree, all eight
sibling-octants, if present, will occur together. While partitioning the octants across
processors, we ensure that all eight sibling-octants are owned by the same proces-
sor. Because the partitioning guarantees a single level of coarsening, the actual
coarsening algorithm is embarrassingly parallel with O(N/p) parallel time com-
plexity where N is the total number of elements in the finer octree and p is the
number of processes. 2:1 balancing is enforced following the coarsening opera-
tion.
Partition:
Coarsening and the subsequent 2:1-balancing of the octree can result in a
non-uniform distribution of coarse elements across the processes, leading to load
imbalance. The Morton ordering enables us to equipartition the elements by per-
forming a parallel scan on the number of elements on each process followed by
point-to-point communication to redistribute the elements.
The reduction in the problem size at successive grids creates some problems
from the perspective of load balancing. Since we partition each grid separately to
ensure that all processes have an equal number of elements, we can end up with
a very small number of elements per core (partitioning 2000 elements across 1000
cores) or even impossible cases (2000 elements across 10,000 cores). The surrogate
mesh is generated (at every coarsening step) to facilitate the parallelization of in-
tergrid transfers. While partitioning the surrogate mesh, we dynamically reduce
the number of processes that are active at the coarser grid in order to ensure that
communication does not dominate the computation. Additional details regarding
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our load balancing approach are discussed in (163).
Meshing:
By meshing we refer to the construction of the (numerical) data structures
required for finite element computations from the (topological) octree data. In ad-
dition to the mesh extracted on the fine grid that is relevant for the simulation as
a whole, we extract two meshes per multigrid level. First, we extract a surrogate
mesh after coarsening and 2:1-balance of the fine mesh. Second, we extract the
coarse mesh after repartitioning the surrogate mesh. This way we separate the
processor-local numerical restriction (computation phase) from the parallel parti-
tion (communication phase). The fine and coarse meshes always contain all in-
formation for applying the elliptic operator Ak in addition to the encoding of the
partition. The surrogate mesh only contains the encoding of the partition and sizes
of the elements. The use of the surrogate meshes for intergrid transfers is further
detailed in (163).
Recursion:
To build the next multigrid level in the hierarchy, we repeat the previous
steps using the coarse mesh as the new fine mesh. The recursion is stopped when
either the required number of multigrid levels have been created or when no fur-
ther coarsening of the mesh is possible.
Discretization
We use high-order discretizations based on Legendre-Gauss-Lobatto (LGL)
nodal basis functions for polynomial orders 1 ≤ q ≤ 16. For tensorized nodal basis
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functions on hexahedral meshes, the application of elemental matrices to vectors
can be implemented efficiently by exploiting the tensor structure of the basis func-
tions, as is common for spectral elements, e.g., (35). This results in a computational
complexity of O(q4) for the element MatVec instead of O(q6) if the element matri-
ces were assembled. Globally, across p processors, using tensor products the work
complexity for a MatVec is O(Nq/p), requiring O(N) storage4.
Smoother
We use damped Jacobi smoothing with ω = 23 for all runs reported in this
chapter. Although the performance of the Jacobi smoother deteriorates rapidly
at q > 4 for variable coefficient problems, it performs well for the constant co-
efficient Poisson problem. For variable coefficient problems high-order Multigrid,
Chebyshev-accelerated Jacobi smoother (19) provides good multigrid convergence
up to q = 16. The cost of applying the Chebyshev-accelerated Jacobi smoother is
similar to the Jacobi smoother, although it does require estimation of the maximum
eigenvalues of the system matrix, which has to be done during the setup. For our
experiments, we estimated the largest eigenvalue using 10 iterations of the Arnoldi
algorithm. This increases the setup cost for multigrid.
Restriction & Prolongation Operators
Since the coarse-grid vector space is a subspace of the fine-grid vector space,
any coarse-grid vector v can be expanded independently in terms of the fine and
coarse basis vectors,
v =∑
i
vi,k−1φk−1i =∑
j
vj,kφ
k
j , (7.2)
4as opposed to O(Nq3/p) work and O(Nq3) storage
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where, vi,k and vi,k−1 are the coefficients in the basis expansion for v on the fine and
coarse grids respectively.
The prolongation operator can be represented as a matrix-vector product
(MatVec) with the input vector as the coarse grid nodal values and the output as
the fine grid nodal values. The matrix entries are the coarse grid shape functions
evaluated at the fine-grid vertices, pi,
P (i, j) = φk−1j (pi). (7.3)
The proof for (7.3) can be found in (149). Similar to matrix-free applications
of the system matrix, all operations required for the intergrid operations are done
at the element level. As in (149), the restriction operator is the transpose of the
prolongation operator.
Complexity
For a q-order discretization with N unknowns, the number of elements in
the mesh is O(N/q3). Given p processes, the time complexity of building the
multigrid hierarchy is O(N/(pq3) + log p). The O(N/(pq3)) corresponds to the
coarsening and meshing operations, which are linear in the number of elements
(N/(pq3)). The second term accounts for the creation of the log p multigrid lev-
els. The complexity of enforcing 2:1-balance is O(N/(pq3) logN/(pq3)) (23). The
cost of a MatVec is O(Nq/p). Assuming a uniform grid, we can estimate the com-
munication costs as well: Each coarsening, balancing, and partition-correction call
requires additional O(log p) time to MPI_Allgather the local element count (one
long integer). For partitioning and transferring, all elements of a process can po-
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tentially be communicated to O(1) processes. These transfers are implemented
using non-blocking point-to-point communications, therefore the communication
complexity per process is O(N/p). Thus the complexity for the GMG solve (with-
out setup) is
TGMG = O (Nq
p
) +O (log p) .
Caveats
Although our GMG code is capable of handling complex geometries, the
version used in this comparison is optimized for a unit cube domain with peri-
odic boundary conditions. The setup phase, specifically the computation of the
diagonal will be significantly more expensive for other domains. In addition, the
smoother will also be more expensive due the need to compute the Jacobian of the
mapping (this can be traded for pre-computation and additional storage) from the
reference element to each element.
7.3 Experimental setup
In this section, we give details on the experimental setup we used to test the
methods.
Hardware
The hardware employed for the runtime experiments carried out is the
Stampede system at TACC and Titan at ORNL. Stampede entered production in
January 2013 and is a high-performance Linux cluster consisting of 6,400 compute
nodes, each with dual, eight-core processors for a total of 102,400
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CPU-cores. The dual-CPUs in each host are Intel Xeon E5-2680 2.7GHz
(Sandy Bridge) with 2GB/core of memory and a three-level cache. The nodes also
feature the new Intel Xeon Phi co-processors. Stampede has a 56GB/S FDR Mel-
lanox InfiniBand network connected in a fat tree configuration which carries all
high-speed traffic (including both MPI and parallel file-system data). Titan is a
Cray XK7 with a total of 18,688 nodes consisting of a single 16-core AMD Opteron
6274 processor, for a total of 299,008 cores. Each node has 32GB of memory. It is
also equipped with a Gemini interconnect and 600 terabytes of memory across all
nodes.
Experiments
We study cost per unknown and cost per accuracy for two sets of experi-
ments:
• In the first set of tests we consider the cost per unknown for a fixed alge-
braic accuracy for all five different methods, both in terms of computation
and communication. This is not equivalent to which method is faster. It just
reveals the constants in the complexity estimates, and the effect of communi-
cation and overheads. For example, high-order methods have better locality
but higher work per unknown, so it is not entirely clear what the effect is
in the work per unknown. Also, we only test regular grids, but GMG and
FMM have overheads since they use pointer-based data-structure to support octree
discretizations.
In Figures 7.4 and 7.5 and Tables 7.3, 7.4, 7.5, and 7.6, we consider weak
and strong scalability of the solvers with regard only the application of the
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Figure 7.3: Adaptive mesh structure for the forcing term, f , in test case 2. The green cube (bottom
quadrant) is the adaptive mesh using 6th order elements and the blue cube (top quadrant) is that
of using 14th order elements. The number of unknowns is significantly reduced.
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“inverse”. For all cases we use an arbitrary right-hand side.
For the FFT, it means an 3D FFT , diagonal scaling to apply the inverse of the
Laplacian in the spectral domain, and then another 3DFFT. For the FMM, is a
an application of the scheme to the right hand side. For the AMG and GMG
runs, we use CG preconditioned with multigrid and we drive the relative
residual down to 1E-13. We use the V-cycle (using a full cycle makes little dif-
ference). In these runs, on average GMG-1 takes 6 iterations, GMG-4 takes 8
iterations, GMG-8 takes 20 iterations, and GMG-16 takes 28 iterations. These
are CG iterations in which the preconditioner is the corresponding multigrid
method. For the hpGMG runs we just used the default settings and just con-
trolled the tolerance.
To give an estimate of the relative constants and connect to the complexity
estimates we compile statistics for all runs on Stampede and we report the
results in Table 7.11.
• In the second set of experiments, we examine the time to solution for the
different methods, irrespective of order, or grid. We just set the number of
processors and the target accuracy. We report timings for solution error that
is 1E-7 or less. We report timings for two different exact solutions u, one that
requires uniform discretization (Table 7.7) and one that requires a highly re-
fined discretization (Table 7.8). For the latter, we also consider lower accuracy
(Table 7.9) and we also compare with the AMG solver (Table 7.10).
The first exact u is an oscillatory field given by:
u(x1, x2, x3) = sin(2pikx1) sin(2pikx2) sin(2pikx3).
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This field requires uniform discretization. FFT can resolve u to machine pre-
cision using 2k points per dimension. First-order methods (for example the
7-point Laplacian or linear finite elements) require roughly 4k points per digit
of accuracy. Roughly speaking, for two digits of accuracy in 3D, first-order
methods require 64× more unknowns than FFT, and for seven digits of accu-
racy require 20483k more unknowns than FFT. Higher-order methods, reduce
the number of unknowns significantly but are still suboptimal compared to
FFT for this particular u.
The second exact u is exp(−(r/R)α), which has a sharp internal layer at the
surface of a sphere of radius R, where r is the distance from the point we
evaluate u to the center of the sphere. As α increases u develops very sharp
gradients around r = R and is almost constant everywhere else. Roughly
speaking, every time we double α we increase the spectrum of u by a factor
of two and therefore in 3D the number of unknowns for FFT increases by a
factor of eight. On the other hand, an adaptive method only refines around
the area of the internal layer and can resolve the solution for large α. Fig-
ure 7.3 shows an example of an adaptive mesh used by FMM. As a result, it
is expected that either FMM or GMG/AMG will be the optimal method for
this test case.
For both time-to-solution test cases, the source function is set to the closed
form Laplacian of the exact solution, that is f = −∆u. This f is then used to
compute the discretized solution uN . We report ∥u − uN∥`∞ , where we abuse
the notation and use u for the exact solution evaluated at the discretization
points.
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Software parameters
For all our runs FFT means we used AccFFT. For some of the larger Titan
runs we have used P3DFFT. For the FMM we have two settings, high accuracy
(q = 14, m = 102) and low accuracy q = 6 and m = 42. For FMM the adaptivity
criterion is based on the decay of the tail of the Chebyshev expansion of f at every
leaf node. For GMG and AMG the adaptivity is based on the gradient of f . For the
multigrid case the smoothing is done using a pointwise Jacobi scheme with two
pre-smoothing steps and one post-smoothing step. The relative algebraic residual
is driven (using CG) to 1E-13 in all runs. The coarse solves were done using sparse
parallel LU factorization (SuperLU (100)).5
7.4 Results
We are evaluating our geometric multigrid (GMG) with q = 1,4,8,10,14,
our fast multipole method (FMM) with q = 6,14, the hpGMG (q = 1 and q = 2), and
finally the (FFT) using the AccFFT library. As a reference we also perform some
runs with Trilinos’s ML algebraic multigrid (AMG) library. When using AMG, we
are using matrices that are generated by our library using first and fourth order
polynomials. AMG is used as a reference point to show the difference between
using a state of the art general-purpose solver over a more problem-specific solver.
All solvers use only CPU cores; the Phi coprocessors were not used.
We use the following notation to denote the different variants of the meth-
ods we are testing: “X-q” indicates method “X” ran with q-th order polynomials.
For example “GMG-4” indicates geometric multigrid with fourth order polynomi-
5 The main parameters for ML are aggregation threshold 0.2, aggregation type : uncoupled,
smoother Gauss Seidel (three iterations), and the coarse grid solver is KLU.
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Figure 7.4: Here we report strong scaling results on Stampede that capture the cost per unknown
for the different methods. These are only the "Solve" times compared to Table 7.3. For the FFT and
FMM this involves just a single evaluation. For the GMG and AMG methods it involves several
multigrid sweeps to bring the relative algebraic residual to zero (up to double precision). All times
are in seconds for a problem with N = 10243. The parallel efficiency for the different methods is:
FFT (52%), FMM-14 (64%), AMG-1 (33%), GMG-4 (67%), HPGMG-1 (96%), and HPGMG-2(94%).
In absolute terms FFT has always the lowest constant per unknown. We can observe orders of
magnitude differences between the different variants. Since FMM involves just an evaluation lower
order has a smaller constant than higher. Notice also that for our implementations, FMM with
high order is significantly faster than GMG with low order. Although, we don’t report the results
in detail here, we also tested AMG-4 and it was 2× slower than AMG-1. Note that HPGMG is
specifically optimized for uniform discretization, and thus is faster compared to our GMG library
which can also handle adaptive high-order multigrid.
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als; “AMG-1”, indicates algebraic multigrid with linear polynomials.
Our first test is a weak and strong scaling test on Stampede and Titan to
assess the cost per unknown as a function of the method and the problem size
without regard to the accuracy. The strong scaling results are reported in Tables
7.3 (Stampede) and 7.5 (Titan) and the weak scaling results are reported in Tables
7.4 (Stampede) and 7.6 (Titan). All these results where done using uniform dis-
cretization so that we could compare with FFT. FMM and GMG have overhead
costs since they are not optimized specifically for regular grids.
The second set of experiments examine the time to solution, which are of
course the ones that fully characterize the performance of these solvers. The results
for the oscillatory u are reported in Table 7.7 and the results for the non-uniform u
are reported in Table 7.8.
We also report wall-clock times of “Setup”, “Comm” and “Solve”. The “Setup”
involves costs that incur while building data-structures whenever a change in the
number of unknowns or their spatial distribution takes place. For the GMG, AMG,
building the grid hierarchy, 2:1 balancing it, computing coefficients for the Cheby-
shev smoother, and setting-up the sparse direct solver for the coarse solve. For
the FMM, it involves loading precomputed near-interaction translation operators
from the disk to main memory, computing far-field interaction operators, allocat-
ing memory buffers, building the octree and its 2:1 balance refinement. For right-
hand sides that require the same number of unknowns but different trees due to
different distribution of spatial features, the setup has to be called again. For the
FFT the setup phase involves parameter tuning to optimize CPU performance.
“Solve” is the time required to evaluate the solution u whenever a new right-hand
side f is specified (without changing the resolution); and “Comm” is the distributed
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p phase AMG-1 GMG-1 GMG-4 HPGMG-1 HPGMG-2 FMM-14 FFT
1024 Setup 5.4 1.5 0.3 - - 5.2 5.9
Comm - 2.8 2.9 - - 0.2 0.1
Solve 15 26.2 11.8 5.3 2.3 5.0 0.3
4096 Setup 4.1 0.7 0.3 - - 3.9 2.5
Comm - 0.9 0.9 - - 0.1 0.05
Solve 4.7 6.3 2.5 1.4 0.6 1.5 0.08
16384 Setup 15 0.5 0.4 - - 5.2 1.4
Comm - 0.9 0.8 - - 0.1 0.02
Solve 1.9 1.6 0.6 0.4 0.2 0.5 0.03
Table 7.3: Here we report strong scaling results on Stampede. We report representative breakdowns
of the timings (in seconds) for uniform grids with N = 10243. GMG has insignificant setup costs.
AMG has a higher cost as it needs to build the multigrid hierarchy algebraically using graph coars-
ening. Finally, FMM has setup costs that are in the order of the solve time; these costs are related to
tree construction, loading (from the disk) precomputed tables, 2:1 balancing, and constructing the
interaction lists. The precomputed tables are generic and valid for both uniform and non-uniform
grids. The setup phase for FMM has fixed size overheads associated with loading and computing
interaction operators and therefore, the setup time does not scale as we increase the number of
processor cores. Note that HPGMG is specifically optimized for uniform discretization, and thus is
faster compared to our GMG library which can also handle adaptive high-order multigrid.
memory communication costs during the “Solve” phase. For AMG library we do
not report communication costs, as we could not find an easy way to measure it (as
of version ML 5.0). As we mentioned in the introduction more detailed analysis
of the three algorithms (along with discussion on single-core performance) can be
found in (106, 135, 163).
Strong scaling analysis on Stampede, uniform grid
To demonstrate the overhead and performance characteristics of the meth-
ods, we consider strong scaling for a problem with one billion unknowns (10243).
We report “Solve” time in Figure 7.4; and the “Setup” and “Comm” times in Ta-
ble 7.3. We report “Solve” time separately since in many cases setup time is amor-
tized across nonlinear iterations or time-stepping. As one can see, FFT is clearly
the fastest method, although FMM is not far behind. Here AMG-1, despite hav-
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p phase AMG-1 GMG-1 GMG-4 HPGMG-1 HPGMG-2 FMM-14 FFT
128 Setup 4.9 1.7 0.1 - - 4.1 5.0
Comm – 2.0 2.1 - - 0.2 0.1
Solve 14.9 32.9 15.8 5.4 2.4 4.9 0.2
1024 Setup 5.4 1.5 0.3 - - 4.5 5.9
Comm – 2.8 3.0 - - 0.2 0.16
Solve 14.9 32.2 16.9 5.3 2.3 5.1 0.26
8192 Setup 6.5 1.7 0.5 - - 5.6 8.0
Comm – 4.3 4.6 - - 0.3 0.22
Solve 15.2 35.7 17.9 7.6 3.4 5.3 0.34
Table 7.4: Here we report weak scaling results on the Stampede system. In this test, we keep
the number of unknowns per process fixed as we increase p. The problem sizes that used are
N = 5123, 10243, 20483 for p = 128, 1024, 2048 respectively. For the AMG and HPGMG runs, we
could not directly measure the communication costs.
p phase FMM-14 P3DFFT
57,344 Setup 105 —
Comm 14.4 —
Solve 230 44.2
114,688 Setup 44.4 —
Comm 6.3 —
Solve 105 19.1
229,376 Setup 30 —
Comm 4.2 —
Solve 58 11.3
Table 7.5: Strong scaling on Titan (for FMM only). We report wall-clock time in seconds for FMM
with 14th order polynomials for a problem with 600 billion unknowns. The efficiency is 99% for the
FMM “Solve” phase. The communication costs for the FMM are order-of-magnitude smaller than
the “Solve” and “Setup” phases.
ing less computation per unknown is somewhat slower due to the cost per V-cycle
and the number of sweeps. All the methods scale quite well. Also notice that
GMG-4 is faster than GMG-1 due to better compute intensity. Same is true for
HPGMG-2 compared to HPGMG-1. Note that HPGMG is specifically optimized
for uniform discretization, and thus is faster compared to our GMG library which
can also handle adaptive high-order multigrid. The FFT setup time only depend
on the problem size and number of processors and thus is done just once during
the course of a calculation. In most applications it is unusual to change resolution
173
16 128 1024 8192
10−2
10−1
100
101
102
cores→
ti
m
e(
se
c)
→
FFT FMM-14
GMG-1 GMG-4
AMG-1 HPGMG-1
HPGMG-2
Figure 7.5: Weak scaling on Stampede: We report “Solve” time in seconds of different methods for
a problem with a grain size of one million unknowns per core; the largest problem on Stampede
has 8.5 billion unknowns on 8,192 cores. All the methods scale quite well. FFT is the fastest and the
difference is over 30× over GMG-1.
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dynamically when using FFTs.
Weak scaling on Stampede
To illustrate the constant factors in the complexity estimates for the differ-
ent methods, we consider a weak scaling test in which we keep the number of
unknowns per core fixed to roughly one million and we increase N and p, keeping
their ratio fixed Figure 7.5. The observed end-to-end efficiencies for the differ-
ent methods are as follows: FFT(59%), FMM-14(95%), GMG-1(92%), GMG-4(88%),
AMG-1 (98%), HPGMG-1 (69%), and HPGMG-2 (70%). FFT does not scale as well
as other methods but it is still quite faster. It is worth noting that although GMG-4
does not scale as well as GMG-1, but it is about two times faster. This is due to the
higher order scheme used in GMG-4.
Strong and weak scaling on Titan
On Titan we have performed weak scaling with FFT, and FMM-14. The low-
order versions for these methods have already scaled to 260K cores on Jaguar (163).)
The strong scaling results are summarized in Table 7.5 for a problem with
600 billion unknowns for the FMM.
The weak scaling results for FFT and FMM are shown in Table 7.6. We
observe that the FMM is almost 25× slower than the FFT. This is because FFT has
much less work per unknown. Also it is “more” memory bound and less sensitive
to lower per-node peak performance (which is the case for Titan CPUs compared
to Stampede CPUs) so FMM runs slower on Titan whereas FFT is not affected as
much.
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N p phase FMM-14 AccFFT P3DFFT
1,0243 448 Setup 16.0 12.0 —
Comm 2.5 1.3 —
Solve 51.8 2.2 4.5
2,0483 3,584 Setup 16.7 15.0 —
Comm 2.7 1.9 —
Solve 52.5 2.6 6.0
4,0963 28,672 Setup 17.6 — —
Comm 3.6 — —
Solve 53.1 — 8.0
8,1923 229,376 Setup 19.0 — —
Comm 4.2 — —
Solve 57.8 — 11.3
Table 7.6: Weak scaling results on Titan. We report wall-clock time in seconds for the FFT and FMM
with 14th order polynomials. The largest problem size corresponds to half a trillion unknowns. FFT
is significantly faster than FMM.
Time to solution weak scaling
So as we saw in the previous paragraphs, one can test these solvers using
the same number of unknowns across solvers, where significant differences were
observed. However, what matters most is time to solution. Once this is factored
in, the differences between the solvers become more pronounced.
We start by looking at test case 1 (the oscillatory synthetic problem), a prob-
lem that requires uniform refinement. We report the “Solve” time to reach single
precision accuracy in Table 7.7. From this first experiment, it is clear that FFT is
extremely efficient for this problem. For example, for an 8,192-core run, if we re-
tain the same grid and we change k from 128 to 256, the errors for FMM and GMG
drop to three digits of accuracy whereas FFT can still resolve it to machine preci-
sion (as a reminder k is the frequency of the f ). This is of course expected given
the spectral accuracy of the FFT and the very low work per unknown required by
the algorithm. The purpose of the experiment is to highlight the performance gap
even if we use very high order FMM or Galerkin methods.
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GMG-14 FMM-14 FFT
p k T `∞ L T `∞ L T L
16 16 10 1E-8 4 4.5 3E-7 5 <0.01 6
128 32 9.8 4E-8 5 4.9 3E-7 6 <0.01 7
1,024 64 10 1E-7 6 4.9 4E-7 7 <0.01 8
8,192 128 10 3E-7 7 5.1 5E-7 8 <0.01 9
Table 7.7: Time-to-solution for test case 1 (oscillatory field) performed on Stampede: Here we
report the number of cores p, the effective resolution (wavenumber) k, the relative discrete infinity
norm `∞ of the error in u, “Solve” time “T” and the uniform refinement level “L”, required to
achieve single-precision (seven digits) accuracy or better. For the FFT we do not report errors since
it resolves the solution to machine accuracy. FFT dramatically outperforms FMM and GMG, since it
can resolve the problem with considerably fewer unknowns. FFT requires 8L unknowns to resolve
f . FMM requires 8Lq3/6 (and GMG 8Lq3) or roughly 9 billion unknowns to resolve a u with k = 128
to single precision; FFT can resolve k = 256 to machine precision with nearly 70× fewer points. Also
note that the target precision doesn’t change the conclusions, it just determines the overall problem
size.
GMG-5 FMM-14 FFT
p α T N T N T N
32 10 4.4 4.4E+6 0.5 2.9E+6 0.1 1.7E+7
512 40 5.0 1.8E+7 0.7 6.4E+7 0.5 1.1E+9
8,192 160 6.0 2.5E+8 0.8 1.1E+9 2.6 6.9E+10
32,768 320 6.6 9.8E+9 1.8 4.3E+9 4.9 5.5E+11
Table 7.8: Time-to-solution for test case 2 performed on Stampede: Here α is a measure of the
difficulty of resolving u. The higher the α value the sharper the derivatives. We report “Solve”
time “T” and the required number of unknowns N to achieve single precision accuracy or higher.
In all of these runs and for all three methods the relative error `∞ is less than 4E − 7. We used
GMG-5, because in our test it was the fastest variant of GMG (see Tab. 7.10).
L N `∞ T
GMG-1 12 9.5E+6 9.4E-3 9.40
GMG-2 9 1.0E+6 5.3E-3 1.60
GMG-5 6 4.1E+5 2.2E-3 3.78
FMM-7 8 2.7E+6 3.5E-3 0.13
FFT − 5.6E+7 8.1E-3 0.07
Table 7.9: Time-to-solution for test case 2, using 32 cores on Stampede. We set α = 40. We report
“Solve” time “T” and the required number of unknownsN and tree refinement level “L” to achieve
about two digits of accuracy or higher. For the multigrid-preconditioned runs, CG took 2,3, and 5
iterations for the V-cycle GMG-1, GMG-2, and GMG-5 schemes.
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p q N T (AMG) T (GMG)
32 4 8.9E6 29.3 8.6
32 5 4.4E6 27.7 4.4
32 6 2.1E6 22.8 4.9
32 8 6.0E5 51.4 6.1
Table 7.10: Corresponding results in Tab. 7.8 with α = 10 using AMG/GMG with different orders.
As the order is increased up to 6th order, the cost per unknown reduces. However, further increase
in the order increases this cost and thus the time to solution increases.
But what about solutions with localized features as in test case 2? We re-
port the “Solve” time u = exp(−(r/R)α) for Table 7.8 as a function of α. The larger
the α the more localized features u has. The performance of the different solves
is now quite different. FFT works well for relatively small values of α but as we
make the solution sharper (larger α) it cannot resolve the length-scales of the solu-
tion and the uniform grid size shoots up; for the largest problem size FFT requires
100× more unknowns than those required by FMM and GMG. Furthermore, FMM
outperforms multigrid but the difference is not as dramatic. Understanding this re-
quires a lengthier analysis and is sensitive to the quality of per core performance.
In passing, let us mention that the adaptive multigrid is quite efficiently imple-
mented. Both codes used dense matrix-matrix multiplication kernels (that is they
used BLAS DGEMM routine) but their intensity is quite different. GMG uses a
high order tensor basis. The main computational kernel for GMG is the element
traversal to apply the local stiffness matrix to a vector. This kernel is decomposed
to 1D slices to reduce the complexity. The decomposition involves more integer op-
erators and multiple DGEMM invocations. For near interactions FMM truncates
the tensor basis and uses a single DGEMM of larger size than GMG for the near
interaction. The far interaction is much more involved and briefly summarized
in §7.2.2.
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Method Communication Computation
TCOMM σCOMM TCOMP σCOMP
FFT 1.7E-7 Np 7.9E-8 4.2E-9
NlogN
p 1.2E-9
FMM-14 5.3E-6 (Np )2/3log p 2.0E-6 4.5E-6Np 5.8E-7
GMG-1 3.2E-4 (Np )2/3 1.3E-4 2.8E-5Np 3.9E-6
GMG-4 3.2E-4 (Np )2/3 1.1E-4 1.3E-5Np 3.2E-6
Table 7.11: Here we report the constants of the complexity estimates of each method, for the communication
time TCOMM and the computation time TCOMP. The constants were computed using the data of Table 7.3 and
7.4. We also report the standard deviation (σCOMM, σCOMP) for the constants.
Due to the significance difference between the GMG and FMM kernels, the
result is that their floating point performance per core differs. For our implemen-
tations FMM outperforms GMG. We also report AMG/GMG timings for different
orders in Table 7.10. As expected AMG is significantly slower than GMG. We can
see that the time to solution decreases by increasing the order up to q = 5, and then
increases afterwards. Finally, we would like to remark that both GMG and FMM
over-refine to maintain 2:1 balancing.
It would be tempting to use the expressions for TFMM, TFFT, TGMG of §7.2
with N fixed to try to quantify the effect of the order q on the communication and
computation costs and how it compares between the methods. However N does
depend on q and the relation is non-trivial. That’s why our empirical results paint a
more accurate picture.
Performance of GMG
Our comparisons against the finite element version of hpGMG Table 7.3 in-
dicate that hpGMG performed 4−5× faster than GMG-1. While the performance of
hpGMG is impressive and reflective of its quality as a benchmark, our performance
is equally strong given that our code supports adaptivity and arbitrarily high or-
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ders; hpGMG only supports linear and quadratic elements. We briefly summarize
the main reasons for the ∼ 5× speedup observed with hpGMG.
• Given that our code supports adaptive meshes, we need to store additional
mesh-lookup information. This reduces the effective flop-to-mop ratio of our
code.
• Adaptivity also forces us to have to deal with nodes that do not represent
independent degrees of freedom. This increases the cost of the elemental
matrix-vector multiplications. The details of how we treat such nodes is be-
yond the scope of this chapter. Please refer to (149, 163) for two different
approaches to handling these cases.
• hpGMG uses a cartesian grid topology, leading to efficient communication.
Our GMG code is capable of handling complex geometries in an adaptive
fashion and we use a Morton-ordering for partitioning work across proces-
sors. This makes it difficult for us to provide any topological information to
enable efficient communication.
We also compared the performance of hpGMG for the oscillatory synthetic prob-
lem reported in Table 7.7. For the case of p, k = 16, using hpGMG withQ1 elements,
we could accomodate a mesh of size 5123 requiring 42.3 seconds to reach a relative
`∞ norm of the error in u of 1.1E-2. Using Q2 elements, we could accomodate 2563
elements, to reduce the error to 2.8E-3 in 19 seconds. Assuming perfect conver-
gence rate (error = error/8 for each refinement), we will need 40963 elements to
reduce the error to 7E-7. Assuming linear scaling, we will need 77K seconds, com-
pared to us needing 10 seconds. This example illustrates that performance uniform
180
grid discretizations deteriorates significantly for problems that have layers and lo-
calized features.
7.5 Conclusions
We outlined three solvers developed in our group for Poisson problems
with high-order discretizations and we compared them for the Poisson problem
with constant coefficients on the unit cube with periodic boundary conditions. To
measure the efficiency of our schemes with the current state of the art we also
compared our GMGM to implementations developed by other groups, in particu-
lar the finite-element HPGMG and AMG. There is no (parallel) software available
that compares to our FMM.
• If we fix the number of unknowns, and we consider just the cost per un-
known, FFT is the fastest scheme because it has really small constants in its
complexity estimates. FMM performs comparably with FFT for the same
number of unknowns (on Stampede). Which method is preferable depends
on the type of resolution scheme (uniform vs non-uniform). For this reason,
one should note that it is not possible to compare these methods using exactly the
same N . Often in the literature, in particular the HPC literature, such com-
parisons appear. Without accuracy for a specific problem such information
can be misleading.
• FFT outperforms the other methods by very large margins for uniform grids.6
As expected the communication cost of FFT does not scale as favorably. How-
6Note that the hpGMG benchmark includes a finite-volume stencil code for constant coefficients
that it is extremely fast and possibly compares well with FFT. Also it is more general since it sup-
ports different types of boundary conditions. So our conclusion regarding FFT pertains strictly to
the packages we used and it is not general.
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ever, FFT requires far fewer unknowns for functions that are within its reso-
lution, and as we mentioned it also has the smallest constants. So even if the
communication scaling is suboptimal, overall the method is much faster. We
report results up to 230K cores that confirm this.
• For fields that have sharp local features regular-grid discretizations lose their
advantage. Adaptively refined algorithms like GMG and FMM can resolve
such fields more effectively since they require orders of magnitude fewer
unknowns than FFT.
• GMG, hpGMG, or AMG based on linear elements are significantly slower
compared to high-order methods when the accuracy requirements are high.
The excessive number of unknowns can result in orders of magnitude in per-
formance penalties. We expect this to hold for problems for which the solu-
tion has localized discontinuities.
• For non-uniform grids, both FMM and GMG methods scale quite well since
they are matrix free and both use octree-based hierarchical space decomposi-
tion methods. The structure of the calculation however is different, with the
FMM offering significant opportunities for task parallelism and compute in-
tensity. On the other hand, the setup of FMM is more expensive. Our GMG is
much more general than the FMM since it supports more general geometries
and boundary conditions. All these incur overheads.
• A state of the art algebraic solver is orders of magnitude slower than the
fastest variants of FFT, FMM and GMG. Of course, AMG is much more gen-
eral as it can deal with arbitrary geometries, variable and anisotropic coef-
ficients, and more general boundary conditions. However, many important
182
applications require fast Poisson solvers on a cube with boundary conditions
that FFT, FMM, or GMG can handle. Therefore, using a method designed for
more general situations can incur quite high performance penalties.
• All three methods can be further improved: by integrating tightly with accel-
erators, further improving single-node performance, and trying to improve
the per leaf high-order calculations (for FMM and GMG).
• No method rules the others. All methods have regimes in which they are
the fastest. A robust black-box solver should be a hybrid method for cases
when the true solution is a superposition of a highly oscillatory field and a
highly localized field. This is specially true for problems with more complex
geometries and boundary conditions.
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Chapter 8
Conclusions and Future Work
8.1 Conclusions
In this thesis, we presented algorithms and software for parameter esti-
mation for tumor growth problems and diffeomorphic image registration inverse
problem. We discussed how our framework can be used for parameter estima-
tion/calibration of tumor models, and fast automatic image registration of healthy
images to tumor-bearing medical images.
We first discussed the inverse tumor problem in which we solve an optimization
problem to compute/estimate the extent of tumor infiltration into the brain, be-
yond what is visible in imaging, and possibly invert for other model parame-
ters such as the diffusion coefficient. We discussed how our framework can be
used for multiple anisotropic diffusion models, and multi-focal tumors. We pre-
sented the optimality conditions and explained how we solve the problem using a
second-order, reduced-Hessian approach. We tested the performance of the frame-
work, using synthetically generated data. We discussed the parallel scalability the
distributed-memory implementation of the solver on multiple systems. We pre-
sented the weak and strong scaling of the whole inversion as well as its compo-
nents. We then discussed how this reaction-diffusion model should be coupled to
linear elasticity equations in order to capture the so called “mass-effect” of gliomas.
We discussed the formulation and derived its first-order optimality conditions.
Then we introduced the first parallel 3D framework for large diffeomorphic im-
age registration using a Newton-Krylov method. We discussed the mathematical
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formulation for the registration problem and presented its optimality conditions.
Solving the registration problem (especially in 3D) is very time consuming. The
main computational kernels are the FFT, used for spatial differential operators in
our spectral approach, and the interpolations used in the semi-Lagrangian scheme
for advection.
We addressed this by developing a novel parallel semi-Lagrangian solver with
application to a wide range of transport problems. We discussed the distributed-
memory algorithm and single node optimizations for a cubic Lagrange interpola-
tion scheme, that is is nearly 10× faster than the previous state-of-the-art. We dis-
cussed the optimization which included Morton reordering of departure points,
blocking, and SIMD vectorization for different architectures (Haswell and KNL).
We introduced AccFFT, a new parallel FFT library for CPU and GPUs. We dis-
cussed the pencil and slab decomposition algorithms for computing forward and
backward FFTs in a distributed-memory setting. We discussed the design of the li-
brary, its ghost point communication strategy (used in the semi-Lagrangian scheme),
and its specific optimizations for multiple spectral operators that can significantly
reduce the communication volume. We presented weak and strong scaling results
on multiple systems, up to 4,096 GPUs and 131K cores for both single and double
precision transforms.
Using these optimized frameworks, we studied the scalability of our registration
and tumor solvers. We showcased results for unprecedented registration prob-
lems, 40963 resulting in ∼ 200 billion unknowns—a problem size that is 64× larger
than the state-of-the-art. For the problem sizes of clinical interest, our framework
is about 8× faster than the state-of-the-art.
We then addressed the challenge created by lack of data from the patient’s brain
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prior to the tumor growth (or equivalently the challenge created by having only
one time snapshot of the tumor). In a clinical setting, the input consists of mul-
timodal magnetic resonance images, without any classification of the voxels (seg-
mentation) as well. We addressed this lack of data by solving a coupled inverse
registration and tumor problem. We discussed the coupled formulation and de-
rived its optimality conditions. We described a Picard iteration scheme for solving
the resulting equations, and tested the performance of our method on synthetically
generated data. We tested the performance of our framework, even when we do
not have the ground truth tumor models used to generate the test case.
We also performed a detailed scaling study and compared FFT, with FEM and
FMM for solving a Poisson problem in a unit cube. We examined and reported
results for weak/strong scaling, and time to solution for uniform and highly re-
fined grids. We presented results on the Stampede system at the Texas Advanced
Computing Center and on the Titan system at the Oak Ridge National Labora-
tory. In our largest test case, we solved a problem with 600 billion unknowns on
229,379 cores of Titan. We tested all of the methods with different source func-
tions (the right hand side in the Poisson problem). Our results indicated that FFT
is the method of choice for smooth source functions that require uniform resolu-
tion. However, FFT loses its performance advantage when the source function has
highly localized features like internal sharp layers. FMM and GMG considerably
outperform FFT for those cases. The distinction between FMM and GMG is less
pronounced and is sensitive to the quality (from a performance point of view) of
the underlying implementations. In most cases, high-order accurate versions of
GMG and FMM significantly outperform their low-order accurate counterparts.
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8.2 Future Work
8.2.1 Image Segmentation:
The tumor inverse solver and its coupling with registration, requires seg-
mentation of the tumor-bearing image of the patient as input. Image segmen-
tation is the process in which we assign labels to each voxel from different cat-
egories (e.g. white matter, gray matter, cerebrospinal fluid, enhancing and non-
enhancing tumor, necrosis, and edema). Typically, medical image segmentation
is harder compared to landscapes, shape recognition, or motion since the input
data is noisy, contains multi-modal imaging in 3D, and each patient has unique
anatomical structures and unique tumor. Although, it is possible to get a manual
segmentation of the tumorous brain images from experts, but that is time consum-
ing (expensive), and studies have show significant variability across experts (117).
For population studies, reproducible analysis, and robustness, such segmentation
must be produced automatically. Existing state-of-the-art algorithms for automatic
segmentation of neurooncology MRI, are based on coupling tumor growth models
and image-registration to machine-learning based classification algorithms (60).
We can get an automatic segmentation of the brain using supervised learning,
which has been studied previously in our group (187). In this approach, the goal
is to find a labeling field given a set of manually segmented brain images (as train-
ing data), that can “best” describe the observed image intensities. One approach
to finding one such field, is to use a Bayesian framework and find the Maximum
a Posteriori (MAP) point of the posterior probability, which is the probability of
the observed image intensities in each voxel given the labeling field, multiplied by
the prior information of the labeling (187). One limitation of supervised machine
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learning methods applied to tumor-bearing image segmentation, is that they are
not informed by the mathematical models of the tumor growth. Moreover, there
is very few training data for gliomas, which makes it very hard to train the clas-
sifier without over-fitting. Our coupling tumor and image registration framework
can be used to produce automatic, multi-modal segmentation of tumor-bearing
images, in conjunction to the above supervised learning algorithm. In this ap-
proach, we first compute the above MAP point and assign an initial labeling to
the patient’s image. Given this labeling field, we then solve the coupling problem,
and transport the atlas’s segmentation into the patient domain, which gives us the
model-informed correction to the starting labeling. This process is then repeated
until convergence. This is an on-going research.
8.2.2 Multi-species tumor models:
Most tumors consist of multiple cancer cells phenotypes. These include
edema, enhancing and non-enhancing tumor, necrosis, and angiogenesis. One at-
tempt to modify the model is a Go-or-Grow model, which involves two species:
proliferating cancer cells that do not migrate, and infiltrating cells that do not pro-
liferate (136).
An extension to this model is necrosis and nutrition consumption of the cancer
cells (150). Although, not discussed in this thesis, but our framework has been
extended to support these two models in MATLAB, and we are now working on
coupling it with linear elasticity equations and implementing the distributed mem-
ory version of it in our parallel C++ implementation.
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8.2.3 Uncertainty Quantification:
It is very important to study the uncertainty in the inversion parameters
using Bayesian analysis. This is very important since the input to the inversion
framework is often times very noisy, and it is important to study how this noise
would affect the solution (for instance by computing the variance of the posterior).
This information can be very useful specially in treatment planning of the tumors.
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