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Abstract
With the growth of software engineering disciplines and visual languages like the UML (Uniﬁed Modeling Language) and
consequently increase of modeling activities that use this visual languages, the access of the visually impaired is harmed and they
need the assistance of other people both for reading and editing this models. In this paper we present a case study conducted
to evaluate the eﬀectiveness of a prototype tool developed by the authors and was designed to allow users to model using UML
class diagrams using two distinct views: a traditional graphical view that sighted users are used to work with and an equivalent
textual view where blind or visually impaired users can read, create models and also collaborate on models created by the graphical
view. The study was conducted with one totally blind subject and counted with a previous pilot with a visually impaired subject to
validate the study design. Results indicate that the AWMo approach was successful and well accepted by the users while they see
potential that it could actually be used on professional environments.
c© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of the Scientiﬁc Programme Committee of the 5th International Conference on
Software Development and Technologies for Enhancing Accessibility and Fighting Info-exclusion (DSAI 2013).
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1. Introduction
Currently in Brazil, the number of people with some kind of disability is 45,62 millions. According to the Censo
2010 (a government census conducted every 10 years), this number represents around 22,92% of the entire population
of the country1.
With the increase of public utility services being oﬀered by the government over the Internet and other electronic
medium, trend called e-gov (short for electronic government), the concern related to the access of this citizens is
raised. For this reason, there are some initiatives that seek to improve the accessibility of these services, such as the
e-MAG ordinance (portuguese acronym for Model of Accessibility in Electronic Government)2 among other laws and
decrees that address from electronic mediums (e-MAG) to the access of physical environments, like the mandatory
installation of ramps for people who use wheel chairs.
More speciﬁcally on computing scope, the visually impaired have historically had a more active participation
since computer program source codes are essentially text and, therefore, easily accessible with the use of assistive
technologies such as screen readers and braille displays.
However, some types of data still remain intrinsically dependent on speciﬁc senses, such as vision. Software mod-
els, for instance, are generally represented as visual diagrams, usually composed of geometric forms and connectors
associating these geometric forms. Most of the times there is also textual content inside these diagrams, but the
© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of the Scientific Programme Committee of the 5th International Conference 
on Software Development and Technologies for Enhancing Accessibility and Fighting Info-exclusion (DSAI 2013).
461 Filipe Del Nero Grillo and Renata Pontin de Mattos Fortes  /  Procedia Computer Science  27 ( 2014 )  460 – 470 
meaning of the visual notations is so important that the understanding of the content is almost impossible when only
listening to the textual content of the model.
Besides, with the growth of the software engineering discipline and visual languages like the UML (Uniﬁed Mod-
eling Language) and consequently increase of modeling activities that use these visual languages, the access of the
visually impaired is harmed, to a point where the assistance of other people is required for both reading and editing
these models.
In this context, the AWMo (Accessible Web Modeler) was developed. AWMo is a prototype Web tool designed
to allow users to model software artifacts using UML class diagrams in two distinct views: the graphical view where
sighted software developers can draw diagrams in the traditional way: by dragging elements and connecting them
visually and the textual view, where software developers with or without visual impairment can create the exact same
diagrams using a textual language developed especially for AWMo.
The key concept of providing two views for the edition of the same model is that both views allow users to
accomplish the same tasks and, even more, get the same results. This way, if a blind user creates a new class diagram
in AWMo, edit and save it, a second sighted user could open the same diagram in the graphical view and continue the
work or make changes to it, that in its turn, are accessible on the textual view and vice-versa.
The Figure 1 shows a screen capture of AWMo. It is worth to notice that from the menu it is possible to alternate
between the textual view and graphical view for the same diagram that is currently open.
Figure 1: Screen capture of AWMo with a class diagram open in textual view.
The goal of this study is to evaluate the viability of the AWMo proposal for enabling access to models for visual
impaired and attempt to analyze if the proposed approach is suitable to be used on real scenarios, such as software
development companies that employ blind or visually impaired professionals.
The remainder of this paper is organized as follows: Section 2 identiﬁes some of the related work found in the
literature. Section 3 formalizes this case study design. Section 4 shows the results obtained with the case study
execution. Finally, in Section 5 some discussions about the results are raised, possibility of future work and concluding
remarks are made.
2. Related work
Accessibility has been reported in a number of works in the literature with very distinct focus. Some explore new
ways of interaction to enable access, like the work of King et al. (2004), that seek to allow the visualization and
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navigation of UML diagrams for the visually impaired. The project addressed four of the twelve UML diagrams
and explored interaction using joysticks and screen readers so that the user could navigate the diagram and hear its
contents. The system, entitled TeDUB, was evaluated by 34 blind or visually impaired users from which 11 were
computer science students and 23 were professionals in the area and one demand from the users was very clear: the
need to be able to also create and edit the diagrams instead of only viewing them3.
The work of Metatla addresses the non-visual exploration of graphically represented information such as in4 that
make use of hierarchical representations to relation diagrams in a way they can be explored using audio interfaces. In
other work the authors compared strategies for construction of diagrams using audio-only interfaces5.
In6 a scripting language was developed to allow visually impaired users to work with visual programming paradigms,
in this case the BASIC language.
The work of Cohen et al. (2006) developed a tool called PLUMB with the goal of teaching graphs for visually
impaired. The PLUMB deﬁnes and audio interface where user interactions are made with a pen and a tablet like
computer. During its use, the user receives distinct audible indications according if the pointer is positioned on a
vertex or an edge7.
In the case of8, a study was conducted to evaluate a digital whiteboard prototype that enables access of visually
impaired. The main idea used in this work was mediation, so they developed one environment where mediators can
insert information and another one where visually impaired users can access them. In this speciﬁc case, the content is
textual descriptions of drawings made on the whiteboard. The study was conducted with one student at a experimental
class of geography about the atmosphere, used the think aloud protocol in an informal way and had the participation
of one teacher and one mediator. In a later moment an interview was conducted to know the participant better and
identify its impressions and problems relating to the prototype.
On9, the authors conducted a study with a college student that is blind from birth. In this study the participant,
Sara, was given a series of twelve tasks in which she should interact with some object or equipment, aiming to study
her interactions with technological objects. The researchers chose a research design that used only one subject and
a in-depth analysis of the data collect with the observations. The main techniques used for data collection were
Technology tours, Personal History and Guided Speculation.
The present study is similar to Sara’s case study in the way that it was conducted with a reduced number of subjects
while attempting to deeper analyze the collected data.
In10, the authors show a set of twelve recommendations for elaborating surveys where visually impaired are the
target subjects. The work takes into consideration the knowledge of cognitive processes and accessibility patterns.
Their recommendations were used while preparing the support material to conduct the interviews and observations.
The authors of11 explored the accessibility of search engines to show that, with small changes to their source code,
it is possible to make the interaction easier, more eﬃcient and less frustrating for blind individuals. The work evaluated
the main accessibility and usability issues of search engines and proposed set of eight recommendations on how to
solve the identiﬁed issues, such as using sound alerts and adding navigation and help links. The recommendations
were applied to Google to analyze the challenges faced in this operation, however no study was conducted with end
users to evaluate the improved version of the search engine.
At last, the AWMo tool development itself is more closely related to tools like GEMSjax12 and SLIM13,14. Both
are collaborative Web tools for modeling. GEMSJax is an Web implementation of GEMS (Generic Eclipse Modeling
System) and SLIM focus on synchronous collaboration where both users can edit the model at the same time. However
both mentioned tools do not focus on accessibility, which is AWMo’s main goal.
3. Case study design
The following sections detail our case study protocol and design.
3.1. Research questions
The research questions are questions that the study seek to answer with its analysis. For this work we have the
following research questions:
1. Does the AWMo tool allow access to visualisation and edition of UML class diagram by visually impaired users?
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2. Does the AWMo textual language present itself as a barrier, any kind of problem, that prevents the use of the
approach proposed by AWMo?
3. What is the biggest challenge faced by visually impaired users on accessing and constructing visual models?
3.2. Case and subjects selection
The issue that AWMo tries to tackle is the access to software models for visually impaired. Therefore, the partic-
ipation of subjects that have knowledge on software development disciplines/techniques and are visually impaired is
required to conduct this study. Having in mind that the universe of users is restrict, every subject that met both of the
following criteria were selected:
• He/she should be visually impaired; and• He/she should work with software development or be a student enrolled on a computer programming or software
development related course.
3.3. Data collection procedures
Data collection was done in two distinct ways. According to the deﬁnition of Lethbridge et al. (2005), it is possible
to divide data collection techniques in three levels: First degree, where the researcher is in direct contact with the
subjects and data are collected in real time. Second degree, where the researcher collects data indirectly, without
interacting with subjects. And third degree, when the researcher uses the independent analysis of pre existing artifacts
and documents15.
This study used presential interviews as a ﬁrst degree data collection technique and observation of the AWMo tool
while the subject completed a pre established set of tasks as a second degree data collection technique.
3.3.1. Interviews
This study had a total of two interview sessions per subject. One conducted before the AWMo usage observation,
to collect information about the subject and his/hers background with software development and modeling. Another
one conducted after the use of the tool to collect information about the user experience during the interaction with
AWMo. Henceforth called pre-use and post-use interviews, respectively.
Both interviews were conducted in a semi-structured way. In other words, guides were used with example ques-
tions and subjects that had to be addressed during the interview, however, the order of the questions didn’t needed
to be followed linearly. This semi-structured approach allow the interviewer the possibility to include or remove
questions according to the course of the interview, making it an opportunistic interview, which is useful to deepen the
knowledge16.
The planned interviews sought for broader answers in which the interviewed had freedom to collaborate with more
information and, for that reason, we tried to work with open questions instead of closed questions or predeﬁned set of
answers that may inhibit the subject to elaborate their answers. This choice makes the analysis process harder because
instead of just counting or tabulating data, an interpretative analysis of the answers is needed.16
During the interviews, audio was recorded for later analysis instead of making notes in real time. This eliminates
the risk of loosing any important information due to the volume of information results from the types of questions
planned. The audio recording was done with the knowledge and permission of the subjects.
3.3.2. Observation
For the second degree data collection, in other words, with little interference of the researcher, an instrumented
computer was used to record the interaction of the subject with the AWMo. On this part of the study, the subject
received a pre established set of tasks to perform using the AWMo.
To record the session a tool called Morae was used. Morae is a tool to assist in the execution of usability tests
developed by TechSmith1.
With Morae the following information were recorded during the execution of the tasks:
1 http://www.techsmith.com/morae.html
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• Computer screen and the programs that were running during the process;• Interaction of the user with input devices;• Webcam showing the face of the user during the process;• Audio of the computer that captured what the user was saying, questions that the subject asked to the researcher
when in doubt and also the sounds emitted by the computer itself such as the screen reader voice.
Morae is composed of 3 components: the Recorder that is responsible for designing the experiment and recording
sessions according to the experiment conﬁgured, the Observer that allows researchers to monitor and even control
the experiment session remotely in real time and the Manager is used to view and analyze the data after collection.
Although it is possible to conduct studies using only the Recorder and Manager it was decided to use the Observer,
even though there was only one researcher present at any given session. By using the Observer it is possible to add
markers and comments to the study capture while it is being executed. The setup used counted on two computers on
the opposite sides of a table, one for the subject, running the Recorder and the other for the researcher, running the
Observer connected to the ﬁrst computer.
With the described setup, the researcher was always available to answer any questions or doubts the subject might
had and had the ability to make notes and add action markers directly into the experiment being recorded without
disrupting the subject.
As with the interviews, the recordings were made with knowledge and permission of the participants.
3.3.3. Metrics and measurements
In order to collect quantitative data, some metrics were extracted from the observation phase of the experiment,
where the subject performed tasks using the AWMo.
The measurements were done at a later moment, using the recorded videos and markers from Morae, to do not
interrupt the ﬂow of the experiment and also don’t risk loosing any information. The metrics that were extracted from
the videos are:
• Faults per task: the number of actions performed by the user that, if not corrected, might result in an error.• Errors per task: the number of errors that the AWMo tool displayed to the user. For this study, this means a
problem on the textual grammar interpretation• Time per task: the amount of time that the subject took to complete each task• Questions/Doubts per task: the amount of questions asked by the subject during each task
3.4. Pilot
In order to evaluate the eﬀectiveness of the proposed study and its protocol, a pilot study was conducted using the
exact same procedure of the study and experiment setup described in Section 3.3.2. The pilot had the participation
of Mario (name changed to maintain conﬁdentiality) which is is a 41 years old man and currently is a student for
the third year of the Bachelor in Information Systems, an undergraduate course in a public university from Brazil; he
is already graduated in Mathematics. Mario has only 10% of vision due to scars in the back of both his eyes, uses
computers since 1984 and has some experience with Basic, COBOL, C and Java programming languages. To assist
the use of computers, he uses increased font size, but in a way that it makes it easier for him to read, but at the same
time do not clutter information on small screens like on his netbook.
Based on the pilot study, the authors identiﬁed that the pre-use interview was able to collect information about the
subject and its background properly. The strategy of adopting semi-structured interviews proved to be very useful as
questions were added by the researcher during the course of the interview that helped to better understand the subject.
Other important aspect is that some of the planned questions did not reﬂected Mario’s reality, for instance, there is a
question: “In your opinion, what is the main issue of accessing visual diagrams?”. From which he answered:
“I believe that the fact that they are diagrams actually helps. Unless you have a diagram that is too complex and
maybe I have to reduce the diagram, don’t know how that works. I worked only with simple diagrams.”
This happened because Mario has 10% of vision, so visual diagrams are not really inaccessible to him. Of course
it takes more eﬀort to read and especially if the diagram is complex, the resulting diagram image will be big. But this
showed that this question was designed for completely blind subjects, that are the users that we expect will have the
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biggest beneﬁts from the use of AWMo. In light of this, the course of the interview was changed to better ﬁt Mario’s
reality.
In the ﬁrst version of the protocol there were deﬁned a set of 4 tasks for the user to accomplish using AWMo
during the study observation phase. However, during the pilot it was possible to see that the tasks description caused
a lot of confusion for the subject. Part of it due to naming of diagrams and references that had slightly diﬀerent
names between the task description and the diagram found in AWMo in this case, the checking account. Task 3 was
the biggest problem, it required the user to perform two entirely distinct actions on the same diagram so Mario only
completed one of them and had to be reminded of the second part of the task by the researcher.
To improve the tasks, some of the names were changed and task 3 was divided into two separate tasks, resulting in
a set of 5 tasks that reﬂected the same actions of the ﬁrst set but was easier to comprehend.
Similarly to the pre-use interview, the post-use interview allowed for new requirements to be found such as: adding
a link on error messages to jump directly to the line in question and adding numbers at the beginning of each line
of code to help the user to navigate the code. Again the semi-structured interview with open questions proven to be
useful to get deeper understanding on topics that have shown to be interesting during the course of the interview.
Some of the features pointed by Mario was improved in AWMo before the execution of the study with other
subjects, such as: ability to control font size inside the code text-area using the AWMo font increase feature. Another
special case is the line number and ability to jump straight to error lines: this feature was developed after the pilot
study using a web code editor plugin called code mirror2 but at a later moment while doing a test with the screen
reader NVDA showed that code mirror is not screen reader accessible because it completely replaces the HTML text
area with javaScript events and other HTML elements. For that reason, the line numbering and jump to error features
had to be removed.
The pilot execution was very important, not only to validate the approach which the study was conducted, but
also because it allowed the researchers to gather valuable information about the AWMo itself and identify some basic
errors both in the tool itself and on the planned tasks.
3.5. Validity procedures
To ensure a better quality of the results obtained with this study, the main threats to its validity were addressed
and monitored during the execution. These threats and the actions to be taken to mitigate them or possible alternative
solutions are listed on Tables 1 and 2.
Table 1: Threats to internal validity
Threat Mitigation (M) / Alternative solution (A)
The interviews questions may not
be interpreted in the same way by
the interviewer and interviewed.
• (M) The interviews will be recorded so that no information is lost or misinterpreted.• (M) The interview recorded audio will be transcribed and the subjects will receive a copy so
they can make considerations, if necessary.• (M) The pilot interview that will be conducted will also help identifying questions that may
lead to misinterpretation.
The information sample collected
with the interviews are not reliable.
• (M) Interviews will be conducted presentially, reducing the risk of mistakes.• (M) The data obtained from interviews will be compared, as far as possible, with the data
collected during the observation, increasing reliability of both sources.• (A) In the case it is observed that, even with the above actions, the data is not reliable, they will
be discarded and not considered for the study.
The questions do no reﬂect the re-
ality of the interviewed and the tool
usage context.
• (M) A pilot study will be conducted to mitigate this risk.• (M) The interviews will be conducted in a semi-structured way. Therefore, it will be possible
for the interviewer to ignore questions that are not relevant or even add others that might seem
to be relevant during the course of the interview.
2 http://codemirror.net/
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Table 2: Threats to external validity
Threat Mitigation (M) / Alternative solution (A)
The observed data is not represen-
tative.
• (A) Given the exploratory nature of this study and the characteristics required of the subjects
described in Section 3.2, the number of participants of the study will be small. The goal is to
make a deeper and descriptive analysis instead of seeking for statistical signiﬁcance.
Conclusions cannot be generalized.
• (A) This is an inherent characteristic of case studies. Instead of generalising conclusions, it is
expected that the data give a good indication regarding the capabilities of AWMo on assisting
visually impaired software developers on performing software modeling activities.
4. Results
After the pilot study and the improvements that originated from it, the study was conducted with Luigi (again name
changed to maintain conﬁdentiality). From the pre-use interview we have known more about him: Luigi is a 30 years
old man and is currently enrolled in the third year of the Bachelorship in Information Systems on a distance-learning
course oﬀered with support of a federal university. Luigi is completely blind as a result of a cranial disease and lost
vision when he was 15 years old. He has been using computers for 7 years, started learning computer programming
5 years ago and is familiar with Java, C# and JavaScript programming languages, besides other technologies for Web
development such as HTML and CSS. To assist the use of computers, he uses the NVDA screen reader that reads
every information on the screen and provide shortcut keys to assist the navigation and interaction with the content.
Luigi has had contact with UML class diagrams in the past with textual descriptions and one approach that at-
tempted the use of Microsoft Excel spreadsheets. When we asked how was this experienced for him, he replied:
“By using these descriptions, if the diagram is complex, it’s complicated to have a clear notion. I can have a notion
but I don’t consider it’s enough for me to have a clear understanding of the diagram. About describing the images, it
helps in some aspects, but in complex diagrams its really hard, it’s confusing to have a clear idea of what is there.”
An when asked about what he thinks are the main issues of this way of accessing diagrams:
“At ﬁrst, the lack of practicality. Because if you are in a real situation where you’re in a project and you need to
work with sighted peers, for instance, you need someone to describe the diagrams to you, that itself is a waste of time
in certain aspects. Besides, you cannot communicate with the others through the diagram, for instance, for someone
that is used to see the graphical representation, reading a textual description will not give him a clear understanding,
this is one aspect. There is also the matter of reading, basically I need someone to describe them to me. I can’t get a
diagram made by someone else and understand it independently.”
During the observation phase, 51:44 minutes of video was recorded while Luigi completed the set of pre established
tasks. For comparison purposes, the time spent in each of the tasks can be seen in Figure 2.
The time that subject spent reading the task instructions, before actually starting to work towards the solution was
not considered in the task time. Any consultation to the task instructions after the task was initiated was accounted.
Also in case of task 1, Luigi paused in the middle to explain to the researcher the working of the screen reader and
how one accessibility issue he detected could be solved, during this time the task was paused on Morae so this time is
also not considered in the total amount of time spent on task 1 completion.
Task 1 consisted in allowing the user to use accessibility features from AWMo. However, since Luigi is completely
blind, the only assistance he uses is the screen reader that was previously installed in the computer, and so, he used
the time of this task to get to know the AWMo tool that he was having a ﬁrst contact with. He navigated through the
whole structure of the Web application learning the location of menus, buttons and other resources. During the course
of the next tasks it was possible to see that he started using diﬀerent strategies of navigation to get to the desired place
faster.
Task 2 consisted in the time spent reading and understating the “Banking system” UML diagram and explaining
it to the researcher. Here Luigi seemed to understand its contents fairly quickly, considering that he had previous
knowledge of the textual language structures itself but was having contact with the diagram for the very ﬁrst time.
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Figure 2: Chart showing the amount of time spent by the subject to complete each of the tasks.
As expected, tasks 3 and 5 took more time to be completed because they are complex and therefore, the probability
that the subject make a mistake is higher. But task 4 was expected to take more time and be complex to solve because
when deleting the savings account Luigi had to search for any references to it. There was only two references that
consisted in two methods in the Person class: OpenSavingsAccount() and CloseSavingsAccount() and both return
boolean values. These two methods are related to the SavingsAccountClass but this was not properly mapped in the
diagram. In this case if the two methods returned an instance of SavingsAccount class, the language interpreter would
have shown errors when he deleted the SavingsAccount class stating that the references to the SavingsAccount class
in the two methods could not be fulﬁlled.
One important note about tasks 3 and 5 is that Luigi had a lot of trouble with the keyboard of the computer he
was using, so a good deal of the faults and errors could be prevented if the subject was using a computer or keyboard
that he is familiar with. Unfortunately, due to the instrumentation required for recordings, he had to use a computer
provided by the researcher, and although he had time before the study to conﬁgure the computer and the screen reader
to his preferences, the keyboard layout could not be changed.
Figure 3(a) shows the number of faults added by Luigi in each of the tasks. Since tasks 3 and 5 were the ones that
required the most of edition from him, they are where most of the mistakes were made.
Comparing the faults inserted to the amount of times that the language interpreter displayed error messages to the
user, in Figure 3(b), it is possible to see that Luigi was able to detected one of the faults by himself before saving the
diagram and getting the error message from the interpreter.
Figure 4 shows a screen capture taken from the recorded session. The face of Luigi was blurred to maintain
conﬁdentiality. The Figure represents one of the times that the AWMo interpreter has shown errors to the subject as a
response of triggering the “Save diagram” button.
After the observations, the post-use interview was conducted from which questions regarding the usage experience,
understanding Luigi’s diﬃculties and what contributed for achieving the task completions were asked.
During the observation phase of the study, Luigi identiﬁed an accessibility issue in AWMo’s font size control
buttons and apart from that, he did not have any diﬃculties while using the tool:
“I didn’t think it was hard to work with the tool. found the interface to be simple, accessible and intuitive. I
only pointed one problem about the top menu buttons that do not prevent its use. Apart from that, the rest is totally
accessible and easy to use, even the feedback on the language syntax errors are simple to ﬁnd on the page.”
And when asked if he would change anything on AWMo:
“Look, honestly, looking to the tool, the diﬃculties you face are normal that you would have on any page and is
related to the fact that you don’t know the page. First you need to learn where things are located, study the page so
you can create a representation, have it clear on your mind how things are distributed so you can ﬁnd them faster, but
this is the initial contact. After that you can locate yourself and it gets easy to use. I don’t see anything to be improved
but the buttons mentioned earlier and the open diagram link text that are simple changes. In general I was satisﬁed
with the interface.”
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(a) (b)
Figure 3: Charts extracted from the recording with: (a) the amount of faults inserted by the subject during the progress of each task
and (b) number of times that interpreter error messages were displayed to the user by AWMo
Figure 4: caption.
In order to further investigate the feelings of Luigi about the tool, it was asked if he thinks it would be practical to
use AWMo on a daily basis when working with software development:
“I believe it would be, for instance, if I found myself in a software development team that uses UML massively and
the other developers were willing to learn the textual language, that is a simple and fast thing. I think it would be
really interesting.”
But he forgot that AWMo also oﬀers a graphical interface that would enable sighted users to collaborate with him
without even learning the textual language. When reminded about that he said: “Exactly, that’s the point!”
At last, the researcher asked if the AWMo were release as an open source project if he, as a programmer, would be
interested in becoming a contributor of the project:
“I would be interested, I found the project cool to use and collaborate with.”
5. Conclusions and future work
Although the tasks were not too complex, they were similar to real tasks a software developer may face while
working with UML class diagrams in real projects. In task 3, for instance, the modiﬁcation of one class and creating
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two new classes that inherit the modiﬁed one, Luigi took 15,32 minutes to complete it. It’s fairly fast considering that
he had the ﬁrst contact with this diagram in the previous task and for a little more than 9 minutes.
The same can be observed on Task 5, in which the subject had to create an entirely new diagram from the simple
speciﬁcations in the task. Considering he was having his ﬁrst contact with the AWMo itself and have read the task
instructions for the ﬁrst time he took less then 13 minutes to create a new diagram, open it on the textual view and
model the speciﬁcations. We strongly believe that AWMo approach to software modeling do not increase the time
spent on that activity while has the advantage of, once created using the textual language as Luigi did, the graphical
representation is already ready for the sighted users.
Therefore, we believe that only little time is added to the software modeling process over creating a natural language
textual description for visually impaired users and absolutely no time is added on reading and modifying the diagrams
for sighted users because they can use the default UML class graphical representation. This indicates that AWMo
is a viable option for leveraging collaboration between sighted and visually impaired users on software modeling
activities.
As future work, the researchers intend to execute the described case study with more subjects and design diﬀerent
experiments to evaluate the graphical view and usage of sighted users. From the technical point of view, AWMo has
a very ﬂexible architecture that enables future contributors to develop and experiment with new ways of viewing and
editing models without aﬀecting the existing ones. One of this possible views being an HTML representation with
links as an attempt to provide better navigation for reading the model in a non-linear way. With that in mind, AWMo
will be made an open source project and a technical manual will be published to assist other people that may have
interest in contributing with the tool.
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