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Abstract
In this thesis work, the electronic and optical properties for the non-equilibrium boron-nitride phase of ZnO
have been studied. To understand the difference between the BN phase and the equilibrium WZ phase, first
principles approaches such as DFT, hybrid functional and the GW approximation have been studied and
applied. The lattice constant has been obtained by performing full relaxation within the DFT approximation.
With the DFT optimized structure, we calculated the band structures and band gaps for both phases. We
have found an about 0.2 eV larger band gap for BN phase with all methods.
A discrepancy between the lattice constant obtained from experiment and that from simulation has also
been investigated. We calculated the band structure for both the experimental lattice and the computed
lattice obtained from relaxation. We have found an inconsistency between the experimental lattice constant
and the experimental band gap.
Further, by solving the Bethe-Salpeter Equation, excitonic effect has been included and the exact optical
spectrum for both structure has been obtained. We have found a large optical anisotropy for BN structure.
Lastly we calculated the exciton binding energy for the BN phase and have found a larger excitonic effect
in this phase.
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Chapter 1
Introduction
1.1 Computational Materials Science
During the past few decades, computational science has achieved great progress. On one hand, the computer
hardware is becoming more capable and cheaper. On the other hand, parallel programming allows people to
use multiple computer nodes for large calculations. These progress in both hardware and software increase
the ability for people to perform exact calculations [4]. In the research of materials science, computational
study is also becoming more and more important. Computational materials science provides a way to predict
materials properties with high precision and affordable cost. By simulating in atomic scale, it also allows us
to understand the physics behind experimental phenomena. These processes are important in the discovery
of new materials and understanding fundamentally about materials behavior.
First principles approaches starts from the fundamental equation of quantum mechanics: the Schro¨dinger’s
Equation. With several approximations to the Schro¨dinger’s Equation, the electronic and optical properties
of a system can be obtained. These approaches are expensive since the interactions between electrons in
atoms are complicated. However, for a perfect crystal, we only need to deal with a periodic system that con-
tains small amount of atoms in each unit cell. In such cases we can keep the computational cost reasonable.
In this work, we obtained the electronic and optical properties for ZnO from first principles calculations.
1.2 Zinc Oxide
Zinc Oxide (ZnO) is one of the important semiconductors that people are interested in. The earth-abundant,
non-toxic material has been widely applied in LED devices and diodes [5]. Its nano-structures have good
applications in field effect transistors [6] and dye-sensitized solar cells [7]. It has a large band gap to allow
the transmission of the visible light. The material can also be doped heavily to obtain a high carrier
concentration [8]. These properties make it a promising transparent conducting oxides material(TCO).
TCOs are oxides that are transparent to visible light as well as able to conduct electricity. These materials
1
can be used in applications such as transparent transistors, photovoltaics and displays, etc [9, 10].
Though having several possible phases, ZnO wurtzite structure is the most stable one under normal
conditions and thus is the equilibrium phase [11]. In fact, except for Wurtzite and Zinc Blende, other phases
of ZnO appear to be unstable and can only be found in extreme cases at high pressure(GeP type, NiAs type,
etc. ) [12]. These phases are normally less interesting to people. However, it has been reported that one of
these non-equilibrium phases, the BN phase of ZnO, appears in nano-structure of ZnO. The BN phase has
similar hexagonal structure as the WZ structure but has different atom arrangement along the z-direction.
This structure, though being unstable in bulk, is found to exist in ultra-thin films(2-5 monolayers on Ag(111)
substrate) [13]. Such appearance of BN phase in nano-structures makes it important for lower dimension
applications but the electronic and optical properties of it are not well understood. Also, it is noticed
that for BN-ZnO, the value of the computed lattice constant deviates a lot from experiment [12, 14, 15].
To understand the difference between the BN phase and WZ phase and to investigate the discrepancy
between theoretical lattice and experimental lattice, we performed ab-initio calculation on both structure
using density functional theory and GW method. Optical properties are also calculated by performing the
Bethe-Salpeter equation calculations.
2
Chapter 2
Theory for First Principles
Calculations
2.1 The Hamiltonian of Electronic Systems
Hamiltonian is the operator that corresponds to the total energy of a system [16]. In principle, to fully
describe an atomic system, we should consider the hamiltonian of a system that contains electrons and
nuclei [17]:
Hˆ =− h¯
2
2me
∑
i
∇2i −
∑
i,I
ZIe
2
|ri −RI | +
1
2
∑
i6=j
e2
|ri − rj |
−
∑
I
h¯2
2MI
∇2I +
1
2
∑
I 6=J
ZIZJe
2
|RI −RJ |
(2.1)
In the equation electrons are represented by lower case subscripts and nuclei are represented by upper
case subscripts. ZI and MI are the charge and mass of the nuclei. To simplify this equation, the first
approximation is the Born-Oppenheimer approximation. [18]. The approximation is that the mass of the
nuclei, compared to the mass of electron, is large enough that the motion of the two can be treated separately
so that the wave function can be decouple into electronic and nuclear component. With this approximation,
we can focus on the hamiltonian of electrons and the nuclei can be treated as fixed potential field thus
significantly reduces the amount of the particles involved in the calculations. The benefit is that it reduces
the cost of the calculation significantly. After the approximation, if we then take Hartree atomic units [19]
h¯ = me = e = 1, we obtained the form of the hamiltonian of an electronic system as:
Hˆ = Tˆ + Vˆext + Vˆint + EII (2.2)
Where the first term is the kinetic energy operator for electron wave functions.
Tˆ =
∑
i
−1
2
∇2i (2.3)
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The second term covers the potential on electrons due to nuclei:
Vˆext = −
∑
i,I
ZIe
2
|ri −RI | (2.4)
Where the positions of the nuclei RI are assumed to be fixed. In practice this nuclear Coulomb interaction
can also be replaced by a pseudo-potential that takes core electrons into account. Other “external potential”
such as electric field can also be included in the Vext term while the general form of the hamiltonian is still
valid. The third term is the electron-electron interactions:
Vˆint =
1
2
∑
i 6=j
1
|ri − rj | (2.5)
The last term includes the Coulomb interaction between nuclei. By approximation, this term is treated
classically, and has constant contribution to total energy since it is not related to electrons. This Hamiltonian
fully describes the electronic system and will be central to the calculations of the electronic structure.
2.2 The Density Functional Theory
2.2.1 Electron Density
The aim of the Density Functional Theory is to solve for time-independent Schro¨dinger’s equation:
Hˆψ = Eψ (2.6)
for the hamiltonian Hˆ defined in Equation 2.2, where E is the total energy of the system. The basic idea
of DFT is that all of the properties of the many-body system can be expressed as functional of the ground
state density. The density takes the form [17]:
n(r) =< nˆ(r) >= N
∫
d3r2...d
3rN |Ψ(r, r2, ..., rN )|2∫
d3r1d3r2...d3rN |Ψ(r1, r2, ..., rN )|2 (2.7)
The equation comes from taking the expectation value of the density operator nˆ(r) =
∑
i=1,N δ(r− ri).
The total energy is the expectation value of the electron hamiltonian. With the electron density, we can
express the total energy in term of the density:
E =< Hˆ >=< Tˆ > + < Vˆint > +
∫
d3rVext(r)n(r) + EII (2.8)
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In Equation 2.8 we have the expectation value of the kinetic energy operator < Tˆ > and that of the
electron-electron Coulomb interactions < Vˆint > . The term EII is the ionic interaction which is only
a classical term. The expectation of the external potential is expressed by and integral over the density
function. The external potential Vext will depends on the system since different atomic systems have different
ions that provides the external potential.
2.2.2 The Hohenberg-Kohn Theorems
It appears that when a particular external potential is given, the exact ground state properties of an electronic
system can be obtained. The exact way to solve the ground state properties for a certain system is proposed
originally by Hohenberg and Kohn in 1964 [20]. The theorem includes the proof of the following two
statement:
1. The external potential for a certain system can be determined uniquely, except for a constant, by the
ground state electron density.
2. If a certain external potential is given, a universal functional of the energy in terms of the electron
density can be defined:
EHK [n] = T [n] + Eint[n] +
∫
d3rVext(r)n(r) + EII (2.9)
By minimizing this functional, the ground state energy can be obtained. The electron density that
minimizes the functional is exactly the ground state density.
The proof of the theorem is not shown in this thesis. The comprehensive proof can be found in Ref.17.
An iterative method can be obviously seen from the two theorems, shown in Figure 2.1.
Figure 2.1 A iterative scheme from the HK theorem. Vext determines the wave functions Ψi({r}) which
includes the ground state wave function Ψ0({r} and the ground state electron density n0(r). The ground
state density then uniquely determines the external potential, according to HK theorem.
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With a given external potential and an initial guess of the electron density, we have a universal functional
as in Equation 2.9 so that can solve the Schro¨dinger’s equation for the ground state electron wave functions.
With that we can then obtain a new ground state electron density from the ground state wave function. With
the new electron density, a new external potential can be determined so that the loop can be repeated until
self-consistency is reached. Thus in the end, this theory offers a way that we can solve for the ground state
properties of a system with no approximation. However, this is not practical since for an fully interacting
system, the kinetic energy can not be solved exactly [17]. Besides, we will need to consider the full many-
body Columb interaction, which make the problem extremely difficult to solve. Such difficulty leads to the
approximation made by Kohn and Sham, introduced in the next section, which gives a way to practically
solve for a fully interacting system.
2.2.3 The Kohn-Sham System
Proceeding from the HK theorem, Kohn and Sham proposed that the ground state density of the fully
interacting system can be equal to a non-interacting system with a specific effective potential. The KS total
energy can be written as [17]:
EKS = Ts[n] +
∫
d3rVext(r)n(r) + EHartree[n] + EII + Exc (2.10)
In the KS configuration of the total energy, the term Ts[n] is the kinetic energy of a non-interacting
system. The Hartree term EHartree is the Coulomb energies of a continuous classical charge distribution
which has the same charge density as the fully interacting electonic system. The Hartree term, external
potential term and the EII term, together represents the classical Coulomb energy. The exchange-correlation
term Exc is the term that includes all many-body quantum effects. In practice, this is the term that we
need to approximate. There are different ways to approximate the exchange-correlation term including
the Local Density Approximation(LDA) [20], Generalized Gradient Approximation(PBE) [21], etc. With
these approximations of the exchange-correlation, ground state properties of systems can be calculated out
precisely. It follows that we start with an initial guess of the electron density and calculate the effective
potential of the non-interacting system with:
Veff (r) = Vext(r) + VHartree[n] + Vxc[n] (2.11)
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And with the effective potential, we can solve the Schro¨dinger’s equation:
[−1
2
∇2 + Veff (r)]ψi(r) = εiψi(r) (2.12)
With εi is the eigenenergy and ψi is the eigenstate for electron index i. With the calculated electron
eigenstates we can construct a output electron density. We then take the output electron density as a new
initial guess and iterate this procedure until self-consistency is obtained.
2.2.4 The Hybrid Functional
Hybrid functional is an improvement of the exchange-correlation energy in DFT. It can be shown that
the description of the exchange term can be improved by incorporating a certain amount of Hartree-Fock
exact exchange into the exchange term in Equation 2.10 [22]. The Hartree-Fock exchange is the exact
exchange energy of a system with neglecting all correlations except for that required from Pauli exclusion
principle [17,23]. It can be solved exactly with writing the wave functions as a Slater determinant [22,24].
In this thesis work, we have adopted the hybrid functional scheme developed by Heyd, Scuseria and
Ernzerhof (HSE) [25]. It is based on the PBE0 hybrid functional, developed by Perdew, Ernzerhof and
Burke in 1996 [26]. The PBE0 hybrid functional treats the exchange term as linear combination of the
PBE functional and the Hartree-Fock exact exchange functional and adopts the correlation from the PBE
functional only, since Hartree-Fock does not consider correlation beyond Pauli exclusion. The form of the
exchange-correlation term in PBE0 is:
EPBE0xc = aE
HF
x + (1− a)EPBEx + EPBEc (2.13)
They determined the mixing parameter a = 14 with perturbation theory [26]. In the HSE scheme of hy-
brid functional, the exchange energy is further decomposed into short range contribution and long range
contribution:
EPBE0x = aE
HF,SR
x (ω) + aE
HF,LR
x (ω) + (1− a)EPBE,SRx (ω) + (1− a)EPBE,LRx (ω) (2.14)
Where ω is the parameter that determines the range of short-range interaction and long-range interaction.
Heyd, Scuseria and Ernzerhof show that a optimized ω value will be ω = 0.2 a−10 where a0 is the Bohr
radius. They also show that with this ω, the HF and PBE long range contribution to this potential is small
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and tend to cancel each other. Thus they obtained the exchange-correlation term as:
EHSExc = aE
HFsr
x (ω) + (1− a)EPBEsrx (ω) + EPBElrx (ω) + EPBEc (2.15)
The value of a and ω, as mentioned before, are a = 14 and ω = 0.2 a
−1
0 .
2.3 Excited State Theory
In ground state, the energy of the system is minimized thus we have a one-to-one mapping from the density
to the ground state energy. However, this does not hold for excited state. In this case, although the HK
theorem is still true in principle, it does not provide a explicit form of the energy as functionals of the
density [27]. Thus predicting excited state properties using original DFT is difficult. In fact, for many
systems, the simulation results of band width and band gap show great descrepency from experimental
measurements [28]. For example, for Silicon, the DFT band gap with LDA exchange-correlation energy
is about 0.5 eV but the experimental value is 1.17 eV [29]. A more straightforward way to treat excited
state is to consider excitation as a small perturbation on the ground state system [17] and apply many-body
perturbation theory [30] such as the GW approximation.
2.3.1 The GW Approximation
The single particle Green function describes the propagation of a many-body system with adding or removing
one single particle [31]. The Green Function G(r, r′, ω) of a interacting system follows an integral equation,
which is, the Dyson equation [27]:
G(r, r′;ω) = G0(r, r′;ω) +
∫ ∫
G0(r, r
′′;ω)Σ(r′′, r′′′;ω)G(r′′′, r′;ω)dr′′dr′′′ (2.16)
Where G0 is the Green Function of a mean-field system defined by:
hˆ0ϕ
0
i (r) = 
0
iϕ
0
i (r) (2.17)
with the single particle Hamiltonian:
hˆ0(r) = − h¯
2me
∇2 + Vext(r) + e
2
4piε0
∫
n(r′)
|r − r′|dr
′ (2.18)
In the Dyson equation, the self-energy term Σ(r′′, r′′′;ω) is the term including all of the many body
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exchange and correlation effects. In fact, one can show that with the Dyson equation, a similar equation to
the KS equation can be obtained, with wave function ψi(r) [27]:
hˆ0ψi(r) +
∫
Σ(r, r′; i/h¯)ψi(r′)d3r′ = iψi(r) (2.19)
In many cases, the Kohn-Sham wave functions are very close to the true wave functions [27]. This means
that the self-energy correction is small and with the first order perturbation theory, we obtain that:
i ≈ eKSi + 〈ψKSi |Σ(i/h¯)− Vxc |ψKSi 〉 (2.20)
In practice, the exact Σ follows from Hedin’s equations [32] that are too expensive to be solved exactly thus
this is the term that we need to approximate.
The GW approximation is one of the approximations for the self-energy term in the Dyson Equation,
which we treat it in terms of the single particle Green’s function G and a screened Coulomb interaction
W [27]:
Σ(r, r′;ω) =
ih¯
2pi
∫ ∞
−∞
G0(r, r
′;ω + ω′)W (r, r′;ω′)eiω
′ηdω′ (2.21)
In the equation, G0 is the Green function of the non-interacting system as in Equation 2.16. W is a
screened Coulomb potential which is:
W (r, r′;ω) =
∫
ε−1(r, r′′;ω)v(r′′, r′)d3r′′ (2.22)
where the Coulomb kernel is v(r, r′) = e2/(4piε0|r − r′|) and ε−1 is the inverse dielectric function. Once we
know the inverse dielectric function, we can evaluate W . In practice, the integral is evaluated in reciprocal
space and the inverse dielectric function in reciprocal space follows [33]:
ε−1GG′ = δGG′ + v(q+G)χGG′(q, ω) (2.23)
Where v is the Coulomb kernel in reciprocal space and χ is called the response function, which describes
the change of the expectation value of the system in response to a perturbation [34]. The Random Phase
Approximation (RPA) is used in determining the response function [33].
χGG′(q, ω) = [δGG′′ − v(q+G′′)χ0GG′′(q, ω)]−1χ0G′′G′(q, ω) (2.24)
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In the equation the noninteracting response function χ0 can be calculated using the non-interacting Green’s
function G0. Detail of obtaining the response function is not discussed here but can be found in Ref. [33]
and its references.
Now that we have obtained the self energy term in Equation 2.20, along with the KS eigenstates and
eigenenergies, the quasiparticle correction can be obtained.
2.3.2 Excitonic Effect and the Bethe-Salpeter Equation
On the other hand, the GW approximation only includes single particle excitation thus the interaction
between electron and hole are neglected. The way to represent the Coulomb interaction between electron
and holes in excited states is by introducing a quasiparticle “exciton” [35]. With the excitonic effect, the
actual gap for optical transition becomes lower than the electronic band gap. The band gap with excitonic
effect is called the “optical gap” and the difference between the two gap is called the exciton binding energy.
To calculate the optical band gap, we solve the Bethe-Salpeter equation, which includes the interactions
between electrons and holes, thus takes the exciton quasiparticle into consideration. Such method will
describe the optical absorption accurately.
The Bethe-Salpter equation is originally derived by Bethe and Salpeter in 1951 [36]. The aim of the
Bethe-Salpter equation is to find the dielectric function of the system [33]:
M (ω) = lim
q→0
1
[ε(q, ω)−1]G=0,G′=0
(2.25)
By plugging Equation 2.23 in to the equation we can obtain that the form of the macroscopic dielectric
function:
M (ω) = 1− lim
q→0
v(q)χ(q, ω) (2.26)
In the BSE approach, the response function is not expressed in term of the non-interacting Green function
G0, but the electron-hole Green function L that take electron-hole interaction into account, which satisfies
the Bethe-Salpeter Equation [33]:
Lnn′k,mm′k = L
0
nn′k(ω)[δnmδn′m′δkk′ + i
∑
ss′k′′
Ξnn′k,ss′k′′Lss′k′′,mm′k′(ω)] (2.27)
In the equation numbers n,m, s are the band indices and k’s are the k-point in reciprocal space. L has similar
definition as G in the GW approximation but instead of describing the system with electron excitation, now
it describes the propagation of the system when an electron-hole excitation happens. The BSE equation
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naturally takes electron-hole interaction since it take into account the coupling between different bands. The
term Ξ = −2vv′c′k′vck +W v
′c′k′
vck is the kernel that includes interaction between electrons and holes. The term v
is a unscreened interaction between electrons and holes and W is the screened Coulomb interaction between
electron and holes. We need to solve for the BSE to obtain the response function. It can be shown that the
BSE can be transformed into solving an eigenvalue problem with a BSE Hamiltonian:
Hnn′k,mm′k′ = (nk − n′k′)δnmδn′m′δk′k + 2vv′c′k′vck −W v
′c′k′
vck (2.28)
Solving for the eigenvalue problem with this hamiltonian, we can obtain the eigenvalues that determines
Lnn′k,mm′k. Thus by summing over different band numbers and k-points for L we can obtain the response
function. In the end the macroscopic dielectric function can be expressed in term of the eigenstates |λ〉 and
eigenvalues Eλ of the BSE hamiltonian in the form [33]:
M (ω) = 1− lim
q→0
8pi
|q|2ΩN
∑
nn′k
∑
mm′k
ρ∗n′nk(q,G)ρm′mk(q,G)×
∑
λ
Aλn′nk(A
λ
m′mk′)
ω − Eλ (2.29)
In the equation, Ω is the volume of the cell andN is the number of electrons, ρn′nk(q,G) = 〈n′k|ei(q+G)·r|nk−
q〉 with q,G are wave number and reciprocal lattice vector, |nk〉 represents the DFT eigenstates, Aλn′nk =
〈n′nk|λ〉 is the eigenvectors of the BSE hamiltonian. The formal derivation of the BSE Hamiltonian and
of the solution to the macroscopic dielectric function can be found in Ref. 33. With the inclusion of the
eigenstates and eigenvalues of the BSE hamiltonian, the coupling between electrons and holes are taken into
account so that we obtain the optical spectrum with excitonic effect.
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Chapter 3
Structural Properties Calculation of
Boron Nitride ZnO
3.1 Unit Cell and Convergence Test
We used Vienna Ab initio Simulation Package(VASP) [37], developed by Georg Kresse and his co-workers,
throughout this thesis work for the simulations. VASP is a commercial software for atomic scale calcula-
tions using first-principles approaches. It uses plane wave as basis functions and uses projector augmented
wave(PAW) scheme [38] to describe electron-core interactions. It is a widely used tool for ab-initio studies
and has been adopt in lots of scientific researches [39]. To construct the unit cell of ZnO, we provide the
lattice vectors and the positions of the atoms to the program. For hexagonal system, the vectors are:
a1 = (a, 0, 0)
a2 = (−a2 ,
√
3
2 , 0)
a3 = (0, 0, c)
Periodic boundary conditions have been applied in all three directions for both polymorphs to represent
bulk materials. Although the BN phase is mostly found in ultra-thin films, the experimental lattice constant
of this structure is only reported by one study, who claimed that they have grown bulk BN phase ZnO under
kinetically controlled condition with organometallic precursor system [14]. The WZ structure, on the other
hand, is the stable phase under equilibrium conditions for ZnO. Thus we are able to compare the bulk lattice
parameters for both polymorphs with experiments. Two graphs for both the WZ phase structure and the
BN phase structure are shown in Figure 3.1. The difference of the two structure can be seen: In the WZ
structure, the oxygen atom and the zinc atoms lies in different planes. On the contrary, the BN structure is
a 2-D structure where Zn atom and Oxygen atom lies in the same x-y planes.
The convergence of the total energy should be tested with two main parameters. They are the k-points
mesh and the plane wave cutoff. The reciprocal k-points mesh is a 3-dimensional grid that determines the
number of the sampling points inside the Brillouin Zone of the reciprocal lattice. The plane-wave cutoff is
the cutoff energy of the plane wave basis functions. In principle, we should have infinite number of basis
functions for the wave function. The complete basis functions set can not be calculated practically, thus in
12
Figure 3.1 Structure of ZnO in a) WZ phase b) BN phase. Red spheres are oxygen atoms and gray spheres
are Zn atoms. The layered feature of BN ZnO can be seen from b).
simulations a certain energy is chosen beyond which the basis functions are neglected.
Figure 3.2 The convergence test of BN ZnO. It shows that the total energy will converge well for plane wave cutoff
energies larger than 450 eV and k-point mesh of 12 ∗ 12 ∗ 8.
The first convergence test is done for a wide range of k-meshes and energy cutoffs without relaxing
the cell. With such a test we are able to choose a proper range for the relaxations, which are more time
consuming. Figure 3.2 shows the result of the convergence test. By doing this, we decided to choose k-point
mesh of 8 ∗ 8 ∗ 6 and 12 ∗ 12 ∗ 8 and plane wave energy cutoff from 300 eV to 550 eV for relaxation.
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Figure 3.3 The figure shows the fit result for the optimum volume and minimum energy for different combination of
k-mesh and plane wave energy cutoffs.
3.2 Structural Relaxation of the Unit Cell
After choosing for the range of k-mesh and the energy cutoffs, we performed full relaxation for the unit cell
with minimizing the Hellmann-Feynman forces [40–43]. We kept the volume fixed and let the cell and the
atoms to relax in order to get the optimized atomic configuration for a certain volume. Then by varying the
volume, we obtained a set of different total energies around the minimum. We fit the energies and volumes
with Equation 3.1, which is the Murnaghan equation of state [44]. With the fitting, the optimum volume
and the corresponding energy can be obtained.
E(V ) = E0 +
K0V
K ′0
(
(V0/V )
K′0
K ′0 − 1
+ 1
)
− K0V0
K ′0 − 1
(3.1)
In the Murnaghan equation of state, the minimum energy is given by V = V0. With the fit, we can find the
parameters in the equation including E0, V0,K0 and K
′
0. E0 is the lowest total energy of the unit cell and V0
is the corresponding volume of the cell. The bulk modulus K0 shows the substance’s resistance to uniform
compression at the optimum volume, while K ′0 is its first derivative with respect to pressure. Table 3.1 shows
the data computed for the E-V curve for different combination of k-mesh and energy cutoffs. With fitting
the data to the equation of state, we get the optimized volume and energy for each case, which are found to
be converged with increasing cutoff and density of the k-mesh.
Figure 3.3 shows the result of the fit. From the result, a proper combination of k-points mesh and plane
wave energy cutoff should be chosen carefully. A denser k-points mesh and a larger energy cutoff will provide
a better accuracy but will also consume more computer times and require more storage. For a too dense
k-points mesh, the cost for Hybrid, GW and BSE calculations will be too high so that we will not be able
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K points 8 ∗ 8 ∗ 6
Energy Cutoff(eV) 300 400 450 500 550
Volume(A˚) Total Energy(eV)
46.34 -17.845 -17.773 -17.793 -17.794 -17.793
46.78 -17.862 -17.782 -17.800 -17.802 -17.801
47.22 -17.861 -17.787 -17.805 -17.805 -17.805
47.66 -17.871 -17.787 -17.806 -17.806 -17.805
48.1 -17.879 -17.784 -17.803 -17.803 -17.802
48.55 -17.876 -17.781 -17.798 -17.798 -17.797
49 -17.867 -17.790 -17.790 -17.788
49.45 -17.779 -17.778
K points 12 ∗ 12 ∗ 8
Energy Cutoff(eV) 300 400 450 500 550
Volume(A˚) Total Energy(eV)
46.34 -17.850 -17.776 -17.793 -17.795 -17.794
46.78 -17.858 -17.783 -17.801 -17.802 -17.801
47.22 -17.863 -17.787 -17.805 -17.806 -17.805
47.66 -17.868 -17.787 -17.806 -17.806 -17.805
48.1 -17.875 -17.786 -17.803 -17.804 -17.803
48.55 -17.871 -17.780 -17.798 -17.798 -17.797
49 -17.790 -17.790 -17.789
49.45 -17.779 -17.778
Table 3.1 The total energy for different convergence parameters and different volume for BN ZnO. The
blanks comes from that for some of the volumes, the BN cell will relax to the WZ so that we cannot get
BN structure in these volumes. The E-V curve we get will be approximately parabolic if we are close to the
minimum and have a well-converged k-points mesh and energy cutoff.
15
Table 3.2 Data comparison for structure relaxations.
structure lattice constant this work(A˚) LDA (A˚) GGA (A˚) Exp.(A˚)
wurtzite
a 3.2809 3.19 a 3.29 b 3.2496 c
c 5.3006 5.18 a 5.29 b 5.2042 c
BN
a 3.4546 3.40 a 3.45 d 3.099 e
c 4.5997 4.39 a 4.62 d 3.858 e
a Ref. 12
b Ref. 47
c Ref. 45
d Ref. 15
e Ref. 46
to perform these calculations. It is important to find a compromise between accuracy and cost. It can be
seen from the figure that both the lowest energy and the optimum volume show good convergence starting
from k-points mesh of 12 ∗ 12 ∗ 8 and energy cutoff of 450 eV. The total energy is converged to within 10−3
eV, and the optimized volume is converged within 0.1 A˚3. Thus we decided to adopt the lattice constants
from this combination and use this combination for further calculations.
3.3 Result and Discussion for the Structural Properties
The lattice constants we obtained are shown in Table 3.2. To compare with other computational and
experimental results, we searched for literature [12, 15, 45–47] which listed the lattice constant for wurtzite
ZnO and BN ZnO and compared the result with what we obtained from this work. These comparisons are
also listed in Table 3.2.
The table shows that the difference between our GGA result and the GGA result from others [15] are
pretty small with differences below 1% for both polymorphs. However, we noticed that compared with the
experimental lattice constant, which is obtained by X-ray diffraction, the GGA result overestimates the
lattice constant for both a and c by more than 10%. However, the same technique gives reliable lattice
constants with an overestimation of only 1% for WZ structure. It is not clear why this discrepancy appears.
Researchers have tried to investigate the cause of the error by applying a GGA+U as exchange-correlation
functional to the calculation [15]. They believe that the significant overestimation is related to a shallower
predicted Zn d state position compared to experiment, if GGA exchange-correlation is applied with no U
added. With pushing the Zn d state deeper, they reduced the overestimation of lattice constant to about
6-8%. However the overestimation of lattice constant using LDA+U method is still large, compared to the
1% overestimation for WZ. Besides, the problem of d state does not only appear in BN structure but also in
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WZ structure so that we should also expect to see similar effect in the WZ structure. It is also noticed that
normally LDA will underestimate the lattice constants due to overbinding and GGA will overestimate it due
to underbinding, but in the case for BN ZnO, both of the method significantly overestimate it. Thus even
with applying the LDA+U method, the discrepancy between theoretical lattice and experimental lattice is
not fully explained. We investigated this problem and the result is shown later in chapter 4.
3.4 Transition Pressure
Figure 3.4 The energy vs. volume curve and enthalpy vs. pressure curve for WZ and BN ZnO. The common
tangent of the E-V curve and the cross point of the E-P curve both gives the estimated transition pressure.
By applying the common tangent method for the two E-V curves of the two different structures, we
can compute the transition pressure. The transition pressure from WZ to BN is found to be 25.6 GPa. A
verification using a enthalpy method is also shown. In this method, instead of finding a common tangent
which gives the transition pressure, we calculated the enthalpy using the definition: H = E+pV , where V is
the volume of the cell and we provide this quantity to VASP as input. E is the total energy of the unit cell,
p is the external pressure [48] and this two quantities are computed with VASP. We plotted the enthalpy
versus pressure curve. Since the polymorph that minimize the enthalpy under a certain pressure is the stable
one, thus the cross point is the transition pressure. Researchers has reported that their calculation shows
that BN ZnO appears also under a effective negative pressure [12]. They used a hybrid functional exchange-
correlation which may be causing the difference between their results and ours. In our case, however, the
BN structure will relax back to WZ when we increase the volume of the cell too much. Thus we did not see
that common tangent with negative pressure in this study.
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Chapter 4
Band Structure
The electronic band structure is the dispersion relation of electrons in the momentum space. It describe the
ranges of energy that an electron within the solid may be able to have. It can tell us a lot of information
about a certain material such as the band gap and the effective mass. These properties are highly related to
the application of semiconductors like ZnO since they determines the ability of photon absorption and charge
transport of the material. To properly plot the band structure from the final relaxed unit cell, we choose a
high-symmetric path in the Brillouin zone of the reciprocal lattice and calculate the dispersion relation of
the electron energy with the reciprocal lattice vector along these paths. The path for the hexagonal system
is shown in figure 4.1 [1].
Figure 4.1 The Brillouin zone of hexagonal system, the high symmetric k-path is: Γ−M −K −Γ−A−L−
H −A|L−M |K −H. The figure is taken from Ref. [1].
4.1 Electronic Band Structure for BN and WZ phase ZnO
The band structure for both polymorphs has been calculated using DFT with GGA and Hybrid functional
as well as using the GW approximation. The GW band structure for both structure is shown in Figure 4.2.
The band gaps predicted by different methods are shown in table 4.1.
The band gap we obtained from DFT with GGA exchange-correlation is 0.73 eV for WZ structure and 0.9
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Figure 4.2 The GW band structure for a) WZ structure b) BN structure.
eV for BN structure, which is significantly off from the band gap observed in experimental studies [49] due
to the limitation of DFT for excited states properties. The DFT with hybrid functional and GW calculation
shows better estimations for band gaps. With using the HSE06 scheme for the hybrid exchange-correlation
functional, we achieved the band gap as 2.6 eV for BN and 2.4 eV for WZ, respectively. The band gap we
obtained from HSE06 exchange-correlation functionals for WZ structure matches well with the band gap
from the same method for WZ in other studies(2.5 eV) [50].
For the GW calculation, we need to use a large number of conduction bands so that the dielectric matrix
can be converged. For this reason we chose 320 bands for our calculations. To verify that the number of
bands we used is sufficient, we calculated the band structure of BN polymorph with 272, 320 total number
of bands and compared them with each other. The aim of the single test is to see if further convergence tests
are needed since the convergence test for GW approximation is extremely expensive. The comparison of
these calculation is shown in figure 4.3. The figure indicates that the band structure from the two different
calculations are almost identical. The difference between the eigenenergies from the two calculations are
within 10 meV, thus we believe that the band structure has already been converged well enough with 320
bands and it is sufficient for the purpose of this work.
The GW calculation can be performed based on either a DFT wave function with GGA exchange-
correlation or with a hybrid functional. When the DFT wave function with GGA exchange-correlation is
used, we obtained 2.27 eV for the band gap of BN ZnO. Comparing with the DFT band gap using GGA
exchange-correlation, the band gap has been opened up by 1.3 eV. However, this band gap is still off from
experiment by 1 eV. For a GW calculation based on the DFT wave function with hybrid functionals, the
band gaps are 3.22 eV for BN structure and 3.05 eV for WZ structure. We see a difference between the
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Figure 4.3 The test for the effect of number of bands for GW calculation. The test shows that the band
structure calculated using 272 bands and 320 bands are nearly identical thus up to this number of bands,
the calculation is already converged.
Table 4.1 Band gap calculated using different computational method (in eV) for BN and WZ ZnO.
structure DFT(GGA) HSE06 GW Experiment
wurtzite 0.7 2.4 3.05 3.3 [49]
BN 0.9 2.6 3.22 3.5 [49]
GW band gap using wave function from DFT with different exchange-correlations. The reason is that the
single shot GW method has a strong dependency on the starting point. The calculation can also be done
self-consistently so that the wave functions are also updated. With this self-consistent GW, we can eliminate
the dependency of the starting point. In the next section, we will be investigating the discrepancy of the
lattice constant of the BN structure from calculations to experiment. In that case we want to have no
dependency on the starting point so that the comparison of the band gap between different structures is
reasonable, for which we applied self-consistent GW calculations.
4.2 Investigation of the Discrepancy of Lattice Constant from
Experiment
As mentioned in Chapter 3, the computed lattice constant of BN structure overestimate the experimental
lattice constant by over 10%. We want to study this discrepancy by calculating the band structure. The
idea of our investigation of the discrepancy is that experimentally, the band gaps for both of the structures
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have been reported [49] thus we know the difference of the band gap between WZ and BN structures.
Although the computational calculations will have error in estimate the absolute value of the band gap
due to the approximated exchange-correlation, we should expect that for different polymorphs of the same
material, the difference between the calculated band gaps should remain comparable to the difference from
experiments. Thus we constructed fixed unit cell using lattice constant from experimental work [46] and
perform a relaxation on the atom positions. After that, HSE06 calculation and self-consistent GW calculation
has been performed on both the structure with the lattice constant from experimental work and the structure
with the computed lattice constant by ourselves. Along with the calculated band gap for WZ structure, we
can find the difference between the band gap of the WZ structure and that of the different BN structure.
In principle, the correct structure should give a band gap difference close to the difference from experiment
for the two phases. The calculations has been done in the self-consistent GW in a quasiparticle scheme [51]
to eliminate the dependency of the starting point. The result for band gap is shown in table 4.2.
Table 4.2 Calculated band gap for structures with experimental lattice constant and computed lattice constant.
Structure Eg(GGA)(eV ) Eg(HSE)(eV ) Eg(GW )(eV ) GGA [52] GGA [53] HSE [53]
WZ 0.7 2.4 4.05 0.8 0.74 2.49
BN(comp. lattice) 0.9 2.6 3.9
BN(exp. lattice) 2.0 3.4 5.2
The table shows that a self-consistent GW calculations leads to a larger band gap than experiment,
which is observed from other theoretical study [54] and the researches claims that it is due to the lack of
electron-hole interaction in the Coulomb kernel W . The band gap of WZ ZnO calculated from self-consistent
GW in the other study is approximately 3.9 eV [51]. Our calculation shows good correspondence with the
others.
We compared both the band gap from the theoretical lattice constant and that from experimental lattice
constant with the band gap from WZ structure. We found that by assuming the theoretical lattice constant
computed by us for BN structure, regardless of which method we used, the BN structure has a band gap that
is about 0.2 eV larger than the WZ structure. This band gap difference correspond to what has been observed
from experiment [12]. Also, self-consistent GW calculations for both WZ structure and the theoretical lattice
constant of BN structure overestimate the experiment band gap by 10%, which is also what we should expect
for the quasiparticle self-consistent GW approach due to the lack of the consideration electron-hole interaction
in the dielectric matrix [51]. However, when assuming the experimental lattice constant for BN structure,
we obtained a band gap more than 1 eV larger than that of the WZ structure, and for this structure the self-
consistent GW overestimates the experimental band gap by nearly 50%. Although for different materials,
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the overestimation of the band gap using the self-consistent GW approach could be different, we should not
expect to see such a huge overestimation as well as such a different performance on different polymorphs
of the same material. The result indicates that there is at least a mismatch between experimental lattice
constant and the experimental band gap. The XRD method used in experiment is normally reliable but we
found that in the study in Ref.46, the match-up of the XRD pattern with theoretical pattern of BN structure
is not clearly true as they only show three peaks of the XRD pattern which is hard to draw conclusion from.
To fully address this problem, more experimental data with a better XRD resolution will be needed.
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Chapter 5
Optical Properties
5.1 Optical Spectrum
In our work, we used the BSE solver proposed in Ref.55. The solver is implemented in VASP. The Bethe-
Salpeter calculation requires a pre-calculated wave function using density functional theory to evaluate the
screened Coulomb interaction and unscreened exchange. A k-points mesh of 20 ∗ 20 ∗ 14 has been used to
obtain the optical spectrum from BSE calculation. To compare the DFT result and the BSE result, we have
done both calculations for BN ZnO. To overcome the DFT band gap error, we used the GW band gap in
the calculation by applying a constant energy shift to the spectrum ∆Eg = Eg(GW ) − Eg(DFT ) which is 2.26
eV for BN structure and 2.32 eV for WZ structure. Since self consistent GW overestimate the band gap by
about 10%, we shifted the spectrum not to that but to the single shot GW band gap, which have smaller
differences from experiment. The comparison between the optical spectrum obtained from DFT calculations
and BSE calculations is shown in Figure 5.1.
Figure 5.1 The comparison of BSE result and the DFT result for macroscopic dielectric function. a) Real part of the
dielectric function b) Imaginary part of the dielectric function. Red curves represent the spectrum calculated from
BSE calculations. Blue curves represent spectrum from DFT calculations. Solid lines represent the dielectric functions
for light polarization parallel to c direction. Dashed lines represent the dielectric functions for light polarization
perpendicular to c direction.
23
From the figure, we can see that the imaginary part (2) of the spectrum obtained from BSE calculations
shows an obvious absorption peak at photon energy of 3.5 eV for light polarization perpendicular to c
direction while the spectrum from DFT calculations does not show a obvious peak. For light polarization
parallel to c direction, the spectrum from BSE shows a sharper onset from photon energy of 3 eV to 4 eV.
Besides, The figure also shows that the BSE spectrum has a smaller onset energy for photon absorption (by
approximately 0.3 eV, compared to DFT with an energy shift). This difference is due to the exciton binding
energy. We performed the same BSE calculation on WZ structure, the comparison of the optical spectrum
of the two polymorphs is shown in figure 5.2.
Figure 5.2 The comparison of BSE result with the scissor shift for both WZ and BN structure. a) Real part b)
Imaginary part. Red curves represent the optical spectrum for BN structure. Blue curves represent the optical
spectrum for WZ structure. Solid lines represent the dielectric functions for light polarization parallel to c direction.
Dashed lines represent the dielectric functions for light polarization perpendicular to c direction.
The figure shows that the onset energy for photon absorption of the BN structure is about 0.2 eV larger
than that of the WZ structure, which is as expected from the band gap difference. Besides, Figure 5.2 shows
that for BN structure, the onset energy of transition for light polarization parallel to z direction is about 0.5
eV larger than that for polarization normal to z direction. However, this anisotropy is much less obvious in
WZ structure, compared with BN structure. This anisotropy turns out to be important when polarized light
is applied on such a material. On the other hand, this difference, also causes the average dielectric function
for BN structure to be lower than the one for WZ, which corresponds to a weaker overall absorption.
We compared our optical spectrum for WZ polymorph with the optical spectrum for the same material
from previous computational and experimental works. The comparison is shown in Figure 5.3. This com-
parison shows that our result corresponds well to the previous computational result. The slight difference is
possibly due to the different k-points mesh that has been used. The overall shape fits well to the experiment
result, however, the band gap is about 0.3 eV off. The reason is that we only shifted the minimum transition
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to the single-step GW result, which did not completely correct the error in DFT and HSE06. This can
be corrected by applying a larger shift to the spectrum. However, since we focus on the overall spectrum
and it won’t be affected by the deviation of the absolute value of the minimum transition, we adopt this
spectrum as the final result. There is currently no optical absorption spectra for BN polymorph available to
be compared with so for that, our result will be a prediction.
Figure 5.3 The comparison of the optical spectrum we obtained for WZ structure with previous computational
result and experiment result. Blue curves represent our result. Blue curves represent computational result
from Ref. [2]. Black curves represent experimental results from Ref. [3]. Left is the dielectric functions
for light polarization perpendicular to c direction. Right is the dielectric functions for light polarization
perpendicular to c direction.
5.2 Exciton Binding Energy
Another interesting optical property that we want to study is the exciton binding energy. When electron is
excited into the conduction bands, the Coulomb interaction between electrons and holes becomes important
and will reduce minimum allowed excitation energy for the electron-hole pairs, which is the exciton binding
energy [56, 57]. Semiconductors have mostly Wannier-Mott type excitons with weak interactions, due to
relatively large dielectric constant [58]. Thus for most semiconductors, the value of the exciton binding
energy is on the order of 10-100 meV [58–60]. Typically, to calculate such a small binding energy, high
k-point density is needed to describe the excitonic wave function, thus obtaining a well-converged value for
the exciton binding energy is difficult.
However, for Wannier-Mott type excitons, there is a simple approximate way to approximately determine
the exciton binding energy. This is called the The Wannier-Mott model. With a simple two band model,
the exciton binding energy can be estimated as the excitonic Rydberg [55],
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Rex = R∞µ/(m0ε20) (5.1)
Where R∞ is the Rydberg constant (R∞ = −13.6 eV), ε0 is the electronic dielectric constant and µ
is the reduced mass for electrons and holes (µ−1 = m∗−1e + m
∗−1
h )) at the conduction band minimum and
the valence band maximum. In our case, we obtained the electronic dielectric constant by calculating the
optical spectrum from DFT and take the value of the real part at zero energy. The dielectric constant we
got for BN structure is ε0 = 5.11 and the dielectric constant we got for WZ structure is ε0 = 5.25. The
effective mass can be obtained with fitting the parabolic model [61] E(k) = E0 +
h¯2k2
2m∗ at the conduction
band minimum and valence band maximum. The Wannier-Mott gives good estimation of the magnitude of
the exciton binding energy for simple and isotropic systems with Wannier-Mott type excitons [62]. However,
for BN ZnO, the fitted value of the effective mass of electrons depend highly on the number of k-points we
used even close to the CBM as the conduction band minimum is not exactly parabolic, meanwhile the system
has a huge anisotropy. Thus we investigated the validity of this model. We fitted for the effective mass first
using only the few k-points that are near the VBM/CBM, then expanding it to a larger range. We compared
the effective mass that we got for the increased fitting range. The result is shown in Table 5.1. The table
shows that the fitted value of electron effective mass for both BN structure and WZ structure varies a lot for
different fitting ranges. Since the exciton binding energy is directly related to the effective mass, it is also
highly sensitive to the range of the fitting. In such case, we need to do a more precise calculation, which is
taking the difference between the calculated lowest eigenenergy from DFT and BSE, and converge it with
respect to k-points sampling and BSE energy cutoff.
We first perform the test of convergence of the exciton binding energy relative to the energy cutoff of
the BSE spectrum. When performing the BSE calculation, in principle we should consider the transition
between all valence bands and conduction bands. However, due to the limit of computational cost, in practice
only consider transition within a certain energy range, which is specified as the cutoff energy of the BSE
spectrum. We perform BSE calculation using k-grid of 8 × 8 × 6 for BN ZnO and different BSE energy
cutoff for testing. The result is shown in figure 5.4. The figure shows that the calculated excitonic binding
energy varies for different energy cutoffs. It shows a good linear behavior vs. {Ecutoff − Eg}−1. Although
choosing a small energy cutoff indeed increases the error to the binding energy, the error brought by choosing
Ecutoff = 6 eV, relative to the binding energy value extrapolated to 0, is within 2%. Besides, according to
the calculations done in Ref. 55, the convergence plots of exciton binding energy versus BSE energy cutoff
for different k-mesh turn out to be parallel to each other. This means by choosing a smaller energy cutoff,
the only error we introduce to the calculation is a constant error with no dependency of k-mesh, which we
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Table 5.1 The effective mass fit for the different range of k chosen to fit with. The first column corresponds to
the fraction of the the fitted range in reciprocal space to the full length of the reciprocal lattice vector. The fit is
only done in the b1 direction of the reciprocal space. The result shows that by using the effective mass fit, we get
the correct magnitude of the exciton binding energy but fails to get a precise value of it. This is explained more
thoroughly in text.
(a) Effective mass fit for BN structure
k-range of
fitting
m∗e m
∗
h µ Rex(meV )
0.0375 0.153 1.671 0.140 73
0.05 0.164 1.665 0.149 77.7
0.0625 0.176 1.661 0.159 83.1
0.075 0.190 1.659 0.171 88.9
0.0875 0.204 1.656 0.182 94.7
(b) Effective mass fit for WZ structure
k-range of
fitting
m∗e m
∗
h µ Rex(meV )
0.0375 0.150 2.703 0.143 70.3
0.05 0.164 2.707 0.155 76.6
0.0625 0.181 2.719 0.169 83.6
0.075 0.198 2.722 0.185 91.1
0.0875 0.216 2.735 0.200 98.8
can fix simply by adding a constant after the k-mesh convergence test.
The effect of the k-points mesh (i.e. minimum k-points distance) is more complicated, different from only
being linear with energy cutoff. The minimum k-distance need to be small enough for the binding energy
to depend linearly on the k-distance. The exact number needed has to be determined by actually testing
for the convergence. To overcome the problem with computational cost, we used a hybrid k-mesh scheme as
highlighted in Ref. [55]. The hybrid mesh samples the BZ non-uniformly with a denser k-mesh near the Γ
point in the center and a sparse k-mesh away from the center. Since the lowest eigenenergy for ZnO appears
at the Γ point, this method provides a way to effectively increase the density of k-points near the region of
interests with less k-points needed, compared to uniformly sample the whole zone. The plot of the exciton
binding energy convergence with respect to k-points mesh is shown in Figure 5.5. According to Ref.55, as
the number of k-points in a certain dimension increases, we should expect to see a decrease in the binding
energy, then a ”turn around” point. After that, we should expect to see the linear region, as we can see in
the figure. However, for BN ZnO, it requires very large density of k-points in a certain direction (x direction,
in this work) to see the turn around point and to reach the linear region. Limited by the computational cost,
the densest k-grid we used has effectively 85 k-points in the x-direction and y-direction while has effectively
58 k-points in the z-direction. We are able to reach to the linear region and by extrapolating to zero, we
obtained the exciton binding energy for both polymorphs.
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Figure 5.4 Convergence of the exciton binding energy with respect to the BSE energy cutoff. The k-point
mesh used is 8*8*6.
Figure 5.5 Convergence of the exciton binding energy with respect to the k-points. The BSE energy cutoff
is fixed at 6 eV. The graph shows that the ”turn around” point for ZnO is at around 1/kx=0.015, which
is still a extremely dense k-grid even with the hybrid mesh scheme. The extrapolated value of the exciton
binding energy is 63.8 meV for BN and 51.3 meV for WZ.
28
The final result of the exciton binding energy for BN ZnO turns out to be 63.8 meV without the energy
cutoff correction. The value of the exciton binding energy from the full calculation is smaller than the that
from the effective mass fit. However, due to the problem that the conduction band minimum is not strictly
parabolic and the assumption of a simple two band model, the binding energy we get out of the full BSE
calculation is more reliable.
We also calculated the exciton binding energy for WZ structure for comparison. Since we already got the
linear region using the BN structure, we only calculate the WZ exciton binding energy within this region
to avoid extra costs. The value extrapolated to 0 is 51.3 meV for WZ without the energy cutoff correction,
while the experimental value of the exciton binding energy for WZ ZnO is around 60 meV [63]. Considering
our choice of energy cutoff introduces a constant underestimation of about 5 meV for the binding energy,
the value we get for WZ structure still lies within the tolerance of error. Comparing the results from the full
BSE calculation with the results from the effective mass fit, we can see that the full BSE calculations gives
smaller values for the exciton binding energy. This indicates that the effective mass we get from the fit is
larger. This is possibly due to the non-parabolic conduction band and the trend can actually be seen from
Table 5.1 that for both polymorphs, smaller electron effective mass can be obtained when we uses k-points
that are closer to the conduction band minimum. Comparing the result of BN structure and WZ structure,
the exciton binding energy for BN structure is about 10 meV larger than that for WZ structure. The result
indicates that excitonic effect is stronger in BN structure. From the effective mass fitting in Table 5.1 we
can see that when fitted with only k-points near the VBM/CBM, both polymorphs have almost the same
reduced mass(0.140 for BN and 0.143 for WZ). However, the BN structure has a smaller dielectric constant,
which is the reason for the larger excitonic effect in this structure.
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Chapter 6
Conclusions
In this thesis work, first principles approaches have been applied on ZnO Boron-Nitride phase and wurtzite
phase to study their structural, electronic and optical properties. The lattice constant for both polymorphs
are calculated and we find good agreement for the WZ phase. However, the lattice constants for BN phase
is found to be overestimated by 10% in simulations. This discrepancy is further studied by calculating the
electronic band structure using unit cells with computational lattice constant, computed by ourselves and
experimental lattice constant from literature. It is found that different computational method give different
values for the band gap. Density functional theory with GGA exchange-correlation gives too small band gap
due to that it is a ground state theory. Hybrid functional exchange-correlation provides a better estimation
of the band gap due to the inclusion of Hartree-Fock exact exchange. GW approximation considers the
propagation of the system with adding or removing one particle, thus includes one particle excitation. This
approximation describes the band gap better than DFT. We compared the band gap we got from different
method for the computational lattice constants and the experimental lattice constants for BN structure. We
found that when the computational lattice constant is used, the band gap of BN phase is 0.2 eV larger than
the WZ phase, which is consistent with the difference in band gap measured from experiment. However,
when experimental lattice constant is used, the difference between the band gap increased to over 1 eV. Our
result shows that there is a inconsistency between experimental lattice and experimental band gap. Since
experiments on BN phase of ZnO is rare and limited, we suggest that more experiment should be carried
out to study this discrepancy.
With performing the Bethe-Salpeter calculation and shifting the spectrum to the GW band gap, we
obtained accurate optical absorption spectrums for both structure. We compared the dielectric functions of
WZ phase to experiment and find a good agreement. As a prediction, we find a large anisotropy for the
absorption of polarized light in the BN structure. We further obtained the exciton binding energy for both
polymorphs of ZnO. A parabolic effective mass model successfully predicted the order of magnitude of the
exciton binding energy. However, the estimated effective mass is highly sensitive to the fitting range. The
conduction band becomes non-parabolic unless being very close to the minimum within 5% of the full BZ.
30
We then performed full BSE calculation and tested for the convergence with respect to BSE energy cutoff
and k-points mesh. The result shows that this material requires extreme dense k-points mesh to achieve
convergence for exciton binding energy, and the converged value for that is 63.8 meV. Compared with the
WZ structure, the exciton binding energy for BN structure is about 10 meV larger. That indicates excitonic
effect is stronger in BN structure. This is due to the smaller dielectric constant in BN structure.
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