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Duality between density function and value function with applications
in constrained optimal control and Markov Decision Process
Yuxiao Chen and Aaron D. Ames
Abstract— Density function describes the density of states in
the state space of a dynamic system or a Markov Decision
Process (MDP). Its evolution follows the Liouville equation.
We show that the density function is the dual of the value
function in the optimal control problems. By utilizing the
duality, constraints that are hard to enforce in the primal
value function optimization such as safety constraints in robot
navigation, traffic capacity constraints in traffic flow control can
be posed on the density function, and the constrained optimal
control problem can be solved with a primal-dual algorithm
that alternates between the primal and dual optimization.
The primal optimization follows the standard optimal control
algorithm with a perturbation term generated by the density
constraint, and the dual problem solves the Liouville equation
to get the density function under a fixed control strategy
and updates the perturbation term. Moreover, the proposed
method can be extended to the case with exogenous disturbance,
and guarantee robust safety under the worst-case disturbance.
We apply the proposed method to three examples, a robot
navigation problem and a traffic control problem in sim, and
a segway control problem with experiment.
I. INTRODUCTION
The problem of optimal control is one of the most well-
studied problems in control. Due to Bellman’s principle of
optimality [2], dynamic programming has been the standard
tool for solving optimal control problems, both in continuous
state space and discrete state space, such as in the case
of a Markov Decision Process (MDP). The key concept in
dynamic programming is called a value function, which is
the optimal cost-to-go at a given state and time, and the
optimal control strategy is derived from the value func-
tion. In particular, the value function in a continuous state
space follows the Hamilton Jacobi Bellman (HJB) partial
Differential Equation (PDE). However, it is difficult to cast
some constrained optimal control problems as a constrained
value function optimization, such as problems with safety
constraint or convergence rate constraint. We show that the
density function, first introduced to the control community by
Rantzer [13], [15], is the dual of the value function in many
different optimal control formulations, and some constrained
optimal control problems can be conveniently written as an
optimization over the density function. The idea of duality
is not a new one, such as the concept of co-state in classic
optimal control [12], the occupation measure approach in
[10], [11], [19], [20]. The costate can be viewed as a special
case of the density function in which the density is simply
a delta function. The setup for occupation measure does not
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explicitly use the value function, but rather make the control
input as part of the infinite dimensional linear programming,
which is approximated by finite dimensional semidefinite
programming; while the approach in this paper explicitly
uses the fact that the control strategy is determined by the
value function, and turn the computation to the HJB PDE of
the primal problem.
In [15], density function was proposed as the dual to the
Lyapunov function to prove stability of nonlinear systems.
Since the density function follows the Liouville equation,
which is a partial differential equation and is hard to encode,
the computation method for the density function has been
limited to analytical method (propose one and validate by
hand) and Sum of Squares programming [13]. Liouville
equation is also directly used to formulate optimal control
problem and analytical solution can be found for linear
systems, as shown in [3]. We show in this paper that instead
of viewing the density function as a certificate of stability,
it actually has physical meaning as the distribution of states,
and is the dual of the value function in optimal control. Be-
sides, we propose an Ordinary Differential Equation (ODE)
approach to compute the density function, and on top of that
a primal-dual algorithm that solves optimal control problems
with density constraint. We show the duality relationship
and the corresponding primal-dual algorithms for constrained
optimal control for both continuous dynamic systems and
MDP. Though the formulations are quite different, the math
behind them are essentially the same.
The main contributions of this paper are (i) establishes
the duality relationship between the value function and the
density function in multiple cases, including continuous
dynamic systems and Markov Decision Processes (ii) pro-
poses primal-dual algorithms to solve constrained optimal
control synthesis for the two cases mentioned previously (iii)
discusses extensions of the primal-dual algorithm to allow
exogenous disturbance and to include multiple MDPs.
The paper is organized as follows. Section II reviews the
basic concepts and methods for optimal control and MDP,
and the concept of density function in both cases. Section
III presents the main result, the duality relationship between
the value functions and density functions. Following the
duality result, Section IV and Section V presents the primal-
dual algorithms for constrained optimal control for dynamic
systems and MDPs, respectively. Two example cases are
presented in Section VI and finally we conclude in Section
VII.
Nomenclature For the remainder of the paper, N denotes
the set of natural numbers, N+ denotes the positive natural
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number, Rn denotes the Euclidean space and Rn≥0 denotes
the positive orthant. Given a dynamic equation x˙ = f(x),
Φf (x0, T ) denotes the flow map of the dynamics with
initial state x0 and horizon T . 〈·, ·〉 denotes the inner
product, depending on the context. For example, 〈a, b〉X =∫
X a(x) · b(x)dx for two functions a and b defined on X . 0
denotes a vector of all zeros or a function that is always zero,
depending on the context. 1S denotes the indicator function
of a set S. A function is of class Ck if it is k-th differentiable
and the k-th derivative (partial derivatives in the case of
multivariate functions) is continuous. Given a discrete set
S = {s1, s2, ..., sN} and a function h : S → R, h denotes the
vector form of h, and is defined as [h(s1), h(s2), ..., h(sN )]ᵀ.
II. BACKGROUND REVIEW AND PROBLEM SETUP
In this section, we review the concept of density function
and optimal control, and formally define the problem to
solve. We will review the optimal control formulation with
continuous state and input space as well as the Markov
decision process, where the state space and input space are
discrete.
A. Optimal control and value function
There are numerous results in optimal control, we review
the setting with continuous state and input space and contin-
uous time. Given a dynamic system:
x˙ = F (x, u), x ∈ X = Rn, u ∈ U ⊆ Rm, (1)
the standard formulation is the following:
min
u
∫ T
0
C (x (t) , u (t)) dt+D (x (T )) s.t. x˙ = F (x, u) ,
where x ∈ X = Rn is the state, u ∈ U ⊆ Rm is the control
input, x˙ = F (x, u) is the dynamics described as an ODE,
T ∈ R≥0 is the horizon of the problem, which can be fixed
or dependent on x. C : X × U → R is the running cost
function and D : X → R is the terminal cost function.
Remark 1. For simplicity, we only consider time-invariant
dynamics. It should be straightforward to extend the results
to the case with time-varying dynamics.
The Pontryagin Maximum Principle (PMP) [12] gives
necessary conditions for the optimality of the solution, and
the standard tool for solving the optimal control problem is
dynamic programming [2], which utilizes the principle of
optimality and formulates the problem as a Hamilton Jacobi
Bellman PDE:{
∂V
∂t + minu∈U
{∇xV (t, x) · F (x, u) + C (x, u)} = 0
V (T, x) = D (x)
,
where the value function V : [0, T ]× X → R is defined as
V (t, x0) = min
u(·)∈U(·)
{∫ T
t
C (x (t) , u (t)) dt+D (x (T ))
}
,
s.t. x(t) = x0,∀τ ∈ [t, T ], x˙(τ) = F (x(τ), u(τ))
which is the optimal cost-to-go of the optimal control prob-
lem for an initial condition x0 at time t. Once the value
function is known, the optimal policy is then
u? (t, x) = arg min
u∈U
{∇xV (t, x) · F (x, u) + C (x, u)} .
B. Density function for dynamic systems
On the other hand, density function was proposed by
Anders Rantzer in [15] as a dual to Lyapunov function. The
density function ρ : [0, T ] × X → R≥0 can be understood
as the measure of state concentration in the state space. We
consider a dynamic system described by
x˙ = f(x), x ∈ Rn, f ∈ C1. (2)
Under (2), the evolution of a differentiable density function
follows the Liouville PDE:
∂ρ
∂t
+∇x · (ρ · f) = φ(t, x, ρ)
ρ (0, x) = ρ0 (x) ,
(3)
where ∇x · (ρ · f) = ∇xρ · f + ∇x · f · ρ =
n∑
i=1
∂fi
∂xi
·
ρ +
n∑
i=1
∂ρ
∂xi
fi, ρ0 : Rn → R≥0 is the initial density
function, and φ : [0,∞) × X × R → R is the supply
function, φ(t, x0, ρ(x0, t)) > 0 means a source, i.e., states
with initial condition x(t) = x0 appears at x0 with intensity
φ(t, x0, ρ(x0, t)), and φ(t, x0, ρ(x0, t)) < 0 denotes a sink,
i.e. states exit the system with intensity φ(t, x0, ρ(t, x0)) at
x0, time t. We will later show the condition under which ρ
is differentiable. We allow φ to depend on ρ to allow more
flexible characterization of the supply function.
Remark 2. Note the difference between φ+ and ρ0. φ+
specifies how new states enter the system over time, while
ρ0 specifies the initial distribution of the states at t = 0.
Remark 3. The Liouville equation does not require the
density function to be nonnegative, but any density function
that conveys physical meaning should be nonnegative.
The Liouville PDE can be transformed and solved as an
ODE since
∂ρ
∂t
+∇x · (ρ · f) = dρ
dt
∣∣∣∣
x˙=f(x)
+ (∇x · f)ρ = φ. (4)
This implies that the evolution of the density function alone
the trajectory of the dynamic system x˙ = f(x) satisfies the
following ODE:[
x˙
ρ˙
]
=
[
f (x)
φ (t, x, ρ)−∇x · f (t, x) ρ
]
. (5)
Note that here ρ does not have to be differentiable since its
evolution along the trajectory of x˙ = f(x) is completely de-
termined by f and the initial condition ρ0, and the solutions
of an ODE do not intersect.
With (5), we can evaluate the density function at any state
x, any time t > 0 with the following two step procedure:
• First, solve the reverse ODE of x˙ = −f(x) with initial
condition xt to get Φ−f (x, t) = Φf (x,−t).
• Then, solve the extended ODE in (5) with initial con-
dition [Φf (x,−t), ρ0(Φf (x,−t))]ᵀ to time T .
Define the extended dynamics in (5) as f . Given an initial
density function ρ0, from the two-step procedure shown
above, we have
ρ (t, x) = Φf ([Φf (x,−t) , ρ0 (Φf (x,−t))]ᵀ, t)↓ρ,
where ↓ ρ means the projection of [xᵀ, ρ]ᵀ to ρ.
We give the following theorem for the differentiability of
the density function.
Theorem 1. Given a dynamic equation in (2) where f ∈ C1,
if ρ0 ∈ C1, and φ ∈ C0, then ρ ∈ C1.
To prove Theorem 1, we need the following lemma:
Lemma 1. If f ∈ Ck in an open neighborhood around
x0, then ∀t > 0, the flow map Φf ∈ Ck+1 inside an open
neighborhood around Φf (x0, t).
This is adopted from Lemma 2.3 in [17], see the proof
therein.
Proof of Theorem 1. Since f ∈ C1, ∇x · f ∈ C0, and
φ ∈ C0, therefore f ∈ C0. For any t > 0, x0 ∈ Rn,
let xt = Φf (x0, t), then by Lemma 1, dxtdx0 exists and is
continuous. Since f ∈ C1, so is −f , therefore dx0dxt exists
and is continuous. Since f ∈ C0, with Lemma 1, Φf ∈ C1,
which implies ∂ρ(t,xt)∂ρ0(x0) and
∂ρ(t,xt)
∂x0
exist and are continuous.
By the chain rule,
∂ρ(t, xt)
∂xt
=
∂ρ(t, xt)
∂ρ0(x0)
dρ0(x0)
dx0
dx0
dxt
+
∂ρ(t, xt)
∂x0
dx0
dxt
,
where all the partial derivatives on the RHS exist and are
continuous, therefore ∂ρ(t,xt)∂xt exists and is continuous. By
(4), ∂ρ∂t = φ(t, xt, ρ)−∇x ·(ρ ·f), which exists since ∂ρ(t,xt)∂xt
exists, and is continuous. Therefore ρ ∈ C1.
For a stationary supply function, i.e. φ only depending on
x and ρ, one would hope that there exists a stationary density
function that any initial condition converges to, this is not
always the case, but we provide sufficient condition for the
convergence.
Proposition 1. Given a stationary supply function φ and an
initial density function ρ0, assume that there exists a ρs :
Rn → R≥0 such that
∀x ∈ Rn, φ (x, ρs)−∇ · (ρs · f) = 0.
For any x ∈ Rn, if there exists T ≥ 0 such that ∀t ≥
T, ρ0(Φf (x,−t)) = ρs(Φf (x,−t)), then ∀t ≥ T, ρ(t, x) =
ρs(x) .
Proof. The proof follows from the fact that
∀t ≥ T, ρ (t, x) = Φf¯ ([Φf (x,−t) , ρ0 (Φf (x,−t))]ᵀ, t)↓ρ
= Φf¯ ([Φf (x,−t) , ρs (Φf (x,−t))]ᵀ, t)↓ρ
= ρs (x)
C. Markov decision process
The discrete counterpart of optimal control is the Markov
decision process (MDP), which is defined as a 4-tuple
(S,A, Pa, Ra) where
• S is a finite set of states, N = |S| is the number of
states,
• A is a finite set of actions (sometimes the action at
state s is limited to As ⊆ A), M = |A| is the number
of actions,
• Pa(s, s′) = P(s(t+ 1) = s′ | s(t) = s, a(t) = a) is the
transition probability from s to s′ under action a,
• Ra(s, s′) is the reward associated with the transition
from s to s′ under action a.
A standard MDP optimization solves for the optimal policy
that maximizes the discounted cumulative reward∑∞
t=0
γtRa(t) (s(t), s(t+ 1)), (6)
where 0 ≤ γ ≤ 1 is the discount factor.
A policy pi determines what action to take given the state.
A policy is deterministic if it maps a state to a deterministic
action, stochastic if it maps a state to a distribution over
multiple actions. A policy is stationary if it does not change
with time. It can be proved that for a finite MDP with
the reward function defined in (6), there always exists a
stationary deterministic policy [14]. In the stochastic policy
case, let
∆s
.
=
{
α ∈ RM≥0 |
∑M
j=1
αj = 1, aj /∈ As → αj = 0
}
,
be the set of all possible stochastic policy at state s, which
is a probability simplex with entries corresponding to ac-
tions not available at s constrained to 0. We let pi(s) =
[pi(a1|s), ..., pi(aM |s)] ∈ ∆s denote the policy at state s,
where pi(a|s) ≥ 0 denotes the probability of taking action a
at state s, and
∑
a∈As
pi(a|s) = 1.
The optimal strategy of MDPs can also be solved by
dynamic programming, where it appears as the value iteration
method:
pi(s) = arg max
pi(s)∈∆s
{∑
a
pi(a|s)
∑
s′∈S
Pa (s, s
′) (Ra (s, s′) + γV (s′))
}
V (s) =
∑
a∈A
∑
s′∈S
pi(a|s)Pa (s, s′) (Ra (s, s′) + γV (s′)),
where V : S → R is the value function. For notational
convenience, we also use the vector form of V , defined as
V = [V (s1), V (s2), ..., V (sN )]
ᵀ ∈ RN
D. Density function for MDP
Similarly, one can define the density over states in an
MDP as ρ : S → R≥0, and the vector form of the density
function is defined as ρ = [ρ(s1), ρ(s2), ..., ρ(sN )]ᵀ ∈ RN .
For a given policy pi, let Ppi denote the transition probability
matrix, where
Ppiij = P (s(t+ 1) = sj | s(t) = si, a ∼ pi (si))
=
∑
a
pi(a|si)Pa(si, sj). (7)
Given an initial density ρ0 over states, the evolution of the
density under pi follows
ρt+1 = (Ppi)ᵀρt + φ
(
ρt
)
,
where φ : S × R → R is the supply function, and φ(ρ) =
[φ(s1, ρ(s1)), φ(s2, ρ(s2)), ..., φ(sN , ρ(sN ))]
ᵀ is its vector
form. Here we only consider stationary supply functions, i.e.,
φ that do not depend on t.
Remark 4. The constraint 1ᵀρt = 1 is not enforced as in the
case of probability distribution. The probability distribution
can be viewed as a special case of density with 1ᵀρt = 1
and φ = 0.
Remark 5. The idea of the dual variable in MDP has been
studied, for example, in [1], and recently in [6], but they
differ from the density function discussed in this paper in
that the density function has a physical meaning rather than
simply being the dual variable. The evolution of density
function is governed by not only the Liouville equation, but
also the supply function and the initial condition. Therefore,
we can pose constraints on the density function with physical
meaning.
III. DUALITY IN OPTIMAL CONTROL OF CONTINUOUS
DYNAMIC SYSTEMS
In this section, we show the main results of this paper,
the duality relationship between the value function and the
density function in the continuous optimal control problems
and optimal policy synthesis for MDPs.
Depending on the setup of the optimal control problem,
the supply function φ will take different forms. We present
several setups, including optimal control problems in the
Bolza form with terminal constraint, the infinite horizon
discounted case, and the fixed finite horizon case. However,
since the derivations are similar, we only present the detail
of the first setup, that is, the optimal control problem with
terminal constraint. The derivation of the duality result for
this setup is the most complicated among the three setups.
For simplicity, we only consider the time invariant case,
i.e., the dynamics is time invariant and the supply function
φ is also time invariant, only depending on the state x and
the density ρ.
A. Duality in optimal control with terminal condition
Given the dynamic system in (1), consider the optimal
control problem in the Bolza form with terminal condition
x ∈ Xg , where Xg is the destination:
min
u
∫ T
0
C (x (t) , u (t)) dt+D (x (T )) s.t. x˙ = F (x, u) ,
where T is the first time that the state reaches Xg . We further
assume that
U .= {u | g(u) ≤ 0}
for some function g.
In this case, it can be shown that the value function V only
depends on the state x, so is the optimal control strategy u?.
We consider a supply function φ = φ+ +φ−, where φ+ is
a stationary nonnegative supply function that only depends
on x, encoding the information of the distribution of new
states entering the state space, and φ− takes the following
form:
φ− (t, x, ρ) =

0, x /∈ Xg
− δ (t) ρ, x ∈ ∂Xg
− φ+(x), x ∈ int(Xg),
(8)
where ∂Xg and int(Xg) are the boundary and interior of
Xg , δ(t) is a Dirac delta function at t. This means that the
density function immediately becomes zero once the state
enters Xg .
An example of this setup is the robot navigation problem
where the initial position of the robot follows the distribution
φ+ and the goal is to reach the destination. Another example
is the mail collection problem where the destination is the
post office and new mails to be collected pop up following
the distribution of φ+.
Assumption 1. We assume that there exists a compact set
S ⊆ X such that for the system in (1) under all control
strategies, supply function φ, and ρ0 considered in this paper,
∀t > 0, x(t) ∈ S . Clearly, ∀x /∈ S , φ+(x) = ρ0(x) = 0.
Furthermore, we assume that Xg is a compact set and all
state in S can reach Xg in finite time.
This is a reasonable assumption since in a typical optimal
control problem, the optimal state evolution is bounded.
Together with Proposition 1, if ρs exists and Φf (x,−t) /∈ S ,
ρ(t, x) = ρs(x) since ρs(Φf (x,−t)) = ρ0(Φf (x,−t)) = 0.
Instead of the optimal control problem for an individual
initial condition, we look at the overall cost of the whole
system, similar to [15]. Given a control strategy u = u(x),
let V u be the cost-to-go associated to u for a given state,
then the overall cost rate over time is
Jp = 〈φ+, V u〉X ,
This is interpreted as the inner product between the value
function and the positive supply. Indeed, for every new state
entering the state space at x, it incurs a total cost of V u(x),
and the new states emerge following rate φ+ across the state
space, thus 〈φ+, V u〉X is the total cost rate.
By Bellman’s principle of optimality, we know that the
optimal value function of each state is independent of the
state trajectory before the it reaches that state, which implies
that there exists a pure state feedback law u? that minimizes
the overall cost Jp, and is determined by the following
stationary HJB equation:
J?p =
〈
φ+, V
u?
〉
X
s.t.u?(x) = arg min
u∈U
∇V · F (x, u) + C(x, u)
Cu? +∇V · Fu? = 0
V |Xg = D,
(9)
where Cu?(x)
.
= C(x,u?(x)) and Fu?(x)
.
= F (x,u?(x)).
Since V u
?
is completely determined by the equality con-
straint, we leave out the optimization sign. This is referred
to as the primal problem.
Alternatively, if the density function reaches a stationary
density ρs, the overall cost rate can also be represented as
Jd = 〈Cu, ρs〉X + 〈D,−φ−〉X , (10)
where the first part represents the overall running cost and the
second part represents the terminal cost. Indeed, the density
function represents the presence of the states in the state
space, and (10) is simply the inner product of the density with
the cost function, including the running cost and terminal
cost. With this formulation, the following optimization solves
for the optimal overall cost rate:
min
ρs,u
〈ρs, Cu〉X − 〈φ−, D〉X
s.t.∇ · (ρs · Fu)) = φ, (a)
ρs(x) ≥ 0, (b)
∀x ∈ X , g(u(x)) ≤ 0, (c)
(11)
where (a) is the Liouville equation, (b) requires that the
density stays nonnegative, (c) requires that the input is within
the bound U . This is referred to as the dual problem.
The main theorem of this paper states that the value
function and the stationary density function are dual to each
other.
Theorem 2. For the dynamic system in (1), the optimization
in (11) and (9) are dual to each other. If there exist unique
and differentiable V and ρs that are optimal solutions to the
two problems, there is no duality gap.
Before presenting the proof, we need the following lemma:
Lemma 2. Under Assumption 1, if the system reaches a
stationary density distribution,∫
X
φdx = 0.
Proof. Under Assumption 1, By the adjoint condition:∫
X ∇ · (ρs · Fu) dx =
∫
S ∇ · (ρs · Fu) dx
∫
∂S ρsFu · −→n ds = 0.
Then ∫
X
φdx =
∫
X
−∇ · (ρs · Fu) dx = 0.
Proof of Theorem 2. We show one direction, from (11) to
(9), and the other direction is similar. The Lagrangian is
formulated as
L = 〈ρs, Cu〉X − 〈φ−, D〉X + 〈µ, φ−∇ · (ρs · Fu)〉X
−〈λ0,−ρs〉X − 〈λ1, g ◦ u〉X ,
(12)
where µ : X → R, λ0 : X → R+ and λ1 : U → R+ are the
Lagrange multipliers for constraint (a), (b), and (c) in (11),
respectively. First notice that
−〈φ−, D〉X = 〈δρs, D〉∂Xg + 〈φ+, D〉int(Xg)
Then by Assumption 1, we use the adjoint condition:
〈µ,∇ · (ρs · Fu)〉X = −〈∇µ, ρs · Fu〉X = −〈ρs,∇µ · Fu〉X .
The Lagrangian then becomes
L = 〈ρs, Cu + 1∂XgδD +∇µFu + λ0〉X
+ 〈φ+, D〉int(Xg) + 〈µ, φ〉X − 〈λ1, g ◦ u〉X
(13)
The Kuhn-Karush-Tucker (KKT) condition reads
Stationarity condition:
∂L
∂ρs
= Cu + 1∂XgδD +∇µFu + λ0 = 0
∂L
∂u
= ρs
(
∂C
∂u
+∇µ∂F
∂u
+ λ1
∂g
∂u
)
= 0
Complementary slackness:
µ · (φ−∇ · (ρs · F )) = λ0 · ρs = λ1 · g(u) = 0
This implies that when ρs > 0, i.e. for area in X with
nonzero density,
u?(x) = arg min
g(u)≤0
C(x, u) +∇µ · F (x, u),
Cu? + δ(t)D1∂Xg +∇µFu? = 0,
which directly come from the stationarity condition and
utilized the fact that ρs > 0 → λ0 = 0. Furthermore, since
ρs = 0 inside Xg , the optimal input can be picked arbitrarily
from U , therefore µ has to be constant within int(Xg). let
µ0 = µ(x) |int(Xg). Note that by Lemma 2, at stationary
density,
∫
X φdx = 0, which implies
〈µ− µ0, φ〉X = 〈µ, φ〉X − 〈µ0, φ〉X = 〈µ, φ〉X .
Therefore, we can replace µ with µ−µ0 and both the KKT
condition and the value of the Lagrangian remain unchanged.
Without loss of generality, we can assign µ0 = 0. Then µ
satisfies
µ =
{
0, x ∈ int(Xg)
D(x), x ∈ ∂Xg ,
∀x /∈ Xg,∇µ · Fu? = −Cu?
Define
V = µ+ 1int(Xg)D,
then we have
V |Xg = D,
∀x /∈ Xg,∇µ · Fu? = −Cu? ,
u?(x) = arg min
u∈U
C(x, u) +∇V · F (x, u),
which is exactly the solution of the primal problem in (9).
Besides, from (13), if such an solution to the optimal
problem exists, the dual objective becomes
J?d = max
λ0,λ1,µ
min
ρs,u
L = 〈φ+, D〉int(Xg) + 〈φ, µ〉X .
Since φ− |X\Xg= 0,
J?d = 〈φ+, V 〉X = J?p ,
which shows that there is no duality gap.
B. Duality in several other forms of optimal control
Consider an infinite horizon optimal control problem with
the following cost function:
V (x) =
∫ ∞
0
e−κτC (x (τ) , u (τ)) dτ,
where κ is the discount factor. In this case, the negative
supply function takes the following form:
∀x ∈ X , φ−(x, ρ) = −κρ.
The primal optimal control problem is the following:
J?p = 〈V, φ+〉
s.t.Cu? +∇V · Fu? − κV = 0
u?(x) = arg min
u∈U
C(x, u) +∇V · F (x, u).
(14)
The corresponding density optimization takes the form
J?d = min
ρs,u
〈ρs, Cu〉X
s.t.∇ · (ρs · F (x,u(x))) = φ+ − κρs,
∀x ∈ X , g(u(x)) ≤ 0, ρs(x) ≥ 0.
(15)
The duality between (14) and (15) is proved in Theorem 1
in [4], see the proof therein.
Another setup is a fixed horizon optimal control problem.
In this case, there is no supply function or stationary density,
but instead an initial density of the states ρ0. The following
cost function is considered:
V (t, xt) =
∫ T
0
C (x (τ) , u (τ)) dτ +D(x(T )), x(t) = xt, x˙ = F (x, u),
where T is fixed.
The primal optimal control problem is the following:
J?p =〈V (0, ·) , ρ0〉X
s.t.
∂V
∂t
+ Cu? +∇xV · Fu? = 0
u?(t, x) = arg min
u∈U
C(x, u) +∇xV (t, x) · F (x, u)
V (T, ·) = D.
In this case ρ : [0, T ] × X → R and u? : [0, T ] × X → R
depend on both x and t, and we can show that the dual
problem to this is
min
ρ,u
〈ρ, Cu〉[0,T ]×X + 〈ρ(T, ·), D〉X
s.t.
∂ρ
∂t
+∇x · (ρ · Fu) = 0,
ρ (0, ·) = ρ0, ρ ≥ 0
Similar duality result can be proved, and is omitted here.
C. Duality in MDP optimization
Similar to the optimal control problem in continuous
state and input space, there is duality relationship between
the density function and the value function in MDP. We
consider two setups of MDP, one with infinite horizon and
discounted reward, and one with a sink where states vanish
after reaching the sink.
First, we discuss the discounted reward case. Again, we
only consider the time invariant case. For the MDP intro-
duced in Section II-C, the value function for an individual
state s0 is defined as
V (s0) =
∑∞
t=0
γtRa(t) (s(t), s(t+ 1)) s.t. s(0) = s0.
In the time invariant case, it is assumed that initial states
appear at each state following the positive supply φ+ : S →
R. Recall the solution of the optimal policy for the MDP
reviewed in Section II-C, the overall reward for an MDP
given the positive supply φ+ is then 〈φ+, V 〉S , and the primal
optimization is:
J?p = 〈φ+, V 〉S ,
s.t. V (s) =
∑
a∈A
∑
s′∈S
pi(a|s)Pa (s, s′) (Ra (s, s′) + γV (s′)),
pi(s) = arg max
pi(s)∈∆s
{∑
a
pi(a|s)
∑
s′∈S
Pa (s, s
′) (Ra (s, s′) + γV (s′))
}
(16)
On the density side, the corresponding supply function for
this setup is
φ(ρ) = φ+ − (1− γ)(Ppi)ᵀρ
Then the corresponding Liouville equation for density vector
is the following:
ρt+1 = (Ppi)ᵀρt +φ+− (1− γ)(Ppi)ᵀρt = γ(Ppi)ᵀρt +φ+,
The stationary density ρs : S → R≥0 then satisfies
ρs = γ(P
pi)ᵀρs + φ+,
where ρs is the vector form of ρs. For a 0 < γ < 1, since P
pi
defined in (7) is a probability transition matrix, (I−γ(Ppi)ᵀ)
is nonsingular, thus the stationary ρs = (I − γ(Ppi)ᵀ)−1φ+
always exists and is unique.
The dual optimization is then
J?d = max
ρs,pi
∑
s
ρ(s)
∑
a
pi(a|s)
∑
s′
Pa(s, s
′)Ra(s, s′)
s.t. ρs = γ(P
pi)ᵀρs + φ+,∀s, pi(s) ∈ ∆s.
(17)
Theorem 3. The primal problem in (16) and dual problem
in (17) are dual to each other with no duality gap.
Proof. Starting with the dual problem in (17). The La-
grangian is then formulated as
L =
∑
s
ρs(s)
∑
a
pi(a|s)
∑
s′
Pa(s, s
′)Ra(s, s′)
+
∑
s
µ(s)
(
ρs(s)− γ
∑
s′
∑
a
pi(a|s′)Pa(s′, s)ρs(s′) + φ+(s)
)
Rearranging the terms, we get
L =
∑
s
ρs(s)
 ∑a pi(a|s)∑s′ Pa(s, s′)Ra(s, s′)
+µ(s)− γ∑
a
∑
s′
pi(a|s)Pa(s, s′)µ(s′)

+
∑
s
µ(s)φ+(s)
Replacing µ with V , the KKT condition implies
V (s) =
∑
a
pi(a|s)
∑
s′
(Pa(s, s
′)Ra(s, s′) + γV (s′))
pi(s) = arg max
pi(s)∈∆s
{∑
a
pi(a|s)
∑
s′∈S
Pa (s, s
′) (Ra (s, s′) + γV (s′))
}
,
which is the optimality condition for the value function, and
it’s easy to check that there is no duality gap, i.e.,
J?d = min
ρ,pi
L =
∑
s
φ+(s)V (s) = J
?
p .
On top of the first setup, the second setup adds a sink
set S−, where the state vanishes once inside S−. This
corresponds to the situation where the goal is to travel to
the goal state (the sink S−), and the state vanishes once it
arrives at the goal state. The primal optimization is
J?p = 〈φ+, V 〉S ,
s.t. ∀s ∈ S−, V (s) = 0,∀s /∈ S−,
V (s) =
∑
a∈A
∑
s′∈S
pi(a|s)Pa (s, s′) (Ra (s, s′) + γV (s′)),
pi(s) = arg max
pi(s)∈∆s
{∑
s′∈S
Pa (s, s
′) (Ra (s, s′) + V (s′))
}
(18)
In this case, the supply function is defined as
φ(ρ) = φ+ − ((1− γ)I + γdiag(1S−))(Ppi)ᵀρ, (19)
where diag(1S−) ∈ RN×N is a diagonal matrix whose
diagonal vector is 1S− ∈ RN ,
1S−(i) =
{
1, si ∈ S−
0, si /∈ S−
.
Given Ppi , define the cropped transition probability matrix
P˜pi by modifying the columns of Ppi corresponding to the
states in S− to all zeros. Then it is easy to check that
Ppi − ((1− γ)I + γdiag(1S−))Ppi = P˜pi.
Then the Liouville equation in this case is simply
ρt+1 = γ(P˜pi)ᵀρt + φ+.
The dual optimization is then
J?d = max
ρs,pi
∑
s/∈S−
ρs(s)
∑
a
pi(a|s)
∑
s′
Pa(s, s
′)Ra(s, s′)
s.t. ρs = γ(P˜
pi)ᵀρs + φ+,∀s /∈ S−, pi(s) ∈ ∆s.
(20)
Theorem 4. When the optimal solution to the primal opti-
mization in (18) and the dual optimization in (20) exist and
are finite, the two problems are dual to each other, and there
is no duality gap.
The proof is similar to the proof of Theorem 3, and is
omitted here.
IV. CONSTRAINED OPTIMAL CONTROL FOR DYNAMIC
SYSTEMS
With density functions, it is convenient to pose some
constrained optimal control problems that are hard to pose
with value function. Here we list a few.
• In an optimal control problem, preventing the state to
enter the danger area Xd,
• In a robot navigation problem solved as a finite-horizon
optimal control problem, enforcing a lower bound on
the portion of states that reach the destination at the
end of the horizon,
• In the macroscopic traffic assignment problem, enforc-
ing upper bounds on road sections to prevent conges-
tion.
All of the above mentioned problems can be posed as
constrained optimizations on the density function, and we
present a primal-dual algorithm to solve them.
We will show two examples, the first one is the optimal
control problem with a terminal condition, and the constraint
is that the states never enter a danger area Xd. The second
example is an MDP with upper bounds on the density of
some states.
A. Optimal control with safety constraint
For the optimal control problem with a terminal condition,
the unconstrained version is reviewed in Section II-A and
we present the duality result in Section III-A. Although the
safety constraint is hard to impose on the value function, it
is very convenient to impose it on the density formulation.
The constrained optimization of density function is
min
ρs,u
〈ρs, Cu〉X − 〈φ−, D〉X
s.t.∇ · (ρs · Fu)) = φ,
∀x ∈ X , g(u(x)) ≤ 0, ρs(x) ≥ 0
ρs |Xd≤ ρmax,
(21)
where ρmax is the tolerance, and it takes the value 0 if the
constraint is absolute.
This optimization on density function is an infinite dimen-
sional linear programming with equality constraint, which is
hard to solve. However, one can use a primal-dual algorithm
and solve the primal value function problem instead. With
this extra safety constraint, the Lagrangian becomes
L = 〈ρs, Cu〉X − 〈φ−, D〉X + 〈µ, φ−∇ · (ρs · Fu)〉X
−〈λ0,−ρs〉X − 〈λ1, g ◦ u〉X + 〈ρs − ρmax, σ1Xd〉X ,
(22)
where ◦ denotes function composition and σ : X → R+ is
the Lagrange multiplier associated with the safety constraint.
By Theorem 2, when fixing the dual variable σ, the primal
problem becomes
Jp =
〈
φ+, V
u?
〉
X
s.t. u(x) = arg min
u∈U
∇V · F (x, u) + C(x, u)
Cu + σ1Xd +∇V · Fu = 0
V |Xg = D.
(23)
The only difference comparing the unconstrained case is the
perturbation term σ on the running cost within Xd. There-
fore, a primal-dual algorithm for the constrained optimal
control can be formulated by alternating between solving
the primal problem and updating the dual variable.
Algorithm 1 Primal-dual algorithm for optimal control with
safety constraint
1: σ[0]← 0, j = 0
2: do
3: Solve (23) with σ[j], get u?.
4: Compute stationary density ρs under u?.
5: σ[j + 1]← max {0, σ[j] + α ((ρs − ρmax)1Xd)}.
6: j ← j + 1
7: while
( 〈σ[j],max(0, ρs − ρmax)1Xd〉 > 
or ‖ρs1Xd‖∞ > ρmax
)
8: return u?, ρs, V
Algorithm 1 shows the primal-dual algorithm for con-
strained optimal control, where α > 0 is the step size and  >
0 is the tolerance on the complementary slackness condition.
The algorithm iterates between the primal value function
problem, which solves for the optimal value function and
control strategy under the perturbation σ, and the dual
problem, which computes the stationary density function and
updates the dual variable σ. It terminates if a feasible solution
that is close enough to the optimal solution (assessed by the
KKT condition) is found.
B. Extension to systems with disturbance
The primal-dual algorithm can be extended to solve con-
strained optimal control for systems with disturbance.
Consider the following dynamic system:
x˙ = F (x, u, d), x ∈ X = Rn, u ∈ U ⊆ Rm, d ∈ D ⊆ Rp,
where x, u, and d are the state, control input, and disturbance
input of the system. We would like to solve the optimal
control problem with the same state constraint as in (21)
under all possible disturbances. First, consider the worst-case
disturbance for a given controller u.
Proposition 2. For a fixed state-feedback controller u :
X → U , consider the following optimal control problem:
max
d(·)
∫ T
0
1Xd(x(t))dt
s.t. x˙(t) = F (x(t),u(x(t)), d(t)) ,
(24)
where T is the first time that x reaches Xg . Then the state
will not enter the danger set Xd iff the optimal value of (24)
is zero, and the worst-case disturbance is a function of the
state only, i.e., d?(t) = d?(x(t)).
Proof. The optimization in (24) is essentially an optimal con-
trol problem in the Bolza form. Therefore, by the principle
of optimality, for a single state x, the optimal strategy for the
disturbance should be deterministic, i.e., we can parameterize
the optimal (worst-case) d? as d(t) = d?(x(t)). When the
optimal value of (24) is zero, by the definition of the cost
function, the state never enters Xd, otherwise the state enters
Xd under the worst-case disturbance.
To emphasize the dependence of d? on u, we denote d?[u]
as the worst case disturbance under control strategy u. By
the duality result in Theorem 2, (24) can be rewritten as a
density optimization. Combining this with (21), the robust
density function optimization takes the following form:
min
u,ρs
〈Cu, ρs〉 − 〈D,φ−〉
s.t.
{
max
d
〈1Xd , ρs〉
s.t.∇ · (ρs · Fu,d) = φ,d(x) ∈ D
}
≤ 0,
∀x ∈ X ,u(x) ∈ U ,
(25)
where Fu,d
.
= F (x,u(x),d(x)). The optimization in (25)
solves for a controller u that robustly satisfies the safety
constraint under the worst-case disturbance and optimizes
the cost under the worst-case disturbance. Of course, when
the disturbance changes, the controller is not guaranteed to
be optimal, but the satisfaction of the safety constraint is still
guaranteed.
To solve (25), we simply need to add an additional step
to the primal-dual algorithm to solve for the worst-case dis-
turbance under the control strategy u, which is illustrated in
(24). The primal optimal control problem is simply modified
from (23) by adding the disturbance strategy in:
Jp =
〈
φ+, V
u?
〉
X
s.t. u(x) = arg min
u∈U
∇V · F (x, u,d(x)) + C(x, u)
Cu + σ1Xd +∇V · Fu,d = 0
V |Xg = D.
(26)
The primal-dual algorithm for systems with disturbance
is shown as Algorithm 2. For details, see [4]. Note that
Algorithm 2 Primal-dual algorithm for robust safe control
synthesis
1: σ[0]← 0, j = 0
2: do
3: Solve (26) with σ[j], get u?.
4: Solve (24) with u? to get the worst case d?[u?]
5: Compute stationary density ρs under u? and d?[u?].
6: σ[j + 1]← max {0, σ[j] + α (ρs1Xd)}.
7: j ← j + 1
8: while
( 〈σ[j],max(0, ρs − ρmax)1Xd〉 > 
or ‖ρs1Xd‖∞ > ρmax
)
9: return u?,d?[u?], ρ, V
the worst-case disturbance d?[u?] is computed after the
controller u?, this ensures that the solution is robustly safe.
C. Computation method
The implementation of the primal-dual algorithm requires
solving the HJB PDE and evaluate the density function
multiple times. Since the state space and input space are
continuous, the computation of the value function optimiza-
tion and density function are done by Finite Element Method
(FEM), i.e., gridding the state space.
Implicit method for solving HJB PDE. The standard way
to solve the HJB PDE is by numerically integrate the PDE in
FEM fashion, an alternative is to directly solve for the value
function in an implicit fashion by solving linear equations,
which leads to significant speed-up in some cases.
To be specific, let xg denote the array of grid points
and Vg denote the array of V values on xg . The partial
differentials become differences between neighbors in Vg .
We follow the upwind scheme to improve the stability of
the FDM computation [16]. Let I = (i1, ..., in) be the
index of a grid point, and I−,k = (i1, ..., ik − 1, ..., in),
I+,k = (i1, ..., ik + 1, ..., in) are the indices of the two
neighbors on the k-th dimension. Then define the backward
and forward differences as
∇+V (xIg) =

V Ig −V
I−,1
g
∆x1
...
V Ig −V
I−,n
g
∆xn
 ,∇−V (xIg) =

V
I+,1
g −V Ig
∆x1
...
V
I+,n
g −V Ig
∆xn

(27)
When I+,k or I−,k are out of bounds of the grid on the
boundary, the corresponding entries of the backward and
forward differences are simply zero. Then under the upwind
scheme, ∇V · f(xIg) is computed as
∇V · f(xIg) ≈ max{0, f(xIg)} · ∇+V (xIg) + min{0, f(xIg)} · ∇−V (xIg),
(28)
where the max and min are taken entry-wise.
Take the HJB PDE in (23) as an example. When fixing the
control strategy u, the HJB PDE is turned into a difference
equation of Vg:
Cu(xg) + σ1Xd(xg) +∇VgFu(xg) = 0, x /∈ Xg
Vg(xg) = D(xg), x ∈ Xg, (29)
which is merely a linear algebraic equation of Vg , and is
solved with indirect method (direct method is too slow and
requires too much memory) such as first order gradient
descent. Once Vg is solved, the control input at each grid
point xIg can be evaluated as
u(xIg) = arg min
u∈U
∇V (xg) · F (xIg, u) + C(xIg, u), (30)
and we use linear interpolation between grid points to
get u(x). The algorithm alternates between solving (29)
for Vg and updating the controller u based on (30) until
convergence.
Kernel density estimation for density function estimation.
The standard method for computing the density function
is the two-step ODE procedure, presented in Section II-
B, which gives accurate evaluation of the density function
independent of the grid size. However, as the dimension
of the state space gets high, the number of ODEs to be
solved grows exponentially with the state dimension. An
alternative is to approximate the density function using the
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Fig. 1: Epanechnikov kernel
kernel density estimation technique, which simulates the
system for multiple trials and evaluate the density function
with the samples collected via a kernel. The complexity is
proportional to the number of trials instead of exponential
w.r.t. the state dimension. An additional advantage is that it
only needs a simulator instead of requiring an explicit model
of the dynamic system.
Take the finite horizon case disucssed in Section III-A as
an example. Given φ+, we sample N initial conditions x0
according to φ+ and for each x0, simulate the system under
u, resulting in state sequence {x(t)} , t = 0, ts, 2ts, ...,Mts,
where M should be large enough so that the state reaches
Xg before Mts; Each sample outside Xg then bears mass
m(x(t)) =
tsΦ+
N
, (31)
where Φ+ =
∫
X φ+(x)dx denotes the total supply rate. To
get the density at x, one simply compute
ρˆs(x) =
N∑
i=1
M∑
j=1
Kh(x− xi(jts))m(xi(jts)), (32)
where Kh is the kernel with bandwidth h and xi(jts) denotes
the j-th state sample in the i-th trial. Here we choose the
Epanechnikov kernel, which is defined as
Kh(s) =

3
4h
(
1− s
2
h2
)
, |s| ≤ h
0 |s| > h
. (33)
It satisfies the requirement for a kernel, i.e.,
∫∞
−∞Kh(s)ds =
1 for all h > 0, as shown in Fig. 1. For s ∈ Rn, one can
simply take the product of n Epanechnikov kernels to get an
n-dim kernel:
Kh(s) =
∏n
i=1
Khi(si),
where h ∈ Rn>0 is the bandwidth vector. Moreover, the
Epanechnikov kernel is a kernel with finite support, which
implies
∀s /∈ {s | |si| < hi} ,Kh(s) = 0.
This is particularly useful for density function estimation for
safe control synthesis, since it gives a compact neighborhood
of the query point x such that any sample outside the
neighborhood will not affect the density estimation of x.
Suppose we use a kernel with infinite support, such as the
Gaussian kernel, the density inside the danger set would
never be zero and the primal-dual algorithm would not be
implementable.
See [5] for more detailed analysis of the kernel density
estimation.
V. OPTIMAL POLICY FOR MDPS WITH STATE DENSITY
CONSTRAINT
Similar to the constrained optimal control for dynamic
systems, the optimal policy for MDPs with state density
constraint can be solved with the duality relationship as well.
We propose a primal-dual algorithm that can not only solve
the constrained optimal strategy for an MDP with density
constraint, but also extends to multiple MDPs with aggregate
density constraint.
A. Constrained optimization with a single MDP
The following constrained MDP optimization in the dual
form is considered:
J?d = max
ρs,pi
∑
s
ρs(s)
∑
a
pi(a|s)
∑
s′
Pa(s, s
′)Ra(s, s′)
s.t. ρs = γ(P
pi)ᵀρs + φ+,∀s, pi(s) ∈ ∆s, ρs ≤ ρmax,
(34)
where ρmax ∈ RN is the upper bound of the density. Here
we only consider an upper bound, extending this formulation
to include a lower bound on the density is straightforward.
Remark 6. We present the case without a sink, since the
proposed method can handle the case with a sink by simply
modifying the transition probability matrix Ppi to P˜pi , as
discussed in Section III-C.
Similar to the optimal control case, we start from the
Lagrangian. With the density constraint, the Lagrangian
becomes
L =
∑
s
ρs(s)
 ∑a pi(a|s)∑s′ Pa(s, s′)Ra(s, s′)− V (s)
+γ
∑
a
∑
s′
pi(a|s)Pa(s, s′)V (s′) + σ(s)

+
∑
s
V (s)φ+(s),
(35)
where σ : S → R≥0 is the lagrange multiplier corresponding
to the constraint, and we let σ = [σ(s1), ..., σ(sN )]ᵀ be its
vector form. When fixing σ, the primal optimization becomes
J?p = 〈φ+, V 〉S ,
s.t. V (s) =
∑
a∈A
∑
s′∈S
pi(a|s)Pa (s, s′) (Ra (s, s′) + γV (s′) + σ(s)),
pi(s) = arg max
pi(s)∈∆s
{∑
s′∈S
Pa (s, s
′) (Ra (s, s′) + γV (s′))
}
.
(36)
Similar to the dynamic system case, a primal-dual algo-
rithm solves the constrained MDP problem. The algorithm
follows standard primal-dual update procedure based on the
Lagrangian in (35). For simplicity, define the advantage
function as
A(a|s) =
∑
s′
Pa(s, s
′)(Ra(s, s′) + γV (s′))− V (s)
A(s) = [A(a1|s),A(a2|s), ...,A(aM |s)],
and let Rpi be the reward vector under policy pi, where
Rpi(s) =
∑
a
pi(a|s)
∑
s′
Pa(s, s
′)Ra(s, s′).
The advantage function describes the expected benefit (com-
paring to the current value function) of taking action a at
state s, and Rpi describes the expected immediate reward
following policy pi. The primal-dual algorithm is shown in
Algorithm 3, where α > 0 and β > 0 are step sizes for the
policy update and σ update. Proj is the projection operator,
which is implemented with quadratic programming:
Proj∆spi(s) = arg min
c∈∆s
‖c− pi(s)‖22 .
Algorithm 3 Primal-dual algorithm for constrained MDP
1: σ[0]← 0, j ← 0, ∀s ∈ S, pi(s)[0]← pi0(s)
2: ρs = (I − (γ(Ppi[j])ᵀ))−1φ+
3: do
4: for s ∈ S do
5: pi(s)[j + 1]← Proj∆s (pi(s)[j] + αρs(s)A(s))
6: end for
7: ρs = (I − (γ(Ppi[j+1])ᵀ))−1φ+
8: V = (I − γPpi[j+1])−1(Rpi + σ)
9: σ[j + 1]← {0, σ[j] + β (ρs − ρmax)}
10: j ← j + 1.
11: while ¬{(ρs ≤ ρmax) and ∀s ∈ S, ‖pi(s)[j + 1]− pi(s)[j]‖∞ ≤ }
12: return pi[j], ρs, V
pi0 is the initial policy. The algorithm alternates between
primal update and dual update. In the primal update, pi(s)
is updated by taking gradient ascent on the Lagrangian.
Then the density function and value function under the new
policy is calculated with simple algebraic equations from
(36) and (34). Then σ is updated with the gradient w.r.t. the
Lagrangian and the algorithm iterates between these steps
until an optimal and feasible (safe) solution is found, which
is assessed by the KKT condition.
B. Constrained optimization with multiple MDPs
The same setup can be extended to the case with mul-
tiple MDPs. Consider the case where there are K MDPs:
(Sk, Ak, P ka , R
k
a), k = 1, ...,K, each with its own supply
function φk+ and policy pi
k. Let ρks be the stationary density
function for the k-th MDP and define the cumulative density
ρc(s)
.
=
K∑
k=1
ρks(s),
with ρc being its vector form. The constraint is on the
cumulative density:
ρc ≤ ρmax.
In this case, the constrained optimization is written as
J?d = max
ρ1:Ks ,pi
1:K
K∑
k=1
∑
s∈Sk
ρks(s)
∑
a∈Ak
pik(a|s)
∑
s′∈Sk
P ka (s, s
′)Rka(s, s
′)
s.t. ∀k = 1, ...K, ρks = γ(Ppi
k
)ᵀρks + φ
k
+,
∀s ∈ Sk, pik(s) ∈ ∆ks ,
K∑
k=1
ρks ≤ ρmax,
(37)
where ∆ks is the set of all stochastic policies at state s for
the k-th MDP. Since the constraint is on the cumulative
density, there is only one dual variable σ associated with the
constraint. The primal-dual algorithm for optimizing multiple
MDPs with density constraint is shown as Algorithm 4.
Algorithm 4 Primal-dual algorithm for multiple constrained
MDPs
1: σ[0]← 0, j ← 0, ∀s ∈ S, pi(s)[0]← pi0(s)
2: for k = 1, ...,K do
3: ρks = (I − (γ(Ppi
k[j])ᵀ))−1φ
k
+
4: end for
5: do
6: for k = 1, ...,K do
7: for s ∈ S do
8: pik(s)[j + 1]← Proj∆ks
(
pik(s)[j] + αρks(s)Ak(s)
)
9: end for
10: ρks = (I − (γ(Ppi
k[j+1])ᵀ))−1φ
k
+
11: V k = (I − γPpik[j+1])−1(Rpik + σ)
12: end for
13: ρc ←
∑K
k=1 ρ
k
s
14: σ[j + 1]← {0, σ[j] + β (ρc − ρmax)}
15: j ← j + 1.
16: while ¬
{
(ρc ≤ ρmax) and ∀k = 1, ...,K, ∀s ∈ Sk,∥∥pik(s)[j + 1]− pik(s)[j]∥∥∞ ≤ 
}
17: return pi1:K , ρ1:Ks , V 1:K
VI. RESULTS AND EXAMPLES
In this section we present three examples. The first ex-
ample is a simple robot navigation problem with a danger
area and exogenous disturbance. The purpose of this example
is to demonstrate and visualize the proposed method. The
second example is a practical segway obstacle avoidance
problem with experiment implementation. The third example
is a macroscopic traffic control problem modelled as multiple
MDPs, and we show the optimal solution to the problem with
density constraint.
A. Robot navigation with obstacle
We use a robot navigation problem as example, where the
robot follows a simple 2D kinetic model:
x˙ = u1
y˙ = u2.
The destination Xg = {x| ‖x‖ ≤ 0.1} is a small ball around
the origin, and the running cost is only a function of the
state: C(x) = 1−1Xg , i.e., C(x) = 1 when x is outside Xg
and 0 otherwise. The input bound U = {u | ‖u‖ ≤ 0.5}, the
positive supply φ+ is plotted in Fig. 2 and the red circled
area is Xd.
The primal-dual algorithm terminates after 4 iterations,
and a comparison of the result with and without the safety
constraint is shown in Fig. 3.
The left side shows the value function, the optimal control
strategy, and the stationary density ρs for the unconstrained
Fig. 2: positive supply function φ+
Fig. 3: Constrained optimal control synthesis for 2D integra-
tors with density function
case, and the right side shows the constrained case. From
the density plot, we see zero density within the danger area
Xd. The value function of the constrained case has a small
“bump” around Xd, which is sufficient to steer all state
around Xd and satisfy the safety constraint.
If we add disturbance to the dynamics as
x˙ = u1 + d1
y˙ = u2 + d2,
with d ∈ D = {d | ‖d‖ ≤ 0.25}, where D is half the size
of U , the robust primal-dual algorithm shown as Algorithm
2 is used to solve the constrained optimal control for this
dynamic system with disturbance. Fig. 4(a) shows the value
function V , Fig. 4(b) shows the density function ρs under
the worst-case disturbance d?, where ρs is zero everywhere
inside the danger area Xd. Fig. 4(c) and Fig. 4(d) shows
the control strategy u? and the worst-case disturbance d?.
Comparing to the case without disturbance, the controller
Fig. 4: Synthesis result for 2D integrators with disturbance
now is countering d? to make sure that no state enters the
danger zone.
B. Obstacle avoidance for a Segway
In this section we present a practical example of seg-
way obstacle avoidance. This example was presented in a
conference paper [5], and more detail can be found in the
conference paper.
Fig. 5: Segway experiment
The control objective is to move the segway from the
initial position to the destination without hitting an obstacle,
which has a round shape. The state of the segway is x =
[s, v, θ, θ˙]ᵀ, where s and v are the longitudinal position and
velocity, θ and θ˙ are the pitch angle and angular velocity. The
dynamics of the segway can be obtained via the Lagrangian
method:[
v˙
θ¨
]
=
[
M +m ml cos(θ)
ml cos(θ) ml2 + Je
]−1 [
u/R
mlgθ − u
]
, (38)
where m is the cart mass, l is the height of the CG of the
cart, R is the radius of the wheel, g is the gravitational accel-
eration, M is the equivalent mass of the wheels (accounting
for the moment of inertia) and Je is the moment of inertia of
the cart. u is the control input, which is the torque applied
on the wheel.
Initially, the segway is equipped with a legacy controller
u0 designed with Linear Quadratic Regulator (LQR) method:
u0(x) = K1Satη(s− sdes) +K2v +K3θ +K4θ˙, (39)
where K is obtained by solving the Riccati equation for the
linearized dynamics, sdes is the position of the destination,
set to be sdes = 1.8m, and Satη is the symmetric saturation
function with range [−η, η].
Fig. 6: Experiment run of the segway
Fig. 7: Input signals during the experiment
The segway has a pole installed on one side, which would
collide with the obstacle if following u0. We would like
to find the optimal safe controller that is the closest to u0,
which is achieved by posing the constrained optimal control
problem with the following cost function:
V (x0) =
∫∞
0
e−κt ‖u(t)− u0(t)‖2 dt, s.t.x(0) = x0, x˙ = F (x, u),
(40)
where κ is the discount factor and F is the segway dynamics.
The primal-dual algorithm terminates after 223 iterations,
outputting a safe controller. The safe controller is imple-
mented on a customized segway platform in AMBER Lab
at Caltech, as shown in Fig. 5, and an experiment run is
shown in Fig. 6. The segway accelerates before reaching the
obstacle so that the tip got tilted down to avoid the obstacle.
The dotted line shows the trajectory of the pole tip, which
indeed avoids the obstacle. Fig. 7 shows the input signals
during the experiment. The red plot denotes the control input
of the safe controller u?, and the blue plot denotes the
original LQR controller u0. The video of the experiment
can be found at https://youtu.be/pdEtknFGu-A.
C. Traffic control with MDP
In this section, we illustrate the constrained MDP opti-
mization with a traffic control example from [9], where the
task is to control the macroscopic traffic flow for the area
shown in Fig. 9. The area is divided into N = 7 regions,
and for each region, the traffic capacity is governed by the
Fig. 8: Macroscopic Fundamental Diagram
Macroscopic Fundamental Diagram (MFD) of traffic flow
[7]. The idea is that when the vehicle density is low, the
traffic flow rate increases with vehicle density; when the
vehicle density is larger than a threshold, congestion starts to
form and the flow rate decreases with vehicle density. One
example is shown in Fig. 8, which uses the data from [8]. We
call the turning point the critical density, denoted as ρmax.
Fig. 9: The map of the traffic control area
It is assumed that each region in Fig. 9 has a critical
density ρmaxi , and the task of traffic control is to minimize
the cost while keeping the density of each region below the
critical density.
Since the task is to reach the destination with a path as
short as possible, the goal is not to maximize a reward, but
rather to minimize a cost. Since the cost can be understood
as a negative reward, all the algorithms for MDP presented
previously still apply, except for some changing of signs.
We assume that for each vehicle, the transition cost only
depends on the state. For example, a vehicle wants to get
to region 1 from region 5, if it takes the path 5-4-7-1, then
the total cost is C5 + C4 + C7 + C1. The state cost is set
as C = [1.2, 1.2, 1.4, 1.1, 1, 1.6, 0.8]T . γ is chosen to be 1
since the vehicles won’t exit the road until they reach their
destinations, and the destinations are modeled as the sink set
S−.
In fact, this problem cannot be solved as a single MDP
since the vehicles have different destinations. It is solved
as K = 7 MDPs with 7 different destinations. Let φk+(si)
denote the traffic demand from si to sk, and we assume
that all φk+ are given. The action is simply to choose which
neighboring region to visit next. Therefore, the stochastic
policy is simply in the form of transition probability matrices
for the 7 MDPs. The set of stochastic policies at state si is
then simply
∆si =
{
α ∈ R1×N≥0 |
∑
j
αj = 1, (j /∈ Ni)→ (αj = 0)
}
,
(41)
where Ni is the neighbor set of si.
The density optimization problem is formulated as fol-
lows:
min
pi1:N ,ρ1:Ns
∑N
i=1
Ci
∑K
k=1
ρs(si)
k
s.t.∀k ∈ {1, ...,K} , ρks = (P˜pi
k
)ᵀρks + φ
k
+
∀i ∈ {1, ..., N} ,
∑N
k=1
ρks(si) ≤ ρmaxi ,
(42)
where pik is the strategy for the traffic demand with destina-
tion sk, which determines the transition probability matrix
Ppi
k
. The cropped transition probability matrix P˜pi
k
is mod-
ified from Ppi
k
by changing the k-th column to all zeros, as
discussed in Section III-C. ρks ∈ RN is the stationary traffic
density vector with destination sk under pik.
As an example, we pose density constraint only on region
7, since it’s in the center of the map and likely the most
popular route to take. Without the constraint, the 7 MDPs
are decoupled, and the optimal policy for each of them
can be solved independently by value iteration or policy
iteration. Moreover, according to [14], almost surely, the
optimal policies would be deterministic. With the density
constraint, the 7 MDPs are coupled, and are solved with
Algorithm 4. The comparison of the density distribution with
and without the density constraint is shown in Fig. 10 in
color difference. The left plot is the cumulative density in
the unconstrained case where a very high density appears
in region 7; the right plot is the cumulative density in the
constrained case where the density in region 7 is diverted to
other regions. The overall cost for the unconstrained case is
71.05, and it increases to 79.21 for the constrained case.
Fig. 10: Comparison of the cumulative density in constrained
and unconstrained MDP
Fig. 11: Bar plot of the density in constrained and uncon-
strained cases
Fig. 11 shows the bar plot in the two cases, where the
red line on the 7-th column shows the upper bound of the
cumulative density of region 7.
Different from the unconstrained case, there may not be
a deterministic policy that is optimal. A simple example is
an MDP with only two states, one has larger reward, but
with a constraint on the density of it. Then the optimal
policy is obviously a stochastic policy that barely satisfies
the density constraint. Similarly, in the traffic example, the
optimal policy for the constrained case turns out to be
stochastic, rendering the density at s7 exactly at ρmax7 .
VII. CONCLUSION AND FUTURE WORKS
In this paper, we present the density function as the
dual of the value function in both optimal control and
Markov decision process. Some constraint such as safety
constraint and density constraint can then be formulated
as an optimization on the density function. Then multiple
primal-dual algorithms are proposed to solve the constrained
optimal control problems with different setups. The density
function approach is extended to the systems with distur-
bance, and to multiple MDPs coupled by density constraints.
We demonstrate the capability of the formulation with two
examples, one on robot navigation and one on macroscopic
traffic control.
One interesting direction that we plan to try out is to
combine the density function with reinforcement learning.
There is a natural connection between reinforcement learning
and optimal control and the popular methods such as Q
learning [18] is essentially an approximation of the HJB
PDE. However, the learning community typically assumes
that a simulator is available rather than a explicit dynamic
model, which is needed to compute the density function with
the ODE approach. Fortunately, the kernel density estimation
approach discussed in [5] is able to approximate the density
function with just a simulator. We plan to combine reinforce-
ment learning with density function approximation via kernel
density estimation in the primal-dual algorithm proposed
in this paper and enforce safety on learning. Other future
works include parameterized optimal control to accelerate
the computation, direct use of the density function in a finite
horizon approximation of the optimal control solution (e.g.
model predictive control), and analysis of the convergence
of the primal-dual algorithm.
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