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Massive neutrinos influence the background evolution of the Universe as well as the growth of
structure. Being able to model this effect and constrain the sum of their masses is one of the
key challenges in modern cosmology. Weak gravitational lensing by the large-scale structure has
proven to be a powerful tool to achieve this goal, and its importance to precision cosmology is
borne out in the scientific results of galaxy surveys such as the Canada-France-Hawaii Telescope
Lensing Survey (CFHTLenS), the Kilo-Degree Survey (KiDS), the Dark Energy Survey (DES) and
Hyper SuprimeCam (HSC). Weak-lensing cosmological constraints will also soon reach higher levels
of precision with next-generation surveys like LSST, WFIRST and Euclid . In this context, we use
the MassiveNus simulations to derive constraints on the sum of neutrino masses Mν , the present-day
total matter density Ωm, and the primordial power spectrum normalization As in a tomographic
setting. Along with the lensing power spectrum, we use peak counts as higher-order statistics. We
find that the combination of the two statistics does not add any relevant information over considering
just the peaks alone. We also compare two different filtering techniques on noisy maps and show that
a starlet (wavelet) filter produces tighter constraints than Gaussian filtering by 50%, 25%, and 38%
on Mν , Ωm, and As, respectively. For the starlet case, we further find a minimum resolution that
allows us to obtain constraints comparable to what is achieved with the full wavelet decomposition,
and we show that the information contained in the coarse map cannot be neglected.
I. INTRODUCTION
The presence of massive neutrinos affects the back-
ground evolution of the Universe as well as the evolution
of cosmological perturbations and structure formation
[1]. Constraining the value of the sum of neutrino masses
is one of the key science goals of modern cosmology. This
is not only an interesting goal per se, but it is also worth
exploring because in the presence of massive neutrinos,
modified gravity models may mimic the standard cosmo-
logical (ΛCDM) model, as discussed in [2–4]. This is due
to the fact that massive neutrinos modify structure for-
mation, typically reducing clustering, and can therefore
allow for larger non-standard couplings than in the ab-
sence of massive neutrinos. Being able to measure mas-
sive neutrinos can also allow us to disentangle ΛCDM
from alternative scenarios. From neutrino oscillation ex-
periments, [5] we only have information about the differ-
ence of the masses squared. Hence, to fix a scale for the
neutrino masses, it is necessary to assume a mass hier-
archy: for a normal hierarchy (i.e. m1 < m2 < m3) the
lower bound on the sum of neutrino masses Mν ≡
∑
νmν
is currently predicted to be Mν > 0.06 eV while for an
inverted hierarchy (i.e. m3 < m1 < m2) Mν > 0.1 eV
[6]. The latest results on the upper bound have been ob-
tained by combining the Cosmic Microwave Background
(CMB) temperature fluctuation data with CMB lensing
and Baryon Acoustic Oscillations (BAO), leading to a
∗ virginia.ajani@cea.fr
constraint of Mν < 0.12 eV at 95% confidence level [7].
Weak gravitational lensing by large-scale structure en-
codes the evolution of structure growth under the influ-
ence of massive neutrinos, representing a powerful tool to
explore these effects and extract the corresponding cos-
mological information. Future galaxy surveys like Euclid
[8] will be sensitive to the properties of weakly interacting
particles in the eV mass range, such as massive neutri-
nos, and will use weak lensing as a cosmological probe
to test different models and improve our knowledge of
cosmological parameters.
Moreover, in recent years, it has been shown that weak-
lensing statistics higher than second order can help break
degeneracies, as they take into account the non-Gaussian
information encoded by the non-linear process of struc-
ture formation, such as the bispectrum [9, 10], Minkowski
functionals [11, 12], and peak counts [13–18]. In this
context, we perform Bayesian inference to derive cosmo-
logical constraints on the sum of neutrino masses Mν ,
the matter density parameter Ωm, and the primordial
power spectrum amplitude As, for a survey with Euclid -
like noise. We use as synthetic data the lensing conver-
gence maps from MassiveNus simulations [19, 20]. Using
the same suite of simulations, [21], [22], and [23] have
already shown for a LSST-like survey [24] that combin-
ing the lensing power spectrum with higher-order statis-
tics can provide tighter constraints on parameters. For
this purpose, we perform our analysis using the lensing
power spectrum and peak counts as summary statistics
following [25]. We extend the study by considering a
survey with Euclid -like noise, and to smooth the noisy
convergence maps we employ a starlet filter [26], which
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2was shown to be a powerful tool in the context of weak-
lensing peak counts by [27].
The paper is organised as follows: section II describes
the theoretical framework of weak gravitational lensing
useful for the paper and the simulations we use. Then,
we illustrate the survey and noise settings, the filtering
techniques that we employ for the comparison and the
details of the summary statistics. In section III we de-
scribe the interpolation method implemented to build the
likelihood, the covariance matrices, the results estimators
that we employ to quantify our results and the settings
of the MCMC. The cosmological parameter constraints
are shown in section IV. We conclude in section V.
II. METHODOLOGY
A. Weak lensing
The effect of gravitational lensing at comoving angular
distance fK(χ) can be described by the lensing potential
ψ(~θ, χ) ≡ 2
c2
∫ χ
0
dχ′
fK(χ− χ′)
fK(χ)fK(χ′)
Φ(fK(χ
′)~θ, χ′) , (1)
which defines how much the gravitational potential Φ
arising from a mass distribution changes the direction of
a light path. In this expression K is the spatial curvature
constant, χ is the comoving radial coordinate, ~θ is the
angle of observation, and c is the speed of light. As we
are in ΛCDM, the two Bardeen gravitational potentials
are here assumed to be equal and the metric signature
is defined as (+1,−1,−1,−1). In particular, under the
Born approximation the effect of the lensing potential
on the shapes of background galaxies in the weak regime
can be summarised by its variation with respect to ~θ.
Formally, this effect can be described by the elements of
the lensing potential Jacobi matrix:
Aij = δij − ∂i∂jψ, (2)
which can be parametrised as
A =
 1− κ− γ1 −γ2
−γ2 1− κ+ γ1
 , (3)
where (γ1, γ2) are the components of a spin-2 field γ
called shear, and κ is a scalar quantity called convergence.
They describe respectively the anisotropic stretching and
the isotropic magnification of the galaxy shape when light
passes through large-scale structure. Equation 2 and
Equation 3 define the shear and the convergence fields
as second-order derivatives of the lensing potential:
γ1 ≡ (∂1∂1 − ∂2∂2)ψ γ2 ≡ ∂1∂2ψ (4)
κ ≡ 1
2
(∂1∂1 + ∂2∂2)ψ =
1
2
∇2ψ. (5)
The weak-lensing field is a powerful tool for cosmological
inference. The shear is more closely related to actual ob-
servables (i.e., galaxy shapes), while the convergence, as
a scalar field, can be more directly understood in terms
of the matter density distribution along the line of sight.
This can be seen by inserting the lensing potential de-
fined in Equation 1 inside Equation 5 and using the fact
that the gravitational potential Φ is related to the matter
density contrast δ = ∆ρ/ρ¯ through the Poisson equation
∇2Φ = 4piGa2ρ¯δ. Expressing the mean matter density
in terms of the critical density ρc,0 = 3H
2
0/(8piG), the
convergence field can be rewritten as
κ(~θ) =
3H20 Ωm
2c2
∫ χlim
0
dχ
a(χ)
g(χ)fK(χ)δ(fK(χ)~θ, χ), (6)
where H0 is the Hubble parameter at its present value,
and
g(χ) ≡
∫ χlim
χ
dχ′n(χ′)
fK(χ
′ − χ)
fK(χ′)
(7)
is the lensing efficiency. Equation 6 relates the conver-
gence κ to the 3D matter overdensity field δ(fK(χ)~θ, χ),
and it describes how the lensing effect on the matter den-
sity distribution is quantified by the lensing strength at a
distance χ that directly depends on the normalised source
galaxy distribution n(z)dz = n(χ)dχ and on the geome-
try of the universe through fK(χ) along the line of sight.
For a complete derivation see [28] and [29].
B. Simulations
In this paper, we use the Cosmological Massive Neu-
trino Simulations (MassiveNus), a suite of publicly avail-
able N-body simulations released by the Columbia Lens-
ing group1. It contains 101 different cosmological mod-
els obtained by varying the sum of neutrino masses Mν ,
the total matter density parameter Ωm and the primor-
dial power spectrum amplitude As at the pivot scale
k0 = 0.05 Mpc
−1, in the range Mν = [0, 0.62] eV,
Ωm = [0.18, 0.42] and As ·109 = [1.29, 2.91]. The reduced
Hubble constant h = 0.7, the spectral index ns = 0.97,
the baryon density parameter Ωb = 0.046 and the dark
energy equation of state parameter w = −1 are kept
fixed under the assumption of a flat universe. The fidu-
cial model is set at
{
Mν ,Ωm, 10
9As
}
={0.1, 0.3, 2.1}.
The presence of massive neutrinos is taken into ac-
count assuming normal hierarchy and using a linear re-
sponse method, where the evolution of neutrinos is de-
scribed by linear perturbation theory but the cluster-
ing occurs in a non-linear cold dark matter potential.
1 http://columbialensing.org
3The simulations have a 512 Mpc/h box size with 10243
CDM particles. They are implemented using a modified
version of the public tree-Particle Mesh (tree-PM) code
Gadget2 with a neutrino patch, describing the imapct
of massive neutrinos on the growth of structures up to
k = 10 h Mpc−1. For a complete description of the
implementation and the products see [20]. We use the
simulated convergence maps as mock data for our anal-
ysis. When dealing with real data the actual observable
is the shear field that can be converted into the conver-
gence field following [30]. We bypass this step from γ
to κ and work with the convergence maps directly pro-
vided as products from MassiveNus. The maps are gen-
erated using the public ray-tracing package LensTools
[19] for each of the 101 cosmological models at five red-
shifts z = {0.5, 1.0, 1.5, 2.0, 2.5}. Each redshift has 10000
different map realisations obtained by rotating and shift-
ing the spatial planes. Each κ map has 5122 pixels, cor-
responding to a 12.25 deg2 total angular size area in the
range ` ∈ [100, 37000] with a resolution of 0.4 arcmin.
C. Noise and survey specifications
The method described in this paper can be applied
to any given survey. For illustration purposes, we per-
form here a tomographic study using redshifts z =
{0.5, 1.0, 1.5, 2.0} and mimicking the noise expected for
a survey like Euclid2[8, 31]. Specifically, at each redshift
we produce 10000 map realisations of Gaussian noise with
mean zero and variance
σ2n =
〈σ2 〉
ngalApix
, (8)
where we set the dispersion of the ellipticity distribution
to σ = 0.3, and the pixel area is given by Apix ' 0.16
arcmin2. The redshift dependence that makes a tomo-
graphic investigation possible is encoded in the source
galaxy redshift distribution, for which we assume the
parametric form
n(z) = C
(
z
z0
)α
exp
[
−
(
z
z0
)β]
, (9)
with α = 2, β = 3/2 z0 = 0.9/
√
2 as in [8, 31], and C is
the normalization constant to guarantee the constraint∫ zmax
zmin
n(z) dz = 30 arcmin−2. Then, we compute the
galaxy number density at each bin as
nigal = C
∫ z+i
z−i
n(z)dz, (10)
where z−i , z
+
i are the edges of the i
th bin. We adapt
the binning choice to the provided simulation settings,
2 https://www.Euclid-ec.org
assuming that we observe galaxies within a small range
around the actual redshift. This leads to the values for
the galaxy number density ngal per source redshift bin zs
provided in Table I:
zs 0.5 1.0 1.5 2.0
ngal 11.02 11.90 5.45 1.45
TABLE I. Values of ngal for each source redshift zs. We adapt
the binning choice to the provided simulation settings, assum-
ing that we observe galaxies within a small range around the
actual redshift. In practice, this means considering as bin
edges {0.001, 0.75, 1.25, 1.75, 2.25}, in order to compute the
integral in Equation 10.
D. Gaussian and starlet filters
In order to access the signal in the convergence maps at
small scales (where they are mostly dominated by noise),
we filter them, considering and comparing two different
techniques. First, we use a Gaussian kernel of size θker,
defined as
G(θ/θker) = 1√
2piθ/θker
e−θ/θ
2
ker , (11)
which was also used in e.g. [25, 32]. We then compare
results with those obtained when applying instead an
Isotropic Undecimated Wavelet Transform, also known
as a starlet transform [33], which allows us to represent
an image I as a sum of wavelet scales images wj and a
coarse resolution image cJ . The starlet filter is a wavelet
transform, i.e. a function satisfying the admissibility con-
dition that allows for the simultaneous processing of data
at different scales. An original map I is decomposed by
this transform into a coarse version of it cJ plus several
images of the same size at different resolution scales j :
I(x, y) = cJ(x, y) +
jmax∑
j
wj(x, y), (12)
where wavelet images wj represent the details of the
original image at dyadic scales corresponding to a spatial
size of 2j pixels and J = jmax + 1. The starlet wavelet
function ψ is derived from a B-spline function φ of order
3:
ψ(t1, t2) = 4φ(2t1, 2t2)− φ(t1, t2) (13)
with
φ(t) =
1
12
(|t−2|3−4|t−1|3+6|t|3−4|t+1|3+|t+2|3) (14)
and φ(t, t′) = φ(t)φ(t′). For a complete description and
derivation of the starlet transform algorithm, see [26].
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FIG. 1. We show the 2D starlet function (top panel) as de-
fined in Equation 13 and its 1D profile (bottom panel). Being
a wavelet it is a compensated function, i.e. it integrates to
zero over its domain. This comes from the admissibility condi-
tion for the wavelet function ψ:
∫ +∞
0
| ˆψ(k)|2 dk
k
< +∞ which
implies that
∫
ψ(x)dx = 0 and it has compact support in
[−2, 2]× [−2, 2]. Its shape emphasises round features, making
it very efficient when dealing with peaks.
One of the advantages of employing a starlet filter is pro-
vided by its multi-scale analysis, namely its ability to in-
vestigate and extract the information encoded at different
scales at the same time [34]. Hence, the starlet transform
presents the properties to compute efficiently J scales
with a fast algorithm with a complexity of O(N2 logN)
for an image of N × N pixels and to analyse data with
compensated aperture filters with finite support. See also
[15, 35] for further details on the advantages of wavelet
starlet analysis. The following example illustrates how
we can compare results from these two different filtering
schemes. Applying a starlet transform with jmax = 4 to
a map with 0.4 arcmin pixel size will result in a decompo-
sition of four maps with resolutions [0.8, 1.6, 3.2, 6.4] ar-
cmin plus the coarse map. For our study, we will consider
as finest scale θker = 1.6 arcmin, being a more realistic
choice in terms of resolution for convergence maps com-
ing from Euclid -like survey data. We will therefore focus
on the set of scales [1.6, 3.2, 6.4] arcmin plus the coarse
map. To fairly compare the two filters, we then choose
the smoothing size for the Gaussian kernel such that it
encodes all the information provided by the starlet that
will correspond to the finest scale (in this case θker = 1.6
arcmin). The corresponding Fourier space response for
each individual starlet scale and for the Gaussian kernel
is depicted in Figure 2.
Based on the above, in our study we compare cosmo-
logical constraints obtained using noisy maps smoothed
with a Gaussian kernel of θker = 1.6 arcmin with the ones
obtained from a starlet decomposition of the same maps
up to θker = 1.6 arcmin. We exclude the observables
corresponding to 0.8 arcmin in our analysis after having
verified that this does not cost any loss of information. In
Figure 3 we show the result of the filtering procedure for
a Gaussian kernel: given the original convergence map κ,
we add white noise as described in section II C and then
we filter the noisy map with the chosen kernel.
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FIG. 2. Fourier response of starlet and Gaussian filter in
Fourier Space as a function of ` = (2pi pixel) / (map size).
The coloured lines show the response in Fourier space of the
starlet decomposition. Specifically: the finest scale (highest
frequency) is the blue line and corresponds to 0.8 arcmin for
a map with pixel size = 0.4 arcmin. The following term in
the decomposition is given by the orange line, equivalent to
1.6 arcmin and so on for powers of two. The last term of the
starlet decomposition is the coarse map (violet line), which
is a smooth version of the original map, namely cJ(x, y) in
Equation II D. The dashed black line represents a Gaussian
kernel as defined in Equation II D with θker = 1.6 arcmin.
E. Summary statistics
To extract and investigate the cosmological informa-
tion encoded in the weak lensing convergence maps, we
compute the power spectrum (PS) and peak counts as
summary statistics.
51. Convergence power spectrum
To provide a statistical estimate of the distribution of
the convergence field, the first non-zero order is given
by its second moment, which is commonly described by
the two-point correlation function (2PCF) in real space
〈κ(θ)κ(θ′)〉, or by its counterpart in Fourier space, the
convergence power spectrum:
Cκ(`) =
9Ω2mH
4
0
4c4
∫ χlim
0
dχ
g2(χ)
a2(χ)
Pδ
(
`
fκ(χ)
, χ
)
(15)
where Pδ represents the 3D matter power spectrum, di-
rectly related to the matter density distribution δ in
Equation 6 of the weak-lensing convergence field. In this
study, we compute the power spectrum of the noisy fil-
tered convergence maps: for a given cosmology we add
Gaussian noise to each realisation of κ. For each red-
shift we generate a different set of noise maps following
Equation 8.
To filter the maps we employ a Gaussian kernel with
smoothing size θker = 1 arcmin and consider angu-
lar scales with logarithmically spaced bins in the range
` = [300, 5000]. We compute the power spectra using
LensTools for each of the 10000 realisations per cosmol-
ogy and then we take the average over the realisations.
We parallelise our code using joblib3 to accelerate pro-
cessing due to the large number of realisations per cos-
mology.
2. Peak counts
Second order statistics such as the power spectrum
have been widely used in studies performing cosmological
parameter estimation with cosmic shear; see, for exam-
ple, [36–38]. However, it is well known that it is necessary
to go beyond second-order statistics in order not to lose
the non-Gaussian information in the matter distribution
due to the weak-lensing correlations arising in the non-
linear regime. Recently, several studies have considered
weak-lensing peak counts as a robust and complementary
probe to the power spectrum to constrain cosmological
parameters [13–18, 25, 27]. The physical meaning of weak
lensing peaks can be identified in the fact that they trace
regions where the value of the convergence field is high,
hence, they are in some way associated to massive struc-
tures. Nevertheless, their exact relation with halos is not
trivial due to projection and noise that can generate false
detections.
In this paper, we detect and count weak lensing peaks
on the noisy filtered maps using our own code 4. We com-
pute peaks as local maxima of the signal-to-noise field ν
3 https://joblib.readthedocs.io/
4 Code publicly available at https://github.com/CosmoStat/
lenspack
i.e. as a pixel of larger value than its eight neighbors in
the image. We define the signal to noise field ν = S/N as
the ratio between the noisy convergence κ convolved with
the filter W(θker) over the smoothed standard deviation
of the noise for each realisation per redshift:
ν =
(κ ∗W)(θker)
σfiltn
, (16)
whereW(θker) can be the Gaussian or the starlet filter.
Concerning σfiltn , its definition depends on the employed
filter. For a Gaussian kernel it is given by the standard
deviation of the smoothed noise maps, while for the star-
let case we need to estimate the noise at each wavelet
scale for each image per redshift. To estimate the noise
level at each starlet scale we follow [39] and use the fact
that the standard deviation of the noise at the scale j is
given by σj = σ
e
jσI , where σI is the standard deviation of
the noise of the image and σej are the coefficients obtained
by taking the standard deviation of the starlet transform
of a Gaussian distribution with standard deviation one at
each scale j. To estimate σI we take the median absolute
deviation5 of the noisy convergence map. We do this for
each one of the 10000 realisations for each cosmology and
then take the average over the realisations. We consider
the peak distribution for 50 linearly spaced bins within
the range ν = [−0.6, 6].
III. ANALYSIS
A. Likelihood
To perform Bayesian inference and get the probability
distributions of the cosmological parameters, we use a
Gaussian likelihood for a cosmology-independent covari-
ance:
logL(θ) = 1
2
(d− µ(θ))TC−1(d− µ(θ)), (17)
where d is the data array, C is the covariance matrix of
the observables, µ the expected theoretical prediction as
a function of the cosmological parameters θ. In our case,
the data array is the mean over the (simulated) realisa-
tions of the power spectrum or peak counts or combi-
nation of the two for our fiducial model. Cosmological
parameters are the ones for which simulations are avail-
able, i.e. {Mν ,Ωm, As}.
5 For a Gaussian distribution the median absolute deviation
(MAD) and the stardard deviation are directly related as:
MAD/σ = 0.6745. We choose to use this estimator since it is
more robust when dealing with non-normal distributions (being
more resistant to outliers in a data set) to have a more general
implementation in our pipeline.
6FIG. 3. Convergence maps κ are noiseless. We apply Gaussian noise and then filter the map using either the Gaussian or starlet
filtering. For illustration purposes, we show the Gaussian filtering with θGaussker = 1.6 arcmin of one map realisation for the
fiducial model
{
Mν ,Ωm, 10
9As
}
={0.1, 0.3, 2.1}. The color bar on the right of each map describes values of the convergence field
κ. For each realisation of the 10000 maps provided for each redshift we generate 10000 noise maps as described in section II C
corresponding to the different value of ngal respectively for z=[0.5, 1.0, 1.5, 2.0].
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FIG. 4. Peak Counts distribution in logarithmic scale for each
starlet scales resolutions: [1.6, 3.2, 6.4] arcmin and the coarse
maps (red dotted line) and the Gaussian case (black dashed
line). Due to the decomposition at different scales, for each
map filtered with the starlet there are 4 different distributions.
Indeed, the number of counts depends on the resolution: the
larger the smoothing size (the lower the frequency) the smaller
the number of peaks.
In order to determine the relation between the observ-
ables and the models µ(θ), i.e. to be able to have a pre-
diction of the power spectrum and the peak counts given
a new set of cosmological parameters {Mν ,Ωm, As}, we
employ an interpolation with Gaussian Processes Regres-
sion (GPR, [40]) using the scikit-learn python pack-
age. Gaussian Processes are a generic supervised learning
method that, via an assumption of smoothness between
parameters with close values, allows one to compute the
prediction for an observable at a new given point in pa-
rameter space. The cosmological parameters and the cor-
responding observables (power spectrum and peak counts
or the two statistics combined) from the simulations are
used as a training set, i.e. as the input for the GPR.
Then, the Gaussian Processes act by assuming that for
a new point in parameter space θ∗ which is sufficiently
close to a known point θ belonging to the training set, the
corresponding observable will be described by a joint nor-
mal distribution along with the known observable. This
can be summarised by: f
f∗
 ∼ N
 µ
µ∗
 ,
K(θ, θ) + σ2nI K(θ, θ∗)
K(θ∗, θ) K(θ∗, θ∗)
 ,
where K(θ, θ′) is the kernel of the Gaussian processes
that assesses the smooth relation among points in pa-
rameter space and has form of an anisotropic squared ex-
ponential function. σn is the standard error of the noise
level in the targets, namely in our case the noise given by
the fact that we take the mean over 10000 realisations for
each observable and each bin. For the validation we use
the leave-one-out cross-validation for which the training
set is given by all the samples except one, and the test
set is the sample left out.
B. Covariance matrices
We use the independent fiducial massless simulation,
defined by
{
Mν ,Ωm, 10
9As
}
={0.0, 0.3, 2.1} and obtained
from initial conditions different from the massive simu-
lations to compute the covariance matrices of the data.
We consider a parameter-independent covariance to re-
duce the risk of assigning an excess of information to the
observables in the context of a Gaussian likelihood as-
sumption, following the results of [41]. The covariance
matrix elements are computed as
Cij =
N∑
r=1
(xri − µi)(xrj − µj)
N − 1 (18)
7where N is the number of observations (in this case the
10000 realizations), xri is the value of the power spectrum
or the peak counts in the ith bin for a given realisation r
and
µi =
1
N
∑
r
xri (19)
is the mean of the power spectrum or the peak counts
in a given bin over all the realisations. In Figure 5 we
show the correlation coefficients of the observable corre-
sponding to the combination of the power spectrum (bins
1-24) and the starlet peak counts (bins 75-224) for z = 1.
Notice that since we perform a tomographic analysis, the
covariance that will be implemented in the likelihood is a
concatenation of power spectrum arrays for each redshift
and a concatenation of peak counts for each redshift. In
the case of the starlet, this means that for each redshift
there are 4 different (starlet) scales, each one with 50 bins
in values of signal to noise.
Furthermore, we take into account the loss of infor-
mation due to the finite number of bins and realisations
by adopting for the inverse of the covariance matrix the
estimator introduced by [42]:
C−1 =
N − nbins − 2
N − 1 C
−1
∗ , (20)
where N is the number of realisations, nbins the num-
ber of bins, and C∗ the covariance matrix computed for
the power spectrum and peak counts. We also scale
the covariance for a Euclid sky coverage by the factor
fmap/fsurvey, where fmap = 12.25 deg
2 the size of the
convergence maps and fEuclid = 15000 deg
2. In using
Equation 20, we do not expect all biases to be removed
from our parameter inference, as this has already been
ruled out in [43] and [44]. Nevertheless, we rely on the
fact that the number of realisations that we are using
(10000) is sufficiently large and greater than nbins to con-
sider it a reliable estimator for our case 6.
C. Result estimators
In order to quantify our results, we use estimators com-
mon in the literature, whose definitions we recall here for
convenience.
1. Figure of Merit
To have an approximate quantification of the size of
the parameter contours that we use to compare their con-
6 Indeed, the value of the correction coefficient is close to 1 for each
analysis we perform. However, considering that the results of [44]
quantify the loss of information also in the case of a Euclid-like
survey, it would be worth it to reproduce our study applying
their restoration technique to generalize our analysis.
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FIG. 5. Starlet filtering, redshift z=1 correlation matrix for
the observables. Bins 1-24: noisy power spectrum, bins 25-
74: peak counts for 1.6 arcmin, bins 74-124: peak counts for
3.2 arcmin. Bins 124-174: peak counts for 6.4 arcmin. Bins
174-224: peak counts for the coarse map.
straining power, we consider the following Figure of Merit
(FoM) as defined in [31]:
FoMαβ =
√
det (F˜αβ) (21)
where α and β are pairs of parameters from the set{
Mν ,Ωm, 10
9As
}
, and F˜αβ is the marginalised Fisher
submatrix that we estimate as the inverse of the covari-
ance matrix Cαβ of the cosmological parameters obtained
with the MCMC chains.
2. Figure of correlation
To quantify the correlations among the parameters we
use the Figure of Correlation [31, 45]:
FoC =
√
det(P−1), (22)
where P is the correlation matrix whose elements are de-
fined as Pαβ = Cαβ/
√
CααCββ , with Cαβ the covariance
between the cosmological parameters α and β as defined
in the previous section. When the parameters are fully
uncorrelated FoC = 1, while for FoC > 1 the off-diagonal
terms are non-zero, indicating an increasing presence of
correlations among parameters as FoC increases. The
values of the FoC for our constraints are shown in Ta-
ble IV and we will comment on them in section IV.
8Condition Number PS Gaussian Peaks Starlet Peaks
Tomo z = [0.5− 2.0] 107 105 1016
Single z = 1 105 103 106
TABLE II. Values of the Condition Number for the data covariance matrices. The smaller the number the easier it is to invert
the matrix. In this case we get very large values for this estimator, leading to the conclusion that the data covariance matrices
for all the three probes - PS, Starlet Peaks and Gaussian Peaks - show very singular behaviour.
3. Matrix condition number
To estimate how difficult it is to invert our data covari-
ance matrices, we compute the corresponding condition
number : if the matrix is singular, the associated condi-
tion number is infinite, i.e. matrices with large condi-
tion numbers are more difficult to invert. We compute
the condition number through the 2-norm of the matrix
using singular value decomposition (SVD). As shown in
Table II, the condition numbers of the tomographic case,
both with the starlet and the Gaussian kernels are char-
acterised by very high values. Indeed, we find that the
corresponding covariance matrices exhibit singular val-
ues, especially for redshift z = 0.5 and z = 2.0. To over-
come this issue and to perform parameter inference when
inverting the covariance matrix in Equation 17, we con-
sider the Moore-Penrose pseudo-inverse of the matrix.
This makes the computation of the generalized inverse
of the covariance matrix possible by using its SVD and
including all large singular values.
D. MCMC simulations and posterior distributions
To explore and constrain the parameter space, we use
the emcee package, which is a python implementation
of the affine-invariant ensemble sampler for Markov
chain Monte Carlo (MCMC) introduced by [? ]. The
pipeline is built in a way that both the computation
of the power spectrum and peak counts along with the
MCMC are run in parallel to gain computation time.
We assume a flat prior, specifically following [23], a
Gaussian likelihood function as defined in Equation 17,
and a model-independent covariance matrix as dis-
cussed in section III B. The walkers are initialised in a
tiny Gaussian ball of radius 10−3 around the fiducial
cosmology [Mν ,Ωm, 10
9As] = [0.1, 0.3, 2.1] and we
estimate the posterior using 200 walkers. To plot the
contours we use the ChainConsumer python package [47].
IV. RESULTS
We now illustrate forecast results on the sum of neu-
trino masses Mν , on the matter density parameter Ωm
and on the power spectrum amplitude As for a survey
with Euclid - like noise in a tomographic setting with four
source redshifts z = [0.5, 1.0, 1.5, 2.0], and compare re-
sults for different observables (power spectrum and peak
counts) and filters (Gaussian and starlet).
A. Gaussian vs starlet peak counts
In the left panel of Figure 6 we compare constraints
obtained from the power spectrum (blue contours), the
peak counts of noisy maps smoothed with a Gaussian ker-
nel (green contours) and the peak counts of noisy maps
smoothed with a starlet kernel (red contours). We con-
firm that peak counts outperform power spectrum con-
straints as found in [25]. In addition, we find that em-
ploying a starlet filter instead of a Gaussian one - with
a smoothing size that corresponds to the finest starlet
scale - leads to tighter constraints. We quantify these
outcomes by considering the Figure of Merit defined in
Equation 21. As shown in Table III, the FoM for the
Gaussian peaks relative to the parameter space plane
(Mν , Ωm) is more than three times the one given by the
power spectrum and the one from starlet peaks is more
than twice the one obtained with the Gaussian peaks.
Concerning the (Mν , As) and (Ωm, As) planes, the Gaus-
sian peaks FoM is about four times the one given by the
power spectrum and the one from starlet peaks is again
about twice the one obtained with the Gaussian peaks
(and more than eight times the power spectrum FoM).
As further investigation, we compute the Figure of Cor-
relation as defined in Equation 22 to study the corre-
lation among the parameters. By looking at Table IV,
one can see how values for the power spectrum for the
pairs (Mν , Ωm) and (Ωm, As) are close to one, suggesting
that correlation among them appears to be very small.
Correlation between (Mν , As), as its FoC is nearly twice
as large. Qualitatively this can be appreciated by look-
ing at the inclination of the contours. More specifically,
concerning the plane (Mν , Ωm), the power spectrum con-
tours are horizontal and show also visually that these two
parameters are not correlated; constraints obtained via
peak counts show a slightly larger correlation, increas-
ing of 10% for Gaussian peaks and 20% for starlet, with
respect to the power spectrum. We may imagine that
having an independent measurement of one of the pa-
rameters, it would be of further convenience to use peaks
(and starlet filtering) as they increase correlation in the
case of (Mν , Ωm) and (Ωm, As). Independently of the
correlation, all constraints obtained with starlet filtering
9FoM PS Gauss Peaks Gauss Joints Starlet Peaks Starlet Joints
Mν-Ωm 1222 4259 3666 8899 8831
Mν-As 58 234 202 492 489
Ωm-As 805 3361 2891 7326 7252
TABLE III. Value of the Figure of Merit (FoM) as defined in Equation 21 for each pair of parameters, corresponding to the
different observables: the power spectrum alone (PS), the Peaks alone and the two statistics combined (Joints). The figure of
merit is inversely proportional to the area of the contours in parameter space: the larger the FoM the smaller the contour. The
highest value is given by Starlet Peaks, in all three planes (Mν ,Ωm), (Mν , As) and (Ωm, As); in all cases the starlet peaks FoM
is about twice the one obtained with Gaussian peaks.
FoC PS Gaussian Peaks Gaussian Joints Starlet Peaks Starlet Joints
Mν-Ωm 1.00 1.22 1.21 1.11 1.11
Mν-As 1.96 1.41 1.41 1.16 1.16
Ωm-As 1.10 1.01 1.00 1.19 1.19
TABLE IV. Value of the Figure of Correlation for each pair of cosmological parameters corresponding to the different tomo-
graphic observables: the power spectrum alone (PS), the Peaks alone and the two statistics combined (Joints). As explained in
the text, FoC = 1 corresponds to uncorrelated parameters, while the further the FoC is to 1, the more correlations are present.
Qualitatively, this can be appreciated by looking at the inclination of the contours: by looking at Figure 6 we can see more
’oblique’ contours for the Gaussian peaks in the plane (Mν , Ωm) compared to the PS or the Starlet peaks, while for the pair
(Mν , As) the PS shows more correlation than peaks and for (Ωm, As) Gaussian peaks present sligthly smaller correlation than
the PS or the Starlet Peaks.
are tighter than the ones obtained via Gaussian filter-
ing, and both are tighter than the ones for the power
spectrum.
B. Power spectrum and starlet peak counts
Based on the previous result, we are now interested on
the constraints obtained with the starlet filtering. In the
right panel of Figure 6 we show the 95% confidence con-
tours corresponding to the power spectrum alone (blue
contours), the peaks alone (red contours) and the two
statistics combined (we refer to the combination power
spectrum and peaks as joints in all Figures, light blue
contours). By looking at the contours and at the FoM we
find that the the joint statistics do not add any relevant
information to the peaks alone, leading us to think that
the peak counts are a competitive and sufficient statistics
for parameter inference when dealing with weak lensing
convergence maps as input data. This is confirmed also
by the FoC: we obtain the same values for all the pairs
of parameters when considering the peaks alone and the
joint statistics. We find that this is not specific of the
starlet filter: if we consider the same investigation for
the Gaussian case, we get very similar values for the FoC
of the Joint statistics compared to the peaks alone. This
further confirms that lensing peaks are a powerful tool in
the context of cosmological parameter inference.
C. Marginalised constraints
In Figure 7 we show the marginalised constraints on
each cosmological parameter corresponding to the differ-
ent observables. To compare the improvement obtained
by employing the different statistics we compute the 1σ
marginalised error for each parameter, summarised in Ta-
ble VI. In particular, we find an improvement of 43%,
30% and 60% respectively on Mν , Ωm and As when em-
ploying the Gaussian peaks instead of the power spec-
trum and an improvement of 71%, 50% and 80% when
employing the starlet peaks instead of the power spec-
trum alone. Namely, the starlet peaks outperform the
Gaussian peaks by 50% on Mν , 25% on Ωm and 38% on
As.
D. Starlet scales impact
Figure 8 shows the impact of the different starlet de-
composition scales on the constraints. The MCMC chain
used for the other results of the analysis has been ob-
tained by considering all starlet scales, i.e. [1.6, 3.2, 6.4]
arcmin + coarse map, shown in red. To check that we
are allowed to exclude the finest scale in the entire analy-
sis, namely not to include the resolution corresponding to
0.8 arcmin - which won’t satisfy the survey requirements
- we compare the constraints relative to [0.8, 1.6, 3.2, 6.4]
arcmin + coarse with the ones for [1.6, 3.2, 6.4] arcmin
+ coarse and we verify that they overlap. We then in-
vestigate the impact of the different starlet scales and we
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FIG. 6. 95 % confidence contours tomography with redshifts z = [0.5, 1.0, 1.5, 2.0] and corresponding galaxy number density:
ngal = [11.0159, 11.8906, 5.45201, 1.45283]. The black dotted line is the fiducial model: [
∑
mν ,Ωm, 10
9As] = [0.1, 0.3, 2.1]. Left
panel: contraints from power spectrum (blue contours) computed on noisy maps smoothed with a Gaussian kernel θker = 1
arcmin, constraints from Gaussian Peak counts (green contours) computed on noisy maps smoothed with a Gaussian kernel
θker = 1.6 arcmin, constraints from Starlet Peak counts (red contours) computed on noisy maps smoothed with a Starlet kernel
with corresponding resolutions [1.6, 3.2, 6.4] arcmin + coarse map. Right panel: contraints from power spectrum (blue
contours) computed on noisy maps smoothed with a Gaussian kernel θker = 1 arcmin, constraints from Starlet Peak counts
(red contours) computed on noisy maps smoothed with a Starlet kernel with corresponding resolutions [1.6, 3.2, 6.4] arcmin +
coarse map and the two statistics joints (light blue contours).
obtain that it is sufficient to consider the setting [3.2, 6.4]
+ coarse map to obtain results competitive with the full
set of scales. Hence, we identify 3.2 arcmin as the small-
est scale needed to obtain the maximal constraints with
convergence maps of resolution 0.4 arcmin. We also per-
form the inference by using 3.2 arcmin and 6.4 arcmin
together and as single scales and we obtain that the only
setting that recovers almost the full information is given
by [3.2, 6.4, coarse].
V. CONCLUSIONS
In this paper, we perform inference on the sum of neu-
trino masses Mν , the matter density parameter Ωm and
the amplitude of the primordial power spectrum As for a
survey like Euclid with tomographic weak lensing. Our
goal is to compare the constraining power of a starlet fil-
ter with respect to a Gaussian one in the context of peak
counts. We also compute the constraints with standard
second-order statistics, in particular using the lensing
power spectrum as a benchmark for the comparison. We
compare the outcomes obtained from filtering the lensing
convergence maps, which have a resolution of 0.4 arcmin
with a Gaussian kernel of smoothing size 1.6 arcmin and
a starlet kernel. This latter is an isotropic undecimated
wavelet transform that allows us to extract the infor-
mation encoded in different scales simultaneously. The
starlet scales of a map with a pixel size of 0.4 arcmin
correspond to [0.8, 1.6, 3.2, 6.4] arcmin, since the starlet
transform returns maps filtered at dyadic scales. We find
the following results:
a) employing a starlet kernel instead of a Gaussian
kernel to filter the noisy maps that we use to com-
pute the peak counts leads to an improvement
of twice for the joint constraints on (Mν ,Ωm),
(Mν , As) and (Ωm, As). This is even more evident
in the marginalised constraints, where the improve-
ment is respectively 50% on Mν , 25% on Ωm and
38% on As for the comparison between starlet and
Gaussian peaks.
b) When considering the starlet peaks and the power
spectrum we see that the two statistics combined,
i.e. using the concatenation of the power spectrum
and the peak counts as observables, do not add any
relevant information, suggesting that it is sufficient
to work with the peaks alone.
c) The inclusion of the coarse map when counting
peaks preserves crucial information and there ex-
ists a minimum resolution (smallest scale needed)
for the starlet scales corresponding to θker = 3.2
arcmin for map with a pixel size of 0.4 arcmin to
11
Observable Mν+ Ωm− Ωm+ As− As+
PS alone 0.529 0.288 0.310 2.000 2.886
Peaks Gauss s=1.6 0.326 0.294 0.309 2.018 2.350
PS+Peaks Gauss s=1.6 0.327 0.293 0.309 2.015 2.335
Peaks Gauss s=1.6 diag 0.325 0.293 0.309 2.037 2.322
Peaks Starlet 0.199 0.293 0.305 2.038 2.255
PS+Peaks Starlet 0.199 0.293 0.304 2.039 2.256
Peaks Starlet diag 0.210 0.294 0.305 2.045 2.256
Peaks Starlet [3.2, 6.4, coarse] 0.213 0.293 0.305 2.037 2.266
TABLE V. Values of the 2.5 and 97.5 percentiles for each cosmological parameter as illustrated in Figure 7. In this table we
also show the values corresponding to the marginalised constraints obtained using only the diagonal elements of the covariance
matrices. They are very similar to the ones obtained by employing the full covariance. This might indicate that the data
covariances are almost diagonal. However, a further investigation needs to be done in this direction to check if this result might
depend on the employment of the pseudoinverse in the likelihood.
σαα Mν Ωm As
PS alone 0.14 0.006 0.24
Peaks Gauss s=1.6 0.08 0.004 0.08
Peaks Starlet 0.04 0.003 0.05
TABLE VI. Values of 1-σ marginalised error for each cosmo-
logical parameter.
get the maximal constraints. This enables us to
exclude the first two finest scales of the starlet de-
composition, which correspond to the highest fre-
quencies and are the most prone to the impact of
noise, allowing for a more efficient and faster anal-
ysis.
To summarise, we confirm that weak-lensing peak counts
represent a powerful tool when performing inference on
cosmological parameters, especially when investigating
the non-linear regime where the impact of parameters
such as the neutrino masses becomes relevant. We also
point out the importance of adopting tools like the star-
let transform, which bring the advantage of analysing
the information encoded at different scales simultane-
ously, thereby leading to better constraints as well as
an improvement in terms of efficiency and computation
time. We implemented a pipeline that allows us to go
from simulated lensing convergence maps as input data
to constraints on cosmological parameters as final out-
put, employing different filtering techniques with second-
order (the power spectrum) and higher-order statistics
(the peak-counts). A future prospect is to generalise the
pipeline in terms of flexibility of the input data, to in-
clude systematic effects and modelling of the noise, and
to ultimately apply it to real data coming from future
galaxy surveys.
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