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Abstract
A weak PAC learner is one which takes labeled training examples and produces a classiﬁer
which can label test examples more accurately than random guessing. A strong learner (also
known as a PAC learner), on the other hand, is one which takes labeled training examples and
produces a classiﬁer which can label test examples arbitrarily accurately.
Schapire has constructively proved that a strong PAC learner can be derived from a weak
PAC learner. A performance boosting algorithm takes a set of training examples and a weak
PAC learning algorithm and generates a strong PAC learner.
Our research attempts to solve the problem of learning a multi-valued function and then
boosting the performance of this learner.
We implemented the AdaBoost.M2 boosting algorithm. We developed a problem-general
weak learning algorithm, capable of running under AdaBoost.M2, for learning a multi-valued
function of uniform length bit sequences.
We applied our learning algorithms to the problem of classifying handwritten digits. For
training and testing data, we used the MNIST dataset.
Our experiments demonstrate the underlying weak learner’s ability to achieve a fairly low
error rate on the testing data, as well as the boosting algorithm’s ability to reduce the error
rate of the weak learner.

1
1.1

Introduction
Background

A PAC learning algorithm, also known as a strong learning algorithm, draws a training sample
from an oracle and outputs a hypothesis h such that, with probability at least 1 − δ, the error of
the hypothesis is at most . Moreover, the training time and number of training examples required
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must be polynomial in 1/, 1/δ, and the size of the training sample. Moreover, the learner must
perform this well on any sample distribution that the oracle provides.
A learning algorithm conforming to the PAC speciﬁcation (i.e., a strong learner) seems diﬃcult
to come by. Nevertheless, Schapire demonstrated that a boosting algorithm can generate a PAC
learner from a weak learner, the speciﬁcation for which has less demanding requirements[Sch90].
A weak learner is just like a normal PAC learner, except that the error rate of the hypothesis
it generates need only be slightly better than that of random guessing.
A boosting algorithm takes a weak learner and returns a strong learner. Virtually all boosting algorithms operate by modifying the distribution of the training sample and re-training with
another weak learner to concentrate on the errors of the previous weak learners. AdaBoost.M1
and AdaBoost.M2 are two recently-developed boosting algorithms which both operate under this
principle.[FS97] AdaBoost.M2 requires the weak learner to output, rather than simply a label, an
array of conﬁdences associated with each possible labeling of an example. Additionally, the weak
learner of AdaBoost.M2 must have a training function which takes an array of penalties p, where
pi corresponds to the penalty that the weak learner will suﬀer by misclassifying the given example
as an i. (The greater the weak learner’s total penalties, the less it contributes to the ﬁnal boosted
learner.)

1.2

Practical Constraints

In spite of the aforementioned equivalence between weak and strong learning, it is usually very
diﬃcult to obtain a strong learner in practice. This is a result of the fact that it is usually very
diﬃcult to ﬁnd a true weak learner. The requirement that a weak learner perform slightly better
than random guessing on any sample distribution is crippling. Many learning algorithms perform
well on the original training distribution, but when the distribution is modiﬁed by the boosting
algorithm to concentrate on problematic training examples, the weak learner eventually breaks
down and cannot classify with error less than 1/2.
Even if a weak learner can be obtained in practice, other practical problems can arise.
First, information theory dictates that the size of the training sample must be on the order of
1


log 1δ in order to obtain a strong (PAC) learner. This many training examples can be hard to

come by in practice.
Also, if the input sample contains noise (i.e., mislabeled examples), only a very specialized
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learner/booster pair will not fail.1 In most cases, the boosting algorithm will modify the training
sample distribution to force the learner to concentrate on its errors, and will thereby force the
learner to concentrate on learning mislabeled examples!

1.3

A Problem-General Weak Learner

We developed a weak learner which can be applied to any problem where the function to be learned
is multi-valued, and the input examples are uniform length bit sequences. We designed the weak
learner to work with AdaBoost.M2, as AdaBoost.M2 seemed to perform better than the other
boosting algorithms that we tested.
1.3.1

High Level Description

The weak learner keeps track of the diﬀerences between all target concepts. When asked to compute
how conﬁdent it is that an example x has the label i, it cycles through all labels j (for all j not equal
to i) and computes its conﬁdence that x is labeled i and not j, returning the minimum conﬁdence
across all possible values of j. Thus, if an incoming example is a handwriting bitmap whose correct
label is 8 and the learner is asked how conﬁdent it is that the correct label is 3, the learner will
have meaningless conﬁdences that the label is 3 and not j (for all j not equal to 8) and a very
low conﬁdence that the label is 3 and not 8, thus giving it a low conﬁdence that the label is 3.
Naturally, the greatest (for all i) minimum (for all j) conﬁdence will occur when i is 8, because the
conﬁdences that the label is 8 and not j are large for all j.
The conﬁdence that the label of an example x is i and not j is calculated from the training
examples whose labels are i and the penalties for classifying each of those as j as well as the training
examples whose labels are j and the penalties for classifying each of those as i. For each bit in
x, the probability p that the label of x is i rather than j given the value of the bit is calculated
using Bayes Theorem. Let H(x) be the entropy function. If p > 12 , a vote of 1 − H(p) is cast for i,
otherwise, a vote of 1 − H(1 − p) is cast for j. After casting votes for each bit of x, the total votes
for i divided by the total votes cast is the conﬁdence that the example has label i and not j.
1.3.2

Pseudocode

nb = number of bits in an example
nl = number of possible labels
1
Aslam showed that a PAC learning algorithm can be boosted in the presence of noise if it can learn via querying
an oracle for statistics about the training data[Asl95]. However, the boosting algorithm in such a case cannot, itself,
modify the distribution weights of individual training examples as AdaBoost.M1 and AdaBoost.M2 do.
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Learn(example x1...nb , label l, penalties p1...nl ) {
for i ∈ 1 . . . nl, i = l
average x into mapl,i with weight pi
}
T est(example x1...nb ) {
for i ∈ 1 . . . nl
MinScoreOfI = 1
for j ∈ 1 . . . nl, j = i
votesi = 0
votesj = 0
for b ∈ 1 . . . nb
if (b == 1)
BitBeliefINotJ =

mapi,j
mapi,j +mapj,i

else
BitBeliefINotJ =

1−mapi,j
(1−mapi,j )+(1−mapj,i )

if (BitBeliefINotJ > 0.5)
votesi = votesi + 1 − H(BitBeliefINotJ)
else
votesj = votesj + 1 − H(1−BitBeliefINotJ)
BeliefINotJ =

votesi
votesi +votesj

if (BeliefINotJ < MinScoreOfI)
MinScoreOfI = BeliefINotJ
confidencei =MinScoreOfI
return confidence1..nl
}
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Experiments

We tested the ability of our weak learner, in combination with AdaBoost.M2, to classify handwritten
digits from the MNIST Database.2 This dataset contains handwritten digit images which are
2

http://www.research.att.com/~yann/ocr/mnist/
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Figure 1: Example training patterns from the MNIST database of handwritten digits.
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Figure 2: The performance of a weak learner versus the size of the training sample.
size-normalized and centered; therefore, we did not pre-process the images.3 Some representative
example patterns from the training dataset are shown in Figure 1.
We began by testing the eﬀectiveness of the weak learner. Figure 2 shows the relationship
between the size of the training sample and the error rate of the weak learner on the test data.
Initially, the weak learner does not have enough training data with which to generalize, so the error
rate is near 90% (which corresponds to random guessing over 10 possible labels).
Next, we demonstrated the phenomenon known as overfitting. When the boosting algorithm
repeatedly trains the weak learners on the same data, the weak learners eventually “memorize” the
training patterns, so that their performance on the (diﬀerent) testing patterns reaches a minimum,
then deteriorates with further boosting. (Please see Figure 3.) The smaller the size of the training
sample, the sooner this deterioration occurs.
To evaluate the overall performance of our weak learner boosted by AdaBoost.M2, we trained
on 60000 examples and tested on 10000 examples. (Please see Figure 4.) It is apparent that,
3
De-skewing the images has, however, been found to be beneficial by some other researchers who have used this
dataset.
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Figure 3: The performance of an under-trained weak learner across rounds of boosting.
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Figure 4: The performance of the boosted learner with 60000 training examples.
even with 60000 training patterns, the weak learner’s performance deteriorates after 10 rounds of
boosting as a result of overﬁtting. This demonstrates a combination of two possible problems: ﬁrst,
a lack of suﬃcient data to achieve truly low error rates; and second, a weak learning algorithm
perhaps somewhat deﬁcient for this particular task.
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Conclusions

We have demonstrated the use of AdaBoost.M2 to boost a weak learner in order to solve the
problem of classifying handwritten digits. The underlying weak learner begins with an error rate
of 14.5% and eventually reaches 8.59% after 9 rounds of boosting. These error rates, however, are
rather high, even for the boosted learner which trained on 60000 patterns (Figure 4).
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The reason for this, though, is that our underlying weak learner is not designed speciﬁcally to
solve the problem of handwritten digit recognition. If that were the case, we would certainly have
used a very diﬀerent weak learner, and we would probably have pre-processed the data as well.
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Future Research

We hope to modify the weak learner to use priors (which take into account the distribution of
examples i and j) in the calculation of the belief that an example is labeled i and not j.
We would also like to experiment with diﬀerent underlying weak learners, such as C4.5 and
neural networks.
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Availability

Our source code may be downloaded at “ftp://ftp.cs.dartmouth.edu/TR/TR98-341.code.tar.Z”.
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