Necessary and sufficient conditions for positive realness in terms of state space matrices are presented under the assumption of complete controllability and complete observability of square systems with independent inputs. As an altemative to the positive real lemma and to the s-domain inequalities, these conditions provide a recursive algorithm for testing positive realness which result in a set of simple algebraic conditions. By relating the positive real property to the associated variational problem, the paper outlines a unified derivation of necessary and sufficient conditions for optimality of both singular and nonsingular problems.
Introduction
Positive real systems play a major role in control theory, especially in adaptive control, and in stability analysis. The impressive development of adaptive control and self-turning regulation over the last two decades [1,2] is hinged on satisfaction of some positive realness conditions. Altematively, considerable initial knowledge about the controlled plant must be given. The prior knowledge is used to implement reference models, identifiers, or observer-based controllers of about the same order as the plant. Since the prior assumptions about the controlled plant may never be entirely satisfied, the stability properties of the related adaptive schemes are debatable. Therefore, a direct adaptive control procedure which does not use identifier or observer-based controllers in the feedback loop is preferred. The implementation of such an algorithm requires positive real controlied plants or altematively, a synthesis of a positive real plant on the basis of the actual plant. j w W ,
for all tl 2 to and all U E L;, whenever the initial state satisfies X ( b ) = 0.
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The existing tools for analysis and synthesis of positive real systems are based in the s-domain on complex variable inequalities which are inconvenient or in the state space requiring the positive real lemma equations. These tools are computationally complex and there is a need for an easily used complementary tool. In Sections 2 and 3, necessary and sufficient conditions for positive real systems with independent inputs are developed using optimal control theory for the associated partially singular problem. It is shown thar in the totally singular case, these conditions are consistent with the generalized Legendre-Clebsch condition [3, 4] . The new conditions are associated with the state space matrices of a minimal realization of a square system. The resulting test for positive realness reduces to recursively testing certain square matrices for positive definiteness and the solution to an algebraic Riccati equation. As an immediate result of the new necessary and sufficient conditions, we also show that the zeros of a positive real system lie in the closed left half complex plane. Some examples are given in Section 4 to illustrate the theory. Concluding marks are given in Section 5.
The derivation of the above results is related to dissipative systems. Basic definitions and physical characteristics are presented below.
Dissipative System
Consider the system input-output description H: U + Y where U = (R,) and Y = Ly (R+). The notation Li (R+) is used to denote the space of square integrable functions f R+ + R'
where R+ = [Q.-). The supply rate associated with this system is defined as a function w: R' x Rm + R where (1.1)
. 2 Energy, Power and Information Relationships in Dissipative Systems
The class of dissipative systems which has a finite dimensional intemal state is completely described in terms of energy storage and power dissipation. Considering this class, the various facets of the standard state space model can be associated with the concepts of energy, power and information.
Assume that the system under consideration is described by a linear, time-invariant system
where x E R", U E RI, y E Rm and A, B, C and D are constant matrices with appropriate dimension. Then, following [6] , the system matrices can be regarded as representing:
1. an energy-transformation and dissipation map, associated with the matrix A.
2. a power injection map, associated with the matrices B 3. an information-extraction map, associated with the represented by the applied input signals and the injected power into the available output signals.
. 3 Review of the Positive Real Property
The positive real property is related directly to the transfer function matrix description of the system. The positive real lemma, presented in Section 2, connects the positive realness to the parameters of a system realization with complete controllability and complete observability. 
. Positive Real Lemma Equations
Necessary and sufficient condition for V*[xo,to] to be bounded below over a finite time interval [to, tl] are presented in Theorem 11.3.3 of [9] . The required positive real conditions are obtained via the extension of the optimality condition to the timeinvariant, infinite-time case [lo] . Under the complete controllability and complete observability assumption of system (1.3), necessary and sufficient conditions for the nonnegativity of V[ 0, to, U(.)] are that there exist x < 0, L, and W such thit
where W and L are matrices with proper dimension.
By identifying P = -x, the positive real Lemma is stated.
The Positive Real Lemma [7] : Let G(s) be an mxm matrix of real rational functions of a complex variable s, with G(-) < -. Let (A, B, C, D) be a minimal realization of G(s).
Then, G(s) is positive real if and only if there exist real matrices P, L, and W with P positive definite and symmetric, such that: 
By letting R = 0, the necessary conditions (2.10) and (2.11) are also obtained from the positive real lemma. The application of (2.6) and development of the new necessary and sufficient conditions for the partially singular problem will be discussed under assumption of a standard realization as discussed.
. Positive Real Conditions in

Derivation of New Necessary and Sufficient Conditions
Necessary and sufficient condition for nonnegative of V[O,to,u(.)] as given by condition (2.6) can be restated in the following equivalent forms: There exist a n c 0 and a matrix V such that
Furthermore, R being positive semi-definite is a necessary  condition for satisfying (3.3) . If R > 0, then (3.3) can be reduced to a condition based upon a Reccati equation. That is, there exists a negative definite solution x to the algebraic Riccati equation Since Cs = [ Csl, 0 1, and is nonsingular. Equation (3.7) also implies that B,1 is nonsingular. Furthermore, (3.5) provides a linear constraint on x which is discussed in Lemma 3.1 below. Therefore F x F c 0, and it also implies that x c 0. Furthermore, by using x11 and x12 defined in (3.9) and (3.10), we get
Next, we prove the necessity. If IC < 0, then x1< 0. From xB, + C,' = 0 we get (3.12) (3.13) By solving (3.12) and (3.13) , the expressions of xll and n12 are obtained which are the same as shown in equations (3.9) and (3.10).
Q.E.D.
Let the matrix shown in (3.6) be denoted as M( x, Rr )
By defining
(3.14)
[ A21Bsl+ A22Bs2-Bs~(Bsl)-~A11Bsl-Bs2(Bsl)'lA12Bs23 Br2 1 (3.15) C1 = 1 -CslA12, 01 
R .
Condition (ii) is obtained by identifying P with -K in equation (3.4) . Condition (iii) is the interpretation of (3.5) and (3.6) for the case n s (m -r). If P = -K > 0 exists, then PB, = C,', PB,B,' = C,'B,, and P = CsBs'(BsBs')-l > 0 . Condition (iv) corresponds to the situation we discussed through (3.7) to (3.13) Remark 3.1: Altemative transformation approaches to the singular problem using the Kelley transformation for the linear quadratic problem are given in [9] for the matrix case. The approach here is different via the structure of K given by Lemma 3.1. 
Ads)
where Therefore, the system is positive real if and only if p2 > z2.
Summary and Conclusions
This paper reviews positive real system as a subclass of dissipative systems and states the positive real lemma equations. By using the variational problem associated with the partially singular problem, necessary and sufficient conditions for a system to be positive real are derived. These conditions are particularly transparent by using Lemma 3.1 which provides a uniquely structure for the matrix z. These positive realness conditions are expressed in terms of the state space matrix inequalities and algebraic Riccati equations and do not deal with inequalities in the s domain or with solutions of the positive real lemma equations. These tests are direct, and a system either satisfies these conditions or not. There is no requirement to search over all matrices to determine if a condition can be satisfied as in the positive real lemma. Examples are given which demonstrate the power of this approach.
