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In this paper we study some random potentials with purely absolutely 
continuous spectrum. In one dimension there are no examples of random 
potentials with absolutely continuous spectrum, that are not almost 
periodic, though it is known from Kotani [3] that such potentials are 
deterministic. Hence one could conjecture that any random potential with 
purely absolutely continuous spectrum is almost periodic. We show this 
result for random potentials with infinitely many bands in their spectrum 
such that the gaps behave well. In the finite bands case Concini and 
Johnson [l] discussed the same problem. A precise definition of the 
behavior of the gaps could be found in condition (2.3). We make use of the 
results of Levitan [7], Kotani [3,4], and Moser [9] for doing this. We 
also discuss the behavior of the Lyapunov exponent asymptotically and its 
relation to the smoothness of the potentials. 
1. PRELIMINARIES 
We consider the space 52 = L’(R, (dx/( I+ 1~1~))) of real valued poten- 
tials q(x) and consider the set &? of probability measures on Sz. In the 
following discussion we only look at a subclass -Af, of probability measures 
that satisfy 
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(l.la) Znuariance: P(T,A)= P(A), AE 23, and XE R. 
(l.lb) Finiteness of variance: jn (sh (q(x))* dx) P(dq) < co and 
(1.1~) Ergodicity: P(T,A 0 A)=0 for any XER*P(A)=O or 1, 
where T, is the translation on Q and 8, is the set of Bore1 subsets of 8. It 
is known that [3], for any q E Q, the differential operator 
L(q)= --$+4(n) 
is a self-adjoint operator on I,*( R, dx). If we consider the solutions UR(x, q) 
of the differential equation 
then we can define the Lyapunov exponent y(I) as 
and it exists for a.e., q E Q and is independent of q E Q if P E J&. Another 
quantity associated with L(q) is the green function g,(x, y, q) which is 
defined using the unique solutions #1 and +A of 
JYqM, = Ji%? 4,(O) = 1, h(O) = 0, 
uq)vQ% = 4Q%, **to) = 0, IyJO) = 1 
as follows. We form the functions f: E L*(R *, dx) such that 
f: (4 4) = 4i.k 4) Ii h,(A 4) II/A(& 4). 
It is known that for any I EC,, such functions exist uniquely and 
h.(A 4)E@+. 
g,(x, YY 4) = &?,(Y, 4 4) 
=-{h+(5q)+h-(l,q)}-‘f:(x,q)f,(y,q), 
for x >, y. Using the Green functions, we can define the complex valued 
functions w(2) as 
w(A)= -4 [E.{g,(O, 0, q)-‘}, AE@+. 
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The fundamental property for w(A) is that 
w’(l) = b{g,(O, 07 4)) 
and there exists a non-negative continuous measure dn, called the density 
of states, on R such that 
Moreover y is related to n through w by 
w(5+iO)= -y(5)+i7cn((), (ER. 
We summarize below the results which are necessary in the sequel. We set 
Af= {(ER;y(5)=0). 
LEMMA 1.1. Suppose JV is closed and s y( 5) dn( r) = 0. Then for any 
4EsuPP p 
C(q) = Jf (1.1) 
Re g5 + dx, x7 d = 0 a.e. 5E.N foranyxE[W, (1.2) 
where Z(q) denotes the spectrum of L(q). 
LEMMA 1.2. Let P E .M’, and assume, for q E supp P, that L(q) 2 0. If 
s R + ,M dt < CD, then for any q E supp P there exists a non-negative measure 
v(d5, 4) on R+ such that if A is the non-negative definite multiplication 
operator on L*(lR+, v)XL*(R+, v) then 
@!(A) g,b, x, q)= ((-4 -V’f(&fW (1.3) 
with an f(x) E L*(R + , v) for any x E R, 
<f(x), f(x) > = 1 
f(x) E a*)> f’(x) E L*(v) XL*(v) 
and 
(1.4) 
(1.5) 
q(x) = %/‘k-(~), fiS(x)> - jR ,-y dt, + (1.6) 
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where 
Moreover a.e. 5 E R + , with respect to v, f&x) = j-,(x, <) or f2(x, 5) satisfies 
-f;'+qfc=tfc on R. (1.7) 
The above results can be found in [3-51. 
2. SPECTRUM OF LEVITAN'S CLASS 
Generally it is not trivial to find a w(A) for a given Bore1 set .Af of R 
satisfying JV = (y(5) = 0} and s r(r) &z(t) = 0. In this section we consider a 
special class of closed sets of R, introduced by B. M. Levitan [7] and 
show the existence of w. 
We introduce classes of holomorphic functions on C by 
A? = {h: h(L) holomorphic on @ + and Im h > 0 on @ + } 
“w, ={w:w, -iw,w’ESandwisrealvaluedonR-}. 
Then for any P E A$ satisfying L(q) > 0 for any q E supp P, the w(A) defined 
in the previous section satisfies 
WEE+ andw(A)= -fi-L+0(-A)-3/2 
2fl 
as A+ -co (2.1) 
(see [3]). For a given closed set JV c R + = [O, co), the uniqueness of w 
satisfying (2.1) and N= {t:y(l)=O}, jy(r)dn(r)=O is known from [4]. 
DEFINITION. We say that an open set A E R, is of Levitan type if 
A = lJp”=r (Ai, pi) and (Ai, pi) satisfy the following conditions: There exist 
disjoint bounded intervals (cli, pi) c R, such that 
tni3 Pi) c (@i, Pi) and li - ai = pi -pi. (2.2) 
f 4z<a 
Pi - Ai 
with qi=pi-ai, sup@,'-aJ< ~0. (2.3) 
i=l 
It should be noted that (2.2) and (2.3) imply 
j!, (PiwAil= f 4i(Bi-ai)GC f qicco. 
i=l i=l 
(2.4) 
The problem is to find a w satisfying the above properties for N = R, \A. 
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LEMMA 2.1. Let A be of Levitan type. Then there exists a unique w 
satisfying(2.1)andJlr=R+\A={y(<)=O}, Jy(<)dn(c)=O. In thiscasey 
and n are absolutely continuous. 
Proof: The method is to approximate A by A, = Uy= 1 (&, p;). For A,,, 
it is well known that there exists a quasi-periodic potential q with R, \A,,, 
as its spectrum. Hence in this case we have only to define w, by the expec- 
tation of g,(x, x, q)-l for this q. Let tj be the zero of w, in [A+ p,]. Then 
from Lemma 1.1 we know that 
arg wk(< + i0) = I 7c 5 e (&, ti) i = 1, 2, 3, . . . . m. 
0 5 E (5i3 PL,) 
Therefore, noticing that Im log w;(A) E [0, rc] we see that 
log w;(A) = const. + 
1 t --l+r2 argwX5+iO)& 
Hence, 
(2.5) 
We have determined l/2 from w;(A) N l/2 fl as 1+ - co. Now let 
C=exp{F,&}<,. 
(1”). Iwk(A)l <(C/2 fi) for 1 such that Re A+! lJ,“=, (c(,, pi). 
This can be shown as follows. Since 
and 
ALMOST PERIODICITY OF POTENTIALS 395 
we see that 
fi 5j-n tjen <c2 
j=,m-q ’ . 
Hence we have (1”). 
(2”). If Re 1 E (tlj, pi) for some j3 1, then 
The proof is as follows. For k # j we can show as in (1”) that 
which immediately implies (2”). Now we define 
5 $ c (aj, Pj). 
j=l 
Then from (1”) and (2”) it follows that 
lwL(5 + is)1 <- c f(l)> 
L/E 
for any E > 0. 
It is not difficult to check that 
I ~~f(e)dr~ < const.(/3j - aj), (const. < 6 + 2 JZ), 
hence the R. H. S. of (2.6) is locally integrable in H\(O). Since 
wm(~) = j-i d,(t) &, 
(2.6) 
we see that there exists a subsequence mk such that w,~ converges to w 
compact uniformly on C\lR + . From the fact that w E W+ and from (2.6) we 
see that the absolute continuity of y follows. Since yrnk, n,, converge com- 
pact uniformly by virtue of (2.6), the property f r(r) dn(<) =0 is easily 
checked. Moreover since ymk = 0 on [w\d,,, y(5) = 0 on Jf = Iw, \A. It is 
clear that w, satisfy the asymptotic behavior of (2.1) uniformly with 
respect o m. Therefore w also satisfies (2.1), which completes the proof. 
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Remark. The uniqueness of w satisfying the properties of Lemma 2.1 
assures the convergence of w, itself to w. 
3. ABSOLUTE CONTINUITY OF SPECTRUM 
Let A E lQ+ be of Levitan type and w be the function associated with A. 
Generally it is known that if w satisfies (2.1) and j y(t) &z(c) = 0, then there 
exists a P E AC with wP = w (see [3, 61). Therefore for the w associated 
with A we have a P E J& with wP = w. In this section the absolute 
continuity of the spectrum of L(q) is shown for any q E supp P. 
LEMMA 3.1. Let q E supp P. Then g,(x, x, q) has exactly one zero tJj = 
tj(x, q) in [;l,, pj] for each j = 1,2, . . . and 
Proof. The proof of (3.1) is almost similar to that of Lemma 2.1. We 
prove the existence of the zero. g,(x, x, q) is real analytic and strictly 
increasing in (&, pj), because the spectral measure associated with 
g,(x, x, q) has no mass on A by Lemma 1.1. Hence the uniqueness of zero 
of g, in [Aj, pj] follows. Suppose there is no zero of g, in (Aj, ,uj). Then 
assuming g, > 0 in (Aj, pj) we have 
where fj(A) is holomorphic in a neighborhood of (3Lj, pj). However, clearly 
the R.H.S. has a zero at Aj. On the contrary if we assume g,(x, x, q) < 0 in 
(Aj, pj), then g, has a zero at pji, which concludes the Lemma. 
THEOREM 3.2. Let A be of Levitan type and P E MC be a probability 
measure associated with A through w introduced in Lemma 2.1. Then for 
any q E supp P, L(q) has purely absolutely continuous spectrum and 
C (4) = R + \A. 
Proof. Since g, has the expression (3.1), the estimate (2.6) is valid also 
for g,: 
I g, + iAX, x, 411 G - c f(5) 
q/m 
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for any XE R, qE supp P, E > 0. This immediately proves the theorem. 
Incidentally C (q) = R + \A follows because for any 5 E Iw + \lJ; r (3Lj, pj), 
we can prove that Im g, + &x, x, q) > 0. 
4. ALMOST PERIODICITY OF q ANDY* 
Let us introduce one more condition on A: 
B. M. Levitan [7] imposed two other conditions on A: 
(4.1) 
sup&< cc 
i 5 
and 
However, the first condition is automatically satisfied because 
P.-A. 
?=l+$/<l+n-a- pj-S-1 I 2q- .t . 
J J J J l -Sj 
The second condition was used to show the unique solvability of an infinite 
system. However, if we read the paper carefully and replace the bound of 
dm. ((pj - Aj)/(Ai - pJ)) in the proof of the Lemma 3.1 by 4qj/( 1 - qj), 
then we see that every result in his paper remains valid without the second 
condition. For A satisfying (2.2) (2.3), and (4.1), we define below the 
Dubrovin equation (4.3) We set 
h,(t)=,/->’ 
for 5 = (5,, t2, .. . ) with <j E [Aj, pj]. 
(4.2) 
<i(X)= CJji(X) J(Pj - <j(X))(<j(X) - /2,> hj(5(x)) 
a,(x) = &- 1, tl,tx) E Clji, Pjl. (4.3) 
This equation has to be interpreted in the following manner. cj(x) is con- 
tinuous on R and as long as tJ(x) E (11,, pJ), rrj(x) keeps a definite sign. If 
tj(x) hits one of the end points of [A+ pj] then instantaneously tj(x) enters 
into (Ai, pj) and hence aj(x) changes its sign at the end points. 
B. M. Levitan [7] showed the following: 
LEMMA 4.1. The Dubrovin equation (4.3) has a unique solution for any 
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given initial values tj(O) E [;li, pj] and ai = + 1. Moreover c,(x) becomes 
an almost periodic function. 
Now we want to show that the cj in Lemma 3.1 satisfies the Dubrovin 
equation. 
LEMMA 4.2. Suppose A satisfies (2.2) and (2.3). Then the zeroes {tj(x)} 
of g, satisfy the Dubrovin equation (4.3). 
To show this we need 
LEMMA 4.3. Suppose A satisfies (2.2) and (2.3). Then for any qesupp P 
O” f.(x)* O” 5j(x)-n @‘(~)gAx,x,q)= c += -;,n
j=CJ Pj ,=I PjpA ’ 
(4.4) 
where &(A) = (2/n) exp{ - 4 sA (d</(t - 1))) and pL, =O. A.(x) satisfies 
-C(X) + 9tx) fitx) = Pjififx) on lQ (4.5) 
and fj(x) is not identically zero. 
Proof: First we prove that the measure v in Lemma 1.2 is a point 
measure. To do this we use Lemma 1.1 again and we obtain 
1 Co (.--A 
B(x, 1) = @(/I) g,(x, x, q) = -- fl I. 
‘j=, PjpA 
We have to estimate the R.H.S., and the steps are similar to those in the 
proof of Lemma 2.1. 
(1”). If Re A$ Us I (a,, /Ii), then [9(x, A)1 G (C/IA]). This is obvious 
since I(<j - n)/(/ij - A)1 < 1 + (2qj/( 1 - qj)). 
(2”). If Re ;1~ (aj, /Ij) for somej= 1, 2, 3, . . . . then 
This is also clear because for k # j, I (ck - L)/(pL, - J.)l < 1 + (2q,/( 1 - qk)). 
From (1”) and (2”) it follows that 9(x, 5 + i&) remains bounded as E JO if 
5 # pj. This combined with the theorem of De la Vallee Poussin implies 
that v is a measure whose support is included in {pj ( j= 0, 1, 2, . ..}. 
Therefore 9(x, A) has the form of (4.4) with the numerators 
fi(x, 1)2 +fi(x, 2)2. Both fj( ., 1) andfi( ., 2) satisfy (4.5). Once v is known 
to be a point measure, the linear dependence offi(x, 1) and fi(x, 2) can be 
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proved in exactly the same way as J. Moser [9]. Therefore all we have to 
do is to show that j’j does not vanish identically. To see this we notice 
2(9”-2(q-A)Y)C9’2= -Q(i)d,fi 5. 
/=I J 
We see that iffj(x)=O, for somej=O, 1,2, . . . . then the L.H.S. of (4.6) has 
no pole at A= pj. However, the R.H.S. has a pole at 1 =pJ, which is a 
contradiction. 
Proof qf Lemma 4.2. It is not difficult to see the continuity of tj on Iw. 
First we show 4;(x)% leave pj instantaneously. Suppose tj(x,) = pj and for 
some x,~ #x0 converging to x0, tj(x,) = pj. Then the identity (4.4) from 
Lemma 4.3 implies fi(x,) = 0. Hence fi(x,) = 0 and x(x,) = 0. However, f, 
satisfies (4.5) therefore&.(x) = 0. This contradicts Lemma 4.3. Therefore 5;s 
leave pj instantaneously. The same can be said for Aj if we redefine @i(n) as 
Now consider the case tj(x) E (iJ, pj). Since g,(x, x, q) as a function of 
(x, 2) E iw x d is continuously differentiable and (dg,/&)(x, x, q) # 0, we 
can conclude the continuous differentiability of cj(x). Then, 
(4.7) 
However, g, satisfies 
2g,(gY - 2(q - n) g,) - (g;)’ + 1 = 0. 
Therefore setting ,I = cj(x), we see that cj(x) = (d/dx) g,(x, x, q)lA= c,cx, = 
+ 1. As long as tj(x) E (A,, CL), the continuity of cj(x) is clear. Hence oj(x) 
has to be of definite sign. The denominator of (4.7) can be computed from 
(3.1), which yields Eq. (4.2). 
LEMMA 4.4. We have the following representation for J;(x): 
h(x)= koj(x)/T./E. (4.8) 
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Proof: Equation (4.4) immediately implies that 
Then (4.8) follows from the twice differentiability of&. 
LEMMA 4.5 (Trace formula). The potential q(x) is given by 
4tx) = f (Pj + lj - 25j(x)). 
j=l 
(4.9) 
Since 
from (1.6). To obtain the value of 
we compute the coefftcients of the A-* term in (1.3). 
we have 
(fif(x)Y $ftx)> = f (Pj -4j(x)). 
j= 1 
Obviously JR +,-N d< = CT=, (pj - Aj), therefore we obtain the Lemma. 
Remark. The trace formula for periodic potentials is well known (see 
[lo], for example) and for some almost periodic potentials (B. M. Levitan 
[71). 
THEOREM 4.6. Let A be an open set of [w, satisfying (2.2), (2.3), and 
(4.1). Let P E JZ~ be an arbitrary probability measure associated with A. Then 
any q E supp [FD is almost periodic continuously differentiable function. 
Moreover {h(x)} are also almost periodic. 
Proof: Since the above lemmas show the almost periodicity of tj(x), 
applying the trace formula (4.9) we obtain the almost periodicity of q(x), 
because 
41x) = i (Pj + lj - 2tji(x)) + q,(X) 
j=l 
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and 
Iqn(X)I d 2 f (Pj -Aj). 
j=n+ I 
The almost periodicity offi comes from (4.8). However, we have to be 
careful about the term a,(x). The precise proof can be given by introducing 
a new coordinate xj, through the equation 
tj = lj + (II, - A,) Sin’ xj, 
as B. M. Levitan did in his paper. 
Remark. B. M. Levitan [7] showed the following: “Let d satisfy (2.2), 
(2.3) and (4.1). Let qm be a quasi periodic potential associated with 
&‘= r (3Lj, p,). Then (it is not difficult to check that) {q,,,) forms a pre-com- 
pact family in C:(R) with compact uniform topology. Suppose q is any 
limit point of { qm}. Then q is an almost periodic potential with spectrum 
W + \A.” Although our theorem is proved heavily depending on Levitan’s 
result, Lemma 4.1, our result shows that any random potential associated 
with A has to be almost periodic. It would be interesting if we could 
generalize the class of A such that it includes the class of limit periodic 
potentials considered by Tkachenko and Pastur [ 111. 
5. MOMENTS OF LYAPUNOV EXPONENTS 
In this section we discuss a relation between the moments of Lyapunov 
exponent and the smoothness of the random potential. In the case of 
periodic and some limit periodic potentials, the smoothness of the potential 
was related to the rate of decay of the lengths of the gaps in the spectrum. 
Our result gives a generalization of this for random potentials. We consider 
P in the class J&. on 52 = L*(R, (dx/( 1 + 1~1~))). Then our results are the 
following. 
THEOREM 5.1. Let IFD E Me, L(q) > 0 for q E supp P and suppose that 
for any nEZ+ q’“) is bounded for m = 0, 1, 2, . . . . n - 3 and 
E,{~~(q[!J~)2dx}<~form=n-2,n-1undn. Thenwehaue 
For proving this theorem we need a few lemmas. 
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LEMMA 5.2. Consider P in JZ~ and let w(n) be the associated w-function. 
Zf the support of dn( .) c [0, co), then w(1) has the following representation: 
w(A)= on C\[O, co). 
(5.1) 
The proof if this lemma is given in [3, Lemma 7.81. 
In the case of smooth bounded potentials the above lemma and an 
analysis of McKean and Moerbecke [S] give a relation between the 
moments of .Lyapunov exponent and the moments of derivatives of the 
random potential. We state the relation as a proposition below. 
PROPOSITION 5.3. Consider a P with supp P E C,“(R) such that 
supp dn(t) c [0, 00). Then for any n fixed, the following relation is valid: 
(5.2) 
where P, is explicitly given by 
P,= f c CmA...,lm 
m=l /1+ ... +/,=z(n--m) 
x q(‘l) . . . q”“‘, n = 0, 81, 2, . . . . 
where PO z const. and C,,,t,,,,,,,,,, are absolute constants. 
Proof We obtain the above relation by comparing the asymptotic for- 
mula as A---* - co of lE,( g,(O, 0, q)), given on the one hand by the theorem 
1’ of [S] and on the other hand by the relation (5.1) for w(A). These 
expansions are valid by the assumption that q E CF( W) and by the fact that 
WV) = Wg,(Q 0, 4)). 
We need one more lemma to prove Theorem 5.1. 
LEMMA 5.4. Let P E J&. Assume that for any q E supp P and any fixed 
n > 1, q(O), ...) q(“-3) are bounded and E,{jh (q’“‘(x))* dx} < + co unzformly 
in k for m = n, n - 1, and n - 2. Then there exists a [FD, E JZ such that 
supp P, E C,“(R) and iE $k { Jh (q’“‘(x))2 dx} < + co uniformly in k for m = n, 
n- 1, and n-2, SU~~.,,,,~ pk ljqllco <co, for m=O, 1, 2, . . . . n-3 and 
Pk -+ P weakly. 
Proof We consider the function $,Jx) E CT(R), such that I(/.Jx) = + C 
if +x 3 +k, k6 Z,, I$i*)(x)l < C, if 1x1 < Ikl, where C, is independent of 
k, such that $,Jx) +x as k + co. We also require that the following con- 
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ditions are satisfied for the (n - 2)nd, (n - l)st, and nth derivatives of $, 
for some constant d,,, independent of k. We then form Ok(q) = 
tjJq(x)) * pk, where Pk E C,“(R) with supp p c (-(l/k), (l/k)) such that 
j p(x) dx= 1. Th en it is not difticult to see that the measures P, = @;I P 
have the required properties. 
Now we are ready to prove Theorem 5.1. 
Proof of Theorem 5.1. Given P in A%!~, we form the measures P, of 
Lemma 5.4, then it follows from Lemmas 5.3 and 5.4 that 
where the constant C is uniform in k and where yk is the Lyapunov 
exponent of Pk. Now Pk converges to P weakly, therefore it follows from 
the theory of [3] that the non-negative measures Yk(t) dt + ~(5) d< 
vaguely. Hence, it follows that 
Remark. For smooth bounded potentials Delyon and Foulon [2] 
showed that y(E) is bounded by p, if 11q’“‘11 m < co, as E + CO. They 
use the action angle variable representation of the one dimensional 
Schrodinger equation and obtain the above estimate. Our result shows in 
particular that one actually has the behavior y(E) N E-” if 11q(“)11 a, < CO, in 
the sense that the inequality (5.3) is valid. 
Remark. One would actually like to have a result that shows that 
if IE, 
but as an investigation of the relation for P, would show this may not be 
possible for large n. 
We now give a result that is a converse to Theorem 5.1, in the special 
case when P gives rise to Levitan spectrum. 
LEMMA 5.5. Let P E ~2~ and suppose that supp P E C~(rW”), then the 
following inequality is valid for any fixed n E { 1,2, 3 } : 
where the constant C, depends only on llqll o. and d,, is an absolute constant. 
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Proof. The Lemma is a direct consequence of the relation (5.1) for 
w(A), the relation for P,, and the Schwartz inequality. Hence we omit it. 
THEOREM 5.6. Let P E A?< and let it satisfy the conditions of Theorem 4.6. 
If 
Jam ~(5) 5” ,k & < co for a fixed n E { 1, 2, 3}, 
then E, 
Proof We approximate the potential given by P using finite band 
potentials as in the proof of Theorem 4.6 and we observe that for the case 
of finite band potentials the Theorem is valid. Then we use the following 
estimates on the moments of the Lyapunov exponent in terms of the gaps 
in the spectrum: 
<D, f (Ai -pi)2 A;. 
i= 1 
This estimate together with the Lemma 5.5 when used for the case of finite 
band potentials gives the following uniform estimate on the moments of the 
derivatives of the finite band potentials qk approximating the potential q in 
the support of P. 
IE Pk {, 
’ (qp’(x))2 dx < C, 
I 
C independent of k. 
0 
Since the probability measures P, associated to the finite band potentials 
converge weakly to the given random potential, the proof is complete. 
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