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Chapitre 1
Introduction
Contexte
La se´curite´ routie`re n’a pas cesse´ de s’ame´liorer au cours des 20 dernie`res an-
ne´es. Cela est duˆ principalement aux progre`s qu’a connu le secteur de l’industrie
automobile, a` l’ame´lioration des re´seaux routiers et a` l’utilisation de syste`mes ef-
ficaces de gestion de trafic. Cependant, le nombre de tue´s sur la route reste assez
e´leve´ : environ 4000 par an en France et environ 40000 en Europe. D’apre`s les
e´tudes d’accidentologie franc¸aise, plus de 90 % des accidents corporelles sont lie´s
au conducteur (vitesse, fatigue, somnolence, distraction etc.) ou en association avec
d’autres facteurs. L’objectif principal des syste`mes d’aide a` la conduite avance´es ou
ADAS (Advanced Driver Assistant System) est de re´duire cette erreur humaine et
donc d’ame´liorer la se´curite´ des passagers.
En termes de se´curite´ les ADAS se divisent en deux principaux groupes : les
syste`mes passifs qui tentent de minimiser la gravite´ d’un accident au moment ou`
celui-ci se produit (pre´tensionneur, airbags passager ou pie´ton) et les syste`mes actifs
qui essaient d’e´viter qu’un accident ait lieu (ACC, ESP, freinage d’urgence). Il existe
aussi un autre groupe dit syste`mes de se´curite´ tertiaires qui se de´clenchent apre`s
l’accident (appel des secours, par exemple).
Graˆce aux progre`s technologique, l’augmentation des capacite´s de calcul et la
baisse des prix des composants e´lectroniques, les ADAS ont beaucoup e´volue´ de-
puis leur introduction. En particulier, les nouveaux syste`mes ne sont plus limite´s a`
l’habitacle du ve´hicule (capteurs proprioceptifs) et permettent de re´colter des in-
formations sur l’environnement du ve´hicule (capteurs exte´roceptifs). Nous trouvons
d’un coˆte´ des capteurs tels que le SONAR, le RADAR, le LASER et les came´ras
dans le domaine visible et infrarouge pour l’environnement proche et les syste`mes
de communication avec l’infrastructure ou avec d’autres ve´hicules pour l’environ-
nement lointain. Le de´veloppement massif de ces syste`mes a donne´ naissance a` une
nouvelle forme de ve´hicules autonomes (automatise´s a` 100 %), visant a` rendre la
taˆche de conduite plus sure et plus confortable (le conducteur est de moins en moins
sollicite´ pour la prises de de´cisions). La figure 1.1 montre un exemple de ces ve´hi-
cules. Ils ne sont pas encore commercialise´s en Europe mais permettent d’e´valuer
les ADAS dans diffe´rentes conditions.
Dans le cadre de cette the`se, nous nous inte´ressons plus particulie`rement aux
ADAS utilisant une came´ra place´e derrie`re le pare-brise.
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Figure 1.1 – Ve´hicule autonome utilise´ dans le challenge VIAC (The Vislab In-
tercontinental Autonomous Challange), dont le but e´tait de parcourir en conduite
automatique un trajet d’environ 13 000 km, partant d’Italie jusqu’a` la Chine. Le
ve´hicule utilise 7 came´ras, 4 lasers, un GPS, une centrale inertielle et des moyens
de communication inter-ve´hicules.
Came´ra embarque´e
La came´ra est un capteur qui fournit beaucoup d’informations mais qui ne´cessite
des traitements complexes.
L’inte´reˆt d’utiliser une came´ra est qu’elle nous renvoie une image similaire de la
sce`ne a` ce que le conducteur perc¸oit, sachant qu’une grande quantite´ des informa-
tions utilise´es par le conducteur sont visuelles. Nous allons donc doter le ve´hicule
d’un œil (came´ra) et l’ADAS va traiter les informations qu’il rec¸oit afin d’assister
le conducteur. Cela peut s’envisager de la meˆme fac¸on qu’un passager, ou co-pilote,
qui pourrait lui indiquer, par exemple, la pre´sence d’un danger qu’il n’avait pas
perc¸u. La vision par ordinateur permet d’extraire diffe´rentes informations du signal
came´ra pour re´aliser de multiples applications en utilisant un seul capteur et donc
de re´duire le couˆt et l’encombrement de ces syste`mes. Il est meˆme possible d’al-
ler plus loin : donner l’ordre a` un automate de prendre la commande de certaines
fonctionnalite´s du ve´hicule.
D’autre part, le fait d’embarquer des algorithmes complexes de traitement
d’images devient tout a` fait possible de nos jours graˆce aux nombreux calculateurs
puissants pre´sents sur le marche´ (FPGA, DSP, GPU. . . ). Ce n’e´tait pas le cas il y a
une dizaine d’anne´es a` cause du temps de traitement prohibitif et des capacite´s de
me´moire que ne´cessitent la plupart des me´thodes avance´es de vision par ordinateur.
De nombreuses applications ADAS utilisant une came´ra ont vu le jour : de´tection
et reconnaissance des signalisations verticales et horizontales, de´tection des pie´tons,
de´tection et suivi de ve´hicules. . . Elles permettent d’avertir le conducteur en cas de
danger (sortie de voie involontaire, de´passement de la vitesse limite. . . ). La figure
1.2 montre des exemples de ces syste`mes.
3Figure 1.2 – En haut, a` gauche, syste`me de reconnaissance des panneaux a` l’aide
d’une came´ra et d’un GPS ; projection sur le pare-brise et/ou sur le syste`me de
navigation. En haut, a` droite, affichage teˆte haute : informations sur la route ainsi
que des instructions et des avertissements. En bas, de´tection de pie´tons par came´ra
infrarouge.
Influence de la me´te´o
Conducteur
D’apre`s les e´tudes d’accidentologie, 37 % des accidents en Europe se pro-
duisent dans le cas d’une visibilite´ re´duite (brouillard, nuit. . . ). Les accidents dus
au brouillard ne sont pas tre`s nombreux, mais lorsqu’ils se produisent leur gravite´
est plus importante et le risque de carambolage augmente.
Le brouillard a pour effet de re´duire la distance de visibilite´. Dans ce cas, alors
qu’on s’attend a` ce que le conducteur re´duise sa vitesse, diffe´rentes e´tudes prouvent
le contraire. D’apre`s [Cavallo 2000], a` cause des effets visuels du brouillard, un
phe´nome`ne de surestimation des distances dans le brouillard est susceptible de
contribuer a` la re´duction des intervalles entre ve´hicules : surestimation de 25 a`
50 % dans le cas d’un brouillard dense et autour de 6 % dans le cas d’un brouillard
de densite´ moyenne. A` cause de cette surestimation, la vitesse de conduite le´gale
peut eˆtre de´passe´e. Plusieurs expe´riences ont e´te´ re´alise´es pour comparer la
perception des distances et des vitesses par le conducteur dans le cas d’un temps
clair et dans le cas du brouillard. [Sumner 1977] montrent que l’ajustement de
vitesse effectue´ dans le brouillard en fonction de la distance de visibilite´ est
plus de 50 % du temps insuffisant pour permettre au conducteur d’effectuer un
freinage a` une distance se´curise´e. De la meˆme fac¸on, [Snowden 1998] ont de´montre´
qu’il existe une sous-estimation de la vitesse qui entraˆıne un de´passement de
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la vitesse re´glementaire et que plus le brouillard est dense plus la vitesse aug-
mente. [Tenkink 1988] montre qu’il peut y avoir un franchissement de ligne a` cause
de la vision late´rale qui est de´grade´e. [Barham 2001] montre que le conducteur
a` tendance a` suivre de trop pre`s le ve´hicule de devant afin de ne pas le perdre de vue.
A` l’inverse du brouillard, la pluie est une situation me´te´orologique dynamique
compose´e de particules plus larges qui peuvent eˆtre vues individuellement. Les effets
visuels ge´ne´re´s par la pluie sont plus complexes puisque la distribution et la forme
des gouttes varient de manie`re ale´atoire, spatialement et temporellement.
Outre la diminution de l’adhe´rence, qui entraˆıne une augmentation de la
distance de freinage, en pre´sence de pluie, la visibilite´ du conducteur est re´duite
a` cause de plusieurs facteurs : gouttes sur le pare-brise, passage des essuies glace,
rideaux d’eau projete´es par les ve´hicules de devant et une perte d’e´nergie de la
lumie`re des phares et donc une vision de la chausse´e re´duite. Tous ces facteurs
rendent la taˆche de conduite difficile et le conducteur devient moins concentre´ sur
la vision pe´riphe´rique. De plus, les effets peuvent s’aggraver la nuit. Dans cette
the`se nous nous inte´ressons aux gouttes pre´sentes sur le pare-brise qui peuvent
geˆner la vision du conducteur et alte´rer les performances des ADAS en masquant
des objets de la sce`ne.
Notons que les conditions dans lesquelles un syste`me de vision rencontre des
difficulte´s sont, la plupart du temps, les meˆmes dans lesquelles un humain a du
mal a` bien percevoir son environnement : ge´ome´trie de la route, obstacles, me´te´o
de´grade´es, illuminations. . .
ADAS/Came´ra
D’une manie`re ge´ne´rale, les signaux renvoye´s par la came´ra peuvent eˆtre pertur-
be´s soit a` cause du capteur (optique, e´lectronique. . . ) soit a` cause de l’environnement
(obscurite´, me´te´o, mouvements rapide. . . ).
Le proble`me avec les ADAS utilisant une came´ra est qu’ils sont le plus souvent
conc¸us pour fonctionner dans le cas d’une me´te´o favorable et leurs performances
peuvent chuter de manie`re drastique dans le brouillard ou la pluie. En effet, comme
la plupart des me´thodes de traitement d’images utilisent des descripteurs qui de´-
pendent de la couleur et du contraste de l’image et que ces derniers sont atte´nue´s
par le brouillard, les re´sultats obtenus apre`s le traitement sont rarement satisfai-
sants. De la meˆme fac¸on, en pre´sence des gouttes un algorithme d’appariement, par
exemple, ne va pas fournir de bons re´sultats a` cause des occultations.
Dans des situations telles que le brouillard ou la pluie, la visibilite´ du conducteur
est tre`s re´duite. Alors que c’est le moment ou` il a le plus besoin d’eˆtre assiste´, les
ADAS voient aussi leurs performances se de´grader et seront donc moins efficaces.
Pire encore, ils risquent de fournir de mauvaises informations au conducteur qui
prendra de mauvaises de´cisions et pourra se trouver en situation de danger.
Une solution simple pour e´viter ce genre de proble`mes est de de´sactiver le sys-
5te`me dans de telles situations. Cela pourra se faire automatiquement en utilisant
des capteurs de brouillard ou de pluie. Notons, que les chercheurs participant au
projet VIAC, cite´ plus haut, ont signale´ que les rares fois ou` les syste`mes de vi-
sion ont rencontre´ des proble`mes e´taient en cas de me´te´o de´grade´e. Ils e´taient donc
contraints d’arreˆter le syste`me et de repasser en conduite manuelle.
Une autre solution est de modifier les parame`tres des algorithmes afin qu’ils
s’adaptent a` de telles situations. Sauf qu’il faut le faire pour chaque syste`me, ce qui
accroˆıt leur couˆt de de´veloppement et leur complexite´.
La solution que nous proposons dans cette the`se est de de´tecter ces perturbations
et de restaurer le signal a` la sortie du capteur avant de le fournir aux ADAS.
Restauration brouillard et pluie
De´tection
La premie`re e´tape pour surmonter notre proble`me est d’avoir un syste`me ca-
pable d’identifier et de quantifier les conditions me´te´orologiques. Il est alors possible,
par exemple, de conseiller au conducteur une vitesse en fonction du niveau de vi-
sibilite´, d’activer automatiquement les feux de brouillard ou de de´sactiver l’ADAS
utilisant une came´ra dans le cas d’une visibilite´ tre`s re´duite qui pourra geˆner son
bon fonctionnement. La de´tection, dans notre cas, va permettre d’activer l’e´tape de
la restauration en cas de brouillard ou de pluie. Dans ce qui suit nous nous appuyons
sur des syste`mes de de´tection existants.
Restauration
Suivant la densite´ du brouillard, la luminance et la distance de l’objet observe´,
le degre´ d’atte´nuation des couleurs et des contrastes varie. Tant que l’atte´nuation
n’atteint pas un certain niveau, il est toujours possible de restituer les informations
atte´nue´es dans l’image par la diffusion atmosphe´rique. De la meˆme fac¸on, les gouttes
Figure 1.3 – En haut a` gauche, fonctionnement nominal d’un ADAS par temps
clair. A` droite, fonctionnement de´grade´ a` cause d’une visibilite´ re´duite. En bas,
syste`me propose´ dans cette the`se, fonde´ sur un module de restauration.
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de pluie pourront eˆtre restaure´es a` partir des informations disponibles dans l’image
tant que les gouttes ne couvrent pas une surface trop significative de l’image.
Nous allons proposer, dans cette the`se, des solutions qui, apre`s la de´tection
des conditions me´te´orologiques de´favorables, en particulier le brouillard et la pluie,
restaurent les images a` la sortie du capteur avant de les fournir aux ADAS leur
permettant ainsi d’e´tendre leur gamme de fonctionnement. La figure 1.3 illustre le
principe d’association d’un mode`le de restauration au ADAS.
Plan
Nous allons montrer dans le chapitre 2, intitule´ e´tat de l’art, diffe´rentes ap-
proches existantes qui permettent d’e´liminer le bruit dans les images ou d’ame´liorer
le contraste et la couleur. Nous aborderons ensuite les deux proble`mes de restau-
ration d’images de´grade´es par le brouillard ou la pluie. Pour chacun de ces deux
phe´nome`nes, nous expliquerons les mode`les optiques correspondants et discuterons
des diffe´rentes approches existantes permettant de restaurer les images de brouillard
ainsi que les me´thodes permettant la de´tection des gouttes de pluie afin d’effectuer
la restauration.
Dans le chapitre 3 Nous allons pre´senter les diffe´rentes bases d’images de
brouillard et de pluie cre´e´es pour e´valuer les me´thodes de restauration : images
de synthe`ses, images re´elles avec brouillard de synthe`se et images de brouillard
re´elles. Les diffe´rentes me´thodes utilise´es seront pre´sente´es : utilisation de la ve´rite´
terrain en se comparant a` l’image restaure´e ide´ale et de´tection des contours visible
qui nous donnent des indicateurs sur le gain en terme de visibilite´.
La me´thode propose´e pour la restauration d’images de brouillard est pre´sente´e
dans le chapitre 4. Les diffe´rentes e´tapes de l’algorithme seront pre´sente´es : caracte´-
risation du brouillard, estimation de l’intensite´ du ciel, restauration du contraste et
de la couleur, lissage et fusion avec une approche permettant de mieux restaurer le
plan de la route. Nous verrons ensuite l’algorithme d’optimisation, le recuit simule´,
utilise´ pour trouver la meilleure configuration des parame`tres de notre algorithme.
Nous allons ensuite montrer les re´sultats d’e´valuation qualitative et quantitative.
Enfin, nous allons pre´senter les ame´liorations propose´es pour obtenir des images
restaure´es avec un meilleur contraste global et une image plus lisse.
Dans le chapitre 5, nous allons aborder le cas d’images de´grade´es par les gouttes
de pluie. Nous commencerons par pre´senter les diffe´rents types d’approche “inpain-
ting” qui pourront eˆtre utilise´es pour re´soudre le proble`me : diffusion, synthe`se de
texture et approches temporelle. Parmi ces me´thodes un type d’approche a` retenu
notre attention, les EDP de diffusion. Nous allons pre´senter deux me´thodes des plus
e´volue´es dans cette cate´gorie. La me´thode qui donne les meilleurs re´sultats a` e´te´
retenue et ses parame`tres optimise´s sur une base d’images routie`res en utilisant le
recuit simule´.
Dans le chapitre 6, nous allons pre´senter trois applications ADAS, appartenant a`
3 familles diffe´rentes, pour notre algorithme de restauration d’images de brouillard.
7La premie`re application est la de´tection des panneaux en utilisant comme pre´-
traitement la restauration. Nous pre´sentons dans cette partie la me´thode de de´tec-
tion, la base de d’images de panneaux permettant l’e´valuation et les re´sultats en
terme de performances du syste`me propose´. La deuxie`me application concerne la
mise en place d’une expe´rience visant a` mesurer le temps de perception d’un ob-
jet dans le brouillard par un panel de sujets, afin d’e´valuer les performances d’un
syste`mes d’assistance HUD dans le brouillard. Nous allons montrer comment l’ex-
pe´rience a e´te´ mise en place et les re´sultats obtenues en terme de gain de temps de
de´tection. La dernie`re application ADAS est la de´tection de l’espace navigable. Nous
allons pre´sente´ la me´thode de de´tection et les re´sultats obtenus apre`s optimisation
de la me´thode sur une base d’images re´elles de routes.
Enfin, nous allons conclure cette the`se et pre´senterons les diffe´rentes perspec-
tives auxquelles nous avons pense´ en terme d’ame´lioration des me´thodes et d’autres
applications ADAS ou de vision en ge´ne´ral.
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2.1 Cas ge´ne´ral
Une image de´grade´e peut avoir un impact ne´gatif sur son interpre´tation par l’œil
humain ainsi que sur les performances d’un syste`me de vision par ordinateur. Dans
ce chapitre, nous allons montrer les phe´nome`nes entrant en jeux dans les diffe´rentes
e´tapes de la chaˆıne d’acquisition d’une sce`ne et qui peuvent alte´rer la qualite´ de
l’image capture´e. Nous de´crirons par la suite les me´thodes utilise´es pour ame´liorer
la qualite´ de l’image.
2.1.1 Chaˆıne d’acquisition
L’image re´cupe´re´e a` la sortie d’un capteur image correspond a` la projection d’une
sce`ne tridimensionnelle (sce`ne re´elle) sur un plan bidimensionnel (plan image). Le
ste´nope´ (pinhole) est le mode`le ide´al de formation d’images : absence d’aberrations
ge´ome´triques car il n’utilise pas de lentille et posse`de une nettete´ de 0 a` l’infini.
Ce mode`le, comme le montre la figure 2.1, permet de re´cupe´rer une image apre`s
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le passage de la lumie`re, e´mise ou renvoye´e par un objet, par un orifice de tre`s
petite taille. La taille du trou doit eˆtre d’au moins 1/100 e`me de la taille de l’objet
photographie´ pour que chaque point de la sce`ne ne corresponde qu’a` un seul point
dans l’image produite.
Figure 2.1 – Mode`le ste´nope´
Dans les came´ras classiques le trou du ste´nope´ est remplace´ par une lentille qui,
graˆce a` une plus grande surface et a` sa proprie´te´ de focalisation de la lumie`re, permet
de re´cupe´rer une image plus lumineuse et d’avoir une meilleure nettete´. Les e´le´ments
qui composent une came´ra basique sont les suivants : une ou plusieurs lentilles, le
plan image (film, CCD, CMOS), un dispositif de focalisation qui permet de de´placer
la lentille par rapport au plan image, le diaphragme qui controˆle la quantite´ de
lumie`re rec¸ue par la lentille et l’obturateur qui controˆle le temps d’ouverture du
diaphragme.
La qualite´ de l’image observe´e va de´pendre de l’optique du capteur, de l’e´lectro-
nique (amplification, quantification et e´chantillonnage) ainsi que de l’environnement
dans lequel la lumie`re va se propager avant d’atteindre l’objectif et des conditions
d’e´clairement (Figure 2.2). Nous allons montrer, dans la suite, les diffe´rents types
de de´gradations d’images.
Figure 2.2 – Chaine d’acquisition d’une image
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2.1.2 De´gradation des images
L’affectation des images par du bruit est un proble`me ine´vitable. Afin de pouvoir
analyser et effectuer des traitements sur les images acquises de la manie`re la plus
fiable possible, en plus d’un re´glage minutieux des parame`tres du capteur (focale
et ouverture), les de´fauts dus aux diffe´rents e´le´ments de la chaˆıne d’acquisition de
l’image (voir figure 2.2) doivent eˆtre corrige´s le mieux possible.
Nous citons ci-dessous les diffe´rents de´fauts a` prendre en compte.
Proble`mes lie´s a` l’instrumentation :
• Aberrations sphe´rique : flou
• Aberrations chromatiques : franges colore´es
• Astigmatisme : flou
• Distorsions : a` cause des imperfections de la lentille l’image est tre`s de´forme´e
(plus aux bords qu’au centre).
• Vignettage : assombrissement des bords
• Bruit photonique
• Bruit thermique
• Bruit de lecture
• Bruits d’amplification et de quantification
Proble`mes lie´s a` l’environnement :
• E´clairage de la sce`ne faible ou in-homoge`ne
• Ge´ome´trie de la sce`ne : occultations
• Flou de bouge´
• Pre´sence de particules atmosphe´rique : poussie`re, brouillard, pollution. . .
Proble`mes lie´s aux traitements des images :
• Ge´ne´ration d’artefacts
Parmi les phe´nome`nes cite´s ci-dessus, nous distinguons ceux qui sont ale´atoires
et ceux qui sont de´terministes. Par exemple, le bruit photonique est un phe´nome`ne
ale´atoire (poissonien) a` cause du caracte`re ale´atoire de la lumie`re. La distorsion
est un phe´nome`ne de´terministe qui peut eˆtre corrige´ en effectuant un calibrage de
la came´ra. Le flou duˆ a` un mouvement plan de la came´ra peut eˆtre corrige´ en
connaissant les de´placements horizontaux et verticaux de la came´ra. Le flou duˆ a`
l’optique est aussi un phe´nome`ne de´terministe. Une mesure de la PSF (re´ponse
impulsionnelle du syste`me optique) et une de´convolution de l’image observe´e par la
PSF permettent d’e´liminer ce type de de´gradation.
Notons que dans cette liste, les proble`mes qui nous inte´ressent dans cette the`se
sont essentiellement le brouillard et la pluie. Cependant, dans la plupart des me´-
thodes de restauration, nous avons besoin d’e´liminer le bruit et les artefacts ge´ne´re´s
ou amplifie´s par la me´thode utilise´e. Pour cela, nous avons e´te´ amene´s a` e´tudier
diffe´rentes me´thodes de de´bruitage, d’ame´lioration de la couleur ou des contrastes.
Nous avons ensuite se´lectionne´ celles qui pourront nous inte´resser et nous les avons
adapte´ a` notre proble´matique ADAS.
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Restauration et de´bruitage
Pour montrer la diffe´rence entre la restauration et le de´bruitage prenons comme
exemple le cas d’une image I0 affecte´e par un bruit b additif en plus d’un flou optique
H.
Nous pouvons distinguer le de´bruitage d’images qui consiste a` retrouver l’image
I0 sans bruit a` partir du mode`le :
I = I0 + b (2.1)
et la restauration d’images qui consiste a` re´cupe´rer I0 a` partir du mode`le de forma-
tion du flou tout en prenant en compte le bruit :
I = H ∗ I0 + b (2.2)
La restauration permet donc de retrouver l’image source en essayant de prendre
en compte les diffe´rents phe´nome`nes qui entrent en jeu dans le processus de forma-
tion d’images et qui peuvent alte´rer la qualite´ de celle-ci. Pour cela une connaissance
pre´cise de ces mode`les est donc ne´cessaire pour restaurer l’image : mode`le de Ko-
schmieder dans le cas du brouillard par exemple (Voir section 2.2) ou mode`le de
formation de la pluie (Voir section 2.3).
Dans certains cas, le proble`me peut eˆtre mal pose´ (au sens d’Hadamard) : le
proble`me n’admet pas de solution, en admet plusieurs ou il n’existe pas de solu-
tion stable. Dans ce cas, il devient ne´cessaire d’introduire des contraintes (a priori)
permettant de re´gulariser la solution. Pour cela, des me´thodes statistiques de mi-
nimisation d’e´nergie sont souvent utilise´es : Les champs de Markov (MRF), par
exemple, applique´s dans un contexte d’estimation baye´sienne en combinaison avec
un algorithme d’optimisation sont tre`s connus pour re´soudre ce genre de proble`mes
mais sont tre`s couˆteux en temps de calcul. Cependant, suivant le type de pro-
ble`me, nous trouvons des me´thodes de´terministes (trouvent un minimum local qui
est proche du minimum global) qui permettent d’obtenir des re´sultats e´quivalents
plus rapidement.
Dans ce qui suit, nous allons montrer quelques me´thodes existantes permettant
d’ame´liorer la qualite´ d’images bruite´es, puis nous nous inte´resserons aux me´thodes
de restauration d’images de´grade´es par les conditions me´te´orologiques.
2.1.3 De´bruitage
Le bruit peut apparaˆıtre sous diffe´rentes formes : ale´atoire, centre´, additif, mul-
tiplicatif ou convolutif. La figure 2.3 montre une image a` laquelle nous avons ajoute´
diffe´rents types de bruit : gaussien additif, multiplicatif et impulsionnel.
Dans cette section, nous allons faire un panorama de me´thodes destine´es au
de´bruitage des images.
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Figure 2.3 – En haut a` gauche, image originale ; en haut a` droite, bruit gaussien
additif de moyenne nulle et variance 0, 025 ; en bas a` gauche, bruit multiplicatif de
moyenne nulle et variance 0, 05 ; en bas a` droite, bruit poivre et sel couvrant 20 %
de l’image
2.1.3.1 Filtres classiques
En ge´ne´ral, les filtres d’images peuvent eˆtre soit line´aires (moyenne, convolution)
ou non line´aires (me´diane).
Lorsque le bruit est un signal a` hautes fre´quences, un filtrage passe bas permet de
le re´duire mais ajoute du flou et atte´nue les contours. En particulier, ils atte´nuent
le bruit dans les zones uniformes, en revanche, au niveau des zones texture´es ou
proche des contours, les effets sont visibles. Plus la taille du filtre est grande plus la
de´gradation de l’image est importante. La figure 2.4 montre le re´sultat obtenu par
les filtres moyenne et me´dian pour diffe´rents types de bruits.
Nous pouvons utiliser les statistiques locales de l’image afin d’ame´liorer ce genre
de filtres comme nous allons le voir dans la suite.
2.1.3.2 Statistiques locales de l’image
Afin de re´duire le flou dans les zones texture´s, nous pouvons utiliser la va-
riance de l’intensite´ de chaque pixel par rapport a` son voisinage (comme dans [Loi-
zou 2005]) afin de de´tecter si ce pixel est bruite´ : nous comparons la diffe´rence entre
la valeur d’un pixel et la moyenne (ou la me´diane) de ses voisins et si cette diffe´rence
est plus grande que l’e´cart type des voisins alors nous remplac¸ons la valeur du pixel
par la moyenne (ou la me´diane) de ses voisins, sinon nous gardons sa valeur initiale.
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Bruit additif Bruit multiplicatif Poivre et sel
(a)
(b)
(c)
(d)
(e)
(f)
Figure 2.4 – De´bruitage : Images avec du bruit (a), Moyenne (b), Me´dian (c),
Statistiques locales(moyenne)(d), Wiener(e), Filtre bilate´ral (f).
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Comme le montre la figure 2.4, ce filtre donne des meilleurs re´sultats qu’une
simple moyenne surtout dans le cas d’un bruit poivre et sel.
Toutefois, pour des grandes quantite´s de bruit cet algorithme atteint ses limites.
Dans la suite, nous allons montrer des me´thodes de de´bruitage qui sont plus ro-
bustes.
2.1.3.3 Filtre de Wiener
Conside´rons le cas d’un bruit additif b de variance σ, le filtre de Wiener
[Ghael 1997] correspond a` l’estimateur line´aire optimal G de I0 tel que Iˆ0 = GI et
qui minimise l’espe´rance de l’erreur quadratique moyenne ε = E || I0 − Iˆ0 ||2. Nous
obtenons G en cherchant sa valeur tel que ∂ε∂G = 0, ce qui nous donne :
Gw = RI0(RI0 + σ
2Id)
−1 (2.3)
avec RI0 = E[I0I
⊥
0 ] et Id la matrice identite´.
La figure 2.4 montre le re´sultat obtenu par ce filtre. Dans le cas de bruit additif
ou multiplicatif, nous obtenons une image contenant moins de flou par rapport aux
filtres pre´ce´dents.
En plus du de´bruitage, ce filtre est aussi utilise´ dans le traitement d’images pour
le de´floutage (restauration) d’images [Lagendijk 1999].
Pour certains types de bruits, comme un bruit poivre et sel, ce filtre devient
inefficace. Dans la suite, nous allons pre´senter un autre filtre, qui est plus robuste
a` diffe´rents types de bruit.
2.1.3.4 Filtre Bi-late´ral
Il s’agit d’un filtre line´aire dont le principe est de remplacer la valeur d’un
pixel par une moyenne des valeurs voisines ponde´re´es par les distances spatiales
(application d’une gaussienne) et les distances des niveaux de gris des voisins [To-
masi 1998, Fleishman 2003]. La valeur d’un pixel se trouvant a` la position (i, j) et
ayant une intensite´ I(i, j) est remplace´e par Iˆ(i, j) selon l’e´quation suivante :
Iˆ(i, j) =
1
N
∑
m,n∈Ω
wg(m,n)wng(m,n)I(m,n) (2.4)
avec Ω un voisinage autour de (i, j), wg les poids de la gaussienne et
wng =
1
| I(m,n)− I(i, j) |2 +λ (2.5)
le poids des distance en niveaux de gris avec λ est un coefficient de re´gularisation
permettant de controˆler la force du lissage. Notons que d’autres poids wng peuvent
eˆtre utilise´s (exponentielle, distance L1 . . . ).
N est un coefficient de normalisation tel que :
N =
∑
m,n∈Ω
wg(m,n)wng(m,n) (2.6)
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La figure 2.4 montre les re´sultats obtenus par ce filtre. Nous constatons que dans
les diffe´rents e´le´ments de l’image (arbre, baˆtiments, voitures . . . ) le bruit a e´te´ bien
re´duit tout en pre´servant les contours. Dans le cas d’un bruit poivre et sel, nous
avons utilise´ une distance L1 pour les poids wng qui donne de meilleurs re´sultats
pour ce type de bruit. Le proble`me avec les filtres locaux est le choix de la taille de
la feneˆtre : une grande taille e´limine bien le bruit sur les re´gions homoge`nes mais
de´grade les contours. Une feneˆtre de petite taille rend le filtre moins efficace sur des
bruits intenses mais alte`re moins les de´tails de l’image dans les re´gions inhomoge`nes.
Comme nous allons le voir au chapitre 4, le filtre bilate´ral peut aussi eˆtre utilise´
afin d’e´liminer les effets blocs lie´es a` un pre´-traitement par exemple. Celui-ci s’est
montre´ robuste a` diffe´rentes variations d’intensite´ dans l’image et a` plusieurs types
de bruits et d’artefacts.
Le fait de prendre en compte les diffe´rences de niveaux de gris permet de controˆ-
ler la diffusion le long des contours a` fort gradient. De la meˆme fac¸on que les EDP
(diffusion), que nous allons de´tailler dans la section suivante, le filtre bilate´ral per-
met d’e´liminer le bruit tout en pre´servant les contours. L’auteur [Barash 2002] a
montre´ qu’il existe une e´quivalence entre le filtre bilate´ral et la diffusion.
2.1.3.5 Diffusion
Ce type de filtrage est inspire´ de la physique (propagation des ondes et equation
de la chaleur). Il s’agit de propager l’information contenue dans les pixels vers les
zones voisines suivant l’e´quation de diffusion de la chaleur (E´quations aux de´rive´es
partielles : EDP).
La diffusion, en physique, a pour but d’e´quilibrer les diffe´rences de concentra-
tions (niveaux de gris, dans le cas d’images) sans aucun changement de la masse.
La loi de Fick de´crit la proprie´te´ d’e´quilibre :
j = −D∇I (2.7)
avec j le flux, ∇I le gradient de I (l’image bruite´e dans notre cas) et D le tenseur
de diffusion.
Lorsque D = g est un scalaire, appele´ la diffusivite´, il s’agit de diffusion isotro-
pique. Dans ce cas, j et∇I sont paralle`les. Sinon, il s’agit de diffusion anisotropique.
L’e´quation de continuite´ de´crivant la conservation de la masse est la suivante :
∂I
∂t
= −divj (2.8)
avec t le temps.
A` partir des e´quations 2.7 et 2.8, nous de´duisons l’e´quation de diffusion :
∂I
∂t
= div(D∇I) (2.9)
Nous pouvons re´e´crire cette e´quation sous la forme :
∂I
∂t
= D∆(I) (2.10)
2.1. Cas ge´ne´ral 17
avec ∆I = ∂
2
∂x2
+ ∂
2
∂y2
l’ope´rateur laplacien.
Pour discre´tiser cette e´quation, nous pouvons e´crire la de´rive´ de I par rapport
au temps a` l’aide d’un de´veloppement de Taylor du premier ordre :
∂I
∂t
=
It+1 − It
4t (2.11)
et l’ope´rateur laplacien a` l’aide d’un de´veloppement de Taylor du deuxie`me ordre :
∂2I
∂x2
=
Ix+1 − 2Ix + Ix−1
4x2 (2.12)
Ainsi l’e´quation 2.10 devient sous une forme discre`te :
It+1 = It +D
4t
4x2 (Ix+1 − 2Ix + Ix−1) +D
4t
4y2 (Iy+1 − 2Iy + Iy−1) (2.13)
Notons que des de´veloppement de Taylor d’ordre supe´rieur peuvent eˆtre utilise´s.
Suivant la forme du tenseur de diffusion D nous distinguons 3 types de diffusion :
Diffusion isotropique line´aire : il s’agit d’une diffusion isotropique globale
telle que la diffusivite´ est constante. C’est le cas d’une convolution de l’image
initiale par une gaussienne qui est une solution pour l’e´quation de diffusion. Ce
type de diffusion est optimal dans les zones uniformes mais floute les contours et les
textures et les rend difficilement identifiable. La figure 2.5 montre le re´sultat obtenu
par ce type de diffusion pour les trois types de bruits pre´sente´s pre´ce´demment.
Figure 2.5 – De´bruitage par diffusion line´aire : application d’une gaussienne
Diffusion isotropique non line´aire : Les auteurs Perona et Malik [Per-
ona 1990] ont e´te´ les premiers a` introduire ce mode`le. L’ide´e est de re´duire la
diffusivite´ dans les re´gions ayant une grande probabilite´ d’eˆtre des contours. Cette
probabilite´ peut eˆtre mesure´e par | ∇I |2. L’e´quation de diffusion devient dans ce
cas :
∂tI = div(g(| ∇I |2)∇I) (2.14)
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avec
g(| ∇I |2) = 1
1 + |∇I|
2
λ2
(2.15)
La figure 2.6 montre les re´sultats obtenus par cette me´thode pour les 3 images
bruite´es pre´sente´es auparavant.
Figure 2.6 – De´bruitage par diffusion non line´aire : mode`le de Perona et Malik
L’utilisation d’une re´gularisation (spatiale, temporelle ou spatiale et temporelle)
permet de stabiliser le processus. Dans [Catte´ 1992], les auteurs proposent une
re´gularisation spatiale en remplac¸ant la diffusivite´ g(| ∇I |2) par une version lisse´e
par une gaussienne g(| ∇Iσ |2) avec :
Iσ = Kσ ∗ I (2.16)
Kσ e´tant le noyau de la gaussienne. Ce qui nous donne :
∂tI = div(g(| ∇Iσ |2)∇I) (2.17)
D’un point de vue pratique, la re´gularisation spatiale limite l’influence des bruits
ayant des e´chelles infe´rieures a` σ.
L’auteur [Whitaker 1993] a propose´ de choisir σ comme fonction de´croissante
du temps.
Diffusion anisotropique non line´aire : Il s’agit du cas ou` le tenseur de diffu-
sion est local. Dans certains cas, par exemple pour prendre en compte les disconti-
nuite´s, il est plus inte´ressant de ne pas suivre strictement le gradient pour augmenter
l’influence des re´gions qui nous inte´ressent (ide´e de Graham [Graham 1962]).
L’auteur [Weickert 1998] propose une re´gularisation du mode`le de Perona et
Malik en prenant en compte la direction du gradient en plus de son module. Cela
permet la diffusion le long de contours plutoˆt qu’au travers de ceux-ci. Les vecteurs
propres du tenseur nous donnent les directions paralle`les et orthogonale au gradient :
v1 ‖ ∇Iσ (2.18)
et
v2 ⊥ ∇Iσ (2.19)
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Wickert a propose´ de choisir les valeurs propres du tenseur tel que :
λ1(∇Iσ) = g(| ∇Iσ |2) (2.20)
et
λ2(∇Iσ) = 1 (2.21)
Dans le cas d’images couleurs un tenseur commun aux 3 canaux permet d’e´viter
le proble`me de cre´ation de contours.
En plus du de´bruitage, les EDP ont plusieurs applications [Weickert 1998] dans
le domaine du traitement d’image : shape from shading, mode`le de contour actif,
flot optique, ste´re´o-vision, modification de l’histogramme, segmentation de texture,
analyse de se´quence d’images, de´tection de contours, filtrage d’images me´dicales. . .
Une des applications des EDP de diffusion qui nous inte´ressent dans notre e´tude
est l’“inpainting” et qui va nous servir afin de restaurer les images de´grade´es par les
gouttes de pluie dans le chapitre 5.
Nous allons pre´senter maintenant une autre me´thode de de´bruitage qui est la
“Total Variation Model”.
2.1.3.6 Total Variation Model
A` partir des caracte´ristiques locales de l’image, nous mesurons une re´gularite´
globale. Cette re´gularite´ porte le nom de “variation totale” et se calcule comme la
somme des gradients locaux de l’image TV =
∑ | ∇I0 |.
Dans le cas d’un bruit additif b l’image I observe´e s’e´crit I = I0+b. Le de´bruitage
de l’image s’effectue en cherchant l’image I0 qui minimise la fonction :
λTV +
∑
(I − I0)2 (2.22)
La TV est utilise´e comme un terme de re´gularisation qui permet de pe´naliser
les grandes variations et d’autoriser les discontinuite´s le long des contours suffisam-
ment re´guliers. Le facteur λ controˆle la force de de´bruitage : plus il est grand plus
la variation totale de l’image re´sultante sera petite. Le deuxie`me terme de cette
e´quation est le terme d’attache aux donne´es.
Le de´faut de ce type de lissage est que les textures peuvent eˆtre conside´re´es
comme du bruit et eˆtre efface´es. Nous observons aussi la cre´ation d’effets escalier.
Cette me´thode, en plus du de´bruitage [Rudin 1992], peut aussi eˆtre utilise´e pour
restaurer les images de´grade´es par du flou [Chambolle 2010]. Par exemple, dans le
cas d’une utilisation d’une me´thode de de´floutage base´e sur la l’inversion de la
fonction de transfert, nous allons ge´ne´rer du bruit, comme le montre la figure 2.7.
La “Total Variation Model” est, dans ce cas, mieux approprie´e.
Notons que la me´thode “Total Variation Model” peut eˆtre interpre´te´e comme un
cas particulier des approches baye´siennes que nous allons aborder dans la suite.
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Figure 2.7 – De gauche a` droite : image affecte´e par du flou optique, restauration
par inversion du noyau et restauration par TVM
2.1.3.7 Approches baye´siennes
Conside´rant une image I0 a` laquelle vient s’ajouter un bruit ale´atoire b, l’image
observe´e I s’e´crit alors : I = I0 + b. La formule de Bayes exprime la distribution a
posteriori d’avoir I0 connaissant I :
P (I0/I) =
P (I/I0)P (I0)
P (I)
(2.23)
Le de´bruitage consiste a` maximiser cette probabilite´ (voir [Hunt 1977]). La
probabilite´ P (I) est connue et elle joue le roˆle d’une constante de normalisation,
P (I/I0) est la vraisemblance et est de´termine´e a` partir du mode`le de formation des
donne´es et P (I0) est le terme de re´gularisation (a priori).
L’estimation ML (maximum de vraisemblance) consiste a` chercher la valeur de
I0 qui maximise la vraisemblance :
argmaxI0(
∏
i
P (Ii/I0)) (2.24)
Pour des raisons de simplicite´ il est pre´fe´rable d’estimer le log de ce produit de
probabilite´s :
L =
∑
logP (Ii/I0) (2.25)
Ge´ne´ralement la maximisation se fait en cherchant I0 qui satisfait ∂L/∂I0 = 0.
La densite´ de probabilite´ P (I/I0) dans le cas d’un bruit gaussien b, tel que
b = I − I0, de moyenne nulle et d’e´cart type σ est :
e−
1
2σ2
∑
i,j |Ii,j−I0i,j |2 (2.26)
L’estimation MAP (Maximum a posteriori) a l’avantage de pouvoir prendre en
compte l’a priori P (I). La MAP consiste a` trouver le I0 qui maximise P (I0/I), ce
qui donne en appliquant la fonction logarithmique a` la formule de Bayes :
argmaxI0(
∑
logP (Ii/I0) + logP (I0)) (2.27)
2.1. Cas ge´ne´ral 21
Les champs de Markov sont souvent utilise´s pour de´terminer la probabilite´ a
priori P (I0). Pour cela l’image est conside´re´e comme un arrangement d’atomes [Ge-
man 1984, Charbonnier 1994] se trouvant sur plusieurs e´tats e´nerge´tiques : les ni-
veaux de gris. L’e´tat de chaque atome de´pend seulement de ses voisins. Le the´ore`me
d’Hammersley-Clifford donne l’expression de cette probabilite´ :
P (I0) =
1
Z
∗ exp(−J(I0)) (2.28)
avec Z une constante de normalisation, J(I0) est la somme de fonctions potentielles
calcule´e sur des cliques (voisinages). L’a priori correspond au choix des cliques et
des fonctions potentielles (ope´rateur diffe´rentiel par exemple).
Le proble`me d’estimation MAP peut s’e´crire sous une forme e´quivalente qui
consiste a` re´soudre le proble`me de minimisation suivant :
argminI0λJ(I0) +
1
2σ2
∑
i,j
| Ii,j − I0i,j |2 (2.29)
avec λ une fonction permettant de ponde´rer les deux termes.
La fonction J(I0), correspondant a` l’a priori, synthe´tise l’ide´e que nous avons
du signal que nous voulons re´cupe´rer. Notons que la me´thode “variation totale” est
une estimation MAP tel que J(I0) = TV (I0).
Pour de´terminer le MAP, il existe deux familles de me´thodes :
– Les algorithmes de´terministes qui sont rapides, mais risquent de converger
vers un minimum local e´loigne´ du minimum global. Nous citons par exemple
l’algorithme de descente du gradient et ses variantes.
– Les algorithmes stochastiques qui sont lents mais assurent la convergence
vers un minimum global. Nous citons dans cette cate´gorie l’algorithme du
recuit qui accepte une nouvelle configuration si l’e´nergie diminue ou avec
une probabilite´ 1Z exp(−βJ(I0)) pour sortir des minima locaux, avec Z une
constante de normalisation et β = 1KT , K e´tant la constante de Boltzmann
et T la tempe´rature.
Dans la suite nous allons pre´senter une autre me´thode qui a connu un grand
succe`s dans le domaine de de´bruitage d’images : la transforme´e en ondelette discre`te.
2.1.3.8 Transforme´e en ondelettes
Les ondelettes ont e´te´ introduites au de´but des anne´es 80, afin de surmonter
un proble`me lie´ a` la transforme´e de Fourrier qui ne permet pas de localiser les
fre´quences du signal dans le temps.
Conside´rons une image I contenant un bruit additif b : I = I0 +b, la transforme´e
en ondelette discre`te ou DWT (Discret Wavelet Transform) d’un signal I s’e´crit sous
la forme :
d = WI (2.30)
avec d le dictionnaire et W la transforme´e d’ondelettes (voir [Boubchir 2005]).
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En appliquant cette transforme´e W au mode`le de formation du bruit nous ob-
tenons les coefficients de la DWT suivants :
cmn = amn + bmn (2.31)
djomn = s
jo
mn + bmn (2.32)
avec m,n la position spatiale du pixel,
amn : coefficient d’approximation de la DWT de I0,
cmn : coefficient d’approximation de la DWT de I,
sjomn : coefficient de de´tails de la DWT de I0, a` l’e´chelle j et l’orientation o,
djomn : coefficient de de´tails de la DWT de I, a` l’e´chelle j et l’orientation, o.
Le de´bruitage consiste a` garder les coefficients cmn et d
jo
mn ayant une valeur
importante, en conside´rant que les faibles valeurs correspondent au bruit, ensuite
d’inverser l’e´quation 2.30 pour re´cupe´rer l’image sans bruit : I = W−1d.
Pour re´cupe´rer les coefficients qui nous inte´ressent, il faudra trouver un seuil pour
de´tecter les coefficients qui correspondent au bruit, pour cela une grande diversite´
de me´thodes existe (seuillage fort, doux. . . ).
Notons qu’il existe d’autres me´thodes appartenant a` la meˆme famille que les
ondelettes (repre´sentation temps-fre´quence) telles que les curvelet ou les contourlet.
Outre les proble`mes lie´es au bruit, l’image peut souffrir de perte des contrastes.
Dans ce qui suit, nous allons montrer quelque me´thodes utilise´es pour ame´liorer le
contraste des images.
2.1.4 Rehaussement du contraste
Un e´clairage inhomoge`ne ou tre`s faible peut induire des pertes de contraste dans
l’image. Dans le cas ou` l’information du contraste est toujours disponible, il existe
plusieurs me´thodes permettant son rehaussement de fac¸on globale ou locale. Le
rehaussement du contraste est tre`s utile pour de nombreuses applications de vision
par ordinateur telles que la segmentation d’image ou la reconnaissance de formes.
2.1.4.1 E´galisation d’histogramme
Le but de ce type d’approches est de modifier l’histogramme de l’image en
assignant des nouvelles valeurs aux pixels de l’image d’entre´e. L’histogramme des
images ayant un faible contraste occupe une petite portion de la plage des intensite´s.
Le but de l’e´galisation est d’e´taler l’histogramme sur une plus grande plage [Hum-
mel 1977,Acharya 2005].
Pour cela, a` partir de l’histogramme de l’image, nous calculons l’histogramme
cumulatif et l’appliquons (apre`s normalisation) a` l’image afin d’e´taler son histo-
gramme uniforme´ment sur toute la plage de dynamique.
La figure 2.8 illustre le principe d’e´galisation d’histogramme. La figure 2.9
montre le re´sultat obtenu par cette me´thode.
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Figure 2.8 – Histogramme original, histogramme cumulatif normalise´ entre 0 et 1,
histogramme de l’image re´sultat.
Nous pouvons aussi utiliser d’autres fonctions (logarithmique, exponentielle,
puissance ou autres) afin d’obtenir un histogramme ayant une certaine forme.
L’e´galisation d’histogramme donne souvent des meilleurs re´sultats lorsqu’elle est
applique´e localement.
2.1.4.2 E´galisation d’histogramme locale
Dans de nombreux cas, l’histogramme de l’image couvre une large dynamique.
Dans ce cas une e´galisation d’histogramme locale [Pizer 1987,Kim 2001] est ne´ces-
saire pour faire ressortir les contrastes des diffe´rentes parties de l’image.
Pour cela l’image est parcourue avec une feneˆtre de petite taille et le principe
d’e´galisation de´crit ci-dessus est applique´ sur chaque feneˆtre se´pare´ment. Ensuite,
afin d’e´liminer les effets blocs ge´ne´re´s, dus a` la diffe´rence des histogrammes entre
blocs voisins, une interpolation bi-line´aire est utilise´e.
Cette me´thode porte le nom de CLAHE (Contrast Limited Adaptive Histogram
Equalization) [Zuiderveld 1994]. La figure 2.9 montre les re´sultat obtenus pour dif-
fe´rentes tailles de feneˆtres.
Le de´faut de ce type de me´thode est la sur-ame´lioration des contrastes : elle fait
ressortir de faux de´tails. A` cause du caracte`re local de la me´thode, celle-ci requiert
plus de temps de traitement qu’une e´galisation globale.
Dans le chapitre 4, nous allons pre´senter une nouvelle me´thode de restauration
d’images alte´re´es par le brouillard, inspire´e de CLAHE et que nous avons adapte´
en y introduisant des contraintes de´duites du mode`le optique du brouillard.
Dans la suite, nous abordons une autre me´thode classique de restauration locale
du contraste.
2.1.4.3 Retinex
La Retinex [Jobson 1995] est la combinaison des mots Re´tine et cortex. La me´-
thode se fonde sur le constat que le syste`me visuel humain perc¸oit le contraste et la
couleur d’un objet relativement de la meˆme fac¸on dans des conditions d’illumination
diffe´rentes. Ce n’est pas le cas pour les capteurs came´ra car la valeur d’intensite´ d’un
pixel de´pend fortement du flux de photon. L’objectif est de construire, a` partir d’une
image donne´e, une nouvelle image e´claire´e par une lumie`re blanche et constante.
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Figure 2.9 – Premie`re ligne : image originale et re´sultat apre`s l’e´galisation de
l’histogramme. Deuxie`me ligne : re´sultats obtenues avec CLAHE pour diffe´rentes
tailles de feneˆtre
La Retinex (ou SSR : single scale retinex) a` une e´chelle revient a` appliquer une
ope´ration non line´aire sur l’image d’entre´e a` l’e´chelle logarithmique :
R = log(I)− log(F ∗ I) (2.33)
avec I : l’image d’entre´e, F : un noyau gaussien tel que
F = k ∗ exp(−(x2 + y2)/σ) (2.34)
avec k une constante de normalisation choisie telle que l’aire de la gaussienne soit
de 1 : ∫ ∫
F (x, y)dxdy = 1 (2.35)
σ repre´sente l’e´cart type qui permet de controˆler la quantite´ des de´tails retenus :
une petite valeur permet une meilleure restitution des de´tails mais introduit des
artefacts.
D’autres noyaux peuvent eˆtres utilise´s :
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– Land : F = 1/r2 ou F = 1/(1 + r2/c21) avec r =
√
x2 + y2 et c1 = 50 pix
– Moore : F = exp(−|r|/c2) et c2 = 72 pix
– Hulbert : F = exp(−r2/c23) et c3 = 60 pix
Dans notre cas, nous avons utilise´ un noyau gaussien. La figure 2.11 montre le
re´sultat obtenu pour diffe´rentes tailles du noyau.
Nous remarquons que pour une petite taille de σ nous re´cupe´rons les de´tails
fins, en revanche l’image souffre de pertes de couleurs. Avec une plus grande taille
nous ame´liorons les couleurs mais observons des saturations et des pertes de de´tails.
Nous utiliserons dans la suite la moyenne des re´sultats obtenus aux 3 e´chelles pour
une meilleure restauration des de´tails et des couleurs.
2.1.4.4 Multi Scale Retinex
La MSR (Multi Scale Retinex) [Jobson 1997] est, comme son nom l’indique,
une combinaison de plusieurs SSR (ge´ne´ralement 3) effectue´es a` diffe´rentes e´chelles
(diffe´rentes tailles de gaussiennes) :∑
n∈[1,N ]
WnRSSRn (2.36)
avec N le nombre d’e´chelles.
Expe´rimentalement, il a e´te´ de´montre´ qu’une ponde´ration uniforme Wn = 1/N
donne de bons re´sultats.
La dernie`re e´tape de l’algorithme est la normalisation : ramener le re´sultat dans
l’intervalle de de´finition de l’image a` l’aide d’une ope´ration affine : R′ = G×R−O
avec G le gain et O le de´calage.
La figure 2.11 montre les re´sultats obtenus avec des tailles de voisinage de 15,
80 et 250 pixels.
L’algorithme du SSR est simple et automatique mais requiert un rapport signal
sur bruit important pour obtenir un re´sultat satisfaisant.
D’un autre cote´, afin d’ame´liorer le temps de traitement et pouvoir traiter des
images de grande taille plus rapidement, il est usuel de remplacer la convolution
dans le domaine spatiale par une multiplication dans le domaine fre´quentiel.
Dans la suite, nous abordons un autre proble`me qui est la balance des blancs.
2.1.5 Balance des blancs
Dans certain cas, les zones blanches dans la sce`ne apparaissent colore´es dans
les images. Ge´ne´ralement invisible par l’œil humain, qui est capable de faire la cor-
rection automatiquement, cela entraˆıne des couleurs extreˆmement sature´es apre`s
l’application d’une me´thode de restauration. Ce proble`me est particulie`rement sen-
sible dans les conditions de brouillard, si le ciel n’est pas blanc lors de la restauration.
Dans cette partie, nous allons de´crire les me´thodes que nous avons trouve´es inte´res-
santes pour ame´liorer les images avant l’application de me´thodes de restauration.
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Figure 2.10 – De gauche a` droite et de haut en bas : image originale, Retinex avec
un noyau σ = 15, Retinex avec un noyau σ = 80 , Retinex avec un noyau σ = 250,
Retinex multi-e´chelles [15 80 250] et re´sultat final apre`s normalisation
2.1.5.1 Gray World
Le“Gray World”propose´ par [Buchsbaum 1980] est l’une des plus anciennes me´-
thodes utilise´es pour effectuer une balance des blancs. Elle conside`re que les inten-
site´s moyennes des trois canaux RGB doivent eˆtre e´gales. Le principe est de garder
le canal vert inchange´ et de multiplier les canaux rouge et bleu, respectivement par
les gains Rg = Moyenne(G)/Moyenne(R) et Bg = Moyenne(G)/Moyenne(B).
L’auteur [Lam 2005] a propose´ une combinaison de cette me´thode avec la Retinex.
Figure 2.11 – Image originale a` gauche et re´sultat de la balance des blancs a` droite.
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2.1.5.2 Max White
Cette approche suppose que le maximum d’intensite´ sur chaque canal correspond
au blanc. Le gain de chaque canal dans le cas d’image 8 bit se calcule d’une manie`re
simple : GC = 255/max(C) avec C = {R,G,B}.
Dans le cas d’images de brouillard, comme nous allons le voir dans cette the`se,
une balance des blancs peut eˆtre utilise´e pour obtenir des meilleurs re´sultats de
restauration.
Il existe d’autres me´thodes permettant d’ame´liorer les couleurs de l’image telles
que l’“histogram matching” [Zhang 1990] qui utilise deux images dont l’une, qui
n’est pas de´grade´e, sert de re´fe´rence pour ame´liorer les couleurs de l’autre. Des
me´thodes utilisant une combinaison des me´thodes pre´sente´es dans cette partie sont
aussi utilise´es.
2.2 Images de´grade´es par le brouillard
Le brouillard est un amas de particules d’eau suspendues dans l’atmosphe`re qui
se forment par condensation de la vapeur d’eau se trouvant dans l’air. Pour cela 2
conditions doivent eˆtre re´unies : un air humide et une basse tempe´rature au niveau
du sol.
Lorsque la concentration de l’air en vapeur d’eau de´passe un certain seuil qui
de´pend de la tempe´rature (plus l’air est chaud, plus le seuil est e´leve´), les mole´cules
d’eau se regroupent pour former des gouttelettes d’eau liquide. On parle de satura-
tion de l’air en vapeur d’eau. La chute de tempe´rature au niveau du sol provoque
la formation du brouillard.
Le principe de formation du brouillard est toujours le meˆme, mais les e´tapes du
processus de sa formation varient en fonction de l’environnement et des conditions
me´te´orologiques (brouillard d’advection, de rayonnement, d’e´vaporation. . . ).
Nous distinguons aussi, suivant le type de particules, le brouillard naturel, le
brouillard de pollution (particules de sulfates par exemple) et le brouillard de pous-
sie`res.
En fonction de la distance de visibilite´, qui correspond a` la distance a` laquelle
un objet noir observe´ sur fond du ciel est visible avec un contraste de 5 % (CIE),
on parle soit de brouillard lorsque la visibilite´ est infe´rieure a` 1000m soit de brume
dans le cas contraire. Le brouillard et la brume se forment de la meˆme fac¸on et il
suffit que l’humidite´ augmente pour voir la brume se transformer en brouillard.
La chute de visibilite´ de´pend de plusieurs facteurs : la concentration, la taille et
la composition chimique des particules, l’humidite´ relative, l’angle de pe´ne´tration
de la lumie`re. . .
Mesure de la visibilte´
L’appareil permettant de mesurer la visibilite´ s’appelle un visibilime`tre (diffuso-
me`tre, transmissome`tre. . . ). En ge´ne´ral la mesure de visibilite´ s’effectue d’abord
par observation : la plus grande distance a` laquelle un objet noir sur fond diffusant
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est visible pour l’observateur. Elle s’e´value en mesurant la POM (porte´ optique
me´te´orologique) qui correspond a` la longueur du trajet parcourue par un rayon
lumineux (paralle`le, e´manant d’une lampe a` incandescence, a` une tempe´rature de
couleur de 2 700 K) pour que son intensite´ soit re´duite de 95 % (CIE).
Nous pouvons citer deux appareils utilise´s dans les ae´roports et les stations
me´te´o et qui sont :
– Le transmissiome`tre qui mesure la transmittance de l’atmosphe`re, a` partir
d’un e´metteur et d’un re´cepteur distants d’une dizaine de me`tres. Il n’est pas
envisageable dans le cas des ADAS a` cause de son caracte`re encombrant.
– Le diffusiome`tre qui mesure le cœfficient d’extinction atmosphe´rique. Il a
l’avantage d’eˆtre mobile (e´metteur et re´cepteur collocalise´s) mais ne prend
pas en compte plusieurs phe´nome`nes : opacite´ de l’atmosphe`re, lumie`re am-
biante, phare de voiture, proprie´te´s transmissives du pare-brise. . .
L’auteur [Pomerleau 1997] a e´te´ un des premiers a` proposer d’utiliser une came´ra
embarque´e dans un ve´hicule afin d’estimer une distance de visibilite´ relative. Le
syste`me de´tecte les marquages sur la route, et utilise l’hypothe`se qu’ils posse`dent
un contraste faible en haut de l’image et un contraste plus fort en bas de l’image. En
utilisant un calibrage ge´ome´trique de la came´ra, il estime la distance de visibilite´.
L’inconve´nient du syste`me est qu’il peut fournir des faux re´sultats a` cause de la
variabilite´ des sce`nes et de leur e´clairement. Une solution est d’utiliser une trentaine
d’image successives (filtre temporel) pour augmenter la pre´cision.
Nous allons montrer dans la suite de ce chapitre des me´thodes plus performantes
et plus re´centes utilisant le mode`le optique du brouillard pour estimer la visibilite´
atmosphe´rique par came´ra embarque´e ainsi que diffe´rentes approches permettant
d’ame´liorer la qualite´ de l’image par temps de brouillard.
Dans ce qui suit, apre`s avoir explique´ le mode`le de formation des images de
brouillard, nous montrerons les me´thodes existantes permettant d’ame´liorer la visi-
bilite´ de ce type d’images.
2.2.1 Mode`le optique du brouillard
Nous appelons optique atmosphe´rique la branche qui s’inte´resse a` l’interaction
de la lumie`re avec l’atmosphe`re. Elle s’inte´resse aux phe´nome`nes de diffusion, d’ab-
sorption et d’e´mission.
La diffusion est le phe´nome`ne qui nous inte´resse dans le cadre de cette e´tude. Elle
de´pend de multiples facteurs : taille, forme et proprie´te´s mate´riels de la particule et
leur concentration dans l’atmosphe`re. La lumie`re incidente avant d’atteindre l’ob-
servateur va subir de multiples diffusions cause´es par les particules qui se trouvent
sur son chemin.
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2.2.1.1 Coefficient d’extinction atmosphe´rique
Le coefficient d’extinction atmosphe´rique est la proportion de flux lumineux
qu’un faisceau de rayons lumineux paralle`les e´manant d’une source a` incandescence
a` une tempe´rature de couleur de 2700 K perd en parcourant dans l’atmosphe`re
une longueur e´gale a` l’unite´ de distance. Le coefficient d’extinction atmosphe´rique
de´pend de l’absorption et de la diffusion d’un flux lumineux pe´ne´trant dans l’at-
mosphe`re. Dans l’atmosphe`re, l’effet d’absorption est le plus souvent ne´gligeable et
le coefficient d’extinction est conside´re´ comme e´gal au coefficient de diffusion. Ce
n’est toutefois plus le cas en pre´sence de neige, de brouillard se congelant (brouillard
givrant), ou de particules de pollution en suspension. Les coefficients d’extinction
atmosphe´rique mesure´s varient entre 2.10−5 et 2.10−1 m−1, ce qui implique, que
pour mesurer ce coefficient a` l’aide d’un appareil, il doit avoir une sensibilite´ tre`s
importante.
2.2.1.2 Diffusion et longueur d’onde
La diffusion de´pend ge´ne´ralement de la longueur d’onde. La couleur bleue du
ciel et la couleur bleuaˆtre d’une brume au niveau des montagnes sont des exemples
illustrant cette de´pendance. Dans ces deux cas, la diffusion de la longueur d’onde
bleu est plus importante que les autres longueurs d’ondes. Toutefois le brouillard
et une brume dense vont diffuser toutes les longueurs d’onde plus ou moins de la
meˆme fac¸on.
La relation entre β, le coefficient d’extinction atmosphe´rique, et λ, la longueur
d’onde de la lumie`re incidente, est donne´e par la loi de Rayleigh : β ∝ 1λγ , avec γ
un coefficient qui de´pend de la taille de la particule et qui varie entre 0 et 4. Plus
la taille est petite par rapport a` la longueur d’onde plus γ est grand.
Dans le cas d’un air pur, la taille des particules est petite (10−4µm) et donc
γ = 4, dans ce cas les longueurs d’onde les plus petites (bleu) dominent (car β est
inversement proportionnel a` λ) ce qui explique la couleur du ciel. Dans le cas du
brouillard, la taille des particules est d’environ 1µm, par conse´quence γ tend vers
0 et donc toutes les longueurs d’onde seront diffuse´es de la meˆme fac¸on.
Le tableau 2.2.1.2 montre les tailles de diffe´rentes particules [Narasimhan 2002].
Les tailles des particules de nuage, du brouillard et de la pluie sont beaucoup plus
grandes que celles de l’air ou de la brume. Pour les plus grandes particules l’extinc-
tion est constante dans les domaines ultraviolet, visible et proche infrarouge.
Me´te´o Type de la particule Taille(µm )
Air Mole´cule 10−4
Brume Ae´rosol 10−2 − 1
Brouillard gouttelette d’eau 1− 10
Nuages gouttelette d’eau 1− 10
Pluie gouttes d’eau 102 − 104
Dans le cas du brouillard diurne, nous observons deux effets de la diffusion :
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l’atte´nuation et le voile atmosphe´rique [Nayar 1999]. Nous allons expliquer dans la
suite ces deux manifestations.
2.2.1.3 Atte´nuation
Soit un volume contenant des particules illumine´es par un flux lumineux E(λ)
comme le montre la figure 2.12.
Figure 2.12 – Atte´nuation directe
L’intensite´ de la lumie`re I(θ, λ) diffuse´e dans la direction θ par une partie infi-
niment petite de ce volume, d’e´paisseur dx s’e´crit :
I(θ, λ) = β(θ, λ)E(λ)dx (2.37)
avec β(θ, λ) le coefficient de diffusion angulaire.
Le flux total diffuse´ dans toutes les directions par ce petit volume est alors :
φ(λ) = β(λ)E(λ)dx (2.38)
avec β(λ) le coefficient de diffusion total (dans toutes les directions).
La variation relative de E(λ) a` la position x s’e´crit :
dE(x, λ)
E(x, λ)
= −β(λ)dx (2.39)
En inte´grant des deux coˆte´s entre x = 0 et x = d, nous trouvons la loi exponen-
tielle de Bouguer’s de´couverte en 1729 :
E(d, λ) = E0(λ)exp(−βd) (2.40)
Cette e´quation montre que lorsque la densite´ du brouillard et la distance de
l’objet observe´ augmentent, la luminance de l’objet s’atte´nue exponentiellement.
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2.2.1.4 Le voile atmosphe´rique
Un autre phe´nome`ne appele´ le voile atmosphe´rique ou“Airlight” fait que l’atmo-
sphe`re se comporte comme une source de lumie`re. Il est provoque´ par la diffusion de
la lumie`re environnante par les particules atmosphe´riques. La lumie`re environnante
peut avoir plusieurs sources : la lumie`re directe du soleil, la lumie`re diffuse du ciel
et la lumie`re refle´te´e par le sol. Alors que l’atte´nuation directe diminue lorsque la
distance augmente, le voile atmosphe´rique augmente avec la distance.
Conside´rons le sche´ma sur la figure 2.13. Nous supposons que l’illumination de
l’environnement est constante et que son intensite´, son spectre et sa direction sont
inconnus.
Figure 2.13 – Voile atmosphe´rique
Apre`s la diffusion de la lumie`re environnante par un volume infinite´simal dV en
direction de l’observateur, son intensite´ devient :
dI(x, λ) = dV kβ(λ) = dwx2dxkβ(λ) (2.41)
Avec dw l’angle solide de l’objet par rapport a` l’observateur, x la distance de l’objet
a` l’observateur, β(λ) le coefficient de diffusion total, k une constante qui de´pend de
la nature exacte de l’illumination et des particules atmosphe´riques.
Le volume dV se comporte comme une source de lumie`re. D’apre`s l’e´quation
2.40 nous avons :
dE(x, λ) = dE0(λ)exp(−β(λ)x). (2.42)
La loi de l’inverse du carre´e de la distance des faisceaux divergent d’une source
ponctuelle nous donne : E0 =
I
x2
. A` partir de cette formule et de l’e´quation 2.42,
nous trouvons :
dE(x, λ) =
dI(x, λ)exp(−β(λ)x)
x2
(2.43)
D’un autre cote´ nous avons le rayonnement de dV qui s’e´crit :
dL(x, λ) =
dE(x, λ)
dw
(2.44)
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A` partir des e´quations 2.44 et 2.43, nous obtenons :
dL(x, λ) =
dI(x, λ)exp(−β(λ)x)
dwx2
(2.45)
a` partir des e´quations 2.41 et 2.45, nous trouvons :
dL(x, λ) = kβ(λ)exp(−β(λ)x)dx (2.46)
En inte´grant cette e´quation entre x = 0 et x = d, nous trouvons le rayonnement
total du trajet optique entre l’objet et l’observateur :
L(d, λ) = k(1− exp(−β(λ)d)) (2.47)
Lorsque l’objet se trouve a` une distance infinie (a` l’horizon) nous avons :
Lh(∞, λ) = k (2.48)
En remplac¸ant k dans l’e´quation 2.47, nous obtenons l’expression du voile at-
mosphe´rique :
L(d, λ) = Lh(∞, λ)(1− exp(−β(λ)d)) (2.49)
L’avantage de cette e´quation est que nous n’avons pas besoin de connaˆıtre k
puisque la valeur de l’intensite´ lumineuse a` l’horizon Lh nous suffit pour estimer
le voile atmosphe´rique. Notons que dans le cas d’un brouillard dense et des objets
proches ou bien dans le cas d’un brouillard le´ger et des objets lointains, la luminosite´
des objets est due en grand partie au voile atmosphe´rique.
Enfin la distribution spectrale rec¸ue par un observateur est la somme de la
transmission directe et du voile atmosphe´rique :
E(d, λ) = Edt(d, λ) + Ea(d, λ) (2.50)
Cette e´quation correspond au mode`le de Koschmieder de´couvert en 1924 [Midd-
leton 1983]. Ce mode`le va nous servir tout au long de cette the`se pour restaurer les
images de´grade´es par le brouillard.
Mode`le de formation des images dans le brouillard
En conside´rant que la came´ra posse`de une re´ponse line´aire, nous pouvons appli-
quer le mode`le de Koschmieder directement aux intensite´s des pixels de l’image. En
conside´rant I l’image observe´e, A le voile atmosphe´rique, I∞ l’intensite´ du ciel, T
la transmittance et I0 l’image en absence de brouillard, le mode`le de Koschmieder
devient :
I = I0T +A (2.51)
avec T = e−βd et A = I∞(1− e−βd)
Nous allons maintenant pre´senter diffe´rentes me´thodes (interactives et auto-
matiques) de l’e´tat de l’art utilisant le mode`le de Koschmieder pour effectuer la
restauration d’images de brouillard.
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2.2.2 Me´thodes Interactives
2.2.2.1 Restauration en utilisant un filtre polarisant
La lumie`re peut eˆtre de´crite comme une onde e´lectromagne´tique telle que les
champs e´lectrique
−→
E et magne´tique
−→
B sont orthogonaux. La direction de
−→
E ca-
racte´rise la polarisation de la lumie`re incidente. Les filtres polarisant absorbent les
vibrations lumineuses ne laissant passer la lumie`re que dans une certaine direction.
Les filtres polarisant ont e´te´ utilise´s depuis longtemps pour atte´nuer le voile at-
mosphe´rique dans les images : le polariseur est oriente´ de fac¸on a` obtenir le meilleur
contraste de la sce`ne photographie´e.
Toutefois nous obtenons des bons re´sultats avec cette me´thode seulement dans
le cas ou` la diffusion est tre`s faible (particules de petites tailles comme l’air naturel),
comme le montre la figure 2.14. Dans le cas du brouillard, un polariseur ne suffit
pas pour retrouver les couleurs et les contrastes de la sce`ne, voir les images de la
premie`re ligne sur la figure 2.16.
Figure 2.14 – A` gauche, image acquise sans polariseur ; a` droite image acquise avec
polariseur
Nous allons de´finir quelques notions avant de pre´senter une me´thode de
restauration d’images de brouillard utilisant un filtre polarisant [Schechner 2001].
Degre´ de polarisation
Le plan d’incidence est le plan forme´ par le rayon de la lumie`re incidente sur une
particule atmosphe´rique et la ligne entre cette particule et la came´ra (voir figure
2.15). Le voile atmosphe´rique est partage´ en deux composantes : une paralle`le au
plan d’incidence A ‖ et une perpendiculaire a` ce plan A ⊥.
La figure 2.15 illustre le principe d’utilisation du polarisant. La composante du
voile paralle`le au plan d’incidence est transmise de la meilleure fac¸on lorsque l’angle
α du filtre est e´gal a` θ‖.
Le degre´ de polarisation du voile atmosphe´rique est de´fini par le taux :
P =
A ⊥ −A ‖
A ⊥ +A ‖ =
A ⊥ −A ‖
A
(2.52)
et il de´pend de la taille des particules, de leur densite´ et de la direction d’observation.
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Figure 2.15 – Phe´nome`nes d’atte´nuation et du voile atmosphe´rique. La composante
du voile paralle`le au plan d’incidence est polarise´e de la meilleure fac¸on lorsque
α = θ‖
Lorsque la lumie`re incidente fait un angle de 90˚ par rapport a` la direction
d’observation, le voile atmosphe´rique est totalement polarise´ P = 1. En orientant
donc le filtre paralle`lement au plan d’incidence de la lumie`re nous e´liminons le voile
atmosphe´rique de l’image capture´e.
De´polarisation
Le degre´ de polarisation diminue (de´polarisation) lorsque l’angle entre la lu-
mie`re incidente et la direction d’observation s’e´loigne de 90˚ ou lorsque la lumie`re
incidente subit de multiple diffusions cre´ant chacune un plan d’incidence diffe´rent
(changement d’orientation). La de´polarisation de´pend aussi de la longueur d’onde.
Lorsque la taille et la densite´ des particules sont importantes (brouillard, par
exemple) la lumie`re subit de multiple diffusions et est donc de´polarise´e.
Le changement de polarisation de la transmission directe est ne´gligeable par
rapport a` celui du voile atmosphe´rique (sauf pour les surfaces spe´culaires proches
de l’observateur).
Restauration
L’auteur [Schechner 2001] a propose´ une me´thode de restauration utilisant deux
images et qui suppose que le voile atmosphe´rique est partiellement polarise´ et que
la polarisation de la transmission directe est ne´gligeable. Les variations re´sultantes
de la rotation du filtre polarisant sont dues principalement au voile atmosphe´rique.
Deux images de la sce`ne sont obtenues en orientant le filtre paralle`lement (θ ‖)
et ensuite perpendiculairement (θ ⊥) par rapport au plan d’incidence. L’image
observe´e sans utiliser le filtre polarisant est la somme de ces deux images.
I = I ‖ +I ⊥ (2.53)
avec
I ‖= T/2 +A ‖ (2.54)
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et
I ⊥= T/2 +A ⊥ (2.55)
T e´tant la transmission directe,
A ‖= A(1− P )/2 (2.56)
et
A ⊥= A(1− P )/2 (2.57)
Nous pouvons donc, en connaissant P , estimer le voile atmosphe´rique de n’im-
porte quel point de la sce`ne :
A =
I ⊥ −I ‖
P
(2.58)
Nous pouvons ensuite de´duire la transmission directe :
T = I −A (2.59)
Pour effectuer la restauration, nous avons donc besoin de connaˆıtre le degre´ de
polarisation P et l’intensite´ du ciel A.
L’intensite´ du ciel est estime´e de manie`re interactive.
Pour estimer P nous conside´rons une zone du ciel. A` partir de cette zone nous
pouvons de´duire :
P =
A⊥∞ −A‖∞
A⊥∞ +A
‖
∞
(2.60)
La figure 2.16 montre les re´sultats de restauration par cette me´thode.
Figure 2.16 – En haut, images polarise´es I ‖ et I ⊥ ; en bas, carte de profondeur
et image restaure´e
Une autre me´thode de restauration, que nous allons pre´senter dans ce qui suit,
utilise deux images de la meˆme sce`ne correspondant a` des densite´s de brouillard
diffe´rentes.
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2.2.2.2 Deux images acquises dans des conditions me´te´orologiques dif-
fe´rentes
La me´thode de restauration propose´e par [Narasimhan 2003b] suppose que les
conditions me´te´orologiques (taille et densite´ des particules) ne changent pas spatia-
lement dans le champ de vision du capteur (quelques kilome`tres) et que les proprie´te´s
de diffusion atmosphe´riques sont fonction de la longueur d’onde de la lumie`re.
Le changement d’intensite´ dans l’image est utilise´ comme contrainte pour re-
trouver la structure de la sce`ne (variations de profondeur) en utilisant deux images
prises dans des conditions me´te´orologiques diurnes diffe´rentes et inconnues. Ensuite
le contraste des images est restaure´.
Le mode`le de´crivant l’e´clairement total rec¸u par un capteur est le suivant :
E(d, λ) = Edt(d, λ) + Ea(d, λ) (2.61)
avec d la distance se´parant l’objet et le capteur et λ la longueur d’onde.
Le premier terme de l’e´quation correspond a` l’e´clairement e´nerge´tique atte´nue´
par les particules et rec¸u par le capteur :
Edt(d, λ) =
E∞(λ)ρ(λ)exp(−β(λ)d)
d2
(2.62)
avec β le coefficient d’extinction atmosphe´rique et ρ une fonction qui de´crit les
proprie´te´s de reflectance d’un point de la sce`ne.
Le deuxie`me terme est le voile atmosphe´rique :
Ea(d, λ) = E∞(λ)(1− exp(−β(λ)d)) (2.63)
Dans le cas d’une image capture´e par une came´ra monochrome l’e´quation 2.61
devient :
E = I∞ ρ exp(−βd) + I∞ (1− exp(−βd)) (2.64)
avec I∞ l’intensite´ du ciel et ρ la radiance normalise´e d’un point de la sce`ne.
Afin de restaurer le contraste de l’image, la premie`re e´tape consiste a` segmenter
l’image en re´gions ayant des profondeurs e´gales, sans ne´cessairement que cette
dernie`re soit connue.
De´tection des variations de profondeur
Conside´rons une petite partie de l’image ou` tous les pixels sont a` la meˆme
profondeur. Soit l’intensite´ moyenne :
E¯ = I∞ ρ¯ exp(−βd) + I∞ (1− exp(−βd)) (2.65)
et l’e´cart type
σE = I∞ exp(−βd)
√√√√ 1
n
n∑
i=1
(ρi − ρ¯)2 (2.66)
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A` partir de l’e´quation 2.64 nous obtenons, apre`s un simple calcul :
Ei − E¯
σE
=
ρi − ρ¯√
1
n
∑n
i=1(ρi − ρ¯)2
(2.67)
avec Ei la valeur d’un pixel dans la re´gion conside´re´e.Cette e´quation est inde´pen-
dante de β et I∞.
Figure 2.17 – Meˆme sce`ne capture´e sous deux brouillards diffe´rents
Nous conside´rons deux images de la meˆme sce`ne prises sous des conditions me´-
te´orologiques diffe´rentes, comme sur la figure 2.17. Pour des re´gions ayant la meˆme
profondeur, les deux courbes Ei−E¯σE (e´quation 2.67) sont identiques (figure 2.18).
Pour des re´gions contenant des variations de profondeur, les deux courbes sont
diffe´rentes (figure 2.19).
En utilisant la SSD (somme des diffe´rences au carre´s) nous pouvons de´terminer
le degre´ de ressemblance des courbes (2.67) de la meˆme re´gion dans les des deux
images et ainsi de´terminer si la re´gion analyse´e contient des variations de profondeur
ou non.
Figure 2.18 – Courbes dans une region ayant la meˆme profondeur
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Figure 2.19 – Courbes dans une region ayant des profondeurs diffe´rentes
Pour de´tecter les variations de profondeur dans la sce`ne, les contours de l’une
des deux images sont d’abord de´tecter a` l’aide d’un filtre de Canny. Pour chaque
pixel appartenant a` ses contours, la SSD est applique´e sur un voisinage de 15× 15
pour comparer les deux images. Lorsque la valeur de la SSD est grande, le pixel
est conside´re´ comme variation de profondeur, sinon il est classe´ comme variation de
luminance. La figure 2.20 montre le re´sultat de la de´tection.
Figure 2.20 – De´tection des variations de profondeur et de luminance. En blanc,
les contours correspondant a` une variation de profondeur. En noir, les contours
correspondant a` une variation de luminance.
Notons que cette me´thode est tre`s sensible au bruit. Une autre approche que
nous allons pre´senter maintenant donne de meilleurs re´sultats.
Estimation de la profondeur de la sce`ne
Conside´rons maintenant un pixel ayant les valeurs d’intensite´s E1 et E2 dans
chacune des images. En e´liminant ρ, qui est inde´pendant des conditions me´te´orolo-
giques, de l’e´quation 2.64, nous obtenons :
E2 =
[
I∞2
I∞1
exp(−(β2 − β1)d)
]
E1 + [I∞2(1− exp(−(β2 − β1)d)] (2.68)
Cette e´quation montre que pour deux points ayant la meˆme profondeur, le trace´
E1 en fonction de E2 est une ligne (figure 2.21).
En divisant l’image en blocs, nous faisons une re´gression des lignes de points
(E2, E1) dans chaque bloc. Si la re´gression est correcte (points aligne´s le long d’une
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ligne), les pixels sont conside´re´s a` la meˆme profondeur.
Figure 2.21 – Chaque ligne correspond a` une profondeur et l’intersection de toutes
les lignes nous donne les intensite´s du ciel des deux images
Dans le cas ou` E1 = I∞1, nous obtenons E2 = I∞2 ce qui signifie que l’intersection
des lignes correspondant a` des profondeur diffe´rentes est le point I∞1 et I∞2 : les
intensite´s du ciel dans les deux images. Pour estimer l’intensite´ du ciel nous avons
donc besoin d’utiliser au moins deux blocs.
A` partir de l’e´quation 2.68 nous obtenons, a` un facteur pre`s, la carte de profon-
deur de la sce`ne :
(β1 − β2)d = −ln
(
I∞2 − E2
I∞1 − E1
)
− ln
(
I∞1
I∞2
)
(2.69)
Restauration du contraste de re´gions ayant la meˆme profondeur
Soit un ensemble de points j ayant la meˆme profondeur qu’un pixel i. L’e´quation
2.64 nous donne :
ρi = 1−
∑
j
1−
∑
j
ρj
 I∞ − Ei∑
j(I∞ − Ej)
(2.70)
En connaissant l’intensite´ du ciel et en ayant acce`s a` une segmentation en
profondeur de la sce`ne, nous appliquons l’e´quation 2.70 en chaque pixel pour
effectuer la restauration.
Restauration a` partir de la structure de la sce`ne
Notons que les deux me´thodes de de´tection des profondeurs fonctionnent bien
dans les zones texture´es, alors qu’elles ne sont pas efficaces lors de variations gra-
duelles de profondeur (par exemple les montagnes ou une vue oblique de la route).
Nous allons pre´senter une me´thode qui permet de prendre en compte ses lentes
variations de profondeurs.
Nous supposons qu’il existe une zone Ezero dont la transmission directe est e´gale
a` ze´ro du fait soit de sa radiance qui est nulle, soit de son grand e´loignement de la
came´ra. Cette zone peut eˆtre se´lectionne´e manuellement ou de´tecte´e avec la me´thode
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de [Narasimhan 2000]. Ezero n’apparaˆıt jamais comme ayant une intensite´ de ze´ro
a` cause du voile atmosphe´rique qui vient s’ajouter a` son intensite´. La profondeur
optique de cette zone est donc d’apre`s l’e´quation 2.69 :
βdzero = −ln(1− Ezero/I∞) (2.71)
La profondeur optique de n’importe quel point de la sce`ne s’obtient avec :
βdi = (βdzero)(
di
dzero
) (2.72)
Le deuxie`me terme didzero se calcule a` partir de l’e´quation 2.69. La restauration
de ρ est ensuite effectue´e avec l’e´quation 2.64. La figure 2.22 montre le re´sultat
de restauration en utilisant deux images re´elles de la meˆme sce`ne prises dans des
conditions me´te´orologiques diffe´rentes.
Figure 2.22 – En haut, images sous deux conditions de brouillard diffe´rentes ; en
bas, carte de profondeur et image restaure´e
Rappelons que la came´ra doit avoir une position fixe. Dans le cas ou` il existe
des objets en mouvement dans la sce`ne, la me´thode ne restaurera pas leur contraste
puisque leur profondeur est inconnue. Dans ce cas, il faudra se´parer ses objets du
fond et leurs assigner la profondeur minimale des pixels voisins.
Une autre me´thode de restauration, que nous allons pre´senter dans la suite,
utilise une seule image mais ne´cessite l’interaction avec l’utilisateur.
2.2.2.3 Utilisation d’une seule image et d’informations fournies par
l’utilisateur
Nous avons pre´sente´ des me´thodes de restauration utilisant de multiples
images prises sous diffe´rentes conditions me´te´orologiques ou prises en modifiant
l’optique du capteur. Dans certains cas, il n’est pas possible d’acque´rir de multiple
images. Dans [Narasimhan 2003c] l’auteur propose deux me´thodes interactives de
restauration utilisant une seule image.
Algorithme -1- : transfert de la couleur
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Dans le cas d’une image couleur, le mode`le de Koschmieder s’e´crit : E = pD+qA.
Les caracte`res en gras repre´sentent les vecteurs couleurs. E correspond a` la couleur
d’un point d’une sce`ne de brouillard, D la direction de la couleur d’un point de la
sce`ne en absence de brouillard, A la direction de la couleur du voile atmosphe´rique,
p = R−βd et q = E∞(1− exp(−βd)). La figure 2.23 illustre ce mode`le.
Figure 2.23 – Mode`le dichromatique de diffusion de la lumie`re
Des objets de la sce`ne ayant la meˆme radiance (route ou arbres par exemple)
et se trouvant a` des distances diffe´rentes vont avoir des intensite´s diffe´rentes mais
vont garder la meˆme direction de couleur. L’algorithme propose´ utilise la couleur des
points de la sce`ne les plus proches de la came´ra (qui sont les moins corrompus par le
brouillard) afin de corriger la couleur des points les plus distants. L’utilisateur doit
se´lectionner une zone de l’image qui soit la moins de´grade´e par le brouillard (re´gions
proches) et ensuite se´lectionner une re´gion qui ressemble le plus a` la couleur du ciel.
Pour chaque pixels Ei de l’image, nous cherchons dans la re´gion suppose´e la moins
affecte´e, les pixels qui lui ressemblent le plus. La recherche est limite´e aux pixels
de la re´gion la moins touche´e satisfaisant la proprie´te´ de planarite´ dichromatique :
Ei. (D ×A) = 0. A` partir de cet ensemble nous se´lectionnons le vecteur Di qui fait
le plus grand angle avec le voile atmosphe´rique : min(D.A) et nous remplac¸ons la
valeur de Ei par Di pour corriger les couleurs de´grade´es de l’image (figure 2.24).
Figure 2.24 – A` gauche, image originale avec la zone correspondant au voile at-
mosphe´rique et la zone ayant une bonne qualite´ couleur ; a` droite, image restaure´e
Nous remarquons sur la figure 2.24 que les zones les plus e´loigne´es ont des
couleurs moins sature´es que dans l’image originale.
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Le proble`me avec cet algorithme est que les couleurs pre´sentes dans l’image
n’ont pas toutes leur couleur correspondante dans la re´gion se´lectionne´e par
l’utilisateur. En outre, la me´thode ne s’applique qu’a` des images couleurs.
Algorithme -2- profondeur heuristique
Cette deuxie`me me´thode se fonde sur un calcul heuristique de la profondeur de
la sce`ne [Narasimhan 2003a]. L’utilisateur se´lectionne une re´gion du ciel E∞ et un
emplacement approximatif du point de fuite dans le sens croissant de la profondeur.
Nous de´duisons alors une profondeur heuristique de la sce`ne a` l’aide de l’e´quation :
d = dmin + α(dmax − dmin) (2.73)
avec α la distance normalise´e (0 et 1) d’un pixel par rapport au point de fuite
et dmin, dmax les distances approximatives minimales et maximales fournies par
l’utilisateur. La figure 2.25 montre un exemple de carte de profondeur obtenue.
La restauration est ensuite effectue´e en inversant le mode`le de Koschmieder.
Pour cela, il faut le coefficient β. En supposant β constant spatialement, l’auteur
propose de le faire varier manuellement jusqu’a` obtenir une image contenant le
moins de brouillard.
Figure 2.25 – De gauche a` droite : image originale, profondeur heuristique et les
images restaure´es avec deux β differents.
Le de´faut de cette me´thode est qu’elle n’est pas tre`s approprie´e pour des sce`nes
avec de fortes variations de profondeur.
Dans le cas de came´ras embarque´es dans le ve´hicule, les me´thodes que nous
venons de pre´senter dans cette section ne sont pas approprie´es. Dans la suite, nous
allons montrer des me´thodes utilisant une seule image et comple`tement automa-
tiques qui conviennent mieux aux applications d’aide a` la conduite.
2.2.3 Me´thodes automatiques utilisant une seule image
Nous avons vu dans la partie pre´ce´dente des me´thodes de restauration d’images
de brouillard utilisant le mode`le de Koschmieder et plusieurs images prises dans des
conditions diffe´rentes ou des informations fournies par l’utilisateur afin d’estimer
les diffe´rentes inconnues du mode`le. Dans ce qui suit nous allons voir des me´thodes
utilisant une seule image et des contraintes sur la sce`ne pour effectuer la restauration
et qui sont plus adapte´es a` notre proble´matique ADAS.
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2.2.3.1 Hypothe`se monde plan
L’auteur [Hautie`re 2007] a propose´ une me´thode utilisant une seule image et le
mode`le optique du brouillard afin d’estimer le coefficient d’extinction atmosphe´-
rique. Ensuite, la profondeur de la sce`ne est estime´e en supposant la route plane. La
restauration est effectue´e en inversant le mode`le de Koschmieder connaissant β et d.
Selon le type d’application ADAS l’auteur a propose´ trois variantes de l’algorithme.
Nous allons commencer par montrer comment les conditions me´te´orologiques sont
de´tecte´es.
Profondeur du monde plan
Conside´rons le sche´ma sur la figure 2.26. La came´ra est positionne´e a` une hauteur
H du sol et fait un angle θ avec l’axe horizontale. Les coordonne´es d’un pixel dans
le plan image sont note´es (u, v).
Figure 2.26 – Configuration de la came´ra
En faisant l’hypothe`se que la route est plane (jusqu’a` l’horizon) nous pouvons,
connaissant les parame`tres intrinse`ques de la came´ra (focale f et taille des pixels
tp), associer a` chaque ligne v de l’image une distance d :
d =
λ
v − vh (2.74)
Avec λ = Hα
cos2θ
, α = ftp et vh e´tant la ligne d’horizon dans l’image.
Estimation des conditions me´te´orologiques
A` partir de l’e´quation 2.74 et de l’e´quation de Koschmieder (2.51), nous obte-
nons :
I = R− (R−A∞)
(
1− e−β
λ
v−vh
)
(2.75)
En cherchant le point d’inflexion de I par rapport aux lignes v de l’image :
d2I
dv2
= 0, nous de´duisons le coefficient d’extinction atmosphe´rique β = 2(vi−vh)λ avec
vi la position du point d’inflexion.
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Afin d’estimer vi nous se´lectionnons une bande verticale de l’image, nous cal-
culons la me´diane des intensite´s de chaque ligne de cette bande et de´tectons le
point d’inflexion. La bande conside´re´e doit contenir une zone homoge`ne et le ciel.
La me´thode de croissance de re´gion est utilise´e afin de de´tecter les zones ayant un
minimum de variation de gradient comme le montre la figure 2.27, la bande est
ensuite se´lectionne´e dans cette zone.
Figure 2.27 – Re´sultat de la croissance de re´gion
La position de la ligne d’horizon vh peut eˆtre estime´e en utilisant une centrale
inertielle qui nous fournit l’angle que fait le ve´hicule avec la route, avec une me´thode
de traitement d’images ou en faisant un calibrage a priori de la came´ra.
La figure 2.28 montre la de´tection de la ligne d’horizon, de la bande verticale et
du point d’inflexion pour deux images de brouillard.
Figure 2.28 – De´tection du point d’inflexion.
L’intensite´ du ciel est estime´e a` partir des valeurs de I et de sa de´rive´e dIdv lorsque
v = vi : I∞ = Ii +
(vi−vh)
2
dI
dv |v=vi .
Connaissant I∞, β et d nous appliquons le mode`le de Koschmieder inverse pour
effectuer la restauration. Toutefois, la profondeur des pixels n’appartenant pas au
plan de la route est fausse et ils seront donc mal restaure´s.
Dans la section 2.2.2.3, nous avons vu que nous pouvons estimer une profondeur
heuristique de la sce`ne en utilisant des informations fournies par l’utilisateur : le
point de fuite dans le sens croissant de la profondeur ainsi qu’une re´gion du ciel,
que nous de´tectons ici automatiquement :
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– Les pixels appartenant au ciel sont se´lectionne´s comme e´tant ceux qui se
trouve au-dessus de la ligne d’horizon et qui ont une intensite´ supe´rieure a`
celle de la ligne d’horizon.
– Le point de fuite est estime´ comme e´tant au centre de la surface obtenue par
la croissance des re´gions, sur la ligne d’horizon.
Nous pouvons donc estimer une carte de profondeur heuristique des objets ver-
ticaux. La figure 2.29 montre les cartes de profondeur obtenues et le re´sultat de la
restauration avec ces cartes de profondeur.
Figure 2.29 – En haut, cartes de profondeur heuristiques ; en bas, images restaure´es
Pour ame´liorer la qualite´ de restauration au niveau des objets verticaux, l’auteur
[Hautie`re 2007] de´finit un crite`re de qualite´ qui mesure la corre´lation entre les pixels
restaure´s et leurs correspondant dans l’image originale. La profondeur attribue´e aux
pixels n’appartenant pas a` la route est celle qui maximise ce crite`re.
Une autre me´thode automatique utilisant le mode`le chromatique de la lumie`re
est pre´sente´e dans la suite.
2.2.3.2 Utilisation du mode`le chromatique
L’ide´e est de transformer l’e´quation de Koschmieder sous la forme d’un mode`le
chromatique [Tan 2007] :
σc =
Ec
Er + Eg + Eb
(2.76)
avec σc la chromaticite´ de l’image et c = {r, g, b}
Lorsque la transmission est nulle (d −→ ∞), nous obtenons la chromaticite´ de
la lumie`re :
Γc =
Ic∞
Ir∞ + I
g∞ + Ib∞
(2.77)
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Lorsque le voile atmosphe´rique est absent, nous obtenons la chromaticite´ de
l’objet :
Λc =
Ic∞ρc
Ir∞ρr + I
g∞ρg + Ib∞ρb
(2.78)
Nous pouvons donc re´e´crire l’e´quation de Koschmieder sous cette forme :
E(x) = B(x)Λ(x) + F (x)Γ (2.79)
avec B(x) = (Ir∞ρr(x) + I
g∞ρg(x) + Ib∞ρb(x))e−βd(x)
et F (x) = (Ir∞ + I
g∞ + Ib∞)(1− e−βd(x))
L’e´quation 2.79 a` la meˆme forme que le mode`le de re´flexion dichromatique. L’ide´e
de base de la me´thode est d’utiliser la corre´lation line´aire entre la chromaticite´ de
l’image et celle de la lumie`re [Tan 2008b] :
σc = pc
1
ΣEi
+ Γc (2.80)
tel que ΣEi = Er + Eg + Eb
et pc = B(Λc − Γc)
La distribution des points (σc,
1
ΣEi
) de´crit des lignes qui ont diffe´rentes pentes
pc mais la meˆme ordonne´e a` l’origine Γc (figure 2.30). Si la pente e´tait constante,
une transforme´e de Hough permettrait de de´tecter l’intersection Γc. Dans le cas
plus ge´ne´ral, il est possible de compter les intersections des points comme propose´
par [Tan 2008b] (figure 2.31). Cette me´thode est applique´e sur les 20 % des pixels
ayant les intensite´s les plus hautes dans l’image afin de n’avoir que des zones de
brouillard.
Figure 2.30 – Distribution des valeurs (σc,
1
ΣEi
)
En divisant l’image par Γc nous obtenons une image normalise´e dans laquelle la
lumie`re de l’environnement est blanche (Figure 2.32).
L’auteur propose ensuite d’estimer F comme la luminance de l’image dans l’es-
pace couleur Y IQ a` laquelle nous appliquons une gaussienne pour une meilleure
approximation.
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Figure 2.31 – Estimation de Γc par de´compte des intersections
Pour estimer Ir∞+ I
g∞+ Ib∞ nous conside´rons que la lumie`re de l’environnement
est la plus grande intensite´ dans l’image. Nous pouvons donc de´duire, a` partir de la
formule de F , le terme (1−e−βd) qui correspond au voile atmosphe´rique et effectuer
la restauration en inversant le mode`le de Koschmieder.
La figure 2.32 montre le re´sultat obtenu avec cette me´thode :
Figure 2.32 – De gauche a` droite, image originale, image avec la lumie`re de l’en-
vironnement blanche et image restaure´e
Autre approche :
Une autre me´thode de restauration fonde´e sur le mode`le chromatique
[Tan 2008a], utilise le fait que l’image sans brouillard posse`de un plus grand nombre
de contours qu’une image avec brouillard a` cause de la perte du contraste due a` la
diffusion. Pour ame´liorer la visibilite´ la contrainte suivante est donc utilise´e :
Cedges
(
BΛ
e−βd
)
> Cedges(p) (2.81)
tel que le terme BΛ
e−βd correspond a` l’image sans brouillard, p une petite feneˆtre
de l’image, suppose´e contenir des objets ayant la meˆme profondeur et Cedges(I) le
nombre de contours de I :
Cedges(I) = Σ | ∇Ic(x) | (2.82)
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Une autre contrainte utilise´e, exprimant que l’intensite´ maximale est celle du
ciel, de´coule du mode`le de Koschmieder :
0 ≤ BΛ
e−βd
≤ Lc∞ (2.83)
La figure 2.33 montre la distribution de Cedges
(
BΛ
e−βd
)
en fonction de F pour une
zone de´coupe´e dans l’image. Nous remarquons que le nombre de contours atteint le
maximum avant de de´croˆıtre du fait de la seconde contrainte.
Figure 2.33 – Distribution de Cedges(
BΛ
e−βd ) en fonction de F
En supposant le voile atmosphe´rique F lisse sur toute l’image, nous pouvons le
mode´liser par des champs de Markov ale´atoires (MRFs). Dans ce cas la fonction
potentiel s’e´crit :
E(F | px) = Σφ(px | Fx) + η
∑
x,y∈Nx
ψ(Fx, Fy) (2.84)
avec px une feneˆtre de petite taille centre´e sur x et suppose´e avoir une valeur
constante de Fx, η repre´sente la force du lissage, Nx le voisinage du pixel x.
Le terme d’attache aux donne´es est :
φ(px | Fx) =
Cedges(
B
∧
e−βd )
m
(2.85)
m e´tant un coefficient de normalisation.
Le terme du lissage est :
ψ(Fx, Fy) = 1− | Fx − Fy |∑
c L
c∞
(2.86)
Afin de retrouver toutes la valeurs de Fx, nous devons maximiser la probabilite´
p(Fx), de´crite par la probabilite´ de Gibbs en utilisant les Graph-cuts par exemples.
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La valeur initiale de F est choisie comme e´tant la luminance dans l’espace couleur
YIQ. La figure 2.34 montre les re´sultats de restauration obtenue par cette me´thode :
Figure 2.34 – Image originale et image restaure´e
La limite de cette me´thode est le temps de traitement qui est de 5 a` 7 minutes
pour traiter une image de taille 600× 400 sur un PC P4 de 1Go de me´moire.
Nous pre´sentons dans ce qui suit une me´thode plus rapide de restauration
d’images de brouillard.
2.2.3.3 Dark Channel
La me´thode [He 2009] est fonde´e sur le constat que dans la plupart des images
en exte´rieur non affecte´es par le brouillard, les re´gions n’appartenant pas au ciel
posse`dent au moins un canal ayant une intensite´ tre`s faible. Cette faible intensite´
est due principalement a` 3 facteurs : les ombres, les objets colore´s et les objets
sombres. L’auteur a ve´rifie´ cette proprie´te´ du canal sombre en parcourant 5000
images de l’exte´rieur avec une feneˆtre Ω de taille 15× 15 et en calculant sur chaque
feneˆtre ω le canal sombre du pixel x de´fini par l’equation 2.87.
Idark(x) = minc∈{r,g,b}(miny∈Ω(x)(Ic(y))) (2.87)
Figure 2.35 – Statistiques du Dark Channel calcule´es sur 5000 images naturelles
varie´es : histogramme de 5000 images sans brouillard (a` gauche) et histogramme
cumulatif (a` droite). 75 % des pixels ont une intensite´ nulle (hypothe`se Dark Chan-
nel).
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La figure 2.35 montre l’histogramme et l’histogramme cumulatif du canal sombre
des 5000 images. Nous remarquons que 75 % des pixels ont un canal d’intensite´
nulle et 90 % ont une intensite´ infe´rieure a` 25. Ce qui nous donne l’hypothe`se “Dark
channel” :
Idark(x) = 0 (2.88)
Le “Dark Channel” nous permet d’obtenir une approximation grossie`re de la
densite´ du brouillard. En introduisant l’e´quation 2.89 dans Koschmieder nous ob-
tenons :
t(x) = 1−minc∈{r,g,b}(miny∈Ω(x)(Ic(y)/Ac)) (2.89)
avec t = e−βd.
Afin de garder une petite quantite´ de brouillard (effet de profondeur plus re´el)
nous introduisons dans 2.89 un parame`tre ω :
t(x) = 1− ωminc∈{r,g,b}(miny∈Ω(x)(Ic(y)/Ac)) (2.90)
tel que ω = 0, 95
Nous estimons la luminance atmosphe´rique L∞ comme e´tant la plus grande
intensite´ dans I des 0.1 % des pixels les plus lumineux de Jdark.
L’auteur propose d’utiliser un “Soft Mapping” afin de lisser t. La figure 2.36
montre les re´sultats obtenus par cette me´thode.
Figure 2.36 – Re´sultat du “Dark Channel”
Notre explication du “Dark Channel” Nous allons expliquer pourquoi cette
me´thode permet d’ame´liorer la qualite´ d’images couleurs de brouillard et quelles
sont ses limites.
A` partir du mode`le de Koschmieder nous avons :
t =
I − I∞
I0 − I∞ (2.91)
La figure 2.37 montre le trace´ de t en fonction de I0 pour diffe´rentes valeurs
de I. Chaque courbe correspond a` une valeur de I qui correspond au maximum
de I0. Nous constatons que l’e´cart horizontal entre deux courbes diffe´rentes (deux
canaux) se resserre (de´saturation de la couleur) lorsque t augmente (brouillard dense
ou objets loin).
Nous conside´rons que le plus petit canal Ic doit avoir une intensite´ nulle Ic0 = 0
(hypothe`se “Dark Channel”) : les trois points en haut de la figure correspondent
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aux valeurs R,G et B d’un pixel de l’image I. Nous prenons la plus petite valeur
de ces trois canaux et conside´rons qu’elle a une intensite´ sans brouillard I0 = 0
(nous faisons glisser ce point sur sa courbe jusqu’a` l’origine). Nous estimons ensuite
la transmittance t a` partir de ce canal et effectuons la restauration sur les trois
canaux en utilisant le t estime´ et le mode`le de Koschmieder inverse. Nous obtenons
donc, comme le montre la figure 2.37 un plus grand e´cart entre les diffe´rents canaux
et donc re´cupe´rons la saturation de la couleur.
Notons que cette me´thode ne fonctionne que pour des pixels ayant des grandes
valeurs d’intensite´ puisque pour des petites valeurs de I la courbe de t(I0) est
presque line´aire et la diffe´rence entre les canaux reste la meˆme apre`s l’application
du “Dark channel”.
Figure 2.37 – Transmittance t en fonction de I0 pour diffe´rentes valeurs de I.
Le proble`me est que cette me´thode ne fonctionne pas dans le cas ou` le pixel
ne contient aucune couleur (3 canaux e´gaux). C’est pour cette raison que l’auteur
propose de chercher a` se´lectionner le plus petit dark channel sur une feneˆtre afin de
transfe´rer l’information couleur aux zones sans couleurs.
Nous proposons ici une imple´mentation plus simple permettant de transfe´rer
l’information couleur aux pixels voisins. Pour cela nous appliquons une simple fer-
meture morphologique a` la carte de transmittance obtenue.
La figure 2.38 montre le re´sultat sans application de la fermeture (restaura-
tion des couleurs) et avec fermeture (transfert des couleurs aux zones grises). Nous
remarquons que dans les endroits ne contenant pas de couleurs nous avons une
intensite´ nulle qui correspond au “Dark Channel”. Notons qu’aucun lissage n’est
effectue´, d’ou` les artefacts ge´ne´re´s sur les contours.
Le de´faut de cette me´thode est qu’elle ne s’applique qu’a` des images contenant
partout des couleurs.
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Figure 2.38 – Image originale, ame´lioration de la saturation des couleur, transfert
de l’information couleur aux re´gions voisines
2.2.3.4 Utilisation de contraintes sur le voile atmosphe´rique
L’approche propose´e par l’auteur [Tarel 2009] utilise le mode`le optique du
brouillard et des contraintes sur le voile atmosphe`rique afin de restaurer l’image
sans brouillard I0. L’equation de Koschmieder s’e´crit en fonction du voile atmo-
sphe`rique V (x, y) = I∞(1− exp(−βd(x, y))) sous la forme suivante :
I(x, y) = R(x, y)
(
1− V (x, y)
I∞
)
+ V (x, y) (2.92)
Afin d’estimer l’intensite´ du ciel I∞, une balance des blancs est effectue´e de
manie`re globale ou locale de fac¸on a` obtenir un ciel uniforme correspondant a` la
plus grande intensite´ dans l’image ;I∞ = 1 sur les 3 canaux couleurs et I ∈ [0, 1].
Ensuite, Deux contraintes sont applique´es sur le voile atmosphe´rique :
(1) V (x, y) ≥ 0
(2) V (x, y) ≤W (x, y)) tel que W (x, y) = min(I(x, y)) : le minimum est calcule´
sur chaque canal couleur (dans le cas d’images en niveaux de gris W (x, y) = I(x, y)).
Comme dans [Tan 2008a], la restauration est effectue´e de fac¸on a` maximiser le
contraste en assumant que la profondeur varie d’une manie`re lisse dans toute l’image
a` l’exception des bords des objets de la sce`ne. Le proble`me peut eˆtre reformuler en
cherchant a` maximiser V en supposant que V est lisse :
argmaxV
∫
(x,y)
V (x, y)− λφ(|| 5V (x, y) ||2) (2.93)
sous les contraintes 0 ≤ V (x, y) ≤W (x, y). λ est un parame`tre qui controˆle la force
du lissage et φ une fonction concave autorisant des grands sauts. Sauf que cette
solution est tre`s couteuse en temps de calcul. Une fac¸on de surmonter le proble`me est
d’utiliser, comme dans [He 2009] (contrainte Dark Channel W (x, y) = 0 applique´e
localement ensuite lissage), un filtrage adapte´ pour effectuer le lissage.
V est donc calcule´ comme la diffe´rence entre la moyenne locale de W (x, y) et
l’e´cart type local de W (x, y).
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La moyenne locale de W (x, y) doit eˆtre calcule´e avec un algorithme qui autorise
les grands sauts le long des contours tel qu’un filtre bilate´ral ou un filtre me´dian
(plus rapide). La moyenne locale de W est donc calcule´e de la fac¸on suivante M =
mediansv(W ), avec sv la taille de la feneˆtre utilise´e. L’e´cart type est estime´ de la
meˆme fac¸on avec un filtre me´dian mediansv(|W −M |).
Nous obtenons donc une premie`re approximation B de V : B = M−mediansv(|
W −M |). Enfin, en appliquant les 2 contraintes sur V nous obtenons :
V (x, y) = max(min(pB,W ), 0) (2.94)
avec p un parame`tre choisi e´gal a` 0, 95 afin de garder une petite quantite´ de
brouillard et obtenir une image plus re´aliste. La taille sv est choisie e´gale a` 41.
Enfin pour effectuer la restauration, l’e´quation 2.92 est inverse´e pour obtenir la
formule de R :
R(x, y) =
I(x, y)− V (x, y)
1− V (x,y)I∞
(2.95)
Le proble`me avec le filtre me´dian est qu’il ne pre´serve par les coins. L’auteur
[Tarel 2009] propose d’utiliser un filtre me´dian des me´dians le long des lignes afin
de surmonter ce proble`me. Afin de re´duire la quantite´ de bruit amplifie´ par la
restauration, l’auteur [Tarel 2009] propose une me´thode permettant d’adapter la
taille de la feneˆtre sv afin d’obtenir le meˆme e´cart type de bruit dans les images avec
brouillard et restaure´e. Enfin, une correction gamma peut eˆtre utilise´e pour obtenir
une image restaure´e qui ressemble a` l’image originale dans la partie infe´rieure de
l’image (la moins affecte´e par le brouillard). La figure 2.39 montre des exemples de
re´sultats obtenus par cette me´thode. Nous constatons que le contraste de l’image
est meilleur que dans l’image originale.
Nous abordons maintenant le deuxie`me proble`me de cette the`se concernant les
images de´grade´es par la pluie.
2.3 Images de´grade´es par les gouttes de pluie
Les alte´rations ge´ne´re´es par la pluie sont de trois types : les gouttes dans l’air,
les gouttes sur le pare-brise et la modification de la re´flexion dans la sce`ne. De
jour, les gouttes dans l’air produisent sur les images des traˆıne´es qui ne sont ge´ne´-
ralement pas perc¸ues par des came´ras embarque´es. Nous n’aborderons donc pas ce
phe´nome`ne dans cette the`se. De la meˆme fac¸on, les modifications des proprie´te´s de
re´flexion de la sce`ne n’est pas le sujet de notre e´tude. Finalement, nous allons nous
concentrer sur les gouttes sur le pare-brise. Pour ce faire, dans un premier temps
nous nous inte´resserons aux proprie´te´s physiques des gouttes. Puis, nous de´crirons
des me´thodes de de´tection de gouttes sur le pare-brise.
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Figure 2.39 – De gauche a` droite : image originale et image restaure´e par [Ta-
rel 2009]
2.3.1 Physique des gouttes de la pluie
Une goutte d’eau peut eˆtre vue comme une lentille grand angle re´fle´chissant et
re´fractant les lumie`res incidentes (a` partir d’un grand champ de vue de la sce`ne,
de l’ordre de 165˚ ) vers l’observateur [Garg 2007]. Ceci peut affecter la qualite´ des
images acquises par temps de pluie en introduisant des fluctuations temporelles et
spatiales dans l’image.
L’intensite´ d’un pixel dans le cas d’une image de pluie va de´pendre des effets
dus a` la pre´sence de plusieurs gouttes de pluie et de l’angle solide du pixel.
Ge´ome´trie des gouttes
Les petites gouttes de pluies posse`dent ge´ne´ralement une forme sphe´rique. Plus
leur taille est grande plus leur forme s’aplatit a` cause de la pression atmosphe´rique.
L’e´quation 2.96 [Beard 1987] de´crit ces distorsions en approximant le rayon de
sphe`re en fonction de l’angle par rapport a` la verticale.
r(θ) = a(1 +
10∑
n=1
cncos(nθ)) (2.96)
avec a le rayon de la sphe`re non-distordue, c1 . . . c10 des coefficients qui de´pendent
du rayon de la goutte et θ l’angle par rapport a` la verticale. La figure 2.40 montre
la forme de gouttes de diffe´rentes tailles.
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Figure 2.40 – Forme des gouttes en fonction de leur taille
La distribution de la taille des gouttes peut eˆtre de´crite selon le mode`le empirique
de Marshall et Palmer :
N(a) = 8× 106e−8200∗h−0,21a (2.97)
avec h l’intensite´ des pre´cipitations en mm/h et N(a) le nombre de gouttes par
unite´ de volume.
Mode`le optique de la pluie
Lorsqu’un rayon lumineux rencontre une goutte d’eau il subit une re´fraction,
une re´flexion et une seconde re´fraction en quittant la goutte.
Figure 2.41 – Re´flexion et re´fractions des rayons lumineux par la goutte de pluie
Conside´rons la figure 2.41. En rencontrant la goutte, les trois rayons incidents
r, s et p, vont donner naissance a` un rayon e´mergent du point B en direction de la
came´ra. La radiance du point B est la somme des radiances dues a` la re´fraction, la
re´flexion spe´culaire et la re´flexion interne, respectivement, Lr, Ls et Lp :
L(nˆ, vˆ) = Lr(nˆ, vˆ) + Ls(nˆ, vˆ) + Lp(nˆ, vˆ) (2.98)
avec nˆ la normale au point B et vˆ la direction d’observation.
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L’e´quation 2.98 peut se re´e´crire :
L(nˆ) = RLr(rˆ) + SLs(sˆ) + PLp(pˆ) (2.99)
avec R, S et P correspondant aux fonctions de transfert des radiances de re´fraction,
de re´flexion et de re´flexion interne. Les formules de´crivant ces fonctions de transferts
sont les suivantes [Garg 2007] :
R = (1− k(i, µ))2
S = k(i, µ)
P = k(i, µ)N (1− k(i, µ))2
(2.100)
avec k le coefficient de re´flexion de Fresnel pour une lumie`re non-polarise´e, i l’angle
d’incidence, µ l’indice re´fractif de l’eau et N le nombre de re´flexions internes.
Ce mode`le est valable pour des gouttes sphe´riques stationnaires.
Notons que la radiance de la goutte est due principalement a` la re´fraction, sauf
sur la pe´riphe´ries de la gouttes ou les re´flexions sont plus importantes. Dans le cas,
relativement rare, de pre´sence de soleil et de pluie, la re´flexion spe´culaire contribue
d’une manie`re significative a` la luminance de la goutte. La re´flexion interne peut
aussi disperser la lumie`re et former un arc en ciel.
Nous allons maintenant montrer une me´thode utilisant le mode`le optique afin
de de´tecter les gouttes de pluies et restaurer l’information masque´e par les gouttes.
2.3.2 De´tection des gouttes de pluie
Dans l’e´tat de l’art, des auteurs ont traite´ le proble`me de de´tection des gouttes
par came´ra embarque´e. [Kurihata 2005] propose une approche fonde´e sur un appren-
tissage statique, par analyse en composante principale, des proprie´te´s des gouttes
sur une base de donne´es permettant la de´tection des gouttes. Cette me´thode permet
principalement la de´tection sur la zone du ciel. La me´thode de [Roser 2009], que
nous allons pre´senter dans la suite, utilise le mode`le physique des gouttes afin d’effec-
tuer la de´tection des gouttes focalise´es. Cependant, l’utilisation du mode`le physique
est complexe a` mettre en œuvre. L’auteur [Nashashibi 2010] propose une approche
spatio-temporelle permettant la de´tection des gouttes de´focalise´es en temps re´el.
Nous nous sommes inte´resse´ aux gouttes focalise´es pour la restauration. La me´-
thode [Cord 2011], que nous allons pre´senter dans la suite, est celle que nous avons
trouve´ la plus adapte´e a` notre proble`me de gouttes focalise´es du fait qu’elle de´tecte
bien les gouttes au niveau de la route et qu’elle est rapide.
2.3.2.1 Me´thode s’appuyant sur le mode`le physique des gouttes
L’auteur [Roser 2009] a propose´ un algorithme de vision monoculaire permettant
de de´tecter les gouttes de pluie. Il s’appuie sur une ge´ne´ration de gouttes virtuelles
puis une comparaison entre celle-ci et l’image pour ve´rifier si une goutte est pre´sente.
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Utilisation du mode`le optique pour ge´ne´rer des gouttes virtuelles
Conside´rons une goutte sphe´rique de rayon r se trouvant a` la position P = (x, y)
sur le plan image. Nous allons de´terminer la partie de la sce`ne qui sera observe´e a`
travers cette goutte.
Comme le montre la figure 2.42 un rayon lumineux provenant d’un point de
la sce`ne est re´fracte´ par la goutte de pluie avant d’atteindre la came´ra en P . Le
meˆme point peut eˆtre observe´ directement (sans passer par la goutte) en Pˆ .
Figure 2.42 – Trajets des rayons lumineux en provenance d’un point de la sce`ne.
En vert, a` travers la goutte et en jaune direct.
En utilisant la Loi de Snell Descartes, nous pouvons de´terminer une relation
ge´ome´trique pre´cise [Roser 2009] (en fonction des angles de re´fraction) entre P et
Pˆ . La figure 2.43 montre les e´chantillons (en vert) des pixels utilise´s pour ge´ne´rer
la goutte artificielle.
Figure 2.43 – A` gauche, image originale ; a` droite et de haut en bas, goutte origi-
nale, goutte artificielle correspondant a` la position de la ROI et ge´ne´re´e en utilisant
le mode`le optique a` partir des points trace´s en vert et goutte artificielle floute´e
Comparaison d’une goutte virtuelle avec l’image
Des re´gions d’inte´reˆts (ROI) de l’image sont extraites en utilisant une me´thode
de de´tection des points d’inte´reˆts. Pour chaque ROI, une goutte artificielle de pluie
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est ge´ne´re´e a` partir du reste de l’image. Cette goutte est ensuite compare´e a` la ROI
pour ve´rifier si une goutte est pre´sente en s’appuyant sur le mode`le photome´trique.
L’intensite´ du pixel P est estime´e comme suit :
IP =
IPˆ∏
i(1−Ri)j
(2.101)
avec Ri le coefficient de re´flectivite´ de Fresnel (voir mode`le optique de la pluie) et
j = ±1 correspond a` la direction de l’intensite´.
La distance des gouttes par rapport a` la came´ra de´pend de leur position sur le
pare-brise, ce qui se traduit par une de´focalisation (flou) des gouttes. Un flou est
donc ajoute´ a` la goutte artificielle en utilisant les parame`tres de la came´ra et sa
position par rapport au pare brise. La figure 2.42 montre le re´sultat d’ajout du flou.
La ge´ne´ration des gouttes de pluie dans les diffe´rentes positions de l’image est
couˆteuse en temps de calcul. L’auteur propose un algorithme rapide de de´tection
des ROI, nomme´ RIGSEC [Roser 2009] permettant de limiter la recherche.
Ensuite, la ve´rification de la de´tection est effectue´e en cherchant le maximum
de corre´lation des intensite´s et des gradient et en conside´rant la goutte artificielle
a` diffe´rentes e´chelles entre 1− 1.5.
2.3.2.2 De´tection des gouttes de pluie focalise´es ayant un fort gradient
L’algorithme [Cord 2011] que nous allons pre´senter dans cette partie utilise les
proprie´te´s photome´trique de la pluie et des techniques de traitement d’images afin de
de´tecter et quantifier les gouttes focalise´es sur le pare-brise. Pour cela les hypothe`ses
suivantes sont conside´re´es :
• Seules les gouttes pre´sentes sur le pare-brise sont visibles dans l’image ;
• Les gouttes sont similaires a` des lentilles de´forme´es ;
• Les gouttes sont quasi-immobiles durant une courte pe´riode alors que le reste
de la sce`ne est en mouvement.
Notons que les gouttes pre´sentes dans la moitie´ supe´rieure de l’image (contenant
le ciel) refle`te une partie de la route qui est plus sombre que le ciel. Par conse´quent,
ces gouttes affichent un contraste e´leve´ avec le ciel. De la meˆme fac¸on les gouttes
pre´sentes dans la moitie´ infe´rieure (contenant la route) affichent un contraste e´leve´
avec la route.
Les e´tapes de l’algorithme sont les suivantes :
1. Moyenne sur 6 images successives : a` cause du caracte`re stationnaire de la
goutte, nous obtenons un meilleur contraste des gouttes par rapport au fond
et re´duisons en meˆme temps le bruit ;
2. Calcul de la norme du gradient de l’image ;
3. Seuillage a` l’aide d’un percentile a` 95 % calcule´ sur une feneˆtre de taille 21×21
autour de chaque pixel ;
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4. Le gradient de l’image originale est compare´ au re´sultat de seuillage afin de
se´lectionner les pixels avec un fort gradient (supe´rieur a` 5 %). Une fermeture
est applique´e pour regrouper les pixels appartenant a` la meˆme goutte ;
5. Reconnaissance de forme : les fausses de´tections sont e´limine´es en se´lection-
nant les re´gions connexes contenant entre 6 et 160 pixels, le rapport hau-
teur/largeur doit eˆtre compris entre 1/3 et 3 et l’excentricite´ doit satisfaire
Perimetre2
4pi×Air ≤ 1, 2 ;
6. Une de´tection est confirme´e comme goutte si elle est de´tecte´e 6 fois sur 8
images successives (stationnarite´ de la goutte). Cette e´tape e´limine plusieurs
fausses de´tections ainsi que des vrais de´tections et donc un compromis doit
eˆtre fait suivant l’application vise´e : de´tection, quantification ou restauration.
La figure 2.44 montre le re´sultat obtenu par cette algorithme. Nous constatons
que la me´thode donne un bon re´sultat pour diffe´rentes quantite´s de pluie et diffe´-
rentes conditions d’illumination de la sce`ne.
Figure 2.44 – De gauche a` droite : image originale et gouttes de´tecte´es.
Comme nous allons le voir dans le chapitre 5, la de´tection des gouttes va consti-
tuer une premie`re e´tape de l’algorithme de restauration d’images de pluie.
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2.4 Conclusion
Dans ce chapitre, apre`s avoir explique´ les phe´nome`nes du bruit et de forma-
tion d’images dans le brouillard et la pluie, nous avons pre´sente´ un e´tat de l’art
de me´thodes de de´bruitage, d’ame´lioration d’images, de restauration d’images de
brouillard et de de´tection des gouttes de pluie sur le pare-brise par came´ra embar-
que´e. Ces me´thodes ont servi comme base pour nos travaux de the`se.
Les me´thodes de de´bruitage se´lectionne´es ont e´te´ adapte´es a` nos proble´matiques
de brouillard et de pluie. Seules les me´thodes de restauration d’images de brouillard
adapte´es aux ADAS ont e´te´ se´lectionne´es. D’autres me´thodes de restauration plus
ge´ne´rales (n’utilisant pas de mode`le physique) ont aussi e´te´ teste´es. Les me´thodes
se´lectionne´es ont servi pour la comparaison avec les me´thodes que nous avons pro-
pose´es.
La me´thode de de´tection de pluie est utilise´e comme premie`re e´tape de restau-
ration : reconstitution des parties masque´es par les gouttes de´tecte´es.
Pour effectuer ce travail, en plus des diffe´rents outils de de´veloppement (Mat-
lab, C++, OpenCV, RTMaps), comme nous allons le voir dans le chapitre suivant,
diffe´rentes bases de donne´es ont e´te´ cre´e´es et diffe´rentes me´thodes permettant l’e´va-
luation ont e´te´ utilise´es.
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Dans cette partie, nous allons pre´senter les outils (logiciels, mate´riel et me´-
thodes) qui ont servi pour e´valuer les diffe´rentes me´thodes de restauration. Dans un
premier temps, nous avons cre´e´ une base de donne´es d’images qui a permis d’e´va-
luer et de comparer les me´thodes de restauration de brouillard propose´es a` celles
de l’e´tat de l’art. Pour cela, nous avons utilise´ un logiciel de simulation de cap-
teurs (proprioceptif, exte´roceptif et communication) [Gruyer 2009] nomme´ SiVIC
que nous allons pre´senter dans ce chapitre.
D’autres bases d’images ont e´te´ cre´e´es par l’ajout de brouillard sur des images
re´elles, dont la carte de profondeur e´tait connue par ste´re´ovision.
En plus des indicateurs s’appuyant sur ces bases de donne´es, nous allons pre´-
senter d’autres indicateurs de la qualite´ de la restauration sans utiliser de ve´rite´
terrain.
3.1 Base de donne´es d’images
3.1.1 Images de synthe`se
Il est difficile, voire impossible, d’obtenir deux images de la meˆme sce`ne rou-
tie`re dans des conditions me´te´orologiques diffe´rentes puisque ce type de sce`nes sont
constitue´es essentiellement d’e´le´ments en mouvement et les conditions d’e´clairages
varient beaucoup entre deux conditions me´te´orologiques. Nous avons donc opte´
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pour des images de synthe`ses (brouillard et pluie), constituant la ve´rite´ terrain de´-
die´e a` l’e´valuation des me´thodes propose´es, a` l’aide du logiciel SiVIC (simulateur
ve´hicule-infrastructure-capteur).
3.1.1.1 Logiciel SiVIC
Il s’agit d’une plate-forme utilise´e pour le prototypage de capteurs virtuels. Son
objectif est de reproduire de la meilleure fac¸on l’aspect re´aliste d’une situation, le
comportement d’un ve´hicule et le fonctionnement des capteurs qui pourraient eˆtre
embarque´s sur ce ve´hicule.
Pour construire la sce`ne en 3D nous disposons de plusieurs ve´hicules, diffe´rents
types de chausse´es, baˆtiments, panneaux, arbres, ciel. . . Ensuite un e´clairage de la
sce`ne est ge´ne´re´ (homoge`ne, localise´, ombres) et enfin nous pouvons utiliser plu-
sieurs capteurs (came´ras, radar, laser, GPS) dans la meˆme sce`ne et re´cupe´rer les
informations capture´es (images et cartes de profondeur dans notre cas). Enfin les
diffe´rents parame`tres du capteur came´ra peuvent eˆtre configure´s (focale, taille du
capteur, taille des pixels, repe`re). SiVIC fonctionne soit en mode glisser-de´poser
soit a` l’aide de langage script. Dans notre cas nous avons utilise´ le deuxie`me choix
pour plus de pre´cision et afin d’utiliser les e´ve´nements qui offrent la possibilite´ de
ge´ne´rer plusieurs configurations automatiquement et donc de manie`re rapide. Le
grand inte´reˆt d’utiliser SiVIC est de permettre de simuler des situations difficiles a`
reproduire en re´el. Par exemple, nous citerons le parcours de plusieurs kilome`tres
en situations dangereuses ou la re´cupe´ration d’une carte de profondeur en plus des
images enregistre´es.
Figure 3.1 – Exemples d’images SiVIC
L’image 3.1 montre des exemples d’images ge´ne´re´es par SiVIC : nous avons diffe´-
rents types d’horizons, de chausse´es, d’emplacements came´ra.SiVIC utilise aussi plu-
sieurs filtres pour simuler diffe´rents phe´nome`nes (brouillard, pluie, floue optique. . . ).
Dans le cas du brouillard, SiVIC ne permet de cre´er qu’un brouillard de type
uniforme (coefficient d’extinction atmosphe´rique et luminance du ciel constants).
Nous avons donc cre´e´ des images sans brouillard avec SiVIC et les diffe´rents types
de brouillard a` l’aide de MATLAB en utilisant le mode`le de Koschmieder et les
cartes de profondeurs denses correspondantes aux images et fournies par SiVIC. La
figure 3.2 montre des images avec leur carte de profondeur.
Le filtre pluie de SiVIC nous a permis de simuler la pre´sence des gouttes (de
diffe´rentes tailles et formes) sur le pare-brise. Nous avons ensuite cre´e´ un masque
des gouttes pour permettre l’e´valuation de me´thodes de restauration.
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Figure 3.2 – Images et cartes de profondeurs ge´ne´re´es par SiVIC
3.1.1.2 Bases de donne´es d’images routie`res de brouillard
Dans le cadre d’un article [Tarel 2010] destine´ a` e´valuer et comparer plusieurs
me´thodes de restauration d’images de brouillard, une base de donne´es d’images de
synthe`ses contenant 18 images de diffe´rents types de sce`nes : urbaine, autoroute
et rurale a e´te´ cre´e´e. Cette base a e´te´ comple´te´e pour contenir 66 images diffe´-
rentes [Halmaoui 2011,Tarel 2012] et porte le nom de FRIDA (Foggy Road Images
DAtabase).
Rappelons que, dans le cadre de cette the`se, nous sommes limite´s a` l’utilisation
d’une seule came´ra, mais comme la base FRIDA a e´te´ mise en ligne pour servir la
communaute´ scientifique, les images ont e´te´ cre´e´es en utilisant deux came´ras afin
de pouvoir e´valuer d’autres me´thodes utilisant la ste´re´ovision.
Pour faciliter l’ajout du brouillard dans les images de synthe`se, le ciel a e´te´ cre´e´
en blanc (intensite´ de 255 sur les trois canaux). A` l’aide des cartes de profondeur
fournies par SiVIC, nous avons cre´e´ 4 types de brouillard en faisant varier la densite´
du brouillard β et/ou la luminance du ciel I∞.
• Brouillard uniforme : l’e´quation de Koschmieder est applique´e sur les 66
images en choisissant un β ' 0, 035 correspondant a` une distance de visibilite´
de 85 m d’apre`s la formule V is = − ln(0,05)β et une intensite´ du ciel fixe´e a`
255.
• Brouillard de densite´ β he´te´roge`ne : dans la re´alite´ le brouillard n’est pas tout
le temps uniforme. Nous avons donc introduit une variabilite´ dans l’e´quation
de Koschmieder en fixant I∞ et en ponde´rant β en fonction de la position
du pixel. Les poids spatiaux sont obtenus a` partir d’un bruit de Perlin qui
est cre´e´e a` partir d’une somme de fonctions de bruit ge´ne´re´es a` diffe´rentes
e´chelles avec un poid log2(s) a` l’e´chelle s. La distance de visibilite´ moyenne
correspond a` 80 m.
• Brouillard avec une luminance du ciel I∞ he´te´roge`ne : la variable β est fixe´e
telle que la distance de visibilite´ moyenne est de 80 m. un bruit de Perlin
nous sert pour cre´er un brouillard tel que I∞ est variable.
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• Brouillard mixte : graˆce a` l’utilisation de deux bruits de Perlin inde´pendants
nous avons cre´e´ un brouillard he´te´roge`ne ou` nous faisons varier a` la fois β et
I∞. La moyenne de β est choisie telle que la distance de visibilite´ est moyenne
soit de 80 m.
La base de donne´es contient donc 66×4 images en plus des images originales (330
images au total). La figure 3.3 montre une meˆme sce`ne avec diffe´rents brouillards.
Figure 3.3 – Image de synthe`se originale et les diffe´rents types de brouillards :
uniforme, β variable, I∞ variable et β et I∞ variables
Cette base de donne´es a e´te´ utilise´e dans le cadre d’un autre article [Hal-
maoui 2011] pour e´valuer une nouvelle me´thode de restauration et comparer les
re´sultats avec d’autres me´thodes.
3.1.1.3 Images de pluie
Comme nous l’avons de´ja` pre´cise´, SiVIC posse`de un filtre pluie qui permet de
ge´ne´rer des gouttes de pluie de diffe´rentes tailles et formes et en diffe´rentes quantite´s.
L’image 3.4 montre des images cre´e´e pour simuler diffe´rentes situations de pluies.
Nous avons utilise´ ce filtre pour cre´er des images avec et sans pluie afin d’e´valuer
les me´thodes de restauration d’images de pluie. Pour cela nous avons besoin de
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Figure 3.4 – Diffe´rentes gouttes de pluie
connaˆıtre la position des gouttes.
Dans SiVIC nous n’avons pas la possibilite´ de re´cupe´rer la position exacte des
gouttes. Comme les gouttes sont simplement un filtre applique´ a` l’image, pour
chaque sce`ne capture´e nous avons cre´e´ une autre image sans le filtre et en faisant
la diffe´rence entre les deux nous obtenons un masque sur les gouttes. La figure 3.5
montre l’image originale, l’image avec pluie et le masque des gouttes.
Figure 3.5 – Images originale, avec des gouttes de pluie simule´e et masque des
gouttes
3.1.2 Ajout du brouillard sur des images re´elles
Une autre base de donne´es d’images re´elles a e´te´ utilise´e pour permettre l’e´va-
luation et afin de comparer les re´sultats avec ceux obtenus sur les images de syn-
the`ses[ITS].
Pour cela nous avons utilise´ des images ste´re´o d’une base de donne´e “Karlsruhe”
[Geiger 2010, Geiger 2011b, Tarel 2012] afin de re´cupe´rer une carte de disparite´ a`
l’aide de l’algorithme de reconstruction ste´re´o Libelas [Geiger 2011a]. Ensuite un
filtre bilate´ral guide´ par l’image originale a permis de combler les trous dans cette
carte. Une carte de profondeur est re´cupe´re´e a` l’aide d’un calibrage de la came´ra.
Cette base de donne´es contient 10 images originales (en ste´re´o). En appliquant
la meˆme proce´dure que pour les images de synthe`ses nous avons ajoute´ 4 types de
brouillards. La figure 3.6 montre une image de la base “Karlsruhe” et les 4 types de
brouillards correspondants.
Dans le cadre d’une autre e´tude portant sur la de´tection de l’espace navigable
[Hautie`re 2011] nous avons utilise´ une autre base d’images monoculaires contenant
15 images sur lesquelles nous avons de´tecte´ manuellement (a` l’aide de Matlab) les
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Figure 3.6 – Image originale en haut. De gauche a` droite et de haut en bas, les
diffe´rents types de brouillards ajoute´s : brouillard uniforme, β variable, I∞ variable,
β et I∞ variables
re´gions correspondantes a` la route. La figure 3.7 montre une image de cette base de
donne´es et le masque de la route.
Figure 3.7 – Image avec brouillard et masque de la route
3.2 Me´thodes d’e´valuation quantitative
3.2.1 Utilisation de la ve´rite´ terrain
Afin d’e´valuer les performances d’une me´thode de restauration, une fac¸on simple
est de comparer l’image restaure´e a` la ve´rite´ terrain (image originale sans brouillard)
en calculant la moyenne des diffe´rences absolues des intensite´s de pixels des deux
images. Nous ne prenons pas en compte le ciel afin d’e´viter de biaiser le re´sultat.
En effet, les pixels du ciel restent inchange´s lors de la restauration et ont un score
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nul. Toutefois, le fait de se comparer avec l’image originale pose un proble`me que
nous allons expliquer dans ce qui suit.
3.2.2 Proble`me de pertes d’informations dans le brouillard
La qualite´ de l’image restaure´e va de´pendre du codage des pixels de l’image avec
brouillard. Dans notre cas nous avons utilise´ des images code´es sur 8 bits par pixel
et par canal couleur.
Pour un objet ayant, en absence de brouillard, une intensite´ I0, pour un certain
β et a` partir d’une certaine distance d, le mode`le de Koschmieder nous montre
que l’intensite´ apparente I de l’objet commence a` eˆtre sature´e (tend vers l’intensite´
du ciel I∞). La figure 3.8 montre la courbe de I en fonction de d pour I0 = 0 et
β = 0, 0375. Notons que plus l’intensite´ I0 est grande plus la saturation est atteinte
rapidement.
Figure 3.8 – Saturation de l’intensite´ d’un objet noir en fonction de la distance
dans le cas d’un brouillard de densite´ β = 0.0375
Comme les pixels de nos images de brouillard I sont code´s en entiers naturels sur
8 bits nous allons donc avoir une perte d’information (due a` l’e´chantillonnage) par
rapport a` l’image originale I0 initialement cre´e´e par SiVIC. Cette perte sera de plus
en plus importante lorsque I commence a` atteindre la saturation. Par exemple nous
remarquons sur la figure 3.8 que l’intensite´ I est de 254, 6 lorsque l’objet se trouve
a` une distance de 170m, cette valeur de I correspondra a` 255 dans le cas d’images 8
bits et il y a donc une absence totale d’information dans I a` partir de cette distance
(l’objet se confond avec le ciel I∞ = 255). En utilisant donc un codage avec plus de
poids (16 bits par exemple) nous allons pouvoir garder plus d’informations sur les
objets les plus distants.
La figure 3.9 montre l’image originale, l’image apre`s l’ajout de brouillard et les
images restaure´es ide´ales obtenues en inversant Koschmieder a` l’aide des meˆmes
parame`tres utilise´s pour l’ajout du brouillard (connaissance parfaite du mode`le),
pour les cas d’images I code´es sur 8 bits et 16 bits. Nous remarquons que les deux
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images restaure´es contiennent moins d’informations (sur les objets lointains) que
l’image originale et que l’image 16 bits contient plus d’informations que l’image 8
bits.
Figure 3.9 – Image originale, image avec brouillard et restauration ide´ale dans le
cas d’images 8 bits et 16 bits
De meˆme, les me´thodes de restauration ne pourront pas restaurer cette informa-
tion puisqu’elle est inexistante. Donc, au lieu d’e´valuer les me´thodes en comparant
le re´sultat a` l’image originale, nous avons choisi d’effectuer la comparaison du re´-
sultat avec l’image restaure´e ide´ale. La figure 3.10 montre un sche´ma illustrant la
proce´dure d’e´valuation.
Figure 3.10 – Sche´ma d’e´valuation d’une me´thode de restauration.
Pour re´sumer, en plus d’avoir une perte de visibilite´ dans le brouillard, nous
avons une absence totale d’information a` partir d’une certaine distance qui de´pend
de la profondeur des pixels (en bits) de l’image capture´e.
Nous tenons a` pre´ciser que ce proble`me existe aussi dans le cas d’images re´elles
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de brouillard et la quantite´ d’information capture´e va de´pendre de l’optique et de
l’e´lectronique de la came´ra.
3.2.3 Indicateurs fonde´s sur les contrastes visibles a` 5 %
Une autre fac¸on pour e´valuer quantitativement et permettre la comparaison de
me´thodes de restauration est pre´sente´e dans cette partie. Elle consiste a` calculer des
indicateur s’appuyant uniquement sur l’image originale et l’image restaure´e. Elle se
fonde sur une extraction des contours visibles a` 5 %.
Extraction des contours visibles
La me´thode propose´e par [Hautie`re 2008] permet de de´tecter les contours visibles
dans une images (un minimum de 5 % de contraste).
Deux pixels I(x) et I(y) sont dits se´pare´s par un seuil s si :
– y ∈ V4(x) avec V4(x) les 4-voisins de x ;
– min(I(x), I(y)) < s < max(I(x), I(y))
Une fac¸on rapide de calculer le minimum et le maximum entre deux pixels
appartenant a` un voisinage V4 est d’appliquer des dilatations et des e´rosions en
utilisant les e´le´ments structurants correspondant a` un voisinage V4 :0 1 00 1 0
0 0 0
 0 0 01 1 0
0 0 0

Nous commenc¸ons donc par parcourir notre image a` l’aide d’une feneˆtre de taille
7× 7 ou 9× 9 et on teste si deux pixels sont se´pare´s par un seuil s en faisant varier
s du min(I(x), I(y)) au max(I(x), I(y)). Lorsque c’est le cas, nous calculons le
contraste de Weber correspondant, suivant l’e´quation 3.1 et nous l’e´tiquetons par
son seuil s. Ensuite nous gardons le seuil smax qui nous donne le maximum de
contraste et attribuons ce contraste aux pixels se´pare´s par s.
C(x, y, s) = min
( | s− I(x) |
max(s, I(x))
,
| s− I(y) |
max(s, I(y))
)
(3.1)
Gain en niveau de visibilite´
Nous calculons les gradients de l’image restaure´e et ceux de l’image originale
(gradient de Sobel par exemple) et calculons le rapport ri entre ces deux gradients
mais seulement pour les pixels ayant un contraste supe´rieur a` 5 % (dans chaque
image). Nous obtenons donc un indicateur sur le niveau d’ame´lioration de la visi-
bilite´ qui pourra eˆtre utilise´ pour comparer deux me´thodes de restauration.
Indicateur e : Taux des nouveaux contours visibles
Soit nr et no les nombres de pixels ayant un contraste supe´rieur a` 5 %, respec-
tivement dans l’image restaure´e et dans l’image originale. La mesure de taux des
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nouveaux contours visibles e (e´quation 3.2) nous indique la capacite´ de la me´thode
a` restaurer des nouveaux contours.
e =
nr − no
no
(3.2)
Indicateur r : Qualite´ de la restauration
Nous calculons la moyenne ge´ome´trique des ratios des gains de visibilite´ suivant
l’e´quation 3.3.
r = exp
 1
nr
∑
p∈Pr
log(ri)
 (3.3)
avec Pr l’ensemble des contours visibles et ri le rapport des gradients entre l’image
restaure´e et l’image originale.
Indicateur σ : Taux de pixels sature´s
Nous pouvons aussi e´valuer la qualite´ de la restauration en de´tectant les pixels
qui deviennent sature´s apre`s la restauration en calculant un indicateur σ selon
l’e´quation 3.4.
σ =
ns
nlnc
(3.4)
avec ns le nombre de pixels sature´es et nl et nc le nombre des lignes et des colonnes
de l’image.
La figure 3.11 montre le re´sultat obtenue par cette me´thode sur une image de
brouillard et la restaure´e correspondante en utilisant la me´thode du monde plan. Les
indicateurs de´duit montre que nous obtenons, apre`s restauration, plus de contours
visible a` 5 %, que la qualite´ de la restauration est ame´liore´e et que aucun pixel n’est
sature´ apre`s restauration.
Conclusion
Le de´faut de ces indicateurs est qu’ils supposent que les contours ne corres-
pondent pas a` du bruit. Certaines me´thode de restauration ame´liorent la visibilite´
mais amplifient le bruit pre´sent dans l’image et il sera conside´re´ comme des contours.
C’est pour cette raison que nous avons choisi d’utiliser principalement d’autres me´-
thodes d’e´valuation : erreur absolue moyenne entre l’image restaure´e et l’image
restaure´e ide´ale. Pour cela, nous sommes oblige´ d’utiliser des images de synthe`se ou
des images re´elles avec du brouillard synthe´tique. Donc, c’est pour cette raison que
les indicateurs pre´sente´s dans cette section ont e´te´ utilise´s : e´valuation quantita-
tive de la restauration d’images re´elles. Une autre piste permettant une e´valuation
quantitative est la combinaison de la restauration avec des ADAS.
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Figure 3.11 – Exemple d’e´valuation de la restauration par la me´thode [Hau-
tie`re 2007] : utilisation de la me´thode d’extraction des contours visibles a` 5 %. Image
originale et image restaure´e (premie`re ligne), gradients de Sobel correspondants
(deuxie`me ligne), contours visibles avec un contraste de 5 % (troisie`me ligne) et in-
dicateur sur la qualite´ de restauration (quatrie`me ligne). Les indicateurs montrent
que nous obtenons plus de contrastes visible a` 5 % apre`s restauration e = 1, 97, que
nous avons un taux de pixels sature´s nul σ = 0 % et que la qualite´ de la restauration
est ame´liore´e (r = 1, 7) .
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3.2.4 E´valuation sur des ADAS
Le but de notre e´tude e´tant l’ame´lioration des syste`mes de vision d’aides a` la
conduite par temps de brouillard et de pluie, la meilleure fac¸on d’e´valuer les me´-
thodes de restauration est de les utiliser comme pre´-traitement ou traitement ADAS.
Nous allons voir plus en de´tails dans le chapitre 6, l’e´valuation d’un algorithme de
de´tection de panneaux par temps clair, par temps de brouillard et en utilisant la
restauration. Dans ce chapitre, nous avons aussi e´value´ la de´tection de l’espace na-
vigable en utilisant une version ame´liore´e de la me´thode [Hautie`re 2007] que nous
avons pre´sente´e pre´ce´demment dans le chapitre 2.
3.3 Vide´os ICADAC
Afin d’e´valuer de manie`re qualitative les me´thodes de restauration dans des
situations de conduite re´elles, plusieurs vide´os ont e´te´ enregistre´es en pre´sence de
brouillard a` l’aide d’une came´ra embarque´e dans un ve´hicule. Des came´ras couleurs
et en niveaux de gris ont e´te´ utilise´es. Les sce`nes filme´es sont tre`s varie´es : milieu
urbain, autoroute, cre´puscule, milieu de la journe´e, brouillard dense ou moyen. . .
La voiture utilise´e est e´quipe´e d’autres capteurs. Pour notre e´tude nous avons
re´cupe´re´ l’information capture´e par un lidar spe´cifique qui nous fourni la distance
de visibilite´.
La figure 3.12 montre 3 images extraites d’une vide´o de brouillard diurne, par
came´ra embarque´e ICADAC.
Figure 3.12 – Images de brouillard extraites d’une vide´o ICADAC.
3.4 Conclusion
Pour l’e´valuation des restaurations d’images de´grade´es par le brouillard, nous
pouvons utiliser, du qualitatif au quantitatif :
– des images de brouillard extraites de vide´os de diffe´rentes sce`nes, acquises par
came´ra embarque´e ICADAC ;
– la me´thode des contrastes a` 5 % qui nous donne des indicateurs sur la qualite´
de la restauration ;
– les images de synthe`se FRIDA [Tarel 2010,Halmaoui 2011] et les images re´elles
“Karlsruhe” avec brouillard synthe´tique [Tarel 2012].
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Notons que la base d’images FRIDA est mise a` la disposition de la communaute´
scientifique.
Pour e´valuer d’une manie`re qualitative la restauration d’images de pluie,
quelques images de synthe`se ont e´te´ cre´e´es. Pour l’e´valuation quantitative, nous
utiliserons des images re´elles extraites d’une vide´o de pluie acquise par came´ra em-
barque´e.
L’utilisation de ces diffe´rentes bases de donne´es nous a permis de concevoir et
de valider des algorithmes de restauration d’images de brouillard et de pluie, que
nous allons pre´senter dans les deux chapitres suivants.

Chapitre 4
Restauration d’images de
brouillard
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Dans cette partie, nous allons pre´senter, en de´tail, la me´thode propose´e permet-
tant d’effectuer la restauration d’images acquises par temps de brouillard. Elle sera
ensuite e´value´e qualitativement et quantitativement. Puis, quelques ame´liorations
du rendu visuel seront propose´es.
4.1 Approche propose´e
Le proble`me de restauration peut se re´sumer a` trouver l’image R en inversant
le mode`le de Koschmieder :
R = Ieβd + I∞(1− eβd) (4.1)
Le proble`me est que la profondeur des objets, la densite´ du brouillard et l’inten-
site´ du ciel sont inconnues. Dans l’e´quation 4.1 nous n’avons acce`s qu’a` l’image I
observe´e.
Comme nous l’avons vu dans le chapitre 2, suivant le coefficient d’extinction
β et la distance des objets de la sce`ne, les effets du voile atmosphe´rique et de
l’atte´nuation vont de´grader d’une manie`re plus ou moins importante les contrastes
et les couleurs des objets observe´s. Nous avons propose´ dans cette the`se une nouvelle
me´thode permettant d’ame´liorer la qualite´ des images de brouillard en re´cupe´rant
les contrastes et les couleurs des images tant que ces informations sont toujours
disponibles dans l’image (voir section perte de l’information 3.2.2). La me´thode
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propose´e combine une approche physique fonde´e sur le mode`le optique du brouillard
et une approche signal fonde´e sur l’e´galisation locale de l’histogramme des images.
Nous avons ensuite propose´ des ame´liorations de la me´thode afin d’obtenir des
meilleurs re´sultats visuels en utilisant toute la dynamique de l’image, un lissage
robuste au bruit ou les proprie´te´s des espaces couleurs.
L’application d’un algorithme d’optimisation, le recuit simule´, nous a permis
d’optimiser les diffe´rents parame`tres de la me´thode en utilisant notre base d’images
FRIDA (voir 3).
Nous avons ensuite e´value´ cette me´thode, d’abord de manie`re subjective (vi-
suellement), ensuite d’une manie`re objective avec notre base d’images FRIDA. Une
autre fac¸on d’effectuer l’e´valuation est de comparer les performances d’un ADAS
par vision avec et sans restauration dans le brouillard ou de comparer les perfor-
mances de perception du conducteur dans le cas d’utilisation d’un “afficheur teˆte
haute” affichant l’image restaure´e au conducteur comme nous allons le voir dans le
chapitre 6.
Enfin nous proposons un sche´ma d’implantation modulaire constitue´ de plusieurs
e´tapes qui sont inde´pendantes les unes des autres et qui peuvent eˆtre effectue´es en
utilisant d’autres me´thodes accomplissant la meˆme taˆche.
Dans la suite nous allons pre´senter notre me´thode de restauration des images
de brouillard.
4.1.1 Algorithme
Le sche´ma sur la figure 4.1 montre les diffe´rentes e´tapes de la me´thode. Apre`s
avoir caracte´rise´ le brouillard, nous commenc¸ons par estimer une approximation
grossie`re de l’image sans brouillard en utilisant une approche signal dans laquelle
nous avons introduit une contrainte de´duite du mode`le optique du brouillard.
L’image sera ensuite ame´liore´e a` l’aide d’un lissage adapte´ en utilisant des
contraintes sur la sce`ne de brouillard.
4.1.1.1 Densite´ du brouillard
Pour caracte´riser, le brouillard nous avons besoin d’estimer la densite´ du
brouillard β. Pour cela, nous avons utilise´ deux proce´de´s. D’une part un Lidar de´-
die´, d’autre part l’approche utilise´e par [Hautie`re 2007] et que nous avons pre´sente´e
dans le chapitre 2.
4.1.1.2 Intensite´ du ciel
Afin d’estimer l’intensite´ du ciel, la fac¸on la plus simple de proce´der est d’utiliser
l’hypothe`se que l’intensite´ du ciel correspond a` l’intensite´ maximale dans l’image.
Cependant, dans certains cas, la sce`ne contient des objets re´fle´chissants et d’autres
sources de lumie`res (feux des voitures ou de l’infrastructure) et qui peuvent avoir des
intensite´s plus grandes que celle du ciel. Pour surmonter ce proble`me, nous pouvons
conside´rer que les objets lumineux ou brillants ayant une intensite´ supe´rieure a` celle
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Figure 4.1 – Diffe´rentes e´tapes de la restauration. Les e´tapes en couleur orange
ne s’appliquent que dans le cas d’images couleur. Les deux e´tages du haut corres-
pondent a` la me´thode de restauration propose´e : restauration du contraste graˆce a`
l’e´galisation d’histogramme ensuite ame´lioration de la couleur et lissage. Les deux
e´tages du bas correspondent a` la caracte´risation du brouillard en estimant sa den-
site´, ensuite, segmentation de la route et enfin, fusion avec notre me´thode pour la
restauration des objets verticaux.
du ciel ne couvrent pas une grande zone de l’image. Nous pouvons estimer l’intensite´
I∞ a` l’aide d’un percentile a` 95 % par exemple, sauf que dans les 5 % restants
le mode`le de Koschmieder n’est plus valable, et leur restauration va introduire
des artefacts. La figure 4.2 montre le re´sultat obtenu avec cette me´thode. Dans
Figure 4.2 – Image originale, restauration en estimant l’intensite´ du ciel comme le
maximum sur toute l’image et en utilisant le percentile a` 95 %
certains cas, l’intensite´ du ciel n’est pas parfaitement blanche. Apre`s restauration
des effets inde´sirable peuvent apparaˆıtre dans l’image restaure´e : saturation, couleur
irre´alistes. Pour surmonter ce proble`me, une balance des blancs est classiquement
applique´e, reposant sur une me´thode telle que celles pre´sente´es dans le chapitre 2.
Cependant, une telle me´thode ne se combine pas toujours bien avec les algo-
rithmes de restauration. La figure 4.3 montre le re´sultat obtenu en utilisant la me´-
thode “Monde Gris” pre´sente´e dans le chapitre 2, nous remarquons que la balance
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des blancs ame´liore l’image avec brouillard, en revanche dans l’image restaure´e le
ciel garde un aspect bleuaˆtre. Une autre piste explore´e consiste a` modifier les his-
Figure 4.3 – Image originale, a` gauche ; Image apre`s balance des blancs, au centre ;
Image restaure´e en estimant l’intensite´ du ciel comme le maximum sur toute l’image,
a` droite
togrammes de chaque canal couleur pour obtenir un ciel de couleur blanche. Cette
approche consiste a` de´tecter les pixels du ciel et a` ensuite modifier les histogrammes.
Elle permet d’obtenir directement l’intensite´ du ciel. Le re´sultat d’un tel ajustement
est pre´sente´ sur la figure 4.4. Nous constatons que nous avons toujours le proble`me
du ciel qui devient bleu apre`s restauration car la balance n’est pas parfaite (le
ciel n’est pas parfaitement blanc). En revanche, nous avons une ame´lioration des
contrastes par rapport aux re´sultats pre´ce´dents. Le proble`me avec cette me´thode
est que nous de´gradons certaines couleurs de l’image originale en de´calant les histo-
grammes des 3 canaux. L’utilisation d’une balance des blancs avec notre me´thode de
Figure 4.4 – Image originale, a` gauche ; Image apre`s balance des blancs par mo-
dification d’histogramme, au centre ; Image restaure´e en estimant l’intensite´ du ciel
comme le maximum sur toute l’image, a` droite
restauration n’est pas tre`s efficace et nous devons donc avoir une bonne estimation
de l’intensite´ du ciel afin d’e´viter les proble`mes de couleurs irre´alistes. Aussi dans
la suite, nous choisirons l’intensite´ du ciel en utilisant le maximum dans l’image. Il
est tout a` fait envisageable, compte tenu du caracte`re modulaire de l’algorithme de
remplacer cette estimation par une me´thode plus fine.
4.1.1.3 Restauration locale du contraste
Une e´galisation d’histogramme effectue´e de manie`re locale est utilise´e pour ob-
tenir une premie`re approximation de l’image sans brouillard. Cette e´tape permet
d’ame´liorer le contraste sur toute l’image et donc de re´duire l’effet d’atte´nuation
par le brouillard de l’intensite´ et des couleurs des objets de la sce`ne.
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En effet, comme le brouillard a pour effet de de´caler l’histogramme des pixels
vers le maximum d’intensite´ (le ciel) et donc de re´duire le contraste entre ces pixels,
une e´galisation d’histogramme, comme nous l’avons vu dans le chapitre 2, distri-
bue les intensite´s de l’image sur toute la dynamique de l’histogramme. Elle va ainsi
permettre d’augmenter le contraste de l’image. Comme dans le brouillard le niveau
de de´gradation du contraste est fonction de la distance, une e´galisation d’histo-
gramme globale ne donne pas de bons re´sultats. Nous avons donc choisi d’effectuer
la restauration localement.
L’image est partitionne´e en plusieurs blocs de petites tailles Ws (par exemple
Ws = 3 pour re´cupe´rer les de´tails les plus fins) et le principe d’e´galisation est
applique´ sur chaque bloc se´pare´ment.
Pour chaque bloc, nous prenons en compte les 8 blocs voisins pour le calcul de la
fonction de distribution d’intensite´s normalise´e et seul le bloc central sera modifie´.
Ceci a pour effet de re´duire la diffe´rence d’intensite´ entre blocs voisins dans l’image
restaure´e. Cette ope´ration est donc effectue´e sur 81 pixels dans le cas ou` Ws = 3
et seuls les 9 pixels centraux seront modifie´s (voir figure 4.5). Nous appliquons la
Figure 4.5 – Bloc central a` modifier en vert et les blocs voisins en rouge
contrainte additionnelle I0 < I qui re´sulte du mode`le de Koschmieder. En effet, en
conside´rant que l’intensite´ du ciel est la plus grande intensite´ de la sce`ne, a` partir du
mode`le de Koschmieder nous de´duisons que l’intensite´ d’un pixel dans le brouillard
sera toujours plus grande que son intensite´ sans brouillard. Nous appliquons donc
l’e´galisation entre 0 et le maximum d’intensite´ du bloc central que nous voulons
modifier.
Lorsque la re´gion a` traiter est uniforme, l’e´galisation ne modifie pas les intensite´s
des pixels du bloc. Notons que de telles re´gions ne nous inte´ressent pas puisqu’elles
ne contiennent pas d’information. Dans le cas contraire, lorsque la re´gion contient
des contours, l’e´galisation de´pend des blocs voisins : deux zones identiques ayant
des blocs voisins diffe´rents ne seront pas restaure´s de la meˆme fac¸on a` cause de la
forme de leurs fonctions de distribution d’intensite´ qui vont eˆtre diffe´rentes, ce qui
ge´ne`re des effets blocs dans l’image re´sultante.
Dans le cas d’images couleurs, l’image est convertie dans l’espace Lab et l’e´ga-
lisation est effectue´e sur la composante luminance.
La figure 4.6 montre l’image avant et apre`s e´galisation. Le re´sultat montre que
nous obtenons une meilleure visibilite´ pour les diffe´rents objets de la sce`ne et l’effet
d’atte´nuation duˆ au brouillard a bien e´te´ re´duit.
La figure 4.7 montre le re´sultat d’e´galisation avec la me´thode CLAHE classique
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Figure 4.6 – Rehaussement du contraste par notre me´thode “CLAHE avec
contraintes brouillard” : En haut a` gauche, l’image originale ; en haut a` droite,
la composante de luminance ; en bas a` gauche, la restauration du contraste de la
composante L ; en bas a` droite, la conversion de l’image restaure´e en couleur
(sans utiliser les contraintes brouillard) en utilisant une feneˆtre de taille 3. Nous
constatons qu’avec notre me´thode, en introduisant des contraintes physiques sur
la sce`ne de brouillard, nous ame´liorons tout aussi bien le contraste des diffe´rents
objets de la sce`ne mais en re´duisant le bruit ge´ne´re´ sur la route, par rapport a`
la me´thode classique. Dans la section suivante, nous allons montrer comment les
Figure 4.7 – Rehaussement du contraste avec “CLAHE classique” sur l’image de
la figure 4.6
effets inde´sirables de l’e´galisation seront re´duits afin d’obtenir une image plus lisse
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et comment les couleurs seront ame´liore´es.
4.1.1.4 Ajustement global de l’intensite´
Comme chaque bloc e´galise´ garde son intensite´ maximale inchange´e, certains
pixels vont toujours contenir une part de brouillard. Nous avons donc choisi d’effec-
tuer un changement global de l’intensite´ de l’image afin de se rapprocher de l’image
sans brouillard. Nous appliquons donc une transformation affine aI0 + b a` l’image
apre`s e´galisation telle que a < 1 et b > 0. Les valeurs optimales de a et b seront
choisies a` l’aide d’un algorithme de recuit simule´ en utilisant notre base de donne´es
FRIDA comme nous allons le voir dans la suite. La figure 4.8 montre le re´sultat
obtenu apre`s ajustement d’intensite´ avec a = 0, 3 et b = 50.
Figure 4.8 – Ajustement affine d’intensite´
4.1.1.5 Carte de transmittance
Comme nous l’avons explique´ dans le chapitre 2, la carte de profondeur est
difficile a` estimer de fac¸on pre´cise. Nous allons donc regrouper les deux variables β
et d dans une seule variable : la transmittance t = e−βd.
Nous de´duisons t en faisant l’hypothe`se que la sce`ne sans brouillard posse`de
un meilleur contraste que celle avec brouillard. Nous supposons donc que l’image
obtenue apre`s e´galisation d’histogramme locale et ajustement global d’intensite´ est
une approximation de l’image I0.
A` partir du mode`le de Koschmieder, nous de´duisons l’expression de la transmit-
tance t en fonction de I et des inconnues I0 et I∞ :
t =
I − I∞
I0 − I∞ (4.2)
4.1.1.6 Exploitation de l’information couleur pour ame´liorer la carte de
transmittance
Dans le cas d’images couleurs, nous convertissons l’image d’entre´e dans un es-
pace couleur tel que Lab. Nous appliquons l’e´galisation d’histogramme locale sur la
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composante luminance et re´cupe´rons les couleurs d’origine a` partir des composantes
chromatiques de l’espace Lab. Ensuite nous appliquons l’e´quation 4.2 sur chaque
canal se´pare´ment et nous choisissons la transmittance finale comme le minimum
des trois transmittances de chaque canal : t = min(tR, tG, tB).
La figure 4.9 montre la carte de transmittance de´duite et l’image restaure´e avec
cette carte.
Figure 4.9 – Carte de transmittance estime´e par le minimum des cartes de trans-
mittance de chaque canal, a` gauche. Re´sultat de la restauration en utilisant cette
carte, a` gauche.
Comme nous l’avons vu dans le chapitre 2, le fait de prendre le minimum des
cartes de transmittance des 3 canaux nous permet d’ame´liorer la couleur des objets
les plus atte´nue´s par le brouillard. En revanche, un de´faut de cette me´thode est que
certaines re´gions de l’image telles que les marquages qui apparaissent blancs dans
l’image avec brouillard n’ont pas, en re´alite´, les meˆmes valeurs d’intensite´s sur les
trois canaux (une faible diffe´rence). L’ope´ration min(tR, tG, tB) va faire ressortir
une couleur. C’est pourquoi ils apparaissent avec une couleur jaune dans l’image
restaure´e. Ce proble`me peut aussi eˆtre rencontre´ dans les zones du ciel qui parfois
ne sont pas blanches (voir figure 4.2) et peuvent avoir diffe´rentes couleurs (bleu,
orange. . . ) en fonction des conditions atmosphe´riques.
4.1.1.7 Lissage de la carte de transmittance
En appliquant a` la carte t un lissage avec une gaussienne bidimensionnelle,
nous allons homoge´ne´iser les diffe´rentes re´gions et re´duire les effets blocs ge´ne´re´s
par l’e´galisation. La figure 4.10 montre la carte de transmittance lisse´e et l’image
restaure´e avec cette carte.
Pour e´liminer les effets blocs, la taille de la gaussienne Gs1 doit eˆtre supe´rieure
de 3 fois minimum (ve´rifie´ expe´rimentalement) a` la taille de la feneˆtre d’e´galisation
ce qui permet de bien lisser les zones uniformes. En revanche, ce processus de´grade
l’image au niveau des contours.
Nous constatons que dans le voisinage des diffe´rents contours de l’image, les
pixels deviennent plus sombres a` cause d’une surestimation de la profondeur due a`
la diffusion par la gaussienne de l’information des objets les plus distants vers les
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Figure 4.10 – Application d’une gaussienne de taille Gs1 = 15 et d’e´cart type
σ = 3 a` la carte de transmittance, a` gauche ; Restauration avec cette nouvelle carte
de transmittance, a` droite
objets les plus proches. De la meˆme fac¸on, certains pixels vont devenir plus clairs
(on rajoute du brouillard) a` cause d’une sous-estimation de la profondeur due a`
la diffusion par la gaussienne de l’information des objets les plus proches vers les
objets les plus distants. Pour re´soudre ce proble`mes nous allons d’abord de´tecter
ces pixels et appliquer un lissage ponde´re´ en fonction de la distance spatiale des
pixels aux contours.
Afin de de´tecter les pixels de´grade´s par le lissage, nous commenc¸ons par de´tecter
les contours a` fort gradient qui correspondent aux re´gions ou` nous avons surestime´
ou sous-estime´ la profondeur. Pour cela, nous utilisons un de´tecteur de Sobel en
fixant un seuil assez haut pour de´tecter les fortes transitions. Ensuite, comme nous
savons que la de´gradation se trouve autour de ses contours et s’e´tale sur une distance
de la meˆme taille que la gaussienne, nous appliquons une simple dilatation de taille
Gs1 aux contours de´tecte´s. Sur ces re´gions, nous calculons la distance de chaque
pixel aux bords comme pre´sente´ sur la figure 4.11.
Figure 4.11 – Distance aux bords de pixels proches des contours.
Nous appliquons finalement aux pixels de ces re´gions un lissage ponde´re´ par les
distances aux bords a` l’aide de l’e´quation 4.3.
t = ∆t2 + (1−∆)t1 (4.3)
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avec ∆ la distance aux bords, t1 et t2 les cartes de transmittance lisse´es avec,
respectivement, une gaussienne de grande taille Gs1 et une gaussienne de petite
taille Gs2.
La figure 4.12 montre la carte de transmittance et la restauration.
Figure 4.12 – Carte de transmittance estime´e et restauration
Nous remarquons sur cette figure que les bords ont e´te´ ame´liore´s et contiennent
moins de pixels sature´s (transmittance surestime´e ou sous-estime´e) par rapport au
premier lissage avec Gs1 (figure 4.10). Toutefois, il reste quelques pixels sature´s. Afin
d’ame´liorer le lissage, nous pouvons ite´rer le processus en appliquant l’e´quation 4.3
plusieurs fois. La figure 4.13 montre le re´sultat apre`s 1, 2 et 4 ite´rations. Nous
remarquons que les bords contiennent moins de pixels de´grade´s (voir les diffe´rents
bords des objets de la sce`ne : marquages, arbre, baˆtiments).
Figure 4.13 – Lissage ite´ratif : re´sultats apre`s 1, 2 et 4 ite´rations
4.1.1.8 Fusion avec approche monde plan
Une me´thode que nous avons trouve´e inte´ressante est celle que nous avons pre´-
sente´e dans le chapitre 2 et qui permet d’estimer la profondeur de la route en
supposant celle-ci plane et en utilisant un calibrage ge´ome´trique en connaissant les
parame`tres et la position de la came´ra.
La restauration du plan de la route avec cette me´thode (en supposant β et I∞
connues) donne de tre`s bons re´sultats quasi comparables a` une restauration ide´ale
dans le cas ou` la route est plane. La figure 4.14 montre la carte de profondeur et la
restauration de la route obtenue avec cette me´thode.
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Figure 4.14 – De gauche a` droite, image originale, profondeur du plan de la route,
restauration et segmentation route/objets verticaux
Le proble`me est que le reste de la sce`ne (objets verticaux) est mal restaure´e
puisque la profondeur est surestime´e. L’e´quation de Koschmieder montre que cette
surestimation de la profondeur fait tendre l’intensite´ de l’image apre`s restauration
vers ze´ro. Sur la figure 4.15, nous avons trace´ la courbe de l’image restaure´e R en
fonction de I et de la distance d.
Figure 4.15 – Trace´ 3D de l’intensite´ de l’image restaure´e en fonction de I et de
d. I∞ = 255 et β = 0, 05.
Cette surestimation peut eˆtre utilise´e en notre faveur afin de de´tecter les objets
verticaux : en segmentant l’image a` l’aide d’un seuil tre`s bas ou nul nous re´cupe´rons
une image binaire correspondant a` la se´paration entre les objets verticaux et le plan
de la route. La figure 4.14 montre les re´sultats de la segmentation obtenues par
cette me´thode. Nous constatons que le monde vertical a e´te´ correctement segmente´.
Nous pouvons, s’appuyant sur cette segmentation, combiner notre me´thode de
restauration avec cette approche. Il s’agira d’appliquer la restauration du monde
plan sur les objets horizontaux et notre algorithme sur les objets verticaux. Un
exemple de cette combinaison est propose´ sur la figure 4.16.
4.1.2 Optimisation des parame`tres : Recuit simule´
Rappelons d’abord les diffe´rents parame`tres de la me´thode :
– Ws : la taille de la feneˆtre d’e´galisation ;
– Gs1 : la taille de la gaussienne (grande taille) ;
– Gs2 : la taille de la gaussienne (petite taille) ;
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Figure 4.16 – Combinaison de notre approche avec l’approche monde plan : carte
de transmittance et restauration
– a et b : les coefficients permettant l’ajustement d’intensite´.
Afin de bien restaurer les de´tails nous avons choisi de fixer le parame`tre Gs2 a`
la valeur 3.
Recuit simule´
Afin de trouver la meilleure combinaison des parame`tres, nous avons commence´
par choisir les parame`tres qui donnent les meilleurs re´sultats en testant diffe´rentes
combinaisons. Ensuite, nous avons applique´ notre restauration sur toutes les images
FRIDA dans le cas d’un brouillard uniforme. Apre`s, nous avons calcule´ l’erreur ab-
solue moyenne de chaque image par rapport a` l’image restaure´e ide´ale et nous avons
de´duit l’erreur moyenne sur toutes les images. Parmi les images FRIDA nous avons
se´lectionne´ 5 images les plus repre´sentatives (ayant une erreur absolue moyenne
proche de la moyenne des erreurs de toutes les images). Sur ces 5 images nous
avons applique´ un algorithme de recuit simule´ [Hwang 1988] afin d’optimiser nos
parame`tres.
Le recuit simule´ est un algorithme d’optimisation ite´ratif permettant de de´duire
un minimum global d’une fonction. Dans notre cas, nous cherchons a` minimiser
l’erreur moyenne entre les 5 images restaure´es et leur correspondant restaure´e ide´ale.
Le principe est le suivant : a` chaque ite´ration une nouvelle configuration de pa-
rame`tres est ge´ne´re´e ale´atoirement dans le voisinage de la pre´ce´dente configuration.
Cette nouvelle configuration est utilise´e pour effectuer la restauration et l’erreur
trouve´e est compare´e a` la meilleure erreur (la plus petite) pre´ce´demment trouve´e.
Une nouvelle configuration est accepte´e syste´matiquement si l’erreur diminue et de
fac¸on ale´atoire, si elle augmente, en fonction d’une variable appele´e tempe´rature,
qui diminue a` chaque ite´ration (cycles de refroidissement). Nous comparons donc
un nombre ale´atoire entre 0 et 1 a` la fonction e
−∆E
kbT , avec −∆E la variation de la
nouvelle erreur par rapport a` la meilleure erreur trouve´e, kb une constante choisie
e´gale a` 1. Si cette probabilite´ est plus grande que le nombre ale´atoire nous acceptons
la configuration : plus l’erreur est grande et plus la tempe´rature diminue, moins la
configuration a de chance d’eˆtre accepte´e.
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L’algorithme est re´pe´te´ jusqu’a` ce qu’il conserve la meˆme configuration apre`s
plusieurs ite´rations conse´cutives.
Afin de garantir la convergence vers un minimum global ou vers un minimum
local tre`s proche du minimum global, nous devons choisir les meilleurs parame`tres
(tempe´rature, loi de de´croissance de la tempe´rature et nombres d’ite´rations succes-
sive et totale) permettant d’assurer la convergence. Pour cela, nous avons essaye´
plusieurs parame`tres et e´tudie´, a` chaque fois, l’allure de la courbe d’erreur. Les
parame`tres se´lectionne´s, dans notre cas, sont : la tempe´rature T = 1, le nombre
d’ite´rations maximum de 10000, le nombre d’ite´rations successives de 100 et un
coefficient de baisse de tempe´rature tel que Ti+1 = 0, 995Ti avec i le temps (ite´ra-
tions).
La figure 4.17 montre l’e´volution de l’erreur en fonction des nombres d’ite´ra-
tions. Nous remarquons que l’erreur augmente parfois sans trop s’e´loigner de la
meilleure erreur pre´ce´demment trouve´e et que vers la fin l’algorithme ne trouve pas
de meilleure solution et arreˆte au bout de 100 ite´rations. Notons que l’algorithme
du recuit simule´ a e´te´ lance´ plusieurs fois afin de s’assurer que nous convergeons
toujours vers le meˆme re´sultat.
Figure 4.17 – Recuit simule´ : e´volution de l’erreur dans le temps. Seulement les
configurations accepte´es par le recuit simule´ sont affiche´es sur cette figure.
Le tableau 4.1 montre les parame`tres se´lectionne´s par le recuit simule´ et qui
donnent le meilleur score (plus petite erreur).
Les valeurs de Ws et Gs1 auxquelles le recuit simule´ converge peuvent eˆtre
explique´es comme suit : les objets les plus distants sont les plus affecte´s par le
brouillard et donc, a` cause de leur petite taille dans l’image, une taille de Ws petite
permet de restaurer leur contraste d’une meilleure fac¸on. De meˆme, les petits
de´tails (signalisation par exemple) dans l’image seront mieux restaure´s avec un
petit Ws. Le parame`tre Gs1 doit eˆtre plus grand que Ws afin d’homoge´ne´iser la
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Parame`tre Ws Gs1 a b
Valeur 5 15 0, 2 40
E´cart type 0, 55 0, 51 0, 06 2, 32
Table 4.1 – Parame`tres optimaux de l’algorithme de´duits par le recuit simule´.
transmittance des objet les plus grands.
E´tude de la sensibilite´
Pour e´tudier la sensibilite´ de la me´thode aux diffe´rents parame`tres nous faisons
varier l’un des parame`tres en fixant les autres a` la meilleure valeur trouve´e par le
recuit simule´. Ensuite, nous calculons l’erreur moyenne sur les 66 images de FRIDA
dans le cas d’un brouillard uniforme. Les figure 4.18, 4.19 et 4.20 montrent les
re´sultats obtenus.
Figure 4.18 – Erreur en fonction de Ws et Gs1
Figure 4.19 – Erreur en fonction de a et b
Nous remarquons sur la figure 4.18 que la me´thode n’est pas tre`s sensible aux
variations de Ws et Gs1 (l’erreur reste comprise entre 22 et 24). Nous choisissons
pour ces parame`tres les valeurs suivantes Ws = 5 Gs1 = 11. Au contraire, la fi-
gure 4.19 montre que la me´thode est plus sensible aux variations de a et b. Nous
se´lectionnons a = 0, 2 et b = 40.
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Figure 4.20 – Erreur en fonction de la distance de visibilite´ pour la restauration
de la route
Comme nous l’avons explique´ pre´ce´demment, la me´thode sans utilisation du
monde plan est insensible aux variations de β puisqu’elle de´pend seulement du
produit βd. Nous e´tudions donc la sensibilite´ a` β en utilisant la me´thode du monde
plan [Hautie`re 2007]. Comme nous l’avons montre´, le parame`tre β est inversement
proportionnel a` la distance de visibilite´ V is. Nous avons choisi de travailler avec V is
au lieu de β. La figure 4.20 montre l’erreur en fonction de V is. Cette courbe pre´sente
un minimum autour de 85m qui correspond a` la distance de visibilite´ utilise´e pour
l’ajout du brouillard dans les images de synthe`se. Nous constatons que la me´thode
avec l’hypothe`se monde plan est tre`s sensible aux variations de V is.
Pour des petites valeurs de V is (infe´rieures a` 40m), l’erreur diminue. En effet,
lorsque V is diminue, une grande partie de l’image est classe´e comme e´tant des
objets verticaux lors de l’e´tape de segmentation. Donc une petite partie de l’image
est restaure´e avec la mauvaise valeur de V is en utilisant le monde plan, le reste de
l’image est restaure´ avec notre me´thode. Et il est moins pe´nalisant de restaurer la
surface de la route avec notre me´thode qu’avec une la me´thode du monde plan et
une V is errone´e.
4.1.3 E´valuation
4.1.3.1 Re´sultats qualitatifs
La figure 4.21 montre les re´sultats de restauration d’images de synthe`se en uti-
lisant la me´thode pre´sente´e sans puis avec l’hypothe`se “monde plan”.
Nous remarquons que la visibilite´ a e´te´ bien ame´liore´e apre`s la restauration.
Nous pouvons dans cette figure comparer les re´sultats obtenus avec deux valeurs de
Ws. Le fait d’utiliser une taille Ws petite permet de mieux restaurer les objets de
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Image originale Brouillard Re´sultat Ws = 3 Re´sultat Ws = 11 monde plan
Figure 4.21 – De gauche a` droite : images originales, images avec brouillard, re´sul-
tats de la restauration avec Ws = 3, re´sultat avec Ws = 11, re´sultat avec le monde
plan. Les autres parame`tres utilise´s pour effectuer la restauration sont Gs1 = 9,
Gs2 = 3, a = 0, 3, b = 50, V is = 85m.
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faible dimension et les de´tails. En revanche, pour les objets de grande dimension, les
contrastes ne vont pas ressembler a` l’image originale. D’un autre coˆte´, une valeur de
Ws plus importante (ici 11) permet de re´soudre ce proble`me et obtenir un meilleur
contraste au niveau des grands objets, comme le montre la quatrie`me colonne de la
figure 4.21. Nous pourrions aussi utiliser diffe´rentes tailles pour effectuer l’e´galisa-
tion et faire une moyenne des re´sultats obtenus afin d’avoir un contraste e´quitable
entre les grand et les petits objets. Cependant, cela demanderait plus de temps
de traitement. Notons aussi que la taille de la feneˆtre peut aussi eˆtre adapte´e en
fonction de la re´solution spatiale de l’image puisque la taille des objets en pixels va
changer.
La figure 4.22 montre les re´sultats obtenus dans le cas d’images re´elles. Ces
images ayant e´te´, pour la plupart, re´cupe´re´es sur internet, nous n’avons donc pas
acce`s aux parame`tres came´ra utilise´s. Aussi, nous n’avons pas utilise´ l’approche
“monde plan”.
Nous remarquons que nous ame´liorons la visibilite´ des de´tails qui sont difficile-
ment visibles dans le brouillard. Nous avons privile´gie´ une tre`s forte restauration
du contraste sur le rendu visuel. En effet, notre me´thode est destine´e a` ame´lio-
rer des syste`mes ADAS. Aussi, nous avons opte´ pour l’estimation de l’intensite´ du
ciel comme e´tant le maximum. Cela ge´ne`re un ciel tre`s colore´ apre`s la restaura-
tion. Notons enfin, comme le montre la dernie`re image, que notre me´thode donne
des re´sultats inte´ressants dans la cas d’un brouillard de nuit lorsque l’intensite´ de
l’e´clairage de la sce`ne est assez e´leve´e.
La figure 4.23 montre les re´sultats obtenus sur des images de la base de donne´es
Karlsruhe pre´sente´e dans le chapitre 3. Nous constatons que l’image devient tre`s
sombre apre`s restauration. Une fac¸on d’ame´liorer le re´sultat est d’appliquer une
e´galisation globale apre`s restauration, comme pre´sente´ dans la dernie`re ligne de
chaque colonne de la figure. Nous allons montrer dans la section 4.2.1 une autre
fac¸on pour surmonter ce proble`me.
Nous allons, dans la suite, pre´senter les re´sultats d’e´valuation quantitatifs de la
me´thode sur les bases de donne´es FRIDA et Karlsruhe.
4.1.3.2 Re´sultats quantitatifs
Afin d’e´valuer les re´sultats de manie`re objective, nous comparons l’erreur de
restauration obtenue avec notre me´thode a` diffe´rentes approches. La base d’images
de synthe`se FRIDA et la base d’images re´elles Karlsruhe ont e´te´ utilise´es pour
effectue´ l’e´valuation. L’erreur d’e´valuation est calcule´e comme e´tant l’erreur absolue
moyenne entre l’image restaure´e et l’image restaure´e ide´ale (voir chapitre 3).
Les re´sultats obtenues sur ces deux bases de donne´es sont pre´sente´s dans les
tableaux 4.2 et 4.3. Les valeurs d’erreur des diffe´rentes me´thodes ont e´te´ extraites
de [Tarel 2010]. Nous avons e´valuer notre me´thode avec et sans l’hypothe`se “monde
plan”. Les parame`tres utilise´s correspondent a` ceux se´lectionne´s par le recuit simule´.
Nous constatons que pour les diffe´rents types de brouillard, les re´sultats obtenues
avec notre me´thode, avec et sans monde plan, donnent un meilleur score (plus petite
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Image originale Restauration
Figure 4.22 – Images originales et restaure´es avec Ws = 11, Gs1 = 21, Gs2 = 11,
a = 0, 3, b = 50. L’intensite´ du ciel est estime´ comme e´tant le maximum sur toute
l’image
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(a) (b) (c)
(d) (e) (f)
Figure 4.23 – Base d’images de Karlsruhe. Dans chaque colonne (a),(b),(c),(d),(e)
et (f) nous montrons l’image originale sans brouillard, ajout du brouillard, restau-
ration avec Ws = 11, Gs1 = 21, Gs2 = 11, a = 0, 3, b = 50 et restauration globale
du contraste pour une meilleur visibilite´.
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erreur) par rapport aux autres me´thodes. Les re´sultats obtenues sur les deux bases
de donne´es sont similaires.
Algorithme Uniforme β variable I∞ variable Mixte Tous les types
Aucun 81,6±12,3 78,7±12,3 69,0±10,9 66,4±10,8 73,9±13,2
MSR 46,7±12,3 86,4±24,7 44,8±17,1 83,7±24,9 65,4±28,9
CLAHE 66,9±10,7 64,5±9,7 54,5±8,5 54,6±7,8 60,1±10,9
DCP 46,3±15,6 46,9±17,0 43,7±16,2 44,1±17,5 45,1±16,7
NBPC 50,8±11,5 50,5±11,5 38,5±9,0 38,0±8,7 44,5±12,1
NBPC+PA 31,1±10,2 36,0±10,3 26,7±5,1 28,4±5,9 30,6±8,9
CLAHE FOG 30,9±11,1 25,9±7,1 23,5±6,1 24,4±5,9 26,1±8,3
CLAHE FOG+PA 29,6±11,3 24,0±7,7 25,7±4,4 25,2±6,2 26,1±8,1
Table 4.2 – E´valuation quantitative et comparaison avec d’autres me´thodes sur les
images de synthe`ses : Retinex (MSR), e´galisation d’histogramme locale classique
(CLAHE), hypothe`se Dark Channel (DCP), contraintes sur le voile (NBPC), NBPC
+ hypothe`se monde plan (NBPC + PA)et notre approche (CLAHE FOG). Les
valeurs sont l’erreur absolue moyenne entre l’image restaure´e et la restaure´e ide´ale
et les e´carts-type sur les 4 types de brouillard : uniforme, densite´ β variable, intensite´
du ciel I∞ variable, β et I∞ variables et la moyenne sur les 4 types.
4.2 Ame´lioration du rendu visuel
Dans cette section, nous allons pre´senter les ame´liorations effectue´es sur notre
me´thode de fac¸on a` obtenir un meilleur rendu visuel.
4.2.1 Accroissement de la dynamique
La premie`re ame´lioration consiste en une modification des e´tapes et des para-
me`tres de la me´thode pre´ce´dente afin d’augmenter la dynamique de l’image restau-
re´e tout en conservant les couleurs.
En effet, dans la me´thode pre´ce´dente, le parame`tre b d’ajustement d’intensite´
permet d’obtenir une image globalement proche de l’image sans brouillard mais atte´-
nue les contrastes (a` la diffe´rence du parame`tre a qui ne modifie pas les contrastes).
Aussi la premie`re modification est de choisir b = 0. La figure 4.24 montre le re´sultat
obtenu, sur l’image pre´sente´ pre´ce´demment dans la figure 4.2, tel que a = 0, 5 et
b = 0. En comparant le re´sultat avec la me´thode pre´ce´dente, nous constatons une
ame´lioration des contrastes.
Dans l’algorithme initial, les informations couleurs sont exploite´es pour ame´-
liorer la carte de transmittance (section 4.1.1.6 avant l’e´tape de lissage de celle-ci
(section 4.1.1.7). Cependant, cette dernie`re re´duit et de´cale la dynamique de l’image.
Le proble`me est qu’une fois que les informations couleur et contraste sont me´lan-
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Algorithme Uniforme β variable I∞ variable Mixte Tous les types
Aucun 73,1±8,9 71,4±10,1 61,8±8,0 60,4±8,5 66,6±10,5
MSR 47,5±8,8 74,5±21,7 47,6±14,0 72,2±20,4 60,5±10,5
CLAHE 53,4±8,8 55,8± 9,4 47,1±7,6 49,6±7,8 51,5±9,1
DCP 32,8±14,1 36,2±10,2 34,9±14,2 36,9±11,5 35,1±12,7
NBPC 41,8±6,7 43,0±6,4 35,8±5,3 36,5±4,8 39,3±6,7
NBPC+PA 29,8±5,9 31,5±6,8 27,3±5,7 29,6±6,7 28,8±6,6
CLAHE FOG 29,7±5,0 32,2±4,0 26,5±6,0 28,8±5,0 29,3±5,0
CLAHE FOG+PA 28,2±5,0 30,9±4,7 27,4±5,5 29,6±5,5 29,1±5,2
Table 4.3 – E´valuation quantitative et comparaison avec d’autres me´thodes sur
des images re´elles avec brouillard synthe´tique : Retinex (MSR), e´galisation d’his-
togramme locale classique (CLAHE), hypothe`se Dark Channel (DCP), contraintes
sur le voile (NBPC), NBPC + hypothe`se monde plan et notre approche (CLAHE
FOG). Les valeurs sont l’erreur absolue moyenne entre l’image restaure´e et la res-
taure´e ide´ale et les e´carts-type sur les 4 types de brouillard : uniforme, densite´ β
variable, intensite´ du ciel I∞ variable, β et I∞ variables et la moyenne sur les 4
types.
Figure 4.24 – A` gauche, image restaure´ avec les parame`tres optimise´s (a = 0, 3 et
b = 50) ; a` droite, image restaure´ avec a = 0, 5 et b = 0
ge´es au travers du lissage, revenir a` la dynamique initiale de l’image, par l’ope´ration
inverse de aI + b, introduit des couleurs tre`s sature´es.
La solution que nous proposons est de se´parer les e´tapes ame´lioration du
contraste et lissage de l’e´tape re´haussement des contrastes. Le nouvel algorithme
est le suivant :
1. Ame´lioration des contrastes de la luminance L de l’image originale I dans
l’espace couleur Lab ;
2. Ajustement d’intensite´ de la luminance de l’image apre`s e´galisation d’histo-
gramme locale : a.Lheq avec a choisi empiriquement e´gal a` 0, 6 ;
3. Estimation de la carte de transmittance de la luminance t = L−L∞a.Lheq−L∞ . L’in-
tensite´ du ciel L∞ est choisie comme le maximum de L ;
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4. Lissage de la carte de transmittance ;
5. Restauration avec la transmittance lisse´e ;
6. Ajustement inverse d’intensite´ de l’image restaure´e R/a afin de re´cupe´rer la
dynamique initiale de l’image ;
7. Conversion de l’image restaure´e en couleur (RGB) a` l’aide des composantes
chromatiques de l’image originale dans l’espace couleur Lab ;
8. Rehaussement des couleurs : estimation de la transmittance sur chaque canal
R, G et B ensuite, estimation de la carte de transmittance finale comme le
minimum des trois cartes. L’intensite´ du ciel de chaque canal est choisie comme
le maximum du canal correspondant dans l’image originale : Ic∞ = max(Ic)
avec c ∈ {R,G,B} ;
9. Restauration finale en utilisant la carte de transmittance de´duite : applications
du mode`le de Koschmidier inverse avec Ic∞ = max(Ic).
La figure 4.25 montre les re´sultats obtenus apre`s les e´tapes 7 et 9. La premie`re
image posse`de un meilleur contraste que celle issue de l’algorithme initial (4.24) mais
les couleurs sont toujours atte´nue´es. Par l’utilisation des deux dernie`res e´tapes (8
et 9), la couleur bleuaˆtre du ciel ressort toujours mais de´grade moins l’aspect visuel
de l’image restaure´e.
Figure 4.25 – Ame´lioration du rang dynamique. A` gauche, image restaure´e obtenue
a` l’e´tape 7 de l’algorithme, juste avant le rehaussement des couleurs ; a` droite, image
restaure´e finale.
La figure 4.26 pre´sente l’image restaure´e avec l’algorithme initial et l’image
restaure´e finale du nouvel algorithme sur l’image de synthe`se pre´ce´demment utilise´e.
Le re´sultat visuel de la nouvelle approche apparaˆıt moins bon, en particulier sur
les baˆtiments. Cela vient du fait que la nouvelle approche conserve les couleurs
de l’image originale et qu’en pre´sence d’un fort brouillard, les murs apparaissent
blanc. Cependant, nous pouvons constater que les marquages sont quant a` eux bien
restaure´s et ne pre´sentent pas une couleur orange´e comme dans la me´thode initiale.
Enfin, le contraste de l’image issue de la nouvelle me´thode est bien plus important
car toute la dynamique est utilise´e.
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Figure 4.26 – De gauche a` droite, image restaure´e avec l’algorithme initial et image
restaure´e finale du nouvel algorithme.
4.2.2 Lissage de la carte de transmittance par un filtre bilate´ral
Comme nous l’avons vu dans chapitre 2, il existe de nombreuses me´thodes de
lissage. Notre choix d’effectuer le lissage de la carte de transmittance, comme nous
l’avons de´crit dans la section 4.1.1.7, est justifie´ par le fait qu’il ne ne´cessite pas
beaucoup de temps de traitement et qu’il est donc adapte´ aux syste`mes ADAS.
Cependant, afin de limiter les effets blocs induit par l’e´galisation et pour des appli-
cations ne ne´cessitant pas le temps re´el, nous avons e´tudie´ le filtre bilate´ral.
Celui-ci permet de lisser les zones uniformes tout en conservant les contours
d’une image guide. Afin d’obtenir une image ayant des contours proche de ceux
de l’image originale, nous utilisons un filtre bilate´ral guide´ par l’image d’entre´e. Le
reste de l’algorithme, pre´sente´ dans la section 4.2.1, est identique sauf que les poids
Wng du filtre sont calcule´s a` partir de l’image d’entre´e.
La figure 4.27 montre les re´sultats obtenus avec ce filtre. Nous constatons que
l’image est beaucoup plus lisse compare´e a` la me´thode pre´ce´dente, qu’elle ne contient
pas d’artefacts et que les contours ne sont pas de´grade´s.
Figure 4.27 – De gauche a` droite, image restaure´e par l’algorithme de la section
4.2.1 et image restaure´e en utilisant le lissage de t par un filtre bilateral guide´ sur
l’image d’entre´e.
Du point de vue qualite´ d’image, ce lissage bilate´ral va induire une perte de
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Image originale Restauration
Figure 4.28 – Restauration avec le filtre bilate´rale et l’accroissement de la dyna-
mique
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Image originale Restauration
Figure 4.29 – Restauration avec le filtre bilate´rale et l’accroissement de la dyna-
mique
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contraste par rapport a` la me´thode pre´ce´dente. Il faudra adapter le choix du lissage
a` l’application souhaite´e. Pour un observateur humain, le filtrage bilate´ral sera a`
privile´gier. En revanche, pour effectuer des traitement sur l’image restaure´e, nous
estimons que le lissage initial sera de meilleure qualite´.
Les figures 4.28 et 4.29 montrent les re´sultats obtenus en utilisant un filtre
bilate´ral et l’accroissement de la dynamique de l’image.
Nous observons que les images noir et blanc obtenues affichent une meilleure
visibilite´ que celles obtenues dans la section 4.1.3.1. Quant aux images couleurs,
malgre´ les variations de la couleur du ciel d’une image a` l’autre, nous obtenons des
couleurs re´alistes dans l’image restaure´e.
4.2.3 Couleur
Afin d’ame´liorer le rendu colorime´trique le l’image restaure´e, nous avons e´tudie´
les modifications induites par l’e´quation de Koschmieder sur chacun des canaux
dans l’espace HSV . Dans l’e´quation 4.1, la teinte H ne change pas entre l’image
originale et l’image restaure´e. En revanche, la saturation S va eˆtre modifie´e suivant
l’e´quation SR = t.SI , avec SR la saturation de l’image restaure´e, SI la saturation
de l’image originale et t la transmittance. Ainsi, en estimant la transmittance de la
sce`ne sur la luminance V , nous pouvons de´duire la saturation de l’image restaure´e.
Figure 4.30 – Restauration (Image restaure´e avec couleurs originales et image avec
des couleurs rehausse´es
La figure 4.30 montre la comparaison entre la restauration en utilisant les cou-
leurs originales et le re´sultat obtenu avec cette me´thode. Nous constatons que les
couleurs sont moins sature´es au niveau des objets colore´s. Le de´faut de cette me´-
thode est qu’au niveau du ciel la transmittance n’est pas tre`s bien estime´e ce qui
introduit des couleurs sature´es dans le cas d’un ciel colore´.
4.3 Conclusion
Nous avons propose´, dans ce chapitre, une me´thode de restauration d’images
de brouillard fonde´e sur le mode`le optique du brouillard et sur une approche signal
(e´galisation d’histogramme). L’e´valuation de la me´thode sur des bases de donne´es
d’images de synthe`se et re´elles montre que quantitativement nous obtenons un gain
4.3. Conclusion 101
non ne´gligeable par rapport a` d’autres me´thodes de l’e´tat de l’art. Les re´sultats
qualitatifs montrent aussi que nous ame´liorons la visibilite´ de la sce`ne meˆme pour
les objets les plus e´loigne´s et qui sont les plus de´grade´s par l’effet du voile atmo-
sphe´rique. Le traitement des images se fait en temps re´el et une telle me´thode peut
donc eˆtre embarque´e dans des ve´hicules.
Nous avons propose´ des modifications permettant d’ame´liorer le rendu visuel de
la me´thode. En particulier, l’accroissement de la dynamique permet a` la me´thode
d’eˆtre plus robuste aux changements de couleur du ciel (l’image restaure´e garde le
meˆme aspect couleur que l’image originale) et d’obtenir une image avec un meilleur
contraste global. D’un autre coˆte´, un lissage par filtre bilate´ral plus robuste aux
bruit a e´te´ adapte´ a` notre proble`me.
Du fait du caracte`re modulaire de notre algorithme, chacune des e´tapes de notre
algorithme peut eˆtre remplace´e par d’autres me´thodes accomplissant la meˆme taˆche
et qui peuvent eˆtre adapte´es aux objectifs de l’application souhaite´e (meilleur rendu
visuel, contraste, couleur. . . ).
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Restauration d’images de pluie
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5.1 Introduction
Le proble`me qui nous inte´resse dans cette partie est la restauration d’images
de´grade´es par des gouttes de pluie focalise´es pre´sentes sur le pare-brise. Des travaux
sont en cours pour la de´tection des gouttes de´focalise´es.
Apre`s la de´tection des gouttes focalise´es par un algorithme approprie´
[Cord 2011], le but de la restauration des images de pluie dans notre cadre d’e´tude
des ADAS, est de reconstruire les parties masque´es par les gouttes en utilisant les
informations disponibles dans l’image. Nous supposons donc la position des zones
a` remplir connue.
Nous pouvons envisager l’utilisation du mode`le optique afin de restaurer l’image,
sauf que, dans notre cas, les gouttes sont de petites tailles et l’information contenue
dans le bloc de pixels de la goutte est insuffisante pour reconstruire l’arrie`re plan.
En revanche, les me´thodes d’“inpainting”, que nous allons pre´senter dans la suite,
sont bien adapte´es pour reconstruire des zones peu e´tendues.
Le plan de ce chapitre est le suivant : nous commenc¸ons par expliquer ce qu’est
l’“inpainting” et quels sont les diffe´rents types d’approches existantes. Ensuite, pour
chaque type d’approches, nous allons pre´senter des exemples de me´thodes de l’e´tat
de l’art. Nous avons ensuite se´lectionne´ un type d’approche pour notre proble´ma-
tique. Pour ce type d’approches, 2 me´thodes existantes ont e´te´ teste´es. La me´thode
104 Chapitre 5. Restauration d’images de pluie
que nous avons juge´e la plus pertinente a e´te´ retenue et adapte´e au cas d’images
routie`res.
5.2 Ge´ne´ralite´s sur l’“inpainting”
L’“inpainting” (ou retouche d’images en franc¸ais) est la technique qui consiste
a` modifier une image de telle fac¸on que la modification soit inde´tectable pour un
observateur ne connaissant pas l’image d’origine.
Conside´rons le cas d’une image contenant des zones de´grade´es dont les posi-
tions sont connues. L’“inpainting” consiste a` restaurer l’information manquante en
utilisant les donne´es spatiales et/ou temporelles voisines.
Notons la diffe´rence avec le de´bruitage d’images qui suppose que chaque pixel
contient a` la fois l’information et le bruit, alors que l’“inpainting” conside`re que la
zone de´grade´e ne contient aucune information. Les me´thodes de de´bruitages clas-
siques ne peuvent donc pas s’appliquer.
Dans la litte´rature il existe trois types de techniques d’“inpainting”. Cer-
taines me´thodes utilisent les informations temporelles [Patwardhan 2005, Pat-
wardhan 2007], d’autres les informations spatiales [Bertalmio 2000, Tang 2005,
Elango 2009, Bornemann 2007], d’autres la synthe`se de texture [Tang 2005, Cri-
minisi 2004] et quelques me´thodes utilisent une combinaison de ces 3 types d’ap-
proches [Sun 2005, Do 2006, Komodakis 2006]. Chacune de ces me´thodes pre´sente
des points forts et des de´fauts. Par exemple, les algorithmes spatiaux pre´servent
bien les structures mais ne restaurent pas bien les textures. Le proble`me avec les
me´thodes utilisant une se´quence vide´o est qu’elles supposent que l’information est
pre´sente dans plusieurs images et ne fonctionnent que pour des zones de petites
tailles. Les algorithmes de synthe`se de textures permettent de remplir des re´gions
larges mais l’utilisateur doit spe´cifier la texture utilise´e en plus des re´gions a` remplir.
Les applications de l’“inpainting” sont nombreuses : restauration de photos en-
dommage´es, e´limination des e´critures et des objets inde´sirables dans l’image. . .
La figure 5.1 montre un exemple illustrant cette technique.
Figure 5.1 – Image originale, re´gions a` remplir et re´sultat de l’“inpainting” [Cri-
minisi 2004]
5.3. E´tat de l’art 105
Dans la section suivante, nous allons pre´senter quelques exemples de me´thodes
d’“inpainting” (les plus classiques) pour chaque type d’approches.
5.3 E´tat de l’art
5.3.1 “Inpainting” de re´gions contenant des structures
La me´thode propose´e par l’auteur [Bertalmio 2000] et que nous allons pre´senter
dans cette partie est destine´e a` remplir des re´gions ayant comme fond des structures
(contours tels que des lignes ou des courbes). Pour cela nous propageons d’une
manie`re lisse l’information a` partir des zones voisines. L’algorithme utilise´ a la
forme ite´rative suivante :
It+1(x, y) = It(x, y) +AIˆt(x, y), ∀(x, y) ∈ Ω (5.1)
avec t le temps, A le taux d’ame´lioration, Iˆt est “l’ame´lioration” de It(x, y) que nous
avons besoin de de´terminer et Ω la re´gion a` remplir.
Notons la ressemblance avec l’e´quation de diffusion vue pre´ce´demment (voir
chapitre 2). En effet, cette e´quation correspond a` une fac¸on de mettre en œuvre
l’e´quation de diffusion.
Notons que l’algorithme n’est applique´ que dans les re´gions a` remplir.
Soit Lt(x,y) l’information a` propager et
−−−−−→
Nt(x, y) la direction de propagation telle
que :
Iˆt(x, y) =
−−−−→
δLt(x,y).
−−−−→
Nt(x,y) (5.2)
avec
−−−−−−→
δLt(x, y) une mesure du changement d’information (gradient par exemple).
Comme nous voulons que la propagation soit lisse, Lt(x, y) doit eˆtre un
estimateur lisse. Nous conside´rons un estimateur Laplacien : Lt(x, y) := ∆Lt(x, y).
La direction de propagation peut eˆtre de´finie comme la normale aux bords δΩ
de la re´gion Ω comme le montre la figure 5.2. Cependant, cela ne donne pas toujours
de bons re´sultats a` cause des formes arbitraires que peuvent prendre les bords δΩ
(voir figure 5.2).
Figure 5.2 – De´fauts induit par le choix de la direction de propagation normale
aux bords. Le vecteur en rouge correspond a` la direction des isophotes.
106 Chapitre 5. Restauration d’images de pluie
Une meilleure solution est de choisir comme direction
−−−−−→
Nt(x, y), la direction des
lignes de contours arrivant a` δΩ et ayant les meˆmes valeurs de niveau de gris (fle`che
rouge sur la figure 5.2) ou ce que nous appelons des “isophotes”. Pour cela, nous
conside´rons une rotation du gradient qui nous donne la direction de la plus petite
variation spatiale qui correspond a` la direction des lignes de contours :
−−−−→
Nt(x,y) = 5⊥It(x, y) (5.3)
Notons que la direction varie dans le temps ce qui donne de meilleurs re´sultats
que si la direction est fixe´e de`s le de´part en permettant de reconnecter les contours
arrivant aux bords δΩ.
Pour une meilleure de´tection des isophotes nous appliquons a` toute l’image une
diffusion (gaussienne ou Perona et Malik par exemple) afin de re´duire la quantite´
de bruit. Apre`s quelques ite´rations de l’algorithme d’“inpainting” de´crit ci-dessus
nous appliquons une nouvelle diffusion et ainsi de suite.
Dans le cas d’images couleurs l’algorithme est applique´ de fac¸on inde´pendante
sur chaque canal.
La me´thode requiert environ 5 minutes pour effectuer l’“intpainting” d’images
couleurs. Le temps de traitement de´pend aussi de la taille des re´gions a` retoucher.
Les figures 5.3 et 5.4 montrent les re´sultats que nous pouvons obtenir avec cette
me´thode :
Figure 5.3 – Re´sultat d’“inpainting” avec la direction de propagation suivant les
lignes de contours
Dans ce qui suit nous allons pre´senter une me´thode utilisant la diffusion des
informations spatiales permettant d’effectuer l’“inpainting” d’images d’une fac¸on
rapide.
5.3.2 “Inpainting” rapide par diffusion isotropique
L’algorithme [Richard 2001] que nous allons pre´senter dans cette section est
destine´ a` l’“inpainting” de re´gions locales ayant de petites tailles en utilisant un
mode`le simple et rapide. L’hypothe`se faite par l’auteur est que le syste`me visuel
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Figure 5.4 – E´limination du texte d’une image [Bertalmio 2000].
humain peut tole´rer une certaine quantite´ de flou dans des re´gions ne contenant pas
des contours a` fort gradient.
Une version simple de la me´thode est de convoluer les re´gions a` remplir avec
un noyau de diffusion de manie`re ite´rative. Nous pouvons utiliser une diffusion
isotropique : noyau gaussien dont la valeur du pixel central est nulle. L’auteur
[Richard 2001] propose les noyaux suivants :a b ab 0 b
a b a
 c c cc 0 c
c c c

Figure 5.5 – Noyaux de diffusion utilise´es par l’auteur [Richard 2001].
a = 0, 073235 b = 0, 176765 c = 0, 125.
L’algorithme permet de restaurer l’images en quelques secondes (entre 300 ms et
4 sec) mais n’est pas aussi robuste aux re´gions contenants des structures (contours)
que l’est le processus de diffusion anisotropique pre´sente´ dans la section pre´ce´dente.
La figure 5.6 montre le re´sultat obtenu par cette me´thode. Nous remarquons que
dans les zones a` forts gradients nous introduisons du flou.
Figure 5.6 – Dans l’image a` gauche les re´gions a` remplir sont en jaunes et le
re´sultat d’“inpainting” [Richard 2001] a` droite apre`s 100 ite´rations
Pour se rapprocher d’une diffusion anisotropique l’auteur propose que l’utilisa-
teur spe´cifie de manie`re interactive la barrie`re des contours arrivant a` δΩ afin de
stopper la diffusion dans ces zones. Les figures 5.7 et 5.8 montrent le re´sultat obtenu
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par cette me´thode.
Figure 5.7 – Dans l’image a` gauche les re´gions a` remplir sont en jaunes et les
barrie`res de diffusion en rouges spe´cifie´es par l’utilisateur et le re´sultat d’“inpainting”
[Richard 2001] a` droite apre`s 100 ite´rations.
Figure 5.8 – Re´sultats d’“inpainting” [Richard 2001] sur l’image pre´ce´demment
pre´sente´e dans la figure 5.4
Le proble`me avec les me´thodes de diffusion est qu’elles ne sont pas efficaces
dans le cas ou` la re´gion a` remplir est cense´e contenir des textures. Nous allons
pre´senter maintenant des me´thodes utilisant la synthe`se de texture pour effectuer
l’“inpainting”.
5.3.3 Synthe`se de texture
L’“inpainting” par synthe`se de texture consiste en deux e´tapes :
1. Recherche du meilleur bloc correspondant a` la re´gion a` remplir en utilisant la
similarite´ des textures.
2. Coller le bloc se´lectionne´ dans la re´gion a` remplir a` une position pre´cise.
Le proble`me de ce type de me´thode est que la recherche du bloc en plus d’eˆtre
couˆteuse en temps de calcul peut parfois induire des erreurs qui vont se propager
aux re´gions voisines et le re´sultat sera inacceptable.
La recherche des re´gions peut eˆtre effectue´e en cherchant dans toute l’image les
blocs similaires avec une grande priorite´ aux isophotes [Criminisi 2004] afin de pre´-
server les structures (meˆme hypothe`se que la me´thode d’“inpainting” par diffusion
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anisotropique dans le chapitre 2). La figure 5.9 montre un exemple illustrant cette
me´thode.
Figure 5.9 – Image de gauche montrant la recherche du bloc Ψp a` remplir dans les
re´gions de l’image contenant des isophotes. Ψq′ et Ψq′′ sont deux blocs candidats et
a` droite le re´sultat de l’“inpainting”
La se´lection du bloc utilise´ est effectue´e en mesurant une priorite´ pour chaque
bloc de la fac¸on suivante :
P (p) = C(p)D(p) (5.4)
avec p la position du pixel central du bloc a` remplir et
C(p) =
∑
q∈Ψp∩ΩC(q)
| Ψp | (5.5)
est la confiance qui indique la fiabilite´ du bloc candidat, | Ψp | est l’aire du bloc Ψp,
Ω la re´gion a` remplir. C(p) est initialise´ tel que C(p) = 0 dans les re´gions a` remplir
et C(p) = 1 dans le reste de l’image.
D(p) =
| 5I⊥p .np |
α
(5.6)
est le terme des donne´es qui donne la priorite´ aux isophotes, α un facteur de nor-
malisation e´gal a` 255 pour une image en niveaux de gris 8 bits, np est la normale
aux bord δΩ et 5I⊥p l’isophote comme le montre la figure 5.10.
Afin de re´duire la zone de recherche l’auteur [2004] propose une me´thode utili-
sant les champs de Markov ale´atoire (MRF) permettant de limiter la recherche aux
re´gions voisines.
Pour cela l’image est segmente´e en plusieurs re´gions en fonction de la similitude
de texture des re´gions. L’auteur [Tang 2005] propose d’utiliser un algorithme du
“mean shift” [Comaniciu 2002]. Durant le processus d’“inpainting” la recherche est
limite´e aux re´gions qui intersectent avec le bloc a` remplir. Cet algorithme restaure
bien les blocs qui appartiennent a` une seule re´gion de segmentation. Dans le cas
contraire la restauration peut induire des erreurs.
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Figure 5.10 – Direction des isophotes 5I⊥p , Φ e´tant la zone de recherche
Une mesure de cohe´rence permet de se´lectionner le meilleur bloc parmi tous les
blocs candidats. Cette mesure utilise les pixels voisins les plus proches en les faisant
voter comme nous allons le montrer.
Conside´rons, comme sur la figure 5.10, Φ la re´gion source. Nous mesurons la
distance moyenne MDΦ de la re´gion Φ comme suit :
MDΦ =
∑
i∈[0,N ]
|| qi, cqi ||
N
(5.7)
avec qi un point de Φ, cqi la position du bloc a` copier dans la re´gion source, N le
nombre de pixels dans Φ et || ∗ || la distance euclidienne.
D’un autre coˆte´ nous mesurons la distance moyenne de la re´gion a` remplir Ψ−Φ
tel que :
MDΨp−Φ =
∑
i∈[0M ]
|| pi, cpi ||
M
(5.8)
avec pi ∈ Ψ− Φ et cpi son correspondant dans le bloc candidat et M le nombre de
point dans Ψ− Φ.
La confiance se calcule de la fac¸on suivante :
CΨp =
1
|MDΦ −MDΨp−Φ |
(5.9)
Nous se´lectionnons donc le bloc qui maximise cette confiance :
argmaxΨqCΨq (5.10)
Afin de re´duire les discontinuite´s qui peuvent encore exister, les Graph-cut
[Efros 2001,Kwatra 2003] peuvent eˆtre utilise´s afin de se´lectionner le bloc qui pourra
rejoindre les re´gions pre´ce´demment remplies de la meilleure fac¸on.
La figure 5.11 montre les re´sultats obtenus par cette me´thode.
Dans le cas ou` nous avons acce`s a` une vide´o l’information temporelle peut eˆtre
tre`s utile. Nous allons pre´senter, dans la suite, des me´thodes utilisant une se´quence
d’images afin de re´cupe´rer l’information manquante.
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Figure 5.11 – Premie`re ligne : image originale (a` gauche), re´sultat de la segmenta-
tion en re´gions ayant des textures similaires (au milieu) et re´sultat de l’“inpainting”
[Tang 2005] (a` droite). Deuxie`me ligne : image originale (a` gauche) et re´sultat de
l’“inpainting”.
5.3.4 “Inpainting” vide´o
L’auteur [Patwardhan 2005] a propose´ une me´thode utilisant une came´ra immo-
bile, qui en supposant que la sce`ne est essentiellement constitue´e de fond stationnaire
et de quelques objets en mouvement, permet l’“inpainting” de re´gions appartenant
au fond et cache´es par les objets en mouvement. Une variante de cette me´thode
propose´e par le meˆme auteur permet de reconstruire des objets en mouvement par-
tiellement cache´s en supposant que le mouvement est globalement consistant.
Pour cela, nous de´tectons d’abord si un pixel est en mouvement ou non a` l’aide
du flot optique. Ceci va permettre d’e´liminer automatiquement les objets en mou-
vement. Nous pouvons aussi spe´cifier la zone a` remplir.
Les fonds stationnaires sont reconstruits dans un premier temps a` partir des
re´gions non endommage´es (pixels conside´re´s comme stationnaires) en les copiant
dans les re´gions endommage´es (pixels non stationnaires). Pour cela, la mesure de
priorite´ [Criminisi 2004] que nous avons pre´sente´e dans la section pre´ce´dente est
utilise´e. Toutefois, il reste des pixels endommage´s formant un trou dans toute les
trames de la vide´o. Ces pixels sont remplis en utilisant l’information spatiale a`
l’aide de la meˆme mesure de priorite´ des blocs pre´sente´e dans [Criminisi 2004]. La
figure 5.12 montre le re´sultat obtenu sur 4 trames d’une vide´o.
Dans la suite, nous allons pre´senter le type d’approches se´lectionne´ (EDP de
diffusion). Deux me´thodes plus e´volue´es que celles que nous avons vues dans cette
section seront pre´sente´es. La me´thode la plus pertinente parmi ces deux me´thodes
a e´te´ retenue et adapte´e a` notre proble`me.
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Figure 5.12 – Premie`re ligne : 4 trames contenant des objets en mouvement et des
objets stationnaires. Les objets stationnaires et le corps humain en mouvement a`
e´liminer sont encadre´s en rouge. Deuxie`me ligne : re´sultat de l’“inpainting” [Pat-
wardhan 2005].
5.4 Me´thodes se´lectionne´es
Dans le cas d’images routie`res, les parties a` reconstruire sont constitue´es essen-
tiellement de structures ge´ome´triques : courbe de la route, marquages et panneaux.
Les zones texture´es telles que les arbres nous inte´ressent moins. Nous avons donc
teste´ 3 me´thodes d’“inpainting”par EDP : la me´thode [Richard 2001] pre´sente´e dans
la section 5.3.2 et 2 autres me´thodes plus e´volue´es que nous allons pre´senter dans
la suite. Ces me´thodes EDP ont l’avantage d’eˆtre plus rapides que des me´thodes
utilisant la vide´o et posent moins de proble`mes lorsque la came´ra et les objets de
la sce`ne sont mobiles. En plus, elles sont faciles a` mettre en œuvre.
La me´thode [Richard 2001] utilisant un lissage isotropique rapide (voir section
5.3.2), comme nous l’avons vu, ge´ne`re du flou dans les parties a` reconstruire (voir
figure 5.13) .
Figure 5.13 – De gauche a` droite : image originale avec les zones a` remplir en blanc
et image restaure´e par diffusion isotropique rapide [Richard 2001] : convolutions
successives par un noyaux gaussien
Nous avons donc se´lectionne´ deux me´thodes de diffusion par EDP plus re´centes
et plus e´volue´es. La premie`re me´thode que nous avons exploite´e [Telea 2004] permet
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de restaurer l’image sans ge´ne´rer de flou. La deuxie`me me´thode [Bornemann 2007]
est une ame´lioration de la premie`re. Elle permet de mieux restaurer les structures
ge´ome´triques. Nous allons pre´senter dans la suite ces deux me´thodes.
5.4.1 Algorithme de Telea
Cette me´thode [Telea 2004] utilise le principe de diffusion explique´ pre´ce´dem-
ment dans le chapitre 2 (de´bruitage). Conside´rons Ω la re´gion a` remplir, ∂Ω les
bords de Ω, p le pixel a` remplir et Bε(p) un voisinage circulaire de p de taille ε.
L’“inpainting” de p consiste a` diffuser l’information non de´grade´e de Bε(p) vers p.
La figure 5.14 illustre le principe d’“inpainting”.
Figure 5.14 – Principe de l’“inpainting” : (a) Propagation de l’information de la
zone Bε/Ω vers le pixel p de la re´gion Ω a` remplir. (b) gradient ∇I(q) au point q,
N normale au bords et (p− q) le vecteur qp
Pour un point q ∈ Bε(p)/Ω sa contribution Iq(p) dans le remplissage de p s’e´crit,
a` partir de l’e´quation de diffusion en faisant une approximation du premie`re ordre
et en conside´rons ε assez petit, sous la forme suivante :
Iq(p) = I(q) +∇I(q)(p− q) (5.11)
La moyenne de l’ensemble des points de Bε(p)/Ω nous donne :
I(p) =
∑
q∈Bε(p)/Ωw(p, q)[I(q) +∇I(q)(p− q)]∑
q∈Bε(p)/Ωw(p, q)
(5.12)
avec w(p, q) une fonction de poids qui doit eˆtre choisie de fac¸on a` propager les
niveaux de gris ainsi que les de´tails des formes a` reconstruire.
Les poids w(p, q) sont construits de la fac¸on suivante :
w(p, q) = dir(p, q)dst(p, q)lev(p, q) (5.13)
tel que dir(p, q) est une composante directionnelle qui garantit que la contribution
des pixels proches du vecteur unitaire N = ∇T (normal au bord) pointant dans la
direction de progression de l’“inpainting” est plus grande que pour les pixels les plus
e´loigne´s de N . Ce terme se calcule comme suit :
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dir(p, q) =
p− q
|| p− q ||N(p) (5.14)
La distance ge´ome´trique dst(p, q) augmente la contribution des pixels proches
spatialement de p.
dst(p, q) =
1
|| p− q ||2 (5.15)
Enfin la composante lev(p, q) assure que les pixels proches du contour traversant
p contribuent plus que les pixels e´loigne´s. En notant T la distance aux bords ∂Ω
nous avons :
lev(p, q) =
1
1+ | T (p)− T (q) | (5.16)
Notons que pour des tailles de voisinage ε tre`s petites (environ 6 pixels) la
contribution de dst et lev est faible. Pour des tailles ε grandes l’utilisation des 3
composantes dir, dst et lev donne de meilleurs re´sultats visuels.
La valeur choisie pour ε doit eˆtre comprise entre 3 et 10 pixels, en conside´rant
des re´gions a` remplir ayant une e´paisseur d’environ 15 pixels. Notons que plus ε est
grand plus nous allons introduire du flou.
Dans le cas d’images couleur, l’algorithme est applique´ sur chaque canal se´pa-
re´ment.
Afin d’effectuer l’“inpainting” rapidement, chaque pixel de Ω est parcouru une
seule fois. L’ordre de parcours des pixels est de´termine´ par leur distance euclidienne
aux bords T (x) = dist(x, ∂Ω) avec x ∈ Ω. Nous commenc¸ons donc par remplir les
pixels les plus proches du bords. La distance aux bords est estime´e par un algorithme
dit de marche rapide ou FMM [Sethian 1999].
La figure 5.15 montre les re´sultats obtenus avec cette me´thode sur l’image pre´-
ce´demment pre´sente´e. Par rapport a` la figure 5.13 la me´thode de Telea introduit
moins de flou mais de´grade les contours.
Figure 5.15 – “Inpainting” par la me´thode de Telea
Nous appelons la courbe qui partage Ω en deux parties a` distances aux bords
e´gales le squelette (affiche´ en rouge sur la figure 5.16).
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Le de´faut de la me´thode de Telea est qu’elle propage l’information seulement
dans la direction donne´e par le domaine a` remplir Ω et par conse´quent, elle ne
permet pas le transport d’information a` travers le squelette
∑
de Ω sans introduire
du flou (voir figure 5.16).
Figure 5.16 – Image originale (a` gauche) et re´sultat obtenu avec l’algorithme de
Telea tel que ε = 6 (image du milieu) et ensuite ε = 1 (image a` droite). Le sque-
lette est affiche´ en rouge et les bords ∂Ω en bleu. Nous constatons que la me´thode
introduit du flou lorsqu’elle tente de propager l’information a` travers le squelette.
La me´thode [Bornemann 2007], que nous allons pre´senter dans la suite, permet
de re´soudre ce proble`me en utilisant un tenseur de diffusion prenant en compte la
direction des contours qui arrivent vers Ω et permet de controˆler en meˆme temps la
force de diffusion.
5.4.2 Algorithme de Bornemann
Dans cette section, nous pre´sentons une me´thode d’“inpainting” rapide [Borne-
mann 2007] qui est une version ame´liore´e de la me´thode pre´ce´dente. Nous modifions
les poids de la me´thode de Telea de fac¸on a` obtenir un re´sultat de meilleure qualite´
visuelle : les contours arrivant vers Ω sont reconnecte´s d’une meilleure fac¸on en
diffusant a` travers le squelette
∑
de Ω.
Pour cela, un tenseur de diffusion nous donne une meilleure direction de diffusion
ainsi qu’une force de diffusion qui permet de controˆler la quantite´ d’information
a` diffuser. Nous introduisons aussi deux parame`tres de lissage (de l’image et des
directions de´tecte´es) afin de mieux controˆler l’information propage´e (moins de bruit
mais de´grade les contours) et la direction de diffusion (diffusion a` travers le squelette
de`s le de´part). Une illustration des re´sultats obtenus pour les diffe´rents parame`tres
de l’algorithme, que nous allons pre´senter dans la suite, est en annexe A.1.
Pour re´soudre le proble`me de la me´thode de Telea nous devons prendre en
compte les contours arrivant vers Ω. Ceci se fait en utilisant un vecteur c de Ω
mode´lisant les isophotes. Le vecteur c peut eˆtre choisi comme e´tant aligne´ avec les
lignes de niveau (isophotes) comme nous l’avons pre´sente´ dans la section 5.3.1 de
ce chapitre (voir e´quation 5.3), nous avons donc :
−→c = 5⊥∆Iσ (5.17)
avec Iσ = Kσ ∗ I, Kσ etant un noyau gaussien : Kσ = 12piσ2 e−
|x|2
2σ2 .
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Flux de de´tection des contours
Nous appelons le flux ge´ne´re´ par l’e´quation 5.17 (voir figure 5.17) le “flux de
de´tection des contours” (“edge detection flow”). Notons que ce type de flux est
utilise´ pour des applications telles que la reconnaissance des empreintes digitales.
Toutefois, cette me´thode, comme le montre la figure 5.17, souffre d’un proble`me de
perte de cohe´rence avec l’information contenue dans l’image originale.
Figure 5.17 – De gauche a` droite : image originale (empreintes digitales), flux de
de´tection des contours tel que σ = 1, 5 pixel et flux de cohe´rence tel que σ = 1, 5
pixel et ρ = 4 pixels.
Le flux de de´tection de contours n’est pas tre`s robuste : en utilisant le flux de
de´tection des contours comme terme de la la fonction de poids w (e´quation 5.18)
nous obtenons un re´sultat me´diocre. Nous allons voir dans la suite une me´thode
permettant d’ame´liorer le re´sultat.
Rappelons tout d’abord la formule utilise´e pour effectuer l’“inpainting” et qui
est la meˆme que dans la me´thode de Telea :
I(p) =
∑
q∈Bε(p)/Ωw(p, q)[I(q) +∇I(q)(p− q)]∑
q∈Bε(p)/Ωw(p, q)
(5.18)
Nous montrons dans ce qui suit la fonction de poids utilise´e.
Fonction des poids
Conside´rons un pixel y non de´grade´ (de valeur connue) se trouvant dans le
voisinage d’un pixel x a` remplir. La fonction de poids propose´e par l’auteur [Bor-
nemann 2007] est :
w(x, y) =
√
pi
2
µ
| x− y |exp
(
−µ
2
2ε
| −c⊥.(x− y) |2
)
(5.19)
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avec µ un coefficient qui controˆle la force de diffusion. La valeur de chaque pixel
de Ω sera modifie´e a` partir des e´quations 5.18 et 5.19.
Flux de cohe´rence
Il n’est pas conseille´ d’utiliser le flux de de´tection des contours avec la fonc-
tion des poids a` cause des de´fauts dont souffre cette me´thode. Une fac¸on plus ro-
buste permettant de de´terminer la direction de cohe´rence est l’approche propose´e
dans [Weickert 1998, Weickert 2003] qui consiste a` utiliser un tenseur de structure
(voir diffusion anisotropique dans le chapitre 2) qui permet d’obtenir, en plus de la
direction, une mesure de la force de cohe´rence qui va nous permettre d’adapter le
parame`tre µ aux caracte´ristiques locales de l’image.
Le tenseur de structure Jρ d’une image I est la matrice 2 × 2 syme´trique semi
de´finie positive tel que :
Jρ(∇Iσ) = Kρ ∗ (∇Iσ ⊗∇Iσ) (5.20)
avec Kρ un noyau gaussien. Les valeurs propres du tenseur 0 ≤ λ1(x) ≤ λ2(x)
correspondent aux vecteurs propres w1 et w2.
La direction de cohe´rence est donc le vecteur propre correspondant a` la plus petite
valeur propre :
c = w1 (5.21)
Cette direction est une version lisse des directions des isophotes ∇⊥Iσ.
Nous appelons le flux correspondant “flux de cohe´rence” (coherence flow).
La figure 5.17 montre le re´sultat du flux de cohe´rence calcule´ sur l’image
d’empreintes digitales. Nous constatons une grande diffe´rence par rapport au
re´sultat obtenu par le flux de de´tection des contours.
La mesure de la force de cohe´rence µ se calcule selon l’e´quation 5.23 propose´e
par [Weickert 1998].
µ =

1, si λ1(x) = λ2(x) (5.22)
1 + κ exp(
−δ4quant
(λ1(x)− λ2(x))2 ), sinon (5.23)
Le parame`tre κ est un coefficient qui permet de controˆler la nettete´, δquant est
la re´solution de la quantification qui correspond a` la diffe´rence entre deux niveaux
de gris successifs et qui, dans notre cas, est choisie e´gale a` 1.
Une grande valeur de µ permet la diffusion d’une petite quantite´ d’information
alors qu’une petite valeur permet la diffusion d’une grande quantite´ d’information.
Effets de bord et flux de cohe´rence modifie´
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Le proble`me avec le lissage par les gaussiennes Kσ et Kρ est qu’il atteint les
zones a` remplir, alors que nous devons utiliser seulement les pixels a` l’exte´rieur de
Ω pour effectuer l’“inpainting”. Une solution simple consiste a` comple´ter l’image par
des ze´ros dans les endroits a` remplir. Nous obtenons alors le tenseur suivant :
Jρ(∇(1Ω(x)I)σ)(x) (5.24)
avec 1Ω(x) la fonction indicatrice de Ω(x) qui prend la valeur 1 dans le domaine
Ω et 0 sinon. Le proble`me, la` encore, est que cela va aligner le flux de cohe´rence
aux bords ∂Ω en les conside´rant comme des contours comme le montre la deuxie`me
image de la figure 5.18. Nous allons donc retrouver le proble`me de diffusion suivant
la normale aux bords comme avec l’algorithme de Telea.
Figure 5.18 – Image originale avec la zone a` remplir en vert, flux de cohe´rence
(fortes cohe´rences sont affiche´es en marron et les faibles cohe´rences en bleu) et flux
de cohe´rence modifie´
L’auteur [Bornemann 2007] trouve expe´rimentalement que, en remettant a`
l’e´chelle la version lisse de 1Ω(x)I (voir e´quation 5.26) avant le calcul des gradients
nous arrivons a` surmonter ce proble`me. Nous utilisons donc le tenseur de structure
modifie´ suivant :
Jσ,ρ(x) =
(Kρ ∗ (1Ω(x)∇νσ ⊗∇νσ))(x)
(Kρ ∗ 1Ω(x))(x)
(5.25)
avec
νσ =
Kσ ∗ (1Ω(x)I)
Kσ ∗ 1Ω(x)
(5.26)
La dernie`re image de la figure 5.18 montre le flux de cohe´rence obtenu avec
cette me´thode. Nous constatons une nette ame´lioration sur les bords par rapport
au structure de tenseur initial.
Implantation
La partie de l’algorithme qui consomme le plus de temps de traitement est le cal-
cul du tenseur de structure. Pour surmonter ce proble`me l’auteur [Bornemann 2007]
propose une Implantation qui permet de mettre a` jour le tenseur pour un pixel qui
vient d’eˆtre rempli.
Nous commenc¸ons par mettre a` jour νσ. Soit x un pixel qui vient juste d’eˆtre
rempli et y le prochain pixel a` remplir de´termine´ par l’algorithme FMM de la
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meˆme fac¸on que dans la section pre´ce´dente : nous commenc¸ons par remplir les
pixels les plus proches du bord. Notons νˆσ et χσ, respectivement les nume´rateur et
de´nominateur de νσ. Les formules de mise a` jour permettant de calculer ces deux
termes sont les suivantes :
νˆσ(y) = νˆσ(y) +Kσ(x− y)I(x) (5.27)
et
χσ(y) = χσ(y) +Kσ(x− y) (5.28)
avec y un pixel appartenant au voisinage quadratique de x.
De la meˆme fac¸on, en notant Jˆρ et χρ, respectivement les nume´rateur et de´no-
minateur de J , nous obtenons les nouvelles valeurs du tenseur :
Jˆρ(y) = Jˆρ(y) +Kρ(x− y)(∇νσ ⊗∇νσ) (5.29)
et
χρ(y) = χσ(y) +Kρ(x− y) (5.30)
Images couleurs
L’algorithme de´crit ci-dessus est applicable aux images en niveau de gris. Une
manie`re simple pour traiter les images couleurs est d’appliquer l’algorithme sur
chaque canal se´pare´ment. Cependant nous allons avoir un proble`me de contours qui
se forment a` des endroits diffe´rents sur chaque canal. Une fac¸on de surmonter ce
proble`me est d’utiliser un tenseur commun aux trois couleurs calcule´ comme une
combinaison des tenseurs de chaque canal R, G et B :
Jˆρ = 0, 2999Jˆρ | R+ 0, 587Jˆρ | G+ 0, 114Jˆρ | B (5.31)
La figure 5.19 montre le re´sultat d’“inpainting” sur une image pre´ce´demment
pre´sente´e. Nous observons que, par rapport a` la me´thode de Telea 5.15, nous arrivons
a` mieux reconstruire les marquages et les diffe´rentes structures de la route.
Dans la suite nous allons voir comment nous choisissons les parame`tres de la
me´thode.
Choix des parame`tres
Nous rappelons les 4 parame`tres de l’algorithme :
– ε la taille du voisinage conside´re´ (rayon du cercle Bε) du pixel a` remplir.
– κ le parame`tre de nettete´ qui permet de controˆler la quantite´ d’information a`
diffuser. Pour utiliser des grandes valeurs de κ nous devons utiliser un grand
rayon ε.
– σ et ρ les e´carts types des gaussiennes qui correspondent a` l’e´chelle ou` les
de´tails seront ne´glige´s pour le calcul de la direction du flux.
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Figure 5.19 – Image originale avec les zones a` remplir en blanc et le re´sultat
d’“inpainting”. Par rapport a` la me´thode de Telea, nous obtenons une meilleure
reconstruction des diffe´rentes structures de l’image
Dans notre cas nous avons ajoute´ un nouveau parame`tre qui est la taille Tg des
gaussiennes : au lieu d’utiliser une taille de 4 ∗ σ ou 4 ∗ ρ nous choisissons une taille
diffe´rente. Nous pouvons aussi ne pas effectuer de lissage en choisissant Tg = 0.
Le choix des parame`tres va de´pendre du re´sultat final souhaite´, du type de
voisinage de la re´gion a` remplir (texture, structure ou uniforme), de la taille et de
la forme du masque.
Plus les tailles des gaussiennes sont grandes, plus nous pouvons re´cupe´rer des
informations loin du pixel a` remplir.
La forme du masque joue aussi un roˆle important dans le choix de la taille en
fonction du re´sultat souhaite´e (forme des structures a` reconstruire).
Lorsque nous connaissons de´ja` la forme que doit avoir les structures dans l’image,
nous faisons varier la taille du lissage de fac¸on a` avoir la direction et la quantite´
d’information diffuse´e permettant d’obtenir l’image de´sire´e.
En annexe A.1, nous illustrons ceci par des exemples qui montrent l’impact des
diffe´rents parame`tres sur le re´sultat.
Notons que l’auteur [Bornemann 2007] a pre´cise´ que pour certaines images il a
e´te´ oblige´ d’intervenir manuellement pour obtenir un re´sultat satisfaisant.
Comme, dans notre cas, nous n’avons aucun a priori sur les formes a` reconstruire,
nous avons applique´ l’algorithme du recuit simule´ sur une base d’images de routes
afin de trouver les parame`tres optimaux.
5.5 Optimisation des parame`tres sur des images rou-
tie`res
Dans notre cas, nous voulons que l’“inpainting” soit fait automatiquement sur
une vide´o acquise a` l’aide d’une came´ra mobile. Le choix de la taille du lissage n’est
pas une taˆche facile a` cause des grandes variations des gradients et des couleurs de
l’image. De plus, nous n’avons pas d’a priori sur les formes a` reconstruire (gouttes
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de diffe´rentes tailles et formes).
Nous avons donc utilise´ l’algorithme du recuit simule´, de la meˆme fac¸on que pour
la me´thode de restauration d’images de brouillard, afin de se´lectionner les meilleurs
parame`tres qui minimisent l’erreur absolue moyenne entre l’image originale non
de´grade´e (ve´rite´ terrain) et l’image restaure´e. Apre`s l’e´tude de sensibilite´ de chacun
des parame`tres nous trouvons que la meilleure configuration est la suivante :
ε = 3, κ = 7, 8, σ = 0, 5 et ρ = 2, 7.
La figure 5.20 montre le re´sultat obtenu sur la base de donne´e d’apprentissage
en utilisant les parame`tres de´duits par le recuit simule´. Les images pre´sente´es sur
cette figure ont une taille 384 × 288, le temps de traitement est d’environ 160 ms
par image.
Figure 5.20 – De gauche a` droite : image originale, masque des gouttes et re´sultats
d’“inpainting” tel que ε = 3, κ = 7, 8, σ = 0, 5 et ρ = 2, 7
La figure 5.21 montre le re´sultat obtenu sur des images couleurs. La taille du
masque est plus grande que dans le cas pre´ce´dent. Nous sommes donc contraints
d’adapter les parame`tres a` ce type d’images (les meˆmes parame`tres de´duits par le
recuit simule´ donnent un re´sultat moins bon).
La figure 5.22 montre des images de pluie et le re´sultat de l’“inpainting” sur les
gouttes de´tecte´es.
Une autre application de l’algorithme que nous avons trouve´e inte´ressante est
l’e´limination de bruit poivre et sel lorsqu’il est important (voir annexe A.2).
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Figure 5.21 – Image originale, image avec zone a` remplir en blanc, flux de cohe´rence
initial, flux de cohe´rence final et restauration tel que ε = 9, κ = 70, σ = 1, 4 et
ρ = 7.
Figure 5.22 – Image de pluie et restauration tel que ε = 9, κ = 70, σ = 1, 4 et
ρ = 7. Premie`re ligne : environ 60 % de donne´es manquantes. Deuxie`me et troisie`me
lignes : environ 10 % de donne´es manquantes.
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5.6 Conclusion
Afin de restaurer les images de´grade´es par les gouttes focalise´es sur le pare-
brise, nous avons propose´ d’utiliser une me´thode d’“inpainting” par diffusion aniso-
tropique fonde´e sur les EDP. Compare´ a` d’autres types d’approches, l’“inpainting”
par EDP est plus adapte´ a` notre proble´matique. En effet, il restaure au mieux
les structures de l’image en propageant localement l’information. Une me´thode des
plus robustes [Bornemann 2007] a e´te´ teste´e et retenue pour sa rapidite´ et sa faci-
lite´ d’implantation. Cette me´thode a e´te´ e´value´e qualitativement a` l’aide d’images
re´elles et d’images de synthe`se. Les re´sultats obtenus sont de bonne qualite´ : res-
tauration quasi-parfaite jusqu’a` 10 % de zones de´grade´es dans l’image et re´sultat
acceptable dans le cas ou` la de´gradation atteint 60 % de l’information disponible
dans l’image. En utilisant le recuit simule´ l’algorithme a e´te´ optimise´ sur des images
routie`res acquises par came´ra embarque´e.
Notons que la qualite´ de la restauration de´pend fortement de la me´thode de
de´tection des gouttes utilise´e comme pre´-traitement pour fournir au module de
restauration le masque des gouttes.
Enfin l’algorithme peut s’appliquer de fac¸on identique dans le cas de gouttes le´-
ge`rement de´focalise´es. En revanche, les premie`res e´tudes sur la de´tection des gouttes
fortement de´focalise´es nous ont montre´ que celles-ci couvrent de larges surfaces, mais
surtout ne sont pas totalement opaques. Aussi, l’utilisation du mode`le optique, par
exemple, permettrait potentiellement de re´cupe´rer l’information masque´e par les
gouttes d’une meilleure fac¸on que l’“inpainting”.
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Dans cette partie, nous allons pre´senter les re´sultats d’e´valuation de la me´thode
de restauration d’images de brouillard sur des syste`mes d’aide a` la conduite. Dans
un premier temps, nous avons e´value´ les performances d’un syste`me de de´tection de
panneaux dans le brouillard avec et sans restauration a` l’aide d’une base d’images
de panneaux. La deuxie`me application a consiste´ a` e´valuer l’utilite´ d’un syste`me
d’affichage teˆte haute utilisant la restauration d’images de brouillard en mesurant
le temps de perception et le taux de de´tection d’un panel de 30 sujets. Enfin nous
avons e´value´ et optimise´ la de´tection de l’espace navigable en utilisant la me´thode
du monde plan.
Notons que les 3 applications sont repre´sentatives, chacune, d’une famille d’ap-
plication : pre´-traitement, assistance et traitement.
6.1 Pre´-traitement : de´tection des panneaux
La plupart des syste`mes de vision en ge´ne´ral et de de´tection d’objets par ca-
me´ra en particulier utilisent des descripteurs de´duits a` partir des luminances, des
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contrastes et des couleurs de l’image. Ces derniers sont fortement de´grade´s par
le brouillard. Un algorithme capable d’ame´liorer la qualite´ de l’image peut eˆtre
utilise´ comme pre´-traitement afin d’ame´liorer les performances de tels syste`mes.
Dans [Hautie`re 2010b] Hautie`re et al. ont illustre´ brie`vement cette ide´e en testant 3
algorithmes ADAS classiques : de´tection des marquages, des obstacles et des pan-
neaux circulaires.
Afin de de´montrer l’inte´reˆt d’utiliser la restauration comme pre´-traitement
ADAS, nous avons e´tudie´ dans le de´tail les impacts du brouillard et de la restaura-
tion sur un syste`me de de´tection de panneaux. Pour cela, nous avons cre´e´ une base
d’images de synthe`se contenant des panneaux en pre´sence et absence de brouillard.
Cette base de donne´es sera mise a` disposition de la communaute´ scientifique.
Nous allons commencer par pre´senter la me´thode de de´tection des panneaux, les
parame`tres de la me´thode de restauration et la base de donne´es de´die´e a` l’e´valua-
tion. Nous montrerons ensuite, de manie`re quantitative, l’impact de la densite´ de
brouillard sur les performances de la de´tection des panneaux. Enfin l’ame´lioration
obtenue graˆce a` la restauration est pre´sente´e en termes de taux de de´tection et de
distance de de´tection.
6.1.1 Algorithme de de´tection
Pour la de´tection et localisation des panneaux a` partir d’une seule image nous
avons utilise´ le mode`le ge´ome´trique pre´sente´ dans [Belaroussi 2009] (sans le mo-
difier). Ce mode`le est une transforme´e bilate´rale, fonde´e sur l’orientation des gra-
dients, appele´e la transforme´e chinoise bilate´rale ou TCB. Afin de permettre la
de´tection des panneaux, nous utilisons les positions de leurs centres de syme´trie et
leurs tailles.
Nous commenc¸ons par cre´er un tableau cumulatif de la meˆme taille que l’image.
Un indice de syme´trie de deux pixels Pi et Pj est ajoute´ au centre P du segment
[Pi, Pj ]. Pour chaque point P un ensemble de pixels votants est de´fini par :
ΓP =
{
P | Pi + Pj
2
= P
}
(6.1)
Soit θi l’angle que fait le gradient ni de Pi par rapport a` l’horizontale et soit
αij l’angle entre le segment [Pi, Pj] et l’horizontale comme illustre´ sur la figure 6.1.
Chaque paire (ni, nj) est plus ou moins proche d’une certaine syme´trie axiale et
centrale en fonction de l’orientation (θi, θj). Cette syme´trie est approxime´e par une
fonction explicite´e sur la figure 6.1 appele´e fonction de phase Θ.
La fonction de phase Θ est ensuite ponde´re´e par une fonction D(i, j), de´-
croissante, de la distance || Pi − Pj || qui permet de donner plus de poids
aux paires proches et par une fonction logarithmique de la norme des gradients
ri = log(1 + ||ni||) et rj = log(1 + ||nj ||). L’indice de syme´trie total de la TCB est
donc calcule´ comme suit :
Accu(P ) =
∑
(i,j)∈Γ(P )
D(i, j)Θ(i, j)r(i)r(j) (6.2)
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Figure 6.1 – Transformation en syme´trie ge´ne´ralise´e : l’indice de syme´trie corres-
pond au produit des deux termes Θcentrale et Θaxiale
La fonction de phase Θ mode´lise ge´ome´triquement les panneaux routiers tel
que : ni et nj forment une syme´trie centrale et le vecteur PiPj est aligne´ avec ni.
Nous avons donc :
Θ(i, j) = (Wβ(θi − αij) +Wβ(θi − αij − pi))×W∆(| θi − θj | −pi) (6.3)
Avec WR(x) = 1 si |x| < R et WR(x) = 0 sinon. β est un angle de tole´rance
de´limitant la re´gion d’influence de Pi ou` Pj est recherche´. ∆ est une petite quantite´
qui assure que nume´riquement |θi − θj | = pi : seuls les pixels avec des directions
oppose´es ont vote´ a` leur milieu.
La fonction de distance D(i, j) est de´finie par :
D(i, j) = WRmax(||Pi − Pj ||)−WRmin(||Pi − Pj ||) (6.4)
avec Rmax et Rmin respectivement le maximum et le minimum de la largeur des
panneaux a` de´tecter.
Dans le cas de formes polygonales avec quatre coˆte´s ou plus, nous utilisons β = pi8
et ∆ = 2piN avec N = 8 : l’orientation du gradient est quantifie´e sur 8 directions.
Les centres des objets sont de´tecte´s comme extremums locaux de la matrice
Accu ayant une valeur supe´rieure a` un seuil τTCB . Le seuil τTCB peut eˆtre utilise´
pour ge´ne´rer les courbes ROC et DICE.
Dans notre expe´rience nous avons choisi Rmin = 0, 04H et Rmax = 0, 2H avec
H la hauteur de l’image.
Pour une re´solution d’image de 1400 × 600 l’intervalle de de´tection varie de
25× 25 a` 120× 120 pixels. Dans le cas d’une came´ra ayant une focale f = 60 mm
et une taille de capteur 14× 6mm, cela correspond a` une distance entre le panneau
et la came´ra comprise entre 50 et 250 me`tres. La figure 6.2 montre un exemple de
de´tection.
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Figure 6.2 – Exemple de de´tection (rectangles rouges) avec la TCB : les panneaux
les plus e´loigne´s ne sont pas de´tecte´s a` cause de leurs tailles dans l’image. Au dessus
de chaque panneau de´tecte´ nous affichons le tableau Accu correspondant : les votes
sont maximaux sur les axes de syme´trie des panneaux.
6.1.2 Parame`tres de la me´thode de restauration
Afin d’effectuer la restauration des images de brouillard, nous avons utilise´ l’al-
gorithme propose´ dans le chapitre 4 en utilisant toute la dynamique de l’image. Nous
avons choisi les parame`tres suivants : la taille de la feneˆtre d’e´galisation Ws = 7 ,
la taille de la premie`re gaussienne Gs1 = 11 avec un e´cart type de 3 , la taille de la
deuxie`me gaussienne Gs2 = 7 avec un e´cart type de 1 et un coefficient d’ajustement
d’intensite´ a = 0, 7.
6.1.3 Base de donne´es de panneaux
A` l’aide du logiciel Sivic, pre´sente´ dans le chapitre 3, nous avons cre´e´ une base
d’images de panneaux de diffe´rents types, place´s a` diffe´rentes distances de la ca-
me´ra, pour chaque image nous avons ajoute´ des brouillards uniformes de diffe´rentes
densite´s.
Cette base de donne´es contient un ensemble de 504 images originales couleurs
(1400 × 600 pixels) contenant au total 2628 panneaux (vitesse, stop et passage
pie´ton) avec la ve´rite´ terrain constitue´e de la distance des panneaux par rapport a`
la came´ra note´ dSign ∈ [36− 590m], de leurs positions et leurs tailles dans l’image.
La ve´rite´ terrain va nous servir pour faire l’e´valuation de la de´tection comme nous
allons le voir dans la suite.
Afin de cre´er une variabilite´ dans les images nous avons choisis 2 hauteurs de
la came´ra et 2 hauteurs de panneaux (4 configurations). La figure 6.3 montre les 3
types de panneaux utilise´s et les 4 configurations.
La figure 6.4 montre la distribution du nombre des panneaux en fonction de leur
distance a` la came´ra. Dans cet histogramme les distances sont quantifie´es sur 20
bins tel que chaque bin a une largeur de 28 m. Par exemple le premier bin couvrant
l’intervalle de distance [36 − 64] m contient 228 panneaux. Le nombre total des
panneaux tel que leur distance est infe´rieure a` 280 m est e´gal a` 1620 (61, 6 % de la
base de donne´es), tandis que 1008 panneaux se trouvent plus loins. Donc environ
6.1. Pre´-traitement : de´tection des panneaux 129
Figure 6.3 – Les trois types de panneaux utilise´s dans la base de donne´es. Les
images montrent les diffe´rentes configurations de la hauteur de la came´ra et des
panneaux.
38 % des panneaux apparaissent tre`s petits : sur la figure 6.2, les panneaux se
trouvant a` une distance de 280 m et 590 m ont respectivement des tailles de 20×20
et 10× 10 pixels.
Notons que l’ensemble des panneaux de petites tailles n’a pas e´te´ exclu de notre
base de donne´es afin de permettre, dans le futur, l’e´valuation d’autres me´thodes
capables de de´tecter cet ensemble.
Figure 6.4 – Distribution de la distance des panneaux par rapport a` la came´ra.
Un ensemble de 1620 panneaux sont proches de la came´ra (dsign < 300m) et un
ensemble contenant le reste sont plus loin (dsign ≥ 300m).
En utilisant la carte de profondeur ge´ne´re´e par Sivic et en utilisant le mode`le
de Koschmieder nous avons ajoute´ du brouillard dans chacune des images. Nous
avons cre´e´ 7 types de brouillards uniformes tels que la distance de visibilite´ varie
de 50 a` 400 me`tres. La premie`re colonne de la figure 6.5 montre le re´sultat d’ajout
du brouillard sur l’image de la figure 6.2.
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Brouillard dV is = 50m Restauration dV is = 50m
Brouillard dV is = 100m Restauration dV is = 100m
Brouillard dV is = 200m Restauration dV is = 200m
Brouillard dV is = 300m Restauration dV is = 300m
Brouillard dV is = 400m Restauration dV is = 400m
Figure 6.5 – Exemple d’images de la base de donne´es. Les objets de´tecte´s par l’al-
gorithme TCB encadre´s en rouge : images de brouillards correspondant a` diffe´rentes
distances de visibilite´ dV is (colonne a` gauche) et restaurations correspondantes (co-
lonne a` droite).
6.1.4 Re´sultats expe´rimentaux
6.1.4.1 Mesure des performances
Les performances de la TCB sont lie´es au nombre des vrais et des faux posi-
tifs. Une de´tection est conside´re´e comme vrai positif lorsque deux conditions sont
re´unies : la distance entre son centre et le vrai centre est infe´rieure a` 20 % de la
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dimension du panneau (tole´rance en fonction des dimensions du panneau) et l’er-
reur absolue relative de la largeur et la longueur du panneau est infe´rieure a` 45 %
(tole´rance sur la taille).
La courbe ROC utilise´e est le trace´ du taux de de´tection correcte CDR (correct
detection rate) en fonction des faux positifs par image FPPI :
CDR =
TP
P
; FPPI =
FP
NbImg
(6.5)
avec TP le nombre de vrais positifs, P le nombre total des panneaux, FP le nombre
de faux positifs et NbImg le nombre total des images.
La courbe du coefficient DICE est trace´e en fonction du seuil τTCB :
Dice =
2TP
TP + FP + P
(6.6)
6.1.4.2 Performances par temps clair
Dans la figure 6.6 la courbe ROC montre les performances de la TCB sur les
images originales (courbe noire continue marque´e en rouge). Nous constatons que le
nombre maximum des panneaux de´tecte´s est d’environ 58 % des panneaux de la base
de donne´es : CDR = 58 % pour FPPI = 0, 86. Ce point de la courbe ROC montre
que 1519 de 2628 panneaux sont de´tecte´s pour 436 fausses alarmes sur l’ensemble
des 504 images. Comme les objets de taille infe´rieure a` 20 × 20 pixels ne peuvent
pas eˆtre de´tecte´s, le CDR ne peut pas exce´der 62 %. Sur les 1620 panneaux tels que
dsign < 300m, 97 % sont de´tecte´s correctement.
La courbe du coefficient Dice (figure 6.7) est utilise´e pour de´terminer le seuil
τTCB optimal : en choisissant le seuil qui maximise le coefficient Dice, nous obtenons
un bon compromis entre les vrais et faux positifs. Le seuil trouve´ sur l’ensemble des
images originales est τTCB = 180, la meˆme valeur a e´te´ obtenue en utilisant la
TCB avec d’autres base de donne´es d’images re´elles (voir [Belaroussi 2009, Bela-
roussi 2010]).
6.1.4.3 Impact de la densite´ du brouillard sur la perception des pan-
neaux
Afin de caracte´riser l’influence de la densite´ du brouillard sur les performances
de la de´tection, les courbes ROC et Dice des ensembles des images de brouillard ont
e´te´ trace´es en lignes pointille´s sur les figures 6.6 et 6.7 : chaque densite´ du brouillard
correspond a` une couleur, avec dV is = {50, 100, 150, 200, 300, 400} (m). Pour mon-
trer l’ame´lioration apporte´e par la restauration a` la de´tection, nous avons trace´ les
courbes correspondantes a` chaque densite´ de brouillard avec la meˆme couleur en
lignes continues. Le tableau 6.1 est extrait de la courbe ROC pour FPPI = 3.
Comme pre´vu, la pre´sence de brouillard de´grade les performances de l’algorithme
de de´tection : un brouillard le´ger tel que la distance de visibilite´ est dans l’intervalle
[250−400m] induit un maximum de de´tection autour de 44 % (compare´ a` 58 % par
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Figure 6.6 – Courbes ROC des images originales, images avec diffe´rents brouillards
et images apre`s restauration. Chaque ensemble est constitue´ de 504 images conte-
nants 2628 panneaux
dV is (me`tre) 250m-400m 200m 150m 100m 50m
Image de brouillard 44 % 35 % 27 % 20 % 7 %
Image restaure´e 56 % 55 % 53 % 42 % 18 %
Table 6.1 – Maximum du CDR atteint en fonction de la distance de visibilite´ qui
de´croit (FPPI=3).
temps clair). Plus la distance de visibilite´ diminue, plus le taux de de´tection chute :
35 % a` 200m, 27 % a` 150m, 20 % a` 100m et moins de 7 % a` 50m. Ces re´sultats
montrent que les conditions me´te´orologiques influencent fortement les performances
de l’ADAS.
Ces re´sultats sont confirme´s par les courbes Dice, sur la figure 6.7, qui montrent
que le coefficient Dice diminue en pre´sence de brouillard pour continuer a` assurer
le bon fonctionnement de l’algorithme de de´tection. En effet le brouillard modifie
les proprie´te´s de l’image, en particulier le contraste et les gradients en fonction de
la profondeur des objets et donc le point de fonctionnement de l’algorithme. Le
point de fonctionnement optimal peut eˆtre re´gle´ en utilisant les caracte´ristiques du
brouillard comme sugge´re´ dans [Hautie`re 2003]. Toutefois cela doit eˆtre fait pour
chaque ADAS utilisant une came´ra et devient rapidement un travail fastidieux.
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Figure 6.7 – Courbes Dice des images originales, images avec diffe´rents brouillards
et images apre`s restauration. Chaque ensemble est constitue´ de 504 images conte-
nants 2628 panneaux
6.1.4.4 Ame´lioration par restauration d’images
Notre approche consiste a` utiliser la restauration d’images comme pre´-traitement
sans modifier la configuration de l’ADAS.
Nous rappelons qu’en pre´sence de brouillard, a` partir d’une certaine distance les
intensite´s de l’image se confondent avec l’intensite´ du ciel et nous avons une absence
totale d’information au dela` de cette distance(voir chapitre 3), en particulier pour
dV is = 50 m. Ceci est illustre´ sur la figure 6.5 : Lorsque la distance de visibilite´
diminue, le nombre de panneaux de´tecte´s diminue, et ce dans les cas images de
brouillard et images restaure´es, alors que le nombre de panneaux de´tecte´s dans
l’image originale reste assez e´leve´.
Statistiquement, les courbes ROC et Dice des images restaure´es donnent de
meilleurs re´sultats que celles des images de brouillard. En particulier pour des dis-
tances de visibilite´ supe´rieures a` 200 m, la restauration permet de retrouver des
performances de de´tection comparables aux performances de de´tection en absence
de brouillard : 55 % de panneaux de´tecte´s apre`s restauration (compare´ a` 58 % en
absence de brouillard) comme le montre le tableau 6.1.
En plus, toutes les courbes Dice des images restaure´es pre´sentent une valeur
maximale tre`s proche du maximum de la courbe des images originales. Ceci montre
que l’utilisation de la restauration comme pre´-traitement permet de garder le meˆme
point de fonctionnement τTCB que dans le cas des images originales.
134 Chapitre 6. Applications
6.1.4.5 Ame´lioration de la gamme de fonctionnement des ADAS
Afin de mieux qualifier la de´gradation de la de´tection dans le brouillard, sur la
figure 6.8 nous avons trace´ le CDR en fonction de la profondeur dsign. Cette figure
montre que, en absence de brouillard, l’algorithme TCB de´tecte tous les panneaux
situe´s a` une distance entre 64 m et 230 m.
Figure 6.8 – Taux de de´tection des panneaux en fonction de leur distance par
rapport a` la came´ra dsign
Sur la figure 6.9 nous avons trace´ la distance des panneaux de´tecte´s avec un
taux de 80 % (ligne horizontale en pointille´ sur la figure 6.8) en fonction de la
distance de visibilite´. Cette courbe montre que la distance de de´tection en utilisant
la restauration augmente de 45 a` 80 m.
La figure 6.8 montre que par temps de brouillard la de´tection varie de 80 m a`
120 m pour une distance de visibilite´ dV is allant de 100 m a` 400 m. En utilisant la
restauration nous ame´liorons l’intervalle de de´tection : dSign ∈ [125− 190] m.
Conside´rant le cas d’un brouillard dense : sur la figure 6.5 a` une distance dV is =
100 m, la de´tection la plus e´loigne´e est a` dsign = 78 m, apre`s restauration le panneau
le plus loin est de´tecte´ a` dsign = 113 m. En moyenne, sur les 504 images, le gain
en de´tection est de 45 m dans le cas d’un brouillard dense, ce qui repre´sente une
augmentation de 55 % par rapport a` la limite de 78 m sans restauration.
Pour des brouillard tel que dV is ∈ [150−200] m l’augmentation des de´tections est
de 80 m en utilisant la restauration. Compare´ a` la de´tection dans le cas de brouillard,
l’ame´lioration est de plus de 90 % : la distance de de´tection est presque double´e. Pour
un ve´hicule ayant une vitesse de 60 km/h dans de telles conditions me´te´orologique,
un panneaux sera de´tecte´ 5 secondes plus toˆt en utilisant la restauration.
Dans les cas ou` le brouillard est le´ger dV is > 250 m, l’intervalle de distances
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Figure 6.9 – Distance dsign des panneaux de´tecte´es avec un taux de 80 % en
fonction de la distance de visibilite´ dV is.
de de´tection est dSign ∈ [100 − 120] m et apre`s la restauration nous obtenons
dSign ∈ [170− 190] m. Le gain en distance de de´tection est de 70 m en utilisant la
restauration : compare´ a` la distance de de´tection dans le brouillard, le gain est de
60 a` 70 %. a` une vitesse de 60 km/h les panneaux seront de´tecte´s 4 secondes plus
toˆt.
6.1.5 Conclusion
Le contraste et la couleur des panneaux les plus distants sont les plus de´grade´s
par la diffusion atmosphe´rique. Notre syste`me, dans le cas d’un brouillard le´ger,
permet de retrouver des performances quasi-comparables a` celles d’un syste`me de
de´tection par temps clair et dans le cas d’un brouillard dense, d’augmenter la dis-
tance de de´tection d’un taux non-ne´gligeable. Cela va permettre au conducteur
d’avoir un temps suffisant pour prendre sa de´cision et effectuer des manœuvres
de manie`re se´curise´e. Nous avons donc montre´ que l’utilisation de la restauration
d’images permet d’e´tendre la gamme de fonctionnement d’un ADAS et potentielle-
ment re´duire le nombre d’accidents.
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6.2 Assistance : afficheur teˆte haute dans le brouillard
Nous allons pre´senter dans cette partie une expe´rience que nous avons effec-
tue´e et qui vise a` mesurer le temps de perception (que nous appelons, d’une fac¸on
plus ge´ne´rale, temps de re´action) d’un objet par un humain, par temps clair, dans
le brouillard et en utilisant la restauration afin d’e´valuer l’impact d’un afficheur
teˆte haute ou HUD (Head up display), utilisant notre syste`me d’ame´lioration de la
visibilite´, sur les performances d’un conducteur.
Mene´e sur un panel de 30 sujets, l’expe´rience s’est de´roule´e en 2 e´tapes. Dans un
premier temps nous avons mode´lise´ sur e´cran un objet noir sur un fond uniforme
dans le brouillard en utilisant le mode`le de Koschmieder et e´value´ le temps de
perception et le taux de de´tection. Dans une seconde expe´rience nous avons utilise´
des images Sivic pour mode´liser des sce`nes routie`res de brouillard et e´valuer le temps
de de´tection d’un ve´hicule.
Nous allons commencer par montrer les diffe´rents outils et techniques utilise´s
pour mettre en place l’expe´rience et pre´senterons les re´sultats des 2 expe´riences.
6.2.1 Temps de re´action
Le temps de re´action est le temps e´coule´ entre la pre´sentation d’un stimulus
(auditifs, visuel . . . ) et la re´ponse du sujet (appui sur un bouton, mouvement des
yeux, re´ponse vocale . . . ). La figure 6.10 illustre le principe de mesure de temps de
re´action. Nous commenc¸ons par avertir le sujet du de´but de l’expe´rience et nous
faisons apparaitre le stimulus apre`s une certaine dure´e ale´atoire et mesurons le
temps de re´ponse.
Dans notre cas le stimulus est un objet dans l’image que nous cherchons a`
de´tecter, le signal avertisseur est un message texte qui apparait a` l’e´cran pour
signaler au sujet que le stimulus va bientoˆt apparaitre et qu’il doit se pre´parer pour
re´pondre. Nous allons voir dans la suite plus en de´tails comment l’expe´rience a e´te´
effectue´e.
Figure 6.10 – Mesure du temps de re´action
Notons que pendant la pe´riode pre´paratoire il peut y avoir des erreurs d’an-
ticipation, par exemple, le sujet va re´pondre avant l’apparition du stimulus. Par
conse´quence la variabilite´ des re´ponses ne va pas correspondre a` une distribution
gaussienne. Pour surmonter ce proble`me la meˆme mesure est effectue´e plusieurs fois
et nous conside´rons la me´diane de toutes les re´pe´titions afin d’e´liminer les valeurs
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aberrantes.
Nous distinguons plusieurs types de temps de re´action suivant la taˆche que nous
demandons a` l’utilisateur d’accomplir : temps de re´action de de´tection (simple), de
reconnaissance, de choix. . . En 1868, le professeur Donders a e´te´ le premier scienti-
fique a` mesurer le temps de re´action en laboratoire et il a conclu que plus la taˆche
est complexe plus le temps de re´action est important.
Dans le cadre de notre e´tude nous nous sommes limite´s a` la mesure du temps
de re´action simple : Un objet apparait et le sujet doit appuyer sur un bouton de`s
qu’il le perc¸oit. Nous appelons le temps mesure´ “temps de perception”. Nous faisons
apparaitre le stimulus (l’objet) toujours au meˆme endroit afin de ne pas prendre en
compte le temps de recherche et de n’avoir donc que le temps de perception.
6.2.1.1 Loi de Pie´ron
Cette loi exprime le fait que plus l’intensite´ d’un certain stimulus est faible plus
le temps de re´action est important. L’e´quation 6.7 de´crit le temps de re´action en
fonction de l’intensite´ du stimulus I et des caracte´ristiques β et t0 d’une modalite´
sensorielle donne´e. α est un parame`tre qui de´pend des unite´s, suivant si le stimulus
est une image, un son. . .
TR = αI−β + t0 (6.7)
Dans le domaine visuel la valeur de β est entre 0, 3 et 0, 35. α et t0 sont a`
de´terminer expe´rimentalement.
La figure 6.11 montre l’e´volution du temps de re´action en fonction de l’intensite´
du stimulus selon la loi de Pie´ron.
Figure 6.11 – Temps de re´action en fonction de l’intensite´ du stimulus
6.2.1.2 Temps de re´action dans le brouillard
Dans le brouillard, le contraste des objets s’atte´nue avec la distance. A` cause
d’une visibilite´ re´duite, le conducteur n’aperc¸oit les objets avec un contraste suffisant
que lorsqu’il est proche d’eux et il en re´sulte un freinage brusque qui peut augmenter
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la gravite´ d’un accident. Le but des expe´riences que nous allons pre´senter dans la
suite est de mesurer le temps de re´action par temps clair, dans le brouillard et
en utilisant notre me´thode de restauration afin d’e´valuer les gains, en termes de
performances du conducteur, apporte´s par notre syste`me de restauration.
Les questions qui se posent sont donc :
• De combien le temps de perception augmente en pre´sence du brouillard par
rapport a` un temps clair ?
• A` partir de quelle distance un objet est de´tectable dans un brouillard d’une
certaine densite´ ?
• Et de combien nous pouvons ame´liorer le temps de perception et le pourcen-
tage de de´tection d’un objet dans le brouillard en utilisant la restauration ?
Pour re´pondre a` ces questions nous avons mis en place deux expe´riences que
nous allons pre´senter dans la suite.
6.2.2 Mode´lisation du brouillard et mesure du temps de perception
L’expe´rience a eu lieu dans les locaux d’IFSTTAR-Paris. Nous avions a` notre
disposition un e´cran avec une grande re´solution et un PC place´s une salle sombre
(afin de n’afficher aux sujets que les luminances provenant de l’e´cran). La position
de l’e´cran et du sie`ge ou` le sujet devait s’assoir n’ont pas change´ durant toute
l’expe´rience. La figure 6.12 montre une image de la salle Clovis et la configuration
choisie pour cette expe´rience.
Cette expe´rience a consiste´ a` pre´senter au sujet des images de disques, qui
mode´lisent un objet noir d’une taille de 2 me`tres plonge´ dans le brouillard, affiche´es
sur un plan uniforme ayant une valeur fixe qui repre´sente l’intensite´ du ciel.
Nous faisons varier l’intensite´ du disque selon Koschmieder : l’objet apparait
avec la meˆme luminance qu’un objet noir plonge´ dans un brouillard d’une certaine
densite´.
La taille du disque sur l’e´cran est calcule´e en fonction de la distance de l’objet
dans le brouillard : le disque apparait a` l’e´cran au sujet avec la meˆme taille angu-
laire qu’un objet de 2 me`tres observe´ en vrai a` une certaine distance. Enfin, nous
mesurons le temps de perception de chaque disque par le sujet.
La figure 6.13 montre des images de disques correspondants a` un objet se trou-
vant a` diffe´rentes distances dans le brouillard.
A` chaque image, nous signalons au sujet le commencement, nous affichons une
image de la sce`ne sans le disque pendant une pe´riode tpreparatoire qui varie a` chaque
fois ale´atoirement entre 1 et 3 secondes, affichons l’image de la sce`ne avec le disque
pendant une dure´e de 5, 5−tpreparatoire secondes et mesurons le temps de perception
du disque.
Sans re´ponse du sujet nous conside´rons qu’il n y a pas eu de´tection. Nous e´li-
minons aussi les erreurs d’anticipation (re´ponse avant l’apparition du stimulus).
Toutes les images sont affiche´es dans un ordre ale´atoire.
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Figure 6.12 – Image du haut : salle Clovis. Image du bas : configuration de l’expe´-
rience. L’emplacement de l’e´cran par rapport a` l’observateur ainsi que la re´solution
et les parame`tres de luminance et de contraste n’ont pas change´ durant toute l’ex-
pe´rience.
Figure 6.13 – Images des disques : dans le brouillard, plus l’objet est loin plus il
devient petit et perd son contraste.
Comme le mode`le de Koschmieder s’applique sur des luminances, afin d’afficher
le disque avec la meˆme luminance que dans le monde re´el nous avons effectue´ un
calibrage de l’e´cran utilise´ a` l’aide d’un luminance-me`tre comme nous allons le
montrer dans la suite.
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6.2.2.1 Calibrage photome´trique
Nous avons donc commence´ par effectuer un calibrage de l’e´cran afin d’obtenir
une relation entre les niveaux de gris des pixels de l’image et la luminance affiche´e a`
l’e´cran en cd/m2. Ceci va nous permettre d’utiliser le mode`le de Koschmieder cor-
rectement en l’appliquant sur les luminances et de convertir ensuite les luminances
en niveaux de gris pour l’affichage a` l’e´cran. La figure 6.14 montre la courbe de
calibrage.
Figure 6.14 – Courbe du calibrage de l’e´cran a` l’aide d’un luminance-me`tre : en
abscisse la luminance perc¸ue et en ordonne´e le niveau de gris correspondant.
6.2.2.2 Logiciel Presentation
Une fois le calibrage effectue´, nous avons utiliser un logiciel nomme´ “Presenta-
tion”(Neurobs) utilisant un langage proche de“Python”qui nous a permis d’afficher
les images des disques, de faire varier leur luminances et leurs tailles et de re´cupe´rer
les temps de re´action des sujets avec une pre´cision infe´rieure a` une milliseconde.
6.2.2.3 Mode´lisation du brouillard
Pour mode´liser le brouillard dans le cas des disques, nous avons utilise´ le mode`le
de Koschmieder Lapp = Loexp(−βd) + Lf (1 − exp(−βd)), avec Lapp la luminance
apparente dans le brouillard que nous voulons attribuer au disque en fonction du
brouillard conside´re´, Lo la luminance du disque, Lf la luminance du ciel (fond de
l’image).
La figure 6.15 montre un sche´ma illustrant le principe de mode´lisation du
brouillard. L’image de gauche montre un objet de taille T , dans le monde re´el,
observe´ a` une distance d. L’image de droite montre ce que nous voulons afficher aux
sujets : un objet observe´ a` une distance de 3 m ayant la meˆme taille angulaire et la
meˆme luminance que l’objet dans le monde re´el.
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Figure 6.15 – Mode´lisation d’un objet dans le brouillard sur un e´cran.
Nous conside´rons que le disque est un objet noir de luminance Lo nulle et ayant
une taille To = 2 m. Notons que L0 est choisi pour maximiser la visibilite´ de l’objet
dans le brouillard. Si L0 augmente, la visibilite´ diminue.
La luminance du ciel est Lf = 150 cd/m
2 afin d’avoir une sce`ne assez lumineuse
sans pour autant e´blouir les yeux du sujet.
Nous avons utilise´ 3 densite´s de brouillard correspondant aux distances de visibi-
lite´ suivantes dV is = 50, 80, 150(m). Pour chaque dV is l’objet est place´ a` 6 distances
diffe´rentes afin de de´tecter le seuil de chute de visibilite´ (voir tableau 6.2).
Afin de caracte´riser la sensibilite´ du syste`me visuel humain au contraste de
luminance, un niveau de visibilite´ V L a e´te´ introduit par Adrian [Adrian 1989].
Afin d’anticiper le re´sultat et se´lectionner les distances de l’objet, nous avons utilise´
le mode`le d’Adrian qui de´finit le niveau de visibilite´ V L en fonction d’un certain
nombre de parame`tres (taille, distance, hauteur, dure´e de l’observation . . . ).
Le tableau 6.2 montre les diffe´rentes distances de visibilite´, les distances de
l’objet, les luminances et les contrastes utilise´es et les valeurs de V L de´duites. Plus
la distance augmente, plus le niveau de visibilite´ diminue.
La taille de l’objet sur l’e´cran est calcule´e, en conside´rant qu’il apparait avec
la meˆme taille angulaire que dans le monde re´el, a` partir de la formule 6.8 de´duite
apre`s un simple calcul ge´ome´trique a` partir des images de la figure 6.15.
Tecran =
3T
d
=
6
d
(6.8)
Ensuite nous convertissons cette taille en pixels en connaissant la taille des pixels
de l’e´cran.
Pour chaque sujet, nous affichons 3×6 = 18 images diffe´rentes (6 emplacements
de l’objet pour chacune des 3 densite´s de brouillard) dans un ordre ale´atoire. Le
nombre de re´pe´titions de chaque image est e´gal a` 8.
6.2.2.4 Re´sultats
Nous avons fait passer l’expe´rience a` 30 sujets, la figure 6.16 montre les courbes
des temps de re´action, calcule´s comme la me´diane des temps de re´action de tous
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dV is Contraste Lo(cd/m
2) d(m) VL d’Adrian
150m 0,226 116 75 31,5
0,126 131 105 16,7
0,067 140 138 8,3
0,033 145 171 3,9
0,02 147 210 2,2
0,013 148 228 1,4
80m 0,213 118 42 31,1
0,12 132 57 17,4
0,06 141 75 8,33
0,033 145 93 4,49
0,02 147 105 2,64
0,013 148 120 1,72
50m 0,1867 122 28 27,7
0,113 133 37 16,7
0,06 141 47 8,7
0,033 145 58 4,7
0,02 147 67 2,8
0,013 148 75 1,85
Table 6.2 – Parame`tres de l’expe´rience en fonction de la distance de visibilite´
les sujets en fonction de la distance d (6 distances), pour chaque type de brouillard
et affiche´s en couleurs diffe´rentes : en rouge dV is = 50 m, en vert dV is = 80 m et
en bleu dV is = 150 m. Sur chaque distance nous avons marque´ le taux de de´tection
moyen de tous les sujets.
Nous obtenons une courbe qui ressemble a` celle de Pie´ron. Nous constatons que
plus la distance augmente plus le temps de re´action augmente et plus le taux de
de´tection diminue.
Nous montrons sur la figure 6.16 la meˆme courbe avec les e´carts-type des temps
de re´action entre sujets.
Nous observons que plus la distance augmente plus l’e´cart type est grand, cela
est duˆ au fait que lorsque le contraste est assez visible (objet proche) les sujets
arrivent tous a` le de´tecter avec un temps de re´action e´quivalent alors que lorsque le
contraste est tre`s faible (objet loin) certains sujets le de´tecte rapidement (bien que
moins rapidement que lorsqu’il est proche) alors que pour d’autres cela prend plus
de temps.
En fixant un seuil de de´tection a` 500 ms, la distance d correspondante a` ce
seuil est de 58 m pour dV is = 50 m, de 93 m pour dV is = 80 m et de 171 m pour
dV is = 150 m. Ces trois distance a` partir desquelles nous conside´rons que l’objet
est rapidement de´tectable correspondent a` un contraste de 3 % et un niveau de
visibilite´ d’Adrian V L d’environ 4. Ces re´sultats sont proches des normes CIE : un
contraste de 5 % minimum est ne´cessaire pour qu’un objet soit visible.
Nous allons montrer dans la suite la deuxie`me expe´rience que nous avons ef-
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Figure 6.16 – Image du haut : temps de re´action en fonction de la distance et taux
de de´tection pour chaque distance. Courbe en rouge dV is = 50 m, courbe en vert
dV is = 80 m et courbe en bleu dV is = 150 m. Image du bas : temps de re´action
en fonction de la distance et les e´carts-type entre sujets pour chaque distance et
chaque brouillard.
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fectue´e et dans laquelle nous avons remplace´ les images de disques par des images
routie`res de synthe`se.
6.2.3 Ame´lioration du temps de perception dans le brouillard
Cette deuxie`me expe´rience, qui s’est de´roule´e en meˆme temps que la premie`re
expe´rience en utilisant les meˆmes outils (salle, e´cran, logiciel “Presentation”), a
consiste´ aussi en une mesure des temps de perception (des meˆmes 30 sujets) d’une
voiture dans une sce`ne routie`re affiche´e sur e´cran.
6.2.3.1 Mode´lisation d’images routie`res dans le brouillard
Pour cre´er les images routie`res, nous avons utilise´ le logiciel SiVIC. Nous avons
choisi une voiture de couleur noire (luminance presque nulle), l’arrie`re plan de
l’image (la sce`ne) est le meˆme dans toute l’expe´rience (sce`ne statique) et seule
la position de la voiture sur la route varie (voir figure 6.17).
Figure 6.17 – Image originale avec la voiture place´e a` diffe´rentes distances (pre-
mie`re ligne), images avec des brouillards dV is = 50, 80, 150(m) (deuxie`mes lignes)
et images restaure´es (troisie`me ligne).
La figure 6.18 montre la sce`ne re´elle (que nous avons simule´ a` l’aide de SiVIC)
capture´e par une came´ra et l’image correspondante affiche´e sur l’e´cran pour le sujet.
Notre but ici est d’e´valuer les performances d’un conducteur utilisant un syste`me
d’affichage teˆte haute : a` la diffe´rence de la premie`re expe´rience le but n’est pas de
mode´liser sur e´cran comment la sce`ne est perc¸ue dans le brouillard en re´alite´ (meˆme
taille de l’objet et meˆme luminance que dans le monde re´el) mais plutoˆt comment
la sce`ne est perc¸ue par un conducteur posse´dant un syste`me d’affichage teˆte haute.
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Figure 6.18 – Mode´lisation d’un objet dans le brouillard sur un e´cran.
La taille de l’objet et sa luminance vont donc de´pendre des caracte´ristiques de
la came´ra et de l’e´cran.
Dans notre cas nous avons choisi une focale de la came´ra f = 128 mm afin que
l’objet ait une taille visible dans la gamme de distance dans laquelle nous voulons
le placer ([28− 280] m).
Comme nous avons calibre´ notre e´cran et comme la re´ponse de la came´ra SiVIC
est line´aire, la luminance de l’objet sera affiche´e avec la meˆme luminance que dans
le monde re´el.
Nous avons donc place´ l’objet a` 5 distances dans 3 cas : par temps clair, par
temps de brouillard et apre`s restauration. A` chaque fois le temps de perception est
mesure´.
En utilisant le mode`le de Koschmieder et la carte de profondeur des images (four-
nie par SiVIC) nous avons ajoute´ dans les images originales 3 types de brouillard
uniforme dV is = 50, 80, 150(m).
Nous avons donc affiche´ pour chaque sujet 5 + (5×2×3) = 35 images (5 images
par temps clair, 5 images de brouillard pour chacun des 3 types de brouillards et
les 5 images restaure´es correspondantes). Chaque image est pre´sente´e 6 fois.
6.2.3.2 De´roulement de l’expe´rience
Comme pre´ce´demment, a` chaque image nous signalons au sujet le commence-
ment, nous affichons une image de la sce`ne sans la voiture pendant une pe´riode
tpreparatoire qui varie a` chaque fois ale´atoirement entre 1 et 3 secondes, affichons
l’image de la sce`ne avec la voiture pendant une dure´e de 5, 5− tpreparatoire secondes
et mesurons le temps de re´ponse depuis l’affichage de la voiture.
Les erreurs d’anticipation sont e´limine´es. Pour chaque groupe (images par temps
clair, images des 3 types de brouillard et restaurations correspondantes) nous affi-
chons ale´atoirement les images (la distance varie ale´atoirement).
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dV is (me`tre) 50 80 150
dObj (me`tre) 93 138 280
TR Brouillard (sec) 2 2 2,4
TR Restauration (sec) 0,5 0,5 0,5
TD Brouillard 30 % 20 % 4 %
TD Restauration 100 % 98% 99 %
Table 6.3 – Exemple de temps de re´action TR et taux de de´tection TD, d’un
objet place´ a` une distance dObj de la came´ra, dans le cas d’images de brouillard
(caracte´rise´ par dV is) et dans le cas d’images restaure´es. En utilisant la restauration,
TR diminue et TD augmente.
6.2.3.3 Re´sultats
Pour chaque type d’images (sans brouillard, brouillard et restauration) et pour
chacun des 30 sujets nous avons calcule´ la me´diane des temps de re´action des 6
re´pe´titions. Ensuite, nous avons conside´re´ la me´diane des mesures de tous les sujets.
La figure 6.19 montre le trace´ du temps de re´action (de chaque groupe d’images)
en fonction de la distance de la voiture. Nous affichons pour chaque distance le taux
de de´tection, sur les 6 re´pe´titions, calcule´ comme e´tant la moyenne des taux de
de´tection de chaque sujet.
Nous constatons qu’en absence de brouillard le temps de re´action est autour de
500 ms, ce qui correspond au re´sultat pre´visible. Dans le cas d’images de brouillard,
le temps de re´action augmente en fonction de la distance de la meˆme fac¸on que
pour les images des disques (expe´rience pre´ce´dente). En utilisant la restauration
nous arrivons a` trouver une courbe tre`s similaire a` celle par temps clair : temps
de re´action quasi-constant pour les diffe´rentes distantes. La fin de chaque courbe
des images de brouillard et de restauration correspond a` une absence d’information
visuelle a` partir de cette distance.
Avec notre syste`me nous arrivons donc a` ame´liorer les performances visuelles
du conducteur dans une certaine gamme de distance (tant que l’information est
disponible).
Nous montrons sur le tableau 6.3, un exemple de taux de de´tection et taux
de re´action extrait de la figure 6.19. Le taux d’ame´lioration, pour les trois types
de brouillard, varie de 1, 5 a` 2 secondes pour un objet place´ a` environ 1, 8 fois la
distance de visibilite´ et ceci pour les diffe´rents types de brouillard.
Nous constatons aussi qu’en utilisant la restauration, le taux de de´tection est
ame´liore´ avec un taux entre 70 % et 95 % pour les objets les plus distants. Nous
montrons aussi sur la figure 6.19, les courbes avec les e´carts-type des temps de
re´action entre sujets pour chaque distance et chaque groupe d’images. De la meˆme
fac¸on que dans l’expe´rience pre´ce´dente, nous constatons que l’e´cart type entre sujets
augmente en fonction de la distance dans le brouillard, alors que par temps clair et
en utilisant notre syste`me tous les sujets arrivent a` de´tecter la voiture en des temps
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Figure 6.19 – Image du haut : temps de re´action en fonction de la distance. Courbe
des images originales en noir, courbes des images de brouillard (en rouge dV is = 50
m, en vert dV is = 80 m et en bleu dV is = 150 m) en couleurs en lignes pointille´es
et courbes des images restaure´es avec les meˆmes couleurs en lignes continues. Le
taux de de´tection moyen est affiche´ sur chaque distance de chaque courbe. Image
du bas : temps de re´action en fonction de la distance avec les e´carts types entre
sujets pour chaque distance et chaque brouillard.
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e´quivalents.
6.2.4 Conclusion
Nous avons pre´sente´ deux expe´riences de mesure de temps de re´action dans le
brouillard.
Dans la premie`re expe´rience, les re´sultats montrent que, dans le brouillard, le
temps de perception d’un objet augmente en fonction de sa distance et que le taux
de de´tection diminue. Nous constatons aussi qu’a` partir de la distance de visibilite´
les performances de de´tection commencent a` se de´grader. Cette expe´rience, bien que
beaucoup plus simple, permet de retrouver les meˆmes re´sultats qu’avec une sce`ne
plus re´aliste (deuxie`me expe´rience). Aussi cette simplification permet d’envisager
de nouvelles expe´riences en diminuant leurs temps de de´veloppement.
Dans la deuxie`me expe´rience, nous avons montre´ qu’en utilisant notre syste`me
de restauration, nous pouvons ame´liorer le temps de perception jusqu’a` 2 secondes
pour les diffe´rentes densite´s de brouillard utilise´e, ainsi que le taux de de´tection
jusqu’a` 95 %. Notons que cette mesure correspond au gain maximum de temps de
re´action qu’un HUD pourrait apporter. D’une part, nous avons e´tudie´ le cas ide´al :
les images de synthe`se utilise´es ne contiennent pas de bruit a` la diffe´rence de la
re´alite´ (poussie`re et salete´ sur le capteur ou le pare-brise, proble`me d’e´clairage . . . ).
L’utilisation d’images re´elles dans une futur expe´rience, permettrait d’e´valuer un
gain qui sera plus proche de la re´alite´. D’autre part, de fac¸on a` mobiliser l’inte´gralite´
du gain potentiel en terme de temps de re´action, l’ergonomie du syste`me HUD est
critique. Il doit eˆtre conc¸u de fac¸on a` eˆtre facilement accessible au conducteur sans
perturber sa taˆche de conduite.
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6.3 Traitement : De´tection de l’espace navigable
Dans le chapitre 2, nous avons pre´sente´ la me´thode [Hautie`re 2005] utilisant
un seul capteur came´ra et permettant de restaurer des images de sce`ne routie`re
de brouillard en supposant la route plane. Nous avons vu, dans le chapitre 4 la
possibilite´ de combinaison de cette me´thode avec notre me´thode de restauration
afin de mieux restaurer le plan de la route. Cette combinaison ayant e´te´ effectue´e
en segmentant la sce`ne en objets verticaux et horizontaux. Une autre application
de cette me´thode, que nous allons pre´senter dans cette section, est l’utilisation de
la segmentation de la route pour permettre la de´tection de la chausse´e devant le
ve´hicule. Cela permettra d’estimer les zones ou` le ve´hicule est capable de rouler
de manie`re sure (sans rencontrer des obstacles). Nous appelons cette zone l’espace
navigable.
Notons que des me´thodes de l’e´tat de l’art utilisant la couleur [Crisman 1991],
la texture [Zhang 1994], la ste´re´ovision [Broggi 2005] ou une combinaison de ces
approches [Soquet 2007], permettent de de´tecter l’espace navigable. Comme la lu-
minance rec¸ue par le capteur came´ra s’atte´nue exponentiellement avec la distance
dans le brouillard, ces me´thodes risquent de donner des mauvais re´sultats. Une me´-
thode permettant de restaurer les contrastes des images permettrait potentiellement
d’ame´liorer les re´sultats de ces me´thodes dans le brouillard.
L’approche propose´e dans cette section permet la restauration et peut donc eˆtre
combine´e avec ses me´thodes. En plus, elle permet la de´tection de l’espace navigable,
dans le brouillard en exploitant les proprie´te´s du brouillard et peut donc eˆtre assez
comple´mentaire des me´thodes classiques.
Le principe de la me´thode est le suivant : nous commenc¸ons par estimer la
distance de visibilite´ atmosphe´rique et la position de la ligne d’horizon. Ensuite
l’image est restaure´e et segmente´e en utilisant l’hypothe`se monde plan. Enfin, une
segmentation des composantes connexes devant le ve´hicule nous permet de de´duire
l’espace navigable. La me´thode a e´te´ optimise´e en utilisant une base de donne´es
contenant 15 images de brouillard acquises a` l’aide d’une came´ra embarque´e dans
un ve´hicule.
6.3.1 Estimation de la distance de visibilite´
Afin d’estimer la densite´ du brouillard, nous utilisons la me´thode pre´sente´e dans
le chapitre 2 qui consiste a` chercher le point d’inflexion des intensite´s par rapport
aux lignes de l’image. Nous rappelons la formule de´duite de la densite´ de brouillard
β :
β =
2 (vi − vh)
λ
(6.9)
avec vi la position du point d’inflexion estime´e sur une re´gion d’inte´reˆt de l’image
(ROI) contenant une zone homoge`ne de la route et la zone du ciel et posse´dant un
gradient verticale minimum (infe´rieur a` un seuil ∆s). vh est la position de la ligne
d’horizon et λ un coefficient qui de´pend des parame`tres de la came´ra (voir chapitre
2 pour plus de de´tails).
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6.3.2 Discussion
Segmentation de la re´gion d’inte´reˆt
Notons que l’estimation de β est sensible a` la pre´sence d’obstacles tels que les
ve´hicules qui empeˆchent la bonne de´tection de la bande verticale sur laquelle le
point d’inflexion est estime´. Pour surmonter ce proble`me, un filtre temporel peut
eˆtre utilise´. Dans [Hiramatsu 2009], un filtre de Kalman de´die´ a` notre proble`me a
e´te´ propose´.
Un autre proble`me de la me´thode est le choix du seuil ∆s. La me´thode e´choue
dans le cas ou` la route est tre`s texture´e ou lorsque la transition entre la route et le
ciel est tre`s forte.
La figure 6.20 montre des exemples ou` la de´tection de la ROI e´choue. Les images
(a) et (b) montrent des sce`nes fortement texture´es, l’image (c) correspond a` une
sce`ne telle que la transition entre la route et le ciel est tre`s forte et les images (d)
et (e) montrent des images de synthe`ses contenant des objets verticaux (ve´hicules,
arbres, pont).
Figure 6.20 – E´chec de la de´tection de la ROI ou` le point d’inflexion est estime´
en utilisant un algorithme de croissance des re´gions. La premie`re ligne montre des
images de brouillard, la deuxie`me et la troisie`me lignes montrent les ROI de´tecte´es
en utilisant respectivement des seuils ∆s = 2 et ∆s = 3.
Sensibilite´ au tangage
La me´thode propose´e est sensible a` l’orientation du ve´hicule par rapport a` la
surface de la route. L’estimation de la distance de visibilite´ Vmet =
3
β est correcte si
l’estimation de vi et vh et correcte. Notons δ l’erreur entre vi et vh. Afin d’e´tudier
l’influence de δ sur l’estimation de Vmet, nous calculons l’erreur S entre la visibilite´
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me´te´orologique estime´e Vˆmet et la vraie valeur de Vmet :
S = Vmet − Vˆmet
= Vmet − 3λ
2
1
vi − vh + δ
= Vmet
(
1− 1
1 + 2δVmet3λ
)
(1.10)
Sur la figure 6.21 nous avons trace´ la courbe de S en fonction de Vmet pour
δ ∈ [−4, 4]. Nous constatons qu’une surestimation de δ est moins pe´nalisante qu’une
sous-estimation. Afin d’avoir une mesure stable nous devons donc choisir la ligne
d’horizon au dessus de sa valeur the´orique.
Figure 6.21 – Sensibilite´ de l’estimation de la visibilite´ me´te´orologique Vmet a`
l’erreur δ entre la position du point d’inflexion vi et la position de la ligne d’horizon
vh. Une sous-estimation de δ est plus pe´nalisante qu’une surestimation.
Dans la suite nous allons voir comment les proble`mes de la de´tection de la ROI
sont surmonte´s.
6.3.3 Segmentation de la ROI fonde´e sur les cartes ge´ode´sique
La me´thode de segmentation de la ROI de [Hautie`re 2006] peut eˆtre rempla-
ce´e par d’autres me´thodes de calcul de chemin optimal en assimilant l’image a` un
graphe. Dans l’e´tat de l’art, il existe de nombreuses me´thodes permettant de cal-
culer le chemin le plus court tel que l’algorithme de Dijkstra [Dijkstra 1959] ou
l’algorithme A∗ [Hart 1968]. Cependant, elles sont couteuses en temps de calcul.
Dans notre cas nous avons utilise´ l’algorithme [Bre´mond 1994, Ikonen 2005, Crimi-
nisi 2008] appele´ transforme´e de distance ge´ode´sique efficace note´ aussi WDTOCS.
La distance ge´ode´sique C(x, y) d’un pixel de coordonne´es (x, y) est de´finie par
l’e´quation sur la figure 6.22. Cette figure illustre le principe de de la WDTOCS.
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Figure 6.22 – L’image est parcourue de gauche a` droite et de haut en bas et
la distance ge´ode´sique C(x, y) est calcule´e en utilisant un masque. Ge´ne´ralement,
ρ1 = 1 et ρ2 =
√
2. γ est un coefficient de ponde´ration des gradients calcule´ sur 4
directions.
L’algorithme requiert deux cartes de distance F ∗a (x) et F ∗b (x). L’extre´mite´ a
(respectivement b) du trajet est la caracte´ristique a` partir de laquelle toutes les
distances sont calcule´es.
La distance du chemin le plus court entre les extre´mite´s a et b est :
DR(x) = F
∗
a (x) +F
∗
b (x) (6.10)
Donc, les points correspondant a` la distance minimal du chemin souhaite´ est :
R(a, b) = {x|DR(x) = minxDR(x)} (6.11)
Dans le cas d’images routie`re nous choisissons les extre´mite´s A et B, respecti-
vement, comme e´tant le bas de l’image (juste devant le ve´hicule) et le point le plus
lumineux de l’image (le ciel). La figure 6.23 illustre l’application de cet algorithme
sur une image de route.
La carte R(A,B) est calcule´e en fonction d’un parame`tre de tole´rance τ :
R(A,B) = {x|DR(x) ≤ (1 + τ)minxDR(x)} (6.12)
La segmentation finale est re´ussie si elle passe au dessus de la ligne d’horizon.
Dans [Hautie`re 2011] une nouvelle me´thode permettant l’estimation de la ligne
d’horizon a e´galement e´te´ propose´e (nous ne la de´taillerons pas ici).
Notons que la me´thode rencontre encore des proble`mes en pre´sence de grands
objets devant le ve´hicule. Pour plus de pre´cision cette me´thode peut eˆtre combine´
avec un syste`me GPS comme dans [Hautiere 2010a].
6.3.4 De´tection de l’espace navigable
A` partir du re´sultat de la segmentation de la ROI nous de´duisons donc le point
d’inflexion vi. Ensuite, la densite´ du brouillard β est calcule´e a` partir de l’e´quation
6.3.2. La restauration est effectue´e en utilisant l’hypothe`se monde plan et en inver-
sant le mode`le de Koschmieder. Enfin, la route est segmente´e en objets verticaux
et horizontaux comme dans le chapitre 4.
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Figure 6.23 – Application de la WDTOCS sur une image de route. image originale
(a), les ensembles des extre´mite´s A et B (b), cartes de distance F ∗A(x) (c) et F
∗
B(x)
(d), distance minimale R(A,B) et le re´sultat de segmentation de la ROI en vert
(f).
La figure 6.24 montre, en couleur verte, la de´tection de l’espace navigable consi-
de´re´ comme le re´sultat de segmentation des objets horizontaux. D’un point de vue
qualitatif, nous obtenons un bon re´sultat, d’une qualite´ comparable a` celle des ap-
proches ste´re´ovision.
Afin d’e´valuer quantitativement les re´sultats, nous avons cre´e´ manuellement,
pour 15 images re´elles de sce`nes routie`re, la ve´rite´ terrain correspondant a` l’espace
navigable. Ensuite, nous avons trace´ la courbe ROC en fonction d’un coefficient ρ
de ponde´ration de la visibilite´ me´te´orologique estime´e.
Pendant la cre´ation de la ve´rite´ terrain, nous nous sommes demande´ s’il fallait
choisir l’espace navigable comme e´tant la route ou s’il fallait inclure d’autres zones
telles que les trottoirs ? Nous avons choisi la de´finition de l’espace navigable la plus
restrictive : nous conside´rons seulement la surface de la route.
La figure 6.25 montre la courbe ROC que nous obtenons en trac¸ant le taux de
vrais positifs TPR en fonction du taux des faux positifs FPR. Le TPR est le taux
des pixels appartenant a` la route et de´tecte´s comme espace navigable et le FPR
est le taux des objets verticaux de´tecte´s comme espace navigable.
Dans le cas ou` ρ = 1 (utilisation de Vmet estime´) nous obtenons un TPR proche
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Figure 6.24 – De´tection de l’espace navigable. Premiere et troisie´me colonnes :
images originales. Deuxieme et quatrieme colonnes : segmentation en objets ver-
ticaux (zones rouge) et espace navigable (zones vertes). L’image en bas a` droite
correspond a` une image de pluie (dans ce cas β a e´te´ choisi manuellement).
de 1 et un FPR d’environ 0, 4. Nous avons donc un taux de faux positifs e´leve´.
Un coefficient ρ < 1 permet de re´duire le FPR. En effet, en re´duisant la visibi-
lite´ me´te´orologique la restauration du contraste est plus forte ce qui implique que
certains zones telles que les trottoirs sont de´tecte´s comme obstacles.
Un coefficient ρ = 0, 6 nous donne un TPR = 95 % et un FPR = 10 %. Nous
parvenant ainsi a` optimiser la de´tection de l’espace navigable.
6.3.5 Conclusion
Nous avons pre´sente´, dans cette section, une application de la restauration par
hypothe`se monde plan (en utilisant une version ame´liore´e de l’estimation de la
densite´ de brouillard [Hautie`re 2011]) permettant de de´tecter, dans le brouillard,
l’espace navigable ou` le ve´hicule peut se de´placer d’une fac¸on se´curise´e sans rencon-
trer d’obstacle. La me´thode a e´te´ e´value´e et optimise´e en utilisant une petite base
de donne´es de 15 images re´elles. Sur cette base d’images, nous obtenons un taux de
bonne de´tection assez e´leve´ et un taux de mauvaise de´tection faible.
6.4 Conclusion
Au travers de ces trois expe´riences, nous avons pu montrer la pertinence de
la restauration des images lorsqu’elles sont de´grade´es par du brouillard. Chacune
d’entre-elles repre´sente une famille d’application (pre´-traitement, assistance, trai-
tement). D’autres applications pourraient eˆtre teste´es pour confirmer ces re´sultats
et inspirer, dans le futur, le de´veloppement de nouveaux syste`mes d’assistance a` la
conduite.
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Figure 6.25 – Courbe ROC de la de´tection de l’espace navigable obtenue sur 15
images. Le taux de vrais positifs est trace´ en fonction du taux des faux positifs en
fonction d’un coefficient ρ qui ponde`re la visibilite´ me´te´orologique.

Chapitre 7
Conclusion et perspectives
L’objectif principal des syste`mes d’aide a` la conduite est de pallier les de´faillances
du conducteur et augmenter la se´curite´ routie`re. Les nouveaux syste`mes cherchent
a` anticiper au mieux pour pre´venir les accidents, par l’exploitation de capteurs
exte´roceptifs permettant la perception de l’environnement. Les capteurs optiques
tels que les came´ras sont de plus en plus pre´sents du fait de leur bas couˆt, de
leur encombrement re´duit et de la richesse des informations de´livre´es. Avec un
seul capteur, la came´ra, de nombreuses applications peuvent eˆtre re´alise´es. Or, les
perturbations engendre´es par des conditions me´te´orologiques de´favorables affectent
la perception et, en particulier, le contraste et les couleurs dans la sce`ne. Dans
ces conditions, les algorithmes de traitement d’images peuvent fournir des re´sultats
errone´s.
Cette the`se traite le proble`me de la restauration en temps re´el des images diurnes
de´grade´es par le brouillard ou la pluie. Cette restauration permet ainsi, d’un point
de vue technologique, d’e´tendre la gamme de fonctionnement des syste`mes de vision
actuels et d’un point de vue socie´tal, de diminuer le nombre d’accidents, le tout en
respectant la dimension e´conomique qui consiste a` diminuer le couˆt des syste`mes
embarque´es en inte´grant plusieurs fonctions au sein d’un seul capteur.
Contributions
Notre objectif me´thodologique est le“deweathering”, qui est, selon nous, en passe
de devenir une discipline propre de la restauration d’images. Nous l’avons aborde´
en fusionnant des me´thodes de´die´es de de´tection et caracte´risation de brouillard
ou de pluie avec des me´thodes classiques de traitement d’images adapte´es a` notre
proble`me.
Dans l’e´tat de l’art, le “deweathering” dans le cas du brouillard est un sujet qui
a e´te´ aborde´ depuis une dizaine d’anne´es. Nous avons presente´ diffe´rentes me´thodes
(interactives et automatiques), s’appuyant sur le mode`le optique du brouillard, per-
mettant de re´soudre le proble`me. Parmi ces me´thodes, nous avons se´lectionne´ celles
qui sont les plus approprie´es aux ADAS suivant des crite`res de temps de traitement,
de qualite´ de la restauration et d’utilisation d’un seul capteur came´ra. D’autres me´-
thodes n’utilisant pas de mode`le physique ont aussi e´te´ se´lectionne´es. Les diffe´rentes
me´thodes ont e´te´ e´value´es qualitativement et quantitativement graˆce a` des bases
d’images de synthe`se et re´elles.
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Nous avons propose´ une me´thode de restauration du brouillard combinant ap-
proche physique, fonde´e sur le mode`le optique du brouillard et approche signal,
fonde´e sur l’e´galisation d’histogramme locale. Afin de re´duire les artefacts ge´ne´re´s
lors du traitement, diffe´rentes me´thodes de de´bruitage ont e´te´ e´tudie´es afin de se´-
lectionner la me´thode la plus adapte´e a` notre algorithme de restauration. Cette
approche, e´value´e sur des bases de donne´es de re´fe´rence, pre´sente une ame´lioration
significative par rapport aux me´thodes existantes.
Concernant le “deweathering” des gouttes de pluie pre´sentes sur le pare-brise,
tre`s peu d’e´tudes ont e´te´ effectue´es a` ce sujet. Nous avons propose´ une nouvelle ap-
proche utilisant une me´thode e´volue´e d’“inpainting” par diffusion anisotropique qui,
apre`s la de´tection des gouttes dans l’image, permet la restauration. Les parame`tres
de la me´thode ont e´te´ optimise´s par un algorithme de recuit simule´ en utilisant une
base d’images routie`res acquises par came´ra embarque´e.
Trois familles d’applications ADAS (traitement, pre´-traitement et assistance)
ont e´te´ propose´es afin d’e´valuer les me´thodes de restauration d’images de brouillard.
Dans chaque famille, nous avons teste´ une application. Nous avons e´value´ les gains
apporte´s par notre syste`me de restauration a` un algorithme de de´tection de pan-
neaux ainsi qu’a` la perception du conducteur dans le brouillard. Des bases d’images
de synthe`se ont e´te´ utilise´es pour permettre l’e´valuation. Les re´sultats obtenus
montrent une ame´lioration significative de la perception humaine et du taitement
logiciel. Enfin, nous avons e´value´ et optimise´ les performances d’un syste`me de
de´tection de l’espace navigable dans le brouillard en utilisant une base d’images
re´elles.
Les ADAS qui semblent le plus perturbe´ par le brouillard sont les syste`mes de
de´tection d’obstacles, de ve´hicules et de panneaux, puisque ces objets sont recher-
che´s sur une large gamme de distance et que le brouillard de´grade fortement leur
contraste et couleur lorsqu’ils sont e´loigne´s. De meˆme, le suivi de ve´hicule dans
le brouillard risque de ne pas eˆtre efficace a` cause de la variation d’intensite´ des
objets avec la distance. D’un autre cote´, la restauration risque de ne pas apporter
des gains important dans le cas de de´tection de marquages, puisque ces derniers ne
sont recherche´s que dans la partie infe´rieure de l’image qui est la moins de´grade´e
par le brouillard, sauf dans le cas de brouillard extreˆme.
Perspectives
Diffe´rentes ame´liorations peuvent eˆtre apporte´es aux me´thodes de restauration
propose´es et d’autres applications pour des ADAS ou, plus ge´ne´ralement, pour la
vision par ordinateur sont envisageables.
L’algorithme de restauration d’images de brouillard a e´te´ de´veloppe´ de fac¸on mo-
dulaire. Dans le futur, d’autres me´thodes de lissage et de restauration de contraste
et des couleurs qui seront plus efficaces et plus rapides pourraient remplacer les
modules concerne´s. Ces me´thodes devraient permettre de re´duire le bruit et d’ame´-
liorer les couleurs afin d’obtenir une meilleure restauration sur les diffe´rentes zones
159
de l’image. En particulier, le module de lissage de la carte de transmittance, pour-
rait eˆtre remplace´ par une me´thode de diffusion anisotropique, telle que celle utilise´e
pour effectuer l’“inpainting”.
D’un autre cote´, nous avons bien note´ que pour ame´liorer le contraste des objets
de la sce`ne, le choix de la taille de la feneˆtre d’e´galisation n’est pas aise´. Afin d’ob-
tenir des meilleurs contrastes, nous pourrons adapter la taille de la feneˆtre suivant
les caracte´ristiques de la zone a` traiter. Par exemple, utiliser une segmentation de
l’image permettra d’adapter la taille en fonction du nombre des re´gions de´tecte´es :
grande taille dans les zones uniformes et petite taille dans les zones texture´es.
Pour une meilleure estimation de la carte de profondeur de la sce`ne dans le
brouillard, nous pourrons exploiter la segmentation et l’estimation de la profondeur
de l’espace roulable afin de transfe´rer la profondeur du plan de la route vers les
objets verticaux. Pour cela, nous pourrons utiliser des me´thodes de minimisation
globale d’e´nergie, tels que les Graphcut, avec un a priori sur l’augmentation de la
distance avec la hauteur de l’image.
L’e´valuation sur des ADAS (de´tection de panneaux et mesure de temps de re´-
action) en utilisant la restauration sur des images ou des se´quences re´elles pourrait
eˆtre encore approfondie. Cela permettra d’e´tudier la diffe´rence entre l’utilisation
d’images de synthe`ses et les images re´elles.
Dans le cas de mesure de temps de re´action, nous pourrions compliquer la taˆche
en mobilisant l’attention du sujet. Par exemple, il est possible d’ajouter un signal
sonore ou de lui demander d’effectuer d’autres taˆches (recherche de l’objet dans
l’image, faire un calcul mental), afin de rendre l’expe´rience plus re´aliste et d’analyser
l’impact sur le temps de re´action.
Selon nous, il serait pertinent de mettre en place une expe´rience de mesure de
la distance d’arreˆt dans le brouillard en pre´sence d’obstacles sur la voie, en utilisant
un simulateur de conduite avec et sans HUD affichant l’image restaure´e au sujet.
Une implantation sur des tablettes ou des Smartphone pourra contribuer a`
l’ame´lioration des ADAS existant sur ce type de plateformes telle que la de´tection
de panneaux ou de ve´hicules. L’image restaure´e pourra aussi eˆtre affiche´e au
conducteur en utilisant ces syste`mes nomades comme HUD.
Concernant le proble`me de restauration d’images de pluie, nous avons vu que,
l’information que nous cherchons a` restaurer n’est pas pre´sente dans l’image. A` la
diffe´rence du brouillard, cette absence d’information est inde´pendante de la dis-
tance : des objets tre`s proches de la came´ra peuvent eˆtre masque´s par les gouttes.
Comme la me´thode propose´e utilise uniquement l’information provenant du voisi-
nage spatial de la goutte cette information risque, dans les cas ou` la goutte couvre
plusieurs objets, de ne pas eˆtre pertinente. L’utilisation du flux temporel pourra
eˆtre exploite´ pour ame´liorer l’“inpainting”.
La plupart des ADAS par came´ra risquent d’eˆtre perturbe´s par la pluie. En
effet comme c’est un phe´nome`ne qui a pour effet de masquer des parties de l’image,
cela va de´grader les performances des algorithmes de traitement d’images a` cause
de l’absence d’information. La restauration propose´e permet la reconstruction des
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structures ge´ome´triques tels que les marquages et permettra donc potentiellement
d’ame´liorer les syste`mes de de´tection de marquages dans la pluie.
Pour des syste`mes de de´tection de panneaux, la structure des panneaux
(triangle, cercle. . . ) pourra eˆtre reconstruite mais pas les de´tails inscrits dans
les panneaux. La restauration pourra donc apporter un gain important pour la
de´tection (si elle s’appuie sur la ge´ome´trie des structures) mais plus faible pour la
reconnaissance.
Nous pourrons aussi tester la restauration sur des images de´grade´es simultane´-
ment par le brouillard et la pluie (pluie fine qui cre´e´ du brouillard) ainsi que sur
d’autres types de de´gradation tels que la neige.
La restauration peut aussi eˆtre utilise´e pour d’autres applications hors ADAS :
reconstruction ste´re´o dans le brouillard, segmentation, “structure from motion”...
nous pourrons ainsi savoir quand la restauration apporte un gain aux syste`mes et
d’identifier les parties a` ame´liorer suivant l’application souhaite´e.
Dans le domaine routier, des applications telles que l’utilisation d’un HUD pour
les voitures de patrouilles sur autoroute dans le cas de brouillard ou pour des came´-
ras de de´tection de ve´hicule sur la route (syste`me de transport intelligent) pourra
potentiellement ame´liorer la se´curite´ routie`re.
Enfin, nous pouvons aussi envisager l’implantation de la restauration sur des
appareils photos, des jumelles pour des fins militaires ou dans d’autres champs
d’applications : surveillance des ports et des ae´roports, cartographie terrestre, vide´o
surveillance.
Annexe A
“Inpainting”
A.1 Illustration de la me´thode d’inpainting retenue par
des exemples
Nous commenc¸ons par le cas le plus simple ou` le masque partage l’image en
parties syme´triques comme le montre la figure A.1 qui affiche l’image avec la zone
a` remplir en blanc.
A` partir de l’image de´grade´e toute seule nous ne savons pas quelle doit eˆtre la forme
a` restaurer. Nous allons commencer par montrer ce qui se passe sans effectuer de
Figure A.1 – Exemple d’illustration
lissage. Nous fixons la taille du cercle tel que ε = 3 pixels (cercle de rayon 1,5
pixels), le coefficient κ = 3 et la taille du lissage a` ze´ro (pas de lissage avec σ et
ρ). La figure A.2 montre le flux de cohe´rence initial, le flux de cohe´rence final et
le re´sultat de la restauration. Nous remarquons que nous avons le proble`me des
bords cite´ dans le chapitre 5 a` cause de l’absence de lissage et que nous ne´gligeons
certains de´tails (ligne grise) a` cause de la petite taille de voisinage et a` cause de
leur faible cohe´rence. Choisissons maintenant une taille de cercle plus grande ε = 9,
un coefficient κ = 150 pour re´cupe´rer une plus grande quantite´ d’information, un
lissage tel que σ = 1, 4 pour e´viter le proble`me des bords sans de´grader les de´tails (σ
petit) et ρ = 50 pour avoir un tenseur plus lisse permettant de re´cupe´rer une grande
quantite´ d’information. La figure A.3 montre les re´sultats obtenus. Nous constatons
que nous n’avons plus le proble`me des bords et que nous arrivons a` joindre les
deux lignes grises. Nous conside´rons maintenant la meˆme image qui cette fois n’est
pas parfaitement syme´trique par rapport au masque qui est aussi de plus petite
taille. La figure A.5 montre les re´sultats obtenus en utilisant les meˆmes parame`tres
que pre´ce´demment. Nous constatons que, malgre´ que la taille de la zone a` remplir
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Figure A.2 – flux de cohe´rence initial, flux de cohe´rence final et restauration tel
que ε = 3, κ = 3 et aucun lissage n’est effectue´.
Figure A.3 – flux de cohe´rence initial, flux de cohe´rence final et restauration tel
qe ε = 9, κ = 150, σ = 1, 4 et ρ = 50.
est plus petite qu’avant, les lignes grises ne se rejoignent pas. Pour surmonter ce
proble`me il faut modifier les parame`tres : taille de lissage plus grande pour une
meilleure de´tection des directions de la diffusion. Dans le cas ou` le masque est plus
grand il nous faudra encore agrandir la taille du lissage.
Nous voyons donc, par cette exemple, l’influence que vont exercer la forme et
la taille du masque sur l’”inpainting”. Nous montrons sur la figure A.5 le re´sultat
Figure A.4 – Image avec zone a` remplir en blanc, flux de cohe´rence initial, flux de
cohe´rence final et restauration tel que ε = 9, κ = 150, σ = 1, 4 et ρ = 50.
obtenu sur une autre image. Sur la figure A.6 nous montrons un autre exemple de
restauration. Nous constatons que nous arrivons a` remplir les diffe´rentes zones de
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Figure A.5 – Image avec zone a` remplir en blanc, flux de cohe´rence initial, flux de
cohe´rence final et restauration tel qe ε = 9, κ = 150, σ = 1, 4 et ρ = 50.
l’image et nous obtenons donc une image proche de l’originale.
A.2 Inpainting pour le de´bruitage
L’image A.7 montre une image dans laquelle le bruit poivre et sel couvre 80% de
l’image. Le re´sultat de l’”inpainting” [Bornemann 2007] montre que nous arrivons
a` retrouver les diffe´rentes structures de l’image et e´liminer le bruit. Compare´e a`
une me´thode classique de de´-bruitage telle que le filtre me´dian, comme le montre
la figure, l’”inpainting” permet le de´-bruitage sans alte´rer les contours.
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Figure A.6 – Image originale, image avec zone a` remplir en blanc, flux de cohe´rence
initial, flux de cohe´rence final et restauration tel que ε = 7, κ = 150, σ = 1, 4 et
ρ = 7.
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Figure A.7 – Image originale bruite´e a` 80%, de´bruitage a` l’aide d’un filtre me´dian
et de´bruitage en utilisant l’”inpainting”.
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Image Restoration During Foggy and Rainy Weather :
Applications for Driver Assistance Systems
Abstract : Advanced Driver Assistance Systems (ADAS) are designed to assist
the driver and in particular to improve road safety. For this purpose, various sensors
are typically embedded in vehicles in order, for example, to alert the driver in case
of imminent danger on the road. The use of camera type of sensor is a cost-effective
solution and many ADAS based on camera are being created. Unfortunately,
the performance of such systems decrease drastically in the presence of adverse
weather conditions, especially in the presence of fog or rain, which could oblige to
turn off the systems temporarily in order to avoid erroneous results. While, it is
precisely in these difficult circumstances that the driver would potentially need
the most to be assisted. Once the weather conditions detected and characterized
by embedded vision, we propose in this thesis to restore the degraded image to
provide a better signal to the ADAS and thus extend the operation range of
these systems. In the state of the art, there are several approaches dealing with
images restoration, some of which are dedicated to our fog and rain problem and
others are more general : denoising, contrast or color enhancement, inpainting...
We propose in this work to combine the two families of approaches. In the case
of fog our contribution is to take advantage of both approaches (physical and
signal) to propose a new automatic method adapted to the case of road images. We
evaluated our method using ad hoc criteria (ROC curves, visible contrast to 5%,
assessment on ADAS) applied to databases of synthetic and real images. In case
of rain, once the drops present on the windshield are detected, we reconstruct the
hidden parts of the image using a method of inpainting based on partial differential
equations. The method parameters have been optimized on road images. Finally,
we show that it is possible with this approach to build three types of applications :
preprocessing, processing and assistance. In every family, we have proposed and
evaluated a specific application : traffic signs detection during foggy weather ; de-
tection of free space in fog conditions and display of the restored image to the driver.
Keywords : Signal and image processing, ADAS, Fog and Rain Detection,
Image Restoration and Denoising, Deweathering, Inpainting, Traffic Signs Detec-
tion, Perception Time, Free Space Detection, Computer Vision, Onboard Camera
(OBC).
Restauration d’images par temps de brouillard et de pluie :
applications aux aides a` la conduite
Re´sume´ : Les syste`mes d’aide a` la conduite (ADAS) ont pour objectif d’assister
le conducteur et en particulier d’ame´liorer la se´curite´ routie`re. Pour cela, diffe´rents
capteurs sont ge´ne´ralement embarque´s dans les ve´hicules afin, par exemple, d’aver-
tir le conducteur en cas de danger pre´sent sur la route. L’utilisation de capteurs
de type came´ra est une solution e´conomiquement avantageuse et de nombreux
ADAS a` base de came´ra voient le jour. Malheureusement, les performances de
tels syste`mes se de´gradent en pre´sence de conditions me´te´orologiques de´favorables,
notamment en pre´sence de brouillard ou de pluie, ce qui obligerait a` les de´sactiver
temporairement par crainte de re´sultats errone´s. Hors, c’est pre´cise´ment dans ces
conditions difficiles que le conducteur aurait potentiellement le plus besoin d’eˆtre
assiste´. Une fois les conditions me´te´orologiques de´tecte´es et caracte´rise´es par vision
embarque´e, nous proposons dans cette the`se de restaurer l’image de´grade´e a` la
sortie du capteur afin de fournir aux ADAS un signal de meilleure qualite´ et donc
d’e´tendre la gamme de fonctionnement de ces syste`mes. Dans l’e´tat de l’art, il existe
plusieurs approches traitant la restauration d’images, parmi lesquelles certaines
sont de´die´es a` nos proble´matiques de brouillard ou de pluie, et d’autres sont plus
ge´ne´rales : de´bruitage, rehaussement du contraste ou de la couleur, ”inpainting”...
Nous proposons dans cette the`se de combiner les deux familles d’approches. Dans
le cas du brouillard notre contribution est de tirer profit de deux types d’approches
(physique et signal) afin de proposer une nouvelle me´thode automatique et adapte´e
au cas d’images routie`res. Nous avons e´value´ notre me´thode a` l’aide de crite`res ad
hoc (courbes ROC, contraste visibles a` 5%, e´valuation sur ADAS) applique´s sur
des bases de donne´es d’images de synthe`se et re´elles. Dans le cas de la pluie, une
fois les gouttes pre´sentes sur le pare-brise de´tecte´es, nous reconstituons les parties
masque´es de l’image a` l’aide d’une me´thode d’”inpainting” fonde´e sur les e´quations
aux de´rive´es partielles. Les parame`tres de la me´thode ont e´te´ optimise´s sur des
images routie`res. Enfin, nous montrons qu’il est possible graˆce a` cette approche de
construire trois types d’applications : pre´traitement, traitement et assistance. Dans
chaque famille, nous avons propose´ et e´value´ une application spe´cifique : de´tection
des panneaux dans le brouillard ; de´tection de l’espace navigable dans le brouillard ;
affichage de l’image restaure´e au conducteur.
Mots cle´s : traitement du signal et d’images, ADAS, de´tection du brouillard
et de la pluie, restauration et de´bruitage d’images, ”Deweathering”, ”Inpainting”,
de´tection de panneaux, temps de perception, de´tection de l’espace navigable, vision
par ordinateur, came´ra embarque´e.

