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Abstract
Sz.-Nagy’s dilation theorem for a contraction on a Hilbert space has been extended by Mlak
to the case of a contraction semigroup whose indices are the positive elements of a totally
ordered discrete group. We generalize to this case the intertwining lifting theorem of Sz.-Nagy
and Foias. Some previous interpolation results on ordered groups are obtained as
consequences.
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1. Introduction
Classical interpolation theorems for analytic functions (Carathe´odory-Feje´r,
Nevanlinna-Pick, Nehari, etc.) investigate the minimum norm of a bounded analytic
function that satisﬁes certain given constraints. Beginning with the pioneering paper
of Sarason [31], it has been found that one can put these problems in an operator
context by replacing the functions by the multiplication operators that they deﬁne.
The intertwining lifting theorem of Sz.-Nagy and Foias [27] is the most general result
in this direction. Not only does it subsume the classical theorems mentioned above
and extensions of them, it has found new applications in applied areas like prediction
theory and robust systems control (see [21] and the references therein).
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It has been found recently [10,12,13,18] that some of these interpolation results can
be extended to the case of discrete totally ordered groups. Discrete totally ordered
groups have received attention in connection with such problems mostly starting
with the work of Helson and Lowdenslager [23], which focuses on the particular case
of certain subgroups of Rn; but opens also perspectives on the general case. The
particular case of almost periodic functions has received of course more attention;
for interpolation problems close to the ones considered here, see [11,34]. For a
Cn-algebra point of view of ordered groups, see [19,25,26].
In this paper, we show that it is possible to extend the intertwining lifting theorem
of Sz.-Nagy and Foias to the general case of ordered groups. The main tool is the use
of Arveson’s extension theorem [7], which allows us to avoid the use of the step-by-
step procedure that is rather standard in most of the proofs of the intertwining lifting
theorem [21]. This method was used previously in [9] to prove that every operator-
valued positive deﬁnite function on an interval of an ordered group can be extended
to a positive deﬁnite function on the whole group and in [10] to prove a Nehari-type
theorem for operator-valued functions deﬁned on a group with an ordered dual. Our
approach is, in some sense, closer to the generalized Toeplitz kernels introduced and
studied by Arocena, Cotlar and Sadosky (see, e.g., [3,14]).
The intertwining lifting theorem for the additive group of the real numbers with
the usual topology was obtained in [4] (see also [16,17]). Other investigations
concerning the possibility of intertwining dilations on ordered groups can be found
in [12,13]. In [12] it was proven for the lexicographic group R Zn: Our main result
implies that the characterizations in [13] are actually satisﬁed for all ordered groups;
the open problem (B) in [13] is therefore solved afﬁrmatively.
The plan of the paper is the following. Sections 1 and 2 contain preliminary
material. The main result, the intertwining lifting Theorem 2.2, is proved in Section
4. The proof is rather long and includes a few intermediate lemmas. Section 5 is
devoted to some applications. Most of the classical interpolation results can be
recaptured; we have focused on the ones that do not appear as consequences of
results previously published. Section 6 contains some ﬁnal remarks.
2. Preliminaries
A basic reference for the facts we need concerning ordered groups is [30]. Let G be
a compact abelian group, whose Haar measure will be denoted by dx: Its dual G is a
discrete abelian group. We will suppose that G can be totally ordered, and will
denote by Gþ the set of positive elements of G: The group operation on G will be
denoted as addition, and, consequently, the unit will be 0. As usual, CðGÞ will denote
the Cn-algebra of continuous complex valued functions on G:
The Fourier transform #m of a ﬁnite measure m on G is deﬁned by the formula
#mðgÞ ¼
Z
G
gðxÞ dmðxÞ; ð1Þ
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if fAL1ðGÞ (in particular, for fACðGÞ), then fˆ is the Fourier transform of the
measure f ðxÞdx: These deﬁnitions can be extended to the operator-valued case by
considering semispectral measures; that is, maps F from the borelian subsets of G to
LðEÞ (E a separable Hilbert space) such that mx;Z ¼ /FðÞx; ZS are scalar measures
for any choice of x; ZAE: A formula similar to (1), using mx;Z instead of m; deﬁnes the
Fourier transform Fˆ : G-LðEÞ: Alternatively, we may consider positive maps
F :CðGÞ-LðEÞ; which are in one-to-one correspondence with semispectral
measures via the formula /Fðf Þx; ZS ¼ R
G
f ðxÞ dmx;ZðxÞ; we have then the simple
formula FˆðgÞ ¼ Fð%gÞ (Fˆ is the restriction of F to the elements of G; considered as
continuous functions on G).
SupposeH is a separable Hilbert space; a contractive semigroup acting onH will
be a family of contractions TðgÞALðHÞ; gAGþ; such that Tðgþ g0Þ ¼ TðgÞTðg0Þ
for any g; g0AGþ; and Tð0Þ ¼ I : For a unitary group U ; UðgÞ inLðHÞ is deﬁned for
all gAG: We will also use the notation T ½g	 to mean TðgÞ if gAGþ and Tð
gÞn
otherwise.
A basic theorem in this context is the following dilation result of Mlak [24], to
which we will return in Section 3.
Theorem 2.1. Suppose TðgÞ; gAGþ; is a semigroup of contractions acting on a Hilbert
space H: Then there exists a Hilbert space K*H and a unitary group UðgÞALðKÞ;
gAG; which is a unitary dilation of T ; that is, PHUðgÞjH ¼ TðgÞ for any gAGþ: The
pair ðK; UðgÞÞ is essentially uniquely determined by the minimality condition
K ¼ WgAG UðgÞH:
Note that the dilation property implies that, if g; g0AG; g
 g0AGþ; and hAH; then
PUðg0ÞHUðgÞh ¼ Uðg0ÞTðg
 g0Þh: ð2Þ
We will also use the notation Kþ ¼
W
gAGþ
UðgÞH:
Suppose now that we are given two contraction semigroups TðgÞALðHÞ;
T 0ðgÞALðH0Þ; which have minimal unitary dilations UðgÞALðKÞ; U 0ðgÞALðK0Þ:
Also, let XALðH;H0Þ be a contractive intertwining operator; that is, XTðgÞ ¼
T 0ðgÞX for all gAGþ: An intertwining lifting of X is a contraction YALðK;K0Þ;
such that:
YUðgÞ ¼ U 0ðgÞY for all gAG; ð3Þ
Y ðKþÞCK0þ; ð4Þ
PH0Y jKþ ¼ XPH: ð5Þ
We intend to prove the following theorem.
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Theorem 2.2. Let TðgÞALðHÞ and T 0ðgÞALðH0Þ; gAGþ be semigroups of
contractions and let XALðH;H0Þ be a contraction such that XTðgÞ ¼ T 0ðgÞX for
all gAGþ: Then there exists an intertwining lifting Y of X :
The proof is based on Arveson’s Extension Theorem (Theorem 2.3). We recall
some of the basic deﬁnitions. Suppose that A;B are Cn-algebras, while S is an
operator system in A; that is, a subspace SCA (not necessarily closed), which
contains the identity and is self-adjoint. We will denote by Mn the algebra of n  n
matrices with complex coefﬁcients; tensoring it with S;A or B we obtain n  n
matrices with coefﬁcients in the corresponding spaces. A completely positive map
l :S-B is a linear map with the property that ln :S#Mn-B#Mn; deﬁned by
lnðfsijgni;j¼1Þ ¼ ðflðsijÞgni;j¼1Þ; is positive for every n:
Theorem 2.3 ([7]; [28]). Any completely positive map l :S-B admits a completely
positive extension L :A-B:
According to the above remarks, the tensor product Mn#Mm can be altern-
atively identiﬁed either with n  n matrices with entries in Mm; or with m  m
matrices with entries in Mn: The isomorphism between these two identiﬁc-
ations is called the canonical shuffle [28]. Actually, it will be used (in Section 4) in
a slightly more general case, namely when the entries are operators rather than
scalars.
Another result that will be used below is the extension theorem for band-limited
partially deﬁned positive operator matrices [6,20].
Proposition 2.4. Let E1;y;En be Hilbert spaces. Suppose that 0pkpn 
 1; and that
we are given operators Aij : Ej-Ei; defined for ji 
 jjpk: If, for any p ¼ 1;y; n 
 k
the block operator matrix ðAijÞpþki;j¼p is positive, then there exist operators Aij : Ej-Ei;
1pi; jpn; ji 
 jj4k; such that ðAijÞni;j¼1 is positive.
In other words, the partially deﬁned matrix ðAijÞ has a positive completion if all
fully deﬁned submatrices are positive.
Suppose now that A ¼ ðAijÞni;j¼1 is a positive block operator matrix, while ðaijÞni;j¼1
is a scalar-valued positive matrix. Then the Schur product B ¼ a}A is deﬁned by the
pointwise entry multiplication: Bij ¼ aijAij: It is then known [29] that B is also a
positive block operator matrix.
3. Positive deﬁnite kernels and functions
We discuss in this section a few facts concerning positive deﬁnite operator valued
kernels and functions that will be used extensively in the sequel.
Suppose X is an arbitrary set and E a Hilbert space. A positive definite kernel K on
X is a function K : X X-LðEÞ; such that for any x1;y; xnAX and h1;y; hnAE
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we have
Pn
i¼1 /Kðxi; xjÞhi; hjSX0: If G is a group, a positive definite function f on G
is a function f : G-LðEÞ; such that
Kðg; g0Þ ¼ fðg
 g0Þ ð6Þ
is a positive deﬁnite kernel on G:
Positive deﬁnite kernels and functions are closely related to dilation properties.
The next result is a basic description of their structure. The scalar-valued case
ðE ¼ CÞ can be traced back to [5]; for the general case, see [1].
Proposition 3.1. If K is a positive definite kernel on X; then there exists a Hilbert space
E and a function k : X-LðE;EÞ; such that Kðx; x0Þ ¼ kðx0ÞnkðxÞ for any x; x0AX:
The space E is (essentially) uniquely determined by the requirement that
E ¼ WxAX kðxÞE:
The space E is called the representation space associated to the kernel K : An
important case arises when Kðx; xÞ ¼ IE for all xAX; then every kðxÞ is an isometry.
As a simple particular case, take X ¼ f1; 2g; and suppose that we are given two
Hilbert spaces E1; E2 and a contraction C : E1-E2: Consider then the E1"E2-
valued kernel on X deﬁned by Kð1; 1Þ ¼ PE1 ; Kð2; 2Þ ¼ PE2 and Kð2; 1Þ ¼ PnE2CPE1 ;
Kð1; 2Þ ¼ PnE1CnPE2 ; it is easily shown to be positive. We will denote its
representation space by E13CE2: We can consider Ei ði ¼ 1; 2Þ as embedded in
E13CE2 through the maps ki 3 PE1 ; the contraction C becomes then the projection
from E1 onto E2:
If K is associated as in (6) to a positive deﬁnite function on a group G; then we can
also deﬁne a unitary group UðgÞ on E by requiring that UðgÞðkðg0ÞhÞ ¼ kðgþ g0Þh for
all g0AG and hAE: There is a close relation between this construction and Theorem
2.1: it can be shown that the function f : G-LðHÞ; deﬁned by
fðgÞ ¼ T ½g	 ð7Þ
is positive deﬁnite, and the required dilation can be obtained by taking K to be its
representation space and U the unitary group as deﬁned above.
The next lemma gathers some well-known facts (see, for instance, [1,32]).
Lemma 3.2. (i) If f : G-LðEÞ is a positive definite function with finite support, thenP
gAG fðgÞ is positive.
(ii) If f : G-LðEÞ is a continuous function whose values are positive operators, then
its Fourier transform fˆ is a positive definite operator-valued function on G:
(iii) If F : CðGÞ-LðEÞ is positive, then FjG is a positive definite operator-valued
function on G:
We end the section with a result pertaining to contractive intertwining operators.
Its statement uses a type of operator-valued matrix that will play a role in the sequel,
and deserves therefore a special notation. Suppose that ðTðgÞÞgAGþCLðHÞ;
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ðT 0ðgÞÞgAGþCLðH0Þ; are two semigroups of contractions, and let X :H-H0 be a
contraction which satisﬁes XTðgÞ ¼ T 0ðgÞX for all gAGþ: Take also g1p?pgn;
g01p?pg0mAG; deﬁne then operator-valued matrices A ¼ ðaijÞni;j¼1; A0 ¼ ða0ijÞmi;j¼1 and
B ¼ ðbijÞ1pipm
1pjpn
; by the formulas
aij ¼ T ½gj 
 gi	; a0ij ¼ T 0½g0j 
 g0i	;
bij ¼
XTðgj 
 g0iÞ if gj 
 g0iAGþ;
0 otherwise:
(
ð8Þ
Note that the entries of A are in LðHÞ; those of A0 in LðH0Þ; and those of B in
LðH;H0Þ: Finally, let
Lðg1;y; gn; g01;y; g0mÞ ¼
A Bn
B A0
 !
: ð9Þ
The deﬁnition of the operator-matrices deﬁned by (8) and (9) was inspired by the
notion of generalized Toeplitz kernels introduced in [15]. The following lemma was
proved for the case G ¼ Z in [3], for the case G ¼ R in [4], and for the case of an
arbitrary ordered group in [12]. For sake of completeness, we present next our
version of its proof.
Lemma 3.3. If gi 
 g0jAGþ for any i; j; then Lðg1;y; gn; g01;y; g0mÞ is positive.
Proof. Let U ; U 0; acting on K;K0; respectively, be the minimal unitary dilations
of T and T 0: Deﬁne ECK; E0CK0 by E ¼ Wni¼1 UðgiÞH; E0 ¼ Wm
j¼1
U 0ðg0jÞH0 and
R ¼ E~Uðg1ÞH; R0 ¼ E0~U 0ðg0mÞH0: If C : Uðg1ÞH-U 0ðg0mÞH0 is given by
CðUðg1ÞhÞ ¼ U 0ðg0mÞXTðg1 
 g0mÞh; let G ¼ Uðg1ÞH3CU 0ðg0mÞH0: Finally, consider
the spaceF ¼ R"G"R0; the embeddings of Uðg1ÞH and U 0ðg0mÞH0 into G can be
extended to embeddings of E and E0 into F; by isometries t and t0; respectively.
Since tðRÞ is orthogonal to the image of t0; we have, for hAH; t0ntUðgiÞh ¼
t0ntPUðg1ÞHUðgiÞh: Applying (2), we obtain
t0ntUðgiÞh ¼ t0ntUðg1ÞTðgi 
 g1Þh
¼U 0ðg0mÞXTðg1 
 g0mÞTðgi 
 g1Þh
¼U 0ðg0mÞXTðgi 
 g0mÞh: ð10Þ
Deﬁne the operators Zi :H-F; Z
0
i :H
0-F; i ¼ 1;y; n; by Zih ¼ tUðgiÞh;
Z0ih
0 ¼ t0U 0ðg0iÞh0: For 1pipjpn we have, because U is the dilation of T ;
Zni Zjh ¼ PHUðgiÞnUðgjÞh ¼ PHUðgj 
 giÞh ¼ Tðgj 
 giÞh ¼ aijh:
Similarly, we obtain that, for 1pipjpm; Z0ni Z0j ¼ T 0ðg0j 
 g0iÞ ¼ a0ij :
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Suppose now that 1pipm; 1pjpn: Then, by (10),
Z0ni Zjh ¼PH0U 0ðg0iÞnt0ntUðgjÞh ¼ PH0U 0ðg0iÞnU 0ðg0mÞXTðgj 
 g0mÞh
¼PH0U 0ðg0m 
 g0iÞXTðgj 
 g0mÞh ¼ T 0ðg0m 
 g0iÞXTðgj 
 g0mÞh
¼XTðg0m 
 g0iÞTðgj 
 g0mÞh ¼ XTðgj 
 g0iÞh ¼ bij :
Therefore, if L ¼ ðZ1 y Zn Z01 y Z0mÞ; then
A Bn
B A0
 !
¼ LnL
and is thus positive. &
4. Proof of Theorem 2.2
The proof of the intertwining lifting theorem will occupy this whole section; it is
quite long and will include a few intermediate lemmas. All notations are as in the
previous two sections.
Let us denote by S the set of all 2 2 matrix valued functions of the form
s ¼ sðp; q; rÞ ¼ p %q
q r
 	
; where p; rACðGÞ are polynomials (that is, ﬁnite linear
combinations of characters in G), while q is an analytic polynomial on G (that is,
qˆðgÞa0 only if gAGþ). It is immediate that S is an operator system in CðGÞ#M2:
Fix a positive element sAS: We deﬁne f :G-LðH"H0Þ by the formulas
fð0Þ ¼ pˆð0ÞIH qˆð0ÞX
n
qˆð0ÞX rˆð0ÞIH0
 !
;
fðgÞ ¼ pˆðgÞTðgÞ 0
qˆðgÞXTðgÞ rˆðgÞT 0ðgÞ
 !
for gAGþ\f0g;
fðgÞ ¼fð
gÞn for gA
 Gþ\f0g: ð11Þ
Lemma 4.1. f is an LðH"H0Þ-valued positive definite function on G:
Proof. Take g1pg2p?pgkAG; we have to show that the operator matrix M ¼
ðfðgj 
 giÞÞki;j¼1 is positive.
Elements of CðGÞ#M2 may be identiﬁed with continuous M2-valued functions
on G; then, since s has positive values, Lemma 3.2(ii) implies that its Fourier
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transform sˆ is a positive deﬁnite M2-valued function on G: Consequently, the
2k  2k scalar-valued matrix S ¼ ðsˆðgj 
 giÞÞki;j¼1 is positive deﬁnite.
If we apply the canonical shufﬂe to S; we obtain S0 ¼ x %y
y z
 	
; with x; y; zAMn
deﬁned by xij ¼ pˆðgj 
 giÞ; yij ¼ qˆðgj 
 giÞ and zij ¼ rˆðgj 
 giÞ:
Let us apply the canonical shufﬂe also to M; obtaining an operator-valued matrix
M 0: One sees that
M 0 ¼ S0}L0
with L0 ¼ Lðg1;y; gn; g1;y; gnÞ as deﬁned by formula (9). Now, a crucial remark is
that S has zero entries on the positions above the main diagonal of the upper right
corner (and, of course, in the symmetric ones). Therefore, the Schur product is not
changed if we allow the corresponding values of L0 to change; they are exactly the
entries that in formula (8) correspond to bij with gj 
 g0ieGþ:
We are thus led to a standard band completion problem: according to Proposition
2.4, we may ﬁnd such a change that leads to a positive deﬁnite completion of L0 if
and only if all fully determined submatrices are positive deﬁnite. But there are k such
fully determined submatrices of L0; namely, for each t ¼ 1;y; k; the operator matrix
Lðgt;y; gk; g1;y; gtÞ: According to Lemma 3.3, they are positive deﬁnite; thus, there
exists a positive deﬁnite completion of L0; which we will denote by *L0:
Finally, M ¼ S} *L0; and is therefore positive; thus f is positive deﬁnite. &
We will denote the positive deﬁnite function obtained by fs; in order to emphasize
its dependence on sAS: Next, we deﬁne the map l :S-LðH"H0Þ by the formula
lðsÞ ¼
X
gAG
fsðgÞ: ð12Þ
From (11) it is easy to see that for each sAS the sum is actually ﬁnite (p; q; r being
polynomials). Lemmas 3.2(i) and 4.1 imply that l is positive. But it is possible to
improve this result.
Lemma 4.2. l is completely positive.
Proof. The main ideas of the proof are similar to those of Lemma 4.1, so we will
outline brieﬂy the details. Fix nX1; and let Sn ¼S#Mn; ln ¼ l#IMn : Take a
positive element s ¼ pij %qij
qij rij
 	 n
i;j¼1
ASn: We have to prove that lnðsÞX0:
Consider the positive deﬁnite functions fij associated to
pij %qij
qij rij
 	
as above, and
F :G-LðH"H0Þ#Mn; deﬁned by FðgÞ ¼ ffijðgÞgni;j¼1:
We claim now that F is a positive deﬁniteM2n-valued function on G: We have to
show that for any given g1pg2p?pgkAG the operator matrix ðfðgj 
 giÞÞki;j¼1 is
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positive deﬁnite. But, after applying a canonical shufﬂe, we can write this operator-
valued matrix as the Schur product of a scalar-valued matrix, which is positive
because the Fourier transform #s of the positive element s is positive deﬁnite (Lemma
3.2(ii)), with an operator-valued matrix which is obtained by tensoring *L0 (from the
proof of Lemma 4.1) with the n  n matrix having all entries equal to 1.
Consequently, lnðsÞ ¼
P
gAG FðgÞ is positive, and therefore l is completely
positive. &
Now S is an operator system in the Cn-algebra CðGÞ#M2; which can be
identiﬁed with the algebra of 2 2 matrix valued continuous functions on G: By
applying Arveson’s Extension Theorem [7] we can obtain a completely positive
extension L of l; we have thus L : CðGÞ#M2-LðH"H0Þ:
If p; r are polynomials, we can deﬁne l1; l2 by the formula l
p 0
0 r
 	
¼
l1ðpÞ 0
0 l2ðrÞ
 	
; we have then, since
p 0
0 0
 	
and
0 0
0 p
 	
are in S;
L
p 0
0 0
 !
¼ l p 0
0 0
 !
¼ l1ðpÞ 0
0 0
 !
ð13Þ
and
L
0 0
0 p
 !
¼ l 0 0
0 p
 !
¼ 0 0
0 l2ðpÞ
 !
: ð14Þ
Also,
L
0 %p
p 0
 !
¼ m11ðpÞ m12ðpÞ
n
m12ðpÞ m22ðpÞ
 !
: ð15Þ
However, for the proof of the intertwining lifting theorem we need a slight
modiﬁcation of L; namely L˜; deﬁned by
L˜
p q
%q r
 !
¼ l1ðpÞ m12ðqÞ
n
m12ðqÞ l2ðrÞ
 !
: ð16Þ
Lemma 4.3. L˜ is a positive extension of l:
Proof. It is easy to see that L˜ extends l: To show that it is positive, take a positive
element
p %q
q r
 	
ACðGÞ#M2; with p; rXe40; note that we have then l1ðpÞ4eIH
and l2ðrÞ4eIH0 :
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Since then prXjqj2 on G; it follows that p 
 %q
q r
 	
is also positive; therefore
L
p 7 %q
7q r
 !
¼ l1ðpÞ 0
0 l2ðrÞ
 !
7
m11ðqÞ m12ðqÞn
m12ðqÞ m22ðqÞ
 !
X0:
Multiplying the right and the left with
l1ðpÞ
1=2 0
0 l2ðrÞ
1=2
 !
; we obtain
IH 0
0 IH0
 !
7
l1ðpÞ
1=2m11ðqÞl1ðpÞ
1=2 l1ðpÞ
1=2m12ðqÞnl2ðrÞ
1=2
l2ðrÞ
1=2m12ðqÞl1ðpÞ
1=2 l2ðrÞ
1=2m22ðqÞl2ðrÞ
1=2
 !
X0;
whence
l1ðpÞ
1=2m11ðqÞl1ðpÞ
1=2 l1ðpÞ
1=2m12ðqÞnl2ðrÞ
1=2
l2ðrÞ
1=2m12ðqÞl1ðpÞ
1=2 l2ðrÞ
1=2m22ðqÞl2ðrÞ
1=2
 !


p1:
In particular, jjl1ðpÞ
1=2m12ðqÞl2ðrÞ
1=2jjp1; therefore
IH l1ðpÞ
1=2m12ðqÞnl2ðrÞ
1=2
l2ðrÞ
1=2m12ðqÞl1ðpÞ
1=2 IH0
 !
X0
and thus ﬁnally
L˜
p %q
q r
 !
¼ l1ðpÞ m12ðqÞ
n
m12ðqÞ l2ðrÞ
 !
X0
as required. &
If we compose L˜ with the embedding p/
p %p
p p
 	
; we obtain a positive map.
Its restriction to G will be denoted by C; then Lemma 3.2(iii) implies that
C : G-LðH"H0Þ is a positive deﬁnite map.
We deﬁne the Hilbert space K as the representation space of the kernel associated
to C (see Proposition 3.1). One obtains then a function k : G-LðH"H0;KÞ; such
that
Kðg; g0Þ ¼ Cðg
 g0Þ ¼ l1ðg
 g
0Þ m12ðg
 g0Þn
m12ðg
 g0Þ l2ðg
 g0Þ
 !
¼ kðg0ÞnkðgÞ: ð17Þ
We can deﬁne two embeddings o; o0 ofK andK0; respectively, into K; as follows.
Remember that the linear space of ﬁnite sums
P
g UðgÞhg; hgAH is dense inK; and
similarly for K0: Deﬁne oðUðgÞhÞ ¼ kðgÞðh"0Þ and extend o by linearity and
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continuity to the whole of K: Now, formula (12) implies immediately that the
restriction of l1 to G is the positive deﬁnite function associated as in (7) to the
minimal unitary dilation of TðgÞ: From Eq. (13) it follows easily that o is an
isometry.
Similarly, o0ðU 0ðgÞÞh0 ¼ kðgÞð0"h0Þ can be extended to K0; and using Eq. (14)
one shows that it is an isometry. Let us denote withX andX0 the images of o and o0;
respectively.
We also note that there exists a unitary group UðgÞ on K; induced (as noted in
Section 3) by the maps kðg0Þðh"h0Þ/kðgþ g0Þðh"h0Þ: The spaces X and X0 are
invariant for U; and onUo ¼ U ; o0nUo0 ¼ U 0:
That L˜ is an extension of l has another consequence for the geometry of the
Hilbert space K; which we outline now. If hAH; h0AH0; and gAGþ; we have
/oðUðgÞhÞ;o0ðh0ÞS ¼/CðgÞðh"0Þ; 0"h0S ¼ /XTðgÞh; h0S
¼/T 0ðgÞXh; h0S ð18Þ
(we have used formula (16), since g is an analytic polynomial on G). Therefore
/oðhÞ;Uð
gÞo0ðh0ÞS ¼/oðUðgÞhÞ;o0ðh0ÞS ¼ /T 0ðgÞXh; h0S
¼/Xh; T 0nðgÞh0S: ð19Þ
The desired intertwining lifting of X is then deﬁned by the formula
Y ¼ o0no:
Let us check the different required properties. First, Y is obviously a contraction.
Property (3) follows from the fact that X and X0 are invariant under the group U;
indeed,
YUðgÞ ¼o0noUðgÞ ¼ o0noonUðgÞo ¼ o0nPXUðgÞo
¼o0nUðgÞPXo ¼ o0no0o0nUðgÞo ¼ o0nPX0UðgÞo ¼ o0nUðgÞPX0o
¼o0nUðgÞo0o0no ¼ U 0ðgÞo0no ¼ U 0ðgÞY :
Since K0þ is invariant under U
0ðgÞ for gAGþ; the intertwining property implies
that, in order to prove (4), it is enough to show that Y ðHÞCK0þ: Take then hAH;
h0AH0: First, it follows from (19) applied to g ¼ 0 that Po0ðH0ÞoðhÞ ¼ o0ðXhÞ: Then,
again by using (19), we have
/oðhÞ;Uð
gÞo0ðh0ÞS ¼/Xh; T 0nðgÞh0S ¼ /o0ðXhÞ;o0ðT 0nðgÞh0ÞS
¼/o0ðXhÞ; Po0ðH0ÞUð
gÞo0ðh0ÞS
¼/Po0ðH0ÞoðhÞ;Uð
gÞo0ðh0ÞS:
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Let X07 ¼
W
7gAGþ Uð
gÞo0ðH0Þ: The last formula says then that PX0
 ðoðhÞÞ ¼
Po0ðH0ÞðoðhÞÞ; which implies that PX0 ðoðhÞÞ ¼ PX0þ ðoðhÞÞ; this is easily seen to be
equivalent to the required inclusion Y ðHÞCK0þ:
Finally, we have to prove the lifting property (5). Take an element in Kþ of the
form UðgÞh; gAGþ; hAH: It follows from (18) that
PH0o
0noUðgÞh ¼ T 0ðgÞXh ¼ XTðgÞh ¼ XPHUðgÞh:
Since Y ¼ o0no; we have obtained the required equality.
5. Applications
A ﬁrst immediate remark is that the intertwining lifting theorem does not
necessarily require the use of minimal unitary dilation of the semigroups TðgÞ and
T 0ðgÞ: The reason is that any arbitrary dilation contains the minimal one as a
reducing subspace, and then the lifting can be deﬁned to be equal to zero on the
complementary subspace. Also, one can state the following corollary of Theorem
2.2, that uses coisometric extensions rather than dilations.
Corollary 5.1. Suppose VðgÞ; V 0ðgÞ; gAGþ are two semigroups of coisometries on
Hilbert spaces H; H0; XCH; X0CH0 are subspaces invariant to VðgÞ and V 0ðgÞ;
respectively, and TðgÞ ¼ VðgÞjX; T 0ðgÞ ¼ V 0ðgÞjX0: If XALðX;X0Þ; and XTðgÞ ¼
Tðg0ÞX ; then there exists YALðH;H0Þ; such that YVðgÞ ¼ V 0ðgÞY ; YXCX0; X ¼
Y jX and jjY jj ¼ jjX jj:
Proof. Let us ﬁrst note that the semigroups of isometries VnðgÞ; V 0nðgÞ have unitary
extensions UðgÞ; U 0ðgÞ; respectively, in K*H and K0*H0: Then UðgÞ; U 0ðgÞ are
(not necessarily minimal) dilations of TnðgÞ and T 0nðgÞ: We can apply Theorem 2.2
to Xn (by takingH ¼ X0; H0 ¼ X) to obtain its intertwining lifting ZALðK0;KÞ:
We have ZðK0þÞCKþ and (as a consequence of (5)) ZðK0þ~X0ÞCKþ~X:
Therefore ZnðXÞCX0; and again (5) implies that ZnjX ¼ X :
On the other hand, KþCH and K0þCH
0: If we deﬁne Y ¼ PH0ZnjH; then Y
satisﬁes the required conditions. &
The scalar [18] and operator-valued [10] Nehari and Carathe´odory problem for
ordered groups are immediate consequences of Theorem 2.2. In this section we will
focus upon some new applications. We need to introduce a few concepts that are
similar to the classical ones (see [30]). A function fAL1ðGÞ is said to be of analytic
type if fˆðgÞ ¼ 0 for all geGþ: For 1pppN; Hp is deﬁned to be the (closed) subspace
of LpðGÞ formed by the functions of analytic type.
If fALNðGÞ; multiplication with f is a bounded operator on L2ðGÞ; which we will
denote by Mf ; jjMf jj is equal to the essential norm of f : The ‘‘Toeplitz’’ operator Tf
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is the operator on H2 deﬁned by the formula Tf ¼ PH2Mf jH2: In particular, we have
the group of unitary operators Mg; gAG; acting on L2ðGÞ; and the semigroup of
isometries Tg; gAGþ; acting on H2:
These notions can be generalized to the operator-valued case (see [31] for the
classical case G ¼ Z). If E is an arbitrary Hilbert space, then L2ðG;EÞ is the Hilbert
space of E-valued measurable functions f that satisfy
jj f jj2 :¼
Z
G
jjf ðxÞjj2E dxoN:
We deﬁne then H2ðG;EÞ to be the subspace of fAL2ðG;EÞ such that /f ðÞ; xS is of
analytic type for all xAE:
Further, if E0 is another Hilbert space, then LNðLðE;E0ÞÞ is the Banach space of
essentially bounded LðE;E0Þ-valued measurable functions f ; and HNðLðE;E0ÞÞ as
its subspace formed by the functions f for which /f ðÞx; x0S is of analytic type for all
xAE; x0AE0: Multiplication and Toeplitz operators are deﬁned in an obvious
manner. Since the group G will remain ﬁxed in the sequel, we will usually drop it
from the notation; remember also that LðEÞ ¼LðE;EÞ:
The next lemma can be proved as in the classical case ðG ¼ ZÞ:
Lemma 5.2. If ZALðL2ðEÞÞ and ZMg ¼ MgZ for all gAG; then there exists
fALNðLðEÞÞ such that Z ¼ Mf : If, moreover, ZH2ðEÞCH2ðEÞ; then
fAHNðG;LðEÞÞ:
We can now prove the analogue of Sarason’s interpolation theorem [31].
Proposition 5.3. Suppose NCH2ðEÞ is a closed subspace such that TngNCN for all
gAGþ: If X is a bounded linear operator that commutes with PNTgjN for all gAGþ;
then there exists fAHNðLðEÞÞ; such that X ¼ PNTf jN; and jjf jjN ¼ jjX jj:
Proof. The proof is similar to the classical case. We may start by supposing jjX jj ¼
1: If H ¼H0 ¼N; TðgÞ ¼ T 0ðgÞ ¼ PNTgjN for gAGþ; then Mg is a unitary
dilation (not necessarily minimal) of TðgÞ: According to Theorem 2.2, there exists a
lifting Y of X on L2ðEÞ: The result is an operator that commutes with Mg for all
gAG; moreover, the intertwining lifting property (ii) implies that H2ðEÞ is invariant
under this operator. Consequently, by Lemma 5.2, it follows that there exists
fAHNðLðEÞÞ such that Y ¼ Mf : It follows immediately that f is the required
function. &
A particular case of Theorem 5.3 is proved in [18]: namely, the case when dim E ¼
1 and H2~N ¼ cH2 for some inner function cAHN: It is known [30] that for
general ordered groups, even in the scalar-valued case, this is not the general form of
a subspace of H2 invariant to the semigroup Tg:
A second application concerns a variant of the Toeplitz corona theorem [8,21,33].
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Proposition 5.4. Suppose E; E0; E00 are three Hilbert spaces. If fAHNðE0;E00Þ;
f 0AHNðE;E00Þ; then there exists gAHNðE;E0Þ such that jjgjjNp1 and f 0 ¼ fg if and
only if Tf T
n
f 
 Tf 0Tnf 0X0:
Proof. We have to transpose to the case of ordered groups the proof of the classical
case G ¼ T: We include it for the convenience of the reader.
The existence of g as required implies the relation Tf 0 ¼ Tf Tg and hence Tnf 0 ¼
Tng T
n
f : Therefore Tf T
n
f 
 Tf 0Tf 0n ¼ Tf ðIE0 
 TgTng ÞTnf : This last operator is positive,
since jjgjjNp1 implies jjTng jjp1; or IE0 
 TgTngX0:
The intertwining lifting theorem is used for the reverse implication. If Tf T
n
f 

Tf 0T
n
f 0X0; then there exists a contraction X from X ¼ Tnf H2ðE00Þ to H2ðEÞ; such that
XTnf ¼ Tnf 0 : It is easy to see that X is invariant under the semigroup of coisometries
Tng acting on H
2ðE0Þ: If that semigroup is denoted by VðgÞ; and V 0ðgÞ is the
semigroup of coisometries Tng acting on H
2ðEÞ; then XV 0ðgÞ ¼ VðgÞX : From
Corollary 5.1 it follows that X ¼ Y jX; with Y :H2ðE0Þ-H2ðEÞ a contraction that
intertwines Tng (deﬁned on the corresponding spaces). Therefore, Y
n intertwines Tg;
whence Yn ¼ Tg; with gAHNðE;E0Þ; jjgjjNp1: Since Tng jX ¼ X ; we have Tng Tnf ¼
Tnf 0 ; Tf Tg ¼ Tf 0 ; which implies fg ¼ f 0: &
The most important case that has to be mentioned is E ¼ E00 ¼ C; E0 ¼ Cn; f 0 
1=d for some d40: By writing f ¼ ðf1;y; fnÞ; we obtain immediately the following
statement.
Corollary 5.5. Suppose f1;y; fnAHN: The following are equivalent:
(i) there exist g1;y; gnAHN satisfying
P
j fjgj ¼ 1 and jj
P
j jgjj2jjNpd
2;
(ii)
P
j jjTnfj ujj
2Xd2jjujj2 for all uAH2:
The classical corona theorem (for G ¼ Z) states the equivalence of condition (i) in
Corollary 5.5 with the requirement that
P
j jfjj be essentially bounded below. The
Toeplitz corona theorem has been studied in [8] as a ‘‘softer’’ variant. Some
analogues of the classical corona theorem for ordered groups appear in [22].
6. Final remarks
(1) It is worth noting some important examples of discrete ordered groups (besides
the classical case Z). The main one is probably G ¼ R with the discrete topology; the
corresponding function theory is one approach to almost periodic functions.
Additive subgroups of R are another class; they are actually characterized by the
archimedian property: for any g; g0AGþ\f0g there exists nAN such that ng
 g0AGþ:
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A nonarchimedian ordered group is G ¼ R2 endowed with the lexicographic order,
which is deﬁned by ðx; yÞAGþ if and only if either x40 or x ¼ 0 and yp0:
Lexicographic groups (generalizing the above) appear in several papers of Bruzual
and Dominguez (see [12,13,18] and the references within; [18] also contains some
applications to prediction theory on ordered groups).
(2) Most of the results of this paper can be extended to a slightly larger context, by
considering instead of an ordered group G the product G H; where H is an
arbitrary group. The interested reader can easily work out the details.
(3) In the case G ¼ Z; it is well known that the intertwining lifting theorem can be
used to provide a proof of Ando’s dilation theorem [2], which states the existence of
a dilation for a pair of commuting contractions. The argument does not seem to
work in our case; however, it can be used in order to prove the following statement.
Proposition 6.1. Let G be a discrete ordered group and H a Hilbert space. Suppose
TðgÞ; gAGþ is a semigroup of contractions acting on H; while SALðHÞ is a
contraction commuting with all TðgÞ: Then there exists a Hilbert space K*H; a
unitary group UðgÞALðKÞ and a unitary operator VALðKÞ; which commutes with
all UðgÞ ðgAGÞ; such that PHUðgÞjH ¼ TðgÞ for all gAGþ; while PHV jH ¼ S:
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