Abstract-Imitation learning has gained immense popularity because of its high sample-efficiency. However, in real-world scenarios, where the trajectory distribution of most of the tasks dynamically shifts, model fitting on continuously aggregated data alone would be futile. In some cases, the distribution shifts, so much, that it is difficult for an agent to infer the new task. We propose a novel algorithm to generalize on any related task by leveraging prior knowledge on a set of specific tasks, which involves assigning importance weights to each past demonstration. We show experiments where the robot is trained from a diversity of environmental tasks and is also able to adapt to an unseen environment, using few-shot learning. We also developed a prototype robot system to test our approach on the task of visual navigation, and experimental results obtained were able to confirm these suppositions.
I. INTRODUCTION
In recent years, we have seen many agents perform numerous tasks using Imitation learning, in countless applications, especially robotics. There has been a significant progress made for algorithms which learn amidst noisy environments [9] , sparse training signals [22] , and imperfect demonstrations [10] . However, there has not been much focus on allowing these agents to gather data and generalize to a wide variety of environments.
Especially for the task of navigation, this is quite crucial because, autonomous navigation systems like self-driving cars, delivery robots should be able to function in almost any situations. Since the data distribution continuously changes, it is challenging to learn a task from a fixed set of data, nor is it practical to obtain a comprehensive dataset [4] . In nearly every real-world applications, the data distribution is longtailed, meaning that the agent would always encounter new patterns, which has a small number of examples. There would always be instances where the agent has never encountered in the past. Taking a step forward, we would then want these systems to perform well in any given situation by applying prior patterns. Although we are concerned about navigation, researchers from other backgrounds can also find related reasons to concur with us.
Many of the existing solutions restrict their data domain, by training and testing on datasets collected on same environments. Other works like [2] , apply their algorithm to self-driving cars, have a much broader data domain. However, since these models were not trained in different settings, for example, cluttered, pedestrian-rich environment, they would not generalize to other settings. Some of the recent works, which try to generalize to new contexts are quite promising but also have some loopholes. With all these practical considerations, it is imperative that we design a method which enables the algorithm to function in diverse Meta-Learning deals with applying prior knowledge from various skills to learn a new skill in a few shot setting. These algorithms facilitate the model to utilize previous experience by constructing reusable structured patterns which could then be adapted in new contexts. We propose a method which meta-learns a set of tasks and generalizes to new tasks using a few samples. This paper deals with the first step in making an agent adapt to dynamically changing environments.
II. BACKGROUND AND RELATED WORK
Direct Policy Search is a class of policy estimation algorithms which find the parameters of the model by optimizing a predefined cost function, which can be with respect to a reward function or expert demonstrations. For a single task, methods on the aspect of Learning a policy from expert demonstrations have been seen to be predominant in the past [15, 3, 14, 17] . For more complicated tasks involving non-stationary data distribution [6] , methods involve gathering the expert data [25] , and training a predictive model. Recently, a lot of methods as outlined by [1] were proposed in the aspect of model fitting on the expert data for an agent. These methods mainly deal with mitigating, covariate shift, where the input distribution or the training data changes, but the conditional distribution of labels given the data remains fixed [23] . On the other hand, several other works address this problem from an other angle, [1, 18, 29] , especially DAGGER [25] using active learning [13] . Out of all, we choose DAGGER to train our model as it simple and works well in practical cases. A number of works have been applied to the task of navigation, like [4, 21] Some of the significant improvements in Imitation learning involve making algorithms robust to long-horizon tasks or changing data distribution [20, 19] . Other works, which follow a similar trend, include partitioning the domain into individual tasks and making the model train using multiple tasks [31] . An enhancement of multi-task imitation learning, i.e., hierarchical imitation learning, involves high-level planners to estimate sub-goals for the low-level policies [32] . Although these methods perform better than naive Imitation learning, most of them do not generalize to new related tasks.
Many recent works on few-shot imitation learning [11, 5, 8] involve novel meta-learning schemes. The basic principle underlying all these works involve adapting and inferring model to unseen tasks. Some of the novel approaches used by these methods are hybrid loss functions [5] , evolving policy gradients [16] , and estimating meta parameters [7] . The core idea of most of the works mentioned above involve parameter adaption for unseen tasks. Some of the few recent works which apply meta-learning to Visual Navigation are [26, 30] . Compared to others, the meta objective of our adaptive approach relies on the alignment of the evaluated gradients on training data to the test data. Previously, variants of these approaches were used in supervised learning, for minimizing distribution shift between training and test datasets [24] . Our main contributions are outlined as follows:
1· We propose a novel Importance Weighting method to amplify the gradients evaluated on the training demonstrations for better performance on the test task.
2· Our method is robust on dynamically changing distributions, and can also be extended to Meta Imitation learning, where an agent needs to quickly learn an unseen related task from prior experiences.
3· To the best of our knowledge, we are the first to apply iteratively trained world models, along with our proposed improvements, to the task of Imitation learning This paper has been organized as follows. In Section III, World models and our improvements are illustrated. Then, In Section IV, out main contribution is outlined. After that, different experiments performed and the related observations are explained in V and VI respectively, followed by conclusion.
III. IMITATION LEARNING USING WORLD MODELS
Instead of learning the parameters by training the model end to end like [4] , an Itervative training procedure using World models [12] is adapted. We hypothesize that modularizing a model and training each component individually works well for many tasks. We corroborate this hypothesis with previous works in Neuroscience such as [27, 28] . This methodology also performs well for meta-learning scenarios, where the end policy alone can be retrained for new tasks by leaving prior modules fixed 1 , as it will be clear in the later sections.
A. Prelimnaries
A World model ( Figure 1 ) consists of a Variational Autoencoder (VAE), Mixture Density Recurrent Neural Network (MDN-RNN) and a Neural Network (Policy). Each of these modules are named as Vision (V), Memory (M) and Controller (C) modules. Note that in the remainder of the paper, we will be using policy and controller interchangeably.
When a world model is evaluated on a specific task, say T i , we obtain a set of observation-action pairs
. During training, A VAE, encodes an observation O j i to a latent variable z j which is sampled from a Normal distribution z ∈ N (µ, Σ). In tasks like navigation where the current state is conditional on the previous state and action, we have a transition model (MDN-RNN) which models p(z j+1 |z j , a j ). Specifically, MDN-RNN emits h t at every time-step, which contains the transition probabilities. A state is a vector formed by concatenating h j and z j . In the case of Model-free approaches, s j would just be z j . Given this state, a policy is a single layer neural network f (s j , θ)
B. Improvements on existing World Models
To train the V and M modules, Instead of spawning trajectories with a random policy [12] , we use a trained policy to collect data. We performed some experiments, where we found that reproducing the original World model experiments on an V and M trained on data from an expert policy, resulted in better performance. We also found that World models generalize very well, even with small amounts of data trajectories, (of the order 10-20), which makes them suitable for applying in real-world settings.
C. Active learning for policy estimation
In this work, we train world models using Imitation learning by employing DAGGER as proposed by [25] . DAGGER is an active learning-based method which involves giving control to the agent to gather training data. The policy is then trained by aggregating data over each trial on the environment. We used the original world model [12] as an expert world model and our improved world model as the agent's model. The policy parameters of the original world model were trained using Reinforcement learning and performed particularly well, even amidst any disturbances or noise, in the environment. This specific trait made it the right choice for an expert in this case, as in many situations, the agent would go to a vulnerable state, and the expert should recover from such erratic behavior. In the case of the real-world robot, we do not have such a robust expert yet, and so we used a human demonstrator.
IV. PROPOSED METHOD
The main contribution is outlined. The code related to our method can be found at https: //github.com/kiran4399/weighted_learning.
A. Problem formulation
We consider a Meta-Supervised learning setting, where the agent has access to the distribution of training tasks p(T train ) at train-time. To train the policy, we require a set of expert demonstrations { s , where the T is the length of an episode, on the set of train tasks T i train to estimate θ * which minimizes the log-likelihood, on the expert data. The goal of the agent is to generalize to new test task T i test using a few samples. The train and test datasets consist of the data aggregated on the training tasks and the test specific task, respectively. θ * is θ after convergence on the training dataset and, is used to initialize φ i , which are the policy parameters required to train on the test data obtained on a specific task.
B. Assigning Importance weights
In general, Imitation learning is based on optimizing a model maximize the log-likelihood which is represented in the following equation, where f is the model and N , s n ,â n are the number of samples, states and actions respectively.
However, as mentioned before, maximizing the average likelihood may not yield the desired outcome in a lot of applications because of some training samples being irrelevant, noisy or unevenly distributed. We can correct the covariate shift by estimating a non-trivial distribution of scalar weights, estimated from a small data batch drawn from an optimal distribution [12] . Compared to Eqn 2, the optimal parameters and the gradient of the Loss function with respect to parameters φ becomes:
In the above equation, P is a vector of the size of training samples and adapts based on the training and test data. For meta-imitation learning, we can use same method to learn the task distribution shift and make the training adapt to different perturbed scenarios. In other words, during test-time, we can evaluate gradients ∇ φ L(φ) on task-specific demonstrations D test and impose them on the per-sample gradients ∇ φ L n (φ) estimated on the training data D train , where φ i are the policy parameters.
Initially, we train the policy parameters θ on a sampled set of train tasks T i train to collect training data Note that, θ and φ are the parameters of the policy at train and test time respectively. We could have used θ i , instead of φ i , but we use that notation for parameters which are obtained by training the policy only on the test task T i test . During test time, when we asses the generalization ability of a policy on an unseen test task, we train the policy likewise to the training approach, but only using the test data. We, however, use the test data to learn the P distribution and calculate the dot product, represented by • with the per sample gradients, which we use to update φ. For simplicity sake superscript i is omitted. The distribution P , which is a vector of size N , can be updated by optimizing the cost function J(P, φ) of the L2 distance between ∇ φ L(φ) and ∇ φ L(φ) for each batch of test and train data. Note that if the dimensionality of the average gradients ∇ φ L(φ) is R a×b , the dimensions of ∇ φ L(φ) would be R N ×a×b Also, we apply softmax over distribution parameters p n such that P n always sum to 1. The gradient of the cost function with respect to P is as follows.
During every iteration, apart from updating φ using our method, we also update the distribution parameters p n , for K iterations. Using the analytical gradient computed in Eqn 6, we can compute the gradient with respect to p using chain rule as follows.
In the above equation ∇ p σ(p) is the gradient of the softmax function, which is a N × N matrix. The policy parameters φ i are thus, iteratively learned by utilizing the training data, but deriving the P distribution from the test data. A synopsis of the entire algorithm is illustrated on the next page.
V. EXPERIMENTAL SETUP

A. Experiments on simulator
We used a Car Racing simulator from OpenAI gym to test our method. We adapted a world-model from [12] by retraining the architectures for the VAE and MDN-RNN, using different hyperparameters. The controller/policy was changed to a single layer classifier to categorize a state to one of the five discretized actions. We chose to use a single layer policy, as simple architectures tend to generalize better. for t ∈ {0, 1, ..τ } do
9:
Evaluate gradients on Dtrain at θt 10: 
Calculate ∇P J(P, φ) From Eq 8.
21
:
end for 24:
end for 26: end for
We created multiple car racing environments and considered them as tasks. We collect 24 expert trajectories, 4 for each task, and use them as the training data.
For policy training, we used Stochastic Gradient Descent (SGD) with step-size parameters α, β and γ as 0.01, 0.01 and 0.05 respectively. We limited K updates to 10, as we found this to be sufficient for the experiments. We set τ to 3000 and 4000 iterations for training and testing respectively. We encourage the reader to refer to the algorithm in the previous page for the notations.
B. Physical setup
We also evaluated our method using a physical system, in our case a Non-Holonomic, differential-drive based robot for the task of visual navigation. For real-world experiments, we defined a task as the environment on a specific level in the building. Each level was visually very distinct from the other, and we interpreted an environmental seed as a unique source and destination location on a particular level of the building. Images obtained from a camera, mounted on the robot, were timestamped and synced with the action commands before being sent for training. We used ROS and Tensorflow for implementing our experiments.
We used a world model with similar modifications applied to the simulator experiments. We collected 30 humancontrolled trajectories, 10 for each task, and trained the V and M modules. The robot was then tested on the remaining one environment, which it had not seen before.
VI. OBSERVATIONS AND RESULTS
Compared to the state of the art benchmark [12] on the car-racing simulator, our method deals not so much with the maximum score in a given episode but how quickly it can learn an optimal behavior and adapt to a related unseen environment. Following are some of the observations, which we had found.
A. Generalization to unseen Tasks
Apart from the training data, We also generated some environments as test tasks for the model. Though none of the components of the world model were trained on those tasks, our method made the world model generalized to them. We also added uniform Gaussian noise on all the observations of the test tasks for robustness. To compare our method, we used 2 baselines: DAGGER baseline (θ * ) which was trained by aggregating the data from all the prior tasks and the test task and Fine-tuning baseline (θ i * ) which was trained the policy only on the test task. Figure 7 shows that our method outperformed these baselines. As a primary measure, we used the number of times the expert had to intervene to allow the agent to get off a vulnerable state, which we call override. We also portrayed the mean accuracies on different tasks for each baseline, as we wanted the reader to notice the relationship between accuracy and overrides as an appropriate measure for comparing baselines. We argue that both of them are required in active imitation learning, as a model might have a high average accuracy, but might not perform well on some important states. For quantitative comparison on different baselines, refer Table I B. Converging to local optima for train tasks Usually, in Meta-learning, the goal for the classifier is the generalize to unseen tasks from the prior information obtained from the train tasks. However, in some scenarios, like that of navigation, we want the agent to perform well on the training tasks as well. After θ convergence, we evaluate the policy on each training tasks, sampled with random seeds and added Gaussian noise. Surprisingly, the agent performed suboptimally on every task. Since the world model was trained on the training tasks, Naively aggregated data should've performed well. However, in situations, where there are a sufficiently large number of tasks, the model would collapse to a local optimum. However, when we ran used our method for on a specific train task as a test task for 1 iteration. it resulted in better performance.
C. Robustness amongst noise in demonstrations
Our algorithm works well, even in cases where there is noise in the collected demonstrations. During training, in each iteration of policy evaluation, we randomly select 50 % of the collected demonstrations and corrupt the action labels. Even in such scenarios, our algorithm remains robust by giving those corrupted samples less importance, i.e., less p values and performing well on the test task. Figure 6 states the results. 
D. Visualization of the P values
Although we performed many experiments confirming the robustness of our algorithm, it is important to understand the p values in each case, to know which of the samples are getting more importance. Note that, each aggregate training sample, which are in total 24k, has a p value associated with it. In Figure 5 , we provide a color map of the p values, after φ i converges. Although it is unclear, how the samples having high p are related to the test task, we can comprehend that the model is able to learn the new task from the prior tasks. In the same figure, we also show how the p values change with each trial, which indicates that, the sample importance, changes with getting more information from the new test task.
E. Experiments in real-world
We ran our robot on the corridors in the Hedco Neuroscience building at the University of Southern California. Though the geographical and structural maps of each floor were similar, the visual features were very different, which makes it perfect for applying our method. Pictures taken in different floors are depicted in Figure 3 . Results obtained by test the robot in different environments are shown in Table I VII. CONCLUSION In this paper, we presented a Meta-Imitation learning algorithm which involves learning new skills from prior knowledge. We defined a task or skill as an environment having a specific data distribution attributed by time or situation. applications, which involves substantial covariate shifts, by considering it as a meta-learning problem. We have also shown how the proposed algorithm can be used to improve the policy performance on a single task, which was trained on a set of tasks Some of our experiments performed using a real robot, shows how our algorithm can aid realworld scenarios as well. The results shown on the task of navigation support our assertions.
