Partial synchronization in coupled chemical chaotic oscillators  by Wang, Jun-Wei & Chen, Ai-Min
Journal of Computational and Applied Mathematics 233 (2010) 1897–1904
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Partial synchronization in coupled chemical chaotic oscillators
Jun-Wei Wang a,∗, Ai-Min Chen b
a School of Informatics, Guangdong University of Foreign Studies, Guangzhou 510006, PR China
b School of Mathematics and Information Science, Henan University, Kaifeng 475004, PR China
a r t i c l e i n f o
Article history:
Received 28 June 2007
Received in revised form 19 July 2009
Keywords:
Partial synchronization
Clustering
Linear invariant manifold
Chemical chaos
Nonlinear contraction principle
a b s t r a c t
In this paper we investigate the problem of partial synchronization in diffusively coupled
chemical chaotic oscillators with zero-flux boundary conditions. The dynamical properties
of the chemical system which oscillates with Uniform Phase evolution, yet has Chaotic
Amplitudes (UPCA) are first discussed. By combining numerical and analyticalmethods, the
impossibility of full global synchronization in a network of two or three coupled chemical
oscillators is discovered. Mathematically, stable partial synchronization corresponds to
convergence to a linear invariant manifold of the global state space. The sufficient
conditions for exponential stability of the invariant manifold in a network of three coupled
chemical oscillators are obtained via the nonlinear contraction principle.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Collective dynamics in coupled nonlinear oscillators are abundant in many biological, chemical and physical contexts.
The examples include the synchronous firing of cardiac pacemaker cells in human hearts [1–3], the metabolic synchrony in
yeast cell suspension [4], synchronization of circadian clocks in the suprachiasmatic nucleus (SCN) [5], synchronization
in ensembles of electrochemical oscillators [6,7], synchronous regimes in arrays of Josephson junctions [8], and so on.
Synchronization, as a general phenomenon of various collective dynamics, has attracted a rapidly growing interest in physics
and other fields of science since the first discovery byHuygens [9]. Over the last decade, there has been considerable progress
in generalizing the notion of synchronization fromperiodic self-sustained oscillators [10] to coupled chaotic oscillators since
the pioneering works by Pecora and Carroll [11]. Numerous studies on the dynamics of coupled chaotic oscillators have
found different types of synchronization, including full synchronization, phase synchronization, stochastic synchronization,
almost synchronization, lag synchronization, adaptive synchronization [12], to name but a few.
When the coupled networks involvesmore than two chaotic oscillators, a whole new range of additional phenomena can
occur, including partial synchronization [13–16]. A state of partial synchronization (also referred to as polysynchronization,
cluster synchronization or concurrent synchronization [17]) is defined as a regime where the coupled oscillators split
into subgroups called clusters, such that the oscillators synchronize with one another in the same cluster, but there is no
synchronization among different clusters. The oscillators from different clusters can have entirely different dynamics [18].
Recently, partial synchronization has become the subject of intensive research due to its particular significance in
biological science [19] and communication engineering [20] and thus there has been tremendous interest in studying
partial synchronization of coupled chaotic networks.Mathematically, the appearance of partial synchronization corresponds
to the stability of a linear invariant manifold of the global state space [17,21–23]. Pogromsky et al. [24] studied the
partial synchronization in a network of coupled identical dynamical systems, where the authors exploited symmetry under
permutation of a given network of dynamical systems coupled through diffusion in order to classify some linear invariant
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manifold and investigate their stability via the method of Lyapunov functions. The effects of full, partial, antiphase, and
in-phase–antiphase chaotic synchronization in an array of diffusively coupled chaotic systems were investigated via the
linear invariant manifold of the corresponding differential equations in [21]. Yanchuk et al. [22] discussed the partial
synchronization phenomenon in an array of chaotic oscillators with nearest-neighbor interaction and presented some new
phenomena related to synchronization, such as the global riddled basin phenomenon. Banaji [23] described a modelling
approach based on constructing certain reduced models to clustering in systems of globally coupled identical oscillators.
The key point in [23] is that the modelling approach relies indirectly on symmetry, using the fact that the systems in
question havemany invariant subspaces as a result of their symmetry. Some new approaches for stabilizing selected cluster
synchronization patterns were also proposed through constructing proper coupling schemes [25,26]. On the other hand,
cluster synchronization in 2D and 3D lattices of diffusively coupled identical oscillators has also been studied by Belykh
et al. [27].
The present paper is mainly concerned with the problem of partial synchronization in a network of diffusively coupled
chemical chaotic oscillators with zero-flux boundary conditions. We first investigate the dynamical properties of the
chemical oscillator, i.e., the chemical Rössler oscillator,which can generate both phase coherent chaotic attractors and funnel
chaotic attractors. It should be noted that themodel considered here belongs to the class of phase coherent oscillationswhich
give the property of Uniform Phase evolution, but cycle with Chaotic Amplitude (UPCA) [28]. By contrast to the appearance
of full synchronization, our finding is that the full synchronization cannot be achieved even for large coupling strength by
combining numerical and analytic methods. Then on the basis of the nonlinear contraction principle, we derive a sufficient
condition for the exponential stability of a linear invariant manifold corresponding to two clusters in a system of three
coupled chemical chaotic oscillators.
We have organized this paper as follows. In Section 2 the chemical chaotic oscillator is introduced and its dynamical
properties are discussed. Section 3 is devoted to studying the impossibility of full global synchronization and partial
synchronization in a system of two or three coupled chemical chaotic oscillators. Finally, conclusions are summarized in
Section 4.
2. Materials and methods
2.1. Numerical methods
The system of ordinary differential equations was solved numerically by using a fourth-order Runge–Kutta algorithm
with a fixed step size of 10−3. Themaximal Lyapunov exponents are calculated on the basis of a numerical routine proposed
by Wolf et al. [29]. All simulations were implemented using Matlab (The MathWorks, Natick, MA, USA). Programs are
available from the authors upon request.
2.2. The chemical Rössler oscillator
In general, for the chaotic models in electrical, mechanical, and other fields it is not possible to ascribe a chemical
mechanism to differential equations. However, Samardzija et al. [30] have shown how to transform a series of nonlinear
models in order to obtain models for which the equations can be written in the form of a chemical mechanism and the
variables are nonnegative. The chemical Rössler oscillator is transformed from the original Rössler prototype of spiral
chaos [31], for which the following chemical mechanism can be written [30]:
A1 + X + 2Z k1−→ X + 3Z, X + Y k2−→ 2Y
A2 + X + Z k3−→ Z + P1, A3 + X + Z k4−→ X + P2
A4 + 2Y k5−→ 3Y , 2Z k6−→ P3
A5 + X k7−→ 2X, Y k8−→ P4
A6 + Z k9−→ 2Z,
(1)
where all the species of Ai (i = 1, 2, . . . , 6) and Pi (i = 1, 2, 3, 4) are assumed to remain constant though the process;
parameters ki (i = 1, 2, . . . , 9) are reaction rate constants that already include the constant terms Ai and Pi. If the reactor
size is infinite and it is a well-stirred ideal mixture, then internal noise can be ignored; one can write the following set of
deterministic differential equations for the chemical concentration:
dx
dt
= −k2xy− k3xz + k7x = f1(u)
dy
dt
= k2xy+ k5y2 − k8y = f2(u)
dz
dt
= k1xz2 − k4xz − 2k6z2 + k9z = f3(u)
(2)
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Fig. 1. The (x, y) plane projections of the chemical Rössler oscillator (2). (a) Phase coherent attractor for k8 = 50. (b) Funnel attractor for k8 = 43.
0
100
200
300
34 36 38 40 42 44 46 48 50
z m
ax
k8
34 36 38 40 42 44 46 48 50
k8
0
1
2
3
4
La
rg
es
t
Ly
ap
un
ov
 e
x
po
ne
nt
a
b
Fig. 2. Dynamics of the chemical Rössler oscillator (2). (a) Bifurcation diagram. (b) Maximal Lyapunov exponent.
where x, y and z represent concentrations, i.e., populations divided by the volume V , for chemical species X , Y and Z ,
respectively; u = (x, y, z)T ∈ R3 denotes the phase space coordinates of the oscillators. Note that this model has been
employed by Güémez and Matias [32] to study the effect of intrinsic fluctuations in a spatially homogeneous system of
coupled chemical reactions exhibiting deterministic chaos, and byWang et al. [33] to discuss internal noise-enhanced phase
synchronization of coupled chemical chaotic oscillators.
Despite its minimal structure, the model (2) captures complex dynamics including equilibrium, limit cycle behavior,
as well as large parameter ranges for which there are well-defined chaotic oscillations. In the following we will hold the
parameters k1 = 1, k2 = 2, k3 = 1.5, k4 = 20, k5 = 0.8, k6 = 12.85, k7 = 45, k9 = 514.2 fixed, and let k8 be the
corresponding bifurcation parameter, to investigate its dynamics. Fig. 1(a) shows the phase coherent attractor of system (2)
projected on the x–y plane when k8 = 50. The regular cycling in the x–y plane indicates strong phase coherency, which is
very similar to that of original Rössler oscillator. As in the original Rössler system, slight changes in control parameter k8
can drive the system (2) into a so-called ‘‘funnel regime’’, as shown in Fig. 1(b) for k8 = 43, which has a more complicated
phase plane structure consisting of small and large loops, and weak phase coherence. In Fig. 2(a), we present a bifurcation
diagram for the chemical Rössler oscillator. The diagram is constructed by plotting only the maxima of the variable z(t) and
makes clear a large chaotic parameter range as the control parameter k8 is increased. Fig. 2(b) shows themaximal Lyapunov
exponent, which has exactly the same chaotic dynamics regions as are predicted by the bifurcation diagram.
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3. Partial synchronization in coupled chemical Rössler oscillators
In this section we investigate the impossibility of full global synchronization and the problem of partial synchronization
in a systemof twoor three coupled chemical chaotic oscillators. The basicmodel for our investigations is a chain of diffusively
coupled chemical oscillators:{x˙i = f1(ui)+ ε(xi+1 − 2xi + xi−1)
y˙i = f2(ui)
z˙i = f3(ui)
i = 1, 2, . . . ,N (3)
with zero-flux boundary conditions x0 ≡ x1, xN+1 ≡ xN . Here ui = (xi, yi, zi)T ∈ R3 denotes the phase space coordinates
of the individual oscillators and ε > 0 represents the coupling strength. Note that an array of diffusively coupled original
Rössler oscillators of form (3) has been considered by Heagy et al. [34]. They reported a desynchronization phenomenon,
i.e., short-wavelength bifurcation. The associated size instability, occurring in systems which exhibit a short-wavelength
bifurcation, limits the number of oscillators capable of sustaining stable synchronous chaos even for large coupling.
In the following paper, through setting the value of parameter k8 to 50 (i.e., k8 = 50), we will investigate the partial
synchronization of coupled chemical Rössler systems in the class of phase coherent oscillations.
3.1. Impossibility of full synchronization for two coupled chemical Rössler oscillators
The system of two diffusively coupled chemical Rössler oscillators is described by the following differential equations:
x˙1 = −k2x1y1 − k3x1z1 + k7x1 + ε(x2 − x1)
y˙1 = k2x1y1 + k5y21 − k8y1
z˙1 = k1x1z21 − k4x1z1 − 2k6z21 + k9z1
x˙2 = −k2x2y2 − k3x2z2 + k7x2 + ε(x1 − x2)
y˙2 = k2x2y2 + k5y22 − k8y2
z˙2 = k1x2z22 − k4x2z2 − 2k6z22 + k9z2.
(4)
It can be easily shown that system (4) has an invariant manifoldM = {u1 = u2} in which the dynamics is generated
by the individual system (2) for each cell of the system. Let us recall that full global synchronization takes place if M
is asymptotically stable. However, the full global synchronization cannot be achieved even for large coupling strength
because of the existence of equilibria outside the diagonal which remain for any large coupling due to peculiarities of the
chemical Rössler oscillator (2) [21]. Coordinates for the equilibria of the system (4) are defined by the systemof the following
equations:
ε(x2 − x1) = −k7x1 + k2x1 k8 − k2x1k5 + k3x1
k9 − k4x1
2k6 − k1x1
ε(x1 − x2) = −k7x2 + k2x2 (k8 − k2x2)k5 + k3x2
k9 − k4x2
2k6 − k1x2
which can be written as
x2 = x1 + 1
ε
[
−k7x1 + k2x1 k8 − k2x1k5 + k3x1
k9 − k4x1
2k6 − k1x1
]
= h(x1)
x1 = x2 + 1
ε
[
−k7x2 + k2x2 (k8 − k2x2)k5 + k3x2
k9 − k4x2
2k6 − k1x2
]
= h(x2).
(5)
The solutions of Eqs. (5) are defined by the points of intersection of the curves x2 = h(x1) and x1 = h(x2) on the plane
(x1, x2). In order to discuss the absence of full global synchronization analytically, what we need to do next is to verify the
conditions of Lemma 1 of part IV in [21]. Fig. 3 shows the curves x2 = h(x1) and x1 = h(x2). They have intersection not only
on the diagonal but also outside of it. The equilibria E1 and E2 are kept for any value of the coupling strength ε.
Theorem 1. There exists a value ε0 > 0 such that for ε > ε0, the system (4) of two coupled chemical Rössler oscillators cannot
be globally synchronized.
Proof. Let
g(x) = −k7x+ k2x (k8 − k2x)k5 + k3x
k9 − k4x
2k6 − k1x . (6)
Then g(x) has a singularity at x0 = 2k6k1 . And g(x) satisfies the following conditions:
(i) There exists a ρ0 > 0, such that g(x) > 0 for x0 − ρ0 < x < x0, g(x) < 0 for x0 < x < x0 + ρ0.
(ii)
lim
x→±x0
g(x) = ∓∞. (7)
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Fig. 3. The curves x2 = h(x1) and x1 = h(x2).
Then for large ε, the function x2 = h(x1) = x1 + 1ε g(x1) is close to x2 = x1 for x1 ∈ I0 \ I1, where I0 = {|x| < ρ0},
I1 = {|x| < ρ1(µ)}, 0 < ρ1(µ) < ρ0, and limµ→0 ρ1(µ) = 0. Meanwhile, for x1 ∈ I1, h(x1) also satisfies Eq. (7). Thus the
function h(x1) has two branches: h1(x1) > x1 for x1 < x0, and h2(x1) < x1 for x1 > x0.
On the other hand, as the inverse function of h(x1), the function x1 = h−1(x2) has the same properties as h(x2),
symmetrical with respect to the diagonal {x1 = x2}. Hence there exists a ε0 such that for ε > ε0 the branches h1(x1)
and h−12 (x2) (resp., h2(x1) and h
−1
1 (x2)) have an intersection at a point E1(x
(1)
1 , x
(1)
2 ) 6∈ {x1 = x2} (resp., at the symmetrical
point E2(x
(1)
2 , x
(1)
1 )). Therefore, as E1,2 are equilibria of Eqs. (4) outside the invariant manifoldM (see Fig. 3), for ε > ε0 the
invariant manifoldM of system (4) cannot be globally asymptotically stable. This completes the proof of Theorem 1. 
The bifurcation diagram for the dependence of x1−x2 on the coupling strength ε is shown in Fig. 4(a), which illustrates the
process of the loss of full global synchronization in system (4). For ε ≈ 1.6–42.6, the synchronization manifoldM becomes
locally stable as shown in Fig. 4(a). With further increase of ε, e.g. ε > 42.6, the synchronizationM loses its local stability
and there is no synchronization motion. Fig. 4(b) and (d) present the projections of a synchronized and a nonsynchronized
chaotic trajectory of system (4) on the plane (x1, x2) for coupling strengths ε = 30 and ε = 68, respectively. It’sworth noting
that another attractor which appears to exist is a stable asynchronous cycle after the loss of the full global synchronization,
as shown in Fig. 4(c), when ε = 65.
3.2. Three coupled chemical Rössler oscillators and partial synchronization
In this sectionwewill show that partial synchronization can be achieved in the case of three coupled oscillators although
full global synchronization is impossible. The system of three coupled Rössler oscillators has the following form:
x˙i = −k2xiyi − k3xizi + k7xi + ε(xi+1 − 2xi + xi−1)
y˙i = k2xiyi + k5y2i − k8yi
z˙i = k1xiz2i − k4xizi − 2k6z2i + k9zi
i = 1, 2, 3 (8)
with zero-flux boundary conditions x0 ≡ x1, x4 ≡ x3. This systemhas two linear invariantmanifolds:M1 = {u1 = u2 = u3},
M2 = {u1 = u3} and M1 ⊂ M2. The full synchronization of system (8) appears only if both M1 and M2 are globally
asymptotically stable. On the other hand, if only submanifoldM2 remains globally asymptotically stable, wewill have partial
synchronization phenomena.
As in the case of two coupled chemical Rössler oscillators, the synchronizationmanifoldM1 is not globally stable because
of the existence of two equilibria outside the diagonal. In Fig. 5(a), we plot the bifurcation diagram for the dependence of
the difference x1 − x2 on coupling strength ε. Fig. 5(c) presents a projection of a nonsynchronized chaotic trajectory on the
(x1, x2) plane for ε = 60.
In the following wewill theoretically analyze the partial synchronization in a system of three coupled Rössler oscillators.
The theoretical tool of the analysis is based on the contraction principle [35,36] and the proof of Theorem 2 is similar to the
proof for stable concurrent synchronization of coupled dynamical networks in [17]. Given a square matrixN, the symmetric
part of N is denoted by Ns. The largest and smallest eigenvalues of Ns are denoted by λmax(N) and λmin(N), respectively.
Let p = dim{M2}, and consider an orthonormal basis {ξ1, ξ2, . . . , ξ9} ⊂ R9. Without loss of generality, we assume that
M2 = span{ξ1, ξ2, . . . , ξp} andM⊥2 = span{ξp+1, . . . , ξ9}. Defining matrices A = (ξ1, . . . , ξp)T, B = (ξp+1, . . . , ξ9)T, it is
easy to verify that [37,38]
ATA+ BTB = I9, BBT = I9−p, v ∈M2 ⇐⇒ Bv = 0.
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Fig. 4. Two coupled chemical Rössler oscillators (4). (a) Bifurcation diagram for the dependence of x1 − x2 on the coupling parameter ε. The difference
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Theorem 2. A sufficient condition for the global convergence to submanifoldM2, i.e., the appearance of partial synchronization,
is
ε >
supuλmax
(
∂f
∂u (u)
)
λmin(BDBT)
(9)
where D = P⊗ T (⊗ represents the Kronecker product), and
P =
( 1 −1 0
−1 2 −1
0 −1 1
)
, T =
(1 0 0
0 0 0
0 0 0
)
.
Proof. With D = P⊗ T, Eqs. (8) can be rewritten in the following form:(u˙1
u˙2
u˙3
)
=
(f(u1)
f(u2)
f(u3)
)
− εD
(u1
u2
u3
)
. (10)
Defining v = (uT1,uT2,uT3)T, F = (fT(u1), fT(u2), fT(u3))T, Eqs. (10) can again be rewritten as
v˙ = F(v)− εDv. (11)
Construct the auxiliary system
y˙ = B [F (BTy+ ATAv)− εD (BTy+ ATAv)]
= BF (BTy+ ATAv)− εBD (BTy+ ATAv) . (12)
Let z = Bv. By construction, v converges to subspaceM2 if and only if z converges to 0. Multiplying Eqs. (11) by B from
the left, we have
z˙ = BF (BTz+ ATAv)− εBD (BTz+ ATAv) . (13)
This suggests that y(t) = z(t) is a particular solution of system (12). On the other hand, since B(ATAv) = Bv − BBTBv =
Bv − I9−pBv = 0, then ATAv ∈ M2. In addition, considering the flow invariance of the linear subspace M2, we obtain[
F
(
ATAv
)− εD (ATAv)] ∈M2 = Null(B), and hence y(t) = 0 is another particular solution of system (12).
The Jacobian matrix of the auxiliary system (12) with respect to y is J = BHBT − εBDBT, where
H =

∂f
∂u
(u1) 0 0
0
. . . 0
0 0
∂f
∂u
(un)
 .
As B is built from orthonormal vectors, λmax(BHBT) is upper bounded by maxi λmax
(
∂f
∂u (ui)
)
.
At this stage, the condition
ε >
supuλmax
(
∂f
∂u (u)
)
λmin(BDBT)
indicates that the auxiliary system (12) is contracting with respect to y; then all its solutions converge exponentially to a
single trajectory according to contraction theory [35,36]. As discussed above, y = z(t) and y = 0 are two particular solutions
of the auxiliary system (12); thus z(t) converges to 0 exponentially. This completes the proof of Theorem 2. 
The bifurcation diagram in Fig. 5(b) shows the evolution of x1 − x3 for system (8). When the coupling strength ε is very
small, the submanifoldM2 cannot be stable. With increasing ε (for ε > 2.4),M2 becomes globally stable and is preserved
for infinite coupling strength ε although the synchronization manifoldM1 has lost its local stability. In this case we observe
partial synchronization phenomena consisting of two clusters {u1,u3} and {u2}. Fig. 5(d) shows a projection of a partial
synchronized chaotic trajectory on the x1 − x3 plane for ε = 60.
Remark. When ε, as a coupling parameter, is large enough that the condition (9) holds, then the cluster synchronization
manifoldM2 is globally exponentially stable.
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4. Conclusions
The problem of partial synchronization in diffusively coupled chemical chaotic oscillators with zero-flux boundary
conditions has been studied through numerical simulations and mathematical analysis. The dynamical properties of the
chemical system which oscillates with Uniform Phase evolution, yet has Chaotic Amplitudes (UPCA) are presented. By
combining numerical and analytical methods, the impossibility of full global synchronization in a coupled network of two or
three coupled chemical oscillators is discovered.Mathematically, stable partial synchronization corresponds to convergence
to a linear invariant manifold of the global state space. On the basis of the nonlinear contraction principle, we have given
sufficient conditions for asymptotical stability of the invariant manifold in a network of three coupled chemical oscillators.
It should be noted that the results in this paper are only valid for the chemical Rössler oscillator with phase coherent
oscillations, and not for the chemical Rössler oscillator in the ‘‘funnel regime’’.
In this paper, we focus on a particular model of two or three coupled chemical Rössler oscillators through x-variable
coupling only for the specification of the demonstration. Similarly, we can also discuss the partial synchronization problem
in the case of an array of diffusively coupled chemical Rössler oscillators with y-variable or z-variable couplings. The
applications of the present study to other similar coupled chaotic oscillators are also straightforward.
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