Abstract. The two underlying factors that determine the efficacy of face representations are, the embedding function to represent a face image and the dimensionality of the representation, e.g. the number of features. While the design of the embedding function has been well studied, relatively little is known about the compactness of such representations.
Introduction
A face representation is an embedding function that transforms the raw pixel representation of a face image to a point in a high-dimensional vector space. Learning or estimating such a mapping is motivated by two goals: (a) the compactness of the representation, and (2) the robustness of the mapping for the task at hand. While the latter aspect has received substantial attention, ranging from PCA based Eigenfaces [3] to state-of-the-art deep neural network based feature Heatmaps of similarity scores between image pairs from 10 classes with 10 images per class. The similarity is computed in four different spaces, the ambient space P, space of linear dimensionality, intrinsic space estimated by Isomap [2] and intrinsic space M estimated by our proposed deep neural network based transformation.
representations, there has been relatively little focus on the dimensionality of the representation. The dimensionality of face representations has ranged from a few tens to thousands of dimensions. For instance, current state-of-the-art face representations have 128, 1024 and 4096 dimensions for FaceNet [1] , Sphereface [4] and VGG-Face [5] respectively. The choice of dimensionality of face representation is often determined by other practical considerations, such as, parameter learning of the embedding functions [6] , constraints on system memory, etc. This naturally raises the following fundamental question, How compact can the representation be without any loss in recognition performance? In other words, what is the intrinsic dimensionality of the representation? Addressing this question is the primary goal of this paper. The intrinsic dimensionality (ID) of a representation refers to the minimum number of parameters (or degrees of freedom) necessary to capture the entire information present in the representation. Equivalently, it refers to the dimensionality of the d-dimensional representation manifold M embedded within the m-dimensional ambient space P where d ≤ m. This notion of dimensionality is notably different from common linear dimensionality estimates obtained through principal component analysis (PCA). This dimension corresponds to the best linear subspace necessary to retain a desired fraction of the variations in the data, which in principle can be as large as the ambient dimension if the variation factors are highly entangled with each other. Figure 1 provides an illustration that highlights these differences.
Therefore, the ability to estimate the ID of a given face representation is useful in a number of ways.
-At a fundamental level the intrinsic dimensionality determines the true capacity and complexity of variations in the data captured by the representation, through the embedding function. In fact the ID can be used to guage the information content in the representation, due to its linear relation with Shannon entropy [7, 8] . Furthermore, it provides an estimate of the amount of redundancy built into the representation which can be related to it's generalization capability. -On a practical level, knowledge of the intrinsic dimensionality is crucial for devising optimal unsupervised strategies to obtain face representations that are minimally redundant, while retaining it's full ability to recognize faces of different individuals. Recognition in the intrinsic space can provide significant savings, both in memory requirements as well as processing time, across a range of tasks like face matching, face retrieval etc. The gap between the ambient and intrinsic dimensionalities of representations can serve as a useful indicator and drive the development of algorithms that can directly learn highly compact representations. And, lastly, the ID can also serve as a dataset agnostic metric to compare the efficacy of different face representations, since it is a characteristic of the representation rather than the data itself.
Estimating the intrinsic dimensionality of data however is a challenging task. ID estimates are crucially dependent on the density variations in the representation, which in itself is difficult to estimate as faces often lie on a topologically complex curved manifold [9] . More importantly, given an estimate of ID, how do we verify that the estimate truly represents the dimensionality of complex high-dimensional embeddings for face representation? An indirect validation of the intrinsic dimensionality is possible through a mapping that transforms the ambient representation space to the intrinsic representation space while preserving it's discriminative ability. However, there is no certainty that such a mapping can be found efficiently. In practice, finding such mappings can be considerably harder than estimating the intrinsic dimensionality.
We overcome both of these challenges by (1) adopting a topological dimensionality estimation technique based on the geodesic distance between points in the manifold, and (2) relying on the ability of deep neural networks to approximate the complex mapping function from the ambient space to the intrinsic space. The latter enables a validation of the intrinsic dimensionality estimates through face verification experiments on the corresponding low-dimensional intrinsic representation of feature vectors.
The key contributions of this paper are: (1) an estimate of the intrinsic dimensionality of a 128-dimensional deep neural network based face representation, namely FaceNet [1] , and (2) a deep neural network based dimensionality reduction method under the framework of multidimensional scaling. Our numerical experiments yield an intrinsic dimensionality estimate of 9-12 for FaceNet across different datasets, significantly lower than the ambient dimensionality of the representation. We show that an appreciatively designed deep neural network is able to learn a mapping from the ambient to the intrinsic space that is significantly better than other dimensionality reduction approaches with it's discriminative capability being close to that of the ambient space.
Related Work
Intrinsic Dimensionality: Existing approaches for estimating intrinsic dimensionality can be broadly classified into two groups: projection methods and geometric methods. The projection methods [10] [11] [12] determine the dimensionality by principal component analysis on small subregions of the data and estimating the number of dominant eigenvalues. These approaches have classically been used in the context of modeling facial appearance under different illumination conditions [13] and object recognition with varying pose [14] . While these methods serve as an efficient heuristic they cannot provide reliable estimates of intrinsic dimension. Geometric methods [15] [16] [17] [18] [19] [20] on the other hand model the intrinsic topological geometry of the data and are based on the assumption that the volume of an m-dimensional set scales with it's size as m and hence the number of neighbors less than also behave the same way. Our approach in this paper is based on the topological notion of correlation dimension [16, 17] , the most popular type of fractal dimensions. The correlation dimension implicitly uses nearest-neighbor distance, typically based on the Euclidean distance. We instead follow the approach of Granata et.al. [21] utilizing the geodesic distance induced by a neighborhood graph of the data.
Face Recognition: The quest to develop face representations that are simultaneously robust and discriminative have led to extensive research in developing feature representations. For instance, among the earliest learning based approaches, Turk and Pentland proposed Eigenfaces [3] that relied on principal component analysis (PCA) of data. Later on, integrated and high-dimensional local features of faces became prevalent for face recognition, examples of which include local binary patterns (LBP) [22] , scale-invariant feature transform (SIFT) [23] and histogram of oriented gradients (HoG) [24] . In contrast to these handdesigned representations the past decade has witnessed the development of endto-end representation learning systems, leading to tremendous advances in the capabilities of face recognition systems. Convolutional neural network based features now typify the state-of-the-art face representations [25, 1, 5, 4] . All of these face representations are however characterized by features that are of hundreds to thousands of dimensions in number. While more compact representations are desirable, difficulties with optimizing deep neural networks with narrow bottlenecks [6] have proven to be the primary barrier towards realizing this goal. We believe that estimating the intrinsic dimensionality would serve as the first step towards understanding the bound on the minimal required dimensionality for representing faces and aid in the development of novel algorithms that can achieve this limit.
Dimensionality Reduction: There is a tremendous body of work on the topic of estimating low-dimensional approximations of the manifolds on which data lies. These include linear approaches such as such as Principal Component Analysis [26] , Multidimensional Scaling [27] and Laplacian Eigenmaps [28] and their corresponding non-linear extensions, Locally Linear Embedding [29] , Isomap [2] and Diffusion Maps [30] . Another class of dimensionality reduction algorithms leverage the ability of deep neural networks to learn complex non-linear mappings of data including deep autoencoders [31] , denoising autoencoders [32, 33] . In this paper, we too leverage deep neural networks to find a mapping from the ambient to the intrinsic space while maintaining the utility of the data. However, we cast the learning problem within the framework of multidimensional scaling to preserve the geodesic distance between points in the ambient space after being mapped into the intrinsic space.
Approach
Our goal in this paper is two-fold: estimate the intrinsic dimensionality of a given ambient representation of a face embedding and develop a deep neural network based dimensionality reduction method to validate the intrinsic dimension estimate. Our intrinsic dimensionality estimation is based on the one presented by [21] which relies on two key ideas, (1) using graph induced geodesic distances to estimate the correlation dimension of the face representation topology, and (2) the similarity of the distribution of distances across different topological structures with the same intrinsic dimensionality. Given the estimate of the intrinsic dimensionality, we then learn a mapping that transforms the ambient represen-
We employ a deep neural network for this purpose and learn the parameters of the network to preserve distances in the intrinsic space.
Estimating Intrinsic Dimension
We define the notion of intrinsic dimension through the classical concept of topological dimension of the support of a distribution X. This is a generalization of the concept of dimension of a linear space . The cumulative distribution of the pairwise distances C(r) can be estimated as,
where p(x) is the probability distribution of the pairwise distances. In this paper we choose the correlation dimension [16] , a particular type of topological The distribution of the geodesic distances (for distance r max − 2σ ≤ r ≤ r max , where r max is the distance at the mode) has been empirically observed [21] to be similar across different topological structures with the same intrinsic dimensionality. dimension, to represent the intrinsic dimension of the face representation. It is is defined as,
Therefore the intrinsic dimension is crucially dependent on the accuracy with which the probability distribution can be estimated at very small length-scales, i.e., r → 0. Significant efforts have been devoted to estimating the intrinsic dimension through line fitting in the log C(r) vs log r in the region where r → 0 i.e.,
d = lim
The main drawback with this approach is the need for reliable estimates of p(r) at very small length scales, which is precisely where the estimates are most unreliable with limited data, especially in very high-dimensional spaces. Granata et al. [21] present an elegant solution to this problem through three observations, (1) estimates of d(r) can be stable even as r → 0 if the distance between points is computed as the graph induced shortest path between points instead of the euclidean distance as is commonly the case, (2) the probability distribution p(r) at intermediate length-scales around the mode of p(r) i.e., (r max − 2σ) ≤ r ≤ r max can be conveniently used to obtain reliable estimates of ID, and (3) the distributions p(r) of different topological geometries are similar to each other as long as the intrinsic dimensionality is the same.
Even though this approach was used by Granata et al. [21] for problems with low complexity, swiss roll, MNIST images etc., we observed that this method can be leveraged to estimate the intrinsic dimensionality of face representations with an appropriate choice of geodesic distance. For instance, in the case of the FaceNet representation [1] that is usually normalized to lie on the surface of a hyper-sphere, the geodesic distance between nearest neighbors would correspond to the arc length in the hyper-sphere which is defined as
, where R is the radius of the hyper-sphere on which the normalized features lie. Beyond the nearest neighbor, the distance between any pair of points is computed as the shortest path between the points as induced by the graph connecting all the points in the representation. Figure 2a. illustrates the difference between the euclidean distance and geodesic distance. Figure 2b . shows the distribution of log p(r) p(r max ) vs r r max in the range r max − 2σ ≤ r ≤ r max for the 128-dimensional FaceNet representation and different topological geometries, i.e., hyper-spherical and Gaussian distribution of the same intrinsic dimensionality. Therefore, by matching the distance distribution p(r) to that of a known distribution, say the hyper-spherical and Gaussian distribution. For instance, the distribution of geodesic distance for a hyper-sphere is p(r) = c sin 
where the need to estimate the constant c can be absorbed within the normalization of the probability distribution. Similarly, the intrinsic dimension can also be estimated by comparing to the Gaussian distribution as,
The solutions of both the optimization problems could result in a fractional dimension. If one only requires integer solutions, the optimal value of d can be estimated by simple numerical evaluation of the objective and selecting the value that minimizes the objective. We refer to the former solution as d f it and the later solution as d min through the rest of the paper.
Estimating Intrinsic Space
The intrinsic dimensionality estimates obtained in the previous subsection alludes to the existence of a mapping, that can transform the ambient representation to the intrinsic space, but does not provide any solutions to find such a mapping. The mapping itself could potentially be complex and difficult to estimate. We base our solution on Multidimensional scaling (MDS) [27] , a classical mapping technique for analyzing data similarity or dissimilarity. MDS attempts to preserve the distances (dissimilarities) between points after embedding them in a low-dimensional space. Given data points X = {x 1 , . . . , x n } in the ambient space and Y = {y 1 , . . . , y n } the corresponding points in the intrinsic low-dimensional space, the MDS problem is formulated as,
where d H (·) and d L (·) are distance metrics in the ambient and intrinsic space, respectively. Different choices of the distance metric, leads to different dimensionality reduction algorithms. For instance, classical metric MDS is based on Euclidean distance between the points while using geodesic distance induced by a neighborhood graph leads to Isomap [2] . Similarly, many different distance metrics have been proposed corresponding to non-linear mappings between the ambient space and the intrinsic space. However, these approaches suffer from a few drawbacks, (1) they do not scale well with the size of the number of data points, and (2) ambiguity in the choice of the right non-linear function.
To overcome these limitations, we employ a deep neural network to approximate the non-linear mapping function that transforms the ambient representation, x, to the intrinsic space, y = f (x; θ) with parameters θ. We pose the problem of learning the parameters within the MDS framework as,
where for each data point x i we consider it's k nearest neighbors N k . Considering only a subset of the neighbors eases the computational burden from considering n × k pairs instead of n × n pairs, for computing pairwise distances, while also allowing us to overcome the imbalance between the number of similar and dissimilar pairs in the dataset.
Experiments
In this section we will describe the estimates of the intrinsic dimensionality of FaceNet [1] using multiple datasets of varying complexity. We also evaluate the efficacy of the deep neural network based dimensionality reduction in finding the mapping from the ambient to the intrinsic space while maintaining the discriminative ability of the ambient representation.
Datasets
We first provide a brief description of the face datasets used to estimate the intrinsic dimensionality and also to evaluate the ability of the deep neural network to find the mapping from the ambient to the intrinsic space through face matching. Figure 4 shows a few examples of the kind of faces in each dataset. PCSO: A large collection of mugshot images (not in the public domain) acquired from the Pinellas County Sheriffs Office (PCSO), comprising of 1,447,607 images of 403,619 subjects. We use a subset of 84,164 images from 10,000 subjects for our experiments. LFW [34] : 13,233 face images of 5,749 subjects, downloaded from the web. These images exhibit limited variations in pose, illumination, and expression, since only faces that could be detected by the Viola-Jones face detector [35] were included in the dataset. CASIA [36] : A large collection of labeled images downloaded from the web (based on names of famous personalities) typically used for training deep neural networks. It consists of 494,414 images across 10,575 subjects, with an average of about 500 face images per subject. This was used to train the FaceNet representation. IJB-A [37] : IARPA Janus Benchmark-A (IJB-A) contains 500 subjects with a total of 25,813 images (5,399 still images and 20,414 video frames), an average of 51 images per subject. Compared to the LFW and CASIA datasets, the IJB-A dataset is more challenging due to: i) full pose variation making it difficult to detect all the faces using a commodity face detector, ii) a mix of images and videos, and iii) wider geographical variation of subjects.
IJB-B [38]:
IARPA Janus Benchmark-B (IJB-B) dataset consists of 1,845 subjects with a total of 76,824 images (21,798 still images and 55,026 video frames from 7,011 videos), an average of 41 images per subject. Images in this dataset are labeled with ground truth bounding boxes and other covariate meta-data such as occlusions, facial hair and skin tone.
Baseline Methods
Intrinsic Dimensionality: To compare the algorithms for estimators of the intrinsic dimensionality, we obtain ID estimates through two approaches, a Knearest neighbor based estimator [15] and "Intrinsic Dimensionality Estimation Algorithm" (IDEA) [39] . Both of these estimators are known to underestimate the intrinsic dimensionality.
Dimensionality Reduction: We consider two dimensionality reduction algorithms, principle component analysis (PCA) for linear dimensionality reduction and Isomap [2] a non-linear multidimensional scaling using graph distances.
Implementation Details
The architecture of our deep neural network for dimensionality reduction is based on the idea of residual networks [40] . Our network consists of multiple linear layers to change the dimensionality with a residual layer between them. The parameters of the network are learned using the Adam [41] optimizer with a learning rate of 0.01 and the regularization parameter λ = 3×10 . We observed that using the cosine-annealing scheduler and balance between the positive and negative in each minibatch was critical to learn an effective mapping.
Before we train the network, we extract 128-dimensional FaceNet feature vectors. These features are normalized to lie on the surface of a hyper-sphere i.e., L 2 norm of each feature vector is equal to 1. The first two linear layers reduce the original 128-dimension, D 0 , to an intermediate space of dimensionality D M , with a shortcut inserted to the connection. We repeat such dimension reduction units with residuals several times, before a final linear layer that decreases the dimension from the intermediate space to the target intrinsic dimension, D I . To proceed the dimension reduction gradually in an orderly way, we evenly split the dimensions to be reduced into t stages. Thus, each dimension reduction unit will reduce the dimension by
, so that the network will learn the mapping and disentangle the ambient representation in a steady stagewise fashion. Table 1 reports the intrinsic dimensionality estimates for the FaceNet [1] model across the five different datasets. Our estimates are reported as we vary the number of neighbors k used to compute the parameters of the probability density for our baselines [15, 39] , and the shortest path between two samples for the graph distance algorithm [21] that our estimates are based on. The ID estimates from the KNN [15] and IDEA [39] approaches have been rounded to integers. Note that for the graph distance method, we only show the results with four nearest neighbors on LFW dataset, because the number of neighbors k has to be large enough to include as many as samples as possible to construct a single fully connected graph. For the other larger and more challenging face datasets, a small k (k = 4) is not able to fully connect every point in the dataset. To select the k−nearest neighbors, we calculate the distance using the Euclidean metric in the embedding space for the two baseline approaches, [15] and [39] . Since the graph distance based algorithm approximates the geodesic distance by the shortest path connecting any two points, we consider both the Euclidean distance (chord length) and the great-circle distance (arc length), since all the FaceNet feature vectors all normalized features with unit L 2 norm, they reside on the surface of a unit hyper-sphere. The great-circle distance between two feature vectors f 1 and f 2 can be simply calculated as:
Intrinsic Dimensions
The intrinsic dimensionality estimates of the FaceNet representations, under both the Euclidean distance and great-circle distance, present similar results on all our datasets according to Table 4 and Table 5 , showing the efficacy of approximation of intrinsic geodesic distances using the distances calculated in the embedding space of every small neighborhood. By comparing results of different estimators, we noticed that both the k-nearest neighbor based estimator [15] and the IDEA estimator [39] are less sensitive to the number of nearest neighbors than the graph distance based method [21] . However, the near neighbor estimator generally yields an underestimate of the intrinsic dimensionality for sets with high intrinsic dimensionality [12] . To find an appropriate number of nearest neighbors for graph distance based ID estimation, we generated different graphs by varying the number of neighbors k and connecting each point in the dataset to its k neighbors. On one hand, k should be small enough to avoid shortcuts between two points that are close to each other in the Euclidean space, but are actually far away in the corresponding intrinsic manifold due to highly complicated local curvatures. By performing a quadratic fit on the left side (r max − 2σ ≤ r ≤ r max ) of the geodesic distance distribution, we can further analyze the curvature of the probability distribution, and select the appropriate number of neighbors k with a better quadratic fit. See the supplementary material for fitness of the curves on four different datasets, LFW. PCSO, IJB-B, and CASIA respectively, based on two distance metrics, i.e., Euclidean distance and great-circle distance. On the other hand, k has to be large enough to generate a graph that connects all points in the entire dataset i.e., there are no unreachable (unconnected) data samples. Our experiments suggests that across all of the five datasets, all the data samples in the graph can be fully connected by using seven or more than seven nearest neighbors for each given point. The intrinsic dimensionality estimator based on graph induced distance approximates the geodesic distance by the shortest path connecting any two points. In our experiments, we consider both the Euclidean distance and the great circle distance. The number of neighbors k is crucial for constructing the entire embedding graph. We thus analyze the curvature of the probability distribution to select the appropriate k. By performing quadratic fit on the left side geodesic distance distribution (r max − 2σ ≤ r ≤ r max ), we select the appropriate number of neighbors by observing the fitness curves. Fig. 5 shows the fitness of the curves on four different datasets, LFW. PCSO, IJB-B, and CASIA respectively, based on two distance metrics.
By analyzing both the number of connected points and the quadratic curve fitness, we chose the parameter k = 4 for LFW dataset, and k = 7 for the rest of the datasets. Figure 7a presents the Euclidean distance distribution of the five datasets. In the geodesic distance space, all datasets share a similar distribution. We also reported the dimension estimates by analyzing the root mean square deviation (RMSD) between the observed distribution and the distribution of a D-dimensional hyper-sphere. The dimension that minimizes the RMSD is the corresponding intrinsic dimension. Our results indicate that across the five datasets the intrinsic dimensionality of the FaceNet representation is around ten. These estimates are significantly lower than the dimensionality of the ambient space of 128, suggesting that face representations could, in princple, be almost 10× more compact. Figure 5a shows the fit on the graph generated by using Euclidean distances between near neighbors. Figure 5b shows the fit on the graph generated by using great circle distances. Visualization: Our main objective for training the mapping network is to preserve the distance between samples in the given dataset. It is critical that the projected features preserve the local relationships and the overall structure of the embedding space. We visualize the lower dimensional features projected by the proposed deep neural network, and the original 128-dimensional feature vectors. Fig. 8 and Fig. 9 provide visualizations of the embeddings after projecting the feature vectors onto the two-dimensional space by using t-SNE [42] . Fig. 8 illustrates the embeddings of the entire LFW dataset. In Fig. 9 , we selected twenty subjects in LFW. We observe that the deep neural network is able to preserve local neighborhood relationships between images in the low-dimensional intrinsic space as well as the global structure of the embedding space.
Intrinsic Dimension Mapping
Validating the ID estimates directly is not feasible since the true dimensionality of face representation is unknown. Therefore we seek an indirectly by estimating a mapping from the ambient to the intrinsic space and verifying the discriminate power of the mapping. Therefore, we learn a feature mapping model to project the original representations to the "intrinsic" distance space based on the intrinsic dimensionality. We estimate the mapping through the proposed deep neural network and traditional methods, including Isomap and PCA. We compare the discriminative ability of these mappings by evaluating them on five face datasets, namely, LFW, PCSO, IJB-A, IJB-B and CASIA. Face images in LFW and PCSO datasets correspond to constrained scenarios presenting low variations in comparison to those of IJB-A IJB-B and CASIA, a more challenging dataset consisting of faces captured in unconstrained environments. We evaluate the dimension reduction models on the LFW face dataset using the standard LFW protocol. For IJB-A and IJB-B, the protocol defines matching between templates, where each templates is composed of possibly multiple images of the class. We define the match score between templates as the average of the match scores between all pairs of images in the two templates. For PCSO and CASIA we follow the standard protocol of matching all pairs of images in the dataset.
According to our ID estimators, the intrinsic dimensionality of both datasets is ten. However, designing an appropriate scheme for mapping the intrinsic manifold is much more complicated than the ID estimation itself. To show how the number of dimensions influence the performance of face presentations, we evaluate and compare the performance of the representation at different intrinsic dimensions. Specifically, the original 128-dimensional features are mapped into four different spaces with 10, 20, 30, and 40 dimensions, respectively. Figure  10 , 11, 12, 13, and 14 report the performance of the proposed DNN, Isomap, and PCA, on LFW and IJB-A respectively. We make the following three observations: (1) on both datasets, the performance of 30-dimensional features and 40-dimensional features are extremely similar, and are comparable to the original 128-dimensional features. The 20-dimensional presentations of DNN based projection on LFW, consisting largely of frontal face images with minimal pose variations and facial occlusions, also achieves remarkable accuracy. (2) Our results indicate that the proposed deep network based dimensionality reduction model is able to learn a proper mapping to reduce the dimension of the given features with little loss in discriminative information as demonstrated by their recognition accuracy as well as the receiving operating curves. (3) The performance of DNN based projection out performs Isomap and PCA under the same dimension due to it's ability to better approximate the non-liner mapping from the ambient to intrinsic space. Furthermore, due to the iterative nature of Isomap, it does not provide an explicit mapping function for a new data sample, while the proposed DNN can be used to map a new data sample as well. Table 6 shows the face verification results over different datasets for spaces with different intrinsic dimensions (10-D, 20-D, 30-D and 40-D) . We compare the performance on the linear dimensionality reduction through PCA, Isomap and the proposed deep neural network based mapping. Our experimental results suggest that the mapping learned by DNN is more able to preserve discriminative information to about 20 dimensional intrinsic space. However, the mapping learned by our DNN architecture for 10-dimensional intrinsic space is not as (c) PCA 
Concluding Remarks
In this paper, we addressed two questions, given a face representation, what is the minimum degrees of freedom in the representation i.e., it's intrinsic dimension and can we find a mapping between the ambient and intrinsic space while maintaining the discriminative capability of the representation? We leverage a (c) PCA geodesic graph distance based approach to estimate the intrinsic dimension and proposed a deep neural network to learn a mapping to transform the ambient space to the intrinsic space. Experiments on a deep neural network based face representation, 128-dimensional FaceNet, yielded an intrinsic dimension between 9-12 dimensions across multiple datasets, significantly less than the ambient dimension. The deep neural network was able to estimate a mapping that can transform the ambient to the intrinsic dimension while preserving it's discriminative ability, to an extent, on the LFW and IJB-A datasets. These results suggest that (1) the ambient dimension of face representations can be significantly lower, (2) finding the optimal mapping from ambient space to highly compact intrinsic space is challenging, especially so for linear dimensionality reduction, and (3) a deep neural network based model can be learned to significantly compress existing face representations while maintaining it's discriminative power to a large extent. Our findings in this paper call for the development of algorithms that can directly learn more compact face representations.
