This paper introduces three-dimensional axis mapping (3DAM), a new method for joint orientation estimation that rapidly collects data from a mobile platform containing a scannerless LiDAR and an inertial measurement unit (IMU). The mobile platform is moved through the environment either as a handheld device or by mounting it to a remotely operated or robotic vehicle. 3DAM is formulated as a global state estimation problem that estimates the orientation of the mobile platform and the joint set orientations by minimizing the uncertainty introduced by the inherently noisy sensors. This requires a dual-parameterization of both the orientation of joint sets and the mobile platform to permit the use of state estimation techniques. 3DAM was field tested in three separate locations and is directly compared to hand measurements and stationary LiDAR. In all experiments, it is shown that 3DAM produces stereonets comparable to other methods, yet does so with lower-cost hardware and significantly reduced effort.
Introduction
LiDAR has recently been recognized as a valuable tool for rock mass characterization [1] . In particular, there has been considerable interest in using LiDAR for joint orientation estimation [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] . Generally, these methods use a stationary tripod-mounted LiDAR to capture one 5 or more point clouds of the exposed rock face. The orientation of the sensor is measured beforehand such that the collected data can be transformed to the global coordinate frame. Using the geometry of the captured point cloud, the orientations of planar surfaces are extracted and plotted on a stereonet.
Joint orientation estimation using LiDAR has several advantages compared 10 to manual techniques (i.e., using a compass and inclinometer). Safety is improved by limiting human exposure to potentially unstable rock faces, it allows greater access to hard-to-reach locations, it may be faster and less labour intensive, and the opportunity for introducing erroneous measurements due to procedural difficulties, human bias, and human error is significantly reduced.
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Despite these advantages, there are barriers preventing widespread adoption of stationary LiDAR. Its high cost can be prohibitive, it is often physically too large and heavy for some remote deployments, processing the resulting point clouds often requires manual intervention to remove outliers, and several measurements of the same rock face from different points of view are usually required 20 to avoid occlusions. This last drawback can make the data collection process very time-consuming (i.e., moving, reorienting, and taking new measurements with the sensor can take tens of minutes) and is particularly challenging in enclosed spaces (e.g., underground mines). This paper introduces a new algorithm for joint orientation estimation called 25 three-dimensional axis mapping (3DAM) that retains the advantages of using LiDAR measurements for joint orientation estimation, while addressing many of its disadvantages. 3DAM achieves this by using a lightweight, inexpensive mobile platform containing a low-cost, compact three-dimensional LiDAR and an inertial measurement unit (IMU). Joint orientations are derived from the 30 collected data by probabilistically determining the orientation of the mobile platform along its trajectory. This is calculated by combining high frequency measurements of the angular velocity of the mobile platform, the direction of gravity, the direction of the Earth's magnetic field, and by repeatedly measuring the orientations of the joint sets themselves.
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Many of the disadvantages of using stationary LiDAR are avoided with 3DAM. By capturing a larger number of lower resolution point clouds, the use of a low cost and mobile LiDAR is permitted. Occlusions are easily and quickly eliminated by simply maneuvering around the rock face. The techniques used to process the resulting 3DAM point clouds are fast, fully automated, and require 40 no manual pruning of outliers. The time and effort required to collect data is significantly reduced compared to both manual techniques and stationary Li-DAR. Finally, the mobile platform can take any form capable of carrying the sensors, from a handheld configuration to remote operation with a mobile robot.
The focus of this paper is on automatic estimation of joint orientations,
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with visualization as stereonets. The problems of estimating other characteristics such as, for example, joint spacing, roughness, area/volume estimates, and change detection lie beyond the scope of this work. For these problems, the specific approach developed here may not provide similar advantages.
depend on commercial software (e.g., PolyWorks [13] ) to perform surface reconstruction. Slob et al. [14] evaluated this approach and compared it to manual techniques from a cost-benefit perspective. Other researchers have studied op-60 timizing the point cloud processing procedure [5] , correcting for biases in data collection [7] , and have analyzed the sensitivity to point cloud resolution [6, 10] . The top-down approach often requires manual intervention to prevent unwanted points from being included in the surface reconstruction [10] (e.g., vegetation, outliers).
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The bottom-up approach attempts to find subsets of points on planar surfaces and uses least-squares techniques (e.g., principal component analysis) to fit planes to the data. This requires finding subsets of points in the point cloud measuring planar surfaces. A plane is then fit to the subset of points and its normal vector is calculated. Various methods have been used to find the appro-70 priate planar subsets. For example, random sample consensus (RANSAC) has been shown to be an effective way to find subsets belonging to planar surfaces by iteratively comparing subsets to the model of a plane [2, 4, 11] . Gigli et al. [9] divide the point cloud into a cubic grid of various resolutions to evaluate the planarity of points in each grid cell. Olariu et al. A thorough comparison by Slob [15] of the two techniques concluded that the bottom-up approach is preferable because it is easier to automate, retains the original point cloud, and is better at dealing with outliers. 3DAM uses a modified form of the bottom-up approach for orientation extraction. Instead 80 of fitting planes to discrete planar surfaces, it estimates the planarity at each point in the point cloud and then clusters similar points across the entire point cloud.
There has been limited research on the use of a mobile platform for joint orientation estimation. De Agostino et al. [16] mounted a GPS, IMU, LiDAR, 85 and camera to a truck, but only captured point clouds while the LiDAR was stationary. As a result, this system was very similar to the established techniques, with the exception that the sensors were more easily moved from one scanning location to the next. A mobile LiDAR system constructed by Terrapoint Canada [17] (now Ambercore) and employed by Lato et al. [18] captured 90 point clouds while in motion. This system combines multiple LiDAR sensors, a high-end IMU, and a differential GPS system to track the movement of a truck mounted on railway tracks. The system constructs a massive point cloud in the global coordinate frame, after which a top-down approach was applied to manually selected portions of the point cloud.
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Rather than constructing a large, high-resolution point cloud and applying standard techniques to extract the joint orientations, 3DAM is built from the ground up with joint orientation estimation in mind. It is designed to be relatively inexpensive, easily carried and operated by a single person, and have no dependence on GPS. By meeting these constraints, it is deployable 100 in a large variety of environments (i.e., anywhere where a person or remotely operated vehicle can reach, including underground) and is both economically and physically viable as a drop-in replacement for a compass and inclinometer.
Although the expensive stationary LiDAR devices (i.e., tens of thousands of dollars [1] ) used in the literature discussed above produce large, high-resolution 105 point clouds-which may be useful for solving problems beyond only joint orientation estimation-they must remain stationary during the data acquisition process that can take tens of minutes per scan. On the other hand, 3DAM uses a low-cost (i.e., hundreds of dollars), lower resolution and mobile LiDAR. The need for high resolution is mitigated by using a LiDAR with a much higher 110 frequency, which captures multiple complete point clouds per second. However, one tradeoff is that this type of low-cost and mobile LiDAR has a shorter range (usually less than 5-10 m) compared with stationary LiDAR (can be tens of metres), making it applicable only in low-range scenarios.
About this paper
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This paper begins with mathematical preliminaries used in 3DAM (Section 2). In particular, background information about the parameterization of joint orientations and state estimation is presented. Next, the 3DAM algorithm is described by decomposing it into smaller sub-algorithms (Section 3), which begins with an overview of the algorithm as a whole (Section 3.1). Information 120 about the field tests is presented (Section 4), followed by a discussion of the experimental results obtained from tests at three different sites (Section 5).
Mathematical preliminaries
The 3DAM algorithm represents the orientations of planar surfaces in an environment as axes (Section 2.1) and maximizes the likelihood of all measure-125 ments using a state estimation algorithm (Section 2.2). Background material about these two topics is presented here.
Axes
An axis is an unordered pair of opposing directions. A phenomenon that is well-represented by an axis is the orientation of a plane in R 3 . In this example,
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the unordered pair of opposing directions is the normal vectors on the two sides of the plane. When the planar surfaces are joints, the two degrees of freedom of an axis are often parameterized as dip and dip direction. Although this parameterization is intuitive and useful for visualization purposes, it is not a suitable choice for use in state estimation. This is because dip and dip direction 135 do not form a vector space near the origin. For example, a small perturbation of a near-zero dip can significantly change the dip direction. Furthermore, the dip direction is undefined when dip is zero. Instead, two other parameterizations of axes are used to avoid these issues; namely, unit axes and axis vectors. A unit axis is an over-parameterization (three parameters, one constraint)
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of an axis that is free of singularities (i.e., a small perturbation of an axis will always result in a small perturbation of its unit axis parameterization). A unit axis n is the 3 × 1 column
where λ ∈ R and κ ∈ R 2 are the scalar and vector parts of the unit axis, respectively. Unit axes are constrained to the unit sphere S 2 ; that is, λ 2 + κ κ = 1.
145
Additionally, n ≡ −n because they both represent the same axis. An illustration of the scalar and vector components of a unit axis is shown in Fig. 1a .
Because they are free of singularities, unit axes are a good choice for a global parameterization of axes (i.e., every axis is well-represented by a unit axis). An axis vector is a minimal parameterization (two parameters) of an axis 150 that is well-suited for state estimation problems (e.g., near the origin, axis vectors behave like real vectors). An axis vector φ is the 2 × 1 column
where φ 1 and φ 2 are scalars. An illustration of the components of an axis vector is shown in Fig. 1b . Unlike dip and dip direction, which are also a minimal parameterization of axes, axis vectors behave like vectors in R 2 inside the disc
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in Fig. 1b . In other words, axis vectors can be added together and multiplied by scalars if the result is in the disc. Operations resulting in an axis vector outside of the disc do not satisfy the axioms of a vector space. Fortunately, the nature of the implemented state estimation algorithm allows for the assumption that this will not occur.
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Intuitively, axis vectors can be understood as a rotated Cartesian equivalent of dip and dip direction. However, angles in axis vector space are measured counterclockwise (as opposed to clockwise on stereonets). The relationship between an axis vector φ = (φ 1 , φ 2 ) and dip α and dip direction β is
Conversions between unit axes and axis vectors are achieved by the following 165 relationships:
where sinc(φ) := sin(φ) /φ and sinc(0) := 1. This dual parameterization of axes provides a framework on which state estimation can be performed on joint orientations. Unit axes provide a global parameterization while axis vectors provide a local parameterization that behaves like a vector space under certain conditions.
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The algorithm described in this paper works with these parameterizations and then converts results to dip and dip direction by applying (3).
State estimation
This section provides the necessary background material to aid understanding of the algorithm described in Section 3. A much more detailed overview of road could be the single state variable x ∈ R. At discrete times, the state trajectory x = (x 1 , x 2 , . . . , x n ) describes the positions x i ∈ R over time. The state is estimated by incorporating noisy measurements (which may involve but not directly measure state variables). For example, at time k the vehicle could count wheel rotations to generate a noisy translation measurementỹ
and query its GPS to generate a noisy position estimateỹ
It is often practical to model these measurements as Gaussian random variables; i.e.,
where the true translation y Recall that the probability density function (PDF) of a Gaussian random variable x is
which evaluates the likelihood of x = a given the mean µ and variance σ 2 . The likelihood of a measurement is calculated in a similar way, where the mean is the predicted value of the measurement given the state, and the variance is 195 the measurement variance. Returning to our vehicle example, the predicted translation µ (t) k of a wheel rotation measurement is
Similarly, the predicted position µ As a result, the likelihoods of the measurements are
and the negative log-likelihood of the measurements are
where η t and η p are constants that do not depend on x. The purpose of calculating the negative log-likelihoods becomes clear below. The goal of state estimation is to determine the state estimate that maximizes the likelihood of all the measurements, or equivalently, minimizes the negative log-likelihood of all the measurements.
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A common assumption when performing state estimation is that measurements do not influence the outcome of other measurements (i.e., they are independent). As a result, the likelihood of all the measurements is the product of their individual likelihoods, or equivalently, the sum of their individual negative log-likelihoods. This allows for the creation of a cost function J(x) to be 210 minimized. For our vehicle example, the cost function is
where the constants η t and η p are not included because they do not depend on the state. The difference between the actual and the predicted measurements is termed the residual error e(x); e.g.,
are the translation and position residual errors, respectively. Note that the er-
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rors are linear with respect to the state. As a result, because the cost function no longer involves exponentials as a consequence of using the negative log-likelihood of the measurements, it is quadratic with respect to the state trajectory. This makes minimizing the cost function straightforward; its minimum is obtained by setting its derivative with respect to x to zero and solving for x.
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Although the principles are the same, this paper deals with a much more difficult state estimation problem then our vehicle example. First, the state consists of the orientation of the mobile platform and the axes of the joint sets. Both of these require global parameterizations to avoid singularities and local parameterizations to behave like vector spaces. Next, the residual errors are 225 nonlinear with respect to the state. As a result, the cost function is linearized and is no longer quadratic in the state; rather, it is quadratic in a perturbation of the state. This makes finding the optimal state trajectory iterative; optimal perturbations are found and applied to the state until convergence criteria are met. Finally, when the axis of a planar surface is measured, it is not known 230 to which joint set it belongs. This matching of measurements with joint sets is called data association and can result in a poor state estimate if performed incorrectly. Despite these differences, the algorithm outlined in Section 3 is structured similarly to the simplified example presented in this section.
Three-dimensional axis mapping 235
Three-dimensional axis mapping (3DAM) is a state estimation algorithm in the space of orientations and axes. The state trajectory x to be estimated in 3DAM is
where q i represents the orientation of a mobile platform at different points in its trajectory, and n j represents the axis of a joint set. The sequence of mobile 240 platform orientations Q represent all of the orientations at which a LiDAR measurement was taken, and the axis map A is a list of all the joint sets present in the environment of interest. Note that Q and A contain no positional information. For the same reason the two parameterizations of axes were introduced in Section 2.1, a global and minimal parameterization of orientations is required.
245
3DAM uses unit quaternions [20] as the global parameterization and rotation vectors [21] as the minimal parameterization. One might question why the state trajectory includes Q, when A contains the joint set information. This is a the result of the chicken-and-egg problem known as simultaneous localization and mapping (SLAM) [22] in the robotics 250 community. To be able to build a map (in this case, a stereonet), knowledge of the position of the sensors is required (in this case, the orientation of the mobile platform). Conversely, knowledge of the position of the sensors in the map requires the map itself. As a result, both are estimated simultaneously.
Overview
255
This section provides a high-level overview of how 3DAM works. Before describing each step in greater detail in the subsequent sections, the steps involved in the algorithm are enumerated below. (ii) Orientation measurements (Section 3.3). Measurements of the orientation of the mobile platform are calculated using the IMU data. An initial estimate of Q is derived from these measurements.
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(iii) Axis measurements (Section 3.4, Fig. 4, Fig. 5 ). Measurements of the axes of planar surfaces are extracted from each LiDAR measurement. The axes are rotated into the global coordinate frame using the initial estimate of Q and are clustered into joint sets, forming an initial estimate of A. (vi) Generating the stereonet (Section 3.7, Fig. 7 ). All axis measurements are rotated into the global coordinate frame using the now-optimized estimate of Q. The axes are then converted to dip and dip direction using (3) to generate a stereonet.
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In steps (ii) and (iii) above, an initial estimate of the state trajectory x = (Q, A) is calculated. The state estimation example in Section 2.2 does not require an initial estimate because the residual errors in (12) are linear with respect to the state. This results in a quadratic cost function that is easily minimized. However, the analogous residual errors in 3DAM are nonlinear. As 285 a result, the residual errors are linearized about an initial estimate of x using a first order Taylor series expansion [23, Chapter 11] ; i.e.,
wherex is an initial estimate of x and ∆x is a perturbation of the initial estimate. Calculating the residual errors using (14) makes the cost function quadratic in ∆x and requires an initial estimate of the state trajectoryx =
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(Q,Â).
Data collection
Data is collected with a 3D LiDAR and an inertial measurement unit (IMU). These two sensors must be rigidly connected such that their relative orientation is constant and known. The mobile platform containing these sensors is moved through the environment until all planar surfaces to be mapped have been scanned by the LiDAR. Note that different types of locomotion can be employed (e.g., handheld, wheeled robot, flying robot). All measurements made by the mobile platform are expressed in the sensor coordinate frame F s , whose orientation with respect to the global coordinate frame F g (North-East-Down) 300 changes over time. This relationship is illustrated in Fig. 3 .
The LiDAR measurements are point clouds expressed in F s . It is assumed that the position and orientation of the mobile platform is the same for all points measured by the LiDAR in a single point cloud. This assumption can be met using one of two strategies: (i) ensure that the mobile platform is stationary 305 during a LiDAR measurement, or (ii) use a LiDAR that captures all points simultaneously. The second strategy is used in the experiments in this paper; however, the first strategy is also compatible with 3DAM but may restrict the form of locomotion of the mobile platform.
The IMU consists of a three-dimensional accelerometer, a three-dimensional 310 gyroscope, and a three-dimensional magnetometer. The accelerometer is used to measure acceleration due to gravity in F s , whose direction in the F g is known (down). As a result, non-gravitational acceleration of the mobile platform should be avoided; however, the uncertainty introduced by non-gravitational acceleration is accounted for in the state estimation algorithm. The gyroscope 315 is used to measure the angular velocity of the mobile platform in F s , and the magnetometer is used to measure the direction of the Earth's magnetic field in F s , whose direction in F g is known (magnetic north).
Orientation measurements
A Kalman filter (KF) [24] is used to transform the IMU data into mea-320 surements of the orientation of the mobile platform and to calculateQ. A KF uses a sequence of noisy sensor measurements (or command inputs) to probabilistically determine the maximum a posteriori estimate of an unknown state (i.e., the most likely state after resolving the measurements). The KF implementation in 3DAM measures changes in orientation of the mobile platform 325 by integrating gyroscope measurements, and directly infers the orientation by comparing the accelerometer and magnetometer measurements with the known direction of gravity and the Earth's magnetic field. The result of the KF is an orientation measurementỹ (o) of the mobile platform at each LiDAR measurement. These measurements are modelled as
where the true orientation y (o) is corrupted by zero-mean noise δy (o) with covariance matrix R o . Bothỹ
(o) and y (o) are global parameterizations of orientations (i.e., they are singularity free), while δy (o) is a minimal parameterization (i.e., it behaves like a vector). The operator is used in place of addition to signify that δy (o) must be converted to the global parameterization before perturbing
The noise is minimally parameterized so that R o properly reports uncertainty only about the (three) degrees of freedom of an orientation (i.e., R o is a 3 × 3 matrix).
The initial orientation estimate is simplyQ = ỹ
. In other words, Q is initially estimated using only the IMU measurements. It is later 340 optimized by minimizing the cost function that involves both the orientation measurements derived from the IMU data (this section) and axis measurements from the LiDAR data (Section 3.4).
Axis measurements
The point cloud generated by a LiDAR measurement is reduced to a small 345 number of axis measurements. Each axis measurement represents a dominant, reoccurring axis observed in a point cloud. Axis extraction is performed in two steps: calculation of point axes (the axis of the surface measured at each point in the point cloud) and grouping similar point axes into clusters. A summary of axis extraction is illustrated in Fig. 4 and is described in detail below.
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The axis (normal vector) of each point in the point cloud is estimated using a robust normal estimation algorithm [25] . A plane is fit to a subset of the points in the local neighbourhood of each point using principal component analysis (PCA) [26] . The algorithm only selects points in the neighbourhood meeting consistency and orthogonal distance criteria. PCA also quantifies the planarity 355 of the neighbourhood of points, and points determined to be on non-planar surfaces are discarded.
The large set of point axes is clustered to remove outliers and to produce a single axis measurement from each cluster. An unsupervised clustering algorithm (DBSCAN [27] ) that clusters only dense concentrations of point axes 360 is used for this purpose. DBSCAN automatically determines an appropriate number of clusters and marks point axes as outliers in regions of low density. Point axes belonging to the same joint set (but not necessarily belonging to the same plane) appear as clusters in axis vector space. The mean and covariance of each cluster form the axis measurements. Note that one cannot simply take 365 Figure 4 : Generating a small number of axis measurements from a point cloud. First, the axis of each point is estimated (top left) and is transformed into a large set of axis vectors (top right). Next, DBSCAN clusters similar axes and ignores outliers (bottom right). Finally, the axial mean and covariance of each cluster is calculated, which form the axis measurements (bottom left). The uncertainties of the axis measurements (due to the spread in the clusters) are illustrated as error ellipses.
the arithmetic mean and covariance of a set of axes; rather the axial mean and axial covariance is calculated [28] .
Each cluster produces an axis measurementỹ (a) that is modelled as
where the true axis y (a) is corrupted by zero-mean noise δy (a) with covariance matrix R a . Bothỹ (a) and y (a) are parameterized as unit axes, while δy
is parameterized as an axis vector. As is the case in (15), the operator is used to combine the global and minimal parameterizations, and the covariance matrix R a represents the uncertainty only about the degrees of freedom (i.e., R a is a 2 × 2 matrix). This paper uses error ellipses to illustrate the uncertainty represented by R a , such as those in Fig. 4 .
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At this point, each LiDAR measurement has been reduced to a small number of axis measurements. However, it is not yet known if axis measurements originating from different point clouds measure the same joint set. Because each LiDAR measurement is taken at a different orientation of the mobile platform, the axis measurements must be rotated to a common coordinate frame to be 380 compared. Fortunately, all axis measurements can be rotated to F g using the estimated orientations inQ. In this common coordinate frame, the axes of planar surfaces belonging to joint sets appear as clusters of axis measurements. The axial mean of each of these clusters form the initial axis map estimateÂ. This process is illustrated in Fig. 5 . The entry ofÂ to which each axis measurement 385 belongs (i.e., it was part of the joint set cluster) is recorded, and outliers (i.e., axis measurements not belonging to a cluster) are ignored. Figure 5 : Axis measurements are expressed in Fs(t), the coordinate frame of the mobile platform at time t. UsingQ = (q 1 , . . .qn), all axis measurements are rotated to the global coordinate frame Fg. Here, axis measurements belonging to the same joint set appear as a cluster. These clusters form an initial estimate of the axis mapÂ. 
Building the cost function
The cost function considers two types of measurements: the orientation measurements (Section 3.3) and axis measurements (Section 3.4). Fig. 6 illustrates 390 the two types of measurements over the trajectory of the mobile platform. Like the example in Section 2.2, all the measurements are considered independent and the cost function is the sum of their individual negative log-likelihoods.
The residual error e
k (x) of the k-th orientation measurement is
k and q k are unit quaternions and the operator is used in place of 395 subtraction for two purposes: to signify that the difference between two orientations is not their arithmetic difference (in this case, it is a rotation), and to convert the difference to the minimal parameterization. Put differently, the result of (17) is a rotation between the measured and predicted orientation, expressed in a minimal parameterization that behaves like a vector. This parameteriza-400 tion is required to represent the likelihood of the orientation measurement with a Gaussian PDF. Similarly, the residual error e 
whereỹ (a) j and n j are unit axes, and C(q k ) ∈ SO(3) is a rotation matrix constructed from the orientation q k of the mobile platform at the time of the 405 axis measurement, which rotates the axis map entry n j from F g to F s . The operator is analogous to the one in (17) , this time reporting the difference between the measured and predicted axes as an axis vector. Note that only the axis measurements that are associated with an entry of A contribute to the cost function; the others are considered outliers.
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Like the example in Section 2.2, the cost function is the sum of the negative log-likelihood of all the measurements. Using the residual errors in (17) and (18) , the cost function is
for n orientation measurements and p axis measurements. Because the residual errors are vectors and the measurement uncertainties are represented by 415 covariance matrices, the negative log-likelihood is derived from a multivariate Gaussian distribution. Unfortunately, (19) is not quadratic in the state trajectory and is not easily minimized. Therefore, as is described in Section 3.1, a first order Taylor series expansion is used to linearize the residual errors; i.e.,
The Jacobians (i.e., the matrices of partial derivatives) E (20) into the negative log-likelihood of the measurements yields the linearized cost function J(x, ∆x); i.e.,
where
which is quadratic with respect to the state trajectory perturbation ∆x.
Minimizing the cost function
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Minimizing the cost function is an iterative process. Because the linearized cost function is quadratic with with respect to ∆x, it is relatively straightforward to solve for the optimal state trajectory perturbation ∆x * . However, because ∆x * only minimizes the linearized cost function in (21) and not the actual cost function in (19), it can not be guaranteed that perturbingx by ∆x * will 430 actually yield an improvement. As a result, one must alternate between solving for ∆x * , and checking whether applying the perturbation reduces the cost of the actual cost function. Several algorithms exist that perform these iterations using various heuristics to reach a solution faster or more robustly. 3DAM uses a variant of the Levenberg-Marquardt algorithm [29] for this purpose.
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Recall that the state trajectory x contains the orientations of the mobile platform and the axes of the joint sets. Therefore, when a perturbation ∆x * is applied to the state trajectory to update its estimate, the outcome of several of the steps in the previous sections that used the state trajectory estimate will change. For example, Fig. 5 illustrates how the axis measurements are rotated to 440 the global frame usingQ. Now thatQ has changed, this step must be redone. In fact, all steps involvingx = (Q,Â) are redone using the perturbed state trajectory estimate, and this process is repeated until convergence (e.g., ∆x
* is negligibly small). The resulting state trajectory estimatex * contains the most likely orientations of the mobile platform and the most likely axes of the joint 445 sets.
Generating the stereonet
Recall that an axis measurement is a cluster of similar point axes extracted from a LiDAR measurement (Fig. 4) . In Section 3.4, each LiDAR measurement is reduced to a small number of axis measurements that is representative of 450 the surfaces that were measured. For example, if the LiDAR were to scan a flat wall, it would produce thousands of similar point axes that would be clustered into a single axis observation. Likewise, a scan of a rock face produces thousands of point axes that form clusters primarily at the joint sets, becauseby definition-the joint sets manifest themselves as sets of similarly oriented 455 planar surfaces. As a result, each LiDAR measurement is a snapshot of the joint sets that were visible in the field of view of the sensor. A stereonet is generated by putting all of these snapshots together.
The optimal estimate of the orientationsQ * calculated in Section 3.6 is a list containing the orientation of the LiDAR at each snapshot, where each snapshot 460 contains a small number of axis measurements. Each entry ofQ * is used to rotate the axis measurements in its respective snapshot to the global coordinate frame. Next, each axis measurement is converted to dip and dip direction using (3) and is plotted on a stereonet. This process is illustrated in Fig. 7 .
Field trials
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Field trials were performed at three different field sites, two of which employed a handheld configuration of the sensors and one which employed a remotely operated mobile robot. This section provides a detailed description of both the apparatus and the field sites.
The conversion of axis measurements into a stereonet. The optimal estimate of the orientationsQ * = (q * 1 , . . .q * n ) of the mobile platform coordinate frame Fs at each LiDAR measurement are used to rotate all axis measurements to the global coordinate frame Fg. The relationships in (3) are then used to convert the axis measurements to dip and dip direction, at which point they are plotted on a stereonet.
Microsoft Kinect v2
Microstrain 3DM-GX3-25 
Apparatus
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A mobile platform was constructed consisting of a Microsoft Kinect v2 timeof-flight camera [30] and a LORD MicroStrain 3DM-GX3-25 IMU [31] . The two sensors were rigidly connected on a short length of aluminum extrusion, which was outfitted with handles for handheld use (Fig. 8) . The sensors were wired to a laptop and a small battery carried inside a backpack, and a tablet 475 computer was connected to the mobile platform that outputted information to user (sensor status, distance from rock face, estimated planarity of point cloud, and acceleration). This version of the mobile platform was a proof-of-concept prototype, and it is conceivable that it could be made much more compact.
Time-of-flight cameras are a form of scannerless LiDAR, which acquire data 480 from the full field of view simultaneously as opposed to capturing the point cloud one point of a time. The use of scannerless LiDAR is what allows the mobile platform to be in motion during data collection. Specifications of the Microsoft Kinect v2 are listed in Table 1 . Note that the noise depends on both the range and operating conditions. An in-depth analysis of the noise characteristics of 485 was performed by Fankhauser et al. [32] . Comprehensive specifications of the LORD MicroStrain 3DM-GX3-25 IMU are available in its manual [33] .
In one experiment, a stereonet was generated by processing the point cloud measured by an MDL (now Renishaw) Quarryman Pro 3D laser scanner [34] 
Experiments
Three experiments were performed to test the facets of 3DAM and to compare its results to other methods of joint orientation estimation. The locations of these experiments were The 19.5 m × 2.5 m section of the road cut at Brewer Lake used in the experiments is pictured in Fig. 9 . Brewer lake was selected as a test site because joint orientation estimation was previously performed on the same rock 505 face by Lato et al. [5] , which included results from both hand measurements (compass and inclinometer) and stationary LiDAR. These results are compared with 3DAM in Section 5.1.
The 6.1 m × 2.5 m section of the road cut at Ivy Lea used in the experiments is pictured in Fig. 10 . In addition to hand measurements and the data 510 collected for 3DAM, a point cloud of the rock face was collected using the MDL Quarryman Pro. A stereonet was generated by extracting the point axes of this point cloud using the same algorithm that is used in 3DAM (as described in Section 3.4 and illustrated in Fig. 4) . Results of these different methods of joint orientation estimation are presented in Section 5.2. Figure 9 : The section of rock face at Brewer Lake used in the joint orientation estimation experiments. The 3DAM hardware shown in Fig. 8 was mounted on a Clearpath Husky A200 mobile robot and driven through an old railway tunnel in Myra-Bellevue (pictured in Fig. 11 ). The robot was remotely driven along a 6 m section of the tunnel wall at approximately 0.5 m /s using a joystick. Hand measurements were taken at the same section of the tunnel and the results are presented in 520 Section 5.3.
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At Brewer Lake and Ivy Lea, data was collected with the 3DAM mobile platform in two different ways: biased and unbiased handheld LiDAR scanning. In the biased experiments, the operator smoothly moved the mobile platform through the environment while deliberately pointing the LiDAR at planar sur-525 faces. In the unbiased experiments, the operator moved the mobile platform in the predefined pattern illustrated in Fig. 12 . In the Myra-Bellevue experiments, the mobile robot was simply driven in a straight line roughly parallel to the tunnel wall. In all experiments, data was collected with the LiDAR at two frames per second and with the IMU at 100 Hz. 
Results and discussion
This section presents the results of the individual experiments at Brewer Lake (Section 5.1), Ivy Lea (Section 5.2), and Myra-Bellevue (Section 5.3). Multiple trials of 3DAM were performed at each location but, for brevity's sake, the results of only a single typical trial are reported. The dips and dip 535 directions of the joint sets presented in this section were calculated using the fuzzy cluster analysis tool in the Rocscience Dips software package [35] . This Clearpath Husky A200 Rock Face a These times are not reported in [5] . Times are estimated based on those reported in a similar experiment using the top down approach [10] . b Setup only needs to be performed once for multiple trials. c This time is not reported in [5] . This number is estimated based on the experience of the authors and the number of measurements.
tool automatically determines the poles belonging to a joint set within a 30 degree radius of a highly concentrated area in a stereonet and reports the mean dip and dip direction of the resulting cluster. 
Brewer Lake
The results of four different joint orientation estimation experiments are compared and discussed in this section:(i) hand measurements using a compass and inclinometer (Fig. 13a); (ii) the top-down approach using a stationary Li-DAR (Fig. 13b) ; (iii) biased 3DAM (Fig. 13c) ; (iv) unbiased 3DAM (Fig. 13d) .
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The results of (i) and (ii) are reproduced from [5] with the permission of the authors. Note that the reproduced stereonets differ slightly compared to those in [5] because the originals did not account for the local magnetic declination. A summary of the results is provided in Table 2 .
The orientations of the three joint sets extracted from both the biased and 550 unbiased 3DAM stereonets are comparable to those extracted with hand mea- surements. The largest deviation between 3DAM and the hand measurements is the orientation of Set 3. A major contributing factor to this discrepancy is the continuum of poles between Sets 2 and 3 in the 3DAM results, which perturbs the dip direction of Set 3 and is not present in the hand measurements.
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It should be noted that these poles are present in all trials of both the biased and unbiased 3DAM. The presence of only two poles between Sets 2 and 3 in the hand measurements suggest planar surfaces at this orientation were possibly undersampled by the hand measurements.
Compared to the results of the top-down approach, the 3DAM stereonets 560 have considerably less scatter and a greater concentration of poles at the three joint sets. This suggests that the robust bottom-up approach used by 3DAM is effective at rejecting points measuring non-planar surfaces, which parallels the conclusions of Slob [15] . Additionally, the similarity of the biased and unbiased 3DAM results implies that deliberately pointing the LiDAR at planar surfaces
565
is not necessarily required. This suggests that 3DAM is effective at ignoring the additional non-planar surfaces that may be measured by an unbiased scanning pattern, which again is likely a consequence of the bottom-up extraction of joint orientations. Perhaps the most significant difference between 3DAM and other methods
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of joint orientation estimation is the amount of effort required. Stationary LiDAR often requires multiple scans from different viewpoints in order to avoid occlusions, which can introduce bias to the extracted joint sets [7] . Fig. 13b is the result of combining seven separate LiDAR measurements from three different locations. Each scan adds effort both in the field and when processing the data.
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Conversely, 3DAM requires substantially less effort; in fact, the actual data collection took only a few minutes in each experiment. This is the result of using scannerless LiDAR (capturing a point cloud takes a fraction of a second instead of several minutes) and the mobility of 3DAM (occlusions are eliminated by simply and easily maneuvering the device). 
Ivy Lea
This section compares and discusses the results of four different joint orientation estimation experiments:(i) hand measurements using a compass and inclinometer (Fig. 14a); (ii) the 3DAM bottom-up approach using a stationary LiDAR (Fig. 14b) ; (iii) biased 3DAM (Fig. 14c) ; (iv) unbiased 3DAM (Fig. 14d) .
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The joint orientations determined in (ii) are the point axes extracted from a single scan of the stationary LiDAR, using the same bottom-up approach employed in (iii) and (iv). A summary of the results is provided in Table 3 .
All three LiDAR based methods produced joint set orientations similar to those resulting from the manual measurements. In fact, for Sets 1 and 2, the 590 angular differences are less than five degrees. However, the angular differences relative to Set 3 are more significant. It is speculated that a major contribution to this discrepancy is the difficulty of accurately measuring the dip direction by hand on surfaces with small dips. On these surfaces, the measured dip direction becomes increasingly sensitive to minor variations of the roughness, geometry, a Setup only needs to be performed once for multiple trials. b This time depends on the desired resolution of the resulting point cloud. In this case, the point cloud was downsampled so data collection could have been performed faster.
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and accessibility of the point of contact. Note that the offset of the dip direction in all three LiDAR based methods is in the same direction. It appears that that the stationary LiDAR was well-oriented to capture all three joint sets. Due to the local terrain, the LiDAR stood slightly above the centre of the scanned area, allowing for a better line of sight of the nearly-600 horizontal Set 3. Note that no manual pruning of the point cloud was performed and points belonging to planar surfaces are discovered automatically.
Myra-Bellevue
The purpose of the Myra-Bellevue experiment is to demonstrate that 3DAM can be performed by remotely operating a vehicle to collect the data. In this 605 section, joint orientation estimation using this approach (Fig. 15b) is compared with hand measurements using a compass and inclinometer (Fig. 15a) . A summary of the results is provided in Table 4 .
Compared to the results at Brewer Lake and Ivy Lea, the angular differences between the hand measured and 3DAM joint sets are slightly larger at Myra-
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Bellevue. One possible cause of this discrepancy is the path driven by the robot. a Setup only needs to be performed once for multiple trials.
Unlike the biased and unbiased 3DAM used in the previous experiments, the orientation of the LiDAR was relatively constant while the robot was driven in a straight line roughly parallel to the rock face. In particular, as pictured in Fig. 11 , the dip of the LiDAR was fixed. It is speculated that performing 3DAM
615 from a remotely operated robot could be improved by ensuring there is a greater variety of viewpoints of the rock face. This could be achieved by actuating the LiDAR, deliberately maneuvering the robot relative to the scanned surfaces, or using a robot with more degrees of freedom in its motion (e.g., a flying robot).
Conclusion
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This paper demonstrates how to automatically and rapidly map joint orientations with a mobile LiDAR by using a new technique called three-dimensional axis mapping (3DAM). The hardware necessary for 3DAM is widely available, low-cost when compared with traditional tripod-mounted (i.e., stationary) scanners, and even small enough for a human to easily carry and maneuver. What 625 is more, the described system is deployable on a mobile robot in order to access areas that may be dangerous or beyond the reach of human operators. The main tradeoff is the comparatively short range (< 4.5 m) of the employed time-of-flight camera technology.
As described in detail, the 3DAM algorithm works by solving a global state 630 estimation problem that simultaneously finds an optimal estimate the orientations of the mobile device together with measured joint set orientations. Extensive field experiments were conducted in three different environments, and this paper compares the final 3DAM output with hand (compass and inclinometer) measurements, stationary tripod-mounted LiDAR, as well as with recently
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published results on LiDAR-based stereonet generation by other researchers. In all instances, 3DAM clearly outperforms other methods not only in the quality of the output, but also in the extremely short time needed to generate a useful stereonet. Although the hardware configuration used in the experiments described by this paper was a utilitarian prototype, it is foreseeable that a 640 commercial version could be developed based on a small tablet computer or smartphone.
