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Abstract
The multilevel summation method computes an approximation to the pairwise electrostatic interaction
potential and respective forces. The scalar potential is smoothly split into a short-range part computed
exactly and a slowly varying long-range part approximated from a hierarchy of grids. Multilevel summation
is especially appropriate for the dynamical simulation of biomolecules, because it computes continuous forces
that are the gradient of a scalar potential. It provides a unified approach to computing electrostatics, in
which the same method can be used for periodic and nonperiodic boundary conditions, with an amount of
work that scales linearly as the size of the system. Multilevel summation is also flexible enough to be applied
to other pairwise potentials.
This thesis provides the most thorough investigation to date of the multilevel summation method and
its use for computing electrostatic interactions. The mathematical and algorithmic details are presented
along with a precise operation count. The approximation error from the method is analyzed, with error
bounds formulated in terms of the fundamental method parameters. The cost and error analyses enable the
determination of optimal method parameters for a desired error tolerance. Various interpolation schemes for
the approximation are considered, and several alternative approaches to smoothing the electrostatic potential
are examined. The use of the method with different boundary conditions is discussed, and it is shown that
the application of multilevel summation to the periodic potential yields a finite sum, with the truncation
expressed as bounded approximation error. The performance of multilevel summation is demonstrated to
be superior to other commonly used fast methods for electrostatics, while providing comparable accuracy.
The method is also shown to produce stable dynamics for cheaper, lower accuracy approximation.
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The primary purpose of this investigation is the development and implementation of force evaluation al-
gorithms that are significantly faster than current methods for simulations of biomolecules. For molecular
dynamics of biomolecular systems, the main bottleneck to performance is the computation of long-range
electrostatics. The multilevel summation method computes an efficient approximation to the pairwise elec-
trostatic interaction potential and respective forces, with an amount of work that scales linearly as the size
of the system. The method smoothly splits the scalar potential into a short-range part that vanishes past
a given cutoff distance and a slowly varying long-range part that is approximated on a three-dimensional
lattice. The splitting is then recursively applied to create a succession of slowly varying parts approximated
on a hierarchy of grids whose lattice spacing doubles at each level. The multilevel summation method is
especially appropriate for the dynamical simulation of biomolecules because it computes continuous forces
that are the gradient of a scalar potential and permits the use of nonperiodic, periodic, or mixed bound-
ary conditions. The performance of this method is demonstrated to be superior to other commonly used
methods, while providing comparable accuracy. The method can also be used to very cheaply compute low
accuracy force approximations that still result in stable dynamics.
1.1 Molecular Dynamics
In order to motivate this project, a brief introduction to molecular dynamics is provided along with the
observation that the main performance bottleneck is the computation of long-range electrostatics, even with
the use of existing fast approximation methods. The performance of molecular dynamics will benefit from
improved fast methods for electrostatics that provide better sequential performance and greater parallel
scalability.
1
The dynamics for a system of size N is described mathematically by Newtonian mechanics as a set of






r1(t), . . . , rN (t)
)
, (1.1)
where the ith particle has massmi and position ri, and experiences a force exerted by the other particles that
is the negative gradient of a scalar potential energy function. A solution to this system of equations for some
given initial condition is obtained through numerical integration by computing a discrete approximation to
the trajectory of the system using a small time step ∆t.
The most popular numerical integration technique for solving this system, and one that forms the basis
for many enhanced integrators used in practice, is the leapfrog (Sto¨rmer [38], Verlet [41]) method. Computer
codes for the velocity form of leapfrog designate particle velocities as vi(t) = (d/dt)ri(t) and perform the
following iteration,




r(n+1) = r(n) +∆tv(n+1/2), (1.3)
f (n+1) = −∇U(r(n+1)), (1.4)




where the superscript refers to the step number and the vectors presented are of length 3N , with M the
corresponding diagonal matrix of mass values. A computer implementation typically updates these arrays
in place.
The most computationally intensive part of the leapfrog iteration is the force calculation for each time
step. The simulation of biomolecules employs a complicated mostly empirical force field, with the total









ULJij (‖rj − ri‖) + U elecij (‖rj − ri‖)
)
. (1.6)
The bonded terms include groupings of two, three, and four atoms, in order to describe atoms that are joined
by covalent bonds, and the number of these terms increases linearly with the size of the system. On the other
hand, the number of nonbonded terms increases quadratically with the size of the system. Atomic pairs
that are excluded from nonbonded interaction typically include any pair of atoms present in some bonded
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term as well as self-interactions, where the exclusions for atom i are indicated by χ(i). The magnitude of
the ULJ Lennard–Jones interaction terms decreases rapidly as 1/r6, so it is typical to smoothly truncate
these interactions beyond a designated cutoff distance, generally around 8 to 12A˚ in length. However, the
magnitude of the U elec electrostatic interaction terms decreases more slowly as 1/r, and neglecting the
long-range part of electrostatics past a cutoff distance has been shown to adversely affect the qualitative
results of a simulation. Note that the multilevel summation method is also applicable to the Lennard–Jones
interaction potential, but this idea is not pursued further in this thesis.
For a system of biomolecules, the initial positions are typically established from known experimental
structure data, and the initial velocities are generated at random to achieve some initial temperature dis-
tribution. The numerical time integration is stability-limited due to the fast vibrations of covalent bonds,
which restrict ∆t to not much more than 1 femtosecond (10−15 seconds), and it requires much computational
effort to simulate past the range of nanoseconds (1 nanosecond = 10−9 seconds). However, many relevant
biological events at the molecular level occur on the order of milliseconds up to seconds, so there is scientific
interest in performing increasingly long time simulations. Often the interesting behavior exhibited by these
systems is due to the long-range influence of electrostatic charge. Furthermore, the sizes of these systems,
ranging from a few thousand up to a million atoms, renders intractable the simple approach of computing
all pairwise interactions, hence the interest in fast methods for electrostatics.
The computation of long-range electrostatic forces is still recognized as the main performance bottleneck
for molecular dynamics, even with fast approximation methods and advanced integration techniques such as
multiple time stepping. Parallelism is employed to improve the time required for computing large systems,
but numerical time integration is an inherently sequential procedure which limits exploitable parallelism to
each individual time step. For parallel molecular dynamics, the use of fast methods for electrostatics provide
the biggest hindrance to scalability because, due to the nature of the problem, some form of global commu-
nication among the processors is required. This means that research towards faster sequential performance
and better parallel scalability of fast methods for electrostatics is still quite relevant towards improving the
performance of molecular dynamics.
1.2 Fast Methods for Electrostatics
It is also important to place the multilevel summation method within the context of other fast electrostatic
methods. Although several earlier methods have been developed towards the approximation of electrostatic
interactions, the multilevel summation method exhibits some advantages. The earlier methods can be
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roughly placed into two categories: methods based on multipoles primarily for nonperiodic systems, and
methods based on Ewald summation for periodic systems. A good review of these two types of methods is
offered in [32].
The fast multipole method (FMM) and related octal tree decomposition algorithms rely on multipole
expansions for the electrostatic potential. The multipole expansions are expansions of spherical harmonics
in terms of spherical coordinates. A tree algorithm decomposes the cubic space into 8 cubes at level 1, and
then more generally 8k cubes at level k, where the number of levels is proportional to the logarithm of the
number of particles. A multipole expansion is performed about the cell centers, representing the far field
effect of the particles in that cell. At a given level, each pair of cells is classified as being either nearest
neighbors or well separated. Particle pairs interact directly if they reside in the same or in nearest neighbor
cells. Otherwise, the particle interacts with well-separated cells through their multipole expansions. The
original octal tree decomposition algorithms [2, 4] performed work proportional to the size of the system at
each level producing an algorithmic complexity of O(N logN). The fast multipole method [17] introduced
translation operators for the transformation of multipole expansions, which reduced algorithmic complexity
to O(N), albeit with a somewhat larger constant. More recent work [18] has made FMM more efficient by
reducing this complexity constant. The original formulation of FMM was for the solution of systems with
nonperiodic boundary conditions, although they have been extended [35, 24] to treat periodic systems.
The main advantage that the multilevel summation method has over FMM is the computation of a
continuous force as compared with the inherent discontinuity of multipole methods. The FMM potential
calculated due to a particle interaction is not smooth as the pairwise distance increases from being treated
directly to being well separated. As a result, the use of FMM for the simulation of biomolecules requires high
accuracy for stable dynamics and energy conservation [5], but this makes the computation more expensive.
It seems especially wasteful to compute such accurate forces when considering that there is around 1% error
due just to the time stepping. A secondary advantage, but important for practical concerns, is the sheer
complexity of an efficient implementation of FMM compared to the relative simplicity of the multilevel
summation method. Both of these advantages are presented in [37], along with favorable experimental
comparisons of an early implementation of multilevel summation with the DPMTA [31] implementation of
FMM.
Ewald summation expresses the conditionally convergent periodic electrostatic potential as the sum of
two absolutely convergent series plus a correction term [13]. A good physical interpretation of these two
sums is given in [39]. The real space part is the sum of interactions screened by Gaussian functions centered
at each point charge. The reciprocal space part subtracts out these Gaussian functions by using Fourier
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transforms to solve the resulting Poisson’s equation. A tuning parameter is used to control the width of these
Gaussians, which in turn controls how rapidly the convergence is between these two series, and an optimal
choice for this parameter results in O(N3/2) complexity for both sums [27]. The particle–mesh Ewald (PME)
method [9] approximates the Ewald summation by choosing the tuning parameter for linear time convergence
of the real space sum and using piecewise polynomial interpolation to approximate the complex exponentials
appearing in the reciprocal space sum. The reciprocal sum can then be solved efficiently using a fast Fourier
transform (FFT) of a regularly spaced lattice providing an overall algorithmic complexity of O(N logN). The
smooth PME [12] improvements to the original algorithm use B–spline interpolation to provide a smooth
splitting and produce forces through analytic differentiation in real space, while reducing the number of
FFTs from four to two. This improved form of PME is now the predominant fast electrostatic method for
the simulation of biomolecules. A similar method is the particle–particle particle–mesh (P3M) method [19],
originally conceived as a solution of Poisson’s equations in periodic boundary conditions independently of
the Ewald summation. P3M performs a splitting of the potential into short- and long-range parts using a
switching function, then approximates the long-range potential to a grid of charges which is solved by an
FFT. The force-interpolated version of P3M [29] was in fact shown to have slightly better accuracy when
compared with smooth PME [8]. A much longer discussion of the similarities and differences between PME
and P3M may be found in [32]. It is also interesting to note that it is possible to use P3M for nonperiodic
systems by using a filter function in Fourier space [29].
The multilevel summation method shares with PME and its relatives the advantage over FMM of cal-
culating a smooth potential, which means that both the multilevel summation method and PME do well
conserving energy. One obvious advantage of the multilevel summation method is its O(N) algorithmic
complexity as compared with the O(N logN) complexity of PME, but this difference turns out to be in-
consequential in practice. Another advantage addresses a weakness with PME as compared with FMM,
that PME does not calculate exactly the short-range interactions whereas FMM does [32]. The multilevel
summation method can compensate for this shortcoming that arises from splitting the potential, because
it has much more flexibility in its choice of smoothing function due to the use of hierarchical interpolation.
The key idea is to define a smoothing function for which close interactions are interpolated exactly to the
grid, as is investigated in Chapter 5. This also provides an efficient solution to the self-force problem noted
by [34]. Another substantial advantage of the multilevel summation method is its separation of the potential
into different length scales allowing a more natural integration with multiple time stepping. On the other
hand, PME does not easily enable more than two different length scales for the electrostatic potential. It
is recommended that PME remove the high-frequency interactions from the reciprocal sum for its use with
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multiple time stepping [30], and it is claimed that the use of PME limits the speedup possible with multiple
time stepping [3]. Finally, the parallel scalability of PME and its relatives is limited by the difficulty of effec-
tively parallelizing the FFT. FMM is viewed as being more effectively parallelizable, and results involving a
parallel implementation of the periodic multilevel summation method show improved scalability over parallel
PME [20]. Recent investigations have examined the use of multigrid methods for solving Poisson’s equations
in periodic boundary conditions, primarily for the promise of improved parallel scalability even though the
sequential performance is shown to be inferior to PME [33]. The parallel scalability of the multilevel summa-
tion method should prove even better since, as discussed in Chapter 2, it has a similar V–cycle structure as
the multigrid method but is not iterative so will not require more than one global communication exchange.
1.3 Prior Work and Present Contributions
The multilevel summation method uses hierarchical approximation of pairwise interactions to efficiently
compute electrostatics, providing a third type of fast electrostatic method when viewed alongside multipole
methods and FFT-based methods. The electrostatic potential energy may be expressed in matrix form,













‖rj − ri‖−1, for j 6∈ χ(i),
0, otherwise,
(1.7)
where q is an array of particle charges, G is a symmetric matrix of values of the Green’s function for the
Laplacian except for the zeros due to exclusions, and χ(i) indicates the exclusions for atom i. The multilevel
summation method takes advantage of the geometrical properties of G to perform a fast matrix–vector
multiplication to approximate theGq potentials. The method performs a separation of length scales, splitting
the interaction potential into a short-range part plus a smooth, slowly varying part which is approximated
from a grid. The repeated application of separation and approximation to a hierarchy of grids of increased
spacing yields the four-level approximation




















3 containing tabulations of nodal basis functions that approximate the slowly varying interac-
tion potentials from the grids. The dimensionality of the decomposition is reduced at every level, with
sparse matrix Gˆ1 about 1/8 the size of Gˆ0, sparse matrix Gˆ2 about 1/64 the size of Gˆ0, and dense matrix
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G3 about 1/512 the size of Gˆ0. Extending this multilevel approximation produces a sequence of matrix–
vector multiplications for which the complexity is linear in the number of atoms. The multilevel summation
approach is shown to be effective for solving both nonperiodic and periodic boundary conditions.
The fundamental ideas underlying the method are attributable to the multilevel matrix multiplication
initially introduced by Brandt and Lubrecht for the computation of integral transforms [7]. These tech-
niques were later applied to the computation of charge and dipole interactions [34], but restricted to two
dimensions. Work presented in [37] extended these multilevel techniques to three dimensions and showed
their suitability for producing continuous forces for dynamics through approximation of the long-range part
using continuously differentiable nodal basis functions. The experimental results in [37] also include the
first published comparison of the multilevel summation method with a fast multipole implementation, as
well as the first demonstration of its use for the molecular dynamics simulation of a nonperiodic system.
More recent work in [20] provides experimental results for a parallel implementation of the multilevel sum-
mation method for periodic boundaries, although the approach to parallelization uses force decomposition
as opposed to a three-dimensional spatial decomposition which should demonstrate linear scalability in the
number of processors.
This thesis provides the most thorough investigation to date of the multilevel summation method. The
method is shown in Figure 1.1 to provide better efficiency than PME and better performance than FMM,
while producing accuracy that is suitable for molecular dynamics. Since multilevel summation produces
continuous forces for stable dynamics and works well for both periodic and nonperiodic boundary conditions,
it appears to be a natural replacement for these methods for the simulation of biomolecules. In addition,
the method can be more fully utilized by multiple time stepping than either PME or FMM and promises
improved parallel scalability over PME. Thus, the multilevel summation method is a worthy candidate for
implementation into the parallel molecular dynamics program NAMD [28, 21] or other high-performance
molecular dynamics codes.
The presentation in this thesis furthers the prior work in [37] with the extension of the multilevel sum-
mation method to periodic boundaries and general improvements to the accuracy. The initial concerns
in [37] regarding the accuracy of the method are addressed through the use of higher order interpolation and
improved choices for smoothing functions. Detailed analysis provides a better understanding of the errors
due to hierarchical approximation along with more insight into the relationship between method parameters.
Confidence in the method is increased by showing the agreement between computationally determined error
bounds and asymptotic error bounds. Even though the error relative to the smoothed force appears worse for















percent relative error in average force
PME, quintic, 64 divisions
PME, cubic, 64 divisions
C1 nonic, C5 Taylor, 32 divisions
C1 septic, C4 Taylor, 32 divisions
C1 quintic, C3 Taylor, 32 divisions
cubic, sigma[2,6], 32 divisions

















percent relative error in average force
DPMTA (FMM), theta=0.50
DPMTA (FMM), theta=0.75
C1 nonic, C5 Taylor, h=3
C1 septic, C4 Taylor, h=3
C1 quintic, C3 Taylor, h=3
cubic, sigma[2,6], h=3
Hermite, C3 Taylor, h=6
Figure 1.1: Comparing multilevel summation method with PME (top graph) and FMM (bottom graph).
Multilevel summation and PME vary cutoffs a = 6, 7, . . . , 20A˚. FMM varies number of multipole terms
4, 8, 12, 16. Periodic system on top is cube of 21, 950 water molecules. Nonperiodic system on bottom is
sphere of 10, 002 water molecules.
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the results of some of the best combinations of method parameters determined for multilevel summation,
where relative errors for the method below 1% are sufficient for molecular dynamics. For lower accuracy,
the multilevel summation method is faster than both PME and FMM; in fact, multilevel summation is here
observed to be over ten times faster than FMM, since the accuracy needed for stable dynamics by FMM is
not attained until the circled points. By contrast, all of the points plotted for multilevel summation produce
stable dynamics. The use of higher order interpolation now makes it possible for the multilevel summation
method to compare favorably with PME and FMM for higher accuracies.
A summary of contributions from each chapter follows. Chapter 2 presents the mathematical and algo-
rithmic details of the multilevel summation method. Although the discussion recapitulates much content
from [37], pseudocode is presented showing how to take full advantage of the matrix sparsity structure and
a precise operation count is formulated.
Chapter 3 provides rigorous error analysis for multilevel approximation, proving error bounds in terms
of the fundamental method parameters: grid spacing h, cutoff distance a, interpolant Φ, and smoothing
function γ. Computationally determined error bounds show agreement with asymptotic error bounds. Nu-
merical experiments involving differently sized systems demonstrate that the error relative to the total force
improves for larger systems, directly addressing the concerns of [37] regarding the error in the smooth part
approximation. A prescription is offered for choosing optimal parameters that minimize the computational
cost for a desired error tolerance.
Chapter 4 examines the use of higher order interpolation to improve the accuracy for practical values
of a. Approaches include the linear blending of interpolating polynomials, the interpolation of numerical
derivatives for increased continuity, and the interpolation of exact derivatives (osculatory interpolation) for
increased continuity. Although high order linear blending demonstrates improved accuracy for larger values
of a, as exhibited by Figure 1.1, the analytical Hermite interpolant provides a more efficient solution for
practical cutoff distances.
Chapter 5 investigates different choices for the smoothing function. The Taylor smoothing polynomials
are demonstrated to work best with the high order linear blended interpolants for practical values of ratio h/a;
experimental results suggest choosing a Taylor smoothing with Cdp/2e continuity for pth order approximation.
Use of lower degree smoothing polynomials are also examined and are observed to improve the theoretical
error constant without practical benefit. Another approach constructs smoothings by using extra degrees of
freedom to minimize the theoretical error constant; one such smoothing is used with cubic numerical Hermite
interpolation in Figure 1.1. It is also possible to choose a smoothing that is approximated exactly over some
local region of space, for the purpose of efficiently eliminating the self-force artifact observed by [34].
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Chapter 6 presents use of multilevel summation with periodic and nonperiodic boundary conditions. The
expansion of the nonperiodic grid is described by a recurrence. The comparison with FMM in Figure 1.1
shows that multilevel summation has better performance. The method is extended to periodic boundary
conditions for which the pairwise potential sums over all periodic images. The application of multilevel ap-
proximation to the periodic potential energy yields a finite sum, showing that the error due to truncating the
periodic summation is expressed entirely as interpolation error, which is bounded. Efficient implementation
of periodic multilevel summation is presented, along with use of the method for rectangular, semi-periodic,
and nonorthogonal domains. The favorable comparison with PME in Figure 1.1 shows experimentally that
the periodic multilevel summation converges to the Ewald sum.
Chapter 7 discusses the use of multilevel summation for simulation. Lower accuracy approximation is
shown to produce stable dynamics. Multiple time stepping is easily applied to multilevel summation; the
different spatial scales present in the grid hierarchy of the method provide a natural decomposition of the
potential into different length scales, permitting a different time step for each level of the hierarchy. Given
the calculation of grid point charges for the full hierarchy, it is possible to compute the potential energy
difference from moving a single atom, with work that scales logarithmically in the number of atoms, providing
a fast method for Monte Carlo simulation. The chapter concludes by considering the parallelization of the
multilevel summation method; a three-dimensional spatial decomposition is proposed for each grid level in




This chapter presents the main ideas behind the multilevel summation method and a general formulation
of the algorithm. Although much of the discussion is a recapitulation of an earlier published article [37],
more detail is provided regarding the algorithmic steps and their computational cost, providing the insight
needed for efficient implementation of the method.
The discussion begins in Section 2.1 with the essential mathematical ideas behind the method. The matrix
formulation of the method in Section 2.2 provides a concise abstract way to describe the computation as a
succession of sparse matrix–vector multiplications. The algorithmic formulation of the method in Section 2.3
presents the details necessary to efficiently implement the method to take full advantage of the matrix
sparsity. A detailed operation count is provided for each of the algorithmic procedures comprising the
method. Section 2.4 concludes the chapter by reviewing previous suggestions for method parameters and
discussing their influence on the computational complexity.
The presentation in this chapter attempts to be agnostic towards boundary conditions since the basic
algorithmic formulation is the same for both the periodic and nonperiodic cases. However, the absence of
periodic images from the electrostatic interaction potential means that the material might be best understood
with nonperiodic boundaries in mind. Note that the use of the method with either periodic or nonperiodic
boundary conditions requires some additional algorithmic details regarding correct handling of the grid edges
and coarsest grid level that are not discussed in this chapter and would be essential to an implementation.
The discussion of boundary conditions is deferred until Chapter 6.
2.1 Essential Ideas
The electrostatic potential energy can be expressed as













Figure 2.1: Splitting the ‖r′ − r‖−1 interaction potential with slowly varying ga(r, r′).
in which the ith atom has the associated three-dimensional position vector ri and charge qi, with the set χ(i)
indicating the atoms excluded from interacting with the ith atom (including i itself). To efficiently compute
the potential energy and atomic forces, the multilevel summation method makes use of three essential ideas:
1. separation of length scales by a smooth splitting of the interaction potential into a short-range part
plus a long-range, slowly varying part,
2. approximation of the slowly varying part on a grid, and
3. recursive application of the first two ideas on a hierarchy of grids, creating successively slowly varying
potentials that are approximated to coarser grids.
The remainder of this section provides a more detailed explanation of each idea.
The potential energy for a single interaction varies inversely with the distance between the atoms. A
splitting of the ‖r′− r‖−1 factor is performed for each interaction pair with respect to a fixed cutoff distance
a,
1
‖r′ − r‖ =
( 1
‖r′ − r‖ − ga(r, r
′)
)
+ ga(r, r′), (2.2)
into a short-range part ‖r′− r‖−1− ga(r, r′) and a long-range part ga(r, r′), as illustrated in Figure 2.1. The












Figure 2.2: One-dimensional view of nodal basis function φh,m(r) with local support about grid point rh,m.
chosen so that γ(ρ) = ρ−1 for ρ ≥ 1, which means that the short-range part vanishes for ‖r′ − r‖ ≥ a, and
also chosen so that γ(a−1
√
x2 + y2 + z2) and its partial derivatives are slowly varying and smooth.
Define a grid Ωh having lattice spacing h and containing all atoms. The slowly varying interaction


















Each φh,m, pictured in Figure 2.2, is a nodal basis function defined with local support about grid point
rh,m, so that all but a constant number of terms vanish in the approximation. The type of approximation
considered here is primarily interpolation, although it is possible to extend this formulation to more general
linear approximation for which a nodal basis function provides the weighted contribution from its respective
grid point.
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showing that the sum of particle interactions has been reduced to a sum of grid point interactions. Note that
the weighted-sum assignment of charge to grid points is not intended to be “approximation of the charge on
a grid;” rather, it is a result of approximating the slowly varying interaction potential.
Efficient computation of the potential is realized by recursively applying the splitting defined for a longer
cutoff distance to obtain a more slowly varying part and then approximating this part on a coarser grid. A
splitting of ga about cutoff distance 2a yields
ga(r, r′) =
(
ga(r, r′)− g2a(r, r′)
)
+ g2a(r, r′), (2.11)
for which g2a is defined in terms of the unparameterized smoothing function γ as shown in equation (2.3).
Another short-range part ga(r, r′) − g2a(r, r′) is produced that vanishes beyond ‖r′ − r‖ ≥ 2a, this time
evaluated between grid points on the h-level grid, with a remaining long-range part g2a that is more slowly
varying than ga.
Define a coarser grid Ω2h having lattice spacing 2h and containing all of the Ωh grid points. The








where the φ2h,m nodal basis functions again have local support about respective grid points r2h,m. Defining





permits the approximation of the more slowly varying interaction potential to be expressed as the sum of













Notice that the number of grid points needed for the grid Ω2h to cover a cubic domain has been reduced
from the number of Ωh grid points by a factor of 8 = 23, a factor of two in each of the three dimensions.
Continuing the recursion to a “smallest” grid produces a multilevel approach for which the amount of work
scales linearly with the number of Ωh grid points if the size of the cutoff and the lattice spacing are doubled
at each level.
2.2 Matrix Formulation
The multilevel summation method can be presented concisely using matrix notation to show that the method
replaces a dense matrix–vector multiplication with a succession of multiplications by sparse matrices.







‖rj − ri‖−1, j 6∈ χ(i),
0, j ∈ χ(i),
(2.15)
where q is a length N vector of the atomic charges and G is a dense symmetric N ×N matrix of values of
the Green’s function for the Laplacian except for zeros due to exclusions. The method exploits the special
geometric properties of G to efficiently approximate the atomic potentials given by the Gq matrix–vector
product.
The smooth splitting from Section 2.1 defines a splitting of the matrix,
G = Gˆ+ G˜, (2.16)
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in which
G˜ij = ga(ri, rj), Gˆij =

fa(ri, rj), j 6∈ χ(i),
−ga(ri, rj), j ∈ χ(i),
(2.17)
with the short-range part defined as
fa(r, r′) =
1
‖r′ − r‖ − ga(r, r
′). (2.18)
The matrix Gˆ is sparse with the number of nonzero elements proportional to a3N , so the product Gˆq is
computed directly. The matrix G˜ is dense with elements that are all slowly varying interaction potentials.
Approximating G˜ on grid Ωh is expressed as
G˜ ≈ I∗hGhIh∗ , (2.19)
with






The K × K matrix Gh, with K the number of Ωh grid points, is the slowly varying interaction potential
restricted to Ωh. The N ×K matrix I∗h along each row is a tabulation of all of the nodal basis functions for a
given atom, and the matrix interpolates from the Ωh grid back to the atoms. The matrix subscript indicates
from whence a vector comes (h meaning the Ωh grid), and the superscript indicates to where the transformed
vector goes (∗ meaning the atoms). The transpose Ih∗ maps atomic charges to Ωh grid charges. Matrix Gh
is dense, but the mapping matrices are sparse due to the local support of the nodal basis functions.
The Ωh grid charges are defined to be
qh = Ih∗ q, (2.21)
and the approximation to the Ωh grid potentials are labeled as
eh ≈ Ghqh. (2.22)
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The vector eh is computed by recursively applying the splitting and approximation to the dense matrix
Gh for an efficient multilevel matrix–vector product of Ghqh. Conceptually, the entire hierarchy has to be
established before interpolation; splitting cannot be done after interpolation because interpolation destroys








, n = 0, . . . , `, (2.27)
in terms of unparameterized smoothing function γ. The notation has changed for the sake of convenience:
let Ωn denote a grid with lattice spacing 2nh, let matrix Gn be the tabulation of interactions for slowly
varying potential gn at grid Ωn positions rnk , and let matrix I
n
n+1 be the tabulation of nodal basis functions
φn+1k of grid Ω
n+1 on grid Ωn. The splitting and approximation applied to grid Ωn is expressed as
Gn = Gˆn + G˜n ≈ Gˆn + Inn+1Gn+1In+1n , (2.28)
in which splitting
(
gn(r, r′) − gn+1(r, r′)) + gn+1(r, r′) separates Gn into a sparse short-range matrix Gˆn
and a dense slowly varying matrix G˜n approximated on grid Ωn+1.
The method approximates the dense matrix–vector product Gq potentials by decomposition into a suc-
cession of sparse matrix–vector products,











(· · · (G`I``−1 · · · I21I10I0∗q) · · · ))), (2.29)
as shown in Figure 2.3. The multilevel computation performed on nested grids Ω0,Ω1, . . . ,Ω` starts with













































e = Gˆq+ I∗0e
0 ≈ Gq
e0 = Gˆ0q0 + I01e
1
e1 = Gˆ1ql + I12e
2
e`−1 = Gˆ`−1q`−1 + I`−1` e
`
e` = G`q`
Figure 2.3: Diagram of matrix–vector product decomposition.
grid,
qn+1 = In+1n q
n, n = 0, . . . , `− 1. (2.30)
The potential vector on the coarsest grid Ω` is computed directly,
e` = G`q`, (2.31)
with the others approximated as
en = Gˆnqn + Inn+1e
n+1 ≈ Gnqn, n = `− 1, . . . , 0. (2.32)
The result is the grid Ω0 approximation to the potential e0 = eh ≈ Ghqh.
The sparse matrix–vector multiplications performed by the multilevel method are expanded below to
show the details of their computation: the kth charge on grid Ωn+1, for n = 0, . . . , `− 1, is computed as













expressing the weighted assignment of charge from Ωn to the kth grid point of Ωn+1. The ith potential on
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coarsest grid Ω` is computed as











which is the sum of interactions between the ith grid point and all other grid points of Ω`. The approximate




which is the sum of the short-range interactions on Ωn involving grid point i,











plus the weighted contribution to grid point i from the potential on Ωn+1,
(Inn+1e












Rather than explicitly represent sparse matrices, a top-down design of the multilevel summation method
algorithm is presented that performs the sparse matrix–vector multiplications procedurally. The algorithm
need store only the atomic data, the computed charge and potential grid hierarchy, plus a small number of
precomputed constants. Viewing the computation performed on grids as interactions between grid points
enables the design of sparse matrix–vector multiplication procedures that fully exploit the matrix sparsity
structure.
A procedural decomposition of the method follows the sparse matrix–vector multiplication steps presented
in Section 2.2. The computational diagram in Figure 2.4 shows the procedural steps corresponding to the
matrix–vector product decomposition shown in Figure 2.3, along with the general division between the
short-range part and long-range part of the work. The overall computation is depicted as an inverse V–













































Figure 2.4: Diagram of algorithmic steps.
at each level of the hierarchy. The inversion of the V–cycle agrees with the standard presentation of multilevel
methods, in which the coarsest grid is depicted as the top level of a computational diagram. The short-
range part performs a nonbonded cutoff computation between atoms using the interaction potential created
by the initial splitting. The long-range part includes all of the computational work on the grid hierarchy,
with a decomposition into procedural steps shown. The terminology of anterpolation and interpolation was
introduced for the multilevel computation of integral transforms [6], which presents the matrix transformation
from the finest level grid back to the particles as an interpolation of the potential to the particles and defines
the term “anterpolation” to refer to the adjoint of interpolation. The direct part is essentially a nonbonded
cutoff computation performed between grid points on a regularly spaced lattice using the interaction potential
created by the splitting. The terminology of restriction and prolongation is borrowed from the multigrid
solver literature to describe the transformations between levels of the grid hierarchy, where the charge
assignment of a grid is “restricted” to a coarser grid, and the long-range potential contribution from the
coarser grid is “prolongated” onto the finer grid. Restriction and prolongation are mathematically identical
to anterpolation and interpolation, but with different names chosen to distinguish the algorithms employed.
2.3.1 Short-range part
The short-range part of the method performs a nonbonded cutoff computation between atoms using the
interaction potential ‖r′ − r‖−1 − ga(r, r′) created by the initial splitting. The computation involves the
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rij = (xj − xi, yj − yi, zj − zi)T
r2 = ||rij ||2
(2.40)
if r2 < a2 then



































Table 2.1: Evaluation of short-range interaction between atoms i and j.












Computing nonbonded interactions with cutoffs is already a well understood problem. One approach
that works efficiently for uniform particle densities is the technique of geometric hashing [14], in which the
domain is partitioned into rectangular grid cells, and the atoms, based on their spatial location, are each
placed into a cell. The use of a cutoff distance means that interactions are restricted to nearby grid cells. If
the grid cells have length of at least distance a, then interactions will be further restricted to nearest neighbor
cells that share a face, edge, or corner. In this case, the pairwise distances between all atoms within a cell
will have to be checked as well as pairwise distances between atoms in neighboring cells. In three dimensions,
each cell will have up to 26 neighbors, and the pairwise computation of interactions reduces the number
of neighbor cells processed to just 13. Given a reasonably uniform density of particles, as is the case for
simulations of biomolecules, the computational complexity is then proportional to a3N .
The algorithm in Table 2.1 evaluates a single short-range pairwise interaction. A detailed operation
count is determined under the assumption that the softened part of the smoothing function γ is an even
polynomial of degree 2m, as suggested by [37], so that evaluations of γ and γ′ within the cutoff distance
require m and m−1 multiplications, respectively. The test to see if the interaction pair is within the cutoff is
performed using the square of the distance and requires three multiplications. If the pair is within the cutoff
distance, then this computation, assuming the use of intermediate variables and precomputed constants to
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eliminate redundant multiplications, can be accomplished with one square root, one division, and 2m + 8
multiplications.
Given a cubic L× L× L simulation domain, define h∗ = N−1/3L as a measure of the distance between
nearest neighbors. Subdividing the domain into grid cells of dimension a necessitates checking (27/2)(a/h∗)3
and evaluating (2/3)pi(a/h∗)3 interactions per atom, where a fixed, uniform particle density h−3∗ is assumed.
Taking the operations of square root and division to each be the cost of four multiplications, the total













Note that since all cells are treated as having 13 neighbors, this accounting is a better estimate for periodic
than for nonperiodic boundary conditions.
One main difficulty for implementation is to efficiently handle the bookkeeping involved with the place-
ment of atoms into grid cells. The author recommends for sequential codes using a cursor implementation
of linked lists so that a fixed amount of memory is used. A length N array of integers serve as the “next”
pointers, storing for an atom the index of the next atom in the list for that grid cell or the value −1 to
terminate the list. The array of grid cells contains the “start” pointer as an integer index of the first atom
for that list. The initial hashing of the atoms is O(N) with constant time needed for the geometric hashing
and list insertion of an atom. Performing an update to a grid cell list during an O(N) traversal involves the
deletion of an atom from one list and its insertion into another list, which are both constant time operations
during traversal. The lists are always traversed in order when checking pairwise interactions between neigh-
boring cells. When checking all pairwise interactions within a cell, a double indexed traversal of the list is
performed by starting the first index at the front of the list and then iterating with a second index at the
next pointer of the first index in order to avoid checking any pair twice.
The array of grid cells can be created as a flat one-dimensional array, with a small amount of geometric
information (e.g. lowest corner of domain, grid cell lengths, dimensions of grid cell partitioning) stored
outside of this array. One enhancement is the storage for each grid cell a list of its neighbor cells, which
can be simply an array of integer indexes pointing back into the grid cell array. These neighbor lists are no
longer than length 13 if the grid cell length is at least as long as the cutoff distance a. Another enhancement
is the additional storage of a displacement position vector for each neighbor cell which can then be added
to the atom positions for that cell, enabling the transparent computation of periodic boundary conditions
in which some grid cell neighbors will be periodic images of cells that are in fact located on one or more
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opposite sides of the grid cell lattice. In this case, the neighbor lists of all grid cells will be of the same
length. Performance is improved if nonbonded exclusions are included and then later subtracted, and doing
so causes no discernible roundoff error for electrostatics.
Additional performance improvements are possible. If the grid cell length is at least a + 2∆r, then
updates to the geometric hashing need only occur every n > 1 steps if the speeds of all atoms in the system
are no greater than ∆r/(n∆t). The parallel molecular dynamics program NAMD [21], for the simulation of
biomolecules, takes advantage of the covalent bonding of hydrogen to a heavier atom. Rather than compare
pairwise distances between hydrogen, the distances between their heavier “parent” atoms are first compared.
If the parents are of distance greater than an extended cutoff, then all of their hydrogen atoms are assumed
to be outside the cutoff distance a. Likewise, if the parents are within a lessened cutoff, then their hydrogen
atoms are assumed to be within a. If the parents are of distance less than the extended cutoff and greater
than the lessened cutoff, then all pairwise distances involving the hydrogen are checked. This technique can
result in substantial cost savings, for example, the cost of determining that two water molecules are located
completely outside of the cutoff may be reduced from nine pairwise distance checks to only one.
2.3.2 Long-range part
The long-range part of the method approximates the slowly varying potential ga(r, r′) on a grid hierarchy.
The computation performed on the grids involves pairwise distances between grid points. Since the grid
spacings are known, much of the computational work involving the evaluation of the interaction potential
functions and the nodal basis functions can be performed in advance and reused on subsequent multilevel
summation method evaluations, as would occur for dynamics. This provides significant improvements to the
efficiency of the method.
The grid hierarchy shown earlier in Figures 2.3 and 2.4 depicts in each diagram grids of charge ascending
up the left side, becoming coarser with twice the grid spacing at each successive level, and corresponding grids
of potential descending down the right side. The atomic charges are first assigned to the finest level grid by
the anterpolation procedure. The splitting of the potential at each grid level separates the computation into
a direct part that computes a short-range contribution on that grid level and a remaining slowly varying part,
for which a restriction to a coarser grid is performed. When ascending the grid hierarchy, a significant amount
of work is performed across the diagram and some additional work is performed to reduce the number of grid
points. On the coarsest grid at the top of the hierarchy, the direct part evaluates all pairwise interactions
between grid points. When descending the grid hierarchy, the prolongation of the slowly varying potential
back to a finer grid is performed, and the resulting long-range contribution is added to the short-range
23
anterpolation: q0 = I0∗q (2.43)
for n = 0, . . . , `− 1
direct part for grid Ωn: en,short = Gˆnqn (2.44)
restriction for grid Ωn: qn+1 = In+1n q
n (2.45)
direct part for grid Ω`: e` = G`q` (2.46)
for n = `− 1, . . . , 0
prolongation for grid Ωn: en,long = Inn+1e
n+1 (2.47)
en = en,short + en,long




f longi = −qi
∑
k
e0k∇iφ0k(ri), i = 1, . . . , N
(2.48)
Table 2.2: Overall control flow for long-range computation.
potential, shown as the confluence of two arrows. The long-range contribution to the potential and atomic
forces from the finest level grid of potentials is computed by the interpolation procedure. The algorithm in
Table 2.2 reveals the overall flow of control. Each portion of this algorithm is detailed in some section that
follows.
2.3.3 Anterpolation and interpolation
The anterpolation procedure begins the multilevel grid computation by computing the Ω0 grid charge as-
signments, serving as a transformation from the particles to the finest grid. The interpolation procedure
completes the multilevel grid computation by computing the contributions from the Ω0 grid potentials to
the long-range potential energy and atomic forces, serving as a transformation from the finest grid back to
the particles.
The anterpolation procedure computes the result of (2.43) by iterating over the atoms to compute for
each atom i its contributions to the K0 elements of q0,
φ0k(ri)qi, k = 1, . . . ,K0. (2.49)
Given the local support of the nodal basis functions φ0k, it is not necessary to perform O(NK0) computational
work. For each atom, it is determined which grid points are close enough to be affected and receive some
nonzero charge contribution, which will be shown to reduce the computational work to O(N +K0).
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initialize the K0 elements of q0 to 0
for n = 1, . . . , N


































for k = 0, . . . , p
for j = 0, . . . , p
for i = 0, . . . , p
q0[i0 + i, j0 + j, k0 + k] += φ(x)[i] · φ(y)[j] · φ(z)[k] · qn
(2.53)
Table 2.3: Anterpolation procedure.
Let Ω0 be a uniform cubic grid with lattice spacing h, with indexed grid point positions (xi, yj , zk)T.
For convenient description of algorithms, the grid charge q0[i, j, k] and grid potential e0[i, j, k] for position
(xi, yj , zk)T are denoted using three-dimensional array notation. Grid approximation in three-dimensions
using piecewise polynomials with local support generally defines a nodal basis function as the product of
three one-dimensional, scale-free master basis functions,













As will be seen later, these piecewise polynomials are of odd degree p with (p + 1)/2 nonzero pieces about
each side of the grid point, which means that the grid point stencil surrounding each atom will be of size
(p+ 1)3.
With these ideas in mind, the anterpolation procedure can be expressed as in Table 2.3. The surrounding
grid point stencil is determined in (2.51) by finding its lowest index i0, j0, k0 in each of the three dimensions,
where zero-based indexing is used for the grid array. Since the Φ function may be computed independently
along each dimension, this computation should occur first, as in (2.52), before looping over the stencil. Note
that the iteration over ν in (2.52) is evaluating the different polynomial pieces of Φ, so the anterpolation
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procedure written for a specific Φ approximation should unfold this loop and inline the Φ evaluation. The
stencil iteration (2.53) accumulates a weighting of qn to the Ω0 grid charges denoted by a C-style assignment
operator.
Various other optimizations to this basic algorithm are possible, such as avoiding divisions in (2.51)
and moving multiplications performed in (2.53) to the outermost loops wherever possible. For the triple
nesting of loops used to iterate over some sub-block of a three-dimensional array, it is very important for
performance that the indexing corresponds with the memory alignment of the array. The ordering of the
indexing in (2.53) suggests that the array is stored in column-major order, as is the case in Fortran. High
performance in C would be best achieved by avoiding the use of multi-dimensional arrays. Instead, a flat
array of length K0 should be used for q0, and the mapping for this example of a three-dimensional indexing
onto a one-dimensional array would be
index(i, j, k) =M20 k +M0j + i, (2.54)
assuming that grid Ω0 is a cubic lattice of points with M30 = K0.
The computational cost for anterpolation is measured by counting the number of floating point multi-
plications. An optimized version of the anterpolation procedure for each iteration of n yields the following
operation count:
• 3 multiplications (2.51) to determine the lowest grid stencil index,
• 3p(p+ 1) multiplications (2.52) to evaluate Φ by Horner’s rule,
• (p + 1)3 + (p + 1)2 + (p + 1) multiplications (2.53) to compute q0 by pushing multiplications to the
outer loops when possible.
This gives a total operation count of
(p3 + 7p2 + 9p+ 6)N. (2.55)
The interpolation procedure receives the Ω0 grid potential array e0 in order to compute the long-range
contributions to the overall electrostatic potential and atomic forces in (2.48), where k loops over the K0
grid points. Just like the anterpolation procedure, the outer loop is performed over all atoms, with the
contribution from grid points found by first determining the grid stencil surrounding each atom. Computing
∇φ0 requires evaluation of both the nodal basis function Φ and its derivative Φ′. The procedure can be
expressed as in Table 2.4. The same implementation ideas discussed for anterpolation also apply to this






for n = 1, . . . , N























































f(x) = 0, f(y) = 0, f(z) = 0
for k = 0, . . . , p
for j = 0, . . . , p
for i = 0, . . . , p
f(x) += dφ(x)[i] · φ(y)[j] · φ(z)[k] · e0[i0 + i, j0 + j, k0 + k]
f(y) += φ(x)[i] · dφ(y)[j] · φ(z)[k] · e0[i0 + i, j0 + j, k0 + k]
f(z) += φ(x)[i] · φ(y)[j] · dφ(z)[k] · e0[i0 + i, j0 + j, k0 + k]
f longn = (f(x), f(y), f(z))
T
(2.59)
Table 2.4: Interpolation procedure.
directly on the grids rather than incurring the expense of determining the potential for each individual atom;
furthermore, the number of Ω0 elements K0 is generally less than N in practice.
There is obviously a higher computational cost for the interpolation procedure than for anterpolation.
The computational cost is again measured by counting the number of floating point multiplications. An
optimized version of the interpolation procedure for each value of n yields the following operation count:
• 3 multiplications (2.57) to determine the lowest grid stencil index,
• 6p(p+ 1) multiplications (2.58) to evaluate Φ and h−1Φ′ by Horner’s rule,
• 5(p+ 1)3 + 3(p+ 1)2 multiplications (2.59) to compute force contributions from e0 by pushing multi-
plications to the outer loops when possible.
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for (ic, jc, kc) ∈ {Ωn indices}
en,short[ic, jc, kc] = 0




























0, 2nh(i, j, k)T
)− gn+1(0, 2nh(i, j, k)T))
× qn[ic + i, jc + j, kc + k]
(2.61)
Table 2.5: Direct part procedure for intermediate grid levels.
Also including the work involved for computing the long-range potential gives a total operation count of
(5p3 + 24p2 + 27p+ 11)N +K0. (2.60)
2.3.4 Direct part
The direct part of the method, like the short-range part, performs what is essentially a nonbonded cutoff
computation between grid point charges. Knowledge of the pairwise distances between grid points means that
the interaction potential may be tabulated a priori, so that the computation becomes simply an accumulation
of weighted grid charges.
Let Ωn be an intermediate grid of the hierarchy with lattice spacing 2nh, and denote the grid charges
qn[i, j, k] and grid potentials en[i, j, k] using three-dimensional array notation. The direct part computes
for grid Ωn a cutoff interaction potential between grid point charges. The short-range part of the splitting
gn(r, r′)−gn+1(r, r′) gives rise to computation of the sparse matrix–vector product in (2.44). Recalling that
the slowly varying potentials are chosen so that gn+1(r, r′) = gn(r, r′) = 1/r for r = ‖r′ − r‖ ≥ 2n+1a, this
short-range interaction potential computed on grid Ωn with spacing 2nh extends no further than a radius of
length 2a/h grid points. The algorithm in Table 2.5 describes the computation. The interaction potential
is independent of the (ic, jc, kc) grid point so can be precomputed and stored into a table of size (4a/h)3,
and the work performed to compute (2.61) can be reduced to a single multiply per loop iteration. Assuming
that grid Ωn has Kn points, the operation count is
(4a/h)3Kn. (2.62)
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for (ic, jc, kc) ∈ {Ω` indices}
e`[ic, jc, kc] = 0
for (i, j, k) ∈ {Ω` indices}
e`[ic, jc, kc] += g`
(
0, 2`h(i, j, k)T
)
q`[ic + i, jc + j, kc + k]
(2.64)
Table 2.6: Direct part procedure for the top grid level.
Note that this algorithm does not take into account the boundary conditions.
A further memory optimization can be attained at the expense of an additional Kn multiplies, one
multiply per iteration of the outer loop. Assuming the slowly varying potential gn is defined in terms of
smoothing function γ in (2.3), then the succession of slowly varying potential functions may be expressed as
gn
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This means that it is necessary only to store the tabulation of g0, rather than to store the tabulation of the
slowly varying interaction potential for each level.
For the coarsest grid Ω`, the direct part computes an all pairs potential between grid point charges based
on the remaining slowly varying part g`(r, r′). Although the matrix–vector product in (2.46) is dense, the
size of the grid has been reduced so that the total number of elements in matrix G` is either bounded by a
constant or at least no bigger than N . The computation is described by algorithm in Table 2.6. Assuming
that the multilevel summation method evaluation will be performed repeatedly for use in dynamics, the
interaction potential in (2.64) should be precomputed so that the work performed is reduced to a single
multiply per loop iteration. Assuming that grid Ω` has K` points, the operation count is
K2` . (2.65)
Note that the formulation of this portion of the algorithm presupposes nonperiodic boundary conditions.
2.3.5 Restriction and prolongation
The restriction procedure determines an assignment of charge to a coarser grid by “restricting” the charge
from a finer grid. The prolongation procedure determines the long-range potential contribution from the
coarser grid by “prolongating” it back onto the finer grid. These procedures are similar in concept to anter-
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for (i′, j′, k′) ∈ {Ωn+1 indices}














for k = −p, . . . , p+ 1
for j = −p, . . . , p+ 1
for i = −p, . . . , p+ 1
qn+1[i′, j′, k′] += φ(x)[i] · φ(y)[j] · φ(z)[k] · qn[ic + i, jc + j, kc + k]
(2.69)
Table 2.7: Restriction procedure.
polation and interpolation except performed entirely on the grid hierarchy. Two versions of the restriction
and prolongation algorithms are presented: a straightforward version that directly implements anterpolation
and interpolation between levels of the grid hierarchy with O(p3Kn+1) operations and an optimized version
that exploits the regularity of the nodal basis function stencil by factoring the sums along each dimension
to reduce the computational cost to O(pKn+1) operations. The reader is invited to skip the straightforward
version if the ideas are already understood.
The restriction procedure applies to the charge of finer grid Ωn a transformation matrix that is the
tabulation of coarser grid Ωn+1 basis functions on grid Ωn, as shown in (2.45), resulting in the assignment
of charge to grid Ωn+1. The qn+1 vector is computed efficiently by looping directly over its elements, since
the distribution of finer grid Ωn points is the same for each Ωn+1 grid point (i.e. each row of In+1n looks the
same).
Assume lattice spacings of 2nh on grid Ωn and of 2n+1h on grid Ωn+1. The algorithm in Table 2.7
considers the most general case in which no alignment between the grids is presumed (i.e., the grids may be
staggered), with the outer loop over the Ωn+1 grid points to compute their assigned charges. The regularity
of computing each Ωn+1 basis function at Ωn grid points means that the Φ function contributions (2.67)
need be determined only about an arbitrary point, in this case the Ωn+1 grid “origin” (2.66) with index
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given grid Ωn with charge qn
compute index offsets i0, j0, k0 as in (2.66)
compute array values φ(x), φ(y), φ(z) as in (2.67)
for k′ ∈ {(Ωn+1)z indices}
for j ∈ {(Ωn)y indices}
for i ∈ {(Ωn)x indices}
Qn+1/3[i, j] = 0
for ν = −p, . . . , p+ 1
Qn+1/3[i, j] += φ(z)[ν] · qn[i, j, 2k′ + k0 + ν]
(2.70)
for j′ ∈ {(Ωn+1)y indices}
for i ∈ {(Ωn)x indices}
Qn+2/3[i] = 0
for ν = −p, . . . , p+ 1
Qn+2/3[i] += φ(y)[ν] ·Qn+1/3[i, 2j′ + j0 + ν]
(2.71)
for i′ ∈ {(Ωn+1)x indices}
qn+1[i′, j′, k′] = 0
for ν = −p, . . . , p+ 1
qn+1[i′, j′, k′] += φ(x)[ν] ·Qn+2/3[2i′ + i0 + ν]
(2.72)
Table 2.8: Optimized restriction procedure.
(i0, j0, k0). The width of local support for the Ωn+1 grid basis functions tabulated over the Ωn grid points
results in a stencil size that is 2p+ 2, twice that for the anterpolation procedure. The loop over each Ωn+1
grid point first determines the index (ic, jc, kc) of the neighboring Ωn grid point whose coordinates are each
no greater than those of the Ωn+1 grid point in order to determine the “center” point of the stencil (2.68),
as was done initially in (2.66). The weighted charge assignment is then computed over the Ωn grid stencil
(2.69).
To avoid redundant work in successive calls to the force evaluation procedure during a simulation, the Φ
values in (2.67) should be precomputed and the relationship between the coarse grid and fine grid indexing
should be predetermined to avoid any floating point calculations in order to determine the stencil center
(2.68). The work performed within the inner loop of (2.69) can be reduced to a single multiplication per
iteration. Other algorithmic optimizations are also possible based on the spatial relationship between the
two grids. If the alignment between the points in the finer and coarser grids has the same relationship for
each level of the grid hierarchy, then the Φ values computed in (2.67) will be the same for every grid level.
Furthermore, if the grid points between the finer and coarser grids overlap, for instance, if the location of
the coarser grid points is the same as the finer grid points with even-indices, then the stencil size is reduced
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initialize the Kn elements of en,long to 0














for k = −p, . . . , p+ 1
for j = −p, . . . , p+ 1
for i = −p, . . . , p+ 1
en,long[ic + i, jc + j, kc + k]
+= φ(x)[i] · φ(y)[j] · φ(z)[k] · en+1[i′, j′, k′]
(2.76)
Table 2.9: Prolongation procedure.
to 2p+ 1. If in addition the approximation is interpolatory, then the nonzero contributions to the Φ values
occur only at the center and the half-point values, of the finer grid relative to the coarser grid, which reduces
the stencil size to just p+ 2.
Assuming that grid Ωn has Kn points and grid Ωn+1 has Kn+1 points, then the computational work
in Table 2.7 requires O(p3Kn+1) multiplications. Due to the regularity of the nodal basis function stencil
multiplying the charge, a refactoring of the products in (2.69) is possible that reduces work to O(pKn+1)
multiplications, although additional memory space is required to hold temporary sums. The idea is to visit
the finer level grid, collecting to a temporary grid plane weighted sums of charge along one of the three
coordinate directions. This temporary grid plane is then visited, collecting to a second temporary grid
line weighted sums of temporary sums along a second of the three coordinate directions. The final charge
assignments are computed by visiting the temporary grid line, collecting weighted sums along the remaining
coordinate direction. The algorithm is shown in Table 2.8 and requires temporary grid space of K2/3n +K
1/3
n
elements, equivalent to the size of a plane and a line from grid Ωn. Each of the nested outer loops is over a
single index from either grid Ωn to be performed K1/3n times or grid Ωn+1 to be performed K
1/3
n+1 times. The
index transformation 2k′+k0 in (2.70), along with related transformations in (2.71) and (2.72), is needed to
32
given grid Ωn+1 with potential en+1
compute index offsets i0, j0, k0 as in (2.73)
compute array values φ(x), φ(y), φ(z) as in (2.74)
for k′ ∈ {(Ωn+1)z indices}
reset elements of En+1/3 to 0
for j′ ∈ {(Ωn+1)y indices}
reset elements of En+2/3 to 0
for i′ ∈ {(Ωn+1)x indices}
for ν = −p, . . . , p+ 1
En+2/3[2i′ + i0 + ν] += φ(x)[ν] · en+1[i′, j′, k′]
(2.77)
for i ∈ {(Ωn)x indices}
for ν = −p, . . . , p+ 1
En+1/3[i, 2j′ + j0 + ν] += φ(y)[ν] ·En+2/3[i]
(2.78)
for j ∈ {(Ωn)y indices}
for i ∈ {(Ωn)x indices}
for ν = −p, . . . , p+ 1
en,long[i, j, 2k′ + k0 + ν] += φ(z)[ν] ·En+1/3[i, j]
(2.79)
Table 2.10: Optimized prolongation procedure.
map from a coordinate index of grid Ωn to a “corresponding” index of grid Ωn+1. The previously mentioned
optimizations concerning reduction of the stencil size are still relevant.
The prolongation procedure applies the transpose of the restriction transformation matrix to the potential
of grid Ωn+1, as shown algebraically in (2.47), resulting in the long-range potential contribution to grid
Ωn. Like the restriction procedure, this algorithm again loops over the coarser grid Ωn+1 points, since the
distribution of finer grid Ωn points is the same for each Ωn+1 grid point. Instead of accumulating a long-range
potential at each single finer grid point, the accumulation is performed over a stencil of finer grid points due
to the contribution of a single coarser grid point. This makes the algorithm for prolongation presented in
Table 2.9 appear almost identical to that in Table 2.7 for restriction, except for the multiplication performed
within the innermost loop (2.76) in which the roles between the coarser and finer grid points are reversed.
The computation of Φ will result in the same constants as determined for the restriction procedure, and
the other optimizations also apply. The size of the grid stencil is reduced from 2p + 2 to 2p + 1 if the
coarser grid overlays the finer grid and is reduced further to p+2 if the approximation is also interpolatory.
The optimized version of the prolongation procedure given in Table 2.10 reverses the collection of charge
assignment from the optimized restriction procedure. For prolongation, the potentials from grid Ωn+1 are
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first spread in (2.77) along one dimension onto a temporary grid line, which is then spread in (2.78) along a
second dimension onto a temporary grid plane, and is finally spread in (2.79) along the remaining dimension
onto the Ωn grid points. The amount of work and extra storage is identical to that for the optimized
restriction procedure from Table 2.8.
Assume that the points of coarser grid Ωn+1 overlay the points of finer grid Ωn, and that Kn = 8Kn+1.
This implies that the straightforward restriction and prolongation procedures in Tables 2.7 and 2.9, perform
(p+2)3Kn+1 multiplications if the approximation is interpolatory and (2p+1)3Kn+1 multiplications if not.
The optimized restriction and prolongation procedures in Tables 2.8 and 2.10 perform
7(p+ 2)Kn+1 (2.80)
multiplications if the approximation is interpolatory and 7(2p + 1)Kn+1 multiplications if not, and each




The parameters for the multilevel summation method are reviewed along with their relationship to each other
and to the computational complexity. An expression for the amount of computational work is formulated
in terms of these parameters, which is seen, under reasonable assumptions, to be linear in the number of
atoms.
The method depends on two primary spatial parameters, the cutoff distance a and the finest level
grid spacing h. Note that the method easily generalizes to the use of different grid spacings in the three
dimensions, but this consideration makes little impact on the analysis. The other two primary method
parameters are the master basis function Φ, considered here to be a piecewise polynomial of degree p,1 and
the smoothing function γ, considered here to be defined piecewise with the softened part inside the cutoff
a chosen as an even polynomial of degree 2m. With the doubling of the grid spacing at each subsequent
level, then the last level `, indexing from 0, is bounded by log2(L/h), where L is the length of the cubic
domain. The use of nonperiodic boundaries results in some expansion at the boundaries of the grid for each
restriction, the amount of which is based on the size of grid stencil, which can make it advantageous to
choose ` < blog2(L/h)c. This idea is further investigated in Chapter 6.
1In Chapter 3, p is the order of accuracy for approximation of the potential energy by Φ, but this turns out to be equivalent
to the degree of the polynomial basis function for almost every interpolant investigated.
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The previous multilevel summation method paper [37] tests three possibilities for the master basis func-















The cubic “numerical Hermite” basis function,
Φ(ξ) =

(1− |ξ|)(1 + |ξ| − 32ξ2), for |ξ| ≤ 1,
− 12 (|ξ| − 1)(2− |ξ|)2, for 1 ≤ |ξ| ≤ 2,
0, otherwise,
(2.82)




12 (1− ξ2)(2− |ξ|)(6 + 3|ξ| − 5ξ2), for |ξ| ≤ 1,
− 124 (|ξ| − 1)(2− |ξ|)(3− |ξ|)(4 + 9|ξ| − 5ξ2), for 1 ≤ |ξ| ≤ 2,
1
24 (|ξ| − 1)(|ξ| − 2)(3− |ξ|)2(4− |ξ|), for 2 ≤ |ξ| ≤ 3,
0, otherwise,
(2.83)
are both constructed as the linear blending of two lower degree interpolating polynomials, so provide C1
interpolation, with second and fourth order accuracy for first derivatives, respectively. These choices turn
out to provide only low to medium accuracy in practice, although they do demonstrate stable dynamics with
significant speedups over the fast multipole method. Higher order interpolants investigated in Chapter 4




6 (4− 6ξ2 + 3|ξ|3), for |ξ| ≤ 1,
1
6 (2− |ξ|)3, for 1 ≤ |ξ| ≤ 2,
0, otherwise,
(2.84)
provides C2 approximation that exactly reproduces the derivative of quadratic functions, as does the cubic
numerical Hermite interpolant. However, the accuracy is seen to be markedly worse while requiring more
computational work than cubic interpolation,2 so this approach is not investigated further.
2Recall in Section 2.3.5 that the computational work constant is reduced from 2p + 1 to p + 2 for approximation that is
interpolatory.
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Three different smoothings are investigated in [37], with the softened part inside the cutoff defined as a
truncated Taylor series expansion of s−1/2 about s = 1, then taking s = ρ2. The resulting polynomial has
bounded derivatives of ρ =
√




2 − 12ρ2, ρ ≤ 1,






8 − 54ρ2 + 38ρ4, ρ ≤ 1,
1/ρ, ρ ≥ 1,
(2.86)




16 − 3516ρ2 + 2116ρ4 − 516ρ6, ρ ≤ 1,
1/ρ, ρ ≥ 1,
(2.87)
are tested, with the C2 smoothing yielding best results for the cubic interpolant, and the C3 smoothing
yielding best results for the quintic. Asymptotic analysis of the method in Chapter 3 shows that increasing the
continuity of the smoothing beyond a certain amount can lead to a reduction in the accuracy of the method.
There is much latitude available in choosing good smoothing functions, and these issues are investigated
further in Chapter 5.
Assume a cubic L×L×L simulation domain and define h∗ = N−1/3L as a measure of average distance
between nearest neighbors. Uniformity in the particle distribution is necessary for the linear work estimate
for the short-range computation to be valid, which is generally the case for biomolecular systems. Summing
the operation counts for optimal algorithms given in each of the preceding sections by expressions (2.42),
(2.55), (2.60), (2.62), (2.65), and (2.80), the total work performed by the method using a grid hierarchy with

























Kν +K2` + 14(p+ 2)K`. (2.88)
Assuming that ` is chosen so that on the coarsest grid Ω` the number of grid points K` ≤ (4a/h)3 and that
the number of grid points at each successive level is reduced as Kν+1 = 18Kν , by a factor of two along each
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with the substitution K0 = (h∗/h)3N .
The work estimate in (2.89) shows that the asymptotic complexity of the method is linear in the number
of atoms and how the size of the constant is affected by the parameter choices. The conclusion in [37] is
that h can be chosen independently of a to control the cost, leaving a as the parameter to vary for the
desired accuracy. The analysis in Chapter 3 shows that the accuracy depends on the ratio h/a, which along
with (2.89) suggests that there are two independent parameters: h/h∗ to minimize the cost and h/a to
obtain the desired accuracy. For the computational work, note the sensitivity in the cost of the long-range




The accuracy of the multilevel summation method is investigated in terms of its fundamental parameters.
The desire is to gain understanding as to how the error in the approximation of the long-range part is affected
by the selection of method parameters: the grid spacing h, the cutoff a, the master basis function Φ, and
the smoothing function γ.
Theoretical results are presented in Section 3.1 that analyze the approximation of the smooth part of a
single interaction. The purpose is to improve insight into the method, provide mathematical explanation for
upcoming experimental results, and motivate particular techniques towards finding improved parameters.
Bounds on the error are determined computationally in Section 3.2. The computed error constants provide
good agreement with the constants determined by asymptotic error bounds. The error from approximation of
the smooth force is examined for larger systems in Section 3.3 to verify that the method provides acceptable
accuracy. New insight regarding some initially disappointing results from [37] is offered that demonstrates
reliability of the method.
3.1 Error Analysis
The error due to the approximation of the smoothed interaction potential is analyzed. Definitions are
presented in Section 3.1.1, followed by error bounds in Section 3.1.2 and asymptotic error bounds in Sec-
tion 3.1.3. Examples are worked involving the cubic numerical Hermite interpolation of the Taylor smooth-
ings from [37], and agreement with experimental results is shown. The inferences drawn from this simplest
case are demonstrated experimentally for higher order interpolants in Chapters 4 and 5.
3.1.1 Definitions
Define E(r, r′) to be the absolute error in the approximation of a single interaction,
E(r, r′) = g¯a(r, r′)− ga(r, r′), (3.1)
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the difference of the exact interaction potential from its approximate value, where the smoothed part is









This error is not just for the smoothed part, but for the overall interaction potential since the short-range part
is computed exactly. Notation as a function of two three-dimensional vectors will be used interchangeably
with that of six variables, whichever seems most convenient. The method computes the force by taking
analytic derivatives of the approximation, so the force error is simply
−∇rE(r, r′) = −∇rg¯a(r, r′) +∇rga(r, r′). (3.3)
For approximation of pairwise potentials on a grid, interpolation is primarily considered, although the
results presented here are also valid for more general linear approximation. Consider an arbitrarily large
three-dimensional grid with uniformly spaced points,
h = xi+1 − xi = yj+1 − yj = zk+1 − zk, i, j, k ∈ Z. (3.4)





that maps a function f to its interpolant Ihxf , where φi is a nodal basis function for grid point xi defined in






Multivariate interpolation is expressed concisely as the composition of one-dimensional interpolation opera-
tors,
Ph = Ihz′Ihy′Ihx′Ihz Ihy Ihx . (3.7)
Of interest is bounding the error for one-level interpolation,
Ehga = (Ph − 1)ga, (3.8)
as well as for multilevel interpolation. Parameterizing g¯a by the number of grid levels, the approximations
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to ga can be expressed as follows:
g¯(1)a = Phga, (3.9)
g¯(2)a = Ph
(






(ga − g2a) + P2h
(
(g2a − g4a) + P4h
(
· · · ((g2`−1a − g2`a) + P2`hg2`a) · · ·))
)
. (3.11)
This implies that the error for (`+ 1)-level interpolation,
(Ega)(r, r′) = E(r, r′), (3.12)
expressed using operator notation, is
Ega = (Ph − 1)ga + Ph(P2h − 1)g2a + · · ·+ PhP2h · · · P2`−1h(P2`h − 1)g2`a. (3.13)
Given an interpolation operator with the property that PhP2h = P2h, such as analytical Hermite from
Section 4.3, the error simplifies to
Ega = (Ph − 1)(ga − g2a) + (P2h − 1)(g2a − g4a) + · · ·
+ (P2`−1h − 1)(g2`−1a − g2`a) + (P2`h − 1)g2`a, (3.14)
expressed as the interpolation of the cutoff potential on each grid level. The following two sections show
bounds on ‖Ehga‖∞ and ‖Ega‖∞ in terms of the grid spacing h, the cutoff distance a, and the order of
interpolation p.
Error bounds for interpolation depend in part on the high order derivatives of the function being inter-
polated. Define a function ζ of three variables in terms of γ from (3.2),
ζ(u, v, w) = γ(
√
u2 + v2 + w2), (3.15)
and define constants
Mn = ‖∂nuζ‖∞, M ′n = ‖∂n−1v ∂uζ‖∞. (3.16)
The constants Mn and M ′n are independent of the cutoff a.
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Lemma 1 (derivatives of smoothing function) For a smoothing function ga expressed in terms of function













Proof. Setting ga(r, r′) = 1aζ(u, v, w), with u =
1
a (x−x′), v = 1a (y−y′), and w = 1a (z−z′), the derivative

























































Equations (3.21), (3.23), and (3.25) together with (3.16) imply (3.17), (3.18), and (3.19). 
3.1.2 Error Bounds
Error bounds are proved for multivariate and multilevel interpolation. The results separate error constants
contributed by the choice of interpolant Φ from those contributed by the choice of smoothing function γ.
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The assumption for one-dimensional interpolation is that
‖(Ihx − 1)f‖∞ ≤ cn+1hn+1‖∂n+1x f‖∞, n = 0, 1, . . . , p− 1, (3.26)
‖∂x(Ihx − 1)f‖∞ ≤ c′nhn‖∂n+1x f‖∞, n = 1, 2, . . . , p− 1, (3.27)
where ∂x is the differential operator and constants cn, c′n depend only on Φ. This assumption can be proven
true for a linear operator Ihx that is exact for polynomials of degree < p. Although it is possible to use
the Peano kernel (e.g. [10]) to get tight bounds on these constants, no additional insight is expected so this
approach is not pursued here.
Lemma 2 (multivariate interpolation) Define constant
µ = ‖Ihx‖∞. (3.28)
Then the following bounds hold:
‖Ehga‖∞ ≤ cn+1hn+1
(
‖∂n+1z′ ga‖∞ + µ‖∂n+1y′ ga‖∞ + µ2‖∂n+1x′ ga‖∞






‖∂nz′∂xga‖∞ + µ‖∂ny′∂xga‖∞ + µ2‖∂nx′∂xga‖∞





Proof. Assume that bounds (3.26) and (3.27) hold for one-dimensional interpolation. Note that ‖Ihx‖∞ =
‖Ihy ‖∞ = · · · = ‖Ihz′‖∞ = µ. For the error in the interaction potential,
‖Ehga‖∞ = ‖(Ihz′Ihy′Ihx′Ihz Ihy Ihx − 1)ga‖∞ (3.31)
= ‖(Ihz′Ihy′Ihx′Ihz Ihy Ihx − Ihz′Ihy′Ihx′Ihz Ihy + Ihz′Ihy′Ihx′Ihz Ihy − 1)ga‖∞ (3.32)
≤ ‖Ihz′Ihy′Ihx′Ihz Ihy ‖∞‖(Ihx − 1)ga‖∞ + ‖(Ihz′Ihy′Ihx′Ihz Ihy − 1)ga‖∞ (3.33)
≤ µ5‖(Ihx − 1)ga‖∞ + ‖(Ihz′Ihy′Ihx′Ihz Ihy − 1)ga‖∞. (3.34)
Continuing this decomposition into one-dimensional error terms gives
‖Ehga‖∞ ≤ ‖(Ihz′ − 1)ga‖∞ + µ‖(Ihy′ − 1)ga‖∞ + µ2‖(Ihx′ − 1)ga‖∞
+ µ3‖(Ihz − 1)ga‖∞ + µ4‖(Ihy − 1)ga‖∞ + µ5‖(Ihx − 1)ga‖∞,
(3.35)
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and the application of (3.26) gives the first bound (3.29).
For the error in a single force component,
‖∂xEhga‖∞ = ‖∂x(Ihz′Ihy′Ihx′Ihz Ihy Ihx − 1)ga‖∞ (3.36)
= ‖(Ihz′Ihy′Ihx′Ihz Ihy ∂xIhx − Ihz′Ihy′Ihx′Ihz Ihy ∂x + Ihz′Ihy′Ihx′Ihz Ihy ∂x − ∂x)ga‖∞ (3.37)
≤ ‖Ihz′Ihy′Ihx′Ihz Ihy ‖∞‖∂x(Ihx − 1)ga‖∞ + ‖(Ihz′Ihy′Ihx′Ihz Ihy − 1)∂xga‖∞ (3.38)
≤ µ5‖∂x(Ihx − 1)ga‖∞ + ‖(Ihz′Ihy′Ihx′Ihz Ihy − 1)∂xga‖∞. (3.39)
Continuing this decomposition into one-dimensional error terms gives
‖∂xEhga‖∞ ≤ ‖(Ihz′ − 1)∂xga‖∞ + µ‖(Ihy′ − 1)∂xga‖∞ + µ2‖(Ihx′ − 1)∂xga‖∞
+ µ3‖(Ihz − 1)∂xga‖∞ + µ4‖(Ihy − 1)∂xga‖∞ + µ5‖∂x(Ihx − 1)ga‖∞.
(3.40)
Assumption (3.27) is applied to the last term and (3.26) is applied using function ∂xga in the first five terms,
giving the second bound (3.30). 
Remark 1 The constant µ = ‖Ihx‖∞ = sup
∑
i |φi(x)| is independent of the grid spacing h.
Theorem 1 (one-level error bounds) The error bounds for one-level interpolation for the interaction poten-
tial and force component are, respectively,
‖Ehga‖∞ ≤
(












Proof. Application of Lemmas 1 and 2 to the left-hand side of inequality (3.41) yields
‖Ehga‖∞ ≤ cn+1hn+1
(
‖∂n+1z′ ga‖∞ + µ‖∂n+1y′ ga‖∞ + µ2‖∂n+1x′ ga‖∞









Application of Lemmas 1 and 2 to the left-hand side of inequality (3.42) yields
‖∂xEhga‖∞ ≤ cnhn
(
‖∂nz′∂xga‖∞ + µ‖∂ny′∂xga‖∞ + µ2‖∂nx′∂xga‖∞














Theorem 2 (multilevel error bounds) The error bounds from (`+ 1)-level interpolation for the interaction































Proof. Taking the norm of the interaction potential error (3.13) gives
‖Ega‖∞ ≤ ‖(Ph − 1)ga‖∞ + ‖Ph‖∞‖(P2h − 1)g2a‖∞ + ‖Ph‖∞‖P2h‖∞‖(P4h − 1)g4a‖∞
+ · · ·+ ‖Ph‖∞‖P2h‖∞ · · · ‖P2`−1h‖∞‖(P2`h − 1)g2`a‖∞. (3.49)
The operator norms are each bounded,
‖Ph‖∞, ‖P2h‖∞, . . . , ‖P2`−1h‖∞ ≤ µ6, (3.50)
and Theorem 1 implies that
‖(P2kh − 1)g2ka‖∞ ≤
(












for k = 0, . . . , `. Error bound (3.47) then follows from substituting (3.50) and (3.52) into (3.49) and factoring.
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Differentiating (3.13) with respect to x and taking its norm gives
‖∂xEga‖∞ ≤ ‖∂x(Ph − 1)ga‖∞ + ‖Ph‖∞‖∂x(P2h − 1)g2a‖∞ + ‖Ph‖∞‖P2h‖∞‖∂x(P4h − 1)g4a‖∞
+ · · ·+ ‖Ph‖∞‖P2h‖∞ · · · ‖P2`−1h‖∞‖∂x(P2`h − 1)g2`a‖∞, (3.53)
and Theorem 1 implies that
‖∂x(P2kh − 1)g2ka‖∞ ≤
(
















for k = 0, . . . , `. Error bound (3.48) then follows from substituting (3.50) and (3.55) into (3.53) and factoring.

Remark 2 For the special case of PhP2h = P2h, the error in (3.13) can be expressed as
Ega = (Ph − 1)ga + Ph(P2h − 1)g2a + P2h(P4h − 1)g4a + · · ·+ P2`−1h(P2`h − 1)g2`a, (3.56)




























Theorems 1 and 2 provide bounds in terms of powers of h/a, with the c, c′, and µ constants contributed
by the choice of interpolant Φ and the M and M ′ constants contributed by the choice of smoothing function
γ. The maximum of the smoothed interaction potential ga is proportional to 1/a, and the maximum of









, respectively. The effective order of accuracy is the largest
value n = 1, . . . , p− 1 for which these bounds are finite, which depends on the continuity of the smoothing
function. To have order of accuracy p for interpolation of the pairwise interaction potential, the smoothing
function must have at least Cp−1 continuity, so thatMp andM ′p are bounded. Note that for C
p−1 continuity,
the pth derivative is a discontinuous but bounded function, whereas higher order derivatives are unbounded δ-
functions. The error bounds derived in the the following example demonstrate that increasing the continuity
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smoothing function potential energy error force component error
C1 Taylor 5.62939h2/a3 32.2871h/a3
C2 Taylor 6.33307h3/a4 15.4455h2/a4
C3 Taylor 7.81934h3/a4 18.5407h2/a4
C4 Taylor 13.0148h3/a4 31.0049h2/a4
Table 3.1: Error bounds for one-level cubic numerical Hermite interpolation using various smoothing func-
tions. Note that these bounds are pessimistic.
of the Taylor smoothing functions beyond Cp−1 continuity results in larger error. Numerical results involving
a larger system provide agreement with the theoretical error bounds.
Example 1 Error bounds are derived for cubic numerical Hermite interpolation of the Taylor smoothing
functions having C1, C2, C3, and C4 continuity.
Conclusions for Example 1. A summary of the one-level error bounds indicated by Theorem 1 is presented
in Table 3.1. Although these are not tight bounds, with constants that are too large, the comparative
behavior between the different smoothings is captured. Figure 3.1 presents the relative errors in force for
a sphere of 1081 water molecules. More graphs such as this will appear later in the dissertation with more
detailed explanation offered. For now note the agreement with the theoretical error bounds: the use of C2
Taylor smoothing results in the smallest error, with the error increasing as the continuity of the smoothing
function increases, and the use of C1 Taylor smoothing reduces the order of accuracy.
Work for Example 1. Consider the piecewise interpolation of a sufficiently smooth function f(x) through
equidistant nodes of spacing h = xi+1 − xi. The cubic numerical Hermite interpolant is a piecewise cubic
polynomial that can be derived as the linear blending of quadratic interpolating polynomials. Defining
quadratic interpolating polynomial Qi(x) of f(x) at nodes xi−1, xi, and xi+1, the cubic piece Pi(x) that







Qi+1(x) = (Ihxf)(x), xi ≤ x ≤ xi+1. (3.59)
The master basis function Φ is determined by setting h = 1, x0 = 0, f(0) = 1, and f(i) = 0 for i 6= 0.
The cubics P−2(x), P−1(x), P0(x), and P1(x) all make nonzero contributions to Φ, resulting in
Φ(ξ) =

(1− |ξ|)(1 + |ξ| − 32ξ2), for 0 ≤ |ξ| ≤ 1,

































Figure 3.1: Experimental results for a sphere of 1081 water molecules using cubic numerical Hermite grid
interpolation with h = 3 A˚ show that C2 Taylor smoothing produces the least error, followed by C3 Taylor
smoothing, C4 Taylor smoothing, and C1 Taylor smoothing. There is a pronounced reduction in the order
of accuracy for the C1 Taylor smoothing indicated by the gentler slope.
with the nodal basis functions defined by a translation and scaling of Φ as shown by equation (3.6). The
norm of this interpolation operator is shown to be












|1 + ξ − ξ2| = 5
4
, (3.63)
maximized at ξ = 1/2.
To determine the constants c (3.26) and c′ (3.27) for this interpolation, it is sufficient to examine in-
terpolation on a single grid interval. Without loss of generality, assume that x0 = 0 and consider the
interpolation restricted to 0 ≤ x ≤ h. The remainder for polynomial interpolation is represented exactly by
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divided differences of a function f ,
f(x) = Q0(x) + (x+ h)x(x− h)f [−h, 0, h, x], (3.64)
f(x) = Q1(x) + x(x− h)(x− 2h)f [0, h, 2h, x], (3.65)








(x+ h)x(x− h)2f [−h, 0, h, x]














f [−h, 0, h, x] + (x+ h)x(x− h)2f [−h, 0, h, x, x]






(x− h)(x+ h)(3x− h)f [−h, 0, h, x]− x(x− 2h)(3x− 2h)f [0, h, 2h, x]




where (3.68) is derived by substituting for the fourth order divided differences,
f [−h, 0, h, x, x] = 1
x+ h
(
f [0, h, x, x]− f [−h, 0, h, x]
)
, (3.69)




f [0, h, x, x]− f [0, h, 2h, x]
)
. (3.70)
Assuming sufficient continuity of f , then for every x in the interval 0 ≤ x ≤ h there exists a value ξ in
−h ≤ ξ ≤ h such that






∣∣∣f [−h, 0, h, x]∣∣∣ ≤ 1
6
‖∂3xf‖∞, (3.72)
and this bound also holds for the other third order divided differences. Values for c3 and c′2 are obtained by
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which is maximized at x = h/9, 8h/9.
Values for c2 and c′1 are obtained by splitting the third order divided differences appearing in equa-
tions (3.66) and (3.68) into second order divided differences, specifically substituting
f [−h, 0, h, x] = 1
x+ h
(
f [0, h, x]− f [−h, 0, h]
)
, (3.75)




f [0, h, x]− f [0, h, 2h]
)
, (3.76)















−x(x− h)2f [−h, 0, h] + x2(x− h)f [0, h, 2h]











−(x− h)(3x− h)f [−h, 0, h] + x(3x− 2h)f [0, h, 2h]




The bound on the second order divided differences, for example
sup
0≤x≤h
∣∣∣f [0, h, x]∣∣∣ ≤ 1
2
‖∂2xf‖∞, (3.80)






















|(x− h)(3x− h)|+ |x(3x− 2h)|+ |hx|+ |h(x− h)|
)
= h, (3.82)
which is maximized at the boundaries x = 0, h.
A value for c1 is obtained by splitting the second order divided differences appearing in equation (3.78)
into first order divided differences, specifically substituting
f [−h, 0, h] = 1
2h
(
f [0, h]− f [−h, 0]
)
, (3.83)
f [0, h, 2h] = − 1
2h
(
f [0, h]− f [h, 2h]
)
, (3.84)
















x(x− h)2f [−h, 0] + 1
2h








The bound on the first order divided differences, for example
sup
0≤x≤h
∣∣∣f [0, x]∣∣∣ ≤ ‖∂xf‖∞, (3.87)















which is maximized at the boundary x = h.
The softened part of the unparameterized smoothing function γ (3.2) for ‖r′ − r‖ ≤ a is here obtained
by a truncated Taylor expansion of s−1/2 about s = 1. The first four of these expanded in powers of (s− 1)
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are as follows:
τ1(s) = 1− 12(s− 1), (3.89)




τ3(s) = 1− 12(s− 1) +
3
8
(s− 1)2 − 5
16
(s− 1)3, (3.91)
τ4(s) = 1− 12(s− 1) +
3
8
(s− 1)2 − 5
16
(s− 1)3 + 35
128
(s− 1)4. (3.92)
The family of functions γν defined by
γν(ρ) =

τν(ρ2), for ρ ≤ 1,
1/ρ, for ρ ≥ 1,
(3.93)
will be referred to as Taylor smoothing functions, providing Cν continuity for the smoothed interaction
potential g and examined later in more detail in Section 5.1. TheM andM ′ constants (3.16) are determined
by maximizing derivatives of the scale-free symmetric smoothing functions
ζν(u, v, w) = γν(
√
u2 + v2 + w2). (3.94)
For error bounds on cubic numerical Hermite interpolation, constants M2 = ‖∂2uζν‖∞ and M ′2 = ‖∂v∂uζν‖∞
need to be determined for the C1 Taylor smoothing function, and constants M3 = ‖∂3uζν‖∞ and M ′3 =
‖∂2v∂uζν‖∞ need to be determined for the C2, C3, and C4 Taylor smoothing functions.
Consider for (3.93) the case where s = u2 + v2 + w2 > 1, so that for each ν,
ζν(u, v, w) = (u2 + v2 + w2)−1/2. (3.95)
Each supremum occurs on the boundary:
sup
u2+v2+w2>1
∣∣∣∂2u(u2 + v2 + w2)−1/2∣∣∣
= sup
u2+v2+w2>1
∣∣∣3u2(u2 + v2 + w2)−5/2 − (u2 + v2 + w2)−3/2∣∣∣ = 2, (3.96)
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where the supremum is attained at u = ±1, v = w = 0;
sup
u2+v2+w2>1
∣∣∣∂3u(u2 + v2 + w2)−1/2∣∣∣
= sup
u2+v2+w2>1
∣∣∣−15u3(u2 + v2 + w2)−7/2 + 9u(u2 + v2 + w2)−5/2∣∣∣ = 6, (3.97)
where the supremum is attained at u = ±1, v = w = 0;
sup
u2+v2+w2>1
∣∣∣∂v∂u(u2 + v2 + w2)−1/2∣∣∣
= sup
u2+v2+w2>1




where the supremum is attained at u = ±1/√2, v = ±1/√2, w = 0; and
sup
u2+v2+w2>1
∣∣∣∂2v∂u(u2 + v2 + w2)−1/2∣∣∣
= sup
u2+v2+w2>1




where the supremum is attained at u = ±2/√15, v = ±√11/15, w = 0.
Consider next for (3.93) the cases where s = u2 + v2 + w2 ≤ 1, so that for each ν,
ζν(u, v, w) = τν(u2 + v2 + w2). (3.100)
Bounds on the second order derivatives of the softened part of the C1 Taylor smoothing function are
sup
u2+v2+w2≤1
∣∣∣∂2uτ1(u2 + v2 + w2)∣∣∣ = 1, (3.101)
sup
u2+v2+w2≤1
∣∣∣∂v∂uτ1(u2 + v2 + w2)∣∣∣ = 0, (3.102)
which are each less than (3.96) and (3.98), respectively. Bounds on the third order derivatives of the softened
part of the C2 Taylor smoothing function occur on the boundary at u = ±1, v = w = 0:
sup
u2+v2+w2≤1
∣∣∣∂3uτ2(u2 + v2 + w2)∣∣∣ = sup
u2+v2+w2≤1
|9u| = 9, (3.103)
sup
u2+v2+w2≤1
∣∣∣∂2v∂uτ2(u2 + v2 + w2)∣∣∣ = sup
u2+v2+w2≤1
|3u| = 3. (3.104)
For the softened part of the C3 Taylor smoothing function, bounds on the third order derivatives occur on
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the interior at u = ±√7/5, v = w = 0:
sup
u2+v2+w2≤1










and at u = ±√7/15, v = w = 0:
sup
u2+v2+w2≤1





u(5u2 + 15v2 + 5w2 − 7)




For the softened part of the C4 Taylor smoothing function, bounds on the third order derivatives occur on
the interior at u = ±((135− 6√249)/245)1/2, v = w = 0:
sup
u2+v2+w2≤1





u(245u4 + 350u2v2 + 350u2w2 − 450u2 + 105v4 + 105w4

















and at u = ±((27− 12√2)/35)1/2, v = w = 0:
sup
u2+v2+w2≤1





u(35u4 + 210u2v2 + 70u2w2 − 90u2 + 175v4 + 35w4















Table 3.2 summarizes the values for constants derived in Example 1 to determine error bounds for cubic
numerical Hermite interpolation of the various Taylor smoothing functions.
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µ = 1.25
cubic numerical Hermite c3 = 0.0625 c′2 ≈ 0.18450
c2 = 0.25 c′1 = 1
c1 = 2
C1 Taylor M2 = 2 M ′2 = 1.5
C2 Taylor M3 = 9 M ′3 ≈ 4.1312
C3 Taylor M3 ≈ 11.1122 M ′3 ≈ 4.7819
C4 Taylor M3 ≈ 18.4954 M ′3 ≈ 8.0465
Table 3.2: Summary of constants needed to determine error bounds for cubic numerical Hermite interpolation
of various Taylor smoothing functions.
3.1.3 Asymptotic Error Bounds
Asymptotic error bounds are proved for multivariate and multilevel interpolation. This approach provides
a relatively simple way to derive smaller, more realistic error constants than those obtained by the strict
bounds in Section 3.1.2. In particular, the asymptotic error bound for multilevel interpolation is shown
to be less than twice that for one-level interpolation. The main weakness of using asymptotics is that
sufficient continuity of the smoothing function is always assumed, so that the reduction in the order of
accuracy resulting from using a smoothing with less continuity cannot be observed. However, comparison
of asymptotic error bound constants with error constants determined computationally in Section 3.2 shows
good agreement.
The assumption for one-dimensional interpolation of a function f having sufficient continuity is that
‖(Ihx − 1)f‖∞ ≤ c¯php‖∂pxf‖∞ +O(hp+1‖∂p+1x f‖∞), (3.109)
‖∂x(Ihx − 1)f‖∞ ≤ c¯′p−1hp−1‖∂pxf‖∞ +O(hp‖∂p+1x f‖∞), (3.110)
where constants c¯p and c¯′p−1 depend only on the interpolant Φ. This assumption can be proven true for a
linear operator Ihx that is exact for polynomials of degree < p. Note that these constants are smaller than
those of (3.26) and (3.27), as demonstrated by Example 2 presented at the end of this section.
Lemma 3 (bounded linear operator) Assuming that Ihx reproduces constant functions, then the error can
be expressed as
(Ihx − 1)f = Lhx∂xf, (3.111)
in terms of the linear operator Lhx defined by






‖Lhx‖∞ ≤ c¯h. (3.113)
Proof. Let x be arbitrary. Since the piecewise interpolation of a function f at a given value of x involves
a finite sum of p + 1 nodal basis functions, assume without loss of generality that x0 < x < xp, with the





Using the fact that Ihx exactly reproduces constant functions,








= (Ihx − 1)
∫ x
x0
∂xf(t)dt = Lhx∂xf(x), (3.116)
verifying equation (3.111).
This operator Lhx applied to a function f gives




























which is simply the error from interpolating
∫ xp
x0
H(x−t)f(t)dt, where H is the Heaviside function. Choosing















which implies the bound (3.113). 
Remark 3 The assumption that Ihx reproduces constant functions is equivalent to having inequality (3.26)
hold for n = 0.
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Lemma 4 (commutativity) The one-dimensional error operator (Ihx − 1) and the operator Lhx defined by
equation (3.112) in Lemma 3 each commute with one-dimensional error operators acting on other variables,
(Ihy − 1)(Ihx − 1) = (Ihx − 1)(Ihy − 1), (3.123)
(Ihy − 1)Lhx = Lhx(Ihy − 1). (3.124)
Proof. The validity of equation (3.123) depends only on the commutativity of Ihx and Ihy . For a multi-
variate function f(x, y), the operators Ihx and Ihy commute because the finite sums of nodal basis functions
can be exchanged,



























φj(y)f(x, yj) = (IhxIhy f)(x, y). (3.128)
The operator Lhx also commutes with the one-dimensional error operator in other variables, since a finite
























Lemma 5 (asymptotic bounds on operator compositions) Assuming that ga has sufficient continuity, then
the following asymptotic error bounds hold:
















Proof. Application of Lemmas 3 and 4 and inequality (3.109) to the left-hand side of inequality (3.132)
yields
‖(Ihx − 1)(Ihy − 1)ga‖∞ = ‖(Ihx − 1)Lhy∂yga‖∞ (3.135)


























from which the asymptotic error bound (3.132) follows.
Inequality (3.133) follows from inequality (3.109) along with the use of Lemma 1:
‖∂x(Ihy − 1)ga‖∞ = ‖(Ihy − 1)∂xga‖∞ (3.140)











Application of Lemmas 3 and 4 and inequality (3.110) to the left-hand side of inequality (3.134), along
with the use of Lemma 1, yields
‖∂x(Ihx − 1)(Ihy − 1)ga‖∞ = ‖∂x(Ihx − 1)Lhy∂yga‖∞ (3.143)



















Theorem 3 (one-level asymptotic error bounds) Asymptotic error bounds from one-level interpolation for
the interaction potential and force component are, respectively,
















Proof. Define operator Ihr = Ihz Ihy Ihx . The one-level error operator can be expressed as
Eh = Ihr′Ihr − 1 = (Ihr − 1) + (Ihr′ − 1) + (Ihr − 1)(Ihr′ − 1). (3.149)
Expanding the error operator for the source of the interaction yields
Ihr − 1 = Ihz Ihy Ihx − 1 (3.150)
= (Ihx − 1) + (Ihy − 1) + (Ihz − 1) + (Ihx − 1)(Ihy − 1)
+ (Ihx − 1)(Ihz − 1) + (Ihy − 1)(Ihz − 1) + (Ihx − 1)(Ihy − 1)(Ihz − 1),
(3.151)
and a similar expansion is possible for the destination of the interaction. Lemma 5 implies that compositions
of error operators contribute higher order terms to the asymptotic expansion, revealing that
‖Ehga‖∞ ≤ ‖(Ihx − 1)ga‖∞ + ‖(Ihy − 1)ga‖∞ + ‖(Ihz − 1)ga‖∞






‖∂pxga‖∞ + ‖∂pyga‖∞ + ‖∂pzga‖∞

















where the bound (3.147) follows from Lemma 1.
Differentiating the error operator for the source of the interaction with respect to x yields
∂x(Ihr − 1) = ∂x(Ihx − 1) + ∂x(Ihy − 1) + ∂x(Ihz − 1) + ∂x(Ihx − 1)(Ihy − 1)
+ ∂x(Ihx − 1)(Ihz − 1) + ∂x(Ihy − 1)(Ihz − 1) + ∂x(Ihx − 1)(Ihy − 1)(Ihz − 1),
(3.155)
and a similar expansion is possible for the destination of the interaction. Lemma 5 implies that everything
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except ∂x(Ihx − 1) contributes higher order terms to the asymptotic expansion, revealing that


















where the bound (3.148) follows from Lemma 1. 
Theorem 4 (multilevel asymptotic error bounds) Asymptotic error bounds from multilevel interpolation for
the interaction potential and force component are, respectively,


















Proof. Consider the interaction potential error (3.13) for two-level interpolation,
Ega = (Ph − 1)ga + Ph(P2h − 1)g2a. (3.161)
The operator applied to g2a can be expressed as
Ph(P2h − 1) = (P2h − 1) + (Ph − 1)(P2h − 1), (3.162)
and Lemma 5 implies that the norm of the composition of error operators contributes higher order terms to
the asymptotic expansion, so that the asymptotic error bound is





This can be extended by induction to (`+ 1)-level interpolation,
‖Ega‖∞ ≤ ‖(Ph − 1)ga‖∞ + ‖(P2h − 1)g2a‖∞ + ‖(P4h − 1)g4a‖∞






and Theorem 3 implies that














































Differentiating the two-level interaction potential with respect to x gives
∂xEga = ∂x(Ph − 1)ga + ∂x(P2h − 1)g2a + ∂x(Ph − 1)(P2h − 1)g2a, (3.167)
where Lemma 5 implies that the norm of the third term contributes higher order terms to the asymptotic
expansion, showing that the asymptotic error bound is





This can be extended by induction to (`+ 1)-level interpolation,
‖∂xEga‖∞ ≤ ‖∂x(Ph − 1)ga‖∞ + ‖∂x(P2h − 1)g2a‖∞ + ‖∂x(P4h − 1)g4a‖∞





and Theorem 3 implies that

















































Example 2 Asymptotic error bounds are derived for cubic numerical Hermite interpolation of the Taylor
smoothing functions having C2, C3, and C4 continuity.
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smoothing function potential energy error force component error
C2 Taylor 0.86603h3/a4 +O(h4/a5) 1.5h2/a4 +O(h3/a5)
C3 Taylor 1.0693h3/a4 +O(h4/a5) 1.8520h2/a4 +O(h3/a5)
C4 Taylor 1.7797h3/a4 +O(h4/a5) 3.0826h2/a4 +O(h3/a5)
Table 3.3: Asymptotic error bounds for one-level cubic numerical Hermite interpolation using various
smoothing functions.
Conclusions for Example 2. The results summarized in Table 3.3 show constants of much smaller mag-
nitude for the leading order terms than were offered by the pessimistic error bounds. These error constants
turn out to be remarkably close to those obtained computationally in Section 3.2.
Work for Example 2. Constants c¯3 and c¯′2 from inequalities (3.109) and (3.110) must be determined. The
terms of the error function can be combined to allow cancellation in the lowest order terms. In particular,
the second divided difference operator in (3.66) can be replaced with
f [0, h, 2h, x] = f [−h, 0, h, x] + 3h




= f [−h, 0, h, x] + 3hf [−h, 0, h, 2h, x], (3.173)




= x(x− h)(2x− h)f [−h, 0, h, x]
− x2(x− h)(x− 2h)f [−h, 0, h, 2h, x].
(3.174)




= (6x2 − 6hx+ h2)f [−h, 0, h, x] + x(x− h)(2x− h)f [−h, 0, h, x, x]
− ∂x
(




The terms in (3.174) and (3.175) that contain higher order differences do not contribute to the constants in
the asymptotic expansion. The bound on third order divided differences from (3.72) implies the following













cubic numerical Hermite c¯3 ≈ 0.016038 c¯′2 ≈ 0.16667
C2 Taylor M3 = 9 M ′3 ≈ 4.1312
C3 Taylor M3 ≈ 11.1122 M ′3 ≈ 4.7819
C4 Taylor M3 ≈ 18.4954 M ′3 ≈ 8.0465
Table 3.4: Summary of constants needed to determine asymptotic error bounds for cubic numerical Hermite
interpolation of various Taylor smoothing functions.







|6x2 − 6hx+ h2| = 1
6
h2, (3.177)
which is maximized at the boundaries x = 0, h.
Table 3.4 summarizes the values for constants derived in Examples 1 and 2 to determine asymptotic error
bounds for cubic numerical Hermite interpolation of the various Taylor smoothing functions.
3.2 Computational Error Bounds
Systematic experiments have been performed in order to compute the maximum error for a single interaction.
Computation can estimate constants in tight error bounds beyond that attainable through analysis. The
methodological approach to computing the error is discussed, followed by a presentation of the results. The
computed error constants for cubic numerical Hermite interpolation are remarkably close to those obtained
through asymptotic error bounds in Example 2 from Section 3.1.3.
Attention here is restricted to computing one-level error bounds. The results for asymptotic error bounds
from Section 3.1.3 indicate that the bound for multilevel interpolation is within twice that for one-level
interpolation. Furthermore, the restriction to one level provides a much greater amount of symmetry that
can be exploited to reduce the search space when computing error bounds.
3.2.1 Methodology
For a cubic lattice of spacing h, for a given cutoff distance a, the idea is to search as efficiently as possible over
all pairs of atoms for an arrangement that produces the largest error from multilevel summation method.
The approach here is to perform an exhaustive search while exploiting symmetry to reduce the total number
of pairs that need to be computed.
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on a grid xi = x0 + ih. It can be shown using (3.5) and (3.6) that


























the expression (3.178) can be extended to the six-dimensional interpolation operator Ph, obtaining










and therefore the error










This shows that ∥∥Ehga∥∥∞ = 1a∥∥Eh/ag1∥∥∞, (3.183)
and it can be similarly shown that
∥∥∂xEhga∥∥∞ = 1a2 ∥∥∂xEh/ag1∥∥∞. (3.184)
The position of the first atom is chosen to fully exploit the symmetry of a pairwise interaction located
within a cubic lattice. Each subcube of the lattice is identical, so the domain for the first atom is restricted
to a single subcube. Within the subcube, the domain can be further reduced by exploiting 24 symmetries
of the cube. Each octant of the cube is identical due to reflections (or rotations), which accounts for eight
symmetries. The other three symmetries are obtained from the outer faces of each octant, from the three
pyramids formed by joining the cube center to the four corners of each face. This implies that the first atom
can be restricted to one of those pyramids that forms (1/24)th of a subcube, for instance,
r ∈
{
(x, y, z) :
h
2
≤ x ≤ h, h
2
≤ y ≤ x, h
2



































: j = 0, . . . , N ′; N ′ = b2N sinφc
}
r′ = r+ (ρ sinφ cos θ, ρ sinφ sin θ, ρ cosφ)
Eabs(r, r′) =
∣∣(Ph − 1)ga(r, r′)∣∣
Fabs(r, r′) = max
r∈{r,r′}
∥∥∇r(Ph − 1)ga(r, r′)∥∥2
retain Emaxabs and F
max
abs for largest computed error
(3.188)
Table 3.5: Algorithm for finding the maximum error for the one-level interpolation of a single interaction.
The analytical results from Examples 1 and 2 show that a bound on the error occurs for a pairwise
distance no greater than the cutoff a, so searching over the position of the second atom is restricted to a
sphere about the first atom that is slightly larger than the cutoff. A straightforward representation for this
second position is through the use of spherical coordinates (ρ, θ, φ)S relative to the first position, where ρ ≥ 0
is the radius, 0 ≤ θ < 2pi indicates the angle in the x-y plane away from the positive x-axis, and 0 ≤ φ ≤ pi
indicates the angle away from the positive z-axis. The transformation back to rectangular coordinates is
then
x = ρ sinφ cos θ, y = ρ sinφ sin θ, z = ρ cosφ, (3.186)
which means that the second atom position is
r′ = r+ (ρ sinφ cos θ, ρ sinφ sin θ, ρ cosφ). (3.187)
An algorithm is given in Table 3.5 that searches for the maximum absolute errors in potential energy
and force,
Eabs(r, r′) =
∣∣(Ph − 1)ga(r, r′)∣∣, (3.189)
Fabs(r, r′) = max
r∈{r,r′}
∥∥∇r(Ph − 1)ga(r, r′)∥∥2, (3.190)
over a discretized subset of values of r (3.185) and r′ (3.187). The resolution of the discretization is improved






















































Figure 3.2: Computed potential energy and force “constants” for cubic numerical Hermite grid interpolation
with C2 Taylor smoothing.
of the angle φ. Note the use of sinφ to discretize the angle θ so as to maintain a comparable spacing of
points around each line of latitude of the sphere as is computed along each longitude.
3.2.2 Results
Experiments using the algorithm from Section 3.2.1 were performed to obtain error constants for cubic
numerical Hermite grid interpolation using C1, C2, C3, and C4 Taylor smoothing functions. The atoms were
assigned unit charge of opposite sign. The cutoff distance was fixed at a = 8A˚, and the grid spacing h was
varied from 2A˚ up to 4A˚ using an increment of 0.25A˚. For each choice of h, the discretization parameters
were chosen to be M = 4 and N = 60.
Over the set of all pairwise interactions for a given value of h, the maximum absolute error in potential
energy Emaxabs and the maximum Euclidean norm error in force F
max
abs were computed along with the maximum
absolute error in each force component,
Fmaxx,abs = max
(r,r′)
{∣∣∂x(Ph − 1)ga(r, r′)∣∣, ∣∣∂y(Ph − 1)ga(r, r′)∣∣, . . . , ∣∣∂z′(Ph − 1)ga(r, r′)∣∣}, (3.191)
in order to better compare with the analytically derived error constants from Section 3.1. The relationship
between the Euclidean norm of the force error and the force component error is
Fmaxx,abs ≤ Fmaxabs ≤ 3Fmaxx,abs. (3.192)
For each value of h, an error “constant” is computed as a function of h based on the analytic form of the
error bound using the maximum absolute error. For example, the error constants for the potential energy
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smoothing potential error force component error force error
C1 Taylor 0.1411h2/a3 0.6580h/a3 0.6580h/a3
C2 Taylor 0.5055h3/a4 1.291h2/a4 1.552h2/a4
C3 Taylor 1.060h3/a4 1.901h2/a4 2.359h2/a4
C4 Taylor 1.773h3/a4 2.965h2/a4 3.663h2/a4
Table 3.6: Computationally determined error bounds for the smooth part approximation of a single pairwise
interaction using cubic numerical Hermite interpolation with particular smoothing functions.
















with their respective plots shown in Figure 3.2. The results listed in Table 3.6 show for the first four Taylor
smoothing functions the largest values computed for the potential error constant CE, the force error constant
CF, and the force component error constant. Note that these computed bounds are close to the asymptotic
error bounds shown in Table 3.3 in Section 3.1.3.
3.3 Error in Smoothed Force for Large Systems
After analyzing the error in the approximation for a single interaction, it is important to know that the
method provides acceptable accuracy for larger systems. Experimental results performed in [37] for the
relative error in the smoothed force approximation were particularly disappointing. This section reexamines
these experiments and provides a more positive interpretation.



















which is equivalent to the ratio of two Euclidean norms, where the atomic forces f are a vector of length
3N and the corresponding mass values are provided by the diagonal matrix M . Graphs of this force error
generally show the percent relative error, for which errors of 1% are deemed sufficient. The error in the
electrostatic potential energy is measured relative to twice the average kinetic energy,
EE =




where kB is Boltzmann’s constant and T is taken to be 310◦K. This relates the error in the potential energy
to the total energy, since the assumption of equipartitioning of energy provides that the average potential
energy is approximately equal to the average kinetic energy.
The experiments measuring the error in the smoothed force use −∇ga(r, r′) for the force in (3.194), in
which the result of the long-range part of the multilevel summation method is compared against the exact
smoothed force. The smoothed force error is determined for three different spheres of water: the small sphere
of radius 10A˚ contains 125 water molecules (N = 375), the medium sphere of radius 20A˚ contains 1081 water
molecules (N = 3243), and the large sphere of radius 44A˚ contains 10002 water molecules (N = 30006). The
cubic numerical Hermite interpolant is used with the C2 Taylor smoothing function. Rather than vary grid
spacing h for fixed cutoff a as was done in [37], the value of h = 3A˚ is fixed so that there are approximately N
finest level grid points for each system,1 and the cutoff a is varied from 6A˚ up to 20A˚. Section 3.4 supports
the use of a as the primary control of accuracy.
The upper graph in Figure 3.3 plots the percent relative error in average smoothed force FE against
the cutoff distance a. Vertical lines on the graph denote the practical range of cutoff values of interest,
8A˚ ≤ a ≤ 12A˚, and horizontal lines indicate the acceptable percent relative error range, 0.5% up to 2%.
Since the maximum of the smoothed force ‖∇ga(r, r′)‖∞ is proportional to a−2, the order of accuracy here
is expected to be O(h2/a2) as demonstrated by the lines of slope −2. Even though the percent relative error
looks poor, especially for the largest system with a little over 30% error for a = 6A˚ down to about 16% error
for a = 8A˚ and 5.5% error for a = 12A˚, the error relative to the smoothed force is expected to be higher
than the error relative to the total force.
The lower graph in Figure 3.3 plots the denominator N−1/2
∥∥M−1/2f∥∥
2
of the force error (3.194) for
each of the three water spheres, with atomic forces f that are the exact computation of the smoothed force
−∇ga(r, r′). Unlike the total force, the smoothed force changes with the cutoff. The notable aspect revealed
is that these lines have different slopes for each system, showing dependence on the size of the system. The
fact that this value is smaller for shorter cutoff values for the large water sphere as compared to the small
water sphere helps to explain why the relative error in the smoothed force appears worse for the large water
sphere for shorter cutoff values.
Figure 3.4 plots the force error (3.194) relative to the total force, demonstrating what is to be expected
from the method in practice. This shows decreased relative error in the average total force as the system
size increases. The percent relative errors are within 1% for a ≥ 9A˚ for all three systems. The more rapid
convergence of the error for the small water sphere is attributed to the expansion of the cutoff to include
1Although the average distance between nearest neighbor atoms is less than 3A˚, the cubic lattice must contain the water






























small water sphere (N=375)
medium water sphere (N=3243)
































small water sphere (N=375)
medium water sphere (N=3243)
large water sphere (N=30006)
Figure 3.3: Top graph shows percent relative error in average smoothed force FE . Bottom graph shows the




























small water sphere (N=375)
medium water sphere (N=3243)
large water sphere (N=30006)
Figure 3.4: Results of percent relative error in average total force FE from using cubic numerical Hermite
interpolation with C2 Taylor smoothing function with fixed grid spacing h = 3A˚. These errors are within
1% for a ≥ 9A˚, however, the two larger systems exhibit 3rd order accuracy rather than the expected 4th
order accuracy.
all atomic pairs, causing the long-range force contribution to vanish more rapidly. One unexplained result
is that the convergence exhibited by the medium and large systems is only 3rd order accurate rather than
the 4th order accuracy predicted by analysis.
3.4 Choosing Optimal Parameters
Using the cost analysis from Section 2.4 with the error analysis from Section 3.1, it is possible to analytically
determine the optimal choice of grid spacing h and cutoff a. The idea is to minimize the computational cost
for a desired error tolerance.
As done in Section 2.4, assume a cubic L × L × L simulation domain containing N atoms and define
h∗ = N−1/3L as a measure of average distance between nearest neighbors. The computational cost function
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where m is the number of multiplications needed to evaluate the smoothing function and p is the degree of
the interpolant. Note that (3.196) is modified from (2.89) to simplify its minimization by neglecting the cost
of transferring charge and potential values between grid levels.
Given an appropriate choice of smoothing function, Section 3.1 demonstrates that the degree p inter-
polants approximate the force with absolute error proportional to hp−1/ap+1. The maximum magnitude
of the total force is proportional to h−2∗ , which implies that the relative error can be approximated as
Cph
p−1h2∗/a





Equations (3.196) and (3.197) can be expressed in terms of two independent parameters: h/h∗ and h/a.


















These equations relate ratio h/h∗ directly to the cost, with ratio h/a chosen to control the accuracy. Rear-














This conclusion is similar to that reached in [37] but with the benefit of the more detailed cost analysis from
Chapter 2.
Example 3 Optimal method parameters are determined for cubic numerical Hermite interpolation of the
C2 Taylor smoothing function applied to the small, medium, and large water spheres from Section 3.3.
The cubic numerical Hermite interpolant with the C2 Taylor smoothing function is shown to have p = 3
and m = 2. The error constant C3 is taken from the results of the asymptotic error bounds presented in
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² N L h∗ h a
small 0.01 375 20 2.7734 3.2653 11.3170
0.005 13.4582
medium 0.01 3243 40 2.7024 3.1816 11.0269
0.005 13.1133
large 0.01 30006 88 2.8319 3.3342 11.5555
0.005 13.7419
Table 3.7: Optimal method parameters to obtain accuracy values of 1% and 0.5% relative error for the small,
medium, and large water spheres.










9 = 2. (3.201)
The prescription provided by (3.200) is used to determine method parameters for accuracy values of 1% and
0.5% relative error for the small, medium, and large water spheres, with the results provided in Table 3.7.





An obvious way to improve the accuracy of the multilevel summation method is to increase the order of
the approximation. This chapter investigates the use of higher order interpolants, some that are a direct
continuation of those presented in [37] and others that are new.
Examination of the accuracy of the method in Chapter 3 revealed asymptotic bounds for the error in
Theorem 4 of the form




















as a function of the grid spacing h and the cutoff distance a. Constant Mp is a bound on the pth order
derivatives of the smoothing function, the choice of which is the topic of Chapter 5. The remaining constants
p, c¯p, and c¯′p−1 are determined by the choice of the interpolant. The goal here is to use higher order
interpolation to reduce the error for practical values of a. Doing so provides improvements that result in
favorable comparisons of the multilevel summation method with other fast methods for electrostatics, as is
presented in Chapter 6.
The interpolation is formulated using piecewise polynomials that provide local support, constructed so as
to be continuously differentiable in three dimensions. Three approaches for developing piecewise polynomial
interpolants are investigated:
1. linear blending of interpolating polynomials to provide C1 continuity,
2. interpolation of numerical derivatives to provide Cν continuity, and
3. interpolation of exact derivatives to provide Cν continuity.
The third approach is demonstrated to be the best, but is more complicated to formulate and implement
than the first two. Both the first and second approaches provide pth order accuracy by constructing in one
dimension a piecewise polynomial of odd degree p ≥ 3 at p + 1 adjacent grid points. The Cν continuity
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of the second approach, with ν = (p − 1)/2, is obtained with the trade-off of making the error constants a
little bit larger. However, the increased continuity is needed if higher order derivatives of the nodal basis
functions are required, for example, the use of multilevel summation to compute dipoles [42].
The third approach provides pth order accuracy for even values of p ≥ 4 by interpolating exact derivatives
to obtain Cν continuity, with ν = p/2 − 1. The construction in one dimension produces an interpolating
polynomial of degree p − 1 using p/2 values at each of two adjacent grid points and requires p/2 basis
functions, one for each order derivative, counting from zero. In three dimensions, this scales up to (p/2)3
nodal basis functions, so for Hermite interpolation (with p = 4) there are eight charge and eight potential
values to be stored per grid point rather than just one, which means that the interaction between two
grid points requires 82 = 64 multiplications. This increased computational work is made competitive with
the other interpolation approaches by using a grid spacing p/2 times larger. An advantage to using exact
derivatives is that the grid point stencil is reduced to size two about each atom, which in three dimensions
corresponds to the eight corners of the grid sub-cube containing the atom, so that the use of nonperiodic
boundary conditions causes no expansion of the grid at each level, as is discussed in Chapter 6.
4.1 Linear Blending of Interpolating Polynomials
This family of interpolants is formulated as a linear blending of even degree interpolating polynomials, the
logical continuation of the cubic and quintic piecewise polynomial interpolants presented in [37]. The general
construction produces a piecewise polynomial interpolant of degree p that has C1 continuity at grid points
and provides pth order accuracy, where p ≥ 3 is odd. The simplest case for p = 3, the cubic numerical
Hermite interpolant, is detailed in the examples of Section 3.1, and this section generalizes that case.
4.1.1 Construction
Consider the piecewise interpolation of a function f(x) at equidistant nodes xk of spacing h = xk+1 − xk.
Let p ≥ 3 be odd and define ν = (p− 1)/2. The pth degree piecewise polynomial interpolant is constructed
as the linear blending of (p − 1)th degree interpolating polynomials. The (p − 1)th degree interpolating
polynomial Qk centered at xk can be expressed using the Newton form,
Qk(x) = f [xk−ν ] + f [xk−ν , xk−ν+1](x− xk−ν)
+ . . .+ f [xk−ν , . . . , xk+ν ](x− xk−ν) · · · (x− xk+ν−1),
(4.2)
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where the square-bracket notation denotes divided differences of f . The pth degree polynomial Pk defined






















and, from the fact that Qk and Qk+1 both interpolate f(xk) and f(xk+1), it follows that






The master basis function Φ(ξ) is determined by setting xk = k, f0 = 1, and fk = 0 for k 6= 0. From
this, it is seen that the p+ 1 polynomial pieces P−ν−1, . . . , Pν all make nonzero contributions. The master
basis functions for C1 continuous piecewise cubic (p = 3), quintic (p = 5), septic (p = 7), and nonic (p = 9)
polynomial interpolation can be easily generated using Mathematica.
Φcubic(ξ) =

(1− |ξ|)(1 + |ξ| − 32ξ2), 0 ≤ |ξ| ≤ 1,






12 (1− ξ2)(2− |ξ|)(6 + 3|ξ| − 5ξ2), |ξ| ≤ 1,
− 124 (|ξ| − 1)(2− |ξ|)(3− |ξ|)(4 + 9|ξ| − 5ξ2), 1 ≤ |ξ| ≤ 2,
1







144 (1− ξ2)(4− ξ2)(3− |ξ|)(12 + 4|ξ| − 7ξ2), 0 ≤ |ξ| ≤ 1,
− 1240 (ξ2 − 1)(2− |ξ|)(3− |ξ|)(4− |ξ|)
×(10 + 12|ξ| − 7ξ2), 1 ≤ |ξ| ≤ 2,
1
720 (|ξ| − 1)(|ξ| − 2)(3− |ξ|)(4− |ξ|)(5− |ξ|)
×(6 + 20|ξ| − 7ξ2), 2 ≤ |ξ| ≤ 3,
− 1720 (|ξ| − 1)(|ξ| − 2)(|ξ| − 3)(4− |ξ|)2(5− |ξ|)






2880 (1− ξ2)(4− ξ2)(9− ξ2)(4− |ξ|)(20 + 5|ξ| − 9ξ2) 0 ≤ |ξ| ≤ 1,
− 11440 (ξ2 − 1)(4− ξ2)(3− |ξ|)(4− |ξ|)(5− |ξ|)
×(6 + 5|ξ| − 3ξ2), 1 ≤ |ξ| ≤ 2,
1
10080 (ξ
2 − 1)(|ξ| − 2)(3− |ξ|)(4− |ξ|)(5− |ξ|)
×(6− |ξ|)(14 + 25|ξ| − 9ξ2), 2 ≤ |ξ| ≤ 3,
− 140320 (|ξ| − 1)(|ξ| − 2)(|ξ| − 3)(4− |ξ|)(5− |ξ|)(6− |ξ|)
×(7− |ξ|)(8 + 35|ξ| − 9ξ2), 3 ≤ |ξ| ≤ 4,
1
40320 (|ξ| − 1)(|ξ| − 2)(|ξ| − 3)(|ξ| − 4)(5− |ξ|)2(6− |ξ|)
×(7− |ξ|)(8− |ξ|), 4 ≤ |ξ| ≤ 5,
0, otherwise.
(4.9)











where local support of the φk nodal basis functions implies that the summation has just p+1 nonzero terms.
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The remainder for polynomial interpolation is represented exactly by divided differences of f ,






























f [(1− ν)h, . . . , (1 + ν)h, x] = f [−νh, . . . , νh, x] + (2ν + 1)hf [−νh, . . . , νh, (1 + ν)h, x], (4.14)











f [−νh, . . . , νh, x]
+O(hp+1)f [−νh, . . . , νh, (1 + ν)h, x].
(4.15)
Since the bound on the pth order divided difference is
sup
0≤x≤h
∣∣∣f [−νh, . . . , νh, x]∣∣∣ ≤ 1
p!
‖∂pxf‖∞, (4.16)
























Example 4 The asymptotic error bound (4.1) constants c¯5 and c¯′4 for the C
1 quintic interpolant are derived.
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The constants for the C1 quintic interpolant,
c¯5 ≈ 0.003478, c¯′4 ≈ 0.033333, (4.18)










(x+ h)x(x− h)(x− 2h)
∣∣∣ ≈ 0.003478h5, (4.19)







∣∣5x4 − 10hx3 + 5h3x− h4∣∣ = 1
30
h4, (4.20)
which is maximized at the boundaries x = 0, h.
4.1.2 Results
The following experimental results reveal the influence that the grid spacing h and cutoff distance a both
have on the accuracy for higher order interpolation.
The system is an equilibrated sphere of 10, 002 water molecules (N = 30, 006 atoms) with radius approx-
imately 44A˚. Water is a good system for experimentation when doing methods development. Whenever
biomolecular simulations use an explicit solvent, water comprises as much as 80–90% of the atoms in a
solvated system, so it is certainly desirable for methods to perform well for water. Furthermore, the atoms
in each water molecule are strongly charged, while each individual molecule has net neutral charge, so the
cancellation involved in approximating the electrostatic interactions for water provide a more challenging
case for fast methods.
The graphs show the percent relative error in average mass-weighted force from expression (3.194) on the
vertical axis plotted against the length of the cutoff on the horizontal axis, with both axes logarithmically
scaled. Light vertical lines distinguish the range of cutoff distances 8A˚ ≤ a ≤ 12A˚ of practical interest, and
light horizontal lines mark the error at 0.5%, 1%, and 2%, where it is observed that a relative error of 1%
should be sufficient for use with molecular dynamics. Each pth order grid interpolant is used with Cp−1
Taylor smoothing, as recommended by the analytical results of Chapter 3, so as to attain the amount of
accuracy intrinsic to the approximation. The points in each joined line are for a fixed grid spacing h, so that
the O(a−(p+1)) accuracy from a pth order method should be revealed by a line of slope −(p+1). The effect




























cubic, C2 Taylor, h=2
cubic, C2 Taylor, h=3



























C1 quintic, C4 Taylor, h=2
C1 quintic, C4 Taylor, h=3
C1 quintic, C4 Taylor, h=4
Figure 4.1: Comparison of force error versus cutoff distance with grid spacing h = 2, 3, 4A˚ shown for cubic




























C1 septic, C6 Taylor, h=2
C1 septic, C6 Taylor, h=3



























C1 nonic, C8 Taylor, h=2
C1 nonic, C8 Taylor, h=3
C1 nonic, C8 Taylor, h=4
Figure 4.2: Comparison of force error versus cutoff distance with grid spacing h = 2, 3, 4A˚ shown for C1
septic in top graph and C1 nonic in bottom graph.
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The set of four graphs in Figures 4.1 and 4.2 shows for each separate interpolant the force error as a
function of the cutoff distance a = 6, 7, . . . , 20A˚ for different grid spacings h = 2, 3, 4A˚. The graphs all retain
the same range on the vertical axis to assist comparison. The higher order interpolants reveal steeper slopes,
as expected, with much improved accuracy than that shown in [37]. However, the steepest slope of each line
is just −p, one less in magnitude than expected, and the amount of accuracy gained with each successive
increase in the order of the interpolant is shown to decrease along the range of cutoff distances of interest.
The gain in accuracy is most significant going from the p = 3 cubic to the p = 5 quintic interpolation, where
the error is reduced by more than a full order of magnitude for h = 2A˚ and a = 20A˚, going from roughly
3.5 digits to over 4.5 digits of agreement, on average, with the exact solution. Increasing the order to p = 7
with the septic interpolant achieves for h = 2A˚ and a = 20A˚ no more than half an order of magnitude
improvement over quintic interpolation, with slightly over 5 digits of agreement, on average, with the exact
solution, and increasing the order to p = 9 with the nonic interpolant shows less than half an order of
magnitude improvement over septic, with roughly 5.5 digits of agreement. It is expected that increasing
the order to p = 11 with an eleventh degree polynomial interpolant would not quite achieve 6 digits of
agreement.
A more striking feature of the graphs in Figures 4.1 and 4.2 is the increasingly noticeable effect that the
choice of grid spacing has on the higher order interpolants. For the cubic, there is almost no difference in
the error between h = 2A˚ and h = 3A˚, and very little additional error from h = 4A˚. Contrast that with
the nonic, where for a = 20A˚, each increase to h results in an increase in the error by almost an order of
magnitude. Instead of graciously permitting a larger grid spacing as the order of the interpolant increases,
the higher order interpolants appear to demand a smaller grid spacing in order to attain smaller errors.
Furthermore, comparing the plots at the low end of the 8A˚ ≤ a ≤ 12A˚ cutoff range shows that lower order
interpolation appears advantageous.
The curved lines seen for the higher order interpolants are more difficult to explain, suggesting a re-
duction in the order of accuracy if the h/a ratio is too large. Although this result is not addressed by
previous theoretical analysis, note that one fundamental change that occurs when increasing the order of
the interpolation is a corresponding increase to the (p + 1)h width of the grid point stencil. It appears in
the graphs that the steepest slope for a given interpolant is not achieved until a > (1/2)(p + 1)h. Recall
that the computation of the direct part, discussed in Section 2.3.4, includes only those grid points that are
within distance 2a/h of each other, so having a > (1/2)(p + 1)h ensures that all of the points for the grid




























cubic, C2 Taylor, h=3
C1 quintic, C4 Taylor, h=3
C1 septic, C6 Taylor, h=3



























cubic, C2 Taylor, h=2
C1 quintic, C4 Taylor, h=2
C1 septic, C6 Taylor, h=2
C1 nonic, C8 Taylor, h=2
Figure 4.3: Comparison of force error versus cutoff for cubic, C1 quintic, C1 septic, and C1 nonic shown
together with grid spacing h = 3A˚ in top graph and h = 2A˚ in bottom graph.
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These results provide compelling evidence that if low accuracy from multilevel summation is acceptable,
then use of cubic interpolation with a larger grid spacing h ≈ 4A˚ and smaller cutoff a ≈ 8A˚ is an adequate
choice. Medium to high accuracy is available using quintic interpolation. If greater accuracy is required,
then it appears best to use a smaller grid spacing of h ≈ 2A˚ with either septic interpolation for a cutoff of
a ≈ 12A˚ or perhaps nonic interpolation if a cutoff of a > 12A˚ can be afforded.
The two graphs shown in Figure 4.3 compare plots from the two previous figures, showing the different
grid interpolants together for fixed values of the grid spacing h = 3A˚ and h = 2A˚. These results suggest
less reason to use a higher order interpolant for a typical cutoff distance of 8A˚ ≤ a ≤ 12A˚. The choice
of smoothing function also significantly affects the accuracy, and experimental results in Chapter 5 show
improvements for the higher order interpolation of smoothing functions that have less than Cp−1 continuity.
4.2 Interpolation With Increased Continuity
Here a family of interpolants is formulated based again on even degree interpolating polynomials. Instead of
simply blending these even degree polynomials, as in Section 4.1, they are used to compute centered difference
approximations to higher order derivatives, with the approximation constructed so as to interpolate these
values. By design, a degree p piecewise polynomial interpolant, with p ≥ 3 odd, then provides C(p−1)/2
continuity. It turns out that this family of interpolants has the same order of accuracy as the previously
discussed family of interpolants, in which a degree p interpolant provides pth order accuracy, albeit with
slightly higher error than the interpolants with C1 continuity.
4.2.1 Construction
As in Section 4.1, consider the piecewise interpolation of a function f(x) at equidistant nodes xk of spacing
h = xk+1 − xk. Let p ≥ 3 be odd and define ν = (p − 1)/2. Again define Qk as (4.3) to be the (p − 1)th
degree interpolating polynomial centered at xk. Construct the pth degree piecewise polynomial interpolant
so that each piece P¯k is defined on the interval xk ≤ x ≤ xk+1 by
P¯k(xk) = Qk(xk), P¯k(xk+1) = Qk+1(xk+1),



















These p + 1 conditions uniquely determine P¯k. The resulting pth degree piecewise polynomial interpolant
has Cν continuity.
For the case of p = 3, this construction is equivalent to the cubic numerical Hermite interpolant from
Section 4.1: to see that P¯k ≡ Pk for each k, observe that equation (4.3) implies that
Pk(xk) = Qk(xk) = P¯k(xk),
Pk(xk+1) = Qk+1(xk+1) = P¯k(xk+1),
(4.22)
and equation (4.4) implies that











and these four conditions uniquely determine a cubic polynomial.
Determining the master basis function Φ¯(ξ) follows the same procedure as discussed in Section 4.1.
The master basis functions for C2 quintic (p = 5), C3 septic (p = 7), and C4 nonic (p = 9) polynomial




12 (1− |ξ|)(25ξ4 − 38|ξ|3 − 3ξ2 + 12|ξ|+ 12), 0 ≤ |ξ| ≤ 1,
− 124 (2− |ξ|)(|ξ| − 1)(25|ξ|3 − 114ξ2 + 153|ξ| − 48), 1 ≤ |ξ| ≤ 2,
1






144 (1− |ξ|)(−623ξ6 + 1558|ξ|5 − 1011ξ4 − 52|ξ|3
− 52ξ2 + 144|ξ|+ 144), 0 ≤ |ξ| ≤ 1,
− 1240 (|ξ| − 1)(2− |ξ|)(−623|ξ|5 + 4674ξ4 − 13481|ξ|3
+ 18564ξ2 − 12266|ξ|+ 3312), 1 ≤ |ξ| ≤ 2,
1
720 (|ξ| − 2)(3− |ξ|)(−623|ξ|5 + 7790ξ4 − 38421|ξ|3
+ 93340ξ2 − 111694|ξ|+ 52800), 2 ≤ |ξ| ≤ 3,







2880 (1− |ξ|)(32121ξ8 − 112424|ξ|7 + 134626ξ6
− 55484|ξ|5 + 145ξ4 − 1220|ξ|3 − 1220ξ2
+ 2880|ξ|+ 2880) 0 ≤ |ξ| ≤ 1,
− 11440 (|ξ| − 1)(2− |ξ|)(10707|ξ|7 − 11242ξ6
+ 494574|ξ|5 − 1179740ξ4 + 1646955|ξ|3
− 1347140ξ2 + 599100|ξ| − 110880), 1 ≤ |ξ| ≤ 2,
1
10080 (|ξ| − 2)(3− |ξ|)(32121|ξ|7 − 562120ξ6
+ 4181914|ξ|5 − 17141260ξ4 + 41804785|ξ|3
− 60669460ξ2 + 48525460|ξ| − 16506240), 2 ≤ |ξ| ≤ 3,
− 140320 (|ξ| − 3)(4− |ξ|)(32121|ξ|7 − 786968ξ6
+ 8229202|ξ|5 − 47607140ξ4 + 164556865|ξ|3
− 339859100ξ2 + 388350460|ξ| − 189420000), 3 ≤ |ξ| ≤ 4,
1
40320 (|ξ| − 4)(5− |ξ|)5(3569|ξ|3 − 41044ξ2 + 15772|ξ|
− 202464), 4 ≤ |ξ| ≤ 5,
0, otherwise.
(4.26)
As in the case of linear blending, the interpolation of f is expressed as the weighted sum of nodal basis
functions (4.11), where the nodal basis functions are defined in terms of the master basis function (4.10).




= P¯0(x)− f(x), (4.27)
is not easily expressed in closed form. The following example determines the interpolation error for the C2
quintic interpolant. Inferred from this analysis is that these smoother interpolants have the same order of
accuracy as their C1 counterparts but a slightly higher error bound. These conclusions are supported by
numerical experiments in the following Section 4.2.2.
Example 5 The asymptotic error bound (4.1) constants c¯5 and c¯′4 for the C
2 quintic interpolant are derived.
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Conclusions for Example 5. The constants for the C2 quintic interpolant are
c¯5 ≈ 0.004892, c¯′4 ≈ 0.033333. (4.28)
Comparing to (4.18) from Example 4, it is expected that the C1 quintic interpolant will provide better
accuracy.
Work for Example 5. The asymptotic error bound constants for the C2 quintic interpolant may be
obtained by explicitly constructing the interpolant and performing the subtraction in (4.27). Defining
fk = f(xk), the quartic polynomial Qk through equidistant nodes xk−2, xk−1, xk, xk+1, xk+2 with grid
spacing h may be expressed as














































The zeroth, first, and second derivatives of Qk evaluated at xk are



























Similarly for quartic Qk+1, the zeroth, first, and second derivative evaluated at xk+1 are



























The quintic polynomial piece P¯k uniquely defined by the conditions in (4.21) can be expressed entirely in
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powers of (x− xk), giving



































fk−1 − 3512fk +
33
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fk−2 − 83fk−1 +
21
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fk−1 − 2512fk +
25
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Letting xk = kh, the quintic polynomial piece P¯0 may be expressed using divided difference notation,






























































































and similarly f can be expanded using divided difference notation as a truncated Taylor series about x = 0
plus remainder term,
f(x) = f [0] + f [0, 0]x+ f [0, 0, 0]x2 + f [0, 0, 0, 0]x3 + f [0, 0, 0, 0, 0]x4 + f [0, 0, 0, 0, 0, x]x5. (4.38)
The subtraction in (4.27) is performed for the corresponding powers of x, yielding
P¯0(x)− f(x) = f [−2h,−h, 0, 0, h, 2h](−4h4x+ 4h2x3)
+ f [−2h,−h, 0, 0, 0, h, 2h](−4h4x2 + 4h2x4)
+ f [−2h,−h, 0, h, 2h, 3h](35h2x3 − 60hx4 + 25x5)
+ f [−h, 0, 0, 0, 0, h]h2x3 + f [−h, 0, 0, 0, 0, 0, h]h2x4
+ f [0, 0, 0, 0, 0, x](−x5).
(4.39)
The terms in (4.39) containing the fifth order divided differences can be collected as a unique fifth degree
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polynomial times a fifth order divided difference, for instance,
P¯0(x)− f(x) = 4x(x− h)(2x− h)(3x2 − 3hx− h2)f [−2h,−h, 0, h, 2h, 3h]
+ (higher order terms),
(4.40)
with the higher order terms each consisting of a sixth degree polynomial times some sixth order divided
difference. This implies that the asymptotic error bound constants for the C2 quintic interpolant are obtained







∣∣x(x− h)(2x− h)(3x2 − 3hx− h2)∣∣ ≈ 0.004892h5, (4.41)







∣∣30x4 − 60hx3 + 30h2x2 − h4∣∣ = 1
30
h4, (4.42)
which is maximized at the boundaries x = 0, h. Even though the upper bound on the force component error
here is the same as that for the C1 quintic interpolant, the C2 quintic interpolant is expected to provide less
accuracy because the bounds on its polynomial expression in (4.42) is greater than those for the polynomial




∣∣30x4 − 60x3 + 30x2 − 1∣∣dx > ∫ 1
0
∣∣5x4 − 10x3 + 5x− 1∣∣dx = 3.125. (4.43)
Numerical results in Section 4.2.2 support this observation.
4.2.2 Results
The following experimental results compare the Cν interpolants to the C1 interpolants of the same order,
demonstrating that higher continuity interpolation exhibits the same behavior albeit with slightly more
error.
The system is the same sphere of 10, 002 water molecules as that used for Section 4.1.2, with the same
experimental methodology and the presentation of the results. The graphs shown in Figures 4.4 and 4.5
plot the results for the C2 quintic alongside the C1 quintic, the C3 septic alongside the C1 septic, and
the C4 nonic alongside the C1 nonic, each with grid spacings h = 2, 3A˚. The behavior of the higher
continuity interpolants is identical to that for the C1 interpolants, but with the slightly less accuracy for the




























C1 quintic, C4 Taylor, h=2
C2 quintic, C4 Taylor, h=2
C1 quintic, C4 Taylor, h=3



























C1 septic, C6 Taylor, h=2
C3 septic, C6 Taylor, h=2
C1 septic, C6 Taylor, h=3
C3 septic, C6 Taylor, h=3
Figure 4.4: Results of force error versus cutoff distance with grid spacing h = 2, 3A˚ comparing C2 to C1




























C1 nonic, C8 Taylor, h=2
C4 nonic, C8 Taylor, h=2
C1 nonic, C8 Taylor, h=3
C4 nonic, C8 Taylor, h=3
Figure 4.5: Results of force error versus cutoff distance with grid spacing h = 2, 3A˚ comparing C4 to C1
nonic.
observations from Section 4.1.2 still apply.
4.2.3 Future Considerations
Increased continuity for the grid approximation is believed to be worthwhile by providing qualitative im-
provement to the dynamics. Furthermore, it is necessary if higher order derivatives of the nodal basis
functions are required, such as the use of multilevel summation to compute dipoles. However, the inter-
polants constructed here demonstrate slightly higher error than that of the corresponding C1 interpolants.
It may be possible to construct, say, a C2 septic or a C3 nonic in which the extra degrees of freedom are
chosen to somehow reduce the error constant for the asymptotic error bounds.
4.3 Osculatory Interpolation
Unlike previous approaches, osculatory interpolation reproduces exact derivatives as well as function values at
grid points. The formulation of these interpolants is fundamentally different from those previously presented,
with an additional master basis function required for each order of derivative.
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4.3.1 Construction
Consider the osculatory interpolation of a function f(x) at equidistant nodes xk of spacing h = xk+1 − xk.
Let p ≥ 4 be even and define ν = p/2−1. In this case, the (p−1)th degree piecewise polynomial interpolant
is constructed using the zeroth through νth derivatives at each grid point, where the polynomial Pk defined










f [xk, . . . , xk︸ ︷︷ ︸
ν+1











There are p/2 master basis functions denoted Φ[0](ξ), . . . ,Φ[ν](ξ), one for each order of derivative being
reproduced at a grid point. The master basis functions are determined by setting xk = k, and then Φ[κ](ξ)
for each κ = 0, . . . , ν is found by setting (∂κxf)(0) = 1 and (∂
η
xf)(k) = 0 whenever k 6= 0 or η 6= κ. From
this, it is evident that the polynomial pieces P−1 and P0 make nonzero contributions and the others do not
contribute, so the grid stencil is size two for any desired continuity. The master basis functions can be easily
generated using Mathematica and are shown for C1 Hermite interpolation (p = 4),
Φ[0]cubic(ξ) =






ξ(1− |ξ|)2, for |ξ| ≤ 1,
0, otherwise,
(4.47)
C2 interpolation (p = 6),
Φ[0]quintic(ξ) =














2(1− |ξ|)3, for |ξ| ≤ 1,
0, otherwise,
(4.50)
and C3 interpolation (p = 8),
Φ[0]septic(ξ) =




















3(1− |ξ|)4, for |ξ| ≤ 1,
0, otherwise.
(4.54)









, κ = 0, . . . , ν, (4.55)











The leading summation of (4.56) has nonzero contributions from two grid points which implies that the
entire summation has just p terms. The remainder for polynomial interpolation is represented exactly by
divided differences of f ,
f(x) = Pk(x) + f [xk, . . . , xk︸ ︷︷ ︸
p/2
, xk+1, . . . , xk+1︸ ︷︷ ︸
p/2
, x](x− xk)p/2(x− xk+1)p/2. (4.57)
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= f [ 0, . . . , 0︸ ︷︷ ︸
p/2
, h, . . . , h︸ ︷︷ ︸
p/2
, x]xp/2(x− h)p/2. (4.58)
Since the bound on the pth order divided difference is
sup
0≤x≤h
∣∣∣f [ 0, . . . , 0︸ ︷︷ ︸
p/2





















Extending the osculatory interpolation to three dimensions is accomplished by taking products of the
one-dimensional nodal basis functions. This means that every grid point has associated with it a collection
of (p/2)3 nodal basis functions to represent each of the possible derivatives independently in each dimension.
Thus, the set of nodal basis functions associated with grid point (xi, yj , zk) can be expressed as
φ
[(κx,κy,κz)]














for κx, κy, κz = 0, . . . , ν. (4.61)
Example 6 Analytic comparison of the error for Hermite interpolation and cubic numerical Hermite inter-
polation.
Conclusions for Example 6. Hermite interpolation is expected to be more efficient than cubic numerical
Hermite interpolation, with smaller error bound constants and higher order convergence for approximately
the same amount of computational work.
Work for Example 6. Recall that the asymptotic error bound constants for cubic numerical Hermite
interpolation are
c¯3 = 0.016038, c¯′2 ≈ 0.16667. (4.62)









∣∣x2(x− h)2∣∣ = 1
384
h4 ≈ 0.0026042h4, (4.63)







∣∣∂xx2(x− h)2∣∣ ≈ 124(0.19245)h3 ≈ 0.0080188h3, (4.64)
which is maximized at x ≈ 0.21132h, 0.78868h. However, these error constants are not directly comparable
because for a fixed h much more work is being done by Hermite interpolation.
Considering just the direct part of the computation with interactions between grid points, Hermite inter-
polation computes (p/2)3 = 8 charge and potential values per grid point, which means that the interaction
between two grid points requires 82 = 64 multiplications as compared with one multiplication for each inter-
action for cubic numerical Hermite interpolation. The number of these interactions that must be computed
per grid point for the direct part of the computation is proportional to (a/h)3, and this computation must
be performed for (L/h)3 grid points, where L is the length of the simulation box. To balance this part of
the computational work for Hermite interpolation with that for cubic numerical Hermite interpolation, the














which implies that H = 2h, showing that twice the typical grid spacing should be used. Using this idea to
compute “scaled” error constants,
c¯4,scaledh
4 = c¯4(2h)4, c¯′3,scaledh
3 = c¯3(2h)3, (4.66)
gives values
c¯4,scaled ≈ 0.041667, c¯′3,scaled ≈ 0.064150, (4.67)
which still gives a smaller error constant for the force than cubic numerical Hermite interpolation.
4.3.2 Modifications to the Method
Recall the underlying assumption in Chapter 2 that there is one nodal basis function for each grid point.
The mathematical details of the multilevel summation method are modified to take into account osculatory
interpolation.
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Let α, β ∈ N3 and extend the differential operator notation so that ∂α,β indicates the number of times to
differentiate in each variable x, y, z, x′, y′, z′. Note that this differential operator is separable with addition
of the indexing vectors; in particular, ∂α,β = ∂α,0 ∂0,β .
The osculatory interpolation of the long-range interaction potential ga(r, r′) (2.3) on a grid Ωh having



















′)(∂0,β ga)(rh,m, rh,n), (4.69)
using indexed nodal basis functions as defined in (4.61), where α, β ∈ {0, . . . , ν}3 ⊂ N3. Using the α and β






and a differential operator matrix of size (p/2)3 × (p/2)3,
D = [∂α,0] [∂0,β]T, (4.71)







The charge assigned to each Ωh grid point is a vector of length (p/2)3 defined as the charge-weighted





The splitting of ga expressed in (2.11) gives rise to a short-range contribution to the potential from the









where each term is computed as a product of a (p/2)3 × (p/2)3 matrix and a (p/2)3 vector. The remaining








where the vectors ψ(r) of nodal basis functions are defined by (4.70). The remaining elements of Dg2a are
approximated by differentiating (4.75),







)T(Dg2a)(r2h,m, r2h,n)(∂β ψ2h,n(r′)). (4.76)





= ∂β φ[α](r), (4.77)

















As previously expressed in (2.26), the force is computed by taking the negative gradients of the potential
energy approximation with respect to atomic positions, i = 1, . . . , N . For osculatory interpolation, the
long-range contribution to the ith atomic force is








Example 7 Modifications to the method are shown for cubic Hermite interpolation.
Cubic Hermite interpolation reproduces function values and all first derivatives at grid points, totaling
(4/2)3 = 8 values per grid point. An ordered listing of the set {0, 1}3 is chosen, for instance,
(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1), (0, 1, 1), (1, 1, 1). (4.82)
The ordering imposed by (4.82) means that the vector of nodal basis functions and the differential operator



































The analysis from Section 4.3.1 suggests that choosing smoothing function γ (2.3) with C3 continuity
should be sufficient to attain the expected fourth order accuracy. However, the computation of Dga(r, r′)
requires that ga be differentiated up to six times. This can be accomplished smoothly and without loss of
order by setting the higher order derivatives of this matrix, when taking four or more partial derivatives,
to zero. Doing so provides the advantage of reducing the amount of computational work for the direct
interactions between grid points from 64 multiplications down to 42 multiplications.
4.3.3 Results
Experiments for Hermite interpolation (with p = 4) investigate the necessary continuity of the smoothing
function as well as appropriate values for the grid spacing. Comparison with other C1 interpolants reveal
that the accuracy of Hermite interpolation is almost as good as C1 quintic interpolation.
As with earlier results presented in Sections 4.1.2 and 4.2.2, the experiments involve the sphere of 10, 002
water molecules. The top graph of Figure 4.6 compares different Taylor smoothing functions for a fixed
grid spacing h = 4A˚. The amount of continuity available to each smoothing function determines for matrix



























Hermite, C2 Taylor, h=4
Hermite, C3 Taylor, h=4
Hermite, C4 Taylor, h=4
Hermite, C5 Taylor, h=4


























Hermite, C3 Taylor, h=4
Hermite, C3 Taylor, h=5
Hermite, C3 Taylor, h=6
Figure 4.6: Results of force error versus cutoff for Hermite. Top graph compares Taylor smoothings for fixed



























cubic, C2 Taylor, h=2
Hermite, C3 Taylor, h=4
C1 quintic, C4 Taylor, h=2
Figure 4.7: Results of force error versus cutoff distance, comparing Hermite interpolation using h = 4A˚ with
cubic numerical Hermite and C1 quintic using h = 2A˚. The accuracy of Hermite is almost as good as that
of C1 quintic interpolation.
smoothing has 42 elements set to zero, the C3 Taylor smoothing has 22 elements set to zero, the C4 Taylor
smoothing has seven elements set to zero, and the C5 Taylor smoothing has just one element set to zero.)
In each case, the error is well below 1% for the entire 8A˚ to 12A˚ cutoff range. As predicted by analysis,
the use of C2 Taylor smoothing shows a marked decrease in the order of accuracy, and the amount of error
increases slightly as the continuity of the smoothing is increased beyond C3. Unlike previous results, the
slope of these lines, particularly for the C6 Taylor smoothing with a > 10A˚, is close to the expected −(p+1)
steepness. The bottom graph of Figure 4.6 shows that using increased grid spacings h = 4, 5, 6A˚ for the C3
Taylor smoothing increases the error without changing the slope.
Figure 4.7 compares Hermite interpolation using a grid spacing of h = 4A˚ with cubic numerical Hermite
and C1 quintic interpolation using a grid spacing of h = 2A˚. The plots show that the accuracy of Hermite
interpolation is almost as good as that of C1 quintic interpolation, even though the amount of computational
work performed by Hermite interpolation is closer to that for cubic numerical Hermite. It is expected that




The smoothing function for the multilevel summation method defines the long-range part of the interaction
potential that is approximated from a grid. This chapter investigates the family of smoothing functions
suggested by [37] and explores possible improvement.










where γ has the following properties:
1. γ(ρ) = 1/ρ for ρ ≥ 1, and
2. γ(
√
u2 + v2 + w2) and its derivatives are slowly varying and sufficiently smooth for ρ ≤ 1.
The accuracy of the multilevel summation method depends on how well ga is approximated. Chapter 3
showed asymptotic bounds for the error in Theorem 4 of the form




















as a function of the grid spacing h and the cutoff distance a. The constants p, c¯p, and c¯′p−1 are determined by
the choice of the interpolant, as discussed in Chapter 4. The smoothing function γ determines the remaining
constant,
Mp = ‖∂puζ‖∞, ζ(u, v, w) = γ(
√
u2 + v2 + w2), (5.3)
with Cp−1 continuity needed to attain the pth order accuracy intrinsic to the interpolant. The goal here is
to choose a smoothing function for a given interpolant that reduces the error for practical values of the ratio
h/a.
The Taylor smoothings introduced in [37] are examined in greater detail and empirical results suggest
a best choice in practice for a given interpolant. After this, a generalization of the Taylor smoothings is
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k






6 130, 095 5040
7 1, 986, 705 40, 320
8 34, 096, 545 362, 880
Table 5.1: Comparing for each Taylor smoothing the max-norm of the (k + 1)th derivative of the softened
part with that for the 1/ρ part. The error bound constant Mk+1 is the larger of these two values.
considered that reduces the degree of the polynomials by allowing odd powers of ρ. These turn out to
provide a slight practical improvement over the Taylor smoothings. Another suggestion, briefly visited, for
finding improved smoothings is to increase the number of degrees of freedom, choosing them to first satisfy
continuity conditions with the remaining ones chosen to minimize the error bound constant. The last topic
of this chapter concerns eliminating the self-forces artifact of the method discussed in [34]. However, the
approach proposed here is demonstrated to have limited success.
5.1 Taylor Smoothings
Taylor polynomials are a logical choice for defining smoothing functions, providing the minimal degree
polynomial for some desired degree of continuity at a point. Although analytical results from Chapter 3
suggest the superiority of using a Taylor smoothing with Cp−1 continuity for the pth order approximation
of γ, empirical results demonstrate the benefit of less continuity for practical values of the ratio h/a, 1/6 ≤
h/a ≤ 1/4. The rule-of-thumb suggested by these results is to choose the Taylor smoothing with Cdp/2e
continuity.
5.1.1 Construction
The Taylor smoothing functions are defined for s ≤ 1 by the Taylor expansion of s−1/2 about s = 1,
s−1/2 = 1− 1
2
(s− 1) + 3
8
(s− 1)2 − 5
16
(s− 1)3 + . . . . (5.4)
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τk(ρ2), for 0 ≤ ρ ≤ 1,
1/ρ, for ρ ≥ 1.
(5.5)
The softened part is a polynomial of degree 2k. By construction, there is Ck continuity at ρ = 1 and C∞





























































































































Table 5.1 compares for Taylor smoothing γk the max-norm of (k + 1)th derivative of the softened part,
∥∥∂k+1u τk(u2 + v2 + w2)∥∥u2+v2+w2≤1, (5.14)
with that for the 1/ρ part, ∥∥∂k+1u (u2 + v2 + w2)−1/2∥∥u2+v2+w2≥1, (5.15)
for k = 1, 2, . . . , 8, and error bound constant Mk+1 (5.3) is the larger of these two values. The max-norm of
the derivatives of the softened part grow much faster with k than for the 1/ρ part. For k > 1, the maximum
of the softened part occurs on the boundary at u = 1, v = w = 0. The max-norm of the (k+1)th derivative




























C1 quintic, C2 Taylor, h=2
C1 quintic, C3 Taylor, h=2



























C1 septic, C3 Taylor, h=2
C1 septic, C4 Taylor, h=2
C1 septic, C5 Taylor, h=2
C1 septic, C6 Taylor, h=2
Figure 5.1: The C3 Taylor smoothing appears best for C1 quintic in top graph, and the C4 Taylor smoothing




























C1 nonic, C3 Taylor, h=2
C1 nonic, C4 Taylor, h=2
C1 nonic, C5 Taylor, h=2
C1 nonic, C6 Taylor, h=2
C1 nonic, C7 Taylor, h=2



























cubic, C2 Taylor, h=2
C1 quintic, C3 Taylor, h=2
C1 septic, C4 Taylor, h=2
C1 nonic, C5 Taylor, h=2
Figure 5.2: The C5 Taylor smoothing appears best for C1 nonic in top graph; bottom graph shows best
smoothings for C1 cubic, quintic, septic, and nonic for cutoff range 8A˚ ≤ a ≤ 12A˚.
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5.1.2 Results
Numerical experiments demonstrate for practical ratios h/a the benefit of using a Taylor smoothing with
less than Cp−1 continuity for the higher order interpolants from Chapter 4. The lowest errors for cutoff
range 8A˚ ≤ a ≤ 12A˚ are in each case attained by using a Taylor smoothing with Cdp/2e continuity.
The system is the same sphere of 10, 002 water molecules used throughout Chapter 4. As before, each
graph displays a logarithmic plot of the percent relative error in average mass-weighted force (3.194) over a
range of cutoff distance values a = 6, 7, . . . , 20A˚. Each connected line of points show how the error decreases
as the cutoff distance increases for some choice of interpolant and smoothing function using fixed grid spacing
h = 2A˚.
The top graph of Figure 5.1 compares for the C1 quintic interpolant the use of C2, C3, and C4 Taylor
smoothings. Although the gentler slope of the C3 Taylor smoothing indicates less than 4th order convergence
as a increases, which is expected for smoothings with less than C4 continuity, the error for the C3 smoothing
is still slightly less than that for C4 along the 8A˚ ≤ a ≤ 12A˚ interval of interest. Similarly, the bottom graph
of Figure 5.1 shows for the C1 septic interpolant better results for the C4 Taylor smoothing along the interval
of interest when compared to the other Taylor smoothings. Experiments using the C1 nonic interpolant in
the top graph of Figure 5.2 demonstrate comparatively better results with the C5 Taylor smoothing along
the interval of interest. The bottom graph of Figure 5.2 reviews each of the linear blended interpolants with
the “best” choice of Taylor smoothing. Comparing these plots back to those in Figure 4.3 from Section 4.1,
it is evident that use of an appropriate smoothing function is significant for obtaining full benefit from higher
order interpolation.
5.2 Lower Degree Smoothings
The softening polynomials for the Taylor smoothing functions of the previous section use even powers of
ρ. For Ck continuity at ρ = 1, the polynomial has degree 2k and provides C∞ continuity at ρ = 0, which
seems excessive. This section examines the use of smoothing functions constructed using both even and odd
powers of ρ, providing Ck continuity with a polynomial of degree less than 2k while reducing the continuity
at ρ = 0 to no less than Ck. The intention is for these smoothings to reduce the Mk+1 error bound constant
and thereby decrease the error for the force approximation along the cutoff distance interval 8A˚ ≤ a ≤ 12A˚.
This goal is met with mixed success: the lower continuity smoothings with 2 ≤ k ≤ 5 improve upon the
Taylor smoothings, both in terms of the size of the error bound constant and the experimental results. The
higher continuity smoothings investigated here with 6 ≤ k ≤ 8 improve upon the size of the error bound
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σk,d Mk+1 σk,d Mk+1 σk,d Mk+1 σk,d Mk+1
σ
[Taylor]
1,2 2 σ3,5 66 σ5,8 8100 σ7,11 2, 425, 500
σ
[Taylor]
3,6 81 σ5,9 8730 σ7,12 1, 581, 300
σ
[Taylor]
5,10 9675 σ7,13 1, 851, 570
σ
[Taylor]
7,14 1, 986, 705
σ2,3 6 σ4,6 840 σ6,9 226, 800 σ8,12 103, 783, 680
σ
[Taylor]
2,4 9 σ4,7 720 σ6,10 98, 910 σ8,13 22, 339, 800
σ
[Taylor]
4,8 825 σ6,11 119, 700 σ8,14 28, 015, 470
σ
[Taylor]
6,12 130, 095 σ8,15 32, 069, 520
σ
[Taylor]
8,16 34, 096, 545
Table 5.2: Listing of the error bound constant Mk+1(σk,d) for each softening polynomial σk,d.
constant but not the experimental results.
5.2.1 Construction
For a softening polynomial σk,d(ρ) having degree d and providing Ck continuity with 1/ρ at ρ = 1, it
is necessary for the dk/2e lowest order terms to be even powers of ρ so that ∂kuσk,d(
√
u2 + v2 + w2) be
continuous at
√
u2 + v2 + w2 = 0. Polynomials of smallest degree d = d3k/2e are uniquely determined by
using both even and odd powers of ρ for the highest order terms:
• for k even, use powers 1, ρ2, . . . , ρk, ρk+1, . . . , ρ3k/2,
• for k odd, use powers 1, ρ2, . . . , ρk+1, ρk+2, . . . , ρ(3k+1)/2.












= (−1)k+1(k + 1)!(1− υ(1)), (5.17)
and the hope is that the lowest degree dk/2e polynomial υ will reduce this value, thereby reducing the size
of error bound constant Mk+1(σk,d) resulting from the softening σk,d.
It turns out that choosing softening polynomial σk,d(ρ) with smallest degree d = d3k/2e produces subop-
timal results except for k = 2, 3, 5. This motivates investigating softening polynomials σk,d(ρ) with C2(d−k)
continuity at ρ = 0, d3k/2e ≤ d < 2k, in addition to the Ck continuity at ρ = 1, which is achieved by
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omitting the first d− k odd powers of ρ. All such polynomials for d ≤ 8 were generated by Mathematica:





































































ρ6 + 45ρ7 − 175
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ρ8 − 66ρ9 + 945
32























































ρ8 − 286ρ9 + 12285
64
ρ10






































































For notational consistency, define σk,2k(ρ) = τk(ρ2) to be the Taylor polynomial softening. Table 5.2 lists
for each smoothing function defined by softening polynomial σk,d(ρ) the error bound constant Mk+1(σk,d),
calculated using Mathematica. Softening σ2,3 (5.18) is the only choice that achieves “perfect smoothing,”
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for which
∥∥∂k+1u σk,d(√u2 + v2 + w2)∥∥u2+v2+w2≤1 = ∥∥∂k+1u (u2 + v2 + w2)−1/2∥∥u2+v2+w2≥1. (5.34)
Each of the smallest degree d = d3k/2e softenings with k = 4, 6, 7, 8 has a larger Mk+1(σk,d) value than the
same order Taylor softening. In each of these cases, the max-norm occurs, not at ρ = 1, but at ρ = 0.
5.2.2 Results
Numerical experiments compare the lower degree smoothings with the Taylor smoothings from Section 5.1.
There is some advantage demonstrated using the lower degree smoothings having no more than C5 continuity
for cutoff range 8A˚ ≤ a ≤ 12A˚. However, there does not appear to be an advantage using the lower degree
smoothings having greater than C5 continuity for a cutoff less than 12A˚.
The system is again the same sphere of 10,002 water molecules used in the previous section. Graphs
plot the percent relative error in average mass-weighted force (3.194) over a range of cutoff distance values
a = 6, 7, . . . , 20A˚ with fixed grid spacing h = 2A˚. The recommendation is followed from Section 5.1, to use
Cdp/2e smoothing with pth order interpolation.
The top graph of Figure 5.3 shows for cubic numerical Hermite interpolation a definite advantage using
the lower degree σ2,3 softening over the σ2,4 (C2 Taylor) softening. The results in the bottom graph of
Figure 5.3 are similar, showing for C1 quintic interpolation the advantage of using the lower degree σ3,5
softening over the σ3,6 (C3 Taylor) softening. The advantage of using lower degree softenings are not as
obvious in Figure 5.4. The σ4,7 softening for the C1 septic interpolation from the top graph is slightly
better compared to the others along the cutoff distance interval of interest. Note that the smallest degree
smoothing with σ4,6 is worse than the others, having a larger error bound constant in Table 5.2 and larger
errors shown in the graph. The bottom graph shows for C1 nonic interpolation a slight advantage with σ5,8
softening for a ≥ 10A˚.
The two graphs in Figure 5.5 and the top graph in Figure 5.6 show no advantage to using any of the lower
degree softenings for the cutoff distance interval of interest instead of the C6, C7, and C8 Taylor softenings,
respectively. Also notice that for each case, the lowest degree softening is noticeably worse than the others,
reflecting the larger error bound constant Mk+1. However, the other lower degree softenings also produce
higher errors than the Taylor softening, even though the corresponding error bound constant is lower than
that for Taylor. The bottom graph of Figure 5.6 summarizes the best results shown in each of the graphs
























































C1 quintic, sigma[3,6] (C3 Taylor), h=2
C1 quintic, sigma[3,5], h=2
Figure 5.3: Top graph shows smoothing with σ2,3 softening gives least error. Bottom graph shows smoothing




























C1 septic, sigma[4,8] (C4 Taylor), h=2
C1 septic, sigma[4,7], h=2



























C1 nonic, sigma[5,10] (C5 Taylor), h=2
C1 nonic, sigma[5,9], h=2
C1 nonic, sigma[5,8], h=2
Figure 5.4: Top graph shows smoothing with σ4,7 softening gives least error. Bottom graph shows smoothing




























C1 nonic, sigma[6,12] (C6 Taylor), h=2
C1 nonic, sigma[6,11], h=2
C1 nonic, sigma[6,10], h=2



























C1 nonic, sigma[7,14] (C7 Taylor), h=2
C1 nonic, sigma[7,13], h=2
C1 nonic, sigma[7,12], h=2
C1 nonic, sigma[7,11], h=2
Figure 5.5: Top graph shows smoothing with C6 Taylor softening gives least error. Bottom graph shows




























C1 nonic, sigma[8,16] (C8 Taylor), h=2
C1 nonic, sigma[8,15], h=2
C1 nonic, sigma[8,14], h=2
C1 nonic, sigma[8,13], h=2




























C1 quintic, sigma[3,5], h=2
C1 septic, sigma[4,7], h=2
C1 nonic, sigma[5,8], h=2
Figure 5.6: Top graph shows smoothing with C8 Taylor softening gives least error. Bottom graph compares
best smoothings using lower degree softening polynomials.
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5.3 Minimizing the Error Bound
For the softening polynomials derived in the previous sections, the continuity conditions are uniquely satisfied
by the available degrees of freedom. However, this approach does not permit any real control over the error
bound. The idea proposed here is to introduce additional degrees of freedom, in the form of extra coefficients
in a polynomial, that are determined by satisfying continuity conditions and also by minimizing the error
bound on the resulting polynomial. The rest of this section presents a simple proof-of-concept as an example.
Example 8 A softening polynomial σ2,6(ρ), an even polynomial of degree 6, is derived that provides C2
continuity with 1/ρ and minimizes the error bound M3(σ2,6).












satisfies C2 continuity with 1/ρ and has error bound that is less than that for the C2 Taylor softening,
M3(σ2,6) ≈ 6.97137 < 9 =M3(σ2,4). (5.36)
Even though the error bound is a little bit larger than M3(σ2,3) = 6, the σ2,6 softening produces slightly
better results along the cutoff distance interval 8A˚ ≤ a ≤ 12A˚ when used with cubic numerical Hermite
interpolation with grid spacing h = 2A˚ on the sphere of 10, 002 water molecules, as shown in Figure 5.7.




u2 + v2 + w2)‖u2+v2+w2≤1. (5.37)
This can be expressed as a one-dimensional nonlinear optimization problem that happens to have an analytic
solution. Three nonlinear equations express extrema of ∂3uσ2,6 occurring within the interior and on the surface
of the unit sphere.
Define an even polynomial σ2,6(ρ) in terms of undetermined coefficients,


























cubic, sigma[2,4] (C2 Taylor), h=2
cubic, sigma[2,6], h=2
cubic, sigma[2,3], h=2
Figure 5.7: Use of the σ2,6 softening with cubic numerical Hermite produces better results than σ2,4 (C2
Taylor) and slightly better results than σ2,3.
Satisfying C2 continuity with 1/ρ at ρ = 1 implies that
A+B + C +D = 1,
6A+ 4B + 2C = −1,
30A+ 12B + 2C = 2,
(5.39)
and solving for all coefficients in terms of A yields
σ2,6(ρ) = Aρ6 − 38(8A− 1)ρ
4 − 1
4
(5− 12A)ρ2 −A+ 15
8
. (5.40)
The extreme values of the function
ε(u, v, w) = ∂3uσ2,6(
√
u2 + v2 + w2) = A
(
48u3 + 72(u2 + v2 + w2)u
)− 9(8A− 1)u (5.41)
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on the unit sphere determine the error bound. The optimal value of A is the one that minimizes all extrema
of ε(u, v, w).
The interior extrema for ε must occur for v = w = 0, which implies that
ε(u, 0, 0) = 120Au3 − 9(8A− 1)u. (5.42)







Substituting this back into ε gives





which is the first of the extrema to minimize. It is easiest to minimize the square of (5.44), which exists





The next step is to find extrema on the boundary, for which u2 + v2 +w2 = 1. Making this substitution
into ε(u, v, w) simplifies the problem to a single parameter,
β(u) = ε(u, v, w)
∣∣
u2+v2+w2=1
= 48Au3 + 9u. (5.46)
Extrema are found by setting β′(u) = 0, which has solution
u? = ± 1
4
√−A, (5.47)
if this exists for A. Substituting this back into β(u) gives
β(u?) = ± 3
2
√−A, (5.48)





The values at the endpoints of the boundary are
β(±1) = ±(48A+ 9), (5.50)
and minimizing the square of this gives the final condition, expressed as a function of A to give
f3(A) = (48A+ 9)2. (5.51)










f3(A) = (48A+ 9)2 ≤ µ2. (5.54)


























for the softening polynomial whose coefficients are












One artifact from the interpolation of force from grid points is that an isolated particle experiences a self-force
due to error in the approximation of ∇rga(r, r′)
∣∣
r=r′ = 0. This effect is believed to be inconsequential for
use of the method in molecular dynamics [37]. However, an earlier investigation [34] of multilevel summation
suggests the remedy of subtracting a one-level approximation of ∇rga computed for each atomic position ri.
The cost of this correction is considerable; Section 2.3.3 shows this to require (5p3+24p2+27p+11)N extra









Figure 5.8: The softened part is piecewise-defined about a switching distance 0 < s < 1 using a low-degree
polynomial σ[exact](ρ) that is approximated exactly and smoothly joined to 1/ρ by σ[switch](ρ).
reduces the contribution to the self-forces rather than eliminates it.
Here, an alternative approach is presented: choose a smoothing function that is approximated exactly
over a large enough local region of space. Fewer operations are then required to eliminate the self-forces,
plus this approach can also be extended to exactly subtract nonbonded exclusions involving nearby atoms.
The concept is illustrated by Figure 5.8. The softened part of the smoothing function is piecewise defined
using a switching distance 0 < s < 1,
γk;s(ρ) =

σ[exact](ρ), for 0 ≤ ρ ≤ s,
σ[switch](ρ), for s ≤ ρ ≤ 1,
1/ρ, for ρ ≥ 1,
(5.58)
where the approximation exactly reproduces the low degree polynomial σ[exact], and σ[switch] is some function
that joins with Ck continuity the low degree polynomial to the 1/ρ potential.
Define grid spacing h and cutoff distance a. To eliminate the self-forces, all grid point pairs of the
interpolation grid stencil must be within distance sa of each other to be evaluated using the low degree part











Table 5.3: Listing for each switching distance s for smoothing γ2;s of error bound constants M3(s) and
minimum cutoff distances for exact self-forces.
Choosing h = 2A˚, the excluded pairwise interactions of hydrogen atoms bonded to heavy atoms can also be
approximated exactly if s is chosen so that sa ≥ 2√3(p+ 1)A˚.
The remainder of this section explores this idea. Assuming cubic numerical Hermite interpolation with
p = 3, quadratic polynomials are exactly reproduced, so σ[exact] is chosen as an even polynomial with two
unknown coefficients using powers 1 and ρ2. Four more degrees of freedom must be available to join σ[exact]
to 1/ρ with C2 continuity, so σ[switch] is chosen as a cubic polynomial using powers 1, ρ, ρ2, and ρ3. Solving










(2 + 2s− s2)− (2− s)ρ2). (5.61)
Observe that lims→0 σ[switch](ρ; s) = σ2,3(ρ), the “perfect smoothing” (5.18) from Section 5.2. The error
bound constant parameterized in s is
M3(s) =
∥∥∂3uγ2;s(√u2 + v2 + w2)∥∥∞ = 61− s2 . (5.62)
Table 5.3 lists the four values of s tested along with the error bounds M3(s) and the minimum cutoff dis-
tance satisfying inequality (5.59) for which the self-forces are eliminated. Numerical experiments conducted
on the sphere of 10, 002 water molecules show that the size of M3(s) has more significance on the error than
the ability to eliminate self-forces. Figure 5.9 shows that for the two choices of s that do eliminate self-forces
in the figure, s = 7/8 for a ≥ 12A˚ and s = 3/4 for a ≥ 14A˚, there is a slight downward change in the slope
of these lines at their respective amin values, indicating some benefit. However, the trade-off is a larger error


























cubic, switching s=7/8, h=2
cubic, switching s=3/4, h=2
cubic, switching s=1/2, h=2
cubic, switching s=0, h=2
Figure 5.9: The benefit of computing exact self-forces for switching distances s = 7/8 and s = 3/4 is





The multilevel summation method can be applied to systems of atoms for both nonperiodic and periodic
boundary conditions. The performance and accuracy of the method compares favorably to the two most
popular fast methods, fast multipole method (FMM) [17, 18] for nonperiodic systems and particle–mesh
Ewald (PME) [9, 12] for periodic systems.
6.1 Nonperiodic Boundaries
The application of the multilevel summation method to nonperiodic boundaries is presented. Depending on
the width of the grid stencil, some expansion of the grid boundaries is required at each level to accommodate
the approximation. The modifications to the algorithm necessary for handling nonperiodic boundaries are
presented. Comparison to FMM shows that the multilevel summation method is much more efficient for
dynamical simulations of biomolecules.
6.1.1 Expansion of Grid Boundary
For nonperiodic systems there is some expansion of the three-dimensional lattice of grid points along the
boundary for each level of the grid hierarchy. The amount of expansion corresponds to the size of the stencil
for the approximation and is described by a recurrence relation.
Define the simulation domain to be the closed cube [0, L]3. Assume that each successive grid Ωk+1 of
spacing 2k+1h shares its points with grid Ωk of spacing 2kh, such that the Ωk+1 points are the even parity
points of Ωk. There is an expansion of the grid at each level that is due to the width of support for the
basis functions. Consider, for instance, one-dimensional approximation using the cubic numerical Hermite
interpolant (4.6) from Section 4.1. Assuming x0 < x < x1, the approximation of a function f is
f(x) ≈ φ−1(x)f(x−1) + φ0(x)f(x0) + φ1(x)f(x1) + φ2(x)f(x2), (6.1)
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Figure 6.1: Illustration of the expansion of the grid due to interpolation, shown in one dimension for cubic
numerical Hermite interpolation from grid Ωk+1 onto an odd parity point of grid Ωk. The circled points





Ω0 s s s s s s s s s s s0 4 8
Ω1 s s s s s s s s s−2 0 2 4 6
Ω2 s s s s s s s−2 −1 0 1 2 3 4
Ω3s s s s s s−2 −1 0 1 2 3
Figure 6.2: Illustration of the grid expansion in one dimension for cubic numerical Hermite interpolation.
requiring representation at point x−1, beyond the endpoint x0 of the domain. Similarly, the interpolation
to an odd parity point on grid Ωk from grid Ωk+1 requires contributions from the four surrounding points,
as illustrated in Figure 6.1. It is this effect at the edge of the grid that requires the Ωk+1 grid point charges
to extend further along each dimension than the Ωk points.
There is not only an expansion in the number of grid points beyond the edges of the domain, but also of
the space covered by the grid points, since the grid spacing doubles with each successive level. As an example,
suppose that there are eight grid divisions in each dimension for the finest level grid. Then the required
grid point coverage at each level is shown in one dimension for cubic numerical Hermite interpolation in
Figure 6.2. Observe that grid Ω0 viewed in one dimension needs one additional grid point on each side of
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the domain. Each higher level spreads an additional one or two grid points on each side of the domain and
covers a larger volume of space.
The expansion of the grid boundaries in each dimension is described by a recurrence relation. Consider
the partitioning of the one-dimensional interval [0, L] into n equally spaced divisions with grid spacing
h = L/n. This means that the finest grid Ω0 has n + 1 grid points contained within this interval, indexed
consecutively starting from 0 up through n, where negative indices are used to designate any grid points to
the left of the origin. Define αk and βk to be the index of the first and last grid points, respectively, for grid
Ωk, and define ν to be the number of grid points in the neighborhood of local support for the approximation
scheme (e.g. cubic numerical Hermite interpolation has ν = 4). Then the following two recurrence relations
































These recurrences show that the spreading depends on the parity of the endpoints. Both of the recurrences
iterate to a fixed point for a given value of ν:
α∞ = 2− ν, β∞ = ν − 1, (6.4)
where the dimension of the coarsest grid Ω∞ is
|Ω∞|1/3 = β∞ − α∞ + 1 = 2ν − 2. (6.5)
Continued restriction (using the same interpolant) will be unable to further reduce this coarsest grid dimen-
sion. Table 6.1 shows for each grid interpolant from Chapter 4 the values of ν, fixed points α∞ and β∞, and
the number of grid points for the coarsest level in one and three dimensions.
The advantage of the Hermite interpolant is that there is no expansion of the grid boundary. The number
of grid points
∣∣Ω∞∣∣ = 8 for Hermite is misleading since each of these “points” contain eight values, and the
interaction between grid points requires more work. In total, the Ω∞ grid for Hermite interpolation requires
642 = 4096 multiplications. However, this is still less than the 2162 = 46656 multiplications required for the
Ω∞ for cubic numerical Hermite, and the higher order interpolants require many more than this.
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grid interpolant ν α∞ β∞
∣∣Ω∞∣∣1/3 ∣∣Ω∞∣∣
Hermite 2 0 1 2 8
cubic numerical Hermite 4 −2 3 6 216
quintic numerical Hermite 6 −4 5 10 1000
septic numerical Hermite 8 −6 7 14 2744
nonic numerical Hermite 10 −8 9 18 5832
Table 6.1: The endpoint indices and smallest possible grid sizes for each grid interpolant applied to nonpe-
riodic boundary conditions.
For all of these interpolants, it is not necessary to reach the Ω∞ to achieve linear asymptotic behavior
for the computational work. Due to the large grid size of Ω∞ and the diminishing ratio of |Ωk+1|/|Ωk| as k
increases, the performance is improved by using fewer grid levels. Since there is some error introduced by
each approximation, the use of fewer levels also decreases the error. An optimal level can be determined by
quantifying the work for the direct part, measured in grid point interactions. The idea is to determine for a
given grid level whether computing the sphere of interactions about each grid point and then computing all
pairs on the next level is more expensive than simply computing all pairs on the given grid level.
6.1.2 Algorithmic Modifications
The earlier algorithm is supplemented so as to deal correctly with the grid points along the boundary edges
while minimizing the number of conditionals within loops.
The grid Ω0 is chosen with enough boundary points to accommodate the spreading of charge from any
atoms within the domain [0, L]3 along with the interpolation of the long-range forces back to the atoms. Since
the interpolation and anterpolation procedures from Section 2.3.3 loop over the atoms, no modifications are
needed to these algorithms.
The direct part procedure in Section 2.3.4 computes for each grid point potential the contribution from
the surrounding sphere of radius 2a/h of grid point charges, with the original algorithm shown in Table 2.5.
The modification presented here in Table 6.2 prevents the sphere of grid point charges from extending beyond
the lattice edges. The idea for grid Ωn is to test and set the minimum and maximum indices covering the
sphere of charge in each dimension by using the index recurrence values αn and βn from (6.2). For good
performance, it is important to move these conditionals outside the triple nesting of inner loops. The direct
part procedure for the top level grid Ω` shown in Table 2.6 remains unchanged.
A similar modification must also be made to the restriction and prolongation procedures in Section 2.3.5.
These procedures access Ωn grid points by looping over the coarser grid Ωn+1 points, so the stencil endpoints
in each dimension can be tested against αn and βn before performing the inner loops.
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for (ic, jc, kc) ∈ {Ωn indices}







, αn − ic
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, αn − jc
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, αn − kc
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, βn − kc
} (6.6)
for k = kmin, . . . , kmax
for j = jmin, . . . , jmax
for i = imin, . . . , imax
r := 2nh
√
i2 + j2 + k2
en,short[ic, jc, kc] +=
(
gn(r)− gn+1(r))qn[ic + i, jc + j, kc + k]
(6.7)
Table 6.2: Direct part procedure for intermediate grid levels, modified for nonperiodic boundary conditions.
6.1.3 Comparison to FMM
The multilevel summation method is shown here to be much more efficient than FMM for dynamical sim-
ulations of biomolecules. Experimental comparisons with DPMTA (Distributed Parallel Multipole Tree
Algorithm) [31], a freely available FMM library, demonstrate multilevel summation to be over ten times
faster for use in molecular dynamics. An earlier version of DPMTA was initially used by NAMD [28, 21] (in
the earlier NAMD 1.x releases) to provide a good parallelized fast method for electrostatics in nonperiodic
systems.
The test system is an equilibrated sphere of 10, 002 water molecules (N = 30, 006 atoms) with radius
approximately 44A˚, the same system used for experiments in Chapters 4 and 5. The graphs in Figure 6.3
show, on the vertical axis, time in seconds plotted against the percent relative error in average mass-weighted
force (3.194). Two graphs are made of the same sets of data, with the bottom graph providing a logarithmic
scaling of time to better visualize the relative efficiencies between methods. The efficiency of a method is
indicated by the closeness of its plot to the bottom left corner of the graph, revealing the shortest computation
having least error. Light vertical lines mark the error at 0.5%, 1%, and 2%, where it is observed that a
relative error of 1% should be sufficient for use with molecular dynamics.
The plots for multilevel summation method exhibit the most effective combinations of interpolation and
smoothing function, using a fixed grid spacing h = 3A˚ (with h = 6A˚ for Hermite interpolation) for cutoff
distances a = 6, 7, . . . , 20A˚. The choice of grid spacing makes the number of grid points |Ω0| on the finest grid


















percent relative error in average force
DPMTA (FMM), theta=0.50
DPMTA (FMM), theta=0.75
C1 nonic, C5 Taylor, h=3
C1 septic, C4 Taylor, h=3
C1 quintic, C3 Taylor, h=3
cubic, sigma[2,6], h=3













percent relative error in average force
DPMTA (FMM), theta=0.50
DPMTA (FMM), theta=0.75
C1 nonic, C5 Taylor, h=3
C1 septic, C4 Taylor, h=3
C1 quintic, C3 Taylor, h=3
cubic, sigma[2,6], h=3
Hermite, C3 Taylor, h=6
Figure 6.3: Comparison of best performance between multilevel summation method and DPMTA (FMM).
Same plots are shown in bottom graph with logarithmic scaling of time to better indicate relative efficiency.
Multilevel summation varies cutoff a = 6, 7, . . . , 20A˚. DPMTA varies number of multipole terms 4, 8, 12, 16.
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using the recommended multiple of four for best performance. The two extremes of the recommended range
0.5 ≤ θ ≤ 0.75 for the multipole acceptance criteria parameter are tested, where the lower value provides
better accuracy but slower performance.
The multilevel summation method is shown in Figure 6.3 to be more efficient than DPMTA for low to
medium accuracy in forces, where the optimal choice of parameters depends on the desired accuracy. The
limitation inherent with using FMM for molecular dynamics is the need for extra accuracy to overcome
the discontinuities in the computed potentials. It has been observed that use of at least 12 terms in the
multipole expansion is necessary for stable dynamics [5]; the graphs show these two points for θ = 0.75 circled.
Contrasting this with the fact that stable dynamics are available from all of the multilevel summation points,
it is evident that the use of multilevel summation method is several times faster than FMM for molecular
dynamics. For these particular experiments, comparing the fastest time 2.448 seconds for stable dynamics
using DPMTA with the time 0.2084 seconds for multilevel Hermite interpolation using cutoff a = 7A˚,
multilevel summation is observed to be over ten times faster.
Some details regarding the experiments: these tests were performed on a dual-processor Athlon Opteron
workstation running RedHat Linux. The sequential version of DPMTA and the multilevel summation im-
plementation were both compiled using the Gnu C compiler with architecture specific optimizations: “-O3
-march=opteron -m64 -ffast-math -fno-math-errno -funsafe-math-optimizations -fno-trapping-math -funroll-
loops.”
6.2 Periodic Boundaries
The application of the multilevel summation method to periodic boundaries is presented. The issue of con-
vergence of the periodic potential for multilevel summation as compared with Ewald summation is discussed.
The modifications to the algorithm are straightforward and permit an efficient implementation. Comparison
of the method to PME shows favorable results for both performance and accuracy. The method can be
extended to systems having mixed boundaries and to nonorthogonal parallelepipeds needed for constant
pressure simulations.
6.2.1 Ewald Summation
The periodic potential energy of a system of N charged atoms within a cube of length L is defined to be










‖rj − ri + Ln‖ , (6.8)
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where the prime indicates the omission of excluded interactions. The model is that of the cube of atoms
replicated infinitely in space in all three dimensions. The periodic potential energy sums the pairwise
interaction of each atom in the initial cube with all other atoms in that cube, minus excluded interactions,
and with all periodic images of atoms. As with the nonperiodic potential, the periodic force for each atom
is the negative gradient of the periodic potential. This summation diverges if the system of atoms has some
net nonzero charge, and even for a system with net neutral charge this summation is only conditionally
convergent, meaning that the convergence of the sum depends on the order in which the terms are added.
The summation in (6.8) is usually made well defined by the Ewald summation [13],
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‖rj − ri + Ln‖
(6.9)
where the single prime omits excluded interactions and the double prime includes only excluded interactions.
The Ewald summation splits (6.8) into two absolutely convergent infinite sums, the first known as the real
space part and the second known as the reciprocal space part, both of which converge rapidly. The third
sum is actually a finite correction to subtract out any excluded interactions that contribute to the reciprocal
space part. The parameter α is chosen to balance the work between the real space part and the reciprocal
space part. An optimal choice of α allows the Ewald summation to be solved in O(N3/2) operations [27].
Particle–mesh Ewald (PME) [9, 12] is the most popular method for computing a fast approximation to
the Ewald summation. PME chooses α to truncate the real space part to within a fairly tight radius; for
molecular dynamics this distance is usually chosen to correspond to the van der Waals truncation distance,
typically 8A˚ to 12A˚. The complex exponential coefficients for the reciprocal space part are approximated on
a regularly spaced lattice, which is then solved exactly through the use of a 3D fast Fourier transform (FFT)
applied to the lattice. The use of a shorter real space cutoff along with the FFT reduces the asymptotic
complexity of the algorithm to O(N logN) operations.
6.2.2 Convergence of Multilevel Periodic Potential
In this section, the multilevel summation method is applied to the periodic potential. It is observed that
the application of the multilevel approximation yields a finite sum, hence the truncation of the summation
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of periodic images is expressed entirely as bounded interpolation error.
The multilevel summation of the periodic potential in equation (6.8) provides an alternative to the Ewald
summation. The Ewald formulation of the periodic potential imposes an ordering of the terms that builds
up spherical shells of periodic image cubes [1], for which the convergence is shown formally in [11]. The
multilevel summation instead builds up spherical shells of interactions around each atom, summing over the
union of these spheres. The following discussion formalizes this idea.
Choose the grid spacing h of finest grid Ω0 and the index of the last level ` so that L = 2`h. Periodic
multilevel summation performs approximation of the long-range part of the potential energy on a hierarchy
of grids Ωk of spacing 2kh with 2`−k grid points in each dimension, for k = 0, 1, . . . , `. Define r = ‖r′ − r‖
and recall the smoothing function a−1γ(r/a) first introduced in Section 2.1 to split the 1/r potential about











































































where θ∗(ρ) vanishes for ρ ≥ 1 and θ(ρ) vanishes for ρ ≥ 2. Substituting this series into equation (6.8) and
exchanging the order of summation to first sum over the splitting, the periodic potential energy is expressed
as














































where the single prime omits the excluded interactions and the double prime includes them. The first
summations over i and j comprising the short-range part contain a finite number of terms, and the second
summations over k, i, and j comprising the long-range part contain an infinite number of terms.
Theorem 5 The periodic potential energy in equation (6.13) converges to the Ewald summation (6.9).
(Observed empirically but not yet proven.)
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The recursive splitting of the long-range part is already accomplished for the periodic potential energy











using notation similar to that from Section 2.2. For the hierarchical approximation of the long-range part,
each g¯k, for k = 0, 1, . . . , `, is approximated on grid Ωk of spacing 2kh, with grid points rkm and periodic
nodal basis functions φkm. The details follow those presented in Section 2.1.
The matrix formulation for periodic multilevel summation is similar to the presentation in Section 2.2.
The potential energy from equation (6.13) can be expressed in matrix form,





























Application of the splitting to the potential energy combined with approximation of the long-range part to
the finest grid Ω0 is expressed as





















with the grid charges defined by the nodal basis functions,
q0 = I0∗q, (I
∗
0 )im = φ
0
m(ri), (6.19)













Hierarchical approximation is continued in the same manner on grids Ωk, k = 1, . . . , `, giving the decompo-
sition











(· · · (G`I``−1 · · · I21I10I0∗q) · · · ))), (6.21)
as previously discussed in Section 2.2. Here, the matrices Gˆ0, Gˆ1, . . . , Gˆ`−1 are all sparse with elements that







Error bounds for periodic multilevel summation can be derived using the approach of Section 3.1. The




g¯k = (Ph − 1)
∞∑
k=0
g¯k + Ph(P2h − 1)
∞∑
k=1
g¯k + · · ·
+ PhP2h · · · P2`−2h(P2`−1h − 1)
∞∑
k=`−1












in which the error from approximating infinite periodic images occurs at only the coarsest grid level.
Theorem 6 If the approximation is exact for constants, then the sum of the charges is preserved on each
grid.





Assuming that the approximation is exact for constants, then 1 is approximated exactly, in which case the




















This same argument can be repeated for approximation to any grid level. 
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Theorem 7 The multilevel summation method applied to a periodic system of atoms with net neutral charge
yields a finite sum, with the truncation error expressed entirely as bounded approximation error.
Proof. For a periodic system of atoms that has net neutral charge, Theorem 6 shows that the grid point
charges sum to zero at each level. The number of grid points at each level is chosen to be a power of two
in each dimension, so that grid Ωk has 2`−k = L/(2kh) grid points in each dimension, for k = 0, 1, . . . , `. In
particular, the last grid Ω` has one grid point with a charge of zero assigned to it, so q` = 0. As mentioned
previously, the decomposition in (6.21) yields sparse matrices Gˆ0, Gˆ1, . . . , Gˆ`−1 with elements having finite
sums. The 1× 1 matrix G` (6.22) contains an infinite series, but since
G`(I``−1 · · · I10I0∗q) = G`q` = 0, (6.27)
this part vanishes due to the approximation, showing that all of the truncation error has become approxi-
mation error. 
6.2.3 Algorithmic Modifications
Modifications to the nonperiodic multilevel summation algorithm are presented that enable its use for pe-
riodic systems. The use of grid dimensions that are powers of two permit all multiplications and modular
arithmetic operations on array indices to be replaced by more efficient bitwise operations.
The modifications required to apply the multilevel summation method to a periodic domain are relatively
simple. For the periodic cubic domain [0, L)3, the number of grid points on each side is chosen to be a power
of two, with grid size h chosen so that 2`h = L. This choice permits ` + 1 grid levels for which grid Ωn
has 2`−n points in each dimension with spacing 2nh, for n = 0, 1, . . . , `. The grid Ωn points are indexed
along any given dimension by 0, 1, . . . , 2`−n − 1. The location of the block of grid points with respect to the
domain cube seems unimportant since the atoms themselves wrap around through the walls of the domain,
so it is easiest to fix the lowest corner of the block of points for each grid to the minimum corner of the
domain cube. Doing this “stacks” the grid points, so that, along any one dimension of the grid Ωn+1, the
index j ∈ {0, 1, . . . , 2`−n−1 − 1} refers to the same spatial location as 2j for the grid Ωn. This is illustrated
in Table 6.3 for ` = 3.
Most of the algorithms from Section 2.3 work as originally presented, with the following adjustment:
all interactions involving grid points wrap around the sides of the grid point block in each dimension. For
instance, when computing the direct grid interactions at a given level, the sphere of interaction of radius






level 0 s s s s s s s s0 1 2 3 4 5 6 7
level 1 s s s s0 1 2 3
level 2 s s0 1
level 3 s0
Table 6.3: Illustration of the indexing in one dimension for multilevel grids on a periodic domain.
corners of the domain. The direct part procedure for the top grid level is no longer needed. Theorem 7
implies that the Ω` makes no contribution, so it can be omitted.
Efficient indexing of the grid is possible. Suppose that each grid is stored in a three-dimensional array
with zero-based indexing in each dimension and consider the grid Ωn. One way of performing the wrapping
operation for an index (i, j, k) is to compute the modulus in each dimension, giving (i mod 2`−n, j mod 2`−n,
k mod 2`−n). Since a grid index could be negative (e.g. the 1-shell of grid points about (0, 0, 0) includes the
point (−1,−1,−1)), and the modulus of a negative integer is not well-defined between different computer
instruction sets, the modulus can instead be computed by first adding some positive multiple of 2`−n to
the index before taking the modulus. However, computing the modulus entails integer division, which is
typically not a cheap operation. An easier and much cheaper solution is to perform a bitwise AND of an
index with 2`−n − 1, which works since the number of grid points along each dimension is a power of two,
and produces correct results for both positive and negative index values as long as integers are stored in the
standard two’s-complement form. Other tricks are possible: 2`−n can be computed quickly by shifting 1 left
by `−n bits, and generally a left or right bit-shift of an integer by 1 is cheaper than multiplying or dividing
that integer by 2.
6.2.4 Comparison to PME
The multilevel summation method is shown here to be more efficient than PME for low to medium accuracy.















percent relative error in average force
PME, quintic, 64 divisions
PME, cubic, 64 divisions
C1 nonic, C5 Taylor, 32 divisions
C1 septic, C4 Taylor, 32 divisions
C1 quintic, C3 Taylor, 32 divisions
cubic, sigma[2,6], 32 divisions













percent relative error in average force
PME, quintic, 64 divisions
PME, cubic, 64 divisions
C1 nonic, C5 Taylor, 32 divisions
C1 septic, C4 Taylor, 32 divisions
C1 quintic, C3 Taylor, 32 divisions
cubic, sigma[2,6], 32 divisions
Hermite, C3 Taylor, 16 divisions
Figure 6.4: Comparison of best performance between multilevel summation method and PME. Same plots
are shown in bottom graph with logarithmic scaling of time to better indicate relative efficiency. All methods
vary the cutoff a = 6, 7, . . . , 20A˚. Error is measured relative to highly accurate PME computation.
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The test system is an equilibrated cube of 21,950 water molecules (N = 65, 850 atoms) of length 88A˚. The
presentation here of results is identical to Section 6.1.3, where the graphs in Figure 6.4 show, on the vertical
axis, time in seconds plotted against the percent relative error in average mass-weighted force (3.194).
The same combinations of multilevel interpolation and smoothing function from Section 6.1.3 are tested
here for periodic boundary conditions. For this system, the optimal number of divisions for the finest grid
is |Ω0|1/3 = 32 (with 16 for Hermite interpolation), giving 32, 768 total grid points of spacing h = 2.75A˚,
used with cutoff distances a = 6, 7, . . . , 20A˚. PME, for the computation of the reciprocal space part, uses its
optimal choice of 64 grid divisions, with cutoff distances a = 6, 7, . . . , 20A˚ for the real space part. The two
different PME plots compare the use of cubic and quintic B-spline interpolation for the reciprocal space part,
with direct space tolerance parameters chosen as 10−6 and 10−8, respectively. The direct space tolerance
parameter and the cutoff distance together determine the parameter α in (6.9), with a smaller direct space
tolerance value putting more weight on the direct space part. Using a smaller tolerance value for quintic
B-spline interpolation shows improved convergence beyond that for cubic B-spline as the cutoff distance
increases. All of the methods were tested relative to highly accurate PME, using septic (degree 7) B-spline
interpolation with 256 grid divisions, cutoff a = 24A˚, and direct space tolerance 10−10.
The multilevel summation method is shown in Figure 6.4 to be more efficient than PME for low to medium
accuracy in forces, with much better performance in the 0.5–2% error range as well as good convergence
as the cutoff increases, where the optimal choice of parameters depends on the desired accuracy. Like
multilevel summation, PME also produces continuous forces, so all of the plotted points should yield stable
dynamics. This means that the speedup for periodic multilevel summation is not nearly as dramatic as in the
nonperiodic case. Comparing the time 0.554 seconds for multilevel Hermite interpolation to the time 1.608
seconds for PME cubic B-spline interpolation, both with a = 7A˚, multilevel summation is almost three times
faster for lower accuracy computation. There is a strange anomaly appearing in all of the plots at a = 18A˚
for which the computation requires more time than expected. This anomaly is most likely due to evaluation
of the short-range part which is similar between multilevel summation and PME. It turns out that, for the
grid cell hashing of atoms, b88/17c = 5 cells along each dimension as compared with b88/18c = 4. This also
explains the lesser computation time anomaly going from a = 14A˚ to a = 15A˚.
Some details regarding the experiments: these tests were performed on a dual-processor Athlon Opteron
workstation running RedHat Linux. The PME code taken from NAMD was made sequential, and it calls the
FFTW library (version 2.1.5) [15, 16] to compute the three-dimensional FFTs for the reciprocal space part.
All of the code was compiled using the Gnu C compiler with the same optimizations as listed in Section 6.1.3.
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6.2.5 Extending the Periodic Algorithm
The basic formulation of periodic boundaries for the multilevel summation method can be extended to
rectangular domains with differing sized grid dimensions that are not necessarily powers of two, semi-periodic
domains, and nonorthogonal parallelepipeds.
Rectangular Domains
For a periodic rectangular domain, the grid spacings ∆x, ∆y, and ∆z for each dimension may all be different.
This poses no difficulties to the algorithm as already presented, the main difference being that the direct
grid interactions, previously described as a sphere of interacting points of radius 2a/h, is now an ellipsoid
of interacting points with axes 2a/∆x, 2a/∆y, and 2a/∆z.
If the rectangular domain has large differences between the lengths of its sides, it is reasonable to choose
the numbers of grid points in each dimension to be different powers of two. In this case, each restriction
proceeds to reduce the number of grid points in each dimension by a factor of two. If a grid dimension of
one point is reached in some dimension before the others, then the direct part is still computed in the usual
way along that dimension, occurring between the grid point and its periodic images within the interaction
ellipsoid. Restrictions continue until a single grid point is reached at the top level. Note that by Theorem 7
the top level does not have to be visited. The prolongations are carried out so as to reverse each of the
restrictions.
An additional concern is that enforcing the number of grid points along each dimension to be a power of
two might result in some grid spacing that is far from optimal. The number of grid points along a dimension
can be chosen as p2`−1, for some small prime p, perhaps 3 or 5. If done in all three dimensions, then the next
to last grid Ω`−1 would then consist of p3 grid points. This poses no real problem in theory, it just requires
a different tabulation of nodal basis functions to perform additional restrictions. Theorem 7 indicates that
it is unnecessary to perform a restriction to a single grid point. If p is small enough, the interpolation error
from the last restriction should not be significant. Of greater consequence is the performance penalty due to
needing more expensive operations to compute the grid index wrapping, since the bitwise AND is no longer
able to compute the modulus.
Semi-periodic Domains
For semi-periodic domains, the index wrapping is done along the periodic dimensions, whereas along the
nonperiodic dimensions a grid needs to expand at each level. The last level ` is chosen so that the preceding
grid Ω`−1 has a width of one along the periodic dimensions, and a smallest width of 2ν − 2 grid points (6.5)
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along the nonperiodic dimensions, as determined by the approximation stencil size ν. The restriction to the
last grid Ω` is to a single point, which by Theorem 7 does not need to be computed due to the neutrality
of charge. A single point along the periodic dimensions occurs naturally due to the periodicity. The single
point along the nonperiodic dimensions is simply approximation by a constant function.
Parallelepipeds
The extension of the method to parallelepipeds is important because this shape is needed for constant
pressure simulations and also because it can be used to create other special space filling shapes, such as the
truncated octahedron and the rhombic dodecahedron [1].
Suppose that the parallelepiped is given by basis vectors u, v, and w that define its sides, assuming
without loss of generality that the corner is at the origin. A three-dimensional lattice of regular spacing can
be embedded in the parallelepiped, say of spacings ∆u, ∆v, and ∆w, with the grid point dimensions aligned
with their respective basis vectors. The atomic positions r1, . . . , rN given in rectangular coordinates are
within the parallelepiped domain. The interaction potentials for the short-range and direct part procedures
are defined for rectangular coordinates so their evaluation is straightforward. However, the approximation
requires an orthogonal lattice which necessitates a change of basis.
The new orthogonal basis can be chosen to be a rectangular box that preserves the lengths of the
parallelepiped basis vectors, (‖u‖, 0, 0)T, (0, ‖v‖, 0)T, and (0, 0, ‖w‖)T, which then preserves the relative











The nodal basis functions are defined in terms of and act on these new coordinates:
φh,m(Ar) is the nodal basis function for sh,m = Arh,m, (6.29)
where rh,m is a grid point of the parallelepiped. The approximation must be performed for a function defined










Then the modified algorithm uses the same splitting
1
‖r′ − r‖ =
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φh,m(Ar) g¯a(sh,m, sh,n)φh,n(Ar′). (6.32)
For a constant pressure simulation, the dimensions of the parallelepiped change dynamically to maintain
the constant pressure condition. This means for every force evaluation, not only computing a new transfor-
mation, but also recomputing all of the constants for the long-range part. The overhead incurred depends
on the choice of method parameters.
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Chapter 7
Use of Method in Simulation
Some aspects of using the multilevel summation method for simulation are examined. Of primary concern
in this dissertation is to increase confidence in this method for its suitability for molecular dynamics, par-
ticularly for the simulation of biomolecules. The multilevel summation method provides a unified approach
to computing electrostatics, in which the same method can be used for periodic and nonperiodic boundary
conditions. It also provides much greater efficiency for nonperiodic boundaries than available with multipole
methods. Multilevel summation is also flexible enough to be applied to other pairwise potentials, such as
Lennard–Jones; the method has been used already for generalized Born [25], and it might interface well with
Poisson–Boltzmann implicit solvent methods which are also grid based.
This chapter discusses use of the method for simulation, beginning with demonstration that multilevel
summation produces stable dynamics even when using cheaper low accuracy approximation. The use of
the method with multiple time steps yields a natural decomposition of the potential energy in which the
different length scales may be integrated using different time scales. Multilevel summation may also be useful
to Monte Carlo simulation; the hierarchical decomposition permits logarithmic updates to the potential
energy, providing a fast method for electrostatics for Metropolis Monte Carlo. The chapter ends with a
discussion on the issues of parallelizing the multilevel summation method.
7.1 Stable Dynamics
Experimental results show that the multilevel summation method provides sufficient accuracy for dynamical
simulations with performance that can surpass other fast methods. Similar to PME, stable dynamics are also
maintained by the multilevel summation method using much cheaper low accuracy approximation. A brief
overview of molecular dynamics was presented in Section 1.1. The intention here is to mention some issues
regarding the use of multilevel summation method for molecular dynamics and to present some experimental

























Figure 7.1: Total energy for sphere of 1081 water molecules for a 100 ps simulation using low accuracy
multilevel summation parameters with leapfrog integration.
Multilevel summation produces continuous forces defined as the negative gradient of a scalar potential
energy function, which is important for good numerical integration of the equations of motion shown in (1.1).
Unfortunately, the method does not conserve either linear or angular momentum, the same as PME. Methods
that interpolate from a grid generally do not conserve either of these quantities, since pairwise interactions are
no longer translationally and rotationally invariant with respect to the grid. It turns out that conservation
of angular momentum is sacrificed simply through the use of periodic boundary conditions. On the other
hand, multipole-based methods do conserve linear but not angular momentum; however, their use is not
recommended for the simulation of biomolecules because they produce discontinuous forces.
The stability of low accuracy multilevel summation is demonstrated for a relatively long molecular dy-
namics simulation, with the total energy plotted in Figure 7.1. The system is an equilibrated sphere of 1081
water molecules (N = 3243 atoms), shown simulated for 100 picoseconds (1 picosecond = 10−12 seconds).
The water model is fully flexible, using the TIP3P force field parameters. Leapfrog integration was per-
138
formed using a time step of 1 femtosecond (1 femtosecond = 10−15 seconds), for a total of 100, 000 steps.
The multilevel summation method used nonperiodic boundary conditions with the low accuracy parameter
selection of cubic numerical Hermite interpolation with C2 Taylor smoothing, with a grid spacing of h = 3A˚
and a cutoff distance of a = 8A˚. The initial configuration of the sphere featured a 20A˚ radius, and a smooth
spherical restraining force was placed at 25A˚ to prevent molecules from escaping. Even through this system
had been equilibrated by NAMD, since the equilibration had not used multilevel summation, there is some
initial slight downward energy drift evident over the first 30 picoseconds, followed by a slight rise until
about 40 picoseconds where the actual equilibrium is reached. These slow equilibrium times are typical with
flexible water, which is difficult to simulate.
7.2 Multiple Time Stepping
The different spatial scales present in the grid hierarchy of the multilevel summation method provide a
straightforward decomposition of the potential into separate continuously differentiable parts that can be
integrated with different time steps. This section discusses the details of using multiple time stepping with
the multilevel summation method.
The main idea behind multiple time stepping is the recognition that there are different time scales present
in the potential energy that can be propagated together using different sized time steps. For instance, the
partitioning of the potential energy into three different time scales,
U = U fast + Umedium + U slow, (7.1)





















t− n∆tslow)(−∇U slow(r1, . . . , rN )),
(7.2)
using increasingly sized time steps ∆tfast, ∆tmedium, and ∆tslow for the respective potential energy terms.
This is done to improve efficiency, taking advantage of the fact that the slowest varying forces for molecular
dynamics are from the long-range electrostatic interactions.
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v := v − 1
2
(ν1ν2∆t)M−1∇U slow(r)
for k = 1, . . . , ν2
v := v − 1
2
(ν1∆t)M−1∇Umedium(r)
for j = 1, . . . , ν1




v := v − 1
2
∆tM−1∇U fast(r)
v := v − 1
2
(ν1∆t)M−1∇Umedium(r)
v := v − 1
2
(ν1ν2∆t)M−1∇U slow(r)
Table 7.1: Leapfrog integration with three time steps.
Leapfrog integration can be extended to use multiple time stepping in a manner that preserves its
important properties (r–RESPA [40]). The algorithm shown in Table 7.1 presents leapfrog using three time
steps, ∆tfast = ∆t, ∆tmedium = ν1∆t, and ∆tslow = ν1ν2∆t, where the position r and velocity v arrays are
updated in place. This algorithm can easily be generalized to accommodate more time steps. Typically for
molecular dynamics, ν1 = ν2 = 2, so the required force computation for each smallest ∆t increment of the
time, numbering the steps with n starting from zero, is
if n is divisible by 4, then compute:
fn = −
(
∇U fast(rn) + 2∇Umedium(rn) + 4∇U slow(rn)
)
,
else if n is divisible by 2, then compute:
fn = −
(




fn = −∇U fast(rn).
(7.3)
The time scales for pairwise interaction potentials depend on the distances between atoms, where the
interaction time scale becomes shorter as the atoms move closer together. To maintain continuously differ-
entiable interaction potentials, the interactions are artificially split into faster and slower components [36].
This may be done in such a way that the contribution from an interaction to the faster potential smoothly
vanishes past a designated cutoff distance, exactly the same kind of splitting as described in Section 2.1.
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This means that the multilevel summation method has built into its formulation a very natural potential
energy decomposition for multiple time stepping. The partitioning of the multilevel summation potential



















where the method can approximate G2h using additional grid levels. In general, the multilevel summation
method using levels numbered 0, . . . , ` permits the use of ` + 2 time steps. There are nonlinear stability
restrictions on the maximum sizes of time steps [26], so this is not meant to be an endorsement of using a
larger time step for each level of the computation, merely an observation of the possibility.
The application of the multiple time stepping force computation in (7.3) to the multilevel summation
potential energy partitioning in (7.4) requires some slight modification to the method for efficiency. The
algorithm involves computing just the short-range part between atoms for the fast forces, computing up
through the direct part on grid Ωh for the medium forces, and computing up through the entire grid hierarchy
for the slow forces. However, the separate parts of the potential require different weights for use with the
time stepping. Instead of performing redundant work by computing all three contributions separately, the
total force contribution can be computed together by incorporating the weights into the matrices, which is
equivalent to scaling the precomputed constants. This computation can be expressed as




































The fastest interactions for molecular dynamics are due to the bond springs, so the integration can add a
shorter time step for the bonded potentials with the weights for multilevel summation rescaled accordingly.
The complexity analysis for the multilevel algorithm from Section 2.4 indicates that the work required
by the direct part Gˆh might be about as much as that for the short-range part Gˆ, with each additional
level adding about one-eighth again as much work to the computation, which implies that the incremental
improvements to the performance for each additional time step become negligible. However, for a parallel
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implementation, additional time steps might benefit the amount of communication, depending on the ap-
proach used to parallelize the computation. Using a spatial decomposition of the work, as recommended by
Section 7.4, the global communication between processors can be restricted to the evaluation of the slowest
potential, with communication more localized for the evaluation of faster potentials.
7.3 Potential Energy Updates for Monte Carlo
The multilevel summation method can be reformulated so as to provide updates to the potential, when mak-
ing a change to the position of one atom, with an amount of computational work that scales logarithmically
with the size of the system. This provides a fast method for computing the full electrostatic potential energy
for Metropolis Monte Carlo simulation that works for both nonperiodic and periodic boundary conditions.
The details of this multilevel summation approach are presented.
The Metropolis Monte Carlo method generates a trajectory in phase space which samples from a chosen
statistical ensemble [1]. The method systematically moves each atom to a randomly chosen, nearby position
and, for the canonical ensemble, computes the difference in the potential energy δU between the new and
old states. If the move is downhill in energy with δU ≤ 0, meaning that the new state has lower energy
than the old state, then the probability of the new state is greater than that of the old state, so the move
is accepted. If the move is uphill in energy with δU > 0, then it is accepted with a probability of ρnew/ρold,
where ρnew is the smaller probability of the new state, and ρold is the greater probability of the current state.









where T is the temperature of the system and kB is Boltzmann’s constant. The Boltzmann factor can be
used to test acceptance by generating a random number from a uniform probability distribution.
For the purpose of computation, the difference in the potential energy needs to be computed as efficiently
as possible. Traditionally, the use of pairwise potentials has simply been with a cutoff distance using either
pair lists or grid cell hashing to efficiently compute the difference in energy. Fast methods for full electrostatics
that are usable for Metropolis Monte Carlo have traditionally been unavailable. This section describes the
fast computation of differences to the full electrostatic potential energy approximation offered by multilevel
summation with work that scales logarithmically in the number of atoms. This means that a full sweep
of the atoms is possible with just O(N logN) computation, although the multiplicative constant for the
asymptotic complexity of the algorithm is sizable. However, this still does provide for larger systems an
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approach that is much cheaper than the O(N2) alternative of summing over the interactions between the
moved atom and all other atoms for each sweep. The use of the full electrostatic potential is thought to
provide better quality sampling. It should be possible to modify multipole-based methods to also provide
fast updates of the potential energy for nonperiodic systems, although the algorithms would be much more
complicated than the method presented here. None of the popular fast periodic methods seem suitable for
computing updates to the potential energy because of their use of fast Fourier transforms.
The electrostatic potential energy computed by multilevel summation has a decomposition into levels,
















where the notation here is consistent with Section 2.2. Given previously computed values for the grid charges
q0,q1, . . . ,q`, it is possible to compute the difference in potential energy δU that results from moving an
atom i from position ri to new position rnewi , along with updates to the grid charges q
0,new,q1,new, . . . ,q`,new,
with an amount of work per level that is bounded by a constant. Assuming that the size of the finest grid
Ω0 scales linearly with the number of atoms in the system, then there are O(logN) levels in the sum (7.7),
which implies an amount of work logarithmic in the number of atoms. The computation modifies the
work performed by the anterpolation, restriction, and direct part procedures, as discussed in Section 2.3, by
subtracting the potential contributions from position ri and adding the potential contributions from position
rnewi and their respective effects on the grid charges. Since forces are not required, the prolongation and
interpolation procedures are not needed. An upper bound on the constant work performed at each level is
determined by the choice of interpolant, the grid spacing h, and the cutoff distance a.
Although the mathematical expressions presented here assume nonperiodic boundaries, it is straightfor-
ward to extend this to the periodic case using the ideas from Section 6.2. Computation of the difference
in potential δU∗ due to the first term in the multilevel sum (7.7) involves the short-range potential at the
particle level. This computation is already familiar for Metropolis Monte Carlo, in this case using the cutoff











































It is necessary to subtract the contributions from excluded interactions, as designated by χ(i), to the long-
range interaction potential ga(r, r′) since these contributions are approximated on the grid hierarchy. Recall
that fa(r, r′) = 0 for ‖r′ − r‖ ≥ a, which means that, not counting the exclusions, there are approximately
2(4/3)pi(a/h∗)3 nonzero interactions, with a sphere of atoms of radius a/h∗ surrounding positions ri and
rnewi , where a fixed, uniform particle density h
−3
∗ is assumed.
For the grid levels, the positions remain fixed, but the assignment of charge to grid points changes due










Due to local support of the nodal basis functions φ0m, there are cubes of modified grid charges, for which
q0,newm 6= q0m, surrounding positions ri and rnewi . Define λ0 to be the dimension of these cubes of modified
charge; the total number of modified grid point charges is then no more than 2λ30. The charges on each










m − qk−1m ). (7.11)
Like the finest grid Ω0, these yield two cubes of modified grid charges on grid Ωk. Define λk to be the
dimension of these cubes of modified charge; the total number of modified grid point charges on Ωk is then
no more than 2λ3k.
The modified grid point charges on grid Ωk produce a difference in the potential energy δUk, for k =
0, 1, . . . , `. This difference is computed by adding the modified charge interactions between grid points and





























n − qkmqkn)Gˆkmn, (7.13)




n) − g2k+1a(rkm, rkn) for k = 0, 1, . . . , ` − 1, and the computation for the top level




n). The amount of work is related to the number of modified grid
point charges. For grid levels k = 0, 1, . . . , `− 1, the interactions between grid points is truncated beyond a
radius of 2k+1a, which, for grid Ωk of spacing 2kh, implies a sphere of interaction of radius 2a/h surrounding
each grid point. Since there are two cubes containing at most λ3k grid points of modified charge, the number
of modified interactions is bounded by 2(λk + 4a/h)3. For the top level grid, Section 6.1.1 shows that the
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total number of grid points is (2ν − 2)3, where ν is the number of grid points in the neighborhood of local
support for the chosen interpolant.
The total difference in potential energy is the sum of the terms computed at each level,
δU = δU∗ + δU0 + δU1 + · · ·+ δU`. (7.14)
To show that the work on each level is constant, it suffices to show that each λk is bounded by a constant.
Theorem 8 For each k = 0, 1, . . . , `, λk ≤ 2ν − 2.
Proof. The proof makes use of the recurrence relation (6.2) describing the grid point indexing for each
level. In this case, the recurrence is used to describe the end points of the cube of modified charge on each
grid. Since the dimension of each cube grows due to the nodal basis functions, this dimension is described
by λk = βk − αk + 1.
Using induction on k, the base case is λ0 = ν ≤ 2ν − 2, which holds for ν = 2, 4, 6, . . . as determined by
the choice of interpolant. Assume that the claim is true for k. Use of the recurrence gives








+ ν − 1. (7.15)
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145







≤ ν − 1, (7.20)
which with (7.15) implies that λk+1 ≤ 2ν − 2, proving the claim. 
7.4 Parallelization
Although parallelization concerns implementation rather than methodology, it is an important considera-
tion for practical use of the multilevel summation method for molecular dynamics. The molecular dynamics
community has embraced the use of parallel codes for the purpose of simulating larger systems over longer
time scales. For the simulation of biomolecules, the program NAMD [28, 21] is currently the most scalable
parallel code available. Future development of the multilevel summation method should include as a primary
objective a parallel implementation using the modern parallel programming paradigm Charm++ [22, 23]
for good scalability. Charm++ is the basis for NAMD’s noteworthy scalable performance, and its use for
multilevel summation will enable the method’s incorporation into NAMD. Doing so will provide greater
exposure of the multilevel summation method by making it widely available to the scientific community
and will simultaneously benefit NAMD with a fast method for nonperiodic boundary conditions, which is
presently lacking. In addition, multilevel summation provides a unified approach to computing electrostat-
ics, providing the same method for use with both nonperiodic and periodic boundaries, with a periodic
formulation of the method that is at least comparable in performance to PME, and multilevel summation
has the promise of better parallel scalability than PME.
Some initial effort towards parallelization of the method for periodic boundaries has already been under-
taken [20]. In that case, the method was parallelized using force decomposition, for which timings on smaller
parallel clusters, up to 64 nodes, showed better scalability than a similar PME implementation. The ap-
proach advocated here for future investigation is spatial decomposition, which should enable the best possible
parallel scalability. Although spatial decomposition is more difficult to implement than force decomposition,
it generally allows linear scalability in the number of processors with the number of atoms. Implementation
using Charm++ has the added advantage that the details regarding the mapping of parallel tasks to pro-
cessors can be left to the heuristics of the Charm++ scheduler and dynamically load-balanced to improve
runtime performance. This is particularly attractive for multilevel summation, especially considering the
complications involved with the communication for a spatial decomposition of tasks.
The computational diagram showing an inverted V-cycle with heavy “rungs” in Figure 2.4, Section 2.3,
suggests an approach toward the parallel decomposition of data and tasks. The bottom of the diagram at
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the particle level depicts atomic positions on the left and short-range pairwise interactions that contribute
to atomic forces on the right. NAMD already uses a three-dimensional spatial decomposition of atoms
and implements parallel computation of cutoff pairwise interactions, and these approaches are immediately
applicable to the short-range part of multilevel summation. Ascending the diagram up the left side represents
at each node three-dimensional lattices of charge, and descending down the right side represents at each node
corresponding three-dimensional lattices of potential. Most of the computation on the grid hierarchy occurs
at the rungs which perform the direct part that computes the potential on the right side determined by
weighted sums of charge on the left side. This is really the short-range part computed now between grid
points, simplified because the relative spacings between grid points are known a priori. This means that the
spatial decomposition performed for atoms can be extended in a straightforward, yet simplified, manner for
the grid levels.
The current implementation of NAMD decomposes the atoms into boxes that have length in each direction
at least as long as the cutoff, so that communication is localized to nearest neighbors. This approach is not
feasible for parallelizing the multilevel summation grids, because the cutoff distance of 2a/h would in practice
keep too many grid points for each box. For instance, with the higher accuracy values of a = 12 and h = 3,
there would be 83 = 512 grid points per box, and the data size needs to be smaller than this to achieve good
scalability. Allowing smaller box sizes means communication beyond nearest neighbors, however, Charm++
helps ease the difficulties involved with these increased communication requirements. NAMD also schedules
as separate parallel tasks the computation of the force interactions between pairs of atom boxes. This
strategy can also be used by multilevel summation to increase the number of tasks, which helps to improve
load balancing by having more work that can be distributed between processors and also helps improve
scalability to large numbers (hundreds and thousands) of processors by having enough separate tasks.
The transformation between the particles and the finest grid levels and also the transformation between
grid levels causes some additional complication. Generally, a spatial decomposition that assigns all of the
particles and grid points within some portion of the domain to a single task is the wrong approach for
efficiency. If the boxes are created so as not to be too large at the particle and finest grid levels, then there
will be increasing amounts of communication between tasks that are no longer localized in the decomposition,
finally resulting at the coarsest grid levels in all-to-all communication between the tasks. Instead, each
level of the grid hierarchy needs its own separate spatial decomposition, which means that the same sized
decomposition can be used at each level, since the cutoff distance remains 2a/h for all of the intermediate
grid levels. A final challenge is handling the top levels of the grid. For nonperiodic boundaries, the top level
is a dense matrix vector multiplication, so its parallelization might be specific to that particular operation.
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For periodic boundaries, the work at the upper levels diminishes to the point where it is more efficient to
assign the entire last, perhaps two, levels to a single task.
The computational diagram also shows the computational dependencies. Generally, the work cannot be
sent down the potential side of the diagram until both the direct part and prolongation to that level have
both completed. This means that the work involved with computing up and back down the hierarchy to
the given level needs to be balanced with the work involved with computing the direct part at that level to
reduce latency in the overall computation. Likewise, the work involved with computing the short-range part
needs to be balanced with the entire grid computation. This suggests that some smaller subset of processors
might be set aside to compute the grid hierarchy or the top levels of the grid hierarchy. Under-scheduling a
single processor is much less detrimental to performance than over-scheduling a single processor. NAMD’s
implementation of PME achieves adequate scalability because its computation, particularly the two FFTs
required for the reciprocal space part, is restricted to a subset of processors, and a majority of the work
is done for the real space part. Presumably the performance would suffer if more work were assigned to
the reciprocal space part and less to the real space part. The global communication pattern is expected to
favor the multilevel summation method, with what is essentially an all-to-one, one-to-all communication, as
opposed to PME which contains two many-to-many communications. The multilevel summation method
has a communication pattern somewhat similar to multigrid methods, except that the extra work along the
direct part should favor multilevel summation by maintaining useful work for processors.
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