The capacity to adjust to temporal regularities in the environment is widespread in the animal kingdom. Animals are able to tailor their behavior and physiology to a variety of periodic regularities spanning from very high to very low frequencies (i.e., from seconds to years).
One of the most obvious regularities is the daily light-dark cycle. An animal able to anticipate daily environmental changes and fine tune its behavior and physiology to them would certainly benefit in the struggle for survival and reproduction. Thus, from a functional perspective one would expect natural selection to have favored sensitivity to the correlates of the 2 -h rotation of the Earth. In other words, natural selection should have engendered (as it did) what are known as circadian rhythms at the physiological and behavioral levels (see Volume 1, Chapter 29, this handbook). Such rhythms are generated by internal clocks set or entrained by regular environmental cues, with the daily light-dark cycle having the dominant role (e.g., Panda, Hogenesch, & Kay, 2002; Reppert & Weaver, 2002) . Biological and social stimuli, though, may also entrain circadian rhythms (e.g., Davidson & Menaker, 2003; Mistlberger & Skene, 2004) .
In animal research, the periodic nature of feeding activities has been given much of the spotlight. Circadian regulated feeding was found in a variety of species including, among many others, honeybees (Apis mellifera; Beling, 1929; Frisch & Aschoff, 1987; Pahl, Zhu, Pix, Tautz, & Zhang, 2007) , garden warblers (Sylvia borin; Biebach, Falk, & Krebs, 1991) , pigeons (Columba livia; , and rats (Rattus norvegicus; Bolles & Moot, 1973) . Circadian clocks also seem to modulate sensory (e.g., Krishnan, Dryer, & Hardin, 1999) and cognitive performance in a variety of tasks and species (e.g., Cain, Chou, & Ralph, 2004; Kyriacou & Hastings, 2010) , as well as a variety of physiological variables such as temperature (Refinetti & Menaker, 1992) and heart rate (Massin, Maeyns, Withofs, Ravet, & Gérard, 2000) , to name a few.
Another periodic regularity is afforded by the 23.48° axial tilt of the Earth as it makes its annual elliptical orbit around the Sun. This tilt leads to the environmental periodicities called seasons, each raising its own challenges and opportunities to animal adaptation. Here too, natural selection sculpted organisms able to adjust behaviorally and physiologically to the many season-specific ordeals, thus allowing them to cope with the annual changes (Gwinner, 2012; Lincoln, Clarke, Hut, & Hazlerigg, 2006; Zucker, 2001) . Adaptations to these longterm cycles include not only the well-known cases of hibernation (e.g., Kondo et al., 2006; Pengelley & Asmundson, 1974) , migration (e.g., Gwinner, 2001) , and reproduction (e.g., Karsch, Robinson, Woodfill, & Brown, 1989) , but also, among many others, pelage growth (e.g., Martinet, MondainMonval, & Monnerie, 1992) , timing of pupation in some insects (e.g., Nisimura & Numata, 2001) , and food intake and body condition (Loudon, 1994) . These fine tunings to the daily and annual regularities of the environment are, to some extent, unsurprising considering their ubiquity and stability, as well as their daily impact in the animals' ecosystem. Perhaps more unexpected is the animals' ability to adjust to or display temporal regularities of seemingly arbitrary durations. Periodical cicadas of the genus Magicicada (Homoptera: Cicadidae) provide one of the most fascinating examples of long temporal regularities: Every 13 or 17 years, depending on the species, they emerge from the ground, develop into adults, mate, lay eggs, and die, all within an interval of 4-6 weeks (Williams & Simon, 1995) . Most of the fascination with these long-lived insects comes from their prime-numbered life cycle and their synchronous emergence in staggering numbers (up to 3.5 million ha
−1
). Several hypotheses have been put forward to explain this behavioral synchronicity, from the avoidance of long-lived parasitoids (Lloyd & Dybas, 1966a , 1966b to predator avoidance (Hoppensteadt & Keller, 1976) and hybridization avoidance (Cox & Carlton, 1988 , 1991 , but the issue remains controversial (see, e.g., Grant, 2005) .
What about arbitrary short durations? Do animals adjust their behavior when the environment imposes temporal regularities in the range of seconds to minutes? Animals are generally able to perform an action for a specific duration; anticipate an event once a particular interval has elapsed; retrospectively judge which of two intervals was shorter; or choose which of several cues signals the shortest delay to reward. This capacity is called interval timing, or timing, and it is the main topic of this chapter.
In what follows, we briefly underscore the relevance of interval timing in the natural habitat and then focus our discussion on laboratory research. We describe the most relevant experimental procedures, the typical pattern of results obtained with them, and two of the theoretical models that have been proposed to explain such results and generate novel predictions.
The Relevance of ShoRT InTeRvalS
In the natural world, animals can use a multitude of cues to regulate their behavior. The time elapsed since a particular event is one of them, but one cannot be sure whether it is indeed used or if it interacts or is even confounded with other available cues. The assumption that timing regulates some behavior in the wild is to some extent risky given the lack of controls, but the abundant evidence for timing in carefully controlled laboratory experiments mitigates the risk. Be that as it may, there are several domains of animal behavior that would ostensibly benefit from interval timing in natural circumstances.
Any animal foraging on a renewable food source faces a natural timing task. Assuming the animal is sensitive to the inter replenishment intervals, it can forage more efficiently not only by avoiding recently visited food sources but also by visiting each particular resource at or close to the moment of its new replenishment. This behavior is known as cropping and has been observed in a variety of species. Cody (1971) , for example, observed various species of finches in the Mohave Desert moving to different foraging sites each day and revisiting each site according to its replenishing interval. Similar behavior has been observed in pied wagtails (Motacilla alba; Davies & Houston, 1981) and many other species. Henderson, Hurly, Bateson, and Healy (2006) reported a particularly relevant field experiment with territorial rufous hummingbirds (Selasphorus rufus). The experimenters replenished eight artificial flowers at different intervals, four flowers 10 min after the bird emptied them, and the other four at 20 min after being emptied. As Figure 23 .1 shows, hummingbirds matched their return visits to the refill schedules, with the frequency distributions of intervisit times peaking at the appropriate intervals.
Closely related to these examples is time-place learning (for a review, see Thorpe & Wilkie, 2006) , wherein animals change their foraging site according to predictable temporal patterns. Typical demonstrations include the anticipation of tidal rhythms by wading oystercatchers (Haematopus ostralegus) to match foraging bouts with the time mussel beds become exposed (Daan & Koene, 1981) and the increased visits by krestels (Falco tinnunculus) to a previously seldom visited field around the time mice were now regularly released (Rijnsdorp, Daan, & Dijkstra, 1981) . This type of temporal regulation
has been observed in many other species, including garden warblers Biebach, Gordijn, & Krebs, 1989) , starlings (Sturnus vulgaris; Wenger, Biebach, & Krebs, 1991) , eight small passerine species (Stein, 1951) , honeybees (e.g., Beling, 1929; Wahl, 1932) , a variety of fish (Barreto, Rodrigues, Luchiari, & Delicio, 2006; Delicio & Barreto, 2008) , rats (e.g., Carr, Tan, & Wilkie, 1999; Carr & Wilkie, 1997; Pizzo & Crystal, 2002; Thorpe, Hallett, & Wilkie, 2007; Thorpe & Wilkie, 2005) , and pigeons (e.g., Wilkie, Saksida, Samson, & Lee, 1994) . Many of these time-place situations are amenable to circadian regulation, but interval timing is also involved in some of them, either exclusively or in combination with circadian timing (e.g., Pizzo & Crystal, 2002) . The length of the interval seems to be a key factor determining which timing mechanisms is deployed: Interval timing for relatively short durations and circadian timing for longer durations . Overall, time-place learning tasks may be solved on the basis of circadian and/or interval timing, depending for example on the discriminability of the time intervals, but also on many other relevant cues (e.g., in the oystercatchers' case, multiple visual cues that correlate with tides; see Crystal, 2006; Thorpe & Wilkie, 2006) .
Optimal foraging theory (Stephens & Krebs, 1986 ) also presupposes suitable temporal perception. Assuming that resource distributions are unstable, thus precluding the evolution of stable strategies across generations, animals must develop foraging strategies on the basis of experienced distributions (McNamara & Houston, 1985) . One of the best studied foraging scenarios is the marginal value theorem (MVT; Charnov, 1976; Parker & Stuart, 1976) as applied to central place foraging. Because the benefit of foraging in a particular patch increases less than linearly (the more food is found, the harder it is to obtain the next piece of food), at some point the local capture rate is not profitable enough compared with the average rate of the environment. The question then becomes, when should the animal abandon the patch? The answer is at the precise time when the local rate equals the overall rate (for a detailed treatment, see Chapter 14, this volume). Importantly, as the average travel time to a patch decreases so should the optimal residence time because less time is spent traveling the higher the capture rate. To our knowledge this prediction was met in every test (e.g., Kacelnik, 1984) .
It should be clear from the previous discussion that the MVT requires sensitivity to various time intervals such as travel time and interprey capture. In a laboratory task emulating the less than linear increase in benefit, Brunner, Kacelnik, and Gibbon (1992;  see also Kacelnik & Brunner, 2002) showed Vasconcelos, de Carvalho, and Machado 4 that starlings seem to use interval timing to solve the task. Communication is also, by definition, temporally structured: The sender must be able to transmit a message composed of signals in a particular sequence and duration such that the receiver is able to understand it. Songbirds, for example, learn songs and sometimes specific dialects by listening to other individuals (conspecifics or not; Baptista & Morton, 1988; Beecher & Brenowitz, 2005; Beecher, Campbell, & Stoddard, 1994; Marler & Tamura, 1964 This small tour illustrates the adaptive contributions that interval timing may have in countless naturally occurring behaviors. But to understand the precise properties of interval timing, understood as the control of behavior by arbitrary periodicities shorter than 24 h, we need to resort to the controlled conditions of the laboratory.
The PSychoPhySIcS of TIMe: PRoceDuReS anD DaTa
The control of behavior by relatively short intervals has been evident since early laboratory experiments in classical and operant conditioning. Even though we will focus our discussion in operant preparations, some of the first examples were reported by Pavlov (1927) . For example, when a delay conditioning procedure is used (i.e., the learned cue, the conditional stimulus, is presented on its own and ends with the presentation of the biologically relevant stimulus, the unconditional stimulus), animals show a conditioned response only toward the end of the interval. This phenomenon is called inhibition of delay and suggests the animal is timing the learned cue.
The field of interval timing has produced some of the most elegant experimental procedures and explanatory models in the field of experimental psychology. We describe next some of the typical procedures, including concurrent timing tasks, in which animals respond as the critical interval elapses (e.g., fixed-interval schedule, mixed fixedinterval schedules, peak procedure) and retrospective timing tasks in which the animal responds only after an interval ends (e.g., temporal generalization procedure, bisection task). We will then use some of them to illustrate how the models handle different tasks.
The fixed-Interval Schedule and the Mixed fixed-Interval Schedule
The operant equivalent of the delay conditioning procedure that led to the discovery of inhibition of delay is the fixed-interval (FI) reinforcement schedule. In a FI T-s schedule, a time maker such as the previous reinforcer or the onset of a tone or a light initiates the to-be-timed interval. Responses during the T-s interval are not reinforced and the first response after T-s elapse is reinforced and terminates the trial.
Clearly, optimal performance in such a schedule requires a single response immediately after T-s have elapsed. But as we will see in the following sections, timing mechanisms are not sufficiently accurate for such a pattern of behavior to emerge. Instead, as training proceeds, animals start to temporally differentiate their behavior, with little or no responding early in the interval, followed by one of two possible patterns: (a) a gradual acceleration of responding peaking near the end of the interval (the scallop pattern; Dews, 1978) or (b) a sudden transition from a low rate of responding to a high and constant rate that persists until the end of the interval (the break-and-run pattern; Schneider, 1969) . Which pattern is observed seems to depend on the length of the interval, with longer intervals engendering the former. Regardless of the pattern observed on each trial, when a number of such trials are aggregated, the response-rate function resembles and is well fitted by the left limb of a normal distribution. Figures 23.2a and 23.2b show data from pigeons and rats trained in FIs ranging from 30 s to Lejeune and Wearden (1991) . Boisvert and Sherry (2006) reported similar findings in an invertebrate, the bumble bee (Bombus impatiens).
Through the years, a flurry of research has attempted to identify the variables that influence responding in FI schedules, including the interval length, the amount of training, and the magnitude of the reward on several dependent variables such as the duration of the initial pause, the overall pattern of responding (break-and-run versus scallop), and the rate of responding, among others (e.g., Dews, 1978; Guilhardi & Church, 2004; Lejeune & Wearden, 1991; Lowe & Harzem, 1977; Lowe, Harzem, & Spencer, 1979; Richelle & Lejeune, 1980; Schneider, 1969; Wynne & Staddon, 1988) . Undoubtedly, the most relevant finding was that the response rate functions superimpose when both axes are scaled; the x-axis with respect to T and the y-axis with respect to the maximum response rate observed during the interval (e.g., Dews, 1970 Vasconcelos, de Carvalho, and Machado 6 property, this is the quasiuniversal hallmark of short interval time perception (for discussions of its violation, see Lejeune & Wearden, 2006; Staddon & Cerutti, 2003; Zeiler & Powell, 1994) . To observe the scalar property, the standard deviation of the measured behavioral variable should increase linearly with its mean, yielding a near-constant coefficient of variation. If we define timing accuracy by the coefficient of variation, then the scalar property means that timing accuracy remains constant across different intervals. The scalar property is thus the equivalent of Weber's law in the time domain (see Chapters 1 and 16, this volume). Given its ubiquity, the scalar property has imposed a significant constraint to timing theories as it must be accommodated in some fashion. This property gives the name to one of such theories, the scalar expectancy theory (Gibbon, 1977 (Gibbon, , 1991 Gibbon, Church, & Meck, 1984) .
One issue that remains poorly understood is the effect of reinforcement at T on durations longer than T. The few studies and observations that omitted the reinforcer and prolonged the interval indicate that the response rate either remains high (Ferster & Skinner, 1957; Machado & Cevik, 1998; Monteiro & Machado, 2009) or oscillates between pauses and periods of responding (Crystal & Baramidze, 2007; Kirkpatrick-Steger, Miller, Betti, & Wasserman, 1996; Machado & Cevik, 1998; Monteiro & Machado, 2009) , depending on how long the interval is prolonged. In other words, reinforcement at T seems to have different effects on responding before and after T. This asymmetry challenges the inference that because the maximum response rate occurs at T, the animal is timing the interval. Hence some researchers prefer to analyze the time of the first response (known as waiting time) in FI schedules. The general finding is, however, that the steady-state duration of the average waiting time is indeed a linear function of the programmed FI (Catania, 1970; Ferster & Skinner, 1957; Richelle & Lejeune, 1980; Wynne & Staddon, 1988) .
The FI schedule is also often used in mixed schedules. In one of the simplest, the mixed FI T 1 -FI T 2 schedule, on a proportion of trials, p, the first response after T 1 s have elapsed is reinforced; on the remaining trials, reinforcement is contingent on the first response after T 2 s have elapsed, with T 1 < T 2 (Catania & Reynolds, 1968; Ferster & Skinner, 1957; Leak & Gibbon, 1995; Lima, 2010; Whitaker, Lowe, & Wearden, 2003 , 2008 . Because both FIs are signaled by the same cue, when the FI T 1 is in effect, the average response pattern is similar to the one observed in the single FI schedule of reinforcement. However, when the FI T 2 is in effect, a bimodal response pattern emerges. Figure 23 .3 shows the response rate function obtained by Whitaker et al. (2003) using a mixed FI 30 s-FI 240 s. The function shows an increase in response rate toward a peak located close to 30 s into the trial, a subsequent decrease to low levels, and a final increase reaching a peak at 240 s.
The mixed FI-FI schedule of reinforcement is particularly important to understand timing mechanisms, for it shows that animals are able to learn to time two intervals to food signaled by the same cue. Moreover, some models assume the existence of separate memory stores for each reinforced interval (i.e., concentrated memories), whereas others assume that temporal memories are distributed. The response patterns observed in the longer components of a mixed FI-FI schedule are consistent with the latter and raise serious challenges to the former.
The Peak Procedure
Intimately related to the FI schedule, the peak procedure (Catania, 1970; S. Roberts, 1981) allows us to directly assess temporal memories. In some cases, it also illustrates the ability of animals to time at least two different intermixed durations sometimes signaled via different sensory modalities (e.g., S. Roberts, 1981) . Formally a mixed schedule, the peak procedure is composed of two types of trials signaled by the same cue: regular FI T-s training trials interspersed with longer trials (say 3T-s) ending without reinforcement, known as peak or empty trials. Typically, after sufficient training, the average response rates on peak trials increase from t = 0 to t = T and then decreases again as t surpasses T. Figures 23.4a and 23.4b show average response rates from rats and humans in peak trials. As for relatively short FIs, these smooth functions are usually an averaging artifact, given that performance on individual peak trials usually follows a break-run-break
pattern (e.g., Cheng, Westwood, & Crystal, 1993; Church, Meck, & Gibbon, 1994; Gibbon & Church, 1990 , 1992 Zeiler & Powell, 1994) . The response rate function typically observed in peak trials has been extensively studied, including the location of its mode (peak time), the height at the mode (peak rate), its symmetry around T, how it changes with different time markers, and how it evolves throughout training (e.g., Balci et al., 2009; Kaiser, 2008; S. Roberts, 1981 S. Roberts, , 1998 W. A. Roberts, Cheng, & Cohen, 1989) . Still other studies have examined the effects of sudden interruptions of the stimulus signaling trial onset (e.g., Cabeza de Vaca, Brown, & Hemmes, 1994; Kaiser, Zentall, & Neiman, 2002; S. Roberts, 1981 S. Roberts, , 1998 . When relatively long empty trials are used sometimes response rate increases again toward the end of the trials (e.g., Kaiser, 2008; W. A. Roberts et al., 1989) and may even show a cyclic pattern (Crystal & Baramidze, 2007; Kirkpatrick-Steger et al., 1996; Machado & Cevik, 1998; Monteiro & Machado, 2009) . But for our purposes, two findings are particularly noteworthy. First, as for the fixed interval schedules, the curves for different values of T superimpose when plotted in a common scale (i.e., they follow the scalar property); Figures 23.4c and 23.4d show the same data of Figures 23.4a and 23.4b plotted in scaled axes. Second, to observe the decrease in response rate for intervals longer than T, the animal must repeatedly experience those intervals in extinction.
The Temporal generalization Procedure
The temporal generalization procedure is a conditional discrimination task in which the sample duration signals whether a response will be reinforced. In its simple form, it is the retrospective analog of the FI schedule: Each training trial involves the presentation of a stimulus with one of two possible durations, T S or T seconds, with T S < T. At the end of the stimulus, a response key is illuminated or a lever is inserted to allow the animal to respond, but only responses that follow T are reinforced; those that follow T S are not. After learning this discrimination, unreinforced generalization trials with intermediate durations are interspersed amongst the training trials. Typically, the response rate or probability increases from T S to T, with the gradients obtained with different values of T following the scalar property.
If instead of two, the stimulus has three possible durations (T S , T, and T L ; with T S < T < T L ) and responses are reinforced only after T, we obtain the Vasconcelos, de Carvalho, and Machado 8 retrospective timing task equivalent to the peak procedure. Because now the animal experiences reinforcement at T and extinction at shorter and longer intervals, the gradient becomes Gaussianlike, peaking a T. Also, the longer T is, the broader the generalization gradients are and, when different values of T are compared, these gradients conform to the scalar property, superimposing when plotted with rescaled axes. Figures 23.5a and 23.5b show the response probability functions obtained by Church and Gibbon (1982) with T = 2 and 4 s, T S = 0.8 s, and T L = 7.2 s. As in previous procedures, the curves superimpose in relative time (Figure 23 .5c).
One outstanding issue concerns the shape of the generalization gradient outside the trained range.
Few studies have analyzed systematically the issue with durations shorter than T S or longer than T L (see Church & Gibbon, 1982) , but the issue is theoretically relevant given that different timing models either predict or assume particular patterns outside the experienced ranges.
The Bisection Task
The bisection task is one of the procedures most extensively used to understand timing in general and the properties of the generalization gradients in particular. In this task, a trial begins with one of two samples differing only in duration: the short sample, S S (e.g., a 2 s light or tone), or the long sample, S L (e.g., an 8 s light or tone). After Figure 23 .6a shows typical psychometric functions from the seminal work of Church and Deluty (1977) . In this task animals are required to classify the just experienced interval (the sample) as relatively short or long. As Figure 23 .6a suggests, the transition from a short to a long classification is rather smooth, not abrupt. In effect, the typical gradient is ogival, with few or no long responses at S S and reaching its maximum at S L . Of particular interest is the duration at which they choose R 1 and R 2 equally often, called the point of subjective equality (PSE) or the bisection point, for it is interpreted as the duration perceived as halfway between the short and the long samples. The PSE tends to be at the geometric mean of the trained durations (GM = √(S S *S L ); Catania, 1970; Church & Deluty, 1977; Platt & Davis, 1983; Stubbs, 1976) . Moreover, as Figure 23 .6b illustrates, gradients obtained with sample pairs with the same ratio (e.g., S S1 = 1 vs. S L1 = 4, S S2 = 2 vs. S L2 = 8, and S S3 = 4 vs. S L3 = 16), superimpose when plotted in relative time (e.g., test duration / short duration).
TheoRIeS of InTeRval TIMIng
The field of interval timing has been a vibrant area of research for the last 40 years, yielding a plethora of research findings to which the previous section can barely do justice. The empirical developments were accompanied by hefty advancements on the theoretical front. What are the mechanisms underlying Vasconcelos, de Carvalho, and Machado 10 interval timing? How do those mechanisms engender Weber's law in the time domain (i.e., the scalar property)? These are two of the unavoidable questions that any theory of timing must tackle. We will focus our discussion in two models: the scalar expectancy theory (SET; e.g., Gibbon, 1977 Gibbon, , 1991 and the learning-to-time model (LeT; Machado, 1997; Machado, Malheiro, & Erlhagen, 2009 ). The former, a cognitive, information processing model, is arguably the most influential model of animal and human timing. The latter emerged from the behaviorist tradition and has proved to have broad generality. Many other models could be discussed; a non-exhaustive list includes the multiple oscillator theory of timing (Church & Broadbent, 1990 ; see also Gallistel, 1990) , the behavioral economic model of timing (Jozefowiez, Staddon, & Cerutti, 2009) , the behavioral theory of timing (Killeen & Fetterman, 1988) , packet theory (Kirkpatrick, 2002) and its modified version, modular theory of learning (Guilhardi, Yi, & Church, 2007) , the multiple-time-scale timing model (Staddon & Higa, 1999) , the spectral model (Grossberg & Schmajuk, 1989 ), the diffusion model (Staddon & Higa, 1991) , and the active time model (Dragoi, Staddon, Palmer, & Buhusi, 2003) among numerous others, some neurobiologically inspired. We focus our attention on only two, not only in the interest of space but also for theoretical reasons: SET is intuitively clear at first glance and highly influential whereas LeT proposes entirely different timing processes that has been studied extensively in the laboratory.
The Scalar expectancy Theory
SET (e.g., Gibbon, 1977 Gibbon, , 1991 is unquestionably a hallmark in our understanding of timing processes. It has inspired highly creative research and several generations of researchers as well as alternative approaches from those disagreeing with its assumptions or unease with its inconsistencies. SET is a steady-state pacemaker-accumulator model with the structure shown in Figure 23 .7a: A pacemaker generates pulses at a high rate, an accumulator adds the pulses when a switch is closed, a long-term memory store saves the counts from the accumulator at the end of each reinforced interval, and a comparator keeps track of the relative discrepancy between current (i.e., accumulator) time and target (i.e., memory) time. When the discrepancy is small enough, the animal starts responding.
It is known that animals' temporal judgments vary from trial to trial and that such judgments usually follow the scalar property. This implies that the timing mechanism must have at least one source of variance. For SET, variance can arise at the clock, the long-term memory, the comparator, 
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or the switch latency. The pacemaker is usually conceived of as a Poisson emitter, that is, a device that generates pulses at a constant rate on average, but random, exponentially distributed interpulse intervals (Gibbon, 1977 (Gibbon, , 1992 . Mathematically, a Poisson timer leads to the opposite of what is usually seen, relatively more accurate timing with larger intervals because, in Poisson processes, the variance (not the standard deviation) increases proportionally with the mean, and the coefficient of variation decreases instead of remaining roughly constant. SET has addressed this issue in several ways, but typically it is assumed that the pacemaker emits pulses at a rate that remains constant within a trial but varies from trial to trial according to a normally distributed random variable . This generates scalar variance. Still within the clock subsystem, the switch may have variable latencies to close and open thus adding variability to the system, but such variability should be independent of the stimulus duration. Long-term memory can also introduce variability at the moment of storage and retrieval. For example, is has been assumed that under some circumstances the counts in the accumulator are multiplied by a Gaussian random variable, k, when transferred to long-term memory. Finally, variance can also arise in the decision phase if we assume that the point at which the relative discrepancy between elapsed and target time is small enough varies from trial to trial (for a detailed discussion of sources of variance, see Gibbon, 1992; .
To grasp the dynamics of SET, we will assume only one source of variance, that of the pacemaker, with its rate varying from trial to trial according to a normal random variable. Consider, for instance, a FI 10 s. At the onset of a to-be-timed stimulus four important events occur: (1) one sample is drawn from a normal distribution determining the pacemaker rate, λ; (2) the accumulator is reset to 0; (3) the switch is closed and the pulses from the pacemaker start flowing into the accumulator, the accumulator then tracks the duration of the signal via the number of pulses it contains, and; (4) a sample from the long-term memory store is retrieved. Because this is a steady-state model, it is assumed that this store is already populated with previously reinforced subjective durations. As time elapses, the comparator continuously compares the elapsed time (i.e., number of pulses in the accumulator) with the remembered time. When the relative discrepancy between the two is lower than a given decision threshold, b, the animal starts responding at a constant rate until the end of the trial. The typical decision rule for a FI schedule is
where N is the number of pulses in the sample extracted from long-term memory, λ is the rate of the pacemaker in the trial and t is the elapsed Vasconcelos, de Carvalho, and Machado 12 time (λt is therefore the current number of pulses in the accumulator), and b is the threshold value. This mechanism generates the aforementioned break-and-run pattern. Finally, when the signal terminates and the response is reinforced, the switch opens and the number of pulses in the accumulator is transferred to long-term memory. The pacemaker rate and the sample extracted from long-term memory will almost certainly be different on different trials, and therefore the moment the relative discrepancy falls below the threshold will also vary across trials. The effect of this variation are shifted break-and-run patterns that, when averaged, yield a smooth sigmoid response rate function similar to the average data shown in Figures 23.2a and 23.2b . Figure 23 .8 illustrates the dynamics of a FI trial according to SET.
The extension of SET to the peak procedure is straightforward. At stimulus onset on a given peak trial, a random sample sets the pacemaker rate (λ), the switch is closed allowing the pulses to be transferred to the accumulator and a sample from long-term memory is retrieved. As the value in the accumulator increases, the relative discrepancy between the number in the accumulator and the number retrieved from memory decreases. When To decide when to respond, the animal compares at each moment the number of pulses in the accumulator (λt) with the sample extracted from long-term memory (n). When the relative discrepancy between the two crosses the threshold, in this case b = .1, the animal starts to respond. The decrease in relative discrepancy is shown for λ = 1.0 and n = 5, and for λ = .67 and n = 6. The inset shows the decision rule. (c) The long-term memory store from where n is retrieved contains the number of pulses reached in previous reinforced trials. (d) once the threshold is crossed, the response rate is high and constant. Two functions are shown, one with a start point at 5 s (when λ = 1.0 and n = 5) and the other with a start point at 9 s (when λ = .67 and n = 6), each with a break and run pattern. (e) When the final response is reinforced, the number of pulses in the accumulator is transferred to the long-term memory store, 10 when λ = 1.0 and 6 when λ = .67. These counts are now included in the long-term memory distribution shown in (c). (f) averaged across many trials, the break and run pattern generated in individual trials yields a smooth sigmoid response rate function.
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the discrepancy falls below the threshold, b, the animal starts to respond at a relatively constant rate. As time elapses, the discrepancy reaches 0 and then increases because on peak trials the reinforcer is omitted and the trial is extended well past the usual reinforcement time. When the discrepancy exceeds the threshold, b, the animal ceases to respond. The net effect is a break-run-break pattern on a trial by trial basis and an average Gaussian-like function similar to the average data shown in Figures 23.4a and 23.4b. Detailed analyses, however, suggest that to explain some experimental findings two independent thresholds, b 1 and b 2 , may be necessary. Moreover, it seems that the two thresholds should be sampled from random variables with different means and variances (Church et al., 1994) . In a twothreshold SET model, b 1 and b 2 determine the start and stop times, respectively, according to the modified decision rule
For the bisection task, further elaborations are needed. Recall that in this task each trial involves one of two intervals, S S or S L , say 2 s or 8 s, respectively; once the interval elapses, the animal has to classify the sample as short or long depending on its duration. Testing involves the presentation of unreinforced intermediate durations.
To cl\arify the description, let us assume that the correct responses after the 2 s and 8 s samples are red and green, respectively. Because the task involves two intervals, SET assumes that two long-term memory stores are formed during training, containing the counts from previous experiences with the 2 s and 8 s samples. Figure 23 .7b shows the structure of SET for this task. As usual, at stimulus onset a randomly drawn sample determines the pacemaker rate, λ, and the switch closes allowing the pulses to flow into the accumulator. Once the sample ends, the switch opens and the animal then compares the number of pulses in the accumulator (λt) with, not one but two samples, a sample retrieved from the 2 s long-term memory store (N R ), and a sample retrieved from the 8 s long-term memory store (N G ). If λt is more similar to N G , the animal tends to classify the sample as long, otherwise it tends to classify the sample as short. Formally, the probability of choosing green is given by
Detailed analyses show that SET predicts the superimposition of psychometric functions when the ratio of the samples is held constant and the PSE at the geometric mean of the trained durations (see Gibbon, 1981) . Figure 23 .9 illustrates the dynamics of a 2 s sample and an 8 s sample trial according to SET. As it can be surmised from the previous descriptions, SET is not a unitary model but a family of models. Modifications can be implemented at each of its main components (the clock, the long-term memory, and the comparator) to accommodate the specificities of a particular timing task, but caution is recommended. On the one hand, coherence requires that similar tasks should be tackled with similar if not equal models. On the other hand, noticeably different tasks may grant modifications to capture their distinctiveness (Wearden, 1999) . Of course this distinction is not always clear and the proliferation of "family members" has prompted harsh critiques (e.g., Staddon & Higa, 1999) and ultimately alternative models. We turn to one of such models next.
The learning-to-Time Model
LeT (Machado, 1997; ) is a dynamic account of how time comes to control behavior, using as raw ingredients well-known principles of learning. Specifically, it relies on reinforcement, extinction, and generalization operationalized in fairly simple ways (e.g., linear learning rules) to predict and explain the temporal differentiation of behavior during acquisition and steady state. Because LeT does not appeal to specialized timing mechanisms but merely uses general and widely studied principles, we believe it sets the standard for those proposing complex and dedicated timing mechanisms.
Metaphorically, LeT spatializes time and the task of the animal is to learn through trial and success where relevant events (such as food) occur. The model has three components, whose basic structure Vasconcelos, de Carvalho, and Machado 14 is represented in Figure 23 .10a: a set of behavioral states (n = 1, 2, . . .), a set of associative links connecting the states to the operant response, and the operant response itself. At the onset of a time marker, the states are activated serially, one at a time. With training they become differentially associated or coupled with the operant response. From these two features, temporal regulation emerges: As time passes, different states become active; active states strongly coupled with the operant response occasion that response, whereas active states weakly coupled with the operant response do not occasion it.
LeT describes performance in FI schedules as follows. Once a trial starts, the behavioral states activate serially, one at a time. The speed of activation, λ, is a Gaussian random variable, with mean μ and standard deviation σ sampled at the beginning of each trial. The first state is active from 0 to 1/λ, the second from 1/λ to 2/λ, and so on. In a FI 10 s schedule, for example, assume that λ = 1 state/second at trial onset. Hence state n = 10 will be active at 10 s when the subject responds and receives food. On another trial, λ might equal 0.8 states/second and state n = 8 will be active at 10 s. In other words, the state active at 10 s or shortly thereafter varies from trial to trial. The model's response rule states that although state n ≥ 1 is active, the animal responds if the strength of the link of that state, W(n), is greater than a threshold θ. To mimic undifferentiated responding at the beginning of training, the initial strength (W0) of all links is greater than θ.
Finally, when the subject responds and receives food, the link between the active state, n*, and the operant response increases by the amount ΔW(n*) = β[1-W(n*)], where β > 0 is a reinforcement parameter, and the links from the earlier states (n < n*), active during extinction, 
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decrease by the amount ΔW(n) = -(α/n*)W(n), where α >0 is an extinction parameter. The links of all inactive states (n > n*) do not change their current strength. To summarize, the link strength of the reinforced state, n*, increases; that of all previous states, decreases; and that of all subsequent states does not change. Figure 23 .11 illustrates the dynamics of a FI trial according to LeT. The cumulative effect of reinforcement is to increase the links of the states more likely to be active at 10 s; conversely, the cumulative effect of extinction is to decrease the links of the states more likely to be active before 10 s. In particular, the links of the initial states decrease below θ and, hence, the subject ceases to respond at the beginning of the interval (the post-reinforcement pause). At the steady state, the link strengths express the cumulative effects of reinforcement and extinction-the animal's learning history-and form a distributed temporal memory.
The model predicts a break and run pattern for relatively short FIs and a scallop-like pattern for longer FIs (Dews, 1978; Schneider, 1969) ; the average response rate function will be sigmoidal, similar to the data shown in Figures 23.2a and 23.2b . Interestingly, the model also predicts that if we extend the trial well beyond T, responding should persist unabated for a long time, for the states that become active after T will have remained inactive during training and therefore will have preserved their initial links at W0 > θ.
The model accounts for the scalar property by means of its state activation dynamics and its extinction rule. Parameter λ, the random variable that governs the speed of state transition, induces scalar variability in the active state at time t (i.e., if n(t) ≈ λt, avg(n(t)) ≈ μt, and var(n(t)) ≈ σ 2 t 2 ). Moreover, the decrease in the links of states active in extinction is inversely proportional to the number of the reinforced state (α/n*). The rule means that the effect of extinction decreases with T-the longer the FI value, T, the higher n* ≈ μT, and the smaller the effect of extinction, α/(μT), a result akin to the partial-reinforcement-extinction effect. As showed, this learning rule ensures that the scalar variability present in state activation transfers, as it were, to measurable response rate.
The extension of LeT to the peak procedure is straightforward. Because the states active past T have rarely been active during the FI training, the strength of their associative links is preserved above θ. On peak trials, however, these states become active and lose their initial strength because of extinction. The net result is a Gaussian-like function similar to those displayed in Figures 23.4a and 23.4b .
To account for performance in the bisection task, we add to LeT's basic structure a second operant response and a new set of links between the behavioral states and that response. Thus, for the bisection task, each state has two sets of links, one to R 1 and the other to R 2 . The learning and decision rules also change because the animal does not respond during the sample and, when it does, it must choose between two competing responses. Vasconcelos, de Carvalho, and Machado 16 23.10b shows the structure of LeT for this task. To illustrate how the model works, consider a bisection task with S S = 2 s and S L = 8 s, and red and green keys as choice alternatives. The animal is rewarded for choosing red after the 2 s samples, and green after the 8 s samples. Assume that on a 2 s trial, state n = 2 is active at the end of the sample. The new decision rule states that the subject chooses red according to the relative strength of the links from state 2 to red and green. If we represent the links from state 2 to red and green as WR(2) and WG(2), respectively, then the probability of choosing red equals WR(2) / [WR(2) + WG (2)]. If the subject does choose red and receives food, the link between state 2 and red increases by the amount +β[1 -WR(2)] and the link between state 2 and green decreases by the amount -βWG(2); if instead the subject responds green (and does not receive a reward), the link between state 2 and green decreases by -αWG(2) and the link between state 2 and red increases by the amount +α[1 -WR (2)]. The same learning rule applies on the 8 s trials. According to LeT, training promotes choosing red and avoiding green after 2 s samples, and choosing green and avoiding red after 8 s samples. Because the first states in the series are more likely to be active at the end of S S , whereas subsequent states are more likely to be active at the end of S L , reinforcement and extinction bias the first states toward red and the subsequent states toward green. During test trials, as the sample duration increases and successive states become active, the probability 
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of choosing green over red increases. The net effect is the sigmoid psychometric function typically observed in the bisection task, as those shown in Figure 23 .6a, with the point of subjective equality near the geometric mean of the trained stimuli. Figure 23 .12 illustrates the dynamics of a 2 s sample and an 8 s sample trial according to LeT. Interestingly, LeT predicts that the subjects should be indifferent between red and green following intervals considerably shorter than 2 s and considerably longer than 8 s. Because states active at durations considerably shorter than 2s or considerably longer than 8 s are rarely active during training, their initial link strength (W0) to red and green is preserved. If the generalization tests include not only durations in the 2 s to 8 s range, but also durations outside this range, the predicted generalization gradient should be politonic: preference for green should decrease from indifference to 0 as t ranges from 0 s to 2 s, increase from 0 to 1 as t ranges from 2 s to 8 s, and finally decrease to indifference for t > 8 s. Some studies found politonic gradients consistent with LeT (e.g., de Carvalho, Machado, & Tonneau, 2016; Russell & Kirkpatrick, 2007; Siegel, 1986; Vieira de Castro, Machado, & Tomanari, 2013) , but some of these same studies and other studies have also found gradients inconsistent with LeT, at least for the longest test durations (de Carvalho, Machado, & Tonneau, 2016; Siegel, 1986; Vieira de Castro & Machado, 2012) . Vasconcelos, de Carvalho, and Machado 18 To summarize, LeT takes three full-fledged principles of learning-stimulus generalization, reinforcement, and extinction-as its foundation stone and is able to account for some of the most relevant findings in the interval timing domain. Through a series of sates, associative links, and operant responses the animal learns an important regularity in its environment, the correlation between time and a biologically potent event such as food.
contrasting Models of Interval Timing
The comparison of models is an utterly important scientific endeavor. Before long, as models proliferate, its relevance will only upsurge. Several models are able to accommodate the most robust findings in the field of interval timing (e.g., the scalar property, FI, peak performance). We are left with the arduous task of disentangling the models, in terms of their structure and dynamics and their successes and frailties. Statistics may help, but decisions on the basis of small differences in, for example, variance accounted for, seem unsuitable. Still, some of these aspirations can be accomplished by conceptual analyses; others require critical experiments. Here, we aim at contrasting SET and LeT.
Albeit SET and LeT are clearly disparate models in terms of background, dynamics, and even language, they do bear some similarities. They both include a mechanism to keep track of time: the clock (i.e., the pacemaker and accumulator) in SET and the serial organization of states in LeT. On each trial, the pacemaker emits pulses at rate λ (SET) or the states are activated at rate λ (LeT). At each particular moment in the trial, the number of pulses in the accumulator (SET) or the active state (LeT) represents elapsed time. The learning history is also present in both models; as a distribution of (subjective) reinforced times in SET and as differently weighed vectors of associative links in LeT.
Despite these similarities, the models differ in numerous ways mainly because they differ in regard to the learning mechanisms and to what is actually learned in timing tasks. Two of the differences should be conspicuous straightaway: First, whereas SET posits dedicated structures or modules to deal with temporal tasks, LeT relies on general principles of learning (reinforcement, extinction, and generalization) to engender temporally regulated behavior; second, SET captures the steady-state temporal regulation of behavior paying little attention to how it emerges, whereas LeT is a learning model with a strong emphasis on the acquisition of temporal control. Following , we focus our discussion in the structure of memory, the effect of time in retrieval, the contents of memory, and the effect of context on temporally regulated behavior.
The structure of memory differs greatly between the models (cf. Figures 23.7 and 23.10) . In SET, long-term memory is concentrated in stores with no particular internal organization. It can literally be conceived as an urn containing balls with the number of pulses inscribed, each ball with the same probability of being selected at retrieval. LeT, on the other hand, conceives of memory as distributed in the links connecting the states to the response. Although, LeT does not strictly speak of memory sampling, the strength of each link is effectively "sampled" only when its coupled state is active. Hence, in LeT, one can conceive of memory as serially structured by state activations.
The just mentioned differences in the structure of memory introduce differences in retrieval, too. In SET, retrieval is time-independent. At any given moment (i.e., regardless of the current number in the accumulator) a sample from long-term memory can be retrieved. The same is not true of LeT: memories, in this case the strength to the associative links, can be accessed only when the coupled sate is active. This makes retrieval time-dependent because the active state represents elapsed time.
Another difference motivated by the models' dynamics concerns the contents of memory. Consider for instance a FI T-s reinforcement schedule. According to SET, when the animal emits the first response after T and is reinforced the number of pulses representing elapsed time is transferred from the accumulator to the long-term memory store. If, however, no reinforcer is given, nothing is added to memory. The same is true for all responses occurring before T. In other words, memory represents only local relative rates of reinforcement because extinction is left out of the model. Conversely, because LeT considers reinforcement
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and extinction, the associative links represent the moments of reinforcement and the local absolute rates of reinforcement. The former by the link that is strengthened and the latter by how strong each link is relative to the others. Borrowing an analogy from , the distinction is similar to the one between relative and absolute frequency histograms. In LeT, the strength of the associative links are like an absolute frequency histogram because one can determine (a) whether reinforcement is more likely to occur at one moment than another, say t 1 and t 2 , but also (b) how frequent reinforcement is at t 1 and t 2 . On the other hand, memory in SET resembles a relative frequency histogram because the animal can infer (a) but not (b) from its contents. Finally, to fully appreciate the effect of context in memory, we will rely on a task for which SET and LeT make contrasting predictions-the double bisection (Machado & Keen, 1999) . The task combines two simple bisections sharing one sample duration. Suppose that in one bisection, the animal learns to choose red after a 1 s sample and to choose green after a 4 s sample. Suppose further that in the other bisection the animal is reinforced for choosing blue after a 4 s sample and for choosing yellow after a 16 s sample. Crucially, the correct choice for the common 4 s sample differs in the two bisections: green in the first and blue in the second. Once the animal masters both simple bisections, probe trials with samples ranging from 1 to 16 s and with green and blue comparisons are introduced. Both colors were associated with the 4-s sample, but their contexts differed. Green was embedded with the 1-s sample and red response, whereas the context for blue was the 16-s sample associated with yellow.
Assuming that animals do not have an a priori bias for a color, SET predicts indifference between green and blue regardless of sample duration. The rationale is as follows: During training the animal forms four long-term memories, one per sample duration, indexed by the corresponding correct color (say, M red , M green , M blue , and M yellow ). Because the content of each memory store depends only on the reinforced interval, the contents of M green and M blue will be identical (i.e., the distribution of pulses will have the same mean and standard deviation). Therefore, on a probe trial, when the t-s sample elapses, with 1 ≥ t ≥ 16, the animal will compare the number of pulses in the accumulator with two samples retrieved from memories with identical distributions. The net result is indifference between green and blue independently of the sample duration. This prediction stems directly from the fact that, according to SET, the contents of a particular memory store depend only on the reinforced duration indexed by a particular response with no interference from the context. In other words, in SET, memory is context independent.
For LeT, however, the contexts in which green and blue are reinforced and extinguished are paramount. Put differently, memory is context dependent. At the outset of training, all states are linked equally to blue and green. As the animals learn the two bisections, the choice of green is extinguished when the early states are active because those are most probably 1 s sample trials and the choice of blue is extinguished when the late states are active because those are most probably 16 s sample trials. Because of these trade-offs, by the end of training blue is more strongly linked to early states than green, and vice-versa for late states. This pattern of correlations predicts that preference for green over blue should increase with sample duration-a context effect.
Several studies have yielded data consistent with LeT but not SET: Preference for green increases monotonically with sample duration (e.g., Arantes & Machado, 2008; Machado & Keen, 1999; Machado & Pata, 2005; Oliveira & Machado, 2008 . Figure 23 .13 contrasts the models' predictions with the context effect reported by Machado and Keen (1999) .
On the whole, SET and LeT have some affinities but the differences are unassailable particularly concerning the properties of memory and what is actually learned in timing tasks. On the empirical side, both can account for the most fundamental findings in the interval timing realm; SET's failure in the double bisection task is diagnostic but probably not fatal. We prefer to emphasize more critical issues on the theoretical front. Despite SET's intuitive appeal and influence in the animal and human literature, LeT has its foundations on the solid ground , we advocate that LeT should be taken as a prudent null hypothesis. In our view, the proposal of more sophisticated timing abilities requires a clear treatment of acquisition processes, an equal degree of mathematical explicitness, and a convincingly better account of experimental data.
concluSIon
The ability of animals to regulate their behavior spans several orders of magnitude, from seconds to years. Circannual rhythms allow animals to anticipate upcoming seasonal changes increasing their probability of survival and reproduction. Circadian rhythms bestow animals the ability to adjust to the daily light-dark cycle allowing them to prepare for recurring events such as when and where food is available and when and where the risk of predation is high. Interval timing, on the other hand, deals with the animals' ability to temporally regulate their behavior in the range well below 24 hours as a function of biologically relevant events.
Temporal regularities in the range of seconds to minutes may, at first glance, appear artificial but as we have seen they pervade many superficially severed spheres of animal behavior, from foraging to communication. The bulk of research in interval timing has fitly resorted to the controlled conditions of the laboratory to expose its pivotal properties and mechanisms. Within certain boundary conditions, the psychophysics of animal timing is currently well characterized; many experimental procedures have been devised to study distinct facets of this ability such as concurrent and retrospective time perception. In virtually all of them, the hallmark of interval timing surfaced-the scalar property.
The advancements on the empirical side went hand in hand with theoretical developments through the development of a variety of explanatory models. Here, we introduced and compared two of such models: SET and LeT. Both models account well for most data but differ in their assumptions, structure and dynamics. Because LeT is based on basic principles of learning, we contend that it should be taken as an informed first hypothesis before advancing more elaborate processes.
Meanwhile, many questions remain unanswered. For instance, what is the shape of the psychometric function outside the trained range in a bisection task? Also, do inhibitory processes play a role in temporal control? Recall, for example that in a FI, as training proceeds, animals stop responding in the first section of the interval. Is this simply caused by the lack of excitation or by inhibition as well? The answers to these and many other questions may help to untangle models but, most important, they will 
