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ON THE SECOND-ORDER EULER OPERATOR 
DIFFERENTIAL EQUATION: EXPLICIT SOLUTIONS, 
APPROXIMATE SOLUTIONS, AND ERROR ESTIMATES 
by LUCAS J6DAR and ANTONIO HERVASsa 
1. Introduction 
Throughout this paper, H denotes a complex Hilbert space and L(H) 
denotes the algebra of all bounded linear operators on H. If T lies in L(H), 
then a(T) denotes the spectrum of T, and u,,,,(T) represents its compres- 
sion spectrum [l]. Cauchy problems related to the operator differential 
equation 
t2Xc2’ + A,tX(” + A,X = 0, t>o (1.1) 
where Ai are operators in L(H), for i = O,l, may be solved by means of the 
standard reduction-of-order method based on the change X = Y,, X”’ = Y2, 
after considering the equivalent equation 
Xc2)+ t-‘A,X(‘)+ tp2A,X=0, t > 0. 0.2) 
With the above change, it is clear that the solution of the Cauchy problem 
t 2X'2' + A,tX”’ + A,X = 0, X(a) = C,, X”‘(U) = c,, t >, a > 0, 
(1.3) 
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is given by 
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X(t) = [LO]@(ka> 2 , [ I 1 (1.4) 
where cb(t, a) is the fundamental operator associated to the system 
@t,a)= _jtp2 [ _ A,1 Wd 1 @(a,a) = I; (1.5) 0 1 
see [ll] for details. 
Even for the finite-dimensional case, the standard approach has the 
inconvenience of the increase in dimension and of the fact that the expression 
(1.4) is not explicit because an explicit expression of @(t, a) is not known in 
terms of data. Also, because of the existence of the prefactor [ Z,O], the 
expression (1.4) is not useful for studying boundary-value problems with 
complicated boundary conditions. 
In recent papers [7, 81, a method for solving the problem (1.3) in terms of 
a solution X0 of the algebraic operator equation 
Z2+(Al-Z)Z+Ao=O (1.6) 
is given, but the expression for the solution involves integrals of exponential 
operator functions, and thus, in order for it to be possible to find explicit and 
computable solutions of boundary-value problems related to equation (1.1) 
the boundary value conditions had to be simple. The aim of this note is to 
show that in an analogous way to the scalar case, we can represent the 
general solution of (1.1) in terms of exponent& exp( Xi log t ), where Xi, 
i = 0, 1, is an appropriate set of solutions of (1.6). 
The problem of solving operator equations of the type (1.6) has been 
treated by several authors and with different techniques, for the finite-dimen- 
sional case as well as for the infinite-dimensional one [2, 3, 61. The interplay 
between solutions of Equations (1.1) and (1.6) may be used for obtaining 
approximate solutions of Cauchy problems of the type (1.3) and it has been 
shown that error bounds of approximate solutions of the problem (1.3) may 
be given in terms of error bounds of approximate solutions of (1.6). 
Finally, we will show that our representation of the general solution of 
Equation (1.1) may be used for obtaining existence and uniqueness condi- 
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tions for solutions and an explicit expression for them, for two-point bound- 
ary-value problems of the type 
t ‘Xc2’ + tA 1X(1) + A,X = 0 > 
(1.7) 
F,X( b) + F,X”)( b) = 0, O<a,<t<b, 
where Ei, F, for i = 1,2 and A j for j = 0,l are operators in L(H). 
2. Main Results 
We begin this section with a lemma that provides us the general solution 
of the operator differential equation (1.1). This expression of the general 
solution of Equation (1.1) is based on the existence of a pair X,, X, of 
appropriate solutions of Equation (1.6). 
LEMMA 1. Let {X,, X,} be a pair of solutions of Equation (1.6) such 
that X, - X, is invertible in L(H). Then the generul solution of Equation 
(1.1) on the interval t > u > 0 is given by the expression 
X(t)=exp(X,logt)C+exp(X,logt)D, (2.1) 
where C and D are arbitrary operators in L(H). Zf X(a) = C, and X”‘(a) = 
C,, the relationship between the initiul conditions and operators C, D is given 
by 
C=exp( -X,loga){C,-(X,-X0)-‘(aC,-X&a)}, 
(2.2) 
D=exp( -X,loga){(X,-X,,-‘(aC,-X&)}. 
REMARK 1. If X,, Xi is a pair of different solutions of Equation (1.6) but 
the operator Xi - X, is singular, then the result stated in Lemma 1 is not 
true. In fact it is easy to show that if Xi - X, is singular, then the solution of 
the problem 
t 'Xc2) + tA,X”’ + A,X = 0, X(a)=O, X(“(a)=Z, t>a>O, 
is not expressible by (2.1) for any operators C, D in L(H). 
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The interplay between solutions of equations (1.6) and (1.1) may be used 
also to generate approximate solutions of Cauchy problems of the type (1.3), 
in terms of approximate solutions of operators X,, X, that satisfy (1.6) and 
are such that X, - X, is invertible. For instance, let us consider the problem 
(1.3) and let the operators X,, Xi satisfy the conditions of Lemma 1. If 
{Zn]n>O, {Wn]n>O are sequences of operators in L(H) such that 
lim.,, Z,= X, and limn_m W,, = X, in the operator norm of L( H ), then 
from (2.1), (2.2) it is clear that the sequence of operator functions X,(t) 
defined by 
X,(t)=exp(Z,logt)C,+exp(W,logt)D,, (2.3) 
where 
C,=exp(-Z,loga)C,-(W,-Z,)-‘(aC,-Z&a), 
(2.4) 
D,=exp(-W,loga)(W,-Z,)-‘(aC,-Z,C,), 
is pointwise convergent to the solution of problem (1.3). Also, by using the 
Banach lemma [5] and the mean-value theorem for operator-valued functions 
[4], we can prove that the order of approximation of X,(t) to the exact 
solution X(t) of the problem (1.3) is the same as that of Z, to X,, or of W,, 
to Xi. More precisely, the following result may be stated: 
THEOREMS. Let {X,, Xi} be a pair of solzltions of Equation (1.6) such 
that X, - X, is invertible in L(H). Let X,,(t) be defined by (2.3), (2.4) 
where {Z,} and {W,,} are sequences of operators in L(H), rwm-conver- 
gent to X, and X, respectiuely. Then X,(t) is pointwise convergent to the 
only solution X(t) of the problem (1.3). The approximation error of X,(t) 
satisfies 
P,(t) - X(t) II= WG - &II) + O(llWn - Xlll) 
when n+co. 
REMAFUC 2. Conditions on the data in order to ensure the existence of a 
pair X,, Xi of solutions of Equation (1.6) such that X, - X, is invertible may 
be found in [3]. Iterative techniques for obtaining approximate solutions of 
X, and X, may also be found in [3]. 
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In order to clarify the statement of the next result, let us denote by 
S = (S,,), for 1 Q i, j < 2, the operator matrix defined by the expression 
(M,+%X,)exp(X,loga) (M,KX,)exp(X,loga) 
(N,+N,X,)exp(X,Zogb) (N,+N,X,)exp(X,logb) . (2*5) 1 
Now, the following result holds: 
THEOREM 3. Let us consider the boundary-value problem (1.7), and let 
S be the operator matrix defined by (2.5). 
(i) The problem (1.7) has nontrivial solutions if 0 E u,,,,(S). In this 
case, the solution set of (1.7) is given by (2.1) where C, D, are operators in 
L(H) satisfying 
s c =o 
[ 1 D * 
(ii) Zf the operator matrix S is invertible in L(H@H), then the only 
solution of the problem (1.7) is the trivial one, X(t) = 0 for all t E [a, b]. 
(iii) Zf H is finite-dimensional, then a necessary and sufficient condition 
for the existence of nontrivial solutions of the problem (1.7) is that the matrix 
S defined by (2.5) be singular. Under this hypothesis the solution set of (1.7) 
is given by (2.1) where C, D are matrices which satisfy the system 
s c =o 
[ 1 D * 
REMARK 3. Boundary-value problems analogous to the ones studied in 
this paper for the Euler operator differential equation (1.1) have been 
recently considered in [9, lo] for the second-order operator differential 
equation Zf2) + A,Z(‘) + A,Z = 0, in terms of an appropriate pair of solu- 
tions of the algebraic operator equation Z2 + A ,Z + A, = 0. 
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ON THE STUDY OF DIFFERENTIAL AND 
DIFFERENCE EQUATIONS 
USING LAMBDA-MATRICES 
by TERESA P. LIMA,24*25 J. C. N. CLiMAC0,2e and JO& VIT6RIA27~28 
1. 
Differential and difference equations arise in several practical problems in 
engineering and economics. In this synopsis we summarize some research 
carried out in relation to both types of equations, by using lambda-matrices. 
Our results on differential matrix equations are summarized in Sections 3, 
4, 6; our results on difference matrix equations are presented with some 
details in section 5. 
2. 
The differential matrix equations we consider are of the type 
A,r(“)(t)+A,x(“-l)(t)+ a.. +A,_,x”‘(t)+A.x(t)=f(t), (1) 
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