The Reaction Ensemble Monte Carlo ͑REMC͒ computer simulation method ͓W. R. Smith and B. Tříska, J. Chem. Phys. 100, 3019 ͑1994͔͒ is employed to predict the thermodynamic behavior of chemically reacting plasmas using a molecular-level model based on the underlying atomic and ionic interactions. Unlike previous plasma simulation studies, which were restricted to fairly simple systems of fixed composition, the REMC approach is able to take into account the effects of the ionization reactions. In the context of the specified molecular model, the computer simulation approach gives an essentially exact description of the system thermodynamics. We develop and apply the REMC method for the test case of a helium plasma. We calculate plasma compositions, molar enthalpies, molar volumes, molar heat capacities, and coefficients of cubic expansion over a range of temperatures up to 100 000 K and pressures up to 400 MPa. We elucidate the contributions of the Coulombic forces, ionization-potential lowering, and short-ranged interactions to the thermodynamic properties. We compare the results with those obtained using macroscopic-level thermodynamic approximations, including the ideal-gas ͑IG͒ and the Debye-Hückel ͑DH͒ approaches. For the helium plasma, the short-ranged forces are found to be relatively unimportant, but we expect these to be important for molecular systems. The DH theory is always more accurate than the IG approximation. The DH theory yields compositions that slightly underpredict the overall degree of ionization. For the molar heat capacity and the coefficient of cubic expansion, the DH theory is accurate at lower pressures, but at 400 MPa yields results that are up to 40% in error for the molar heat capacity.
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I. INTRODUCTION
The plasma state is frequently referred to as the fourth state of matter in the sequence: solid, liquid, gas, plasma. Plasmas are important in materials processing, including melting and refining of metals and alloys, plasma chemical synthesis, and plasma waste destruction. Other important applications occur in high-voltage circuit breakers, nuclear reactors, and electrical discharge machines. Temperatures of interest in plasmas range up to 100 000 K, and pressures up to 100 MPa or more.
1,2
Among the most important properties of a plasma are its composition and its thermodynamic and transport properties. Most plasma models employ as a basic assumption the condition of local chemical equilibrium. This means that the electrons, ions, and neutral particles all have the same ͑ki-netic͒ temperature and that reaction chemical equilibrium has been achieved locally.
1 Chemical equilibrium at specified temperature T and pressure P is attained when the system Gibbs free energy is minimized subject to the mass conservation, charge neutrality and non-negativity constraints. 3 At the macroscopic ͑thermodynamic͒ level, specification of the system Gibbs free energy entails modeling of the species chemical potentials, and its minimization requires the use of a nonlinear optimization algorithm. The chemical potential of each species is the sum of an ideal contribution and a nonideal ͑excess͒ contribution. Sources of nonideality in plasmas are the presence of long-ranged Coulombic interactions between charged particles, the composition-dependent lowering of the ionization potential, and short-ranged ͑neutral-neutral and neutral-charged particle͒ interactions. Traditionally, only the first two factors have been taken into account, both using the Debye-Hückel ͑DH͒ approximate theory.
1 The numerical calculation of plasma compositions by means of the macroscopic approach remains an active area of interest.
2,4-6 Molecular-level computer simulation techniques provide, in principle, a computational tool for the essentially exact calculation of macroscopic plasma properties based on only a knowledge of the underlying intermolecular potential models. Previous simulation methods for plasmas ͑for a review, see e.g., Hansen 7 ͒ have been limited in their ability to realistically model plasma behavior due to their inability to account for the ionization reactions. They focused mainly on the interactions between the charged particles, and studies were carried out only on relatively simple systems of fixed composition. In addition no comparisons were generally made with results of approximate theories.
The recently-developed Reaction Ensemble Monte Carlo ͑REMC͒ method, due to Smith and Tříska, 8 is a molecularlevel simulation method for calculating equilibrium compositions and thermodynamic properties of systems undergoing an arbitrary number of chemical reactions and consisting of any number of phases. It has been shown to be a useful tool for predicting the chemical and phase equilibria of systems encountered in the chemical processing industry. [9] [10] [11] Its potential uses and limitations are discussed in the original paper. 8 The purpose of this paper is to demonstrate the application of the REMC computer simulation method to predict the behavior of chemically-reacting plasmas. Such systems are qualitatively different from those typically encountered in the chemical processing industry, due to the presence of ionic forces and high temperatures and pressures. We develop the required simulation formulation, and consider the helium plasma as a test case. For this system, we assess the accuracy of the classical DH macroscopic model, and also consider the contributions of different aspects of the molecular-level model ͓Coulombic forces, ionizationpotential ͑IP͒ lowering, and short-ranged interactions͔ to the plasma properties.
In the next two sections of the paper, we describe the details of the REMC methodology for the helium plasma; this is followed by a description of the intermolecular potential models used. The subsequent section describes the details of the simulations, followed by a section concerning results and their discussion. The final section contains our conclusions.
II. REMC SIMULATION METHODOLOGY FOR THE HELIUM PLASMA
The helium plasma is a reacting mixture involving the four species: neutral He͑1͒, ions He ϩ (2), and He ϩϩ (3), and electrons e Ϫ (4), which is governed by the ionization reactions
He ϩ ϭHe ϩϩ ϩe Ϫ .
͑2.2͒
The reaction ensemble partition function 8 for this system can be written as
͑2.3͒
where V is the system volume, q i is the internal part of the partition function for species i (iϭ1,2,3,4), and ⌳ i is its de Broglie thermal wavelength. N i is the number of particles of species i, and ͕N i 0 ͖ represents an arbitrary particular system composition satisfying the mass-balance and chargeneutrality constraints. 1 and 2 are reaction extents for reactions ͑2.1͒ and ͑2.2͒, respectively, ji are the stoichiometeric coefficients corresponding to these reactions, U(V,z 1 ,...,z N ) is the configurational energy expressed in terms of V and the scaled variables z which lie in ͑0,1͒, and ␤ϭ1/(k B T), where k B is Boltzmann's constant. The summations are over all ͑integral͒ values of 1 and 2 for which the particle amounts N i ϭN i 0 ϩ ͚ j j ji remain non-negative. The REMC method generates a Markov chain to simulate the properties of a system governed by Eq. ͑2.3͒. The chain consists of three types of state transitions: particle moves, volume changes and reaction moves. The particle moves and volume changes are implemented in the usual way;
12 the transition probability k→l for particle moves is
where ⌬U kl ϭU l ϪU k is the change in configurational energy. The transition probability k→l for volume changes is
The transition probability k→l for reaction moves for reaction j is
͑2.6͒
where j is the net change in the number of moles for reaction j, j ϭ ͚ i ji , and ⌫ j is the ideal-gas ͑IG͒ driving force for the reaction,
͑2.7͒
where i 0 (T, P 0 ) is the molar standard chemical potential of species i at the temperature T and the standard-state pressure P 0 ͑taken to be 1 bar͒, and R is the universal gas constant.
In the particular case of the helium plasma considered here, for reaction ͑2.1͒, the transition probability k→l for a forward reaction move (ϭϩ1) is
and the transition probability k→l for a reverse reaction move (ϭϪ1) is
The transition probabilities for reaction ͑2.2͒ are given by similar expressions.
Reaction steps for reactions ͑2.1͒ and ͑2.2͒ are carried out as follows: ͑i͒ a reaction is selected randomly with equal probability, and ͑ii͒ for the selected reaction, a forward or reverse reaction move is attempted according to a preset probability of 0.5. For a forward move, a reactant particle A is selected at random, and an attempt is made to simultaneously replace it by a product particle B and to insert a product particle C at a random position in the system. Similarly, for a reverse move, product particles B and C are chosen at random, and an attempt is made to simultaneously replace the B particle by a reactant particle A and to delete the C particle. Equations ͑2.8͒ and ͑2.9͒ give the respective probabilities of success of each type of reaction move.
III. CALCULATION OF
0 "T,P 0 …
AND THE INCORPORATION OF IONIZATION-POTENTIAL LOWERING
The dependence of i 0 (T, P 0 ) on P 0 is usually suppressed, and i 0 (T) may be expressed as
where the molar enthalpy h i 0 (T) and the molar entropy s i 0 (T) may be expressed as
In Eqs. ͑3.2͒ and ͑3.3͒, ⌬H f i (T r ) is the enthalpy of formation of species i at the reference temperature T r ͑taken here as 298.15 K͒; s i 0 (0)ϵ0, and c pi 0 (T) is the IG heat capacity of species i. c pi 0 are obtained by appropriate summations over the energy levels of species i. 13 ⌬H f i are determined from IP data ͓the enthalpy changes IP 1 and IP 2 for reactions ͑2.1͒ and ͑2.2͒, respectively, at 0 K͔ and heat-capacity data; adopting the convention that ⌬H f i (T r )ϵ0 for He and for e Ϫ gives
In a plasma, the Coulombic interactions lower IP i .
1,2,6
The exact calculation of this effect is a complex problem. 14 The essential difficulty is that the internal and configurational parts of the partition function are not independent. Any suitable approximation for this effect may be incorporated into the REMC simulation methodology, in principle.
For the calculations of this paper, we incorporate a typicallyused approximation, obtained from the correction of the Saha equation 15, 16 
where z is the ionic charge of the product ion, e is the electronic charge, ⑀ 0 is the permittivity of free space, N A is Avogadro's number, and D is the Debye length, defined by
where v is the molar volume and y i is the mole fraction of species i. Equation ͑3.6͒ may be used for densities fulfilling the inequality
where a is the mean particle spacing,
.
͑3.9͒
The IP lowering directly affects ⌬H f (T r ) for the ionic species by the lowered IP 1 and IP 2 values in Eqs. ͑3.4͒ and ͑3.5͒. It also has a secondary effect on h i 0 (T), s i 0 (T), and i 0 (T) for the ions via its effect on the c pi 0 values, resulting from the lowering of the upper energy limit ͑the ionization limit͒ in the partition function summations used in their calculation. If we neglect the latter effect, the IP lowering may be incorporated into a modification of the molar enthalpy for an ionic species of charge ϩz.
2,6,17 The molar enthalpy of an
where h A ϩZ 0 (T) is computed from Eq. ͑3.2͒. The final expres- 
for the species in the helium plasma are listed in Table I . These were obtained by calculations involving the energy levels 18 and least squares fits to the resulting values over the temperature range 298.15 K-100 000 K. 6 Since the species chemical potentials are affected, the IP lowering also makes a contribution to the system pressure, given by 6,17
IV. INTERMOLECULAR POTENTIAL MODELS

A. Charged particle-charged particle interactions
The typical range of temperatures and pressures in plasma applications is such that the reduced de Broglie thermal wavelength of electrons is shorter than the mean interparticle distance, and hence, the electrons may be treated as only weakly degenerate. 7 The interactions between charged particles in the helium plasma ͓He ϩ (2), He ϩϩ (3), e Ϫ (4)] can then be described by effective pair potentials, as given by Deutsch and co-workers 19 
͑4.2͒
B. Neutral particle-neutral particle interactions
The interactions between neutral particles in the helium plasma ͓He͑1͔͒ were represented by the exponential-6 ͑Exp-6͒ potential
where r c is the range of the Exp-6 core, and the Exp-6 coefficients A, B, and C 6 are defined using the attractive welldepth , the range of the exponential repulsion r m and the stiffness parameter of the exponential repulsion as
Numerical values of the Exp-6 potential parameters for the He-He interactions were taken from Ree 20 and are listed in Table II . 
C. Neutral particle-charged particle interactions
The He-He ϩ interactions were also represented by Exp-6 potentials. To obtain the potential parameters, we used the Universal Force Field approach. 21 This first constructs a hypothetical Exp-6 potential for He ϩ -He ϩ interaction as follows. The potential has the same stiffness parameters as the neutral He atoms, i.e., He ϩϭ He ; the B He ϩ and C 6 He ϩ Exp-6 coefficients are evaluated by scaling the B He and C 6 He 22 The final step is to calculate Exp-6 potential parameters for the He-He ϩ interaction using the Lorentz-Berthelot rule 12 for combining the He-He potential and the hypothetical He ϩ -He ϩ potential described above. Numerical values of the Exp-6 potential parameters for the resulting He-He ϩ intermolecular potential are listed in Table II. The He ϩϩ particles are essentially helium nuclei and their diameters are approximately 10 Ϫ4 times of the atomic diameters.
1 Hence, we considered the He ϩϩ particles to be charged point masses that do not interact with the neutral particles. For the He-He ϩϩ and He-e Ϫ interactions, we incorporated a temperature-dependent hard-core exclusion. The diameter of the He core was determined from the Exp-6 potential, representing the He-He interactions by means of the hybrid Barker-Henderson expression 23 ͑T ͒ϭr c ϩ ͵ r c r m
V. COMPUTATIONAL DETAILS
In the REMC simulations, we used between 500 and 1400 particles in a cubic simulation box, the minimum image convention, periodic boundary conditions, and cutoff radius equal to half the box length. The Exp-6 long-range correction for the configurational energy was included, 12 assuming that the radial distribution function is unity beyond the cutoff radius. We treated the long-range interactions in the Deutsch potential by the reaction-field method 24 with the reactionfield dielectric constant set to infinity. The REMC simulations were organized in cycles as follows. Each cycle consisted of three steps: n D particle moves, n V volume moves, and n forward and reverse reaction moves. The three types of moves were selected at random with fixed probabilities, chosen so that the ratio n D :n V :n in the cycle was N :1:N , where N was about 10 to 20% greater than the maximum number of particles during a simulation run. Acceptance ratios for particles moves and for volume changes were adjusted to approximately 30%.
We incorporated the IP lowering into our simulations using an iterative approach as follows. We first employed an initial simulation period, which was divided into several blocks, typically 500 cycles for equilibration and 2000 cycles for the accumulation of ensemble averages. In the first block, the REMC simulation was performed without IP lowering.
After each block was completed, the composition ͕N i ͖ and volume V were used to calculate the effect of the IP lowering on ⌫ 1 and ⌫ 2 , and the pressure was set to PϪ P IPL , with P IPL given by Eq. ͑3.12͒ for a simulation in the subsequent block. The initial simulation period was terminated when the changes in ⌫ 1 , ⌫ 2 , and P IPL between two subsequent blocks were less than 1%; this typically occurred after three blocks. After this initial period, we generated 2ϫ10 4 cycles to accumulate averages of the desired quantities. The precisions of the simulated data were obtained using block averages, with 500 cycles per block. In addition to ensemble averages of the quantities of direct interest, we also monitored convergence profiles of the thermodynamic quantities, in order to keep the development of the system under control. 25 Other and potentially more efficient strategies are possible for incorporating the IP lowering. For example, it can be directly incorporated into the reaction transition probabilities of Eqs. ͑2.8͒ and ͑2.9͒, using either instantaneous values of D in Eq. ͑3.6͒ or using values obtained from running averages of ͕N i ͖ and V. However, these approaches, in contrast to the iterative approach we employed, do not satisfy the condition of microscopic reversibility. Nevertheless, we observed that the REMC simulations using all approaches gave essentially identical numerical results.
For the IG and DH calculations, we numerically solved the equilibrium conditions. 2,6,17
VI. RESULTS AND DISCUSSION
We performed REMC simulations at three pressures: P ϭ͕10,100,400͖ MPa, and for temperatures ranging from 20 000 K to 100 000 K with temperature steps of 2500 K and 5000 K. Our REMC simulation results are summarized in Tables III-V. The last columns of these tables show that the inequality of Eq. ͑3.8͒ is satisfied, justifying our use of the IP lowering given by Eq. ͑3.6͒. Figures 1-5 show, respectively, comparisons of the simulated compositions, molar enthalpies, molar volumes, molar heat capacities, and coefficients of cubic expansion with values obtained using the IG and the DH approximations.
The subfigures of Fig. 1 show similar trends, which are most marked at the highest pressure. The IG approximation predicts compositions that indicate lower overall ionization than either the DH or the simulation values. The DH approximation slightly underpredicts the extent of ionization, but generally agrees very well with the simulation results, even at the highest pressure.
In Fig. 2 , we compare the molar enthalpy, h, evaluated from the simulation data with those obtained using the IG and the DH approaches. The simulation molar enthalpy was computed as the sum of the ideal part, h 0 , and the excess part, h e , 
͑6.4͒ Figure 2 shows that the approximate results agree well with the simulation values at the lowest pressures, and the IG accuracy deteriorates slightly at 100 MPa. At 400 MPa, the IG approximation is poor, and the DH results are only slightly inaccurate. In all cases, the DH results lie intermediate to the IG and the simulation results. The molar volumes of Fig. 3 show similar trends to the molar enthalpy results, but the differences are slightly greater.
The temperature derivatives of the molar enthalpy and the molar volume may be calculated essentially exactly within the IG and the DH approximations. 2, 6, 17 The former is the molar heat capacity
͑6.5͒
and the latter is the coefficient of cubic expansion
where n t is the total number of moles. We calculated c p and ␤ from the simulation results by numerical differentiation, performed with aid of the TableCurve™ 2D software FIG. 1. Equilibrium composition of the helium plasma at ͑a͒ Pϭ10 MPa, ͑b͒ Pϭ100 MPa and ͑c͒ Pϭ400 MPa, over the temperature range 20 000 K-100 000 K. Filled symbols denote the Reaction Ensemble Monte Carlo simulation results of this work, and dotted and solid curves correspond to the results obtained using the ideal-gas and Debye-Hückel approximations, respectively.
package. 26 To check the accuracy of this approach, we performed the same calculations using the DH enthalpies and volumes at the simulated temperatures, and compared them with exact analytical calculations. We found that the c p and ␤ values obtained in this way agreed with the exact c p and ␤ values to within 1%.
Comparisons of c p and ␤ obtained by numerical differentiation of the simulation data with c p and ␤ obtained from the IG and DH approaches are plotted in Figs. 4 and 5, respectively. Since c p and ␤ are derivatives of the curves of Figs. 2 and 3, the differences among the results are greater, especially at the higher pressures. In all cases, it continues to hold that the DH results lie intermediate between the IG and the simulation results. The discrepancies for the c p results are greater than those for ␤; at 400 MPa, the DH results are in error by up to 40%.
We evaluated the effect of the short-ranged interactions in our plasma model as described in Sec. IV by performing REMC simulations using a model with these interactions switched off. This corresponds exactly to the underlying intermolecular potential model used by the classical DH macroscopic model. We found that the effect is nearly negligible ͑within the range of the simulation statistical uncertainties͒. However, we expect that the effect of the short-ranged interactions on the plasma properties will be important at higher densities and for plasmas containing molecular species.
We evaluated the effects of IP lowering by calculating the contributions to the pressure and to the molar enthalpy for our simulation results due separately to IP lowering and to the Coulombic forces. The IP-lowering contributions are given by Eqs. ͑3.12͒ and ͑6.4͒; the Coulombic contribution to the pressure is
͑6.7͒
and the Coulombic contribution to the molar enthalpy is
͑6.8͒ Figure 6 shows the contributions of the IP lowering and of the Coulombic forces to the pressure and to the molar FIG. 2. Molar enthalpy of the helium plasma at ͑a͒ Pϭ10 MPa, ͑b͒ P ϭ100 MPa, and ͑c͒ Pϭ400 MPa, over the temperature range 20 000 K-100 000 K. Filled symbols denote the Reaction Ensemble Monte Carlo simulation results of this work, and dotted and solid curves correspond to the results obtained using the ideal-gas and Debye-Hückel approximations, respectively.
FIG.
3. Molar volume of the helium plasma at ͑a͒ Pϭ10 MPa, ͑b͒ P ϭ100 MPa, and ͑c͒ Pϭ400 MPa, over the temperature range 20 000 K-100 000 K. Filled symbols denote the Reaction Ensemble Monte Carlo simulation results of this work, and dotted and solid curves correspond to the results obtained using the ideal-gas and Debye-Hückel approximations, respectively. enthalpy at the highest pressure considered. At low temperatures, where there is only a small degree of ionization, the DH results are similar to the simulation results. Figure 6͑a͒ shows that the DH results agree reasonably well with the simulation results for the contribution to the pressure due to IP lowering, and the DH results are less accurate for the contribution due to the Coulombic forces. For the molar enthalpy ͓Fig. 6͑b͔͒, the discrepancies are similar for the contributions due to both sources.
The IP-lowering contributions for the DH and the simulation approaches both arise from the same source, Eq. ͑3.10͒. Differences in these results arise only from differences in the compositions obtained using each approach. In order to more clearly indicate the accuracy of the DH theory with respect to its treatment of Coulombic forces, we show in Fig. 7 calculations at Pϭ400 MPa that exclude IP lowering ͑and also the short-ranged interactions͒. These results indicate only the effects of the Coulombic forces. It is seen that the DH theory underestimates the magnitude of the Coulombic contributions to both the pressure and to the molar enthalpy. The magnitude of the DH values are Ϸ50% of the correct values.
VII. CONCLUSIONS
We have formulated the Reaction Ensemble Monte Carlo computer simulation approach for predicting the thermodynamic properties of chemically-reacting plasmas based on a molecular-level model for the species interactions, and applied the method to the helium plasma as an example. We compared the essentially exact simulation results with those obtained from the ideal-gas ͑IG͒ and the Debye-Hückel ͑DH͒ approximations. We calculated plasma compositions, molar enthalpies, molar volumes, molar heat capacities and coefficients of cubic expansion. We also evaluated the contributions of different aspects of the model to the calculated thermodynamic properties.
At lower pressures, we generally found the DH theory to be quite accurate, and its accuracy to deteriorate with increasing pressure. We also found the IG approximation to be FIG. 4 . Molar heat capacity of the helium plasma at ͑a͒ Pϭ10 MPa, ͑b͒ Pϭ100 MPa, and ͑c͒ Pϭ400 MPa, over the temperature range 20 000 K-100 000 K. Filled symbols denote the Reaction Ensemble Monte Carlo simulation results of this work, and dotted and solid curves correspond to the results obtained using the ideal-gas and Debye-Hückel approximations, respectively.
FIG. 5. Coefficient of cubic expansion of the helium plasma at ͑a͒ Pϭ10
MPa, ͑b͒ Pϭ100 MPa, and ͑c͒ Pϭ400 MPa, over the temperature range 20 000 K-100 000 K. Filled symbols denote the Reaction Ensemble Monte Carlo simulation results of this work, and dotted and solid curves correspond to the results obtained using the ideal-gas and Debye-Hückel approximations, respectively. quite good at the lower pressures, but its accuracy is less than the DH theory and also deteriorates with increasing pressure. In general, the DH and IG approximations both underpredict the degree of ionization of the helium plasma. For the properties studied, the approximations are least accurate for the molar heat capacity and the coefficient of cubic expansion. The DH theory gives values of the former that are in error by up to 40% at 400 MPa.
We found that the short-ranged forces are relatively unimportant for the helium plasmas studied; however, we expect that these will be important at higher densities and for systems containing molecular species. By means of the simulation approach, we are able to assess the accuracy of the DH theory with respect to its treatment of the contribution of the Coulombic forces to the thermodynamic properties. For the total system pressure and the molar enthalpy, it underestimates the contribution by up to 50% at pressure of 400 MPa for large values of temperature. 6 . Contributions of ionization-potential ͑IP͒ lowering and of the Coulombic forces for the helium plasma at Pϭ400 Mpa, over the temperature range 20 000 K-100 000 K. ͑a͒ Contributions to the total pressure and ͑b͒ contributions to the molar enthalpy. Open and filled circles denote the Reaction Ensemble Monte Carlo simulation results of this work for the IPlowering and Coulombic contributions, respectively. The solid curve corresponds to the Debye-Hückel approximation for both the IP-lowering and the Coulombic contributions ͑which are identical in the case of the helium plasma͒.
FIG. 7.
Contributions of the Coulombic forces for the helium plasma at P ϭ400 MPa, over the temperature range 20 000 K-100 000 K when ionization-potential ͑IP͒ lowering is excluded from the calculations. ͑a͒ Equilibrium composition ͑results, including IP lowering, are shown as filled symbols and solid lines for comparison purposes only͒, ͑b͒ contributions of the Coulombic forces to the total pressure, and ͑c͒ contributions of the Coulombic forces to the molar enthalpy. Open symbols denote the Reaction Ensemble Monte Carlo simulation results of this work and dashed lines correspond to results obtained using the Debye-Hückel approximation.
