Abstract-Interface agents are being developed to assist users with a variety of tasks. To perform effectively, such agents need knowledge of user preferences. An agent architecture has been developed which observes a user performing tasks, and identifies features which can be used as training data by a learning algorithm. Using the learned profile, an agent can give advice to the user on dealing with new situations. The architecture has been applied to two different information filtering domains: classifying incoming mail messages (Magi) and identifying interesting USENet news articles (UNA). This paper describes the architecture and examines the results of experimentation with different learning algorithms and different feature extraction strategies within these domains.
INTRODUCTION
N recent years, interface agents have been developed to assist users with tasks such as filtering incoming information [1] , [2] and arranging diary appointments [3] , [4] . If the agent is to be of assistance, it requires knowledge about the domain application and/or the user. Many agents employ learning techniques to acquire this knowledge. They may learn autonomously by observing the user or be explicitly trained.
Traditionally, two approaches have been used to provide an agent with knowledge about a task domain. The first and most common approach is for users to provide their own rules. This is used in systems such as Oval [5] which determines if a mail message is of interest, and if so, what actions should be performed. Systems such as this utilize a scripting language to specify rules. However, learning and applying this scripting language may discourage nontechnical users from using the system. As well as understanding exactly how they require the system to behave, a user must appreciate how the agent will perform with the rules. The user also has to be responsible for maintaining the rules over time as their interests change.
The second approach makes use of traditional knowledge engineering techniques to identify background knowledge about the application and the user (such as the Unix consultant UCEgo [6] . While this shifts the task of programming the agent from the user to the Knowledge Engineer, the agent will not be customized for a particular user. Thus, the approach cannot be used for personalized tasks such as information filtering.
The use of learning techniques to develop a profile of an individual user's preferences not only eliminates the need for programming rules, but also allows the agent to adapt to changes. There are many ways in which a system can learn from the user [7] . Approaches such as programming by demonstration provide good training examples. In comparison, apprentice systems acquire knowledge by observing and analyzing the user's behavior.
The profile should be used by the agent to decide what assistance to provide and to determine some measure of its reliability. This can be achieved by generating a confidence rating, which provides an indication of the agent's confidence in its predictions. Unless the advice generated is accurate, the user will fail to trust the agent. Thus, the user should be able to override agent decisions if necessary. This feedback can be used to refine the profile, identifying aspects which result in poor behavior and promoting those which improve it.
The work described here details an interface agent architecture which learns from observations, and describes how it has been applied to two different information filtering domains; that of classifying incoming mail messages (Magi) and identifying interesting USENet news articles (UNA).
LEARNING AND INFORMATION FILTERING
A number of applications have been developed which employ machine learning techniques to assist a user with filtering USENet news articles and e-mail messages. Lang [8] has developed a newsfiltering system (NewsWeeder) which learns a user profile by allowing the user to rate their interest in each article on a scale of 1-5. The system currently focuses on using the content of the article to determine its relevance, which is known as content-based filtering. As a user reads each article, they provide a rating. Each night, the system generates a new profile based on these ratings. As well as reading different newsgroups, a user can also read NewsWeeder's virtual newsgroups. Such a newsgroup contains a personalized, sorted list of the top rated articles determined by the agent.
Lang has explored two different strategies to identify articles of interest. A popular technique used in Information Retrieval called term-frequency/inverse-document frequency weighting (TF-IDF) [9] has been used as a benchmark from which to compare another technique, the Minimum Description Length principal (MDL), described in [8] . Both strategies rely on breaking up the article body into tokens and counting their occurrence to create a vector of token counts.
NewT (News Tailor) [1] adopts a genetic algorithm based approach to identify articles of interest to the user. A set of profiles are applied to new articles to identify those the user would find interesting. Each profile has a rating, which measures how effective it is in identifying such articles. Genetic processes, such as crossover and mutation are used to create new profiles which may outperform current profiles, or explore new areas of interest. Profiles with a low rating are eliminated, ensuring that the number of profiles is kept to a manageable level.
NewT periodically filters new articles to determine which ones could be of interest to the user. This is done by converting articles into their vector space representation [9] . Each article is tested against the profiles, and ranked according to the closeness of the match. The highest ranking articles are then presented to the user. The user provides positive or negative feedback as the articles are browsed, which is then reflected by changes in the rating of a profile.
A different approach has been used in the development of the mail filtering agent, Maxims [10] . An earlier calendar management system [4] was adapted to produce a generic agent architecture which could be attached to any application. Maxims learns to prioritize, delete, forward, sort, and archive mail messages on behalf of the user. The agent uses the sender and recipient fields of a message (including cc: recipients), and keywords from the subject field. Other information such as whether the message has been read, whether it is a reply to a previous message, etc., is also used.
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A caricature, in the form of a face, is used to indicate the agent's confidence in its recommendations. Different expressions are used, so the user knows if an action has been performed on their behalf, or if the agent wants to advise them. Depending on whether the user confirms or rejects the recommendation, the agent will question the user to determine what factors were important in this response. This feedback is used to adjust priority weights which affect future recommendations.
Other agents have been developed which employ machine learning techniques to assist users exploring the World Wide Web, such as WebWatcher [12] .
AGENT MODEL
Our agent architecture 1 is shown in Fig. 1 . A graphical user interface (GUI) is used to interact with the underlying application. As it is used, observations are made from which the agent can induce a user profile. These observations, consisting of articles and actions performed on them, are used to generate training examples, by passing them to the feature extraction module. The training examples are then used by a learning algorithm to induce a user profile. New articles are also processed by the feature extraction module and output passed to the classification stage. The user profile is used to generate a classification such as a mail processing action (Magi), or an interest rating (UNA). The resulting classifications are evaluated by the prediction stage, and a prediction is made. The feature extraction module identifies fields in the articles such as the author or the subject, and extracts values from them. Words are also extracted from the article body based on how frequently they occur within the text. Other information such as the length of the article can also be determined. Within an article, each field can gen-erate a number of values. These values are used to generate the user profile and subsequently to make predictions on new articles.
Two different learning paradigms have been explored within this architecture: a rule induction algorithm, CN2 [14] , and a k-nearest neighbor algorithm (k-NN) IBPL [13] . The initial motivation for using CN2 was that this algorithm generated human comprehensible rules by performing induction over training examples containing specific features [2] . IBPL was explored to contrast with the symbolic approach, and to overcome some of the problems encountered by CN2 when learning from textual data. Fig. 2 shows how a user profile is generated by both learning algorithms from a single mail message. The feature extraction module generates feature sets for each of the fields within the mail message. These feature sets are then mapped to training examples. The exact format of the examples used depends on the nature of the learning algorithm. Many examples are generated for CN2 as it expects single values for each attribute. These are then used to induce ordered 'if-then' (production) rules. A single example is generated for IBPL, as it has been designed to learn directly from the feature sets.
CN2 is a supervised learning algorithm that constructs ordered production rules from a set of preclassified examples. It performs a 'best-set-so-far' beam search on a size limited set of complexes, where each complex is a conjunction of attribute tests associated with a class. Each complex considered is specialized to maximize the number of examples it covers from its class, while reducing the number of examples covered from other classes. These complexes are then combined to produce the resulting set of rules. See [14] for a complete discussion of the algorithm.
When using the production rules for the classification stage, many examples are generated from each new article. This provides a means of producing a confidence rating for each prediction made by the agent. The examples may fire different rules, leading to different classifications. The number of rules which fire for each classification are therefore summed, and a confidence rating is generated.
As mentioned above, the IBPL k-NN algorithm was developed to learn from sets of values. Nearest-neighbor algorithms derive a classification by comparing a new instance with previously classified instances [15] . It is possible to modify the comparison so that multiple values can be compared for each attribute. The valuedistance metric, used in the memory-based reasoning algorithm [11] , provides a means of comparing two symbolic instances by calculating a similarity measure (distance) between values. This is done by mapping each symbol to a distribution matrix. For this reason, this metric was modified (see Equation 1 ) so that multiple distances could be calculated and averaged when comparing attributes. This resulted in the algorithm IBPL [13] .
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Each article generates a single training episode, in which each attribute contains a set of all the extracted values from the relevant field. A similarity measure is calculated by determining the distance d(i, j) between two values for feature set f (2), and a weighting value w(i) for value i (3). The k most similar instances are found and used to determine the final classification. A confidence rating is also generated as part of this classification process. Table 1 summarizes the notation used. 
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Ratio of the number of times value x occurs in training instances of class c, to the number of times x occurs in the training set.
As new observations are made and new training examples created, the examples are time stamped. This way the training set can be pruned with respect to time. In addition to reducing the number of training examples used, this also removes old examples which may not reflect changes in user behavior.
The two learning approaches differ in the way new training examples are integrated into the user profile. CN2 periodically (e.g., every night) induces a new rule set, pruning out old examples and adding new examples. Hence new examples do not affect performance until new rules are induced. IBPL, however, introduces new examples into the training set as soon as they are created and, thus, the effects are immediate.
We will now describe two agents, Magi and UNA, which are based on the agent architecture shown in Fig. 1 . The use of both learning algorithms has been explored with these systems and is described later.
MAGI
Magi aids a user in sorting incoming electronic mail [2] , [13] . In essence, the system is an apprentice which autonomously observes and analyzes user behavior in dealing with mail. By interacting with a modified version of Xmail, a user can send and read mail messages, and organize their mail box. For each session, a session logfile is created which contains the user's actions and the messages on which the actions were performed.
Periodically, features are extracted from the messages in this logfile; it is these which are used to generate the user profile. Features extracted from incoming mail messages are tested by the classification engine, and a confidence rating is generated. The prediction is considered valid if its confidence rating is greater than a lower threshold value, known as the predictive threshold. Valid predictions are stored by the agent for presentation to the user.
The user is informed if new messages have arrived when they next use the application. At this point the user can instruct the agent to perform its suggested actions on the messages, or can browse the predictions. For each type of action that can be predicted, there exists a confidence threshold. Only actions with ratings greater than this will be invoked. The rationale behind this is that certain predicted actions, if incorrect, can be tolerated, such as storing a message in the wrong mailbox. However, actions such as those that delete mail or forward messages to other recipients are more critical. Thus, the agent requires a higher level of certainty in such predictions before performing them. This second threshold value is therefore used to determine those predictions which require user confirmation before being performed.
A prediction browser allows the user to monitor actions sug- gested by the agent and, thus, establish trust in the agent's predictive ability. The browser displays a summary of the predicted actions and indicates those with a sufficiently high confidence rating to be invoked. The user can either confirm predictions with low ratings, or reject highly rated predictions, thus overriding the agent's decision. This feedback could be used to adjust the confidence threshold for each class of action, such as deletion, etc. 
UNA
UNA aids a user by identifying interesting USENet news articles [16] . As the user reads each news article in a modified version of the xrn browser, they provide a rating in order to indicate their level of interest in the article. The interest rating is an integer in the range 1-6, conveyed by pressing one of six buttons on the user interface (see Fig. 3 ). A rating of 1 indicates that the user found the article extremely dull or uninteresting, while a rating of six indicates to the agent that the user found the article highly interesting. Article details and ratings are appended to a session logfile. When the user exits the user interface, features are extracted from these observations, and are used to generate the user profile. The user profile is utilized by the classification engine in order to classify future news articles.
Periodically (e.g., every hour) a daemon runs, which identifies the newsgroups the user is subscribed to, and queries the news server to retrieve all new articles posted to each subscribed newsgroup. Features are extracted from these new articles in the same way as for the training data. The articles are then classified and the results passed to the prediction stage, which interprets the results of classification, generating a prediction (on the scale 1-6) of the user's interest in the article.
When the user next reads news, they can choose one of two modes: agent mode or browse mode. When in browse mode, there is no agent intervention in the presentation of articles to the user; all articles are presented, regardless of whether the agent has judged them to be of interest or not. When in agent mode, however, the agent marks any new articles that it has predicted as uninteresting (i.e., given a rating 1-3) as having already been read. All articles which have been predicted as interesting (i.e., given a rating 4-6) or those for which the agent was unable to generate a prediction, are left as unread. With this method, articles believed to be of little or no interest are filtered out.
An agent status window runs permanently in the background of the user's desktop (see Fig. 3 ). This is a graphical representation of the status of the agent. The user, by simply glancing at the agent status window, can see if any new articles have been received, and if so, whether any of these articles have been classified as interesting. The status window can represent four agent states: idle, learning, dull, or excited. The agent is deemed to be idle if the daemon is not running, and no new articles have been posted since the user last read news. The agent is learning if a profile is being generated from user observations. The dull icon indicates that new articles have been posted to at least one newsgroup and that the articles have been classified as uninteresting, whereas when the excited icon appears, some interesting articles have been detected.
EXPERIMENTATION AND EVALUATION
Experimentation has been performed to compare the performance of both learning algorithms in making accurate predictions for new messages/articles. The Magi test set consisted of 408 mail messages, sorted into 12 classifications, whereas the UNA set contained 1,200 articles split evenly across six newsgroups.
2. The use of feedback to adjust the different confidence thresholds for each type of action has yet to be implemented.
UNA was tested by rating messages as either interesting or dull, and by providing an integer rating between 1 (dull) and 6 (interesting).
Each Magi classification determined in which mailbox a message should be placed. Mailboxes such as agents and cure contained messages from a mailing list. The three mailboxes dai, kdd, and mead all contained messages from mailing list digests. The messages in these mailboxes contain individual messages which have been grouped together by a moderator (either manually or automatically). Thus, the message body features selected represent the digest, as opposed to any individual topic within the digest. This data is described fully in [13] .
The evaluation was performed on a Sun SPARCserver 1000. Both learning algorithms were implemented in C and were used within a testbed implemented in both C and Bourne shell script.
Magi Experimentation
The average accuracy of predictions over all mailboxes was higher for CN2 (65 percent) than for IBPL (57 percent). Figs. 4 and 5 show examples of the performance for individual mailboxes: the agents mailbox and a small digest mailing list, dai. For the digest mailing lists which contained large numbers of messages (27 messages in kdd, 90 messages in mead) both CN2 and IBPL were able to predict user actions with near 100-percent accuracy. While CN2 produced accurate predictions for the small digest mailbox dai, IBPL performed badly (see Fig. 5 ). This can be explained by considering the voting strategy used by IBPL, where the top k messages are considered in determining the classification. In this case, k was set to 10. Cover [17] demonstrated that a larger value of k results in an improvement in the behavior of large samples, at the expense of small sample behavior. Fig. 6 shows the proportion of rules generated for each mailbox by CN2. The digest mailboxes rely on a very small number of rules. This is due to the From and Subject fields being similar across all messages within a digest. However, for other mailboxes which have different From and Subject features, there is a steady increase in the number of rules as the number of messages in the mailbox increases. This indicates that there are few features which are common to all messages within a given mailbox. As a result, a larger number of rules are need to cover the larger number of less common features found in the messages.
UNA Experimentation
Experimentation with UNA concentrated on examining the feature extraction mechanism and investigating whether a hotlist of words would improve performance. The percentage of correctly predicted interest ratings varied between 30 percent and 80 percent, depending on the newsgroup and learning algorithm. With a broad classification (where articles are noted as either interesting or dull), an average of 59 percent of the predictions were correct with CN2, compared to 51 percent when using IBPL. This contrasts with using narrow classifications (six classesᎏthree positive and three negative) where only an average of 27 percent of article ratings were correct with CN2, and 25 percent with IBPL. See Figs. 7 and 8 for examples of UNA predictions for broad and narrow classifications.
Experimentation was also carried out to investigate alternative methods of feature extraction. These methods consisted of extracting the contents of the From field, determining the length of the article, and also implementing a user defined hotlist of significant words to identify relevant features, as well as investigating combinations of these methods.
The results were inconclusive for all alternative methods of feature extraction, as none of the methods resulted in a significant improvement in accuracy. For example, for some newsgroups the addition of a hotlist improved performance, while degrading it for others. Figs. 9 and 10 show the change in performance when the basic feature extraction mechanism was adapted to include a hotlist for the newsgroup sci.psychology.
It can be seen that there is no significant increase in accuracy with the addition of a hotlist, regardless of the learning algorithm used. As the articles rated by the user are already clustered into a particular newsgroup, the frequently occurring words in one article are likely to occur in many articles across the newsgroup.
DISCUSSION
Previous work in this area has concentrated on issues such as the interaction between the user and the agent (e.g., Maxims, NewT), or different classification mechanisms, as in NewsWeeder. The motivation behind our agent architecture was the development of a testbed to explore different aspects of interface agent technology. For example, different learning techniques can be compared and various approaches to feature extraction can be explored.
The two agent systems described in this paper use the same feature extraction mechanism, which extracts words according to word frequency. The underlying assumption here is that words which act as good classifiers for identifying message topics appear frequently. While this model appears to work for Magi, where the task is primarily that of grouping together related messages, it is unsuitable for UNA where articles have already been sorted into topics, or newsgroups.
The performance of UNA degrades significantly when multiple narrow classifications are used. As the number of classes increases, there is a greater chance of features appearing in more than one class. Algorithms such as CN2 and IBPL consider each classification as distinct from the others, as a result, such features will be considered as poor classifiers.
An important difference between the two algorithms is the time taken to induce and apply user profiles to new articles. The in- stance based approach builds a sub-symbolic representation in the form of weights and distances. Unlike rule induction in CN2, these calculations do not involve searching through a large space of possible solutions. The search performed by CN2 is compounded by the large number of features generated by the article body. It was found that tests involving CN2 took significantly (30 to 40 times) longer than tests involving IBPL.
Considerations such as speed of profile induction and classification are important. In order to induce a user profile based on observations, many examples are needed, and large log files are generated. As agent technology is applied to commercial tools such as Web browsers and e-mail filters, these issues have to be considered.
Few studies have previously been conducted which compare CN2 with instance-based algorithms that utilize the value-distance metric. PEBLS [18] is an instance-based algorithm which uses a modified version of this distance metric. Its performance has been compared to that of a number of other learning methods, such as Backpropagation and ID3 [18] , C4.5 [19] , CN2 [19] , and naive bayesian classifiers [20] over a variety of different domains. For a general discussion of the differences between rule-based and instancebased learning systems, see [21] .
FUTURE WORK
Our agent model is currently being applied to the task of identifying interesting information on the World Wide Web. An agent is being developed which logs pages visited by the user. From this, a user profile is induced which can be used to assist the user in two ways. As the user examines Web pages, interesting links are highlighted. This is similar to the approach used in WebWatcher [12] . In addition, a Web search engine is being developed which uses the profile to search for links to other pages of interest. These links will then be presented to the user.
Techniques such as TF-IDF [9] are being explored and compared to the feature extraction and learning techniques described above. We also hope to investigate the use of genetic algorithm techniques to develop user profiles and plan to evaluate such techniques for filtering USENet news, e-mail, and locating information on the World Wide Web.
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