Abstract|This paper presents a new method for identi cation of fast-fading mobile channels (for which combinations of vehicle speed and carrier frequency give rise to signicant fading). Our new algorithm estimates both the channel statistics and the time-varying channel impulse response on-line. Simulation studies demonstrate the performance of the new estimator which couples an augmented Kalman lter with a recursive least squares (RLS) algorithm.
I. Introduction
In this paper we consider estimation and equalization of fast-fading mobile communication channels. In such severe conditions, adaptive equalizers are unable to adequately track the channel for the purpose of equalization. Instead, we parameterize the channel, and propose a new on-line algorithm for estimating the parameters.
The channel is modeled as a tapped-delay line lter with a discrete-time nite impulse response (FIR). The time evolution of the channel taps is described by an auto-regressive (AR) process. This channel model is applicable to general fading channels, and in particular to GSM and LEO channels.
Using the AR model, we propose a Kalman lter for tracking the complex-valued channel taps. Importantly, we augment the state of the Kalman lter in order to estimate the mean value of the channel taps. The parameters of the AR process are then estimated via a recursive least squares (RLS) algorithm. We brie y discuss the advantages of this approach over two related estimators: a block processing Yule{Walker estimator in which the AR parameters are calculated from estimates of the channel tap covariances 1], and an o -line maximum likelihood estimator 2]. In a similar manner to 3], 4], we couple the RLS estimator with the Kalman lter to jointly estimate the channel tap means and the AR parameters.
The new estimator described in this paper is suitable for providing channel estimates for an equalizer where periodic re-training is used, as for GSM systems. In this paper, Viterbi equalization is used, and decoded symbols are continually fed to the channel estimator. The bit error rate performance of our new estimator is demonstrated via simulation examples for GSM and faster fading channels.
II. Channel Model
In this paper, we consider the discrete-time transmission system shown in Figure 1 . For ease of notation, we present our new method for a symbol-spaced channel model. It is easily extended to the case of fractionally spaced channels. ). This may change on a slow time scale due to changes in terrain. The fast-fading component,h(t; ), results from the changing physical characteristics of the transmission medium related to motion of the vehicle. Here, we assume thath(t; ) has Gaussian real and imaginary components, and the channel exhibits Rayleigh or Rician fading 5], 6 ].
An assumption of wide-sense stationarity (WSS) 6] enables us to model the slow-fading component, h(t; ), by a rst order AR process, and the fast-fading component, h(t; ), by an AR process of order R.
h(t) = F h(t ? 1) + u(t) (3) h(t) = F 1h (t?1) + + F Rh (t?R) + u(t) (4) where h(t) 
III. Channel Tap Coefficient Estimation and Tracking
The key to estimating and tracking the channel taps is in rewriting (3) and (4) Modulation Decoding z(t) = C(t) x(t) + n(t) ; t = 0; 1; 2 : : : (6) With this formulation, the Kalman lter can be used to provide on-line estimates of the channel tap o sets,h(t; ), and the channel tap means, h(t; ), which de ne the impulse response at each time instant, (2). The complex Kalman lter is given in 7, pg 321].
By using the augmented state vector in the Kalman lter, we bene t from the fact that the covariance matrix takes into account the joint e ect of the fast time{varying component,h, and the slow varying mean, h, of the channel response in the observations.
IV. AR Parameter Estimation
In order to estimate the AR parameters, we substitute (5) into (6) This manipulation of the observation equation is the key to our estimation of the AR parameters. Using (7), we can now apply a complex recursive least squares (RLS)
algorithm 7] to estimate f, assuming that T(t) is known.
Recently, a Yule{Walker estimator was proposed for estimating the AR parameters of a fading channel via estimation of the channel tap covariances 1]. This method is a block processing scheme in which covariance (and hence AR) estimates are only available at the end of each block. Since reliable covariance estimates require a large number of samples, the method su ers from slow convergence. It is most suited to modulation schemes without constant envelope (e.g. QAM) due to the statistics required by the algorithm. The Kalman lter (of Section III), and the RLS estimator (of Section IV) can be coupled to jointly estimate the channel taps, h(t; ), of (2), and the AR parameters contained in the F matrices in (4), as shown in Figure 2 .
Coupled-lter ideas were introduced by Anderson and Moore 3], where they considered the general case of coupling a Kalman lter for state estimation, with a least squares algorithm for parameter estimation. As noted in 3], such coupled estimators belong to the class of recursive prediction error (RPE) algorithms 8]. Convergence was established under certain persistence of excitation conditions.
The key features of the coupled estimator in this paper are rstly, that we have modeled the fast-fading channel in such a way as to allow us to estimate the AR parameters directly using a linear RLS algorithm (rather than via estimation of the tap covariances). This results in more accurate and robust AR estimates, for a wider range of modulation schemes. Also, our algorithm has strong convergence results because it falls directly into the general framework of RPE techniques. Secondly, the model allows us to augment some of the parameters (namely the channel tap means h(t; )) with the state, rather than have all the parameters in the RLS estimator. This reduces the overall computational complexity, when compared to the straightforward RPE lter implementation 8]. It also allows for slowly varying channel tap means.
With modi cations, the Yule{Walker estimator 1] can also be incorporated into a coupled estimator. The resulting coupled estimator is a block processing algorithm. An o -line maximum likelihood estimator for wavelet esti- mation (using auto-regressive moving-average models) has also been proposed 2]. This algorithm is extremely computationally intensive. The entire data set is processed over and over with both Kalman and sensitivity lters which provide parameters for a gradient algorithm on the likelihood surface. A maximum likelihood gradient algorithm with reduced complexity has been presented in 9]. These algorithms are not suited for application to on-line digital communications.
VI. Simulation Examples
We rst demonstrate the convergence properties of the the coupled estimators described in this paper. Preliminary results were presented in 10]. The convergence to AR parameter estimates for the coupled estimator using our new direct RLS approach is shown in Figure 3 . In Figure 4 , a Yule{Walker estimator has been used to estimate the AR parameters in the coupled estimator. A two-tap Rician channel was simulated with known AR parameters as indicated, and the training input was drawn randomly from a 16{QAM constellation. The signal to noise ratio (SNR) was 22.9 dB.
Although this paper focuses on channel estimation, equalization is of course the ultimate goal. Here, we compare several channel estimators in combination with a xed-lag Viterbi equalizer (other equalizers are equally applicable). The channel estimators are the new RLS coupled estimator, the RPE coupled estimator, and standard RLS channel estimation. During operation, the channel estimator is run in decision feedback mode, that is, the decoded symbols are used instead of a training sequence. The channel is predicted along the decoded symbol path. The bit error rate (BER) performance of the estimator{ equalizer combinations is shown for the GSM{HT (hilly terrain) channel with vehicle speed 200kph (normalized fade rate 0.001) 11] in Figure 5 . In Figure 6 , a two-ray Rician fading channel with Rice factor 10 dB and normalized fade rate of 0.01 (typical of a LEO satellite data channel for urban to rural areas with vehicle speed 20 kph) was used 12]. In both cases 4{PSK was used as an approximation to GMSK, and was di erentially encoded. The estimator assumed a second order AR model (R = 2). Although the GSM channel is slowly fading in comparison to the LEO channel, there is very little direct component (channel mean) and no channel diversity. Therefore estimation of the channel parameters is made more di cult by deeper fades and the signi cant noise power.
