We give a new axiomatization of the N -pseudospace, studied in [2] and [1], based on the zigzags introduced in [2] . We also present a more detailed account of the characterization of forking given in [2] .
Introduction
Pseudospaces were studied as buildings in [1] and in [2] from different points of view, the first one focussing on the Weyl group, the latter one on a graph theretic approach.
The crucial tool in [2] for describing algebraic closure and forking in these geometries were equivalence classes of so-called reduced paths between vertices where two paths are equivalent if they change direction (in the sense of the partial order underlying the pseudospace) in the same vertices.
We now take a more abstract approach. We consider the equivalence classes of reduced paths as zigzags in a lattice and give a new axiomatization of the pseudospaces in this terminology. Some of the results and their proofs become somewhat easier in this context. In particular, we give a more detailed account of the forking characterization given in [2] and prove some more properties which make it easier to work with.
Simply connected lattices
Let V be a lattice.
Definition 2.1. An alternating sequence of length n is a sequence x 0 . . . x n of elements of V such that x i ≤ x i+1 or x i ≥ x i+1 alternatingly. We will write such a sequence in the form a 0 , b 0 .a 1 , b 1 . . . or b 0 , a 1 , b 1 . . ., respectively, if a i ≤ b i and b i ≥ a i+1 . The a i are the sinks, the b i the peaks of the sequence.
A zigzag is an alternating sequence where a i = inf(b i−1 , b i ) and b i = sup(a i , a i+1 ) and furthermore a i = b i and b i = a i+1 , for all i for which this makes sense. An alternating sequence x 0 . . . x n of length ≥ 2 is a weak zigzag, if for all i the element x i is incomparable with x i+2 and with x i+3 .
Zigzags were introduced by the first author in [2] .
Remark 2.2. It is easy to see that every zigzag of length ≥ 2 is also a weak zigzag. x i+4 are not comparable, since a j ≤ a j+2 , for example, would imply a j ≤ b j+1 .
An alternating sequence x Proof. This is easy to check.
Note that in case 2 c, a 0 , b 0 , x 2 . . . x n refines to the zigzag c, inf(c,
Definition 2.6. A (weak) zigzag cycle is a closed (weak) zigzag of length 2n which satisfies the zigzag condition (considering indices modulo 2n). Thus a zigzag cycle is of the form a 0 , b 0 . . . b n−1 , a n = a 0 where a 0 = a n = inf(b n−1 , b 0 ), or of the form b 0 , a 1 . . . a n , b n , where b 0 = b n = sup(a n , a 1 ).
By Remark 2.2, a weak zigzag cycle has length at least 6:
Corollary 2.4 has an obvious cycle-version: every weak zigzag cycle can be refined to a zigzag cycle, possibly starting and ending in a new point. 
Proof. c)→b) If x 0 . . . x m is a zigzag and x 0 ≤ x m , we have x i ≤ x m for all i by assumption. Hence m < 2 by the zigzag condition. b)→a) A zigzag cycle would have length ≥ 6 and start and end in the same point. a)→b) Assume that x 0 . . . x m is a zigzag with x 0 ≤ x m of minimal length m ≥ 2. We have observed above 1 that m ≥ 5. We know also that m is odd, since, for example, a 0 ≤ a n+1 implies a 0 ≤ b n . So, without loss of generality, our sequence has the form a 0 . . . b n , for n ≥ 2. By minimality a 0 ≥ b n is ruled out, so we have a 0 ≤ b n . By minimality and n ≥ 2, we have that a 0 is not comparable with b n−1 and a n , b n is not comparable with b 0 and a 1 , and a n is not comparable with b 0 . This means that a 0 . . . b n , a 0 is a weak zigzag cycle, which can be refined to a zigzag cycle. So V is not simply connected. b)→c) By duality it is enough to show x i ≤ sup(x 0 , x m ). Let c be any element which bounds x 0 and x m . We have to show that x i ≤ c for all i. If this is not the case, we may shrink the sequence and may assume that m ≥ 2 and x i ≤ c for all i = 1, . . . , m − 1. This implies that the sequence has the form a 0 , b 0 . . . b n−1 , a n . Since b 0 = sup(a 0 , a 1 ), we have n ≥ 2. Now c ≥ b 0 , so by Lemma 2.5 either c, b 0 . . . a n is a zigzag or c, a 0 , b 0 . . . a n is a weak zigzag with comparable endpoints, which can be refined to a zigzag. Both zigzags have comparable endpoints.
Proof. Let x 0 . . . x n = x 0 be a zigzag cycle in V . The cycle cannot be contained in U, so is is contained in some minimal V β+1 . If x i = v β , we have that
The N -pseudospace
An N-geometry is a structure (V, <, A −1 , A 0 , . . . , A N +1 ), where (V, <) is a partial order with smallest element 0 and largest element 1, the layers A s form a partition of V and 1. if x ∈ A s , y ∈ A t , then x < y implies s < t 2. 0 ∈ A −1 and 1 ∈ A N +1 .
It follows that 0 and 1 are the only elements of A −1 and A N +1 , respectively. Let a < b be elements of the N-geometry V and s the index of a layer between the layers of a and b. Then there is a unique extension V (x) = V ∪ {x} such that x ∈ A s and the relations between x and elements c ∈ V are implied by a < x < b, i.e.
We call such an extension simple and the triple (a, b, s) its type.
The countable universal N-pseudospace M N ∞ is an N-geometry which is obtained as the union of a countable sequence V 0 ⊂ V 1 ⊂ · · · of simple extensions V i+1 = V i (x i ), starting from V 0 = {0, 1}, such that every possible type (a, b, s) with a, b ∈ M N ∞ is used infinitely often. It is easy to see that the resulting structure does not depend on the actual choice of the sequence. We call a model of this theory a free N-pseudospace.
To show that M N ∞ is a free N-pseudospace we need (the trivial part of) the following lemma: 
The proof of the completeness of the axioms needs some preparations. Let us work in a free N-pseudospace M . For elements a ≤ b of M define 2 the set [a, b] to be {x ∈ M | a ≤ x ≤ b}, and (a, b) to be {x ∈ M | a < x < b}. It follows from Proposition 2.8 that
If x and y are not comparable, then x, sup(x, y), y and x, inf(x, y), y are zigzags. This shows that closed subsets are sublattices of M.
Definition 3.4. Let A be closed and x ∈ M. A direct path from x to A is a zigzag x = x 0 . . . x n such that x i ∈ A for all i < n, x n ∈ A, and
If there is a direct path from x to A of length n ≥ 2, we denote by δ(x, A) the minimal such n. Otherwise δ(x, A) is undefined.
Remark 3.5. If A is a closed subset of M and x ∈ M \ A, for any zigzag x = x 0 , x 1 . . . x m which connects x to an element x m of A we obtain a direct path from x to A as follows: let x n be the first element which belongs to A. By replacing x n if necessary, we may assume that no element of A lies strictly between x n−1 and x n yielding a direct path from x to A. Proof. This is clear from the definition of closedness and the above construction of a direct path.
Remember that if A ∪ {x} is closed, then it is a simple extension of A by Lemma 3.2. Note that, for x ∈ A, there are exactly two direct paths of length 1 connecting x to A, namely x, a x,A and x, b x,A , where
Proof. Let x = x 0 , x 1 . . . x n be a direct path from x to A of length n ≥ 2. If this path were not contained in (a x,A , b x,A ), it would follow from Proposition 2.8 that x n is not in (a x,A , b x,A ). Assume for example that x n < b = b x,A , i.e. x n ≤ b since x n is not comparable with x. Choose an i < n such that b ≥ x i , but b ≥ x i+1 . Clearly x i is a sink in the zigzag x 0 , x 1 . . . x n . By Lemma 2.5 there are two cases.
1. b < x i+1 and b, x i+1 . . . x n is a zigzag. Since now x < x i+1 , we have i = 0 and therefore x i+1 ∈ A. This contradicts the closedness of A.
. . x n is a weak zigzag. Here we have again two subcases: if i < n − 1, we have x i+1 ∈ A and, after a refinement, a contradiction to the closedness of A. Otherwise, if i = n − 1, set c = inf(b, x n ), which lies in A. Then x n−1 ≤ c < x n . This contradicts the directness of our path.
We will use the following notation: if a x,A ∈ A s and b x,A ∈ A t , we write |x, A| = |t − s|. Note that x ∈ A implies |x, A| ≥ 2. Proof. We will prove the proposition by induction on |x, A| and δ(x, A).
If A∪{x} is closed, there is nothing to show. So, by Lemma 3.6, δ(x, A) = n is defined. Let x = x 0 . . . x n be a direct path from x to A. We will show first, that x 1 is contained in a finitely constructible extension B ′ of A. For this we note that by Lemma 3.7, we have x 1 ∈ (a, b), where a = a x,A and b = b x,A , and whence |x 1 , A| ≤ |x, A|. We distinguish two cases 1. n ≥ 3. Then δ(x 1 , A) is defined and ≤ n − 1. So we can find B ′ by induction.
2. n = 2. Then x 1 is in (a, x 2 ) or in (x 2 , b). In either case |x 1 , A| < |x, A| and we find B ′ by induction.
Since x is in (a, x 1 ) or in (x 1 , b), we have |x, B ′ | < |x, A|. Now we can use induction to find B ⊃ B ′ . Proof. Assume a ∈ A r and b ∈ A t . We proceed by induction on t − r.
If t − r = 2, the third axiom scheme in the formulation of Theorem 3.1 yields an x ∈ A s \ A, which lies between a and b. Clearly a = a x,A , b = a x,A and A ∪ {x} is closed by Corollary 3.8. Now assume t − r ≥ 3. Then r + 2 ≤ s or s ≤ t − 2. We consider only the second case, the first is dual to it. Let a 0 be an arbitrary element of A r+1 ∩ (a, b) and A ′ a finite closed extension of A which contains a 0 . Now, using the induction hypothesis, we find a sequence of closed sets
The element x lies in A s and lies between a and b. Since the only element in A k ∩ (a, b) which is comparable with x is b k , we actually have a = a x,A ,
Consider a zigzag x = x 0 . . . x n which connects x with an element of A and lies completely in (a, b). Since A k ∪ {x} is closed, x 1 lies in A k . Since x 1 is comparable with x, we have x 1 = b k . Continuing this way we see that our sequence begins with x, b k , a k . . . b 0 , a 0 , and therefore n ≥ 2(k + 1). So, either A ∪ {x} is closed or δ(x, A) ≥ 2(k + 1). Since k was arbitrary, the desired x exists by the ω-saturation of M. 
Independence
In this section we work in a big saturated free N-pseudospace M, (the monster model).
For a subset A of M, we denote by cl(A) the closure of A, the smallest closed subset of M which contains A. We will see later, that cl(A) is finite if A is finite and has the same cardinality as A otherwise.
Definition 4.1 (cp. [2] , Thm. 2.35). Let A, B, and C be subsets of M. We say that A and C are independent over B, if every zigzag x 0 . . . x n between an element of A and an element of C crosses B, i.e. some x i belongs to cl(B) or some interval (x i , x i+1 ) intersects cl(B). We write this as A ind B C.
We will show that the theory of free N-pseudospaces is ω-stable and that independence coincides with forking independence. Stability (actually ω-stability) follows easily from Proposition 3.9 and Corollary 3.12 (but we will write out another proof below). For the characterization of forking independence we need a series of lemmas.
Definition 4.2. Let X be a subset and let A be a closed subset of M. The gate gate(X/A) of X over A is the set of all endpoints of direct paths from elements of X to A. ii) A ∪ C is closed.
The equivalence between a) and b) holds for arbitrary A: that A is closed, or B is a subset of A is not used.
Proof. a)→c): Assume A ind B C. If a ∈ A, c ∈ C and a ≤ c, then a or ac is a zigzag from A to C, depending on whether a = c or a < c. This shows that A is free from C over B. To see that A ∪ C is closed we have to show that every path x 0 . . . x n from A to C lies completely in A ∪ C. If some x i is in B, we know that x 0 . . . x i is in A and
. . x i , b is a zigzag, which must be in A, and b, x i . . . x n is a zigzag, which must be in C.
c)→b): Let x 0 . . . x n be a direct path from A to C. If n = 0, we have
Since the path is direct, this can only happen if x n = b.
b)→a): Let x 0 . . . x n be a zigzag from A to C. We want to show that it crosses B. For this we can assume that x n is the first element in C. If the zigzag is a direct path from A to C, we have x n ∈ B. Otherwise for some c ∈ (x n−1 , x n ) ∩ C, the path x 0 . . . x n−1 , c is direct from A to C, which again implies c ∈ B.
a)→b): Let x 0 . . . x n be a direct path from x 0 ∈ A to C. No interval (x i , x i+1 ) can contain an element c of C: For i = n − 1 this would directly contradict the directness. For i < n − 1 the zigzag c, x i+1 . . . x n would imply x i+1 ∈ C, again a contradiction. So x n is the only element of C which the path can cross. It follows x n ∈ B.
Lemma 4.4.
Assume that on A and C are partial orders which agree on their intersection B. Then these orders have a unique extension to
A ∪ C such that A is free from C over B. We denote this partial order by A ⊗ B C. If A and C are N-geometries, with common subgeometry B, A ⊗ B C has a natural structure of an N-geometry. Lemma 4.6. Let a 0 . . . x . . . a n be a zigzag. Assume a 0 ≤ r, a n ≤ s and x ≤ r, s. Then x lies on zigzag between r and s.
If the lattices
Proof. We may assume that b 0 ≤ r and b n−1 ≤ s. Now apply 2.5 to the beginning and to the end of the zigzag.
Lemma 4.7. Let A be closed in M and X finite. Then cl(AX) \ A is finite.
Proof. By Proposition 3.9 X is contained in a finitely constructible extension of A. Proof. We need to prove this only for the first three elements of x, y . . . c. So we may assume the path is x, y, c. Also we may assume that x < y. In the zigzag a . . . x . . . b let a 1 be the first and b 1 the last element ≤ y. Set r = sup(a 1 , c) and s = sup(b 1 , c), so r, s ≤ y. There are three cases.
1. r = y. There are two subcases. is a weak zigzag, which refines to a zigzag which leaves y, c unchanged.
2. s = y. Analogously.
3. r, s < y. We show that this cannot happen. The assumption implies that x ≤ r, s. For, x ≤ r (together with c ≤ r) would imply that y ≤ r.
Since a 1 ≤ r and b 1 ≤ s we use Lemma 4.6 to conclude that x lies on a zigzag between r and s. It follows that inf(r, s, ) ≤ x. This is not possible since c ≤ inf(r, s) and c ≤ x (remember that x, y, c is a zigzag). Proof. Let A be the set of all elements which lie on zigzags connecting elements of X. Let x, P, x ′ be a zigzag which connects two elements of x, x ′ ∈ A. So x lies on a zigzag which connects a, b ∈ X and x ′ lies on a zigzag which connects a ′ , b ′ ∈ X. The lemma gives now a zigzag from, say, a to x ′ which contains P, x ′ , and again a zigzag from, say, b ′ to a, which still contains P . This shows P ⊂ A.
In the next lemma we make use of the following terminology. Let P = x 0 . . . x n be an alternating sequence, then the contents cont(P ) is the set of elements of P together with the union of all intervals (x i , x i+1 ). Hence a sequence P crosses B if an only if cont(P ) intersects B. Note that cont(P ) ⊂ cont(P ′ ) if P is a refinement of P ′ .
Lemma 4.10. Let P be a zigzag from a to x and x < c. Then there is a zigzag Q from a to c such that cont(Q) \ cont(P ) ⊂ U, where U = {b | b ≤ c and b < x}.
Proof. Let P be the zigzag a = x 0 . . . x n = x. There are two cases.
1. a ≤ c. Then we set Q = a, c. Assume cont(Q) ⊂ U. Then b < x for some b ∈ cont(Q) = [a, c]. This implies a < x. So this can only happen
2. There is i such that x i ≤ c and x i+1 ≤ c. By Lemma 2.5 there are two cases.
is not a subset of U, we have x i < x, which implies x i < c, a contradiction.
, c] is not a subset of U, we have x i+1 < x, which implies i + 2 = n. In this case Proof. It is clear from the definitions that we may assume that B is closed, and that independence is antitone in A and C. So, by Corollary 4.9 is suffices to prove the following: Let a be independent over B from c. Then a is independent over B from every element x on every direct path from c to B. Using induction on the length of the path, we may assume that x is the second element of the direct path c, x . . . b, and x = b. We want to show that any zigzag P from a to x crosses B. By duality we may assume that x < c. Choose a zigzag Q from a to c as in the Lemma. Then cont(Q) contains some b ′ ∈ B. We show that b ′ is also contained in cont(P ). If not, b ′ would be in U and different from x. Lemma 2.5 yields two cases: either b ′ , x . . . b is a zigzag, or b ′ , c, x . . . b is a weak zigzag. In either case we conclude that x ∈ B, a contradiction.
Lemma 4.12. The gate(X/A) of a finite set X over a closed set A is finite.
Proof. Let B be the closure of X ∪ A and x 0 . . . x n a direct path from some x 0 ∈ X \ A to A. Then x n ∈ {a x n−1 ,A , b x n−1 ,A } It follows that
We will give a different bound in Proposition 5.5 Proof. Since both notions of independence hold for X, B, C if and only if they hold for all X 0 , B, C, where X 0 is a finite subset of A, it is enough to prove the theorem for finite X. Also both notions hold for X, B, C if and only if they hold for X, B, BC. This means that we may assume that B ⊂ C. Now, it remains to check the six properties of [3, Theorem 8.5 .10]. a) (Invariance) Independence is invariant under automorphisms of M: This is clear.
b) (Local Character) We will show that for every finite X and every C there is a finite C 0 ⊂ C such that X ind C 0 C: Choose C 0 big enough such that cl(C 0 ) contains the (finite) gate of X over cl(C). Then by Proposition 4.3 X ind cl(C 0 ) cl(C). This implies 3 X ind C 0 C. c) (Weak boundedness) Consider a finite set X and an extension B ⊂ C.
We will show that the number of extensions tp(X ′ /C) of tp(X/B) with X ′ ind B C is bounded by the number of extensions 4 of tp(X/B) to cl(B). Consider two finite sets X ′ and X ′′ which have the same type over cl(B) and which are both independent from C over B. Then cl(X ′ B) and cl(X ′′ B) have the same type over cl(B) and are independent from C over cl(B) by Corollary 4.11. By Lemma 4.4 the two structures cl(X ′ B)∪cl(C) and cl(X ′′ B) ∪ cl(C) are isomorphic over cl(C). Since they are closed in M, they have the same type. d) (Existence) Let X, and B ⊂ C be given. Set D = cl(XB). With Lemma 4.4 choose a structure
is simply connected, and cl(C) is closed in D ′ . By Corollary 3.11 we may assume that
′ has the same type as X over B and is independent from C over B by Proposition 4.3. e) (Transitivity) Let X be given and B ⊂ C ⊂ D be given. Assume X ind B C and X ind C D. Then X ind B cl(C) and and X ind C cl(D) by Corollary 4.11. By Proposition 4.3 this means gate(X/ cl(B)) = gate(X/ cl(C)) = gate(X/ cl(D)). Whence X is independent from D over B.
f) (Weak Monotony) If A is independent from C over B and C ′ is a subset of C, then A is independent from C ′ over B. This is clear from the definition.
Gates
In this section we work, as before in a big saturated free N-pseudospace M.
3 By the trivial direction of Corollary 4.11. 4 It follows from Corollary 5.4 below that this number is 1. Proof. If X is finite, its closure is finite by Proposition 3.9, so contained in the algebraic closure of X. The closure of an arbitrary set X is the union of the closures of its finite subsets, and so also contained in acl(X). Let B be closed and x ∈ B. We will show that x is not algebraic over B. Let C be an arbitrary (small) extension of B. The existence part of the proof Theorem 4.13 yields a realization of tp(x/B) which is not an element of C. Taking C = acl(B), we see that x is not algebraic over B. Proof. Consider two direct paths from z to A: z, x 1 . . . x m and z, y 1 . . . y n . We want to show that x 1 and y 1 are comparable. So we may assume that z is a peak (or a sink) in both paths. If x 1 and y 1 were not comparable, y n . . . Remember that there are only finitely many direct paths from z to A by Proposition 3.9.
Corollary 5.4. cl(X) is the definable closure of X.
Proof.
A zigzag x 0 . . . x n is a direct path from x 0 to {0, x n , 1}, and therefore definable from x 0 and x n . Proof. Let A be closed. We consider direct paths x 0 . . . x m and y 0 . . . y n from x 0 and y 0 to A. We claim that x m and y n are comparable if x 0 and y 0 are. Using induction on m + n we may assume that x i is incomparable with y j if (i, j) = (0, 0). We will show that this implies m = n = 0, for which the claim is obvious. (x 1 , x 0 ) . This is impossible.
Corollary 5.6. # gate(x/A) ≤ N + 3
Lemma 5.7. Let A be closed and x = x 0 . . . x n a direct path from x to A. Then all a x i ,A and b x i ,A for i < n belong to gate(x/A).
Proof. Assume i < n. We show that a = a x i ,A is in gate(x/A). Let j ≤ i be the first index with a ≤ x j . We note first that (x j , a) does not intersect A. Indeed, if a < a ′ < x j , Lemma 3.7 gives us a < a ′ < x i , which contradict the definition of a. There are two cases:
1. j = 0. Then x, a is a direct path from x to A.
2. j > 0. Then we can can apply 5 Lemma 2.5. The first case of the lemma cannot occur, since x j−1 < a would imply that x i < a by Lemma 3.7. This is impossible. So x . . . x j , a is a weak zigzag. This refines to a direct path x . . . x 
