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Abstract
In the classic Anscombe and Aumann decision setting, we give necessary
and suﬃcient conditions that guarantee the existence of a utility function u on
outcomes and an ambiguity index c on the set of all probabilities on the states
of the world such that, for all acts f and g,











The function u represents the decision maker￿s risk attitudes, while the index c
captures his ambiguity attitudes.
The preferences we characterize include as special cases the multiple priors
preferences of Gilboa and Schmeidler, the multiplier preferences of Hansen and
Sargent, and the mean-variance preferences of Markowitz and Tobin. In this
way we are able to provide a rigorous ambiguity perspective on the latter two
models, which have been widely used in macroeconomics and ￿nance.
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11I n t r o d u c t i o n
In the past few years there has been a growing dissatisfaction in macroeconomics toward
the so-called communism of models imposed by the rational expectations hypothesis.
Under this assumption all agents share the same probabilistic model (i.e., the same
probability distribution on some relevant economic phenomenon) and this model has
to be correct, that is, it has to be the model governing the given phenomenon.
This is a strong requirement as agents can have diﬀerent models, each of them being
only an approximation of the underlying ￿true￿ model. To deal with this misspeci￿-
cation issue, robust control models have recently received a great deal of attention,
starting with the work of Hansen and Sargent (see, e.g., [17] and [18]).
In the robust approach agents￿ objective functions take into account the possibility
that their model may not be the correct one, but only an approximation. Speci￿cally,
agents rank payoﬀ pro￿les f according to the following choice criterion






where ∆ is the set of all probabilities and R(•kq):∆ → [0,+∞] is the relative entropy
(see Section 4.2 for the de￿nition). Preferences represented by criterion (1) are called
multiplier preferences.
Agents behaving according to this choice criterion are considering the possibility
that q may not be the appropriate law governing the phenomenon which they are
interested in, and for this reason they take into account other possible models p.
The relative likelihood of these alternative models p is measured by the relative
entropy, while the positive parameter θ re￿ects the weight that agents are giving to
the possibility that q might not be the correct model ￿ that is, the extent to which
they view q as a mere approximation. Since R(pkq)=0if and only if p = q, when the
parameter θ becomes bigger, agents focus more only on q as the correct model, thus
giving less importance to possible alternative models p.
As Hansen and Sargent [17] have pointed out, model uncertainty can be viewed as
the outcome of ambiguity, resulting from the possibly poor quality of the information
on which agents base the choice of the model they use. Ambiguity is a classic issue in
Decision Theory since the seminal work of Ellsberg [11]. A popular class of preferences
dealing with it are the multiple priors preferences axiomatized by Gilboa and Schmei-
dler [15] (also known as Maxmin Expected Utility preferences). Agents having such
preferences rank payoﬀ pro￿les according to the following criterion




where C is a given convex subset of the set ∆ of all probabilities. The set C is
2interpreted as a set of priors held by agents, and ambiguity is re￿ected by its possibly
non-singleton nature.
As discussed at length by Hansen and Sargent [17], the motivation behind multiplier
preferences is closely connected to the one underlying multiple priors preferences. In
this paper, we intend to make such connection precise by presenting a general class
of preferences that includes both multiplier and multiple prior preferences as special
cases. To see in more detail our approach, observe that the multiple priors criterion
(2) can be written as follows
V (f)=m i n
p∈∆
‰Z
u(f)dp + δC (p)
￿
,
where δC : ∆ → [0,+∞] is the indicator function of Convex Analysis given by
δC (p)=
(
0 if p ∈ C,
+∞ otherwise.
Like the relative entropy, also the indicator function is a convex function de￿ned on
the simplex ∆.
All this suggests the following general representation






where c : ∆ → [0,+∞] is a convex function on the simplex. The study of this rep-
resentation, which includes both (1) and (2) as special cases, is the subject matter of
this paper.
We ￿rst axiomatize the representation (3), by showing how it rests on a simple set
of axioms that generalizes the multiple priors axiomatization of Gilboa and Schmeidler
[15]. We then show how to interpret in a rigorous way the function c as an index of
ambiguity aversion: the lower is c, the higher is the ambiguity aversion exhibited by
the agent. The relative entropy θR(•kq) and the indicator function δC (p) can thus be
viewed as special instances of ambiguity indices. All this clari￿es the conceptual and
mathematical connections between the choice functionals (1) and (2).
As a dividend of our analysis, we then show that a third classic class of preferences,
the mean-variance preferences of Markowitz [21] and Tobin [25], can be viewed as a






















3where C (•kq):∆ → [0,+∞] is the relative Gini concentration index (see Section 4.3
for a de￿nition). As a result, the mean-variance preference functional (4) is a special
case of our representation (3). Interestingly, the associated index of ambiguity aversion
is the relative version of the classic Gini concentration index. After Shannon￿s entropy,
a second classic concentration index thus comes up in our analysis.
The interpretation of the mean-variance choice functional as re￿ecting ambiguity
is very similar to the one used for the robust functional. Here we can view agents
as considering q only as an approximation of the correct model; for this reason they
take into account other possible models, whose relative likelihood is now determined
by the relative Gini index. Again, the parameter θ measures the extent to which agents
consider q only as an approximation.
Summing up, in this paper we generalize a popular class of preferences dealing with
ambiguity, the multiple priors preferences, and in this way we are able to provide a
rigorous ambiguity perspective on two widely used classes of preferences, the multiplier
preferences of Hansen and Sargent and the mean-variance preferences of Markowitz and
Tobin. As a secondary contribution, we provide a setting in which the two most classic
concentration indices, Shannon￿s entropy and Gini￿s index, have a natural decision-
theoretic interpretation.
We close by observing that a possible reason why agents rank payoﬀ pro￿les accord-
ing to (3) is because they may believe that they are playing a zero-sum game against
a (malevolent) Nature. In such game Nature is choosing the true model in order to









This interpretation is suggested by Hansen and Sargent [17] as a possible rationale
for their multiplier preferences, and it can be used more generally for our variational
preferences. Under this interpretation, the ambiguity index c c a nb ev i e w e da st h e
cost function that Nature faces in choosing among models. Higher functions c now
mean bigger costs for Nature in making its choices. This interpretation of our setting
would be especially useful in a dynamic extension of it, which is the natural next step
in our analysis. In the current static setting it is just a matter of interpretation, in
which the reader who adopts this game-theoretic perspective should regard c as a cost
function throughout the paper. In terms of notation, this is a reason why we denote
by c the index of ambiguity aversion. Another reason for this choice of notation is that
it reminds the set C of priors featured by multiple priors preferences.
The paper is organized as follows. After introducing the set up in Section 2, we
present the main representation result in Section 3. In the same section we discuss
4the ambiguity attitudes featured by the preferences we axiomatize. In Section 4 we
show that our preferences include as special cases multiple priors preferences, multiplier
preferences, and mean-variance preferences. Proofs and related material are collected
in the Appendices.
2S e t U p
Consider a set S of states of the world,a na l g e b r aΣ of subsets of S called events,a n d
as e tX of consequences.W ed e n o t eb yF the set of all the (simple) acts: ￿nite-valued
functions f : S → X which are Σ-measurable. Moreover, we denote by B0 (Σ) the
set of all real-valued Σ-measurable simple functions, so that u(f) ∈ B0 (Σ) whenever
u : X → R.1
Given any x ∈ X,d e ￿ne x ∈ F to be the constant act such that x(s)=x for all
s ∈ S. With the usual slight abuse of notation, we thus identify X with the subset of
the constant acts in F.I ff ∈ F, x ∈ X,a n dA ∈ Σ,w ed e n o t eb yxAf ∈ F the act
yielding x if s ∈ A and f (s) if s/ ∈ A.
We assume additionally that X is a convex subset of a vector space. For instance,
this is the case if X is the set of all the lotteries on a set of prizes, as it happens in
the classic setting of Anscombe and Aumann [2]. Using the vector structure of X we
can de￿ne as usual for every f,g ∈ F and α ∈ [0,1] the act αf +( 1 − α)g ∈ F,w h i c h
yields αf(s)+( 1 − α)g(s) ∈ X for every s ∈ S.
We model the decision maker￿s preferences on F by a binary relation %.A su s u a l ,
￿ and ∼ denote respectively the asymmetric and symmetric parts of %.I ff ∈ F,a n
element xf ∈ X is a certainty equivalent for f if f ∼ xf.
3R e p r e s e n t a t i o n
3.1 Axioms
In the sequel we make use of the following properties of %.
A.1 Weak Order. If f,g,h ∈ F:( a )e i t h e rf % g or g % f,( b )f % g and g % h
imply f % h.
A.2 Weak Certainty-Independence. If f,g ∈ F, x,y ∈ X,a n dα ∈ (0,1),
αf +( 1 − α)x % αg +( 1 − α)x ⇒ αf +( 1 − α)y % αg +( 1 − α)y.
A.3 Continuity. If f,g,h ∈ F,t h es e t s{α ∈ [0,1]:αf +( 1 − α)g % h} and
{α ∈ [0,1]:h % αf +( 1 − α)g} are closed.
1u(f):S → R is the function de￿ned by u(f)(s)=u(f (s)) for all s ∈ S.
5A.4 Monotonicity. If f,g ∈ F and f(s) % g(s) for all s ∈ S,t h e nf % g.
A.5 Uncertainty Aversion. If f,g ∈ F and α ∈ (0,1),
f ∼ g ⇒ αf +( 1 − α)g % f.
A.6 Non-degeneracy. f ￿ g for some f,g ∈ F.
Axioms A.1, A.3, A.4 and A.6 are standard assumptions. Axioms A.3 and A.6 are
technical assumptions, while A.1 and A.4 require preferences to be transitive, complete,
and monotone. The latter requirement is basically a state-independence condition,
saying that decision makers always (weakly) prefer acts delivering statewise (weakly)
better payoﬀs, regardless of the state where the better payoﬀs occur. If a preference
relation % satis￿es A.1,A . 3 ,a n dA . 4 ,t h e ne a c ha c tf ∈ F admits a certainty equivalent
xf ∈ X.2
Axioms A.2 and A.5 are due to Gilboa and Schmeidler [15]. Axiom A.2 is a weak
independence axiom, which requires independence only with respect to mixing with
constant acts. It is here in a weaker form than the original axiom of [15], as discussed
in Section 3. It is this weakening that makes it possible to derive our more general
representation result. As to A.5, it is a smoothing axiom that can be interpreted as an
ambiguity aversion axiom, as discussed at length in [15], [24], [12], and [14].
3.2 Main Result
We can now state our main result, which characterizes preferences satisfying axioms
A.1-A.6. Here ∆ = ∆(Σ) denotes the set of all ￿nitely additive probabilities on Σ
endowed with the weak* topology,3 and c : ∆ → [0,+∞] is said to be grounded if its
in￿mum value is zero.
Theorem 1 Let % be a binary relation on F. The following conditions are equivalent:
(i) % satis￿es conditions A.1-A.6;
(ii) there exists a non-constant aﬃne function u : X → R and a grounded, convex,
and lower semicontinuous function c : ∆ → [0,+∞] such that, for all f,g ∈ F











2See the proof of Lemma 31 in Appendix.
3That is, the σ(∆(Σ),B 0 (Σ))-topology where a net {pd}d∈D converges to p if and only if pd (A) →
p(A) for all A ∈ Σ.
6For each u there is a (unique) minimal c? : ∆ → [0,+∞] satisfying (5), given by
c








The variational ￿avor of the representation (5) motivates the following de￿nition.
De￿nition 2 A preference is called variational if it satis￿es axioms A.1-A.6.
By Theorem 1, variational preferences can be represented by a pair (u,c?).F r o m
now on, when we consider a variational preference we will write u and c? to denote the
elements of such a pair. Next we give the uniqueness properties of this representation.
Corollary 3 Two pairs (u0,c ?
0) and (u,c?) both represent a variational preference %
as in Theorem 1 if and only if there exist α > 0 and β ∈ R such that u = αu0 +β and
c? = αc?
0.
In Theorem 1 we saw that c? is the minimal non-negative function on ∆ for which
the representation (5) holds. More is true when u(X)={u(x):x ∈ X} is unbounded
(either below or above):
Proposition 4 Let %be a variational preference with u(X) unbounded. Then, the
function c? de￿ned in (6) is the unique non-negative, grounded, convex, and lower
semicontinuous function on ∆ for which (5) holds.
As shown in Lemma 32 in the Appendix, the assumption that u(X) is unbounded
is equivalent to the following axiom (see [20]).
A.7 Unboundedness. There exist x ￿ y in X such that for all α ∈ (0,1) there exists
z ∈ X satisfying either y ￿ αz +( 1 − α)x or αz +( 1 − α)y ￿ x.
We call unbounded the variational preferences satisfying axiom A.7.
3.3 Ambiguity Attitudes
We now study the ambiguity attitudes featured by variational preferences. We follow
t h ea p p r o a c hp r o p o s e di n[ 14], to which we refer for a detailed discussion of the notions
we use.
Begin with a comparative notion: given two preferences %1 and %2,s a yt h a t%1 is
more ambiguity averse than %2 if, for all f ∈ F and x ∈ X,
f %1 x ⇒ f %2 x.( 7 )
To introduce an absolute notion of ambiguity aversion, as in [14] we consider Subjective
Expected Utility (SEU) preferences as benchmarks for ambiguity neutrality. We then
7say that a preference relation % is ambiguity averse if it is more ambiguity averse than
some SEU preference.
We now apply these notions to our setting. The ￿rst thing to observe is that
variational preferences are always ambiguity averse.
Proposition 5 Each variational preference is ambiguity averse.
As variational preferences satisfy axiom A.5, and the choice rule resulting from
(5) is a maxmin rule, intuitively it is not surprising that variational preferences al-
ways display a negative attitude toward ambiguity. Proposition 5 makes precise this
intuition.
Next we show that comparative ambiguity attitudes for variational preferences are
determined by the function c?.H e r eu1 ≈ u2 means that there exist α > 0 and β ∈ R
such that u1 = αu2 + β.
Proposition 6 Given two variational preferences %1 and %2, the following conditions
are equivalent:
(i) %1 is more ambiguity averse than %2,
(ii) u1 ≈ u2 and c?
1 ≤ c?
2 (provided u1 = u2).
Given that u1 ≈ u2,t h ea s s u m p t i o nu1 = u2 is just a common normalization of the
two utility indices. Therefore, Proposition 6 says that more ambiguity averse preference
relations are characterized, up to a normalization, by smaller functions c?. Therefore,
the function c? can be interpreted as an index of ambiguity aversion.
We now give few simple examples illustrating this interpretation of the function c?.
Example 7 By Proposition 6, maximal ambiguity aversion is characterized by c? (p)=
0 for each p ∈ ∆. In this case, (5) becomes:








f % g ⇔ min
s∈S
u(f (s)) ≥ min
s∈S
u(g (s)),
a form that clearly re￿ects extreme ambiguity aversion. N
Example 8 Minimal ambiguity aversion corresponds here to ambiguity neutrality as,
by Proposition 5, all variational preferences are ambiguity averse. Therefore, the min-
imal ambiguity averse functions c? are those associated with SEU preferences. As it





0 if p = q,
+∞ otherwise,
where q is the subjective probability associated with the preference. N
Example 9 Denote by c?
q the ambiguity index of an unbounded SEU preference with
subjective probability q,a n db yc?
m the maximal ambiguity index of Example 7. Given










which is the well-known ε-contaminated model. In this case,
c







m (p1):( 1 − α)p2 + αp1 = p
“
= δ(1−α)q+α∆ (p),
and this is a simple example of an index c? not displaying extreme ambiguity attitudes.
N
We close with couple of remarks. First, observe that Lemma 34 in the Appendix
shows that the set that [14] calls benchmark measures ￿ those probabilities that corre-
spond to SEU preferences less ambiguity averse than % ￿i sg i v e nh e r eb yargminc? =
{p ∈ ∆ : c? (p)=0 }.
Second, notice that by standard convex analysis results, the last example can be
immediately generalized as follows: the ambiguity index of a convex combination of
preference functionals representing unbounded variational preferences is given by the
inf-convolution of their ambiguity indices (see [23]).
3.4 An Extension: Countable Additivity
In Theorem 1 we considered the set ∆ of all ￿nitely additive probabilities. In applica-
tions, however, it is often important to consider countably additive probabilities, which
have very convenient analytical properties. For example, in Section 4 it will be seen
that this is the case for the multiplier preferences of Hansen and Sargent [18] and for
mean-variance preferences of Markowitz [21] and Tobin [25].
Fortunately, in our setting we can still use the Monotone Continuity axiom intro-
duced by Arrow [3] in order to derive a SEU representation with a countably additive
subjective probability (see [6]).
A.8 Monotone Continuity. If f,g ∈ F, x ∈ X, {En}n≥1 ∈ Σ with E1 ⊇ E2 ⊇ ... and
T
n≥1 En = ∅,t h e nf ￿ g implies that there exists n0 ≥ 1 such that
xEn0f ￿ g.
9Next we state the countably additive version of Theorem 1.H e r e ∆σ = ∆σ (Σ)
denotes the set of all countably additive probabilities de￿ned on a σ-algebra Σ, while
∆σ (q)=∆σ (Σ,q) denotes the subset of ∆σ consisting of all probabilities that are
absolutely continuous with respect to q;i . e . ,∆σ (q)={p ∈ ∆σ : p ¿ q}.
Theorem 10 Let % be an unbounded variational preference. The following conditions
are equivalent:
(i) % satis￿es A.8;
(ii) {p ∈ ∆ : c? (p) ≤ t} is a weakly compact subset of ∆σ for each t ≥ 0.
In this case, there exists q ∈ ∆σ such that, for all f,g ∈ F,













Remark 1 Lemma 33 of the Appendix shows that even when the preference is not
unbounded, axiom A.8 still implies the countable additivity of the probabilities involved
in the representation.
In view of these results, we call continuous the variational preferences satisfying
axiom A.8.
We illustrate Theorem 10 by showing what form takes maximal ambiguity aversion
for continuous unbounded variational preferences. In order to do so, we need a piece
of notation. Given q ∈ ∆σ and a measurable function ϕ : S → R,s e t
ess inf
s∈S
ϕ(s)=s u p{t ∈ R : q({s : ϕ(s) ≥ t})=1}.
If ϕ is bounded below the sup is attained. For example, when q has a ￿nite support
supp(q),w eh a v e
ess inf
s∈S
ϕ(s)= m i n
s∈supp(q)
ϕ(s) (9)
Proposition 11 Let % be a continuous unbounded variational preference. Then, %
exhibits maximal ambiguity aversion if and only if there is q ∈ ∆σ such that, for all
f,g ∈ F,
f % g ⇔ ess inf
s∈S
u(f (s)) ≥ ess inf
s∈S
u(g (s)). (10)
By (9), when the control probability q has ￿nite support, then (10) becomes
f % g ⇔ min
s∈supp(q)
u(f (s)) ≥ min
s∈supp(q)
u(g (s)).
104S p e c i a l C a s e s
In this section we show that three important classes of preferences, the multiple priors
preferences of Gilboa and Schmeidler [15], the multiplier preferences of Hansen and
Sargent [18], and the mean-variance preferences of Markowitz [21]a n dT o b i n[ 2 5 ] ,a r e
special cases of our variational preferences.
4.1 Multiple Priors Preferences
Begin with the multiple priors choice model axiomatized by Gilboa and Schmeidler
[15]. Consider the following stronger version of axiom A.2.
A.2￿ Certainty Independence. If f,g ∈ F, x ∈ X,a n dα ∈ (0,1),t h e n
f % g ⇔ αf +( 1 − α)x % αg +( 1 − α)x.
Axiom A.2￿ is the original axiom of [15]. The next lemma shows how it strenghtens
A.2.
Lemma 12 A binary relation % on F satis￿es A.2￿ if and only if, for all f,g ∈ F,
x,y ∈ X,a n dα,β ∈ (0,1], we have:
αf +( 1 − α)x % αg +( 1 − α)x ⇒ βf +( 1 − β)y % βg +( 1 − β)y.
In view of this lemma we can say that axiom A.2 is the special case of A.2￿ in which
the coeﬃcients α and β a r er e q u i r e dt ob ee q u a l ,a n ds ot h em u l t i p l ep r i o r sm o d e li sa
special case of our representation.
Next result shows that, when A.2￿ replaces A.2, the only probabilities in ∆ that
￿matter￿ in the representation (5) are the ones to which the decision maker attributes
￿maximum weight￿, i.e., the ones in argminc?. In other words, the set of priors used
in the multiple priors model is given by {p ∈ ∆ : c? (p)=0 }.
Proposition 13 Let % be a variational preference on F. The following conditions are
equivalent:
(i) % satis￿es A.2￿;











Moreover, whenever % is unbounded, (ii) is also equivalent to:
11(iii) c? only takes on values 0 and +∞.
The characterization of the multiple priors model via axioms A.1, A.2￿, and A.3-A.6
is due to Gilboa and Schmeidler [15]. Proposition 13 shows how the multiple priors
model ￿ts in the representation we established in Theorem 1.
As well-known, the standard SEU model is the special case of the multiple priors
model characterized by the following stronger version of A.5.
A.5￿ Uncertainty Neutrality. If f,g ∈ F and α ∈ (0,1),
f ∼ g ⇒ αf +( 1 − α)g ∼ f.
In terms of our representation, by Theorem 1 and Proposition 13w eh a v e :
Corollary 14 Let % be a variational preference on F. The following conditions are
equivalent:
(i) % satis￿es A.5￿;
(ii) % is SEU;
(iii) % satis￿es A.2￿ and {p ∈ ∆ : c? (p)=0 } is a singleton.
Moreover, whenever % is unbounded, (iii) is also equivalent to:
(iv) there exists q ∈ ∆ such that c? (q)=0and c? (p)=∞ for every p 6= q.
4.2 Multiplier Preferences
In the robust control literature proposed by Hansen and Sargent (see, e.g., [17] and [18])
acts are ranked according to the so-called multiplier preferences %m on F, represented
as follows:
f %















where θ > 0, q ∈ ∆σ,a n du : X → R is an aﬃne function.
As observed in this literature, by standard results from the Theory of Large Devi-
ations (see, e.g., [10, pp. 32-41]) we can equivalently represent %m as follows:
f %
























dq if p ∈ ∆σ (q),
+∞ otherwise.
Notice that the relative entropy R(•kq) is non-negative and convex on ∆, strictly convex
on its eﬀective domain, with R(pkq)=0if and only if p = q.
The next result ￿ a version of the Donsker-Varadhan variational formula (see, e.g.,
[10, p. 36]) ￿ shows that multiplier preferences are continuous variational preferences
with c? (p)=θR(pkq). In other words, the representation (13) is a special case of (8),
w h i c hi si nt u r nt h ec o u n t a b l ya d d i t i v ev e r s i o no f( 5 ) .
Theorem 15 Suppose u(X) is unbounded. Then, the multiplier preference %m is a
continuous variational preference. Its index of ambiguity aversion is
c
? (p)=θR(pkq)
for each p ∈ ∆σ (q).
In view of Theorem 15, in order to determine the ambiguity attitudes featured
by multiplier preferences we can invoke Propositions 5 and 6. By the former result,
multiplier preferences are ambiguity averse. As to comparative attitudes, the next
simple consequence of Proposition 6 shows that they only depend on the parameter θ,
which can therefore be interpreted as a coeﬃcient of ambiguity aversion.
Corollary 16 Given two multiplier preferences %m
1 and %m
2 , the following conditions
are equivalent:
(i) %m
1 is more ambiguity averse than %m
2 ,
(ii) u1 ≈ u2 and θ1 ≤ θ2 (provided u1 = u2).
In view of Corollary 16, we have maximal ambiguity aversion when the parameter
θ goes to 0. Since multiplier preferences are continuous variational preferences, by
Proposition 11 we have maximal ambiguity aversion when
f %
m g ⇔ ess inf
s∈S
u(f (s)) ≥ ess inf
s∈S
u(g(s)). (14)
The next result shows that the limit behavior, as θ goes to 0, of the preference functional
that represents multiplier preferences in (12) is actually consistent with (14).














In this subsection we will show that also mean-variance preferences can be viewed as
variational preferences, with index of ambiguity aversion given by the relative Gini con-
centration index. In this way, after Shannon￿s entropy, a second classic concentration
index pops up in the analysis of variational preferences.













where θ > 0, q ∈ ∆σ, u : X → R is an aﬃne function, and Var is the variance with
respect to q.W h e nX ⊆ R and u(x)=x (i.e., when u is risk neutral), %mv reduces to













of Markowitz [21] and Tobin [25].
The next result shows that the monotone restriction of %mv is a continuous vari-
ational preference. Interestingly, its index of ambiguity aversion c? turns out to be









dq − 1 if p ∈ ∆σ (q),
+∞ otherwise.
The classic Gini concentration index can be obtained by normalization from the relative
one in the same way Shannon￿s entropy can be obtained from relative entropy. C (•kq)
has properties similar to the relative entropy R(•kq);i np a r t i c u l a r ,C (•kq) is non-
negative and convex on ∆,s t r i c t l yc o n v e xo ni t se ﬀective domain, with C (pkq)=0if
and only if p = q.
Before stating the announced result, observe that %mv may not be monotone, unless
its domain is suitably restricted. To identify such restriction, consider the concave
functional J : B0 (Σ) → R given by J (ϕ)=
R
ϕdq − (θ/2)Var(ϕ),a n dl e tM be the
set in which the Gateaux diﬀerential of J is positive (as a linear functional). The
convex set M is the domain of monotonicity of the functional J,a n ds ot h ec o n v e xs e t
G = {f ∈ F : u(f) ∈ M} is where the preference %mv does not violate monotonicity.
Theorem 18 Suppose u(X) is unbounded. Then, the mean-variance preference %mv






4Until now we only considered preferences de￿n e do nt h ew h o l eF. On a subset like G it is enough
to say that a preference on G is a continuous variational preference if it admits a continuous variational
e x t e n s i o no nt h ee n t i r es p a c eF.
14for each p ∈ ∆σ (q).I np a r t i c u l a r ,f o ra l lf,g ∈ G,
f %

















As we did earlier for multiplier preferences, we can now study the ambiguity atti-
tudes featured by mean-variance preferences. These preferences are ambiguity averse,
and their comparative ambiguity attitudes only depend on the parameter θ; again, θ
can be interpreted as a coeﬃcient of ambiguity aversion. Speci￿cally, we have:
Corollary 19 Given two mean-variance preferences %mv
1 and %mv
2 , the following con-
ditions are equivalent:
(i) %mv
1 is more ambiguity averse than %mv
2 ,
(ii) u1 ≈ u2 and θ1 ≥ θ2 (provided u1 = u2).
All this provides an ambiguity perspective on mean-variance preferences. As we
already discussed in the Introduction, the motivation for this interpretation is similar
to the one underlying the ambiguity perspective on multiplier preferences. Under this
interpretation we can view the decision maker as considering the base probability q
as an approximation of the correct probabilistic model governing the phenomenon in
which he is interested. He thus takes into account other possible alternative models p,
whose relative likelihood is determined by the relative Gini index. The parameter θ
measures the decision maker￿s con￿dence in the correctness of q a n di nt h er e l e v a n c e
of the alternatives p.
Mean-variance preferences can be easily generalized by replacing the variance either
with general indices of variability, which describe how dispersed is a random variable
relative to some reference point (the mean in the case of the variance) or with some
indices of dispersion, which describe the ￿intrinsic￿ dispersion of a random variable
(e.g., the Gini mean diﬀerence index). In Appendix D we brie￿y discuss these possible
extensions of mean-variance preferences.
15AN i v e l o i d s
Let B0 (Σ) be the set of all real-valued Σ-measurable simple functions and B (Σ) its
supnorm closure (in the space of all real-valued bounded functions on S). B0(Σ,K)
(resp. B (Σ,K)) is the set of all functions in B0 (Σ) (resp. B (Σ)) taking values in the
interval K ⊆ R.
When endowed with the supnorm, B0 (Σ) is a normed vector space and B (Σ) is a
Banach space. The topological dual of B0 (Σ) (resp. B (Σ))i st h es p a c eba(Σ) of all




for all ϕ ∈ B0 (Σ) (resp. B (Σ))a n da l l￿ ∈ ba(Σ) (see, e.g., [9, p. 258]).
For ϕ,ψ ∈ B (Σ) we write ϕ ≥ ψ (resp. ϕ > ψ)i fϕ(s) ≥ ψ(s) (resp. ϕ(s) > ψ (s))
for all s ∈ S.
Let Φ be any nonempty collection of elements of B (Σ),a n dΦc the constant func-
tions in Φ.5 We call Φ a tube if Φ = Φ + R.6
Given a functional I : Φ → R,w es a yt h a tI is:
(i) normalized if I (k)=k for all k ∈ Φc;
(ii) monotonic if ϕ ≥ ψ implies I(ϕ) ≥ I(ψ) for all ϕ,ψ ∈ Φ;
(iii) vertically invariant if I(ϕ + c)=I(ϕ)+c for all ϕ ∈ Φ and c ∈ R such that
ϕ + c ∈ Φ;
(iv) a niveloid if I (ϕ) − I (ψ) ≤ sup(ϕ − ψ) for all ϕ,ψ ∈ Φ.7
Remark 2 Notice that I is a niveloid iﬀ I (ψ) − I (ϕ) ≥−sup(ϕ − ψ)=i n f( ψ − ϕ)
for all ϕ,ψ ∈ Φ iﬀ inf (ψ − ϕ) ≤ I (ψ) − I (ϕ) ≤ sup(ψ − ϕ) for all ψ,ϕ ∈ Φ. Clearly
a niveloid is Lipschitz continuous of rank 1 in the supnorm (sup(ϕ − ψ) ≤ kϕ − ψk).




= I; I is normalized iﬀ ﬂ I is normalized; I is monotonic iﬀ ﬂ I is
monotonic; I is vertically invariant iﬀ ﬂ I is vertically invariant; I is a niveloid iﬀ ﬂ I is a
niveloid.
5As usual, we write k both for the real number k and for the constant function k1S ∈ Φc.
6Clearly, if Φ is not a tube, then Φ + R is the smallest tube containing Φ.
7Dolecki and Greco [8] call niveloid a monotonic and vertically invariant functional T :[ −∞,∞]
S →
[−∞,∞]. Their Corollary 1.3 and our Lemma 23 explain why we chose to abuse this term.
16A.1 Vertically invariant functionals
Next Lemma provides a useful condition for vertical invariance.
Lemma 20 Let Φ be a convex subset of B0 (Σ) (or B (Σ))w i t h0 ∈ Φ and I : Φ → R
be a functional that satis￿es
I(αϕ +( 1 − α)k)=I(αϕ)+( 1 − α)k (17)
for all ϕ ∈ Φ, k ∈ Φc,a n dα ∈ (0,1).T h e nI is vertically invariant provided one of
the following conditions holds:
￿ Φ is open,
￿ I is continuous and 0 ∈ int(Φ),
￿ Φ = B0 (Σ,K) for some interval K ⊆ R such that 0 ∈ int(K).
Proof. If c =0then I(ϕ + c)=I(ϕ)+c for all ϕ ∈ Φ.I ti ss u ﬃcient to prove that
I (ϕ + c)=I (ϕ)+c for all ϕ ∈ Φ and c>0 such that ϕ + c ∈ Φ.8
Let ϕ,ϕ + c ∈ Φ and c>0.
Step 1. If ϕ,ϕ + c ∈ int(Φ),t h e nI(ϕ + c)=I(ϕ)+c.
There exists α ∈ (0,1) such that ϕ/α,(ϕ + c)/α ∈ int(Φ).H e n c e (ϕ + t)/α ∈













Choose n ≥ 2 such that
c/n
1−α ∈ Φc.9 Then





























































8If c<0,s e tψ = ϕ+c,a n dd = −c. This yields ψ,ψ+d ∈ Φ and d>0,t h e nI (ψ + d)=I (ψ)+d,
that is I (ϕ)=I (ϕ + c) − c.



















Step 1 proves the lemma if Φ is open. If I is continuous and 0 ∈ int(Φ),s i n c eϕ,ϕ+c ∈










(ϕ + c) ∈ int(Φ) for all n ≥ 1.B u t , b y S t e p 1, I is
vertically invariant on int(Φ) and hence









































c = I (ϕ)+c.
It remains to prove the last case when K =[ a,b) or (a,b] or [a,b] with −∞ ≤ a<0 <
b ≤∞ .10
Step 2. Assume K contains b (and hence b<∞)a n da<ϕ < ϕ + c ≤ b,t h e n
I(ϕ + c)=I(ϕ)+c.
Choose n ≥ 2 such that b− c






>a .S e tα =
b− c
n
b ∈ (0,1).N o t i c e







ϕ < ϕ +
c
n
≤ ϕ + t ≤ ϕ +
c(n − 1)
n




























.M o r e o v e r
c/n
1−α = b ∈ K,a n d





















































10If K =( a,b),t h e nB0 (Σ,K) is open in B0 (Σ).
18But a<ϕ < ϕ +
c(n−1)
n <bimplies ϕ < ϕ +
c(n−1)









n whence I (ϕ + c)=I (ϕ)+c. ⁄
Step 2 concludes the proof if K =( a,b].
Step 3. Assume K contains a (and hence a>−∞)a n da ≤ ϕ < ϕ + c<b ,t h e n
I(ϕ + c)=I(ϕ)+c.
Consider −K and notice that −b<−ϕ − c<−ϕ ≤− a,t h e nψ = −ϕ − c
∈ B0 (Σ,−K), c>0 and ψ+c = −ϕ ∈ B0 (Σ,−K). Moreover, it is immediate to show
that ﬂ I satis￿es (17), by Step 2
I (ϕ + c)=−ﬂ I (−ϕ − c)=−ﬂ I (ψ)
= −
¡ﬂ I (ψ + c) − c
¢
= −ﬂ I (−ϕ)+c
= I (ϕ)+c,
as wanted. ⁄
Step 3 concludes the proof if K =[ a,b).
If K =[ a,b],t h e n−∞ <a<b<∞.I fϕ,ϕ+c ∈ B0 (Σ,K),t h e na ≤ ϕ < ϕ+ c
2 <b
and a<ϕ + c
2 < ϕ + c ≤ b, thus applying Step 2 and Step 3 we obtain











Lemma 21 Let Φ be a convex subset of B0 (Σ) (or B (Σ))a n dI : Φ → R av e r t i c a l l y
invariant functional that satis￿es
I (αψ +( 1 − α)ϕ) ≥ I (ϕ) (18)
for all ϕ,ψ ∈ Φ such that I (ψ)=I (ϕ) and α ∈ (0,1).T h e n Φ is concave provided
one of the following conditions holds:
￿ I is continuous and int(Φ) is not empty,
￿ Φ is a tube.
Proof. Assume I is continuous and int(Φ) is not empty. Let ϕ0 ∈ int(Φ), there exist
ε > 0 such that
N (ϕ0,ε)={ψ ∈ B0 (Σ):kϕ0 − ψk ≤ ε}
= {ψ ∈ B0 (Σ):ϕ0 − ε ≤ ψ ≤ ϕ0 + ε}






kϕ − ϕ0k ≤ ρε implies |I (ϕ) − I (ϕ0)| ≤ ε
3.T h e ni fϕ,ψ ∈ N (ϕ0,ρε),w eh a v e





3ε ≤ I (ϕ)−I (ψ) ≤ 2
3ε. Setting t = I (ϕ)−I (ψ),w eg e t−2
3ε ≤ t ≤ 2
3ε.N o t i c e
that −1
3ε ≤− ρε ≤ ψ − ϕ0 ≤ ρε ≤ 1
3ε and ϕ0 − 1
3ε ≤ ψ ≤ ϕ0 + 1
3ε. Summing up,
ϕ0 − ε ≤ ψ + t ≤ ϕ0 + ε
and ψ + t ∈ int(Φ).S i n c eψ ∈ int(Φ) too, then I (ψ + t)=I (ψ)+t = I (ϕ),s ot h a t
I (α(ψ + t)+( 1 − α)ϕ) ≥ I (ϕ). (19)
Hence,
I (ϕ) ≤ I (α(ψ + t)+( 1 − α)ϕ)=I (αψ +( 1 − α)ϕ + αt)
= I (αψ +( 1 − α)ϕ)+αt
= I (αψ +( 1 − α)ϕ)+α(I (ϕ) − I (ψ))
and
I (αψ +( 1 − α)ϕ) ≥ αI (ψ)+( 1 − α)I (ϕ). (20)
We conclude that I is concave in N (ϕ0,ρε).A st h ec h o i c eo fN (ϕ0,ε) was arbitrary,
we conclude that I is locally concave on int(Φ). A standard result from convex analysis
yields concavity on int(Φ). Finally, the continuity of I implies its concavity on the
whole Φ.T h i sp r o v e st h e￿rst case. To prove the second, for all ϕ,ψ ∈ Φ and α ∈ (0,1),
set t = I (ϕ) − I (ψ).S i n c eΦ is a tube, ψ + t ∈ Φ,a n dI (ψ + t)=I (ψ)+t = I (ϕ).
Repeat the argument leading from (19) to (20). ¥
Lemma 22 Let Φ be a nonempty subset of B (Σ) and I : Φ → R be a vertically
invariant functional. Then there exists a unique vertically invariant functional ￿ I :
Φ + R → R extending I to the tube Φ + R generated by Φ. Moreover, if Φ is convex
and I is concave, then ￿ I is concave.
Proof. If there exists a vertically invariant functional ￿ I : Φ + R → R extending I on
Φ + R, then for all ϕ + d ∈ Φ + R with ϕ ∈ Φ and d ∈ R,i ts a t i s ￿es
￿ I (ϕ + d)=￿ I (ϕ)+d = I (ϕ)+d. (21)
In particular it is unique. Next we show that Eq. (21)d e ￿nes a vertically invariant
functional (that obviously extends I). If ϕ,ψ ∈ Φ, d,c ∈ R,a n dϕ + d = ψ + c,t h e n
ϕ = ψ + c − d.I np a r t i c u l a r ,ψ ∈ Φ and c − d ∈ R are such that ψ +( c − d) ∈ Φ,a n d
I (ϕ)+d = I (ψ + c − d)+d
= I (ψ)+c − d + d = I (ψ)+c.
20This proves that ￿ I is well de￿ned. If ϕ+d ∈ Φ+R (with ϕ ∈ Φ and d ∈ R)a n dc ∈ R,
then
￿ I ((ϕ + d)+c)=￿ I (ϕ + d + c)=I (ϕ)+d + c = ￿ I (ϕ + d)+c,
that is, ￿ I is vertically invariant.
Assume I is concave. Let ϕ + d,ψ + t ∈ Φ + R with ϕ,ψ ∈ Φ and d,t ∈ R and
α ∈ (0,1).I f￿ I (ϕ + d)=￿ I (ψ + t)=c,t h e nI (ϕ)=c−d and I (ψ)=c−t. Therefore
I (αϕ +( 1 − α)ψ) ≥ αI (ϕ)+( 1 − α)I (ψ)=α(c − d)+( 1 − α)(c − t),t h a ti s
￿ I (α(ϕ + d)+( 1 − α)(ψ + t)) = ￿ I ((αϕ +( 1 − α)ψ)+αd +( 1 − α)t)
= I (αϕ +( 1 − α)ψ)+αd +( 1 − α)t ≥ c.
By Lemma 21,s i n c eΦ + R is a tube, this means that ￿ I is concave. ¥
A.2 Extensions of niveloids
In this section we obtain some novel results on the extension of niveloids (the ￿rst
results on this subject appear in [8]).
Lemma 23 Let Φ be a nonempty subset of B (Σ) and I : Φ → R. The following
statements are equivalent:
(i) I is vertically invariant and its unique vertically invariant extension ￿ I to Φ + R
is monotonic.
(ii) I is a niveloid.
In particular, if Φ is a tube, then I : Φ → R is a niveloid iﬀ it is vertically invariant
and monotonic (see [8, Cor 1.3]).
Proof. Let I be vertically invariant and ￿ I be monotonic. For all ϕ,ψ ∈ Φ, ϕ ≤
ψ+sup(ϕ − ψ), but ϕ,ψ+sup(ϕ − ψ) ∈ Φ+R,t h e n￿ I (ϕ) ≤ ￿ I (ψ +s u p( ϕ − ψ)) that
is
I (ϕ) ≤ I (ψ)+s u p( ϕ − ψ).
Conversely, if I is a niveloid, for all ϕ ∈ Φ and c ∈ R such that ϕ + c ∈ Φ
c =i n f( ( ϕ + c) − ϕ) ≤ I (ϕ + c) − I (ϕ) ≤ sup((ϕ + c) − ϕ)=c
that is I (ϕ + c)=I (ϕ)+c and I is vertically invariant. Moreover, if ϕ,ψ ∈ Φ and
d,t ∈ R are such that ψ + t ≥ ϕ + d,t h e nI (ψ) − I (ϕ) ≥ inf (ψ − ϕ) implies
￿ I (ψ + t) − ￿ I (ϕ + d)=I (ψ) − I (ϕ)+t − d
≥ inf (ψ − ϕ)+t − d
=i n f ( ( ψ + t) − (ϕ + d))
≥ 0,
21that is ￿ I is monotonic. ¥
Lemma 24 A vertically invariant and monotonic functional I : B0 (Σ,K) → R is a
niveloid.
Proof. In view of Lemma 23, we just have to show that ￿ I is monotonic. Let ϕ,ψ ∈
B0 (Σ,K) and d,t,c ∈ R be such that ψ+t ≥ ϕ+d. We want to show that I (ψ)+t ≥
I (ϕ)+d, i.e., that ψ + c ≥ ϕ implies I (ψ)+c ≥ I (ϕ).
Assume supK = b<∞ is not attained. If c<b− supψ,t h e nϕ ≤ ψ + c ≤
supψ + c<b ,t h e nψ + c ∈ B0 (Σ,K) and I (ϕ) ≤ I (ψ + c)=I (ψ)+c.E l s e
c ≥ b − supψ ≥ 0 and there exists ε > 0 such that ϕ <b − ε <b . A fortiori
c>(b − ε) − supψ. There are two subcases:
￿ c>(b − ε) − inf ψ,t h e nI (ψ)+c ≥ I (inf ψ)+c = ￿ I (0) + inf ψ + c>￿ I (0) +
inf ψ +( b − ε) − inf ψ ≥ ￿ I (0) + b − ε = I (b − ε) ≥ I (ϕ).
￿ c ≤ (b − ε) − inf ψ (that is inf ψ ≤ (b − ε) − c<supψ), then ψ + c ≥ ϕ implies
(ψ + c) ∧ (b − ε) ≥ ϕ, but (ψ + c) ∧ (b − ε) ∈ B0 (Σ,K) and (ψ + c) ∧ (b − ε)=
min{ψ + c,b − ε}−c+c =m i n{ψ,b− ε − c}+c =( ψ ∧ (b − ε − c))+c.N o t i c e
that also ψ ∧ (b − ε − c) ∈ B0 (Σ,K) since (b − ε − c) ∈ [inf ψ,supψ) ⊆ K.
Therefore
I (ψ)+c ≥ I (ψ ∧ (b − ε − c)) + c
= I ((ψ ∧ (b − ε − c)) + c)
= I ((ψ + c) ∧ (b − ε))
≥ I (ϕ),
as desired.
Assume that supK = b<∞ is attained. If c ≤ b − supψ,t h e nϕ ≤ ψ + c ≤
supψ + c ≤ b,t h e nψ + c ∈ B0 (Σ,K) and I (ϕ) ≤ I (ψ + c)=I (ψ)+c.E l s e
c>b− supψ ≥ 0 while ϕ ≤ b.T h e r ea r et w os u b c a s e s :
￿ c ≥ b − inf ψ,t h e nI (ψ)+c ≥ I (inf ψ)+c = ￿ I (0) + inf ψ + c ≥ ￿ I (0) + inf ψ +
b − inf ψ = I (b) ≥ I (ϕ).
￿ c<b−inf ψ (that is inf ψ <b−c<supψ), then ψ+c ≥ ϕ implies (ψ + c)∧b ≥
ϕ,b u t(ψ + c) ∧ b ∈ B0 (Σ,K) and (ψ + c) ∧ b =m i n {ψ + c,b} − c + c =
min{ψ,b− c} + c =( ψ ∧ (b − c)) + c. Notice that also ψ ∧ (b − c) ∈ B0 (Σ,K)
22since (b − c) ∈ (inf ψ,supψ) ⊆ K. Therefore
I (ψ)+c ≥ I (ψ ∧ (b − c)) + c
= I ((ψ ∧ (b − c)) + c)
= I ((ψ + c) ∧ b)
≥ I (ϕ),
as desired.
Finally, if supK = ∞,a n dϕ ≤ ψ + c,t h e nψ + c ∈ B0 (Σ,K) and I (ϕ) ≤
I (ψ + c)=I (ψ)+c. ¥
Lemma 25 Let I : Φ → R be a niveloid on a nonempty subset Φ of B (Σ),a n ds e t
L =
n







The functional de￿ned on B (Σ) by
￿ I (ϕ)=s u p{c ∈ R : ϕ − c ∈ L} ∀ϕ ∈ B (Σ)
is the minimum niveloid on B (Σ) that extends I. Moreover, if Φ is convex and I is
concave, then ￿ I is concave.
Before entering the proof￿s details, notice that if I is a niveloid on a tube Φ,t h e n
for all ϕ ∈ Φ, I (ϕ)=s u p{c ∈ R : c ≤ I (ϕ)} =s u p{c ∈ R : ϕ − c ∈ {I ≥ 0}},w h e r e
{I ≥ 0} = {ϕ ∈ Φ : I (ϕ) ≥ 0} (see also [13, p.160]).
Proof. If ϕ ∈ Φ + R,a n dϕ ∈ L,t h e nϕ ≥ ψ for some ψ ∈
n
￿ I ≥ 0
o
,w h e n c e
￿ I (ϕ) ≥ ￿ I (ψ) ≥ 0,t h a ti sϕ ∈
n
￿ I ≥ 0
o
.T h i sp r o v e st h a tϕ ∈ Φ + R belongs to L iﬀ
it belongs to
n
￿ I ≥ 0
o
. As a consequence, for all ϕ ∈ Φ + R,w eh a v e
￿ I (ϕ)=s u p
n
c ∈ R : ϕ − c ∈
n
￿ I ≥ 0
oo
=s u p {c ∈ R : ϕ − c ∈ L}
= ￿ I (ϕ).
Then ￿ I : B (Σ) → [−∞,∞] extends ￿ I, af o r t i o r iI.
Notice that:
￿ If ϕ ∈ L and ψ ≥ ϕ,t h e nψ ∈ L + B (Σ,R+)=L.
￿ If ϕ / ∈ L and ψ ≤ ϕ,t h e nψ / ∈ L.
23￿ If ψ0 ∈ Φ,t h e nψ0 + d ∈ L iﬀ ￿ I (ψ0 + d) ≥ 0 iﬀ d ≥− I (ψ0).I n p a r t i c u l a r ,
ψ0 − I (ψ0) ∈ L and ψ0 − I (ψ0) − 1 / ∈ L.
Let ψ0 ∈ Φ. For all ϕ ∈ B (Σ), ϕ − (inf ϕ − supψ0 + I (ψ0)) ≥ ψ0 − I (ψ0) ∈ L,
hence {c ∈ R : ϕ − c ∈ L} 6= ∅; therefore ￿ I (ϕ) > −∞.F o ra l lϕ ∈ B (Σ) and all c ≥
supϕ−inf ψ0+I (ψ0)+1, ϕ−c ≤ ϕ−(supϕ − inf ψ0 + I (ψ0)+1) ≤ ψ0−I (ψ0)−1 / ∈ L
implies ϕ − c/ ∈ L,a n d{c ∈ R : ϕ − c ∈ L} is bounded above; therefore ￿ I (ϕ) < ∞.
We conclude that ￿ I : B (Σ) → R.
If ψ ≥ ϕ and ϕ − c ∈ L,t h e nψ − c ≥ ϕ − c implies ψ − c ∈ L. It follows that
{c ∈ R : ϕ − c ∈ L} ⊆ {c ∈ R : ψ − c ∈ L} and ￿ I (ψ) ≥ ￿ I (ϕ), i.e., ￿ I is monotonic.
Let d ∈ R and ϕ ∈ B (Σ), ϕ − c ∈ L iﬀ (ϕ + d) − (c + d) ∈ L,t h a ti s
{c ∈ R : ϕ − c ∈ L} + d = {t ∈ R :( ϕ + d) − t ∈ L}
and
￿ I (ϕ + d)=s u p {t ∈ R :( ϕ + d) − t ∈ L}
=s u p ( {c ∈ R : ϕ − c ∈ L} + d)
= ￿ I (ϕ)+d.
That is ￿ I is a niveloid.
Notice that
n
￿ I ≥ 0
o
= L.I n f a c t , i f ￿ I (ϕ) ≥ 0,t h e nf o ra l lε > 0 we have
￿ I (ϕ + ε) > 0, i.e.
sup{c ∈ R : ϕ + ε − c ∈ L} > 0,
therefore there exists c>0 such that ϕ + ε − c ∈ L. This implies ϕ + ε ∈ L (since





∈ L,a n d
we conclude
n
￿ I ≥ 0
o
⊆ L.C o n v e r s e l y ,f o ra l lϕ ∈ L, ϕ − 0 ∈ L guarantees ￿ I (ϕ) ≥ 0;
the continuity of ￿ I implies L ⊆
n
￿ I ≥ 0
o
.
Let ￿ J be a niveloid onB (Σ) that extends I,t h e n ￿ J coincides with ￿ I on Φ+R.F o ra l l
ψ ∈ L there exists ϕ ∈
n
￿ I ≥ 0
o
such that ψ ≥ ϕ,t h e r e f o r e ￿ J (ψ) ≥ ￿ J (ϕ)=￿ I (ϕ) ≥ 0.
Then
n




￿ J ≥ 0
o
, and this implies that for all ϕ ∈ B (Σ)
￿ I (ϕ)=s u p
n
c ∈ R : ϕ − c ∈
n




c ∈ R : ϕ − c ∈
n
￿ J ≥ 0
oo
= ￿ J (ϕ).
This shows that ￿ I is the minimum niveloid on B (Σ) that extends I.
Assume Φ is convex and I is concave, then ￿ I is concave and
n





￿ I ≥ 0
o
+ B (Σ,R+) and
n
￿ I ≥ 0
o
= L are convex. This implies that ￿ I is
24concave. In fact, for all ϕ,ψ ∈ B (Σ) such that ￿ I (ϕ)=￿ I (ψ)=c,a n dα ∈ (0,1),s i n c e
ϕ − c,ψ − c ∈
n
￿ I ≥ 0
o
,t h e n
￿ I (αϕ +( 1 − α)ψ) − ￿ I (ϕ)=￿ I (αϕ +( 1 − α)ψ − c)
= ￿ I (α(ϕ − c)+( 1 − α)(ψ − c)) ≥ 0,
and Lemma 21 guarantees concavity. ¥
Inspection of the proof shows that for a non-empty subset Φ of B0 (Σ) setting
L0 =
n






we could obtain the minimum niveloid extending I to B0 (Σ).
A.3 Fenchel conjugates of concave niveloids
Remark 4 If I : B (Σ) → R is a concave niveloid, direct application of the Fenchel
Moreau Theorem (see, e.g., [22, p. 42]) guarantees




where I∗ (￿)=i n f ψ∈B(Σ) (hψ,￿i − I (ψ)) is the Fenchel conjugate of I.I f ￿ is not
positive, there exists ϕ ≥ 0 such that hϕ,￿i < 0,t h e nhαϕ,￿i − I (αϕ) ≤ αhϕ,￿i −
I (0) for all α ≥ 0,w h e n c eI∗ (￿)=−∞.I f ￿(S) 6= 1,c h o o s eψ ∈ B (Σ),t h e n
hψ + c,￿i−I (ψ + c)=hψ,￿i−I (ψ)+c(￿(S) − 1) for all c ∈ R,a n ds oI∗ (￿)=−∞.
That is,




In this section Φ is a (non-empty) convex subset of B (Σ) and I : Φ → R is a
concave niveloid. We set




p ∈ ∆(Σ):￿ I (ψ) − ￿ I (ϕ) ≤ hψ − ϕ,pi for each ψ ∈ Φ + R
o
.
Lemma 26 Let I : Φ → R be a concave niveloid. Then, ∂πI (ϕ) 6= ∅ for all ϕ ∈ Φ.
Proof. By Lemma 25, there exists a concave niveloid ￿ I on B (Σ) such that ￿ I|Φ = I.L e t




￿ ∈ ba(Σ):￿ I (ψ) − ￿ I (ϕ) ≤ hψ − ϕ,￿i for each ψ ∈ B (Σ)
o
25is nonempty (see, e.g., [22, p. 6-7]).
For all c ∈ R and ￿ ∈ ∂￿ I (ϕ) we have
￿ I (ϕ)+c = ￿ I (ϕ + c) ≤ ￿ I (ϕ)+hϕ + c − ϕ,￿i = ￿ I (ϕ)+c￿(S),
and so c ≤ c￿(S). This implies ￿(S)=1.
For all ψ ≥ 0 and ￿ ∈ ∂￿ I (ϕ) we have
hψ,￿i = hϕ + ψ,￿i − hϕ,￿i ≥ ￿ I (ϕ + ψ) − ￿ I (ϕ) ≥ 0,
this implies ￿ ∈ ba+ (Σ).
Therefore, ∂￿ I (ϕ) ⊆ ∂πI (ϕ) and we conclude that ∂πI (ϕ) 6= ∅. ¥
Lemma 27 Let Φ be a convex subset of B (Σ) such that Φc 6= ∅,a n dI : Φ → R be a
concave and normalized niveloid. Then:
1. For each ϕ ∈ Φ,
I (ϕ)= m i n
p∈∆(Σ)
(hϕ,pi − I






where I? : ∆(Σ) → [−∞,0] is given by
I
? (p)=i n f
ψ∈Φ
(hψ,pi − I (ψ)) ∀p ∈ ∆(Σ).
2. I? is the maximal functional R : ∆(Σ) → [−∞,0] such that
I (ϕ)= i n f
p∈∆(Σ)
(hϕ,pi − R(p)) ∀ϕ ∈ Φ. (23)
3. I? coincides with the Fenchel conjugate ￿ I∗ of ￿ I on ∆(Σ) and
￿ I (ϕ)= m i n
p∈∆(Σ)
(hϕ,pi − I
? (p)) ∀ϕ ∈ B (Σ). (24)
Finally, if (23) holds, then
I (ϕ)= m i n
{p∈∆(Σ):R(p)≥infs∈S ϕ(s)−sups∈S ϕ(s)}
(hϕ,pi − R(p)) ∀ϕ ∈ Φ. (25)
Proof. Notice that I? (p) ≤ 0 for all p ∈ ∆(Σ).F o r ,i fw et a k eac o n s t a n tk ∈ Φc we
have hk,pi = I (k)=k.
By de￿nition of I?,f o ra l lϕ ∈ Φ and p ∈ ∆(Σ)
I (ϕ) ≤ hϕ,pi − I
? (p); (26)
26moreover,
p ∈ ∂πI (ϕ) ⇔ I (ϕ) ≥ I (ψ) − hψ,pi + hϕ,pi ∀ψ ∈ Φ
⇔ I (ϕ) ≥ sup
ψ∈Φ
(I (ψ) − hψ,pi)+hϕ,pi
⇔ I (ϕ) ≥ hϕ,pi − inf
ψ∈Φ
(hψ,pi − I (ψ))
⇔ I (ϕ) ≥ hϕ,pi − I
? (p)
⇔ I (ϕ)=hϕ,pi − I
? (p).
Therefore, for all ϕ ∈ Φ
I (ϕ)= m i n
p∈∂πI(ϕ)
(hϕ,pi − I









? (p)) ≥ I (ϕ),
which implies (22). This proves point 1. For later use, notice that if P is a subset of
∆(Σ) such that ∂πI (ϕ) ∩ P 6= ∅ for all ϕ ∈ Φ, then the above argument yields




Let R : ∆(Σ) → [−∞,0] be such that I (ϕ)=i n f p∈∆(Σ) (hϕ,pi − R(p)) for all
ϕ ∈ Φ.T h e n ,




(hϕ,pi − I (ϕ)) = I
? (p) ∀p ∈ ∆(Σ).
This proves point 2.
Set, for all ϕ ∈ B (Σ), ￿ J (ϕ)=i n f p∈∆(Σ) (hϕ,pi − I? (p)), ￿ J is a normalized and
concave niveloid on B (Σ) that extends I. By point 2. applied to ￿ J,w eo b t a i n
￿ J
∗ (p)= ￿ J
? (p) ≥ I
? (p)=i n f
ϕ∈Φ




hϕ,pi − ￿ I (ϕ)
·
(this is ￿ I
∗ (p))
(since ￿ I ≤ ￿ J) ≥ inf
ϕ∈B(Σ)
‡




that is ￿ J∗ (p)=I? (p)=￿ I∗ (p) for all p ∈ ∆(Σ). Apply point 1 (or Remark 4) to ￿ I to
obtain
￿ I (ϕ)= m i n
p∈∆(Σ)
‡






? (p)) ∀ϕ ∈ B (Σ).
This completes the proof of point 3.
Finally, as to (25), the monotonicity of ￿ I implies that infs∈S ϕ(s)=￿ I (infs∈S ϕ(s)) ≤
I (ϕ),hϕ,pi ≤ sups∈S ϕ(s)=￿ I (sups∈S ϕ(s)) for each p ∈ ∆(Σ).
27Hence, p ∈ argminp∈∆(Σ) (hϕ,￿i − R(￿)) implies hϕ,pi−R(p)=I (ϕ) ≤ sups∈S ϕ(s)
and







which concludes the proof. ¥
Remark 5 Inspection of the proof shows that: (i) ∂πI (ϕ)=a r gm i n p∈∆(Σ) (hϕ,pi − I? (p)).
(ii) If k ∈ Φc,t h e n∂πI (k)={I? =0 } =a r gm i n p∈∆(Σ) I? (p). (iii) I? is concave and
weak*-upper semicontinuous.
Corollary 28 Let Φ be convex subset of B0 (Σ) (resp. B (Σ))s u c ht h a tΦc 6= ∅ and
Φ + R = B0 (Σ) (resp. Φ + R = B (Σ)),11 and I : Φ → R be a concave and nor-
malized niveloid. Then, I? is the Fenchel conjugate of the unique niveloid ￿ I extending
I to B0 (Σ) (resp. B (Σ)). In this case I? is the unique concave and weak* upper-
semicontinuous function R : ∆(Σ) → [−∞,0] such that
I (ϕ)= m i n
p∈∆(Σ)
(hϕ,pi − R(p)) ∀ϕ ∈ Φ.
Proof. The equality
I
? (p)=i n f
ψ∈Φ
(hψ,pi − I (ψ)) = inf
ψ∈Φ
m∈R










hψ,pi − ￿ I (ψ)
·
yields the ￿rst part of the statement. Let R : ∆(Σ) → [−∞,0] be a concave and
weak* upper-semicontinuous functional such that I (ϕ)=m i n p∈∆(Σ) (hϕ,pi − R(p))
for all ϕ ∈ Φ. Then, ￿ I (ϕ)=m i n p∈∆(Σ) (hϕ,pi − R(p)) for all ϕ ∈ B0 (Σ).B y t h e
Fenchel-Moreau Theorem
R(p)=R






















11E.g. Φ = B0 (Σ,K) with K an unbounded interval.
28A.4 Monotone continuous niveloids
Proposition 29 Let I : B0 (Σ,K) → R be a normalized concave niveloid, with K
unbounded and Σ a σ-algebra. Then, the following conditions are equivalent:
(i) If ϕ,ψ ∈ B0 (Σ,K), k ∈ K, {En}n≥1 ∈ Σ with E1 ⊇ E2 ⊇ ... and
T
n≥1 En = ∅,







(ii) If R : ∆(Σ) → [−∞,0] is such that
I (ϕ)= m i n
p∈∆(Σ)
(hϕ,pi − R(p)) ∀ϕ ∈ B0 (Σ,K),
then {p ∈ ∆(Σ):R(p) > −∞} ⊆ ∆σ (Σ).
(iii) {p ∈ ∆(Σ):I? (p) ≥ c} is a weakly compact subset of ∆σ (Σ) for each c ≤ 0.
(iv) There exists q ∈ ∆σ (Σ) such that {p ∈ ∆(Σ):I? (p) ≥ c} is a weakly compact
subset of ∆σ (Σ,q) for each c ≤ 0,a n df o re a c hϕ ∈ B0 (Σ,K),




(v) There exists r ∈ ∆σ (Σ) and T : ∆σ (Σ,r) → [−∞,0] such that {p ∈ ∆(Σ):T (p) ≥ c}
is a weakly compact subset of ∆σ (Σ,r) for each c ≤ 0,a n df o re a c hϕ ∈ B0 (Σ,K),
I (ϕ)= m i n
p∈∆σ(Σ,r)
(hϕ,pi − T (p)).
Proof. (i) ⇒ (ii). For all ϕ ∈ Φ + R, ￿ I (ϕ)=m i n p∈∆(Σ) (hϕ,pi − R(p)).M o r e o v e r ,
if ϕ,ψ ⊆ B0 (Σ), c ∈ R, Σ 3 En ↓∅ ,a n d￿ I (ϕ) > ￿ I (ψ),t h e r ee x i s t sa ∈ R such that
ϕ − a,ψ − a ⊆ B0 (Σ,K) and c − a ∈ K.T h e n￿ I (ϕ − a + a) > ￿ I (ψ − a + a) implies
I (ϕ − a) >I(ψ − a) and (i) implies that there exists n0 ≥ 1 such that
I
‡










> ￿ I (ψ). (29)
Therefore we can assume K = R.
We begin by proving that
{R ≥ c} = {p ∈ ∆(Σ):R(p) ≥ c} ⊆ ∆
σ (Σ)
29for each c ∈ R.






















≤ I (b) <I(a) for all n ≥ 1 contradicting (i).










≥ R(p) ≥ c for each n ≥ 1 and each





















Letting a →∞ ,w ec o n c l u d et h a tlimnp(En)=0 ,s ot h a tp ∈ ∆σ (Σ).I np a r t i c u l a r ,
{R>−∞} =
S
n≥1 {R ≥− n} ⊆ ∆σ (Σ), as desired (we borrowed this last argument
from [13, p. 169-170]).
(ii) ⇒ (iii) Clearly (ii) implies {I? > −∞} ⊆ ∆σ (Σ).S i n c e I? is weak* upper-
semicontinuous, {I? ≥ c} is a weak* closed subset of ∆(Σ) consisting of probability
measures for each c ≤ 0, it follows that {I? ≥ c} is weakly compact.
(iii) ⇒ (iv) Since {I? ≥− n} is weakly compact, there exists qn ∈ ∆σ (Σ) such that
p ¿ qn for each p ∈ {I? ≥− n}.S e tq =
P
n≥1 2−nqn, q ∈ ∆σ (Σ) and p ¿ q for each
p ∈ {I? > −∞}. Therefore {p ∈ ∆(Σ):I? (p) ≥ c} is a (weakly compact) subset of
∆σ (Σ,q) for each c ≤ 0. Consider the set
S
ψ ∂πI (ψ). It is easily seen to be included
in {I? > −∞}.H e n c e ,
S
ψ ∂πI (ψ) ⊆ ∆σ (Σ,q). By Lemma 27, we conclude that (28)
holds.
(iv) ⇒ (v) Take r = q and T = I?
|∆σ(Σ,q).
(v) ⇒ (i) Let T 0 be the extension of T to ∆(Σ) obtained by setting T 0 (p)=−∞
if p/ ∈ ∆σ (Σ,r).C l e a r l y ,
I (ϕ)= m i n
p∈∆σ(Σ,r)




Let ϕ,ψ ⊆ B0 (Σ,K), k ∈ K, Σ 3 En ↓∅ ,a n dI (ϕ) >I(ψ).T a k ea =m i n{mins∈S ϕ(s),k},
clearly, for all n ≥ 1 we have: a1En +ϕ1Ec












(s) ≤ maxs∈S ϕ(s),a n da1En + ϕ1Ec
n ↑ ϕ.L e t c = a −





























⊆ {T ≥ c} ⊆ ∆
σ (Σ,r).















30On the other hand, {T ≥ c} is a weakly compact subset of ∆σ (Σ,ν) a n dt h e nt h e
functions
φn :







are weakly lower-semicontinuous for all n ≥ 0 (since T is weakly upper-semicontinuous).
Moreover, by the Monotone Convergence Theorem, φn ↑ φ0. The Dini-Cartan Lemma












→ I (ϕ). (30)












and (i) holds. ¥
B Mean-Variance and relative Gini Concentration
Index





¢2 dq for all








as well as its restrictions to B (Σ) and B0 (Σ) are concave and Gateaux diﬀerentiable
(each in its domain). Concavity is trivial.
To prove Gateaux diﬀerentiability, let L ∈ {L2 (Σ,q),B(Σ),B 0 (Σ)}.F o ra l lϕ,ψ ∈
L and t ∈ R
J (ϕ + tψ)=
Z
(ϕ + tψ)dq −
θ
2
































t + J (ϕ),
then
DJ (ϕ;ψ)=l i m
t→0













31If L = L2 (Σ,q), the usual identi￿cation of L2 (Σ,q) with its dual and (31) yield that
the Gateaux derivative of J at ϕ is







Else, (31) implies that the Gateaux derivative of the restriction of J to B (Σ) (resp.







In any case, the domain of monotonicity of J on L is the convex tube
M (θ,L)=
‰
ϕ ∈ L : q
￿‰









Therefore, if L ∈ {B (Σ),B 0 (Σ)}, the restriction I of J to M (θ,L) is a niveloid, and
∂πI (ϕ) ∩ ∆σ (Σ,q) is not empty for all ϕ ∈ M (θ,L).12 Setting P = ∆σ (Σ,q) in (27)
of the proof of Lemma 27 yields
I (ϕ)= m i n
p∈∆σ(Σ,q)
(hϕ,pi − I
? (p)) for all ϕ ∈ M (θ,L).( 3 2 )




2 dq − 1 if p ∈ ∆σ (Σ,q),
+∞ else.
is called relative Gini concentration index of p with respect to q. Next theorem sum-






Theorem 30 Let θ > 0.
(i) The proper domain of C (•kq) is D = {p ∈ ∆σ (Σ,q):dp/dq ∈ L2 (Σ,q)}.














and the min is attained in M (θ,L 2 (Σ,q)).










dq ∀A ∈ Σ.

























(iv) C (•kq) is convex, non-negative, and strictly convex on D.I np a r t i c u l a r ,C (pkq)=
0 iﬀ p = q.














(vi) For all p ∈ ∆σ (Σ),








where P ranges over all ￿nite partitions of S in Σ, and the summands equal 0 if
p(A)=0and equal +∞ if p(A) > 0 and q(A)=0 .
(vii) For all t ∈ R, {p ∈ ∆(Σ):C (pkq) ≤ t} is a weakly compact subset of ba(Σ).
Proof. (i) is trivial.













− 1 + θϕ− θ
Z
ϕdq. (38)
Notice that ￿ ϕ solves ∇F (￿ ϕ)=0iﬀ ￿ ϕ+a does (for all a ∈ R). W.l.o.g. we can assume R
￿ ϕdq = −θ




































































33Notice that ￿ ϕ−
R





θ,t h a ti s ,t h emin is attained in M (θ,L 2 (Σ,q)).






















2 dq =+ ∞,





























































































































































































The ￿rst term goes to −∞ and the second is negative, so that cn →− ∞ . We conclude












Finally, if p is not absolutely continuous w.r.t. q, then there exists A ∈ Σ such that


























= −∞. This concludes









is continuous in the supnorm of B (Σ), for all p ∈ ∆σ (Σ) and B0 (Σ) is dense in B (Σ).
(iv) Clearly (35) implies convexity and non-negativity. Assume p,r ∈ D are distinct





1, they cannot be linearly dependent. By the Cauchy-Schwartz inequality


































































































































= α(C (p||q)+1)+( 1 − α)(C (r||q)+1)
= αC (p||q)+( 1 − α)C (r||q)+1.
(v) Let p ∈ ∆σ (Σ,q).F o r e a c h ￿nite partition P of S in Σ,d e n o t eb yΣP the
algebra generated by P;m o r e o v e r ,pP and qP denote the restrictions on ΣP of p and q,













































































































































that is (37) if p ∈ ∆σ (Σ,q).
If p is not absolutely continuous w.r.t. q, then there exists B ∈ Σ such that
















− 1 = ∞ = C (pkq).
(vii) Clearly we can restrict our attention to t ≥ 0.S e tC = {p ∈ ∆(Σ):C (pkq) ≤ t} ⊆
∆σ (Σ). We show that (a) limq(B)→0 p(B)=0uniformly w.r.t. p ∈ C,a n d( b )
{pn}n≥1 ⊆ C and pn(B) → p(B) for all B ∈ Σ,t h e np ∈ C. Then, a classical re-
sult of Bartle, Dunford, and Schwartz guarantees that C is weakly compact. (See, e.g.,
[9, Chapter IV].)
(a) For all ε > 0 there exists δ > 0 such that
2δ
ε
































































(t + 1) < ε
for all p ∈ C.








where the summands equal 0 if p(A)=0and equal ∞ if p(A) > 0 and q (A)=0 ,a n d
set CP = {p ∈ ∆σ (Σ):CP (pkq) ≤ t}.W es h o wt h a t{pn}n≥1 ⊆ CP and pn (B) → p(B)
for all B ∈ Σ,t h e np ∈ CP. First notice that p ∈ ∆σ (Σ) (for the Vitali-Hahn-Saks
Theorem). For all A ∈ P such that q(A)=0 ,t h e npn (A)=0for all n ≥ 1 (else






























− 1 ≤ t,
as wanted. Now (b) descends from the observation that
C = {p ∈ ∆
σ (Σ):C (pkq) ≤ t} =
‰
p ∈ ∆
σ (Σ):s u p
P







C P r o o f so ft h eR e s u l t si nt h em a i nt e x t
Lemma 31 A binary relation % on F satis￿es A.1-A.4 and A.6 if and only if there ex-
ist a non-constant aﬃne function u : X → R a n dan o r m a l i z e dn i v e l o i dI : B0 (Σ,u(X)) →
R such that
f % g ⇔ I (u(f)) ≥ I (u(g)).
Proof. Assume % on F satis￿es A.1-A.4 and A.6. Let x,y ∈ X be such that x ∼ y.








2z;b yA . 2









2y, and conclude x ￿ y, which is absurd. Then the premises of
the Mixture Space Theorem (Hernstein and Milnor [19]) are satis￿ed, and there exists
an aﬃne function u : X → R such that x % y iﬀ u(x) ≥ u(y). By A.6 there exist
f,g ∈ F such that f ￿ g.L e t x,y ∈ X be such that x % f (s) and g (s) % y for all
37s ∈ S,t h e nx % f ￿ g % y implies x ￿ y,a n du cannot be constant. Moreover u is
unique up to positive aﬃne transformations and we can assume 0 ∈ int(u(X)).
For all f ∈ F,l e tx,y ∈ X be such that x % f (s) % y for all s ∈ S,t h e nx % f % y.
By A.3 the sets {α ∈ [0,1]:αx +( 1 − α)y % f} and {α ∈ [0,1]:f % αx +( 1 − α)y}
are closed; they are nonempty since 1 belongs to the ￿rst and 0 to the second; their
union is the whole [0,1].S i n c e[0,1] is connected, their intersection is not empty, hence
there exists β ∈ [0,1] such that βx +( 1 − β)y ∼ f.I np a r t i c u l a r ,a n ya c tf admits a
certainty equivalent xf ∈ X.
If f ∼ xf,s e tU (f)=u(xf). U is well de￿ned since f ∼ xf and f ∼ yf with
xf,y f ∈ X implies xf ∼ yf and u(xf)=u(yf). Clearly, f % g iﬀ xf % xg iﬀ
u(xf) % u(xg) iﬀ U (f) ≥ U (g). Therefore U represents %.
If f ∈ F then u(f) ∈ B0 (Σ,u(X)).C o n v e r s e l y ,i fϕ ∈ B0 (Σ,u(X)),
ϕ(s)=u(xi) if s ∈ Ai
for suitable x1,...,xN ∈ X and a partition {A1,A 2,...,AN} of S in Σ. Therefore, setting
f (s)=xi if s ∈ Ai
we have ϕ = u(f). We can conclude that B0 (Σ,u(X)) = {u(f):f ∈ F}.M o r e o v e r ,
u(f)=u(g) iﬀ u(f (s)) = u(g (s)) for all s ∈ S iﬀ f (s) ∼ g (s) for all s ∈ S,a n db y
A.4, f ∼ g or equivalently U (f)=U (g).
De￿ne I (ϕ)=U (f) if ϕ = u(f). By what we have just observed, I : B0 (Σ,u(X)) →
R is well de￿ned. If ϕ = u(f) and ψ = u(g) ∈ B0 (Σ,u(X)) and ϕ ≥ ψ,t h e n
u(f (s)) ≥ u(g (s)) for all s ∈ S,a n df (s) % g (s) for all s ∈ S,s of % g, U (f) ≥ U (g),
and I (ϕ)=I (u(f)) = U (f) ≥ U (g)=I (u(g)) = I (ψ). Therefore, I is monotonic.
Take k ∈ u(X),s a yk = u(x), I (k1S)=I (u(x)1S)=U (x)=u(x)=k. Therefore,
I is normalized.
Take α ∈ (0,1), ϕ = u(f) ∈ B0 (Σ,u(X)), k = u(xk) ∈ u(X);d e n o t eb yx0 an
element in X such that u(x0)=0 .C h o o s ex,y ∈ X such that x % f (s) % y for all
s ∈ S,t h e nαx+(1 − α)x0 % αf (s)+( 1 − α)x0 % αy +(1 − α)x0 for all s ∈ S.T h e
technique used in the second paragraph of this proof yields the existence of β ∈ [0,1]
such that
β (αx +( 1 − α)x0)+( 1 − β)(αy +( 1 − α)x0) ∼ αf +( 1 − α)x0,
that is αz +( 1 − α)x0 ∼ αf +( 1 − α)x0,w h e r ez = βx +( 1 − β)y ∈ X. Then, by
A.2, αz +( 1 − α)xk ∼ αf +( 1 − α)xk,a n d
I (αϕ +( 1 − α)k)=I (u(αf +( 1 − α)xk))
= u(αz +( 1 − α)xk)
= αu(z)+( 1 − α)k
38= αu(z)+( 1 − α)0+(1 − α)k
= u(αz +( 1 − α)x0)+( 1 − α)k
= I (u(αf +( 1 − α)x0)) + (1 − α)k
= I (αϕ)+( 1 − α)k.
By Lemma 20, I is vertically invariant, and we already proved that it is monotonic.
By Lemma 24 it is a niveloid, and we already proved that it is normalized.
Conversely, assume there exist a non-constant aﬃne function u : X → R and a
normalized niveloid I : B0 (Σ,u(X)) → R such that
f % g ⇔ I (u(f)) ≥ I (u(g)).
Choose c ∈ R such that 0 ∈ int(u(X)+c) and set v = u + c.
De￿ne J : B0 (Σ,v(X)) → R by J (ϕ)=I (ϕ − c)+c.N o t i c et h a tJ is a normalized
niveloid,13 and
f % g ⇔ I (u(f)) ≥ I (u(g))
⇔ I (u(f)+c − c)+c ≥ I (u(g)+c − c)+c
⇔ I (v (f) − c)+c ≥ I (v (g) − c)+c
⇔ J (v(f)) ≥ J (v(g)).
where v = u + c.
Clearly, % satis￿es A.1.
If f,g ∈ F, x,y ∈ X, α ∈ (0,1),t h e nαv(h),(1 − α)v (z),αv (h)+( 1 − α)v(z) ∈
B0 (Σ,v(X)) for h = f,g and z = x,y;m o r e o v e r
αf +( 1 − α)x % αg +( 1 − α)x ⇒
J (αv(f)+( 1 − α)v(x)) ≥ J (αv (g)+( 1 − α)v (x)) ⇒
J (αv(f)) + (1 − α)v(x) ≥ J (αv (g)) + (1 − α)v(x) ⇒
J (αv(f)) + (1 − α)v (y) ≥ J (αv (g)) + (1 − α)v(y) ⇒
J (αv(f)+( 1 − α)v (y)) ≥ J (αv (g)+( 1 − α)v (y)) ⇒
αf +( 1 − α)y % αg +( 1 − α)y
and A.2 holds.
13In fact, for all ϕ,ψ ∈ B0 (Σ,v(X)),
J (ϕ) − J (ψ)=I (ϕ − c)+c − I (ψ − c) − c ≤ sup((ϕ − c) − (ψ − c)) = sup(ϕ − ψ).
Moreover, for all t ∈ v (X),
J (t)=I (t − c)+c = t − c + c = t.
39If f,g,h ∈ F, α ∈ [0,1],a n dt h e r ee x i s t sαn ∈ [0,1] such that αn → α and αnf+(1−
αn)g % h for all n ≥ 1;t h e nv(αnf +( 1 − αn)g)=αnv (f)+( 1 − αn)v(g)converges
uniformly to αv(f)+( 1 − α)v (g)=v(αf +( 1 − α)g). J (v(αnf +( 1 − αn)g)) ≥
J (v(h)) for all n ≥ 1,a n dt h ec o n t i n u i t yo fJ guarantee J (v (αf +( 1 − α)g)) ≥
J (v(h)). Therefore {α ∈ [0,1]:αf +( 1 − α)g % h} is closed. A similar argument
shows that {α ∈ [0,1]:h % αf +( 1 − α)g} is closed too, and A.3 holds.
Given f,g ∈ F, f (s) % g (s) for all s ∈ S iﬀ J (v(f (s))) ≥ J (v(g (s))) for all s iﬀ
v(f (s)) ≥ v (g(s)) for all s, then monotonicity of J yields J (v (f)) ≥ J (v(g)).T h i s
shows A.4.
Finally, since v is not constant and it represents ￿,t h e r ee x i s tx ￿ y, and A.6 holds
too. ¥
Proof of Theorem 1 (and Proposition 4). Assume % satis￿es A.1-A.6. Lemma 31,
guarantees that there exist a non-constant aﬃne function u : X → R and a normalized
niveloid I : B0 (Σ,u(X)) → R such that
f % g ⇔ I (u(f)) ≥ I (u(g)).
Next we show that A.5 implies that I : B0 (Σ,u(X)) → R is concave. Let ϕ,ψ ∈
B0 (Σ,u(X)) be such that I (ϕ)=I (ψ) and α ∈ (0,1).I f f,g ∈ F are such that
ϕ = u(f) and ψ = u(g),t h e nf ∼ g and, by A.5, αf +( 1 − α)g % f,t h a ti s
I (αϕ +( 1 − α)ψ)=I (αu(f)+( 1 − α)u(g)) = I (u(αf +( 1 − α)g))
≥ I (u(f)) = I (ϕ).
Lemma 21 guarantees concavity of I.
The functional I : B0 (Σ,u(X)) → R is, therefore, a concave and normalized













(where xf is a certainty equivalent for f). Lemma 27 and Remark 5 guarantee that






∀ϕ ∈ B0 (Σ,u(X)),
and that c? is grounded, convex, and lower semicontinuous.
Let c : ∆(Σ) → [0,+∞] be a grounded, convex, and lower semicontinuous function
such that











40For all ϕ = u(f) ∈ B0 (Σ,u(X)),
















Lemma 27.2 yields c? ≤ c (this concludes the proof that (i) implies (ii)). Moreover, if
u(X) is unbounded, Corollary 28 guarantees c = c? ( t h i sp r o v e sP r o p o s i t i o n4 ) .





constant aﬃne function and a normalized niveloid representing %.B y L e m m a 3 1, %
satis￿es A.1-A.4 and A.6. Concavity of I guarantees A.5.14 ¥
Proof of Corollary 3. Let (u0,c ?
0) represent % as in Theorem 1.I f(u,c?) is another
representation of % (as in Theorem 1), by (5) u and u0 are aﬃne representations of
the restriction of % to X. Hence, by standard uniqueness results there exist α > 0 and
β ∈ R such that u = αu0 + β.B y( 6 ) ,
c



















as desired. The converse is trivial. ¥
Lemma 32 Let % be a binary relation on X represented by an aﬃne function u : X →
R. u(X) is unbounded (either below or above) iﬀ % satis￿es A.7.
Proof. If u(X) is unbounded below, w.l.o.g. u(X) ⊇ (−∞,0].L e t x ∈ u−1 (0),






,t oo b t a i n
u(y)=−1 > −2=αu(z)+( 1 − α)u(x)=u(αz +( 1 − α)x).
Else u(X) is unbounded above, w.l.o.g. u(X) ⊇ [0,∞).L e tx ∈ u−1 (1), y ∈ u−1 (0),





,t oo b t a i n
u(x)=1 < 2=αu(z)+( 1 − α)u(y)=u(αz +( 1 − α)y).
14If f ∼ g and α ∈ (0,1),t h e n
I (u(αf +( 1 − α)g)) = I (αu(f)+( 1 − α)u(g)) ≥ αI (u(f)) + (1 − α)I (u(g)) = I (u(f)).
41This proves suﬃciency. If % satis￿es A.7, then there exist x,y ∈ X such that x ￿ y ￿
































u(zn) > 1 i.e.
either u(zn) < 1 − n or u(zn) >n .
This obviously implies that {u(zn):n ∈ N} is an unbounded subset of u(X). ¥
Proposition 5 is part of Lemma 34.
Proof of Proposition 6. Let (ui,c ?
i) represent %i as in Theorem 1, i = 1,2,a n ds e t





for all ϕ ∈ B0 (Σ,u i(X)).
(i) implies (ii). By (7), we can choose u1 = u2 = u. For all f ∈ F,i ff ∼1 x,t h e n
f %2 x; therefore
I1 (u(f)) = u(x) ≤ I2 (u(f)).
This implies I1 ≤ I2 and
c
?

















for all p ∈ ∆(Σ).






















￿nally f %2 x. ¥
Proof of Theorem 10. Let (u,c?) represent % as in Theorem 1, and set, for all
ϕ ∈ B0 (Σ,u(X)), I (ϕ)=m i n p∈∆(Σ)
¡R
ϕdp + c? (p)
¢
. It is easy to check that %
satis￿es A.8 on F iﬀ I satis￿es the condition (i) of Proposition 29 on B0 (Σ,u(X)).
Unboundedness of u(X) and the relation c? = −I? allow to apply Proposition 29 and
obtain the desired equivalence. ¥
Lemma 33 Let % be a variational preference on F that satis￿es axiom A.8. Then,
for all f,g ∈ F,













42Proof. Let (u,c?) represent % as in Theorem 1,a n ds e t ,f o ra l lϕ ∈ B0 (Σ,u(X)),
I (ϕ)=m i n p∈∆(Σ)
¡R
ϕdp + c? (p)
¢
.L e tϕ ∈ int(B0 (Σ,u(X))), En ↓∅ ,a n dε > 0 such




n +( m i nϕ − ε)1En
¢
− I (ϕ) ≤ I (ϕ − ε1En) − I (ϕ) ≤− εp(En) ≤ 0
for all p ∈ ∂πI (ϕ).C o n s i d e r a s e q u e n c e {kj}j≥1 in u(X) such kj <I (ϕ) and
kj ↑ I (ϕ).B y A . 8 , I satis￿es (i) of Proposition 29 on B0 (Σ,u(X)),t h e nj ≥ 1
there exists n0 ≥ 1 such that kj <I
‡
ϕ1Ec
n0 +( m i nϕ − ε)1En0
·




n +( m i nϕ − ε)1En
¢





n +( m i nϕ − ε)1En
¢
>k j.






n +( m i nϕ − ε)1En
¢
= I (ϕ), (41)
and p(En) → 0 (uniformly w.r.t. p ∈ ∂πI (ϕ)), that is ∂πI (ϕ) is a (weak compact)
subset of ∆σ (Σ). By Lemma 27.1














coincide on int(B0 (Σ,u(X))), being continuous, they coincide on B0 (Σ,u(X)). ¥
Proof of Proposition 11. Given q ∈ ∆σ (Σ),s e t
esssup
s∈S
ϕ(s)=i n f{t ∈ R : q(ϕ >t )=0 }.
We begin by proving a Claim on esssups∈S ϕ(s).
Claim. Given q ∈ ∆σ (Σ),w eh a v e
esssup
s∈S
ϕ(s)= s u p
p∈∆σ(Σ,q)
Z
fdp for each ϕ ∈ L
∞(Σ,q).
P r o o fo ft h eC l a i m .As well known, L∞(Σ,q) is (isometrically isomorphic to) the









15The space of all countably additive set functions on Σ that are absolutely continuous w.r.t. q,
endowed with the total variation norm k•kv ([9, p. 176]).
43For all ￿ ∈ ca(Σ,q) with k￿kv = 1, ￿ = ￿+ − ￿− for some ￿+,￿ − ∈ ca(Σ,q)
+ such
















































Finally, for any ϕ ∈ L∞ (Σ,q), there exists m ∈ R such that ϕ+m ∈ L∞(Σ,q)


















This completes the proof of the Claim. 2
In Example 7 we saw that maximal ambiguity aversion is characterized by c? (p)=0
for each p ∈ ∆(Σ).B y( 8 ) ,i nt h i sc a s ew eh a v e











u(f)dp =e s si n f
s∈S
u(f (s)),
and this completes the proof of the result. ¥
The easy proof of Lemma 12 is omitted.
Proof of Proposition 13. Let (u,c?) represent % as in Theorem 1, w.l.o.g., assume
[−1,1] ⊆ u(X).
(i) ⇒ (ii) By [15, Thm 1], there is a weak*-compact and convex set C ⊆ ∆(Σ) such
that u(xf)=m i n p∈C
R
u(f)dp for all f ∈ F and each xf ∼ f.B yT h e o r e m1,
c










∀p ∈ ∆(Σ). (42)
44Suppose p ∈ C,t h e nc? (p) ≤ 0,s i n c ec? is non-negative, we have c? (p)=0 .N e x t ,
suppose p0 / ∈ C, by the Separating Hyperplane Theorem, there is a simple measurable




ϕdp0 for each p ∈ C.H e n c e , t a k i n g




u(f)dp0 > 0, which in turn implies















(ii) ⇒ (i) and (iii) ⇒ (ii) are trivial.
Assume % is unbounded above (resp. below).
(ii) ⇒ (iii) For all p ∈ ∆(Σ)
c




















Suppose, c? (p0) > 0. By the Separating Hyperplane Theorem, there is a non-negative
(resp. non-positive), simple, measurable function ϕ : S → u(X) such that
R
ϕdp > R
ϕdp0 for each p ∈ {c? =0 }. Hence, there exists ε > 0 such that minp∈{c?=0}
R
ϕdp − R
ϕdp0 > ε,b u tnϕ ∈ B0 (Σ,u(X)) for all n ∈ N and
c






for all n ∈ N.W ec o n c l u d ec? (p0)=∞. ¥
The proof of Corollary 14 is omitted. Just notice that A.5￿ can be used to obtain
aﬃnity of the functional I obtained in Lemma 31 in the same way in which A.5 is used
to obtain its concavity at the beginning of the proof of Theorem 1.
Lemma 34 Let % be a variational preference on F represented by (u,c?) as in Theo-
rem 1 and q ∈ ∆(Σ). The following conditions are equivalent:
(i) q corresponds to a SEU preference less ambiguity averse than %;
(ii) c? (q)=0 ;
(iii) q ∈ ∂I (k) for some (all) k ∈ u(X),w h e r eI (ϕ)=m i n p∈∆(Σ)
¡R
ϕdp + c? (p)
¢
for
all ϕ ∈ B0 (Σ,u(X)).
In particular, any variational preference is ambiguity averse.
45Proof. (i) implies (ii). Suppose %0 is a SEU preference, with associated subjective
probability q and utility index u0 such that % is more ambiguity averse than %0.B y
(7), we can assume u0 = u. By Proposition 6, c? ≤ c?
0, by Corollary 14 c?
0 (q)=0 ,a n d
hence 0 ≤ c? (q) ≤ c?
0 (q)=0 .






=0iﬀ I (ϕ) ≤
R
ϕdq




kdq for all ϕ ∈ B0 (Σ,u(X)) and
some (all) k ∈ u(X) iﬀ q ∈ ∂I (k) for some (all) k ∈ u(X).
(iii) implies (i). If q ∈ ∂I (k) for some (all) k ∈ u(X),t h e nI (ϕ) − I (k) ≤ R
ϕdq −
R
kdq for all ϕ ∈ B0 (Σ,u(X)),t h e nI (ϕ) ≤
R
ϕdq for all ϕ ∈ B0 (Σ,u(X)).
Denote by %0 the SEU preference, with associated subjective probability q and utility
index u. Notice that for all f ∈ F and x ∈ X: f % x implies I (u(f)) ≥ u(x), a
fortiori
R
u(f)dq ≥ u(x) and f %0 x.
Ambiguity aversion of % now follows from the observation that argminp∈∆(Σ) c? (p)
is nonempty and minp∈∆(Σ) c? (p)=0(or, equivalently, from Lemma 26 that guarantees
∂I (k) ∩ ∆(Σ)=∂πI (k) 6= ∅ for all k ∈ u(X)). ¥














(see, e.g. [10, p. 34]). Moreover, the sets {p ∈ ∆(Σ):R(pkq) ≤ c} are weak*-compact
(and so weakly compact) subsets of ∆σ (Σ) for all c ≥ 0 (see [16, p. 557]). Therefore
θR(•kq) is a non-negative, grounded, convex and weak*-lower semicontinuous function
on ∆(Σ) for which (5) holds. Theorem 1 and Proposition 4 guarantee that % is a
variational preference and that c? (•)=θR(•kq). Finally, Theorem 10g u a r a n t e e st h a t
% satis￿es A.8. ¥

























Proof of Proposition 18. Notice that M = M (θ,B 0 (Σ)). Equation (32) and














for all ϕ ∈ M.
16The passage to the limit is possible since if J is a set of indexes and minj∈J (ajθ + bj) > −∞
for all θ ∈ [a,b],t h e nh(θ)=m i n j∈J (ajθ + bj) is a concave and continuous function (see e.g. [10, p.
432]).
46Therefore the de￿nition of %mv, yields
f %
















for all f,g ∈ G.
Consider the preference de￿ned on F by

















Clearly % and %mv coincide on G.M o r e o v e r , t h e s e t s {p ∈ ∆(Σ):C (pkq) ≤ t} are
weakly compact subsets of ∆(Σ) for all t ≥ 0 (see [16, p. 557]). Therefore (1/2θ)C (•kq)
is a non-negative, grounded, convex and weak*-lower semicontinuous function on ∆(Σ)
for which (5) holds. Theorem 1 and Proposition 4 guarantee that % is a variational
preference and that c? (•)=( 1/2θ)C (•kq). Finally, Theorem 10g u a r a n t e e st h a t%
satis￿es A.8. This concludes the proof. ¥












































for all p ∈ ∆σ (Σ,q).17 Therefore the evaluation of c? can be carried on without exiting
G.18
The simple proof of Corollary 19 is omitted.
D Beyond the Variance: dispersion and variability
The variance is a classic example of a measure of dispersion. The purpose of such
measures is to describe how dispersed is a random variable relative to some reference
point (the mean in the case of the variance). We now present a general de￿nition
17In the second line we used the equality M = {u(f)+t : f ∈ G,t∈ R}.S i n c eu(X) is unbounded,
for all ϕ ∈ M, there exists t ∈ R such that ϕ − t ∈ B0 (Σ,u(X)), then there exists f ∈ F such
that u(f)=ϕ − t,s i n c eM is a tube, ϕ − t ∈ M,t h a ti sf ∈ G and ϕ = u(f)+t. Therefore
M ⊆ {u(f)+t : f ∈ G,t∈ R}, the converse inclusion is obvious.
18Since % and %mv coincide on G ⊇ X,t h e nxf is a certainty equivalent for f ∈ G w.r.t. % iﬀ it is
a certainty equivalent for f ∈ G w.r.t. %mv.
47of measure of dispersion, that suggests a natural way to generalize mean-variance
preferences.
Let B (Σ) be the set of all bounded real-valued Σ-measurable functions de￿ned
on S. Given a base probability q ∈ ∆σ (Σ), consider a vertically invariant reference
functional τq : B (Σ) → R, like the mean functional τq (ϕ)=
R
ϕdq for each ϕ ∈ B (Σ).
A measure of dispersion Hq : B (Σ) → R about τq is a convex functional satisfying the
following conditions, discussed in Bickel and Lehmann [4] and [5]:
(i) Hq (0) = 0 and Hq (ϕ + k)=Hq (ϕ) for each ϕ ∈ B (Σ) and each constant
function k ∈ B (Σ);
(ii) Hq (ϕ1) ≥ Hq (ϕ2) if |ϕ1 − τq (ϕ1)| stochastically dominates |ϕ2 − τq (ϕ2)|,t h a t
is, if F|ϕ1−τq(ϕ1)| (t) ≤ F|ϕ2−τq(ϕ2)| (t) for each t ≥ 0.19




























where γ is any positive constant and ￿ is any probability distribution on (0,1).
Variance Varq (ϕ) and standard deviation SDq (ϕ) are the special cases of, respec-
tively, Hv
q and Hσ




























A preference % on the set of all acts F on S is a dispersion preference if there is a
dispersion measure Hq : B (Σ) → R such that, for all f,g ∈ F,
f % g ⇔
Z
u(f)dq − θHq (u(f)) ≥
Z
u(g)dq − θHq (u(g)), (44)
where θ > 0 and u : X → R is an aﬃne function. For example, the ￿power￿ ordering

















is a dispersion preference, which for γ =2reduces to the mean-variance preference we
studied before.
19F|ϕ−τq(ϕ)| : R+ → [0,1] is the cumulative distribution of |ϕ − τq (ϕ)| ∈ B (Σ) w.r.t. the base
probability q; i.e., F|ϕ−τq(ϕ)| (t)=q({s ∈ S : |ϕ(s) − τq (ϕ)| ≤ t}) for all t ≥ 0.
48While dispersion measures describe the dispersion of a random variable about some
reference point, variability measures try to describe the ￿intrinsic￿ dispersion of a






2 d(q ⊗ q).
In the same way dispersion measures induce dispersion preferences, variability measures
as well can be used to introduce variability preferences. For brevity, here we just give
a simple example involving Gini￿s mean diﬀerence.
Example 35 Suppose S = {s1,s 2},a n dΣ =2 S. Given a base probability q ∈ ∆(Σ),












(u(g(s1)) − u(g (s2))),
where θ > 0 and u : X → R is an aﬃne function. The preference %v may not be













It is easy to check that %v is a continuous variational preference on Fθ = {f : u(f) ∈ M (θ)},



























for all f,g ∈ F. N
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