Introduction
This volume is one of two special journal issues compiled from the best papers presented at the fourth Robotics: Science and Systems (RSS) conference, held in Zurich in June 2008. As indicated by its title, RSS is a meeting that values research papers focusing on the development of, and experimentation with, new complex robotic systems in real-world environments as much as it values new theoretical and algorithmic advances. The second special issue will be published by the International Journal of Robotics Research.
The Zurich meeting of RSS received 163 submitted papers. After a rigorous review process, 40 papers were accepted covering a wide range of topics, from autonomous driving, to micro-robotics, to design of manipulators for use in functional magnetic resonance imaging, to grasping and manipulation. Following the tradition of RSS, there were a number of invited speakers who are global leaders in research areas on the frontiers of robotics. As an indication of the quality and inspirational value of the program, RSS Zurich was well attended, with nearly six times as many attendees as papers.
Papers selected for a special issue were selected first, and then partitioned into two groups for the two special issues. The papers selected for this special issue of Autonomous Robots have a common theme close to the focus of this journal: the study of problems related to mobile robots or vehicles immersed in dynamic environments that they must model in order to carry out their designated task. Another common trait in most papers is the use of machine learning techniques.
Guide to the special issue
The paper by Huang et al. presents the travel lane detector of Talos, the vehicle that won fourth place in the DARPA Urban challenge of 2007. This system is able to detect multiple painted travel lanes in urban road networks from image sequences and lidar data, using weak priors in the form of a topological road network, if available. No assumption is made about the position or orientation of the vehicle with respect to the road, allowing it to operate when changing lanes, at intersections, when exiting driveways and parking lots. This system successfully guided Talos through a 90 km course at speeds up to 40 km/h; the vehicle never unintentionally entered or exited a lane of travel. The authors present a detailed assessment of system performance.
The two following papers study the problem of detection and tracking of dynamic objects, in particular vehicles and pedestrians. The paper by Petrovskaya and Thrun describes the vehicle detection and tracking module of Junior, the robot that won second place in the Urban Grand Challenge in 2007. A high speed moving platform using laser range finders is used to detect and track moving vehicles. In contrast with typical vehicle tracking approaches that separate data segmentation and data association, in this system vehicles are modeled both dynamically and geometrically. Parameters of both models are estimated using a single Bayes filter. The system also provides means to detect poorly visible black vehicles from the laser scans, and is robust to the high signal-to-noise ratio that results from using relatively low speed sensors to detect fast moving vehicles. Experimental validation includes data from challenging traffic situations in the Urban Grand Challenge and other urban settings.
The paper by Luber et al. presents an unsupervised learning approach for detecting, tracking and classifying dynamic objects in sequences of planar laser range scans. An exemplar-based model is used to represent the time-varying appearance of moving objects; the sensor stream is preprocessed using feature detector and tracking algorithms, and an unsupervised clustering scheme automatically builds appropriate class assignments. The system is able to learn and reuse object models on-the-fly without any human intervention. Both supervised and unsupervised learning experiments are carried out using a SICK laser range scanner, in a scenario that includes walking and running pedestrians, cyclists at different speeds, people pushing a buggy or pulling a suitcase or on kangaroo shoes. Results show that the system can discriminate accurately between object classes, given the limited information provided by the laser data and the high level of self-occlusion.
The next two papers deal with the problem of modeling the environment traversed by a mobile robot. The paper by Posner et al. proposes a multi-level classifier for semantic annotation of urban maps. Environment data is obtained by an onboard color camera and a 3D laser scanner. The twostage classifier considers local scene properties (using a bagof-words classifier), and spatial and temporal context (via a Markov Random Field). An information-theoretic bail-out test helps identify and exclude unlikely exemplars, resulting in important computational savings. Scene labeling including classes such as pavement, grass, smooth or textured walls, foliage and vehicle, is attained at speeds suitable for online execution. The system performance is analyzed over a 17 km trajectory through Oxford.
The paper by Guigère and Dudek describes an automatic terrain classifier, an off-line windowless clustering algorithm that exploits temporal dependency between consecutive measurements. The system is capable of clustering data that have either high process or high observation noise. It also works well in situations in which the system switches states too frequently to find a suitable probability density function to describe the distribution or to detect changes. This avoids the overestimation of the transition likelihood, common to other algorithms. The algorithm computes sets of parameter values that minimize a cost function related to change in classifier probability outputs over time. This system is tested on both synthetic and real data sets, a hexapod robot over several indoor and outdoor surfaces using internal sensors for data collection, and a differential drive robot over indoor surfaces using an external tactile sensor for data collection.
The last paper of the Special Issue, by Stachniss et al. studies a problem of practical importance, learning two dimensional models of gas distributions using mobile robots, a challenging problem due to the chaotic nature of gas dispersal and the high sparsity of the available data. A sparse Gaussian mixture model is used to represent both the smooth background signal and high gas concentration areas, an attractive modeling technique that provides both gas concentration estimates and the predictive uncertainty. A generic algorithm to learn a Gaussian Process mixture model is proposed to reduce model complexity and achieve efficient representations for large data sets. Experiments are carried out with a mobile robot equipped with an electronic nose, showing superior predictive ability, as compared with previous methods.
We hope you enjoy these papers as much as we did!
