Abstract. In this paper we show how Metropolis Light Transport can be extended both in the underlying theoretical framework and the algorithmic implementation to incorporate volumetric scattering. We present a generalization of the path integral formulation that handles anisotropic scattering in non-homogeneous media. Based on this framework we introduce a new mutation strategy that is specifically designed for participating media. Our algorithm includes effects such as volume caustics and multiple volume scattering, is not restricted to certain classes of geometry and scattering models and has minimal memory requirements. Furthermore, it is unbiased and robust, in the sense that it produces satisfactory results for a wide range of input scenes and lighting situations within acceptable time bounds.
Introduction
Many global illumination algorithms have been developed for solving the light transport problem, yet the majority of these methods focuses on scenes without participating media. Volumetric effects due to clouds, fog, smoke or fire can greatly enhance the realism of a rendered image, however, and in many applications are the decisive factor of the simulation. Visibility analysis for traffic or building design, fire research, flight simulation, and high-quality special effects in animation systems all rely on a realistic depiction of volumetric phenomena [Rus94] .
Global illumination algorithms for participating media can be classified according to the directional behavior (isotropic/anisotropic, single/multiple scattering) and spatial variation (homogeneous/inhomogeneous) of the supported media. Finite element methods for isotropic scattering include zonal methods [RT87] and other extensions to the classical radiosity approach, such as hierarchical radiosity [Sil95, Bha93] . Anisotropic scattering was modeled deterministically using spherical harmonics [KVH84], discrete ordinates [LBC94] and point collocation [BT92] . All these algorithms require some discretization of the volume or the directional space into finite elements and compute the interactions between these elements. Thus excessive amounts of memory are required to effectively capture sharp discontinuities of the illumination (e.g. caustics) or uneven directional distributions (e.g. glossy reflections).
Monte Carlo methods are a promising alternative and have been used extensively in global illumination. In the context of participating media, various extensions to existing Monte Carlo approaches have been proposed. Pattanaik and Mudur [PM93] presented a Monte Carlo light tracing algorithm that generates random walks starting from the light sources. They sample interaction points in the volume according to the transmittance of the medium. Lafortune and Willems [LW96] improved on this approach by creating paths both from the light sources and the eye and combining all valid connections between these paths in a multiple sample estimate [VG95] . This led to a bidirectional path tracing algorithm for non-emitting media. A two-pass algorithm based on photon density estimation was presented by Jensen and Christensen in [JC98] . Although simple and efficient the method suffers from various artifacts (e.g. blurred shadow and caustic borders) and requires substantial amounts of memory for difficult lighting situations. In [VG97] a new global illumination algorithm was proposed, the Metropolis light transport (MLT) algorithm. This first application of the Metropolis sampling technique [MRR + 53] to the field of computer graphics resulted in a versatile Monte Carlo method for image synthesis.
In this paper we show how the MLT algorithm can be extended to include volumetric scattering. Section 2 briefly reviews the fundamental equation governing the equilibrium distribution of light in scenes with participating media. In section 3 we extend the path integral framework and show how it can be applied to solve the light transport problem. Section 4 is concerned with different aspects of sampling and presents an improved ray marching algorithm. Rendering with the Metropolis light transport algorithm is described in section 5, where we introduce a new mutation strategy for participating media. We present our results in section 6 and draw the conclusions in the final section.
Light Transport for Participating Media
We consider the radiance distribution in a finite volume V ⊂ R 3 . ∂V is the boundary of V, i.e. a finite set of surfaces describing the objects of the scene. The space between objects is denoted by V 0 := V \ ∂V, and can be filled with participating media. According to the theory of radiative transfer [Cha50] , the equilibrium distribution of radiance L in V 0 is given by the global balance equation
It describes the spatial variation of radiance due to emission, in-scattering, absorption and out-scattering. L e,V 0 is the volume emittance function that defines volumetric light sources such as fire or plasma. S 2 is the unit sphere of all directions, σ s and σ a are the scattering and absorption coefficients, respectively, and f p is the phase function, which describes the scattering characteristics of the medium. If f p is independent of direction, we have isotropic scattering, which is analogous to perfectly diffuse reflection on surfaces. If σ a and σ s are independent of position, we have a homogeneous medium. To obtain a complete description of L in V we need to specify the boundary conditions for x ∈ ∂V, given by the local scattering equation
where f s is the bidirectional scattering distribution function (BSDF), Θ x is the angle between ω and the surface normal in x, and L e,∂V defines the emittance on surfaces. We now derive the Fredholm integral equation of the second kind, describing the light transport in the presence of participating media. The resulting integral equation will be solved using the Neumann series. Incorporating the boundary conditions (2) into equation (1) [Arv93] yields the integral equation
where x ∂V := h(x, −ω) ∈ ∂V is the closest surface point from x in direction −ω determined by the ray casting function h. Equation (3) expresses radiance as the sum of the exitant radiance at x ∂V and the accumulated emitted and in-scattered radiance between x ∂V and x. These components are attenuated by the path transmittance
σe(x )dx , which accounts for absorption and out-scattering with the extinction coefficient σ e := σ a + σ s . We define the incident surface emittance (with x ∂V as above) as
the incident volume emittance as
and the volume light transport operator as
Using these definitions we can rewrite equation (3) in operator notation as
which clearly exhibits the Fredholm integral equation structure. Given that T α < 1, α ∈ N, which holds for all physically valid scene models where no perfect reflectors or transmitters exist, the Neumann series can be applied:
light source 
Generalized Path Integral Formulation
To generate an image of size M we need to compute a set of measurements I 1 , . . . , I M , where each I j corresponds to a pixel value. By defining a set of sensor responsivity
e , we can express I j as a scalar product in the measurement equation
In order to apply the Metropolis sampling algorithm, we need to represent I j as a path integral. This formulation has been introduced in [VG97] for scenes without participating media. We now generalize this scheme, i.e. we define the path space and the measurement contribution function not only for interaction points on surfaces but also for points in the volume.
Path Space, Measure and Characteristic
A light transport pathx of length k is represented by k + 1 vertices x i , and is classified according to its path characteristic l ∈ N, which determines whether vertices are in the volume or on a surface. For this purpose, let b i (l) ∈ {0, 1} represent the value of the i-th bit of the binary representation of l, such that b 0 denotes the least significant bit. We define the path characteristic l of a pathx such that b i (l) = 1 if vertex x i is on a surface and b i (l) = 0 if x i is in the volume. The set of all paths of length k with characteristic l is then given as
where
for a pathx = x 0 · · · x k . Now we can define the path space
as the set of all finite-length paths with the associated path space measure
Measurement Contribution Function
The measurement contribution function can be defined directly in terms of paths and path vertices by transforming the integration domain of the inner integration of equation (3) from S 2 to V. The corresponding conversion of measures is reflected in the generalized geometric term
where D x (y) := |ω xy ·n(x)|, if x ∈ ∂V. ω xy is the unit direction vector from x to y andn(x) the surface normal in x. For x ∈ V 0 we set D x (y) equal to one. D y (x) is defined symmetrically. The visibility function V (x ↔ y) is one if x and y are mutually visible, i.e. if the connecting ray is not blocked by an object, and zero otherwise. We define the measurement contribution function as
Now we can insert the Neumann series (4) into the measurement equation (5), yielding
Each integral over Ω l k of the above equation corresponds to exactly one addend of equation (4). In physical terms, f j describes the differential flux that is transported along a path towards pixel j. Equation (7) defines a measurement as an integral over the infinitedimensional path space. This allows for a whole new set of integration techniques to be applied for solving the light transport problem in the presence of participating media.
Sampling
In order to evaluate the path integral (7) we need to build transport paths with respect to an appropriate probability density function (pdf). We split the generation of paths into an alternating sequence of scattering and propagation events: A scattering event chooses a direction at a given vertex x by sampling according to the phase function f p (for x ∈ V 0 ) or the BSDF f s (for x ∈ ∂V). A propagation event determines the next interaction point x in a given direction ω starting from x. This is done by sampling the distance d between x and x according to the path transmittance τ . The pdf of the whole path is then simply the product of all scattering and propagation pdfs, as these are independent of each other.
Line Integral Computation
Propagation in the absence of participating media is straightforward, as the new interaction point is uniquely determined by the ray casting function h. If a ray passes through a medium, we generate the next interaction point with the inversion method [HM72], and we obtain an expression for the distance d by normalizing, integrating and inverting τ .
Homogeneous Media. The homogeneous case is simple, because here we have the explicit expression d = − ln(1 − ξ)/σ e , where ξ is a uniformly distributed random variable in [0, 1). All we need to do is compare the sampled d with the distance s to the closest surface point x ∂V . If d < s, we set x := x + d · ω, otherwise we choose x := x ∂V and adapt the probability density accordingly.
Inhomogeneous Media. These require more work, since we need to compute d from the implicit equation ln(1 − ξ) = d 0 σ e (x + tω)dt. This is done with a ray marching algorithm [PH89], which accumulates σ e along the ray (x, ω) until the threshold ln(1−ξ) is reached or the surface point x ∂V is hit. In effect, a ray marching algorithm approximates a one-dimensional integral by dividing the ray into a number of disjoint segments and evaluating σ e at certain points within each segment. Equidistant sampling traverses the ray with constant stepsize ∆, which produces visible artifacts due to aliasing, as depicted in figure 2 (a) . The explanation for the layers in the cloud is simple: Light is emitted downwards from the light source at the ceiling and hits the cloud. As the traversal of the cloud data 3 starts at the top surface of its cubic bounding box, the interactions in the medium occur roughly within the same horizontal layers, whose vertical spacing is determined by the size of the ray segments ∆. Consequently, different transport paths that contribute to the same pixel are correlated. These effects can be eliminated by randomly perturbing the sample point within each ray segment, a method known as jittering. This leads to stratified sampling, a Monte Carlo technique for numerical integration. While stratified sampling reduces aliasing (see figure 2 (b) ), it is not a particularly efficient sampling method for this kind of integration problem. Monte Carlo integration is particularly suitable for high-dimensional integrals with discontinuities in the integrand. Here we have a one-dimensional, rather smooth continuous function, favoring deterministic approaches. Therefore we have implemented a combination of equidistant and stratified sampling. Instead of using independent random samples in each ray segment, we choose an initial random offset that is applied to all subsequent samples of the current ray (see 2 (c)). This breaks the correlation of different transport paths (and hence reduces aliasing) but keeps the integration essentially deterministic and thus more efficient. In general we found an efficiency gain of 30-45% for random offset sampling as compared to stratified sampling. Since about 25% of the total computation time of figure 2 are spent on sampling the medium, this leads to an essential decrease in overall rendering time of about 10% for this scene. The samples generated this way can be used as input for an adaptive ray marching scheme as used in [JC98].
Rendering
In [VG97] Veach and Guibas presented the Metropolis Light Transport (MLT) algorithm for scenes in vacuum. We have extended this approach to incorporate participating media, based on the generalized version of the path integral as defined in section 3. MLT makes use of the Metropolis sampling algorithm [MRR + 53], a very powerful method for the simulation of random variables. The basic idea is to generate a random walkx 0 ,x 1 , . . . through the path space Ω and deposit a certain constant amount of energy at each pixel a path passes through. The desired image is obtained by distributing the paths proportionally to their contribution to the final image. Metropolis sampling generates this distribution by first proposing a mutation of the current path and computing the corresponding acceptance probability α. Sampling α then determines whether the mutated path is accepted or rejected as the next sample of the random walk. Note that the paths generated this way are correlated, which allows various forms of coherence to be exploited. On the other hand we are faced with a potential increase in variance as compared to independent sampling. MLT requires an initialization step which determines the total image brightness and generates the seed path for the Markov chain of paths. Similar to [VG97], our initial-ization uses bidirectional path tracing, which we extended to incorporate participating media [LW96] . A more detailed description of Metropolis sampling and its application to evaluate the path integral can be found in [Vea97] .
Mutation Strategies
Generating a new mutation and computing the corresponding acceptance probability is central to the MLT algorithm. We use a set of different mutation strategies for this purpose and randomly select one of them to create the proposed mutation.
1. Bidirectional mutations delete a contiguous section of the current path and replace it with a new path section by appending vertices to both ends of the created subpaths. Adapting the bidirectional mutation strategy described in [VG97] to our generalized path integral framework is straightforward, so we omit a detailed discussion here. 2. Perturbations exploit the fact that small variations to the path most likely lead to similar image contributions and hence a high acceptance probability. We distinguish two types of perturbations:
(a) Scattering perturbations displace the direction vector at a certain vertex, (b) Propagation perturbations displace the interaction point along a certain ray segment.
The mutated path is then created by retracing the original path, while preserving the path characteristic. In a sense, scattering and propagation perturbations are complementary. The first perturbs a direction hoping to obtain a similar interaction point, while the latter perturbs an interaction point hoping to obtain a similar direction. The idea of both is to sample path space locally. Once an important path has been found, neighboring paths are explored as well. This is especially beneficial for bright areas of the image, such as caustics. Another important feature of perturbations is that they alter the image location. This leads to a better distribution of paths over the image plane and significantly reduces the variance of the generated images.
We have implemented two scattering perturbations: Sensor perturbations alter the location on the image plane 4 and retrace the path towards the light source. This mutation strategy combines the lens and multi-chain perturbations of [VG97] . Caustic perturbations retrace the path towards the eye, after perturbing the direction vector of the second path edge from the eye.
Propagation Perturbation. This mutation strategy is specifically designed for participating media. Letx = x 0 . . . x k denote the current transport path, where x 0 is a point on a light source and x k is a point on the sensor. Similarly,ȳ = y 0 . . . y k is the proposed mutation ofx. If x k−1 is an interaction point in the medium, i.e. x k−1 ∈ V 0 , this vertex is displaced along the line from x k−2 to x k−1 to obtain y k−1 . This new vertex is then connected with the eyepoint to determine the new sensor location y k . x k−1 is moved a distance D in either direction along x k−2 x k−1 according to the pdf
where D min and D max specify the minimal and maximal distance, respectively (see figure 3) . If y k−1 falls outside the medium, or x k−1 / ∈ V 0 the mutation is rejected, i.e. its acceptance probability is set to zero. Note that propagation perturbation is computationally very cheap as it only requires one occlusion test to check whether the connection with the eyepoint is unobstructed. sensor eye light source Fig. 3 . Propagation perturbation. The interaction point is spatially displaced according to the indicated distribution.
Simulation Results
We have implemented our version of the MLT algorithm based on the experimental ray tracing kernel McRender [Kel98] , which supports fast BSP ray intersections and occlusion testing. We use a convex combination of Schlick's base functions to model the phase function of the medium, as described in [BLSS93] . The BSDF is modelled with an extension of Ward's reflection model [War92] for isotropic scattering, which includes singular scattering. These scattering models allow a new direction to be generated with the inversion method, which is essential for efficient sampling.
As a minor optimization we estimate paths of length one, i.e. directly visible light sources, with standard ray tracing techniques. Explicit direct lighting calculation has not been implemented so far and it might be worthwhile to incorporate methods such as those described in [War91] or [SWZ96] . This should lead to significant efficiency gains for scenes dominated by direct light. The pinhole camera model imposes some constraints on the use of perturbation strategies, e.g. the caustic perturbation is not effective for caustics seen through a mirror. For the case of a more general camera model with a finite aperture the perturbation strategies can easily be adapted so that such situations are covered. If the light source and the camera aperture are small, however, paths that contain two or more singular scattering interactions separated by a diffuse interaction are not handled well by the MLT algorithm. When perturbing a direction vector (in either direction) and re-tracing the path, the diffuse interaction point will move. From this displaced position we will most likely not hit the sensor respectively the light source, because we must enforce a singular scattering to preserve the path characteristic. Thus the acceptance probability will be low on the average, leading to increased variance. All images were rendered on a single processor HP C3000 with a PA 8500 CPU at 400 MHz. We have only used scenes without surface textures so that the Monte Carlo variance (i.e. noise) and illumination details can be observed more clearly. Figure 4 (see the color page) features a rendered cloud lit by an approximation of the CIE clear sky model. Figure 5 shows a test scene with a difficult lighting situation. The room is entirely illuminated by indirect light passing through the half-open door. Note that the light source is located at the far end of the adjacent room, i.e. no light can reach the eye without being scattered at least twice. The scene contains glossy surfaces, e.g. the floor, transparent objects, e.g. the glass ball, and an inhomogeneous medium "streaming" through the door. Most other existing global illumination algorithms would perform poorly in this scene. Bidirectional path tracing, for instance, creates transport paths by connecting subpaths that start both from the eye and from the light sources. Most of these connections will be blocked, however, which leads to increased noise in the image. The photon map method [JC98] fails for this scene, because most photons will be located in the adjacent room and thus cannot contribute to the radiance estimate. Here, even the importance driven generation of the photon map [PP98] does not help, because the door slit is too narrow for a sufficient number of photons to pass through (see [KW00] for a detailed discussion of these topics). Metropolis light transport is far superior in this setting. The locality of the perturbation strategies leads to a better coverage of the relevant transport paths. The image of figure 5 is 720 by 576 pixels and has been rendered with 700 mutations per pixel in approximately 6 hours. Note that the table legs are thin metal plates angled towards the center of the table, which explains the different extends of the shadows. MLT will in general perform better if substantial amounts of the transport paths with a high image contribution are clustered in a "small region" of path space. The strong correlation of subsequent samples of the random walk ensures that these regions are sampled adequately.
Figures 6 to 8 show different views of a realistic architectural model with more than 240,000 geometrical primitives and various surface materials. These images clearly demonstrate the robustness of the Metropolis light transport algorithm for participating media in complex environments. The night scene of figures 6 to 8 illuminated by spotlights and street lamps contains more than 700 area light sources and illustrates that MLT easily handles scenes with many light sources. In figure 6 the church is surrounded by a thin homogeneous medium, simulating a foggy atmosphere. This image is 720 by 490 pixels and has been generated with 640 mutations per pixel in 15 hours. Figure 7 shows an example of a volume caustic, created by light being focused from the glass sphere of the sculpture into the medium. This image was rendered in 18 hours with 640 mutations per pixel at 720 by 576 pixels. In Figure 8 the homogeneous medium has been replaced by a cloud modelled with a very large inhomogeneous medium. Using 640 mutations per pixel the image has been rendered in 8 hours at 380 by 490 pixels.
Conclusions
We have presented an extension of the Metropolis light transport algorithm that provides a physically-based simulation of global illumination for radiatively participating media. Using an improved version of ray marching, the algorithm handles inhomogeneous media with multiple, anisotropic scattering and can simulate volumetric effects such as volume caustics and color bleeding between media and surfaces. The results show that high quality images are obtained, even for difficult lighting situations, such as strong indirect light or large numbers of light sources.
Since Metropolis light transport is based on point sampling, no discretization of the scene geometry or the directional space is necessary and no memory-intensive data structures are required. This makes the algorithm suitable for complex scenes, e.g. models represented procedurally, by fractals, or acyclic graphs. Furthermore, it easily supports participating media that are defined implicitly or by procedural models. Parallelizing the algorithm is straightforward, e.g. different processes compute separate images that are then averaged to obtain the final result.
We believe that many optimizations of the algorithm are still possible. For instance, different mutation strategies are selected randomly according to a discrete pdf that as-signs a constant weight to each mutation strategy. The optimal values for these weights strongly depend on the specific scene, however. For several test scenes (e.g. simple scenes like the Cornell box) best results were obtained by weighting the perturbations a hundred times stronger than bidirectional mutations. In these cases the average acceptance probability α for bidirectional mutations is high enough to guarantee an even sampling of all pathsx with f j (x) > 0. Yet in other scenes, e.g. figure 5 , bidirectional mutations will on average produce a much lower α. So weighting the perturbations a hundred times stronger leads to an uneven sampling, as the space of paths is not adequately covered. For the scene of figure 5, for instance, single vertices of the path degenerate to point light sources because their probability of becoming mutated is too low. These vertices located in the adjacent room result in sharp shadow boundary artifacts instead of yielding the correct smooth illumination transition. In order to avoid such severe artifacts a balanced pdf is much more appropriate. All images in this paper have been rendered with equal weights, as we found this to be the most robust setting in general. We are currently working on a heuristic for adaptively determining these weights, which will further increase efficiency.
The propagation perturbation is just one possible mutation strategy that is specifically designed for participating media. Other variations are conceivable, e.g. swapping from the medium to a surface and vice versa. 
