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Abstract
Optimizing nonlinear systems involving expensive computer experiments with regard to
conflicting objectives is a common challenge. When the number of experiments is severely
restricted and/or when the number of objectives increases, uncovering the whole set of Pareto
optimal solutions is out of reach, even for surrogate-based approaches: the proposed solutions
are sub-optimal or do not cover the front well. As non-compromising optimal solutions have
usually little point in applications, this work restricts the search to solutions that are close to
the Pareto front center. The article starts by characterizing this center, which is defined for any
type of front. Next, a Bayesian multi-objective optimization method for directing the search
towards it is proposed. Targeting a subset of the Pareto front allows an improved optimality
of the solutions and a better coverage of this zone, which is our main concern. A criterion for
detecting convergence to the center is described. If the criterion is triggered, a widened central
part of the Pareto front is targeted such that sufficiently accurate convergence to it is forecasted
within the remaining budget. Numerical experiments show how the resulting algorithm, C-EHI,
better locates the central part of the Pareto front when compared to state-of-the-art Bayesian
algorithms.
Keywords: Bayesian Optimization, Computer Experiments, Multi-Objective Optimization
1 Introduction
Over the last decades, computer codes have been widely employed for optimal design. Practi-
tioners measure the worth of a design with several criteria, which corresponds to a multi-objective
optimization problem,
min
x∈X
(f1(x), . . . , fm(x)) (1)
where X ⊂ Rd is the parameter space, and fj(·), j = 1, . . . ,m are the m objective functions.
Since these goals are generally competing, there does not exist a single solution x∗ minimizing
1
ar
X
iv
:1
80
9.
10
48
2v
4 
 [s
tat
.M
L]
  1
5 J
ul 
20
19
every function in (1), but several trade-off solutions that are mutually non-dominated (ND). These
solutions (or designs) form the Pareto set PX , whose image corresponds to the Pareto front PY .
Elements and methods of classical multi-objective optimization can be found in [68, 56, 54].
Often, the fj ’s are outputs of a computationally expensive computer code (several hours to days
for one evaluation), so that only a small number of experiments can be carried out. Under this
restriction, Bayesian optimization methods [57, 44] have proven their effectiveness in single objective
problems. These techniques use a surrogate – generally a Gaussian Process (GP) [63, 71] – of the
true function to locate the optimum. Extensions of Bayesian optimization to multi-objective cases
have also been proposed, see [12, 47, 46, 29, 73, 62, 61]. In the case of very narrow budgets (about
a hundred evaluations), obtaining an accurate approximation of the Pareto front remains out of
reach, even for Bayesian approaches. This issue gets worse with increasing number of criteria. The
article provides illustrations of this phenomenon in Section 7. Looking for the entire front can
anyway seem useless as the Pareto set will contain many irrelevant solutions from an end-user’s
point of view.
In this paper, instead of trying to approximate the entire front, we search for a well-chosen part
of it. Without any specific information about the preferences of the decision maker, we assume that
well-balanced solutions are the most interesting ones. By specifically targeting them, we argue that
convergence should be enhanced there.
Restricting the search to parts of the objective space is a common practice in multi-objective
optimization. Preference-based methods incorporate user-supplied information to guide the search
[33, 34, 74, 15, 6]. The preference can be expressed either as an aggregation of the objectives
(e.g., [13, 56, 87, 55]) or as an aspiration level (also known as reference point) to be attained or
improved upon (e.g., [77, 78, 27]). More recently, preferences have also been included in Bayesian
multi-objective optimization. A more detailed review of related works is given in Section 2.3.
Contrarily to existing multi-objective optimization techniques which guide the search using
externally supplied information, in the current article the preference region is defined through
the Pareto front center and is automatically determined by processing the GPs. This is the first
contribution of this work. The other contributions include the definition of a criterion for targeting
specific parts of the Pareto front and the management of this preference region according to the
remaining computational budget.
An overview of the proposed method, which we name the C-EHI algorithm (for Centered Ex-
pected Hypervolume Improvement), is sketched in Figure 1. It uses the concept of Pareto front
center that is defined in Section 3. C-EHI iterations are made of three steps. First, an estimation of
the Pareto front center is carried out, as described in Section 3 and sketched in Figure 1a. Second,
the estimated center allows to target well-balanced parts of the Pareto front by a modification of
the EHI criterion (cf. Section 4). Figure 1b illustrates the idea. Third, to avoid wasting computa-
tions once the center is sufficiently well located, the part of the Pareto front that is searched for is
broadened in accordance with the remaining budget. To this aim, a criterion to test convergence to
the center is introduced in Section 5. When triggered (see Figure 1c), a new type of iteration starts
until the budget is exhausted (see Figure 1d). Section 6 explains how the new goals are determined.
The methodology is first tested the popular ZDT1 [91] and P1 [60] functions and then on a
benchmark built from real-world airfoil aerodynamic data. The airfoil benchmark has variables in
dimension d = 3, 8 and 22 that represent CAD parameters, and 2 to 4 aerodynamic objectives
(lift and drag at different airfoil angles). The results are presented in Section 7. The default test
case that illustrates the algorithm concepts before numerical testing (Figures 8 to 15) is the airfoil
problem with 2 objectives and 8 variables.
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Figure 1: Sketch of the proposed C-EHI algorithm for targeting equilibrated solutions. The Pareto
front center properties (a) are discussed in Section 3; How to guide the optimization with the center
(b) is the topic of Section 4; Section 5 details how convergence to the Pareto front center is tested
(c); How to widen the search within the remaining budget (d), is presented in Section 6.
2 A brief review of Bayesian multi-objective optimization
2.1 Bayesian optimization
Bayesian optimization techniques [57] have become popular to tackle single-objective optimization
problems within a limited number of iterations. These methods make use of Bayes rule: a prior
distribution, usually a GP, is placed over f and is enhanced by observations to derive the posterior
distribution. Denoting Z(·) the GP and An = {(x1, y1), . . . , (xn, yn)} = {X,Y} the observational
event, the posterior GP conditioned on An has a known Gaussian distribution:
∀x ∈ X , Y (x) := [Z(x)|An] ∼ N (ŷ(x), s2(x))
where
ŷ(x) = µ̂+ k(x,X)K−1(Y− 1µ̂)
is the conditional mean function (a.k.a., the kriging mean predictor) [66, 63, 71, 67, 23] and
s2(x) = c(x,x)
is the conditional variance, obtained from the conditional covariance function
c(x,x′) = σ̂2
(
1− k(x,X)K−1k(X,x′) + (1− 1
>K−1k(x,X))(1− 1>K−1k(x′,X))
1>K−11
)
.
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Kij = k(xi,xj) is the covariance matrix with k(·, ·) the covariance function (or kernel). µ̂, σ̂2 are
the estimated mean and variance of the GP. k(·, ·) is typically chosen from a parametric family and
its parameters are estimated along with µ̂ and σ̂2 by likelihood maximization. Further discussion
about these parameters and their estimation can be found e.g. in [63, 64].
Given a set of inputs xn+1, . . . ,xn+s ∈ X, the posterior distribution of Z(·) at these points is a
Gaussian vector Y (xn+1)· · ·
Y (xn+s)
 ∼ N
ŷ(xn+1)· · ·
ŷ(xn+s)
 ,Γ
 ,
with Γa,b = c(x
n+a,xn+b). It is possible to simulate plausible values of f(·) by sampling nsim GPs
Y˜ (k)(·), k = 1, . . . , nsim at xn+1, . . . ,xn+s ∈ X. GP simulations require the Cholesky decomposition
of the s× s matrix Γ and are therefore only tractable for moderate sample sizes.
For optimization purposes, new data points (xn+1, f(xn+1)) are sequentially determined through
the maximization of an acquisition function (or infill criterion) until a limiting number of function
evaluations, the budget, is attained. Acquisition functions use the posterior distribution Y (·). A
commonly used infill criterion is the Expected Improvement (EI) [57, 42], which balances minimiza-
tion of the GP mean (“exploitation” of past information) and maximization of the GP variance
(“exploration” of new regions of the design space) in order to both search for the minimum of f(·)
and improve the GP accuracy. The Expected Improvement below a threshold T is defined as
EI(x;T ) := E[(T − Z(x))+|An] (2)
which is computable in closed-form:
EI(x;T ) = (T − ŷ(x))φ
(
T − ŷ(x)
s(x)
)
+ s(x)ϕ
(
T − ŷ(x)
s(x)
)
(3)
ϕ and φ correspond to the probability density function and to the cumulative distribution function
of a standard normal random variable, respectively. T is generally set as the best value observed
so far, fmin := min(y1, . . . , yn). EGO (Efficient Global Optimization, [44]) iteratively evaluates the
function to optimize at the EI maximizer (Figure 2) before updating the GP. During the update
step, the covariance parameters are re-estimated and the additional evaluation taken into account,
which modifies the conditional mean and covariance. At the end of the procedure, the best observed
design and its performance, x∗ := arg min
i=1,...,budget
f(xi) , y∗ := f(x∗), are returned.
2.2 Extension to the multi-objective case
In multi-objective optimization there is a (possibly infinite) set of solutions to (1) called the Pareto
set PX . Designs in PX correspond to an optimal compromise in the sense that it is not possible to
find a competitor being better in all objectives simultaneously.
Mathematically, PX = {x ∈ X : @x′ ∈ X, f(x′)  f(x)} where  stands for weak or strong
Pareto domination in Rm as f(x) := (f1(x), . . . , fm(x))> is no longer a scalar but an m-dimensional
objective vector. The Pareto front PY is the image of the Pareto set and contains only non-
dominated solutions: PY = f(PX ) = {y ∈ Y : @y′ ∈ Y,y′  y}, with Y = f(X) ⊂ Rm the image of
the design space through the objectives. Multi-objective optimizers aim at finding an approximation
front built upon past observations P̂Y = {y ∈ Y : @y′ ∈ Y,y′  y} to PY , with some properties
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Figure 2: Outline of a Bayesian optimization algorithm
such as convergence or diversity. Evolutionary Multi-Objective Optimization Algorithms (EMOA)
have proven their benefits for solving Multi-Objective Problems [24]. They are however, in the
absence of a model to the objective functions, not adapted to expensive objectives (this will be
observed in Section 7.4).
Multi-objective extensions to EGO do exist. These Bayesian approaches generally model the
objective functions fj(·) as independent GP’s Yj(·). Svensson [72] has considered the GP’s to
be (negatively) correlated in a bi-objective case, without noticing significant benefits. The GP
framework enables both the prediction of the objective functions, ŷj(x), and the quantification of
the uncertainties, s2j (x),∀x ∈ X. As in the single-objective case, an acquisition function is used for
determining xt+1 ∈ X, the most promising next iterate to be evaluated. In some approaches, the
m surrogates are aggregated or use an aggregated form of EI [47, 41, 53, 88]. Other methods use a
multi-objective infill criterion for taking into account all the metamodels simultaneously [75]. The
Expected Hypervolume Improvement (EHI) [29, 28, 30], the EMI [72, 73], and Keane’s Euclidean-
based Improvement [46] are three multi-objective infill criteria that reduce to EI when facing a
single objective. SMS [62] is based on a lower confidence bound strategy, and SUR [61] considers
the stepwise uncertainty reduction on the Pareto front. These infill criteria aim at providing new
non-dominated points and eventually approximating the Pareto front in its entirety. All these
Bayesian multi-objective methods conform to the outline of Figure 2, excepted that m surrogates
Y1(·), . . . , Ym(·) and m objective functions are now considered, and that an empirical Pareto set P̂X
and Pareto front P̂Y are returned [52, 86].
5
EHI: a multi-objective optimization infill criterion
The EHI (Expected Hypervolume Improvement) [29, 28, 30] is one of the most competitive [82]
multi-objective infill criterion. It rewards the expected growth of the hypervolume indicator [89],
corresponding to the hypervolume dominated by the approximation front up to a reference point
R (see Fig. 3), when adding a new observation x. More precisely, the hypervolume indicator of a
set A is
H(A; R) =
⋃
y∈A
∫
yzR
dz = Λ
⋃
y∈A
{z : y  z  R}

where Λ is the Lebesgue measure on Rm. The hypervolume improvement induced by y ∈ Rm is
IH(y; R) = H(A ∪ {y}; R)−H(A; R). In particular, if A  y (in the sense that ∃a ∈ A : a  y),
or if y  R, IH(y; R) = 0. For a design x, EHI(x; R) is
EHI(x; R) := E[IH(Y(x); R)] (4)
Figure 3: The hypervolume indicator of the non-dominated set (green points) corresponds to the
area dominated by it, up to R (in brown). The blue rectangle is the hypervolume improvement
brought by Y(x), IH(Y(x); R).
The hypervolume indicator being a refinement of the Pareto dominance [29, 75] (A  B ⇒
H(A; R) > H(B; R) for two non-dominated sets A and B, and any reference point R), and as
the hypervolume Improvement induced by a dominated solution equals zero, EHI maximization
intrinsically leads to Pareto optimality. It also favors well-spread solutions, as the hypervolume
increase is small when adding a new value close to an already observed one in the objective space
[3, 4].
Several drawbacks should be mentioned. First, EHI requires the computation of m-dimensional
hypervolumes. Even though the development of efficient algorithms for computing the criterion to
temper its computational burden is an active field of research [9, 76, 19, 22, 65, 49, 40] with two [29,
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31] and three objectives [81], the complexity grows exponentially with the number of objectives and
non-dominated points. When m > 3, expensive Monte-Carlo estimations are required to compute
the EHI. An analytic expression of its gradient has been discovered recently in the bi-objective case
[80]. Second, the hypervolume indicator is less relevant for many-objective optimization, as the
amount of non-dominated solutions rises with m, and more and more solutions contribute to the
growth of the non-dominated hypervolume; in a many-objective settings, this metric is less able to
distinguish truly relevant from non-informative solutions. Last, the choice of the reference point R
is unclear and influences the optimization results, as will be discussed in Section 4.
2.3 Past work on targeted multi-objective optimization
Targeting special parts of the objective space has been largely discussed within the multi-objective
optimization literature, see for example [6] or [50] for a review. The benefits of targeting a part of
the Pareto front instead of trying to unveil it entirely go beyond reflecting the user’s preferences: as
will be shown by the experiments of Section 7, it allows an enhanced distribution of the proposed
solutions within this area. Preference-based optimization makes use of user-supplied information
to guide the search towards specific parts of the Pareto front. The preference is typically expressed
as desired objective values (i.e., reference or aspiration points, cf. [78, 77]) the distance to which is
measured by a specific metric (e.g., L1, L2 or L∞ norms). Preference can appear as a ranking of
solutions or of objectives via an aggregation function [56, 13]
Bayesian multi-objective optimization (see Section 2.2) most often relies on the EHI infill cri-
terion where the hypervolume is computed up to a reference point R. R has been originally seen
as a second order hyperparameter with default values chosen so that all Pareto optimal points are
valued in the EHI. For example, several studies (e.g. [62]) suggest taking N+1 (N being the Nadir
point of the empirical Pareto front).
Later, the effect of R has received some attention. Auger et al. [3, 4] have theoretically and
experimentally investigated the µ-optimal distribution on the Pareto front induced by the choice of
R. Ishibuchi et al. [38] have noticed a variability in the solutions given by an EMO algorithm when
R changes. Feliot [32] has also observed that R impacts the approximation front and recommends
R to be neither too far away nor too close to PY . By calculating EHI restricted to areas dominated
by “goal points”, Parr [60] implicitly acted on R and noticed fast convergence when the goal points
were taken on P̂Y . In [51], a modification of the hypervolume improvement is proposed. It is a sum
of EHI’s over different non-dominated R’s which eases the computations when compared to EHI in
a fashion similar to the Section 4.2.
Previous works in Bayesian Multi-Objective Optimization have also targeted particular areas
of the objective space thanks to ad-hoc infill criteria. The Weighted Expected Hypervolume Im-
provement (WEHI) [90, 1, 2, 16] is a variant of EHI that emphasizes given parts of the objective
space through a user-defined weighting function. In [83, 79], the Truncated EHI criterion is studied
where the Gaussian distribution is restricted to a user-supplied hyperbox in which new solutions
are sought.
In the absence of explicitly provided user preferences, the algorithm proposed here targets a
specific part of the Pareto front, its center, through a choice of R that is no longer arbitrarily
chosen. The center of the Pareto front is defined in the following section. Since it balances the
objectives, the center is considered as a default preference.
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3 Center of the Pareto front: definition and estimation
There has been attempts to characterize parts of the Pareto front where objectives are “visually”
equilibrated. In [78], the neutral solution is defined as the closest point in the objective space to
the Ideal point in a (possibly weighted) Lp norm and is located “somewhere in the middle” of
the Pareto front. The point of the Pareto front which minimizes the distance to the Ideal point
is indeed a commonly preferred solution [84]. In [18], not only the closest to the Ideal point, but
also the farthest solution to the Nadir point (see definitions hereafter) are brought out, in terms
of a weighted Tchebycheff norm. Note that the weights depend on user-supplied aspiration points.
Other appealing points of the Pareto front are knee points as defined in [14]. They correspond to
parts of the Pareto front where a small improvement in one objective goes with a large deterioration
in at least one other objective, which makes such points stand out as kinks in the Pareto front. When
the user’s preferences are not known, the authors claim that knee points should be emphasized and
propose methods for guiding the search towards them.
Continuing the same effort, we propose a definition of the Pareto front center that depends only
on the geometry of the Pareto front.
3.1 Definitions
Before defining the center of a Pareto front, other concepts of multi-objective optimization have to
be outlined.
Definition 3.1. The Ideal point I of a Pareto front PY is its component-wise minimum, I =
( min
y∈PY
y1, . . . , min
y∈PY
ym).
The Ideal point also corresponds to the vector composed of each objective function minimum.
Obviously, there exists no y better in all objectives than the minimizer of objective j. As a
consequence, the latter belongs to PY and min
y∈PY
yj = min
y∈Y
yj , j = 1, . . . ,m. I can therefore be
alternatively defined as (min
x∈X
f1(x), . . . ,min
x∈X
fm(x)). The decomposition on each objective does not
hold for the Nadir point, which depends on the Pareto front structure:
Definition 3.2. The Nadir point N of a Pareto front PY is the component-wise maximum of the
Pareto front, N = ( max
y∈PY
y1, . . . , max
y∈PY
ym).
I and N are virtual points, that is to say that there generally does not exist an x ∈ X such that
f(x) = I or N. They are bounding points for the Pareto front, as every y ∈ PY will be contained
in the hyperbox defined by these points.
Definition 3.3. An extreme point for the j-th objective, ν j , is an m-dimensional vector that
belongs to the Pareto front, ν j ∈ PY , and such that νjj = Nj . The Nadir point can thus be
rewritten as N = (ν11 , . . . , ν
m
m). A j-th extreme design point is ξ
j ∈ X such that f(ξj) = ν j .
In the following, extreme points of the approximation front P̂Y are denoted by ν̂ j , hence the
Nadir of that empirical front is ν̂ = (ν̂11 , . . . , ν̂
m
m). Note that we will also introduce in Section 3.3
the notation N̂ to denote an estimator of the Nadir point. We can now define the center of a Pareto
front:
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Definition 3.4. The center of a Pareto front C is the closest point in Euclidean distance to PY
on the Ideal-Nadir line L.
In the field of Game Theory, our definition of the center of a Pareto front corresponds to a
particular case of the Kalai-Smorodinsky equilibrium [45, 11], taking the Nadir as disagreement
point d ≡ N. This equilibrium aims at equalizing the ratios of maximal gains of the players, which
is the appealing property for the center of a Pareto front as an implicitly preferred point. Recently,
it has been used for solving many-objective problems in a Bayesian setting [11]. In general, C is
different from the neutral solution [78] and from knee points [14]. They coincide in particular cases,
e.g. a symmetric and convex front with scaled objectives and a non-weighted norm.
In the case where the Pareto front is an m-dimensional continuous hypersurface, C corresponds
to the intersection between PY and L. In a more general case, e.g. if the Pareto front is not
continuous, or contains some lower dimensional hypersurfaces, C is the projection of the closest
point belonging to PY on L. The computation of this point remains cheap even for a large m in
comparison with alternative definitions involving e.g. the computation of a barycenter in high-
dimensional spaces. Some examples for two-dimensional fronts are shown in Figure 4. The center
of the Pareto front has also some nice properties that are detailed in following section. The center
exists even if PY is discontinuous (top right front) or convoluted.
Figure 4: Examples of two-dimensional Pareto fronts and their center. Notice that on the bottom,
the left and the right fronts are the same, except that the left is substantially extended in the x
direction. However, the center has been only slightly modified.
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3.2 Properties
Invariance to a linear scaling of the objectives
The Kalai-Smordinsky solution has been proved to verify a couple of properties, such as invariance
to linear scaling1 [45], which hold in our case. We extend here the linear invariance to the case
where there is no intersection between PY and L.
Proposition 1 (Center invariance to linear scaling, intersection case). When PY intersects L, the
intersection is unique and is the center of the Pareto front. Furthermore, in that case, the center is
invariant after a linear scaling S : Rm → Rm of the objectives: S(C(PY)) = C(S(PY)).
Proof. First, it is clear that if PY intersects L, the intersection is unique. Indeed, as in non
degenerated cases I ≺ N, tI + (1 − t)N ≺ t′I + (1 − t′)N ⇔ t > t′. Two points on L are different
as long as t 6= t′. PY being only composed of non-dominated points it is impossible to find two
different points tI + (1− t)N and t′I + (1− t′)N that belong simultaneously to PY . Obviously, as
it lies on L, @y ∈ PY that is closer to it.
Let C be this intersection. S being a linear scaling, it can be expressed in the form S(y) = Ay+b
with A an m ×m diagonal matrix with entries ai > 0, and b ∈ Rm. Applying this scaling to the
objective space modifies C to C′ = AC + b, I to I′ = AI + b and N to N′ = AN + b. Because the
scaling preserves orderings of the objectives, C′ remains non-dominated, and I′ and N′ remain the
Ideal point and the Nadir point of PY in the scaled objective space. As C belongs to L it writes
tI + (1− t)N for one t ∈ [0, 1], and therefore
C′ = A(tI + (1− t)N) + b
= tAI + (1− t)AN + b
= t(AI + b) + (1− t)(AN + b)
= tI′ + (1− t)N′
C′ is thus the unique point belonging to both the Pareto front and to the Ideal-Nadir line in
the transformed objective space: it is the center in the scaled objective space.
In the bi-objective case (m = 2), we also show that a linear scaling applied to the objective
space does not change the order of Euclidean distances to L. When PY ∩L = ∅, the closest y ∈ PY
to L, whose projection on L produces C, remains the closest after any linear scaling of the objective
space.
Proposition 2 (Center invariance to linear scaling, 2D case). Let y,y′ ∈ Y ⊂ R2, and L be a line
in R2 passing through the two points I and N . Let ΠL be the projection on L. If ‖y −ΠL(y)‖ ≤
‖y′−ΠL(y′)‖, then y remains closer to L than y′ after having applied a linear scaling S : R2 → R2
to Y .
Proof. Let A be the area of the IyN triangle and A′ be the area of Iy′N. Applying a linear scaling
S(y) = Ay + b with A =
(
α 0
0 β
)
, α, β > 0 to Y will modify the areas A and A′ by the same
1 in Game Theory, given a feasible agreement set F ⊂ Rm (Y in our context) and a disagreement point d ∈ Rm
(N here), a KS solution f ∈ F (the center C) satisfies the four following requirements: Pareto optimality, symmetry
with respect to the objectives, invariance to affine transformations (proven in Proposition 1) and, contrarily to a
Nash solution, monotonicity with respect to the number of possible agreements in F .
10
factor αβ. Thus, ‖S(y) − ΠS(L)(S(y))‖ ≤ ‖S(y′) − ΠS(L)(S(y′))‖ still holds: in the transformed
subspace, y remains closer to L than y′.
This property is of interest as the solutions in the approximation front P̂Y will generally not
belong to L. Applying a linear scaling to Y in a bi-objective case does not change the solution in
P̂Y that generates Ĉ. However, exceptions may occur for m ≥ 3 as the closest y ∈ PY to L may not
remain the same after a particular affine transformation of the objectives, as seen in the following
example:
Let us consider the case of an approximation front composed of the five following non-dominated
points (in rows), in a three-dimensional space: P =

1 0 0
0 1 0
0 0 1
0.5 0.5 0.6
0.5 0.55 0.5
. The Ideal point is I =
(0, 0, 0)> and the Nadir point N = (1, 1, 1)>. The squared Euclidean distance to L of these 5 points
equals respectively 2/3, 2/3, 2/3, 0.02/3 and 0.005/3, hence P5 = (0.5, 0.55, 0.5)> is the closest
point to L. Let us now apply a linear scaling S(y) = Ay with A =
3 0 00 3 0
0 0 1
. In the modified
objective space, we now have P˜ =

3 0 0
0 3 0
0 0 1
1.5 1.5 0.6
1.5 1.65 0.5
, I˜ = (0, 0, 0)> and N˜ = (3, 3, 1)>. The squared
distances to L˜ after scaling are now respectively 1710/361, 1710/361, 342/361, 3.42/361, 4.275/361.
After scaling, the fourth point becomes the closest to the line. As the projection of the latter on
L is different from the projection of the fifth point, the center of the Pareto front will change after
this scaling.
Low sensitivity to Ideal and Nadir variations
Another positive property is the low sensitivity of C with regard to extreme points. This property
is appealing because the Ideal and the Nadir will be estimated with errors at the beginning of the
search (cf. Section 3.3) and having a stable target C prevents dispersing search efforts.
Under mild assumptions, the following Proposition expresses the low sensitivity in terms of the
norm of the gradient of C with respect to N. Before, Lemma 1 gives a condition on the normal
vector to the Pareto front that will be needed to prove the Proposition.
Lemma 1. Let y∗ ∈ Rm be a Pareto optimal solution, and the Pareto front be continuous and
differentiable at y∗ with d ∈ Rm the normal vector to the Pareto front at y∗. Then all components
of d have the same sign.
Proof. Because of the differentiability assumption at y∗ and the definition of Pareto dominance,
d cannot have null components. Suppose that some components in d have opposite signs, d+
corresponding to positive ones and d− to negatives ones, d = [d+,d−]>. Let ε+ and ε− be two
small positive scalars such that ε
+
ε− =
∑
i:di<0
di
2∑
i:di>0
di2
. Then, f = y∗ +
(−ε+d+
ε−d−
)
dominates y∗ and
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belongs to the local first order approximation to PY since d>(f −C) = 0, which is a contradiction
as y∗ is Pareto optimal.
Proposition 3 (Stability of the Center to perturbations in Ideal and Nadir). Let PY be locally
continuous and m − 1 dimensional around its center C. Then, | ∂Ci∂Nj | < 1, i, j = 1, . . . ,m where
N is the Nadir point, and the variation ∆C of C induced by a small variation ∆N in N verifies
‖∆C‖2 < ‖∆N‖2. A similar relation stands for small Ideal points variations, ‖∆C‖2 < ‖∆I‖2.
Proof. If PY is locally continuous and m− 1 dimensional, C is the intersection between L and PY .
For simplicity, the Pareto front is scaled between 0 and 1, that is, I = 0m and N = 1m. Proposition
1 ensures that the center is not modified by such a scaling. The tangent hyperplane to PY at C
writes d>f + e = 0 where d ∈ Rm, the normal vector to the tangent hyperplane, and e ∈ R depend
on PY and are supposed to be known. Lemma 1 ensures that di, i = 1, . . . ,m have the same sign,
that we choose positive. C satisfies both d>C = −e and C = (1− αC)I + αCN = αC1m for some
αC ∈]0, 1[. Hence,
C =
−e
d>N
N, Ci =
−e
d>N
Ni
∀j = 1, . . . ,m, j 6= i,
∂Ci
∂Nj
=
eNidj
(d>N)2
=
−dj∑
k dkNk
Ci =
−dj∑
k dk
Ci
For i = j,
∂Ci
∂Ni
=
−ed>N + eNidi
(d>N)2
=
Ci
Ni
− Ci∑
k dkNk
= Ci
(
1− di∑
k dk
)
Ci = αC ∈]0, 1[ ∀i = 1, . . . ,m and as the di’s share the same sign, |di| ≤ |
∑
k dk|. Therefore,
| ∂Ci∂Ni | < 1 and | ∂Ci∂Nj | < 1 . Consider now that N is modified into N + ∆N, which changes the center
to C+∆C. One has ∆C = ∇C ·∆N where ∇C is the m×m matrix with entries ∂Ci∂Nj . Rearranging
the terms of the derivatives into matrix form yields
∇C = αC
Im −
1∑
k dk
d1 d2 · · · dm... ... ... ...
d1 d2 · · · dm

︸ ︷︷ ︸
D

where Im stands for the identity matrix here. D is a rank 1 matrix with positive entries whose
rows sum to 1, and has eigenvalues 0 and 1 with respective multiplicity m−1 and 1. Consequently,
∇C’s largest eigenvalue is αC ∈]0, 1[. Finally, ‖∆C‖2 ≤ ‖∇C‖2‖∆N‖2 ≤ ‖∆N‖2. By symmetry,
the Proposition extends to the sensitivity of the center to the Ideal point, |∂Ci∂Ij | < 1, i, j = 1, . . . ,m
and ‖∆C‖2 < ‖∆I‖2.
Proposition 3 is a local stability result. Without formal proof, it is observed that the center
will be little affected by larger errors in Ideal and Nadir positions when compared to alternative
definitions of the center. A typical illustration is as follows: the Nadir point is moved by a large
amount in one objective (see Figure 5). The center is shifted by a relatively small amount and will
continue to correspond to an area of equilibrium between all objectives. Other definitions of the
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center, typically those based on the barycenter of PY would lead to a major displacement of C. In
Figure 5, the barycenter on PY signaled by B and B′ has B′2 ≈ I2, which does not correspond to
an equilibrated solution as the second objective would almost be at its minimum.
Figure 5: Illustration of the global stability of the center in 2D: adding the black part to the colored
Pareto fronts will highly modify them and N′ becomes the new Nadir point. The new center C′
is relatively close to C despite this major N modification. B, a barycenter-based center would be
much more affected, and would no longer correspond to an equilibrium.
3.3 Estimation of the Pareto front center using Gaussian processes
Now that we have given a definition of C relying on PY through I and N, let us discuss the
estimation of C. The real front PY is obviously unknown and at any stage of the algorithm, we
solely have access to an approximation front P̂Y . The empirical Ideal and Nadir points (computed
using P̂Y) could be weak estimates in the case of a biased approximation front. Thus, we propose
an approach using the GPs Yj(·) to better estimate I and N through conditional simulations.
Estimating I and N with GP simulations
Estimating the Ideal and the Nadir point accurately is a difficult task. Indeed, obtaining I is
equivalent to finding the minimum of each fj(·), j = 1, . . . ,m, which corresponds to m classical
mono-objective optimization problems. Prior to computing N, the whole Pareto front has to be
unveiled but this is precisely our primary concern! Estimating N before running the multi-objective
optimization has been proposed in [25, 7] using modified EMOAs to emphasize extreme points. We
aim at obtaining sufficiently accurate estimators Î and N̂ of I and N rather than solving these
problems exactly. The low sensitivity of C with regard to I and N discussed previously suggests
that the estimation error should not be a too serious issue for computing C. As seen in Section
2.1, given s simulation points xn+1, . . . ,xn+s, possible responses at those locations can be obtained
through the conditional GPs Yj(·), j = 1, . . . ,m. The simulated responses can be filtered by Pareto
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dominance to get nsim simulated fronts P˜Y
(k)
. The Ideal and Nadir points are then estimated by
Îj = median
k=1,...,nsim
(
min
y∈P˜Y (k)
yj
)
; N̂j = median
k=1,...,nsim
(
max
y∈P˜Y (k)
yj
)
, j = 1, . . . ,m.
Notice that the definition of I is not based on the Pareto front. Hence the estimation of Ij does
not require m-dimensional simulated fronts, but only single independently simulated responses
Y˜j
(k)
. By contrast, as the Nadir point needs the front to be defined, simulated fronts P˜Y
(k)
are
mandatory for estimating N.
GP simulations are attractive for estimating extrema because they not only provide possible
responses of the objective functions but also take into account the surrogate’s uncertainty. It would
not be the case by applying a (multi-objective) optimizer to a deterministic surrogate such as the
conditional mean functions. Even so, they rely on the choice of simulation points xn+i, i = 1, . . . , s
(in a d-dimensional space). For technical reasons (Cholesky or spectral decomposition of Γj required
for sampling from the posterior), the number of points is restricted to s / 5000. xn+i have thus
to be chosen in a smart way to make the estimation as accurate as possible. In order to estimate
I or N, GP simulations are performed at x’s that have a large probability of contributing to one
component of those points: first, the kriging mean and variance of a very large sample S ⊂ X is
computed. The calculation of ŷj(S) and sj(S) is indeed tractable for large samples contrarily to
GP simulations. Next, s designs are picked up from S using these computations. In order to avoid
losing diversity, the selection is performed using an importance sampling procedure [8], based on
the probability of contributing to the components Ij or Nj .
As Ij = min
x∈X
fj(x) good candidates are x’s such that P(Yj(x) < aj) is large. To account for
new evaluations of fj , a typical value for aj is the minimum observed value in the j-th objective,
min
i=1,...,n
fj(x
i). According to the surrogate, such points have the greatest probability of improving
over the currently best value if they were evaluated.
Selecting candidates for estimating N is more demanding. Indeed, as seen in Definition 3.2,
Nj is not the maximum value over the whole objective space Y but over the unknown PY , i.e.,
each Nj arises from a ND point. Thus the knowledge of an m-dimensional front is mandatory for
estimating N. The best candidates for N’s estimation are, by Definition 3.3, extreme design points.
Quantifying which points are the most likely to contribute to the Nadir components, in other terms
produce extreme points, is a more difficult task than its pendant for the Ideal. Good candidates
are x’s such that the sum of probabilities P(Yj(x) > ν̂jj ,Y(x) ND) + P(Y(x)  ν̂ j) is large. For
reasons of brevity, the procedure is detailed in Appendix A.
Since the optimization is directed towards the center of the Pareto front, the metamodel may
lack precision at extreme points. It might be tempting to episodically target these parts of the
Pareto front to improve I and N’s estimation. But this goes against the limited budget of calls
to f(·) and it is not critical since the center is quite stable with respect to I and N’s inaccuracies
(Proposition 3). Since the optimality of solutions is favored over the attainment of the exact center
of the Pareto front, this option has not been further investigated.
Ideal-Nadir line and estimated center
To estimate I and N, we first select s = 5000 candidates from a large space-filling Design of
Experiments (DoE) [36, 69], S ⊂ X, with a density proportional to their probability of generating
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either a Ij or aNj as discussed before. s/2m points are selected for the estimation of each component
of I and N. nsim conditional GP simulations are then performed at those x
n+i, i = 1, . . . , s in order
to generate simulated fronts, whose Ideal and Nadir points are aggregated through the medians to
produce the estimated Î and N̂. The resulting simulated fronts are biased towards particular parts
of the Pareto front (extreme points, individual minima).
Experiments have shown significant benefits over methodologies that choose xn+i’s according to
their probability of being not dominated by the whole approximation front, or that use s points from
a space-filling DoE [59] in X. Figure 6 compares the component estimation of I and N for different
techniques during one optimization run with m = 3 objectives. X.IN (blue curve) corresponds to
our methodology. The other curves stand for competing methodologies: X.LHS (green) selects the
xn+i from a space-filling design, and X.ND (red) chooses them according to their probability of
being non-dominated with respect to the entire front. NSGA-II (gold) does not select design points
xn+i to perform GP simulations but rather uses the Ideal and Nadir point found by one run of the
NSGA-II [26] multi-objective optimizer applied to the kriging predictors ŷi(·), i = 1, . . . ,m. The
black dashed line corresponds to the component of the current empirical front, a computationally
much cheaper estimator. The bold dashed line shows I and N’s true components.
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Figure 6: Example of estimation of I and N using different techniques. The proposed methodology
(blue) is able to consistently produce close estimates to I’s and N’s components (bold black dashed
line).
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Our methodology outperforms the two other simulation techniques, because they do not perform
the simulations specifically at locations that are likely to correspond to an extreme design point
or to a single-objective minimizer. Benefits are also observed compared with the empirical Ideal
and Nadir points, that are sometimes poor estimators (for example for I1, I2 and N2). Using the
output of a multi-objective optimizer (here NSGA-II) applied to the kriging mean functions is also
a promising approach but has the drawback of not considering any uncertainty in the surrogates
(that may be large at the extreme parts of the Pareto front). It also suffers from classical EMOA’s
disadvantages, e.g. several runs would be required for more reliable results and convergence can
not be guaranteed. Note that as these methods rely on the surrogates they are biased by the earlier
observations: the change of the empirical Ideal or Nadir point has an impact on the estimation.
However, the X.IN, X.LHS and X.ND estimators compensate by considering the GPs uncertainty
to reduce this bias.
As we are in fine not interested in the Ideal and the Nadir point but in the Pareto front center,
we want to know if these estimations lead to a good Ĉ. Proposition 3 suggests that the small Ideal
and Nadir estimation error should not be a too serious concern. This is confirmed by Figure 7,
where the center estimation error is low with respect to the range of the Pareto front.
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Figure 7: Evolution of the estimated center during one run (using Î and N̂ from Figure 6): Ĉ’s
components are close to the true ones.
Figure 8 shows an example of one GP simulation targeting the extremes of the Pareto front.
Notice the difference between the current empirical Pareto front (in blue) and the simulated front for
N and I (in black): the extreme points which are simulated go well beyond those already observed.
Linearly extending the Pareto front approximation [37] and taking the intersection with L̂ was
originally considered for defining Ĉ. But as an m-dimensional interpolated Pareto front is not
necessarily composed of only m − 1 dimensional hyperplanes (but is a collection of polytopes of
dimension at most m− 1), the intersection with an m-dimensional line does not necessarily exist.
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Figure 8: One GP simulation targeting the extremes of the Pareto front to enhance the estimation
of I and N. The projection of the closest non-dominated point to L on it is the estimated center (in
green). The real center (in red) lies close to the estimated center and to the estimated Ideal-Nadir
line.
4 An infill criterion to target the center of the Pareto front
4.1 Targeting the Pareto front center with the reference point
Our approach starts from the observation that any region of the objective space can be aimed
targeted with EHI solely by controlling the reference point R. Indeed, as y  R⇒ IH(y; R) = 0,
the choice of R is instrumental in deciding the combination of objectives for which improvement
occurs, the improvement region:
IR := {y ∈ Y : y  R} .
As shown in Fig. 9, the choice of R defines the region in objective space where IH > 0 and where
the maximum values of EHI are expected to be found. The choice of R is crucial as it defines
the region in objective space that is highlighted. To our knowledge, R has always been chosen to
be dominated by the whole approximation Front (that is, R is at least the empirical Nadir point,
which corresponds to the case of R1 in Fig. 9). The targeting ability of R can and should however
be taken into account: for example, solutions belonging to the left part of the Pareto front in Fig. 9
can be aimed at using EHI(·; R2) instead of the more general EHI(·; R1).
Because of the extremely limited number of possible calls to the objective functions, we would
like to prioritize the search by first looking for the Pareto front center: we implicitly prefer the
center of the Pareto front over other solutions. This is implemented simply by setting the reference
point as the estimated center, R ≡ Ĉ. Then, the algorithm maximizes EHI(x; Ĉ) on x. In contrast
to other works that set R at levels dominated by all Pareto optimal points, R at Ĉ will typically
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Figure 9: Different reference points and the areas IR that are targeted
be non-dominated2 since it is close to the empirical Pareto front.
Ĉ corresponds to the center of the current approximation front, at a given moment t. Since the
goal is to find optimal, better, solutions, it makes sense to look for points dominating it: at each
iteration of the algorithm, after having estimated Ĉ, improvements over it are sought by maximizing
EHI(·, Ĉ).
4.2 mEI, a computationally efficient proxy to EHI
Choosing the Pareto front center, a non-dominated point, as reference point in EHI has an additional
advantage: it allows to define a criterion that can replace EHI for targeted optimization at a much
lower computational cost. We name this criterion mEI for multiplicative Expected Improvement.
Definition 4.1 (mEI criterion). The multiplicative Expected Improvement is the product of Ex-
pected Improvements in each objective defined in Equation (2)
mEI(·; R) :=
m∏
j=1
EIj(·;Rj) . (5)
mEI is a natural extension of the mono-objective Expected Improvement, as (fmin − ŷ(x))+ is
replaced by
∏
(R− Ŷ(x))+.
mEI is an attractive infill criterion in several ways. First, it is able to target a part of the
objective space via R as the Improvement function it is built on differs from zero only in IR.
Conversely of course, as it does not take the shape of the current approximation front into account,
mEI cannot help in finding well-spread Pareto optimal solutions.
Second, when P̂Y  R, mEI is equivalent to EHI but it is much easier to compute. Contrarily
to EHI, mEI does not imply the computation of an m-dimensional hypervolume which potentially
2When using the projection of the closest non-dominated point on the line, exceptions may occur and Ĉ may be
dominated. In that case, it as to be slightly moved towards Î.
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requires Monte-Carlo simulations (cf. Section 2.2). Its formula is analytical (substitute Equation (3)
into (5)) and can easily be parallelized.
Proposition 4 (EHI-mEI equivalence). Let Y1(·), . . . , Ym(·) be independent GPs fitted to the
observations (X,Y), with the associated empirical Pareto front P̂Y . If P̂Y  R, EHI(·; R) =
mEI(·; R).
Proof. Let P̂Y  R. For such a reference point, the hypervolume improvement is
IH(y; R) = H(P̂Y ∪ {y}; R)−H(P̂Y ; R) = H({y}; R) =
{ ∏m
j=1(Rj − yj) if y  R
0 else
With the (.)+ notation, IH(y; R) =
∏m
j=1(Rj − yj)+ and EHI(x; R) reduces to E[
∏m
j=1(Rj −
Yj(x))+] =
∏m
j=1 E[(Rj−Yj(x))+] as the Yj(·) are independent. This is the product of m Expected
Improvements with objectives at the thresholds Rj .
Figure 10: When using a non-dominated reference point w.r.t. P̂Y , EHI and mEI are equivalent.
The area in blue corresponds to a sample of both the product of improvements w.r.t. Rj and the
hypervolume improvement.
Third, being a product of Expected Improvements, ∇mEI(x; R) is computable as
∇mEI(x; R) =
m∑
i=1
∇EIi(x;Ri) m∏
j=1
j 6=i
EIj(x;Rj)

where ∇EI(x; R) has closed form, see [64] for instance. This offers the additional possibility
of combining global optimization with gradient based methods when maximizing mEI(·; R). In
comparison, EHI’s gradient has no closed-form.
As we shall soon observe with the numerical experiments in Section 7, mEI is an efficient infill
criterion for attaining the Pareto front provided that R is taken in the non-dominated neighborhood
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of the Pareto front. It is important that R is not dominated, not only for the equivalence with
EHI to hold. Indeed, mEI with a dominated R may lead to clustering: let yi0 = f(xi0) ∈ PY such
that yi0  R. Then, because improvement over R is certain at xi0 , mEI(xi0 ; R) will be large and
often maximal in the vicinity of xi0 . Clustering in both the objective and the design space will be
a consequence, leading to ill-conditioned covariance matrices. Taking a non-dominated reference
point instead will diminish this risk as
∏m
j=1(Rj − yj)+ = 0 ∀y ∈ P̂Y , and no already observed
solution will attract the search. If the reference point is too optimistic, the mEI criterion makes
the search exploratory as the only points x where progress is achieved during GP sampling are
those with a large associated uncertainty s2(x). A clear example of a too optimistic reference
point comes from the straightforward generalization of the default single objective EI(·; fmin) to
multiple objectives: it is the criterion
∏m
j=1 EI(·; fj,min) ≡ mEI(·; I), that is, the mEI criterion with
the empirical Ideal as a reference. In non-degenerated problems where the Ideal is unattainable,
sequentially maximizing mEI(·; I) will be close to sequentially maximizing s2(x).
Thus, R has to be set up adequately. This is achieved in the proposed C-EHI algorithm by
selecting the estimated Pareto front center as reference point and maximizing mEI(x; Ĉ).
5 Detecting local convergence to the Pareto front
The Pareto front center may be reached before depletion of the computational resources. If the
algorithm continues targeting the same region, it can no longer improve the center, and the infill
criterion will favor the most uncertain parts of the design space. It is necessary to detect convergence
to the center so that a broader part of the Pareto front can be searched in the remaining iterations,
as will be explained in Section 6. In this section, we propose a novel method for checking convergence
to the center. It does not utilize the mEI value which was found too unstable to yield a reliable
stopping criterion. Instead, the devised test relies on a measure of local uncertainty.
To test the convergence to a local part of the Pareto front, we define the probability of domination
in the Y space3, p(y), as the probability that there exists y′ ∈ Y : y′  y. y’s for which p(y) is
close to 0 or to 1 have a small or large probability, respectively, that there exist objective vectors
dominating them. On the contrary, p(y) close to 0.5 indicates no clear knowledge about the chances
to find better vectors than y. p(y) measures how certain domination or non-domination of y is.
Formally, the domination d(y) is a binary variable that equals 1 if ∃x ∈ X : f(x)  y and 0
otherwise. The Pareto front being a boundary for domination, d can also be expressed in the
following way
d(y) =
{
1 if PY  y
0 otherwise
d(y) can be seen as a binary classifier between dominated and non-dominated vectors whose frontier
is the Pareto front and which is only known for previous observations y ∈ Y. We now consider an
estimator D(y) of d(y) that has value 1 when the random Pareto front of the GPs, PY(·), dominates
y, and has value 0 otherwise,
D(y) = 1(PY(·)  y)
The reader interested in theoretical background about the random set PY(·) is referred to [58, 12].
D(y) is a Bernoulli variable closely related to the domination probability through p(y) = P(D(y) =
3The probability of domination is also called “attainment function” in [12].
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1) = E[D(y)]. If p(y) goes quickly from 0 to 1 as y crosses the Pareto front, the front is precisely
known around this y.
As the Yj(·) are independent, it is easy to calculate the probability of domination for a specific x,
P(Y(x)  y) = ∏mj=1 Φ(yj−ŷj(x)sj(x) ). In contrast, the probability of dominating y at any x by Y(x),
P(∃x ∈ X : Y(x)  y), has no closed-form as many overlapping cases occur. Even for a discrete set
S = {xn+1, . . . ,xn+s}, P(∃x ∈ S : Y(x)  y) has to be estimated by numerical simulation because
of the correlations in the Gaussian vector Y(S).
To estimate the probability p(y) that an objective vector y can be dominated, we exploit the
probabilistic nature of the GPs conditioned by previous observations: we simulate nsim GPs, from
which we extract the corresponding Pareto fronts P˜Y
(k)
, k = 1, . . . , nsim. D
(k) is a realization of
the estimator and random variable D(y),
D(k)(y) = 1(P˜Y
(k)  y) =
{
1 if ∃z ∈ P˜Y
(k)
: z  y
0 otherwise
Therefore, p(y) which is the mean of D(y) can be estimated by averaging the realizations,
p(y) = lim
nsim→∞
p̂(y) where p̂(y) =
1
nsim
nsim∑
k=1
D(k)(y) .
One can easily check that p̂(y) is monotonic with domination: if y′  y, then every P˜Y
(k)
domi-
nating y′ will also dominate y and p̂(y′) ≤ p̂(y).
As discussed in Section 3.3, the choice of points xn+i ∈ X, i = 1, . . . , s where the GP simulations
are performed is crucial. Here, as the simulated Pareto fronts aim at being possible versions of the
true front, the x’s are chosen according to their probability of being non-dominated with regard
to the current approximation P̂Y in a roulette wheel selection procedure [24] to maintain both
diversity and a selection pressure. Using a space-filling DoE [69, 36, 59] for the simulations would
lead to less dominating simulated fronts, and to an under-estimated probability of dominating y.
Another advantage of this technique is that the computational burden resides in the x selection
procedure and the simulation of the GPs. Once the simulated fronts have been generated, p(·) can
be estimated for many y’s ∈ Y without significant additional effort.
The variance of the Bernoulli variable D(y) is p(y)(1−p(y)) and can be interpreted as a measure
of uncertainty about dominating y. When p(y) = 1 or 0, no doubt subsists regarding the fact that
y is dominated or non-dominated, respectively. When half of the simulated fronts dominate y,
p(y) = 0.5 and p(y)(1− p(y)) is maximal: uncertainty about the domination of y is at its highest.
Here, we want to check convergence to the Pareto front center which, by definition, is located on
the estimated Ideal-Nadir line L̂. We therefore consider the uncertainty measure (p(y)(1 − p(y)))
for y varying along L̂, convergence at the center being equivalent to a sufficiently small uncertainty
of D(y) along L̂. This leads to saying that convergence to the center has occurred if the line
uncertainty is below a threshold, U(L̂) < ε, where the line uncertainty is defined as
U(L̂) := 1|L̂|
∫
L̂
p(y)(1− p(y))dy . (6)
|L̂| is the (Euclidean) distance between the estimated Ideal and Nadir points and ε is a small positive
threshold. Figure 11 illustrates a case of detection of convergence to the Pareto front center. On
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(a) p̂ in Y space (b) p̂(1− p̂) in Y space
Figure 11: Detection of convergence to the Pareto front center using simulated fronts. Five of the
nsim = 200 simulated fronts are shown. The approximation P̂Y (thin black line) has converged
towards PY (thick black curve) at the center of the front (intersection with L̂). Consequently, p(y)
grows very fast from 0 to 1 along L̂ and the domination uncertainty on the right plot p(y)(1−p(y))
is null.
the left plot, when moving along L̂ from Î to N̂, p(·) goes quickly from 0 to 1 when crossing the
estimated and real Pareto fronts. The variability between the simulated Pareto fronts is low in the
central part, as seen on the right plot: p(y)(1−p(y)) equals 0 (up to estimation precision) all along
L̂ and in particular near the center of the approximation front where sufficiently many points f(x)
have been observed and no further improvement can be achieved.
If p(y) equals either 0 or 1 along L̂, all nsim simulated fronts are intersected at the same
location by L̂, thus convergence is assumed in this area. To set the threshold ε, we consider that
convergence has occurred in the following limit scenarios: as there are 100 integration points on L̂
for the computation of the criterion (6), p(y) jumps successively from 0 to 0.01 and 1 (or from 0 to
0.99 and 1); or p(y) jumps successively from 0 to 0.005, 0.995 and 1. This rule leads to a threshold
ε = 10−4.
6 Expansion of the approximation front within the remain-
ing budget
If convergence to the center of the Pareto front is detected and the objective functions budget is
not exhausted, the goal is no longer to search at the center where no direct progress is possible, but
to investigate a wider central part of the Pareto front. A second phase of the algorithm is started
during which a new, fixed, reference point R is set for the EHI infill criterion. To continue targeting
the central part of the Pareto front, the new R has to be located on L̂. The more distant R is from
PY , the broader the targeted area in the objective space will be, as IR ⊂ IR′ if R  R′. As shown
in Figure 12, R is instrumental in deciding in which area solutions are sought. After having spent
the b remaining calls to the objective functions, we would like to have (i) an approximation front
P̂Y as broad as possible, (ii) which has converged to PY in the entire targeted area IR. These goals
are conflicting: at a fixed budget b, the larger the targeted area, the least PY will be well described.
The reference point leading to the best trade-off between convergence to the Pareto front and width
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of the final approximation front is sought.
Figure 12: Two possible reference points R1 and R2 located on L̂, and the part of the Pareto front
they allow to target when used within EHI
To choose the best reference point for the remaining b iterations, we anticipate the behavior of the
algorithm and the final approximation front obtained with a given R. Candidate reference points
Rc, c = 1, . . . , C, are uniformly distributed along L̂ with R0 = Ĉ and RC = N̂. Each Rc is related
to an area in the objective space it targets, IRc . Starting from the current GPs Y(·), C virtual
optimization scenarios are anticipated by sequentially maximizing EHI b times for each candidate
reference point Rc. We use a Kriging Believer [35] strategy in which the metamodel is augmented at
each virtual iteration using the kriging mean functions ŷ(x∗i), x∗i being the maximizer of EHI(·; Rc)
at one of the virtual step i ∈ {1, . . . , b}. Such a procedure does not modify the posterior mean ŷ(·),
but it changes the posterior variance s2(·). The conditional GPs Y(·) augmented by these b Kriging
Believer steps are denoted as YKB(·).
The optimizations for the Rc’s are independent and parallel computing can be exploited (in our
implementation, it has been done through the foreach R package). At the end, C different final
Kriging Believer GPs YKB(·) are obtained that characterize the associated Rc. R’s close to the
center produce narrow and densely sampled final fronts whereas distant R’s lead to more extended
and sparsely populated fronts, as can be seen in Figure 13.
To measure how much is known about the Pareto front, we generalize the line uncertainty
of Equation (6) to the volume IR and define the volume uncertainty, U(R; Y) of the GPs Y(·).
The volume uncertainty is the average domination uncertainty p(y)(1 − p(y)) in the volume that
dominates R bounded by the Ideal point where p(y) is calculated for Y(·),
U(R; Y) :=
1
V ol(I,R)
∫
IyR
p(y)(1− p(y))dy . (7)
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Figure 13: Virtual infills obtained by sequentially maximizing EHI(·; R) b times, for two different
reference points (purple squares). The shape and sampling density of the final virtual front depends
on R.
In practice, the estimated Ideal Î is substituted for the Ideal. U(R; Y) quantifies the convergence
to the estimated Pareto front in the progress region delimited by R. It is a more rigorous uncertainty
measure than others based on the density of points in the Y space as it accounts for the possibility
of having many inverse images x to y.
The optimal reference point is the one that creates the largest and sufficiently well populated
Pareto front. The concepts of augmented GPs and volume uncertainty to measure convergence
allow to define the optimal reference point,
R∗ := Rc
∗
where c∗ = max
c=1,...,C
c
such that U(Rc; YKB) < ε
(8)
Note that the uncertainty is calculated with the augmented GPs YKB(·), i.e., the domination
probabilities p(y) in Equation (7) are obtained with YKB(·). Associated to R∗ is the optimal
improvement region, IR∗ , that will be the focus of the search in the second phase. For R∗ to be
able to depart from the center, a threshold ε 10 times larger as the one of Equation (6) is applied.
The procedure for selecting R after local convergence is illustrated in Figures 14 and 15. The initial
DoE is made of 20 points and ε = 10−3. Convergence to the center is detected after 26 added points,
leaving b = 54 points in the second phase of the algorithm for a total budget of 100 f(·) evaluations.
Figure 14 shows the final virtual Pareto fronts obtained for two different reference points, as well
as simulated fronts sampled from the final virtual posterior (those fronts are used for measuring
the uncertainty). On the left, the area targeted by R is small, and so is the remaining uncertainty
(U(R; YKB) = 3×10−6 < 10−3). On the right, a farther R leads to a broader approximation front,
but to higher uncertainty (U(R; YKB) = 0.0015 > 10−3). Figure 15 represents the approximation
front obtained when using the optimal R∗ (U(R∗; YKB) = 9.4×10−4) of Equation (8). A complete
covering of PY in the targeted area is observed. As the remaining budget after local convergence
was important in this example (54 iterations), the Pareto front has been almost entirely unveiled.
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Figure 14: Uncertainty quantification through final virtual fronts. The anticipated remaining un-
certainty can be visualized as the grey area within IR roamed by the sampled fronts. It is small
enough for the R used on the left and too important for the R on the right. The blue reference
point on L̂ is R∗, the farthest point that leads to a virtual front with low enough uncertainty.
Figure 15: Final approximation of the Pareto front with, as a red square, the reference point of
the second phase chosen as a solution to Problem (8), R = R∗. The objectives values added
during the second phase of the algorithm are circled in red. Compared to the initial front obtained
when searching for the center, the last approximation front is expanded as highlighted by the blue
hypervolume.
Possible improvements: The computational cost of this second phase of the C-EHI algorithm
can be further improved. When m ≤ 3 the EHI has a closed-form expression and its update can be
accelerated using the kriging variance update formulae [20]. This is computationally appealing if the
maximization is carried out on a fixed discrete set of designs. Another possibility for accelerating
the virtual iterations is to replace the costly EHI by a cheaper and similar acquisition function such
as SMS [62], or the Matrix-Based Expected Improvement [85]. A last alternative is to pre-compute
the Pareto set of the kriging mean functions, PX (ŷ(·)), using an EMOA, and to iteratively choose
x∗i = arg max
x∈PX (ŷ(·))
EHI(·,Rc).
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7 Algorithm implementation and testing
7.1 Implementation of the C-EHI algorithm
The concepts and methods defined in Sections 3 to 6 are put together to make the C-EHI algorithm
which stands for Centered Expected Hypervolume Improvement. The R package DiceKriging has
been used for building the Gaussian processes and additional implementations were written in the R
language. The C-EHI algorithm which was sketched in Figure 1 is further detailed in Algorithm 1.
The integral for U(L̂) is estimated numerically using N = 100 points regularly distributed along L̂.
U(R) is computed by means of Monte-Carlo techniques with N = 105 samples.
The C-EHI algorithm can easily be extended to target non-central, user-defined, parts of the
Pareto front. This extension is described in Appendix B.
Algorithm 1 C-EHI (Centered Expected Hypervolume Improvement)
Inputs: uncertainty limit ε, budget
create an initial DoE of n points;
initialize m GPs for each objective fi, i = 1, . . . ,m; # see Section 2.1
t = n; U(L̂) = +∞; # U(L̂) line uncertainty, Eq. (6)
# First phase: optimization towards the center
while (U(L̂) > ε) and (t ≤ budget) do
estimate Î, N̂ and Ĉ; # see Section 3
xt+1 = arg max
x∈X
mEI(x; Ĉ); # see Section 4
evaluate f(xt+1) and update the GPs; # see Section 2.1
compute U(L̂); # see Section 5
t = t+ 1;
end while
# If remaining budget after convergence: second phase
# Determine widest accurately attainable area and target it, see Section 6
if t ≤ budget then
choose R∗ solution of Eq. (8); # see Section 6
R∗ = arg min
s.t. R∈L̂
U(R;YKB)<ε
‖R− N̂‖;
end if
while t ≤ budget do
xt+1 = arg max
x∈X
EHI(x; R∗); # target larger improvement region IR∗
evaluate fi(x
t+1) and update the GPs;
t = t+ 1;
end while
return final DoE, final GPs, and approximation front P̂Y
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7.2 MetaNACA: a practical performance test bed
Comparing the efficiency of multi-objective optimizers is difficult because the performance of the
algorithms depends on the test functions and a proper metric needs to be chosen to compare the
Pareto fronts. The COCO platform [17] allows the comparison of bi-objective optimizers on a
general set of functions with the hypervolume improvement (calculated with respect to the Nadir
point) as a performance measure. In the spirit of MOPTA [43], the choice was made here to test the
optimizers on a set of functions that were designed to represent the real-world problems of interest.
The test set is called MetaNACA. For the purpose of comparison with other approaches, this set
will be completed by two classical problems in Section 7.4.1.
The MetaNACA test bed has been built by combining surrogate modeling techniques and aero-
dynamic data coming from 2D simulations of the flow around a NACA airfoil (RANS with k-ε
turbulence model). More precisely, for each aerodynamic objective, a GP with a Mate´rn 5/2 kernel
is first fit to an initial large space-filling DoE of 1000 designs. The evaluation of the aerodynamic
performance of one design has a cost of approximately 15 minutes (wall clock time, on a standard
personal computer). Exploiting parallel computation, the evaluation of such a large DoE remains
affordable. Next, a sequential Bayesian multi-objective optimization infill criterion (as described in
Section 2) is employed to enrich the DoE. The goal of this step is to enhance the GPs in promising
areas that are likely to be visited by a multi-objective optimizer. Last, 100 additional designs,
drawn randomly in the design space are evaluated. While these last points will help in improving
the accuracy, they are mainly useful in removing any artificial periodicity in the design space due
to space-filling properties which might hinder the estimation of correlation parameters. The evalu-
ation, that is to say the computation of the kriging mean of the final GPs is very rapid (less than
0.1s on a personal computer), and has turned out to be an accurate substitute to the aerodynamic
simulations after validation (Q2 between 0.96 and 0.99). The whole process of approximation build-
ing by a GP was repeated for the variable dimensions (CAD parameters) d = 3, 8, 22 and m = 2
to 4 objectives (lift and drag at 2 different angles of attack: 0◦ and 8◦). We have then computed
the “true” Pareto front by applying the NSGA-II multi-objective optimization algorithm [26] to
the kriging mean functions. In the following, experiments are only reported for d = 8 variables,
which compromises the dimension of the problem and the time of one optimization run, but the
same conclusions have been obtained for the cases d = 3 and d = 22. One typical run of the C-EHI
algorithm for d = 22, m = 2 objectives is shown in Figure 18.
Figure 16 shows a typical run of the C-EHI algorithm when facing too restricted a budget to
uncover the entire Pareto front. During the first iterations, the center of the Pareto front is tar-
geted. Once local convergence has been detected, the part of the Pareto front in which convergence
can be accurately obtained within the remaining budget is forecasted, and then targeted. The
approximation of PY is enhanced in its central part. The same results are observed with three or
four objectives and a typical run with m = 3 is given in Figure 17. The targeting methodology
gains in importance as the number of objectives increases because the relative number of Pareto
optimal solutions grows and it becomes harder to approximate all of them.
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Figure 16: Comparison of C-EHI (left) with the standard EHI (right). Top: approximation front
after 20 iterations: C-EHI better converges to the center of the Pareto front to the detriment of the
front ends. Bottom: approximation front after 40 iterations: after local convergence (at the 22nd
iteration here), a wider optimal improvement region (under the red square) is targeted for the 18
remaining iterations, is targeted by the algorithm. Compared to the standard EHI, the Pareto front
is sought in a smaller balanced part of the objective space, at the advantage of a better convergence.
Figure 17: Typical C-EHI (blue points) and EHI (green points) runs on the MetaNACA problem
with m = 3 objectives. The true Pareto front (red) is attained at its center by C-EHI while it is
approximated globally yet less accurately by EHI.
Figure 18: Comparison between C-EHI (left) and EHI (right) for one run of the MetaNACA problem
in d = 22 dimensions. 150 calls to f(·) were allowed and 50 of them were devoted to the initial
DoE. Again, C-EHI improves the Pareto front at its center, EHI tries to uncover the whole front
at the cost of a lower accuracy.
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7.3 Performance metrics
For comparing approximation fronts produced by multi-objective algorithms, considering several
indicators is recommended [48, 92]. In the following, we use three common metrics: the non-
dominated hypervolume [89] that we normalize with respect to the hypervolume of the true Pareto
front, and the Inverse Generational Distance (IGD) [21], which corresponds to the mean distance
between points of a reference set (in our case the true Pareto front) and the approximation front.
A modified version of the ε-Indicator [92] is also used for measuring the minimal distance to the
Pareto front of an approximation front: ε(P̂Y ;PY) := min
y∈P̂Y
min {ε : @z ∈ PY , z  y − ε · 1m}. It
corresponds to the smallest value that has to be subtracted to P̂Y such that one of its solutions
becomes non-dominated with regard to PY . To simplify, we will still refer to the ε-Indicator when
considering this indicator. These metrics deal with approximations of the whole Pareto front, and
empirical Pareto fronts having a similar shape to the one shown in blue in Fig. 12 will be measured
as performing poorly as they do not cover the entire front.
In order to focus on the central part of the Pareto front, the indicators are restricted to the
regions of interest
Iw := {y ∈ Y : y  Rw} where Rw := (1− w)C + wN .
To focus on the central part, w’s ranging between 0.05 and 0.3 will be used.
Another performance metric, the attainment time, will allow to measure the convergence speed.
The attainment time of Rw which is the number of functions evaluations (including the initial DoE)
required by an algorithm to dominate Rw4.
7.4 Test results
7.4.1 Experiments with analytical test functions
In this section, we investigate how C-EHI converges to the center of the Pareto front and compare
it with two state-of-the-art algorithms: a Bayesian optimizer with the EHI infill criterion [29] and
the Evolutionary Algorithm NSGA-II [26]. As discussed in Section 2.2, EHI is defined up to a
reference point which is instrumental in selecting the part of the objective space IR where PY is
sought. To target the entire PY with EHI, R should be placed at the Nadir point of the true Pareto
front. Since PY is unknown, it is suggested [39, 32] to take a conservative empirical Nadir point,
rN̂ + (1− r)̂I with r = 1.1 , where Î and N̂ stand here for the empirical Ideal and Nadir points.
This EHI implementation depends on P̂Y through Î and N̂. We therefore consider three addi-
tional EHI variants. In the idealized EHIPY , the reference point is R := N, the true Nadir point.
In this variant, IR = IPY : the considered improvement area is the right one. EHIPY corresponds
to an utopian setting where it would be known in advance where to look for the Pareto front in
the objective space. Its interest is that it provides an upper bound on the expected performance of
EHI.
The third variant, EHIN, has R defined as the estimated Nadir point of the Pareto front, N̂ using
the techniques of Section 3.3. EHIN is a new version of the EHI algorithm: instead of defining R
relying on observed data such as the empirical front or extreme observations, R is set up according
to the metamodels.
4If one run does not attain Rw, we compute a rough estimator of the Expected Runtime [5], Ts/ps, where Ts and
ps correspond to the runtime of successful runs and the proportion of successful runs, respectively.
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Last, we consider the EHIM variant in which the reference point is R := M where M stands for
the maximal value observed, Mj = max
i=1,...,t
fj(x
i), j = 1, . . . ,m. Contrarily to EHIN, the maximum
is taken over all the points instead of over those in P̂Y . Such a reference point will often have large
components. If it covers all of the objective space, it may over-emphasize the extreme parts of the
Pareto front.
The algorithms are benchmarked with two popular analytical test functions for multi-objective
optimization. The first one is the P1 problem of [60], which has d = 2 dimensions and m = 2
objectives. It is initialized with a design of experiments of size n = 8 and run for 12 iterations.
The second test problem is ZDT1 [91] in d = 4 dimensions and m = 2 objectives, initialized with a
design of experiments of size n = 20 and run for 40 additional iterations.
Two comparison metrics are considered. The first one is the hypervolume indicator restricted to
Iw for w = 0.05, 0.15, 0.25 to evaluate convergence and diversity in the central parts of the Pareto
front. Figure 19 shows these improvement regions for both benchmark problems. The second
performance metric is the attainment time which assesses the time it takes to a method for entering
the improvement region irrespectively of the final hypervolume covered.
Runs are repeated 10 times starting from different initial space-filling designs. The metrics
means and standard deviations are reported in Tables 1 and 2. They are computed for C-EHI, the
four EHI variants, and NSGA-II. The population size of NSGA-II is set to 12 and 20 for P1 and
ZDT1, respectively. The performance of NSGA-II is recorded at the smallest number of generations
such that the number of functions evaluations is larger or equal to that of the Bayesian algorithms.
This number of generations is 2 and 3 for P1 and ZDT1 and the metrics are on the NSGA-IIb row in
Tables 1 and 2. For comparison purposes, NSGA-II runs are continued until 120 and 800 functions
evaluations are reached for the P1 and ZDT1 functions. The final metrics are given in both Tables
on the NSGA-II+ row.
Hypervolume Attainment time
w 0.05 0.15 0.25 0.05 0.15 0.25
C-EHI 0.185 (0.233) 0.549 (0.263) 0.668 (0.185) 21.6 [7] 13.1 (2.7) 9.5 (1)
EHI 0.155 (0.218) 0.465 (0.179) 0.611 (0.114) 39.4 [4] 13.2 (2.6) 11.4 (2.6)
EHIPY 0.269 (0.260) 0.446 (0.175) 0.636 (0.136) 30.0 [6] 14 (3.2) 11 (2.6)
EHIN 0.130 (0.158) 0.312 (0.223) 0.460 (0.192) 32.4 [5] 16.7 [9] 11.5 (3.5)
EHIM 0.012 (0.039) 0.202 (0.181) 0.389 (0.136) 180 [1] 22.7 [7] 12.6 (4.1)
NSGA-IIb 0 0.052 (0.110) 0.107 (0.183) - [0] 80 [2] 51.1 [3]
NSGA-II+ 0.188 (0.219) 0.576 (0.109) 0.705 (0.069) 169.6 [5] 50.4 (31.1) 41.3 (31.9)
Table 1: Hypervolume and attainment time averaged over 10 runs (standard deviation in brackets),
for different central parts of the Pareto front on the P1 problem. When at least one run did not
attain Rw, red figures correspond to empirical runtimes with the number of successful runs in
brackets. ’-’ indicates that no run was able to attain Rw in the given budget.
Before analyzing the results in more details, let us state the main conclusions of Tables 1
and 2. On both test problems, C-EHI consistently outperforms all other EHI variants in terms of
hypervolume and time to reach the central parts of PY . The performances of the different optimizers
depend on the test function and further explanations are given in the following. At the considered
limited budget, the evolutionary algorithm NSGA-II gives a weaker approximation of the Pareto
front central regions than the Bayesian methods, as measured by both the hypervolumes and the
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(a) P1 objective space
(b) ZDT1 (d = 4) objective space (c) Zoom on the ZDT1 (d = 4) Pareto front
Figure 19: Pareto fronts (red) and objective spaces (black) of the P1 problem (top) and of the ZDT1,
d = 4, problem (bottom, zoom on PY on the right) with the Iw areas to which the performance
metrics are restricted. These correspond to a central part of the Pareto front.
attainment times.
P1 problem
The statistics of the hypervolumes reported in Table 1 indicate that C-EHI better converges to the
central part of the Pareto front than the other EHI algorithms. The helped EHIPY outperforms
C-EHI only when w = 0.05. This is due to the fact that this benchmark contains a local Pareto
front (which can be seen on Figure 19 for small f1 values and f2 ≈ −17), which lightly deteriorates
the Ideal and the Nadir point estimation, hence the estimation of the Center. The error in Ĉ leads
to a slightly off-centered convergence which is highlighted by the fact that 3 C-EHI runs out of 10
did not attain this narrow part of PY . Some difficulties in estimating N through GPs simulations
are visible in the moderate performance of EHIN relatively to the standard EHI approach (where
R is defined according to the empirical front). Yet, as stated in Proposition 3, the error in Nadir
estimation barely affects C-EHI, but impacts EHIN more significantly. Regarding EHI variants,
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Hypervolume Attainment time
w 0.05 0.15 0.25 0.05 0.15 0.25
C-EHI 0.703 (0.049) 0.895 (0.010) 0.936 (0.006) 26.8 (6.6) 23.4 (2.2) 23.4 (2.2)
EHI 0.065 (0.154) 0.097 (0.204) 0.101 (0.213) 145 [2] 145 [2] 145 [2]
EHIPY 0.611 (0.066) 0.848 (0.029) 0.901 (0.023) 28.7 (2.8) 22.8 (2.3) 21.4 (0.5)
EHIN 0.362 (0.349) 0.650 (0.246) 0.740 (0.206) 48.1 [6] 22.2 (0.4) 22.2 (0.4)
EHIM 0.575 (0.107) 0.845 (0.038) 0.906 (0.022) 24.4 (5.6) 22.2 (0.6) 22.1 (0.3)
NSGA-IIb 0 0 0 - [0] - [0] - [0]
NSGA-II+ 0.375 (0.161) 0.749 (0.075) 0.842 (0.052) 532.9 (143.4) 331.9 (121) 219.2 (101.5)
Table 2: Hypervolume and attainment time averaged over 10 runs (standard deviation in brackets),
for different central parts of the Pareto front on the ZDT1 problem. When at least one run did
not attain Rw, red figures correspond to empirical runtimes with the number of successful runs in
brackets. ’-’ indicates that no run was able to attain Rw in the given budget.
EHIM performs poorly when compared to the standard EHI and EHIPY because of the distant
reference point which targets an unnecessarily large part of the objective space. At the same number
of function evaluations (20), C-EHI clearly outperforms NSGA-II which needs approximately 6 times
more function evaluations to achieve the same performance.
The attainment times recorded in Table 1 for the P1 problem confirm that the center-targeting
C-EHI reaches the central regions faster than the other methods. The thinnest area of interest
(w = 0.05) is attained more consistently (reached 7 times out of 10 against 6 times by EHIPY ,
5 times by EHIN, 4 times by EHI and 1 time by EHIM). Because of its distant R, EHIM is the
Bayesian method which needs the most function evaluations to find Iw. The evolutionary NSGA-II
is not able to attain I0.05 within 24 function evaluations, only 2 runs out of 10 attain I0.15 and 3
out of 10 attain I0.25.
ZDT1 problem
As shown at the bottom of Figure 19, the ZDT1 problem has a wide f2 range. In dimension d = 4,
it is difficult to find f2 values in PY ’s range: only 0.8% of X leads to f2 ≤ 1. On the contrary, all
f1 values are in PY ’s range. Therefore, the definition of the part of the objective space where to
seek PY through R is critical.
C-EHI correctly identifies the center of PY and drives the optimization towards it, as evidenced
by the larger hypervolumes of C-EHI in Table 2 for all w’s. C-EHI has the best but one attainment
time of I0.05 with 26.8 evaluations on the average. EHIM solely attains I0.05 in fewer function
evaluations. It is worth mentioning that only 5 × 10−6% of the design space has an image in
I0.05, highlighting the performance of C-EHI (and EHIM for the occasion). The number of function
evaluations to reach I0.15 and I0.25 is slightly larger for C-EHI than for the other EHI’s. This is
due to the fact that the first mEI iterations of the C-EHI algorithm sometimes target parts of PY
that are not exactly at the center, because of ZDT1’s objective space shape. Nonetheless, C-EHI
corrects this initial inaccuracy and, at the end of the second phase, a better convergence is achieved
as confirmed by the hypervolume. Even though it is equipped with the correct R, EHIPY does not
exhibit results as good as C-EHI, except the attainment time of the wider central parts (I0.15 and
I0.25).
The EHI in which R is computed through the empirical Ideal and Nadir points performs poorly.
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Only two runs touch the central parts of PY . Because the Pareto front of ZDT1 has a small f2
range and a large f1 range, the initial errors in R̂ cut large f1 values out of the improvement
region. Graphically, the search seems directed towards the left-hand-side of the Pareto front. EHIN
is outperformed by C-EHI and EHIPY , but achieves a much better convergence than EHI. This
shows the benefits of estimating the location of the Nadir point through GP simulations instead of
picking the empirical Nadir for R in problems such as ZDT1, if the whole Pareto front is sought.
Even though EHIM does not work well on general functions because of a too large targeted part in
the objective space IR, it yields good results here both in terms of hypervolume and attainment
time. Indeed, EHIM avoids the pitfalls of ZDT1 that were just mentioned, i.e., it does not remove
large f1 values from the improvement region. At the same number of function evaluations (60, row
NSGA-IIb), NSGA-II is never able to find any Iw. Even when 800 designs (row NSGA-II+) are
evaluated, the hypervolume in these central areas is much smaller than that of C-EHI.
7.4.2 Experiments on the MetaNACA test bed
The Tables 3 to 5 below contain the hypervolume indicator, the IGD, and the modified ε-Indicator
for the 2, 3 and 4 objective MetaNACA test cases. They are computed in I0.1, I0.2 and I0.3, and
averaged over 10 runs. Standard deviations are indicated in parentheses. The last column averages
the indicator values restricted to IR∗ (the optimal reference point of Equation (8)) over the runs
that reached the second phase. A - indicates that no run has reached the second phase for the
considered budget. Similarly to the attainment times in the previous Section, red figures correspond
to extrapolated indicators: when for at least one run, no solution was found in Iw, the indicator is
averaged over the runs which entered Iw and divided by the proportion of successful runs. Brackets
indicate the number of successful runs. The indicator values of the C-EHI algorithm are compared
to those obtained with the standard EHI [30] implementation of the R package GPareto [10] (right
column). In GPareto, the default reference point is taken at N + 1. Dealing with parsimonious
calls to the objective functions, four tight optimization budgets are considered: 40, 60, 80 and 100
calls to f . The 20 first calls are devoted to the initialization of the GPs using an LHS space-filling
design [70], and the experiments are repeated 10 times starting from different initial designs.
Figure 20 shows how the hypervolume indicator evolves with optimization iterations. The
indicators are of course increasing with the iterations, and the C-EHI consistently outperforms the
general EHI in finding points in the central part of the Pareto front for 2 and 3 objectives. For
4 objectives an important number of points obtained by both algorithms belongs to I0.2 and I0.3.
While significantly more values (and Pareto-optimal values) are obtained by C-EHI in I0.2 and I0.3,
EHI may episodically and non-significantly yield a larger hypervolume.
A few words of caution are needed to read the Tables 3 to 5. As the width of the Pareto front
that is targeted in the second phase depends on the remaining budget, runs of the C-EHI algorithm
with different total budgets are not directly comparable. For instance, if convergence is detected
after 35 iterations, the reference point that defines the targeted area for the last calculations R∗ will
be different if 5 or 45 iterations remain. The first case will concentrate on a very central part of the
Pareto front, whereas the second will target a broader area. As a consequence, some numbers may
express better performance in thinner portions of the Pareto front in spite of a smaller total budget,
which is only due to the fact that they have explicitly targeted a smaller part of the solutions.
The average performance measures reported in Tables 3 to 5 confirm the behavior of the C-EHI
algorithm already illustrated in Figure 16 for a typical run: mEI set to improve on the estimated
center efficiently drives the algorithm towards the (unknown) central part of the real Pareto front.
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m budget R0.1 R0.2 R0.3 R∗
C-EHI EHI C-EHI EHI C-EHI EHI C-EHI EHI
40 0.275 (0.18) 0.025 (0.04) 0.498 (0.17) 0.227 (0.15) 0.581 (0.10) 0.386 (0.19) 0.664 0.253
2 60 0.377 (0.19) 0.096 (0.12) 0.651 (0.11) 0.342 (0.14) 0.719 (0.09) 0.525 (0.12) 0.768 (0.13) 0.418 (0.24)
80 0.548 (0.10) 0.118 (0.11) 0.759 (0.05) 0.398 (0.12) 0.821 (0.03) 0.572 (0.11) 0.881 (0.04) 0.606 (0.22)
100 0.524 (0.14) 0.153 (0.16) 0.744 (0.08) 0.503 (0.13) 0.831 (0.05) 0.658 (0.08) 0.919 (0.02) 0.805 (0.08)
40 0.013 (0.02) 0 (0) 0.181 (0.09) 0.086 (0.05) 0.319 (0.05) 0.237 (0.07) - -
3 60 0.058 (0.06) 0.010 (0.02) 0.267 (0.08) 0.136 (0.06) 0.394 (0.05) 0.305 (0.04) 0.286 (0.03) 0.021 (0.03)
80 0.109 (0.08) 0.012 (0.02) 0.327 (0.14) 0.170 (0.10) 0.447 (0.17) 0.321 (0.13) 0.476 (0.08) 0.161 (0.11)
100 0.160 (0.09) 0.016 (0.02) 0.412 (0.07) 0.218 (0.06) 0.546 (0.04) 0.391 (0.06) 0.584 (0.05) 0.224 (0.09)
40 0.113 (0.11) 0.075 (0.10) 0.291 (0.09) 0.240 (0.10) 0.374 (0.06) 0.378 (0.09) - -
4 60 0.187 (0.15) 0.138 (0.09) 0.356 (0.08) 0.340 (0.09) 0.418 (0.05) 0.473 (0.07) 0.533 0.238
80 0.312 (0.16) 0.198 (0.08) 0.470 (0.09) 0.413 (0.07) 0.516 (0.09) 0.533 (0.06) 0.617 (0.08) 0.338 (0.07)
100 0.519 (0.08) 0.219 (0.07) 0.612 (0.11) 0.464 (0.07) 0.642 (0.12) 0.580 (0.06) 0.729 (0.05) 0.453 (0.04)
Table 3: Hypervolume indicator averaged over 10 runs for different central parts of the Pareto front,
budgets and number of objectives. The true Pareto front has an hypervolume indicator of 1.
m budget R0.1 R0.2 R0.3 R∗
C-EHI EHI C-EHI EHI C-EHI EHI C-EHI EHI
40 0.130 [9] 0.391 [5] 0.176 (0.09) 0.246 [9] 0.228 (0.05) 0.293 (0.20) 0.069 0.175
2 60 0.095 (0.05) 0.242 [7] 0.109 (0.05) 0.204 (0.08) 0.133 (0.06) 0.184 (0.06) 0.066 (0.02) 0.101 [9]
80 0.059 (0.02) 0.203 [8] 0.058 (0.01) 0.171 (0.05) 0.067 (0.02) 0.161 (0.07) 0.050 (0.01) 0.149 (0.05)
100 0.067 (0.02) 0.177 [8] 0.059 (0.02) 0.138 (0.05) 0.055 (0.02) 0.118 (0.03) 0.048 (0.02) 0.109 (0.03)
40 0.736 [5] 4.267 [1] 0.455 (0.13) 0.518 (0.13) 0.531 (0.12) 0.500 (0.10) - -
3 60 0.390 [8] 0.961 [4] 0.388 (0.11) 0.460 (0.11) 0.471 (0.13) 0.439 (0.06) 0.196 (0.03) 0.287 [8]
80 0.238 (0.10) 0.550 [5] 0.256 (0.12) 0.361 (0.17) 0.339 (0.14) 0.356 (0.14) 0.181 (0.05) 0.241 [9]
100 0.226 (0.05) 0.510 [6] 0.250 (0.05) 0.349 (0.06) 0.335 (0.08) 0.351 (0.07) 0.183 (0.05) 0.349 (0.08)
40 0.345 [9] 0.624 [6] 0.381 (0.05) 0.447 (0.12) 0.626 (0.07) 0.571 (0.07) - -
4 60 0.280 (0.13) 0.374 [8] 0.334 (0.04) 0.359 (0.06) 0.587 (0.07) 0.512 (0.07) 0.197 0.233
80 0.210 (0.06) 0.282 (0.06) 0.285 (0.05) 0.298 (0.04) 0.523 (0.08) 0.460 (0.06) 0.212 (0.04) 0.262 (0.08)
100 0.158 (0.02) 0.266 (0.06) 0.236 (0.05) 0.277 (0.03) 0.468 (0.08) 0.430 (0.05) 0.257 (0.04) 0.291 (0.08)
Table 4: Inverted Generational Distance averaged over 10 runs for different central parts of the
Pareto front, budgets and number of objectives. Lower values are better.
Table 3 summarizes test results expressed in terms of hypervolume improvements. In the most
central part of the front (w = 0.1) C-EHI significantly surpasses the standard EHI. It is also
remarkable that despite early GPs inaccuracies, the algorithm does not drift towards off-centered
locations of the front. EHI outperforms C-EHI only with 4 objectives and w = 0.3, since in this
case Iw is not a restrictive central part in such dimension.
The IGD (Table 4) shows similar results. Notice that for at least one run, the classical EHI does
not reach the I0.1 area in the two and three objective cases, even if 100 evaluations are allowed. In
the 4 dimensional case, at least 80 iterations are needed. Again, the results show smaller distances
between points in PY ∩ Iw and P̂Y with C-EHI for 2 objectives, and when the restriction area is
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m budget R0.1 R0.2 R0.3 Whole front R∗
C-EHI EHI C-EHI EHI C-EHI EHI C-EHI EHI C-EHI EHI
40 0.048 [9] 0.189 [5] 0.033 (0.02) 0.112 [8] 0.033 (0.02) 0.121 (0.12) 0.033 (0.02) 0.076 (0.08) 0.014 0.078
2 60 0.024 (0.02) 0.121 [7] 0.014 (0.01) 0.081 (0.04) 0.014 (0.01) 0.061 (0.03) 0.012 (0.01) 0.042 (0.03) 0.009 (0.01) 0.070 [9]
80 0.010 (0.01) 0.099 [8] 0.008 (0) 0.062 (0.02) 0.007 (0) 0.052 (0.03) 0.006 (0) 0.032 (0.02) 0.003 (0) 0.044 (0.02)
100 0.017 (0.02) 0.083 [8] 0.010 (0.01) 0.041 (0.02) 0.008 (0.01) 0.034 (0.02) 0.003 (0.01) 0.022 (0.02) 0.003 (0) 0.027 (0.02)
40 0.212 [5] 1.954 [1] 0.086 (0.07) 0.162 (0.07) 0.060 (0.03) 0.128 (0.07) 0.046 (0.03) 0.037 (0.02) - -
3 60 0.071 [8] 0.303 [4] 0.037 (0.02) 0.116 (0.05) 0.023 (0.02) 0.083 (0.04) 0.019 (0.01) 0.021 (0.02) 0.039 (0.01) 0.083 [8]
80 0.053 (0.04) 0.129 [5] 0.022 (0.02) 0.078 (0.05) 0.008 (0.01) 0.044 (0.03) 0.008 (0.01) 0.010 (0.01) 0.017 (0.01) 0.050 [9]
100 0.044 (0.03) 0.102 [6] 0.023 (0.02) 0.065 (0.03) 0.004 (0.01) 0.042 (0.03) 0.004 (0.01) 0.008 (0.01) 0.008 (0.01) 0.053 (0.03)
40 0.047 [9] 0.039 [6] 0.016 (0.02) 0.023 (0.03) 0.016 (0.02) 0.010 (0.02) 0.012 (0.01) 0.004 (0.01) - -
4 60 0.028 (0.04) 0.035 [8] 0.005 (0.01) 0.015 (0.02) 0.005 (0.01) 0.007 (0.02) 0.005 (0.01) 0 (0) 0 0
80 0.008 (0.01) 0.019 (0.02) 0.001 (0) 0.005 (0.01) 0.001 (0) 0.004 (0.01) 0.001 (0) 0 (0) 0 (0) 0.010 (0.01)
100 0 (0) 0.012 (0.01) 0 (0) 0.002 (0) 0 (0) 0.001 (0) 0 (0) 0 (0) 0 (0) 0.003 (0.01)
Table 5: ε-Indicator averaged over 10 runs for different central parts of the Pareto front, budgets
and number of objectives. Lower values are better.
small. For 4 objectives and w = 0.3, EHI outperforms C-EHI, but in this case I0.3 is a quite large
part of Y . Many solutions in PY ∩ I0.3 are thus far away from the area where C-EHI converges.
Test results expressed in terms of the ε-Indicator, which is a distance to the Pareto front, are
provided in Table 5. In narrow central areas, C-EHI performs very well, meaning that the best
point of P̂Y ∩Iw is close to PY ∩Iw. When considering the whole Pareto front, closeness to optimal
solutions is improved using C-EHI with 2 and 3 objectives. The ε-Indicator with the whole front is
similar to that with the restrictions to Iw, meaning that the closest points to PY have occured in
the central part. It is not necessarily the case for EHI. Many 0’s occur in the last row of Table 5
where m = 4. The reason is that, with many objectives, the true Pareto front does not only contain
points coming from NSGA-II but also from EHI or C-EHI optimizations.
Other indicators such as attainment times (average/median/worse number of iterations over the
10 experiments to reach some central objective values) confirm the results reported above, but are
not given here for reasons of brevity.
8 Conclusions
In this work, we have developed new concepts and have adapted existing Bayesian multi-objective
optimization methods to enhance convergence to equilibrated solutions of a multi-objective op-
timization problem at severely restricted number of calls to the objective functions. A general
definition of the Pareto front center, valid for non-convex, discontinuous, convoluted fronts has
been given and some of its properties analyzed. We have proposed the C-EHI optimization algo-
rithm which first estimates the Pareto center, then maximizes the mEI criterion and finally chooses
a targeted central part of the Pareto front in accordance with the remaining budget. The C-EHI
algorithm has shown better convergence to the center of the Pareto front than other state-of-the-art
approaches. A possible continuation to this work is to study the effect of further increasing the
number of objectives as the topology of Pareto fronts in high dimensional spaces remains largely
unknown and point targeting becomes more necessary.
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Figure 20: Mean hypervolume indicator for 2, 3 or 4 objectives (as columns) and total budgets of
40, 60, 80, 100 (as rows). The blue, red and green colors correspond to the improvement regions
I0.1, I0.2 and I0.3, respectively. Dashed lines correspond to the standard EHI, continuous lines to
the C-EHI algorithm.
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A Appendix: Nadir point estimation using Gaussian Pro-
cesses
In the field of EMOA’s, estimation procedures for extreme points, thus components of N, have been
proposed [25, 7]. In the Gaussian Processes framework, we look for x’s that are likely to be extreme
design points (Definition 3.3). Estimating the Nadir point through surrogates is a difficult task.
When m > 2, the Nadir components come from extreme points that are not necessarily optimal
in a single objective (cf. Definition 3.2). A straightforward estimation of the Nadir involves the
knowledge of the whole Pareto front, as each component j of the Nadir point is dependent on the
j-th objective function, but also on all other functions through the component-wise non-domination
property of N. However, the C-EHI algorithm only targets central solutions. With this algorithm,
the GPs may not be accurate at non central locations of PY . Using simulated values of the GPs
instead of the kriging prediction should nonetheless reduce the impact of a potential inaccuracy
as the latter is implicitly considered. Applying a step of mono-objective fj(·) minimization (e.g.
using EGO) might diminish this difficulty (at least for the I estimation), at the expense of m costly
evaluations of the computer code.
We now explain the proposed estimation approach. Extreme points have the property of be-
ing both large in the j-th objective and not dominated (ND). We are thus interested in x′s with
a high probability P(Yj(x) > aj , Y(x) ND), for j = 1, . . . ,m. A typical choice for aj is the
j-th component of the Nadir of the current Pareto front approximation, ν̂jj . Non-Domination
refers to the current Pareto front approximation P̂Y . These events are not independent since
Y(x) contains Yj(x). However, by conditioning on Yj(x) > ν̂
j
j , P(Yj(x) > ν̂
j
j ,Y(x) ND) =
P(Y(x) ND|Yj(x) > ν̂jj ) × P(Yj(x) > ν̂jj ). The first part can be further simplified: to be non-
dominated by P̂Y , a vector z ∈ Rm with zj > max
y∈P̂Y
yj has to be non-dominated by P̂Y with
regard to objectives 1, . . . , j − 1, j + 1, . . . ,m. Hence, P(Y(x) ND|Yj(x) > ν̂jj ) = P(Y(x) ND\{j})
where ND\{j} stands for non-domination omitting the objective j. Finally, the most promis-
ing candidates for generating extreme points of the Pareto front are those with large probability
P(Y(x) ND\{j})× P(Yj(x) > ν̂jj ).
Besides these candidates, a second scenario will lead to new extreme points. If z ∈ Rm  ν̂ j is
obtained through simulations, ν̂
j
will no longer belong to the simulated Pareto front. Consequently,
the j-th component of the Nadir point of the simulated front will also be modified in that case.
When m = 2, the new ν̂jj will be zj , but this does not necessarily hold in higher dimensions.
In short, two events will lead to new extreme points: dominating the j-th current extreme point,
{Y(x)  ν̂ j}, or being both larger than it in j-th objective and ND with respect to the approx-
imation front in the remaining objectives, {Yj(x) > ν̂jj ,Y(x) ND\{j}}. The areas corresponding
to these events are sketched with a 2D example in Figure 21. Being disjoint, the probability of
the union of these events equals the sum. In the end, for estimating the j extreme points and by
extension N, the most promising candidates are those maximizing
P(Y(x) ND\{j})× P(Yj(x) > ν̂jj ) + P(Y(x)  ν̂ j), (9)
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for j = 1, . . . ,m. P(Y(x) ND\{j}) is the probability of being non-dominated with respect to a
m− 1 dimensional front (which is smaller than the restriction of P̂Y to {1, . . . ,m}\{j}) and is the
more computationally demanding term for a given x. The other terms are univariate and product
of univariate Gaussian CDF’s, respectively.
Figure 21: Areas leading to a new first component of the Nadir (j = 1). A point in the red zone
(larger than the first extreme point in the first objective) or in the blue zone (dominating the current
extreme point) becomes the new (first) extreme point, and therefore induces a modification of N.
In the particular case of two objectives, the union of these events reduces to dominating ν̂ j
in all objectives but j, that is to say, in the other objective j¯. This is equivalent to looking for
candidates with lower fj¯(·), which has already been investigated when looking for candidates for
estimating Ij¯ . Unfortunately, in a general m-dimensional case no simplification occurs. The set
of candidates that are likely to dominate ν̂
j
in all objectives but j is included but not equal to
the set of candidates likely to maximize (9), whose probabilities are respectively P(Y(x) \{j} ν̂ j)
and P(Y(x) ND\{j}) × P(Yj(x) > ν̂jj ) + P(Y(x)  ν̂ j), as the latter encompasses more cases for
producing new extreme points when m > 2. It is indeed possible to construct z ∈ Rm such that
zj > ν
j
j , z ND\{j} and z \{j} ν̂ j . Such a z will become the j-th extreme point without dominating
the previous j-th extreme point in objectives {1, . . . ,m}\{j}.
B Appendix: Targeting non central parts of the Pareto front
In the main body of this paper, we have assumed that the end-user has not expressed any preference
and have therefore targeted the empirical center of the Pareto front as a default setting. In Section
3, this center Ĉ was built as the point of the estimated Ideal-Nadir line, L̂, the closest to the
empirical front P̂Y .
Practitioners may nonetheless have preferences regarding the objective space. When expressed
through a reference point R given as an aspiration level, these preferences can be incorporated in
our algorithm very simply, by using mEI together with an adequate R̂. The adapted reference
point R̂ is the point of the segments L̂′ joining the estimated Ideal, the reference point R and the
Nadir, which is the closest to the front P̂Y . This mechanism accommodates both situations when
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R can and cannot be reached (i.e., R is on both sides of the true front PY) and it is illustrated in
Figure 22.
Figure 22: To stay non-dominated and to adapt to P̂Y , the user-supplied R is updated to an R̂.
Left: case where R is clearly too optimistic, and R̂ is better suited to the current Pareto front P̂Y .
Right: the user-provided target has been attained and a more ambitious R̂ is used instead.
The Algorithm 1 is readily transformed into a method that aims at R just by changing the
update of Ĉ into that of R̂. Other parts of Algorithm 1 remain unchanged.
Figure 23 shows one optimization run in which a non-central target R has been provided.
Figure 23: Example of an optimization run where an off-centered target R is provided. The Pareto
front is found within the user-defined improvement region.
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