1. Introduction. For many problems in engineering, economics, mathematics, and the sciences we are required to simulate random processes. The simulation is usually effected by a computer program which generates a non-random, deterministic sequence of numbers xi, x2, • • • which is supposed to resemble a sequence of independent, random samples from the uniform probability distribution on the interval 0 â i < 1. The purpose of this paper is to define some general properties of random sequences and to investigate certain deterministic sequences which have some or all of these properties. We shall ignore the limitation that a digital computer with a finite word-length and a finite memory, operating under a single stored program, can produce only sequences of limited precision which are ultimately periodic. This limitation is a kind of round-off error. We shall take as a model of a deterministic mechanism any of the stored-program digital computers now commonly used for scientific computation modified in a single respect: let the wordlength be infinite; let rational and irrational numbers x be recorded and computed with perfect precision.
The fundamental problem approached in this paper is to construct an infinite, deterministic sequence xn which has every property shared by all infinite, random sequences of independent samples from the uniform distribution.
Equidistribution is a first requirement of randomness. The sequence xn is equidistributed in 0 ^ x < 1 if, for 0 g a < fe ^ 1, (1.1) limi £ 1 = fe -a.
N-<x JM a¿xn<b ling* H. Weyl [1] showed that the fractional parts xn = [not] are equidistributed for any irrational a. A summary of results on equidistribution is given by J. F. Koksma [4] . A sequence in r dimensions z(n) 
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It was shown by Weyl [1] and by van der Corput [2] that the sequence z(B) is equidistributed if and only if i "
We require a definition of "probability" for deterministic sequences x" . Let Sn be a sequence of statements about the numbers xn ■ We define (1.4) Pr (S,) = hm ¿ Z 1 N-*x> iV S" true lgnSJV when this limit exists. For example, we define (1.5) Pr (xn > xn+i) = lim^ Z 1
AT-.00 JY xn>xn + 1 lásSJV if the limit exists. As another example, definition (1.1) states that a sequence xn is equidistributed in d if Pr(a ^ xn < fe) = fe -a for 0 ^ a < fe ^ 1.
There are k! possible orderings of k distinct numbers Zi, z2, ■ ■ -, zk. Correspondingly, there are k\ classes 0¡ (j = 1, ■ • -, kl) of vectors (zi, ••-,«*). For example, if k = 2 we say (zi, z2) € Oi if Zi > z2, but (zi, z2) € 02 if z2 > zi • For a given sequence £" in Ci define the /e-dimensional vectors (1) (2) (3) (4) (5) (6) z<B> = (xn , Xn+i , ■ ■ -, a;n+*-i) (n = 1, 2, • • ■)■
We shall say that the sequence xn is equiparlitioned by k's if (1.7) Pr (zM e Oi) = 1 (j-1, •••,*».
The sequence z" will be called equidistributed by k's if the fc-dimensional sequence z* is equidistributed in the unit cube Ck ■ The sequence xn is completely equidistributed if it is equidistributed by k's for every k.
More generally, the sequence of r-dimensional vectors is defined to be equidistributed by k's if the sequence of k ■ r dimensional vectors W 1,2/1 ) * " -, 2/r , 2/l ) ) 2/r , ' ' -, 2/l 1 iVr ! is equidistributed in C*r. The sequence 2/"' is completely equidistributed if it is equidistributed by A's for every fc.
For one-dimensional equidistributed sequences xn we define the autocorrelation function R(r) and the spectral density 4>(w) by 0(w) = n(0)w + 2 £ ß(r) COS 2irrco r=l if these limits exist. D. L. Jagerman [5] has proved that, if the limit The numbers xn form a white sequence if R (t) =0 for all r^O. Using the theorem (1.11) Jagerman proved that xn = {na} is white.
Finally, for the purpose of generating multi-dimensional sequences from onedimensional sequences, we define the r-dimensional derived sequence y(n) related to the one-dimensional sequence xn by the formula 2 All of the properties equipartition, equidistribution, and whiteness are of interest because they are properties of the truly random sequences which we are trying to simulate. In this paper these properties are studied with regard to several classes of equidistributed sequences. We consider briefly the Weyl sequence xn = {na}, a irrational. We then consider Multiply sequences, which are formed from recursion formulas
where N = integer > 1. These sequences have a long history in the literature and practice of computation; some early references are given by 0. Taussky and J. Todd [6] . These sequences were shown to be equidistributed for almost all x0 in [7] . Next we discuss "polynomial" sequences. H. Weyl [1] showed that these sequences are equidistributed. Finally we discuss the sequences xn = ¡0"), which were shown by J. F. Koksma [3] to be equidistributed for almost all 6 > 1.
Summary of results: The Weyl sequence xn = {na}, a irrational, is not equipartitioned by twos. A Multiply sequence may fail to be equidistributed even if xo is transcendental. Every equidistributed Multiply sequence is equipartitioned by twos. Every sequence equidistributed by k's is equipartioned by k's. Let Xi , x2 , ■ ■ ■ be any sequence in Ci generated by a recurrence formula Xn+i = F(xn). This sequence cannot be equidistributed by fc's for any k > 1 if F (x) has any point of continuity in 0 < x < 1. In particular, no Multiply sequence is equidistributed by fc's for any fc > 1. Thus the sequence is not equipartitioned by fc's for any fc è 3. Let 6 and x0 be fixed. For each N = 2, 3, • ■ ■ form the Multiply sequence xn = xn(N) from the recurrence formula (1.12). For almost all x0 these sequences are equidistributed, and they are asymptotically completely equidistributed in this sense : is equidistributed in 0 ^ x < 1. Then either o(.x) = x + a, a irrational, or q(x) = Nx + 6, ± N = integer > 1. The "polynomial" sequence (1.13) of degree p is equidistributed by fc's if and only if fc ^ p.
Every polynomial sequence of degree p ^ 2 is white. The sequence xn -{n a}, a irrational, 0 < a < 1, is equipartitioned by threes if and only if a is one of the four numbers (3 ± \/3)/12, (9 ± \/r3)/í2. The sequence xn = {6n} is completely equidistributed for almost all 6 > 1. If xn = {6n} is equidistributed by r's, then 6 cannot be an algebraic number of degree < r. In particular, if {6n} is completely equidistributed, then 6 is transcendental.
Every completely equidistributed sequence is white. There is an equidistributed white sequence xn for which Pv(xn > xn+i) is not equal to 1/2.
There is a sequence Xi ,x2, ■ ■ ■ equidistributed by twos for which the twodimensional derived sequence (x2, x3), (xí,x¡>), • • • is not equidistributed.
For any Multiply sequence xn the /--dimensional derived sequence 2/<n> = (xM , Xnr+i, • • -, xnr+r-i) is not equidistributed in Cr for any r > 1.
The r-dimensional derived sequence yin) formed from the polynomial sequence xn = {anv + • • • + Cp} (a irrational) is equidistributed by fc's if and only if kr ^ p.
For almost all 6 > 1, for every r = 1, 2, • • • , the r-dimensional derived sequence y(n) formed from xn = {6n} is completely equidistributed.
2. Weyl Sequences. Weyl showed [1] that xn = {na} is equidistributed if a is irrational. Let us compute Pr(x" > xn+i). We havex > {x + a} when 1 -a ¿ x < 1. Therefore, by equidistribution, (2.1) Pr(:rn > ¡c+O = Pr(l -«Si,<l) = a ^ i.
As D. L. Jagerman has shown [5] , Weyl sequences are not white. He has shown that, according to definition (1.9),
Since the integral / (J -{u}) du is a periodic function of x, we may also write Jo
Since the values {ar} are equidistributed in (0, 1), the sequence R(t) takes values dense in the interval (-^t, xV) f°r arbitrarily large integers t. Therefore, the spectral density <j> (w) defined by (1.9) does not exist. Proof. Let 0 = 0, and let x0 be the Liouville number
This number is easily shown [9] to be transcendental.
Then all the numbers x" have N-a,ry expansions beginning with .1 or with .0; in every case Xn = {Nnx0} < N'1 + N~2 + AT3 < 1.
Therefore, these numbers fail to be equidistributed.
Incidentally, it was Borel who first proved, by probabilistic arguments, that for almost all positive numbers .t0 < 1 the digits 0, • • • , N -1 appear with equal likelihood 1/N. The proof of equidistribution for 6 t¿ 0 which appears in [7] follows from the Riesz ergodic theorem.
Theorem 2. Every equidistributed Multiply sequence is equipartitioned by 2's. Proof. We must show that the xn are distinct and that Pr(a:n+i > xn) =1/2 in the sense of the definition of "probability"
given by (1.4). The numbers xn are distinct because otherwise the sequence would ultimately be periodic and therefore not equidistributed. In other words, if xp = xq, then xp+i = xq+i for all i > 0.
Let G be the set of numbers a; in (0, 1) with the property that {Nx + 6} > x. Since the xn are equidistributed, with xn+x = {Nxn + 6}, the theorem will be proved if it is shown that G consists of a finite number of intervals whose lengths total 1/2. Without loss of generality assume 0 s£ 0 < This is a convenient context in which to prove the general result: Theorem 3. Every sequence equidistributed by fc's is equipartitioned by k's. Proof. Given a sequence xn in the interval Ci such that the vectors z(n> = (xn , Xn+i, ■ ■ ■ , £n+*-i) are equidistributed in Ck, we must show that these vectors lie in the set 0¡ with probability 1/fc ! where 0¡ is any one of the fc ! subsets ofC*:
This is an immediate consequence of the well-known fact (see, for example, Koksma [4] ) that By symmetry Oj has volume 1/fc!.
Returning to Multiply sequences, we observe from the following general result that no Multiply sequence is equidistributed by fc's for any fc > 1.
Theorem 4. Let xx, x2, ■ ■ ■ be any sequence in C\ generated by a recurrence formula xn+i = F(xn). This sequence cannot be equidistributed by k's for any fc > 1 if F(x) has any point of continuity in 0 < x < 1. Thus, the sequence xn is not equipartitioned by k's for any fc ^ 3.
Proof. For 0|i<1 define (3.9) y = {Nx}, z = {Ny} ={N2x}.
Let G be the set of x such that x > y > z. Since xn is equidistributed, it will suffice to show that G is a collection of a finite number of intervals whose lengths total (1 + N~~ )/6. For this purpose we use the Borel interpretation of y and z. We have Conversely, these inequalities imply
Therefore, by (3.11), the inequalities (3.13) imply x > y. Since the second half of (3.13) implies y > z, the inequalities (3.13) are sufficient as well as necessary for x > y > z. But each x in Cí has a unique iV-ary representation
Therefore, by (3.13) we see that the set G = (x\x > y > z) is a collection of a finite number of intervals whose lengths total
This completes the proof. The preceding computation shows that, although Pr (xn > x"+i > xn+2) 9e 1/6, this number is approached as N -» °o. In this sense, Multiply sequences with 0 = 0 are asymptotically equipartitioned by 3's. We shall show much more: Multiply sequences with any 0 are asymptotically completely equidistributed as N -> w. Denoting this probability by P, we find from the inequalities (3.23)
"i fc-i (3.28) f II <f{Nrx + 0r ; ar, fer) da; = P = [ Ü 4>+(Nrx + 6r;ar, br) dx.
JO r=0 ^0 r=0
Using the Fourier series (3.22) for <j>+ , we find
IT E ctT(or, br) exp 2TrivT(Nrx + 0r) da;. iV-»oo
From the identity (3.24) we conclude k~i lim sup P ^ YÍ (br -aT + er ).
JV-»oo r=0
Working with fa~ instead of 4>+ , we find similarly k-l lim inf P ^ ] I (fe, -ar -er').
AT-.00 r=0
Since ir = e is arbitrarily small, we obtain the required result P -> J[ (fer -ar) as N -» oo.
From this result we can show that for almost all starting values a;0 the Multiply sequences xn (N) are asymptotically completely equipartitioned as N -> °o.
Theorem 7. For almost all xa the Multiply sequences xn(N) defined by (3.17) have the property where the numbers 0r are defined in (3.25) . Let « > 0 be given. Since f(z) is Riemann-integrable in Ck, we can partition Ck into fc-dimensional boxes B, with volumes AV" such that By the last theorem we know that P,(N; M) tends to a limit P*(N) as M -> °o (the form of this limit is given by the integral in (3.27)) and that P*(N) tends to the limit AV, as N -> ». Therefore, by (3.35) The last identity follows from zf = y/3 for all j if fc = vNT. By Jagerman's theorem (1.11) and by (3.46) R(r)=±±FAl^l (3.47) t1'"1 **" y-> cos 2x^/3
Using the well-known identity
we obtain the required result (3.40). We should like also to compute the spectral density Multiply sequences and Weyl sequences are generated by recurrence formulas xn+i = {p(xn)}, where p(x) is a polynomial of first degree. In the next theorem we assert that there are no polynomials of higher degree which generate equidistributed sequences.
Theorem 10. Let p(x) be a polynomial with real coefficients. Suppose that for some Xo the sequence Xi, x2, • ■ • generated by With regard to sequences generated by xn+i = {Nxn + 0} where N = integer < -1, the argument in [7] proving that x" is equidistributed for almost all xo was made only for N = integer > 1 ; but the proof also holds for N = integer < -1.
4. Polynomial Sequences. Weyl [1] proved that for any integer p > 0 the sequence is equidistributed in Ci if a is irrational. We shall study some sequential properties of these "polynomial" sequences. Theorem 11. If the leading coefficient a is irrational, a polynomial sequence (4.1) of degree p is equidistributed by p's but is not equidistributed by (p + l)'s.
Remark. A sequence xn equidistributed by r's is equidistributed by j's for all j < r. This follows directly from the definition (1.2) of equidistribution if we set Therefore, the vectors z(B> = (xn , • ■ ■ , xn+p-i) are equidistributed in Cp , i.e., the sequence xn is equidistributed by p's.
By using the identity (1.11), Jagerman [5] showed that the sequence xn = {n a} is white. Without using Jagerman's identity, one can derive in an elementary way the general result: 
= ll (*- §)(»-5) ^ = °-
We know from Theorem 11 that no choice of a will make the sequence xn = {na} equidistributed by threes. Can we nevertheless choose a so as to make this sequence equipartioned by threes?
Theorem 13. The sequence x" = {n a}, a irrational, 0 < a < 1, is equipartitioned by threes if and only if a is one of the four numbers (3 ± -\/3)/12, (9 ± \/3)/12. Proof. First we shall find values a which make (4.6) Pr(a;" > xn+1 > xn+2) = |.
An acceptable value a must also make the five other orderings of xn , xn+1, xn+2 occur with probability 1/6. In the unit cube C3 we define the characteristic function fax, y, z) of the set x > y > z: <t> = 1 for points in the set, <£ = 0 for other points in Cz ■ The relation (4.6) is equivalent to the existence of the limit 1 " 1 (4.7) lim -j-E <t>(x", xn+i, xn+2) = -.
JV-»oo iV n-1 O
The function fax, y, z) has a Fourier series: If 0 is defined by periodicity outside C3, this series converges to the piecewise constant function <f> except at the points of discontinuity. In particular, since the numbers x, = {v2a}, a irrational, are distinct positive numbers < 1, we have faxn, xn+i, xn+2) = E Cpqr exp 2iri(px" + qxn+i + rxn+2) P.S.r (4.9) = E <wexp 2«(pn2 + q(n + l)2 + r(n + 2)2)a.
p.q.r
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Observing that pn + q(n + l)2 + r(n + 2)2 is independent of n if and only if p, q, r are proportional to 1, -2, 1, we compute From these sums we form the Fejér means i rn\ "*2 "*3 (4.18) om(x,y,z) = _J2 E E sAl.*2,t3(a:, 2/,z).
(mi + J)(m2 + 1 )(m3 + 1) *I=o *2-o *s-o Since 0 i£ <j> S 1, we have 0 g a™ ^ 1. If F is any closed subset of points of continuity in C3, then cr™ -> $ uniformly in F as \m\ -* =o (cf., A. Zygmund [8] where í is the largest integer for which t g mx, 2¿ g m2, £ g m3 ■ We note that t = t(m) -» co as \m\ -* <*>. Let the limit (4.19) be called s(m). As \m\ -» », s(wj) tends to the limit Let e > 0 be given. Define F to be the closed set of points (x, y, z) satisfying all the inequalities t á X S I -t, t ¿ !/ á 1 -e, c á « $ 1 -«■ (4.23) |a; -2/1 è e, Ev -*1" 2: «■ Since 0 is continuous in F, there is a number m0 = m0(t) so large that (4.24) \fa(x,y,z)-o-m(x,y,z)\<e in F if |m| > ma.
Let R = C3 -F. Let P" = (a:" , x"+i, x"+2). We have E «KP») -E ^(Pn) = E (<*>(P«) -«T=(Pn)) + E (<*> (P.) -<T"(PJ) 27) 0 á a;"+2 < e, 1 -e < xn+2 < 1, |a;" -a;n+1| < e, |x"+l -a;n+2| < e.
But the sequence xk = {k2a} is equidistributed in Gi, and the sequence (xk , xk+i) is equidistributed in G2. For the remaining four cases these are the results: To compute the three probabilities Pr(a;"+1 > xn > xn+2), Pr(a;n+i > a;n+2 > x,t), Pr(a:n+2 > x" > xn+i) we compute, respectively, the Fourier coefficients cr = cr,-2r,r for the characteristic functions <f> of the sets y > x > z, y > z > x, z > x > y. For each of these cases computation gives the coefficients cr recorded in (4.33) for the second case. For the last case, to compute the probability Pr(a;"+2 > xn+i > x") we find for the characteristic function <j> of the set z > y > x the same coefficients cr which were computed in (4.13) for the first case. These unexpected coincidences show that the same four values of a make all of the six probabilities equal to 1/6. This completes the proof of the theorem.
5. Completely Equidistributed Sequences. .1. F. Koksma [3] proved in 1934 that for almost all 0 > 1 the sequence xn = {0"} is equidistributed.
We shall showthat these sequences, unlike the other equidistributed sequences which we have investigated, are completely equidistributed. We shall use the following preliminary result :
Theorem: (Koksma [3] , Satz 3.) Let a and ß be fixed real numbers with a < ß. For each natural number n let f(n, 6) be a real, continuously differentiable function of 6 in a = 0 = ß; and let
denote for each pair of unequal natural numbers m and n a monotone function of 6 in a ^ 0 Ú ß, which everywhere in this interval has absolute value ^K, where K is positive and independent of 6, m, and n. Thenf(n, 6) (n = 1,2, ■ ■ ■) is equidistributed modulo 1 for almost all 6 in a ^ 0^/3.
From this theorem we derive the following: Theorem 14. Letp(6) be any twice continuously differentiable function with at most a finite number of zeros in any finite subinterval of 6 > 1. For n = 1, 2, • ■ • let M(n) 2ï 1; and for each pair of positive integers N ?¿ n let
where L is a positive number independent of N and n. Then the function p(6)6M(n) (n = 1, 2, ■ • • ) is for almost all 6 > 1 equidistributed modulo 1. We shall show that there is an integer sâO such that, if N > n > s, then \p is a monotone function of 0 in [a, ß] with absolute value =7f, where if is a positive number independent of N, n, and 0. Then, by Koksma's theorem, the sequence f(n, 6) = g(n + s, 0) (n = 1, 2, • ■ • ) will have been shown to be equidistributed modulo 1. But this will imply that the original sequence g(n, 6)(n = 1,2 • • • ) is equidistributed modulo 1, since the first s members of a sequence cannot affect the property of equidistribution.
We show first that M(n) -■» =o as n -> °o. Given any B > 1 we let v = « denote the number of integers n such that M(n) ^ B. Because of the inequality (5.2), we have (v -1)L S B -1. Therefore, v is finite. If nB is the greatest integer n such that M(n) S B, then M(n) > B if n > nB . Therefore, M(n) -»»ass-»». Proof. In the last theorem this is the case A(6) = 1, P(0) = 0.
The algebraic character of the number 0 may influence the sequential properties of {0Bj. Although it is not known whether ¡0"} may be equidistributed if 0 is rational, we have the result: Theorem 16. If {6n} is equidistributed by r's, then 6 cannot be an algebraic number of degree < r. In particular, if {0Bj is completely equidistributed, then 6 is transcendental.
Proof. By (5.11), if {0"} is equidistributed by r's, then because the sequence xn is equidistributed by ( r + 1 ) 's. Therefore, as in the proof of Theorem 12, xn is white.
6. White Sequences. We have called an equidistributed sequence xn white if it is uncorrelated with any of its translates xn+T, r 5¿ 0:
We have shown in the proof of Theorem 12 that every sequence a;" is white for which the pairs (xn , xn+,) are equidistributed in C2 for every r = 1, 2, • • • . The purpose of this section is to emphasize that whiteness is a weak criterion of randomness. We shall show that an equidistributed white sequence need not be equipartitioned by twos.
Theorem 18. There is an equidistributed white sequence xnfor which Pr(a;" > a;"+i) >!• Proof. Let 2/1, 2/2 > " " ' be any truly random sequence of independent samples from the uniform distribution on 0 = y < 1. We shall form the sequence Xi, x2, from the separate pairs 2/1,2/2 ; 2/3,2/4 ; • • • of the 2/-sequence. Let G be a fixed region in the unit square 0 ^ u < 1, 0 ^ v < 1 ; let G* be the complementary set. We define a;2"_i = 2/2*-i, x2n = y2n if (ytn-i ,2/2») € G (6.2) .r2"_i = 2/2", .r2» = 2/2*-i if (îfe»-i, ytn) £ G .
For any G this transformation leaves the sequence a;n equidistributed, since for every N = 1, 2, (6.3) I E 1 -E 1| = 1.
n¿f{ n¿N
For any G we shall compute the autocorrelation function R(t) of the a;-sequence and compute Pr(a:" > xn+i). We shall then choose G to make R(t) = 0 for r ^ 0 but make Pr(a:" > ¡c+i) > \.
Let p be the area of G ; we assume 0 < g < 1. Let a be the area of the intersection of G with the triangle 0 -t> < n < 1, and let ß be the area of the intersection of G with the triangle 0 ^ u < v < 1 ; thus a + ß = g. Let 7 and 5 be the moments (6'4) y==1gli0(U~ 0 dU *' 5 = 1gIL(V~ 0 dM *"
Let numbers g , a , ß , y , 5 be defined analogously with respect to G . Thus a* + ß* = g*, a + a* = 1/2, ß + ß* = 1/2, p + g* = 1, and »©+'00-©-Let P" = (y2n-i, y2n)(n = 1, 2, • • • ). Finally, let an = xn -I, fe" = yn -%■ First we compute P(l) = E anan+i. If n is odd, an and a"+i come from the same point P" . Therefore, (6.5) E a2n-ia2n = E b2n-ib2n = 0 since the numbers fe" = yn -1/2 are uncorrelated with mean zero. If n is even, the numbers an , an+i come from two consecutive points P. Thus (a2n , a2n+l) = ( fe2n , fe2n+l) U P" £ (r, P"+l € G = (b2n , fe2n+2) H Pn € G, P"+l 6 G
Therefore, as we shall explain directly, (6.7) Pa2"a2n+1 = p2Ô7 + gg* 55* + g*gy*y + g*2y*5*.
The first term p257 is simply the probability o2 that both points Pn , P*+i lie in G, multiplied by the mean values 5, y of fe2" = v -\ in G and of fe2n+i = n -\ in G; the other three terms arise similarly. Using the identities g y = -gy, g*&* = -go, we find from (6.7) (6.6) (6.8)
we have from (6.5) and (6.8) (6.9) P(l) = -Ja2(7 -5)2.
Next we compute R(t) for t = 2s = 2, 4, 6, • • • . We have (6.10) P(2s) = E(ana"+2s) = iZ?(a2n_ia2,,-i+2S + a2,,a2n+2s).
But a2n-ia2n-i+2s + ß2,,a2"+2s = fe2"_lfe2n-l+2s + fe2nfe2n+2s = fe2n-lfe2n+2« + 027,02n-l+2s (6.11) = fc2nb2n_l+2s + fe2n-lfe2K+2s
= 62"02n+2s + fe2B-lfe2n-l+2s
Therefore, P(a2"_ia2"_i+2s + a2"a2"+2S) equals g(y + 52) + gg*(yb* + 57*) + g*g(ô*y + 75*) + p*2(5*2 + 7*2) = 2p2(7 -5)2. Having computed P(t) for all t ^ 0, we shall compute Pr(xn > xn+i). If n is odd, the numbers yn , 2/n+i are the coordinates u, v of the same point P,, where n = 2j -1. But
Therefore, a;2y_i > x2¡ when (n, i') = Py £ G and n > v, or Py £ G and y > n. By the definitions of the areas a, ß, a , ß* (6.14)
Pr(a;2y_1 > x2j) = a + ß* = a + ±-ß.
When n = 2j is even, the numbers x2¡ , x2j+1 come from different points P,, PJ+1.
We have From (6.14) and (6.23) we conclude (6.24) Pr(a;n > xn+i) = |(1 + a -ß) + g(S -7).
Now we are ready to define G. We have shown for s = 1, 2, ■ R(l) = -k\y -5)\ R(2s) = g2(y -Ô)2, (6.25)
Therefore, it will suffice to pick G to be any region which has its centroid (7 + h ° + 2) on the line u = v, but which has more area a to the right of u = v than it has area ß to the left of u = v. This we may do, for example, by letting G consist of two small circles K and fc, where K has area 2« > 0 and lies to the right of u = v, and where fc has area e and lies to the left of u = v. Let K have center 0 and fc have center 0. We require that the line segment connecting 0 to 0 pass through the center of the square (%, 5), and that the distance from the center of the square to 0 be twice the distance to 0. Then 7 = 5, a = 2e, ß = e, For example, if 0 < e < 7r/128, we may let K and fc be the circles (,27) (._*)■+(._*)•<* ("_x)"+("_!)■<,.
This completes the proof of the theorem.
7. Sequential Equidistribution in Higher Dimensions. We have so far considered various sequential properties of sequences Xi, x2, ■ ■ ■ equidistributed in the one-dimensional line segment d . But for many applications we must simulate random sequences in higher-dimensional cubes Cr ; typically r = 2 or 3. For these applications we require sequences of r-dimensional vectors to define the related spectral density <f>(u), to extend Jagerman's results to higher dimensions, and to discuss higher-dimensional white sequences.
However, in this paper we shall consider extensions only of the notions of provides a truly random sequence of independent samples from the uniform distribution on Cr.
For any one-dimensional sequence xn , random or deterministic, we define the r-dimensional "derived sequence" z(n) by (7.4). We shall investigate the derived sequences of certain one-dimensional equidistributed sequences.
We first ask whether a sequence xn equidistributed by r's for some r > 1 has an equidistributed r-dimensional derived sequence. This is not true in general.
Theorem 19. There is a sequence xx, x2, x3, ■ ■ • equidistributed by 2's in Ci for which the 2-dimensional derived sequence (7.5) yw = (x2, x3), ym = (x4, x6), yw = (xs, x7), ■ ■ ■ is not equidistributed in C2.
Proof. We shall construct a sequence xn for which the pairs (xn , xn+i) are equidistributed in Ci but for which the alternate pairs (a:2y, a;2y+1) are not equidistributed. Let p" be any sequence equidistributed by twos, e.g., p" = {na}, a irrational. If we let I and II represent, respectively, the left and the right halves of the interval 0 5= x < 1, we create from the p-sequence a sequence xn which may be represented schematically as follows: (i,i)-(0ái»<J,0á»< h) (n, i)á(já»<i,oíKi).
Therefore, (a-,, , xn+i) is equidistributed in C2. But the successive pairs (a;2y, a-2y+i) have the schematic representation Since the sub-squares (I, I) and (II, II) remain empty, the sequence (a-2y, .r2y+i) cannot be equidistributed in C2. This completes the proof.
Theorem 20. For some Xo let xn+i = {Nxn + 0} (n = 0, 1, • --), N = integer =ï 2. For any such sequence the r-dimensional derived sequence (7.4) cannot be equidistributed in Cr for any r > 1.
Proof. Suppose that for some r > 1 the derived sequence yin) defined by (7.4) were equidistributed.
From this assumption we shall deduce that the original sequence xn is equidistributed by r's. Let h be the r-dimensional vector h = ( Therefore, zm is equidistributed in Cr, and the Multiply sequence x" is equidistributed by r's. But this is a contradiction to Theorem 4, which implies that no Multiply sequence is equidistributed by r's for any r > 1.
Theorem 21. Let a be irrational. Let 
