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FREE PICK FUNCTIONS: REPRESENTATIONS,
ASYMPTOTIC BEHAVIOR AND MATRIX
MONOTONICITY IN SEVERAL NONCOMMUTING
VARIABLES
J. E. PASCOE
RYAN TULLY-DOYLE
Abstract. We extend the study of the Pick class, the set of com-
plex analytic functions taking the upper half plane into itself, to
the noncommutative setting. R. Nevanlinna showed that elements
of the Pick class have certain integral representations which reflect
their asymptotic behavior at infinity. Lo¨wner connected the Pick
class to matrix monotone functions. We generalize the Nevanlinna
representation theorems and Lo¨wner’s theorem on matrix mono-
tone functions to the free Pick class, the collection of functions that
map tuples of matrices with positive imaginary part into the ma-
trices with positive imaginary part which obey the free functional
calculus.
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1. Introduction
Let H ⊂ C denote the complex upper half plane. That is,
H = {z ∈ C| Im z > 0}.
The Pick class is the set of analytic functions f : H→ H. The elements
of the Pick class are called Pick functions.
Rolf Nevanlinna showed that a subset of the Pick class satisfying
an asymptotic condition at infinity is exactly parametrized by positive
Borel measures on the real line.
Theorem 1.1 (R. Nevanlinna [48]). Let h : H → C. There exists a
finite Borel positive measure µ on R such that
h(z) =
∫
1
t− z
dµ(t) (1.1)
if and only if h is in the Pick class and
lim inf
s→∞
s |h(is)| <∞. (1.2)
Moreover, for any Pick function h satisfying Equation 1.2 the measure
µ in Equation 1.1 is uniquely determined.
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The map taking a finite positive Borel measure µ to a Pick function
h via the correspondence in Equation (1.1) is called the Cauchy trans-
form. A na¨ıve interpretation of the asymptotic condition at infinity,
Equation (1.2), is that the first residue exists. This was studied rigor-
ously in the guise of a conformally equivalent condition on self maps of
the unit disk by Julia [39] and Carathe´odory [18].
Nevanlinna applied Theorem 1.1 to the Hamburger moment prob-
lem: Given a sequence of real numbers (ρi)
∞
i=0, when does there exist
a measure µ such that for each i ∈ N, ρi is the i-th moment of the
measure µ, i.e.,
ρi =
∫
xidµ?
Theorem 1.2 (R. Nevanlinna [48]). Let (ρi)
∞
i=1 be a sequence of real
numbers. The following are equivalent.
(1) There is a finite positive Borel measure µ on R so that, for each
i ∈ N,
ρi =
∫
xidµ.
(2) There is a Pick function h such that, for every N ∈ N,
h(z) =
N∑
i=0
1
zi+1
ρi +O(
1
|z|N+2
).
(3) The infinite matrix Hankel matrix
A = [ρi+j ]0≤i,j≤∞ =
[ ρ0 ρ1 ρ2 ...
ρ1 ρ2 ρ3 ...
ρ2 ρ3 ρ4 ...
...
...
...
...
]
is positive semidefinite in the sense that, for each in N ∈ N, the
truncated Hankel matrix [ρi+j ]0≤i,j≤N is positive semidefinite.
Pick functions also correspond to matrix monotone functions via
Lo¨wner’s theorem. Given a function f : (a, b) → R, we extend f via
the functional calculus to self-adjoint matrices A with spectrum in (a, b)
by taking the diagonalization of A by a unitary matrix U, that is,
A = U∗
[ λ1
λ2
...
]
U,
and defining
f(A) = U∗
[
f(λ1)
f(λ2)
...
]
U. (1.3)
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A function f : (a, b)→ R is called matrix monotone if
A ≤ B ⇒ f(A) ≤ f(B)
where A ≤ B means that B − A is positive semidefinite.
The condition that a function f : (a, b)→ R be matrix monotone is
much stronger than that f should be monotone in the ordinary sense.
For example, let the function f : R→ R be given by the formula
f(x) = x3.
The function f is monotone on all of R. Note that
( 1 11 1 ) ≤ (
2 1
1 1 )
since
( 2 11 1 )− (
1 1
1 1 ) = (
1 0
0 0 )
is a positive semidefinite matrix. However,
f ( 1 11 1 ) = (
4 4
4 4 )
f ( 2 11 1 ) = (
13 8
8 5 )
and
( 13 88 5 )− (
4 4
4 4 ) = (
9 4
4 1 )
which is not positive semidefinite since det ( 9 44 1 ) = −5 < 0, and so
f(x) = x3 is not matrix monotone even though it is monotone on all
of R.
In [41], Charles Lo¨wner showed the following theorem.
Theorem 1.3 (Lo¨wner [41]). Let f : (a, b) → R be a bounded Borel
function. If f is matrix monotone, then f analytically continues to the
upper half plane as a function in the Pick class.
For a modern treatment of Lo¨wner’s theorem, see e.g. [24, 13, 14].
Lo¨wner’s theorem can be used to identify whether or not many
classically important functions are matrix monotone. For example,
x1/3, log x, and − 1
x
are matrix monotone on the interval (1, 2), but x3
and ex are not.
Interpreting Theorem 1.3 in the context of Nevanlinna’s solution to
the Hamburger moment problem, we obtain the following corollary,
which will guide our study of matrix monotone functions in several
variables.
Corollary 1.4. Let f(x) =
∑∞
i=0 aix
i be a power series which con-
verges on a neighborhood of the closed disk D. The function f is matrix
monotone if and only if the infinite Hankel matrix [ai+j+1]0≤i,j≤∞ ≥ 0.
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Via the connection to moment problems and matrix monotonicity,
the theory of Pick functions has deep and well-studied consequences for
science and engineering. John von Neumann and Eugene Wigner ap-
plied Lo¨wner’s theorem to the theory of quantum collisions [65]. Other
applications include quantum data processing [9], wireless communica-
tions [38, 16] and engineering [10, 49].
We execute the program above in several noncommuting variables.
We now briefly describe the free functional calculus, which gives a
meaningful notion of a noncommutative function.
1.1. The free functional calculus. The functional calculus in several
variables is less well understood than that given in (1.3) because it is
noncommutative. The free functional calculus is modeled on the theory
of free polynomials evaluated on tuples of matrices. For this purpose,
free polynomials have three important properties which we will now
illustrate with an example.
Consider the free polynomial in two variables,
p(X, Y ) = XY + 7XYX.
First, given two n by n matrices with entries in C, X, Y ∈ Mn(C),
the value of p at the point (X, Y ), p(X, Y ) is again a matrix inMn(C).
This says that p is a graded function.
Second, for two n by n matrices X1, Y1 ∈ Mn(C), and two m by m
matrices X2, Y2 ∈Mm(C), consider the calculation
p
((
X1
X2
)
,
(
Y1
Y2
))
=
(
X1
X2
) (
Y1
Y2
)
+ 7
(
X1
X2
) (
Y1
Y2
) (
X1
X2
)
,
=
(
X1Y1+7X1Y1X1
X2Y2+7X2Y2X2
)
,
=
(
p(X1,Y1)
p(X2,Y2)
)
.
The identity
p
((
X1
X2
)
,
(
Y1
Y2
))
=
(
p(X1,Y1)
p(X2,Y2)
)
says that p respects direct sums.
Third, given two matrices X, Y ∈ Mn(C), and an invertible matrix
consider the following calculation of the value of p(S−1XS, S−1Y S) :
p(S−1XS, S−1Y S) = S−1XSS−1Y S + 7S−1XSS−1Y SS−1XS,
= S−1XY S + 7S−1XYXS,
= S−1(XY + 7XYX)S,
= S−1p(X, Y )S.
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The identity
p(S−1XS, S−1Y S) = S−1p(X, Y )S
says that p respects similarity.
These three properties, to be graded, respect direct sums and similar-
ity, constitute the definition of a free function, which we now describe
precisely.
Let Md denote the d-dimensional matrix universe, which is defined
by the equation
Md =
∞⋃
n=1
Mdn(C).
Definition 1.5. A set D ⊂ Md is called a free set if satisfies the
following conditions.
D is closed with respect to direct sums:
X = (X1, . . . , Xd) ∈ D and Y = (Y1, . . . , Yd) ∈ D if and only
if (X Y ) =
((
X1
Y1
)
, . . . ,
(
Xd
Yd
))
∈ D.
D is closed with respect to unitary similarity:
If X ∈ D
⋂
Mdn, U ∈ Un, then
U∗XU = (U∗X1U, . . . , U
∗XdU) ∈ D.
Here, Un denotes the unitary matrices of size n.
Definition 1.6. Let D be a free set. Let f : D →M1 be a function.
We say that f is a free function if it satisfies the following conditions.
f is graded: If X ∈ D
⋂
Mdn, then f(X) ∈ M
1
n.
f respects direct sums: If X, Y ∈ D then
f (X Y ) =
(
f(X)
f(Y )
)
.
f respects similarity:
If S ∈ GLn, and X ∈ D such that S−1XS ∈ D,
f(S−1XS) = S−1f(X)S.
Here, GLn denotes the invertible matricies of size n.
It is known that for a free set U , if U ∩Mn is open at each level and
f is a locally bounded free function, then for
Uˆ = {z|z ∈ σ(A), A ∈ U}
there is a unique holomorphic fˆ : Uˆ → C such that f(A) = fˆ(A) for
all A ∈ U. As in the one variable case, if U ∩Mdn is open, then f is
holomorphic on U ∩Mdn as a function of dn
2 variables [42].
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We note that free polynomials are free functions. Free rational func-
tions also give free functions off of their singular sets. For example,
f(X, Y ) = (Y 2 + 5)(1−X)−1Y
is a free function defined on the free set
{X, Y ∈ M2|1 /∈ σ(X)}.
The study of functions in this context is known as free analysis.
1.2. Free Pick functions. We specify an ordering on tuples of ma-
trices where for A = (A1, . . . , Ad) and B = (B1, . . . , Bd), the statement
A > B means Ai − Bi is strictly positive definite for each 1 ≤ i ≤ d,
and A ≥ B means Ai − Bi is positive semidefinite for each 1 ≤ i ≤ d.
We consider the free Pick class Pd, the set of free functions defined
on the domain
Πd := {X ∈Md| ImXi =
1
2
(Xi −X
∗
i ) > 0, i = 1 . . . , d}
with range in Π1. These functions directly generalize multivariable Pick
functions, maps from the polyupperhalfplane Πd1 to the upper halfplane
Π11, as
Πd1 = H
d.
Agler, Tully-Doyle, and Young showed the following generalization
of Theorem 1.1 [7], presented here in two variables.
Theorem 1.7 (Type I representation theorem). Let h be a function
defined on Π21. Then there exist a Hilbert space H, a self-adjoint oper-
ator A on H, a vector v ∈ H, and a positive semidefinite contraction
Y on H so that
h(z) =
〈
(A− z1Y − z2(1− Y ))
−1v, v
〉
if and only if h is a Pick function and
lim inf
s→∞
s |h(is, is)| <∞.
We show that the above theorem also holds for free Pick functions.
Our Theorem 5.9 contains a precise analogue of Theorem 1.7 among
more general representations. That Theorem 1.7 can be extended in
this way is an example of noncommutative lifting principle, a guid-
ing principle that states that if a theorem holds by virtue of operator
theoretic methods following Agler’s seminal paper of 1990, On the rep-
resentation of certain holomorphic functions defined on a polydisc, then
it will hold for free functions. Our proofs of these theorems illustrate
the theme of lifting functions from varieties to whole domains which
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began with Cartan’s theorems A and B [19] and continued in [4] with
bounds and later more precisely by [5, 40], etc.
To give a concrete example of the noncommutative lifting principle,
consider a Type I function given by the formula
h(z) =
〈
(A− z1Y − z2(1− Y ))
−1α, α
〉
as in Theorem 1.7. We can extend h to a function H defined on Π2.
Given a Z ∈ Π2n we obtain H(Z) via the formula
H(Z) = (α⊗ In)
∗(A⊗ In − Y ⊗ Z1 − (1− Y )⊗ Z2)
−1(α⊗ In). (1.4)
This function is well-defined on Π2 and
H|Π2
1
= h.
We show that free Pick functions H : Πd → Π
1
that restrict to Type I
Pick functions on Πd1 have representations analogous to that in (1.4).
1.3. Free matrix monotonicity. Lo¨wner’s theorem on matrix mono-
tone functions has been generalized to several commuting functional
calculi. Agler, McCarthy and Young proved that matrix monotone
functions defined on commuting tuples of matrices extend to functions
in the Lo¨wner class [6]. Others have studied matrix monotonicity on
an alternate commutative functional calculus involving tensor products
[25, 43, 58].
We prove a free analogue of Lo¨wner’s theorem in several noncom-
muting variables. We consider functions on domains contained in the
real matrix universe,
Rd := {X ∈Md|Xi = X
∗
i , i = 1 . . . d}.
A free set D ⊂ Rd is a real free domain if D ∩ Rdn is open in the
space Rdn. We prove Lo¨wner’s theorem for real analytic free functions
on convex free sets D, free sets such that Dn = D ∩ M
d
n is convex
for all n. Since a free function is analytic if it is locally bounded
[42], a real free function f is real analytic on D if for all X0 ∈ D
there is a bounded free function defined on a domain containing the
set {X ∈ Mdnk| ‖X −X0 ⊗ Ik‖ < ε} which agrees with f on D. We
give a formal, intrinsically real definition of real analytic free functions
in terms of powers series in Section 2.1.3.
A real analytic free function is matrix monotone if
X ≤ Y ⇒ f(X) ≤ f(Y ).
The following is our generalization of Lo¨wner’s Theorem.
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Theorem 1.8. Let D be a convex free set of d-tuples of self-adjoint
matrices. A real analytic free function f : D →R is matrix monotone
if and only if f analytically continues to Πd as a function in the free
Pick class.
This follows from Theorem 4.3 applied to functions on convex do-
mains.
Convex free sets have a rigid structure because they are simultane-
ously free sets and convex sets at each level. Convex free sets have been
an object of recent work following the trend in semidefinite program-
ming. For example, Helton and McCullough [35] showed that semialge-
braic convex sets are LMI domains, a generalization of Lasserre’s result
in the commutative case [47]. An LMI domain is the set of tuples of
self-adjoint Xi such that
∑
Ai⊗Xi ≤ A0 where each Ai is symmetric.
We remark that the representations which correspond to our free
analogue of Theorem 1.7 can be used to manufacture concrete formulas
for monotone functions similar to the representations of rational matrix
convex functions in work of Helton, McCullough and Vinnikov [36],
which show that rational matrix convex functions are all obtained by
taking the Schur complement of a monic LMI. In the classical theory,
there is a strong connection between convex and monotone functions
[13, 45], which seems to be suggested again here.
We now introduce the machinery for understanding free power series.
Let I denote the set of words in the letters x1, . . . , xd. The set I is
equipped with an involution ∗ which reverses the letters in a word. For
example,
(x1x2)
∗ = x2x1.
For a word w ∈ I, we define Xw recursively. For the empty word e,
Xe = I and Xxkw = XkX
w. For example, (X1, X2)
x1x2x1 = X1X2X1. A
free power series is an expression of the form
f(X) =
∑
I∈I
cIX
I .
To prove Lo¨wner’s theorem, we prove an analogue of Corollary 1.4 for
free power series.
Theorem 1.9. Let f(X) =
∑
I∈I cIX
I be a free power series in d
noncommuting variables which converges for all ‖X‖ ≤ d + ǫ. The
function f is matrix monotone on the set of X such that ‖X‖ ≤ 1
d
if
and only if for 1 ≤ k ≤ d, the infinite matrices [cI∗xkJ ]I,J∈I are positive
semidefinite.
The preceding is proved as Theorem 4.16.
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1.3.1. Lo¨wner’s theorem in one variable. We now sketch the proof (in
one variable) of Corollary 1.4 to describe ideas important to the proof
in several variables.
For real free analytic functions on convex sets, matrix monotonicity is
equivalent to local matrix monotonicity. LetDf(X)[H ] be the Gaˆteaux
derivative at a matrix X in the direction H. A free function is locally
matrix monotone when
Df(X)[H ] ≥ 0
for all X ∈ Rd, whenever H ∈ Rd such that H ≥ 0. Our proof of The-
orem 1.8 constructs a formula for the derivative of a locally monotone
real analytic free function that can be used to construct an analytic
continuation of the function. We call these formulas models.
Given the power series of a monotone function, we construct an ex-
plicit model for that function as follows. Consider an analytic function
defined by a power series in one variable
f(x) =
∞∑
i=0
aix
i
defined on a neighborhood of the closed disk. We seek to study the
formula,
f ′(x) =
(
1
x
x2
...
)∗ [ a1 a2 a3 ...
a2 a3 ...
a3
...
...
...
](
1
x
x2
...
)
, (1.5)
in the free case. The derivative of f evaluated via the functional cal-
culus defined by (1.3) at a matrix X in the direction H is given by the
formula,
Df(X)[H ] =
( 1
X
X2
...
)∗ [ a1H a2H a3H ...
a2H a3H ...
a3H
...
...
...
]( 1
X
X2
...
)
. (1.6)
We establish that [ a1 a2 a3 ...
a2 a3 ...
a3
...
...
...
]
≥ 0. (1.7)
When (1.7) is satisfied, the formula (1.6) for f ′ implies that f can be
analytically continued to the upper half plane as a Pick function via
the theory of models [3].
In one variable, a Hamburger model for a function defined on a neigh-
borhood of the closed disk is an expression for the derivative of the form
Df(X)[H ] =
( 1
X
X2
...
)∗ [ a11H a12H a13H ...
a21H a22H ...
a31H
...
...
...
]( 1
X
X2
...
)
. (1.8)
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where (aij)ij is positive semidefinite. Note that if (1.7) is satisfied, then
(1.6) defines a Hamburger model for the function f . We construct a
Hamburger model in Section 4.2, which is unique among expressions of
the form (1.8), irrespective of whether (aij)ij is positive semidefinite or
not. In Section 4.3, we contruct a candidate for the Hamburger model
from the power series for a function, which must be equal to the model
obtained in Section 4.2 by uniqueness.
To construct the Hamburger model, we establish a sum of squares
representation
Df(X)[H ] =
∞∑
k=0
f ∗kHfk, (1.9)
and then reduce it algebraically to the model itself. This method is
modeled on the theory of Positivstellensatze¨. In [34], Helton and Mc-
Cullough showed the following Positivstellensatz, a generalization of a
results of Schmu¨dgen [57] and Putinar [55] to the free case.
Theorem 1.10 (Helton, McCullough [34]). Let Q be a family of free
polynomials with the technical assumption that if q ∈ Q satisfies q(X) ≥
0 then ‖X‖ ≤ M for some uniform constant M . If f(X) ≥ 0 whenever
all q ∈ Q satisfy q(X) ≥ 0, then
f =
∑
g∗i gi +
∑
h∗jqjhj
for some finite sequences of free polynomials gi, hj, and qj where each
qj ∈ Q.
To establish Equation (1.9), we apply the Choi-Kraus representation
theorem [14]. A map L : Mn → Mn is called positive if H ≥ 0 ⇒
L(H) ≥ 0. A map L : Mn → Mn is said to be completely positive if
the extension of L to Lm : Mn ⊗Mm →Mn ⊗Mm given on simple
tensors by the formula
Lm(A⊗ B) = L(A)⊗ B (1.10)
is positive for every m.
Theorem 1.11 (Choi[20], Kraus [46]). A completely positive linear
map L :Mn →Mn can be written in the form
L(H) =
∑
V ∗i HVi.
In one variable, since Df(X)[H ] is completely positive in H, The-
orem 1.11 is used to derive the equation (1.9) locally, by establishing
the Vi are derived from free polynomials ui(X). So for each X ,
Df(X)[H ] =
∑
k
uk(X)
∗Huk(X). (1.11)
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The theory of establishing equation (1.11) for locally monotone func-
tions corresponds to Lemma 4.9.
To obtain a global version of (1.11), we introduce the free coeffi-
cient Hardy space H2d , the set of free power series in d variables with
coefficients in l2. The free coefficient Hardy space generalizes the clas-
sical Hardy space H2, the set of functions on the disk whose power
series coefficients are in l2. The classical Hardy space has many impor-
tant properties, however most important to us are the Szego¨ kernels,
kx ∈ H2 such that 〈f, kx〉 = f(x). We establish the theory of Szego¨
kernels for H2d . For a given X ∈ M
d
n we obtain k
ij
X ∈ H
2
d such that〈
f, kijX
〉
= f(X)ij for i, j ≤ n, the Szego¨ kernels at X. The general
theory of the free coefficient Hardy space is given in Section 3.1. The
theory of free coefficient Hardy space codifies previously studied ge-
ometry of a vector of monomials, which was used in the proof that
positive free polynomials are sums of squares [29, Section 2] and the
proof of the noncommutative Schwarz lemma, as the noncommutative
Fock space[32]. For example, in one variable, define mX to be the list
of monomials written as a column vector. That is,
mX =
( 1
X
X2
...
)
.
For any f ∈ H21 , there is a u ∈ l
2 such that
f(X) = u∗mX .
Via this duality, the theory of mX is, for our purposes, the theory of
the free coefficient Hardy space. For this reason, we formally adopt the
view that
H21 = l
2({0, 1, 2, . . .})
so that for any f = (ci)
∞
i=0 ∈ H
2
1 , and X such that ‖X‖ < 1, the
evaluation of f at X is defined via the formula
f(X) =
∞∑
i=0
ciX
i.
The free coefficient Hardy space has appeared in operator theory as the
noncommutative Hardy space, where Popescu established the theory of
composition operators [54].
Note that each uk(X) from formula (1.11) can be written in the form
of a tensored inner product,
uk(X) = (v
∗
k ⊗ I)
( 1
X
X2
...
)
= ( vk1I vk2I vk3I ... )
( 1
X
X2
...
)
(1.12)
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where vk ∈ H21 is the vector of coefficients the polynomial of uk. The
decomposition allows equation (1.11) to be written in the form of equa-
tion (1.6),
Df(X)[H ] =
( 1
X
X2
...
)∗ [ a11H a12H a13H ...
a21H a22H ...
a31H
...
...
...
]( 1
X
X2
...
)
, (1.13)
where the matrix (aij)ij is positive semidefinite since (aij)ij =
∑
vkv
∗
k.
The matrix (aij)ij in formula (1.13) is unique when restricted the
space spanned by the Szego¨ kernels at X. As the spectrum of X grows,
the Szego¨ kernels exhaust the space and we obtain one matrix (aij)ij
that satisfies equation (1.8) for all X that must agree with equation
(1.6) by uniqueness. Since (aij)ij is positive, equation (1.7) is satisfied,
which allows us to conclude that f extends to the upper half plane as
a Pick function. The full construction is given in Section 4.2.
1.4. The structure of the paper. The paper is structured as follows.
In Section 2 we describe free analysis in detail and how it relates to the
classical functional calculus. In Section 3, we develop the foundations
of our paper. The begins with a discussion of the free coefficient Hardy
space. Then, we establish the lurking isometry argument, a tool to
represent functions. In Section 4, we prove Lo¨wner’s theorem, using
the method described above. In Section 5, we prove our Nevanlinna
representations, and characterize them using asymptotic behavior.
2. Background
We fix H to be a infinite-dimensional separable Hilbert space.
2.1. Free analysis.
2.1.1. Matrix universe. Let Mn(C) denote the n× n matrices over C.
We define the matrix universe to be
M =
⋃
Mn(C),
and the d-dimensional matrix universe by
Md =
⋃
Mn(C)
d.
Most function theory is proven for maps from Md to Md
′
. However,
we require a slight generalization of this calculus. Let V be a vector
space over C. We define the V matrix universe as
V
⊗
M
=
⋃ V
⊗
Mn(C)
.
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Similarly, we define the real matrix universe to be
R = {X ∈M|X = X∗},
and the real d-dimensional matrix universe by
Rd =
⋃
Rdn.
Let V be a vector space over R. We define the real V matrix universe
V
⊗
R
=
⋃ V
⊗
Rn
.
The vertical tensor decomposition of data reflects the structure of
our arguments. We take the opinion that the first slot contains extrinsic
data, data related to the evaluation of functions, and that the second
slot contains intrinsic data, information about the input and output
of functions. Data that has been decomposed into its intrinsic and
extrinsic parts will be presented visually as
Extrinsic data
⊗
Intrinsic data
for organizational purposes. We have denoted our tensor products ver-
tically to make formulas more clear. For example, we desire
A
⊗
B
C
⊗
D
=
AC
⊗
BD
.
Moreover, we will often encounter expressions of the form of Equation
1.6, which can be rewritten in vertical tensor notation as( 1
X
X2
...
)∗  a1 a2 a3 ...a2 a3 ...a3
...
...
...


⊗
H
( 1
X
X2
...
)
which is symmetric. We believe adding the visual symmetry induced by
adopting vertical tensor notation will make our arguments more clear.
The matrix universe M has a direct sum, and this is inherited by
the tensor product as follows on simple tensors
A
⊗
B
⊕
C
⊗
D
=
A
⊗
B⊕0
+
C
⊗
0⊕D
and is extended by linearity on the entire tensor product.
We will sometimes use flat tensors of two pieces of intrinsic or extrin-
sic data. The flat tensor ⊗ is implemented so that it is right distributive
over ⊕,
A⊗ (B ⊕ C) = (A⊗ B)⊕ (A⊗ C)).
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2.1.2. Free maps. A free set D ⊆
V
⊗
M
satisfies the following axioms
(1) A,B ∈ D ⇔ A⊕B ∈ D,
(2) ∀A ∈ D ∩
V
⊗
Mn(C)
, ∀U ∈ Un(C),
I
⊗
U∗
A
I
⊗
U
∈ D.
A free domain D ⊂ Md is a free set in the d-dimensional matrix
universe that is open in the disjoint union topology. Given two free
sets D and D′, a free map f : D → D′ is a map so that the graph
of f is a free set and if for some invertible matrix S, A ∈ D, and
I
⊗
S−1
A
I
⊗
S
∈ D, then
f(
I
⊗
S−1
A
I
⊗
S
) =
I
⊗
S−1
f(A)
I
⊗
S
.
2.1.3. Real free maps. A real free set D ⊆
V
⊗
R
satisfies the following
axioms
(1) A,B ∈ D ⇔ A⊕B ∈ D
(2) A ∈ D ∩
V
⊗
Rn
, U ∈ Un(C)⇒
I
⊗
U∗
A
I
⊗
U
∈ D
A real free domain is a real free set in the d-dimensional matrix
universe, D ⊂ Rd, that is open in the disjoint union topology restricted
to self-adjoint matrices. A real free map f : D → D′ is a map so that
the graph of f is a real free set and if for some unitary U, A ∈ D, and
I
⊗
U∗
A
I
⊗
U
∈ D, then
f(
I
⊗
U∗
A
I
⊗
U
) =
I
⊗
U∗
f(A)
I
⊗
U
.
We define the complexified tangent bundle of a domain as follows,
noting that we need the vector component of the tangent bundle to
have the same dimension as the point over which it lies. Let D ⊂ Rd
be a real free domain (resp. free domain). The complexified tangent
bundle (resp. tangent bundle) is the set T (D) given by the formula
T (D) =
⋃
n
Dn ×M
d
n,
where Dn = D ∩Mdn.
We now begin the discussion of power series and real analyticity. We
adopt the convention that if w is a word in the letters x1, . . . xk, and
X = (X1, . . .Xk), then X
w = w(X). For example Xx1x2x1 = X1X2X1.
Furthermore, we define an involution ∗ on words which reverses their
letters. For example (x1x2)
∗ = x2x1. We use |w| to denote the length
of a word.
To discuss analyticity, we first define a meaningful way to talk about
local coordinates.
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Definition 2.1. A n-frame is a basis F = (Fi)
dn2
i=1 ofR
d
n such that (Fi)j
is positive semidefinite over all i, j, where (Fi)j is the matrix in the jth
slot of the ith basis element.
We denote the local coordinate function with respect to F as
XF =
dn2∑
i=1
Fi ⊗Xi.
A real free map is analytic if for each point A0 ∈ D ∩ Rdn, the
function of dn2 noncommuting variables has a power series for each of
its noncommuting entries.
Definition 2.2. Let f : D → R be a real free function. We say f is
real analytic if for any A0 ∈ D∩Rdn, n-frame F , and vectors u, v ∈ C
n,
there are cI ∈ C such that
u∗ ⊗ If(A0 ⊗ I +XF )v ⊗ I =
∑
I
cIX
I
for all X ∈ Rdn
2
such that ‖X‖ < ǫ.
We note that the definition of a real free analytic map f implies that
for each A0 ∈ D, there is a free domain D′, the domain of convergence
of the power series for f at A0, containing A0 such that f analytically
continues to D′ ∩D as a function of the entries of the input as tuples
of matrices. However, a priori, it is not clear that the continuation
of f is a free function. This issue is resolved by the following lemma
combined with observation that the derivative is a linear map.
Lemma 2.3. Let D ⊂ Mdn. Let f : D → Mn be a differentiable
function. Let [·, ·] denote the commutator. (That is, [X, Y ] = XY −
Y X.)
(1) f respects unitary similarity if and only if for all A ∈ Rn
Df(X)[[iA,X ]] = [iA, f(X)].
(2) f respects similarity if and only if for all T ∈Mn
Df(X)[[T,X ]] = [T, f(X)].
Proof. Suppose f respects unitary similarity. Let A ∈ Rn Since f
respects unitary similarity,
e−itAf(X)eitA = f(e−itAXeitA).
Differentiating this equation at 0 via the chain rule gives
Df(X)[[iA,X ]] = [iA, f(X)].
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The fundamental theorem of calculus proves the converse. That is,
since
d
dt
f(e−itAXeitA) = Df(e−itAXeitA)[[iA, e−itAXeitA]]
and
d
dt
e−itAf(X)eitA = [iA, e−itAf(X)eitA],
then
Df(e−itAXeitA)[[iA, e−itAXeitA]] = [iA, e−itAf(X)eitA]
implies
f(e−itAXe−itA) = e−itAf(X)eitA + C
and C must be 0 since evaluating at 0 gives f(X) = f(X) + C. Since,
every unitary is of the form eiA for some self-adjoint A, (see [28, Chapter
2]) we are done.
The proof of 2 is similar and is left to the reader. 
Since the derivative is complex linear, Lemma 2.3 immediately im-
plies the following.
Corollary 2.4. A complex analytic real free function is a free function.
2.1.4. The real free derivative identity. In the work of Helton, Klep,
and McCullough [31], Voiculescu [62, 63] and Kaliuzhnyi-Verbovetskyi
and Vinnikov [42], a number of identities have been proven to compute
derivatives of free functions. We will need the following two identities
for real free functions. The following identity is given for commutative
matrix functions in the proof of the commuting multivariable Lo¨wner
theorem of Agler, McCarthy and Young [6] and proven in [15].
Proposition 2.5. Let f : D →M be a differentiable real free function.
Df (X Y )
[
X−Y
X−Y
]
=
(
f(X)−f(Y )
f(X)−f(Y )
)
Proof. Let A = ( 0 −ii 0 ) . By Lemma 2.3
Df (X 00 Y ) [[iA, (
X 0
0 Y )]] =
[
iA,
(
f(X) 0
0 f(Y )
)]
.
Substituting A and simplifying obtains the desired result.
Df (X Y )
[
X−Y
X−Y
]
=
(
f(X)−f(Y )
f(X)−f(Y )
)
.

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2.1.5. Dominating points. Given a finite set of ordered pairs
(x1, y1), . . . (xn, yn) ∈ R
2,
such that all xi are distinct, there is a real analytic function f : R→ R
such that f(xi) = yi.
In the free setting this assertion is no longer true. For example, the
value of a function f at
X =
(
1
2
3
)
completely determines the value at the point
Y = ( 1 2 )
since
f
(
1
2
3
)
=
(
f( 1 2 )
f(3)
)
.
We now draw on the notion of dominating points which was used in
Helton and McCullough [35].
Definition 2.6. Let X, Y ∈ Rd. We say X dominates Y if f(X) = 0
implies that f(Y ) = 0.
Given an X, we desire to find an algebraically well-conditioned point
which dominates X.
Definition 2.7. Let X ∈ Rd. We say that X is reduced if the algebra
generated by X1, . . .Xd is equal to⊕
i
Mni(C)
for some finite sequence of integers ni.
Elementary techniques from the theory of finite dimensional C∗-
algebras provide a reduced dominating point for a given X.
Lemma 2.8. Let X ∈ Rd. There exists an X0 ∈ Rd such that X0
dominates X, X dominates X0, and X0 is reduced.
Proof. Let A denote the algebra generated by the components of X.
Note that A is a ∗-algebra since the generators are self-adjoint.
By an Artin-Wedderburn type theorem for finite dimensional C∗-
algebras [23, Theorem III.1.1], A ∼=
⊕
iMni(C) for some finite sequence
of integers ni. So let π :
⊕
iMni(C) → A be a ∗-isomorphism. By a
structure theorem in [23, Theorem III.1.2], there is a unitary U and
integers mi such that for every
⊕
i Yi ∈
⊕
iMni(C), we can write the
homomorphism via the formula π(
⊕
i Yi) = U
∗
⊕
i(Yi ⊗ Imi)U.
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Let X0 = π−1(X). Since real free functions respect direct sums and
unitary similarity, X0 dominates X and X dominates X0. Since the
coordinates of X0 generate
⊕
iMni(C), X
0 is reduced. 
We now will show that if X dominates Y then the derivative of a
function f at X determines the derivative of f at Y.
Lemma 2.9. Let X ∈ Rdn, Y ∈ R
d
m be points such that X dominates Y.
Let L : Rdn → Rn be a linear map. There is a unique map K : R
d
m →
Rm such that if f is a real analytic free function, and Df(X) = L as
a linear map, then Df(Y ) = K.
The proof of the lemma follows immediately from the following free
identity.
Proposition 2.10. Let f : D →M be a differentiable real free func-
tion. Let A ∈ Rd and B ∈ R.
Df(X ⊗ In)[A⊗B] = Df(X)[A]⊗ B.
Proof. Let U ∈ Un be unitary such that
B = U∗DU
where D is some real diagonal matrix.
So,
Df(X ⊗ In)[A⊗ B] = (I ⊗ U
∗)Df(X ⊗ In)[A⊗D](I ⊗ U)
= (I ⊗ U∗)Df(
n⊕
i=1
X)[
n⊕
i=1
diA](I ⊗ U)
= (I ⊗ U∗)
n⊕
i=1
Df(X)[diA](I ⊗ U)
= (I ⊗ U∗)
n⊕
i=1
diDf(X)[A](I ⊗ U)
= (I ⊗ U∗)Df(X)[A]⊗D(I ⊗ U)
= Df(X)[A]⊗ B.

Proof of Lemma 2.9. LetX0 be the reduction ofX given in the proof of
Theorem 2.8. By Proposition 2.10, the derivative at X0 is determined
by L, since there is a k, a unitary U and a matrix tuple W such that
X0 ⊗ Ik = U∗X ⊕ WU. That is, there is an L0 such that for any f
such that Df(X) = L, Df(X0) = L0. It can be shown that there is a
homomorphism π taking the algebra generated by the components of
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X0 to the algebra generated by the components of Y so that π(X0i ) =
Yi. Furthermore, for some unitary V,
π(
⊕
l
Zl) = V
∗
⊕
l
(Zl ⊗ Imi)V.
Thus, by Proposition 2.10, the derivative at X0 determines the deriv-
ative at Y. 
3. Foundations
3.1. The free coefficient Hardy space. Introduced in [27], and [26],
the classical Hardy space H2 is typically defined as the set of analytic
functions on the disk so that
lim
r→1
1
2π
∫ π
−π
|f(reiθ)| dθ ≤ ∞.
The space H2 is endowed with an inner product given by the formula
〈f, g〉 = lim
r→1
1
2π
∫ π
−π
f(reiθ)g(reiθ) dθ
and is indeed a Hilbert space. In an alternative characterization, the
functions zn form an orthonormal basis for H2. Thus, H2 is also the
set of functions on the disk such that their coefficients in a power series
at the origin are sequences in l2.
In the classical Hardy space H2, there exists a function, the Szego¨
kernel [59, 44], kα such that if f ∈ H2, then
f(α) = 〈f, kα〉 .
We generalize the second interpretation of the Hardy space as the
free coefficient Hardy space.
Definition 3.1. Let I be the set of monomial indices in the free algebra
with d variables. The free coefficient Hardy space H2d is l
2(I) where for
f ∈ H2d such that f = (aI)I∈I the value of f at X is defined on tuples
of matrices X of norm less than 1
d
by the formula
f(X) =
∑
I∈I
aIX
I .
Importantly, this space has a Szego¨ kernel itself.
Definition 3.2. Let I be the set of monomial indices in the free algebra
with d variables. Let X ∈ Mn. Define the monomial basis vector
mX = (X
I)I∈I . The Szego¨ kernel is given by k
ij
X = ((m
X
I )ij)I∈I . That
is, it is the sequence (i, j)-th entries of each monomial I evaluated at
X.
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Note that by a straightforward calculation,
f(X)ij =
〈
f, kijX
〉
.
Thus, the behavior of f at X is determined by the projection of f onto
the space spanned by kijX .
Definition 3.3. Define
VX = spanij{k
ij
X} ⊂ H
2
d .
Furthermore, define PX : H
2
d → VX to be the projection onto VX .
Thus, given some pair (X, Y ) such that there is a free polynomial
with p(X) = Y , we can correspond to p a unique f of minimum norm
in H2d such that f(X) = Y by assigning f = PXp.
The following is essentially the statement that the values of a func-
tion determine the function.
Proposition 3.4. ⋃
‖X‖≤ 1
d
VX = H
2
d .
Proof. Suppose
⋃
‖X‖≤ 1
d
VX 6= H2d . Then there exists a nonzero function
f ∈
⋃
‖X‖≤ 1
d
VX
⊥
. So, 0 =
〈
f, kijX
〉
for all i, j and X which implies that
f is zero. This is a contradiction. 
In general we will often forget coordinate systems, so we use an
alternative characterization of VX .
Proposition 3.5. The space VX is the unique vector space such that
VX
⊗
Cn
= span{
I
⊗
U
mXc|c ∈ C
n, U ∈ Un}.
To prove this we need a decomposition theorem, a detensoring lemma
that will allow us to show that spaces like the one in the above lemma
are well-defined.
Lemma 3.6 (Detensoring lemma). For a Hilbert space H, let V be a
subspace of
H
⊗
Cn
such that if U ∈ Un then
I
⊗
U
V = V.
Then there exists V ′, a subspace of H, so that V =
V ′
⊗
Cn
.
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Proof. Let e1, . . . , en be an orthonormal basis for C
n.
Let V ′ be the subspace {v|
v
⊗
e1
∈ V}.
We first show V ⊆ V ′ ⊗ Cn. Let v ∈ V. Then
v =
∑
i
vi
⊗
ei
.
Let Ui be the unitary that fixes ei and sends ej to −ej if i 6= j. So,
I
⊗
Ui
v =
∑
i
(−1)χ(i 6=j)
vi
⊗
ei
∈ V
by assumption. Therefore 1
2
(
I
⊗
Ui
v + v
)
=
vi
⊗
ei
∈ V. Let Wi be a
unitary taking ei to e1. So
I
⊗
Wi
vi
⊗
ei
=
vi
⊗
e1
.
Thus, each vi ∈ V ′ and so v ∈
V ′
⊗
Cn
.
We now show V ⊇
V ′
⊗
Cn
. Suppose v ∈
V ′
⊗
Cn
, so that,
v =
∑
i
vi
⊗
ei
where each vi ∈ V ′. Let Wi be a unitary taking e1 to ei. Thus,
v =
∑
i
I
⊗
Wi
vi
⊗
e1
∈ V
since each
I
⊗
Wi
vi
⊗
e1
∈ V by definition. 
We now prove Proposition 3.5.
Proof of Proposition 3.5. By the detensoring lemma, there is a unique
vector space V such that
V
⊗
Cn
= span{
I
⊗
U
mXc|c ∈ C
n, U ∈ Un}.
Let U1 be the unitary sending ei to −ei. Note,
kijX
⊗
ei
=
1
2
[
I
⊗
I
mXej −
I
⊗
U1
mXej
]
.
Thus, V contains VX as the k
ij
X form a basis for VX .
Let Eij designate the matrix in Mn with 1 in the ijth position and
0 elsewhere. Note, mX =
∑ kijX
⊗
Eij
. So, since the unitary matrices in
Mn span Mn itself, it can be derived that
span{
I
⊗
U
mXW |U,W ∈ Un} = span{
kijX
⊗
A
|A ∈ Mn}.
FREE PICK FUNCTIONS 23
Now, if f ∈ V, there is some l ∈ Cn such that
f
⊗
l
=
∑
ij
kijX
⊗
A
cij .
Note that Acij = l, since k
ij
X . So
f
⊗
l
=
∑
ij
kijX
⊗
l
. So
V
⊗
Cn
⊆
VX
⊗
Cn
and
thus VX contains V. 
3.1.1. The coefficient Hardy space of a general free vector-valued func-
tion. The free coefficient Hardy space is useful for interpolation prob-
lems to obtain existence and uniqueness results. If we relax the choice
of basis of functions, we still obtain uniqueness results. For our con-
structions, this is often enough.
Definition 3.7. Let ϕ be a free function on a domain D ⊂ Md and
taking values in
H
⊗
M
. The free coefficient Hardy space for ϕ, denoted
by H2ϕ is given by
H2ϕ = {u ∈ H|∀X ∈ D,
u∗
⊗
I
ϕ(X) = 0}⊥.
The value of f ∈ H2ϕ at X ∈ D is defined to be:
f(X) =
f∗
⊗
I
ϕ(X).
We define the vector spaces from Definition 3.3 in the second abstract
characterization which is easier to state in this context. However, a
choice of basis will yield Szego¨ kernels as in the original definition.
Definition 3.8. Let ϕ be a free function on a domain D ⊂ Md and
taking values in
H
⊗
M
, and let X ∈ Mdn. The space V
ϕ
X ⊂ H
2
ϕ is the
unique vector space such that
VϕX
⊗
Cn
= span{
I
⊗
U
ϕ(X)c|c ∈ Cn, U ∈ Un}.
Define the projection P ϕX : H
2
ϕ → V
ϕ
X to be the projection onto V
ϕ
X .
We note again that for f, g ∈ H2ϕ, f(X) = g(X) if and only if
P ϕXf = P
ϕ
Xg. Furthermore, the spaces V
ϕ
X exhaust H
2
ϕ.
Proposition 3.9. ⋃
X∈D
VϕX = H
2
ϕ.
Proof. Suppose f ∈ (
⋃
X∈D V
ϕ
X)
⊥. So, for every X, PXf = 0 = PX0.
Thus, f(X) ≡ 0. 
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3.2. Models. As in the commutative case, model formulas are a pow-
erful tool for investigating various classes of holomorphic functions on
different domains. For example, for scalar valued functions in the Schur
class in two variables, we have the following theorem:
Theorem 3.10 (Agler [1]). Let U ⊆ D2. Let ϕ : U → D. There is an
analytic continuation of ϕ to D2, ϕ : D2 → D if and only if there exists
a separable Hilbert space H, an orthogonal decomposition H = H1⊕H2,
and a holomorphic function u : U →H so that
1− ϕ(µ)ϕ(λ) = 〈(1− µ∗λ)uλ, uµ〉 ,
where λ is viewed as the operator λ = λ1PH1 + λ2PH2.
To use models for analytic continuation techniques in the free setting
we use the following interpolation theorem. Let Bd be the free set of
d-tuples of contractions
Bd = {X = (X1, . . . , Xd) ∈M
d| ‖Xi‖ < 1 for i = 1, . . . , d}. (3.1)
Theorem 3.11 (Agler, McCarthy [2]). Let D ⊂ Bd be a free set.
Let ϕ : D → B be a free function. There is an extension of ϕ to
Bd as a free function ϕ : Bd → B if and only if there are functions
u1, . . . , ud : D →
B(C,H)
⊗
M
so that for any X, Y ∈ D,
I − ϕ(Y )∗ϕ(X) =
∑
i
ui(Y )
∗ I⊗
I−Y ∗i Xi
ui(X). (3.2)
Transformed to the upper half plane via a Mo¨bius transform, the
model theorem is as follows.
Theorem 3.12. Let D ⊂ Πd be a free set. Let ϕ : D → Π be a
free function. There is an extension of ϕ to Πd as a free function
ϕ : Πd → Π if and only if there are functions u1, . . . , ud : D →
B(C,H)
⊗
M
so that for any X, Y ∈ D,
ϕ(X)− ϕ(Y )∗ =
∑
i
ui(Y )
∗ I⊗
Xi−Y ∗i
ui(X). (3.3)
3.3. The lurking isometry argument for linear forms. The proof
of Theorem 3.11 relies on the existence of a free version of the standard
lurking isometry argument. The additional complications inherent in
the free algebraic structure of the models warrant an argument estab-
lishing the existence of these isometries in the free case. We prove
a lurking isometry argument for linear forms, which makes slightly
different assumptions, but can also be used to make model theoretic
arguments.
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Proposition 3.13. Suppose that for free functions θ and ϕ taking a
set D ⊂M into
H
⊗
M
, we have the relation
θ(X)∗
I
⊗
H
θ(X) = ϕ(X)∗
I
⊗
H
ϕ(X)
for all (X,H) ∈ T (D). Let VϕX and V
θ
X be the vector spaces given in
Definition 3.8. Then for each X ∈ D ∩ Mdn, there exists a unique
unitary operator UX : VθX → V
ϕ
X such that for any unitary U ∈ Un and
any c ∈ Cn,
UX
⊗
I
I
⊗
U
θ(X)c =
I
⊗
U
ϕ(X)c.
Proof. Let c1, c2 ∈ Cn and U1, U2 ∈ Un. Then
c2θ(X)
∗ I⊗
U∗2U1
θ(X)c1 =
(
I
⊗
U∗2
ϕ(Y )c2
)∗ ( I
⊗
U1
ϕ(X)c1
)
.
Since these inner products agree, there is a uniquely determined partial
isometry U˜X :
VθX
⊗
Cn
→
VϕX
⊗
Cn
so that
U˜X
I
⊗
U
θ(X)c =
I
⊗
U
ϕ(X)c
for all U and c. Now, note that for U1, U2 ∈ Un,
U˜X
I
⊗
U1
I
⊗
U2
θ(X)c =
I
⊗
U1
I
⊗
U2
ϕ(X)c.
Rearranging this equation gives
I
⊗
U∗
1
U˜X
I
⊗
U1
I
⊗
U2
θ(X)c =
I
⊗
U2
ϕ(X)c.
Note that the uniqueness implies
I
⊗
U∗
U˜X
I
⊗
U
= U˜X ,
and thus U˜X =
UX
⊗
I
. 
The uniqueness of UX gives the following.
Proposition 3.14. Suppose that for free functions θ and ϕ taking a
set D ⊂M into
H
⊗
M
, we have the relation
θ(X)∗
I
⊗
H
θ(X) = ϕ(X)∗
I
⊗
H
ϕ(X)
for all (X,H) ∈ T (D). Let X, Y ∈ D such that Y dominates X. For
UX as defined in Proposition 3.13,
P ϕXUY P
θ∗
X = UX .
Proof. Note P ϕXUY P
θ∗
X is unitary and thus by uniqueness, P
ϕ
XUY P
θ∗
X =
UX . 
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Theorem 3.15 (Lurking isometry argument for linear forms). Let θ
and ϕ be free functions on a set D ⊂Md taking values in
H
⊗
M
. If for
all (X,H) ∈ T (D),
θ(X)∗
I
⊗
H
θ(X) = ϕ(X)∗
I
⊗
H
ϕ(X),
then there exists an isometry U : H2θ → H
2
ϕ such that for all X ∈ D,
U
⊗
I
θ(X) = ϕ(X).
Proof. The direct limit of the UX with respect to inclusion of domains
Uˆ :
⋃
X∈D
VθX →
⋃
X∈D
VϕX
is well defined by 3.14. Furthermore, Uˆ extends as an isometry U :
H2θ → H
2
ϕ since the domain of Uˆ is dense in H
2
θ by Proposition 3.9.
Since P ϕXUP
θ∗
X = UX , U satisfies the required properties. 
4. Lo¨wner’s theorem
Let f : (a, b)→ R. We say f is matrix monotone if
A ≤ B ⇒ f(A) ≤ f(B).
In 1934, Lo¨wner [41] showed that if f is matrix monotone, then f
analytically continues to Π1 ∪ (a, b) so that f : Π1 ∪ (a, b)→ Π1.
In general, we define locally monotone functions as follows. This
definition agrees with classical monotonicity on convex sets since
f(X)− f(Y ) =
∫ 1
0
Df(X + t(X − Y ))[X − Y ] dt
by the fundamental theorem of calculus.
Definition 4.1. A real analytic free function f : D → R is locally
monotone if
H ≥ 0⇒ Df(X)[H ] ≥ 0
for all (X,H) ∈ T (D).
The following definition codifies the extension property in the free
setting.
Definition 4.2. A real analytic free function f : D → R has a Lo¨wner
extension if there is a continuous free function F : Πn ∪D → Π such
that F |D = f.
Our goal is to give a version of Lo¨wner’s theorem for the noncom-
mutative functional calculus.
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Theorem 4.3. A real analytic free function f : D → R is locally
monotone if and only if f has a Lo¨wner extension.
4.1. The Hamburger model. Our first kind of model, the Ham-
burger model gives information about the derivative.
Definition 4.4. Let f : D →R. A Hamburger model for f is a list of
d real free functions ui : D →
H
⊗
R
such that for all (X,H) ∈ T (D),
Df(X)[H ] =
∑
i
ui(X)
∗ I⊗
Hi
ui(X).
Our second kind of model gives nonlocal data. This has been an-
alyzed in the commutative case on polydisks by Ball and Bolotnikov
[12].
Definition 4.5. Let f : D → R. A boundary Nevanlinna model for f
is a list of d real free functions ui : D →
H
⊗
R
such that for all X, Y of
the same dimension,
f(X)− f(Y )∗ =
∑
i
ui(Y )
∗ I⊗
Xi−Y ∗i
ui(X)
and for all (X,H) ∈ T (D),
Df(X)[H ] =
∑
i
ui(X)
∗ I⊗
Hi
ui(X).
The Hamburger model and the boundary Nevanlinna model are re-
lated in these sense that if we have one, we can obtain the other via
the relations of free analysis. These can be explicitly computed and are
essentially equivalent up to isometry by the lurking isometry for linear
forms. We discuss these computations in Section 4.3.
The following expands Theorem 4.3 to give the actual strategy for
proof.
Theorem 4.6. Let f : D → R be a real analytic free function. The
following are equivalent:
(1) f is locally monotone,
(2) f has a Hamburger model,
(3) f has a boundary Nevanlinna model,
(4) f has a Lo¨wner extension.
We regard the implication (1⇒ 2) to be the novel part of the proof.
The implication (2 ⇐ 1) holds a fortiori because of the form of the
Hamburger model. We devote the rest of this section to proving the
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simpler parts, and will prove (1 ⇒ 2) as Section 4.2. The implication
(1⇒ 4) in Theorem 4.6 is proven as Theorem 4.19.
The following lemma proves (2⇔ 3) in Theorem 4.6.
Lemma 4.7. A real free analytic function f : D → R has a Hamburger
model if and only if f has a boundary Nevanlinna model.
Proof. The reverse implication holds by definition.
Suppose f has a Hamburger model u. That is,
Df(X)[H ] =
∑
i
ui(X)
∗ I⊗
H
ui(X).
So,
Df (X Y )
[
X−Y
X−Y
]
=
∑
i
ui (X Y )
∗
I
⊗[
Xi−Yi
Xi−Yi
] ui (X Y ) .
Via the formula in Proposition 2.5,[
f(X)−f(Y )
f(X)−f(Y )
]
=
∑
i
[
ui(X)
ui(Y )
]∗ I
⊗[
Xi−Yi
Xi−Yi
] [ ui(X)
ui(Y )
]
.
Multiplying on the second slot,
[
f(X)−f(Y )
f(X)−f(Y )
]
=
∑
i

 ui(X)∗ I⊗Xi−Yi ui(Y )
ui(Y )∗
I
⊗
Xi−Yi
ui(X)

 .
This implies
f(X)− f(Y ) =
∑
i
ui(Y )
∗ I⊗
Xi−Yi
ui(Y ).
Thus,
f(X)− f(Y )∗ =
∑
i
ui(Y )
∗ I⊗
Xi−Yi
ui(Y ).

The following lemma proves (4⇒ 1) in Theorem 4.6.
Lemma 4.8. If a real free analytic function f : D → R has a Lo¨wner
extension, then f is locally monotone.
Proof. Suppose f has a Lo¨wner extension and f is not monotone. Then,
there is a point X and a positive semidefinite H such that D(X)[H ] is
not positive semidefinite. Since
f(X + itH) = f(X) + itD(X)[H ] +O(t2),
Im f(X + itH) = tD(X)[H ] +O(t2)
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which for small t ≥ 0 is not positive semidefinite. This is a contradic-
tion. 
4.2. The Hamburger model construction. We now begin the con-
struction of a Hamburger model. The following is a reduction of the
Choi-Kraus theorem which gives the raw data used in the construction
locally.
Lemma 4.9. Suppose f : D → R is locally monotone on D. For any
point X ∈ Dn there are real free functions uij such that for all H ∈Mdn,
Df(X)[H ] =
∑
i
∑
j
uij(X)
∗Hiuij(X).
Proof. Suppose f is locally monotone. Let X ∈ D ∩ Mdn. Without
loss of generality, we let X =
⊕
Xl where X generates the algebra⊕
Mnl(C) where
∑
nl = n. (This follows from Lemmas 2.9 and 2.8.)
Note Df(X) : Mdn → Mn is completely positive in each coordinate
since the extension of Df(X) toMdn⊗Mk via Formula (1.10) is given
by Df(X⊗In) by Proposition 2.10 which is positive by the assumption
of local monotonicity. By the Choi-Kraus theorem[14],
Df(X)[H ] =
∑
i
∑
j
V ∗ijHiVij .
We now show that the Vij are in the algebra generated by X. That
is, they are free polynomial functions of X. Let P l be the projection
onto the l-th component of X. Let P li be a tuple that equals P
l on the
i-th coordinate and 0 elsewhere. Consider Df(X)[P li ].
Df(X)[P li ] =
∑
j
V ∗ijP
lVij.
Block decompose
Vij =
∑
l,m
P lVijP
m.
So,
Df(X)[P li ] =
∑
j
∑
m
∑
n
PmV ∗ijP
lVijP
n.
So, in the block decomposition of Df(X)[P li ] the (m,m) entry is∑
j
PmV ∗ijP
lVijP
m.
However, since Df(X)[H ] is a free function,
Df(X)[P li ] =
∑
j
P lV ∗ijP
lVijP
l
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So, if l 6= m the (m,m) entry is 0. That is, PmV ∗ijP
lVijP
m = 0. Thus,
if l 6= m P lVijPm = 0. This implies that
Vij =
∑
l
P lVijP
l.
Since X generates
⊕
Mnl(C), Vij is in the algebra generated by X.
Thus, each Vij is in the algebra generated by X so there are free poly-
nomials uij such that uij(X) = Vij. 
Definition 4.10. A global monomial basis vector for D is a free func-
tion m on D given by the formula mX = (cIX
I)I such that ‖mX‖ is
locally bounded on D and each cI > 0.
We now use free coefficient Hardy space methods to establish lo-
cal uniqueness of the Hamburger model. We refine the the raw data
obtained in Lemma 4.9 into a canonical object.
Lemma 4.11. Let m be a global monomial basis vector. If f : D →R
is locally monotone on D, for any matrix tuple X ∈ Dn there are
unique finite rank operators AiX ∈ B(H
2
m) ≥ 0 such that if at a tuple of
operators Bi ∈ B(H2m)
Df(X)[H ] =
∑
i
m∗X
Bi
⊗
Hi
mX
for all H ∈Mdn, then P
m
XBiP
m
X = A
i
X .
Proof. Note by Lemma 4.9, there are polynomials uij such that
Df(X)[H ] =
∑
i
∑
j
uij(X)
∗Hiuij(X).
Define ui to be the function given by (uij(X))j as a column vector. So,
Df(X)[H ] =
∑
i
ui(X)
∗ I⊗
Hi
ui(X).
Note, since the entries of ui are polynomials, there are bounded finite
rank operators Ki so that ui(X) =
Ki
⊗
I
mX . So
Df(X)[H ] =
∑
i
m∗X
K∗iKi
⊗
Hi
mX .
Define AiX = P
m
XK
∗
iKiP
m
X .
Df(X)[H ] =
∑
i
m∗X
AiX
⊗
Hi
mX .
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Suppose, Bi satisfies
Df(X)[H ] =
∑
i
m∗X
Bi
⊗
Hi
mX
and PmXBiP
m
X = Bi. So if U1, U2 ∈ Un
0 = m∗X
AiX−Bi
⊗
U∗
1
U2
mX = m
∗
X
I
⊗
U∗
1
AiX−Bi
⊗
I
I
⊗
U2
mX
So, 〈(AiX −Bi)u, v〉 = 0 for any u, v ∈ V
m
X and is thus 0. 
By patching these together, we obtain the Hamburger model.
Lemma 4.12. If f : D → R is locally monotone on D, then f has a
Hamburger model.
Proof. By Lemma 4.11, for each X there is a unique AiX such that
Df(X)[H ] =
∑
im
∗
X
AiX
⊗
Hi
mX and P
m
X A
i
XP
m
X = A
i
X .
Let qi(u, v) be the direct limit of the semidefinite sesquilinear forms
qiX(u, v) = 〈A
i
Xu, v〉 defined on V =
⋃
X∈D V
m
X . Let Ki be the Hilbert
space formed by completing the quotient V/ker qi(·, ·). Let Ti : V → Ki
be the inclusion map. Define ui =
Ti
⊗
I
mX . Now ui form a Hamburger
model for f. 
4.3. The localizing matrix construction of the Hamburger model.
Let f(X) =
∑
I cIX
I be a power series. The xk-localizing matrix of
coefficients is the infinite matrix with rows and columns indexed by
monomials (cI∗xkJ)I,J . In the section, we will show that if f is mono-
tone, then the xk-localizing matrix of coefficients must be positive semi-
definite. This application mirrors the use of classical Hankel matrices
in the study of the Hamburger moment problem [48, 51]. Localizing
matrices have been used to study multivariate moment problems[22],
and more recently to study noncommutative convex hulls[30].
The following gives a condition for a free power series to be uniformly
and absolutely convergent.
Lemma 4.13. Let ǫ > 0. Suppose a series in d noncommuting variables∑
I cIX
I is convergent for all ‖X‖ < d+ǫ. Then
∑
I cIX
I is absolutely
and uniformly convergent for all ‖X‖ < 1. Furthermore, there is an N
such that if |I| ≥ N,
|cI | ≤
(
d+
ǫ
2
)−|I|
.
Proof. Note that
lim
n→∞
max
|I|=n
‖cIX
I‖ = 0
32 J. E. PASCOE RYAN TULLY-DOYLE
for all ‖X‖ < d + ǫ. Substituting in the tuple (d + ǫ/2, . . . , d + ǫ/2)
gives that
lim
n→∞
max
|I|=n
|cI |(d+ ǫ/2)
|I| = 0
which implies that for large n, |cI |(d + ǫ/2)
|I| ≤ 1 which implies the
claim. 
We will now establish that for power series that converge on large
enough sets, the xk-localizing matrices are compact, which will be use-
ful in establishing formulas for the derivative of a real free power series.
Lemma 4.14. If f(X) =
∑
I cIX
I is a real analytic locally monotone
free function for ‖X‖ < d+ ǫ, then for each k, the xk-localizing matrix
of coefficients (cI∗xkJ)I,J is compact.
Proof. The compactness of each (cI∗xkJ)I,J follows from the decay of
the entries given in Lemma 4.13. That is, if EI,J is the infinite matrix
with entry 1 in the (I, J)-th slot and zero elsewhere, then
(cI∗xkJ)I,J =
∞∑
n=1
∑
|IxkJ |=n
cIxkJEI,J
is a convergent formula in the norm topology since it is Cauchy via
the estimate (relying on the combinatorial observation that the total
number of words of length n in d letters is dn and the estimate in
Lemma 4.13.)
‖
N∑
n=M
∑
|IxkJ |=n
cIxkJEI,J‖ ≤
N∑
n=M
∑
|IxkJ |=n
|cIxkJ |
=
N∑
n=M
∑
|IxkJ |=n
(d+ ǫ/2)−|IxkJ |
≤
N∑
n=M
∑
|IxkJ |=n
(d+ ǫ/2)−n
≤
N∑
n=M
dn(d+ ǫ/2)−n
=
N∑
n=M
(1 +
ǫ
2d
)−n
≤
∞∑
n=M
(1 +
ǫ
2d
)−n
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=
(1 + ǫ
2d
)−M
ǫ
2d
→ 0.
Thus, since (cI∗xkJ)I,J is well-approximated by finite rank operators,
(cI∗xkJ)I,J is compact [21, Theorem 4.4]. 
We will need the following elementary fact about the derivative.
Proposition 4.15. Let ǫ > 0. Suppose a series in d noncommuting
variables
∑
I cIX
I is convergent for all ‖X‖ < d+ ǫ. The derivative of
f at X ∈ Dn in the direction H ∈ M
d
n is, for ‖X‖ ≤
1
d
, given by the
formula
Df(X)[H ] =
∑
k
m∗X
(cI∗xkJ)I,J
⊗
Hk
mX .
Proof. By Lemma 4.14 (cI∗xkJ)I,J is compact and thus it will be suffi-
cient to show that, for the functions gK(X) = X
K ,
DgK(X) =
∑
k
m∗X
(χ(I∗xkJ=K))I,J
⊗
Hk
mX .
where χ is the indicator function. Since∑
k
m∗X
(χ(I∗xkJ=K))I,J
⊗
Hk
mX =
∑
k
XJχ(I∗xkJ = K)HkX
I
and the right hand side of the preceding equation is the derivative by
the product rule, we are done. 
The following gives a characterization of monotone functions in terms
of their power series, similarly to Nevanlinna’s solution to the Ham-
burger moment problem[48].
Theorem 4.16. If f(X) =
∑
I cIX
I is a real analytic locally monotone
free function for ‖X‖ < d+ ǫ, then for each k, the xk-localizing matrix
of coefficients (cI∗xkJ)I,J is positive semidefinite and compact.
Proof. Let mX = (X
I)I . Note, for ‖X‖ <
1
d
, mX is bounded and
Df(X)[H ] =
∑
k
m∗X
(cI∗xkJ )I,J
⊗
Hk
mX (4.1)
via Lemma 4.15.
By Lemma 4.11
PX(cI∗xkJ)I,JPX
is positive semidefinite, and thus since V = ∪XVX is dense in H2d by
Proposition 3.4, (cI∗xkJ)I,J is positive semidefinite. 
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We remark that expressions of the form (4.1) have been used to ana-
lyze the noncommutative Hessian to obtain results on convex functions
[33].
Reinterpreting Theorem 4.16, we immediately obtain a model for a
locally monotone function.
Corollary 4.17. Let f(X) =
∑
I cIX
I be a real analytic locally mono-
tone free function for ‖X‖ < d + ǫ. The Hamburger model for f on
‖X‖ < 1
d
is given by the formula
Df(X)[H ] =
∑
k
m∗X
(cI∗xkJ )
1/2
I,J
⊗
I
I
⊗
Hk
(cI∗xkJ )
1/2
I,J
⊗
I
mX .
Lemma 4.18. Let f : D →R be a real analytic locally monotone free
function. For any X ∈ D, the Hamburger model for f analytically
continues to a free domain containing X.
Proof. Let f have the Hamburger model
Df(X)[H ] =
∑
i
ui(X)
∗ I⊗
Hi
ui(X).
Let X0 ∈ D ∩ Rdn. Let F1, . . . Fdn2 be tuples of positive semidefi-
nite matrices which span Rdn large enough so that the function of dn
2
variables
hi(X) = (ei ⊗ I)
∗f(X0 ⊗ I +XF )(ei ⊗ I)
is analytic for all ‖X‖ ≤ dn2 + ǫ. Note that each hi is a monotone
function. Thus for each i each
Dhi(X)[H ] =
∑
k
m∗X
(ci
I∗xkJ
)
1/2
I,J
⊗
I
I
⊗
Hk
(ci
I∗xkJ
)
1/2
I,J
⊗
I
mX .
Note that
(ej ⊗ I)
∗Df(X0 ⊗ I +XF )[HF ](ej ⊗ I) = Dhj(X)[H ].
So,∑
j
∑
i
(ej ⊗ I)
∗ui(X0 ⊗ I +XF )
∗ I⊗
(HF )i
ui(X0 ⊗ I +XF )(ej ⊗ I)
=
∑
j
∑
k
m∗X
(cj
I∗xkJ
)
1/2
I,J
⊗
I
I
⊗
Hk
(cj
I∗xkJ
)
1/2
I,J
⊗
I
mX .
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Expanding out the frame gives∑
k
∑
j
∑
i
(ej ⊗ I)
∗ui(X0 ⊗ I +XF )
∗ I⊗
(Fk⊗H)i
ui(X0 ⊗ I +XF )(ej ⊗ I)
=
∑
j
∑
k
m∗X
(cj
I∗xkJ
)
1/2
I,J
⊗
I
I
⊗
Hk
(cj
I∗xkJ
)
1/2
I,J
⊗
I
mX .
Thus, by the lurking isometry argument for linear forms, there is a
unitary U such that
U
⊗
I⊗I
takes
θ(X) =
⊕
i,j,k
I
⊗
(Fk⊗I)
1/2
i
ui(X0 ⊗ I +XF )(ej ⊗ I)
to
ϕ(X) =
⊕
j,k
(cj
I∗xkJ
)
1/2
I,J
⊗
I
mX .
Since ϕ(X) analytically continues to a neighborhood of 0 via its for-
mula, so does θ(X).
The above implies each ui itself must analytically continue, since the
value of θ(X) determines the values of each ui(X). The continuation
of ui a free function by Corollary 2.4. Thus, the analytic continuation
of the Hamburger model is given by the formula
Df(Z)[H ] =
∑
i
ui(Z
∗)∗
I
⊗
Hi
ui(Z)
since this agrees with the Hamburger model on a neighborhood of X0.

Thus, we obtain the desired Lo¨wner extension. Thus, we obtain
Lo¨wner’s theorem by a rearrangement argument.
Theorem 4.19. Let D be a free domain. If f : D → R is a real
analytic locally monotone free function, then f has a Lo¨wner extension.
Proof. Let X0 ∈ D.
Note that formula
Df(Z)[H ] =
∑
i
ui(Z
∗)∗
I
⊗
Hi
ui(Z)
can be used to derive a Nevanlinna model
f(X)− f(Y )∗ =
∑
i
ui(Y )
∗ I⊗
Xi−Y ∗i
ui(X).
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by Proposition 2.5. Thus, there is some DX containing X0 such that
f |DX has an analytic continuation to Π
d by Lemma 4.18 via Theorem
3.12.
Note that for X0, Y0 ∈ D there is a Lo¨wner extension at X0 ⊕ Y0
which induces the Lo¨wner extension at X0 and Y0 and thus must be
the same. 
5. The Nevanlinna representations
Rolf Nevanlinna characterized the class of Pick functions in terms
of three parameters: a real number, a nonnegative real number and a
finite positive Borel measure on the real line.
Theorem 5.1 (R. Nevanlinna [48]). Let h : H → C. The function h
is a Pick function if and only if there exist a ∈ R, b ≥ 0, and a finite
positive Borel measure µ on R such that
h(z) = a+ bz +
∫
1 + tz
t− z
dµ(t)
for all z ∈ H. Moreover, for any Pick function h, the numbers a ∈
R, b ≥ 0 and the measure µ ≥ 0 are uniquely determined.
This representation parametrizes all Pick function, generalizing The-
orem 1.1, which represents Pick functions satisfying the growth condi-
tion (1.2).
The two representations given in Theorem 5.1 and Theorem 1.1,
which we refer to as Nevanlinna representations, were recently gener-
alized to several variables in the work of Agler, McCarthy, and Young
[6], and later in Agler, Tully-Doyle, and Young for multivariable Pick
functions that are also in the so-called Lo¨wner class [8, 7].
The d-variable Lo¨wner class Ld is the set of analytic functions that
lift via the functional calculus to act on d-tuples of commuting opera-
tors with the property that they possess analytic extensions that take
Πd → Π. In the case of one-variable Pick functions, the Lo¨wner class
is the the entire Pick class by von Neumann’s inequality [64, 60]. For
two variables, the classes coincide by Andoˆ’s Theorem [11]. In three
or more variables, the Lo¨wner class is a proper subset of the Pick class
[50] [61]. The Lo¨wner class is conformally equivalent to the well-studied
Schur-Agler class via a Mo¨bius transform taking the upper half plane
H to the disk to obtain a map Dd → D.
The multivariable Nevanlinna representations discussed in [7] par-
titions the Lo¨wner class Ld into four types depending on asymptotic
behavior at infinity. Note that these not only give representations of
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Pick functions, but also give formulas for constructing new Pick func-
tions.
Definition 5.2. A positive decomposition is a collection of positive
operators Y1, . . . , Yd on H so that
∑
i Yi = IH, and the operator zY :
C
d →H is given by
zY =
d∑
i=1
ziYi.
An orthogonal decomposition is a positive decomposition where each Yi
is a projection.
By the following theorem, every h in Ld has a representation of at
least one type. Recall that Hd = Πd1.
Theorem 5.3 (Agler, Tully-Doyle, Young [7]). Let h be a function
defined on Πd1.
Type 4: The function h ∈ Ld if and only if there exist an or-
thogonally decomposed Hilbert space H and a vector v ∈ H such
that
h(z) = 〈M(z)v, v〉 ,
where M(z) is the matricial resolvent as defined in Proposition
3.1 in [7].
Type 3: There exist a ∈ R, a Hilbert space H, a self-adjoint
operator A on H, a vector v ∈ H, and a positive decomposition
Y of H so that
h(z) = a+
〈
(1− iA)(A− zY )
−1(1 + zYA)(1− iA)
−1v, v
〉
if and only if h ∈ Ld and
lim inf
s→∞
1
s
Im h(is, . . . , is) = 0.
Type 2: There exist a ∈ R, a Hilbert space H, a self-adjoint
operator A on H, a vector v ∈ H, and a positive decomposition
Y of H so that
h(z) = a+
〈
(A− zY )
−1v, v
〉
if and only if h ∈ Ld and
lim inf
s→∞
s Imh(is, . . . , is) <∞.
Type 1: There exist a Hilbert space H, a self-adjoint operator A
on H, a vector v ∈ H, and a positive decomposition Y of H so
that
h(z) =
〈
(A− zY )
−1v, v
〉
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if and only if h ∈ Ld and
lim inf
s→∞
s |h(is, . . . , is)| <∞.
In the following sections, we will extend this theorem to characterize
free Pick functions.
5.1. The free Herglotz representation formula. A Herglotz func-
tion is a holomorphic function h on D with Reh ≥ 0. Herglotz functions
were characterized by C. Carathe´odory in [17] and given an integral
representation by Gustav Herglotz in [37]. J. Agler generalized this
representation for functions in the d-variable strong Herglotz class, a
conformal equivalent of the Schur-Agler class, in [1].
To define free Herglotz functions, we need an analogue of the right
halfplane. Denote by Ψ ⊂M the right matrix polyhalfplane
Ψ = {X ∈ M|ReX =
1
2
(X +X∗) > 0}.
Recall that Bd is the set of d-tuples of strict contractions. Say that
h is a free Herglotz function if h is a free holomorphic function from
Bd → Ψ.
The representation of a classical Herglotz function h with h(0) = 1
is given by a probability measure µ on the unit circle so that
h(z) =
∫ 2π
0
1 + e−iθ
1− e−iθ
dµ(θ).
The following theorem gives an analogous formula in the free case. The
noncommutative Herglotz representation was originally proved by G.
Popescu in [53, Theorem 3.1]. We express the representation in terms
of the geometry from the commutative case in Agler, Tully-Doyle and
Young’s proof of the Nevanlinna representations for Lo¨wner functions
in several variables[7].
Theorem 5.4 (Popescu [53]). Let h be a free holomorphic function
with h(0) = 1. The function h is a free Herglotz function, that is
h : Bd → Ψ, if and only if there exist a Hilbert space Hd = ⊕
d
i=1H, a
unitary operator U on Hd and an isometry V : C→ Hd so that
h(X) =
V ∗
⊗
I
(
I +
U
⊗
I
δ(X)
)(
I −
U
⊗
I
δ(X)
)−1 V
⊗
I
, (5.1)
where
δ(X) :Md →
Hd
⊗
M
=
d⊕
i=1
I
⊗
Xi
.
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Corollary 5.5. If h is a free Herglotz function on Bd, then there exists
a Hilbert space Hd = ⊕iHi, a real constant a, a unitary operator L ∈
B(Hd), and a vector v ∈ Hd such that for all X ∈ B
d,
h(X) = −i
a
⊗
I
+
v∗
⊗
I
(
L
⊗
I
− δ(X)
)−1 ( L
⊗
I
+ δ(X)
)
v
⊗
I
, (5.2)
where δ(X) =
⊕d
i=1
I
⊗
Xi
.
Conversely, any h defined by an equation of the form (5.2) is a free
Herglotz function.
Connections between Pick functions, Herglotz functions, and Schur
functions are given by the Cayley transform. The particular Cayley
transform given by
λ =
z − 1
z + 1
, z =
1 + λ
1− λ
is a conformal mapping between the right half-plane and the disk.
G. Popescu showed that the noncommutative Cayley transform is a
well-defined bijection between free Herglotz functions and free Schur
functions in [52, Section 1]. Via the Cayley transform, we will use
representation of free Herglotz functions to derive our Nevanlinna rep-
resentations.
5.2. The structured resolvents. The expression f(z) = (t− z)−1 in
Theorem 1.1 suggests the resolvent operator R(Z) = (A − z)−1. We
will present, in the following section, four representations based on the
following structured resolvents (properties of structured resolvents are
discussed at length in [7]).
Definition 5.6. Let H be a Hilbert space. A positive decomposition Y
of H is a collection of positive operators Y1, . . . , Yd summing to I. An
orthogonal decomposition P of H is a collection of pairwise orthogonal
projections P1, . . . , Pd on H summing to I.
Definition 5.7 (structured resolvents).
Type 2: Let A be a closed densely defined self-adjoint operator
on a Hilbert space H and let Y be a positive decomposition of
H. The structured resolvent of type 2 corresponding to Y is the
function from Πd →
B(H)
⊗
M
given by
M2(Z) =
(
A
⊗
I
− δY (Z)
)−1
, (5.3)
where
δY (Z) =
d∑
i=1
Yi
⊗
Zi
.
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Type 3: Let A be a closed, densely defined, self-adjoint operator
on a Hilbert space H, and let Y be positive decomposition of
H. The structured resolvent of type 3 corresponding to Y is the
function from Πd →
B(H)
⊗
M
given by
M3(Z) =
(I−iA)
⊗
I
(
A
⊗
I
− δY (Z)
)−1 (
I + δY (Z)
A
⊗
I
)
(I−iA)−1
⊗
I
, (5.4)
where
δY (Z) =
∑
i
Yi
⊗
Zi
.
Type 4: Let H be a Hilbert space decomposed orthogonally as
H = N⊕K. Let A be a densely defined, self-adjoint operator on
K with domainD(A), and let P be an orthogonal decomposition
of H. The structured resolvent of type 4 resolvent is a function
from Πd →
B(H)
⊗
M
of the form
M4(Z) =
[
−i 0
0 I−iA
]
⊗
I
(
[ I 00 A ]
⊗
I
− δP (Z)
[ 0 00 I ]
⊗
I
)−1
×(
δP (Z)
[ I 00 A ]
⊗
I
+
[ 0 00 I ]
⊗
I
) [
−i 0
0 I−iA
]−1
⊗
I
,
(5.5)
where
δP (Z) =
∑
i
Pi
⊗
Zi
.
For each 2 ≤ i ≤ 4 and each Z ∈ Πd, the expression Mi(Z) is
a bounded operator and has positive imaginary part, which follows
directly from proofs given in [7].
With the structured resolvents (5.7), (5.7), and (5.5), we now present
representations for free Pick functions that generalize the classical Nevan-
linna representations given in Theorems 1.1 and5.1.
Recall that the free Pick class Pd consists of analytic functions h :
Πd → Π1.
Definition 5.8. The following are the representations for functions in
Pd.
Type 4: A Nevanlinna representation of type 4 of a function h
in the free Pick class on Md is
h(z) =
a
⊗
I
+
v∗
⊗
I
M4(Z)
v
⊗
I
,
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where M4(Z) is a type 4 structured resolvent as given in Defi-
nition 5.7 with associated Hilbert space H, v is a vector in H,
and a ∈ R.
Type 3: A Nevanlinna representation of type 3 of a function h
in the free Pick class on Md is
h(z) =
a
⊗
I
+
v∗
⊗
I
M3(Z)
v
⊗
I
,
where M3(Z) is a type 3 structured resolvent as given in Defi-
nition 5.7 with associated Hilbert space H, v is a vector in H,
and a ∈ R.
Type 2: A Nevanlinna representation of type 2 of a function h
in the free Pick class on Md is
h(Z) =
a
⊗
I
+
v∗
⊗
I
M2(Z)
v
⊗
I
,
where M2(Z) is a type 2 structured resolvent as given in Defi-
nition 5.7 with associated Hilbert space H, v is a vector in H,
and a ∈ R.
Type 1: A Nevanlinna representation of type 1 of a function h
in the free Pick class on Md is
h(Z) =
v∗
⊗
I
M2(Z)
v
⊗
I
,
where M2(Z) is a type 2 structured resolvent as given in Defi-
nition 5.7 with associated vector space H, and v is a vector in
H.
In [7, Section 6], one of the authors with Agler and Young discussed
the connections between asymptotic behavior of a function h in Ln
along the upper imaginary polyaxis and the existence of representations
of a given type for h. It turns out that those results lift to results about
functions in the free Pick class Pd. In fact, the structure of free Pick
functions is determined by their behavior on the first level of Πd, that
is, d-tuples of complex numbers. In the following discussion, we will
denote by
χ = (1, . . . , 1)
the element of Md1 consisting of all ones. When evaluating a function
h on the ray
isχ = (is, is, . . . , is) ∈Md1,
we will make the identification
C
⊗
M1
∼= C. Every h ∈ Pd has a rep-
resentation of type 4. We show the following analogue of Theorem
5.3.
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Theorem 5.9. The following criteria characterize representations for
functions in the free Pick class Pd. Let h be a function defined on Πd.
Type 4: The following are equivalent:
(1) The function h has a representation of type 4.
(2) The function h is a free Pick function.
Type 3: The following are equivalent:
(1) The function h has a Nevanlinna representation of type 3;
(2) The function h is a Pick function such that
lim inf
s→∞
1
s
Imh(isχ) = 0; (5.6)
(3) The function h is a Pick function such that
lim
s→∞
1
s
Imh(isχ) = 0. (5.7)
Type 2: The following are equivalent:
(1) The function h has a Nevanlinna representation of type 2;
(2) The function h is a Pick function such that
lim inf
s→∞
s Imh(isχ) ≤ ∞. (5.8)
(3) The function h is a Pick function such that
lim
s→∞
s Imh(isχ) (5.9)
exists and
lim
s→∞
s Imh(isχ) ≤ ∞. (5.10)
Type 1: The following are equivalent:
(1) The function h has a Nevanlinna representation of type 1;
(2) The function h is a Pick function such that
lim inf
s→∞
|sh(isχ)| ≤ ∞. (5.11)
(3) The function h is a Pick function such that
lim
s→∞
|sh(isχ)| (5.12)
exists and
lim
s→∞
|sh(isχ)| ≤ ∞. (5.13)
The representations have some geometric relationships. Type 3 rep-
resentations are the restrictions of type 4 representations onto sub-
spaces. Type 1 representations are a special case of type 2. We can
complete the hierarchical description by considering the connection be-
tween representations of type 3 and type 2. Proofs of the following
FREE PICK FUNCTIONS 43
propositions use the same arguments as in Propositions 5.3 and 5.5 in
[7].
Proposition 5.10. If a free Pick function h has a type 2 representa-
tion, then it has type 3 representation. Conversely, if a free Pick func-
tion h has a type 3 representation and in addition the vector v ∈ D(A),
then h has a type 2 representation.
We now begin the proof of Theorem 5.9. We essentially follow [7].
5.3. Proof of Theorem 5.9.
5.3.1. Type 4.
Proof of 5.9: Type 4. We use a Cayley transform to connect the free
Pick class to the free Herglotz class. The Cayley transform between
the disc and the right halfplane is given by
z = i
1 + λ
1− λ
, λ =
z − i
z + i
,
for z ∈ Π, λ ∈ D. For a given Pick function f , define a Herglotz
function h for X ∈ Bd by
h(X) = −if(Z),
where Z is the coordinate-wise Cayley transform of X , i.e.
Zi = i(I −Xi)
−1(I +Xi).
Let f be a free Pick function, and let h be the associated Herglotz
function. Then by Corollary 5.5,
f(Z) = ih(X)
=
a
⊗
I
+ i
v∗
⊗
I
(
L
⊗
I
− δP (X)
)−1 ( L
⊗
I
+ δP (X)
)
v
⊗
I
=
a
⊗
I
+ i
v∗
⊗
I
(
L
⊗
I
− δP ((Z + i)
−1(Z − i))
)−1
×(
L
⊗
I
+ δP ((Z + i)
−1(Z − i))
)
v
⊗
I
=
a
⊗
I
+ i
v∗
⊗
I
(
L
⊗
I
− δP ((Z + i)
−1)δP ((Z − i))
)−1
×(
L
⊗
I
+ δP ((Z + i)
−1)δP ((Z − i))
)
v
⊗
I
,
where
δP (Z) =
∑
i
Pi
⊗
Zi
.
44 J. E. PASCOE RYAN TULLY-DOYLE
Now let M(Z) be the expression
M(Z) = i
(
L
⊗
I
− δP ((Z + i)
−1)δP ((Z − i))
)−1
×(
L
⊗
I
+ δP ((Z + i)
−1)δP ((Z − i))
)
.
With the notation Pi = PHi, the operator M(Z) can be written
M(Z) = i
[
δP ((Z + i)
−1)
(
δP (Z + i)
L
⊗
I
− δP ((Z − i))
)]−1
×
δP ((Z + i)
−1)
(
δP (T + i)
L
⊗
I
+ δP ((Z − i))
)
= i
(
δP (Z + i)
L
⊗
I
− δP ((Z − i))
)−1 (
δP (Z + i)
L
⊗
I
+ δP ((Z − i))
)
= i
(∑
i
Pi
⊗
Zi+i
∑
i
PiL
⊗
I
−
∑
i
Pi
⊗
Zi−i
)−1
×
=
(∑
i
Pi
⊗
Zi+i
∑
i
PiL
⊗
I
+
∑
i
Pi
⊗
Zi−i
)
= i
(∑
i
PiL
⊗
Zi+i
−
∑
i
Pi
⊗
Zi−i
)−1(∑
i
PiL
⊗
Zi+i
+
∑
i
Pi
⊗
Zi−i
)
= i
(∑
i
Pi(L−I)
⊗
Zi
−
∑
i
Pi(L+I)
⊗
i
)−1(∑
i
Pi(L+I)
⊗
Zi
+
∑
i
Pi(L−I)
⊗
i
)
= i
(
δP (Z)
L−I
⊗
I
− i
L+I
⊗
I
)−1 (
δP (Z)
L+I
⊗
I
+ i
L−I
⊗
I
)
.
Let N = ker(I −L). Decompose L according to H = N ⊕K, where
K = N⊥, so that
L =
[
I 0
0 L0
]
N
K
where L0 is unitary and ker(I − L0) = {0}.
FREE PICK FUNCTIONS 45
Then
M(Z) = i
(
δP (Z)
[
0 0
0 L0−I
]
⊗
I
+
i
[
2 0
0 L0+I
]
⊗
I
)−1
×(
δP (Z)
[
2 0
0 I+L0
]
⊗
I
+
i
[
0 0
0 L0+I
]
⊗
I
)
=
(
−δP (Z)
[
0 0
0 I−L0
]
⊗
I
+
[
2i 0
0 i(I+L0)
]
⊗
I
)−1
×(
δP (Z)
[
2i 0
0 i(I+L0)
]
⊗
I
+
[
0 0
0 I−L0
]
⊗
I
)
. (5.14)
We would like to continue by writing
M(Z) =
[
− 1
2
i 0
0 (I−L0)−1
]
⊗
I
(
−δP (Z)
[ 0 00 I ]
⊗
I
+
[
I 0
0 i
I+L0
I−L0
]
⊗
I
)−1
×
(
δP (Z)
[
I 0
0 i
I+L0
I−L0
]
⊗
I
+
[ 0 00 I ]
⊗
I
) [
2i 0
0 I−L0
]
⊗
I
, (5.15)
but to do so, we need to show that the unbounded, partially defined
operator above makes sense. Let
A = i
I + L0
I − L0
.
A is self-adjoint and densely defined on K as L0 is unitary on K and
ker(1−L0) = {0} [56, Section 22]. Let D(A) be the domain of A. Then
D(A) is the dense subspace ran(I − L0) of K. Then by the definition
of A,
(I − L0)
−1 =
1
2
(I − iA),
which is an equation between bijective operators from D(A) → M.
Likewise, the equation
I + L0 = −2iA(I − iA)
−1
relates bounded operators from D(A)→M.
We will now justify factoring the expression in (5.14). Since ker(I −
L0) = {0}, [
2i 0
0 I−L0
]
is a bijection between H and N ⊕D(A). Now decompose the Pi with
respect to H = N ⊕K, so that for each i = 1, . . . , d,
Pi =
[
Xi Bi
B∗i Yi
]
,
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which allows us to write δP (Z) as
δP (Z) =
d∑
i=1
Pi
⊗
Zi
=
∑
i
[
Xi Bi
B∗i Yi
]
⊗
Zi
.
Then
(
−δP (Z)
[ 0 00 I ]
⊗
I
+
[ I 00 A ]
⊗
I
)−1
=
[
−
(∑
i
Pi
⊗
Zi
)
[ 0 00 I ]
⊗
I
+
[ I 00 A ]
⊗
I
]−1
=
[
−
(∑
i
[
Xi Bi
B∗i Yi
]
⊗
Zi
)
[ 0 00 I ]
⊗
I
+
[ I 00 A ]
⊗
I
]−1
=
[
−
(∑
i
[
0 Bi
0 Yi
]
⊗
Zi
)
+
[ I 00 A ]
⊗
I
]−1
=

 I −∑i
Bi
⊗
Zi
0
A
⊗
I
−
∑
i
Yi
⊗
Zi


−1
=

 I −∑i Bi⊗Zi
(
A
⊗
I
−δY (Z)
)−1
0
(
A
⊗
I
−δY (Z)
)−1

 . (5.16)
That g(Z) =
(
A
⊗
I
− δY (Z)
)−1
is a well-defined function bounded on
D(A) follows by an argument similar to that in [7]. Thus
(
−δP (Z)
[ 0 00 I ]
⊗
I
+
[ I 00 A ]
⊗
I
)−1
=
[
− 1
2
i 0
0 (I−L0)−1
]
⊗
I
(
−δP (Z)
[ 0 00 I ]
⊗
I
+
[
I 0
0 i
I+L0
I−L0
]
⊗
I
)−1
=
[
− 1
2
i 0
0 1
2
(I−iA)
]
⊗
I
(
[ I 00 A ]
⊗
I
− δP (Z)
[ 0 00 I ]
⊗
I
)−1
(5.17)
is also a bijection from N ⊕D(A)→ H, and so we can apply inverses
to the left factor of the right-hand side of (5.14). Similar reasoning
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allows us to conclude that(
δP (Z)
[
2i 0
0 i(I+L0)
]
⊗
I
+
[
0 0
0 I−L0
]
⊗
I
)
=
(
δ(Z)
[
I 0
0 i
I+L0
I−L0
]
⊗
I
+
[ 0 00 I ]
⊗
I
) [
2i 0
0 I−L0
]
⊗
I
=
(
δP (Z)
[ I 00 A ]
⊗
I
+
[ 0 00 I ]
⊗
I
) [− 1
2
i 0
0 1
2
(I−iA)
]−1
⊗
I
(5.18)
as operators on H. Thus, upon combining (5.14), (5.17), and (5.18)
and pre- and post-multiplying by 2 and 1
2
, we have established
M(Z) =
[
−i 0
0 I−iA
]
⊗
I
(
[ I 00 A ]
⊗
I
− δP (Z)
[ 0 00 I ]
⊗
I
)−1
×(
δP (Z)
[ I 00 A ]
⊗
I
+
[ 0 00 I ]
⊗
I
) [
−i 0
0 I−iA
]−1
⊗
I
. (5.19)
Thus, we have shown that M is a type 4 resolvent, and therefore that
h has a Nevanlinna representation of type 4, i.e.
h(Z) =
a
⊗
I
+
v∗
⊗
I
M(Z)
v
⊗
I
.
The converse follows from the fact that the imaginary part of M4 is
positive as was remarked in Definition 5.7. 
5.3.2. Type 3.
Proof of Theorem 5.9: Type 3. (1) ⇒ (3): Follows from Theorem 5.3.
(3) ⇒ (2) is trivial.
(2) ⇒ (1): Suppose that condition (2) holds, that is h is a free Pick
function with
lim inf
s→∞
Im
1
s
h(isχ) = 0.
As a Pick function, h has a type 4 Nevanlinna representation, that is
there exist a ∈ R,H,N ⊂ H, operators A, Y on N⊥, an orthogonal
decomposition P of H and a vector v ∈ H such that
a
⊗
I
+
v∗
⊗
I
M(Z)
v
⊗
I
,
where
M(Z) =
[
−i 0
0 1−iA
]
⊗
I
(
[ 1 00 A ]
⊗
I
− δP (Z)
[ 0 00 1 ]
⊗
I
)−1
×(
δP (Z)
[ 1 00 A ]
⊗
I
+
[ 0 00 1 ]
⊗
I
) [
−i 0
0 1−iA
]−1
⊗
I
,
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For Z = isχ,
δP (Z) =
is
⊗
1C
,
so for s > 0, M(isχ) becomes
M(isχ) =
[
−i 0
0 1−iA
]
⊗
1
(
[ 1 00 A ]
⊗
1
−
is
⊗
1
[ 0 00 1 ]
⊗
1
)−1
×(
is
⊗
1
[ 1 00 A ]
⊗
1
+
[ 0 00 1 ]
⊗
1
) [
−i 0
0 1−iA
]
−1
⊗
1
=
[
−i 0
0 1−iA
] ([
1 0
0 (A−is)−1
])
([ is 00 1+isA ])
[
−i 0
0 1−iA
]−1
=
[
is 0
0 (1−iA)(A−is)−1(1+isA)(1−iA)−1
]
.
Now let v1 = PN v and v2 = PN⊥v. Then
h(isχ) =
a
⊗
1
+
v∗
⊗
1
M(isχ)
v
⊗
1
= a+
[
is 0
0 (1−iA)(A−is)−1(1+isA)(1−iA)−1
]
( v1v2 )
= a+ isv∗1v1 + v
∗
2(1− iA)(A− is)
−1(1 + isA)(1− iA)−1v2
= a+ is ‖v1‖
2 +
〈
(1− iA)(A− is)−1(1 + isA)(1− iA)−1v2, v2
〉
N⊥
.
To compute 1/s Imh(isχ), we find
1
s
Im
(
a + is ‖v1‖
2 +
〈
(1− iA)(A− is)−1(1 + isA)(1− iA)−1v2, v2
〉)
= ‖v1‖
2 +
1
s
Im
〈
(1− iA)(A− is)−1(1 + isA)(1− iA)−1v2, v2
〉
≥ ‖v1‖
2
by Corollary 2.7 in [7]. By hypothesis,
0 = lim inf
s→∞
1
s
h(isχ)
= lim inf
s→∞
‖v1‖
2 +
1
s
Im
〈
(1− iA)(A− is)−1(1 + isA)(1− iA)−1v2, v2
〉
≥ ‖v1‖
2 ,
and so v1 = 0. We claim that with the Hilbert space N⊥, the positive
decomposition Y of N⊥ given by the compression of the orthogonal
decomposition P to N⊥, the operator A on N⊥, the vector v2 ∈ N⊥,
and the real number a, we get that the compression of the type 4
representation to
N⊥
⊗
M
is a type 3 representation for h. Recall that
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(
A
⊗
I
− δY (Z))
−1 is a well-defined, bounded operator on Πd. Then
h(Z) =
a
⊗
I
+
v∗
⊗
I
M(Z)
v
⊗
I
=
a
⊗
I
+
v∗
⊗
I
[
−i 0
0 1−iA
]
⊗
I
(
[ 1 00 A ]
⊗
I
− δP (Z)
[ 0 00 1 ]
⊗
I
)−1
×(
δP (Z)
[ 1 00 A ]
⊗
I
+
[ 0 00 1 ]
⊗
I
) [
−i 0
0 1−iA
]−1
⊗
I
v
⊗
I
=
a
⊗
I
+
v∗
⊗
I
[
−i 0
0 1−iA
]
⊗
I
(
[ 1 00 A ]
⊗
I
−
∑ [ 0 Bi
0 Yi
]
⊗
Zi
)−1
×(∑ [Xi BiA
B∗i YiA
]
⊗
Zi
+
[ 0 00 1 ]
⊗
I
) [
i 0
0 (1−iA)−1
]
⊗
I
v
⊗
I
=
a
⊗
I
+
v∗
⊗
I

 −i⊗I 0
0
1−iA
⊗
I



 1 δB(Z)
(
A
⊗
I
−δY (Z)
)−1
0
(
A
⊗
I
−δY (Z)
)−1

×

 δX(Z) δB(Z) A⊗I
δB∗ (Z)
I
⊗
I
+δY (Z)
A
⊗
I



 i⊗I 0
0
(1−iA)−1
⊗
I

 v⊗
I
=
a
⊗
I
+
v∗
⊗
I

 −i⊗I −iδB(Z)
(
A
⊗
I
−δY (Z)
)−1
0
1−iA
⊗
I
(
A
⊗
I
−δY (Z)
)−1

×

 iδX(Z) δB(Z)
A(1−iA)−1
⊗
I
iδB∗ (Z)
(
I
⊗
I
+δY (Z)
A
⊗
I
)
(1−iA)−1
⊗
I

 v⊗
I
.
Since v1 = 0, we can compress the rather unwieldy operator resulting
from the multiplication to
N⊥
⊗
M
, which gives
h(Z) =
a
⊗
I
+
v∗2 (1−iA)
⊗
I
(
A
⊗
I
− δY (Z)
)−1 ( I
⊗
I
+ δY (Z)
A
⊗
I
)
(1−iA)−1v2
⊗
I
,
that is, h has a type 3 Nevanlinna representation. 
5.3.3. Type 2.
Proof of Theorem 5.9: Type 2. (1) ⇒ (2): Follows from Theorem 5.3.
(3) ⇒ (2) is trivial.
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(2) ⇒ (1): Suppose that for h ∈ Pd,
lim inf
s→∞
s Imh(isχ) <∞. (5.20)
This obviously implies that
lim inf
s→∞
1
s
Imh(isχ) = 0,
and so by Theorem 5.9 Type 3, there exist a,H, Y, A, and v so that h
has a type 3 representation. As
δY (isχ) =
is
⊗
1C
,
h(isχ) = a+ α∗(1− iA)(A− is)−1(1 + isA)(1− iA)−1α
= a+
〈
(1− iA)(A− is)−1(1 + isA)(1− iA)−1v, v
〉
H
.
Let νv,v = ν be the scalar spectral measure for A. Then for s > 0,
s Imh(isχ) = s Im
∫
1 + ist
t− si
dν(t)
=
∫
s2(1 + t2)
t− is
dν(t).
As s → ∞, the integrand increases monotonically to 1 + t2. Then by
(5.20) ∫
(1 + t2) dν(t) <∞,
and so by the Spectral Theorem〈
(1 + A2)v, v
〉
<∞,
which gives v ∈ D(A). Therefore, by Theorem 5.10, h has a type 2
representation. 
5.3.4. Type 1.
Proof of 5.9 Type 1. (1) ⇒ (3) follows from 5.3.
(3) ⇒ (2) is trivial.
(2) ⇒ (1): Suppose that
lim inf
s→infty
s |h(isχ)| <∞. (5.21)
As
lim inf
s→∞
s Imh(isχ) ≤ lim inf s→∞s |h(isχ)| ,
by Theorem 5.9 Type 2, h has a Nevanlinna representation of type 2,
that is there exist H, Y, A, and α ∈ D(A) such that
h(Z) =
a
⊗
I
+
α∗
⊗
I
(
A
⊗
I
− δY (Z)
)−1 α
⊗
I
.
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It remains to show that a = 0. For Z = isχ,
δY (isχ) =
is
⊗
1C
.
Then
h(isχ) = a +
〈
(A− is)−1α, α
〉
H
.
By (5.21), there must exist a sequence sn →∞ such that h(isnχ)→ 0.
But on this sequence,
Reh(isnχ) = a+
〈
A(A2 + s2n)
−1α, α
〉
→ a,
and therefore it must be the case that a = 0. Thus h has a type 1
representation.

References
[1] J. Agler. On the representation of certain holomorphic functions defined on
a polydisc. In Operator Theory: Advances and Applications, Vol. 48, pages
47–66. Birkha¨user, Basel, 1990.
[2] J. Agler and J.E. McCarthy. Global holomorphic functions in several non-
commuting variables. Submitted for publication, arXiv:1305.1636.
[3] J. Agler and J.E. McCarthy. Pick Interpolation and Hilbert Function Spaces.
American Mathematical Society, Providence, 2002.
[4] J. Agler and J.E. McCarthy. Norm preserving extensions of holomorphic func-
tions from subvarieties of the bidisk. Ann. of Math., 157(1):289–312, 2003.
[5] J. Agler and J.E. McCarthy. Distinguished varieties. Acta Math., 194:133–153,
2005.
[6] J. Agler, J.E. McCarthy, and N.J. Young. Operator monotone functions and
Lo¨wner functions of several variables. Ann. of Math., 176:1783–1826, 2012.
[7] J. Agler, R. Tully-Doyle, and N.J. Young. Nevanlinna representations in several
variables. Submitted for publication, arXiv:1203.2261.
[8] J. Agler, R. Tully-Doyle, and N.J. Young. Boundary behavior of analytic func-
tions of two variables via generalized models. Indag. Math. (N.S.), 23:995–1027,
2012.
[9] R. Ahlswede and P. Lober. Quantum data processing. IEEE Trans. Inform.
Theory, 47(1):474–478, 2001.
[10] J.A. Alcober, I.M. Tkachenko, and M. Urrea. Construction of Solutions of the
HamburgerLo¨wner Mixed Interpolation Problem for Nevanlinna Class Func-
tions. In Christian Constanda and M.E. Pe´rez, editors, Integral Methods in
Science and Engineering, Volume 2, pages 11–20. Birkha¨user Boston, 2010.
[11] T. Andoˆ. On a pair of commutative contractions. Acta Sci. Math. (Szeged),
24:88–90, 1963.
[12] J.A. Ball and V. Bolotnikov. A tangential interpolation problem on the dis-
tinguished boundary of the polydisk for the Schur-Agler class. J. Math. Anal.
Appl., 273:328–348, 2002.
[13] R. Bhatia. Matrix Analysis. Princeton University Press, Princeton, 2007.
[14] R. Bhatia. Positive Definite Matrices. Springer-Verlag, New York, 2007.
52 J. E. PASCOE RYAN TULLY-DOYLE
[15] K. Bickel. Differentiating matrix functions. Operators and Matrices, 7:71–90,
2013.
[16] Holger Boche and Eduard Axel Jorswieck. Optimization of matrix monotone
functions: Saddle-point, worst case noise analysis, and applications. In Proc.
of ISIT, 2004.
[17] C. Carathe´odory. U¨ber den Variabilitatsbereich der Koeffizienten von Poten-
zreihen, die gegebene Werte nicht annehmen. Math. Ann., 64:95–115, 1907.
[18] C. Carathe´odory. U¨ber die Winkelderivierten von beschraa¨nkten analytischen
Funktionen. Sitzunber. Preuss. Akad. Wiss., pages 39–52, 1929.
[19] H. Cartan. Se´minaire Henri Cartan 1951/2. W.A. Benjamin, New York, 1967.
[20] M.-D. Choi. Positive linear maps on C*-algebras. PhD thesis, University of
Toronto, 1972.
[21] J.B. Conway. A Course in Functional Analysis. Springer, New York, second
edition, 1997.
[22] R. Curto and L. Fialkow. Truncated K-moment problems in several variables.
J. Operator Theory, 54(1):189–226, 2005.
[23] K.R. Davidson. C∗-Algebras by Example. American Mathematical Society,
Providence, 1996.
[24] W.F. Donoghue. Monotone matrix functions and analytic continuation.
Springer, Berlin, 1974.
[25] F. Hansen. Operator monotone functions of several variables. Math. Inequal.
Appl., 6:1–17, 2003.
[26] G. H. Hardy and J. E. Littlewood. Some more theorems concerning Fourier
series and Fourier power series. Duke. J. Math., 2:354–382, 1936.
[27] G.H. Hardy. The mean value of the modulus of an analytic function. Proc.
Lond. Math. Soc., 14:269–277, 1915.
[28] Sigurdur Helgason. Differential geometry, Lie groups, and symmetric spaces.
American Mathematical Society, Providence, RI, 1978.
[29] J. W. Helton. Positive noncommuative polynomials are sums of squares. Ann.
of Math., 156(2):675–694, 2002.
[30] J.W. Helton, I. Kelp, and S. McCullough. Matrix convex hulls of free semial-
gebraic sets. In preparation, 2013.
[31] J.W. Helton, I. Klep, and S. McCullough. Proper free analytic maps. J. Funct.
Anal., 260(5):1476–1490, 2011.
[32] J.W. Helton, I. Klep, S. McCullough, and N. Slinglend. Noncommutative ball
maps. J. Funct. Anal., 257:47–87, 2009.
[33] J.W. Helton and S. McCullough. Convex noncommutative polynomials have
degree two or less. SIAM J. Matrix Anal. & Appl., 25(4):11241139, 2004.
[34] J.W. Helton and S. McCullough. A Positivstellensatz for non-commutative
polynomials. Trans. AMS, 356:3721–3737, 2004.
[35] J.W. Helton and S. McCullough. Every convex free basic semi-algebraic set
has an LMI representation. Ann. of Math., 176(2):979–1013, 2012.
[36] J.W. Helton, S. McCullough, and V. Vinnikov. Noncommutative convexity
arises from linear matrix inequalities. J. Funct. Anal., 240(1):105–191, 2006.
[37] G. Herglotz. U¨ber potenzreihen mit positivem, reellen teil im einheitskreis.
Ber. Verh. Sachs. Akad. Wiss. Leipzig, 63:501–511, 1911.
[38] Eduard Axel Jorswieck and Holger Boche. Majorization and Matrix Monotone
Functions in Wireless Communications, volume 3 of Foundations and Trends
FREE PICK FUNCTIONS 53
in Communications and Information Theory. Now publishers, July 2007. pp.
553–701.
[39] G. Julia. Extension nouvelle d’un lemme de Schwarz. Acta Math., 42:349–355,
1920.
[40] M.T. Jury, G. Knese, and S. McCullough. Nevanlina-pick interpolation on
distinguished varieties in the bidisk. J. Funct. Anal., 262:3812–3838, 2012.
[41] K. Lo¨wner. U¨ber monotone Matrixfunktionen. Math. Z., 38:177–216, 1934.
[42] D. S. Kaliuzhnyi-Verbovetskyi and V. Vinnikov. Foundations of Noncommu-
tative Function Theory. ArXiv e-prints, 2012.
[43] A. Kora´nyi. On some classes of analytic functions of several variables. Trans.
Amer. Math. Soc., 101:520–559, 1961.
[44] S. Krantz. Function theory of several complex variables. Wiley, New York, 1982.
[45] F. Kraus. U¨ber konvexe Matrixfunktionen. Math. Z., 41:18–42, 1936.
[46] K. Kraus. General state changes in quantum theory. Ann. Phys., 64:311–335,
1971.
[47] J. Lasserre. Global optimization with polynomials and the problem of mo-
ments. SIAM J. Optim., 11(3):796–817, 2001.
[48] R. Nevanlinna. Asymptotisch Entwicklungen beschra¨nkter Funktionen und
das Stieltjessche Momentproblem. Ann. Acad. Sci. Fenn. Ser. A, 18, 1922.
[49] Hiroyuki Osaka and Jun Tomiyama. Note on the structure of the spaces of ma-
trix monotone functions. In Kalle A˚stro¨m, Lars-Erik Persson, and Sergei D.
Silvestrov, editors, Analysis for Science, Engineering and Beyond, volume 6 of
Springer Proceedings in Mathematics, pages 319–324. Springer Berlin Heidel-
berg, 2012.
[50] S. Parrott. Unitary dilations for commuting contractions. Pacific Math. J.,
34:481–490, 1970.
[51] V.V. Peller. Hankel operators and their applications. Springer, New York, 2002.
[52] G. Popescu. Free holomorphic functions and interpolation. Math. Ann., 342:1
– 30, 2008.
[53] G. Popescu. Free pluriharmonic majorants and commutant lifting. J. Funct.
Anal., 255:891 – 939, 2008.
[54] G. Popescu. Composition operators on noncommutative Hardy spaces. J.
Funct. Anal., 260:906–958, 2011.
[55] M. Putinar. Positive polynomials on compact semi-algebraic sets. Indiana
Univ. Math. J., 42:969–984, 1993.
[56] F. Riesz and B. Sz.-Nagy. Functional Analysis. Dover, 1990.
[57] K. Schmu¨dgen. The K-moment problem for compact on semi-algebraic sets.
Math. Ann., 289(2):203–206, 1991.
[58] M. Singh and H.L. Vasudeva. Monotone matrix functions of two variables.
Linear Algebra Appl., 328(1-3):131–152, 2001.
[59] G. Szego¨. U¨ber orthogonale polynome, die zu einer gegebenen kurve der kom-
plexen ebene geho¨ren. Math, Z., 9(3-4):218–270, 1921.
[60] B. Szokefalvi-Nagy and C. Foias¸. Harmonic Analysis of Operators on Hilbert
Space. North Holland, Amsterdam, 1970.
[61] N.Th. Varopoulos. On an inequality of von Neumann and an application of the
metric theory of tensor products to operators theory. J. Funct. Anal., 16:83–
100, 1974.
54 J. E. PASCOE RYAN TULLY-DOYLE
[62] Dan-Virgil Voiculescu. Free analysis questions. I: Duality transform for the
coalgebra of ∂X:B. International Math. Res. Notices, 16:793–822, 2004.
[63] Dan-Virgil Voiculescu. Free analysis questions. II: The Grassmannian comple-
tion and the series expansions at the origin. J. Reine Angew. Math., 645:155–
236, 2010.
[64] J. von Neumann. Eine Spektraltheorie fu¨r allgemeine Operatoren eines
unita¨ren Raumes. Math. Nachr., 4:258–281, 1951.
[65] E. Wigner and J. v. Neumann. Significance of Lo¨wner’s theorem in the quan-
tum theory of collisions. Ann. of Math., 59(2):418–433, 1954.
