ABSTRACT In this paper, an error-tracking iterative learning control scheme is proposed for a class of nonlinearly parametric time-delay systems with initial state errors. The iterative learning controller is developed by Lyapunov approach. With a desired error trajectory constructed according to the given method, the robust control and learning control are synthetically applied to compensate for nonlinearly parametric time-delay uncertainties. While the closed-loop system operates, as iteration number increases, the controller can make system error perfectly follow its desired error trajectory over the entire time interval, by which, the system state can precisely track its reference signal in the pre-specified part of above-mentioned interval. Numerical results demonstrate the effectiveness of the proposed error-tracking learning control scheme.
I. INTRODUCTION
As an effective technique, iterative learning control(ILC) has been well developed for more than 30 years to tackle repeatable control tasks over a finite time interval [1] - [3] . In ILC design, systems utilize control information in the previous iteration(s) to learn and compensate those unknown iterationindependent uncertainties. ILC technique can be used in many circumstances where the dynamic system is difficult to model precisely, and perfect trajectory-tracking performance can be obtained through a certain number of iterations in spite of precise modeling. Nowadays, ILC has been widely applied in many industries including robotic manipulators, hard disk drives, servo control system and so on [4] - [11] .
In the last 20 years, Lyapunov-based ILC has attracted increasing attentions as adaptive ILC scheme is effective for the controller deign of uncertain systems. In [2] , a Lyapunov-like function, or the so-called composite energy function, is established to design the controller for parametric uncertain systems by using a difference learning law to estimate unknown time-varying parameters. In [12] , more complicated parametric uncertainties are considered, and a high-order internal model ILC approach is developed for nonlinear systems with time-iteration-varying parameters. Since nonlinearly parametric uncertainties and nonparametric uncertainties have lower assumption demands for system model than parametric ones, robust learning controls for systems with nonparametric uncertainties [13] or nonlinearly parametric uncertainties [14] have turned to be important issues in the filed of Lyapunov-based ILC. Besides, in recent years, researchers have investigated the learning control approaches when the learning period lengths [15] are unknown or iteration-varying [16] .
As a well known assumption in most ILC literatures, at each iteration, the initial state of the system should be reset to the beginning of reference signal, such that the initial system error is equal to zero. In traditional algorithms, on the premise of keeping the initial error being zero at each iteration, the system state, after sufficient iterations, can perfectly track its desired trajectory over the whole time interval, i.e., its tracking error is equal to zero from beginning to end. Otherwise, a slight initial system error will lead to the divergence of tracking error. In real industrial control systems, due to the limitations of actual engineering technology, precise initial resetting is almost impossible to be obtained, i.e., initial system state errors are often nonzero. To broaden the application fields in practical projects, researchers have studied ILC schemes for systems in the presence of random initial state errors for long. In contractionmap ILC area, some meaningful results have been achieved, such as initial impulsive compensation [17] , [18] , initial rectifying action [19] , average operator [20] , etc.. With the rapid progress on Lyapunov-based ILC in recent years, a few of solutions have emerged to solve initial problems of Lyapunov-based ILC [21] - [29] . Among them, time-varying boundary [21] and error-tracking mechanism [22] - [24] can be regarded as exclusive tools for the initial problem of Lyapunov-based ILC, with initial rectifying action a feasible initial-problem solution inheriting from contraction-map ILC [25] , [29] . Error-tracking ILC method has been initially proposed in [22] to deal with initial-position problem for a class of MIMO systems with parametric uncertainties. An error-tracking ILC scheme for nonparametric uncertain systems is investigated in [23] . Later on, in [24] , barrier Lyapunov function and error-tracking method are integratedly employed to design the ILC controller with state constrained for nonparametric uncertain systems.
On the other hand, time delay is an inherent characteristic of many practical systems, including rolling mills processes, networked control systems, chemical processes, paper manufacturing industry, traffic control systems and so on. Those time delays do harm to the performances of controlled systems, and even yield divergences in severe cases. Researchers in ILC area have studied the ILC design for time-delay systems since the early 1990s [30] - [32] . Up to now, the control design for nonlinear time-delay systems is still an important and practical topic. In [33] , Li et al. applied 2-D system theory based ILC techniques to design the controller for linear continuous systems with time delays. In [34] , Meng et al. investigated the control design for a class of time-delay linear continuous systems under non-identical initial condition, by employing 2-D system theory and initial rectifying action. Adaptive iterative learning control strategy is also used to deal with time delay. Li et al. [14] and Zhang et al. [35] respectively proposed Lyapunov-based ILC scheme for nonlinear parameterized systems with unknown time-varying delays in the presence of zero initial state error, while Chen presented the result of adaptive repetitive learning control [36] .
It is noted that the above-mentioned results address the nonlinearly parametric systems with time-delays under identical initial condition. However, in practice, few nonlinearly parametric systems operate under identical initial condition. To the best of our knowledge, there are very few results considering Lyapunov-based ILC for the nonlinearly parametric time-delays systems in the presence of nonzero initial state error. Hence, it is promising to explore Lyapunov-based ILC algorithms for filling the aforementioned gap between theory and application in ILC field, which further motivates the work of this paper.
In this paper, we present an error-tracking based adaptive ILC scheme for a class of nonlinearly parametric time-delay systems under non-identical initial condition, to meet the practical requirements in industries. The main contribution lies in: (1) a method of constructing desired error trajectory is proposed to overcome nonzero initial error; (2) a new Lyapunov−Krasovskii functional is constructed for system design, with a compensating mechanism of nonlinear parametric time-delay uncertainties being given; (3) the errortracking control technique is firstly used to control design for time-delay systems, enriching the theoretical knowledge of adaptive ILC and broaden the application filed of ILC.
The remainder of this paper is organised as follows. The problem formulation is presented in Section 2. Section 3 provides the construction method of desired error trajectory, together with control system design by using Lyapunov approach. The detailed convergence analysis are given in Section 4. Simulation results are shown in Section 5. In the end, Section 6 concludes this work.
II. PROBLEM FORMULATION
Let us consider a class of nonlinearly parametric time-delay systems which perform a given task repeatedly over a finite time interval [0, T ] as follows :
where
is the ith system state at the kth iteration, 
] is the unknown time delay, g(t) > 0 is the unknown time-varying gain of the system input and u k ∈ R R R is system input.
We assume that the dynamic system satisfies the following assumptions.
Assumption 1: For any ζ ζ ζ 1 ∈ R R R n and ζ ζ ζ 2 ∈ R R R n , there exists an unknown smooth function h(θ, t) > 0, satisfying
1 − η ≤ −1. The control objective is to make system state x x x k (t) track its desired trajectory
In order to achieve the above-mentioned control objective, our control strategy is to make e e e k (t) follows e e e * k (t) = [e * 1,k , e * 2,k , · · · e * n,k ] T over the full interval [0, T ], by which we can get x k (t) precisely track x d (t) during t ∈ [t δ , T ] with t δ a predetermined point during (0, T ). Here, e e e * k is a special family of curves with attenuating characteristics, whose detailed construction method will be introduced in the next section.
For simplicity of notation, we respectively abbreviate f (x x x k (t − τ (t)), θ(t), t) and ϕ ϕ ϕ(x x x k , t) to f k (t − τ (t)) and ϕ ϕ ϕ k , and omit arguments sometimes when no confusion arises. Throughout this paper, we denote · the Euclidean norm.
Remark 1: Iterative learning control has been widely used in batch chemical processes [32] . However, nonlinear batch processes with state delay are often encountered in chemical engineering [37] , and the existence of time delay may degrade the performance of controlled systems inevitably. Therefore, it is of both theoretical and practical importance to propose an iterative learning control scheme for batch processes with time delay.
III. CONTROL SYSTEM DESIGN A. CONSTRUCTION OF DESIRED ERROR TRAJECTORY
Here, let us construct the desired error trajectory e e e * k (t). We choose e * 1,
during t ∈ [0, t δ ). The coefficients in (3) are chosen as
Here e n+1,k (t) denotesė n,k (t) in equation (5), with e n+1,k (0) = 0. Also, we take e * i,
It can be seen that the desired error trajectory, constructed according the above-mentioned construction method, has the following properties:
1) e e e * k (t) = e e e k (t),
where, e * n+1,k (t) ė * n,k (t). Because e e e * k (t) = 0 0 0 during t ∈ [t δ , T ], e e e k (t) perfectly follows e e e * k (t) over [0, T ] means that x x x k (t) precisely tracks x x x d (t) during [t δ , T ].
B. DESIGN OF CONTROLLER
Let us define two variables z z z k (t) = e e e k (t) − e e e *
From (8), through direct calculating, we can get
Let
where φ > 0, sat · (·) is defined as follows:
whereā represents the bound. Whileā = 1, we denote sat a (â) briefly by sat(â). According to the definition of z z z k and (2), we have
Then, from (9) and (12), we havė
where c c c
To investigate the learning properties for time-delay systems, the following lemma is used: Lemma 1: When |s k | > φ, the variables s φk and z z z k satisfy the following inequality:
with λ ρ = 1 + t A e t A ,
Proof: When |s k | > φ, from (12) and (13), we can asserṫ
with
Calculating the definite integral of (16) from 0 to t yields
Taking the norm · on both sides of (17), we can obtain
by the Bellman−Gronwall Lemma. Then, it is easy seen that
Calculating the definite integral on both sides of (19) from 0 to t yields
Taking the time derivative of Lyapunov function (20) with µ > 0, we havė
when |s k | > φ. By Assumption 1, we have
From (21), (22) and Assumption 2, it follows thaṫ
Since
with β β β = 1 0
∂f (x x x d (t−τ )+ωe e e * k (t−τ ),θ,t) ∂x x x dω, from (23), we can obtaiṅ
+ s φk β β β T e e e * (t − τ ).
By Assumption 1, now (24) becomeṡ
Calculating the definite integral in the two sides of equation (25) from 0 to t, we assert
According Lemma 1, we can see (27) It should be noted that the variable g −1 β β β T e e e * (t−τ ) is bounded. We write ρ for the upper bound value of g −1 |β β β T e e e * (t − τ )|, and define
Then, substituting (27) into (26) yields
On the basis of (28), we design the control law as
and the learning law as
IV. ANALYSIS OF CONVERGENCE PROPERTY
The main result of the closed-loop system is summarized in the following theorem. Theorem 1: For the system (1) with initial state errors and control law proposed as (29) and two learning laws as (30) and (31), all system variables are guaranteed to be bounded in each iteration. Moreover, as iteration number increases, it is ensured that
and
holds.
Remark 2:
We can choose a proper to ensure the required control precision. (32) means system error perfectly can precisely track its desired error trajectory within predetermined precision over [0, T ], and (33) means the system state can precisely track its reference signal within predetermined precision over [t δ , T ].
Proof: Part A: Difference of Lyapunov Functional Choose a Lyapunov functional at the kth learning iteration as (29) with (29) yields
While k > 0, applying (35) , the difference of L k (t) between two adjacent iterations is taken as
According to (30) , by the formula
Therefore, it follows from (36) and (37) that
Similarly, according to (31),
From (38) and (39), we assert that
Part B: Boundedness of L 0 (t):
In the following part, we will show L 0 (t) < +∞, ∀t ∈ [0, T ]. Differentiating
with respect to t, we can obtaiṅ
by (25) and (29) . Since 
we can geṫ
from (42). Then, it can be seen that once
occurs,L 0 (t) < 0 will hold. Hence, |s φ0 (t)| < +∞ holds for any t ∈ [0, T ], which means
Now, combining (40) with (47), we can conclude that lim k→+∞ s φk = 0 according to the convergence theorem of sum of series, which implies
From (48), we can further conclude [38] |z
Owing to e e e * k (t) = 0 0 0, ∀t ∈ [t δ , T ], according to (49), we can seen that
By (40), it is obvious that s φk is bounded, and the boundedness of p p p k and ρ k are guaranteed by the saturation functions. Then, it is easily to obtain that other signals are bounded.
Through constructing proper desired error trajectory, and choosing an appropriate positive number 2 , we can get precise trajectory-tracking performance during [t δ , T ].
V. ILLUSTRATIVE EXAMPLE
Consider the following nonlinear batch process [37] :
where g(t) = 1 is assumed to be unknown,
is a random number, τ (t) = 0.5 − 0.2 sin 2 t denotes the unknown time-varying delay, and we have τ max = 0.5 andτ (t) ≤ 0.4 are known as prior knowledge. We can easily verify that the uncertainty e −0.3 x k (t−τ (t)) + 0.5x k (t − τ (t)) satisfies Assumption 1. The control goal is to make e k (t) = x k − x d follow e * k (t) over [0, T ], i.e., to make the state x k precisely track reference trajectory x d = cos(π t) during [t δ , T ]. We construct the desired error trajectory e * k (t) = a 0 + a 1 t + a 2 t 2 + a 3 t 3 according to the given method in section III with n = 1, t δ = 0.4, T = 5, a 0,k = e k (0), a 1,k = 0 and Fig. 1 shows the trajectory of the system state at 30th iteration. It is observed that x follows its reference trajectory x d during [t δ , T ]. The system tracking error at the 30th iteration is indicated by the curve ilc1 in Fig.2 , while Fig. 3 shows the profile of control input signal over [0, T ] at this iteration. In Fig. 4 , it is shown that the variable
t)| approaches to zero as iteration number increases, which means e k (t) can follow e * k (t) over [0, T] after sufficient iterations.
For comparison, we have also performed the simulation based on the open-loop PD-type learning algorithm with a forgetting factor [37] , i.e., applying the following ILC controller
with u 0 = 0.2, λ f = 0.2 to the system (51). The curve ilc2 depicts the profile of state error at the 30th iteration. By comparing ilc1 with ilc2, we can see that the error-tracking ILC scheme proposed in this paper has better control performance. Clearly, the simulation results verifies the effectiveness of our proposed control scheme.
VI. CONCLUSION
In this paper, iterative learning control for nonlinearly parametric time-delay systems under non-identical initial condition is explored. The controller is developed by using Lyapunov approach. A construction method of desired error trajectory is proposed to relieve the inconvenience of nonzero initial system state error in control design. Uncertainties and time delays are compensated according to robust learning control. Through making system error perfectly follow its desired error trajectory over the entire time interval, we obtain the result that system state precisely tracks its reference signal in the pre-specified part of above-mentioned time interval. A simulation example in the end further verifies the theoretical results. The proposed control scheme extends the applications of iterative learning control in industries. 
