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Given fE C(f), the growth of the strong unicity constant M,(f) for changing 
dimension is considered. Under appropriate hypotheses it is shown that 
2n + 1 < M,(f) Q /3n2. Furthermore, relationships between certain Lebesgue 
constants and M,(f) are established. 
1. INTRODUCTION 
Let C(X) denote the space of real valued, continuous functions on the 
compact set X, and let P “+, E C(X) be a Haar subspace of dimension n + 1. 
Denote the uniform norm on C(X) by /) . j]. 
For each fE C(X), with best approximation B,(f) from P,, , , there is a 
constant r > 0 such that for any p E P,, , 
IIP - ~,V)ll G rW- PII - llf- ~AfIl). 
This inequality is the well-known strong unicity theorem ] 17). 
(1.1) 
DEFINITION 1. The strong unicity constant M,(f) is the smallest 
constant r > 0 such that (1.1) is valid for all p E P,+ , . 
For example, if P, + , = ZZ,, the space of polynomials of degree at most n. 
then M,(p) = 1 if p E I7, and M,(q) = 2n + 1 if 4 is a polynomial of degree 
exactly n + 1 ]6,9]. 
* Part of the research for this paper was effected while this author was a visiting professor 
at Old Dominion University, August 1979-July 1980. 
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Several recent [ papers 1, 2, 4, 6, 9-l 1, 14, 18, 221 have been written on 
the subject of the dependence of M,(f) on J n, and the domain X. In 
particular, Ref. [4, 9, 10, 18, 221 examine the behavior of the sequence 
(1.2) 
Henry and Roulier [lo] have conjectured that (1.2) is bounded if and only if 
f is a polynomial. References [4, 9, 221 all, to some extent, consider this 
conjecture. 
The following definition is given in [9J: 
DEFINITION 2. Let fE C(X), and suppose there exist positive constants 
a and /I, a natural number N, and a positive real valued function c with 
domain the natural numbers satisfying 
at(n) GM,(f) ,< lw) for all n > N. 
Then M,(f) is said to be of precise order c(n). 
(1.3) 
Henry and Huff [9] established for f(x) = l/(x -a), u > 2, x E I-1, 11, 
that M,(f) is of precise order n. This is the first example of a non- 
polynomial function for which the precise order of M,(f) is known. 
In the present paper the authors establish bounds on the order of growth 
of M,(f) for certain classes of functions. 
Furthermore, relationships between M,(f) and the classical Lebesgue 
constant [ 191 are established. 
2. PRELIMINARIES 
Throughout the remainder of this paper the domain of approximation X 
will be the interval I = [-1, 11. 
Let fE C(Z) - Pit+, . Then it is known [l] that 
M?Lf > = 
i paP”+, xeE”+ I(f) Sgn %(f)(x)P(x) 1 -I 
inf max (2-l) 
,lpl’= 1 
where e,,(f) =f- B,,(f) and 
En + ,(f> = Ix E 1: I e,(f>(x>l = II e,(f>ll~~ (2.2) 
Hereafter P,, , = I7,. rlYhe following three theorems are utilized in the subse- 
quent analysis. 
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THEOREM 1 (Cline [6]). Let fE C(Z) -Z7,, and let {x,}::: be a 
Chebyshev alternation for e,(f). Define qin E Z7, by qi”(X,) = sgn e,(f)(x,) 
f or k = 0, l,..,, n + 1, k # i, and i = 0, l,..., n t 1. Then M,(f) < 
max O<i~n+l~ll~inlO~ 
This theorem is extended in [lo] where it is noted that if e,(f) has exactly 
n + 2 extreme points, then 
(2.3) 
THEOREM 2 (Rowland 1211). Let fE C[-1, 11, f” E C(-1, l), and 
f’“t”(x)#OforxE[-1,1].Alsolet-1=x,<x,<~~~<x,<x,+,=1be 
the ordering of E,, ,(f ). Then 
(a) if f (‘+ ‘) is positive and strictly increasing on I, then 
=k cx, (<k, k = 1, 2 ,..., n, 
and 
(b) iff(“+‘) is positive and strictly decreasing on I, then 
tk-, (xk<zk, k = 1, 2 ,..., n, 
where 
zk=cos (‘i:T”)r and r,=cos (q) 7~. (2.4) 
Theorem 2 is a special case of Theorem 3.3 in [21] and ensures for a 
certain class of functions that the extreme points of e,,(f) are separated by 
the extreme points of the Chebyshev polynomials T, and T,,+ 1 of degrees n 
and n + 1, respectively. 
THEOREM 3 (Bartelt and Schmidt [4]). Zf fE C(Z) - ZZ,, then 
W,(f) = ,“E;x Ill PII: w e,(f )(-4 P(X) < 1 for x E 4, ,(f )I. (2.5) 
” 
3. THE ORDER OF GROWTH OF M,(f) 
For any ahernant {x,, ..., x, + 1 } c E, + ,(f ), define Q, + , E II, + , by 
Qn + I Cxi> = w e,U>(xih i = O,..., n + 1. (3.1) 
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LEMMA 1. Let {x0 ,. x1 ,..., x,+ 1 } be an alternant for e,,(f). DeJine 
{gin}?&’ as in Theorem 1. Then 
II+1 
qin(X)=Qn+l(~)-an+~ II (x-xj)~ 
j=O 
j+i 
(3.2) 
i = 0, I,..., n + 1, where anfl is the coeflcient of x”+ ’ in Q, + , . 
The proof of Lemma 1 follows immediately from the definition of gin in 
Theorem 1 and (3.1). 1 
THEOREM 4. For n > 1 let f(“+*) E C(Z) and suppose f’“+“(x) . 
f’“+“(x) # 0 on I. Then 
maxIl190,11~l19,+~,,IIl > 2n + 1 
and thus 
M,df) > 2n + 1. 
Proof. First assume f’“+“(x) . f’“+*‘(x) > 0 on I. By replacing f with 
(-f) if necessary we may assume that f (“+ l)(x) > 0 on I. Let g(x) = 
a n+1 xn+ ‘, where a,, + , is defined in Lemma 1. Clearly 
II4gll = II g - Udll =E$$- llr,+,(i=+. 
But then (3.1) and the theorem of de LaVallCe Poussin [5, p. 771 imply that 
Ile,(g>ll >oGy&+, lQn+,(xi>l= 1. 
This inequality now implies that 
la n+*l22”* 
Theorem 2 (part a), Lemma 1, and (3.3) imply that 
Iso, = Q,, ,(-I) - a,, , i’i (-1 -xi) j 
.i= I
> 2” rl (1 + Xj) - 1 
j=l 
(3.3) 
=2n+ 1. 
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Similarly if ftn+ ‘) (x) . f”‘+*‘(x) < 0 on I then an application of 
Theorem 2 (part b) yields 
I4 n+l,nU)l > 2n + 1. 
The conclusion of the theorem follows from (2.3). I 
In light of the analysis given in [9] for f(x) = l/(x - a), a > 2, x E I, the 
order of the lower bound given in Theorem 4 is sharp. 
LEMMA 2. Let f E C”(Z) and suppose that there exists CJ constant a such 
that for all n suflciently large 
(3.4) 
Then 
(4 llqonll and llqn+,,nll are both of order n; 
and 
W maxill qon IO Ilh ,,+,,,[I} is of precise order n, where qon and qn+l,n 
are defined as in Theorem 1. 
Proof Assume f("+" (x) . f’“‘*‘(x) > 0 on Z and (3.4). Then by the 
definition of qon 
for some v E (-1, 1). Thus by the 
order n if and only if 
I f’“‘%) 
I (n + V II G.f)ll 
proof of Theorem 4 I] qonII is of precise 
r (X-Xi) ( = O(n). 
i=l 
(3.6) 
By replacing f by (-f) if necessary we may assume that f (nt "(x) > 0 on I. 
Since for some C E Z, )] e,(f )]I = ) f (” + “(c)/2”(n + l)! ( [ 16, p. 781, hypothesis 
(3.4) implies the left side of (3.6) is bounded by 
!I+1 
(l/a)2” n IX-Xii. 
i=l 
(3.7) 
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If x E [-1,x,], then (2.4) implies that 
n+l 
(l/a) 2” 11 IXexil < (lla> 2” (1 Ix-til lx- l/ 
i=l i=l 
< (2/a)? (X - I)2 
<K,n. 
If x E [x,, 11, then again using (2.4), 
tlfl 
(l/a) 2” 11 IX-Xi/ < (l/a) 2” fi IX-Zil IX- 11 
i=l i=l 
< (l,a) I Tit+ *(xl 2 
. n+l Ix-11 
FinallyifxE(xj,xj+,)for I<j<n-1,then 
IIt1 
(l/a)2” n IX-Xi1 < (l/CZ) 2” /I Ix-C-11 fi Ix-til lx- ‘I 
i=l i=l i=jt 1 
=t21a) lx-(,1 
I rl(x)l Ix2 _ 11 
= (2/a)( l/n) I( 1 - r”) T;(z) - 22TL(t)l 
= WWl4 I C(4 + ~‘~&I 
< K,n. 
Therefore for all x E I 
(l/a) 2” JJ (X-Xi/ <Kn 
i=l 
for some positive constant K independent of n. Consequently ((qon(l is of 
precise order n. Next as in (3.5) 
4 n+lddX’= 
e,(f)(x) f (?l+ vi) 
fi (x -Xi), 
Ildf>ll - (n + 111 Ile,V)ll i=O 
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for some qE (-1, 1). A minor modification of the argument below (3.6) 
shows that 
f’“+“m T’I (x-xi) / 
(n + V Ikdfll i=. 
(3.8) 
is of order II and consequently l(qn+,,n(( is O(n). 
Since no Chebyshev extreme points separate x, and x,+ I under the 
assumption that f’““‘(x) . f’“+“(x) > 0 on I, the arguments utilized to 
establish that the precise order of J1qO,,ll is n do not extend to (lqn+ l,nlj. 
Similarly if ffn+ “(x) . f’“+*‘(x) < 0 on I, then the theorem follows from 
interchanging the roles of qon and qn+,,, and then following a parallel 
argument o that used above. I 
The next theorem provides asymptotic estimates to M,(f) for a class of 
functions in C(Z). 
THEOREM 5. Under the hypothesis of Lemma 2 there exist positive 
constants K, and K, such that 
K, n < M,S.f > < K2 n2. (3.9) 
Proof. First note for 0 < i, j < n + 1 that 
(Xi -X,/I Q,+ I(X) = (X-X,) qin(X) - (X-Xi) Qtn(Xh x E z, (3.10) 
follows directly from (3.2). Furthermore (3.4) implies that f(“+ “(x) # 0 on Z 
and thus -1 =x0 <x, < .a. <x,+, = 1 are the extreme points for e,,(j). 
Therefore, letting i = 0 and j = n t 1 in (3.10) we obtain 
2Q,t,(x)= (x+ l>qo,,(~)-(x- WL+&)~ x E I. (3.11) 
Equation (3.11) and Lemma 2 imply that 1) Q,, r 1) is O(n). Equation (3.10) 
implies for x # xi that 
q 
in 
(x) = cx2 - ‘1 q”+ 
2 
(x) 
n+1 7 
for i = l,..., n. Therefore, since q n+ *,ntxi) = 40nCXi) = sm e,df)(xi)3 
i = 1, 2,..., n, the mean value theorem implies that 
qinCx) = Cx[S nt LnK) - c7onKJl 
+ <c - m’n+Ln(cx) - 4bn(t;,>lG> 
+ Q,, I(x), for i=l,2 ,..., n. (3.12) 
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Since qn+ I,n and q,,n are both O(n), the middle term on the right side of 
(3.12) is O(n’) [15, p. 391. Therefore (3.12) and (3.11) imply that 
II 4in II = o(n’>~ for i = 1, 2 ,..., n. (3.13) 
Thus Lemma 2 and (2.3) imply (3.9). m 
EXAMPLE 1. Let f,(x) = eax for any real a, and let f2(x) = 
cos x/2 + sin x/2. Then Theorem 5 applies to these functions and (3.9) is 
valid for both fi and f,. 
Hypothesis (3.4) restricts the class of functions to which Theorem 5 is 
applicable; however, such constraints which locate the extreme points of the 
error function e,(f) = f - B,(f) are essential in estimating M,(f). 
In Section 3 of [lo] a function f is constructed for which 
M,,(f) 2 2ni/2, i = 1, 2,..., 
where {ni}z, is an increasing sequence of nonnegative integers. Theorem 5 
shows that for the defined class of functions the growth of M,(f) cannot be 
so dramatic. 
4. LEBESGUE AND STRONG UNICITY CONSTANTS 
In the present section we establish relationships between certain strong 
unicity constants and corresponding Lebesgue constants. 
DEFINITION 3. Given any n + 1 distinct points (Xi~;=o the corresponding 
Lebesgue function A,(x) is defined by 
where 
L,(x) = J;iz> i = O,..., n 
J 
j*i 
are the standard Lagrange polynomials determined by {x~)~=~. The Lebesgue 
constant A,, is defined by 
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For a discussion of Lebesgue constants see [ 19, pp. 87-1011. Theorem 6 
(below) shows that the strong unicity constant, for any function whose error 
curve e,(f) has exactly it + 2 extreme points, equals the largest of the 
Lebesgue constants determined by the point sets obtained by omitting one 
point at a time from E,+,(f). 
First we state a lemma bounding M,(f). A proof of Lemma 3 below is 
essentially contained in [8], and the lemma is a special case of a lemma 
stated in [ 13, Lemma 11. For completeness we do include a short, explicit 
proof of Lemma 3. 
LEMMA 3. Let fc C(Z) - ZZ, and let &n + , = {x, ,..., x,+ 1 } be an 
alternant for e,( f ). Furthermore let ,I{ + , denote the Lebesgue constant for 
the set dn+, - (x,} for j= 0, l,..., n + 1. Then 
(4.1) 
Proof. First note that qj,(x) = CyTb, i+j sgn e,(f )(xi) L!(x) for 
j = 0, I,..., n + 1, where qj, is defined as in Theorem 1, and where 
n+1 
Lb)= ,co sy 
i = 0, l,..., n+ l,i#j, 
I I 
l+i,i 
are the Lagrange polynomials determined by the set SB,, , - {xj}. Thus 
II qjnll < Ai+ 1, for j = 0, l,..., n + 1. Therefore by Theorem 1 
M,(f)< max A:+,. I 
O<j<n+ I 
THEOREM 6. For f E C(Z), suppose that E,, l(f) contains exactly n + 2 
points {x,}~~~. Let Ai+, denote the Lebesgue constant determined by Ej,+ , = 
E,+,(f)- {xj}, j=O,...,n+ 1. Then 
M,(f)= max J.{+,. OSi<n+ 1 (4.2) 
ProoJ Let Tj be a point in Z at which AL’,, I = ]A;+ r(fj)l, and define pi, by 
n+l 
p’,(X) = 1 sgn L{(fj) L{(X) for x E I. (4.3) 
i=O 
izj 
As usual e,(f) = f - B,(f). If sgnp’,(fj) e,df>(xj) > 0, define Esj,(x) = 
--&(;)f”f; x E I; otherwise define pi(x) =p’,(x) for ,x E I. Then I] Z$ ]I = 3;‘,+, 
3 1 ,..., n + 1. Also from (4.3) IjJ,(xk) = fsgn L$(fj) for 
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k = 0, l,..., n + 1, k # j. Furthermore, the construction above ensures that 
&(x,) sgn e,(f)(xj) < 0. Therefore 
Pi E 1~ E fin: w e,(f)(x>Ax) G 1, x E E,, I(f>l. 
Hence Theorem 3 implies that 
Consequently 
ll~ll GM”df1 for j = 0, l,..., n + 1. 
max Ai+, < JffA.0. 
O<j(n+l 
(4.4) 
An application of Lemma 3 completes the proof of this theorem. I 
The following theorem relates the strong unicity constant M,(f) to A,+ 1, 
the Lebesgue constant determined by all of 
THEOREM 7. Let f E C(I), let E,, ,(f) contain exactly the n + 2 points 
x0 <x, < .a. <x,+, and let A,,+, be the corresponding Lebesgue constant. 
Then 
and 
(9 IIQ,+,II G x "-, M"df> (4.5) 
PI+1 0 
(ii) A”,,< x 
( 
“, +l)M.lf), 
n+l 0 
where Q,, 1 is defined as in (3.1). 
ProoJ First let a, + 1 denote the coefficient of x”+’ in Q,, 1. Since 
Q,+,(X) = F’ w eAf)W jfj ($E$) 
i=O 
j+i 
then 
n+1 sgn df)W a If+1 = ,zo 17j:=+;,jzi (xi-xj)’ 
Furthermore since sgn n;Jb, j+ i (xi - xj) = (- 1)” -it ’ then 
la 
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Next by (3.10) 
Q 
nil 
(x)= (X-Xo)40n(X)-(X-X"+1)4n+,,n(X) 
X nt1 - x0 
(4.7) 
Therefore 
IIQ,,,ll G x 4mx maxlllqonII~ llqntl,nlll 
n+l 0 
4 
< 
X 
M,(f 1, 
ntl -x0 
Also 
j+i 
n+l 
jti 
= my I Qn+ 1(x> - qin(X)l 
~IIQ,t~ll+m~xII~inll 
4 
< 
X nt1 - x0 
Remark. If x, + , - x0 > 6 > 0 for all n then (4.5) and (4.6) of Theorem 7 
can be replaced by 
(9 IlQ,+,lI 6$M,(S) 
and 
Furthermore if x0 = -1 and x,+ , = 1 then by (4.7), Q,, 1(x) is a convex 
combination of qon(x) and qn+ l,n (x), and thus (4.5) and (4.6) can be further 
improved yielding the following : 
640/31/2-l 
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COROLLARY. Let fE C(Z) and let E,, 1 contain exactly the n + 2 points 
-~=x,<x,<~~~<x,+,=~. Then 
0) /I en+, II < ~,(f> 
and 
A comparison of Theorem 6 and the remark after Theorem 7 reveals the 
following observation : for functions satisfying the required hypotheses, the 
maximum of the Lebesgue constants obtained by removing one point at a 
time from the extremal set E,+,(f), g rows at least as fast as the Lebesgue 
constant determined by all of E,+lff) as n tends to infinity. 
The following example show that the orders of growth of M,(f) = 
max,Gjc,+, Ai+, and &,+i may differ significantly. 
EXAMPLE 2. Let f be a polynomial of degree exactly N + 1. If approx- 
imation is from n,, then as previously noted, M,,,(f) = 2N + 1. The extremal 
set EN+,Gf) for th e error function e,(J) consists of precisely the N + 2 
extreme points of TN+ 1. Therefore the precise order of L,, ,is log(N + 1) [ 71. 
Thus the orders of M,(f) = maxo, jGn+, Ai+ i and 1, + i may differ 
significantly. 
5. OBSERVATIONS AND CONCLUSIONS 
In the preceding sections the growth of M,(J) for certain fE C(Z) is 
examined. Explicit relationships between strong unicity constants and 
Lebesgue constants are established. Furthermore, bounds on the rate of 
growth of M,,df) are developed. 
It would be desirable to establish the precise order of M,(J) for functions 
satisfying the hypothesis of Theorem 5. It would also be of interest to find 
classes of functions for which M,,(f) and A,+ i are of the same precise order. 
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