We explore connections between the approach of solving the rational interpolation problem via resolutions of ideals and syzygies with the standard method provided by the Extended Euclidean Algorithm. As a consequence, we obtain explicit descriptions for solutions of "minimal" degrees in terms of the degrees of elements appearing in the EEA. This allows us to describe the minimal degree in a µ-basis of a polynomial planar parametrization in terms of a "critical" degree arising in the EEA.
Introduction
Let K be a field, l, n 1 , . . . , n l positive integers, n := n 1 + · · · + n l , and (x i , y i,j ) ∈ K 2 , for i = 1, . . . l, j = 0, . . . n i − 1 (1) with x i = x j if i = j. An interpolating rational function associated to this data is a function y(x) ∈ K(x) satisfying y (j) (x i ) = y i,j , i = 1, . . . l, j = 0, . . . n i − 1.
(2) In particular, we are requiring that the rational function y(x) is defined on all the points x i , i = 1, . . . , l.
The rational interpolation problem asks to describe all the rational functions verifying (2) . Note that in principle the well known interpolating polynomial associated to the data (1) is always a solution of (2) , so this problem is always solvable. Are there more solutions? How many? Can we "parameterize" them? Is there a "minimal" or "compact" solution?
The rational interpolation has been well studied in the last centuries, with references going back to the mid 1800's ( [5, 14, 13] ). In the last decades, the interest in this problem focused in more algorithmic and computational aspects due to the increasing growth of these areas of research and applications: see for instance [15, 10, 18, 4, 16] and the references therein. A unified framework, which relates the rational interpolation problem with the Euclidean Algorithm, is presented in [2] , and also in the book [17, Section 5.7] , where it is called called rational function reconstruction. There are also explicit closed formulae in terms of the input data that can be derived by operating with symmetric operators or subresultants, see [11, 8] .
In this paper, we focus on the possible degrees that a solution of (2) can have, and detect the minimal of these degrees in optimal time. To be more precise, a degree for a rational function y(x) = a(x) b(x) , with coprime a(x), b(x) ∈ K[x], can be defined, among others, as Fixed one of these degrees, we say that γ ∈ N is an admissible degree if there exists an interpolating function of degree γ. A natural question to ask is which numbers are admissible degrees, and in particular to characterize the smallest of them. A minimal solution of the rational interpolation problem is a solution of minimal degree. Also, it is of interest to parameterize all the admissible rational functions. For instance, for the data x 1 = 0, y 1,0 = −2 x 2 = 2, y 2,0 = 6 x 3 = −1, y 3,0 = −3 x 3 = −1, y 3,1 = 3, it turns out that its δ-minimal degree is 2 and the fractions −2−3λx 2 −x 2 3 +1−λx define the minimal interpolating functions for any λ ∈ K, λ = − 1 6 , − 2 3 . Moreover, the interpolating functions y(x) = a(x) b(x) with δ(y(x)) = δ > 2 can be parameterized as
provided that the denominator does not vanish. This example appears in [2, Example 3.8a], see also Example 3.11 for details on these calculations.
The problem of describing the admissible degrees for the interpolation problem was tackled in [1] for δ and, in [2] for κ. The main tool in the first mentioned paper is a divided-differences matrix, whereas the latter uses the Euclidean Algorithm to solve this problem. Later, in [3] the solutions of the classical (i.e. when n i = 1 ∀i = 1, . . . , l) rational interpolation problem were given as the kernel of a matrix encoding the data of the problem. In [12] this matrix was homogenized, and the numerical invariants of a minimal free resolution of its cokernel used to tackle the problem.
In this paper, we connect the results obtained in [12] via resolutions of ideals and syzygies with the now standard and fast approach given by the Extended Euclidean Algorithm. As a consequence, we give explicit descriptions for both δ and κ minimal degrees in terms of the degrees of elements appearing in the EEA. Of course if one is interested in a "fast method" to solve any instance of the interpolation problem, the EEA is the most efficient tool available, and any improvement in dealing with this problem will also get translated into a faster algorithm to solve the EEA. In this sense, the two situations (solving the rational interpolation problem and computing the EEA of two polynomials) are equivalent from an algorithmic and complexity point of view. But this is not our focus. We are interested in exploring connections with syzygies and free resolutions because in the last decades the latter tools have been used to deal with other kind of geometric problems like implicitization of rational parametrizations, or the description of some invariantes associated to them. Hence, any dictionary between these methods brings the potential of shedding some light to situations different than the rational interpolation problem per se. As an example of this, in Section 4 we obtain a simple description of the value of "µ" for a µ-basis of a polynomial plane parameterization. This also shows that one can compute both µ and the µ-basis in considerable fast time. It would be interesting to explore whether this result can be generalized for any rational parametrization, as it would reduce the complexity of computing µ and µ-bases considerably. For the latest state of the art in this area, see [9] and the references therein.
We also treat with our methods the Hermite rational interpolation problem, which consists in, for a given d ∈ N, 0 ≤ d < n, decide if there exist, and if so compute, polynomials a(x), b(x) of degrees bounded by d and n− d− 1 respectively, such that a(x) b(x) interpolates the data (see [6] for more on this problem). This is done at the end of Section 5.
The paper is organized as follows: in Section 2 we review some basics on the Hermite interpolating polynomial and the Euclidean Algorithm. In Section 3, we introduce the language of syzygies which help us obtain a "minimal basis" associated to the rational interpolation problem. We show in Theorem 3.7 -which is a generalization of [3, Theorem 2.11] to the case of interpolation with multiplicitiesthat these minimal bases allow us to make the δ-minimal degree explicit. Then we turn to make even more explicit this invariant by means of the EEA. This is the content of Theorem 3.10, where we extract a minimal basis from some "critical value" in the sequence of degrees in the EEA.
In Section 4 we apply these results to make explicit the value of µ for a µ-basis of a plane polynomial parametrization. In Theorem 4.1 such µ is expressed as a critical value in the sequence of degrees in a suitable EEA. We conclude the paper by applying our tools to study the κ-degree in Section 5, where we recover the results of Antoulas in [2] with our methods.
Hermite interpolating polynomial and Euclidean algorithm
All along this paper K is an infinite field of characteristic either zero or larger than max{n 1 , . . . n l }. This assumption certifies the existence of the Hermite interpolating polynomial associated to (1) , which is the unique interpolating polynomial of this data having degree smaller than n. We denote it by g(x).
It is straightforward to check that any rational interpolating function y(
and so, (
In fact, (3) and (4) are equivalent, and we refer to them, indistinctly, as the weak interpolation conditions. We have that, y(x) = a(x) b(x) is a interpolating function if and only if the pair (a(x), b(x)) satisfies the weak interpolation conditions and b(x i ) = 0, for i = 1, . . . , l.
The following result follows straightforwardly. Another way of stating Proposition 2.1 is that there exists an interpolating function of the data in a given class of K(x), if and only if the irreducible fraction of the class is an interpolating fraction. In particular, if y(x) is an interpolating function, then there exist coprime polynomials a(x), b(x) such that y(x) = a(x) b(x) in K(x).
Consider now two polynomials r 0 (x), r 1 (x) ∈ K[x] with deg r 0 (x) ≥ deg r 1 (x) ≥ 0. Following the Euclidean Algorithm, there exists a positive integer N and unique nonzero polynomials
where N is such that r N (x) = 0 and r N +1 (x) = 0. Note that deg q i (x) > 0 for all i > 1 and that deg
Using the quotients q i (x), we define recursively two sequences of polynomials s i (x), t i (x), for i = 0, . . . N + 1, as follows:
We deduce from (5) and (6) that
2. An easy inductive argument on (5) and (6) yields
Note that there are no bounds on the degrees of neither m 0 (x) nor m N +1 (x) in Lemma 2.3.
Syzygies and the δ-degree
For an interpolating function y(x) = a(x) b(x) of (1) there exists, by using (4), 3 is in the kernel of the following morphism of K[x]-modules:
The following result is a straightforward consequence of the application of the Euclidean Algorithm to the solution of an equation of the form
Proposition 3.1. The kernel of ϕ is a free module of rank 2, and it has {(f (x), 0, 1), (g(x), 1, 0)} as a basis.
Note that, in particular we have
and that from here we deduce straightforwardly that (f (x), 0) and (g(x), 1) is also a basis of the
From its definition, it is clear that that Y is the set of the pairs of polynomials satisfying the weak interpolating conditions (3) or (4).
Homogenizing the above situation with a second variable z, we obtain a homogeneous morphism φ :
given by the matrix
and, by the Hilbert Syzygy Theorem, a minimal free resolution of K[x, z]/Coker(φ)
with µ 1 + µ 2 = n, and µ 1 ≤ µ 2 . Our goal is to make explicit µ 1 and µ 2 by means of syzygies and the Euclidean Algorithm.
Any relation or syzygy among z n , −g(x, z) and −f (x, z) can be written uniquely as a polynomial combination of these two triplets. In particular, for any homogeneous syzygy (a(x, z), b(x, z), c(x, z)) of degree δ there exist unique homogeneous polynomials p(x, z), q(x, z), of degrees δ − µ 1 and δ − µ 2 respectively, or zero polynomials, such that
a contradiction with (4) so, the first part of the claim holds. For the second, we homogeneize a(x), b(x), c(x) to degree δ and get (9) with p(x, z), q(x, z) ∈ K[x, z] of respective degrees δ − µ1 and δ − µ2. To get (10) we set z = 1, and the claim follows straightforwardly.
be the polynomial such that (4) holds, and set δ :
Homogeneizing this situation, thanks to Lemma 3.2 we have
and from here we deduce that deg
1 we deduce that the unique possible irreducible common factors of ai(x) and bi(x), are of the form x − xj for some j = 1, . . . , l; i = 1, 2. Otherwise, by removing such a factor, we would obtain a pair verifying the weak interpolating conditions with degree strictly smaller than µ1 or than µ2. Also, since there exist interpolating functions for any data (for instance, the interpolating polynomial g(x)), b1(x) and b2(x) cannot both vanish at xi for any i = 1, . . . , l.
The following is the main result of this section, which generalizes [3, Theorem 2.11] to the case of interpolation with multiplicities. 
If a1(x) and b1(x) are coprime, and µ1 < µ2, then there is a unique interpolating function ymin(x) of minimal degree µ1 given by
Otherwise, there is a family of interpolating functions of minimal degree µ2 which can be parametrized as
where deg p(x) = µ2 − µ1, and b2(xi) + p(xi)b1(xi) = 0, i = 1, . . . , l.
Proof. The rational function y(x) = a(x) b(x) interpolates (1) if and only if b(xi) = 0 for all i = 1, . . . , l, and it satisfies the weak interpolation conditions of (4). Equivalently we must have (a(x), b(x)) ∈ Y , and b(xi) = 0 for i = 1, . . . , l. From here we deduce the first part of the claim thanks to Remark 3.4.
Assume now that µ1 < µ2 and a1(x) and b1(x) are coprime. If b1(xi) = 0 for some i, then also a1(xi) = 0, since a1(x)−b1(x)g(x) ∈ f (x)K[x] which contradicts the assumption. The rational function y(x) = a 1 (x) b 1 (x) interpolates the data in this case. Moreover, by Remark 3.4, it is the unique rational function with minimum degree that interpolates the data.
If µ1 < µ2 and a1(x) and b1(x) are not coprime then, by using Remark 3.6, b1(xi) = 0 for some i = 1, . . . , l and a 1 (x) b 1 (x) doesn't interpolate the data. In this case, any pair (p(x)a1(x) + q(x)a2(x), p(x)b1(x) + q(x)b2(x)) defining an interpolating function must have q(x) = 0 and degree at least µ2. So, the interpolating functions of minimal degree are parameterized by
is a polynomial of degree µ2 −µ1 provided that b2(xi) + p(xi)b1(xi) = 0, i = 1, . . . , l. It is straightforward to verify that there is at least one of such polynomials. Indeed, by choosing λ
. . , l, b1(xi) = 0} which can be done thanks to Remark 3.6, and the fact that K has infinite elements, the polynomial b2(x) + λb1(x) satisfies the claim. Note that for these values of λ it cannot happen that δ a 2 (x)+λa 1 (x) b 2 (x)+λb 1 (x) < µ2, as this would imply that the pair (a2(x) + λa1(x), b2(x) + λb1(x)) is a polynomial multiple of (a1(x), b1(x)) which is impossible as b1(x) vanishes in some of the x ′ i s and λ has been chosen in such a way that b2(x) + λb1(x) does not vanish in any of these points.
If µ1 = µ2 the family of interpolating rational functions of minimal degree can be written as
. . , l, b1(xi) = 0}, as before. This concludes with the proof of the Theorem. Proof. By Theorem 3.7, the minimal admissible δ-degree of y(x) is either µ1 or µ2. Moreover, any y(x) = a(x) b(x) interpolating function with δ-degree ≥ µ2 can be written as
for some p(x), q(x) ∈ K[x], q(x) = 0.
We have already seen in Theorem 3.7 that µ1 may be admissible, and also that µ2 is admissible if µ1 is not. Moreover, as in the proof of this Theorem, it is straightforward to check that there cannot be any rational function as in (11) of δ-degree strictly larger than µ1 and smaller than µ2, as this would imply (p(x)a1(x) + q(x)a2(x), p(x)b1(x) + q(x)b2(x)) being a polynomial multiple of (a1(x), b1(x)), and hence it would have δ-degree equal to µ1, a contradiction.
To see that any δ ≥ µ2 is admissible, pickã 
This can be done because (12) is equivalent to the fact that the resultant of the polynomials a(x) + λ x δ−µ 2 a2(x) andb(x) + λ x δ−µ 2 b2(x) does not vanish identically. This resultant is a polynomial in λ whose constant coefficient is equal to Res(ã(x),b(x)) = 0 as these polynomials do not share any common factor. So,
is not the zero polynomial, and by choosing λ ∈ K which is not a zero of this polynomials (this can be done because K is infinite), the claim follows for δ ≥ µ2.
In what follows, we are going to make explicit the µi's by means of the Extended Euclidean Algorithm.
3.1.
Minimal basis and the Euclidean algorithm. Following the notations in Section 2 for r0(x) = f (x) and r1(x) = g(x) we can proceed as in [3] . In this paper, the authors deal with the rational interpolation problem without multiplicities, to obtain a minimal basis from the Euclidean algorithm. We show here that the same approach works for the general case.
The vector relations
produce a sequence of elements in the kernel of 1 −g(x) −f (x) .
is a basis of the kernel of ϕ. Also, {(ri(x), si(x)), (ri+1(x), si+1(x))} is a basis of Y.
Proof. By induction on i, the case i = 0 being given by (14) . For the general case, we just have to show that one can replace the triplet (ri(x), si(x), ti(x)) in the basis {(ri(x), si(x), ti(x)), (ri+1(x), si+1(x), ti+1(x))} with (ri+2(x), si+2(x), ti+2(x)) and still generate the same kernel. But this follows straightforwardly thanks to (13) , which proves the first part of the claim. The rest holds by projecting onto the first two coordinates the previous result, and using Remark 3.4.
From (13) we deduce that, for i = 1, . . . , N, deg qj (x) (16) or equivalently
Proof. From Proposition 3.9 we know that {(ri(x), si(x)), (ri+1(x), si+1(x))} is a basis of Y. For j = 0, 1, let δj = max{deg ri+1−j (x), deg si+1−j (x)}. From (15) and (16), we deduce that
The claim now follows thanks to Remark 3.5.
In this case, we have N = 3 and the sequences of polynomials produced by the Euclidean Algorithm are b(x) with δ(y(x)) = δ > 2 can be parameterized as
The index i in Theorem 3.10 is not unique, although there are at most two possible choices for it as the following cautionary example shows.
Example 3.12. Take the interpolating data (1, 1), (−1, 1), (2, −14) , (−2, −14), (3, 1), (−3, 1). In this case, N = 3, and the Euclidean Algorithm gives with q1(x) = x 2 − 4,
. So, µ1 = 2, µ2 = 4 and {(r1(x), s1(x)), (r2(x), s2(x))} is a minimal basis. The δ-minimal degree is 4, and
parameterize the minimal rational interpolating functions, provided that the denominators do not vanish in the x ′ i s. Note that another minimal basis is be given by {(r2(x), s2(x)), (r3(x), s3(x))}.
Example 3.13. In the generic case; that is, if all the quotients in the Euclidean Algorithm have degree one, then N = n, deg ri(x) = n − i, and deg si(x) = i − 1 for i = 1, . . . N . From Theorem 3.10 we deduce straightforwardly that (a) If n = 2k then {(r k (x), s k (x)), (r k+1 (x), s k+1 (x))} is a minimal basis and the δ-minimal degree is k.
(b) If n = 2k + 1 then both {(r k (x), s k (x)), (r k+1 (x), s k+1 (x))} and {(r k+1 (x), s k+1 (x)), (r k+2 (x), s k+2 (x))} are minimal bases, and the δ-minimal degree is either k or k + 1.
Example 3.14. Consider the data (−1, −3), (0, −2), (1, −1) and (2, 6) . This is a generic case with an even number of pairs for r0(
The family of functions 12x−18+λ(−x 2 +4x−4) −x 2 −2x+9+λ(−x+2) with λ = −10 3 , −9 2 , −6 interpolate with δ-minimal degree equal to 2.
µ-basis for polynomial parameterizations of plane curves
The approach used to find a minimal basis for the δ-degree actually allows us to compute a µ-basis for the parametrization of a polynomial planar curve, and also characterize the value of µ in terms of the "critical" degree (16) arising in the Extended Euclidean Algorithm. Definitions and basic properties and applications of µ-basis, in the general setting of rational curves can be found in [7] (see also [9] ). We briefly recall them here for polynomial parametrizations.
Let r0(x), r1(x) ∈ K[x], and consider the polynomial parametrization of an affine plane curve given by
Denote with I the ideal in the polynomial ring K[x, T0, T1] defined by T0 − r0(x) and T1 − r1(x).
Let Ii,j the set of elements of I with degree at most i in x and total degree at most j in T0, T1. It is easy to see that a polynomial a(x)T0+b(x)T1+c(x) with a(x), b(x), c(x) ∈ K[x] is in I * ,1 if, and only if, a(x)r0(x) + b(x)r1(x) + c(x) = 0, i.e. (a(x), b(x), c(x)) is a syzygy of (r0(x), r1(x), 1). This implies that there exists an isomorphism of K[x]-modules
Assume that n = deg r0(x) ≥ deg r1(x). Let µ the smallest integer such that Iµ,1 = 0. By homogeneizing and applying Hilbert Syzygy Theorem as in (8) Homogenizing (17), we have a map P 1 → P 2 (t0 : t1) → (r0(t0 : t1) : r1(t0 : t1) : t n 1 ).
(18) whose image is a projective plane curve. We denote with
the K[x, z]-submodule of moving lines following the parametrization (18). It is easy to verify that there is an isomorphism of graded K[x, z]-modules
Again by Hilbert Syzygy Theorem we deduce that Syz(r0(x, z), r1(x, z), z n ) is a free module of rank 2, with a homogeneous basis p = (p1(x, z), p2(x, z), p3(x, z)), q = (q1(x, z), q2(x, z), q3(x, z)) of degrees µ and n − µ, where we assume µ ≤ n − µ. By dehomogenizing this situation, we deduce that
is a µ-basis of (17) . As in Section 2, let ri(x), si(x), ti(x), for i = 0, . . . , N + 1 the sequences of polynomials from the Extended Euclidean Algorithm starting with r0(x) of degree n and r1(x) of lower degree. From §3.1, we deduce that, (ti(x), si(x), −ri(x)) is a syzygy of (r0(x), r1(x), 1) for all i = 0, . . . , N. The following result states the value of µ in terms of the degrees appearing in the Extended Euclidean Algorithm, and also extracts a µ-basis of (17) from the sequence of remainders. For this index, we have µ = min{max{deg ri µ (x), deg si µ (x)}, max{deg ri µ+1 (x), deg si µ+1 (x)}}, and moreover {(ti µ (x), si µ (x), −ri µ (x)), (ti µ +1(x), si µ +1(x), −ri µ+1 (x))} is a µ-basis of (17).
Proof. Choose as iµ the one satisfying (16) , then the first part of the claim follows straightforwardly from Theorem 3.10. For the rest, suppose without loss of generality that µ = max{deg ri µ (x), deg si µ (x)}. From Lemma 3.2 we deduce that
and also that n − µ = max{deg ti µ+1 (x), deg ri µ+1 (x), deg si µ+1 (x)}. The fact that {(ti µ (x), si µ (x), −ri µ (x)), (ti µ+1 (x), si µ+1 (x), −ri µ+1 (x))} is a µ-basis of (17) follows then straightforwardly from Proposition 3.9. 
We deduce then that µ = 2 and that {T0 − xT1 − 2x 2 , 2xT0 + (1 − 2x 2 )T1 − 4x} is a µ-basis of the parametrization.
From the above, we have that for the projective planar curve parametrized by (6x 2 z 2 − 4x 4 , 4xz 2 − 4x 3 , z 4 ), the free K[x, z]-module of moving lines following the parametrization is generated by z 2 T0 − xzT1 − 2x 2 T2 and 2xzT0 + (z 2 − 2x 2 )T1 − 4xzT2. For the corresponding projective plane curve parametrized by (x n , x m z n−m , z n ), the module of moving lines following the parametrization is generated by z m T1 − x m T2 and z n−m T0 − x n−m T1.
The κ-degree
Here we use again the notations of Section 2, and set r0(x) = f (x) and r1(x) = g(x). The following result is obtained straightforwardly from the characterization given in (4) of the interpolating functions, and Lemma 2.3. 
Proof. Given an interpolating rational function we write it, by using Theorem 5.1, as
, with deg mi(x) < deg qi(x) for i = 1, . . . , N .
The sequence of degrees {deg(mi(x)ri(x)), mi(x) = 0}i=0,...N+1 is decreasing while {deg(mi(x)si(x)), mi(x) = 0}i=0,...N+1 is increasing. So, if we consider the indexes k = min{i such that mi(x) = 0} and k ′ = max{i such that mi(x) = 0}, then
In particular, if we want to minimize this quantity, we may assume both that m k (x) and m k ′ (x) are nonzero elements of K. From (22) and Remark 2.2 we deduce that
This quantity is equal to
From here we deduce straightforwardly that the minimum gets reached when k ′ = k. The set defining (21) is never empty as r 1 (x) s 1 (x) = g(x) 1 , the Hermite interpolation polynomial is always an element of it. Let k0 ≤ N be the minimum of (21). In particular, k0 ≤ deg g(x) < n.
To prove that any degree j ≥ n is feasible, we proceed as follows: choose any two consecutive indexes 1 ≤ k < k + 1 ≤ N, and let λ ∈ K \ {0} be such that
is irreducible (i.e. the numerator and the denominator do not share any common factor) and the denominator does not vanish in xi, i = 1, . . . , l. This can be done as in the proof of Theorem 3.7. Then, due to (23), we actually have that the κ-degree of this function is n. For j > n, we choose m0(x) a general polynomial of degree j − n−deg(s k (x)+λs k+1 (x)) such that the fraction is irreducible. Then, it is straightforward to check that the κ-degree of this function is equal to j, which concludes with the proof of the Theorem.
As another application of Theorem 5.2, we obtain a description of the solutions of the rational Hermite interpolation problem (see [6, Theorem 2.6] and [17, Exercise 5.42] ). Recall that this problem consists in, for a given d ∈ N, 0 ≤ d < n, decide if there exist, and if so compute, polynomials a(x), b(x) of degrees bounded by d and n − d − 1 respectively, such that a(x) b(x) interpolates the data. Observe also that the rational Hermite interpolation problem can be phrased as to decide if there exist, and if so compute, polynomials a(x), b(x) such that a(x) b(x) interpolates the data with deg a(x) ≤ d and κ( a(x) b(x) ) ≤ n − 1. Observe also that this is equivalent, by Proposition 2.1, to decide if there exist such a coprime pair of polynomials a(x), b(x) . The minimal κ-degree is 2 and the minimal solution is 6
x 2 −3 . The Hermite polynomial is the other interpolating rational function of degree less than 4 and has degree 3. The Hermite interpolation problem has no solution for d = 2.
Example 5.5. For the data in Example 3.12, n = 6, the minimal κ-degree is 4 and the minimal solutions are x 4 − 10x 2 + 10 and 4 x 4 −2x 2 +3 . There are no other solutions of degree less than 6. The Hermite interpolation problem has no solution for d = 2 and d = 3.
Example 5.6. In the generic case with a data of n pairs the minimal κ-degree is n − 1 and g(x) is a minimal solution. The fractions, r i s i , for i = 1, . . . , n, have degree n − 1 and are minimal solutions if ri and si are coprime.
