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This project examines socioeconomic vulnerability to household shocks at the Agincourt Health 
and Demographic Surveillance Site (AHDSS), a research site in rural Mpumalanga Province, South Africa.  
The AHDSS site is managed by the Rural Health and Health Transitions Research Unit of the University of 
the Witwatersrand and the South Africa Medical Research Council.  I focus on the shock of prime age 
adult mortality, a critically important shock in rural South Africa in light of the Southern African HIV/AIDS 
epidemic. 
Household socioeconomic status is an important dimension on which to assess vulnerability to 
shocks in rural, developing settings.  Although it is generally assumed that more impoverished 
households are more prone to experience shocks and are therefore in greater need of assistance (Drimie 
and Casale 2009; Mishra et al. 2007), relatively wealthier households in these areas are often found to 
be vulnerable as well (Baringhausen et al. 2007; Gregson et al. 2001; Paumgarten and Shackleton 2011).  
Likewise, an inability to cope with shocks is often evidenced by socioeconomic declines.  The following 
research questions are addressed:  (1) To what extent is household socioeconomic status associated 
with the experience of future shocks?  (2) To what extent is the experience of a shock associated with 
subsequent changes in household socioeconomic status? 
This project uses data from the AHDSS site annual census and a bi‐yearly asset topical module to 
examine these relationships.  Cause of death is determined via verbal autopsy (Kahn et al. 1999) 
allowing for examination of whether AIDS related deaths are distinct from other types of adult mortality.  
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Household socioeconomic status is measured by (1) holdings of consumer goods, (2) livestock 
ownership, and (3) the extent to which the household uses electricity for tasks such as cooking and 
heating, in lieu of more traditional power sources such as fuelwood and paraffin. 
Results indicate impoverishment – in terms of owning fewer consumer goods and using 
traditional fuel sources in lieu of electricity – is associated with a greater likelihood of experiencing an 
adult death.  These associations are stronger for women than for men, suggesting impoverishment is 
particularly dangerous for prime age women.  Poverty prevention campaigns may therefore prove 
beneficial in arresting the HIV epidemic, in conjunction with campaigns to empower rural South African 
women.  Households that experience the death of a head are most severely disadvantaged in the wake 
of a mortality shock – exhibiting a reduced growth in consumer goods, the liquidation of both large and 
small livestock, and a greater propensity to dissolve than their unaffected counterparts.  The death of a 
male head is generally a worse shock than that of a female head, and AIDS related mortality appears to 
be a more severe shock than deaths due to other causes.   
This work speaks to the utility of Robert Chambers’ (1989) distinction between internal and 
external vulnerability in developing contexts.  The most internally vulnerable households at the AHDSS 
site are not, in fact, the most vulnerable to an adult death – even though more impoverished 
households of a given size and dependency ratio are more externally vulnerable than their less 
impoverished but comparably composed counterparts.  This highlights the fact that these two types of 
vulnerability are not synonymous and should be treated as distinct concepts. 
This project also speaks to the prevalence of erosive and non‐erosive coping at the AHDSS site 
(Donahue 1998; Drimie and Casale 2009; Seeley 1993).  Households are reluctant to liquidate consumer 
assets in response to mortality shocks, evidenced by the overall increase in ownership of these items 
over the study period regardless of mortality experience.  The depletion of livestock is, however, 
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evidenced among death‐impacted households – particularly those experiencing the AIDS related death 
of a household head.  Erosive coping may endanger household viability, suggesting households 
experiencing this type of shock may be in particular need following the death.  Evidence of non‐erosive 
coping is found among households experiencing the death of a female head, as these households shift 
to less labor intensive energy sources. 
Overall, these findings contribute to the current debate on socioeconomic vulnerability to 
HIV/AIDS, providing support for the characterization of HIV as a “disease of poverty” (Fenton 2004) due 
not only to its propensity to target more impoverished households, but also its association with 
subsequent socioeconomic declines.  This speaks to the urgency of developing interventions capable of 
assisting rural South African households coping with the HIV/AIDS epidemic. 
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1.1  Introduction and Research Questions 
Households in rural, developing settings often have limited and uncertain access to assets, such 
as consumer and agricultural goods, and few sources of income.  Many have difficulty providing for their 
basic needs, and development research spanning several disciplines from sociology to economics to 
geography strives to improve their ability to develop sustainable livelihoods.  
As defined by Britain’s Department for International Development, “livelihoods” encompass all 
the capabilities, assets, social connections, and activities required for a means of living (DFID 1999).  In 
other words, they are the methods by which households provide for the needs of their members.  
Livelihoods in rural, developing settings are not only tenuous because of general impoverishment but 
must also be adaptable in the face of changing circumstances, as these households are susceptible to a 
variety of shocks.  These include household member illnesses and deaths, job losses, and natural 
disasters such as floods and droughts.  Achieving sustainable livelihoods – those capable of coping with 
and recovering from stresses and shocks, while maintaining or enhancing household asset holdings 
(DFID 1999) – is a challenge for many households in developing regions and is therefore a primary topic 
of development research. 
It is important to assess the extent of household vulnerability to shocks in order to determine 
the social policies and interventions capable of assisting those in greatest need.  In particular an 
emphasis is needed on determining which households are most at risk of shocks and which appear 
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unable to cope in their wake without significant livelihood disruption.  As noted by Scoones (1998 p.6) 
the ability to cope with shocks is “central” to the definition of sustainable livelihoods. 
Household socioeconomic status is an important dimension on which to assess vulnerability to 
shocks in rural, developing settings.  Although it is generally assumed that more impoverished 
households are more prone to experience shocks and are therefore most in need of assistance, 
relatively wealthier households in these areas are often found to be vulnerable as well (Baringhausen et 
al. 2007; Gregson et al. 2001; Paumgarten and Shackleton 2011).  Indeed even those with a higher 
socioeconomic status, relatively speaking, in such settings would often be considered “poor” by the 
standards of developed regions.  Likewise, an inability to cope with shocks is often evidenced by 
socioeconomic declines, including asset depletion.  
The current project examines socioeconomic vulnerability to household shocks in a rural, 
developing setting.  The following research questions are addressed: 
(1)  To what extent is household socioeconomic status associated with the exposure to future shocks? 
(2)  To what extent is the experience of a shock associated with subsequent changes in household 
socioeconomic status? 
The setting for this project is the Agincourt Health and Demographic Surveillance Site (AHDSS), a 
research site in rural Mpumalanga Province, South Africa.  The AHDSS site is managed by the Rural 
Health and Health Transitions Research Unit of the University of the Witwatersrand and the South Africa 
Medical Research Council.  The AHDSS site, which was an Apartheid‐era homeland, is an appropriate 
location in which to study these issues.  Rural South African communities like those in the AHDSS site 
suffer from widespread impoverishment; in fact, the site resides in the poorest rural province in South 
Africa, with an average household income over ten times lower than the richest province containing 
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Johannesburg and Pretoria (Mabunda 2009; Serumaga‐Zake et al. 2005).  Likewise, households at the 
site are exposed to a multitude of shocks including frequent job losses, climate variability, and 
importantly, high levels of morbidity and mortality (Alam et al. 2007; Bachmann and Booysen 2003; 
Chhagan et al. 2007; Collinson et al. 2009; Drimie and Casale 2009; Kgathi et al. 2007). 
This project focuses on the shock of prime age adult mortality because it is a major factor 
contributing to the vulnerability of households in rural South Africa.  This is largely due to the HIV 
epidemic, which is impacting southern Africa more than any other part of the world (UNAIDS 2008).  The 
South African life expectancy provides evidence of the devastating impact the HIV epidemic is having on 
this nation.  It is currently approximately 50 years of age, estimated to be 17 years lower than it would 
be without HIV, and nearly 30 years below that of the most developed countries (United Nations 2006; 
UNAIDS 2008; United Nations 2007). 
Socioeconomic predisposition to AIDS related mortality is a hotly debated topic, with some 
researchers asserting HIV is a “disease of poverty”, most severely affecting the most impoverished 
segments of society (Fenton 2004; Freedman and Poku 2005).  Others contend less impoverished 
households in rural sub‐Saharan Africa actually bear the brunt of its burden (Baringhausen et al. 2007; 
Gabrysch et al. 2008; Gregson et al. 2001; Mishra et al. 2007).  AIDS‐related mortality can be expected to 
have a severe impact on household socioeconomic status because those individuals most affected by 
HIV/AIDS – “prime‐age adults”, aged 15 to 49 – are generally said to be society’s most productive 
members (UNAIDS 2008).  Their loss may seriously disadvantage the children and senior household 
members left to cope in their absence (Baro and Deubel 2006; Kadiyala and Gillespie 2003). 
This project uses data from the AHDSS site annual census and a bi‐yearly asset topical module to 
examine the relationships outlined above.  Mortality data are collected with each round of the census, 
and cause of death is determined via verbal autopsy (Kahn et al. 1999; Kahn et al. 2007) allowing for 
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examination of whether AIDS related deaths are distinct from other types of adult mortality.  Household 
socioeconomic status is measured by (1) holdings of consumer goods, (2) livestock ownership, and (3) 
the extent to which the household uses electricity for tasks such as cooking and heating in lieu of more 
traditional power sources, such as fuelwood.   
This work is informed by the literature on internal and external vulnerability, the Sustainable 
Livelihoods framework, and erosive and non‐erosive coping, which are reviewed below. 
1.2  Vulnerability 
The term vulnerability is used extensively in development research, often as a synonym for 
poverty (Chambers 1989; Drimie and Casale 2009).  This may lead one to the conclusion that more 
impoverished households are always more vulnerable than their wealthier counterparts – and indeed, 
Mishra et al. (2007) assert this assumption often underlies efforts to provide aid in rural, developing 
areas. 
However, this project employs a definition of vulnerability put forth by Robert Chambers in the 
late 1980s.  This definition suggests vulnerability is not a one‐dimensional synonym for poverty.  Rather 
it has two components:  an “external” side consisting of the frequency and intensity of shocks and 
stresses to which the household is subjected and an “internal” side that reflects “defenselessness”, or an 
inability to cope with these shocks and stresses without sustaining long term damage (Chambers 1989).  
Vulnerability can therefore be conceptualized both in terms of the household’s propensity to experience 
a shock and the household’s ability to recover in one’s wake. 
Importantly, the term “external vulnerability” is not meant to imply that the shocks and stresses 
to which the household is subjected are necessarily exogenous to household characteristics.  Drimie and 
Casale (2009) assert external vulnerability encompasses all household changes that manifest themselves 
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as shocks – including those we may intuitively think of as “external” (e.g. floods) and “internal” (e.g. 
household member deaths). 
By the definitions outlined above, internal vulnerability is strongly linked to household 
impoverishment.  Compared to their poorer counterparts, wealthier households have many 
characteristics that should improve their resilience in the wake of a shock.  These include greater access 
to financial resources, greater stores of assets such as consumer and agricultural goods, and a lower 
reliance on their own labor power to engage in necessary household tasks (Collinson et al. 2009; Fenton 
2004; Kahn et al. 2005; Mabala 2006).  Household assets can be sold to help manage the financial costs 
associated with a shock, and some assets, such as agricultural equipment and livestock, can be used to 
diversify livelihoods (Gregson et al. 2007; Ogunmefun & Schatz 2009).  Less impoverished households 
may also be able to afford labor‐saving services in the wake of a shock, such as electricity for heating 
and cooking, rather than relying on more labor intensive traditional methods (FAO 2004).  In this 
project, socioeconomic declines are therefore conceptualized as representing increases in internal 
household vulnerability. 
Poverty, however, may not always render households more externally vulnerable than their less 
impoverished counterparts.  In fact, Paumgarten and Shackleton (2011) find less impoverished 
households in rural South Africa are more vulnerable to a variety of shocks, including job losses and 
livestock diseases, because they engage in more diverse livelihood strategies than their poorer 
counterparts.  If these two types of vulnerability are found to be distinct in the current project, this will 
support a nuanced depiction of HIV risk in sub‐Saharan Africa, suggesting the utility of targeting HIV 
prevention campaigns to a broader audience than the “disease of poverty” argument recommends 
(Fenton 2004). 
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1.3  The Sustainable Livelihoods Framework 
The Sustainable Livelihoods (SL) framework provides a conceptual framework through which to 
examine the ideas outlined above. 
The SL framework emerged, beginning in the late 1980s, as a way to capture the dynamic nature 
of livelihood strategies employed by households in rural, generally developing, settings.  This framework 
cannot be attributed to a single source, although Britain’s Department for International Development 
(DFID) produced one of the first and most often cited versions of the framework (DFID 1999; NZAID 
2010). 
Definitions of sustainable livelihoods vary, from that put forth by the DFID, which focuses on the 
household’s ability to cope with and recover from shocks and stresses while maintaining and enhancing 
asset holdings and preserving the natural resource base, to more people‐centered definitions that 
highlight issues such as social equality, ownership of resources, and participatory decision making 
(Butler and Mazur 2007).  Although the exact definition of sustainable livelihoods is open to 
interpretation and debate, in general the framework suggests going beyond a sectoral approach to rural 
development.  It emphasizes bottom up, rather than top down, processes and understanding the 
multidimensionality of life in rural, developing areas (Butler and Mazur 2007; Scoones 1998) 
The SL framework is used by sociologists and other development researchers as a way to 
capture the interconnectedness of a household’s access to resources, the livelihood strategies employed 
by the household, and the household’s overall wellbeing.  The framework suggests these interconnected 
elements are not static but are instead in a constant state of flux as households adapt in the context of 
ongoing exposure to external shocks.  The shocks to which a household is exposed represent one 
component of what is referred to as the household’s “vulnerability context”.  The vulnerability context 
describes the environment in which households exist and against which they must struggle to protect 
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themselves.  This includes all the shocks, stresses, and seasonal trends that impact the viability of 
households and over which household members have only limited control (DFID 1999).  Although some 
shocks and stresses encompassed by the vulnerability context are exogenous to household 
characteristics (e.g. seasonal rainfall shortages) this is not true of all shocks and stresses that fall under 
this umbrella, as evidenced by the DFID’s (1999) inclusion of human health‐related shocks within the 
vulnerability context.  The vulnerability context is therefore similar to the concept of external 
vulnerability, as defined by Chambers (1989). 
Importantly, the DFID (1999) suggests household characteristics, such as relative wealth, may 
affect a household’s ability to favorably “manipulate” its vulnerability context.  Specifically, 
impoverishment may affect the livelihood strategies available to household members, thereby 
influencing their likelihood of experiencing a future shock (DFID 1999).  According to Butler and Mazur 
(2007) household assets act as an important buffer against shocks, and this is precisely the focus of this 
project’s first research question. 
According to the SL framework, households combine and use the resources to which they have 
access in a variety of ways in order to achieve their goals.  The SL framework characterizes the 
availability of resources within a household – referred to as their asset holdings – as crucially linked to 
household livelihood strategies.  These strategies emerge as households attempt to make optimal use of 
their resources in order to achieve the best livelihood outcomes possible.  Positive livelihood outcomes 
reflect overall household wellbeing and may include food security, general happiness/lessened stress, 
more sustainable use of the household’s resource base, and importantly, a reduced vulnerability to 
future shocks.  An important goal of development interventions utilizing the SL approach is to 
sustainably increase the household asset base and strengthen capabilities to utilize those assets, in 
order to achieve desirable livelihood outcomes (Butler and Mazur 2007).   
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The SL framework assumes households cannot survive on a single type of asset but instead use 
various types of assets to achieve desired outcomes.  Livelihood assets are therefore divided into five 
broad categories of “capital”:  human, natural, physical, social, and financial (DFID 1999).  Human capital 
is comprised of the skills and knowledge available within a household, as well as the household’s ability 
to secure labor power and good health.  Natural capital refers to the stock of natural resources available 
for use (e.g. agricultural land, grazing areas, water, air, and genetic resource) and their quality, as well as 
environmental services such as pollution sinks and hydrological cycles.  Physical capital is comprised of 
the infrastructure necessary for households to meet their basic needs (e.g. access to reliable 
transportation) as well as the tools and equipment that increase household productivity (e.g. 
agricultural equipment).  Social capital refers to the availability of support networks, which often serve 
as safety nets in the aftermath of a household shock.  Not surprisingly, financial capital is comprised of 
regular cash inflows to the household, such as wages and pensions.  However, this form of capital also 
includes savings, which may be held in cash, but is often held in the form of liquid assets, such as 
livestock and consumer goods. 
It is nearly impossible for a research effort to examine all types of assets or to uncover all forms 
of sustainable and unsustainable livelihoods in a given context.  Scoones (1998, p. 13) therefore suggests 
a method of “optimal ignorance” be employed, in which researchers narrow their scope to the 
information that is obtainable and can be useful in assisting a certain population with a certain problem, 
with the SL framework serving as a “checklist” of issues to explore and potential linkages to consider.  In 
this way, the framework serves not to overwhelm any research effort but to improve the effectiveness 
of interventions by providing several ways to look at complex development issues, as well as a structure 
within which to situate theoretical knowledge. 
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This project employs the SL framework in this way.  While solely examining physical and 
financial capital, measured through the construction of the socioeconomic indexes described earlier, I 
remain aware that all five categories of assets are interconnected and in a constant state of flux.  This 
suggests these capital holdings will fluctuate not only when directly impacted by a shock but also when 
other forms of capital are impacted.  Likewise, household socioeconomic status may affect the 
propensity to experience a mortality shock directly as well as indirectly, acting through its effects on 
other forms of capital holdings. 
Combining the SL framework with the previously discussed literature on vulnerability, the 
following conceptual diagram of this project’s research questions emerges.  The examples of capital, 
livelihood strategies, and livelihood outcomes included in Figure 1.1 are those most frequently cited as 
impacting the relationship between socioeconomic standing and adult mortality shocks in rural, sub‐
Saharan Africa.  These associations are described in depth in the literature review in Chapter 2.  
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Reversible, or non‐erosive, coping strategies are those that do not impact long‐term household 
viability (Baylies 2002; Donahue 1998; Drimie and Casale 2009).  The use of social support systems, in 
which households rely on the charity of neighbors and kin with the expectation of reciprocal assistance 
in the future, is one of the most commonly employed reversible strategies in developing settings (Seeley 
1993) and several studies support its prevalence in South Africa (Bahre 2007; Campbell et al. 2007; 
Hosegood 2007; Ogunmefum and Schatz 2009; Paumgarten and Shackleton 2011).  Irreversible, or 
erosive, coping strategies are those that, although often providing short‐term gains, are likely to have a 
negative impact on the household’s long‐term viability (Donahue 1998; Drimie and Casale 2009; Seeley 
1993).  These include removing children from school, foregoing agricultural responsibilities, and the sale 
of assets – especially productive assets such as livestock and agricultural equipment.  Irreversible coping 
strategies, particularly the sale of assets, receive much attention in the literature due to their potential 
to limit the household’s ability to engage in longer‐term productive livelihood strategies (Seeley 1998; 
Drimie and Casale 2009). 
Ultimately, irreversible coping may result in a failure to cope whereby households dissolve, with 
their members either out‐migrating in search of employment or being absorbed by other households in 
the community.  Importantly, however, Hosegood et al. (2009) suggest dissolution itself is often an 
effective coping strategy for rural sub‐Saharan African households.  They contend households may 
dissolve not only when circumstances become so dire that they necessitate dissolution, but also in 
response to social cues (e.g. the death or outmigration of a key household member) or in an effort to 
combine capital holdings with others.  In some cases, this may be beneficial for all households involved.  
In other cases, dissolution may contribute to unsustainability in the wider community as other 
households take on the burden of caring for members of the dissolved household.  Therefore, although 
household dissolution is conceptualized in this project as a failure to cope at the household level, 
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potentially representing an inability to pursue effective non‐erosive or erosive strategies, it is 
acknowledged that this behavior is not always a strategy of last resort. 
This project’s use of asset indexes to measure household socioeconomic status is appropriate 
because the loss of these assets may signal the transition from reversible to irreversible methods of 
coping.  For example, as suggested in Figure 1.1, households with inadequate access to social safety nets 
may deplete assets in order to cope with the financial impacts of the death.  And if livestock are sold, 
this may inhibit the household’s ability to engage in productive livelihood strategies like agricultural 
production.  Households experiencing an AIDS related death may be less likely to receive social 
assistance than those experiencing other types of adult mortality, due to the stigma, fear and isolation 
that accompanies the illness (Baylies 2002; de Waal and Whiteside 2003; Hillhorst et al. 2006; Hosegood 
et al. 2007) potentially hastening their descent into irreversible coping. 
1.5  Conclusion 
This project provides the opportunity to examine the shock of adult mortality for thousands of 
rural South African households over an approximately ten year period, using multiple measures of 
socioeconomic status.  I assess which households are most vulnerable to experiencing the shock of an 
adult death and whether this shock increases internal household vulnerability.  Adult mortality shocks 
are disaggregated by cause in order to assess whether an AIDS related death represents a unique shock 
compared to other types of adult deaths. 
The findings of this study have important policy implications, as they speak to the utility of 
directing aid at less impoverished households in addition to their poorer counterparts.  By examining the 
effects of adult mortality shocks, this project also provides insights in to the best ways to assist 
households coping with the shock of an adult death – again providing valuable information for those 
developing interventions aimed at assisting rural, sub‐Saharan African households. 
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This project is organized as follows.  Chapter 2 provides a review of prior research on the 
socioeconomic precursors to adult mortality shocks, particularly AIDS related, in developing settings and 
the socioeconomic effects of these shocks.  Chapter 3 provides an overview of the AHDSS research site 
and a detailed description of the methods employed.  Chapter 4 analyzes socioeconomic predisposition 
to adult mortality experience at the AHDSS site, and Chapter 5 examines whether households at the site 
that experience an adult death are more likely to experience socioeconomic declines, or to dissolve, 
than their unaffected counterparts.  Chapter 6 summarizes these findings and provides policy 
recommendations and suggestions for future research. 
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2.1  Introduction 
This project examines whether, for rural South African households (1) socioeconomic status, in 
the form of consumer goods holdings, livestock holdings and electricity use, is associated with the 
experience of future adult mortality shocks and (2) households that experience the shock of an adult 
death, AIDS‐related or non‐AIDS‐related, are likely to experience a decline in their socioeconomic 
standing.  This work contributes to our ability to characterize household vulnerability in rural, 
developing settings such as the Agincourt Health and Demographic Surveillance Site (AHDSS), and its 
findings may inform interventions aiming to both prevent shocks in these settings and assist households 
coping in the wake of a shock. 
Below I examine each of these topics in turn, beginning with socioeconomic predisposition to an 
adult death and turning to the socioeconomic effects of this household shock.  
2.2  Socioeconomic predisposition to adult mortality 
The linkages between socioeconomic status (SES) and health have been studied extensively in 
developed countries (Braveman et al. 2010; Fortson 2008; Williams and Collins 1995).  Considerably less 
research documents these associations in less developed areas, but the literature that does exist tends 
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to indicate that wealthier individuals – in both more developed and less developed settings – have 
better health outcomes than their poorer counterparts (Braveman et al. 2010; Fortson 2008; Link et al. 
2008; McDonough et al. 1999; Mishra et al. 2007; Rubin et al. 2010; Williams and Collins 1995).  Indeed, 
Williams and Collins (1995, p. 350) suggest a strong inverse relationship exists between socioeconomic 
status and health that “dates back to our earliest records and exists in all countries where it has been 
examined”. 
For example, Braveman et al. (2010) examine a variety of health indicators in the United States 
(e.g. eating habits, obesity, and heart disease) among both adults and children and find that individuals 
in households with the lowest incomes are consistently less healthy than their wealthier counterparts.  
Those in the middle income ranges are also found to be disadvantaged relative to the wealthiest 
households, suggesting it is not only the poorest of the poor whose health status is compromised by 
relative impoverishment (Braveman et al. 2010).  Likewise, Rubin et al. (2010) find an association 
between AIDS‐related mortality and low socioeconomic status in developed nations – and interestingly, 
evidence suggests the introduction of antiretroviral therapies has only increased this association, with 
increases in life expectancy unevenly distributed across socioeconomic groups.   A range of reasons have 
been posited for the association between impoverishment and poor health outcomes including better 
nutrition, better access to health services, positive beliefs regarding medical care, higher educational 
attainment, and lower levels of stress among those of a higher socioeconomic standing (Braveman et al. 
2010; Fortson 2008; Link et al. 2008; McDonough et al. 1999; Mishra et al. 2007; Rubin et al. 2010; 
Williams and Collins 1995). 
HIV serostatus is an important component of health in sub‐Saharan Africa, where over two‐
thirds of the worldwide HIV‐positive population resides (UNAIDS 2008).   However, HIV is unique in that 
it may not follow the pattern that seems to characterize the health‐socioeconomic status relationship 
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generally.  Many authors contend HIV infection, like other markers of poor health, is likely to 
disproportionately impact poorer individuals – some even calling it, bluntly, a “disease of poverty” 
(Fenton 2004; Freedman and Poku 2005).  Although some empirical evidence supports this claim, there 
is also considerable work suggesting HIV, distinct from other forms of ill health, may cluster among 
relatively wealthier individuals (Baringhausen et al. 2007; Gregson et al. 2001). 
In general, the socioeconomic distribution of HIV/AIDS related morbidity and mortality in sub‐
Saharan Africa remains understudied.  This is due in part to a lack of reliable and representative data on 
this sensitive and often stigma‐ridden topic as well as the difficulties inherent in controlling for potential 
confounding variables (Cogneau and Grimm 2006; Gillespie et al. 2007; Hallman 2005; Hargreaves et al. 
2002).  It is therefore not surprising that the existing research on the SES‐HIV relationship in this setting 
has not reached consensus (Carter et al. 2007; Wojcicki 2005).  It is also possible that this lack of 
consensus reflects the fact that patterns of HIV infection are not uniform across different localities in 
sub‐Saharan Africa and/or at different points in time.  The current study contributes needed empirical 
findings to this field using a large, and importantly longitudinal, set of data from the Agincourt Health 
and Demographic Surveillance Site (AHDSS) in rural South Africa. 
Below I examine (1) the prevalent argument that HIV is a “disease of poverty”, most likely to 
affect the poorest segments of society, (2) evidence to the contrary, suggesting HIV is actually a disease 
most likely to affect less impoverished individuals, and (3) the ways in which some authors have 
attempted to reconcile these seemingly contradictory arguments. 
2.2.1  HIV as a “disease of poverty” 
In sub‐Saharan Africa, poorer households are generally assumed to experience worse livelihood 
outcomes than their less impoverished counterparts.  These negative livelihood outcomes include food 
insecurity, unhappiness and stress, a low earning capacity, and importantly for the current project, high 
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vulnerability to health related shocks (Bachmann and Booysen 2004; de Waal and Whiteside 2003; 
Fenton 2004; Knodel et al. 2007; Mather et al. 2005; Piot et al. 2002; Tekola et al. 2008; Wojciki 2005).  
The positive relationship sometimes posited to exist between poverty and adult mortality therefore 
seems intuitive, especially in sub‐Saharan Africa, where the percentage of HIV‐positive individuals in 
relatively poor rural areas is frequently in the double‐digits. 
According to Lydia Fenton, whose 2004 article in The Lancet is often cited as the source of the 
“disease of poverty” phrase, poverty creates an environment in which individuals are particularly 
vulnerable to HIV.  Fenton (2004, p. 1187) contends poverty reduction is “undoubtedly at the core of a 
sustainable solution to HIV/AIDS”.  This was not a new argument in 2004.  At the 13th International AIDS 
Conference in Durban in 2000, in response to statements detailing the associations between poverty 
and HIV, then South African President, Thabo Mbeki stated this is yet another instance in which extreme 
poverty is “the world’s biggest killer and the greatest cause of ill health and suffering across the globe” 
(Wojcicki 2005, p. 3).  This argument has been echoed by many researchers since Lydia Fenton – for 
example, Freedman and Poku (2005, p. 677) in their assertion that “all of the factors predisposing 
people in Africa to an increased risk of HIV infection are aggravated by poverty”. 
The literature supporting the “disease of poverty” argument cites evidence of an association 
between impoverishment and HIV risk at the national level – for example, the inverse association 
between GDP per person and HIV rates (Fenton 2004) – as well as within nations, referring to 
associations between impoverishment and HIV prevalence at the individual or household level (Fenton 
2004; Freedman and Poku 2005; Mabala 2006).  However, explanations for these associations typically 
focus on individual or household characteristics.  For example, malnutrition and an inability to access 
health care are more frequently discussed in relation to income deficiencies than inadequate medical 
infrastructure or food distribution mechanisms in developing nations.  These two components of the 
18 
 
disease of poverty argument are nonetheless distinct.  Large‐scale characteristics of impoverished 
nations (e.g. medical infrastructure) may be associated with greater HIV prevalence, or greater 
prevalence in these areas may result from the cumulative effects of individual or household‐level 
factors, such as income deficiencies, which can be expected to vary across more or less impoverished 
households within these nations.  Because I am only examining households in the relatively 
impoverished rural South African context, my project does not speak to the first possibility.  I therefore 
focus this review largely on the second component of this argument – that is, the extent to which 
impoverishment at the individual or household level is associated with HIV risk. 
There are several explanations commonly given in the literature as to why socioeconomic 
disadvantage may increase susceptibility to adult mortality generally, and to AIDS‐related mortality 
specifically.  The first and probably most common explanation given for this presumed relationship is 
that there are a variety of “high‐risk” sexual behaviors, supposedly more common among those of a 
lower socioeconomic status, which increase the likelihood of contracting HIV.  The “high‐risk” behavior 
most commonly cited in the literature is engaging in transactional sex. 
Sub‐Saharan African women – and especially those of a lower socioeconomic standing – often 
do not hold the power to control their sexual encounters (Freedman and Poku 2005; Hallman 2005; 
Naidoo and Misra 2008; Wojcicki 2005; Wubs et al. 2009).  For many women, transactional sexual 
relations are necessary for survival (Barnighausen et al. 2007; Dunkle et al. 2004; Hargreaves et al. 2002; 
Karim et al. 1995; Santo and Etheredge 2004).  Transactional sex is fairly common in South Africa, and 
many women use this strategy to meet their household’s basic needs and to improve their social and 
economic status (Dunkle et al. 2004; Freedman and Poku 2005).  In a study of patients visiting antenatal 
clinics in Soweto, South Africa, over twenty percent of women were found to engage in transactional sex 
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with a man other than their primary partner (Dunkle et al. 2004).  Further, these women were 
significantly more likely to test positive for HIV than those who did not engage in transactional sex. 
Although transactional sex is one of the “high‐risk” sexual behaviors most frequently discussed 
in the literature, other risky behaviors are commonly cited as contributing to an adult’s risk of 
experiencing a premature death as well.  Importantly, these behaviors – also purportedly associated 
with a lower socioeconomic standing – are not always within the immediate control of the individual.  
For example, research suggests living in poverty may increase a woman’s chances of being raped (Brook 
et al. 2006; Gillespie et al. 2007; Hallman 2005).  Likewise, a study of attitudes toward intimate partner 
violence against women in sub‐Saharan Africa finds that men who are unemployed are more likely to 
engage in intimate partner abuse, and women of a lower socioeconomic standing are also more likely to 
consider such behavior as justified (Uthman et al. 2009). 
In addition to increasing the likelihood of sexual abuse, the lower level of social power carried 
by sub‐Saharan African women, especially relatively poor women, may lead to inconsistent condom use 
because women feel this behavior is out of their control (Barnighausen et al. 2007; Hallman 2005; 
Naidoo and Misra 2008; Tladi 2006).  This sentiment is reflected in qualitative data from a recent South 
African focus group, in which one respondent expresses the lack of control she feels over her partners’ 
condom use:  “if there are five boyfriends, some use [condoms] and some don’t.  So I will still get 
infected” (Naidoo and Misra 2008, p. 14).  Research on South African sex workers also indicates that low 
levels of social power and the resulting inability to negotiate safer sexual practices exacerbates the 
susceptibility of these women to HIV infection, particularly within transactional relationships (Karim et 
al. 1995). 
“Risky” sexual behavior is not always forced or coerced – either physically, or by financial 
necessity.  A considerable amount of research also examines heterosexual relationships that are 
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assumed to be consensual and motivated by enjoyment rather than necessity.  The heterosexual focus 
of this literature may be due to the fact that an estimated 93% of new HIV infections in sub‐Saharan 
Africa are said to result from heterosexual behavior (Heimer 2007; Zungu‐Dirwayi et al. 2007). 
As discussed in Chapter 1, the Sustainable Livelihoods (SL) framework suggests household 
members adopt livelihood strategies in order to achieve the best livelihood outcomes possible.  These 
positive livelihood outcomes include not only physical necessities, such as food security, but also 
important psychological desires, such as general happiness and decreased stress.  Indeed, Scoones 
(1998) suggests psychological wellbeing is one of the most frequently sought‐after livelihood outcomes 
in developing settings.  Britain’s Department for International Development (DFID 1999) notes, 
therefore, that the livelihood strategies employed by members of a household will not always appear 
intuitive to researchers.  This may especially be the case if researchers assume households consistently 
prioritize more material outcomes over those related to psychological wellbeing.  This is relevant to the 
current discussion because household members may not engage in risky sexual behaviors solely to 
achieve food or financial security, as discussed above.  They may also do so in the pursuit of happiness, 
or at the very least, to relieve some of the stress or depression associated with other aspects of their 
lives.  This suggests conceptualizing these “risky” sexual behaviors as livelihood strategies, employed in 
the pursuit of livelihood outcomes such as happiness and stress reduction, as was done in Figure 1.1 in 
Chapter 1. 
Studies find various factors that are associated with a lower socioeconomic standing are 
associated with an increased likelihood of engaging in “risky” consensual sexual behaviors, such as 
unprotected sex and sex with multiple partners.  These factors include a lack of sexual communication 
between young adults and their parents, the association with “deviant” peers, a propensity to 
experience feelings of depression and/or rebelliousness, the experience of a recent economic shock, 
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poor performance in school, and frequent alcohol and drug use (Brook et al. 2006; Dinkelman et al. 
2007; Kalichman et al. 2006; Namisi et al. 2009; Onya et al. 2009).  Some of these circumstances, such as 
harboring feelings of depression or experiencing a recent economic shock may make the relief of stress 
an especially pressing concern for household members.  Others, such as an association with “deviant” 
peers or the use of alcohol and drugs, may make these risky sexual behaviors appear more socially 
acceptable, and less risky, than they may have otherwise (Brook et al. 2006).   
Poverty is assumed to increase one’s likelihood of engaging in high‐risk sexual behaviors 
because impoverishment fosters a short‐term perspective on life (Karim et al. 1995).  Household 
members may forego taking the necessary precautions to ensure their long‐term health in order to 
attend to more immediate concerns, such as attaining adequate food.  They may also choose to pursue 
livelihood strategies directed at attaining happiness in the short‐term at the expense of longer‐term, but 
ultimately more pressing, goals such as securing lasting food and financial security.  Qualitative data 
detailing the experiences of South African sex workers reflects this short‐term perspective, which may 
be employed by many individuals in such a vulnerable socioeconomic state: “when you are a prostitute, 
you do not think of tomorrow; you just think of now” (Karim et al. 1995, p. 1524).  Indeed, ample 
research suggests poorer individuals are more likely than their wealthier counterparts to engage in risky 
sexual behaviors even when these behaviors are likely to compromise their long‐term wellbeing (Fenton 
2004; Dunkle et al. 2004; Hallman 2005; Hargreaves et al. 2002; Kalichman et al. 2006; Santo and 
Etheredge 2004). 
In addition to increasing the likelihood of engaging in potentially risky sexual behaviors, poverty 
also limits one’s ability to pay for adequate health care (Freedman and Poku 2005).  This may predispose 
poorer individuals to illness and may increase their likelihood of succumbing to diseases such as HIV.  A 
study in a rural area of Limpopo Province, South Africa – very near the AHDSS site  – finds that poorer 
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HIV‐positive individuals are less likely than their wealthier counterparts to access hospital‐based 
outpatient HIV clinics (Tsai et al. 2009).  Those patients who were seen in the clinic described in this 
study tended to be wealthier, more educated, more likely to be employed, and more likely to live in 
households with access to a private water tap than were the average HIV‐positive individuals in their 
community.  The inability of those a lower socioeconomic status to access adequate medical care – due 
to the prohibitive costs of treatment and/or the cost of transportation to and from the clinic – can 
therefore be expected to increase their households’ likelihood of experiencing a mortality shock. 
Poverty may also increase susceptibility to morbidity and mortality – especially that associated 
with HIV/AIDS – through an association with low educational status and illiteracy (Brook et al. 2006; 
Freedman and Poku 2005; Tladi 2006).  Low educational attainment may undermine HIV education 
efforts.  Indeed, studies suggest individuals of a lower socioeconomic standing are less likely to have 
knowledge of effective HIV prevention techniques (Brook et al. 2006; Freedman and Poku 2005; Tladi 
2006).  As stated by Tladi (2006, p. 380), poverty “robs the poor” of the knowledge necessary for 
effective HIV prevention.  Low educational attainment and illiteracy may also increase an individual’s 
likelihood of engaging in a low skill, potentially “risky” profession.  This includes dangerous manual 
labor, which may increase susceptibility to adult mortality in general, or – as has already been discussed 
– transactional sex work, which may particularly increase susceptibility to AIDS‐related adult mortality. 
A final explanation for the positive association between poverty and adult mortality is that 
poorer individuals may have a heightened biological susceptibility to illness, including HIV.  Some 
researchers argue that efforts to explain the associations between poverty and increased susceptibility 
to diseases, especially sexually transmitted diseases such as HIV, unfairly focus on the high‐risk 
behaviors discussed earlier in this review, at the expense of explanations emphasizing the compromised 
health status of poorer individuals (Gillespie et al. 2007; Mabala 2006). 
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They suggest this emphasis blames sub‐Saharan Africans for their poor health outcomes by 
implying their health status results largely from their own choices – most often when HIV is concerned, 
from sexual promiscuity.  However, as noted by Mabala (2006) UNAIDS statistics indicate that young 
Americans are, by many measures, actually more sexually promiscuous than their African counterparts.  
This suggests structural factors, such as the availability of health care in sub‐Saharan African 
communities, the availability of adequate and nutritious food, and the presence of other stressors, may 
actually be more to blame for the spread of the disease than individual choices regarding sexual 
behavior. 
Mabala (2006, p. 407) presents a quotation from Louis Pasteur that is relevant to this discussion:  
“the microbe is nothing, the terrain everything”.  Considerable research indicates poorer individuals 
prove to be better “terrain” for various infections, from cholera, to tuberculosis, to various STD’s, and to 
HIV as well (Dapi et al. 2009; Fotso 2007; Gillespie et al. 2007; Harling et al. 2008; Mishra et al. 2007; 
Olago et al. 2007).  The reasons cited for this range from a lessened immune response, to more 
permeable epithelial linings (e.g. compromised genital tracts), to higher levels of circulating stress 
hormones, all found to be associated with socioeconomic disadvantage (Barnighausen et al. 2007; 
Fenton 2004; Fotso 2007; Gillespie et al. 2007; Kalichman et al. 2006; Mabala 2006; Mishra 2007; 
Schneider et al. 2009).  Studies also find evidence of compromised nutritional states among those of a 
lower socioeconomic status.  For example, South African children in the poorest households are 
approximately eight times more likely to be underweight than their wealthier counterparts (McIntyre 
2003).  A compromised nutritional state may render individuals more susceptible to HIV infection and 
may also hasten the progression from HIV to AIDS, and subsequently to death. 
In sum, a considerable amount of both theoretical and empirical work demonstrates that a 
lower socioeconomic status is associated with a higher likelihood of experiencing adult mortality in 
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general and AIDS‐related mortality specifically (Gabrysch et al. 2008; Hargreaves et al. 2002; Kalichman 
et al. 2006; Lopman et al. 2007; Madise et al. 2007; Robinson and Seiber 2008; Tladi 2006; Wubs et al. 
2009).  The reasons cited for this include an increased propensity to engage in various high‐risk sexual 
behaviors (due to financial necessity, coercion, or a short‐term outlook on life), the prohibitive cost of 
attaining adequate medical care, the lower educational status of more impoverished individuals, and a 
heightened biological susceptibility to illness.  However, this body of evidence is far from conclusive, and 
many studies indicate the socioeconomic distribution of HIV and AIDS may be distinct from that of other 
diseases – and that the seemingly logical arguments discussed above are not as accurate as we may be 
inclined to believe. 
2.2.2  Acquired Income Deficiency Syndrome, or “Juliana”? 
The arguments outlined above support the idea that HIV disproportionately targets more 
impoverished households, in the same way several other negative health outcomes have been shown to 
do.  However, for over two decades, many researchers have been making the exact opposite claim – 
that in sub‐Saharan Africa, HIV is actually a disease of the relatively wealthy (Baringhausen et al. 2007; 
Gregson et al. 2001).  This may indicate that less impoverished households are actually more likely to 
experience the shock of an adult death than their poorer counterparts, rendering them, by this measure 
at least, more vulnerable than those of a lower socioeconomic status.  This is where distinguishing 
between the two types of vulnerability put forth by Chambers (1989) is particularly helpful – that is, 
although poorer households are almost certainly more internally vulnerable (i.e. they are more 
impoverished, with less access to livelihood assets) than their less wealthy counterparts, they may 
actually be less vulnerable in terms of exposure to the shock of an adult death. 
Anecdotal support for this argument is found in the fact that AIDS has been referred to in some 
African communities as “Acquired Income Deficiency Syndrome” and in Tanzania as “Juliana”, referring 
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to a brand of expensive imported clothing (Wojcicki 2005).  The use of these terms suggests a 
perception, at least among some segments of African society, that HIV and AIDS are associated with 
both wealth and Western influences. 
The reasons given for the supposed association between HIV infection and relative wealth are 
fairly straightforward.  First, because HIV is a sexually transmitted disease and because wealthier 
individuals are often considered more sexually desirable, those who are relatively well off within a 
community are likely to be sexually active with more partners, increasing their chances of contracting 
the virus (Baringhausen et al. 2007; Fenton 2004; Gabrysch et al. 2008; Mishra et al. 2007; Wojcicki 
2005).  This same argument is often made for those individuals with a higher educational status, as 
greater educational attainment may increase one’s sexual desirability and increase access to better 
paying jobs (Wojcicki 2005). 
Interestingly, in Kenya and Tanzania, the positive relationship between household wealth and 
HIV serostatus has been found to be stronger for women than for men.  Some argue that wealthier 
women are not only becoming infected with HIV through their promiscuous husbands, but are also 
independently seeking concurrent sexual partnerships (Shelton et al. 2005).  A study examining South 
African educators supports this suggestion, finding many relatively wealthy women engage in “high‐risk” 
sexual relationships just like their male counterparts (Zungu‐Dirway et al. 2007).  This supports the 
previous assertion that happiness and the reduction of stress are important livelihood outcomes in rural, 
developing settings, which may in some cases be pursued even when doing so is likely to place 
household members at a greater risk of infection. 
A second reason for the association between relative wealth and HIV infection relates to the fact 
that wealthier individuals may be more mobile – either because they migrate for work or because they 
have resources to allow a greater range of travel (Baringhausen et al. 2007; Fenton 2004; Gabrysch et al. 
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2008; Wojcicki 2005).  This may put them in contact with “risky” situations associated with life as a 
migrant – for example, an increased propensity to engage in transactional sex.  Or it may simply give 
them access to a wider and more diverse pool of sexual partners.  Research in sub‐Saharan Africa 
supports this claim, with individuals living near roads, and those who are either migrants or sexual 
partners of migrants, exhibiting a greater HIV prevalence (Gillespie et al. 2007). 
Less impoverished individuals have also been shown to enter into certain “risky” situations more 
often than their poorer counterparts – for example, frequently consuming alcohol at clubs and bars 
where casual sex is available (Hargreaves et al. 2002).  And some evidence suggests relatively wealthier 
South Africans are more likely to be perpetrators of non‐partner rape than their poorer counterparts, 
possibly due to elevated feelings of sexual entitlement (Jewkes et al. 2006).  Additionally, the fact that 
HIV is often discussed as a “disease of poverty” may lead some wealthier individuals to forego safe 
sexual practices, assuming that they are at lower risk.  This is evidenced by the association found by 
Tladi (2006) between non‐use of condoms and low perceived risk of infection among South Africans of a 
higher socioeconomic status. 
Mounting empirical evidence supports the arguments outlined above suggesting HIV prevalence 
may be greater among those of higher socioeconomic standing in sub‐Saharan Africa.  For example, one 
study finds rural South African households in the middle wealth range have over a 70% greater chance 
of contracting HIV than their poorer counterparts (Baringhausen et al. 2007).  A study examining the 
association between household wealth and HIV serostatus in eight sub‐Saharan African countries 
between 2003 and 2005 likewise finds that in all countries, adults in the wealthiest quintiles have a 
higher HIV prevalence than those in the poorer quintiles (Mishra et al. 2007).  A similar study in Tanzania 
during the same time period comes to this conclusion as well (Shelton et al. 2005). 
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If households of a higher socioeconomic standing are more likely to be affected by HIV, it would 
be unique among forms of ill health, and this would have important policy implications.  Several 
researchers have suggested poverty reduction strategies, although clearly important for other reasons, 
may not be the most effective way to address the HIV pandemic (Baringhausen et al. 2007; Mishra et al. 
2007).  This conclusion carries with it substantial consequences – most notably, it suggests the utility of 
a shift in aid resources directed at slowing the spread of HIV away from the most impoverished 
households in a community and toward the community as a whole.  Although the studies outlined above 
are examining relative wealth in the context of what Gillespie at al. (2007, p. S6) refer to as “generalized, 
chronic poverty”, this may nonetheless have important consequences for those households that 
constitute the poorest of the poor in these communities. 
Many who ascribe to the “disease of poverty” argument are therefore hesitant to abandon their 
claim, and instead seek to explain why the literature is characterized by such seemingly contradictory 
results.  In the following section, I outline attempts to reconcile these two viewpoints, including those 
that suggest the “disease of poverty” argument is still valid, despite what some would call mounting 
empirical evidence to the contrary. 
2.2.3  Why the contradictory results? 
Clearly, a consensus does not exist in the literature examining socioeconomic predisposition to 
adult, particularly AIDS related, mortality.  This is exemplified by a review of articles addressing this 
association over a twenty‐two year period beginning in 1980, conducted by Wojcicki (2005).  The review 
identifies twelve studies reporting positive associations between household wealth and HIV infection, 
eight finding negative associations, fifteen finding no association, and one with mixed results (Wojcicki 
2005).  In these studies, household socioeconomic status is generally operationalized as some 
combination of holdings of financial, physical, and sometimes human (e.g. education) capital.  As can be 
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seen from the discussion above, more recent research on this topic has not lead to consensus either.  
Several explanations have therefore been put forth to reconcile the seemingly contradictory evidence. 
The most common explanation regards the “stage” of the HIV pandemic at which each study 
was conducted.  This argument contends that when HIV began affecting sub‐Saharan Africa, it was the 
wealthier and more mobile residents who were first to feel its impact (Fenton 2004; Hargreaves et al. 
2002).  These individuals were supposedly the first to be affected because of their access to more, and 
also more geographically varied, sexual partners.  However, as HIV prevalence rises in these 
communities and the disease becomes more entrenched, it is said to disproportionately affect poorer 
individuals for all the reasons previously discussed.   This may indicate the “disease of poverty” 
argument still holds for recent and future infections, and the poorest segments of society should 
therefore remain a primary focus of aid interventions regardless of the empirical evidence suggesting 
otherwise.  This viewpoint is summarized well by Mabala (2006, p. 409), who asserts, “Wherever the HIV 
epidemic begins, it is inexorably heading towards the poorest, youngest and least powerful segment of 
society”.   
Another important explanation for the differing conclusions has to do with the gendered nature 
of the disease.  In sub‐Saharan Africa, women are disproportionately affected by HIV, with young 
women more than twice as likely to be living with HIV as their male counterparts (Hallman 2005; Heimer 
2007; Mabala 2006; Robinson and Seiber 2008).  There may be a biological component to the greater 
prevalence among women, with some evidence indicating the female reproductive tract is more 
vulnerable to infection than that of the male (Zungu‐Dirwayi et al. 2007).  However, sub‐Saharan Africa 
is the only region of the world where women have a higher HIV prevalence than men, suggesting there 
is a large social component to this vulnerability as well. 
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Households with a female head are likely to constitute some of the poorest households in rural 
areas (Freedman and Poku 2005; Kahn et al 2005; Wodi 2005).  In fact, an early study on the association 
between socioeconomic status and child mortality at the AHDSS site used female‐headedness as a proxy 
for impoverishment, due to a lack of socioeconomic variables (Kahn et al. 2005).  It has been suggested 
that young, sub‐Saharan African women may be especially likely to contract HIV due in part to their 
precarious financial situations (Freedman and Poku 2005; Mabala 2006; Masanjala 2007; Santo and 
Etheredge 2004; Wodi 2005; Wojcicki 2005).  Young women are often denied full participation in the 
economy, increasing their dependence on male partners.  They may therefore be likely to engage in 
“risky” behaviors, such as transactional sex, or be coerced into unsafe sexual encounters by the men 
upon whom they are financially dependent, placing them at a high risk of contracting HIV. 
In contrast to the situation with young women, young men may actually be more likely to 
contract HIV if they have a greater access to resources, due in part to their ability to attract more sexual 
partners.  Hargreaves et al. (2002) find support for this argument in an urban population in Kenya, 
where HIV infection is more likely among those of a higher socioeconomic standing for young men but 
among poorer young women.  Likewise, a study on condom use by South African adolescents finds no 
association between condom use and socioeconomic status for men, but for women finds a strong 
relationship between poverty and non‐use of condoms – with poor and extremely poor women having 
only about one‐third the odds of using a condom compared to their relatively wealthier counterparts 
(Robinson and Seiber 2008). 
In addition, several studies indicate women are likely to be infected at an earlier age than men, 
again due to the financial nature of some sexual relationships (Heimer 2007; Zungu‐Dirwayi et al. 2007).  
In South Africa, the average age of HIV‐positive women is nearly ten years younger than that for men 
(Zungu‐Dirwayi et al. 2007).  Several studies suggest increasing economic inequality between men and 
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women at the community level may be positively associated with HIV infection, possibly supporting the 
arguments outlined above (Gillespie et al. 2007; Mabala 2006).  In fact, Mabala (2006, p. 412) asserts 
there has, “rarely been a disease so rooted in the inequality between sexes”. 
This evidence suggesting HIV may affect men and women differently, especially along 
socioeconomic lines, may at least partially explain the inconclusive and sometimes contradictory results 
uncovered in studies attempting to examine the relationship between relative wealth and HIV infection.  
In studies in which men and women are aggregated, the opposite directionality of the SES‐HIV 
relationships may obscure each other.  It is therefore very important for researchers to stratify their 
samples along gender lines – as the current study does – in order to uncover what may be very different 
relationships for men and women. 
Another possible explanation for the inconclusive results of previous studies has to do with the 
fact that resources within a household may not be evenly distributed among household members.  
Researchers have suggested this may “muddy” the observed relationship between household 
socioeconomic status and adult mortality (Naidoo and Misra 2008).  For example, South African men, 
although generally regarded as family “breadwinners”, may not, in fact, consider their earnings shared 
income for the rest of the household (Naidoo and Misra 2008).  They may believe feeding and otherwise 
supporting children is a female duty and therefore outside their realm of responsibility.  This may 
especially be the case if men have multiple sexual partnerships and are expected to expend resources 
outside their primary household (Naidoo and Misra 2008).  A woman’s socioeconomic status may 
therefore not be directly related to that of her male partner, complicating the examination of mortality 
risk and wealth status at the household level.  Even women in what would be considered relatively 
wealthy households, based on shared resources, may need to pursue “risky” livelihood strategies such 
as transactional sex if they do not have access to the resources of their spouses. 
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Additionally, food may be unequally distributed within households.  A study in Cameroon 
supports this, finding differing levels of underweight and stunting among male and female adolescents 
(Dapi et al. 2009).  Interestingly, boys in this study were found to be more likely to suffer nutritional 
deficiencies.  The authors suggest this may be due to the fact that women are traditionally responsible 
for food preparation and may consequently be able to eat outside of mealtimes.  Although nutritional 
status at the individual level is likely associated with HIV risk, this suggests the nutritional status of 
household members may vary considerably, potentially complicating the association between 
household wealth, the nutritional status of household members, and the household’s subsequent risk of 
experiencing an adult mortality shock. 
Another important confounding factor is that wealthier adults may have better access to health 
care and may therefore live longer than their poorer counterparts, even when infected with a disease 
such as HIV (Lundberg et al. 2000; Mishra et al. 2007; Sawers and Stillwagon 2010).  Cross‐sectional 
studies examining this relationship may therefore suffer from selection bias, whereby wealthier 
individuals appear to be more severely impacted by the disease, when in fact they are simply surviving 
longer than their less affluent counterparts. 
Finally, studies examining the association between socioeconomic status and either adult 
mortality generally, or AIDS‐related mortality specifically, tend to employ disparate and widely varying 
measures of household SES.  These include data on consumption, income and expenditures, various 
asset indexes, and educational attainment, among others.  As noted by Fortson (2008), studies reaching 
differing conclusions on the relationship between SES and these health outcomes may simply be 
measuring different aspects of socioeconomic status.  It is possible, therefore, that the widely varying 
results uncovered for studies examining SES and adult mortality in various countries, at various times in 
the pandemic’s progression, and with varying measures of household socioeconomic standing may, in 
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fact, all be relatively correct; in other words, these associations may simply be different for different 
geographical locations, historical time points, and types of livelihood assets.  The current project 
contributes needed empirical data on these associations in recent years in the rural South African 
context. 
2.3  Socioeconomic effects of adult mortality 
After examining socioeconomic predisposition to adult mortality, this project assesses whether 
an adult mortality shock affects the internal vulnerability of rural, South African households.   Literature 
generally indicates this shock depletes household assets, rendering the household more internally 
vulnerable.  Possible pathways for this socioeconomic decline are now examined, as are attempts to 
explain the sometimes inconclusive results of empirical studies on this topic.  This is an important and 
timely topic because premature adult mortality is unfortunately a common occurrence in sub‐Saharan 
Africa, with hundreds of thousands of prime age adults (aged 15‐49) dying an early death each year in 
South Africa alone (Carter et al. 2007).  AIDS is the leading cause of death for this age group in nearly all 
South African provinces and accounts for approximately half of all such deaths in the nation (Carter et al. 
2007; Cheng and Siankam 2009; White and Robinson 2000). 
Prime age adults are important contributors to sub‐Saharan African households, representing 
the most financially productive segment of society, the most reproductively active group, and the group 
best able to provide physical labor and agricultural knowledge.  In addition, this group is primarily 
responsible for forging and maintaining important social relationships (Ardington and Case 2010; Arndt 
and Lewis 2001; Chhagan et al. 2007; Collinson et al. 2009; FAO 2004; Hillhorst et al. 2006; Hosegood 
2009; Kgathi et al. 2007; Lemke 2005; Moore 2007; Mutangadura and Sandkjaer 2009; White and 
Robinson 2000).  Many researchers therefore suggest what Gregson et al. (2005, p. 188) refer to as 
“crisis‐level” mortality in this age group, largely attributable to HIV/AIDS, is increasing the internal 
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vulnerability of households faced with this shock, resulting in a substantial erosion of sub‐Saharan 
African household viability (de Waal and Whiteside 2003; Gregson et al. 2007; Kgathi et al. 2007; 
Lundberg et al. 2000; Piot et al. 2002; White and Robinson 2000). 
Indeed, Lundberg et al. (2000, p. 1) contend AIDS is having a “horrifying impact on life and 
health” in sub‐Saharan Africa.  A study in rural Botswana finds nearly half of all AIDS‐affected 
households have increased financial outlay due to the illness and nearly one quarter experience a 
reduction in their agricultural labor supply and a loss of income (Kgathi et al. 2007).  A qualitative study 
on economic shocks in rural South Africa provides compelling support for this claim; although the study 
initially set out to examine economic shocks in general, independent of any relationship with adult 
mortality, its focus soon shifted as the researcher discovered nearly all the study households that 
recently experienced economic shocks “fit the profile” of having also experienced an adult, and often an 
AIDS‐related, death (Cross 2001). 
Although these arguments are compelling, their empirical support is mixed (Jayne 2006; Mather 
et al. 2005).  This portion of the literature review therefore outlines first, the literature asserting adult 
mortality has serious negative consequences for sub‐Saharan African households, particularly with 
regard to household socioeconomic standing, and second, explanations put forth for the sometimes 
incongruent results obtained from empirical studies on this topic.  After examining the socioeconomic 
impacts of adult mortality, I then outline literature on whether AIDS‐related mortality represents a 
distinct shock to households, with potentially more devastating effects than prime age adult deaths 
from other causes.  Several authors suggest this is the case and some assert social welfare and anti‐
poverty interventions should therefore specifically target assistance to HIV/AIDS affected households 
(Tekola et al. 2007). 
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This review focuses on the socioeconomic impacts of prime age adult mortality.  These impacts 
may occur directly through a reduction in financial capital following the death of a breadwinner or 
indirectly through shifts in access to other forms of capital.  For example, a food insecure household may 
be forced to sell holdings of physical and/or financial capital only after experiencing a loss of human 
capital in the form of labor power and a decrease in the ability to utilize natural capital for agricultural 
purposes.  Therefore, I focus not only on the direct impacts of adult mortality on household 
socioeconomic status but also on the indirect effects, including its effects on other forms of capital 
holdings that may weaken household resilience and thereby undermine livelihood security, leading to an 
eventual loss of assets. 
This portion of the literature review is divided into four sections: (1) a review of the evidence 
suggesting households experience socioeconomic declines following the death of a prime age adult, (2) 
a discussion of the appropriateness of asset indexes for studying this relationship, (3) explanations for 
the incongruent results often obtained in studies on this topic, and (4) differences between the effects 
of AIDS‐related and non‐AIDS‐related adult mortality.  
2.3.1  Socioeconomic declines in the wake of an adult death 
Adult mortality, particularly AIDS‐related, may affect households’ holdings of physical and 
financial capital through multiple avenues, increasing their internal vulnerability and rendering them less 
resilient in the wake of future shocks.  Below, I examine, first, the direct effects of adult mortality on 
physical and financial capital, through its impacts on income and expenditures.  Second, I examine the 
indirect pathways by which adult mortality may impact household holdings of human and natural capital 
– specifically the available labor supply, food security, and agricultural productivity – and consequently 
household socioeconomic standing. 
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2.3.1.1  Income and expenditures 
According to Collinson et al. (2009) the three most important forms of income for rural South 
African households are wages from locally employed individuals, government grants, and remittances 
from migrants.  One of the most direct routes by which an adult death may decrease household 
socioeconomic standing is through the income lost if the deceased was employed or was a grant 
recipient.  The importance of regular cash inflows to rural South African households is highlighted in a 
dramatic finding by Chhagan et al. (2007).  This qualitative study suggests the loss of a grant may be so 
devastating that some HIV‐positive individuals whose illness makes them eligible for a disability grant 
actually forego treatment in order to stay ill enough to continue qualifying for the grant.  Clearly, the 
loss of a regular income stream, even one based on disability, may be a serious detriment to households 
in this setting. 
It is common for South African households to cluster around a single income provider, whether 
that income is based on marketplace wages or government grants or pensions; and in fact, research 
indicates approximately eighty percent of poor South African households would lose over half their 
monthly income stream should the highest income recipient in the household die (Collins and 
Leibbrandt 2007).  Researchers in rural Zimbabwe likewise find that almost three quarters of the 
deceased adults in their study site contributed the majority of their household’s income prior to their 
death (Gregson et al. 2007). 
Qualitative data from the AHDSS site suggest households experiencing the death of a wage 
earner do indeed suffer serious financial losses, negatively impacting their overall quality of life (Hunter 
et al. 2007).  Several researchers indicate the financial impact of an adult death may be especially severe 
if the deceased is a male household member, due to their greater ability to secure adequate wages 
through both formal and informal employment (Gregson et al. 2007; Tekola et al. 2008; Yamano and 
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Jayne 2004).  The loss of income resulting from an adult death may therefore render the death a 
“lingering and debilitating” shock (Collins and Leibbrandt 2007). 
In addition to lost income, adult mortality may also decrease a household’s socioeconomic 
standing due to the medical expenses and funeral costs incurred because of the death (Cross 2001; de 
Waal and Whiteside 2003; Dorward et al. 2006; Hilhorst et al. 2006; Hosegood et al. 2007; Kgathi et al. 
2007; Knodel et al. 2007; Piot et al. 2002; Yamano and Jayne 2004).  These expenses may come within 
quick succession of the loss of income from the deceased if the deceased was a wage earner, potentially 
presenting households with a series of devastating financial shocks (Hosegood et al. 2007).  
Ethnographic data from rural KwaZulu‐Natal, South Africa, support this claim, finding households 
experiencing adult mortality often exhaust their financial reserves on medical and funeral‐related 
expenses, leading to a “very bleak” period in which they have extreme difficulty providing for their basic 
needs (Hosegood et al. 2007, p. 1257). 
  Qualitative data from rural South Africa indicate households may spend hundreds of dollars 
(thousands of Rand) on medical expenses for an ill adult (Cross 2001).  These costs include expenditures 
for medical treatment, as well as potentially costly transport to and from treatment (Kgathi et al. 2007).  
Prior research at the AHDSS site likewise suggests households often take advantage of both traditional 
and public health care providers, with costs for the former often exceeding $60 (R500) per visit 
(Ogunmefun and Schatz 2009).  And households in rural Tanzania are found to spend approximately 64% 
of the per capita household income on the medical expenses associated with the death of a single prime 
age adult (Ngalula et al. 2002). 
  Although some evidence indicates better‐off households, and those with an employed 
household head, may spend more on medical costs than their poorer counterparts, the literature 
generally finds that households across socioeconomic strata are hard hit by these expenditures (Gregson 
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et al. 2007).  Prior research at the AHDSS site suggests that while poor households do adjust their use of 
medical facilities to avoid costs they cannot bear, they are still often forced to reduce their expenditures 
on basic needs in order to finance medical treatment (Goudge et al. 2007).  In the long run, this behavior 
may lead to further impoverishment as households undermine their livelihoods and increase their 
internal vulnerability. 
  Funerals in sub‐Saharan Africa can also be very costly for households, and customary 
observances may span several years if annual celebrations are required (Carter et al. 2007; Cross 2001).  
Qualitative data suggest rural South African households spend between $250 and $650 (R2000 – R5000) 
on funeral costs following the death of a young adult (Cross 2001; Ogunmefun and Schatz 2009).  These 
expenses are summed up well through the following piece of interview data from the AHDSS site:  “After 
he died it was difficult because people were coming to our home to mourn for him. They wanted food to 
eat.  You must spend money to buy food for them. When some people come to sleep at your home, 
they don’t have soap and Vaseline, so you must also give them. On the day of the funeral you must 
slaughter cattle.  If you don’t have, you must buy a lot of meat so that they eat after the funeral” 
(Ogunmefun and Schatz 2009, p. 101). 
  Indeed rural South African funerals often cost up to seven months of household income, in 
many cases dwarfing the costly medical treatment required by the deceased prior to his or her death 
(Collins and Leibbrandt 2007).  Data from Zimbabwe support this claim, with households spending 
approximately three times as much on funerals as they did on healthcare during the deceased’s illness 
(Gregson et al. 2007).   
  In addition to lost wages, medical expenses, and funeral costs, an increased need for caregiving 
prior to the ill individual’s death may also lead to a decrease in the household’s socioeconomic standing.  
A study in rural Zimbabwe finds caregivers may be even more likely to lose formal sector employment 
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prior to the death of an ill adult than the adult is, indicating another route through which the death of a 
prime age adult may lead to lost wages (Gregson et al. 2007).  In fact, 64% of AIDS caregivers in 
Botswana report financial difficulties due to their caregiving, with nearly half of all caregivers giving up 
formal sector employment (Heymann and Kidman 2009). 
2.3.1.2  Labor and agricultural productivity 
In addition to the fairly straightforward effects on household socioeconomic standing caused by 
an adult death’s impact on wages, grant receipt, or the increased financial outlay discussed above, 
prime age adult mortality may also impact household SES less directly – most notably through its impact 
on subsequent household productivity. 
  Decreased household productivity may occur following the death of a prime age adult if there is 
an associated reduction in the household’s available labor pool due to either the loss of the deceased, 
time spent care‐giving for the deceased, or subsequent outmigration of household members (Gregson 
et al. 2007; Hillhorst et al. 2006).  The death of an adult household member, and the potential 
outmigration of other productive members, may lead to shifts in the household dependency ratio, 
indicating fewer “producers” are available to take care of the household’s dependents (de Waal and 
Whiteside 2003; Gregson et al. 2007; White and Robinson 2000). 
  White and Robinson (2000) suggest sub‐Saharan African households may deal with an increase 
in their dependency ratio in many ways, including:  reducing their consumption of food and consumer 
goods, hiring labor, increasing the labor burden of those household producers who remain, encouraging 
dependents to become producers earlier or encouraging producers to stay producers longer, and 
changing the demographic composition of the household by sending dependents to live with other 
households more capable of providing for their needs.  Another alternative to sending dependents to 
live elsewhere is, of course, attracting more producers to the household.  Many of these strategies may 
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threaten the health and wellbeing of household members, however, as they are generally encouraged 
to consume less and work more.  This may affect household socioeconomic status directly, though a 
decreased consumption of consumer goods, or it may impact future wealth, as the greater stress and 
compromised health status of household members predispose the household to experiencing future 
shocks. 
  A decrease in household productivity following an adult death can have negative repercussions 
for the household, one of the most often cited being a reduction in agricultural productivity – 
sometimes reported to be scaled back by 50% or more in the wake of a death (Baylies 2002; FAO 2004; 
Gillespie 2003; Kgathi et al. 2007; Mather et al. 2005; Mutangadura and Sandkjaer 2009).  In a study in 
rural Nigeria, nearly one‐third of mortality impacted households were found to reduce the area of 
agricultural land under cultivation, and a small percentage reported changing their crop mix (from yam 
to cassava) to reduce labor requirements following this shock (Hillhorst et al. 2006).  Most smallholder 
farming households in sub‐Saharan Africa use family members as a source of labor, and they are 
therefore very vulnerable to shortages that may result from a household death (Mutangadura and 
Sandkjaer 2009). 
  A rural Zambian woman straightforwardly suggests “when someone is ill, people cannot 
dedicate as much time to the field as when all are healthy” (Baylies 2002, p. 613).  Data from rural 
Nigeria suggest all household members devote time to caregiving when another member falls ill, albeit 
with women devoting the most time – at approximately fourteen hours per week (Hillhorst et al. 2006).  
Likewise, a study at the AHDSS site finds older women often take over the bulk of the physical 
responsibilities and daily tasks of caregiving (Ogunmefun and Schatz 2009).  The agricultural effects of 
caregiving may be severe.  Fields may be left untended while household members care for an ill adult – 
for example, by devoting time to obtaining medicine, washing materials, and proper foods; securing 
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transport to and from medical facilities; and providing emotional support.  This may lead to poor crop 
yields, and some crops that do grow may be left unharvested (Baylies 2002; FAO 2004; Gillespie 2003; 
Kgathi et al. 2007). 
  Prior qualitative work at the AHDSS site illustrates the agricultural difficulties that may ensue 
when caregiving for an ill individual is necessitated (Ogunmefun and Schatz 2009, p. 100).  As one 
respondent stated, “I was supposed to go to the field and plough mealies and vegetables but I didn’t 
because I was busy taking care of my husband, so my heart was painful when I saw other women 
harvesting food ploughed with their own hands.”  This decrease in productivity may impact the 
household’s socioeconomic standing, as the household is forced to sell assets or reduce expenditures to 
purchase food. 
  Households may also hire outside labor in order to compensate for the loss of labor incurred 
following an adult death (FAO 2004).  This extra expenditure of course decreases the household’s 
socioeconomic standing, by reducing the amount of money devoted to other needs, or, at the very least, 
reducing household savings.  A study in rural Nigeria finds nearly half of all mortality‐affected 
households hire others to help with work in their fields, and a majority receives support in the form of 
field labor from their families (Hillhorst et al. 2006).  If households cannot afford to hire outside labor, 
they may fail to store enough food for periods between harvests and may lack raw materials such as 
seeds for subsequent planting, potentially threatening their future nutritional security (FAO 2004). 
  Households may experience a lack of labor as a direct result of the death of a household 
member, as discussed above.  Importantly, however, the stress of bereavement may also decrease 
household productivity, leading to many of the same negative repercussions just discussed (Delva et al. 
2009; Hillhorst et al. 2006; Swaans et al. 2008).  Research suggests members of households afflicted with 
illness and death may develop a short‐term outlook on life and decreased motivation for engaging in 
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productive activities – including agricultural activities – which undermines their socioeconomic standing 
(Gillespie 2003).  When households already have access to a relatively small resource base and therefore 
have limited livelihood options to begin with, this sort of short‐term decision making may lead to poor 
long‐term outcomes (Swaans et al. 2008). 
  A study in Togo suggests the parents of deceased adult children may be especially prone to long‐
lasting and debilitating episodes of grief following the death of their child (Moore 2007, p. 298‐299).  
One especially touching interview from this study summarizes this point well: “Since the death of my 
child I lost my appetite.  I cook but I don’t feel like eating anymore.  It is difficult to eat when I think 
about my child.  I talk to him and say to him that he was my baby child and now he is gone and this is 
making me suffer a lot.  And then I ask him this: what are your children going to become without you?”  
Similarly, another respondent in the same study states:  “I have been worried since the death of my 
daughter to a point where I became really ill.  I went to see a physician and he had me get some X‐rays.  
Afterward, he told me that my organs were tired and I was anemic.  He also said that if I want to sleep in 
the Lord (die) then I should continue lamenting after my loss; otherwise, I need to stop lamenting.”  
Clearly, the psychological impacts of a household member death may greatly impact the abilities of 
other members to engage in productive activities.  And as noted above, when household productivity is 
undermined, households may be forced to deplete their asset base in order to provide for the basic 
needs of their members. 
  The loss of a prime age adult may also decrease the knowledge base and skill set within a 
household, further undermining household productivity (Dorward et al. 2006; Drimie and Casale 2009; 
FAO 2004; Mather et al. 2005; Mutangadura and Sandkjaer 2009; White and Robinson 2000).  Many 
sub‐Saharan African children learn required agricultural skills by working with one of their parents, and if 
that parent is deceased the household may lose these valuable skills (FAO 2004).  Notably, these effects 
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may or may not be felt immediately – but ultimately White and Robinson (2000) suggest they will have a 
high chance of reducing the viability of these households, as household productivity, especially 
agricultural productivity, is again undermined. 
  Interestingly, evidence suggests the knowledge passed through sub‐Saharan African households 
is gendered, with female adults carrying skills about different agricultural activities than their male 
counterparts.  In Swaziland, for example, women tend to focus on legume production, as opposed to the 
production of cotton and maize, which is a traditionally male activity (Mutangadura and Sandkjaer 
2009).  Given that sub‐Saharan African women are disproportionately impacted by the HIV epidemic, 
this may imply traditionally female agricultural knowledge will suffer the greatest deterioration from the 
high rates of adult mortality precipitated by the epidemic. 
  Due to the agricultural difficulties just discussed, several studies suggest that following an adult 
death, households are likely to suffer from serious food shortages (Baylies 2002; Chhagan et al. 2007; 
Cross 2001; de Waal and Whiteside 2003).  This has led de Waal and Whiteside (2003) to contend the 
AIDS epidemic in sub‐Saharan Africa is likely to produce a “new variant famine”, in which mortality 
affected households are seriously disadvantaged, especially with regard to food supply.  The authors 
note this will result in a “Swiss cheese pattern” of vulnerability, with food insecurity unevenly 
distributed across villages, as opposed to previous famines where the boundaries were generally 
geographically defined. 
  Indeed, data from Guinea suggest members of AIDS affected households are nearly three times 
as likely to go to bed hungry on a daily basis as their unaffected counterparts.  And one respondent in a 
qualitative study in rural South Africa reports reducing her food consumption to only plain maize, with 
no vegetables, once per day because it is all she could afford following the death of an ill household 
member (Cross 2001).  Hunger, of course, may affect a household’s socioeconomic standing by 
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necessitating the sale of assets or the slaughter of livestock in order to maintain household food 
security.  And the nutrition foregone by lessened food security may compromise the health of 
household members, potentially leading to further medical and/or funeral expenses (Baylies 2002; 
Chhagan et al. 2007). 
  In sum, the death of an adult household member may necessitate the sale of assets, and 
thereby increase the internal vulnerability of households, for a variety of reasons – including those 
impacts on household income and expenditures discussed previously, as well as the less direct routes 
outlined above.  One of the most important of these routes involves a decrease in the household labor 
supply, resulting either from the loss of the deceased or the subsequent migration or grieving of other 
household members.  This can have important implications for household agricultural production and 
subsequent food security.  And when the basic needs of household members are not being met, such as 
the need for adequate and nutritious food, households may have no choice but to sell assets in order to 
purchase items that were previously produced with their own labor. 
2.3.2  Why study assets? 
This project employs asset indexes to examine the socioeconomic effects of prime age adult 
mortality at the AHDSS site.  Households may be forced to sell assets in response to an adult death to 
compensate for lost wages, increased financial expenditures and/or decreased household productivity 
(Bachmann and Booysen 2004; Cross 2001; de Waal and Whiteside 2003; Drimie 2003; Dorward et al. 
2006; FAO 2004; Hilhorst et al. 2006; Hosegood et al. 2007; Kgathi et al. 2007; Knodel et al. 2007; 
Mather et al. 2005; Ogunmefun and Schatz 2009; Piot et al. 2002). 
  Data from the United Nations Food and Agriculture Organization indicate that many sub‐
Saharan African households sell assets in order to cover the costs associated with adult mortality – often 
beginning with the sale of non‐essential items, but progressing over time to the sale of key productive 
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assets (FAO 2004).  Gregson et al. (2007) find fairly widespread use of this coping strategy, with 
approximately 12% of rural Zimbabwean households affected by adult mortality selling assets to cover 
funeral costs and/or medical expenses.  Likewise, qualitative data from the AHDSS site report the sale of 
assets in response to this shock (Ogunmefun and Schatz 2009). 
  Some research suggests South African households may be most likely to sell livestock in the 
immediate aftermath of a shock, holding off on selling other movable assets until circumstances become 
incredibly dire (Collins and Leibbrandt 2007; Cross 2001; de Waal 2007; Swaans et al. 2008).  For 
example, Cross (2001) finds the first recourse of many rural South African households is to sell pigs and 
agricultural equipment.  And data from the AHDSS site indicate households sell or slaughter cows in the 
wake of an adult death to pay for medical and funeral expenses and provide food for the deceased’s 
funeral (Ogunmefun and Schatz 2009).  A study in rural Kenya similarly finds that, although asset 
holdings of all types decrease for households experiencing a prime age adult death, this decrease is only 
statistically significant for the small animal asset category, including livestock such as goats, sheep, and 
chickens (Yamano and Jayne 2004). 
  The sale of assets is generally regarded as an “irreversible” or “erosive” coping strategy, 
meaning it is likely to undermine the household’s long term viability (Donahue 1998; Drimie and Casale 
2009).  Ample research supports this characterization, suggesting depleting assets is only a short‐term 
coping strategy, often generating a small amount of income, but sometimes carrying dire consequences 
for the long‐term wellbeing of households (Collins and Leibbrandt 2007; Cross 2001; Gregson et al. 
2007).  For example, a study by Collins and Leibbrandt (2007) finds that only one‐third of impoverished 
South African households would be able to maintain their pre‐death living standards for a year or more 
by selling household assets. 
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  The current study’s use of asset indexes to measure increases in internal vulnerability in 
response to an adult death is therefore appropriate because research suggests this is a fairly common 
coping strategy for rural, sub‐Saharan African households; further, when households reach the erosive, 
or irreversible, stage of coping in which they begin to deplete their asset base, they may be entering a 
dangerous phase of dealing with a mortality shock from which longer‐term recovery is difficult.  It is 
important to acknowledge, however, that this coping strategy is less feasible for the most impoverished 
households at the site, which may own few consumer goods and little to no livestock.  Therefore, the 
absence of this form of erosive coping among the poorest households cannot be conceptualized as a 
lack of impact.  These households may in fact be engaging in other types of erosive coping not examined 
in the project, including the removal of children from school and decreasing food consumption.  In order 
to account for the influence of initial asset holdings on the household’s likelihood to engage in this 
strategy, interaction terms between baseline asset holdings and adult mortality are included in the 
analyses in Chapter 5.   
2.3.3  Mixed evidence 
Although compelling arguments support the prevalence of socioeconomic declines following an 
adult death, the results of empirical studies on this topic are mixed.  In some cases, the differences 
observed between mortality affected households and their unaffected counterparts are simply small.  
However, in some studies, the results can be downright counterintuitive.  For example, one study on 
HIV/AIDS affected households in rural South Africa finds that “unaffected” households actually 
experienced greater income declines over an 18 month period than did their affected counterparts 
(Bachmann and Booysen 2004).  Below I review several explanations put forth in the literature for the 
weak, and sometimes counterintuitive, findings of many studies on this topic. 
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  Sub‐Saharan African households face many shocks in addition to the high rates of adult 
morbidity and mortality due to the AIDS epidemic.  According to Collinson et al. (2009) rural South 
Africans are especially vulnerable, often facing considerably more hardships than their urban 
counterparts.  Some authors suggest this lack of significant difference may be because adult death is but 
one among a range of stressors to which households are exposed, including:  high unemployment, water 
scarcity, land degradation, climate variability, other non‐infectious illnesses, malnutrition, and a lack of 
access to basic social services such as health care (Alam et al. 2007; Bachmann and Booysen 2003; 
Chhagan et al. 2007; Drimie and Casale 2009; Kgathi et al. 2007).  Because all these stressors may 
increase household vulnerability, parsing out the effects of adult mortality is a difficult task.  It is not 
surprising therefore that the literature is characterized by somewhat contradictory results. 
  The difficulties inherent in this type of research notwithstanding, many authors suggest adult 
mortality is the – or one of the – most serious stressors in sub‐Saharan African communities (Cross 2001; 
Drimie and Casale 2009; Kgathi et al. 2007).  For example, focus groups conducted in rural Botswana 
suggest adult mortality, due largely to the AIDS epidemic, dwarfs other stressors in terms of damaging 
household viability (Kgathi et al. 2007).  Adult mortality may also exacerbate the problems associated 
with other poverty‐related stressors, suggesting this shock is worthy of more empirical attention (Cross 
2001; Drimie and Casale 2009). 
  Carter et al. (2007) suggest the lack of significant results obtained in many studies may also be 
attributable to “demographic adjustments”.  Households severely impacted by a death may compensate 
by sending some members to live with better‐off friends and relatives, leaving household dependency 
ratios unchanged.  This suggests many households experiencing the shock of an adult death may not 
suffer from the labor shortages discussed above – and as a result, may not experience socioeconomic 
declines. 
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  In support of this claim, many studies do not find significant changes in the dependency ratios of 
mortality affected sub‐Saharan African households – and some even suggest households experience a 
decrease in their dependency ratios in the aftermath of a mortality shock (Gregson et al. 2007; Kgathi et 
al. 2007).  For example, Mather et al. (2005) find sub‐Saharan African households can often attract new 
productive members following an adult death, in order to compensate for labor shortages that might 
otherwise have reduced household productivity.  A study in rural Kenya also supports the suggestion 
that labor shortages may not be a serious problem for mortality affected households, finding that 
households experiencing a death are no more likely to experience agricultural labor shortages than their 
unaffected counterparts and are no more likely to shift their agricultural production toward less labor 
intensive crops (Jayne et al. 2006).  Likewise, many sub‐Saharan African households that have 
experienced an adult death are actually found to exhibit similar land‐to‐labor ratios and similar levels of 
asset holdings as their unaffected counterparts (Mather et al. 2005). 
  Although the use of the “demographic adjustment” methods outlined above (i.e. attracting new 
productive members to the household and/or sending dependent members away from the household) 
may improve the economic wellbeing of the remaining household members – for example, by reducing 
the demand for food and therefore allowing the household to forego selling valuable assets – part of the 
burden of this death is simply being displaced to the wider community.  As noted by Carter et al. (2007, 
p. 72), it is therefore possible that premature adult mortality may in some cases actually “reduce 
poverty as we measure it”.  This implies the inconsistencies noted in the literature may reflect not an 
absence of burden following the shock of an adult death, but instead the fact that our measures need 
refinement. 
  Most notably, this indicates the shock of an adult death may not be entirely insular to the 
household, but may instead be diffused throughout the community (Booysen and Arntz 2003; Jayne 
48 
 
2006).  This is especially likely in sub‐Saharan African communities such as the AHDSS site, where HIV 
seroprevalence rates are relatively high, often exceeding 20% of the population.  Indeed, the death of 
non‐household members may negatively impact households in this context in many ways – for example, 
if the deceased’s household engages in the demographic adjustment methods outlined above, or if the 
deceased is a relative who previously provided financial support to the household (Hosegood et al. 
2007).  Sub‐Saharan African communities are also characterized by social support networks in which 
“unaffected” households may contribute cash or labor to their mortality‐affected counterparts (Hilhorst 
et al. 2006). 
  A compelling argument can be made that the effects of adult mortality reach beyond the 
household of the deceased.  However, research examining these relationships at the household level 
remains important because considerable effort is directed at identifying those households most affected 
by shocks,  and also those most prone to experience future shocks, to target aid.  The null and only 
marginally significant results often obtained in studies examining the socioeconomic effects of adult 
mortality at the household level, although somewhat counterintuitive, are nonetheless informative for 
those working in intervention development. 
  A final issue that may complicate measurement of the socioeconomic effects of adult death is 
that a household’s initial socioeconomic status may affect the extent to which the shock deteriorates 
their socioeconomic standing.  Several researchers suggest it may be those households that are initially 
worst off socioeconomically that experience the greatest declines following a death (Carter et al. 2007; 
Ogunmefun and Schatz 2009; Tekola et al. 2008; Yamano and Jayne 2004) 
  Evidence for this is found at the AHDSS site, where a fairly small qualitative study finds many 
households that are unable to financially recover from the shock of an adult death were below‐average, 
economically, before the death (Ogunmefun and Schatz 2009).  In this study, over half of the households 
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that experienced an adult death indicated they had not fully financially recovered from the shock even 
years afterward.  Additional research in rural South Africa supports this claim as well finding that unlike 
more advantaged households, less well‐off households often fall below a “critical level” 
socioeconomically from which recovery is not possible (Carter et al. 2007). 
  In a study in rural Kenya, relatively poor households were again found unable to recover from 
adult mortality – especially the death of a male household head – with the negative effects of the death 
persisting over the researchers’ three year study period (Yamano and Jayne 2004).  And research in 
Ethiopia suggests poorer households are two to three times more likely to experience a decline in 
socioeconomic status following the death of an adult household member, and the decline they do 
experience is greater than that observed for their less impoverished counterparts (Tekola et al. 2008).  
The current project therefore controls for the possible confounding effect of initial household 
socioeconomic status on this relationship and examines interaction effects between adult mortality 
experience and baseline household SES. 
2.3.4  Is AIDS related mortality a distinct mortality shock? 
Many authors contend AIDS related deaths are a more severe shock in terms of household 
socioeconomic standing, compared to adult deaths from other causes (Gregson et al. 2007; Hillhorst et 
al. 2006; Ngalula 2002; Tekola et al. 2008).  The verbal autopsy data collected at the AHDSS site (Kahn et 
al. 1999; Kahn et al. 2007) allow this project to distinguish between AIDS related and non‐AIDS‐related 
adult mortality, providing a contribution to this area of the literature.  This is important because 
although many of the upcoming arguments are compelling, empirical studies have not yet reached 
consensus on whether an AIDS related death does indeed represent a unique mortality shock. 
  One of the reasons AIDS deaths are said to be more costly to households than other types of 
adult mortality is the long duration of sickness that often precedes this shock.  Indeed, research in 
50 
 
Tanzania finds HIV positive adults experience on average seventeen different episodes of illness before 
dying, with each episode becoming progressively more costly to the household (Bolllinger et al. 1999).  
Another study in the same country likewise concludes individuals who die from AIDS are more than 
twice as likely as their non‐AIDS affected counterparts to experience an extended period of sickness 
before their death – quantified in this study as a period of illness lasting longer than three months 
(Ngalula et al. 2002). 
  Research at the AHDSS site finds caregivers for HIV positive individuals often arrange for 
multiple treatments for their patients, resulting in substantial household expenditures (Ogunmefun and 
Schatz 2009).  Interestingly, these authors suggest households experiencing AIDS‐related morbidity may, 
somewhat counter‐intuitively, spend more money on medical care for an AIDS patient precisely because 
they are less likely than those suffering from other ailments to see tangible results from the treatments 
they undergo.  Several studies in other areas of sub‐Saharan Africa likewise find people with HIV/AIDS 
make extensive use of both traditional and modern health services during their illness, and often, that 
they do so more than those who are afflicted with other ailments (Gregson et al. 2007; Ngalula et al. 
2002).       
  In addition to the protracted medical care required for many AIDS patients prior to their deaths, 
this type of mortality may also be more likely to adversely affect the household’s income stream than 
other types of adult deaths through its impact on wage labor.  A study in Ethiopia finds that, while the 
difference between AIDS related and non‐AIDS related mortality in terms of direct costs is minimal, the 
indirect cost of an AIDS death on a household exceeds that of non‐AIDS death by 58% (Tekola et al. 
2008).  The authors consider lost future lifetime earnings to be an indirect cost of such a death, 
accounting for nearly all the increased impact attributable to AIDS.  In this study, the number of 
potentially productive years lost by an AIDS patient was three times greater than for a non‐AIDS patient.  
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Qualitative data from a small study in rural South Africa also suggest households experiencing an AIDS 
related death may have difficulty securing an income stream following the death.  In this study, none of 
the AIDS affected households had anyone working in their household following this shock (Cross 2001). 
  The stigma surrounding HIV/AIDS is another important reason why the shock of an AIDS death is 
often speculated to have a worse impact on households than adult mortality from other causes (Baylies 
2002; de Waal and Whiteside 2003; Hillhorst et al. 2006; Hosegood et al. 2007).  In fact, a study in rural 
Nigeria found that in half of all villages studied – which generally had high rates of HIV infection – local 
leaders would actively deny the presence of the disease in their community for fear of being stigmatized 
as an “AIDS community” (Hillhorst et al. 2006).  An interview respondent in Togo who lost a family 
member to AIDS suggests a similar unwillingness to disclose the fact that he has been affected by the 
disease, stating:  “they will [talk] about you in a mean way so much so that you will pity yourself for 
disclosing the secret in the first place” (Moore 2007, p. 301). 
  Not surprisingly, Ngalula et al. (2002) conclude this lack of disclosure is not simply related to a 
lack of information on what AIDS deaths look like.  In their study in rural Nigeria, the authors find that 
less than a quarter of households that experienced an AIDS death are likely to report this as the 
deceased’s cause of death, with the other 75% of households nearly evenly split between suggesting the 
cause was not AIDS and reporting that they do not know the cause of death.  However, 96% of 
respondents that experienced the death of a household member from non‐AIDS related causes stated 
openly that AIDS was not the cause (Ngalula et al. 2002).  Clearly, the stigma surrounding HIV and AIDS is 
a major concern for those living in many sub‐Saharan African communities. 
  The fact that AIDS is unevenly distributed across communities – unlike a shock such as a drought 
– renders it especially problematic for households, as it is perceived as an affliction of individual 
households, not the community at large.  This opinion is reflected in interview data from a young man in 
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rural Nigeria: “If a person becomes infected with HIV, we simply don’t help.  This person has obviously 
lived a reckless life, running after worldly things, and so we don’t want to associate with this kind of 
person” (Hillhorst et al. 2006, p. 391). 
  The stigma surrounding AIDS may in part be due to a lack of knowledge on the disease’s 
transmission (Hillhorst et al. 2006; Hosegood et al. 2007).  Hillhorst et al. (2006) suggest that it is a fairly 
common belief in many sub‐Saharan African communities that HIV can be transmitted through shared 
eating utensils.  And a study in rural South Africa finds that many HIV infected individuals believe their 
infection is due to witchcraft by someone outside the family (Hosegood et al. 2007).  The fact that HIV is 
sexually transmitted may also contribute to this stigma, especially for women, who some researchers 
suggest bear the brunt of the blame for transmitting HIV (Hillhorst et al. 2006).  Hosegood et al. (2007) 
suggest HIV affected households are put in the uncomfortable position of having the sexual behaviors of 
household members discussed widely in the community, leading them to feel criticized and blamed.  
This stigma may unfortunately lead individuals to withdraw from social settings and to avoid medical 
treatment for fear of suspicion of the illness (Baylies 2002). 
  AIDS orphans feel this stigma as well, reporting themselves as more often stigmatized and 
discriminated against than children with both parents – and even than children who have been 
orphaned for other reasons (Delva et al. 2009).  In a study examining the associations between 
orphanhood, stigma, and socioeconomic standing in Guinea, AIDS‐orphaned children were found to be 
stigmatized against more often and were also found to be more socioeconomically disadvantaged than 
their counterparts (Delva et al. 2009).  Although this study is cross‐sectional and therefore cannot 
establish causality, the authors contend this may provide support for the idea that the stigma 
surrounding HIV/AIDS is associated with subsequent socioeconomic hardship. 
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  One way in which the stigma associated with HIV/AIDS may affect household socioeconomic 
standing is through the resulting social isolation experienced by members of the afflicted household.  
Individuals in AIDS affected households may withdraw from social networks for fear of rejection and also 
because they can no longer afford to participate in social gatherings (Hillhorst et al. 2006; Moore 2007).  
A study in rural Nigeria finds members of over one‐quarter of AIDS affected households report feeling 
socially isolated, while this is the case for less than 10% of households affected by other chronic illnesses 
(Hillhorst et al. 2006).  In addition to the effects of stigma, some of this isolation may also be due to the 
intensity of caregiving required for AIDS patients, with caregivers often lacking the time and/or 
resources to maintain previous social ties (Hillhorst et al. 2006). 
  This withdrawal from social support networks may mean households impacted by an AIDS‐
related death are less able to draw on the resources of their neighbors and kin when coping with this 
shock.  Importantly, AIDS affected households may therefore be more likely than unaffected 
households, or those affected by another type of mortality, to resort to the use of irreversible coping 
strategies such as the sale of assets in the wake of a shock in order to compensate for livelihood asset 
losses. 
  Stigma may also impact the socioeconomic standing of households prior to the death of an HIV 
positive member by inhibiting the ill individual’s ability to pursue employment opportunities.  This is 
illustrated in an interview conducted with an HIV positive man from Soweto, South Africa, where he 
states, “It becomes routine that people look at you and decide that if you lost weight, or have skin 
problems you are HIV positive; even the interviewers themselves are that discriminating” (Chhagan et al. 
2008, p. 102). 
  AIDS is also unique from many other forms of ill health in its propensity to affect multiple 
household members within quick succession of one another (Baylies 2002; Hosegood et al. 2007).  
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According to Hosegood et al. (2007), the extended households common in rural South Africa, in 
combination with HIV transmission patterns, create a situation in which multiple AIDS related deaths are 
likely to occur within one household.  This “clustering” of AIDS deaths may render this disease worse 
than other forms of ill health, which are less prone to result in successive household shocks (Baylies 
2002).  Indeed, when multiple members of one South African household become ill, research finds that 
neighbors who had previously made visits to the household may become concerned about HIV and 
therefore cease to visit (Baylies 2002; Hosegood et al. 2007).  A study in rural South Africa likewise 
suggests HIV affected households that experience multiple, successive deaths feel stigmatized as 
“diseased” and “poor”, and other households are therefore less likely to provide them assistance 
(Baylies 2002).  This may affect the livelihood strategies these households are able to engage in, and, as 
mentioned above, may hasten the household’s decline into irreversible coping strategies. 
  Stigma may not be the only reason AIDS affected households are less likely to receive social 
assistance than their counterparts affected by other forms of adult mortality, however (Hillhorst et al. 
2006).  In a study in rural Nigeria, Hillhorst et al. (2006, p. 390) find many individuals feel it is not 
worthwhile to lend money to HIV positive neighbors and kin because they are “inevitably going to die” 
before paying back the loan.  In fact, it seems households are actually more likely to offer assistance 
during funerals than they are during the period of illness preceding the death of an HIV positive 
individual because they have little faith this investment will pay off in the future. 
  Although these arguments provide fairly compelling evidence that AIDS related mortality is, in 
fact, a distinct shock to households, compared to adult mortality from other causes, not all studies 
examining this question are in agreement.  As noted by White and Robinson in 2000, limited and 
seemingly contradictory data existed on this debate at that time – and it seems the last decade has not 
rendered the situation much clearer. 
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  For example, in contrast to the arguments outlined above, Hosegood et al. (2007) find that in 
South Africa, non‐AIDS related deaths can have the same or even a greater impact on households – both 
socially and economically – than deaths due to AIDS.  They suggest this effect depends on many factors, 
including the gender and household position of the deceased individual, which may actually be more 
significant than the deceased’s cause of death.  This finding is also reflected in a study at the AHDSS site, 
which indicates AIDS related deaths have similar effects to those of other causes with regard to 
household food security and use of the natural environment (Hunter and Twine 2008).  Likewise, in the 
Ethiopian study mentioned previously, although households that experienced an AIDS related death 
were more likely to report adverse changes in their finances than their counterparts who experienced 
deaths from other causes, the majority of households did not in fact report any adverse changes (Tekola 
et al. 2008).  Clearly more empirical work is needed and the current study provides additional insight to 
this debate. 
2.4  Conclusion 
A considerable amount of work, both theoretical and empirical, demonstrates that a lower 
socioeconomic status is associated with a higher likelihood of experiencing adult mortality in general 
and AIDS‐related mortality specifically (Gabrysch et al. 2008; Hargreaves et al. 2002; Kalichman et al. 
2006; Lopman et al. 2007; Madise et al. 2007; Robinson and Seiber 2008; Tladi 2006; Wubs et al. 2009).  
The reasons cited for this include an increased propensity to engage in various high‐risk sexual 
behaviors, the prohibitive cost of attaining adequate medical care, the lower educational status of more 
impoverished individuals, and a heightened biological susceptibility to illness.  However, mounting 
empirical evidence supports the exact opposite argument, that HIV prevalence may be greater among 
those of higher socioeconomic standing (Baringhausen et al. 2007; Gregson et al. 2001). 
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  Likewise, a series of plausible pathways have been put forth by researchers detailing how the 
shock of an adult death is likely to increase the internal vulnerability of sub‐Saharan African households, 
by depleting their asset holdings.  The shock of an adult death may decrease household income, through 
its impact on wage earners and/or grant recipients (Chhagan et al. 2007; Collins and Leibbrandt 2007; 
Gregson et al. 2007); increase financial expenditures for medical expenses and funeral costs (Cross 2001; 
de Waal and Whiteside 2003; Dorward et al. 2006; Hilhorst et al. 2006; Hosegood et al. 2007; Kgathi et 
al. 2007; Knodel et al. 2007; Piot et al. 2002); and decrease household productivity, through its impact 
on the household labor supply, thereby threatening other livelihood outcomes, such as food security (de 
Waal and Whiteside 2003; Gregson et al. 2007; Hillhorst et al. 2006; White and Robinson 2000).  All 
these impacts may lead households to engage in the “irreversible”, or “erosive”, coping strategy of 
selling or slaughtering assets.  And many researchers suggest an AIDS death may be an especially severe 
shock for households, possibly hastening the use of this irreversible coping strategy – due to the stigma 
surrounding HIV/AIDS (Baylies 2002; de Waal and Whiteside 2003; Hillhorst et al. 2006; Hosegood et al. 
2007) and the fact that an AIDS related death is often precipitated by a long duration of illness (Bollinger 
et al. 1999; Gregson et al. 2007; Ngalula et al. 2002).  Again, however, empirical support for these claims 
is mixed (Hosegood et al. 2007; Tekola et al. 2008). 
  This project contributes needed empirical data to the literature, first by examining the extent to 
which household asset holdings predispose households to experiencing an adult mortality shock and 
second, by examining the socioeconomic effects of adult mortality, particularly AIDS related, on 
households at the AHDSS site.  These two research questions are addressed in turn in Chapters 4 and 5.  
Chapter 3 now provides a description of the AHDSS site research site and the methods employed in the 
upcoming empirical chapters. 
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3.1   Introduction 
This chapter begins by describing the Agincourt Health and Demographic Surveillance Site 
(AHDSS) and the data used in the upcoming analyses.  A description, summary, and empirical 
justification for each of the variables included in the analyses are provided, followed by a brief 
description of the analyses conducted in each of the empirical chapters.  A more detailed description of 
these analyses is included in Chapters 4 and 5, and an in depth explanation of the statistical methods 
employed in each analysis is given in the Appendix.  Finally, I discuss the limitations of this project and 
conclude with a summary of the methodological advantages of working with AHDSS data. 
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3.2   Research site 
Data for this project were obtained from the Agincourt Health and Demographic Surveillance 
Site (AHDSS), located approximately 500 kilometers northeast of Johannesburg, in the rural province of 
Mpumalanga (formerly Limpopo), South Africa.  The Agincourt site is named after the village of 
Agincourt, in which the local health center is located.  The Agincourt research site is the longest 
established health and demographic surveillance unit in southern Africa.  As of 2007, when the last 
census data for this project were collected, the site encompassed over 400 square kilometers and was 
home to approximately 70,000 people living in 21 villages.  The site has since expanded, however, to 
incorporate three more villages and nearly 15,000 additional people.  A map of the Agincourt site is 
presented in Figure 3.1. 
 
The Agincourt study site was part of a homeland under the Apartheid‐era Bantu Authorities Act 
of 1951.  This legislation led to the forced resettlement of black Africans into densely populated, 
Figure 3.1 
AHDSS research site, 
Mpumalanga Province, 
South Africa 
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geographically dispersed, and economically marginalized areas, in part to provide labor for the mining 
industry.  These settlement patterns, and the high levels of labor migration that ensued, created 
“spatially stretched” households often characterized by spousal separation (Kahn et al. 2005).  Labor 
migration is still common at the AHDSS site, with over half of all households having at least one non‐
resident migrant (Collinson et al. 2009). 
  Poverty is endemic in rural South African communities, and these communities tend to be 
considerably poorer than their urban counterparts.  Data from the 1993 Project for Statistics on Living 
Standards and Development (PSLSD) from the Southern Africa Labor and Development Research Unit at 
the University of Cape Town indicates that, on average, rural South African households would need to 
increase their income by over 70% just to reach the poverty line (Collinson et al. 2009).  The AHDSS site 
is a typical site of rural underdevelopment in post‐Apartheid South Africa, characterized by poor 
infrastructure and services, high rates of preventable disease and child mortality, low levels of 
education, and endemic poverty.  Most children at the AHDSS site enter primary school, but less than 
half go on to secondary school and only a few begin post‐secondary education (Kahn et al. 2005).  There 
is a shortage of local employment opportunities at the site, and land availability is inadequate to support 
subsistence agriculture.  The area is also characterized by a high population density (approximately 175 
people per square kilometer) as well as a high HIV seroprevalence (estimated at over 30% in 2009 
among the adult population) (SADH 2010).  The site contains a health center and five satellite clinics, 
and three hospitals are 25 to 60 km away, although residents generally get health care from allopathic 
and traditional health care providers (Kahn et al. 2005). 
  The Agincourt study site is located near Kruger National Park, a wildlife reserve established in 
1898 and encompassing approximately two million hectares, and the eastern border with Mozambique.  
The proximity of the game reserve provides a limited amount of tourism‐related employment to the 
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area (Golooba‐Mutebi and Tollman 2004).  Due to its proximity to Mozambique, the area has also 
received an influx of refugees, particularly during the late 1980s in response to the Mozambican Civil 
War, but also throughout the past decades in search of employment.  Approximately one‐third of the 
study population is of Mozambican origin.  Although many Mozambican war refugees subsequently 
stayed in South Africa, they have not been successfully incorporated into South African society in all 
respects.  Research at the AHDSS site indicates Mozambican refugees are disadvantaged legally, 
economically, and socially (Kahn et al. 2005). 
  Although a generally impoverished area, the Agincourt site is characterized by significant 
poverty differentials (Kahn et al. 2005) as well as high HIV seroprevalence.  These characteristics make 
the AHDSS site an appropriate location for studying the intersections between prime age adult mortality 
shocks and household socioeconomic status. 
3.3   Data 
The Agincourt research site was established in the early 1980s to gather baseline rural 
population and health data against which interventions aimed at assisting these impoverished 
communities could be measured.  At the time, the area suffered from very weak health and population 
statistics (e.g. birth and death records).  In 1992, however, the first annual census was fielded in 
Agincourt, collecting data from each individual living in the research site, including his or her: age, 
gender, educational status, residential status, nationality, and mother’s identification.  In 1993, vital 
events such as births and deaths and in‐ and out‐migrations were added to the census.  The quantity of 
data collected has increased in subsequent years, including the fielding of special topical modules, such 
as the 2001, 2003, 2005, and 2007 asset modules, which form the basis for many of the analyses 
conducted here.  These special topical modules are selected for inclusion in the census based on their 
salience in the relevant literature, extensive piloting, and AHDSS site researchers’ knowledge of the local 
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population, and are repeated to allow for longitudinal modeling, with intervals corresponding to their 
expected rate of change (Collinson et al. 2009). 
  Census data are collected and processed by trained fieldworkers recruited from local 
communities.  The use of local fieldworkers is an asset to the AHDSS site, as Booysen and Arntz (2003) 
suggest their “insider” information on communities and particular households renders local people 
better observers.  Also, local fieldworkers do not suffer from language barriers that may plague outside 
researchers, and their presence has been found to encourage greater trust between respondents and 
researchers (Booysen and Arntz 2003). 
  During each yearly census visit, AHDSS site fieldworkers record new data, verify old data, and 
record all demographic events that happened in the previous year.  The respondent chosen to be 
interviewed at each household is the most knowledgeable person there at the time of the visit.  Four 
teams of six fieldworkers conduct visits and a supervisor uses GPS‐based maps to verify the location of 
all households and ensure none are missed.  Any new houses are added to the maps each year.  Data 
quality checks are conducted by randomly recollecting data for 2% of study households. 
  All data for this project are drawn from the AHDSS site censuses collected between 1998 and 
2008.  A total of 17,991 households are included in the resulting dataset, which contains information on 
household composition, labor market participation, physical and financial asset holdings, electricity use, 
and adult mortality at various times in this window.  Some data (e.g. household composition) are 
available over the entire period, while others (e.g. labor market participation) are only available on 
specific dates, when their corresponding topical modules were fielded.  For a timeline of data availability 
by type please see Figure 3.2.  Note that the gap in individual level data between late 2005 and mid‐
2007 results from the compilation of data from several separate extractions for this project.  Due to the 
time frames of the analyses conducted in Chapters 4 and 5, this missing data is not a concern. 
 Sa
household
although 
collection
this proje
14,000.  T
dependin
examined
mple sizes fo
s intact at th
not very com
, but no one 
ct, the numb
herefore, sam
g on the varia
. 
r the analyse
e time the d
mon – that h
was home to
er of househo
ple sizes for
bles include
s conducted
ata necessary
ouseholds w
 respond to t
lds intact at 
 the upcomin
d in the analy
 in Chapters 
 for each ana
ith missing da
he fieldwork
the AHDSS si
g analyses a
sis and the t
4 and 5 vary 
lysis were co
ta were inta
ers’ queries. 
te ranges fro
re between a
ime frame ov
depending on
llected.  It is
ct at the time
 During the p
m approxima
pproximately
er which the
 the number
 also possible
 of data 
eriod examin
tely 10,000‐
 8,000‐12,00
 variables are
62 
 
 of 
 – 
ed in 
0, 
 
63 
 
3.3.1   Adult death 
This study examines the shock of prime age adult mortality – defined as the death of a 
household member between the ages of 15 and 49 (UNAIDS 2008; UN 2007) – in households at the 
AHDSS site.  I explore both the precursors to, and aftereffects of, this shock. 
  Prime age adults are generally said to constitute the most productive age group in sub‐Saharan 
Africa (Baro and Deubel 2006; Kadiyala and Gillespie 2003; Mutangadura and Sandkjaer 2009), and their 
loss may seriously disadvantage those household members left to cope in their absence.  This is 
especially problematic in light of the Southern African HIV epidemic, as research suggests HIV/AIDS 
ravages this group in heavily affected communities, damaging the local economy and harming the 
knowledge, skill, and labor base of households (Gregson et al. 2007; Hillhorst et al. 2006; Mutangadura 
and Sandkjaer 2009; Ngalula 2002; Tekola et al. 2008). 
  According to Kahn et al. (2005) studies exploring the associations between mortality shocks and 
household impoverishment must examine relative risk based on household member characteristics, 
rather than overall risk in large, heterogeneous groups like Agincourt residents.  Failure to do so may 
lead to the implementation of interventions that exacerbate local inequalities by preferentially providing 
services to those who are less in need.  This project therefore stratifies adult mortality on three 
dimensions:  gender, household position, and cause of death. 
  Literature indicates sub‐Saharan African men and women have differential access to household 
resources and engage in different livelihood activities (Akhter 2001; Gawaya 2008; Yamano and Jayne 
2004).  Although women constitute the majority of Southern African farm labor, their access to and 
decision making power over household livestock holdings is often severely limited.  Likewise, women 
often lack access to markets (Gawaya 2008; Yamano and Jayne 2004).  The extent to which resource 
holdings are protective against adult mortality may therefore vary along gender lines, with men 
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potentially reaping greater rewards from household assets over which they have primary decision 
making power. 
  In addition, several studies indicate socioeconomic predisposition to AIDS‐related death may 
show an inverse relationship along gender lines, with more impoverished women but more well‐off men 
more susceptible to the disease (Hargreaves et al. 2002; Robinson and Seiber 2008).  Explanations relate 
to the fact that more advantaged men are better able to acquire more, and more varied, sexual 
partners, compared to their more impoverished counterparts, while poorer women are more likely to 
take on transactional sexual partners, in order to provide for the basic needs of their families.  The 
aggregation of men and women in studies examining socioeconomic predisposition to adult mortality 
may therefore cause these inverse relationships to obscure each other. 
  The effects of an adult death may also vary depending upon the gender of the deceased.  With 
women responsible for approximately 70% of Southern African food production and a majority of 
childcare and other household labor (Akhter 2001; Gawaya 2008) those households experiencing a 
female death may be especially impacted by the shock.  The death of an adult male, however, may have 
more serious repercussions for households that derive at least part of their income from market‐based 
activities, or from formal employment, where men generally garner better access and higher wages than 
women (Gregson et al. 2007; Tekola et al. 2008; Yamano and Jayne 2004). 
  Previous research, including work at the AHDSS site, also indicates it is prudent to stratify adult 
mortality by the deceased’s position within the household.  Several studies find the impact of adult 
mortality varies greatly depending on whether the deceased was a primary breadwinner and core 
household member (Hunter et al. 2007; Yamano and Jayne 2004; Drimie 2002).  For example, prior 
collaborative work with Drs. Hunter and Twine finds AHDSS households experiencing the death of a 
head – either male or female – over a two‐year span were significantly more likely to be food insecure 
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following the shock than their mortality‐unaffected counterparts (Hunter et al. 2011).  Likewise, in 
Kenya, Yamano and Jayne (2004) find the death of a male head of household has serious repercussions 
with regard to agricultural production – with affected households experiencing a 68% percent reduction 
in output – while the deaths of other household members do not.  Prime age adult mortality is therefore 
broken down as follows in the current study:  female household head, male household head, female 
“other,” and male “other.”  Table 3.1 summarizes adult deaths at the AHDSS site disaggregated by 
gender and household position, between January of 2000 and July of 2007. 
 
Table 3.1  Number of Households Experiencing Adult Mortality by Gender and Household Position 
January 1, 2000 ‐ July 31, 2007 
   1/00‐1/02  1/02‐1/04  1/04‐1/06  1/06‐7/07  1/00‐7/07 
   Freq.  % of HH  Freq.  % of HH  Freq.  % of HH  Freq.  % of HH  Freq.  % of HH 
Male head  74  0.65  138  1.18  177  1.51  118  1.01  436  3.85 
Male non‐head  113  1.00  181  1.55  226  1.93  218  1.86  676  5.97 
Total male  187  1.65  319  2.73  403  3.44  336  2.87  1112  9.82 
Female head  28  0.25  60  0.51  88  0.75  48  0.41  162  1.43 
Female non‐head  168  1.48  233  2.00  316  2.70  254  2.16  849  7.49 
Total female  196  1.73  293  2.51  404  3.45  302  2.57  1011  8.92 
 
Death rates have recently risen at the AHDSS site, with an increasing proportion of households 
experiencing adult mortality during each successive two‐year window presented in Table 3.1.  Note that 
the last time frame does not span an entire two years, due to the absence of mortality data past July of 
2007; if the frequency of adult deaths during this window is extrapolated to a full 24 months, the 
proportion of households experiencing a death is indeed greater than the two years prior.  Households 
experience male and female mortality at approximately equal rates, with no clear predisposition to 
death based on gender appearing over the seven year period. 
  Mortality rates at the AHDSS site are similar to those found in panel studies in several other sub‐
Saharan African countries that have been hard hit by the HIV epidemic including Kenya, Tanzania, and 
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Zambia.  In these studies, roughly 2‐4% of households are found to experience the death of a prime age 
adult each year (Gregson et al. 2007; Jayne et al. 2006; Yamano and Jayne 2004). 
  The deaths of heads of household account for approximately 40% of all male deaths at the 
AHDSS site and approximately 20% of all female deaths.  This is consistent with the findings of a recent 
review of adult mortality impact studies, conducted by Mather et al. (2005).  The authors find that, in 
contrast to the general assumption that household heads are most likely to die, especially from AIDS, 
most studies in fact indicate the majority of deceased prime age adults are “other” household members.  
Mather et al. (2005) suggest these individuals are less likely to be primary breadwinners and core 
household members compared to household heads – and the impacts of their deaths may therefore not 
be as severe. 
  Prime age adult mortality is also disaggregated by the deceased’s cause of death.  Data on the 
cause of death for all deceased individuals are collected with each AHDSS site census using a technique 
called a verbal autopsy.  This procedure entails querying the closest caretaker of anyone deceased 
within the past twelve months, in their mother tongue, as to the symptoms presented by the deceased 
prior to his or her death.  Two medical practitioners then review each verbal autopsy, and, if they both 
independently assign the same probable cause of death, this diagnosis is accepted.  If they disagree, the 
two doctors confer; if they are then able to reach a consensus, this is accepted as the cause of death.  If 
they are still unable to reach agreement, a third independent assessment is made.  If two of the 
resulting three probable causes of death now correspond, the diagnosis is accepted.  If not, the cause of 
death is considered “undetermined” (Kahn et al. 1999, Kahn et al. 2007). 
  The verbal autopsy technique only provides data on AIDS related mortality, not morbidity.  
Although this confines the sample of “HIV affected” households in this project solely to those that 
experienced a death, this method of assessing HIV risk likely carries considerably less bias than the most 
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common method employed in rural African populations – testing at prenatal care centers (Cogneau and 
Grimm 2006).  Data on HIV infection from prenatal clinics may be skewed along socioeconomic lines, 
with more advantaged women having greater access to these clinics, and it may also underestimate HIV 
prevalence due to the fact that other sexually transmitted infections have been shown to both raise the 
risk of HIV infection and decrease chances of a successful pregnancy (du Lou et al. 1999; Gregson et al. 
2001).  Data from prenatal care centers also provide no information on HIV infection rates among men.  
Verbal autopsy data, conversely, are collected for all deceased individuals in the AHDSS site, providing a 
representative view of HIV infection across the site.  These VA’s also likely provide more accurate results 
than consulting records at local hospitals.  White and Robinson (2000) suggest hospital records may be 
biased because most rural Africans do not know their HIV status, and deaths due to HIV are often not 
recorded as such. 
  In this study, the deceased’s cause of death is categorized as either AIDS related or non‐AIDS 
related (non‐communicable, infectious and parasitic, accidental, “other”, or undetermined).  Because 
AIDS related adult mortality accounts for approximately 40% of all adult deaths at the AHDSS site, 
sample size considerations do not warrant the further disaggregation of non‐AIDS related mortality into 
its component categories.  Approximately 18% of deaths during the study period are from 
“undetermined” causes.  Following Madhavan et al. (2009), these deaths are included in the non‐AIDS‐
related category, although this unfortunately is likely to underestimate the prevalence of AIDS related 
deaths at the site. 
  Deaths from tuberculosis (TB) are categorized as AIDS related in the upcoming analyses.  
Tuberculosis prevalence has increased dramatically in several sub‐Saharan African countries in recent 
years, and it is generally accepted that this is due to the HIV epidemic (Kirande 2000; Floyd et al. 1999).  
This increase has been especially pronounced in the 20‐40 year age range and has coincided with an 
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increase in TB related fatality rates, also presumably due to HIV (Kirande 2000; Floyd et al. 1999).  
Recent data suggest South Africa has the third highest incidence of tuberculosis in the world, with over 
600 new cases per 100,000 people each year (WHO 2007).  Of course not all new cases of TB are related 
to HIV; the disease is also spread in the poor working and living conditions that are common in many 
impoverished communities (Harling et al. 2008).  However, TB is often the primary manifestation of HIV.  
And White and Robinson (2000) suggest that, due primarily to its association with TB, HIV will soon be 
the dominant cause of death from infectious disease worldwide. 
  Table 3.2 presents a breakdown of adult mortality at the AHDSS site between January of 2000 
and July of 2007 disaggregated by gender and cause of death.  The data are split into four periods in 
order to examine trends over time.  Again note that the final period is only 19 months, rather than two 
years, because data on cause of death are only available through July, 2007. 
 
The proportion of households experiencing AIDS related mortality climbed steadily between 
2000 and 2007, with households in the last time period more than twice as likely as those in the first 
two‐year period to experience this shock.  Women appear more impacted by the disease than men, 
representing more than half of all AIDS‐related deaths across the study period.  Previous work in eastern 
Zimbabwe likewise finds women disproportionately likely to die from AIDS, even though women are 
Table 3.2  Number of Households Experiencing Adult Mortality by Gender and Cause of Death 
January 1, 2000 ‐ July 31, 2007 
   1/00‐1/02  1/02‐1/04  1/04‐1/06  1/06‐7/07  1/00‐7/07 
   Freq.  % of HH  Freq.  % of HH  Freq.  % of HH  Freq.  % of HH  Freq.  % of HH 
Male AIDS  83  0.73  91  0.78  129  1.10  164  1.40  412  3.64 
Female AIDS  99  0.87  122  1.05  163  1.39  181  1.54  489  4.32 
Total AIDS  182  1.60  213  1.83  292  2.49  345  2.94  901  7.96 
Male non‐AIDS  106  0.94  227  1.95  275  2.35  172  1.47  700  6.18 
Female non‐AIDS  97  0.86  168  1.44  242  2.06  120  1.02  537  4.74 
Total non‐AIDS  203  1.80  395  3.39  517  4.41  292  2.49  1237  10.92 
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overall less likely to die than their male counterparts (Gregson et al. 2007).  As discussed earlier, this 
may be a result of the socioeconomic barriers faced by sub‐Saharan African women, which limit their 
options for generating income and necessitate “high risk” behaviors such as transactional sex 
(Barnighausen et al. 2007; Dunkle et al. 2004; Hargreaves et al. 2002; Karim et al. 1995; Santo and 
Etheredge 2004).  The disparity between male and female cases does not appear to be growing 
appreciably over the period shown in Table 3.2. 
  AIDS accounts for less than half of all deaths at the AHDSS site in all but the last time frame 
shown in Table 3.2.  Interestingly, the frequency of non‐AIDS‐related deaths also increased between 
2000 and 2007, along with deaths attributable to AIDS.  Prime age men are more likely than prime age 
women to die of these non‐AIDS‐related causes. 
  The concomitant increase in non‐AIDS related mortality, alongside that due to AIDS, suggests 
AIDS is not set to eclipse other causes of death in the near future.  This supports the assertion made by 
many authors that understanding the dynamics of poverty in sub‐Saharan African communities requires 
a better understanding of the effects of prime age adult mortality of all causes, not just AIDS‐related, on 
household wellbeing (Mather et al. 2005; Yamano and Jayne 2004).  However, disaggregating adult 
deaths by their cause allows this project to contribute needed empirical data to the literature, as no 
consensus has yet been reached on the utility of classifying AIDS related mortality as a distinct 
household shock compared to adult mortality from other causes. 
  The primary modes of HIV transmission in sub‐Saharan Africa are heterosexual sex and mother‐
to‐child transmission, leading several researchers to assert clustering of AIDS‐related deaths is likely 
within affected households (Gregson et al. 2007; Hosegood et al. 2007; White and Robinson 2000).  
White and Robinson (2000) suggest that if one adult member of a family is HIV positive, they are very 
often engaging in unprotected sex with another member, exposing other adults to the illness.  Mother 
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to child transmission is prevalent as well, occurring in approximately 25 to 35% of all infected mothers, 
and leading to death within a five year period for over 80% of infected infants (Bongaarts 1996). 
  In an ethnographic study in rural KwaZulu Natal, South Africa, Hosegood et al. (2007) find 
households often face multiple episodes of HIV‐related illness and death – both within their households 
and within their extended family networks.  Over 50% of adult deaths in this study were due to AIDS, but 
the authors find it is common for rural South African households to face other causes of illness and 
death as well – for example, strokes, violence, and accidents. 
  Most impact studies in southern Africa restrict their measurement of adult death to that of a 
single adult or to episodes of death within a short period (Hosegood et al. 2007; White and Robinson 
2000).  However, several authors contend that by focusing on the death of only one adult, they cannot 
fully capture the magnitude of multiple, successive shocks on household wellbeing (de Waal and 
Whiteside 2003; Hosegood et al. 2007; White and Robinson 2000).  For example, multiple deaths in rural 
KwaZulu Natal, South Africa were found to predispose households to dissolution at a higher rate than 
single adult deaths (Hosegood et al. 2004).  Those experiencing multiple deaths were said to enter into a 
“very bleak” period in which they were unable to provide for household needs – and this was especially 
the case when deaths happened in rapid succession.  White and Robinson (2000) likewise assert 
households are especially likely to pursue erosive coping strategies if a second death occurs while they 
are still “reeling” from a single adult death. 
  Table 3.3 presents an overview of adult death at the AHDSS site between 2000 and 2007, 
focusing on the number of deaths experienced in each household. 
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Table 3.3  Number of Adult Deaths per Household, January 1, 2000 ‐ July 31, 2007 
   1/00‐1/02  1/02‐1/04  1/04‐1/06  1/06‐7/07  1/00‐7/07 
   Freq.  % of HH  Freq.  % of HH  Freq.  % of HH  Freq.  % of HH  Freq.  % of HH 
0  10,881  96.67  10,992  94.98 10,855 93.38 11,000 94.72  9,352  82.92
1  365  3.24  547  4.73 726 6.25 589 5.07  1,633  14.48
2  8  0.07  32  0.28 42 0.36 24 0.21  265  2.35
3  2  0.02  2  0.02 1 0.01 0 0.00  24  0.21
4  0  0.00  0  0.00 0 0.00 0 0.00  4  0.04
 
Between early 2000 and late 2007, approximately 17% of AHDSS households experienced an 
adult death.  However, only slightly more than 2.5% of households experienced more than one death.  
This figure is relatively low compared to other studies – for example, that conducted by Gregson et al. 
(2007) which finds households in rural Zimbabwe are nearly twice as likely to experience multiple adult 
deaths. 
When deaths at the AHDSS site are examined in two‐year intervals, the proportion of 
households experiencing successive shocks is, of course, lower.  In fact, while between 3‐7% of 
households experienced one death within a two‐year window (with increasing frequency nearer the end 
of the time frame), the proportion of households experiencing multiple deaths ranges from only 0.10–
0.36%.  This is important in light of the suggestion that multiple deaths, especially within rapid 
succession of one another, may promote the adoption of erosive coping strategies.  Although the 
arguments regarding the importance of examining multiple deaths are compelling, in the current project 
this phenomenon does not appear frequent enough to warrant differentiation between households 
experiencing single and multiple adult deaths.  This project therefore examines adult mortality as a 
binary explanatory and outcome variable. 
3.3.2   Socioeconomic status 
Studies examining the associations between socioeconomic status and HIV infection often reach 
differing and sometimes contradictory conclusions (Fortson 2008; Wojcicki 2005).  This may in part be 
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due to the fact that a range of SES markers are employed in these analyses – from those involving 
household income and expenditures, to highly liquid assets such as livestock and consumer goods, to 
illiquid assets such as housing features, and even individual characteristics such as educational 
attainment.  Different SES indicators have been shown to provide different information about 
individuals’ and households’ economic and social resources, and they may therefore be expected to 
predict shocks differentially and to behave differently in the wake of a household shock (Daly et al. 
2002; Gillespie et al. 2007; Harling et al. 2008). 
  In order to broaden the scope of the current study, this project employs five separate SES 
indicators.  These data are obtained from the asset topical module of the Agincourt census fielded 
between August and December of 2001, 2003, 2005, and 2007.  This module was developed through a 
process of discussion and refinement with local field staff and community members, in order to best 
reflect the somewhat amorphous concept of household socioeconomic standing at the AHDSS site 
(Collinson et al. 2009).  The variables measured range from consumer goods such as refrigerators, 
televisions, and cellular phones to livestock such as pigs, chickens, and goats, to characteristics of 
household housing structures, and finally to behaviors such as electricity use. 
  In the current project, household holdings of liquid physical and financial capital are examined 
through the measurement of (1) the ownership of consumer goods and (2) livestock holdings.  Third, 
household electricity use is assessed.  Although factor analysis indicates this SES measure correlates 
with holdings of consumer goods, it is examined separately because unlike consumer goods, energy 
behavior is not a liquid asset.  A cross‐sectional SES measure is created for each of these indexes in each 
of the four years the asset data were collected, and a change variable is also constructed, to reflect the 
differences between each household’s SES score over each of the available date ranges (i.e. 2001‐2003, 
2003‐2005, 2005‐2007, 2001‐2005, 2001‐2007, and 2003‐2007). 
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  3.3.2.1   Consumer goods index 
The sale of household assets is considered an irreversible, or erosive, coping strategy, which 
may damage a household’s ability to function in the future.  Even so, considerable research suggests 
selling liquid assets, such as consumer goods and livestock, is a common coping strategy in the wake of 
household shocks (Seeley 1998; Drimie and Casale 2009).  The erosive nature of this strategy stems from 
the fact that the sale of assets is a step backward in the progression of the household, restoring it to its 
state prior to obtaining the asset, and in some cases (such as chickens used for eggs or goats and cattle 
used for milk) depriving the household of the income and sustenance the assets could provide (Collins 
and Leibbrandt 2007). 
  Factor analysis reveals that at the AHDSS site, liquid holdings of physical and financial capital 
disaggregate into two main factors, broadly representing 1) consumer goods and 2) livestock holdings.  
Separate indices are therefore created for each of these types of goods. 
  The AHDSS site asset topical module queries households as to the ownership of the following 
consumer goods:  stove, refrigerator, television and/or stereo (these two items are examined 
collectively), VCR and/or DVD player (again, examined collectively), satellite dish, radio (as opposed to 
the stereo mentioned above, a radio has no internal tape or CD player), landline telephone, cellular 
telephone, car and/or truck (examined collectively), motorbike, and bicycle.  The asset module restricts 
its focus to the ownership of “functioning” assets; if the item is broken, ownership of that asset is not 
recorded. 
  Factor analysis reveals several of the goods outlined above load heavily on a single factor, while 
others load most heavily on a second, or even third or fourth, factor.  Those goods loading on the first 
factor are:  television and/or stereo, VCR and/or DVD player, cellphone, refrigerator, stove, and car 
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and/or truck.  A Cronbach’s alpha was calculated for the collection of all consumer goods (α = 0.65), and 
again for only those goods that loaded together on the first factor (α = 0.73). 
  Although it is tempting to include all the previously described assets in the creation of a 
consumer goods index, under the assumption that the ownership of more goods is necessarily better, 
the improvement in Cronbach’s alpha for the more restrictive scale suggests this is not the case.  
Ownership of a bicycle may, for example, signal relative impoverishment compared to households that 
own cars.  Likewise, owning a radio may be unnecessary if the household owns a television or a more 
sophisticated stereo.  The following six assets are therefore used to form the additive index used in the 
current project:  television and/or stereo, VCR and/or DVD player, cellphone, refrigerator, stove, and car 
and/or truck.  A simple additive scale is employed rather than a standardized scale because the analysis 
of change requires that real not relative changes be measured (Collinson et al. 2009). 
This six‐item scale is employed in all analyses that examine asset ownership solely in 2001.  For 
analyses examining changes in ownership between 2001 and 2007, however, a five‐item scale is 
employed, which includes all the previously mentioned assets except cellular phones.  Cellular phone 
ownership increased dramatically between 2001 and 2007, with 37% of AHDSS households owning this 
asset in 2001, compared to 85% by the end of the study period.  Likewise, the contribution of cellular 
phones to the Cronbach’s alpha calculated for the consumer goods index in 2001 is considerably greater 
than that in 2007; the inclusion of this asset increases alpha by 7.5% in 2001 (from 0.659 to 0.707) 
compared to only 0.5% in 2007 (from 0.735 to 0.739).  This suggests that in 2001, when cellular phones 
were still relatively uncommon, owning this item was more indicative of the type of wealth being 
captured by the consumer goods index than it was in 2007.  This is reasonable because as the cost of 
cellular phones declined, even poor South African families were able to invest in them to keep in touch 
with extended family and migrants (Collinson et al. 2009).  The use of the five‐item scale for analyses 
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examining changes in the ownership of consumer goods is preferable, as increases on the six‐item scale 
would in many cases reflect the acquisition of a cellular phone, which is less likely to be indicative of a 
growth in consumer wealth than acquiring the other consumer assets.   
  Table 3.4a presents a summary of the six‐item consumer goods index for the four years of asset 
data available for this project:  2001, 2003, 2005, and 2007.  Table 3.4b summarizes this information for 
the five‐item scale.  Tables 3.5a and 3.5b present the average change in these indexes over the two year 
intervals between each of these measurements, and also over the entire six year period. 
Table 3.4a  Six‐Item Consumer Goods Asset Index 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
2001  11013  1.924  1.669 0 6
2003  11505  2.164  1.730 0 6
2005  11401  2.733  1.683 0 6
2007  11572  3.380  1.748 0 6
 
Table 3.4b  Five‐Item Consumer Goods Asset Index 2001‐2007 
Year  Obs  Mean  Std. Dev.  Min Max
2001  11094  1.553  1.387  0 5
2003  11605  1.639  1.428  0 5
2005  11513  1.971  1.454  0 5
2007  13616  2.512  1.588  0 5
 
Table 3.5a  Change in Six‐Item Consumer Goods Index 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
2001‐2003  10227  0.258  1.225 ‐6 6
2003‐2005  10669  0.573  1.288 ‐6 6
2005‐2007  10395  0.657  1.329 ‐6 6
2001‐2007  8960  1.477  1.605 ‐5 6
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Table 3.5b  Change in Five‐Item Consumer Goods Index 2001‐
2007 
Year  Obs  Mean  Std. Dev. Min Max
2001‐2003  10236  0.104  1.031 ‐5 5
2003‐2005  10686  0.340  1.108 ‐5 5
2005‐2007  10412  0.574  1.212 ‐5 5
2001‐2007  8967  1.013  1.417 ‐5 5
 
The average number of consumer goods (included in the full index) owned by households in the 
AHDSS site increased by about 75% between 2001 and 2007.  For the more restrictive index, this 
average increased by approximately 62%.  This indicates cellular phone acquisition accounted for some, 
but not the majority, of the increasing ownership of consumer goods observed over the study period.  
The rate of growth in consumer assets appears to be increasing over time, with the highest average 
changes between 2005 and 2007.  The strongest gains are observed for households in the center of the 
asset distribution. 
Table 3.6 explores the ownership of consumer goods in 2001 and 2007, disaggregated by adult 
mortality experience in the interim.  In accordance with the analyses in Chapter 5, the five‐item scale is 
employed here. 
Table 3.6.  Consumer Goods Index 2001
By Mortality Status: January 1, 2002 ‐ July 1, 2007
   Obs  Mean  Std. Dev.  Min Max Sig. Obs Mean  Std. Dev.  Min Max
No death  9196  1.562  1.398  0 5 Death 1695 1.603  1.344  0 5
AIDS death  735  1.578  1.323  0 5 Non‐AIDS death 960 1.622  1.536  0 5
  
Consumer Goods Index 2007
By Mortality Status: January 1, 2002 ‐ July 1, 2007
   Obs  Mean  Std. Dev.  Min Max Sig. Obs Mean  Std. Dev.  Min Max
No death  10047  2.528  1.599  0 5 Death 1536 2.563  1.536  0 5
AIDS death  685  2.483  1.552  0 5 * Non‐AIDS death 851 2.628  1.521  0 5
  
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01   
 
T‐tests comparing the average number of consumer goods owned in 2001 between households 
that experienced a death in the following five‐and‐a‐half years and non‐mortality households reveal no 
77 
 
significant differences between the two – nor are significant differences observed by cause of death 
among mortality‐affected households.  The average number of assets owned by households that 
experienced a death is, however, slightly higher than that for non‐death households, and AIDS‐affected 
households have slightly fewer assets than those affected by an adult death due to other causes. 
In 2007, again no significant differences in consumer goods holdings are found between death‐
affected and unaffected households.  However, the disparity in asset holdings between these two 
groups has narrowed considerably compared to the figures for 2001.  And interestingly, AIDS‐affected 
households are significantly more impoverished in 2007 than those affected by other types of adult 
mortality (p < 0.10).  This may indicate an AIDS death has a greater impact on physical and financial 
capital holdings compared to adult deaths from other causes.  Given the overall increase in ownership of 
consumer goods between 2001 and 2007 (among both mortality‐affected and unaffected households) it 
seems unlikely that death‐affected households are engaging in the erosive coping strategy of selling 
consumer assets.  It is possible, however, that they may refrain from purchasing additional goods in 
response to financial hardship precipitated by the death. 
3.3.2.2   Livestock index 
Livestock are incredibly important to rural sub‐Saharan African livelihoods.  A recent study by 
Dovie et al. (2006) finds the monetary value of livestock in a rural area of Limpopo Province, South 
Africa, very near the AHDSS site, is approximately $656 per livestock‐owning household per year – 
representing nearly one‐quarter of the value derived from all livelihood strategies employed by 
households in the study area. 
  The AHDSS site asset module queries households on their ownership of four categories of 
livestock:  cattle, goats, poultry (generally chickens), and pigs.  Only the ownership of cattle, goats, and 
poultry is examined in this project, however, because pig ownership is relatively infrequent at the 
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AHDSS site, with approximately 3% of households owning pigs, compared to approximately 20% for 
cattle and goats, and over 50% for poultry. 
  Although a factor analysis of assets at the AHDSS site indicates these three forms of livestock 
load on the same factor, the Cronbach’s alpha for these variables is relatively low (α = 0.45).  Therefore a 
separate scale is constructed for each type of livestock, and analyses in Chapters 4 and 5 examine 
holdings of each animal separately. 
  Indeed, different types of livestock have been found to serve different purposes for rural South 
African households, and their relative desirability differs considerably.  Dovie et al. (2006) find cattle are 
used mainly for plowing fields and producing milk and meat in rural Limpopo Province, South Africa, 
while goats are primarily used for producing meat and inclusion in ceremonies.  Cattle also provide a 
valuable source of savings for households in this area, in contrast to other forms of livestock, with live 
sales serving as an important cash‐generating activity.  Live cattle sell for approximately $300 each; live 
goats sell for only approximately $20 (Dovie et al. 2006).  In terms of savings, as well as direct use value, 
cattle therefore appear to generate considerably more value for their owners than goats.  Not 
surprisingly, 81% of households queried by Dovie et al. (2006) indicated they would like to own 
livestock, and of those, over two‐thirds said they would prefer cattle to goats. 
  The AHDSS site asset module collects data on livestock ownership as an ordinal variable, with a 
value of “1” for no ownership, and categories 2‐4 representing increasing ownership.  For cattle and 
goats, “2” represents 1‐3 animals, “3” represents 4‐10 animals, and “4” represents eleven or more.  For 
poultry, “2” represents 1‐10 animals, “3” represents 11‐40 animals, and “4” represents more than forty.   
These variables are modified for the current analyses so that a value of zero represents no ownership, 
and the categories outlined above are numbered 1‐3.  Clearly this is not as accurate as a pure count.  
However, the asset module was constructed in consultation with local individuals to capture meaningful 
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distinctions between households.  Therefore the categories developed by Agincourt researchers are 
maintained in these analyses, and it is assumed that movement from category “0” to category “1” is 
equivalent in terms of wellbeing to a shift from category “2” to “3”. 
  Tables 3.7‐3.12 detail the ownership and change in ownership of cattle, goats, and poultry at the 
AHDSS site between 2001 and 2007.  Tables 3.13‐3.15 examine ownership of these animals in 2001 and 
2007 disaggregated by adult mortality experience in the interim. 
Table 3.7  Cattle Index 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
2001  10967  0.260  0.687 0 3
2003  11454  0.212  0.616 0 3
2005  11351  0.217  0.638 0 3
2007  11606  0.222  0.664 0 3
 
Table 3.8  Change in Cattle Index 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
2001‐2003  10138  ‐0.040  0.474 ‐3 3
2003‐2005  10580  0.008  0.433 ‐3 3
2005‐2007  10370  0.010  0.444 ‐3 3
2001‐2007  8925  ‐0.020  0.602 ‐3 3
 
Table 3.9  Goat Index 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
2001  11012  0.178  0.511 0 3
2003  11502  0.166  0.536 0 3
2005  11399  0.164  0.541 0 3
2007  11649  0.155  0.529 0 3
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Table 3.10  Change in Goat Index 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
2001‐2003  10222  ‐0.006  0.432 ‐3 3
2003‐2005  10662  ‐0.002  0.407 ‐3 3
2005‐2007  10453  ‐0.006  0.434 ‐3 3
2001‐2007  9009  ‐0.010  0.559 ‐3 3
 
Table 3.11  Poultry Index 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
2001  10162  0.835  0.802 0 3
2003  10985  0.677  0.728 0 3
2005  11177  0.474  0.658 0 3
2007  11203  0.521  0.768 0 3
 
Table 3.12  Change in Poultry Index 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
2001‐2003  8984  ‐0.162  0.787 ‐3 3
2003‐2005  9966  ‐0.209  0.765 ‐3 3
2005‐2007  9844  0.060  0.797 ‐3 3
2001‐2007  7925  ‐0.340  0.934 ‐3 3
 
Ownership of goats at the AHDSS site consistently declined between 2001 and 2007, and 
ownership of poultry decreased in all but the last time period.  Ownership of cattle appears to be 
increasing, albeit only slightly, in recent years after experiencing a large decline from 2001 to 2003. 
It has been suggested that livestock ownership is becoming less frequent at the AHDSS site 
(Collinson et al. 2009) and in the aggregate this is the case.  Cattle ownership may be an exception, 
however, possibly owing to the considerably greater use value and savings value of these animals.  
Interestingly, Dovie et al. (2006) find ownership of goats and cattle in a rural area near the AHDSS site 
consistently increased between 1991 and 1999.  It is not clear, however, whether this indicates a 
significant change in views toward livestock in the last decade or whether important differences exist 
between their study site and the Agincourt site. 
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Table 3.13  Cattle Index 2001 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9155  0.257  0.684  0  3  **  Death  1689  0.299  0.733  0  3 
AIDS death  733  0.258  0.702  0  3  **  Non‐AIDS death  956  0.331  0.756  0  3 
     
Cattle Index 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10068  0.214  0.652  0  3  ***  Death  1538  0.276  0.736  0  3 
AIDS death  683  0.205  0.626  0  3  ***  Non‐AIDS death  855  0.333  0.808  0  3 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                      
 
Table 3.14  Goat Index 2001 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9196  0.177  0.510  0  3     Death  1695  0.189  0.522  0  3 
AIDS death  736  0.189  0.523  0  2     Non‐AIDS death  959  0.189  0.522  0  3 
     
Goat Index 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10109  0.152  0.525  0  3  *  Death  1540  0.179  0.559  0  3 
AIDS death  685  0.140  0.496  0  3  **  Non‐AIDS death  855  0.211  0.603  0  3 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                      
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Table 3.15  Poultry Index 2001 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  8485  0.839  0.805  0  3  *   Death  1555  0.875  0.792  0  3 
AIDS death  688  0.882  0.783  0  3     Non‐AIDS death  867  0.870  0.800  0  3 
     
Poultry Index 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9717  0.516  0.764  0  3  **  Death  1486  0.558  0.793  0  3 
AIDS death  662  0.538  0.775  0  3     Non‐AIDS death  824  0.574  0.808  0  3 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                      
 
In 2001, significant differences in both cattle and poultry ownership are found between death 
and no‐death households (p < 0.05 and p < 0.10, respectively) and in both cases mortality‐affected 
households had more livestock prior to the death than their unaffected counterparts.  These households 
also have slightly more goats than unaffected households, although this difference is not significant.  
Interestingly, those households impacted by AIDS mortality have significantly fewer cattle than those in 
which an adult died from other causes (p < 0.05).  This suggests households with fewer livestock may not 
necessarily be more prone to experience the shock of an adult death, but they may be more likely to 
experience an AIDS‐related death. 
Significant differences are found in livestock ownership in 2007 between mortality‐affected and 
unaffected households as well, with affected households still owning more livestock on average than 
their unaffected counterparts (p < 0.01, p < 0.10, and p < 0.05 for cattle, goats, and poultry, 
respectively).  Disaggregating mortality by cause of death reveals an interesting picture as well.  AIDS‐
affected households have significantly fewer cattle and goats in 2007 compared to households affected 
by another type of death (p < 0.01 and p < 0.05, respectively) – and, in contrast to the situation in 2001, 
these households now have fewer livestock, on average, than death‐unaffected households.  This may 
83 
 
suggest that, in contrast to households experiencing other types of adult mortality, the financial or labor 
hardships encountered in the wake of an AIDS death encourage the sale or slaughter of livestock. 
3.3.2.3   Electricity use 
The asset measures discussed so far represent highly liquid household assets – that is, assets the 
household has the ability to sell or trade with relative ease.  Because these assets are movable in the 
wake of a shock, they may capture hardships experienced prior to or after an adult death.  Following 
Collins and Leibbrandt (2007) highly illiquid assets, such as housing structure characteristics, for 
example, are excluded from asset measurements in this project because they are unlikely to fluctuate in 
response to a shock. 
Household electricity use, although not a sellable or trade‐able asset, may also change rapidly in 
response to the shock of an adult death.  The use of this power source may represent an unnecessary 
expense, and one that can be foregone temporarily if finances warrant it.  An index is therefore created 
to examine the use of electricity at the AHDSS site, as opposed to more traditional fuel sources such as 
firewood, for cooking and lighting.  Although factor analysis suggests these data load heavily with the 
consumer goods discussed previously, they are examined separately because unlike consumer goods, 
energy behavior is not sellable. 
  The AHDSS site asset module queries households as to their primary source of energy for 
lighting and for cooking.  Two corresponding binary variables are produced, coded “1” for electricity and 
“0” for more traditional sources such as firewood and paraffin.  Very few households (less than 0.1%) 
report using electricity for cooking but not for lighting, whereas several report using electricity for 
lighting but not cooking (approximately 55%).  Therefore a two‐point scale is created to represent 
electricity use with “0” representing no use, “1” representing use for either cooking or lighting, but not 
both (in nearly all cases this reflects lighting only), and “2” for both cooking and lighting. 
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  Tables 3.16 and 3.17 summarize the average electricity use and change in use at the site from 
2001‐2007. 
Table 3.16  Electricity Usage Index 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
2001  11023  0.833  0.652 0 2
2003  11519  0.957  0.653 0 2
2005  11429  1.113  0.556 0 2
2007  11495  1.241  0.608 0 2
 
Table 3.17  Change in Electricity Usage Index 2001‐2007 
Year  Obs  Mean  Std. Dev. Min  Max
2001‐2003  10250  0.133  0.539 ‐2  2
2003‐2005  10708  0.155  0.595 ‐2  2
2005‐2007  10349  0.138  0.505 ‐2  2
2001‐2007  8906  0.377  0.689 ‐2  2
 
 
Electricity use increased by about 50% between 2001 and 2007, and this increase occurred at a 
fairly steady rate.  This is almost certainly related to the expansion in electricity coverage that has been 
underway at the AHDSS site in recent years (Collinson et al. 2009).  However, use is not only increasing 
through the electrification of areas that were previously not “on the grid”; even in villages with relatively 
widespread electricity use in 2001, the level of use has been increasing in recent years. 
Table 3.18 examines electricity use in 2001 and 2007 disaggregated by interim adult mortality 
experience. 
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Table 3.18  Electricity Index 2001 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9206  0.843  0.655  0  2  **  Death  1696  0.810  0.624  0  2 
AIDS death  736  0.799  0.611  0  2     Non‐AIDS death  960  0.818  0.634  0  2 
     
Electricity Index 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9974  1.241  0.615  0  2     Death  1521  1.240  0.558  0  2 
AIDS death  677  1.214  0.565  0  2     Non‐AIDS death  844  1.261  0.552  0  2 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                      
 
Households experiencing a death in the upcoming five and a half years used significantly less 
electricity in 2001 than their unaffected counterparts (p < 0.05).  In contrast to the asset measures 
discussed previously, by this measure, therefore, households that are more vulnerable to the shock of 
adult mortality also appear more internally vulnerable prior to the death.  No significant differences are 
found between mortality‐affected and unaffected households in 2007, nor are significant differences 
uncovered in either year related to cause of death. 
3.3.3   Control variables 
A recent review of studies on the effects of AIDS mortality concludes a homogenous conception 
of “affected households” is not terribly useful in assessing the full impacts of the disease, nor is this 
conception adequate for examining predisposition to HIV (Mather et al. 2005).  Rather, in order to best 
inform interventions, it is important to understand predisposition and responses to shocks contingent 
on household characteristics, such as the age and gender of household members and the extent of 
household labor market participation (Booysen and Artnz 2003).  The extensive demographic data that 
is available at the AHDSS site, often on a continual basis, allows for the introduction of several useful 
controls into the current analyses, constituting a major advantage of this project. 
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Although it is important to control for confounding variables, it is also important to avoid over‐
adjusting for factors that may be on the causal pathway between SES and adult mortality (Hargreaves et 
al. 2002).  The interpretation of control coefficients is sensitive to this, and controls are introduced 
gradually into the analyses in Chapters 4 and 5 so the effects of different household characteristics can 
be ascertained.  Control variables included in the upcoming analyses are outlined below. 
3.3.3.1   Household composition 
  Three controls variables are included in the upcoming analyses to control for household 
composition:  the number of prime age (15‐49) women in the household, the number of prime age (15‐
49) men in the household, and the number of household dependents (those younger than 15 years of 
age and older than 49).  A “household” is defined by the AHDSS site as all individuals who reside 
together and share a common meal – and notably, household membership rosters at Agincourt retain 
non‐resident members who maintain significant contact with the rural household in order to account for 
circular migration.  Temporary migrants – household members who were absent for up to six months 
out of the previous year, but who remained “de jure” members during their absence (that is, they would 
share a common meal upon their return to the site) – are included in these calculations.  Permanent 
migrants, who entered or exited the study site permanently in the previous year – that is, without intent 
to move back – are not included in these calculations. 
  Household composition is expected to affect many of the variables of interest in the current 
study from, most obviously, the likelihood of experiencing an adult death to the propensity to engage in 
labor intensive livelihood strategies.  Indeed, from a purely mathematical standpoint, households with 
more prime age adults are more likely than those with fewer adult members to experience a prime age 
adult mortality shock.  They also contain more individuals capable of participating in labor intensive 
livelihood strategies, such as agricultural production and formal employment, compared to smaller 
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households and those with more dependents.  The presence of dependents in a household may also 
place a burden on those adults responsible for providing for their needs, as tasks such as providing 
adequate food for a household require planning skills that children and the elderly simply may not have 
(Gregson et al. 2007).  Several studies indicate adult men and women contribute to their households in 
different ways, suggesting the utility of disaggregating prime age adults by gender.  Women are often 
disproportionately responsible for caring for other household members, especially dependents, yet they 
lack access to markets and may lack control over important household resources (Akhter 2001; Gawaya 
2008). 
  Tables 3.19 – 3.21 summarize the numbers of prime age women, men, and dependents in 
households at the AHDSS site between 2000 and 2007, and Tables 3.22 – 3.24 examine these variables 
on January 1, 2002 and July 1, 2007, disaggregated by interim adult mortality experience. 
Table 3.19.  Number of Prime Age Women 2001‐2007 
Year  Obs Mean Std. Dev.  Min  Max
1/1/2000  11327 1.589 1.247  0  14
1/1/2002  11656 1.580 1.246  0  16
1/1/2004  11721 1.609 1.270  0  13
1/1/2006  11716 1.658 1.303  0  14
7/1/2007  11927 1.597 1.278  0  12
 
Table 3.20.  Number of Prime Age Men 2001‐2007 
Year  Obs Mean Std. Dev.  Min  Max
1/1/2000  11327 1.487 1.231  0  11
1/1/2002  11656 1.490 1.252  0  10
1/1/2004  11721 1.526 1.276  0  10
1/1/2006  11716 1.590 1.311  0  11
7/1/2007  11927 1.547 1.301  0  10
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Table 3.21.  Number of Dependents 2001‐2007 
Year  Obs Mean Std. Dev.  Min  Max
1/1/2000  11327 3.070 2.295  0  19
1/1/2002  11656 2.924 2.207  0  20
1/1/2004  11721 2.805 2.120  0  21
1/1/2006  11716 2.717 2.034  0  21
7/1/2007  11927 2.623 1.987  0  20
 
Table 3.22  Number of Prime Age Women January 1, 2002 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9876  1.509  1.213  0  16  ***  Death  1780 1.974  1.352  0  9 
AIDS death  770  2.081  1.368  0  9  ***  Non‐AIDS death  1010 1.893  1.335  0  8 
     
Number of Prime Age Women July 1, 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10345  1.582  1.266  0  12  ***  Death  1582 1.692  1.350  0  9 
AIDS death  704  1.629  1.349  0  8  *  Non‐AIDS death  878 1.743  1.349  0  9 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
 
Table 3.23  Number of Prime Age Men January 1, 2002 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9876  1.417  1.393  0  10  ***  Death  1780 1.896  1.834  0  8 
AIDS death  770  1.881  1.345  0  8     Non‐AIDS death  1010 1.908  1.345  0  8 
     
Number of Prime Age Men July 1, 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10345  1.525  1.289  0  9  ***  Death  1582 1.686  1.368  0  10 
AIDS death  704  1.726  1.420  0  10     Non‐AIDS death  878 1.654  1.324  0  7 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
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Table 3.24  Number of Dependents January 1, 2002 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9876  2.840  2.156  0  20  ***  Death  1780 3.387  2.420  0  20 
AIDS death  770  3.527  2.489  0  20  **  Non‐AIDS death  1010 3.279  2.362  0  17 
     
Number of Dependents July 1, 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10345  2.577  1.957  0  20  ***  Death  1582 2.926  2.144  0  20 
AIDS death  704  2.909  2.178  0  20     Non‐AIDS death  878 2.940  2.117  0  15 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
 
  The average number of prime age adults – particularly prime age men – in households at the 
AHDSS site increased between 2001 and 2007, while the average number of household dependents 
decreased over this period.  The averages for both prime age men and women were highest in 2006, 
showing a slight decline between 2006 and 2007, which may reflect increases in labor migration at the 
end of this time frame.  The decline in the number of dependents observed over this period is likely due 
in part to fertility declines at the AHDSS site, which may be attributable to the HIV epidemic (de Waal 
and Whiteside 2003).   
Death‐affected households had significantly more members in all age categories both before 
and after the death (p < 0.01 in all cases).   For the number of prime age adults, this finding is not 
surprising, as it indicates, rather straightforwardly, that those households with more members eligible to 
experience a prime age adult death are in fact more likely to experience this shock.  However, these 
results also suggest households with more dependents are more likely to experience the death of an 
adult household member, particularly from AIDS related causes.  Prime age adults in households with 
many dependents may face higher levels of stress due to the need to obtain resources to care for these 
older and younger household members, possibly accounting for this finding (Gillespie et al. 2007).  
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Interestingly, AIDS affected households had significantly more adult women in the household 
before the death but had significantly fewer following the death (p < 0.01 and p < 0.10, respectively) – 
while for adult men, no significant differences are found between AIDS affected households and those 
experiencing another type of mortality shock.  This not only suggests adult women may be more prone 
to experience an AIDS related death than their male counterparts, as outlined in Table 3.2, but also that 
following an AIDS related death, women may be prone to out‐migrate from the household – possibly in 
search or employment or of another household better able to provide for their needs. 
These findings are discussed in greater detail below, where the measures of household 
composition just discussed are aggregated to form composite measures reflecting the household size, 
dependency ratio, and sex ratio at various points over the study period.   These composite measures are 
not included as control variables in the analyses in Chapters 4 and 5 because they are redundant with 
the simpler measures outlined above.  However, reviewing them provides a more detailed description of 
the Agincourt study site. 
Table 3.25 provides a summary of household size at the AHDSS site between 2000 and 2007, 
and Table 3.26 examines household size on January 1, 2002 and July 1, 2007 disaggregated by interim 
adult mortality experience. 
Table 3.25.  Household Size 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
1/1/2000  11255  6.145  3.770 1 38
1/1/2002  11572  5.997  3.701 1 40
1/1/2004  11624  5.946  3.648 1 41
1/1/2006  11611  5.975  3.612 1 39
7/1/2007  11927  5.767  3.511 1 38
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Table 3.26  Household Size January 1, 2002 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9876  5.766  3.595  1  40  ***  Death  1780  7.257  4.005  1  34 
AIDS death  770  7.488  4.095  1  34  **  Non‐AIDS death  1010  7.080  3.928  1  25 
     
Household Size July 1, 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10345  5.685  3.471  1  33  ***  Death  1582  6.304  3.713  1  38 
AIDS death  704  6.264  3.745  1  38     Non‐AIDS death  878  6.336  3.689  1  26 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
 
Average household size at the AHDSS site is approximately six members, although it has been 
decreasing in recent years.  Wittenberg and Collinson (2007) report the composition of households at 
Agincourt is changing on aggregate, with nuclear households becoming less prevalent, and an associated 
increase in extended households, such as three‐generation households, skip‐generation households, and 
those housing other relatives.  They suggest this could be due to the impacts of HIV/AIDS, as households 
absorb displaced relatives or children, or to changing migration patterns.  On the surface it seems these 
changes would be associated with an increase in household size over time, although it is possible that 
counterbalancing factors such as outmigration, increased mortality, and decreased fertility account for 
the observed decrease. 
Households that experienced a death are significantly larger before the death than their non‐
death counterparts, and they are significantly larger, albeit less so, after the death as well (p < 0.01 in 
both cases).  This is likely due to the mathematical effect discussed earlier, whereby larger households 
have more members that could pass away in a given period.  Interestingly, however, households 
experiencing an AIDS death are significantly larger before the death than those households experiencing 
a death of another type (p < 0.05).  Following the death, this is no longer the case.  In accordance with 
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the results of Kahn et al. (2005) this may suggest the wellbeing of larger households is somehow 
compromised, rendering them more vulnerable to shocks than their smaller counterparts. 
  The dependency ratio is another useful composite index reflecting many demographic changes 
within households, including:  births, deaths, ageing, in‐migration, and out‐migration (Madhavan et al. 
2009).  The dependency ratio is constructed as the number of household “dependents” divided by the 
number of “producers”.  Children under 15 and adults past prime age (i.e. 50 years or older) are 
considered dependents, while prime aged adults, aged 15‐49, are “producers”.  Although an argument 
can be made for including elderly individuals at the AHDSS site in the “producers” category, due to the 
old age pensions received by most elderly South Africans, this definition of the dependency ratio is 
chosen because it is the conventional definition in sociological literature (Madhavan et al. 2009).  
Notably, because morbidity data are not available at the AHDSS site, ill adults are included in the 
“productive” category, although it would be preferable to consider them dependents. 
  Adult mortality is likely associated with the dependency ratio in several ways.  First, as 
mentioned above, households with more “producers” are mathematically more likely to experience a 
prime age adult death.  Similarly, the death of an adult would be expected to increase the dependency 
ratio absent other demographic adjustments because one less “producer” is now available to take care 
of household dependents.  However, this ratio may also be affected by migration into and out of the 
household that occurs prior to, or in response to, an adult death.  For example, other producers may 
join the household to make up for labor shortages following a death or dependents may migrate out of 
the household to join other households more capable of providing for their needs.  Several authors 
suggest HIV/AIDS may have a significantly greater effect on the dependency ratio than other types of 
death because the stigma surrounding the disease may make other households less likely to absorb 
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children from AIDS affected households and may also make other working‐age adults less likely to join 
the household, even in the face of labor shortages (Madhavan et al. 2009). 
  Projections of the demographic effects of the HIV epidemic in Southern Africa do not predict 
substantial changes in household dependency ratios, due largely to decreases in fertility and increases in 
child mortality, both at least partly attributable to HIV (de Waal and Whiteside 2003). In eastern 
Zimbabwe, for example, household dependency ratios declined between 1998 and 2005, with the 
impact of AIDS‐related adult mortality outweighed by fertility decline (Gregson et al. 2007).  However, 
especially considering AIDS deaths may cluster within households, a stable dependency ratio 
community‐wide may cover up severe changes within certain households.  Recent work at the AHDSS 
site suggests adult mortality does have a slightly positive effect on household dependency ratios, but 
this is not significantly worse for households experiencing an AIDS‐related death (Madhavan et al. 2009). 
  Table 3.27 provides a summary of the dependency ratio at the AHDSS site between 2000 and 
2007, and Table 3.28 examines this ratio on January 1, 2002 and July 1, 2007 disaggregated by adult 
mortality experience in the interim. 
Table 3.27  Dependency Ratio 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
1/1/2000  11255  1.631  2.280 0 10
1/1/2002  11572  1.580  2.274 0 10
1/1/2004  11624  1.518  2.262 0 10
1/1/2006  11611  1.448  2.231 0 10
7/1/2007  11927  1.495  2.325 0 10
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Table 3.28  Dependency Ratio January 1, 2002 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9876  1.68  2.41  0  10  ***  Death  1780  1.03  1.06  0  10 
AIDS death  770  1.05  1.02  0  10     Non‐AIDS death  1010  1.02  1.09  0  10 
     
Dependency Ratio January 1, 2007 
By Mortality Status: July 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10345  1.51  2.38  0  10  **  Death  1582  1.37  1.96  0  10 
AIDS death  704  1.39  1.96  0  10     Non‐AIDS death  878  1.34  1.97  0  10 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
 
The dependency ratio at the AHDSS site has been decreasing on aggregate in recent years.  
Those households that experienced a death have significantly lower dependency ratios than non‐death 
households both before and after the death (p < 0.01 and p < 0.05, respectively), which is not surprising, 
since households with fewer dependents are, mathematically speaking, more likely to have adults in 
their household that may pass away.  Interestingly, the disparity between mortality‐affected and 
unaffected households decreases over the pre‐ to post‐mortality period, suggesting, as found by 
Madhavan et al. (2009) that adult mortality may have a positive effect on household dependency ratios, 
increasing the burden on “producers” in the wake of a mortality shock.  No significant differences in 
dependency ratios are found between households experiencing an AIDS‐related death and those 
experiencing another type of adult death – although in both time periods, the dependency ratios of 
AIDS‐affected households are higher than those of their non‐AIDS affected counterparts. 
The household sex ratio is calculated as the ratio of prime age (aged 15 to 49) men to women 
who are members of the household on each date of interest.  Table 3.29 provides a summary of the sex 
ratio at the AHDSS site between 2000 and 2007, and Table 3.30 examines this ratio on January 1, 2002 
and July 1, 2007 disaggregated by adult mortality experience in the interim. 
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Table 3.29  Sex Ratio 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
1/1/2000  11255  2.473  3.421 0 10
1/1/2002  11572  2.486  3.431 0 10
1/1/2004  11624  2.515  3.449 0 10
1/1/2006  11611  2.525  3.438 0 10
7/1/2007  11927  2.635  3.536 0 10
 
Table 3.30  Sex Ratio January 1, 2002 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9876  2.59  3.53  0  10  ***  Death  1780  1.93  2.73  0  10 
AIDS death  770  1.74  2.52  0  10  **  Non‐AIDS death  1010  2.07  2.87  0  10 
     
Sex Ratio July 1, 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10345  2.63  3.53  0  10     Death  1582  2.70  3.59  0  10 
AIDS death  704  2.93  3.72  0  10  **  Non‐AIDS death  878  2.53  3.48  0  10 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
 
The household sex ratio has been increasing in recent years at the AHDSS site, indicating an 
increasing population of adult men relative to women.  As just noted, this may be partly due to the HIV 
epidemic and the fact that women tend to be infected with the disease at a younger age than men, or it 
may reflect increases in permanent female outmigration at the site.  The overall high ratio of men to 
women may likewise be a result of the HIV epidemic, with more prime age women being affected by the 
disease than prime age men, as outlined in Table 3.2.  Households that experience a death have a 
significantly lower sex ratio before the death (p < 0.01) but there is no significant difference in sex ratio 
between death and no‐death households in the post‐mortality period.  This suggests households with a 
higher proportion of women are more vulnerable to a mortality shock than those with more adult male 
members. 
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When a woman dies, the household sex ratio would be expected to increase, absent other 
demographic adjustments, as the denominator of the equation decreases by one.  However, adult 
mortality experience is nearly equally divided between men and women at the AHDSS site, so this is 
insufficient to explain the greater sex ratio death‐affected households exhibit following the death as 
opposed to before the death.  It seems demographic adjustments may be occurring in mortality affected 
households, whereby adult males join those households that have experienced a death – possibly to 
provide labor power and assist remaining household members.  Or, conversely, adult women may be 
leaving the household, potentially to seek greater support elsewhere. 
Interestingly, AIDS‐affected households have a significantly lower sex ratio in 2002 than those 
affected by another type of death (p < 0.05).  However, they have a higher sex ratio than these 
households in the post‐death period (p < 0.05).  Again, this may indicate households with a higher 
proportion of women are more vulnerable to an AIDS‐death than those with more adult men on their 
roster.  Households experiencing an AIDS death may also be more likely to either gain men in the period 
following the death or to lose women than those that experienced another type of adult death.  Given 
the work outlined above, indicating that the stigma associated with HIV may make new adults less likely 
to join AIDS‐affected households (Madhavan et al. 2009) the latter may be more likely. 
3.3.3.2   Old age pensions 
The number of old age pensions received by members of each household is obtained from the 
labor topical module of the AHDSS site census, fielded between August and December of 2000 and 
2004.  South African men are eligible for pensions at age 65.  For women, pensionable age is 60. 
Pensions are the only reliable source of income for many rural South African households, and 
this income may affect wellbeing in a variety of ways.  Indeed the receipt of old age pensions is found to 
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be associated with a lower likelihood of chronic poverty at the AHDSS site, and with greater food 
security (Collinson et al. 2009; Hunter et al. 2007). 
Table 3.31 provides a summary of pension receipt at the AHDSS site in 2000 and 2004, and Table 
3.32 examines pension receipt in 2000 disaggregated by upcoming adult mortality experience. 
Table 3.31  Pension Receipt 2000 & 2004 
Year  Obs  Mean  Std. Dev. Min Max
2000  11420  0.240  0.517 0 4
2004  11679  0.830  0.912 0 10
 
Table 3.32  Pensions 2000 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9092  0.246  0.521  0  4     Death  1684  0.263  0.546  0  3 
AIDS death  728  0.250  0.517  0  3     Non‐AIDS death  956  0.273  0.568  0  3 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
 
Receipt of old age pensions increased nearly four‐fold between 2000 and 2004.  Two recent 
government amendments designed to narrow the income gap between Mozambicans and South 
Africans may be at least partially responsible for this trend.  These amendments, passed in 2001, allow 
Mozambicans to apply for permanent residency in an effort to gain access to a range of social support 
grants (Kahn et al. 2005). 
No significant differences are found in pre‐mortality pension levels between those households 
that experienced a death and their mortality unaffected counterparts, nor are any significant differences 
found between AIDS‐affected households and those households that experienced an adult death from 
another cause.  Households that experienced a death do, however, have a slightly higher pre‐mortality 
level of pension receipt than their unaffected counterparts, while those that experienced an AIDS‐
related death have a lower level of receipt than those experiencing a death from another cause. 
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3.3.3.3   Labor market participation 
Data on household labor market participation are also derived from the labor topical module of 
the AHDSS site census, fielded between August and December of 2000 and 2004.  This module records 
features of labor force participation for all persons in the site aged 10 and older.  These data are 
recorded for each household member, whether resident or non‐resident at the time of data collection, 
as long as the person has not permanently out‐migrated. 
The definition of “working” and the categories of employment used in the labor module were 
developed by refining conventional definitions, based on discussion with field staff and AHDSS site 
community members (Collinson et al. 2009).  An individual is considered to be “working” if s/he is 
engaged in an activity that brings income or resources into the household from outside.  “Locally 
employed” is defined as the employment of a household member who is not a temporary migrant.  
Employment is important in the context of the current study because the number of employed 
household members is associated with socioeconomic standing; a greater number of employed 
individuals has been shown to significantly increase household SES at the AHDSS site, and to decrease a 
household’s likelihood of being chronically poor (Collinson et al. 2009). 
Table 3.33 provides a summary of the number of workers in households at the AHDSS site in 
2000 and 2004, and Table 3.34 examines the number of workers in 2000 disaggregated by upcoming 
adult mortality experience. 
Table 3.33  Number of Workers 2000 & 2004 
Year  Obs  Mean  Std. Dev. Min Max
2000  11450  1.265  1.167 0 10
2004  11692  1.268  1.124 0 11
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Table 3.34  Number of Workers 2000 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9110  1.257  1.144  0  10  ***  Death  1688  1.553  1.295  0  10 
AIDS death  729  1.588  1.319  0  10     Non‐AIDS death  959  1.527  1.277  0  8 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
 
Labor market participation at the AHDSS site remained fairly stable between 2000 and 2004, 
with households having, on average, a little over one working member.  About one‐third of households 
at the site have locally employed members, and about half have one or more temporary migrants 
(Collinson et al. 2009). 
Households that experienced a death had significantly more workers in the pre‐death period 
than their non‐mortality counterparts (p < 0.01).  Labor market participation may increase the external 
vulnerability of households by increasing susceptibility to adult mortality – a plausible argument in light 
of the supposed association between migration and a higher risk lifestyle, especially one that promotes 
sexual promiscuity (Gillespie et al. 2007).  No significant differences are found between AIDS‐affected 
households and those that experienced adult deaths from other causes.   
3.3.3.4   Household head characteristics 
It is also important to control for characteristics of the household head in the current analyses.  
In fact, a recent South African government report indicates that the race and gender of the household 
head are two of the most important markers of poverty in the country (Kahn et al. 2005). 
  At the AHDSS site, the household head is defined as the household’s “main decisionmaker” as 
reported by the respondent interviewed at the time of the census.  A male is generally chosen to be the 
head if one is available in the household.  The head may be absent from the household if he or she is 
migrating at the time of the census. 
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  Three variables are constructed to represent the age, gender, and ethnicity of the head of 
household on each date of interest in this project.  The gender of the household head is represented by 
a binary variable coded “1” for female and “0” for male.  Ethnicity is represented by a binary variable 
coded “1” for South African and “0” for all others.  In most cases, a “0” reflects Mozambican ethnicity, 
but this category also includes individuals with an ethnicity categorized as “other” or indeterminable. 
  Prior work at the AHDSS site indicates that female headed households, those with a younger 
head, and those of Mozambican descent are often at a disadvantage with regard to asset holdings and 
livelihood outcomes relative to households headed by males, older individuals, and South Africans 
(Collinson et al. 2009; Kahn et al. 2005).  In fact, in a study examining the association between 
household SES and child mortality at the AHDSS site between 1992 and 2000, Kahn et al. (2005) used 
female‐headedness and non‐South African‐headedness as proxies for household socioeconomic 
standing, because asset data were not available at this time.  They justified the use of these measures by 
providing evidence of a strong correlation between asset holdings in 2001 and these head 
characteristics.  Most female headed households in this study were found to be in the lower half of the 
socioeconomic strata, and Mozambican‐headed households tended to fall into the lowest 
socioeconomic quintile. 
  There are several explanations for the often observed association between female headedness 
and household disadvantage in sub‐Saharan Africa.  According to Kahn et al. (2005) gender 
discrimination with regard to both resource access and labor market participation is a key factor in the 
disadvantaged status of rural, South African women; and research in Nigeria supports this assertion as 
well (Hillhorst et al. 2006).  Rural South African men are traditionally the breadwinners, and when a 
female is employed she generally earns less than a male (Kahn et al. 2005; Shisana et al. 2010).  Female 
headed households therefore have a lower earning potential than their male‐headed counterparts.  
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Female headed households may also carry the stigma of caring for a child born out of wedlock (Kahn et 
al. 2005).  Women in female‐headed households are more likely to give birth at vulnerable ages (very 
old and very young) and are more prone to migrate, possibly further evidence of their disadvantaged 
status (Kahn et al. 2005).   
  However, Shisana et al. (2010) contend female headed South African households are incredibly 
diverse; and importantly, not all are disadvantaged.  Although the authors find female headed 
households are impoverished, on average, when compared to their male counterparts, they suggest a 
substantial difference exists between households headed by relatively wealthy older widows and those 
headed by young single mothers with limited access to resources.  The current study controls for the age 
of the household head to account for some of this variability. 
  Table 3.35 summarizes the gender of heads of household at the AHDSS site between 2000 and 
2007, and Table 3.36 examines this variable on January 1, 2002 and July 1, 2007 disaggregated by 
interim adult mortality experience.  Tables 3.37 and 3.38 summarize the same information for the age of 
the household head. 
Table 3.35  Head Gender (1=F) 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
1/1/2000  10995  0.322  0.467 0 1
1/1/2002  11471  0.341  0.474 0 1
1/1/2004  11536  0.359  0.480 0 1
1/1/2006  11550  0.380  0.485 0 1
7/1/2007  11654  0.392  0.488 0 1
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Table 3.36  Head Gender (1=F) January 1, 2002 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9787  0.340  0.474  0  1     Death  1768  0.351  0.477  0  1 
AIDS death  763  0.389  0.488  0  1  ***  Non‐AIDS death  1005  0.322  0.468  0  1 
     
Head Gender (1=F) July 1, 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10145  0.373  0.484  0  1  ***  Death  1509  0.518  0.500  0  1 
AIDS death  656  0.532  0.499  0  1     Non‐AIDS death  853  0.506  0.500  0  1 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
 
Female‐headed households became increasingly common between 2000 and 2007, with their 
proportion increasing by nearly 7% over this period.  The increase in adult mortality observed over this 
time frame may contribute to this trend, increasing the chances a household would be devoid of eligible 
adult males. 
Death‐affected households were not significantly more likely to be female headed prior to the 
death compared to their unaffected counterparts, although AIDS‐affected households were, when 
compared to those experiencing an adult death from another cause (p < 0.01).  This may suggest female 
headed households are more externally vulnerable than their male‐headed counterparts, especially with 
regard to AIDS‐related mortality shocks. 
In 2007, households that experienced a death in the five‐and‐a‐half years prior were significantly 
more likely to be female headed compared to mortality unaffected households (p < 0.01).  In fact, over 
half were headed by women compared to only about one‐third of non‐death households.  This suggests 
death‐affected households may be forced to adopt a female head, suggesting one route through which 
adult mortality shocks may lead to impoverishment.  This also indicates female headship may be a proxy 
for the prior death of a male head.  Interpretations of the analyses conducted in Chapters 4 and 5 are 
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mindful of the fact that any disadvantage associated with the presence of a female head may be at least 
partly due to this effect.  However, according to Posel (2001) female headed South African households 
also frequently result from male labor migration, divorce, and non‐marriage.  Interestingly, no significant 
differences in head gender are found between households that experienced an AIDS‐related death and 
those that experienced another type of adult death, although AIDS‐affected households are slightly 
more likely to be female headed following the death. 
Table 3.37  Head Age 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
1/1/2000  10995  49.167  14.891 15 100
1/1/2002  11471  49.399  14.993 15 101
1/1/2004  11536  50.041  15.022 15 103
1/1/2006  11551  50.972  15.221 15 105
7/1/2007  11654  50.765  15.433 15 107
 
Table 3.38  Head Age January 1, 2002 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9787  49.348  15.151  15  101     Death  1768  49.666  14.117  16  94 
AIDS death  763  49.919  14.471  18  94     Non‐AIDS death  1005  49.474  13.847  16  90 
     
Head Age July 1, 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10145  50.580  15.158  15  107  ***  Death  1509  52.011  17.117  15  97 
AIDS death  656  51.890  17.742  15  93     Non‐AIDS death  853  52.104  16.631  17  97 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
 
The average age of household heads generally increased at the AHDSS site between 2000 and 
2007.  This may be due to the increasing prevalence of three‐generation and skip‐generation 
households, in which grandparents care for their grandchildren, possibly because their parents are no 
longer living, as discussed earlier. 
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Households that experienced an adult death between 2002 and 2007 did not have significantly 
older or younger heads at the beginning of that period, compared to those that did not.  Likewise, there 
is no significant pre‐death difference in head age between those experiencing an AIDS‐related death and 
a death from other causes.  However, following the death, affected households have significantly older 
heads than their unaffected counterparts (p < 0.01).  This may reflect older relatives stepping in to take 
over the responsibilities of previous heads in the event of their passing. 
  At the AHDSS site, the nationality of the household head is frequently found to be associated 
with household wellbeing.  According to Kahn et al. (2005, p. 78), Mozambican status reflects a “lack of 
assimilation into society”.  Mozambican refugees carry with them different cultural traditions, for 
example a propensity to engage in traditional medicine and also a disadvantaged socioeconomic status, 
often funneling them into lower status employment than their South African counterparts (Golooba‐
Mutebi and Tollman 2004; Kahn et al. 2005).  There are higher rates of child mortality in Mozambican 
households, and a higher proportion of Mozambican than South African mothers have no education and 
did not given birth in a health care facility (Kahn et al. 2005).  There are a variety of reasons posited for 
the associations between Mozambican status and disadvantage, including social discrimination, limited 
legal status, and restricted access to services like water, health care, housing, education, and pensions 
(Kahn et al. 2005).  Mozambicans may also experience higher levels of psychological distress, due to 
their separation from extended families (Kahn et al. 2005). 
  Table 3.39 summarizes the ethnicity of heads of household at the AHDSS site between 2000 and 
2007, and Table 3.40 examines this variable on January 1, 2002 and July 1, 2007 disaggregated by adult 
mortality experience in the interim. 
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Table 3.39  Head Ethnicity (1=SA) 2001‐2007 
Year  Obs  Mean  Std. Dev. Min Max
1/1/2000  10992  0.715  0.452 0 1
1/1/2002  11468  0.715  0.451 0 1
1/1/2004  11534  0.715  0.451 0 1
1/1/2006  11548  0.720  0.449 0 1
7/1/2007  11650  0.707  0.455 0 1
 
Table 3.40  Head Ethnicity (1=SA) January 1, 2002 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  9785  0.718  0.450  0  1  **  Death  1767  0.693  0.461  0  1 
AIDS death  762  0.669  0.471  0  1  *  Non‐AIDS death  1005  0.711  0.453  0  1 
     
Head Ethnicity (1=SA) July 1, 2007 
By Mortality Status: January 1, 2002 ‐ July 1, 2007 
   Obs  Mean  Std. Dev.  Min  Max  Sig.     Obs  Mean  Std. Dev.  Min  Max 
No death  10141  0.707  0.455  0  1     Death  1509  0.707  0.455  0  1 
AIDS death  656  0.684  0.465  0  1  *  Non‐AIDS death  853  0.725  0.447  0  1 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                   
 
The proportion of households headed by South Africans remained fairly stable between 2000 
and 2007, at approximately 71%.  Households that experienced an adult death between 2002 and 2007 
were more likely to be headed by Mozambicans than South Africans (p < 0.05) which is not surprising 
given the disadvantaged status of Mozambican refugees.  Households that experienced an AIDS death 
were also more likely to be Mozambican than those that experienced an adult death from other causes, 
again suggesting households that are more internally vulnerable may be particularly susceptible to AIDS‐
related mortality (p < 0.10). 
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3.4   Analyses 
I now review the analyses conducted in Chapters 4 and 5.  More detailed descriptions are 
included in the upcoming empirical chapters.  All analyses are conducted using STATA version 8 (Stata 
Corp., College Station, TX). 
I then discuss the rationale for the time frames over which these analyses are conducted and 
allowances made for two potentially complicating factors – adult morbidity and household dissolution. 
3.4.1   Summary of analyses 
Chapter 4 examines the relationship between household socioeconomic standing and upcoming 
mortality shocks – specifically the extent to which SES in 2001 predicts adult mortality through July, 
2007.  I first employ logistic regression, with a binary outcome for prime age adult mortality.  
Multinomial logistic regression then allows for disaggregation of mortality experience by the gender, 
household position, and cause of death of the deceased. 
Chapter 5 examines the relationship between changes in household socioeconomic standing 
between 2001 and 2007 and adult mortality experience in the interim.  These analyses employ change 
score analysis, a form of ordinary least squares (OLS) regression.  Adult mortality is again disaggregated 
by the gender, household position, and cause of death of the deceased. 
A detailed description of logistic regression, multinomial logistic regression, OLS regression, 
change score analysis, and several tests of significance is provided in the Appendix. 
3.4.2   Time frame rationale 
The relationships between household socioeconomic standing and adult mortality are 
complicated, as suggested in Figure 1.1, and the socioeconomic impacts of an adult death likely take 
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time to manifest.  Likewise, changes in household socioeconomic standing may not immediately impact 
the health and wellbeing of household members. 
  According to qualitative work in rural South Africa, the problems associated with HIV/AIDS occur 
in stages, with households first having to deal with the acute problems encountered in the final stages of 
illness and the death, then having to make long term changes to continue providing for the daily needs 
of members, sometimes in new and creative ways (Collinson et al. 2009).  Bachmann and Booysen 
(2003) contend these effects take longer than a year to occur – and several researchers propose an even 
longer period until the impacts of a death are fully felt (Booysen and Arntz 2003; Collinson et al. 2009; 
Gregson et al. 2007).  For example, a study in Tanzania finds households are still affected over 30 
months after an adult dies (Booysen and Arntz 2003). 
  Several reviews have therefore noted the limited ability of studies with short follow‐up periods 
to identify the full array of social and economic precursors to, and effects of, ill‐health and death 
(Booysen and Arntz, 2003; Bray, 2002; Heuveline, 2004; Loevinsohn and Gillespie, 2003; Russell, 2004).  
This leads Booysen and Arntz (2003) to suggest the appropriate time frame over which to conduct 
longitudinal studies like those in this project is, at a minimum, somewhere between three and four 
years. 
  The current project is fortunate to rely on AHDSS site asset data, which is available from 2001 to 
2007.  Although the analyses conducted in Chapters 4 and 5 could be broken down into smaller periods 
– i.e. either one‐and‐a‐half or three‐and‐a‐half year intervals – the complicated nature of these 
relationships, and the literature just reviewed, suggest it is prudent to examine households over the full 
five‐and‐a‐half years between the 2001 and 2007 modules.  This increases the sample size for death‐
affected households as well, allowing for a more accurate estimation of the precursors to, and impacts 
of, different types of adult mortality. 
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3.4.3   Adjusting for adult morbidity 
The progression from the onset of AIDS – the final stage of HIV infection – to death is similar for 
adults in African and industrialized countries, with a duration of approximately 9.2 months (Morgan et 
al. 2002) and the disease’s effects are considerably worse during this stage (Booysen and Artnz 2003).  
Data on caregiving support this, with studies in Malawi and Botswana finding households devote up to 
eight months providing care for AIDS patients, with caregiving becoming increasingly demanding over 
time (Chimwaza and Watkins 2004; Ndaba‐Mbata and Seloilwe 2000). 
  According to White and Robinson (2000) household socioeconomic status is affected as soon as 
a member begins to experience episodes of HIV‐related illness.  Income may be lost if the individual was 
a wage earner and must forego work or if caregivers abandon income‐generating activities to tend to 
the infected person (Collins and Leibbrandt 2007; Gregson et al. 2007).  Physical and financial capital 
may also be depleted because of increased medical expenditures, decreased productivity in response to 
household labor shortages, or a lack of social support due to the stigma surrounding the disease (Cross 
2001; de Waal and Whiteside 2003; Dorward et al. 2006; Hilhorst et al. 2006; Hosegood et al. 2007; 
Kgathi et al. 2007; Knodel et al. 2007; Piot et al. 2002; Yamano and Jayne 2004). 
  In all analyses, households that experienced a death in the nine months following the 
measurement of their socioeconomic standing are therefore dropped from the analysis, and the analysis 
is then repeated.  This is done to assess any bias due to the financial impacts of morbidity that may have 
been felt before the death itself.   Comparisons between these two sets of analyses suggest the 
prudence of removing these households from the analyses conducted in Chapters 4 and 5. 
  Although a nine‐month window is chosen specifically to account for AIDS‐related illness, all 
households experiencing a death in this time frame are removed from these analyses.  This is done for 
two reasons.  First, adults suffering from other ailments may also impact household resource holdings 
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prior to their passing, suggesting it is imprudent to single out AIDS‐related deaths.  On a purely practical 
note, cause of death data is not yet available for individuals at the AHDSS site who died later than July of 
2007.  Removing deaths of any specific type is therefore impossible for those analyses examining change 
in household SES over the study period. 
3.4.4   Household dissolution 
Longitudinal studies on the impacts of adult mortality are frequently biased because households 
in which deaths occur often dissolve and are therefore not followed by researchers (Gregson et al. 2007; 
Mather et al. 2005; Whiteside 2002).  Dissolution is fairly common in African countries, and Whiteside 
(2002) contends many household‐level surveys underestimate this issue.  The members of dissolved 
households may be absorbed by other households in rural areas or they may migrate to urban areas – 
an increasingly common occurrence in South Africa, which, like much of sub‐Saharan Africa, is 
characterized by rapid urbanization (Sartorious et al. 2011). 
On January 1, 2000, there were 11,255 households intact at the AHDSS site.  By July 1, 2007, 
8,872 of those remained, for a dissolution rate of approximately 21% over the study period (slightly 
more than 3% of households per year).   This is similar, although slightly higher, than dissolution rates 
recently reported for rural areas of Kenya and Malawi (Mather et al. 2005; Yamano and Jayne 2004). 
  According to Sartorious et al. (2011), the shock of adult mortality increases the likelihood of 
household dissolution at the AHDSS site.  Other studies in rural South Africa reach this conclusion as well 
(Wawer et al. 2005).  AIDS related mortality may be especially problematic because it targets the most 
productive, working‐age adults and impoverishes households through increased medical expenditures 
as well as a loss of household labor power (Gregson et al. 2007; Hillhorst et al. 2006; Ngalula 2002; 
Tekola et al. 2008). 
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  Frequent dissolution, especially among mortality‐impacted households, may lead to the 
underestimation of the effects of adult mortality on household socioeconomic standing because those 
households that remain viable are those that were less impacted by the death (de Waal 2003). Whether 
or not the household remains viable (i.e. is able to function as a unit in its current location) is said to be 
a strong sign of the severity of the death’s impact (de Waal 2003). 
  The analyses in Chapter 5 assessing change in household socioeconomic status in response to an 
adult death only examine households that did not dissolve between 2000 and 2007.  If a household was 
not intact in 2007, of course SES data was not collected that year.  The results presented in this chapter 
are therefore interpreted with the recognition that they are only valid for those households that did 
indeed survive the study period. 
  It is important to examine the demographic differences between households that remained 
viable between 2000 and 2007 and those that dissolved.  These are summarized in Table 3.41. 
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Table 3.41  Characteristics of Intact and Dissolved Households  
     
Dissolved Households (n=2,383)  Retained in sample (n=8,872) 
(Intact January 1, 2000, but not intact July 1, 2007)  (Intact January 1, 2000 through July 1, 2007) 
     
Household characteristics ‐ January 1, 2000 
Variable  Obs  Mean  Std. Dev.  Min  Max  Sig.  Variable  Obs  Mean  Std. Dev.  Min  Max 
Household size  2383  4.381  3.463  1  28  ***  Household size  8872  6.619  3.708  1  38 
Sex ratio  2383  3.644  4.254  0  10  ***  Sex ratio  8872  2.158  3.085  0  10 
Dep. Ratio  2383  2.178  3.197  0  10  ***  Dep. Ratio  8872  1.484  1.936  0  10 
Head gender  2302  0.337  0.473  0  1  *  Head gender  8693  0.318  0.466  0  1 
Head age  2302  47.173  16.236  15  98  ***  Head age  8693  49.695  14.469  16  100 
Head ethnicity  2299  0.618  0.486  0  1  ***  Head ethnicity  8693  0.740  0.438  0  1 
     
Other income sources – 2000 
Variable  Obs  Mean  Std. Dev.  Min  Max  Sig.  Variable  Obs  Mean  Std. Dev.  Min  Max 
Number pensions  2071  0.180  0.447  0  3  ***  Number pensions  8872  0.264  0.539  0  4 
Number workers  2072  0.927  1.094  0  8  ***  Number workers  8872  1.385  1.174  0  10 
     
SES 2001 
Variable  Obs  Mean  Std. Dev.  Min  Max  Sig.  Variable  Obs  Mean  Std. Dev.  Min  Max 
Cons. Goods  1486  1.326  1.527  0  6  ***  Cons. Goods  8624  2.104  1.688  0  6 
Cattle  1486  0.135  0.508  0  3  ***  Cattle  8579  0.303  0.735  0  3 
Goats  1486  0.122  0.439  0  3  ***  Goats  8623  0.200  0.537  0  3 
Poultry  1400  0.599  0.748  0  3  ***  Poultry  7875  0.924  0.805  0  3 
Electric  1486  0.652  0.690  0  2  ***  Electric  8633  0.916  0.622  0  2 
     
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01                      
 
At the start of the study period, and compared to those households that remained viable, 
households that went on to dissolve were significantly smaller, had a greater proportion of male 
members, had a higher dependency ratio, were more likely to be female‐headed, had younger heads, 
and were more likely to be headed by Mozambicans (p <0 .01 for all cases except gender, for which p < 
0.10).  Households that dissolved also had significantly fewer pensioners and workers than those that 
remained intact (p < 0.01 in both cases).  And importantly, these households were significantly more 
impoverished by all of the current project’s measures of socioeconomic standing (p < 0.01 in all cases). 
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  The households removed from the analyses in Chapter 5 are therefore the most impoverished 
and generally the most marginalized households at the study site.  In that chapter, I examine the 
prevalence of the “erosive” coping strategy of selling household assets – which is termed “erosive” 
because it is said to endanger long‐term household viability.  Although Hosegood (2009) suggests 
household dissolution is a common coping strategy in sub‐Saharan Africa, employed to offset household 
hardship, for the purposes of this project dissolution is not considered a coping strategy but rather a 
failure to cope at the household level.  Although this strategy may help individual household members 
weather the effects of a shock, the household has failed to maintain itself as a functioning unit.  My 
discussion of coping in Chapter 5 is therefore sensitive to the fact that many mortality‐impacted 
households are in fact failing to cope.  Those that remain viable, even if they do pursue erosive coping 
strategies, may not be the most severely impacted households at the site. 
  Household dissolution complicates the analyses conducted in Chapter 4 examining 
socioeconomic predisposition to adult mortality as well.  In order to retain in these analyses all 
households that are intact at the beginning of the study period, I must control for household dissolution 
that occurs over that period.  Failure to do so would underestimate death rates among the most 
impoverished households. 
  Descriptive analyses reveal that the length of time a household remains viable during each study 
period is related in a curvilinear manner to the household’s likelihood of experiencing a death.  As the 
length of time the household is intact increases, the likelihood of experiencing an adult death increases 
– until, however, the end of the study period is reached, at which point the likelihood decreases.   This 
makes sense because households at the AHDSS site that dissolve are more likely to experience a death 
(Sartorious et al. 2011).  For example, those households most likely to experience a death between 2000 
and 2007 are those that dissolved very near the end of the study period – say, June of 2007.  Those that 
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survived the entire period are less likely to experience a death than their counterparts that dissolved 
shortly before because they remained viable for the entire time frame.  Those households that dissolved 
very early in the study period – for example, early 2000 – are least likely to experience a death because, 
although they did dissolve, they simply were not part of the site for long. 
  To account for household dissolution, I include two control variables in the analyses examining 
socioeconomic predisposition to adult mortality:  time and time‐squared.  These record the length of 
time the household remained viable and the square of that value, in order to capture the curvilinear 
relationship between presence over the study period and the likelihood of experiencing an adult death.1 
3.5   Study limitations 
I now review methodological limitations of this project, focusing on three issues:  (1) the use of 
the “household” as the unit of analysis, (2) endogeneity, and (3) the measurement of socioeconomic 
status with asset indexes. 
3.5.1   Household as the unit of analysis 
Hosegood et al. (2007, p. 1250) state, “In no society do households exist in isolation”.  This may 
be especially true in South Africa, where the geographic concentration of the African population under 
Apartheid and the migrant labor system this encouraged resulted in spatially stretched, and somewhat 
fluid, households (Jones 1993; Kahn 2005; Ross 1996; Russell 2005; Spiegel 1986; Spiegel et al. 1996). 
  Certain challenges are inherent in all studies in which the household is the unit of analysis.  
Despite these difficulties – that will be discussed momentarily – research on the precursors to, and 
impacts of, adult mortality is principally done at the household level (Lemke 2005; Hosegood et al. 2007; 
Jayne et al. 2006; White and Robinson 2000).  Households form the basic social and economic building 
                                                            
1 A logistic regression model controlling for duration of exposure in this manner and a survival model were 
compared to assess the appropriateness of this analytical strategy.  The strength and significance of all effects 
were comparable across the two models. 
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blocks of sub‐Saharan African societies and are therefore the standard unit of analysis in censuses 
(Gregson et al. 2007; Lemke 2005).  Lemke (2005, p. 848) suggests this is because the challenges 
provided for data collection, management, and analysis, when not focusing on the household, are 
“daunting”.  This may be particularly true for large‐scale, survey‐based studies like the current project 
(Hosegood et al. 2007; Jayne et al. 2006). 
  However, research generally indicates shocks such as adult mortality are not insular to the 
household (Bachmann and Booysen 2003; Booysen and Arntz 2003; Hilhorst et al. 2006; Hosegood et al. 
2007; Jayne et al. 2006; Lemke 2005; White and Robinson 2000).  Rather, their effects are diffused 
throughout the community – especially in areas such as the AHDSS site, where HIV seroprevalence rates 
are relatively high, and community demographics are at least in part shaped by the illness. 
  The death of non‐household members may negatively impact rural South African households in 
many ways – for example, if the deceased is a former partner with children residing in the household or 
a relative who provided financial support (Hosegood et al. 2007).  The burden of an adult mortality 
shock may be further distributed to “unaffected” households through the social support networks that 
characterize sub‐Saharan African communities.  Households may contribute cash or labor to their 
mortality‐affected counterparts or provide care for orphaned children, in order to help neighbors and 
kin weather this shock (Hilhorst et al. 2006; Jayne et al. 2006).  A study in rural Tanzania (Rugalema 
1999) supports these contentions, finding that although approximately 32% of households are AIDS 
“affected”, having experienced the illness or death of a household member, another 29% are what the 
authors term “afflicted” – that is, they did not experience a direct illness or death but have experienced 
so called “ripple effects”, including the need to foster orphans and to provide labor or cash to care for 
an ill individual or provide for survivors. 
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  These difficulties lead White and Robinson (2000) to conclude that prime age adult mortality in 
individual households is “too simplistic an indicator” for truly understanding mortality impacts, given the 
diffused nature of these shocks.  And indeed, the analyses conducted in Chapter 5 likely underestimate 
the impacts of adult mortality on household wellbeing for this reason.  However, it is important to keep 
in mind the aforementioned difficulties inherent in conducting large‐scale, non‐household‐based 
studies. 
  In an attempt to address this issue, Lemke (2005) proposes a new conceptual framework called 
the “household triangle”, which defines households as all people who share resources, spanning 
multiple “households” as they are standardly characterized.  Lemke (2005) himself, however, 
acknowledges that designing a large‐scale project that employs the household triangle framework 
would be challenging.  A less drastic modification to the standard household‐level quantitative study 
may be to augment this type of work with case studies that are richer in contextual information (Jayne 
et al. 2006; Lemke 2005).  Although beyond the scope of the current project, this suggestion is put forth 
for future research. 
  The heavy reliance on social support networks in communities like the AHDSS site likewise 
complicates household‐level analyses examining precursors to adult mortality experience.  Indeed it 
may not solely be a household’s state, but rather the state of those within their social network, which 
influences their overall wellbeing.  For example, a household that does not pursue a certain livelihood 
strategy may still reap at least some of the benefits of engaging in that activity if it is closely connected 
to other households that do pursue the strategy.  Evidence for this is provided by Dovie et al. (2006), 
who find non‐livestock owning households reap many of the benefits and some of the downsides (e.g. 
damage to gardens) of their livestock owning counterparts .  This may decrease the significance levels of 
the results in Chapter 4, if households have access to resources outside those directly attributable to 
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their household.  Gillespie et al. (2007) contend the role of social support networks in determining a 
household’s propensity to experience a shock is an under‐researched but very important element of HIV 
research (Gillespie et al. 2007). 
  The distribution of household resources, and household responsibility, may be unequal in areas 
such as the AHDSS site (Masanjala 2007) further complicating studies conducted at the household level.  
Gender is one of the most important dimensions of unequal social relations in sub‐Saharan Africa, with 
women often lacking access to “shared” household resources and possessing limited decision‐making 
power and options for generating livelihoods (Gawaya 2008; Kahn et al. 2005; Masanjala 2007).  
According to Masanjala (2007) poverty and gender are closely intertwined across Africa, with women 
often facing relative impoverishment, in many cases even when male relatives are better off.  However, 
because many mortality impact studies – including the current project – report results at the household 
level, the impacts on different household members are homogenized (Booysen and Arntz 2003).  In 
other words, if a household experiences a decrease in resource holdings following a death, this may 
impact some household members more than others.  Unfortunately, without more detailed data on the 
distribution of resources within households, this cannot be addressed in the current work. 
  This project is, however, able to parse out associations between household socioeconomic 
standing and mortality risk for different household members.  By disaggregating adult mortality by the 
gender and household position of the deceased, I examine whether resource holdings differentially 
impact the wellbeing of different household members.  Any differences observed may be at least partly 
due to variations in access to shared resources. 
  The difficulties just discussed are inherent to any study in which the household is the unit of 
analysis.  Even in light of these issues, however, examining these relationships at the household level 
may be a greater asset to the current project than a liability.  Household viability is threatened by high 
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levels of adult mortality precipitated by the HIV epidemic (Gregson et al. 2007) and a considerable 
amount of research is directed at identifying those households most affected by shocks – and most 
prone to future shocks – in order to target assistance to those most in need.  As noted by Booysen and 
Arntz (2003) household‐level studies should strive to address intervention issues and answer policy‐
related questions.  The current project contributes to this body of work.  If results suggest a certain 
category of household is most severely impacted by the shock of an adult death, or is most likely to 
experience an upcoming death, this will inform researchers attempting to mitigate the impacts of the 
HIV epidemic in rural, sub‐Saharan African communities like those in the AHDSS site.  Likewise, 
insignificant results at the household level may suggest it is best to target aid to whole communities 
rather than individual households. 
3.5.2   Endogeneity 
There are several factors that are unmeasurable in the current study, but which research 
suggests may affect the relationships examined in this project – especially those focusing on AIDS‐
related mortality.  These include rates of sexually transmitted infections and other opportunistic 
infections; sexual networking and patterns of sexual contact, including levels of concurrent sexual 
partners; the presence or absence of male circumcision; differing strains of HIV; the prevalence of 
commercial sex workers; patterns of population movement and interaction; access to labor‐saving 
technologies; gender discrimination; climate; community institutions and organizations; the prevalence 
of sexual violence; and, surprisingly, even geographical factors, such as the selenium content of local 
soils (Gillespie 2003; Loevinsohn and Gillespie 2003; Masanjala 2007). It is possible, therefore, that the 
results of this project may be biased due to endogenous variables – that is, unmeasured but important 
factors that are external to my project, but are potentially correlated with the explanatory variables 
included in my models. 
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  This poses difficulties for identifying AIDS‐related death, or even adult death in general, as a 
single attributable factor affecting household livelihoods (White and Robinson 2000).  Measuring the 
impacts of adult mortality on household socioeconomic standing requires the estimation of the 
counterfactual level of wellbeing that the household would have experienced without the death.  The 
status of families unaffected by death are a common proxy for this counterfactual, but the fact that 
certain behaviors and situations are known to make HIV infection more likely renders this somewhat 
problematic (Carter et al. 2007).  Indeed, it is only possible to control for observable differences 
between these households, and important differences certainly exist that I cannot observe.  In addition 
to the potentially endogenous variables listed earlier, studies in South Africa, for example, find that 
most poor, rural households are members of more than one burial society (Collins and Leibbrandt 2007; 
Paumgarten and Shackleton 2011).  Membership in these societies may affect the magnitude of the 
effect of an adult death on household resources and may be correlated with other unobservable 
variables related to experiencing an adult mortality shock, but unfortunately data regarding 
membership in burial societies is not collected at Agincourt – at least not on a large scale.  The effects of 
a death may also vary from household to household based on characteristics of the household and the 
death, and the impacts may show a differential persistence over time due to differing initial resource 
levels and other means of coping (Carter et al. 2007). 
  Accurately assessing the effects of economic resources on individual behavior and household 
risk – such as the risk of HIV infection – is also challenging.  According to Dinkelman et al. (2007) to do so 
without bias, researchers would need to randomly assign resources to households in their study site.  
This is of course impossible, necessitating the use of purely observational data, and again rendering 
research design for projects like the current work “challenging” (Dinkelman et al. 2007, p. S50). 
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  Endogeneity is likely to affect the analyses conducted in both of the upcoming empirical 
chapters.  I cannot resolve this issue, and results must therefore be interpreted with the understanding 
that my depiction of these relationships is necessarily somewhat incomplete.  
3.5.3   Asset measures 
Some contend asset ownership is a relatively crude measure of wellbeing, and one that may not 
adequately reflect household wealth and impoverishment (Lopman et al. 2007; Whiteside 2002).  
Indeed, Whiteside (2002, p. 324) suggests poverty “goes beyond” easily measured assets, to include 
things like a lack of familial love and support – a difficult attribute to measure in large‐scale censuses like 
those conducted at the AHDSS site.  The socioeconomic measures developed in this study are limited by 
the data available at the AHDSS site, and unfortunately these do not include all variables relevant to 
assessing a household’s socioeconomic position – for example, detailed information on household 
income and expenditures.  This limits my ability to fully estimate the associations between adult 
mortality and household socioeconomic status. 
An additional difficulty with assessing socioeconomic status at the AHDSS site relates to the fact 
that the site is, overall, relatively impoverished.  Bachmann and Booysen (2003) contend it is difficult to 
detect changes in wealth that occur in response to shocks among very impoverished populations 
because these households have so few initial assets.  Indeed, within middle‐income southern African 
countries, it is often only the wealthiest half of the population, nationally, that can be considered non‐
poor by standard poverty line definitions (Gillespie et al. 2007).  Therefore, associations uncovered 
between asset holdings and mortality in the current project must be interpreted in context and in 
accordance with the limited scope of this work.  This project examines the relationship between 
holdings of certain assets and adult mortality for a relatively impoverished, rural segment of South 
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African society; its results may not translate to higher income South Africans or to those living in urban 
environments. 
3.6   Conclusion 
The limitations outlined above do not negate the importance of the current project; rather, they 
suggest the interpretation of results will require sensitivity to the fact that differences observed 
between “affected” and “unaffected” households in this project, as well as those observed between 
households pursuing one livelihood strategy over another, or those with higher versus lower levels of 
asset holdings, may be underestimated. 
This project provides the unique opportunity to examine asset holdings, livelihood strategies, 
and adult mortality shocks for over ten thousand households in rural sub‐Saharan Africa, over the span 
of nearly a decade.  This is an incredible asset because most empirical studies on these topics are 
hindered by the use of small, concentrated samples and as a result low statistical power (Gillespie et al. 
2007; Hargreaves et al. 2007; Mather et al. 2005).  In fact, a recent review of thirty‐six HIV/AIDS impact 
studies found that 80% had sample sizes smaller than 500, and in only four cases did sample sizes 
exceed 1,000 respondents (Booysen and Arntz 2003).  Likewise, only 25% of these studies were 
longitudinal in nature.  By sampling all respondents at the AHDSS site, over several years, the current 
project avoids these problems, as well as avoiding issues with selection bias that often plague studies of 
this sort – for example, those precipitated by snowball sampling or sampling based on attendance at 
health clinics (Booysen and Arntz 2003). 
This work will contribute substantially to the literature on coping and vulnerability in the sub‐
Saharan African context and on the effects of, and precursors to, shocks in rural, developing settings 
such as the AHDSS site.  This is important because there is currently a dearth of quantitative information 
on the pre‐ and post‐death characteristics of mortality‐affected households – specifically that derived 
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from representative survey research, which can produce recommendations for rural development 
(Booysen and Arntz 2003; Mather et al. 2005).   
122 
 
4  Socioeconomic Predisposition to Adult Mortality 
 
4.1  Introduction 
4.2  Data and Methods 
4.2.1  Variables and Measures 
4.2.1.1  Dependent Variables:  Adult Mortality 
4.2.1.2  Independent Variables:  SES 
4.2.1.3  Control Variables 
4.2.2  Analyses 
4.3  Results 
4.3.1  Aggregated Adult Mortality 
4.3.2  Mortality Disaggregated by Cause 
  4.3.2.1  Assets 
  4.3.2.2  Control Variables 
4.3.3  Mortality Disaggregated by Gender 
  4.3.3.1  Assets 
  4.3.3.2  Control Variables 
4.3.4  Mortality Disaggregated by Gender and Cause 
  4.3.4.1  Assets 
  4.3.4.2  Control Variables 
4.3.5  Mortality Disaggregated by Household Position 
  4.3.5.1  Assets 
  4.3.5.2  Control Variables 
4.3.6  Mortality Disaggregated by Position and Cause 
  4.3.6.1  Assets 
  4.3.6.2  Control Variables 
4.4  Conclusion 
  4.4.1  Is HIV a “disease of poverty”? 
  4.4.2  Internal and External Vulnerability 
  4.4.3  Variations by Gender 
  4.4.4  Methodological Notes 
 
4.1  Introduction 
Socioeconomic status has a large influence on an individual’s life chances.  This sentiment is 
expressed by sociologists examining the impacts of socioeconomic standing on a plethora of life 
outcomes, including health, job satisfaction, and exposure to environmental hazards, to name just a 
few.  Theory and research on these topics, although of course not uniform, tends to suggest that less 
wealthy individuals are more vulnerable to experiencing a variety of shocks, including job losses, illness 
and death, and environmental disasters (Alam et al. 2007; Bachmann and Booysen 2003; Chhagan et al. 
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2007; Collinson et al. 2009; Drimie and Casale 2009; Fortson 2008; Kgathi et al. 2007; McDonough et al. 
1999; Mishra et al. 2007). 
  This association between poverty and an increased likelihood of experiencing shocks has been 
found both in more developed and less developed contexts, leading many development researchers to 
use the terms “vulnerability” and “poverty” interchangeably (Chambers 1989; Drimie and Casale 2009).  
However, Robert Chambers (1989) urges caution in employing this one‐dimensional definition of 
vulnerability; instead, Chambers asserts vulnerability is best characterized as having an “external” and 
“internal” component:  vulnerability to experiencing shocks and the ability, or inability, to cope in one’s 
wake. 
  This definition of vulnerability is especially appropriate in light of the literature reviewed in 
Chapter 2 examining the propensity to experience the shock of an adult, particularly AIDS‐related, death 
in rural South Africa.  Compelling arguments suggest adult mortality is more likely for individuals living in 
more impoverished households.  Reasons posited for this association include an increased likelihood of 
engaging in “high risk” behaviors, biological susceptibility due to food insecurity and endemic diseases, 
and a lack of adequate medical care, among others (Barnighausen et al. 2007; Dunkle et al. 2004; 
Freedman and Poku 2005; Hallman 2005; Hargreaves et al. 2002; Karim et al. 1995; Naidoo and Misra 
2008; Tladi 2006; Santo and Etheredge 2004.  However, equally persuasive arguments suggest it is in 
fact wealthier households that are more likely to suffer this shock, due largely to the availability to 
better‐off individuals of more, and more mobile, sexual partners (Baringhausen et al. 2007; Fenton 
2004; Gabrysch et al. 2008; Gregson et al. 2001; Mishra et al. 2007; Wojcicki 2005). 
  This chapter examines socioeconomic susceptibility to adult mortality in the rural South African 
context over a span of approximately seven years.  The expansive nature of the data available at the 
Agincourt Health and Demographic Surveillance Site (AHDSS) allows this project to make a significant 
124 
 
contribution to the literature, as few longitudinal studies on this topic exist.  Those empirical studies 
that do exist have yet to reach consensus on whether AIDS‐related adult mortality is, like many other 
markers of ill health and several other types of household shocks, more likely to affect more 
impoverished households – or, contrary to the “disease of poverty” argument (Fenton 2004) whether 
households that are more internally vulnerable are actually less vulnerable to experiencing this shock. 
4.2  Data and Methods 
This chapter employs data from the Agincourt Health and Demographic Surveillance Site 
(AHDSS) spanning the years 2000 – 2008.  Detailed descriptions of the construction of the variables 
employed in the upcoming analyses and theoretical justifications for their inclusion are provided in 
Chapter 3, and they are therefore not repeated here.  However, I briefly review these variables below 
before outlining the analyses conducted in this chapter. 
4.2.1  Variables and Measures 
4.2.1.1  Dependent Variables:  Adult Mortality 
I predict the likelihood of a household experiencing the death of a prime‐age adult (aged 15‐49) 
between January 1, 2002 and July 1, 2007.  Death is disaggregated along three dimensions:  cause (AIDS‐
related and non‐AIDS‐related), household position of the deceased (head and non‐head), and gender of 
the deceased.  Because so few households (less than 2%) experienced more than one death between 
2002 and 2007, each type of death is examined in a binary fashion, with “0” representing no death and 
“1” representing at least one adult death.  Approximately 15.5% of study households experienced the 
death of a prime age adult over this time frame. 
4.2.1.2  Independent Variables:  SES 
Three measures of household socioeconomic standing are employed in this project:  holdings of 
consumer goods, livestock holdings, and electricity use.  Asset measurements were obtained for each 
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household during the 2001 round of the Agincourt census, conducted between August and December of 
that year, immediately prior to the period over which death is examined. 
Consumer goods are examined by the construction of an additive scale, with households 
receiving one “point” for ownership of each of the following six goods:  (1) television and/or stereo, (2) 
VCR and/or DVD player, (3) cellphone, (4) refrigerator, (5) stove, and (6) car and/or truck. 
Livestock holdings are examined by the construction of three separate scales for the ownership 
of cattle, goats, and poultry.  These scales are ordinal, with categories reflecting no ownership (0) and 
(1) 1‐3, (2) 4‐10, and (3) 11 or more animals for cattle and goats, and (1) 1‐10, (2) 11‐40, and (3) more 
than forty animals for poultry. 
Electricity use is examined by an additive scale, with households receiving a value of “0” for no 
electricity use, “1” for the use of electricity for either lighting or cooking, but not both (note that in 
nearly all cases these households are using electricity for lighting and not cooking) and “2” for use for 
both lighting and cooking. 
4.2.1.3  Control Variables 
General control variables included in each analysis are:  the number of prime age men, prime 
age women, and dependents in each household on January 1, 2002; the gender, age, and ethnicity of 
the household head on January 1, 2002; and the number of household members who were employed, 
and the number receiving pensions, during the 2000 round of the Agincourt census, conducted between 
August and December of that year.  Data on employment and pension receipt are collected every four 
years at Agincourt, and the 2000 data are therefore the best approximation of these measures for the 
current analyses.  In addition, I control for whether the household experienced a death in the two years 
prior to January 1, 2002 – that is, between January 1, 2000 and December 31, 2001. 
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As discussed in Chapter 3, household dissolution is fairly common at the AHDSS site, with 
approximately 25% of households dissolving between January 1, 2000 and July 1, 2007.  It is important, 
however, that these households are retained in the current analyses because those households that 
dissolved over this period represent the most internally vulnerable households at the site by several 
markers, including low socioeconomic standing, Mozambican ethnicity, and female headship.  In order 
to control for household dissolution, variables are included in each analysis for the amount of time the 
household was part of the site between January 1, 2002 and July 1, 2007 and for this value squared.  
This allows for representation of the curvilinear relationship between dissolution and adult mortality 
outlined in Chapter 3, whereby dissolved households that were extant for a relatively short period of 
time are less likely to have experienced a death than those households that did not dissolve, but those 
that dissolved relatively near the end of the study period are more likely than their non‐dissolved 
counterparts to have experienced this shock. 
4.2.2  Analyses 
I first conduct logistic regression analyses to examine the association between household 
socioeconomic standing in late 2001 and adult mortality experience between January of 2002 and July 
of 2007.  I then conduct several multinomial logistic regression analyses, disaggregating adult death by 
(1) cause of death (AIDS‐related, non‐AIDS‐related), (2) gender, (3) gender and cause of death (male 
AIDS, male non‐AIDS, female AIDS, female non‐AIDS), (4) household position (head, non‐head), and (5) 
position and cause of death (head AIDS, head non‐AIDS, non‐head AIDS, non‐head non‐AIDS). 
Control variables are added to each regression analysis in a progressive fashion, to provide 
insights into the pathways by which socioeconomic standing may predispose households to mortality 
experience.  Controls are added first for (1) death in the two years prior to January of 2002 and (2) the 
amount of time spent in the site (i.e. dissolution).  I then control for various household characteristics:  
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(3) household composition (the number of prime age men, women, and dependents in the household), 
(4) characteristics of the household head (gender, age, and ethnicity), and finally, (5) the number of 
workers and pensioners in the household.  For brevity, tables presented in this chapter show only the 
first and final iterations of these progressive models – that is, the models with solely the socioeconomic 
measures predicting prime age mortality experience and those with all of the previously listed control 
variables included. 
Analyses conducted in this chapter were first run with all AHDSS households included.  The 
sample was then restricted to only those households that did not experience an adult death in the nine 
months following measurement of the household’s socioeconomic standing.  This was done to account 
for the fact that adult mortality, particularly caused by AIDS, is likely to begin affecting household 
finances before the death of the ill household member.  The socioeconomic impacts of HIV morbidity 
accelerate rapidly upon entering the final stage of the disease, classified as “AIDS”, which precedes 
death by approximately nine months (Booysen and Artnz 2003; Chimwaza and Watkins 2004; Morgan et 
al. 2002; Ndaba‐Mbata and Seloilwe 2000). 
When compared to the analyses with all households included, the analyses with these 
households dropped produce similar results.  However, the effects of the socioeconomic variables on 
AIDS‐related deaths are more significant in the latter, suggesting the appropriateness of this method of 
controlling for pre‐death impacts of morbidity on SES.  Below I therefore present results for the analyses 
with households that experienced a death in the nine months following measurement of their 
socioeconomic standing removed. 
There are several reasons why controlling for village of residence may seem appropriate in the 
upcoming analyses.  Indeed, villages in the AHDSS site vary along several lines, including the 
predominant nationality of their residents (Mozambican versus South African), their agro‐ecological 
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conditions, and their proximity to infrastructure and labor markets (Sartorious et al. 2011).  Likewise, 
overall village characteristics have been shown to affect HIV risk behaviors in rural sub‐Saharan African 
communities, including the purposeful seeking out of HIV testing (Gabrysch et al. 2008). 
Interestingly, however, only six of the twenty‐one villages exhibit a mortality rate that is 
significantly different from that of the overall site (only four with p < 0.05).  Further, logistic regression 
analyses including binary controls for 20 of the 21 villages in the AHDSS site reveal that inclusion of 
these village controls does not substantially change the significance or direction of effect for any of the 
socioeconomic variables, or the other control variables, in predicting adult mortality experience.  Village 
controls are therefore not included in the upcoming analyses.  This is done to avoid spreading the 
available data too thin, especially in the multinomial logistic regression analyses, where the inclusion of 
20 binary village variables may lead to separation of the data.  A summary of the distribution of this 
project’s two main outcomes, socioeconomic status and adult mortality, disaggregated by village is 
provided in the Appendix. 
4.3  Results 
Results are now presented for each of the logistic and multinomial logistic regressions outlined 
above.  Overall trends and links to prior literature are discussed in greater detail in this chapter’s 
conclusion. 
4.3.1  Aggregated Adult Mortality 
Table 4.1 presents results of logistic regression analyses examining the association between 
each of the five asset measures and adult death. 
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Table 4.1  Assets in 2001 predicting adult mortality January 2002 ‐ July 2007 
   OR  P  sig   OR  p  sig  
Consumer goods  1.009  0.683     0.958  0.059  * 
Cattle  1.045  0.339     1.013  0.784    
Goats  1.028  0.659     0.949  0.417    
Poultry  1.014  0.721     0.931  0.093  * 
Electricity  0.862  0.008  ***  0.886  0.045  ** 
Death 2 yrs. prior     1.627  0.002  *** 
Time     10.100  0.000  *** 
Time squared     0.736  0.000  *** 
Number prime age men     1.214  0.000  *** 
Number prime age women     1.207  0.000  *** 
Number dependents     1.001  0.940    
Female head     1.068  0.353    
Head age     0.999  0.635    
South African head     1.037  0.654    
Number of pensioners     1.069  0.334    
Number of workers           1.041  0.174    
LL  ‐3510.67        ‐3379.40       
N  8365     8365    
LR chi2  9.700     272.240    
prob > chi2  0.084     0.000    
Psuedo R2  0.001        0.039       
* p < 0.10; ** p < 0.05; *** p < 0.01 
 
4.3.1.1  Assets 
With all controls included, the ownership of more consumer goods, greater electricity use, and 
the ownership of more poultry are associated with a decreased likelihood of experiencing an adult death 
(OR = 0.96, p < 0.10, OR = 0.89, p < 0.05, OR = 0.93, p < 0.10 for consumer goods,  electricity use, and 
poultry, respectively).  However, no significant associations are found for either of the large livestock 
measures – goats or poultry – and aggregated adult mortality experience.  This is somewhat surprising 
given the benefits accrued by large livestock owning households, including sustenance, agricultural 
fertilizer and labor power, and the ability to generate income in times of hardship (Dovie et al. 2006).  
Reasons for this lack of significance are discussed in greater detail in the concluding chapter but may 
include differing access to these resources by male and female household members, the association of 
livestock intensive livelihood strategies with older and potentially less “modern” households, and 
inherent risk or stress associated with livestock husbandry.  Overall, however, these findings support the 
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“disease of poverty” argument, suggesting households that are more internally vulnerable – at least 
with regard to consumer goods, poultry, and electricity use – are in fact more vulnerable to experiencing 
an adult death.  There are several reasons outlined in Chapter 2 for why impoverished households may 
be more likely to experience the shock of an adult death, including stress and biological susceptibility to 
illness and an inability to dictate the terms of their sexual relationships (Fenton 2004; Freedman and 
Poku 2005; Hallman 2005; Mabala 2006; Naidoo and Misra 2008; Wojcicki 2005; Wubs et al. 2009; 
Zungu‐Dirwayi et al. 2007). 
Interestingly, independent of any controls, the coefficient for the association between holdings 
of consumer goods and adult mortality shocks is greater than one (OR = 1.01, p = 0.68).  Indeed, 
descriptive statistics presented in Chapter 3 indicate households that experienced an adult death 
between 2002 and 2007 had, on average, a score of 1.60 on this scale, compared to 1.56 for no‐death 
households.  These households also had more cattle, goats, and poultry than their unaffected 
counterparts.  The reversal of the association between consumer goods and adult mortality experience 
occurs after the introduction of controls for household composition – specifically the number of prime 
age men and women in the household (OR = 1.21, p < 0.0001 in both cases). 
  Holdings of consumer goods are very significantly correlated with the number of prime age male 
and female household members (r = 0.21, p < 0.0001 and r = 0.23, p < 0.0001, respectively).  Households 
with more prime age members have more consumer items compared to their counterparts with fewer 
adult members.  The number of prime age men and women in the household also exhibit significant 
relationships with adult mortality experience (OR = 1.21, p < 0.001 in both cases) – which is reasonable 
because more prime age adults can be expected to somewhat straightforwardly place the household at 
greater risk of a prime age mortality shock. 
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  Findings therefore suggest the poorest households at the AHDSS site may not be the most prone 
to experiencing adult mortality shocks; yet households of a given composition that own more consumer 
goods nonetheless appear significantly protected against these shocks, compared to their more 
impoverished counterparts.  As suggested by Mather et al. (2005) these findings reaffirm the need to 
include household characteristics in studies examining the associations between adult mortality and 
household SES.  Failure to do so in the current analyses would have produced results contradicting the 
suggestion that poverty predisposes households to mortality shocks when, in fact, the findings outlined 
here support this contention.  These results also speak to the utility of employing Robert Chambers’ 
distinction between internal and external vulnerability in developing contexts, which will be discussed in 
the conclusion to this chapter. 
  Household electricity use is the only variable whose effect changes slightly when village controls 
are entered into these analyses (not shown in Table 4.1).  The inclusion of village controls increases the 
strength and significance of the protective effect of electricity use on upcoming adult mortality 
experience (OR = 0.80, p < 0.01, compared to OR= 0.89, p < 0.05).  This is reasonable because the extent 
of village electrification varies, as outlined in Chapter 3, and electricity use is therefore limited by the 
infrastructure of the village within which the household resides.  By accounting for some of this 
variation, these controls appear to clarify the associations presented here. 
  As noted earlier, however, village controls are not included in the upcoming multinomial logistic 
regression analyses in order to avoid separation of the data.  This choice is justified by the fact that the 
direction of the effect of electricity use on mortality experience is unchanged with the inclusion of these 
controls, and its magnitude decreases only slightly.  The interpretation of the upcoming analyses 
nonetheless remains sensitive to the fact that the effects of electricity use may be somewhat 
underestimated due to the omission of control variables for village of residence. 
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4.3.1.2  Control Variables 
Several interesting results emerge for the control variables presented in Table 4.1.  The effects 
of control variables are largely consistent across the logistic regression predicting adult death and the 
multinomial logistic regressions predicting death disaggregated by cause, gender, and position.  Findings 
of note with regard to these controls are therefore discussed here, and these effects are only detailed 
for the multinomial logistic regressions when their magnitude and/or significance differ from effects 
seen in Table 4.1. 
  Experiencing an adult death in the two years prior to the examination of household assets (i.e. 
between  January of 2000 and December of 2001) is associated with a significantly greater likelihood of 
experiencing another mortality shock between January of 2002 and July of 2007 (OR = 1.63, p < 0.01).  
Households that experienced a death in these two years are more than one‐and‐a‐half times more likely 
to have another household member die in the upcoming six years than are their no‐death counterparts.  
Although multiple deaths within one household over this time span are fairly uncommon, this indicates 
that adult deaths do, to some extent, cluster within households at the AHDSS site. 
Clustering of adult deaths may occur for a variety of reasons, including disease transmission 
between household members, as well as in response to internal household vulnerability (e.g. low asset 
holdings, food insecurity, etc.).  This finding is particularly relevant given the suggestion that a “vicious 
cycle” may exist between adult mortality and low socioeconomic standing, whereby an adult death 
increases the internal vulnerability of households and therefore the likelihood of another mortality 
shock (de Waal and Whiteside 2003; Fenton 2004).  This will be discussed in greater detail in the 
conclusion to Chapter 5 – but the results presented here confirm the plausibility of this cycle. 
  The direction, magnitude, and significance of the effects of socioeconomic measures on 
mortality experience are not affected by the inclusion of controls for prior adult deaths.  This suggests 
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that heightened internal vulnerability, in the form of owning fewer consumer goods and poultry and 
using less electricity, is independently associated with experiencing an adult death; it is not simply the 
case that households that experienced a prior death face a heightened biological susceptibility to death 
(contagion from other household members, for example), which also coincides with financial hardship. 
  Controls for household dissolution (time spent in the site between 2000 and 2007 and this time 
squared) are very significant (p < 0.0001 in both cases) and exhibit the expected curvilinear relationship 
with adult death.  These variables account for the fact that the mortality rate for AHDSS households that 
dissolved over this time frame is greater than for those households that did not dissolve, although the 
amount of time these households spent in this site is shorter.  The incidence of mortality for these two 
groups is therefore nearly identical:  15.2% for households that dissolved between 2002 and 2007, and 
15.3% for households that remained intact. 
  As noted earlier, the number of prime age men and women in the household both exhibit highly 
significant relationships with adult mortality experience (OR = 1.21, p < 0.0001 in both cases).  It is not 
clear from the analyses presented in Table 4.1 whether these household characteristics increase 
vulnerability per se, or whether this is simply the mathematical result of the presence of more prime age 
adults within these households.  These relationships are further elucidated in analyses disaggregating 
adult death by household position, presented in Table 4.4. 
  Interestingly, no significant associations are seen in Table 4.1 between household head 
characteristics and adult mortality experience.   Absent controls, households headed by South Africans 
are, however, significantly less likely to experience an adult death than those headed by Mozambicans 
(diff = 0.02, z=2.12, p < 0.05).  This effect becomes insignificant after controlling for household 
socioeconomic status, suggesting the greater incidence of adult mortality among this group is largely 
due to socioeconomic disadvantage.  Mozambicans have less access to formal employment than their 
134 
 
South African counterparts, face social discrimination, and have historically been unable to apply for 
government grants and pensions, likely accounting for their disadvantaged state (Golooba‐Mutebi and 
Tollman 2004; Kahn et al. 2005).  
4.3.2  Mortality Disaggregated by Cause of Death 
Table 4.2 presents the results of multinomial logistic regression analyses disaggregating adult 
death by cause (AIDS‐related and non‐AIDS related).   
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Table 4.2  Assets in 2001 predicting adult mortality January 2002 ‐ July 2007, 
Disaggregated by cause of death
AIDS 
   OR  p  sig   OR  p  sig  
Consumer goods  0.990  0.746     0.942  0.067  * 
Cattle  0.966  0.618     0.961  0.590    
Goats  0.956  0.626     0.872  0.153    
Poultry  1.043  0.461     0.942  0.316    
Electricity  0.856  0.050  **  0.906  0.251    
Death 2 yrs. prior     1.541  0.043  ** 
Time     13.921  0.000  *** 
Time squared     0.714  0.000  *** 
Number prime age men     1.193  0.000  *** 
Number prime age women     1.239  0.000  *** 
Number dependents     1.020  0.410    
Female head     1.247  0.026  ** 
Head age     0.998  0.622    
South African head     0.905  0.365    
Number of pensioners     1.041  0.683    
Number of workers           1.034  0.408    
Non‐AIDS 
   OR  p  sig   OR  p  sig  
Consumer goods  1.024  0.389     0.971  0.319    
Cattle  1.106  0.080  *  1.049  0.427    
Goats  1.083  0.301     1.009  0.905    
Poultry  0.992  0.877     0.924  0.150    
Electricity  0.867  0.051  *  0.869  0.073  * 
Death 2 yrs. prior     1.701  0.006  *** 
Time     8.590  0.000  *** 
Time squared     0.746  0.000  *** 
Number prime age men     1.232  0.000  *** 
Number prime age women     1.180  0.000  *** 
Number dependents     0.985  0.519    
Female head     0.935  0.475    
Head age     0.999  0.853    
South African head     1.170  0.140    
Number of pensioners     1.091  0.323    
Number of workers           1.046  0.230    
LL  ‐4363.95        ‐4224.28       
N  8365  8365    
LR chi2  16.010  295.340    
prob > chi2  0.099  0.000    
Psuedo R2  0.002        0.034       
* p < 0.10; ** p < 0.05; *** p < 0.01 
 
4.3.2.1  Assets 
The effects of socioeconomic standing on upcoming mortality experience differ somewhat by 
cause.  For consumer goods the inverse relationship between this measure and the likelihood of 
experiencing a mortality shock is only significant for AIDS‐related deaths (OR = 0.94, p < 0.10) while for 
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electricity use it is significant only for non‐AIDS related deaths (OR = 0.87, p < 0.10).  Even when 
insignificant, however, the effects of consumer goods and electricity use on upcoming mortality 
experience are in the protective direction.  This suggests these findings may represent differences in the 
magnitude of effect by cause, rather than fundamentally different associations for AIDS and non‐AIDS 
related deaths. 
A greater socioeconomic standing may be preferentially protective against AIDS related 
mortality for several reasons, mainly associated with the sexual behavior of household members.  It may 
decrease the likelihood of women engaging in transactional sexual relations, increase their ability to 
enforce safer sexual practices, and discourage a short term outlook on life for both men and women 
(Fenton 2004; Freedman and Poku 2005; Hallman 2005; Mabala 2006; Naidoo and Misra 2008; Wojcicki 
2005; Wubs et al. 2009).  Although risky sexual practices increase susceptibility particularly to HIV, 
stress, malnutrition, and a short term outlook on life may of course predispose individuals to other types 
of death as well.  The most common causes of death at the AHDSS site aside from AIDS and TB are:  
heart disease, strokes, infectious diseases (often intestinal or respiratory), diabetes, cancer (especially 
female reproductive cancers), car accidents, and assaults.  It is plausible that several of these are 
associated with impoverishment.  Indeed, high levels of stress have been shown to increase 
susceptibility to vascular diseases; infectious diseases are more prevalent among more impoverished 
individuals due to malnutrition, insufficient immune response, and unsanitary living conditions; and an 
increased risk of car accidents and assaults may be partly attributable to a short term outlook on life 
(Karim et al. 1995; Zungu‐Dirwayi et al. 2007). 
4.3.2.2  Control Variables  
Female headship, although insignificant when predicting death in general, is in fact significantly 
associated with a greater likelihood of experiencing AIDS related mortality shocks (OR = 1.25, p < 0.05).  
137 
 
This effect is not seen for non‐AIDS related deaths; and in fact, although the associated p‐value is very 
large, the effect for non‐AIDS related mortality is actually in the opposite direction of that for AIDS (OR = 
0.94, p = 0.48).  Female headship therefore appears to increase household vulnerability specifically to 
AIDS‐related mortality shocks – and this effect is seen even after controlling for household composition, 
socioeconomic standing, and labor market participation.  The association between female headship and 
greater external vulnerability appears to be occurring independently of general impoverishment and a 
lack of integration into the labor market.  Social discrimination may play a role in this association, with 
female headed households potentially having less access to social support networks than their male 
headed counterparts.  Transactional sex may also be important, as this strategy is likely more viable for a 
female than male head of household during times of financial distress. 
4.3.3  Mortality Disaggregated by Gender 
Table 4.3 presents the results of multinomial logistic regression analyses disaggregating adult 
death by gender. 
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Table 4.3  Assets in 2001 predicting adult mortality January 2002 ‐ July 2007, 
Disaggregated by gender
Male 
   OR  P  sig   OR  p  sig  
Consumer goods  1.016  0.574     0.966  0.239    
Cattle  1.093  0.127     1.030  0.636    
Goats  1.009  0.907     0.912  0.269    
Poultry  1.001  0.980     0.932  0.198    
Electricity  0.864  0.043  **  0.905  0.203    
Death 2 yrs. prior     1.732  0.005  *** 
Time     11.054  0.000  *** 
Time squared     0.716  0.000  *** 
Number prime age men     1.412  0.000  *** 
Number prime age women     0.972  0.482    
Number dependents     1.000  0.990    
Female head     0.781  0.011  ** 
Head age     0.999  0.710    
South African head     1.018  0.865    
Number of pensioners     1.151  0.102    
Number of workers           1.084  0.029  *** 
Female 
   OR  P  sig   OR  p  sig  
Consumer goods  1.000  0.998     0.952  0.138    
Cattle  0.984  0.819     0.984  0.825    
Goats  1.051  0.571     0.998  0.987    
Poultry  1.031  0.594     0.941  0.321    
Electricity  0.860  0.060  *  0.865  0.098  * 
Death 2 yrs. prior     1.528  0.049  ** 
Time     10.756  0.000  *** 
Time squared     0.753  0.000  *** 
Number prime age men     0.984  0.679    
Number prime age women     1.501  0.000  *** 
Number dependents     1.009  0.723    
Female head     1.458  0.000  *** 
Head age     0.999  0.876    
South African head     1.038  0.748    
Number of pensioners     0.954  0.648    
Number of workers           0.986  0.740    
LL  ‐4363.29        ‐4129.0258       
N  8365     8365    
LR chi2  11.580     480.110    
prob > chi2  0.314     0.000    
Psuedo R2  0.001        0.055       
* p < 0.10; ** p < 0.05; *** p < 0.01 
 
4.3.3.1  Assets 
No significant association is observed between holdings of consumer goods and adult mortality 
experience disaggregated by gender of the deceased – although as in the previous analyses, for both 
men and women, the direction of this effect appears protective.  Before the inclusion of control 
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variables, electricity use is associated with a lower likelihood of experiencing both male and female 
mortality shocks (OR = 0.86, p < 0.05, and OR = 0.86, p < 0.10, respectively).  However, with the addition 
of controls, particularly those for household composition, this effect only remains significant for women 
(OR = 0.87, p < 0.10, and OR = 0.91, p = 0.20, for women and men, respectively).  This may suggest 
electricity use is differentially protective by gender, proving somewhat more beneficial for women than 
for men.  This is not surprising, as several of the routes by which greater socioeconomic standing can be 
expected to influence the likelihood of experiencing a mortality shock are more applicable to women 
than men – for example, the use of transactional sex as a livelihood strategy and the inability to 
negotiate the terms of sexual encounters. 
  Overall, however, the effects of household socioeconomic standing on adult mortality 
experience do not appear to differ substantially by gender.  For all significant associations, a greater SES 
is associated with a decreased likelihood of adult mortality experience – and when insignificant, odds 
ratios generally suggest this direction of effect as well.  This seems to contradict the assertions put forth 
in Chapter 2 regarding the gender‐specific nature of the SES‐HIV relationship.  This argument suggests 
men with more resources may be more prone to contract the disease, due to the availability of more 
sexual partners, while more impoverished women, conversely, are more at risk due to the need to 
engage in “risky” sexual behaviors to provide for the needs of their household (Gillespie et al. 2007; 
Mabala 2006).  These relationships will be further elucidated in the upcoming analyses presented in 
Table 4.4, which disaggregate death by both gender and cause. 
4.3.3.2  Control Variables 
When adult death is disaggregated by gender, the number of prime age men and women exhibit 
significant relationships with experiencing a mortality shock.  Not surprisingly, only the number of prime 
age men is significantly associated with a male death, while the number of prime age women is 
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associated with a female death (OR = 1.41, p < 0.0001, and OR = 1.50, p < 0.0001 for men and women, 
respectively).  Because these variables do not exhibit associations of a significantly different magnitude 
when predicting adult mortality in general, nor mortality disaggregated by cause of death, it seems likely 
that these associations are purely mathematical and do not represent underlying differences in 
household vulnerability resulting from the sex breakdown of household adults. 
  Gender of the household head exhibits a significant association with both male and female 
mortality.  Female headship is associated with a greater likelihood of experiencing a female death and a 
lower likelihood of experiencing a male death (OR = 0.78, p < 0.01, and OR = 1.46, p < 0.0001 for male 
and female mortality, respectively).    The increased likelihood of experiencing a female death may be 
related to the disadvantaged status of these households.  Because men are preferentially chosen to be 
heads of household in the rural South African context, female headship may indicate something about 
the remaining prime aged men that also renders these men less at risk of premature death. 
  Interestingly, the number of working adult household members is positively associated with 
male mortality (OR = 1.08, p < 0.05) while this effect is insignificant for female deaths (OR = 0.99, p = 
0.74).  It is not clear from this finding whether employment is directly dangerous for the men who are 
employed, or whether it places other male household members at risk.  However, this may support the 
arguments outlined in Chapter 2 that suggest male workers, and possibly migrant workers in particular, 
are at risk of a premature death (Gillespie et al. 2007; Wojcicki 2005). 
4.3.4  Mortality Disaggregated by Gender and Cause 
Table 4.4 presents the results of multinomial logistic regression analyses disaggregating adult 
death by gender and cause of death. 
 
 
Table 4.4  Assets in 2001 predicting adult mortality January 2002 ‐ July 2007,
Disaggregated by gender and cause of death
Male AIDS  Female AIDS 
   OR  p  sig  OR P sig  OR P sig  OR p sig 
Consumer goods  0.994  0.898    0.952 0.289 Consumer goods  0.962 0.368 0.921 0.074 *
Cattle  1.054  0.584    0.991 0.926 Cattle 0.931 0.485 0.970 0.770
Goats  0.951  0.706    0.835 0.191 Goats 0.900 0.435 0.853 0.251
Poultry  0.966  0.674    0.858 0.076 * Poultry 1.091 0.267 1.012 0.884
Electricity  0.889  0.301    0.957 0.721 Electricity 0.833 0.099 * 0.861 0.211
Death 2 yrs. prior    1.960 0.016 ** Death 2 yrs. prior  1.167 0.631
Time    13.423 0.000 *** Time 21.177 0.001 ***
Time squared    0.704 0.000 *** Time squared  0.698 0.002 ***
Number prime age men    1.399 0.000 *** Number prime age men 0.980 0.718
Number prime age women    0.959 0.505 Number prime age women 1.502 0.000 ***
Number dependents    1.021 0.558 Number dependents  1.031 0.352
Female head    0.856 0.297 Female head  1.644 0.000 ***
Head age    1.007 0.230 Head age 0.992 0.163
South African head    0.872 0.385 South African head  0.934 0.659
Number of pensioners    1.086 0.536 Number of pensioners 0.948 0.713
Number of workers          1.103 0.077 * Number of workers  0.950 0.385
Male non‐AIDS  Female non‐AIDS 
   OR  p  sig  OR P sig  OR P sig  OR p sig 
Consumer goods  1.029  0.408    0.974 0.478 Consumer goods  1.040 0.363 0.985 0.733
Cattle  1.115  0.124    1.053 0.492 Cattle 1.033 0.723 0.991 0.929
Goats  1.042  0.667    0.957 0.662 Goats 1.196 0.112 1.138 0.265
Poultry  1.024  0.716    0.980 0.766 Poultry 0.973 0.737 0.874 0.115
Electricity  0.848  0.069  * 0.876 0.172 Electricity 0.889 0.295 0.868 0.248
Death 2 yrs. prior    1.588 0.064 * Death 2 yrs. prior  1.918 0.017 **
Time    10.217 0.000 *** Time 6.651 0.008 ***
Time squared    0.720 0.000 *** Time squared  0.794 0.011 **
Number prime age men    1.420 0.000 *** Number prime age men 0.988 0.826
Number prime age women    0.981 0.702 Number prime age women 1.500 0.000 ***
Number dependents    0.986 0.633 Number dependents  0.987 0.694
Female head    0.736 0.013 ** Female head  1.284 0.069 *
Head age    0.994 0.160 Head age 1.007 0.224
South African head    1.124 0.370 South African head  1.180 0.322
Number of pensioners    1.192 0.098 * Number of pensioners 0.955 0.743
Number of workers          1.071 0.134 Number of workers  1.022 0.709
   Without controls With controls
LL     ‐5200.59 ‐4955.25 * p < 0.10; ** p < 0.05; *** p < 0.01
N     8365 8365
LR chi2     21.560 512.240
Prob > chi2     0.365 0.000
Psuedo R2        0.002 0.049
1
4
1
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4.3.4.1  Assets 
Although no significant relationship is found between holdings of consumer goods and adult 
mortality experience disaggregated only by gender of the deceased, further disaggregation by cause of 
death does reveal a significant association between holdings of these assets and specifically female AIDS 
related mortality shocks.  Holdings of consumer goods follow the same pattern outlined previously for 
all mortality shocks examined in these analyses – that is, they initially appear detrimental, until the 
inclusion of controls for household composition, at which point their effects reverse direction – but with 
the inclusion of all controls, this effect only remains significant for female AIDS related deaths (OR = 
0.92, p < 0.10).  It appears, therefore, that consumer goods may be preferentially protective against 
AIDS‐related mortality, and particularly that of female household members. 
  The fact that holdings of these assets appear protective for women, and especially against AIDS‐
related deaths, suggests impoverished women may indeed be more likely than their wealthier 
counterparts to engage in “risky” behaviors out of financial necessity, increasing their susceptibility to 
HIV (Freedman and Poku 2005; Mabala 2006; Masanjala 2007; Santo and Etheredge 2004; Wodi 2005; 
Wojcicki 2005).  As noted earlier, it is not surprising that socioeconomic measures are preferentially 
protective against female deaths, and particularly those due to AIDS, because several of the pathways 
by which household impoverishment can be expected to affect mortality risk are particularly applicable 
to women and relate to sexual behaviors (e.g. transactional sex and the inability to negotiate terms of 
sexual contact). 
Interestingly, however, the coefficients for male AIDS‐related death, although insignificant, 
follow the same pattern seen for female deaths.  In accordance with the analyses in Table 4.3, this 
suggests relatively wealthier men at the AHDSS site are not at greater risk of contracting HIV due to their 
proposed desirability as sexual partners; instead, it appears that like women, men who are relatively 
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impoverished – at least with regard to holdings of household consumer goods – are also more likely to 
succumb to HIV.  Counterbalancing factors – likely including the development of a short term outlook on 
life, heightened stress, and a biological susceptibility to illness, all associated with impoverishment, and 
likely to affect men and women alike (Karim et al. 1995; Fortson 2008; Mabala 2006; McDonough et al. 
1999; Mishra et al. 2007) – may outweigh any risk factors for men associated with greater household 
wealth. 
Similar results are seen for electricity use.  After the inclusion of controls for household 
composition, electricity use is not associated with experiencing adult mortality shocks in these analyses 
– although the directions of the odds ratios are again protective for all types of deaths examined in 
Table 4.4.  As noted earlier, the effects of electricity use may be somewhat underestimated due to the 
absence of controls for village of residence, potentially leading to this lack of significance.  Importantly, 
however, the magnitude and significance of the effects of electricity use on female deaths are similar for 
AIDS and non‐AIDS related causes, and estimates are actually slightly stronger for AIDS related mortality.  
It seems, therefore, that the significant relationship between non‐AIDS related mortality and electricity 
use presented in Table 4.2 is a result of the aggregation of men and women; for women, like consumer 
goods, electricity use may be protective against AIDS related deaths as well. 
Overall, these findings suggest the associations between household socioeconomic standing and 
adult mortality experience do differ in magnitude for men and women, but do not reflect fundamentally 
different relationships.  This will be discussed in greater detail in the conclusion to this chapter. 
4.3.4.2  Control Variables 
When mortality is disaggregated by gender and cause, female headship is again associated with 
a lower likelihood of experiencing a male death and a greater likelihood of experiencing a female death.  
This effect is significant for both AIDS and non‐AIDS related causes for women, although the effect is 
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stronger for female deaths due to AIDS (OR = 1.64, p < 0.001, and OR = 1.28, p < 0.10, respectively).  This 
seems to suggest hardships experienced by women in female headed households affect their sexual 
behaviors, likely consensual and nonconsensual, as well as their general health and wellbeing.   For men, 
this effect is only significant for non‐AIDS related deaths (OR = 0.74, p < 0.05), although the direction of 
the effect for AIDS‐related mortality is also negative (OR = 0.86, p = 0.30).  As noted earlier, for men, this 
may reflect the characteristics of prime age men who are not chosen to be heads of household.  For 
example, Posel (2001) finds that very few adult men residing in female headed South African households 
are income earners. 
A greater number of working household members is again associated with a greater likelihood 
of experiencing a male death.  This effect is only significant for AIDS related deaths, although the effect 
for non‐AIDS related deaths is similar in magnitude to that for AIDS and is nearly significant (OR = 1.10, p 
< 0.10 and OR = 1.07, p = 0.13 for AIDS and non‐AIDS, respectively).  It is of course unclear whether this 
heightened mortality risk is for the workers themselves or for other male household members.  If it is in 
fact the workers who are more at risk of death, however, this finding suggests that, although working 
men may be more inclined to engage in “risky” sexual behaviors, as suggested by the literature (Gillespie 
et al. 2007), this may not be the only reason these individuals have a higher mortality rate than non‐
workers.  Their risk of death from non‐AIDS related causes may be elevated as well – potentially due to 
hazardous working conditions or general work‐related stress. 
4.3.5  Mortality Disaggregated by Household Position 
Table 4.5 presents the results of multinomial logistic regression analyses disaggregating adult 
death by household position (head, non‐head).  Notably, these analyses are complicated by the inclusion 
of a control variable for the age of the household head; households with heads aged fifty or greater are, 
of course, unable to experience the death of a prime age head of household (aged 15‐49).  The average 
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age of heads of household at the AHDSS site on January 1, 2002 is 49 years, with 44% of the sample 
exhibiting a head aged 50 or greater. 
Age of the head is also significantly correlated with all socioeconomic variables of interest in 
these analyses, although most strikingly with the ownership of both poultry and cattle (negatively for 
the consumer goods index, and positively for all other SES variables, with p < 0.0001 in all cases).  This is 
therefore an important control to retain in these analyses, as failure to do so would risk uncovering a 
spurious relationship between SES and adult mortality. 
I therefore run the multinomial logistic regression analyses predicting death disaggregated by 
household position using a smaller sample containing only households with heads aged 44 or less on 
January 1, 2002 – in other words, only households that are eligible to experience the death of a prime 
age head over the study period (n = 3,562, compared to n = 8,902 for the full sample).  This does, of 
course, change the population I am assessing, particularly for non‐head deaths, and the upcoming 
discussion remains sensitive to the more limited scope of these analyses. 
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Table 4.5  Assets in 2001 predicting adult mortality January 2002 ‐ July 2007, 
Disaggregated by household position
Head 
   OR  P  sig   OR  p  sig  
Consumer goods  0.963  0.392     0.942  0.202    
Cattle  0.878  0.443     0.840  0.322    
Goats  1.193  0.257     1.183  0.296    
Poultry  0.959  0.614     0.922  0.366    
Electricity  0.871  0.190     0.891  0.299    
Death 2 yrs. prior     1.981  0.039  ** 
Time     22.435  0.000  *** 
Time squared     0.636  0.000  *** 
Number prime age men     1.150  0.052  * 
Number prime age women     1.076  0.355    
Number dependents     0.952  0.228    
Female head     0.789  0.177    
Head age     1.038  0.003  *** 
South African head     0.974  0.864    
Number of pensioners     1.090  0.683    
Number of workers           1.060  0.401    
Non‐Head 
   OR  P  sig   OR  P  sig  
Consumer goods  1.055  0.264     0.972  0.583    
Cattle  0.921  0.629     0.912  0.598    
Goats  1.297  0.082  *   1.141  0.404    
Poultry  1.213  0.030  **  1.010  0.915    
Electricity  0.697  0.002  ***  0.743  0.021  ** 
Death 2 yrs. prior     1.305  0.467    
Time     9.566  0.102    
Time squared     0.813  0.207    
Number prime age men     1.357  0.000  *** 
Number prime age women     1.364  0.000  *** 
Number dependents     1.020  0.617    
Female head     1.359  0.092  * 
Head age     1.001  0.937    
South African head     0.815  0.223    
Number of pensioners     1.048  0.827    
Number of workers           1.046  0.532    
LL  ‐1792.59        ‐1671.5851       
N  3562     3562    
LR chi2  25.320     267.330    
Prob > chi2  0.005     0.000    
Psuedo R2  0.007        0.074       
* p < 0.10; ** p < 0.05; *** p < 0.01 
 
4.3.5.1  Assets 
Analyses in Table 4.5 suggest the associations between holdings of consumer goods and 
electricity use and upcoming adult mortality experience do not differ substantially based on household 
position.  When predicting the deaths of non‐heads of household, holdings of consumer goods follow 
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the same pattern seen for mortality in general, initially appearing detrimental but reversing direction 
once the effects of household size and dependency ratio are taken into account.  These associations are 
not significant, however, either before or after the inclusion of control variables.  For the deaths of 
household heads, likewise, no significant associations are found between holdings of consumer goods 
and adult mortality experience.  It is possible that this lack of significance stems from the smaller sample 
size of these analyses, limited to only those households with prime age heads.   
  The association between electricity use and non‐head mortality again follows the same pattern 
seen for death in general – that is, it is initially associated with a lower likelihood of experiencing a death 
and remains so with the inclusion of all control variables, including those for household composition (OR 
= 0.74, p < 0.05 with all controls included).  For the death of household heads, however, although 
electricity use follows this same general pattern, these effects are insignificant.  This may suggest 
electricity use is somewhat more protective for non‐heads of household compared to heads.  As noted 
above, however, these analyses generally seem to suggest consumer goods and electricity use affect 
heads and non‐heads of household similarly.   
4.3.5.2  Control Variables 
In all analyses discussed so far in this chapter, the number of prime age men and women are 
found to exhibit significant relationships with adult mortality experience.  When predicting the death of 
non‐heads of household, the current analyses are no exception (OR = 1.36, p < 0.0001 in both cases).  
These relationships have been explained, at least in part, by the mathematical association between 
these variables – that is, if a household has more prime age adults, it is more likely to experience a 
mortality shock simply because more household members are eligible to pass away. 
  If these associations are purely mathematical, however, and do not relate to measures of 
underlying household vulnerability, it would be expected that they would lose significance when 
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predicting the death of a household head.  Indeed, each household has only one head, and all should 
therefore be equally likely to experience this shock. 
  The effects of these variables are indeed diminished considerably in the analyses predicting the 
death of a household head (OR = 1.15, p = 0.10, and OR = 1.08, p = 0.36, for the number of prime age 
men and women, respectively).  However, these findings suggest the presence of more adult males may 
predispose households to an adult death above and beyond the purely mathematical relationship 
outlined above.  The associations observed thus far between the number of prime age women and 
upcoming mortality shocks appear largely mathematical, though, and do not seem to represent 
substantial differences in household vulnerability along this dimension. 
This is somewhat surprising, given the higher wages received by rural sub‐Saharan African men 
compared to women (Gregson et al. 2007; Tekola et al. 2008; Yamano and Jayne 2004) and the fact that 
analyses in Chapter 5 indicate the death of a male household member is more detrimental, with regard 
to dissolution and holdings of consumer goods, than that of a female.  Ample research suggests women 
carry a disproportionate share of the responsibility for providing for the needs of household members, 
however, providing over 70% of the sub‐Saharan African food supply (Gawaya 2008), heavily engaging in 
natural resource related tasks (Shackleton and Shackleton 2001), taking on the bulk of caregiving for ill 
household members (Hillhorst et al. 2006) and being primarily responsible for the wellbeing of children 
(Naidoo and Misra 2008).  It is therefore possible that households primarily composed of adult men may 
lack the labor, skills, or motivation to engage in traditionally female tasks. 
  The effects of the gender of the household head differ by household position of the deceased, 
with female headship associated with a greater likelihood of experiencing the death of a non‐head (OR = 
1.36, p < 0.10) but not that of a head.  In fact, although insignificant, the direction of the effect for the 
shock of a head death is actually negative (OR = 0.79, p = 0.18).  This suggests the prime age women 
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who are at a greater risk of death in female headed households are generally non‐heads, possibly due to 
the greater social power of the household head (Posel 2001) or the distribution of resources within the 
household.  
4.3.6  Mortality Disaggregated by Position and Cause 
Multinomial logistic regression analyses disaggregating adult death by household position and 
cause of death are presented in Table 4.6.  Like those analyses just presented, these are conducted on 
the sample of households restricted to only those that had heads under the age of 44 on January 1, 
2002.  
 
 
Table 4.6  Assets in 2001 predicting adult mortality January 2002 ‐ July 2007,
Disaggregated by position and cause of death
Head AIDS  Head non‐AIDS 
   OR  p  sig  OR P sig  OR P sig  OR P sig 
Consumer goods  1.014  0.837     0.994 0.933 Consumer goods  0.931 0.200 0.909 0.106
Cattle  0.845  0.528     0.823 0.474 Cattle 0.900 0.624 0.852 0.472
Goats  1.254  0.319     1.210 0.415 Goats 1.149 0.494 1.165 0.466
Poultry  0.989  0.932     0.924 0.564 Poultry 0.939 0.555 0.922 0.470
Electricity  0.849  0.314     0.908 0.576 Electricity 0.887 0.364 0.880 0.356
Death 2 yrs. prior     2.369 0.056 Death 2 yrs. prior  1.704 0.231
Time     52.277 0.000 *** Time 16.486 0.000 ***
Time squared     0.579 0.000 *** Time squared  0.659 0.000 ***
Number prime age men     1.341 0.003 *** Number prime age men 1.016 0.867
Number prime age women     1.125 0.315 Number prime age women 1.047 0.651
Number dependents     0.927 0.222 Number dependents  0.967 0.525
Female head     0.971 0.911 Female head  0.676 0.083 *
Head age     1.033 0.094 * Head age 1.042 0.009 ***
South African head     0.756 0.222 South African head  1.151 0.464
Number of pensioners     1.465 0.159 Number of pensioners 0.827 0.542
Number of workers           0.954 0.656 Number of workers  1.140 0.135
Non‐Head AIDS  Non‐Head non‐AIDS 
   OR  P  sig  OR P sig  OR P sig  OR P sig 
Consumer goods  1.052  0.445     0.976 0.737 Consumer goods  1.058 0.401 0.968 0.657
Cattle  0.650  0.191     0.689 0.254 Cattle 1.117 0.572 1.042 0.844
Goats  1.055  0.827     0.901 0.680 Goats 1.500 0.027 ** 1.347 0.123
Poultry  1.234  0.082  * 1.009 0.946 Poultry 1.192 0.162 1.016 0.906
Electricity  0.702  0.030  ** 0.814 0.238 Electricity 0.692 0.028 ** 0.680 0.034 **
Death 2 yrs. prior     0.445 0.280 Death 2 yrs. prior  2.278 0.048 **
Time     39.400 0.000 *** Time 1.010 0.994
Time squared     0.005 0.000 *** Time squared  1.092 0.637
Number prime age men     1.307 0.004 *** Number prime age men 1.402 0.000 ***
Number prime age women     1.415 0.001 *** Number prime age women 1.312 0.008 ***
Number dependents     1.069 0.205 Number dependents  0.974 0.639
Female head     1.131 0.634 Female head  1.621 0.050 **
Head age     0.978 0.234 Head age 1.029 0.169
South African head     0.733 0.168 South African head  0.908 0.686
Number of pensioners     0.742 0.401 Number of pensioners 1.332 0.273
Number of workers           0.982 0.852 Number of workers  1.091 0.358
   Without controls  With controls
LL     ‐2133.84 ‐1993.89 * p < 0.10; ** p < 0.05; *** p < 0.01
N     3562 3562
LR chi2     31.810 311.700
Prob > chi2     0.045 0.000
Psuedo R2        0.007 0.073
1
5
0
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4.3.6.1  Assets 
Disaggregating adult mortality experience by household position and cause does not reveal any 
significant associations between assets and the death of a household head, due to either AIDS or non‐
AIDS related causes.  This suggests the lack of significant associations between asset holdings and the 
death of a household head observed in Table 4.5 are not due to contradictory effects by cause of death; 
indeed, the direction of the coefficients for these asset holdings are consistent across both AIDS and 
non‐AIDS related causes. 
For non‐heads of household, electricity use is associated with a significantly lower likelihood of 
experiencing specifically a non‐AIDS related mortality shock (OR = 0.68, p < 0.05).  Although insignificant, 
the direction of the effect for AIDS related deaths is also negative.  This is consistent with the findings of 
Table 4.2, which suggest electricity use may appear somewhat more protective against non‐AIDS than 
AIDS related mortality when male and female deaths are aggregated.  Recall from Table 4.4, however, 
that for women it appears the protective effect of electricity may not differ substantially by cause of 
death.  No other significant associations are found between asset holdings and the death of non‐heads 
of household, again suggesting the relationships outlined in Table 4.5 do not differ substantially by cause 
of death. 
4.3.6.2  Control Variables 
Interestingly, when disaggregating death of the head by cause, the number of prime age men is 
associated with the likelihood of experiencing an AIDS‐related but not non‐AIDS related shock (OR = 
1.34, p < 0.01, and OR = 1.02, p = 0.87, respectively).  This again suggests that, particularly with regard to 
HIV, having more adult male members is associated with greater household vulnerability beyond its 
purely mathematical association with adult mortality. 
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Female headship is associated with a significantly greater likelihood of experiencing the non‐
AIDS related death of a non‐head of household, but not an AIDS related death (OR = 1.62, p < 0.05, and 
OR = 1.13, p = 0.63, for non‐head AIDS and non‐head non‐AIDS, respectively) – although in both cases 
the direction of these effects suggests female headship is somewhat hurtful for other household 
members.  This finding is likely a result of the aggregation of male and female deaths in this analysis.  
Recall from Table 4.4 that female headship is associated with a significantly greater likelihood of 
experiencing female AIDS related deaths, but male non‐AIDS related deaths. 
4.4  Conclusion 
Overall, several interesting findings emerge from these analyses:  (1) the “disease of poverty” 
argument appears largely supported by this project, (2) findings presented in this chapter highlight the 
utility of employing Chambers’ distinction between internal and external vulnerability to future work 
examining socioeconomic predisposition to adult mortality, (3) the effects of asset holdings on the 
likelihood of experiencing an adult, particularly AIDS‐related, death do not appear to vary substantially 
by gender at the AHDSS site, (4) it is very important to control for household characteristics when 
examining the association between socioeconomic standing and adult mortality, and (5) different asset 
holdings are differentially associated with adult mortality experience at the AHDSS site, suggesting the 
prudence of disaggregating asset measures in analyses of this sort. 
4.4.1  Is HIV a “disease of poverty”? 
The “disease of poverty” argument put forth by Fenton (2004) among others suggests relatively 
impoverished individuals are more likely to contract, and eventually succumb to, HIV/AIDS than their 
less impoverished counterparts for a variety of reasons outlined in Chapter 2.  This belief has political 
ramifications, as it suggests poverty reduction and AIDS prevention strategies are inexorably linked.  And 
indeed, it has several proponents including former South African president, Thabo Mbeki, as well as 
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many academic researchers (Fenton 2004; Freedman and Poku 2005; Mabala 2006; Wojcicki 2005).  
Empirical work is, however, far from conclusive on this topic, with as much or more evidence suggesting 
AIDS may disproportionately impact relatively wealthier individuals in sub‐Saharan Africa (Baringhausen 
et al. 2007; Gregson et al. 2001). 
  The findings presented in this chapter support the “disease of poverty” argument – at least with 
regard to associations between household impoverishment and vulnerability to HIV.  Because I am 
focusing solely on households in an impoverished group of communities within one nation, I cannot 
speak to the potential macro‐level associations between national impoverishment and susceptibility to 
the disease.   After controlling for household characteristics, every significant association uncovered 
between asset holdings and adult mortality experience at the AHDSS site reveals an inverse relationship 
between the two, with less impoverished households having a lower likelihood of experiencing all types 
of mortality shocks, compared to their poorer counterparts.  This is important, as it suggests poverty 
prevention and HIV prevention may indeed go hand in hand, and as asserted by Fenton (2004, p. 1187) 
poverty reduction may truly be “at the core” of a sustainable solution to HIV/AIDS. 
  It is important, however, to address two points when making this claim.  First, absent controls, 
relatively wealthier households at the AHDSS site are in fact more likely to experience the shock of an 
adult death than their poorer counterparts – at least with regard to livestock holdings and in some 
cases, consumer goods.  Second, a positive association is revealed between working adult household 
members and an increased vulnerability to adult deaths, particularly male deaths.  And AHDSS 
households with more working adults are significantly less impoverished than those with fewer workers 
by all measures of socioeconomic standing employed in this project (with p < 0.0001 in all cases).  It may 
seem intuitive, therefore, to reach the exact opposite conclusion and contend that relative affluence, in 
fact, predisposes households to experiencing an adult death. 
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  Recall, however, that these positive associations between asset holdings and adult mortality 
experience appear to be occurring largely via associations between greater asset holdings and the 
number of prime age adults in the household.  The presence of more prime age adult household 
members rather straightforwardly increases the likelihood of experiencing an adult mortality shock.  The 
focus here on the household is important.  It appears that household impoverishment is indeed 
detrimental in terms of an individual prime age adult’s likelihood of succumbing to AIDS; however, 
correlations at the household level between affluence and the presence of more prime age adults 
confound this relationship.  After the inclusion of control variables for household composition, the 
protective nature of these socioeconomic measures emerges. 
  Likewise, asset holdings retain their significance in predicting the likelihood of experiencing an 
adult mortality shock even after controlling for the number of household workers.  And workers appear 
to predispose their households to experiencing both AIDS and non‐AIDS related deaths – although some 
evidence suggests they may be especially susceptible to HIV.  Therefore, even though employment may 
be a livelihood strategy that carries with it some element of risk in this context, this risk does not appear 
to be associated with relative wealth per se, but rather with the working conditions, or possibly the 
individual characteristics, of household workers. 
  At the core of the “disease of poverty” argument is a debate regarding whether impoverishment 
essentially harms or helps individuals in terms of predisposition to HIV/AIDS.  Impoverishment may be a 
detriment, encouraging individuals to engage in “risky” livelihood strategies that increase their chances 
of contracting the disease – or, affluence may in fact be more detrimental to prime age adults, in part by 
increasing the availability of sexual partners.  The results presented here clearly suggest greater asset 
holdings are helpful to individuals, in terms of avoiding mortality shocks in general and AIDS‐related 
shocks specifically.  Likewise, they suggest strategies aimed at decreasing poverty may also decrease 
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susceptibility to HIV.  This is the case even though more affluent households at the AHDSS site do tend 
to contain more prime age adults – a situation that thereby increases their risk of experiencing this 
shock.   
4.4.2  Internal and External Vulnerability 
This debate surrounding the “disease of poverty” argument speaks to the literature on 
vulnerability as well, by suggesting AIDS related mortality as one particular household shock that may 
not target poorer individuals.  Interestingly, the findings outlined here at the same time both do, and do 
not, support the assertion that vulnerability to HIV/AIDS is bi‐dimensional in this context.  Again, these 
interpretations rely on whether vulnerability is examined for the household at large, or whether 
variations in household composition are taken into account. 
  On the surface, relatively wealthier households at the AHDSS site are more likely to experience 
the shock of an adult death than are their poorer counterparts, as outlined above.  Although the initial 
associations uncovered between asset holdings and heightened mortality risk appear spurious, due 
instead to associations between these measures and characteristics of household composition, these 
findings nonetheless indicate interventions purely targeting the poorest households at the AHDSS site 
would in fact fail to reach those most in need of assistance.  This highlights one of the main points of 
Chambers’ (1989) argument regarding internal and external vulnerability:  it is too simplistic to simply 
assume impoverishment is associated with negative livelihood outcomes in general.  Results of this 
project suggest this may particularly be the case when examining impoverishment at the household 
level.  Recent work by Paumgarten and Shackleton (2011) in an area very near the AHDSS site supports 
this conclusion, as more affluent households are found to be subject to a variety of shocks – including 
adult deaths – at a greater rate than their more impoverished counterparts.  And certainly, without 
taking characteristics of household composition into account, findings of the current project indicate the 
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most internally vulnerable households at the AHDSS site are not necessarily the most vulnerable to adult 
mortality shocks. 
  These findings suggest the utility of applying Robert Chambers’ theoretical distinction between 
internal and external vulnerability to future research examining the precursors to, and impacts of, 
HIV/AIDS related morbidity and mortality in sub‐Saharan Africa.  They highlight the fact that 
impoverishment alone may not predispose households to all shocks, and the specific household 
characteristics associated with greater external vulnerability should be assessed before simply assuming 
vulnerability to shocks is synonymous with internal vulnerability. 
  At the same time, however, the results presented in this chapter do suggest that after 
controlling for the presence of prime age adults within each household, impoverishment is indeed 
associated with a greater likelihood of experiencing an adult mortality shock – in other words, 
individuals living in households that are more internally vulnerable (i.e. more impoverished) are in fact 
found to be more vulnerable to the shock of adult mortality (i.e. more externally vulnerable) than their 
relatively richer counterparts.  Therefore, although the application of this distinction to development 
research seems prudent, results of this project do not necessarily support the bi‐dimensionality of 
vulnerability with regard to the shock of prime age adult mortality at the AHDSS site – at least not when 
characteristics of household composition are also considered. 
4.4.3  Variations by Gender 
Results presented in this chapter suggest household impoverishment is more dangerous for 
prime age women than men at the AHDSS site, increasing their risk of death from both AIDS and non‐
AIDS related causes.  For holdings of consumer goods, these effects are most significant for AIDS‐related 
deaths, indicating prime age women may bear a disproportionate burden of the HIV epidemic.  This is 
reasonable, as literature on the associations between impoverishment and HIV suggests several 
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pathways of risk that are particularly applicable to women, including engaging in transactional sexual 
relations and an inability to negotiate safer sexual practices, in addition to those likely applicable to both 
genders, such as pervasive malnutrition and stress (Fenton 2004; Freedman and Poku 2005; Hallman 
2005; Mabala 2006; Naidoo and Misra 2008; Wojcicki 2005; Wubs et al. 2009; Zungu‐Dirwayi et al. 
2007).  Impoverished women may be more likely to enter into these “riskier” sexual situations than their 
less impoverished peers, either out of financial necessity or non‐consensually. 
However, in this project asset holdings do not differentially predispose prime age men and 
women to mortality shocks – at least not to the extent suggested by some of the literature.  It seems 
that regardless of sex, adults in more well‐off households face a lower mortality risk than their poorer 
counterparts.  As outlined in Chapter 2, inequality between the sexes, financial and otherwise, may lead 
to greater HIV rates within communities (Gillespie et al. 2007; Mabala 2006).  In highly unequal 
environments, men and women may be differentially predisposed to the disease along socioeconomic 
lines, with relatively wealthier men but relatively poorer women more at risk (Hargreaves et al. 2002; 
Robinson and Seiber 2008). 
Although results do not appear to support this association at the AHDSS site, it is important to 
recall that the analyses presented in this chapter are limited to a relatively impoverished segment of 
rural South African society.  The AHDSS site is characterized by significant poverty differentials (Kahn et 
al. 2005), but it must nonetheless be acknowledged that I am examining relative wealth in the context of 
what Gillespie at al. (2007, p. S6) refer to as “generalized, chronic poverty”.  It is possible, therefore, that 
the lack of significant differences along gender lines uncovered in these analyses relates to relatively low 
levels of inequality at the AHDSS site.  The availability of government pensions and grants (e.g. child 
grants, disability grants) in South Africa distinguishes the AHDSS site from other rural sub‐Saharan 
African communities as well.  South African women may be less dependent on men than their 
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counterparts in other countries without these government programs.   Accordingly, the results of this 
study should not be extrapolated outside of the relatively impoverished, rural South African context. 
Likewise, this project focuses solely on prime age adult deaths.  Impoverishment appears more 
dangerous to prime age women than prime age men, which has important implications because prime 
age adults, especially women, are responsible for a majority of household tasks in sub‐Saharan Africa 
(Gawaya 2008; Hillhorst et al. 2006; Naidoo and Misra 2008; Shackleton and Shackleton 2001).   
However, because a disproportionate number of men succumb to HIV past prime age, this conclusion 
cannot be extrapolated to older adults.  Twenty‐six percent of men who die from AIDS related causes 
die at age fifty or older, compared to only 17% of women.  It is therefore possible that older men of a 
higher socioeconomic status are in fact more susceptible to HIV due to the ability to attract more, and 
likely younger, sexual partners.  Future research should consider expanding the mortality window past 
prime age to examine these relationships in greater detail. 
  Arguments reviewed in Chapter 2 suggest household resources are often distributed unequally 
along gender lines – with researchers predominantly contending that men, because of their greater 
social power, may benefit more from so‐called “shared” resources than women (Dapi et al. 2009; 
Naidoo and Misra 2008).  Wages from employment and livestock holdings, for example, may be more 
likely to be retained by male household members for their own benefit, due to the greater access to 
markets enjoyed by men in this context (Akhter 2001; Gawaya 2008; Yamano and Jayne 2004).  
Importantly, electricity use and holdings of consumer goods are the socioeconomic measures that are 
found to exhibit significant associations with upcoming mortality shocks in this project.  These resources 
may also be less likely to be disproportionately distributed within households than other types of 
resources.  Future research examining in more detail the pathways by which holdings of consumer 
goods and electricity use are associated with the likelihood of mortality shocks is suggested, as this may 
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elucidate ways to ensure that HIV mitigation campaigns reach women, as well as men.  This is 
important, especially considering women represent a majority of AIDS deaths at the AHDSS site. 
4.4.4  Methodological Notes 
Findings presented in this chapter highlight the need to control for basic household 
demographics in research examining the associations between socioeconomic standing and adult 
mortality experience.  Most notably, they indicate the number of prime age adults within households 
exhibit a strong confounding effect on the relationship between SES and future mortality shocks.  Failure 
to control for these household characteristics in the current analyses would have suggested a positive 
association between wealth and risk of death, contradicting the “disease of poverty” argument, and 
essentially reversing the findings outlined above.  As suggested by Mather et al. (2005) it is possible that 
some of the contradictory results outlined in Chapter 2 on socioeconomic predisposition to adult 
mortality shocks may stem from a failure to control for these household demographics. 
  The inclusion of several asset measures in this project highlights the fact that different 
categories of assets are differentially associated with adult mortality shocks.  Most notably, holdings of 
consumer goods and electricity use appear to exhibit a protective effect against upcoming mortality 
experience, while livestock holdings appear largely insignificant in this regard.  Likewise, household 
socioeconomic standing is differentially associated with different types of mortality shocks.  Household 
impoverishment – in terms of consumer goods holdings and electricity use – is preferentially associated 
with female mortality.  And consumer goods in particular appear more protective against AIDS than non‐
AIDS related deaths.  These findings suggest future work examining socioeconomic predisposition to 
adult mortality should disaggregate measures of both asset holdings and adult mortality experience, in 
order to avoid obscuring the relationships found here through the use of a general SES index or an 
aggregated adult mortality indicator. 
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  Chapter 5 now examines associations between adult mortality experience and changes in 
household socioeconomic standing – in other words, whether experiencing this shock increases the 
internal vulnerability of affected households. 
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5.1  Introduction 
This chapter examines whether AHDSS households engage in erosive or non‐erosive coping 
strategies in the wake of shocks.  The former, also referred to as irreversible strategies, encompass 
methods of coping that deplete the household’s livelihood asset base, potentially endangering future 
viability (Donahue 1998; Drimie and Casale 2009; Seeley 1993).  This may affect all forms of capital 
including, for example, human capital through the removal of children from school or cutbacks in daily 
food intake, natural capital through the unsustainable use of natural resources, or, the focus of the 
current project, physical and financial capital through the sale or slaughter of household assets. 
162 
 
  The latter category of strategies, conversely, are deemed “non‐erosive” or “reversible” because 
they draw on resources that are either readily available – such as plentiful wild foods or fuelwood in 
certain contexts – or on those of other households connected through social support networks 
(Donahue 1998; Drimie and Casale 2009; Seeley 1993).  Relying on social support networks is a 
particularly important non‐erosive coping strategy, which is found to be employed frequently by 
households in rural, developing settings like the Agincourt Health and Demographic Surveillance Site 
(AHDSS) (Booysen and Arntz 2003; Hilhorst et al. 2006; Jayne 2006). 
  Although non‐erosive coping strategies certainly may deplete the resource base of communities 
at large, as households draw on the charity of a diverse network of neighbors and kin and consume 
commonly held resources, they do not preferentially threaten the viability of the particular households 
engaging in these activities.  Erosive strategies, conversely, largely if not exclusively damage the viability 
of the shock‐affected households themselves.  It is therefore useful to differentiate between these two 
types of coping strategies in households weathering the effects of a shock, because erosive coping may 
signal particular household vulnerability and may identify those households that are most in need of 
assistance following a shock. 
  Of course, regardless of the method of coping employed following a shock, some households 
will ultimately fail to cope.  This may result in dissolution, whereby members either out‐migrate, 
frequently to urban areas in search of employment, or join other kin‐related households that are more 
capable of providing for their needs.  Hosegood (2009) suggests dissolution is itself an important coping 
strategy in rural, developing settings, employed to offset household hardships.  However, in some cases, 
dissolution may identify those households for which other methods of coping were unsuccessful – and 
therefore those that may have been most severely impacted by the shock.  And, as with non‐erosive 
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coping, dissolution may deplete resources in the community at large, as some members of dissolved 
household increase the burden on new households. 
  The shock examined in this project is the death of a prime age adult household member.  
Several researchers have proposed the need for a more nuanced characterization of household coping 
following adult mortality experience – particularly for deaths caused by AIDS, and particularly in sub‐
Saharan African settings such as the AHDSS site where the HIV epidemic is in full force.  It has been 
suggested that AIDS related mortality may predispose households to erosive coping, due in part to the 
stigma surrounding the disease, in addition to several other factors, as outlined in Chapter 2.  These 
households may therefore experience a rapid increase in their internal vulnerability following this shock 
and an even more pronounced decline in livelihood assets than those households affected by non‐AIDS 
related deaths.   Likewise, households impacted by a mortality shock, AIDS‐related or otherwise, may be 
more prone to dissolve than their shock‐unaffected counterparts, suggesting that any erosive or non‐
erosive coping strategies the household employed following the shock were unsuccessful. 
  Ample research finds that interventions aiming to mitigate the effects of the HIV epidemic in 
sub‐Saharan Africa have “missed the mark” due to a lack of empirical work on which to base their 
recommendations (Jayne 2006; Mather et al. 2005).  The current project contributes to this area of the 
literature by assessing whether households experiencing an adult death do in fact experience declines in 
physical and financial capital holdings following the shock, potentially indicating the presence of erosive 
coping – and importantly, by assessing whether these effects differ by the gender, household position, 
and cause of death of the deceased.  Likewise, I examine whether mortality affected households are 
more likely to dissolve following this shock than their mortality‐unaffected counterparts. 
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5.2  Data and Methods 
I now briefly describe the analyses conducted in this chapter.  More detailed descriptions of the 
variables employed in these analyses and theoretical justifications for their inclusion can be found in 
Chapter 3. 
This chapter addresses two research questions:   first, whether adult mortality experience 
between January 1, 2002 and July 1, 2007 is associated with subsequent household dissolution at the 
AHDSS site, and second, whether experiencing this shock is associated with significant changes in 
household socioeconomic standing over the study period.  The second research question assesses the 
prevalence of erosive coping among AHDSS households, which may help identify those households that 
would benefit most from assistance in the wake of mortality shocks.  Because these analyses necessitate 
both pre‐ and post‐shock SES measurements, and are therefore conducted on only those households 
that remained intact through July 1, 2007, however, it is important to first assess whether shock‐
affected households at the AHDSS site are more likely than their unaffected counterparts to dissolve 
over the study period.  Indeed, those households that experienced a shock and subsequently dissolved 
may in fact be those worst affected by mortality experience.   
5.2.1  Variables and Measures 
5.2.1.1  Dependent Variables:  Dissolution and SES 
Household dissolution is captured by a binary variable indicating whether all memberships in a 
given household ended between January 1, 2002 and July 1, 2007. A “membership” at the AHDSS site is 
defined as the presence of an individual within a household, and its end date therefore indicates when 
that person either out‐migrated or joined another household in the site.  Although it is possible that 
some households may dissolve and then subsequently re‐form, in this case the household would receive 
165 
 
a new unique identifier, and these households are therefore not reliably traceable in the AHDSS site 
dataset.  Approximately 17% of AHDSS households dissolved between January 1, 2002 and July 1, 2007. 
  Household socioeconomic standing is measured in accordance with this variable’s construction 
in Chapter 4 – although as discussed in Chapter 3, cellular phones are omitted from the consumer goods 
index for the analyses examining changes in the ownership of consumer goods over the study period.  
Consumer goods are therefore examined by the construction of an additive scale, with households 
receiving one “point” for the ownership of each of the following five goods:  (1) television and/or stereo, 
(2) VCR and/or DVD player, (3) refrigerator, (4) stove, and (5) car and/or truck.  Livestock holdings are 
examined by the construction of three separate scales for the ownership of cattle, goats, and poultry.  
These scales are ordinal, with categories reflecting no ownership (0) and (1) 1‐3, (2) 4‐10, and (3) 11 or 
more animals for cattle and goats, and (1) 1‐10, (2) 11‐40, and (3) more than forty animals for poultry.  
The consumer goods and livestock indexes outlined above both represent liquid assets – that is, assets 
that are moveable in the wake of a shock.  Their loss may therefore indicate erosive coping, as the 
household attempts to mitigate the effects of a mortality shock by depleting their livelihood asset base. 
  Electricity use is examined by an additive scale, with households receiving a value of “0” for no 
electricity use, “1” for the use of electricity for either lighting or cooking, but not both (recall that in 
nearly all cases, these households are using electricity for lighting and not cooking), and “2” for use for 
both lighting and cooking.  This energy behavior, importantly, does not represent a liquid asset; any 
changes in household energy use exhibited in the wake of a shock represent reversible coping.   A 
household may, for example, reduce its electricity use in favor of more traditional energy sources such 
as locally collected fuelwood as a temporary measure to cope with the effects of a shock, only to return 
to previous patterns of behavior when the effects of the shock have subsided. 
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  The socioeconomic analyses included in this chapter examine changes in household SES 
between 2001 and 2007, and the outcome variables for these analyses are the changes in each 
household’s value for each of these five indexes between January 1, 2002 and July 1, 2007. 
5.2.1.2  Independent Variables:  Adult mortality 
Adult mortality is disaggregated by the gender and household position (head, non‐head) of the 
deceased, as well as the deceased’s cause of death (AIDS‐related, non‐AIDS‐related).   Very few 
households (less than 2%) experienced more than one death between 2002 and 2007, and therefore 
each type of death is examined in a binary fashion, with “0” representing no death and “1” representing 
at least one adult death2.  As noted in Chapter 3, approximately 15.5% of study households experienced 
the death of a prime age adult between January 1, 2002 and July 1, 2007. 
Several authors suggest the impact of an adult mortality shock on household wellbeing may 
depend on the household’s initial socioeconomic standing, as outlined in Chapter 2 (Carter et al. 2007; 
Ogunmefun and Schatz 2009; Tekola et al. 2008; Yamano and Jayne 2004).  Interaction terms between 
adult mortality experience and baseline SES are therefore introduced into each of the upcoming 
analyses.  These interactions are included in the final models presented in this chapter for all outcomes 
for which they are significant; when insignificant, the interactions are not included in the final models.  
5.2.1.3  Control variables 
General control variables included in each analysis are:  the number of prime age men, prime 
age women, and dependents in each household; the gender, age, and ethnicity of the household head; 
and the number of household members who were employed, and the number receiving pensions, 
during the proximate round of the Agincourt census.  I also control for whether each household 
                                                            
2 Because of multiple deaths in some households, analyses in this chapter were re‐run using only the sample of 
households that experienced either one or no deaths over the study period.  This did not appreciably change the 
strength or significance of the results, suggesting the reference category for the mortality effects presented in this 
chapter is effectively "no death". 
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experienced a death in the two years prior to the study period – that is, between January 1, 2000 and 
December 31, 2001.  Analyses predicting change in household socioeconomic standing also include 
controls for the change over the study period in the number of prime age men, prime age women, and 
dependents in each household and for the household’s baseline socioeconomic standing. 
5.2.2  Analyses 
5.2.2.1  Dissolution 
Logistic regression is used to predict household dissolution between January 1, 2002 and July 1, 
2007.  Adult mortality experience during this interval is first entered into these analyses as a single 
binary variable reflecting death or no death, and it is then disaggregated by (1) cause of death, (2) 
gender of the deceased, (3) household position of the deceased, (4) gender and cause of death, (5) 
household position and cause of death, and (6) gender and household position.  Controls are added to 
these analyses in a progressive fashion, reflecting (1) death in the two years prior to January of 2002 and 
(2) household socioeconomic standing in 2001.  Control variables are then added for (3) household 
composition (the number of prime age men, prime age women, and dependents in the household) on 
January 1, 2002, (4) characteristics of the household head (gender, age, and ethnicity) on this date, and 
(5) the number of workers and the number of pensioners in the household in 2000. 
These analyses are intended to assess dissolution resulting from a failure to cope with 
household shocks.  The definition of dissolution employed in this project is therefore limited to the 
dispersal of multimember households; I do not include the death or outmigration of the sole member of 
a one‐person “household”.  Indeed, for one‐person households, a mortality shock always results in 
dissolution, although this clearly does not indicate a failure to cope post‐shock.  All households with only 
one member at the beginning of each time frame are therefore removed from the upcoming analyses.  
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This affects only approximately 4% of the entire sample of AHDSS households present on January 1, 
2002, but slightly over one‐quarter of those households that dissolved between 2002 and 2007. 
5.2.2.2  Change in SES 
Change score analyses are employed to examine the associations between the change in a 
household’s socioeconomic standing between January 1, 2002 and July 1, 2007 and the presence or 
absence of adult mortality experience during this period.  As detailed in Chapter 4, those households 
experiencing an adult death in the nine months following either of their SES measurements are removed 
from these analyses in order to prevent any pre‐death impacts of this shock from influencing the 
household’s socioeconomic score. 
Adult mortality shocks are disaggregated in the same manner outlined above for the dissolution 
analyses.  Control variables are again introduced in a progressive fashion, reflecting (1) adult death in 
the two years prior to January of 2002 and (2) baseline household socioeconomic standing (i.e. SES in 
2001).  Controls are then added for (3) household composition (the number of prime age men, prime 
age women, and dependents in each household) on January 1, 2002 and changes in these measures 
between January 1, 2002 and July 1, 2007, (4) characteristics of the household head (gender, age, and 
ethnicity), on January 1, 2002, and (5) the number of workers and pensioners in the household in 2004.  
As indicated earlier, due to the use of both pre‐ and post‐morality SES measurements, the sample for 
these analyses is restricted to the 83% of AHDSS households that did not dissolve between January 1, 
2002 and July 1, 2007. 
5.3  Results 
Results are now presented for the analyses outlined above.  Overall trends, and links to prior 
literature are discussed in greater detail in the conclusion to this chapter. 
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For brevity, the tables included in this chapter present only the first and final iterations of the 
progressive models outlined above – that is, the models with only adult mortality experience as a 
predictor, and those including all the previously listed control variables.  The direction, magnitude, and 
significance of these controls do not change substantially when death is disaggregated compared to 
when it is represented by a single binary variable.  Therefore, the effects of death disaggregated by type 
are presented for the analyses including all control variables, but the effects of these controls are 
omitted from the tables. 
5.3.1  Dissolution 
Table 5.1 presents results of logistic regression analyses examining the association between 
adult mortality experience and household dissolution between January 1, 2002 and July 1, 2007. 
 
 
Table 5.1a  Assets and adult mortality predicting household dissolution, January 2002 ‐ July 2007  Table 5.1b 
Death disaggregated by type,
all controls included 
   OR  p Sig OR p Sig  OR p sig
Adult death 1/02 ‐ 7/07  1.118  0.219 1.246 0.020 **  Male 1.477 0.001 ***
Adult death 1/00 ‐ 1/02  1.152 0.474 Female 1.018 0.890
Consumer goods 2001  0.950 0.061 * 
Cattle 2001  0.942 0.400 AIDS 1.161 0.266
Goats 2001  0.989 0.898 Non‐AIDS 1.285 0.030 **
Poultry 2001  0.821 0.000 *** 
Electricity 2001  0.621 0.000 ***  Head 2.297 0.000 ***
Number prime age men     0.808 0.000 ***  Non‐head 0.835 0.143
Number prime age 
women          0.849  0.000  ***   
Number dependents     0.889 0.000 **  Male AIDS 1.451 0.040 **
Female head 1/02  0.918 0.294 Female AIDS 0.929 0.696
Head age 1/02  0.997 0.281 Male non‐AIDS 1.503 0.004 ***
South African head 1/02  0.583 0.000 ***  Female non‐AIDS 1.052 0.774
Number pensions 2000  0.908 0.288
Number workers 2000     1.070 0.072 *  Male head 2.489 0.000 ***
Female head 1.940 0.004 ***
N  8186  8186 Male non‐head 0.965 0.833
LL  ‐2901.16  ‐2698.2 Female non‐head 0.776 0.113
LR chi2 (5)  1.490  407.400
Prob > chi2  0.223  0.000 Head AIDS 2.564 0.000 ***
Psuedo R2  0.000  0.070 Head non‐AIDS 2.178 0.000 ***
Non‐head AIDS 0.746 0.104
* p < 0.10; ** p < 0.05; *** p < 0.01  Non‐head non‐AIDS  0.904  0.515    
1
7
0
 
171 
 
5.3.1.1  Adult mortality 
Households experiencing an adult death between January 1, 2002 and July 1, 2007 are 1.25 
times as likely to dissolve by the end of this time frame compared to those that did not experience this 
shock (p < 0.05).  The significance of this effect does not emerge until characteristics of household 
composition are included as control variables, which is reasonable because household with more prime 
age adults are more likely than their counterparts with fewer adult members to experience a death but 
are also significantly less likely to dissolve (r = 0.15, p < 0.001, and r = ‐0.23, p < 0.001).  These effects are 
intuitive and likely stem from the mathematical associations between these phenomena:  households 
with more prime age members have more adults that could potentially pass away, but they also have 
more members who would require alternate living arrangements should the household dissolve. 
  The death of a household head poses a particularly serious risk in terms of dissolution, with 
households experiencing this shock approximately 2.3 times as likely to dissolve as their mortality 
unaffected counterparts (p < 0.001).  This shock is associated with a significantly greater likelihood of 
dissolution for heads of either gender, although the effect appears stronger for the death of a male head 
than a female head (OR = 2.49, p < 0.001, and OR = 1.94, p < 0.01, for male and female heads 
respectively).  This may reflect the greater earning potential of male household members as well as their 
greater social status (Gregson et al. 2007; Tekola et al. 2008; Yamano & Jayne 2004). 
  Interestingly, the death of a non‐head of household is not associated with a significantly greater 
likelihood of dissolution.  In fact, the effects for this type of shock are in the opposite direction than 
those for the head, and for AIDS related death this effect is nearly significant, indicating these 
households may actually be less prone to dissolve than their unaffected counterparts (OR = 0.84, p = 
0.14 for the death of a non‐head of household, and OR = 0.75, p = 0.104 and OR = 0.90, p = 0.52, for this 
type of shock from AIDS and non‐AIDS related causes, respectively).  These findings reaffirm the need to 
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disaggregate adult mortality experience in analyses of this sort and suggest the death of a head impacts 
the household in a fundamentally different way than that of a non‐head, at least with regard to 
subsequent dissolution.  The greater likelihood of dissolution associated with the death of a head is 
likely due to the head’s role as chief decision‐maker, and frequently for male heads as highest income 
earner, in the household (Posel 2001).   Future research is suggested examining the effects of non‐head 
of household deaths, particularly from AIDS related causes, however, to determine the pathways by 
which they may somewhat counter‐intuitively increase the likelihood of households remaining intact. 
  When mortality experience is disaggregated solely by cause, only non‐AIDS related deaths are 
associated with a significantly greater likelihood of household dissolution (OR = 1.29, p < 0.05).  This 
would seem to contradict the arguments put forth in Chapter 2 suggesting AIDS related mortality shocks 
more severely compromise household wellbeing than adult deaths due to other causes.  However, when 
household position is also taken into account, the death of a household head is associated with a greater 
likelihood of dissolution regardless of cause – and in fact, an AIDS related death actually appears to be a 
more severe shock than a non‐AIDS related death (OR = 2.56, p < 0.001, and OR = 2.18, p < 0.001, for 
AIDS and non‐AIDS related mortality, respectively).  These seemingly contradictory results likely stem 
from the fact that the coefficient for AIDS related deaths of non‐heads of household is, as discussed 
above, nearly significant and negative (OR = 0.75, p = .104).  Deaths due to AIDS, therefore, may indeed 
be more severe in terms of predisposing households to dissolution than those from other causes – but 
this appears to particularly be the case for those households most at risk of dissolution: those that 
experienced the death of a household head.  This again reaffirms the need to disaggregate mortality 
shocks along several dimensions, lest aggregated measures obscure what appear to be very different 
relationships by the household position, cause of death, and gender of the deceased. 
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  The likelihood of dissolution following a mortality shock may be dependent on the household's 
initial internal vulnerability.  Impoverishment may predispose households to dissolve following a death, 
due in part to a lower ability to mitigate the shock’s financial impacts compared to less impoverished 
households (Carter et al. 2007; Ogunmefun and Schatz 2009; Tekola et al. 2008; Yamano and Jayne 
2004).  To examine this, I tested interaction terms between each SES measure – consumer goods 
holdings, livestock holdings, and electricity use – and both the aggregated and disaggregated measures 
of adult death (not shown in Table 5.1).  Interestingly, none of these interactions were significant to the 
0.10 level.  It appears, therefore, that adult mortality experience – and particularly the death of a 
household head – is problematic across socioeconomic strata.  This may indicate that dissolution, when 
it occurs following a mortality shock, is not simply a result of heightened internal vulnerability; there 
may be social factors predisposing these households to dissolve as well. 
  Experiencing an adult mortality shock in the two years prior to January of 2002 is not associated 
with a significantly greater likelihood of dissolution between 2002 and 2007 (OR = 1.15, p = 0.47).  This 
seems to suggest that when a mortality shock leads to household dissolution, this occurs fairly rapidly – 
possibly within the first two years following the shock.  To examine this further, the analyses just 
described were re‐run over several shorter time frames, examining dissolution in response to mortality 
shocks over approximately two‐year windows:  January 1, 2002 – December 31, 2003; January 1, 2004 – 
December 31, 2005; and January 1, 2006 – July 1, 2007.  Note that the final time frame is only one and a 
half, rather than two, years due to the lack of household data past July 1, 2007. 
  The results of these analyses (not shown in Table 5.1) generally parallel those outlined above.  
Interestingly, however, the effects of adult mortality experience are stronger when examined over the 
shorter windows than they are over the full five‐and‐a‐half year time frame between January of 2002 
and July of 2007.  In fact, the death of a head of household is associated with approximately four times 
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the likelihood of dissolution in these shorter periods compared to households not experiencing a 
mortality shock (p < 0.001 in all cases).  And the death of an adult household member in the two years 
prior to each of these shorter windows is again not significantly associated with dissolution.  It seems, 
therefore, that household dissolution, when it occurs in the wake of an adult mortality shock, does in 
fact occur fairly rapidly.  This, too, may support the presence of social as well as socioeconomic factors 
leading to dissolution in the wake of the death of a household head. 
  In sum, these findings indicate households experiencing the shock of an adult death are more 
likely than their unaffected counterparts to dissolve.  This is particularly the case when the deceased 
was the head of household, especially the male head.  These effects do not differ substantially by cause 
of death, although some evidence suggests AIDS related mortality may be somewhat worse than deaths 
from other causes.  Interestingly, the deaths of non‐heads of household do not appear to significantly 
increase the likelihood of household dissolution – and in fact, there is some evidence to indicate these 
mortality shocks are actually associated with a decreased likelihood of dissolution.  Households 
experiencing the death of a head are therefore likely to be underrepresented in the upcoming 
socioeconomic analyses.  Those that experienced this shock and subsequently dissolved may comprise 
the households worst impacted by the shock, and interpretations of the upcoming analyses remain 
mindful of this circumstance. 
5.3.1.2  Controls 
Control variables included in Table 5.1 generally indicate households that were more internally 
vulnerable on January 1, 2002 are more likely to have dissolved by July of 2007 than their less vulnerable 
counterparts.  A greater likelihood of dissolution is significantly associated with:  lower levels of 
consumer goods, fewer poultry holdings, less electricity use, and Mozambican household headship (OR 
= 0.95, p < 0.10; OR = 0.82, p < 0.001; OR = 0.62, p < 0.001; OR = 0.58, p < 0.001).  These findings again 
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suggest the upcoming SES analyses are in fact examining those households at the AHDSS site that are 
less internally vulnerable compared to their counterparts that dissolved over the study period. 
5.3.2  Consumer goods 
Table 5.2 presents results of change score analyses examining the association between adult 
mortality experience and changes in household holdings of consumer goods between January 1, 2002 
and July 1, 2007. 
 
 
Table 5.2a  Adult death predicting change in consumer goods index,2001‐2007  Table 5.2b  Death disaggregated by type, all controls included 
   b  p Sig b p Sig   b p Sig R2 Adj. R2
Adult death  ‐0.105  0.024 ** ‐0.063 0.098 * Male  ‐0.144 0.008 *** 0.245 0.244
Death 2 yrs. Prior  ‐0.143 0.078 * Female  0.057 0.302
Consumer goods 2001  ‐0.500 0.000 ***
Number prime age women 1/02‐7/07   0.159 0.000 *** AIDS  ‐0.124 0.033 ** 0.245 0.243
Number prime age men 1/02‐7/07   0.111 0.000 *** Non‐AIDS  0.006 0.901
Number dependents 1/02‐7/07   0.031 0.002 ***
Number prime age women  0.152 0.000 *** Head  ‐0.235 0.003 *** 0.245 0.244
Number prime age men  0.082 0.000 *** Non‐head  ‐0.009 0.836
Number dependents  ‐0.033 0.002 ***
Female head 1/02  ‐0.107 0.001 *** Male AIDS  ‐0.238 0.005 *** 0.245 0.244
South African head 1/02  0.474 0.000 *** Female AIDS ‐0.002 0.976
Head age 1/02  ‐0.008 0.000 *** Male non‐AIDS ‐0.071 0.293
Number pensions 2004  0.079 0.000 *** Female non‐AIDS 0.105 0.150
Number workers 2004  0.084 0.000 ***
Constant  1.041  0.000 *** 1.498 0.000 *** Male head  ‐0.257 0.006 *** 0.246 0.244
Female head ‐0.178 0.226
Number of obs  7540  7540 Male non‐head ‐0.086 0.184
F  5.13  174.02 Female non‐head 0.087 0.135
Prob > F  0.024  0.000
R‐squared  0.001  0.245 Head AIDS  ‐0.356 0.005 *** 0.246 0.244
Adj R‐squared  0.001  0.243 Head non‐AIDS ‐0.148 0.141
Root MSE  1.418  1.234 Non‐head AIDS ‐0.060 0.345
* p < 0.10; ** p < 0.05; *** p < 0.01  Non‐head non‐AIDS 0.042 0.470
1
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5.3.2.1  Adult mortality 
Both mortality‐affected and unaffected households at the AHDSS site experienced, on average, 
an increase in consumer goods between 2001 and 2007.  The bivariate analysis presented in Table 5.2 
indicates households that did not experience a death gained an average of 1.04 points on this scale 
between 2001 and 2007, compared to 0.94 points for their mortality affected counterparts.  
  Although AHDSS households did, on average, experience an increase in consumer goods 
holdings over this time frame, whether mortality impacted or not, the presence of this household shock 
is associated with a significantly lesser increase in holdings of these assets (b = ‐0.11, p < 0.05 in 
bivariate analyses).  This effect remains significant after the inclusion of all control variables, although its 
magnitude decreases slightly, particularly after the inclusion of controls for household composition (b = ‐
0.06, p < 0.10, with the inclusion of all controls).  This is reasonable, given that the likelihood of 
experiencing a mortality shock is positively correlated with the number of prime age adults in the 
household, as discussed in Chapter 4 (r = 0.21 p < 0.001 and r = 0.23 p < 0.001, for men and women, 
respectively). 
  Importantly, the magnitude of the association between mortality shocks and subsequent 
changes in consumer goods holdings does not change with the inclusion of a control variable for 
baseline consumer goods – and in fact, this control’s inclusion actually increases the significance of this 
shock’s effect (p < 0.05 immediately after the inclusion of baseline consumer goods holdings, compared 
to p < 0.10 prior to its inclusion).  As expected, baseline consumer goods exhibit a negative and very 
significant relationship with change in holdings of these assets (b = ‐0.50, p < 0.001) capturing regression 
to the mean.  The fact that inclusion of this control does not diminish the effect of adult mortality 
experience indicates the mortality effect is not simply a result of preexisting differences between 
affected and unaffected households; in other words, the slower gain in assets observed over the study 
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period for those households that experienced a death is not a result of greater initial asset holdings for 
this group.  Rather, these households appear to experience a slowed growth due at least in part to the 
effects of the mortality shock. 
  Similar to the results outlined earlier for household dissolution, those presented in Table 5.2 
indicate the death of a household head, and especially a male head, is associated with a significantly 
lesser increase in consumer goods holdings over the pre‐ to post‐mortality period (b = ‐0.26, p < 0.001).  
This effect is particularly severe for the AIDS related death of the male head (b = ‐0.36, p < 0.001 and b = 
‐0.15, p = 0.14 for the death of a head due to AIDS and non‐AIDS, respectively).  These results again 
highlight the importance of the head, and particularly male heads, in AHDSS households.  Experiencing a 
death in the two years prior to January of 2002 is significantly associated with a change in household 
consumer goods holdings (b = ‐0.14, p < 0.10) as well, which may indicate patterns with regard to 
acquiring consumer goods are altered for some time in households experiencing an adult death. 
  Interaction terms between adult mortality experience and baseline consumer goods are not 
significant in predicting the change in holdings of these assets between 2001 and 2007.  This indicates 
changes experienced in response to a death are independent of the household’s initial asset holdings.  
This is reasonable given that all households, mortality‐affected or otherwise, experienced an increase, 
on average, in ownership of these items over the study period.  Indeed, mortality experience appears to 
be associated with a slower growth in assets for households across socioeconomic strata. 
Collectively, these findings indicate mortality impacted households do face financial hardship 
following the death of a household head – particularly a male head – leading them to forego acquiring 
new consumer goods.  They do not, however, suggest households at the AHDSS site frequently employ 
the erosive coping strategy of selling consumer assets in the wake of an adult mortality shock.  This 
finding is supported by several other studies in rural sub‐Saharan Africa, which suggest households may 
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be reluctant to liquidate these types of assets, even in times of hardship (Collins and Leibbrandt 2007; 
Cross 2001; de Waal 2007; Paumgarten and Shackleton 2011; Swaans et al. 2008).  These results also 
speak to the characterization of HIV as a “disease of poverty” suggesting AIDS related deaths may 
indeed have a substantially greater effect on household wellbeing than adult deaths from other causes.   
5.3.2.2  Controls 
Several household characteristics are found to exhibit a significant relationship with the change 
in a household’s consumer goods holdings between 2001 and 2007.  Households with more prime age 
adults – both initially, and those that gained adult members over this time frame – were likely to gain 
assets more rapidly compared their smaller counterparts (b = 0.08, p < 0.001, b = 0.11, p < 0.001, b = 
0.15, p < 0.001, and b = 0.16, p < 0.001 for baseline and change in the number of prime age men and 
women, respectively).  This suggests additional adult members may be advantageous to AHDSS 
households, lessening the household’s internal vulnerability.  Recall from Chapter 4 that households 
with more prime age adults are in fact more externally vulnerable than their smaller counterparts with 
regard to adult mortality shocks – but this greater vulnerability is largely due to the simple presence of 
more adults within the household.  It seems, therefore, that additional household members – 
particularly adult women – may be generally advantageous at the study site. 
  Characteristics of the household head likewise prove important in predicting the extent to which 
a household gains consumer goods between 2001 and 2007.  Female headship as well as the presence 
of an older head of household is associated with a lesser growth in assets, compared to male‐headed 
households and those with younger heads (b = ‐0.11, p < 0.01, and b = ‐0.008, p < 0.001, respectively) 
while South African as opposed to Mozambican headship is associated with a greater growth in asset 
holdings over this time period (b = 0.47, p < 0.001).  This is reasonable, as ample evidence suggests 
female headed and Mozambican headed households are characterized by greater internal vulnerability 
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compared to their male and South African headed counterparts, as outlined in Chapter 3 (Collinson et al. 
2009; Kahn et al. 2005).  The presence of more pensioners and workers within the household are both 
associated with a greater growth in consumer goods holdings between 2001 and 2007 (b = 0.07, p < 
0.000, and b = 0.10, p < 0.000, respectively).  This is not surprising, as it indicates households with an 
income source are likely to gain consumer assets more rapidly than those without a steady source of 
income.  Importantly, these findings also suggest the gap between the most and least impoverished 
households at the site may be growing over time, as those that are most internally vulnerable in 2001 
are also likely to experience the slowest growth in assets over the following six years. 
     Cross sectional regression analyses were run to examine associations between the household 
characteristics just discussed – household composition, characteristics of the household head, and the 
presence of pensioners and workers within the household – and baseline (2001) consumer goods 
holdings (Table A3.1, in the Appendix).  Overall, these reveal the same pattern outlined above, with 
those characteristics that are associated with a greater growth in assets also positively associated with 
initial asset levels (p < 0.01 in all cases).  The only exception to this is the number of pensioners in the 
household, which does not exhibit a significant association with baseline consumer goods holdings.  
5.3.2.3  Predicted values 
Predicted values based on the final regression analysis in Table 5.2 are presented in Table 5.3.  
These are calculated for each mortality category and for two combinations of the binary household head 
characteristics – the most internally vulnerable group, as indicated by the analyses outlined above – that 
is, households headed by female Mozambicans – and the least vulnerable group, households headed by 
male South Africans.  All continuous variables are entered into the calculations at their mean for the 
site. 
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Table 5.3 
Average Change in Consumer Goods Holdings (2001 ‐ 2007) by Mortality Experience and Head Characteristics
     
No death  Death  Death and death in 2 years prior 
                                   
Female 
Mozambican 
Male South 
African 
Female 
Mozambican 
Male South 
African 
Female 
Mozambican 
Male South 
African 
                    
0.421  1.002  0.359  0.939  0.215  0.795 
 
These predicted values indicate that even the most vulnerable households at the AHDSS site 
experienced an increase, on average, in their holdings of consumer goods between 2001 and 2007.  
Indeed, even those headed by female Mozambicans gained nearly half a point on this scale.  It is difficult 
in fact to envision a hypothetical household whose predicted change based on the analyses outlined in 
Table 5.2 would be negative, without resorting to severely disadvantaged households such as those that 
experienced a death, are composed entirely of men, and also have no sources of income. 
5.3.3  Livestock holdings 
Tables 5.4 – 5.6 present results of change score analyses examining the associations between 
adult mortality experience and changes in household holdings of cattle, goats, and poultry, respectively, 
between January 1, 2002 and July 1, 2007. 
 
 
Table 5.4a  Adult death predicting change in cattle index, 2001‐2007  Table 5.4b  Death disaggregated by type,all controls included 
   b  p Sig b p sig b p Sig R2 Adj. R2
Adult death  ‐0.009  0.661 0.011 0.589 Male 0.027 0.313 0.183 0.181
Death 2 yrs. prior  ‐0.057 0.118 Female ‐0.003 0.917
Cattle 2001  ‐0.367 0.000 *** Male*cattle 2001  ‐0.027 0.371
Death*cattle 2001  ‐0.035 0.142 Female*cattle 2001 ‐0.015 0.655
Number prime age women 1/02‐7/07   0.003 0.618
Number prime age men 1/02‐7/07   0.004 0.588 *** AIDS 0.000 0.991 0.186 0.184
Number dependents 1/02‐7/07   0.014 0.002 *** Non‐AIDS  0.020 0.441
Number prime age women  0.005 0.515 AIDS*cattle 2001  ‐0.170 0.000 ***
Number prime age men  0.008 0.203 Non‐AIDS*cattle 2001 0.035 0.219
Number dependents  0.021 0.000 ***
Female head 1/02  ‐0.062 0.000 *** Head ‐0.014 0.706 0.183 0.181
South African head 1/02  0.110 0.000 *** Non‐head  0.023 0.302
Head age 1/02  0.001 0.236 Head*cattle 2001  ‐0.157 0.040 **
Number pensions 2004  0.015 0.054 * Non‐head*cattle 2001 ‐0.027 0.283
Number workers 2004  ‐0.001 0.869
Constant  ‐0.020  0.011 ** ‐0.099 0.001 *** Male AIDS  0.000 0.994 0.186 0.184
   Female AIDS  0.001 0.969
Number of obs  7435  7435 Male non‐AIDS  0.043 0.202
F  0.19  110.51 Female non‐AIDS  ‐0.010 0.791
Prob > F  0.661  0.000 Male AIDS*cattle 2001 ‐0.205 0.000 ***
R‐squared  0.000  0.183 Female AIDS*cattle 2001 ‐0.108 0.042 **
Adj R‐squared  0.000  0.181 Male non‐AIDS*cattle 2001 0.060 0.106
Root MSE  0.613  0.555 Female non‐AIDS*cattle 2001 0.044 0.284
* p < 0.10; ** p < 0.05; *** p < 0.01 
Male head  ‐0.012 0.791 0.183 0.181
Female head  ‐0.019 0.778
Male non‐head  0.046 0.162
Female non‐head  0.000 0.995
Male head*cattle 2001 ‐0.108 0.208
Female head*cattle 2001 ‐0.330 0.044 **
Male non‐head*cattle 2001 ‐0.025 0.436
Female non‐head*cattle 2001 ‐0.005 0.872
Head AIDS  ‐0.016 0.783 0.187 0.184
Head non‐AIDS  ‐0.019 0.687
Non‐head AIDS  0.002 0.950
Non‐head non‐AIDS 0.032 0.272
Head AIDS*cattle 2001 ‐0.464 0.000 ***
Head non‐AIDS*cattle 2001 0.088 0.389
Non‐head AIDS*cattle 2001 ‐0.141 0.000 ***
Non‐head non‐AIDS*cattle 2001 0.026 0.381
1
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Table 5.5a  Adult death predicting change in goats index, 2001‐2007  Table 5.5b  Death disaggregated by type,all controls included 
   b  p Sig b p sig b p Sig R2 Adj. R2
Adult death  ‐0.012  0.508 0.021 0.252 Male 0.032 0.177 0.233 0.231
Death 2 yrs. prior  ‐0.050 0.132 Female 0.001 0.952
Goats 2001  ‐0.491 0.000 *** Male*goats 2001  ‐0.159 0.000 ***
Death*goats 2001  ‐0.147 0.000 *** Female*goats 2001 ‐0.135 0.001 ***
Number prime age women 1/02‐7/07   0.000 0.951
Number prime age men 1/02‐7/07   0.016 0.010 *** AIDS ‐0.013 0.601 0.234 0.232
Number dependents 1/02‐7/07   0.026 0.000 *** Non‐AIDS  0.051 0.023 **
Number prime age women  ‐0.012 0.078 * AIDS*goats 2001  ‐0.199 0.000 ***
Number prime age men  0.018 0.001 *** Non‐AIDS*goats 2001 ‐0.128 0.000 ***
Number dependents  0.037 0.000 ***
Female head 1/02  ‐0.036 0.006 *** Head 0.019 0.588 0.233 0.231
South African head 1/02  ‐0.005 0.740 Non‐head  0.023 0.259
Head age 1/02  0.001 0.158 Head*goats 2001  ‐0.259 0.001 ***
Number pensions 2004  0.005 0.430 Non‐head*goats 2001 ‐0.134 0.000 ***
Number workers 2004  ‐0.010 0.088 *
Constant  ‐0.012  0.085 * ‐0.044 0.082 * Male AIDS  0.008 0.815 0.234 0.232
Female AIDS  ‐0.032 0.331
Number of obs  7510  7510 Male non‐AIDS  0.055 0.065 *
F  0.44  151.1 Female non‐AIDS  0.036 0.259
Prob > F  0.508  0.000 Male AIDS*goats 2001 ‐0.214 0.001 ***
R‐squared  0.000  0.232 Female AIDS*goats 2001 ‐0.169 0.009 ***
Adj R‐squared  0.000  0.231 Male non‐AIDS*goats 2001 ‐0.138 0.004 ***
Root MSE  0.572  0.502 Female non‐AIDS*goats 2001 ‐0.123 0.012 **
* p < 0.10; ** p < 0.05; *** p < 0.01 
Male head  0.028 0.483 0.234 0.231
Female head  0.001 0.987
Male non‐head  0.041 0.149
Female non‐head  0.003 0.899
Male head*goats 2001 ‐0.238 0.003 ***
Female head*goats 2001 ‐0.554 0.032 ***
Male non‐head*goats 2001 ‐0.144 0.001 ***
Female non‐head*goats 2001 ‐0.129 0.001 ***
Head AIDS  0.026 0.632 0.235 0.233
Head non‐AIDS  0.012 0.771
Non‐head AIDS  ‐0.024 0.391
Non‐head non‐AIDS 0.061 0.017 **
Head AIDS*goats 2001 ‐0.567 0.000 ***
Head non‐AIDS*goats 2001 ‐0.090 0.341
Non‐head AIDS*goats 2001 ‐0.148 0.002 ***
Non‐head non‐AIDS*goats 2001 ‐0.139 0.000 ***
1
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Table 5.6a  Adult death predicting change in poultry index, 2001‐2007 Table 5.6b Death disaggregated by type, all controls included
   b p Sig b p Sig b p Sig R2 Adj. R2
Adult death  ‐0.074 0.024 ** ‐0.070 0.008 *** Male  ‐0.081 0.019 ** 0.392 0.391
Death 2 yrs. prior  ‐0.001 0.985 Female  ‐0.042 0.230
Poultry 2001  ‐0.763 0.000 ***
Number prime age women 1/02‐7/07   ‐0.002 0.847 AIDS  ‐0.064 0.081 0.392 0.391
Number prime age men 1/02‐7/07   0.015 0.120 Non‐AIDS  ‐0.054 0.101
Number dependents 1/02‐7/07   0.045 0.000 ***
Number prime age women  ‐0.010 0.331 Head  ‐0.120 0.016 *** 0.393 0.391
Number prime age men  0.052 0.000 *** Non‐head  ‐0.055 0.058 *
Number dependents  0.055 0.000 ***
Female head 1/02  ‐0.032 0.117 Male AIDS  ‐0.125 0.019 ** 0.392 0.391
South African head 1/02  0.037 0.093 * Female AIDS ‐0.008 0.866
Head age 1/02  0.004 0.000 *** Male non‐AIDS ‐0.059 0.168
Number pensions 2004  0.007 0.501 Female non‐AIDS ‐0.042 0.365
Number workers 2004  ‐0.012 0.175
Constant  ‐0.344 0.000 *** ‐0.065 0.105 Male head  ‐0.124 0.035 ** 0.393 0.391
Female head ‐0.118 0.191
Number of obs  6561 6561 Male non‐head ‐0.065 0.114
F  5.11 301.84 Female non‐head ‐0.031 0.400
Prob > F  0.024 0.000
R‐squared  0.001 0.392 Head AIDS  ‐0.085 0.276 0.393 0.391
Adj R‐squared  0.001 0.391 Head non‐AIDS ‐0.147 0.018 **
Root MSE  0.942 0.735 Non‐head AIDS ‐0.054 0.179
* p < 0.10; ** p < 0.05; *** p < 0.01  Non‐head non‐AIDS ‐0.028 0.456
1
8
4
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5.3.3.1  Adult mortality 
Bivariate results presented in the tables above indicate mortality affected and unaffected 
households experienced a decrease, on average, in their ownership of all types of livestock between 
2001 and 2007, with the most substantial decrease occurring for poultry. 
  The interaction terms for mortality experience and baseline holdings of both types of large 
livestock, cattle and goats, are highly significant in these analyses and eclipse those of general mortality.  
This suggests the effects of an adult death on household holdings of large livestock are dependent on 
the household’s initial livestock holdings – with greater initial ownership associated with a greater 
decline over the pre‐ to post‐mortality period.  This is reasonable because in order for a household to 
deplete stores of large livestock, they must first own these assets.  Likewise, reducing a larger herd may 
be less problematic than a smaller herd in terms of future viability.  However, it is not simply the 
ownership of large livestock that predisposes households to experience a loss between 2001 and 2007 – 
although that is certainly the case as well; it is the experience of an adult death in conjunction with the 
ownership of large livestock that is associated with the greatest declines in these holdings. 
Interaction terms between baseline poultry holdings and adult mortality experience are not 
significant in these analyses, however, suggesting the effects of adult mortality shocks are similar across 
levels of poultry ownership.  This is likely due to the fact that poultry ownership is more common at the 
AHDSS site than the ownership of large livestock, with over two‐thirds of households engaging in this 
livelihood strategy in 2001. 
  In general, the analyses presented in Table 5.3 suggest an adult mortality shock – particularly 
the death of a household head – is associated with a greater decline in all types of livestock over the 
study period compared to shock unaffected households.  Again, AIDS related deaths appear to be 
particularly severe shocks, especially for households engaging in large livestock husbandry. 
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In fact for cattle, declines in ownership are exclusively experienced for AIDS related deaths (b = ‐
0.17, p < 0.001 for the interaction between AIDS related mortality and initial cattle holdings).  This may 
reflect the high resale value of cattle (Dovie et al. 2006) and the greater financial impacts of AIDS related 
mortality.  These effects are stronger for men as opposed to women and for heads as opposed to non‐
heads of household (b = ‐0.21, p < 0.001, and b = ‐0.11, p < 0.05, for the interaction terms for baseline 
cattle and male AIDS and female AIDS related deaths, respectively; and b = ‐0.46, p < 0.001, and b = ‐
0.14, p < 0.001, for the interaction terms for baseline cattle and head AIDS and non‐head AIDS related 
deaths, respectively). 
For goats, experiencing an AIDS related death is again associated with a significantly greater 
decrease in livestock ownership compared to shock‐unaffected households (b = ‐0.20, p < 0.001 for the 
interaction between AIDS related mortality and initial goat holdings).  In contrast to the results observed 
for cattle, however, this appears to be the case for non‐AIDS related deaths as well, albeit to a lesser 
extent than AIDS deaths (b = 0.05, p < 0.05, and b = ‐0.13, p < 0.001, for the effect of non‐AIDS related 
mortality, and the interaction between non‐AIDS related mortality and initial goat holdings, 
respectively).  If non‐AIDS related deaths are indeed lesser shocks than AIDS related deaths, households 
may be able to compensate for these types of death by selling or slaughtering less expensive animals.  
Recall, live goats are valued at approximately $20 in the area of the AHDSS site compared to $300 for 
cattle (Dovie et al. 2006).   
Mortality affected households also experience a significantly greater decrease in poultry 
holdings over the pre‐ to post‐mortality period than their unaffected counterparts (b = ‐0.07, p < 0.01).  
Again, the death of a household head, and particularly a male head, is associated most significantly with 
this decline (b = ‐ 0.12, p < 0.05, and b = ‐0.17, p < 0.05 for the death of a head, and a male head, 
respectively). 
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  In sum, livestock owning households appear to be engaging in erosive coping following the 
death of an adult household member, particularly a household head, depleting stores of cattle, goats, 
and poultry.  AIDS related shocks are more severe in this regard than non‐AIDS related shocks.  This 
supports the work of several researchers who contend livestock are the asset category most frequently 
liquidated in response to mortality shocks in rural South Africa (Collins and Leibbrandt 2007; Cross 2001; 
de Waal 2007; Swaans et al. 2008).  Likewise, it supports the contention that an AIDS related death may 
be a particularly severe household shock (Gregson et al. 2007; Hillhorst et al. 2006; Ngalula 2002; Tekola 
et al. 2008). 
  The effects of a death in the two years prior to January 1, 2002 on changes in large livestock 
holdings deserve mention.  Nearly significant negative associations are found for adult mortality during 
this period and changes in goat and cattle ownership (b = ‐0.05, p = 0.13 and b = ‐0.06, p < 0.12 for goats 
and cattle, respectively).  This suggests the full effects of adult mortality shocks on large livestock 
holdings take even longer to emerge than the 5.5 year pre‐ to post‐mortality window of the current 
study – possibly rendering shock‐affected households even more prone than their unaffected 
counterparts to sell or slaughter large livestock than is evidenced by the results outlined above.  The 
effect of a death in the two years prior to 2002 is far from significant for changes in poultry ownership, 
however, suggesting the effects of adult mortality experience on small livestock holdings may occur 
fairly rapidly following this shock (b = ‐0.001, p = 0.99). 
5.3.3.2  Controls 
Analyses presented in Tables 5.4 – 5.6 reveal several interesting associations between 
household level controls and changes in livestock holdings.  Households with more prime age men and 
those that gained male members between 2001 and 2007 generally experienced a significantly lesser 
decline in holdings of all types of livestock over the study period, compared to their counterparts with 
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fewer adult male members.  Cross sectional OLS regressions examining the association between 
household characteristics in 2001 and livestock holdings (presented in Tables A3.2‐A3.4 in the Appendix) 
likewise indicate households with more men had greater initial holdings of all types of livestock than 
their counterparts with fewer male members (p < 0.01 in all cases).  These findings suggest adult men 
may preferentially participate in livestock intensive livelihood strategies. 
  Similarly, female headed households are significantly less likely to engage in these strategies 
than their male headed counterparts – and when they do own livestock, it appears they may be more 
likely to abandon this practice than households headed by men.  Female headed households 
experienced a greater decrease in holdings of large livestock over the study period compared to those 
headed by males, and female headship is likewise associated with fewer initial holdings of cattle, goats, 
and poultry (p < 0.01 in all cases).   Several researchers suggest sub‐Saharan African women carry a 
lower status with regard to agricultural practices than their male counterparts, possibly accounting for 
these associations (Hillhorst et al. 2006; Kahn et al. 2005). 
  The age of the household head is positively associated with changes in poultry ownership over 
the study period (b = 0.004, p < 0.001).  Likewise households with older heads had greater initial 
holdings of all types of livestock in 2001 compared to their younger counterparts (p < 0.01 in all cases).  
Households with more pensioners also had greater initial holdings of cattle and poultry (p < 0.01 for 
cattle and p < 0.05 for poultry) and experienced a lesser decline in cattle compared to those with fewer 
pensioners (b = 0.02, p < 0.05).  These findings suggest owning livestock may be a livelihood strategy 
preferentially employed by older individuals at the AHDSS site. 
  The number of working household members exhibits a significant negative association with 
changes in goat ownership between 2001 and 2007, and the coefficients for other types of livestock, 
although insignificant, are negative as well (b = ‐0.01, p < 0.05 for goats).  The contrast between this 
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source of income and that of pensioners is interesting, potentially suggesting livestock ownership is a 
desirable expenditure for households characterized by older members, but undesirable for younger 
households that are engaging heavily in the labor market. 
  South African headship is associated with greater initial holdings of cattle and goats compared 
to Mozambican households, but is not significantly associated with poultry ownership (p < 0.01 for both 
cattle and goats).  This may reflect the greater use and resale values, and therefore greater desirability, 
of larger livestock.  South Africans also experienced a lesser decline in cattle between 2001 and 2007 (b 
= 0.11, p < 0.001).  These findings are not surprising, as ample evidence suggests South African 
households are less vulnerable than their Mozambican counterparts at the AHDSS site along several 
dimensions (Collinson et al. 2009; Kahn et al. 2005). Like the findings outlined in Table 5.2, however, this 
again indicates the gap between more and less impoverished households at the AHDSS site may be 
increasing over time as those that are most internally vulnerable are most likely to experience further 
asset declines. 
5.3.3.3  Predicted values 
Predicted values based on the final regression analyses in Tables 5.4 – 5.6 are presented in 
Tables 5.7 – 5.9.  As above, these are calculated for each mortality category and for two combinations of 
the binary household head characteristics – the most internally vulnerable group, as indicated by 
previous analyses – that is, households headed by female Mozambicans – and the least vulnerable 
group, households headed by male South Africans.  All continuous variables are entered into the 
calculations at their mean for the site. 
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Table 5.7 
     
Average Change in Cattle (2001 ‐ 2007) by Mortality Experience and Head Characteristics 
     
No death  Death  Death and death in 2 years prior 
                                   
Female 
Mozambican 
Male South 
African 
Female 
Mozambican 
Male South 
African 
Female 
Mozambican 
Male South 
African 
                    
‐0.144  0.028  ‐0.144  0.028  ‐0.201  ‐0.029 
 
Table 5.8 
     
Average Change in Goats (2001 ‐ 2007) by Mortality Experience and Head Characteristics 
     
No death  Death  Death and death in 2 years prior 
                                   
Female 
Mozambican 
Male South 
African 
Female 
Mozambican 
Male South 
African 
Female 
Mozambican 
Male South 
African 
                    
‐0.033  ‐0.002  ‐0.042  ‐0.011  ‐0.092  ‐0.061 
 
Table 5.9 
     
Average Change in Poultry (2001 ‐ 2007) by Mortality Experience and Head Characteristics 
     
No death  Death  Death and death in 2 years prior 
                                   
Female 
Mozambican 
Male South 
African 
Female 
Mozambican 
Male South 
African 
Female 
Mozambican 
Male South 
African 
                    
‐0.385  ‐0.316  ‐0.455  ‐0.386  ‐0.456  ‐0.387 
 
These predicted values indicate that while most categories of households did experience a 
decrease on average in livestock holdings between 2001 and 2007, those headed by male South Africans 
fared better than their female Mozambican headed counterparts.  In fact, households headed by male 
South Africans actually saw an increase on average in cattle holdings over this time frame – and their 
decline in goat holdings is so small that a slight modification to household characteristics (e.g. an 
increase in the household size to one over the site average or an increase in the age of the household 
head by two years) is enough to predict a positive change in these holdings.  Therefore, although the 
AHDSS site is characterized by a general decline in livestock ownership over this period, livestock 
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intensive livelihood strategies – at least those involving larger livestock – appear to have retained 
popularity among the most advantaged AHDSS households. 
5.3.4  Electricity use 
I now examine changes in energy use behavior at the Agincourt site between 2001 and 2007.  
These changes are indicative of reversible coping – i.e. coping strategies that can be modified as 
households weather the effects of mortality shocks.  Importantly, these analyses are conducted on only 
those households that were resident in villages that were electrified in both 2001 and 2007.  
Approximately 1,500 households were therefore removed from the upcoming analyses – those that 
were resident in the eight AHDSS site villages that were not electrified in 2001.  The inclusion of 
households in villages that were initially non‐electrified would have skewed the results of these 
analyses, as changes in their energy behavior over this time frame could more reasonably be attributed 
to village electrification rather than to the presence or absence of adult mortality experience. 
Table 5.10 presents characteristics of the households that were retained in these analyses, 
compared to those that were removed from the analyses. 
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Table 5.10.  Characteristics of Electrified and non‐Electrified Villages  
     
Village not electrified in 2001 (n=1,475)  Village electrified in 2001 and 2007 (n=6,245) 
(dropped from sample)  (retained in sample) 
  
Adult death January 1, 2002 ‐ July 1, 2007
Variable  Obs  Mean  Std. Dev.  Min Max Sig. Variable Obs Mean  Std. Dev.  Min Max
Adult death  1475  0.140  0.347  0 1 Adult death 6534 0.140  0.347  0 1
  
Household characteristics ‐ January 1, 2002
Variable  Obs  Mean  Std. Dev.  Min Max Sig. Variable Obs Mean  Std. Dev.  Min Max
Household size  1475  6.731  4.123  1 40 Household size 6534 6.588  3.562  1 33
Sex ratio  1475  2.123  3.046  0 10 Sex ratio 6534 2.248  3.142  0 10
Dependency ratio  1475  1.573  2.001  0 10 ** Dependency ratio 6534 1.458  2.004  0 10
Head female  1475  0.305  0.461  0 1 *** Head female 6534 0.343  0.475  0 1
Head age  1475  48.84  14.30  15 94 *** Head age 6534 51.70  14.40  16 101
Head South African  1475  0.521  0.500  0 1 *** Head South African 6534 0.801  0.399  0 1
  
Other income sources – 2004
Variable  Obs  Mean  Std. Dev.  Min Max Sig. Variable Obs Mean  Std. Dev.  Min Max
Number pensions  1475  0.820  0.918  0 5 *** Number pensions 6534 0.943  0.964  0 10
Number workers  1475  1.262  1.109  0 8 *** Number workers 6534 1.408  1.185  0 11
  
SES 2001
Variable  Obs  Mean  Std. Dev.  Min Max Sig. Variable Obs Mean  Std. Dev.  Min Max
Consumer goods  1475  1.514  1.458  0 6 *** Consumer goods 6534 2.252  1.711  0 6
Cattle  1469  0.210  0.628  0 3 *** Cattle 6487 0.329  0.760  0 3
Goats  1474  0.214  0.584  0 3 Goats 6525 0.200  0.531  0 3
Poultry  1295  0.831  0.754  0 3 *** Poultry 6017 0.952  0.812  0 3
  
T‐test for difference in means:  * p < 0.10; ** p < 0.05; *** p < 0.01   
 
T‐tests indicate retained households are less internally vulnerable than their counterparts that 
were removed from the analyses by several measures, including the possession of more assets, more 
sources of income, and a lower dependency ratio.  They are also less likely to be Mozambican and less 
likely to be headed by a female than those households that were removed from the analyses.  The 
upcoming results are therefore interpreted with the understanding that the households examined are 
not only those that remained intact over the full study period, rendering them less internally vulnerable 
on average than those that dissolved over this time frame – but also those in the least vulnerable 
villages at the site, based on the availability of electricity in 2001. 
Table 5.11 presents results of change score analyses examining the associations between adult 
mortality experience and changes in household electricity use between January 1, 2002 and July 1, 2007.
 
 
Table 5.11a  Adult death predicting change in electricity index, 2001‐2007  Table 5.11b  Death disaggregated by type,all controls included 
   b  p Sig b p Sig b p Sig R2 Adj. R2
Adult death  0.038  0.067 * ‐0.031 0.414 Male  ‐0.028 0.587 0.358 0.356
Death 2 yrs. prior  0.039 0.237 Female  ‐0.034 0.503
Electricity 2001  ‐0.682 0.000 *** Male*electricity 2001 0.021 0.640
Death*electricity 2001  0.041 0.207 Female*electricity 2001 0.066 0.128
Number prime age women 1/02‐7/07   0.006 0.271
Number prime age men 1/02‐7/07   ‐0.001 0.871 AIDS  0.024 0.673 0.358 0.356
Number dependents 1/02‐7/07   ‐0.031 0.000 *** Non‐AIDS  ‐0.062 0.196
Number prime age women  0.030 0.000 *** AIDS*electricity 2001 ‐0.018 0.717
Number prime age men  ‐0.015 0.009 *** Non‐AIDS*electricity 2001 0.075 0.065 *
Number dependents  ‐0.045 0.000 ***
Female head 1/02  ‐0.013 0.311 Head  ‐0.094 0.194 0.358 0.356
South African head 1/02  0.183 0.000 *** Non‐head  ‐0.007 0.874
Head age 1/02  ‐0.003 0.000 *** Head*electricity 2001 0.127 0.040 **
Number pensions 2004  ‐0.041 0.000 *** Non‐head*electricity 2001 0.012 0.753
Number workers 2004  0.032 0.000 ***
Constant  0.201  0.000 *** 1.048 0.000 *** Male AIDS  ‐0.012 0.886 0.358 0.356
Female AIDS  0.033 0.651
Number of obs  6245  6245 Male non‐AIDS ‐0.033 0.609
F  3.36  231.14 Female non‐AIDS ‐0.074 0.262
Prob > F  0.067  0.000 Male AIDS*electricity 2001 ‐0.013 0.845
R‐squared  0.001  0.358 Female AIDS*electricity 2001 0.011 0.872
Adj R‐squared  0.000  0.356 Male non‐AIDS*electricity 2001 0.040 0.480
Root MSE  0.571  0.458 Female non‐AIDS*electricity 2001 0.098 0.072 *
* p < 0.10; ** p < 0.05; *** p < 0.01 
Male head  ‐0.094 0.302 0.359 0.356
Female head  ‐0.099 0.388
Male non‐head 0.006 0.923
Female non‐head ‐0.016 0.769
Male head*electricity 2001 0.091 0.231
Female head*electricity 2001 0.220 0.035 **
Male non‐head*electricity 2001 ‐0.020 0.710
Female non‐head*electricity 2001 0.040 0.388
Head AIDS  ‐0.075 0.514 0.358 0.356
Head non‐AIDS ‐0.110 0.232
Non‐head AIDS 0.056 0.380
Non‐head non‐AIDS ‐0.045 0.406
Head AIDS*electricity 2001 0.083 0.384
Head non‐AIDS*electricity 2001 0.163 0.043 **
Non‐head AIDS*electricity 2001 ‐0.048 0.386
Non‐head non‐AIDS*electricity 2001 0.048 0.294
1
9
3
 
194 
 
 
5.3.4.1  Adult mortality 
Bivariate analyses presented in Table 5.11 indicate households that experienced an adult death, 
and those that did not, experienced an average increase of approximately 0.20 points on the electricity 
use scale between 2001 and 2007 (p < 0.01).  Although bivariate analyses suggest shock affected 
households were likely to experience a significantly greater increase than their non‐mortality 
counterparts (b =0.04, p < 0.10) this effect loses significance with the inclusion of baseline electricity use 
(b = 0.003, p = 0.84, immediately after its inclusion).  Households that experienced a death had lower 
levels of electricity use in 2001 compared to shock‐unaffected households, as detailed in Chapter 4, 
likely accounting for this result. 
Although associations between adult mortality experience and changes in household electricity 
use are generally weak, analyses presented in Table 5.11 indicate the death of a female household head, 
particularly from non‐AIDS related causes, is associated with an increase in electricity use over the pre‐ 
to post‐mortality period.  Interestingly, the interaction terms between electricity use and mortality 
experience, when significant, are positive, suggesting it is those households that were already using 
electricity for either lighting or cooking in 2001 that are likely to increase their use following the death.  
It is possible that their familiarity with this energy behavior rendered them more comfortable increasing 
its use after the death. 
These findings question the previous assertion that households may be forced to forego 
electricity in the wake of a shock, relying instead on cheaper alternatives such as collected fuelwood or 
paraffin to mitigate the shock’s financial impacts.  One possible explanation is that households 
experiencing the death of a women, and particularly a female head, face labor shortages following the 
death, necessitating the use of electricity rather than more traditional (and labor intensive) energy 
sources.  However, it is interesting that unlike the results presented previously in this chapter, it is non‐
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AIDS related mortality not AIDS related that seems most associated with changes in household energy 
behavior.  This may reflect the greater disadvantage experienced by AIDS affected households, for 
whom the use of this energy source may be prohibitively costly.  In addition, recall these analyses are 
conducted on the least internally vulnerable households within the least internally vulnerable villages at 
the AHDSS site.  If these findings indeed represent the use of a labor saving coping strategy in the wake 
of a mortality shock, this may not generalize to more impoverished households at the site. 
5.3.4.2  Controls 
  Households with more prime age women on their roster experienced a significantly greater 
increase in electricity use over the study period (b = 0.30, p < 0.01), while households with more male 
members experienced a lesser increase in electricity use over this time frame (b = ‐0.007, p < 0.01).  
With regard to this particular asset measure, this may suggest households with more male members are 
more internally vulnerable than those with more female members. 
  Characteristics of the household head are significantly associated with energy use behavior as 
well.  Households headed by South Africans and those with male heads had greater electricity use in 
2001 compared to their Mozambican and female headed counterparts (p < 0.001 in both cases).  South 
Africans also experienced significantly greater increases in electricity use between 2001 and 2007 (b = 
0.18, p < 0.001).  Again, these findings are consistent with several previous studies suggesting female 
headed households and those headed by Mozambicans are more internally vulnerable than their male 
and South African headed counterparts (Collinson et al. 2009; Kahn et al. 2005).  They likewise suggest 
these households may experience slowed socioeconomic growth compared to their less vulnerable 
counterparts. 
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  Households with an older head and a greater number of pensioners experienced a significantly 
lesser increase in electricity use over the study period (b = ‐0.003, p < 0.001, and b = ‐0.04, p < 0.001, for 
the age of the household head and the number of pensioners, respectively).  The age of the household 
head is also inversely associated with the household’s baseline levels of electricity use, although the 
number of household pensioners does not exhibit a significant association with this energy behavior.  
Households with more working members, conversely, experienced an increase on average in electricity 
use over this period (b = 0.03, p < 0.001) and were likely to use significantly more electricity at baseline 
than their counterparts with fewer members participating in the labor market (p < 0.001).  Like the 
findings outlined earlier for livestock ownership, these results may suggest differential preferences with 
regard to income expenditure for households characterized by older and younger members. 
5.3.4.3  Predicted values 
Predicted values based on the final regression analysis in Table 5.11 are presented in Table 5.12.  
Again, these are calculated for each mortality category and for two combinations of the binary 
household head characteristics:  those households headed by female Mozambicans and those headed 
by male South Africans.  All continuous variables are entered into the calculations at their mean for the 
site. 
Table 5.12 
  
Average Change in Electricity Use (2001 ‐ 2007) by Mortality Experience and Head Characteristics 
     
No death  Death  Death and death in 2 years prior 
                                   
Female 
Mozambican 
Male South 
African 
Female 
Mozambican 
Male South 
African 
Female 
Mozambican 
Male South 
African 
                    
0.177  0.374  0.183  0.380  0.222  0.419 
 
Predicted values indicate even the most vulnerable households at the AHDSS site experienced 
an increase on average in electricity use between 2001 and 2007. It is, however, possible to envision a 
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category of household that would on average experience a decline in this behavior over this time frame.  
These households would be characterized by a greater than average number of adult men and/or 
composed of relatively older individuals, represented by both an older than average household head 
and a greater than average number of pensioners. 
5.4  Conclusion 
This chapter assesses the associations between prime‐age adult mortality and subsequent 
household disadvantage in rural, sub‐Saharan Africa.  Several interesting findings emerge:  (1) certain 
types of deaths appear to disproportionately impact household wellbeing, rendering these households 
particularly vulnerable in the wake of mortality shocks; (2) households appear to engage in erosive 
coping following the death of a prime age adult, although this is only the case for certain categories of 
assets;  and (3) dissolution is most common among households characterized by a high level of internal 
vulnerability, a significant finding in itself, but also one that has important implications for the 
interpretation of longitudinal household‐level studies in the rural, sub‐Saharan African context. 
5.4.1  Which Households Are “Worst Affected” in the Wake of an Adult Death? 
The analyses outlined in this chapter suggest adult mortality shocks impact households 
differentially by the household position of the deceased, the deceased’s cause of death, and the 
deceased’s gender.  The death of a head of household appears to be a more severe shock than that of a 
non‐head at the AHDSS site, exhibiting a very strong association with subsequent household dissolution 
and affecting asset holdings and energy use behavior.  In the two years following the death of a head, 
affected households are approximately four times as likely to dissolve as their counterparts that did not 
experience this shock.  Interestingly, the deaths of non‐heads of household actually exhibit marginally 
significant, and generally negative, associations with subsequent dissolution, suggesting the death of a 
head is a distinct household shock.  Although the increased likelihood of dissolution associated with the 
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death of a head of household appears for both genders, evidence suggests the death of a male head is 
particularly damaging to household viability.   
  Households that experience the death of a head – either male or female – but do not dissolve in 
its wake also exhibit signs of disadvantage with regard to socioeconomic standing.   These shocks are 
associated with a slower accumulation of consumer goods over the study period, as well as the 
liquidation of livestock holdings – and notably, like dissolution, these effects are most severe for the 
deaths of male heads of household.  The death of a female head, however, exhibits a significant 
association with household electricity use, with affected households increasing their reliance on this 
costly energy source, possibly in response to labor shortages associated with the death.  This is 
reasonable considering rural South African women tend to be responsible for the majority of natural 
resource related tasks, including the collection of fuelwood (Shackleton and Shackleton 2001). 
  The findings of this project suggest adult deaths affect households differentially by the 
deceased’s cause of death as well.  Nearly all analyses conducted in this chapter suggest AIDS related 
mortality has a more severe effect on household wellbeing than adult deaths from other causes.  AIDS 
related deaths exclusively are linked to losses in consumer goods and cattle, and this type of mortality 
exhibits a substantially greater association with changes in holdings of goats and poultry than non‐AIDS 
related deaths.  Likewise, the death of a household head from AIDS is associated with a significantly 
greater likelihood of dissolution than such a death from other causes.  These findings support the 
“disease of poverty” argument and suggest characteristics of AIDS related morbidity and mortality – 
likely including the duration of the disease, its substantial caregiving requirements, and the stigma and 
emotional toll associated with HIV (Gregson et al. 2007; Hillhorst et al. 2006; Ngalula 2002; Tekola et al. 
2008) – render it a unique, and especially devastating, household shock.  
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  It is likewise important to assess the prevalence of erosive coping in rural, sub‐Saharan African 
households because coping strategies of this sort may signal particular household vulnerability, as 
households deplete their livelihood asset base, potentially endangering future viability.  The analyses 
conducted in this chapter do not support the widespread use of erosive coping with regard to holdings 
of consumer goods.  All households, even those characterized by high internal vulnerability and the 
experience of an adult mortality shock, experienced an increase on average in holdings of these goods 
between 2001 and 2007.  This suggests households at the AHDSS site may be reluctant to liquidate 
consumer items such as televisions, refrigerators, and DVD players – a finding that is consistent with the 
results of several other studies in the rural, sub‐Saharan African context (Collins and Leibbrandt 2007; 
Cross 2001; de Waal 2007; Swaans et al. 2008).  Mortality affected households did, however, experience 
a significantly lesser growth in these holdings over this period, suggesting these households may forego 
acquiring new goods due to financial hardships precipitated by the death.   
  Erosive coping is, however, evidenced by the depletion of stores of livestock, which appears to 
occur fairly frequently in the wake of mortality shocks, particularly for those households with substantial 
livestock holdings.  As noted in Chapter 2, livestock may be sold following a death to compensate for lost 
wages, medical expenditures, and funeral costs, or they may be slaughtered to provide food for 
mourning ceremonies (Cross 2001; de Waal and Whiteside 2003; Dorward et al. 2006; Hilhorst et al. 
2006; Hosegood et al. 2007; Kgathi et al. 2007; Knodel et al. 2007; Ogunmefun and Schatz 2009; Piot et 
al. 2002; Yamano and Jayne 2004).  The liquidation of livestock following an adult death has been 
chronicled by other researchers at the AHDSS site as well – for example, Ogunmefun and Schatz (2009) 
who find evidence of the sale of cattle in interviews with female pensioners following the death of an 
adult household member.  This type of erosive coping may temporarily ease the financial burden 
associated with these shocks, but research suggests it is not a viable long‐term strategy, potentially 
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warranting the targeting of aid to these households (Collins and Leibbrandt 2007; Cross 2001; Donahue 
1998; Drimie and Casale 2009; FAO 2004; Gregson et al. 2007). 
  Control variables included in the analyses conducted in this chapter indicate that those 
households at the AHDSS site that are most internally vulnerable are more likely to dissolve over the 
study period and are also more likely to see a decline (or a slower gain) in asset holdings, compared to 
their less vulnerable counterparts.  Households headed by women and Mozambicans and those 
characterized by fewer sources of income, fared less well than their male, South African headed 
counterparts and those with more household income sources.  This association between greater internal 
vulnerability and subsequent household impoverishment suggests the gap between the most and least 
impoverished households at the AHDSS site may be widening over time – a situation that is likely 
exacerbated by the HIV/AIDS epidemic.  Indeed, results of the analyses in Chapter 4 suggest 
impoverishment predisposes households to experiencing adult mortality shocks, particularly AIDS 
related; and this chapter finds that households experiencing these shocks are predisposed to 
subsequent impoverishment.  This provides evidence in support of the “vicious cycle” proposed by de 
Waal and Whiteside (2003) whereby AIDS related mortality and subsequent impoverishment reinforce 
one another, causing affected households to enter into a downward spiral from which recovery is 
difficult. 
  This work outlined above has important implications for the development of interventions 
aimed at mitigating the impacts of the HIV/AIDS epidemic on rural, sub‐Saharan African communities 
like those in AHDSS site.  It suggests households experiencing the death of a head of household – 
particularly a male head and from AIDS related causes – are most severely impacted in the wake of a 
mortality shock.  This supports the assertion of Fenton (2004) among others and indicates these 
households may serve as appropriate targets for the provision of aid.  However, evidence suggests 
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households experiencing the death of a female head of household are disadvantaged as well, depleting 
stores of large livestock and possibly facing labor shortages that necessitate reliance on more costly but 
less labor intensive energy sources.  These contributions are crucial because, as noted by many authors, 
the knowledge that has grounded much, if not most, of the policy recommendations put forth to deal 
with the impacts of HIV/AIDS on rural, sub‐Saharan African communities has been uncertain – a 
situation that has endangered households attempting to cope with the disease (Jayne 2006; Mather et 
al. 2005). 
5.4.2  Methodological Implications 
  It is important to address the methodological difficulties inherent in assessing the impacts of 
adult mortality, socioeconomic and otherwise.  Most notably, the effects of a death are unlikely to be 
entirely insular to the household, rendering the comparison between mortality affected households and 
an “unaffected baseline” somewhat problematic (Booysen and Arntz 2003; Carter et al. 2007; Jayne 
2006).  As discussed in Chapter 2, the results of empirical studies on the impacts of adult mortality are 
mixed, often with only small differences observed between affected and unaffected households and 
occasionally with findings that are downright counterintuitive – for example, affected households faring 
better than those experiencing no death (Booysen and Arntz 2003; Carter et al. 2007; Jayne 2006). 
  The current project exhibits relatively robust and consistent findings, attributable at least in part 
to the expansive data available at the AHDSS site.  Nonetheless it is probable that the results outlined 
above underestimate the true impacts of adult mortality on household socioeconomic standing at the 
site.  This is the case for the reasons outlined above – as well as the fact that AHDSS households 
impacted by the death of a head are found to dissolve at a significantly higher rate than their 
“unaffected” counterparts and are therefore more likely to be absent from the analyses examining 
socioeconomic change. 
202 
 
 
  The frequency of household dissolution in rural, sub‐Saharan Africa and the fact that it often 
occurs in response to household shocks has important methodological implications for longitudinal 
studies on household wellbeing in this context.  Nearly one‐quarter of AHDSS households dissolved over 
the seven year time span of the current project, suggesting the sample remaining at the end of the study 
period is a somewhat biased version of the initial population.  Indeed, results presented in this chapter 
indicate that more impoverished households and those experiencing mortality shocks, especially the 
death of the household head, are more likely than their less impoverished and shock‐unaffected 
counterparts to dissolve.  As noted above, studies examining the impacts of shocks on rural, sub‐
Saharan African households – including the current work – may therefore underestimate the true 
impacts of the shock due to the fact that the worst affected households are no longer part of the study 
at the end of the project’s time frame.  It must also be acknowledged that studies of this sort are 
omitting what appears to be the most internally vulnerable segment of shock‐unaffected households. 
  Like the analyses outlined in Chapter 4, results in this chapter further highlight the fact that 
different types of deaths and asset holdings are differentially associated with one another.  For example, 
the death of a male household head appears most strongly related to changes in asset ownership, while 
the death of a female head exhibits a stronger relationship with household energy behavior.  This has 
important methodological implications, as it reaffirms the importance of disaggregating both adult 
mortality experience and asset holdings in analyses of this sort, in order to avoid masking important 
associations between these measures. 
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6.1  Introduction 
The sub‐Saharan African HIV/AIDS epidemic has been referred to as a “long‐wave phenomena”, 
expected to arrive in several stages over a span of decades (Gillespie et al. 2003).  First it brings a rise in 
HIV infections, followed by the proliferation of opportunistic infections.  Communities are then faced 
with rising numbers of AIDS cases, characterized by severe immune system complications and an 
associated set of debilitating symptoms, leading to an increase in the incidence of adult mortality in the 
population.  This phase, referred to by some as the “death phase”, is now beginning in South Africa, as 
deaths outstrip new infections (Lemke 2005).  Finally, longer‐term impacts due to the demographic and 
economic effects of these events are felt (Gillespie et al. 2003). 
Several countries are reportedly past the peak of the first wave of the sub‐Saharan African 
epidemic, including Uganda and South Africa.  However, no country is yet near the peak of the mortality 
wave, and the impact wave is only just beginning in many countries (Gillespie et al. 2003) – a situation 
that may require massive interventions in the coming decades.  The questions addressed in this 
dissertation are therefore timely, and results will inform efforts to assist households and communities 
plagued with high levels of adult mortality. 
6.2  Findings of the current project and policy implications 
This project’s first research question asks whether socioeconomic standing predisposes 
households to future adult mortality shocks.  Results indicate impoverishment – in terms of owning 
fewer consumer goods and using traditional fuel sources in lieu of electricity – is associated with a 
204 
 
 
greater likelihood of experiencing an adult death.  These findings speak to the characterization of HIV as 
a “disease of poverty” (Fenton 2004; Freedman and Poku 2005; Mabala 2006) as well as to the literature 
examining associations between health and socioeconomic standing more generally (Braveman et al. 
2010; Fortson 2008; Link et al. 2008; McDonough et al. 1999; Mishra et al. 2007; Rubin et al. 2010; 
Williams and Collins 1995).  Indeed, this project reinforces the frequently observed relationship between 
poverty and ill health, and does so even in the light of the possible association between wealth and a 
greater availability of sexual partners (Baringhausen et al. 2007; Gregson et al. 2001).  Reasons posited 
for the association between impoverishment and greater mortality risk among rural sub‐Saharan 
Africans are outlined extensively in Chapter 2 and include:  a greater propensity to engage in “risky” 
behaviors such as transactional sex, low levels of social power and a resulting inability to negotiate safer 
sexual practices, a short term outlook on life, and a greater biological susceptibility to illness due to 
stress, malnutrition, and inadequate access to medical care (Fenton 2004; Freedman and Poku 2005; 
Hallman 2005; Mabala 2006; Naidoo and Misra 2008; Wojcicki 2005; Wubs et al. 2009; Zungu‐Dirwayi et 
al. 2007). 
Several of these factors – such as the use of transactional sex as a livelihood strategy and the 
inability to enforce safer sexual practices – may affect women more than men.  And indeed, analyses in 
Chapter 4 find the socioeconomic measures examined in this study exhibit stronger associations with 
prime age female than male mortality experience.  In fact, no significant associations are found with 
upcoming male mortality, although the trends observed for men are similar to those for women and in 
some cases are nearly significant.  This indicates impoverishment may be particularly dangerous for 
prime age women at the AHDSS site.  Importantly, however, these findings also suggest household 
wealth is generally protective, not detrimental, for prime age men.  This contradicts the arguments 
outlined in Chapter 2 (Hargreaves et al. 2002; Robinson and Seiber 2008) regarding associations 
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between greater wealth and the greater availability of sexual partners.  The findings of this project 
therefore suggest the prudence of targeting assistance to impoverished households with high numbers 
of prime age female members, although general poverty prevention campaigns addressing prime age 
men as well as women may also prove beneficial in arresting the epidemic. 
As discussed in Chapter 4, however, these results must be interpreted in context.  Most 
importantly, they are valid specifically for adults in the prime age group and may not apply to older men 
and women.  Future research expanding the mortality window past prime age to examine these 
relationships in greater detail would be beneficial –especially considering the fact that men tend to die 
at an older age than women, and considering the presence of old age pensions in South Africa and the 
financial importance of older household members. 
For rural South African women, HIV/AIDS may actually exceed other types of ill health in its 
association with impoverishment.  Holdings of consumer goods, and to a lesser extent electricity use, 
appear more protective against AIDS related than non‐AIDS related mortality shocks, suggesting women 
in households lacking items such as kitchen appliances, recreational appliances (e.g. televisions and DVD 
players), cellular phones and vehicles, and those who rely on traditional fuel sources, may be prone to 
enter sexual situations that increase their likelihood of contracting the disease.  The literature reviewed 
in Chapter 2 highlights transactional sexual relations as one of the most common routes by which this 
may occur.  And indeed, rural South African women who engage in transactional sex have been found to 
exhibit a higher HIV seroprevalence than those who do not (Dunkel et al. 2004). 
However, the inability to negotiate sexual practices likely contributes to these associations as 
well.  Poorer sub‐Saharan African women are more likely to be victims of domestic violence and non‐
partner rape than their less impoverished counterparts and are less able to negotiate the terms of 
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sexual encounters (Brook et al. 2006; Gillespie et al. 2007; Hallman 2005; Uthman et al. 2009) suggesting 
these associations may reflect the lower social status of impoverished women in addition to their 
economic impoverishment.  Increasing gender equality may therefore improve the ability of 
impoverished women to dictate the terms of their sexual relationships, possibly mitigating some of the 
effects of the sub‐Saharan African HIV epidemic.  Campaigns to empower women, particularly those in 
poorer households and with regard to sexual practices may therefore be beneficial in conjunction with 
general poverty reduction strategies. 
The greater risk of death, particularly from AIDS, experienced by women at the AHDSS site is not 
simply a reflection of socioeconomic disadvantage.  Indeed regardless of their socioeconomic status 
women are more likely than men to die from AIDS, even though they have a slightly lower overall 
mortality rate.  Households with a female head are likewise more prone than their male‐headed 
counterparts to experience the AIDS related death of a female household member.  This effect is not 
fully attributable to the number of prime age women in the household or the household’s 
socioeconomic status – although these households are indeed socioeconomically disadvantaged 
compared to their male headed counterparts.  Instead it appears to be occurring through other routes 
as well, possibly including social discrimination.  Evidence for gender discrimination at the AHDSS site is 
found in the stigma female headed household frequently carry for bearing children out of wedlock 
(Kahn et al. 2005), the blame placed on women for the spread of HIV (Hillhorst et al. 2006), and the 
lower assimilation of women into rural South African labor markets (Gregson et al. 2007).  This may 
impact the ability of predominantly female households, especially those with a female head, to access 
social safety nets and may necessitate “risky” behaviors in order to provide for the household’s needs.  
These findings again suggest efforts to improve gender equality will likely prove beneficial in mitigating 
the HIV epidemic, for poorer women as well as their less impoverished counterparts. 
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Although Mozambican households are also disproportionately likely to experience adult deaths, 
both AIDS and non‐AIDS related, compared to those headed by South Africans, this appears to be 
occurring largely through socioeconomic pathways.  This suggests the purposeful targeting of aid to 
Mozambican households may not be necessary; however, anti‐poverty and gender equality campaigns 
directed at the most internally vulnerable households should disproportionately reach Mozambicans as 
they are poorer than their South African counterparts by every socioeconomic measure examined in this 
study.  
Overall, results of this project indicate women at the AHDSS site bear a disproportionate share 
of the burden of the HIV epidemic – a situation likely exacerbated by the fact that women are also 
responsible for the bulk of caregiving necessitated by the disease (Ogunmefun and Schatz 2009) as well 
as bearing the brunt of the blame for spreading HIV (Hillhorst et al. 2006).  This work provides insights 
into ways to arrest the HIV epidemic and reduce its impact on rural South African women – particularly 
through efforts to increase the socioeconomic standing of impoverished households and to improve 
gender equality. 
Results outlined so far have focused solely on holdings of consumer goods and electricity use.  
Somewhat surprisingly, in this project the ownership of livestock does not follow the same trends 
observed for these socioeconomic measures.  Ample research discussed more extensively in Chapter 3 
indicates owning livestock – especially large animals such as cattle and goats – is beneficial for sub‐
Saharan African households, providing sustenance from milk and meat, fertilizer to improve garden 
yields, labor power for agricultural purposes, and serving as a valuable form of savings (Dovie et al. 
2006; Shackleton and Shackleton 2001).  Indeed live cattle sell for nearly $300 in rural Limpopo province 
(Dovie et al. 2006).  Livestock husbandry, particularly for large animals, is not associated with a 
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decreased likelihood of adult mortality experience at the AHDSS site, however.  Engaging in this 
livelihood strategy seems largely neutral in this regard. 
One possible explanation for this lack of significance concerns the distribution of resources in 
rural sub‐Saharan African households.  As outlined above, socioeconomic standing appears 
preferentially protective against prime age female deaths at the AHDSS site.  Livestock husbandry is 
more common among male headed households, however, who are over 30% more likely to engage in 
this strategy than their female headed counterparts.  Likewise, research suggests rural sub‐Saharan 
African women may lack access to agricultural resources, including livestock (Gawaya 2008).  If the 
benefits from these animals accrue mainly to men, this may explain the insignificance of these measures 
in the current project. 
Livestock ownership may also be indicative of a lifestyle that increases susceptibility to adult 
mortality, counterbalancing the benefits these animals provide.  Large livestock are preferentially owned 
by households with older heads, more pensioners, and fewer formally employed members.  This study 
finds income from pensions and formal employment are invested differently at the AHDSS site, possibly 
due to differing priorities among younger and older household members.  As noted by Dovie et al. 
(2006) there is a common perception among young rural South Africans that raising livestock on 
communal lands is not a legitimate form of employment, which may partially account for their low 
investment in this livelihood strategy.  It is therefore possible that engaging in livestock husbandry 
indicates a lack of “modernity”, potentially associated with a greater risk of death for household adults.  
This may be due, for example, to differing opinions toward modern medical care or educational 
attainment.  It is also possible that the livestock measures employed in this project are less 
representative of disposable household income than the measures of consumer goods and electricity 
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use, due to their association with a more traditional lifestyle.   Raising livestock may also be a 
particularly stressful or dangerous livelihood strategy. 
Despite their benefits, therefore, it seems efforts to increase reliance on livestock intensive 
livelihood strategies may not render women less susceptible to HIV – at least not without further 
examination of the pathways by which this livelihood strategy affects mortality risk.  Future research 
examining reasons for this apparent lack of protective effect – including the distribution of livestock 
related goods and decision making power within rural South African households, the general 
characteristics of livestock owning households, and any inherent danger associated with livestock 
husbandry – would be useful in clarifying these associations. 
Overall, these findings speak to the structural determinants of ill health in rural South Africa.  
When vulnerability to diseases such as HIV is patterned across communities based on factors at least 
partly outside individual control (e.g. socioeconomic differentials, gender and ethnic inequality) 
structural forces are contributing to infection rates.  It is important to bring attention to these structural 
dimensions of risk, first, to increase our understanding of the ways in which certain societal groups are 
disproportionately exposed to shocks in rural, sub‐Saharan Africa and in an applied sense to promote 
the implementation of effective mitigation efforts. 
As noted by Hargreaves et al. (2007) there is a need for the wider testing and implementation of 
structural interventions addressing the “upstream” determinants of HIV infection – including 
impoverishment and social inequality.  And indeed, this project suggests inequality – along both gender 
and socioeconomic lines – is contributing to the sub‐Saharan African HIV epidemic.  Interventions 
ignoring the structural dimensions of HIV risk – for example, those uniformly promoting safer sex 
practices, a strategy referred to as Behavior Change Communication (BCC) – may actually exacerbate the 
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epidemic by shifting focus away from the true sources of vulnerability.  Mabala (2006, p. 420) 
disparagingly refers to BCC as “the dominant paradigm of the dominant”, suggesting these efforts 
purposely deemphasize the linkages between factors such as inadequate housing, unemployment, and 
social inequality and compromised health in developing regions, in order to avoid challenging the 
current distribution of resources.  According to Kahn et al. (2005, p. 68) health disparities between 
societal groups are “avoidable, unnecessary, unacceptable, and unjust”.  The work outlined here, which 
brings attention to these “upstream” determinants of HIV infection, including socioeconomic and 
gender inequality, contributes to our ability to address these injustices. 
It is also important to examine the trajectories of households facing adult mortality shocks in 
order to determine which households are most severely impacted in the wake of an adult death.  This is 
especially relevant given the recent increase in adult mortality precipitated by the HIV epidemic as 
countries like South Africa enter what Lemke (2005) refers to as the epidemic’s “death phase”.  Mather 
et al. (2005) suggests interventions to assist those coping with mortality shocks need to be based on 
empirical evidence regarding who is most in need, rather than a homogenous conceptualization of 
“affected” households.  Indeed, a variety of HIV mitigation efforts have been implemented in affected 
regions by community organizations, governments, local and international NGOs, and other grassroots 
groups; however, these have met with limited success, in part because current initiatives are to a large 
extent ad hoc and based on inadequate empirical data (Hallman 2005; Hosegood 2009; Mutangadura 
and Sandkjaer 2009). 
This project indicates AHDSS households experiencing the death of a head are most severely 
disadvantaged in the wake of a mortality shock.  They experience a reduced growth in consumer goods, 
liquidate both large and small livestock, and are more than twice as likely to dissolve over the study 
period as their unaffected counterparts.  This is not surprising, given the importance of the head in this 
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context.  According to Posel (2001) rural South African heads of household are those members with the 
most social power, having “final say” in all household decisions and are often the highest income 
earners as well.  And indeed, studies both within and outside the AHDSS site have found the death of a 
head to be more problematic than that of a non‐head (Hunter et al. 2011; Sartorious et al. 2011; 
Yamano and Jayne 2004).  With regard to asset holdings, households experiencing the death of a male 
head are generally worse affected than those experiencing the death of a female head.  This may reflect 
the greater earning potential and social standing of rural South African males, as well as their greater 
access to social safety nets (Gawaya 2008; Gregson et al. 2007). 
However, adult mortality is associated with changes in household energy behavior as well – and 
these associations suggest one route by which the death of a female head may more severely impact 
households.  Electricity is an expenditure many AHDSS households simply cannot afford (Kahn et al. 
2006); yet, households experiencing a female death, and particularly the death of a head, are likely to 
experience an increase in electricity use compared to their death unaffected counterparts.  Rather than 
providing evidence of socioeconomic hardship, this may suggest households must compensate for 
decreases in other forms of capital following this shock (e.g. human capital in the form of labor 
shortages).  Indeed, rural South African women bear the brunt of responsibility for collecting natural 
resources, including fuelwood (Shackleton and Shackleton 2001).   Interestingly, this effect is stronger 
for deaths from non‐AIDS related causes, possibly reflecting the greater disadvantage experienced by 
AIDS affected households and their subsequent inability to increase expenditures.  It is important to 
recall, however, that electricity use was only examined in this project for households in the least 
impoverished villages at the AHDSS site.  Therefore these associations may not hold for more 
impoverished households across the site, which may likewise be unable to increase expenditures 
following a death. 
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 In terms of socioeconomic impacts, AIDS related mortality is a more severe shock at the AHDSS 
site than deaths due to other causes.  AIDS related deaths exclusively are associated with decreases in 
cattle, and for all other assets these shocks are associated with a greater decline than deaths from other 
causes.  Likewise, the AIDS related death of a household head is more likely to lead to dissolution than 
the death of a head from other causes.  As discussed in detail in Chapter 2, there are a variety of reasons 
why AIDS related deaths may have an especially severe socioeconomic impact on households, including 
the long duration of illness often preceding AIDS related deaths, the extensive caregiving and medical 
treatments required for AIDS patients, the propensity for AIDS to affect working household members, 
and the stigma and resulting social isolation associated with the disease (Gregson et al. 2007; Hillhorst 
et al. 2006; Ngalula 2002; Tekola et al. 2008).  The rapidity with which dissolution occurs at the AHDSS 
site – generally within two years of the death – and the fact that it is not contingent on initial household 
asset holdings may support the presence of social as well as economic factors leading to the dissolution 
of AIDS affected households, however.  Indeed, individuals in these households may also be prone to 
migrate to escape association with an AIDS affected household. 
Importantly, this project supports the presence of a “vicious cycle” between adult mortality, 
particularly AIDS‐related, and household impoverishment (de Waal and Whiteside 2003).  Results 
presented in Chapter 4 indicate impoverishment predisposes households to experiencing an adult 
death; and as detailed in Chapter 5, death‐affected households, especially those experiencing AIDS 
related mortality, are likely to experience subsequent socioeconomic declines.  This speaks to the 
urgency of developing interventions capable of assisting rural South African households facing this 
“dangerous downward spiral” (de Waal and Whiteside 2003, p. 1236). 
In sum, results of this project indicate impoverishment – particularly in terms of consumer 
goods and electricity use – places households at a heightened risk of experiencing adult mortality 
213 
 
 
shocks.  This work therefore supports the assertions of Thabo Mbeki at the 13th International AIDS 
Conference as well as Lydia Fenton (2004) in her often‐cited Lancet article, and suggests the utility of 
poverty prevention campaigns not only to create a more just society, but also to arrest the burgeoning 
Southern African HIV/AIDS epidemic.  Likewise, they contribute to the current debate on socioeconomic 
vulnerability to HIV/AIDS, providing support for the characterization of HIV as a “disease of poverty” – 
due not only to its propensity to target more impoverished households, but also its association with 
subsequent socioeconomic declines. 
This work speaks to the utility of Robert Chambers’ (1989) distinction between internal and 
external vulnerability in developing contexts as well.  The most internally vulnerable households at the 
AHDSS site are not in fact the most vulnerable to an adult death – even though more impoverished 
households of a given size and dependency ratio are more externally vulnerable than their less 
impoverished but comparably composed counterparts.  This highlights the fact that these two types of 
vulnerability are not synonymous and should be treated as distinct concepts.  Indeed, targeting of 
prevention campaigns to the most impoverished households, while likely beneficial from a purely 
socioeconomic standpoint is unlikely to reach those most at risk of experiencing an adult death.  These 
findings are supported by Paumgarten and Shackleton (2011) who similarly find wealthier rural South 
African households are more likely to experience a variety of shocks, including household member 
illnesses and deaths, job losses, livestock deaths, and crop shortfalls. 
This project also speaks to the prevalence of erosive and non‐erosive coping at the AHDSS site.  
Households are reluctant to liquidate consumer assets in response to mortality shocks, evidenced by the 
overall increase in ownership of these items over the study period regardless of mortality experience – a 
finding that is supported by the work of several researchers (Collins & Leibbrandt 2007; Cross 2001; de 
Waal 2007; Swaans et al. 2008).  Importantly, this suggests consumer goods, while desirable, may not be 
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terribly useful in coping with these shocks, either because they provide little benefit in terms of use or 
resale or because households are simply hesitant to sell them. 
The depletion of livestock is, however, evidenced among death‐impacted households – 
particularly those experiencing the AIDS related death of a household head.  Erosive coping may 
endanger household viability, suggesting households experiencing this type of shock may be in 
particular need following the death.  The prevalence of this erosive strategy also suggests livestock, 
especially large livestock such as cattle and goats, may serve as buffers in times of hardship.  This is likely 
due to their high resale and use values, outlined in Chapter 3 (Dovie et al. 2006).  Interestingly, evidence 
of non‐erosive coping is found among households experiencing the death of a female head, as these 
households shift to less labor intensive energy sources.  The fact that this coping strategy is not seen 
among AIDS affected households, however, may highlight the more severe impacts of AIDS deaths and 
the lessened ability of households faced with this shock to pursue non‐erosive strategies. 
6.3  Implications of the SL framework and future research 
This project provides valuable information regarding which households are most vulnerable to 
the shock of an adult death, and which are most impacted in the wake of mortality shocks, and 
therefore provides insights into the appropriate target populations for interventions aiming to arrest the 
HIV epidemic in locations such as the AHDSS site– namely, impoverished households (especially those 
with several prime age adult members) and those experiencing the death of heads of household, 
particularly from AIDS.  Likewise, it suggests the need to target prime age women and Mozambicans, as 
they exhibit a greater vulnerability to adult mortality shocks, particularly due to AIDS.  And it emphasizes 
that disadvantage experienced by these groups is not solely socioeconomic in cause but is likely due to 
social inequality as well.  In order to provide more specific policy recommendations, however, a more 
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nuanced depiction of the associations between household socioeconomic standing and adult mortality 
shocks is necessary. 
At the heart of the Sustainable Livelihoods (SL) framework is the recognition that each type of 
livelihood asset does not exist in a vacuum; instead, it is intricately linked to holdings of other assets, 
and to the livelihood strategies and outcomes pursued by household members.  These are in a constant 
state of flux, as households adapt in the face of shocks such as prime age adult deaths and as they 
respond to institutional and community‐wide trends.  According to Scoones (1998) the SL framework 
therefore suggests several “entry points” for interventions aiming to assist households in rural, 
developing settings – in this project, by drawing attention to the myriad ways household socioeconomic 
standing may affect and be affected by other asset holdings and livelihood strategies. 
Figures 6.1 and 6.2 present this project’s main findings in the context of the conceptual 
framework presented in Chapter 1.  These figures present several plausible explanations for the 
associations uncovered in Chapters 4 and 5.  The range of livelihood assets, strategies, and outcomes 
relevant to rural South African households is immense, and these figures are therefore not exhaustive.  
However, the assets, strategies, and outcomes depicted below are those the literature reviewed in 
Chapter 2 suggests may be particularly relevant to this discussion. 
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productivity, and an inability to rely on social safety nets (Chhagan et al. 2007; Collins and Leibbrandt 
2007; Cross 2001; de Waal and Whiteside 2003; Dorward et al. 2006; Gregson et al. 2007; Hilhorst et al. 
2006; Hosegood et al. 2007; Kgathi et al. 2007; Knodel et al. 2007; Piot et al. 2002).  These effects may 
relate to the loss of an income earner, particularly for male heads of household, while for female deaths 
they may provide evidence of household labor shortages.  AIDS related deaths appear particularly 
severe in terms of socioeconomic impacts, possibly owning to the greater financial outlay associated 
with the disease or the negative impacts of HIV on social capital (Gregson et al. 2007; Hillhorst et al. 
2006; Ngalula 2002; Tekola et al. 2008).  Again, however, this is not an exhaustive list of plausible 
pathways. 
The difficult task is therefore deciding which entry point is most appropriate for delivering 
assistance to rural South African households coping with the HIV/AIDS epidemic.  A greater 
understanding of the trajectories of other livelihood assets over the study period and the range of 
livelihood strategies available to each household, including those that are highly externally and 
internally vulnerable, would help inform these decisions. 
Future research should therefore examine pathways by which greater consumer goods holdings 
and electricity use are associated with a decreased likelihood of experiencing an adult death at the 
AHDSS site.  Indeed, it is unlikely – albeit possible – that the provision of cell phones and DVD players, 
found in this study to be associated with lower external vulnerability, would address the roots of the 
problems faced by impoverished households.  Likewise, studies should assess which of the household’s 
livelihood assets, and the livelihood strategies available to household members, are most subject to 
deficiencies that lead to the erosive coping strategy of selling assets, particularly livestock, in the wake 
of a mortality shock.  And for non‐livestock owning households as well, it is important to understand the 
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mechanisms by which these shocks lead to financial hardship, evidenced by the slowed growth in 
consumer goods for affected households. 
This will require examining natural, social, and human capital both prior to and following adult 
mortality shocks – for example, household labor shortages (agricultural and otherwise), educational 
attainment, access to social safety nets, migration and other employment strategies, use of the natural 
environment, and food security – as well as the extent to which household SES impacts, and is impacted 
by, these relationships.  Work at the AHDSS site has begun to examine some of these issues, including 
associations between migration, food security, and use of the natural environment and adult mortality 
shocks (Collinson et al. 2009; Collinson et al. 2006; Hunter et al. 2007; Kahn et al. 2005; Twine and 
Hunter 2008; Twine and Hunter 2009; Twine et. al 2003).  The ability to characterize these relationships 
will increase in coming years, as topical modules such as the food security module are re‐run, expanding 
the ability to assess these asset holdings and livelihood strategies over time and in conjunction with 
measures of household SES.  Case studies examining in more detail the impacts of and precursors to 
adult mortality experience will also be useful to better elucidate the pathways by which these 
associations are occurring. 
Of course, it is important to study the above‐mentioned relationships outside the AHDSS site as 
well.  More research is especially needed in other developing regions, as a majority of the work 
examining associations between socioeconomic standing and health outcomes is undertaken in 
developed areas (Mishra et al. 2007).  HIV prevalence varies substantially across sub‐Saharan Africa as 
well as within South Africa, with the highest rates found in southern and the lowest in western Africa 
(Heimer 2007).  Within South Africa, KwaZulu‐Natal and Mpumalanga provinces are the most affected 
regions, the former encompassing Durban and the latter a largely rural province including the AHDSS 
site, while the lowest rates are found in the Northern and Western Cape (SADH 2009).  Infection rates 
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vary dramatically over quite short distances within provinces as well, suggesting there is substantial 
geographic variation in the factors contributing to infection and warranting caution in extrapolating 
results from any particular site to diverse locations across the country or the continent (Ngwira et al, 
2002). 
Likewise, research outside the AHDSS site is important in light of associations observed between 
high levels of community inequality and socioeconomic predisposition to adult mortality, particularly for 
impoverished women, as discussed in Chapter 4 (Gillespie et al. 2007; Mabala 2006).  Repetition of the 
current project in locations characterized by greater socioeconomic inequality would shed light on 
whether poor women are even more susceptible to HIV than their less impoverished counterparts when 
they reside in close proximity to relatively wealthy men.  Indeed it is possible that these relationships 
are not observed at the AHDSS site partly because this project examines socioeconomic differences 
among a relatively impoverished population.  The influence of South African government pensions and 
grants on these associations is also important to consider. 
Although the focus of this project is the household, the SL framework also places households in 
the context of wider community, institutional, national, and even international trends and policies, all of 
which can be expected to affect the relationships examined here.  For example, social epidemiological 
work points to the importance of community‐level risk factors for ill health including cultural practices 
such as sexual and marital norms, and the availability of medical care, public transportation, and local 
employment (Hargreaves et al 2002; Harling et al. 2008).  Future research examining the extent to which 
these factors impact the relationships examined here would be useful, as would an analysis of the 
prevalence and impacts of social support networks on household wellbeing.  Indeed, literature outlined 
in Chapter 2 suggests these networks may “blur the lines” between affected and unaffected households, 
rendering community‐wide impacts especially important. 
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Several authors also suggest the South African HIV epidemic is a symptom of structural violence 
with both longstanding and contemporary roots including colonialism, apartheid, and neo‐liberal 
political policies (Hunter 2007; Horwitz 2001; Kahn et al. 2005; Sawers and Stillwagon 2010).  Indeed, 
between 1990 and 2009, HIV seroprevalence in South Africa climbed from less than 1% to over 30% 
(SADH 2009).  Several authors contend colonialism and apartheid set the scene for this rapid increase in 
infection by creating very strong income, living standard, and health disparities within the country (Kahn 
et al. 2005) and promoting both internal and international circular male‐migration (Horwitz 2001; 
Hunter 2007; Sawers and Stillwagon 2010).  Even before the National Party enforced strict residential 
segregation in South Africa in 1948, cross‐border and internal labor migration supplied the country’s 
mines and factories.  And research dating back to the 1940s suggests this practice propels the 
transmission of tuberculosis and sexually transmitted infections – more recently, including HIV – among 
black South Africans either denied residence where they work or forced to work far from home (Horwitz 
2001).  The post‐apartheid government’s adoption of broadly neo‐liberal policies, including the Growth, 
Employment, and Redistribution strategy (GEAR) may have contributed to the spread of HIV as well – 
according to Hunter (2007) resulting in greater unemployment and social inequalities and leaving some 
groups, especially poor women, extremely vulnerable. 
Future work should therefore examine broader institutional forces, both current and historic, 
that affect the livelihood strategies and assets available to rural South African households as well.  For 
example, it would be useful to examine the extent to which government policies, including those 
promoting market liberalization and privatization of government enterprise, affect rural wellbeing.  The 
provision of government grants is also of particular importance.  As evidenced in this project, pension 
receipt increased greatly at the AHDSS site between 2000 and 2004, likely due in part to the passage of 
two recent amendments allowing Mozambicans to apply for permanent residence; and the provision of 
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disability grants, particularly for HIV positive individuals, is likely to substantially affect rural South 
African households as well.  Research may also examine the impacts of the Treatment Action Campaign 
(TAC), which, although only partially implemented (Hunter 2007) requires the South African government 
to provide its citizens access to antiretroviral drugs. 
6.4  Conclusion 
Links between household socioeconomic status and vulnerability to HIV are incredibly complex – 
operating on many levels (e.g. individual, household, community, national, and likely international as 
well), through several pathways, and at various stages in the life course.  Gillespie et al. (2007, pg. 12) 
assert these associations are “too complex for a single explanation.”  And indeed this is likely the case.  
The literature reviewed for this project suggests there is no magic bullet to neatly address the issues 
examined here, nor an intervention likely to promote sustainable livelihoods for all households at the 
AHDSS site, much less for all households in similar situations across sub‐Saharan Africa.  There is truth in 
the viewpoint of a rural Tanzanian woman: “The entire village is in mourning, but every household is 
mourning in its own way (Lundberg et al. 2000, pg. 1).” 
However, the accumulation of studies like the current project, which has been especially 
pronounced since the turn of the century, contributes to solving this complex puzzle.  Each broadens our 
understanding of these complicated issues and improves the likelihood that policies and interventions 
will be implemented in regions highly impacted by HIV that will approach the “sustainable livelihoods” 
benchmark.  According to several researchers, development work in sub‐Saharan Africa, regardless of its 
specific focus, needs to incorporate HIV in order to shed light on the multiple and varied ways the 
epidemic is affecting and being affected by other aspects of household livelihoods (Gillespie et al. 2003; 
Lowenson et al. 2007; White and Robinson 2000).  White and Robinson (2000) refer to this as 
“mainstreaming” HIV/AIDS, and similarly, Loevinsohn and Gillespie (2003, p. 38) promote the use of an 
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“HIV lens” to avoid the “new problem, new program” solution to development issues, all of which are in 
some way either precipitated or exacerbated by HIV/AIDS. 
The current project sheds light on important structural determinants of HIV risk at the AHDSS 
site – namely, impoverishment and gender inequality – and provides insights into the ways adult 
mortality shocks affect household socioeconomic standing.  It also highlights the disproportionately 
severe impacts AIDS related deaths appear to have on rural South African households, especially when 
the deceased was a head of household.  Understanding and assisting rural sub‐Saharan African 
households coping with the HIV epidemic is not a simple undertaking, and it will likely entail a multi‐
sectoral approach, with households adapting livelihood strategies to reduce risk, policy makers adjusting 
development priorities in the face of the epidemic, and the implementation of interventions addressing 
large‐scale structural issues like those identified in this project.  It is important, however, not to become 
disheartened by the enormity of the task that lay ahead. 
Leaders both within and outside sub‐Saharan Africa have referred to the HIV epidemic as a 
“crisis” and “disaster” for decades, yet according to several researchers, the epidemic is often not 
treated as such (Baylies 2002; Gillespie 2007; Mabala 2006).  For example, international NGOs 
frequently promote programs that make no allowances for the impacts of AIDS, even in areas of high 
prevalence (Gillespie et al. 2007; Mabala 2006); and some argue organizations such as the United 
Nations Development Programme and the World Food Programme were unreasonably slow in 
designating AIDS as a key priority (Baylies 2002; Gillespie et al. 2007).  These authors suggest powerful 
groups, while inclined to discuss HIV’s impacts on impoverished sub‐Saharan African communities, are 
often reluctant, unmotivated, or simply unable to promote substantial changes – especially large scale 
structural changes like those promoted here.  Gillespie et al. (2003) likewise warn researchers to avoid 
“straitjacketing” themselves with the goal of achieving sustainable livelihoods, thereby inhibiting the 
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promotion of promising interventions and policy changes in developing areas that are likely to fall short 
of this benchmark.  The current project provides valuable information on socioeconomic vulnerability to 
adult mortality shocks, particularly AIDS related, and its findings can, and should, contribute to the 
development of interventions to assist rural South Africans in the midst of the HIV epidemic’s impact 
wave. 
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A1   Outcome measures at the village level 
Table A1.1 summarizes adult mortality and socioeconomic variables at the village level. 
Table A1.1  Summary of Adult Mortality and Asset Indexes, 
Village Averages 
Variable                
Death (1/02 – 7/07)  Obs  Mean Std. Dev. Min  Max
Adult death  21  0.148 0.027 0.093  0.201
AIDS death  21  0.067 0.016 0.034  0.091
Consumer goods  Obs  Mean Std. Dev. Min  Max
2001  21  1.696 0.587 0.379  2.512
2003  21  1.898 0.683 0.556  2.701
2005  21  2.489 0.652 0.842  3.201
2007  21  3.145 0.739 1.089  3.730
Cattle  Obs  Mean Std. Dev. Min  Max
2001  21  0.228 0.157 0.000  0.534
2003  21  0.187 0.132 0.000  0.457
2005  21  0.193 0.132 0.006  0.475
2007  21  0.200 0.139 0.000  0.448
Goats  Obs  Mean Std. Dev. Min  Max
2001  21  0.178 0.074 0.000  0.378
2003  21  0.173 0.078 0.004  0.402
2005  21  0.176 0.085 0.013  0.407
2007  21  0.164 0.086 0.000  0.381
Poultry  Obs  Mean Std. Dev. Min  Max
2001  21  0.824 0.198 0.103  1.090
2003  21  0.668 0.144 0.145  0.803
2005  21  0.490 0.199 0.059  0.902
2007  21  0.514 0.160 0.057  0.736
Electric  Obs  Mean Std. Dev. Min  Max
2001  21  0.642 0.515 0.000  1.157
2003  21  0.793 0.512 0.000  1.254
2005  21  1.016 0.364 0.012  1.611
2007  21  1.148 0.407 0.018  1.826
 
The village that experienced the highest proportion of deaths over the five and a half year 
period shown in Table A1.1 has over twice the death rate of the least affected village (0.201, compared 
to 0.093).  The disparity across villages for AIDS‐related deaths is even greater, with, at a minimum, 3.4% 
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of households experiencing this shock, and a maximum nearly threefold higher at 9.1%.  Interestingly, 
however, only four of the twenty‐one villages exhibit a mortality rate that is significantly different from 
that of the overall site. 
  Likewise, correlations between both adult mortality and AIDS‐related mortality over this time 
frame and all asset indexes at the village level are not significant at the 0.05 level.  This suggests the 
variation in death rates by village is predominantly not attributable to village‐level SES.  Coefficients for 
these correlations are positive for non‐AIDS related mortality, and in most cases are negative for AIDS‐
related mortality. 
  The distribution of the consumer goods index across AHDSS site villages is slightly left‐skewed in 
all years, with some villages exhibiting average values far below the site average.  In fact, no villages 
have an average score that is twice the site average at any point in the study period, while several have 
an average score less than half the site average – and often this level of disadvantage persists over 
several years. 
  The distribution of livestock ownership at the village level is characterized by many villages at or 
near the site average, with a handful exhibiting exceptionally high or low values.  The minimum values 
displayed in Table A1.1 show that in all years, and for all types of livestock besides poultry, there is at 
least one village with no animal ownership.  One village in particular stands out as exceptionally devoid 
of livestock, with zero households reporting animal ownership in nearly all years.  However, several 
other villages report very low livestock ownership as well, with only a handful of households (typically 
less than five) responding affirmatively over the study period. 
  Examining the distribution of electricity use across villages is interesting, as village electrification 
can be observed over time.  Several villages move from zero electricity use to near the site average over 
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the two‐year period between two asset modules, presumably when that village was put “on the grid”.  
As the minimums in Table A1.1 indicate, however, some villages still report very low electricity use even 
at the end of the study period in 2007. 
  Similar to the household level SES indexes discussed earlier, the village averages suggest a 
general increase in standards of living between 2001 and 2007 at the AHDSS site, with increasing 
ownership of consumer goods and large improvements in power access.  The ownership of both cattle 
and goats decreased between 2001 and 2007, but cattle ownership increased again toward the end of 
this time period, albeit only marginally.  Poultry is the only asset measured that declines consistently 
between 2001 and 2007. 
A2 Statistical methods 
A2.1   Logistic regression 
Logistic regression allows for the prediction of categorical response variables by both categorical 
and continuous explanatory variables.  Logistic regression analyses are employed in the current project 
to assess the relationship between various predictors and household experience of a prime‐age adult 
death.  In logistic regression, the relationship between the outcome variable and each predictor is 
assumed to be S‐shaped – that is, the relationship is linear in the middle, but non‐linear at the ends, 
with the strength of the relationship differing across values of the predictor variables.  The expected 
increase in the outcome for each unit increase in a predictor is not constant, therefore, but instead 
varies based on the value of the predictor, with a weaker predictive relationship modeled for the “tails” 
of the distribution than for the center (Osborne 2008). 
The equation for a logistic regression with “k” predictor variables is: 
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ݕ = exp(α + βଵݔଵ + ⋯ + β௞ݔ௞)1 + exp(α + βଵݔଵ + ⋯ + β௞ݔ௞) + ݁ 
Where “y” is the response variable, the “x” variables represent the predictors, the “β’s” are the 
coefficients associated with each predictor, “α” is the constant, and “e” is the error term.  If the error 
term is excluded, the resulting equation produces the predicted probability that y=1, “p”, for a given set 
of “x” variables: 
ݕො = ݌ = exp(ܽ + ܾଵݔଵ + ⋯ + ܾ௞ݔ௞)1 + exp(ܽ + ܾଵݔଵ + ⋯ + ܾ௞ݔ௞) 
 
The equation above can be rearranged so the left side of the equation represents the odds that 
y=1 (as opposed to y=0) – that is, the ratio of the probabilities that y=1 and y=0: 
odds = ݌1 − ݌ = exp(ܽ) × exp(ܾଵݔଵ) × ⋯ × exp(ܾ௞ݔ௞) 
A one unit change in “x”, while holding all other predictors constant, multiplies the predicted 
outcome by exp(b).  Therefore, the change in odds created by a one‐unit increase in x (represented 
below by odds2) is: 
oddsଶ = exp(ܾ) × oddsଵ 
In the current analyses, logistic regression results are presented as odds ratios.  The ratio of 
odds2 to odds1 is an “odds ratio”, reflecting the relative odds of experiencing the outcome y=1 for a 
predictor value of (x+1), as opposed to x.  This is shown below. 
OR෢ = oddsଶoddsଵ = exp(ܾ) 
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An odds ratio greater than one indicates the outcome of y=1 is (100(OR‐1))% more likely for the 
group in the numerator than it is for the group in the denominator.  An odds ratio less than one 
indicates the outcome of y=1 is (‐100(OR‐1))% less likely for the group in the numerator, compared to 
the group in the denominator. 
For categorical predictor variables, the OR therefore represents the relative odds of 
experiencing the outcome of y=1 for the group where x=1 as opposed to the group where x=0.  For 
continuous predictor variables, the OR represents the increase or decrease in the odds of experiencing 
the outcome of y=1 associated with a one unit increase in x.  
In order to estimate the parameters in a logistic regression, a “maximum likelihood” algorithm is 
used, which compares predicted scores, p, and observed probabilities, y, using a log‐likelihood (LL) 
function: 
LL = ෍ሾ(ݕ௜) ln(݌௜) + (1 − ݕ௜) ln(1 − ݌௜)ሿ
௡
௜ୀଵ
 
 
The coefficients – a, b1 … bk in the estimation model above – are found through an iterative 
procedure that converges on a best‐fitting solution – that is, one that maximizes the log‐likelihood 
function. 
In order to determine whether a relationship exists between the predictor variables and the 
outcome, this project employs likelihood ratio tests.  To conduct this test, D0 is computed, which is ‐2 
times the log likelihood of an intercept‐only model.  DM is computed as ‐2 times the log likelihood of the 
full model, including all predictor variables.  The difference between D0 and DM is the likelihood ratio 
statistic, and it follows a chi‐square distribution with degrees of freedom equal to the number of 
253 
 
 
predictor variables.  The likelihood ratio test therefore tests whether the full model improves on the 
intercept‐only model. 
In order to test specific sets of predictor variables, likelihood ratio tests are conducted on nested 
models.  For example, to test whether socioeconomic status significantly contributes to the models 
predicting adult mortality, ‐2 times the log likelihood of the model excluding SES predictors is subtracted 
from ‐2 times the log likelihood of the model including SES predictors, and the resulting value is assessed 
using a chi‐square distribution with degrees of freedom equal to the number of SES predictors included 
in the model. 
To assess whether each individual OR is significantly different from zero, a z‐test is conducted.  
The z‐statistic is calculated by dividing the coefficient for that predictor variable (note this is the 
coefficient, not the odds ratio), by its standard error. 
Assumptions of logistic regression models include the independence of observations, error‐free 
predictor measurement, the inclusion of all relevant predictors in the equation, and that the errors are 
distributed as a logistic function (Osborne 2008). 
A2.2   Multinomial logistic regression 
Logistic regression, described above, allows for dichotomous categorical response variables.  
This method is used to model the presence or absence of prime age adult mortality in the current 
project.  However, in several analyses, mortality experience is disaggregated by the gender, household 
position, and cause of death of the deceased, producing a categorical outcome with several possible 
values.  Multinomial logistic regression is employed for analyses of this sort.  In multinomial logistic 
regression, a set of binary logistic regression models is fit simultaneously to all pairs of response 
categories (Osborne 2008). 
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  A “reference” response category is set, against which the odds of experiencing y=i are 
determined for each predictor variable.  For the mortality analyses in the current project, “no death” is 
always set as the reference category.  Odds ratios are then reported for each predictor variable, 
representing the increase or decrease in the likelihood of experiencing a certain type of death (e.g. 
female mortality), as opposed to experiencing no death, for a one‐unit increase in the predictor variable. 
  The interpretation of the odds ratios produced in multinomial logistic regression is the same as 
described for binary logistic regression, and therefore further description is not given here.  In 
multinomial logistic regression, however, the number of parameters to interpret is much larger, because 
OR’s are reported for each predictor variable/outcome combination. 
  The likelihood ratio test, described above, is used to assess whether a relationship exists 
between the predictor variables and the outcomes – or, in other words, whether the full model is 
preferable to the intercept‐only model.  This test is also employed to test specific sets of predictor 
variables in nested models – for example, whether the inclusion of socioeconomic status variables 
significantly improves the overall model.  A z‐test is again employed to assess whether each individual 
OR is significantly different from zero. 
  One problem that may be encountered in multinomial logistic regression is the “separation” of 
data points.  This occurs when there is no overlap between two or more response categories for some 
pattern of values for the explanatory variables – in other words, for one or more of the response 
categories, the model performs perfectly.  In this case, the model is too complex for the data, and, as 
noted by Osborne (2008), the solution is to either acquire more data, or simplify the model.  Additional 
data are not available for the current project, so any problems with separation are dealt with by 
simplifying models. 
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  Assumptions of multinomial logistic regression include a relatively low level of multicollinearity – 
that is, the predictor variables are not highly correlated with one another.  And importantly, the 
independence of irrelevant alternatives assumption requires that the odds of selecting one response 
category over another do not depend on other alternatives that are not included in the analyses 
(Osborne 2008).  This assumption may be violated when, for example, adding or deleting a candidate 
from a political race would affect the relative odds between the remaining candidates.  In the current 
analyses examining adult mortality outcomes, however, this is unlikely to be a problem. 
A2.3   Ordinary least squares (OLS) regression 
A brief overview of OLS regression is warranted, as this forms the basis for the change score 
analyses that are run in Chapter 5. 
In OLS regression, an equation is derived from a series of “k” predictors (x variables) to explain 
variation in a continuous response variable, y.  The equation includes a constant, “α”, coefficients for 
each of the predictor variables, “β’s”, and an error term, “e”: 
ݕ = α + βଵݔଵ + ⋯ + β௞ݔ௞ + ݁ 
When the error term is removed, the equation produces a predicted value of y, y ̂, for given 
values of x: 
ݕො = ܽ + ܾଵݔଵ + ⋯ + ܾ௞ݔ௞  
The intercept, a, is the predicted value for the outcome when all explanatory variables are set to 
zero.  The slopes, “b’s”, reflect the expected change in the outcome for a one‐unit increase in x, while 
holding all other predictors constant.  For dichotomous explanatory variables, the slopes represent the 
expected change in the value of y for x=1, as opposed to x=0. 
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The coefficients in OLS regression are derived so the sum of the squared deviations of the true y 
values from the predicted y’s is minimized – hence the name ordinary least squares.  In mathematical 
terms, the sum of the squared deviations is represented as follows: 
෍൫ݕ௝ − ݕො௝൯ଶ
௡
௝ୀଵ
 
In order to assess the extent to which the full regression model is preferable to an intercept‐only 
model, an R‐squared statistic is calculated: 
Rଶ = ∑ ൫ݕො௝ − ݕത൯
ଶ௡௝ୀଵ
∑ ൫ݕ௝ − ݕത൯ଶ௡௝ୀଵ
= 1 − ቌ∑ ൫ݕ௝ − ݕො൯
ଶ௡௝ୀଵ
∑ ൫ݕ௝ − ݕത൯ଶ௡௝ୀଵ
ቍ 
This statistic finds the ratio of the sum of the squared errors for the full model to the intercept‐
only model – in other words, the proportion of the variance retained in the full model as a fraction of 
the variance in the intercept‐only model – and then subtracts this term from one, to leave the 
proportion of the variance accounted for by the regression equation.  This value varies from zero to one, 
with a higher R‐squared indicating a better fitting model. 
R‐squared necessarily increases with the addition of more predictor variables to a model.  
Therefore an adjusted R‐squared is calculated that accounts for the number of predictor variables (k) 
and overall sample size (n) in the analysis: 
Rഥଶ = ൬Rଶ − ݇݊ − 1൰ ൬
݊ − 1
݊ − ݇ − 1൰ 
In order to test whether the joint effects of all predictor variables on the response variable is 
equal to zero, an F‐test is calculated, with “k” numerator degrees of freedom and “n‐k‐1” denominator 
degrees of freedom: 
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F = R
ଶ ݇⁄
(1 − Rଶ) (݊ − ݇ − 1)⁄  
 
To test whether the joint effects of several of the independent variables is equal to zero – in 
other words, whether the full model does a better job of predicting the outcome than a smaller, nested 
model – a similar F‐test is conducted.  In this case, the F‐statistic is calculated as: 
F = (R
ଶ − R௠ଶ ) ݎ⁄
(1 − Rଶ) (݊ − ݇ − ݎ − 1)⁄  
R௠ଶ  is the R‐squared value for the smaller, nested model.  The term “r” represents the number 
of variables deleted from the full model in the nested model, “n” is the sample size, and “k” is the 
number of variables in the full model.  There are “r” numerator degrees of freedom and (n‐k‐r‐1) 
degrees of freedom in the denominator. 
To determine the individual effects of each regression coefficient, a t‐statistic is calculated as 
the coefficient divided by its standard error.  A p‐value is obtained for this test statistic, using n‐1 
degrees of freedom. 
Assumptions of OLS regression include the following:  the parameters reflect a linear 
relationship between the outcome and explanatory variables, strong multicollinearity does not exist 
between the predictor variables, variables are measured without error, the variance in the error term is 
constant across levels of each predictor variable (referred to as homoscedasticity), the error terms have 
a mean of zero and are not correlated with the predictor variables, and the outcome is a random 
variable (Berry 1985). 
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A2.4   Change score analysis 
Models in Chapter 5, which assess the relationship between adult mortality experience and 
changes in household socioeconomic status, employ change score analysis.  This is a type of OLS 
regression in which the outcome variable is a change score, calculated as the difference in the outcome 
between two time points, t1 and t2.  The outcome of interest in these analyses is change in household 
socioeconomic status. 
A dummy variable is included to reflect membership in the treatment group – in the current 
project, those households that experienced the death of a prime age adult between times 1 and 2 
(denoted as “m” below).  In some analyses, adult mortality experience will be represented by several 
dummy variables, disaggregating deaths according to the gender, household position, and cause of 
death of the deceased. 
Various other predictor variables are then added to the regression.  Those that are assumed to 
be static over time (for example, the nationality of the household head), as well as those for which I 
have only one measurement, are included as baseline values only (at t1).  Both baseline scores (at t1) and 
change scores (Δt1t2) are included for all predictor variables that are expected to vary over time, and for 
which I have data and both t1 and t2 (e.g. household size).   A household’s baseline SES is included as a 
predictor as well (denoted as “y” below), in order to control for regression to the mean.  The OLS 
regression equation presented above, modified accordingly for change score analysis, is therefore: 
∆ݕ෢ = ܽ + ܾ௠݉ + ܾ௬ݕ + ܾଵ ݔଵ + ܿଵ∆ݔଵ + ⋯ + ܾ௞ ݔ௞  + ܿ௞∆ݔ௞ 
Note that the constant, a, in this regression represents the average change between times 1 and 
2 for the control group, while the coefficient for the treatment dummy variable (bm) represents the 
difference in the average change between the two groups. 
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By examining change in the outcome variable, not simply the value of the outcome at one time 
point, across both treatment and control groups, change analyses remove two important sources of 
error that plague cross‐sectional studies on this topic, as well as those that do not contain a control 
group.  First, they decrease the influence of baseline outcome values on findings of difference between 
the treatment and control groups.  For example, a cross‐sectional analysis may find that treatment 
households at time 2 have a lower SES than control households at time 2.  However, it is unclear from 
these findings whether treatment households were harmed by experiencing a death, or whether they 
simply had fewer resources at time 1.  By predicting the change in SES between times 1 and 2, change 
score analysis examines the extent to which treatment households experienced a decline (or increase), 
relative to their unaffected counterparts, removing some of this potential error.  Note that it is still 
important to include the baseline outcome in these analyses, however, to account for regression to the 
mean. 
  Second, the inclusion of a control group in these analyses limits the error introduced into the 
model by outside forces acting on the households between times 1 and 2.  For example, an analysis 
comparing treatment households at times 1 (pre‐death) and 2 (post‐death) may find that households at 
time 2 are worse off, socioeconomically, than they were at time 1.  However, it is unclear whether this is 
related to the experience of an adult death.  Including control households, which are measured over the 
same two time points, however, decreases the extent to which this error influences the analyses.  
Presumably, these control households are exposed to the same external influences over the study 
period as the treatment households. 
  The R‐squared, F‐test, and t‐test statistics outlined above are employed in the change score 
analyses, to examine, respectively:  the extent to which the full model is preferable to the intercept‐only 
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model, the extent to which groups of variables (e.g. mortality variables) contribute to the model’s 
predictive ability, and the significance of individual predictors. 
  In addition to the assumptions outlined above for OLS regression, change score analysis assumes 
that the difference between the expected outcomes for the treatment and control group would be 
constant over time, absent any treatment  (Winship and Sobel 2004).  However, the authors note that it 
is often difficult to determine whether this assumption is met, because doing so requires sufficient 
outcome measurements to examine the change in the difference between these two groups over a 
period of time, absent treatment.
 
 
Tables A3.1 – A3.5  Household characteristics July 1, 2001 predicting baseline (2001) SES 
Table A3.1:  Consumer goods     Table A3.2:  Cattle    Table A3.3:  Goats
   b  P  sig.     b  p  sig.     b  p  sig. 
Number PA women 7/01  0.109  0.000  ***  Number PA women 7/01  0.007  0.393     Number PA women 7/01  0.005  0.425    
Number PA men 7/01  0.040  0.003  ***  Number PA men 7/01  0.045  0.000  ***  Number PA men 7/01  0.035  0.000  *** 
Number dependents 7/01  ‐0.005  0.591     Number dependents 7/01  0.016  0.000  ***  Number dependents 7/01  0.033  0.000  *** 
Female head 7/01  ‐0.454  0.000  ***  Female head 7/01  ‐0.199  0.000  ***  Female head 7/01  ‐0.069  0.000  *** 
South African head 7/01  0.926  0.000  ***  South African head 7/01  0.348  0.000  ***  South African head 7/01  0.056  0.000  *** 
Head age 7/01  ‐0.004  0.006  ***  Head age 7/01  0.010  0.000  ***  Head age 7/01  0.003  0.000  *** 
Number pensions 2000  ‐0.039  0.247     Number pensions 2000  0.095  0.000  ***  Number pensions 2000  0.017  0.231    
Number workers 2000  0.189  0.000  ***  Number workers 2000  ‐0.005  0.542     Number workers 2000  ‐0.003  0.653    
Constant  0.894  0.000  ***  Constant  ‐0.570  0.000  ***  Constant  ‐0.160  0.000  *** 
Number of obs  7396     Number of obs  7347     Number of obs  7387    
F(  8,  7876)  148.53     F(  8,  7767)  136.28     F(  8,  7845)  52.62    
Prob > F  0.000     Prob > F  0.000     Prob > F  0.000    
R‐squared  0.139     R‐squared  0.129     R‐squared  0.054    
Adj R‐squared  0.138     Adj R‐squared  0.128     Adj R‐squared  0.053    
Root MSE  1.301        Root MSE  0.693        Root MSE  0.528       
  
Table A3.4:  Poultry        Table A3.5:  Electricity use    *p < 0.10; ** p < 0.05; *** p < 0.01 
   b  p  sig.     b  p  sig. 
Number PA women 7/01  0.049  0.000  ***  Number PA women 7/01  0.010  0.103    
Number PA men 7/01  0.038  0.000  ***  Number PA men 7/01  ‐0.004  0.498    
Number dependents 7/01  0.040  0.000  ***  Number dependents 7/01  ‐0.025  0.000  *** 
Female head 7/01  ‐0.204  0.000  ***  Female head 7/01  ‐0.080  0.000  *** 
South African head 7/01  0.016  0.483     South African head 7/01  0.311  0.000  *** 
Head age 7/01  0.011  0.000  ***  Head age 7/01  ‐0.002  0.000  *** 
Number pensions 2000  0.052  0.015  **  Number pensions 2000  ‐0.002  0.894    
Number workers 2000  ‐0.003  0.725     Number workers 2000  0.052  0.000  *** 
Constant  0.142  0.001  ***  Constant  0.999  0.000  *** 
Number of obs  6744     Number of obs  6131    
F(  8,  6865)  100.8     F(  8,  6525)  72.67    
Prob > F  0.000     Prob > F  0.000    
R‐squared  0.107     R‐squared  0.087    
Adj R‐squared  0.106     Adj R‐squared  0.086    
Root MSE  0.762        Root MSE  0.491       
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