We present some regularity properties for the set of distributions induced by the measurable selections of a correspondence over a Loeb space, which include closedness, convexity, compactness, purification, and semicontinuity. We also note that all the properties reported in the main theorems are not satisfied by some correspondences on the unit Lebesgue interval.
T B(X). See Chapter III of [11] for many equivalent definitions of the measurability of a correspondence. A function f from (T, T, &) to X is called a selection of F if f (t) # F(t) for all t # T. If, in addition, f is measurable, then f is said to be a measurable selection. For a measurable mapping g from (T, T, &) to X, we use &g &1 to denote the Borel probability measure on X induced by g, which is often called the distribution of g. Let M(X) be the space of Borel probability measures on X endowed with the topology of weak convergence of measures. Define
: f is a measurable selection of F].
Note that if F is measurable, then F has a measurable selection (see [21] , p. 54), and thus D F is nonempty. Now for a correspondence F from a probability space (T, T, &) to a Polish space X, the set D F is a subset of the space M(X), which is convex and also a Polish space (see [10] ). It is natural to ask whether D F is a closed and convex subset of M(X). When & has atoms, D F is usually not convex. If & is atomless, one might hope D F to be convex, since atomless measures have a certain convexifying effect on correspondences (see Aumann [7] ). The following example, which is a reformulation of an example due to Debreu (see [20] , and [23] , Section 7), shows that it is possible for D F to be neither convex nor closed! 2 . Then + is the uniform probability measure on [&1, 1], which is not in D F . Moreover, it can be checked that + is a limit point of D F , which implies that D F is neither convex nor closed (see also [3] ).
In this paper we observe that if, instead of considering correspondences on a general probability space, we restrict our attention to a correspondence F on a Loeb space, then we can obtain many regularity properties for the set D F , including closedness, convexity, compactness, purification, and semicontinuity. Note that compactness, convexity, and upper semicontinuity are crucial to the study of those problems which need a fixed point argument (see [9] and also [16] , [17] ). Moreover, by working on a hyperfinite Loeb space, we can apply the usual technique of lifting, pushing-down, and transfer (see [1] , [2] , and [28) to obtain asymptotic results for the large finite case from results on the hyperfinite Loeb space (see, for example, Proposition 3.20) . On the other hand, if we have asymptotic results for the large finite case, then exact results on a hyperfinite Loeb space can be easily obtained by transfer and pushing-down, though the corresponding exact results on the unit interval may not hold. Thus unlike hyperfinite models, the unit Lebesgue interval fails to provide an ideal model for the large finite case in some situations.
To state the main results, we first fix some notation. Let 0 be a nonempty internal set, A an internal algebra of subsets of 0, and P a finitely additive internal probability measure on (0, A). Define a real valued set function %P on ((0, A) such that for each A # A, %P(A) is the standard part %(P(A)) of P(A). By Loeb's theorem (see [28] ), %P can be extended to a probability measure L(P) on the _-algebra generated by A. Let (0, L(A), L(P)) be the completion of the space (0, _(A), L(P)). This completion is usually refered to as the Loeb space.
Let F be a correspondence from (0, L(A), L(P)) to a Polish space X. Recall that F is said to be closed valued if for every | # 0, F(|) is a closed subset of X. We are now ready to state the main theorems of this paper. The first theorem says that the set of distributions of the measurable selections of a closed valued correspondence is still closed. Note that here F is not assumed to be measurable. Theorem 1. If F is closed valued, then D F is closed in the space M(X).
As promised above, the next theorem establishes the convexity of the set of distributions of the measurable selections of a correspondence on an atomless Loeb space. Note that the correspondence is not required to be measurable or closed valued.
In decision theory, control theory, and the calculus of variations, a certain relaxation of the usual concept of solutions is needed to ensure the existence of generalized solutions for some problems (see [8] , [30] , [39] ). To achieve a convexification of the original problems, one can, instead of working on measurable functions into a Polish space X, look for solutions of the problems as measurable functions from a probability space into the space M(X) of probability measures on X. These solutions are variously termed random probabilities, transition probabilities, random decision rules, and relaxed controls. The following theorem roughly says that if one is given a relaxed solution, then a solution in the classical sense (also called the purified solution) with the same distribution can be found, which is a measurable selection of a correspondence closely associated to the original relaxed solution. Thus we have a general result on purification.
Theorem 3. Assume that the Loeb space (0, L(A), L(P)) is atomless and G a measurable mapping from (0, L(A)) to the space M(X) of probability measures on X. Then there is a measurable mapping f from (0, L(A)) to X such that
, where supp G(|) is the support of the probability measure G(|) on X,
The following example shows that the result in Theorem 3 can fail on the Lebesgue interval.
Example 2. Let G be a mapping from the unit Lebesgue interval Next we turn to the compactness of D F . In particular we present in Theorem 4 an analog of the classical Prohorov's theorem (see [10] ) for correspondences on Loeb spaces. Note that the compactness property in the following theorem is not satisfied by the correspondence F on the unit Lebesgue interval considered in Example 1, since F is closed valued and tight, but D F is not compact.
Definition. Let G be a correspondence from a probability space (T, T, &) to a Polish space X. We say that G is a tight correspondence if for every =>0, there is a compact set K = in X such that the set [|: G(|) K = ] is measurable and its measure is greater than 1&=.
Theorem 4. If F is compact valued or F is closed valued and tight, then D F is compact. Conversely, if F is measurable and D F is compact, then F is tight.
Finally we come to the property that the process of taking distributions preserves semicontinuity. The following definition of semicontinuity is adopted from [6] (see p. 38 and p. 40).
Definition. Let G be a correspondence from a topological space Y to another topological space Z. Let y 0 be a point in Y. Then G is said to be upper semicontinuous at y 0 if for any open set U which contains G( y 0 ), there exists a neighborhood V of y 0 such that y # V implies that G( y) U. G is said to be lower semicontinuous at y 0 if for any open set U with G( y 0 ) & U{<, there exists a neighborhood V of y 0 such that G( y) & U{< for every y # V. G is said to be continuous at y 0 if it is both upper and lower semicontinuous at y 0 .
We still work on a Loeb probability space (0, L(A), L(P)). Let Y be a metric space and F a correspondence from 0_Y to the Polish space X. Then for each fixed y # Y, F( } , y) defines a correspondence on 0, which is denoted by F y . It is clear that in the above theorem we can replace the everywhere condition involving | by an almost everywhere condition on |. We also note that, as in the previous cases, the above theorem on the preservation of upper semicontinuity still fails to be true for some correspondence on the unit Lebesgue interval. We provide a counterexample below. 
For each n 1, let f n be the function such that if jÂn t<(2 j+1)Â(2n) for some 0 j (n&1), then f n (t)= 2t& jÂn; and if (2j+1)Â(2n) t<( j+1)Ân for some 0 j (n&1), then f n (t)=&2t+( j+1)Ân. Then f n is a measurable selection of G n . It can be checked that the distribution induced by f n is the uniform probability measure on [&1, 1], which we denote by +. The plan of the paper is as follows. In Section 2, we show that a closed valued correspondence from a probability space to a Polish space X is measurable if and only if it induces a measurable mapping into the hyperspace F X of closed subsets of X with a suitable topology. Such a result is needed in Section 3 to lift a Loeb measurable correspondence to an internal correspondence. Section 3 is devoted to the proof of the main theorems. Note that our target space X is assumed to be a Polish space in this paper. Since one can always complete a separable metric space to obtain a Polish space, most results presented here are still valid for correspondences taking values in a separable metric space. In this paper we shall adopt the framework of nonstandard analysis from the book [22] by Hurd and Loeb (see also [1] ). Our nonstandard model is always assumed to + 1 -saturated. Before moving to the next section, we note that in an accompanying paper [38] , integrals of Banach space valued correspondences on Loeb spaces are investigated. In particular, we have obtained exact versions of Lyapunov and Fatou type theorems for such correspondences by applying some results obtained in this paper. It is well known that those two theorems in general fail in an infinite dimensional space (see [14] ). In joint work with Ali Khan (see [24] and [25] ), the results in this paper and [38] are systematically used to study relevant problems in game theory and general equilibrium theory.
Measurability of Correspondences
Since the work of Von Neumann [40] , numerous results on the measurability of correspondences and selections have been obtained. For a rather complete list of references, see the survey paper [41] by Wagner. In this section we shall characterize measurable correspondences in terms of measurable functions taking values in a hyperspace. This characterization is used in the proof of Proposition 3.3 in the next section. Let X be a metric space with metric d. For a point x # X and a nonempty subset B of X, let the distance d(x, B) from the point x to the set B be inf y # B d(x, y). For nonempty subsets A and B of X, define the Hausdorff semidistance _(A, B)=sup x # A d(x, B) (see [11] , Chapter II and [13] Let F X be the hyperspace of nonempty closed subsets of X. Note that the topology on F X derived from the Hausdorff distance \ is not determined by the topology of the metric space (X, d ) (see [21] , p. 17). Moreover, even if X is separable, that topology may not be separable. Now let F be a correspondence from a probability space (T, T, &) to a Polish space X. For any subset A of X, denote the set [t # T: F(t) & A{<) by F &1 (A). As we claimed earlier, our probability space (T, T, &) is assumed to be a complete measure space. It is well known that for a correspondence F, if F is measurable, then F &1 (B) is measurable for any Borel subset B of X, and if F &1 (O) is measurable for every open set O in X, then the correspondence F defined by F (t)=F(t) is measurable (see [21] , p. 61). To prove the main proposition of this section, we need the following two lemmas.
Lemma 2.1. Let (T, T ) be an analytic measurable space, and let T 0 be a separated and countably generated sub-_-algebra of T. Then T 0 =T.
Proof. See Corollary 8.6.8 on page 291 in [12] . K Lemma 2.2. Let d be a totally bounded metric on a Polish space X. Then the space F X of nonempty closed subsets of X endowed with the Hausdorff distance \ derived from d is still a Polish space.
Proof. See the proof of the main theorem in [15] . K 
Hence the countable collection [E On ] n=1 separates points in F X . By Lemma 2.1, B(F X ) is generated by this countable collection, and hence by the the collection 
Thus the inverse image of the set E O by the mapping F from T to F X is a measurable set in (T, T, &), which implies that F is a measurable mapping from (T,
(1) The characterization of closed valued measurable correspondences in terms of measurable functions in a hyperspace was established by Debreu in [13] for compact valued correspondences. Our result covers the general case.
(2) Let X be a Polish space with a totally bounded metric d and \ the induced Hausdorff distance. Then it is clear that the collection
is an open set in the metric space (F X , \) for any compact subset K of X. Thus if we endow F X with the so called topology of closed convergence (see [21] , p. 18), then it follows from the above proposition that the _-algebra generated by that topology is the same as B(F X ). 
is closed in the metric space (F X , \). Let + be the cardinality of the continuum. Then (F X , \) has 2 + many closed subsets; but the cardinality of the _-algebra generated by
Proof of the Main Results
Throughout this section the triple ((0, A, P) is used to denote an internal probability space. That is, 0 is an internal nonempty set, A an internal algebra on 0, and P a finitely additive internal measure on (0, A) with P(0)=1. The corresponding complete, standard measure space the Loeb space is denoted by (0, L(A), L(P)).
In parts of this section, we need to work with a totally bounded metric on a Polish space. The following simple lemma shows that for a given metric on a Polish space, one can find an equivalent totally bounded metric dominated by the original metric.
Lemma 3.1. Let X be a complete separable metric space with a metric d 1 .
Then there is an equivalent metric d on X such that (X, d ) is totally bounded and d(x, y) d 1 (x, y) for any x, y in X.
Proof. Choose a dense set [r n ] n=1 in X. For any x, y in X, let
Then d has the desired properties (see [33] , p. 326). K
The results presented in the following lemma were originally proven by Loeb in [28] and then generalized by Anderson in [2] .
Lemma 3.2. The following properties hold for a Polish space X:
(ii) (pushing down) If f : 0 Ä *X is an internal A-measurable function and L(P)( f &1 (ns(*X)))=1, then the standard part %f of f is Loeb measurable, where ns(*X) is the set of all near-standard points in *X.
Proof. For a proof, see Section 5 in [2] . K Proposition 3.3. Let X be a Polish space with metric d 1 , _ 1 the Hausdorff semidistance on the collection of nonempty subsets of X induced by d 1 , and [F n ] n=0 a sequence of closed valued, measurable correspondences from a Loeb space (0, L(A), L(P)) to X. Assume that the sequence [_ 1 (F n (|), F 0 (|))] n=1 converges to 0 in measure. For a sequence [+ n ] n=1 of measures in M(X ) with + n # D Fn for each n 1, if the sequence converges weakly to some measure + in M(X ), then there is a measurable selection f of F 0 such that the distribution of f on X is + ; that is, + # D F0 .
Proof. For each n 1, since + n # D Fn , there is a measurable selection f n of F n such that + n =L(P) f &1 n . By Lemma 3.2, there is an internal A-measurable lifting g n : 0 Ä *X for f n . Since our nonstandard model is + 1 -saturated, we can extend the sequence [g n ] n=1 to an internal sequence [g n ] n # *N of measurable functions from (0, A) to (*X, *B(X)). Now by Lemma 3.1, there is an equivalent totally bounded metric d on X which is dominated by the original metric d 1 on X. Let _ and \ be the Hausdorff semidistance and the Hausdorff distance induced by d respectively. For a point x # X and a nonempty subset B of X, d(x, B) denotes the distance from x to B induced by the new metric d. It follows from Proposition 2.3 that for each n 0, F n is a measurable mapping from (0, L(A), L(P)) to the Polish space F X endowed with the topology induced by the Hausdorff metric \. Appealing to Lemma 3.2 again, there is for each n 0, an internal A-measurable lifting G n : 0 Ä *F X for F n . The + 1 -saturation property allows us to extend the sequence [G n ] n=0 to an internal sequence [G n ] n # *N of measurable mappings from (0, A) to (*F X , *B(F X )). It is clear that the sequence [_(F n (|), F 0 (|))] n=1 still converges to 0 in measure with respect to the new Hausdorff semidistance.
Next, let U(X ) be the Banach space of all bounded real valued uniformly continuous functions on the totally bounded metric space (X, d) endowed with the supremum norm. Then by a lemma on p. 43 of [31] , U(X ) is separable. Choose a sequence [. m ] m=1 of functions from the unit ball of U(X ) such that the linear subspace spanned by the sequence is dense in U(X ).
For each n 1, since g n is a lifting of f n , then we have
Let . be a bounded uniformly continuous function in U(X). Then
It is clear that the bounded internal function *. b g n is measurable from (0, A) to (*R, *B(R)). Hence, Loeb's theorem (see [28] , p. 117) implies that
Since the sequence [+ n ] n=1 converges weakly to +, we have lim n Ä X . d+ n = X . d+. Thus for each pair (m, k) of positive integers, there exists a natural number N mk such that for any natural number n N mk ,
Recall that [ g n ] n # *N is an internal extension of [ g n ] n=1 . By the permanence principle (see [22] , p. 100), there is a hyperinteger M mk in *N such that for any n # *N with N mk n M mk , the inequality (3- 
Next, using the assumption that the sequence [_(F n (|), F 0 (|))] n=1 converges to 0 in measure, we can obtain, for each k 1, a positive integer N$ k such that for any n>N$ k ,
this implies that
Now for each positive integer n, the functions G n and g n are the liftings of F n and f n respectively. The fact that d(x, B) d(x, A)+_(A, B) for x # X and for A, B with X$A, B{< implies that
for any positive integer k, and for any n>N$ k . By the Permanence Principle again, there is an N k # *N such that for any positive integer k and for any n # *N with N$ k n N k , (3-3) still holds. Choose H 2 # *N such that H 2 N k for all k. Then for any n # *N with n H 2 , we have
Now since [+ n ] n=1 converges weakly to +, by Prohorov's theorem there is for each positive integer l, a compact set K l in X such that for any n 1,
. For a given positive integer m, let B(K l , 1Âm) be the set of all points x # X with d(x, K l )<1Âm. Then for all positive integers l, m, n, we have
By another appeal to the Permanence Principle, we can find, for each pair (l, m) of positive integers, a hyperinteger R lm # *N such that for any n with 1 n R lm , the inequality (3-5) still holds. Choose H 3 in *N such 4 in *N such that for any positive integer l and for any hyperinteger n with 1 n H 3 ,
Hence it follows from the closedness of the correspondence F 0 that f is a selection of F 0 . Since g H is a lifting of f, by applying Loeb's theorem (see [28] ), we have
for each m 1. Thus equation ( In the next proposition, we characterize those measures which are induced by measurable selections of a correspondence on an atomless Loeb space. Note that the result fails for some correspondences on the unit Lebesgue interval. For a counterexample, we can take a correspondence F as in Example 1 in the first section. Let + be the uniform probability measure on [&1, 1]. Then + satisfies condition (ii) of Proposition 3.5; however, + Â D F (see [3] for another counterexample). To prove the proposition, we need a continuous version of the well known marriage lemma (see [19] ). Proof. The proof can be carried out in complete analogy with the proof of the classic marriage lemma (see [20] ). K Proposition 3.5. Let F be a closed valued measurable correspondence from an atomless Loeb probability space (0, L(A), L(P)) to a Polish space X. Let + be a Borel probability measure on X. Then the following are equivalent:
(ii) for every Borel set A in X, +(A) L(P)(F &1 (A));
(iii) for every closed set B in X, +(B) L(P)(F &1 (B));
Proof. For (i) O (ii), let f be a Loeb measurable function from
&1 (A), and hence
It is clear that (ii) O (iii). To prove (iii) O (iv), let O be an open set in X.
Then there is an increasing sequence [B n ] n=1 of closed sets in X such that O= n=1 B n . For each n, we have F &1 (B n ) F &1 (O), which implies that
It remains to show (iv) O (i). Let d be a metric on the Polish space X.
For an x # X and a r # R + , let B(x, r)=[ y: d( y, x)<r] and S(x, r)= [ y: d( y, x)=r]. We shall first fix an n 1. Then there is a compact set C n in X such that +(C n )>1&1Ân. For every point x in C n , choose 0<r x <1Ân such that the sphere S(x, r x ) is a +-null set. There are finitely many points x 1 , x 2 , ..., x hn in C n such that the open balls B (x 1 , r x1 ) , ..., B(x hn , r xh n )
B(x i , r i ) for 1 k h n . Then for each fixed n 1, the A n i 's form a partition of X. It is clear that for each 0 k h n , A n k is a +-continuous set. Note that for a +-continuous set A with interior B, (A)<1Ân++(B(A, 1Ân) ).
Hence by a definition of the Prohorov metric $ on M(X ) (see [32] , p. 75), we can conclude that $(+ n , +) 1Ân. Thus [+ n ] n=1 converges weakly to + on X. Since for each n 1, f n is also a measurable selection of F, we have + n # D F . By Theorem 1, + # D F , and so we are done. K Remark 3.6. Let F be a closed valued measurable correspondence from an atomless Loeb probability space (0, L(A), L(P)) to a Polish space X. Then F induces a measurable mapping from (0, L(A)) to the hyperspace F X with the Borel _-algebra B(F X ) described in Section 2. Let { be the distribution of F on F X . Let + be a Borel probability measure on X. Since Thus the set of distributions of the measurable selections of a correspondence on an atomless Loeb space is completely determined by the distribution of the correspondence on the hyperspace. Note that for a closed valued measurable correspondence G from a general atomless probability space to a Polish space X, the distribution of G as a mapping into the hyperspace F X does not determine the set D G (see [3] and [20] ). To handle the problem, a notion of selectable distribution was introduced and characterized for compact valued correspondences in [3] . 
It is clear that
Hence, by applying Proposition 3.5 again, we can find a measurable selection f of G such that
It is obvious that f is also a measurable selection of F. Thus *+ 1 + (1&*)+ 2 # D F , and hence D F is convex. K
Proof of Theorem 3. First note that G is measurable from (0, L(A)) to M(X ) if and only if G(|)(A) is measurable for every Borel set A in X.
Define a correspondence F on 0 by letting F(|) be the support of the probability measure G(|) on X. Let + be the probability measure on X such that +(A)= 0 G(|)(A) dL(P) for any Borel set A in X. For any open subset O of X, we have
Thus F &1 (O) is Loeb measurable, and moreover
By Proposition 3.5, we know that there is a measurable selection f of F such that +=L(P) f
&1
. K Definition 3.7. Let (T, T, &) be a probability space, 4 a nonempty set, and [G * : * # 4] a class of correspondences from T to a topological space X. We say that the collection [G * : * # 4] of correspondences is uniformly tight if for every =>0, there is a compact set K = in X such that the set [t : for all * # 4, G * (t) K = ] is measurable and its measure is greater than 1&=. Proof. Assume that F is tight. Then for each n 1, there is a compact set
Then &(A)=1, and for any t # A, F(t) is relatively compact.
Next, assume that F is almost surely relatively compact valued. As in the proof of Theorem 1.4 in [10] , choose a dense sequence [a n ] n=1 in X. Let B n i be the closed ball at a n with radius 1Ân. 
Proof. Define a correspondence F such that for any t # T, F(t) is the closure of the set [F n (t) : n 1]. Then F is measurable. The rest is clear. K Proof of Theorem 4. Let F be a tight closed valued correspondence. Thus for any =>0, there is a compact set K = in X such that
Thus for any measurable selection f of F, L(P)( f &1 (K = ))>1&=. Therefore for any + # D F , +(K = )>1&=, and hence D F is tight. From Prohorov's theorem (see [10] ) it follows that D F is relatively compact. By Theorem 3, D F is also closed, and hence D F is compact. Now Assume that F is compact valued. To show that D F is compact, we only have to show that for any sequence [+ n ] n=1 of measures in D F , there is a subsequence weakly convergent to some measure in D F . Let [ f n ] n=1 be a sequence of measurable selections of F such that for each n 1, L(P) f &1 n =+ n . Let G be a new correspondence from 0 to X such that for each | # 0, G(|) is the closure of the set [ f n (|): n 1] in X. By Theorem III.30 in [11] , G is a closed valued measurable correspondence. Thus by Proposition 3.8, G is tight. By the result we have just proven, we know that D G is compact. Thus [+ n ] n=1 has a subsequence weakly convergent to some measure in D G and hence in D F . Therefore D F is compact.
Conversely, assume that F is measurable and D F is compact. Then it follows from Prohorov's theorem that for any given =>0, there is a com-
It can be checked that F = has a measurable graph. Choose a measurable selection h = of F = . Let g be a measurable selection of F. Define a new measurable selection f = of F by letting
and hence F is tight. K Next we introduce into consideration Kuratowski's notion of topological limits for a sequence of sets in a topological space. 
The following result follows immediately from the above definition and Proposition 3.3. Proof. Let [ f n ] n=1 be a sequence of functions such that for each n 1, f n is a measurable selections of F n and L(P) f &1 n converges weakly to some probability measure + on X as n Ä . We only have to show that + # D F . Let G be a new correspondence from 0 to X such that for each | # 0, G(|) is the closure of the set [ f n (|) : n 1] in X. Then G is measurable and compact valued. By Proposition 3.8, G is tight. Let d be a bounded metric on X. For any given =>0, since G is tight, there is a compact set K = in X such that In the following two propositions, we consider topological limes inferior for correspondences. In this case, we can work on general probability spaces instead of Loeb spaces. 
is greater than 1&1Âk. For each n N 1 , choose a measurable selection f n of F n . For each n with N k <n N k+1 for some k 1, choose a measurable selection f n of F n such that for any t # A n k , d( f 0 (t), f n (t))<1Âk. If n>N k for some k 1, then there is an l k such that N l <n N l +1 and
Thus [ f n ] n=1 converges to f 0 in measure. Let + n =&f &1 n for each n 0. For any bounded continuous function . on X, it is clear that
Therefore + n # D Fn and [+ n ] n=1 converges weakly to
14. Let [F n ] n=1 be a sequence of measurable correspondences from a probability space (T, T, &) to a Polish space X and
Proof. Choose + from D F . There is a measurable selection f of F such that +=&f &1 and f (t) # F(t) for all t # T. Let X be the product space of countably many copies of X with the product topology. Then X is still a Polish space. As in [7] , define a new correspondence G from T to X such that
Since for each t # T, f (t) # lim n Ä inf F n (t), we know that G(t){<, which means that G is indeed a correspondence. It is easy to check that G is measurable, whence there is a measurable selection g of G. Thus there is a sequence [ f n ] n=1 of measurable functions on (T, T ) such that f n is a selection of F n and lim n Ä f n (t)=f (t) for every t in T. Let + n =& f The result on lower semicontinuity follows from Proposition 3.14. K Next we consider a Hausdorff semidistance on subsets of the space M(X) of probability measures on a Polish space X with a metric d. This semidistance will be used to measure the convergence of the sets of distributions of the measurable selections of correspondences. Choose a totally bounded metric d 1 on X such that d dominates d 1 . As in the proof of Proposition 3.3, we can choose a sequence [. m ] m=1 of functions in the unit ball of the Banach space U(X) of all bounded real valued uniformly continuous functions on (X, d 1 ) with the supremum norm such that the linear subspace spanned by the sequence is dense in U(X) and also |.
for any probability measures + 1 and + 2 on X. Then $ defines a metric on M(X) which induces the weak topology. Let _ d and _ $ be the corresponding Hausdorff semidistances induced by d and $ respectively. Then we have the following results.
Proposition 3.15. Let [F n ] n=0 be a sequence of measurable correspondences from a probability space (T, T, &) to the Polish space X with metric d.
. For each n 1 and for each t # T, let H n (t) be the closed ball in X with center f n (t) and radius d( f n (t), F 0 (t))+1Ân; then H n (t) & F 0 (t){<. By Theorem III.41 in [11] , for each n 1, H n is a measurable correspondence, and hence so is H n & F 0 . For each n 1, let g n be a measurable selection of H n & F 0 . Then for each n 1,
Therefore, for each n and m,
where the . m 's are the uniformly continuous functions on X defined in the above. Thus,
Hence,
and the right side converges to zero as n Ä . The proof for (ii) is similar. K Definition 3.16. Let F be a correspondence from a topological space X to a metric space (Y, d ). Let _ be the Hausdorff semidistance induced by d on the class of subsets of Y. Then F is said to be Hausdorff upper (lower) semicontinuous at a point x 0 in X, if _(F(x), F(x 0 )) (respectively, _(F(x 0 ), F(x))) is convergent to 0 as x Ä x 0 . If F is both Hausdorff upper and lower semicontinuous at x 0 , we say that F is Hausdorff continuous at x 0 . (2) If X is a metric space and Y is a compact metric space, then the Hausdorff upper semicontinuity of F at x 0 is equivalent to lim n Ä sup F(x n ) F(x 0 ) for any sequence [x n ] n=1 with lim n Ä x n =x 0 , and the Hausdorff lower semicontinuity of F at x 0 is equivalent to F(x 0 ) lim n Ä inf F(x n ) for any sequence [x n ] n=1 with lim n Ä x n =x 0 .
(3) Note that for a Banach space valued correspondence, if we use the norm of the space to define the Hausdorff semidistance, then our notion of Hausdorff upper semicontinuity is the same as the notion of quasi upper semicontinuity in [42] . Proof. Follows from Proposition 3.15. K Remarks 3.19. In [3] , [4] , [26] , and [35] , the convergence in distribution of correspondences is studied (see also [34] and [36] for the study of almost sure convergence and convergence in measure of correspondences). By using a measure preserving map from an atomless Loeb probability space to the unit Lebesgue interval together with the Skorokhod representation theorem (see [32] , p. 71), Propositions 3.11 and 3.13 allow us to deduce some of those results. We should note that, though their approach provides some results on the preservation of continuity of correspondences in some sense, it does not allow one to obtain the preservation of semicontinuity for correspondences. The latter notion is actually more useful for applications.
Finally, recall that it is claimed earlier that exact results on a hyperfinite Loeb space can be used to obtain approximate results for the large finite case. Here as an example, we obtain approximate convexity for the sets of the distributions of selections of correspondences on large finite probability spaces by transferring the exact convexity result in Theorem 2. Let X be a Polish space with a metric d. Let $ be the corresponding Prohorov metric on M(X). For each n 1, let [c n i=1 a finite sequence of nonempty sets in X. Let (0 n , A n , P n ) be a finite probability space, where 0 n =[1, 2, ..., n], A n =P(0 n ) the power set of 0 n , and P n (A)= i # A c n i for each A 0 n . Define a correspondence F n on 0 n by letting F n (i)=K n i for each i # 0 n . Assume that we have the following tightness condition: for any =>0, there is a compact set K = in X such that for any n 1, . Define the internal sequences [(0 n , A n , P n )] n # *N and [F n ] n # *N accordingly. For any given ' # *N , let (0 ' , L(A ' ), L(P ' )) be the corresponding Loeb space of the internal probability space (0 ' , A ' , P ' ). The conditions on the c n i 's implies that this Loeb space is atomless. The tightness condition implies that for L(P ' )-almost all i # 0 ' , F ' (i) is contained in the star transform of some compact set in X and hence we can define a correspondence G ' from 0 ' to X such that for L(P ' )-almost all i # 0 ' , G ' (i)=[%x : x # F ' (i)], where %x is the standard part of x in X. It follows from Theorem 2 that D G' is convex. For any + 1 , + 2 # D F' , there are internal selections f 1 , f 2 of F ' such that for j=1, 2 and for any B # *B(X), + j (B)=P ' ( f .(%f j ) dL(P ' ).
By Theorem 6.6 on page 47 of [31] , the standard part %+ j of + j is the same as L(P ' )(%f Thus the result follows from the Permanence Principle (see [22] , p. 100). K Remark. If we assume asymptotic convexity for the large finite case, then by transfer and pushing-down, we can obtain exact convexity for the hyperfinite case easily. Example 1, however, shows that the corresponding exact result does not hold on the unit Lebesgue interval.
