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Notacija in oznake
V pricˇujocˇem magistrskem delu so uporabljene naslednja notacija in oznake:
Notacija
X slucˇajna spremenljivka
Xi i-ta komponenta slucˇajnega vzorca spremenljivk X
xi i-ta komponenta opazovane vrednosti spremenljivke X
X vektor slucˇajnih spremenljivk
Y slucˇajna spremenljivka
Yi i-ta komponenta slucˇajnega vzorca spremenljivk Y
yi i-ta komponenta opazovane vrednosti spremenljivke Y
n sˇtevilo statisticˇnih enot
m sˇtevilo statisticˇnih enot
FX porazdelitev slucˇajne spremenljivke X
fX gostota slucˇajne spremenljivke X
SX prezˇivetvena funkcija slucˇajne spremenljivke X
θ stopnja prekrivanja oz. verjetnostni indeks
Tabela 1: Notacija in oznake
Natancˇnejˇsi pomen oznak je pojasnjen v spremljajocˇem besedilu, kjer je
oznaka uporabljena.
xi
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Povzetek
Test Mann-Whitney se pogosto uporabi kot neparametricˇna alternativa testa
t za dva vzorca. Cˇeprav ga pogosto srecˇamo v praksi, redko najdemo primere,
v katerih so rezultati testa pospremljeni z ustreznim intervalom zaupanja. Poleg
tega pa tudi ne srecˇamo enotnega porocˇanja intervalov zaupanja, saj so ti pogosto
izracˇunani za razliko median ali za premik (ang. shift) med porazdelitvama. Ker
ti meri nista neposredno povezani s testno statistiko testa Mann-Whitney, se lahko
zgodi, da je interpretacija rezultatov testa pomembno razlicˇna od interpretacije
intervalov zaupanja.
V magistrskem delu se bomo osredotocˇili na verjetnost, da je slucˇajna spre-
menljivka X manjˇsa ali enaka kot slucˇajna spremenljivka Y . Cenilka te mere je v
bijektivni povezavi s testno statistiko Mann-Whitney in mero v literaturi pogosto
srecˇamo kot stopnjo prekrivanja ali verjetnostni indeks. Ta mera je tudi enaka
meri AUC (ang. area under the ROC curve). V literaturi smo zˇe srecˇali nekaj
razlicˇnih metod za izracˇun intervalov zaupanja te mere. V tem delu pa bomo
obravnavali najbolj obetavne metode izmed teh in predstavili njihove ideje. Ana-
lizirali bomo lastnosti razlicˇnih cenilk za varianco in raziskali problem majhnih
vzorcev pri konstrukciji intervalov zaupanja. Poleg tega bomo izpostavili primere,
kadar trenutne metode za izracˇun intervalov zaupanja vrnejo neustrezne verje-
tnosti pokritja. V delu ugotovimo, da je cenilka DeLonga zanesljiva ne glede na
porazdelitev obravnavanih vzorcev. Pri tem pa je bolj smiselno izracˇunati inter-
val zaupanja na logit skali, s cˇimer hkrati odpravimo nekaj tezˇav prvotne metode.
Vseeno potrebujemo popravek intervala zaupanja za primer, ko so vse vrednosti
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enega vzorca manjˇse kot vse vrednosti drugega. Za ta namen smo predlagali
popravek, ki v tem primeru da bistveno boljˇsi interval zaupanja.
Kljucˇne besede: Mann-Whitney, interval zaupanja, krivulja ROC, velikost
ucˇinka, majhne vzorce, verjetnostni indeks
Abstract
The Mann-Whitney test is a commonly used non-parametric alternative of
the t-test. Despite its frequent use, it is only rarely accompanied with confidence
intervals of an effect size. If reported, the effect size is usually measured with
the difference of medians or the shift of the two distribution locations. Neither of
these two measures directly coincides with the test statistic of the Mann-Whitney
test, so the interpretation of the test results and the confidence intervals may be
importantly different.
In this paper, we focus on the probability that the value of the random variable
X is lower than the random variable Y . The measure’s estimator is in a one-to-one
relationship with the Mann-Whitney test statistic and the measure itself is often
referred to as the degree of overlap or the probabilistic index. It equals the area
under the ROC curve. Several methods have been proposed for the construction
of the confidence interval for this measure, we review the most promising ones and
explain their ideas. We study the properties of the different variance estimators
and the small sample problems of the confidence intervals construction. We
identify scenarios in which the existing approaches yield inadequate coverage
probabilities. We conclude that the DeLong variance estimator is a reliable option
regardless of the scenario, but the intervals should be constructed using the logit
scale to avoid values above 1 or below 0 and the poor coverage probability that
follows. A correction is needed for the case when all values from one group are
smaller than the values of the other. We propose a method that improves the
coverage probability also in these cases.
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Key words: Mann-Whitney, confidence interval, area under the ROC curve,
effect size, small sample size, probabilistic index
1 Uvod
Test Mann-Whitney (oziroma test Wilcoxon-Mann-Whitney) obravnava nicˇelno
domnevo, da sta porazdelitvi dveh neodvisnih skupin oz. vzorcev enaki. V lite-
raturi je test obicˇajno predstavljen kot neparametricˇna alternativa testa t za dva
vzorca. Cˇetudi test Mann-Whitney nima nobenih predpostavk o porazdelitvah
izbranih vzorcev, se izkazˇe, da je mocˇ tega testa zelo podobna mocˇi testa t. In
to velja tudi v primeru, ko so predpostavke testa t izpolnjene (vecˇ o tem naj-
demo v delu diplomskega seminarja [3, str. 7], ali pa v izvirni literaturi [4, 5]).
Kljub temu da veliko avtorjev prednost testu t. Kot eden izmed razlogov se izpo-
stavi dejstvo, da test t ponuja interpretabilno velikost ucˇinka (ang. effect size),
tj. razlika ocenjenih povprecˇij, za katero lahko brez tezˇav skonstruiramo interval
zaupanja.
Pri testu Mann-Whitney imamo vecˇ mozˇnosti, kaj naj zberemo kot mero oz.
velikost ucˇinka. Ena mozˇnost je izracˇunati razliko median. Vendar v primeru,
kadar imata porazdelitvi razlicˇno obliko, lahko najdemo primere, ko je rezultat
testa Mann-Whitney nasprotujocˇ razliki median [6] (en tak primer smo podali v
Prilogi A). Druga mozˇnost je dodatno privzeti, da imata porazdelitvi isto obliko,
pri cˇemer sta le lokaciji (ali pricˇakovani vrednosti, cˇe obstajata) razlicˇni. Ta
razlicˇica testa je tudi implementirana v standardni funkciji wilcox.test v pro-
gramskem jeziku R [25]. Vendar v primeru, ko sta obliki porazdelitev razlicˇni, ta
razlicˇica testa nima smisla, torej takega testa ne moremo uporabljati za poljubne
primere podatkov.
V tem magistrskem delu se bomo osredotocˇili na tisto mero, ki ne zahteva
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dodatnih predpostavk: obravnavali bomo mero θ [7], ki predstavlja verjetnost, da
je vrednost slucˇajne spremenljivke X (s porazdelitvijo FX) manjˇsa kot vrednost
druge slucˇajne spremenljivke Y (s porazdelitvijo FY ). Posledicˇno, kadar velja
nicˇelna domneva H0 : FX
(d)
= FY , je θ = 0,5. Mera θ ima enostavno interpretacijo
kot stopnja prekrivanja (ang. degree of overlap) med porazdelitvama FX in FY .
Meri θ se v dolocˇenih virih recˇe tudi verjetnostni indeks (ang. probability index)
[8, 9]. Kljucˇna lastnost, ki ji daje uporabnost v nasˇem primeru, je dejstvo, da
je njena cenilka v bijektivni povezavi s testno statistiko testa Mann-Whitney. Sˇe
vecˇ, θ je ekvivalentna meri AUC (ang. area under the ROC curve), kar sˇe dodatno
povecˇa njeno uporabo. Nadaljnje razlage o prikladnosti te mere lahko najdemo v
delu diplomskega seminarja [3] ali pa v izvirnem cˇlanku [7]. Na drugi strani Senn
[10, 9] opozori na mozˇnost, da se interpretacija in pomen θ prevecˇ poenostavita.
Cˇeprav je ocenjevanje parametra θ enostavno, v literaturi srecˇamo razlicˇne
nacˇine ocenjevanja variance cenilke in izracˇuna intervalov zaupanja. Nobeden
izmed teh pristopov se zaenkrat ni izpostavil kot vodilni. V literaturi, ki se
ukvarja z AUC [11], za ocenjevanje variance in generiranje intervalov zaupanja
predlagajo metodo DeLonga [12]. Na drugi strani, literatura, ki izhaja iz testa
Mann-Whitney [13], izpostavi peto Newcombovo metodo za izracˇun intervalov
zaupanja. Slednja metoda temelji na parametricˇnem ocenjevanju variance [14].
Prednosti tega pristopa so potrdili tudi v nekaj kasnejˇsih raziskavah, denimo Qin-
Hotilovac [15] in Feng et al. [16]. Raziskava v cˇlanku Feng et al. [16] je sodecˇ po
nasˇem poizvedovanju edini cˇlanek, ki obravnava tako pristope s podrocˇja AUC
kot tudi z vidika testa Mann-Whitney, pri cˇemer je bila ta raziskava izvedena
na majhnih vzorcih. V praksi najpogosteje srecˇamo uporabo metode DeLonga
[12] ali pa metode na osnovi zankanja (ang. bootstrap). Dodatne metode za
izracˇun intervalov zaupanja so bile razvite tudi z vidika modeliranja verjetnostnih
indeksov (ang. probabilistic index model, PIM) [9, 2, 17], vendar te niso bile
obravnavane v sˇirsˇe zastavljenih simulacijskih raziskavah, kot denimo [13, 16].
Modeliranje verjetnostnih indeksov je zelo splosˇen pristop in v tem magistrskem
delu se ne bomo bistveno poglabljali v te metode [9, 2, 17]. Vseeno se bo izkazalo,
7da te metode niso bolj uspesˇne kot preostale metode.
V magistrskem delu se bomo osredotocˇili na dva pristopa ocenjevanja variance
[14, 12], ki sta se do sedaj izkazala kot najbolj obetavna in natancˇna, ter pogle-
dali metode za izracˇun intervalov zaupanja [11, 12, 13], ki jih lahko skonstruiramo
na osnovi omenjenih cenilk variance. Opisali bomo ideje teh metod, poglobili se
bomo v njihove definicije in izpeljave ter predstavili lastnosti, ki jih vsak pri-
stop prinese. Na podlagi tega bomo izpostavili primere, v katerih posamezne
metode spodletijo. Pri tem se bomo osredotocˇili na porazdelitve z dvema repoma
(kot je denimo normalna porazdelitev) in pogledali vpliv razlike v variancah na
ucˇinkovitosti metod. Cˇeprav je v primeru, ko so razlike v variancah bolj izrazite,
interpretacija θ manj intuitivna [13], je vseeno sˇe zmeraj pomembno, da se tudi
ta primer ustrezno raziˇscˇe, saj zˇelimo uporabljati θ neodvisno od porazdelitve
slucˇajnih spremenljivk.
To magistrsko delo predstavlja bistveno nadgraditev dela diplomskega semi-
narja [3], v katerem smo obravnavali test Mann-Whitney. V delu diplomskega
seminarja smo podali podrobno definicijo samega testa. Definirali smo mero θ in
se osredotocˇili na peto Newcombovo metodo za izracˇun intervalov zaupanja. Pri
tem smo preko simulacij raziskali lastnosti te metode in nasˇli nekaj osnovnih pri-
merov, za katere ta metoda spodleti. To magistrsko delo predstavlja obsezˇnejˇso
razsˇiritev dela diplomskega seminarja. Sedaj je bil nasˇ cilj zaobjeti sˇirsˇo litera-
turo na to temo, podati detajlni vpogled v definicije in lastnosti metod za izracˇun
intervalov zaupanja ter dokoncˇno oblikovati univerzalno metodo, ki bo imela za-
dovoljive rezultate ne glede na obliko podatkov.
Magistrsko delo smo uredili na naslednji nacˇin. V drugem poglavju bomo
predstavili test Mann-Whitney, mero θ in nekaj njunih osnovnih lastnosti. V
tretjem poglavju se bomo osredotocˇili na varianco cenilke θ in razlicˇne metode
izracˇunov intervalov zaupanja ter podrobno raziskali njihove lastnosti. V cˇetrtem
poglavju bomo izvedli simulacije, s katerimi bomo potrdili nekatere izmed nasˇih
ugotovitev iz prejˇsnjega poglavja. V petem poglavju bomo na kratko predstavili
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krivulje ROC, mero AUC in uporabo intervalov zaupanja v tem kontekstu. V
sˇestem poglavju pa bomo podali zakljucˇek magistrskega dela.
2 Predstavitev testa Mann-Whitney in
θ
2.1 Definicija testa Mann-Whitney
Naj bo X1,...,Xm vzorec n.e.p. slucˇajnih spremenljivk s kumulativno porazdeli-
tveno funkcijo FX velikosti m in naj bo Y1,...,Yn vzorec n.e.p. slucˇajnih spremen-
ljivk s kumulativno porazdelitveno funkcijo FY velikosti n. Predpostavimo, da
sta Xi in Yj neodvisna za vsako kombinacijo i = 1, ...,m in j = 1, ..., n.
V nasˇem delu se bomo osredotocˇili na primer zveznih slucˇajnih spremenljivk
X in Y . A ker so v praksi podatki lahko zbrani na diskretni ravni, bodo vse
definicije razsˇirjene za diskretni primer.
Nicˇelno domnevo testa Mann-Whitney definiramo na naslednji nacˇin: H0 :
FX
(d)
= FY , iz cˇesa potem sledi H0 : P (X ≤ Y ) = P (X ≥ Y ) = 12 . Kot alterna-
tivno domnevo pa lahko vzamemo dvostransko (H1 : FX 6= FY ) ali enostransko
razlicˇico (H1 : P (X ≤ Y ) < P (X ≥ Y ) oz. H1 : P (X ≤ Y ) > P (X ≥ Y )).
Kot testno statistiko uporabimo eno izmed naslednjih statistik U :
UX = TX − m(m+ 1)
2
; UY = TY − n(n+ 1)
2
; U = min(UX , UY )
Pri tem TX predstavlja vsoto rangov spremenljivk Xi v zdruzˇenem vzorcu (ek-
vivalentno definiramo TY ). Posamezno statistiko U uporabimo v odvisnosti od
primera: UX , UY za enostranske razlicˇice testa, U pa za dvostranski test. V nasˇem
delu bomo potrebovali le enostransko razlicˇico statistike U .
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S tem smo podali osnovno definicijo testa Mann-Whitney, ki bo za to delo
zadostna. Vecˇ podrobnosti samega testa (kot denimo: osnovne zglede testa, pri-
merjavo s testom t in njegovo mocˇ) najdemo v prvem poglavju dela diplomskega
seminarja [3].
2.2 Definicija θ
Mera θ predstavlja verjetnost, da je X manjˇsi ali enak Y :
θ = P (X  Y ) = P (X < Y ) + 0,5 · P (X = Y )
Mero θ ocenimo s cenilko:
θˆ =
1
m · n
m∑
i=1
n∑
j=1
Vij (2.1)
Pri tem je Vij Bernoullijeva spremenljivka, ki zavzame vrednost 1, cˇe Xi < Yj in
0 sicer (v primeru, da je Xi = Yj za nek (i, j), Vij zavzame vrednost 0,5).
Obstaja bijektivna povezava med θˆ in UY , in sicer:
θˆ =
UY
mn
Dokaz te enakosti lahko najdemo v delu diplomskega seminarja [3] oz. v Rice [18,
str. 435].
Kot smo zˇe izpostavili, del literature [2, 9, 19] imenuje mero θ verjetnostni
indeks (ang. probability index). V teh virih avtorji podajo posplosˇitev mere θ
in testa Mann-Whitney preko t. i. modelov verjetnostnega indeksa (ang. pro-
bability index models oz. PIM), ki omogocˇijo vkljucˇitev dodatnih napovednih
spremenljivk.
Naj bo Z vektor, ki predstavlja zdruzˇitev spremenljivk Xi in Yj, torej Z =
[X1, ..., Xm, Y1, ..., Yn] oziroma cˇe uporabimo enotno oznako Z = [Z1, ..., Zm+n].
Vektor Z obravnavamo kot izid, za katerega imamo tudi definiran vektor napove-
dnih spremenljivk L = [L1, ..., Lm+n]. Vzemimo dve realizaciji izida, oznacˇimo ju
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z Z in Z∗ in njuni pripadajocˇi vrednosti napovedne spremenljivke L in L∗. Sedaj
se θ (oziroma verjetnostni indeks) posplosˇi v:
P (Z  Z∗|L,L∗)
V najbolj osnovnem primeru imamo v modelu le eno binarno napovedno spremen-
ljivko, in sicer pripadnost, s katero definiramo, ali posamezna enota v podatkih
pripada enemu ali drugemu vzorcu (v kontekstu Mann-Whitney sta bila to vzorca
X ali Y ). Pri tem, L in L∗ zavzameta vrednosti {0, 1}. Tako model verjetno-
stnega indeksa prevedemo na nasˇ primer testa Mann-Whitney.
Ker verjetnosti P (Z  Z∗|L,L∗) ne poznamo, jo ocenimo s pomocˇjo modela:
P (Z  Z∗|L,L∗) = g−1(KTβ)
Pri tem je g neka izbrana vezna funkcija (ang. link function), K je dolocˇena
transformacija spremenljivk L in L∗ (v tem delu bomo vedno vzeli K = L∗ − L)
in β nek fiksen koeficient.
V magistrskem delu bomo obravnavali le dva primera veznih funkcij, in sicer:
• g je identicˇna funkcija, torej: g−1(KTβ) = 0,5 + β(L∗ − L)
• g je funkcija logit, torej: g−1(KTβ) = logit−1(β(L∗ − L)) = 1
1+e−β(L
∗
−L)
Ta dva pristopa bomo kasneje uporabili za generiranje intervalov zaupanja za
mero θ.
Posplosˇitev testa Mann-Whitney s pomocˇjo PIM lahko obravnavamo tudi kot
analogno posplosˇitev primera, kadar test t razsˇirimo v kontekstu linearne regre-
sije [9]. Torej imamo s tem mozˇnost vkljucˇiti vecˇ napovednih spremenljivk v
obravnavani podatkovni okvir.
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3 Intervali zaupanja θ
V tem razdelku bomo razlozˇili metode za izracˇun intervalov zaupanja (nadaljnja
oznaka: IZ) in tezˇave, ki se pojavijo pri posameznih metodah.
3.1 Varianca cenilke θˆ
Zacˇnimo z varianco cenilke θˆ, na podlagi katere bomo kasneje konstruirali IZ.
Var(θˆ) lahko zapiˇsemo v naslednji obliki:
Var(θˆ) =
θ(1− θ)
mn
+
(n− 1)
mn
VarSY (X) +
(m− 1)
mn
VarSX(Y ) (3.1)
Pri tem SX , SY predstavljata prezˇivetveni funkciji spremenljivk X in Y . Kot vi-
dimo, je varianca cenilke θˆ odvisna od komponent VarSY (X) in VarSX(Y ). Torej
igrata porazdelitvi FX in FY pomembno vlogo pri vrednosti variance. V primeru,
ko sta X in Y eksponentno porazdeljeni, VarSY (X) in VarSX(Y ) lahko preve-
demo na funkcije, ki so odvisne le od θ [14]. Vendar v splosˇnem na porazdelitvi
komponent VarSY (X), VarSX(Y ) vplivata obliki porazdelitev FX in FY .
Pokazˇimo celotno izpeljavo variance (3.1):
Dokaz: Izpeljavo variance naredimo na podlagi korakov narejenih v [20, 12, 14,
21], pri cˇemer vkljucˇimo vse manjkajocˇe podrobnosti te izpeljave. Podobno (in
ne toliko podrobno) izpeljavo lahko najdemo tudi v poglavju 6.6 knjige [22].
V izpeljavi bomo predpostavili, da sta FX in FY zvezna, s cˇimer se nasˇe
oznacˇevanje olajˇsa. Ko pa enkrat imamo osnovno izpeljavo, je potem razsˇiritev
na diskretni primer sorazmerno neposredna.
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Prvi korak izpeljave je naredil Noether [21], ki je izpeljal varianco θˆ kot vsoto
naslednjih komponent:
Var(θˆ) =
1
m2n2
· Var(
n∑
i=1
m∑
j=1
Vij)
Var
(
n∑
i=1
m∑
j=1
Vij
)
=
n∑
i=1
m∑
j=1
Var(Vij) +
m,n∑
i=1
j=1
m,n∑
k=1
l=1
Cov(Vij, Vkl) = mnVar(V12)+
+
m,n∑
i=1
j=1
n∑
l=1
l 6=j
Cov(Vij, Vil) +
m,n∑
i=1
j=1
m∑
k=1
k 6=i
Cov(Vij, Vkj) +
m,n∑
i=1
j=1
m,n∑
k=1
l=1
k 6=i
l 6=j
Cov(Vij, Vkl) (3.2)
= mnVar(V12) +mn(n− 1)Cov(V12, V13) +mn(m− 1)Cov(V13, V23) +
+mn(m− 1)(n− 1)Cov(V13, V24)
Tukaj je s.s. V12 Bernoullijevo porazdeljena s pricˇakovano vrednostjo θ. Po-
sledicˇno je Var(V12) = θ(1 − θ). Zadnja komponenta v vsoti (3.2) je enaka
0, saj obravnava dva neodvisna para realizacij spremenljivk X in Y . Da
bi lahko izrazili preostali dve komponenti, Hanley in McNeill [14] definirata
Q1 = P (Y1 > X, Y2 > X) in Q2 = P (Y > X1, Y > X2), s cˇimer dobimo:
Cov(V12, V13) = E(V12V13)− θ2 = Q1 − θ2
Cov(V13, V23) = E(V13V23)− θ2 = Q2 − θ2
Varianca θˆ je odvisna od cˇlenov Q1 in Q2 in ta dva cˇlena sta odvisna od FX in
FY . Torej ne moremo zapisati variance v splosˇni obliki, v kateri ta ne bi bila
odvisna od FX , FY . Koncˇna oblika variance je potem:
Var(θˆ) =
θ(1− θ)
mn
+
n− 1
mn
(Q1 − θ2) + m− 1
mn
(Q2 − θ2) (3.3)
V nadaljevanju bomo izpeljali obliko variance, ki smo jo prikazali v (3.1). V
cˇlankih Bamber in Delong et al. [20, 12] varianco zapiˇsejo v obliko, ki jo lahko
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izpeljemo direktno iz (3.3) s pomocˇjo sledecˇih korakov. Najprej, s pomocˇjo zakona
popolne kovariance (ang. law of total covariance), kjer pogojimo na X1, dobimo:
Cov(V12, V13) = Cov(E[V12|X1], E[V13|X1]) + E[Cov(V12, V13|X1)] (3.4)
Pri dani vrednosti X1, je druga komponenta izraza (3.4) enaka 0, saj sta Y2 in Y3
neodvisna.
Za prvo komponento velja (z I() smo oznacˇili indikatorsko funkcijo):
E[V12|X1] = E[I(Y2 > X1)|X1] = P (Y2 > X1|X1) = SY2(X1)
Ker so vsi SYi enako porazdeljeni, dobimo Cov(V12, V13) =
Cov(SY2(X1), SY3(X1)) = VarSY (X). Zato velja:
Var(θˆ) =
θ(1− θ)
mn
+
(n− 1)
mn
VarSY (X) +
(m− 1)
mn
VarSX(Y ) (3.5)
Pri tem smo uposˇtevali, da po isti analogiji velja: Cov(V13, V23) = VarSX(Y ). 
3.2 Ocenjevanje variance θˆ
V tem podrazdelku bomo predstavili nekaj razlicˇnih pristopov ocenjevanja Var(θˆ).
3.2.1 Parametricˇni pristop
Hanley in McNeil sta v svojem cˇlanku [14] pogledala Var(θˆ) za razlicˇne kombi-
nacije porazdelitev (normalno, gama in eksponentno porazdelitev) in ugotovila,
da sta komponenti VarSY (X) in VarSX(Y ) odvisni predvsem od prave vrednosti
θ in ne toliko od dejanskih porazdelitev X in Y . Sˇe vecˇ, opazila sta, da je za
te obravnavane porazdelitvene pare Var(θˆ) najvecˇja v primeru, ko sta X in Y
eksponentno porazdeljeni. Na osnovi teh ugotovitev sta predlagala konstrukcijo
cenilke za Var(θˆ), ki temelji na predpostavki, da sta FX in FY eksponentno po-
razdeljena. Ta cenilka naj bi vedno zagotovila konzervativne ocene variance (in
v nadaljevanju konzervativne intervale zaupanja).
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Zanima nas torej, kaksˇni sta VarSY (X) in VarSX(Y ) pri predpostavki, da sta
FX in FY eksponentno porazdeljeni. Izkazˇe se, da velja:
VarSY (X) =
θ(1− θ)2
2− θ ; VarSX(Y ) =
θ2(1− θ)
1 + θ
Celotno izpeljavo najdemo na koncu tega podpoglavja (kjer smo tudi izpeljali
koncˇno obliko cenilke). To, kar je sˇe posebej koristno v zgornjih izrazih, je,
da sta VarSY (X), VarSX(Y ) odvisni le od θ (in ne od samih porazdelitev ali
parametrov).
S tem varianca postane:
VarHM(θˆ) :=
θ(1− θ)[1 + (n− 1)(1− θ)/(2− θ) + (m− 1)θ/(1 + θ)]
mn
(3.6)
Kadar sta m, n enaka, ima varianca v enacˇbi (3.6) maksimum pri θ = 0,5. Sicer
to ni nujno res.
Kot cenilko variance sta Hanley in McNeil [14] predlagala funkcijo (3.6), pri cˇemer
v argumentu vstavimo dejansko vrednost cenilke θˆ namesto θ (ker njene tocˇne
vrednosti ponavadi nimamo), torej:
V̂arHM(θˆ) :=
θˆ(1− θˆ)[1 + (n− 1)(1− θˆ)/(2− θˆ) + (m− 1)θˆ/(1 + θˆ)]
mn
(3.7)
Ta cenilka za varianco je dosledna v primeru, kadar sta X in Y eksponentno
porazdeljena. Vendar v splosˇnem (za poljubne porazdelitve) to ni nujno res.
Sedaj izpeljimo enacˇbo (3.6):
Dokaz: Najprej zacˇnimo z enacˇbo variance (3.3). Tokrat zˇelimo izracˇunati kom-
ponente: θ,Q1, Q2 pri predpostavki, da sta X ∼ Exp(λ), Y ∼ Exp(γ). Potem
velja:
θ = P (X < Y ) =
∫ ∞
0
dy
∫ y
0
λe−λxγe−γydx =
∫ ∞
0
γe−γy(1− e−λy)dy
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θ = 1 +
γ
γ + λ
(0− 1) = λ
λ+ γ
=
1
1 + γ
λ
(3.8)
S pomocˇjo trojnega integrala izracˇunamo sˇe Q1:
Q1 = P (X < Y1, X < Y2) =
∫ ∞
0
dx
∫ ∞
x
dy1
∫ ∞
x
λe−λxγ2e−γ(y1+y2)dy2 =
= γλ
∫ ∞
0
e−x(λ+γ)dx
∫ ∞
x
e−γy1dy1 =
= λ
∫ ∞
0
e−x(2γ+λ)dx =
λ
λ+ 2γ
=
1
1 + 2γ
λ
S pomocˇjo povezave iz (3.8) lahko Q1 izrazimo glede na θ:
Q1 =
1
1 + 2(1
θ
− 1) =
θ
2− θ
Na ekvivalenten nacˇin dobimo sˇe Q2:
Q2 = 1− 2λ
λ+ γ
+
λ
λ+ 2γ
,
Oziroma:
Q2 =
2θ2
1 + θ
.
Na koncu vkljucˇimo dobljene izraze za Q1 in Q2 v varianci in dobimo:
VarHM(θˆ) =
θ(1− θ)[1 + (n− 1)(1− θ)/(2− θ) + (m− 1)θ/(1 + θ)]
mn

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3.2.2 Neparametricˇni pristop - DeLong
V tem podrazdelku bomo predstavili cenilko za varianco, ki so jo predlagali De-
Long et al. [12] in Bamber [20]. Na osnovi formule (3.1) so v [12, 20] predlagali:
V̂arDL(θˆ) :=
1
m
V̂arSY (X) +
1
n
V̂arSX(Y ) =
=
1
m
· 1
m− 1
m∑
i=1
(Vi· − θˆ)2 + 1
n
· 1
n− 1
n∑
j=1
(V·j − θˆ)2 (3.9)
Pri cˇemer sta Vi· =
1
n
n∑
j=1
Vij, V·j =
1
m
m∑
i=1
Vij. Intuicijo za cenilki
V̂arSY (X), V̂arSX(Y ) smo podali v Prilogi B.
Cenilka za varianco (3.9) poenostavi formulo (3.1) s tem, da izlocˇi prvo kompo-
nento izraza ( θ(1−θ)
mn
) in vzame malo drugacˇne (a asimptotsko enake) utezˇi pri osta-
lih dveh komponentah. Ker ta poenostavitev ne vpliva na hitrosti izracˇunavanja,
vendar pri majhnih vzorcih lahko poslabsˇa oceno, bomo v tem delu predlagali sˇe
eno alternativno oz. eksaktno razlicˇico cenilke (ki tudi temelji na (3.1)):
V̂arDLe(θˆ) :=
θˆ(1− θˆ)
mn
+
n− 1
mn
V̂arSY (X) +
m− 1
mn
V̂arSX(Y ) (3.10)
Pri tem sta komponenti V̂arSY (X), V̂arSX(Y ) enaki kot v (3.9). Za cenilki (3.9)
in (3.10) recˇemo, da sta neparametricˇni, saj ne predpostavita porazdelitev X in
Y (za razliko od cenilke Hanley-McNeil (3.7)). Obe cenilki sta tudi dosledni, kar
smo pokazali v Prilogi B.
3.2.3 Neparametricˇni pristop - PIM
Kot tretjo neparametricˇno mozˇnost lahko uporabimo cenilko za varianco θˆ, ki jo
dobimo na podlagi modela verjetnostnega indeksa (PIM) [2, 19]. Tega pristopa
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ne bomo veliko uporabljali v nadaljnjih metodah za izracˇun intervalov zaupanja,
saj se kljub temu, da omogocˇa zanimive posplosˇitve, v nasˇem osnovnem primeru
ne obnasˇa optimalno. Lastnosti te metode in njuno primerjavo s preostalima
neparametricˇnima cenilkama ((3.9) in (3.10)) podajamo v prilogi C. Kot se je
izkazalo, so vse tri neparametricˇne cenilke asimptotsko ekvivalentne, vendar pri
majhnih vzorcih, le cenilka (3.10) ne podceni prave vrednosti Var (θˆ).
3.3 Predstavitev metod za izracˇun intervalov zaupanja
V tem podrazdelku bomo predstavili najbolj uspesˇne in pogosto uporabljene me-
tode za izracˇun IZ. Te metode bomo tudi uposˇtevali v nasˇih kasnejˇsih simulacijah.
Sˇirsˇi pregled obstojecˇih metod je zˇe bil predstavljen v nekaj cˇlankih [13, 16]. Vse
metode, ki jih bomo predstavili, temeljijo na asimptotski normalnosti cenilke θˆ
[18] in na eni izmed zˇe definiranih cenilk za varianco.
Nasˇtejmo in definirajmo te metode, skupaj z njihovimi osnovnimi lastnostmi
(kratice v oklepajih bomo uporabili kot nadaljnjo oznako teh metod):
(CI1) DeLong na navadni skali (DL.plain): DeLong et al. [12] so predlagali
simetricˇen IZ okrog cenilke θˆ:
θˆ ± z1−α
2
·
√
V̂arDL(θˆ) (3.11)
Pri tem z1−α
2
predstavlja (1 − α
2
)-ti kvantil standardne normalne porazde-
litve. Opazimo, da v primeru, ko je θˆ enak 1 (ali 0), velja V̂arDL(θˆ) = 0,
zato je interval zaupanja enak [1,1] (ali [0,0]).
(CI2) DeLong na logit skali (DL.logit): Poleg tezˇav z IZ sˇirine 0, metoda
DL.plain vcˇasih vrne tudi IZ z robovi izven intervala [0,1]. Da bi se temu
izognili, lahko uporabimo pristop, ki ga najdemo v Pepe [11]: najprej nare-
dimo logit transformacijo (kjer uporabimo metodo delta), s cˇimer dobimo
asimetricˇen IZ na logit skali, ki ga potem transformiramo nazaj na osnovno
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skalo. Zapiˇsemo ga torej kot:
[
eθˆl
1 + eθˆl
,
eθˆu
1 + eθˆu
]
, kjer θˆl/u := ln(
θˆ
1− θˆ )∓ z1−
α
2
√
V̂arDL(θˆ)
θˆ(1− θˆ) (3.12)
Ta interval ni definiran za primere, ko je θˆ enak 1 ali 0. Zato privzemimo,
da je v teh primerih IZ enak [1,1] (ali [0,0]).
(CI3) DeLong na logit skali z eksaktno formulo (DL.logit.e): Tukaj konstrui-
rajmo isto metodo za izracˇun IZ kot DL.logit s to razliko, da kot cenilko
variance uposˇtevamo V̂arDLe(θˆ) namesto V̂arDL(θˆ). Kot smo zˇe izpostavili,
se nam zdi, da bi to lahko imelo vpliv pri majhnih vzorcih.
(CI3a) PIM na logit skali (PIM.logit): Varianco θˆ ocenimo na podlagi PIM
[2, 19] (podpoglavje 3.2.3) in to cenilko uporabimo za konstrukcijo IZ s
pomocˇjo logit transformacije (tako kot v DL.logit). Kot se je izkazalo
v Prilogi C, ta metoda ni dala boljˇsih rezultatov kot metode na osnovi
DeLonga (kvecˇjemu slabsˇe), zato je nismo podrobno obravnavali in je nismo
vkljucˇili v nasˇih koncˇnih simulacijah iz poglavja 4.
(CI4) Peta Newcombova metoda (Newc5): Za razliko od preostalih metod, Ne-
wcombe [13] uporabi cenilko Hanley-McNeil (3.6). Ker je tudi sam ugotovil,
da IZ ne delujejo dobro na navadni skali in da so IZ z logit transformacijo
problematicˇni pri θˆ ∈ {1,0}, je uporabil idejo Wilsona [23], ki zacˇne iz
osnovne oblike IZ:
P
(
|θˆ − θ| < z1−α
2
√
VarHM(θ̂)
)
= 1− α (3.13)
Da bi lahko nasˇli robove IZ (oznacˇimo jih z θˆl in θˆu ), moramo obrniti
enacˇbo (3.13):
P (θˆl < θ < θˆu) = 1− α
Za ta namen moramo najti korene za enacˇbo cˇetrte stopnje:
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|θˆ − θ| = z1−α
2
√
VarHM(θ̂)
Newcombe [13] je predlagal poiskati korene enacˇbe s pomocˇjo numericˇnih
metod. Izmed dobljenih sˇtirih korenov izberemo tiste, ki se nahajajo na
intervalu [0,1]. Na tak nacˇin je metoda tudi vgrajena v programskih
knjizˇnicah.
Cˇeprav tekom nasˇe raziskave nismo uspeli eksaktno izracˇunati korenov te
enacˇbe, lahko izpostavimo, da se v nasˇih simulacijah ni nikoli zgodilo, da
bi dobili vecˇ kot dva korena v intervalu [0,1].
Kot zadnji korak, Newcombe v cenilki za varianco (3.6) zamenja utezˇi n−1
in m− 1 z 1
2
(m+ n)− 1. S to spremembo se pomen komponent V̂arSY (X)
in V̂arSX(Y ) poenacˇi v koncˇni varianci, cˇetudi sta m in n razlicˇna.
3.4 Lastnosti variance in tezˇave z izracˇunom intervalov
zaupanja
V tem podpoglavju se bomo poglobili v razlicˇne vidike cenilk za varianco in
izpostavilli tezˇave posameznih metod za izracˇun IZ pri majhnih vzorcih. S tem
bomo dobili jasno sliko, kako se te metode obnasˇajo v razlicˇnih primerih, kar
bomo kasneje tudi predstavili s pomocˇjo simulacij, in sicer v poglavju 4.
3.4.1 Lastnosti variance glede na porazdelitev spremenljivk
V tem podrazdelku se bomo osredotocˇili na odnos med Var(θˆ) in θ. Hanley in
McNeil [14] sta trdila, da je varianca (glede na θ) podobna za sˇirsˇi nabor poraz-
delitvenih parov, pri cˇemer je varianca najvecˇja, kadar sta X in Y eskponentno
porazdeljena. V tem podrazdelku bomo raziskali lastnosti variance in izpostavili
primere, kadar je varianca bistveno vecˇja ali manjˇsa kot v primeru eksponentne
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porazdelitve. Pri tem se bomo osredotocˇili na nmn+m
2
Var(θˆ), s cˇimer bomo (pri-
blizˇno) izlocˇili vpliv velikosti vzorcev na nasˇih rezultatih. Omenimo sˇe, da se ta
izraz poenostavi v nVar(θˆ), kadar sta vzorca enako velika (m = n).
Cˇe pogledamo formulo za varianco (3.1), vidimo, da je varianca odvisna pred-
vsem od SY (X) in SX(Y ). Zato je kljucˇno razumeti, kaksˇne so lastnosti teh dveh
komponent oziroma kaksˇna je njuna porazdelitev (ki nato dolocˇa njuno varianco).
Zacˇnimo s primerom, ko je θ = 0,5.
3.4.1.1 Lastnosti variance, θ = 0,5
• Za primer, ko sta X, Y eksponentno porazdeljena in m = n, je:
nVar(θˆ) =
1
4n
[1 + (n− 1)1
3
+ (n− 1)1
3
] =
1
4n
+
n− 1
n
1
6
Torej je nVar(θˆ) ≈ 1
6
.
• Pod nicˇelno domnevo testa Mann-Whitney, tj. H0 : FX (d)= FY , sta obe
komponenti SY (X) in SX(Y ) porazdeljeni enakomerno na intervalu [0,1].
Primer je prikazan v prvi vrstici Slike 3.1. Zato velja: VarSY (X) =
VarSX(Y ) =
1
12
. Na podlagi tega lahko sklepamo, da za poljubno po-
razdelitev FX , ki je enaka FY , varianco (3.1) lahko ocenimo s priblizˇkom
nm
n+m
2
Var(θˆ) ≈ 1
6
(lazˇje je najprej to opaziti pri m = n, torej, da je
nVar(θˆ) ≈ 1
6
; potem se da to izpeljati za poljubne m, n). V tem primeru
je varianca asimptotsko enaka primeru, ko sta X in Y eksponentna.
• Denimo, da je θ = 0,5, vendar nicˇelna domneva ne drzˇi. Privzemimo, da
obravnavamo dve porazdelitvi z enakim povprecˇjem, a razlicˇno varianco,
denimo na podlagi normalne porazdelitve: X ∼ N(0,1), Y ∼ N(0, σ2). Na
Sliki 3.1 smo pokazali porazdelitve X, Y, SX(Y ) in SY (X) pri σ ∈ {1, 2, 4}.
Kadar je σ vecˇja kot 1 (druga in tretja vrstica), ima porazdelitev SX(Y )
(tretji stolplec) varianco, ki je vecˇja kot v primeru, ko je bila SX(Y ) ∼
Unif(0,1). Obratno velja za SY (X) (drugi stolpec), saj je sedaj njena
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vecˇja kot pod nicˇelno domnevo (in kot v primeru eksponentne porazdeli-
tve). Obratno, cˇe je m < n, komponenta z manjˇso varianco (SY (X)) dobi
vecˇjo utezˇ in v teh primerih je lahko Var θˆ bistveno nizˇja kot pod nicˇelno
domnevo.
S tem smo obravnavali primere, ko je θ = 0,5. Nadaljujemo na θ 6= 0,5,
zanimala nas bo odvisnost med Var (θˆ) in θ.
3.4.1.2 Lastnosti variance, θ 6= 0,5
• Pri predpostavki, da sta X, Y eksponentno porazdeljena, se da pokazati, da
imata SX(Y ) in SY (X) porazdelitev beta (dokaz najdemo v Prilogi D).
• Isti rezultat (porazdelitev beta slucˇajnih spremenljivk SX(Y ), SY (X)) do-
bimo tudi za dolocˇene kombinacije porazdelitve Pareto. En tak primer je
X ∼ Pareto(a,1), Y ∼ Pareto(a, α). Vendar v splosˇnem ni nujno, da sta
SX(Y ), SY (X) porazdeljena s porazdelitvijo beta (cˇeprav sta omejena na
intervalu [0,1]). Vseeno pa dejstvo, da sta SX(Y ), SY (X) porazdeljena beta
tako za X, Y porazdeljene eksponentno kot Pareto (dolocˇeni primeri), lahko
indicira, da tezˇki repi porazdelitev X in Y ne vplivajo na varianco θ. Han-
ley in McNeil [14] sta sicer trdila, da je varianca θˆ neodvisna od izbire FX
in FY , pri cˇemer je za eksponentno porazdelitev varianca najvecˇja. Ven-
dar velja izpostaviti, da sta to preverila le za omejen nabor porazdelitev in
θ ∈ [0,72; 1]. V tem delu bomo pokazali primere, ko to ne velja. Vecˇ o tem
bomo povedali kasneje, skupaj s primeri, ki smo jih prikazali na Sliki 3.4.
• Osredotocˇimo se na primer porazdelitev z dvema repoma, ki imajo znatno
razlicˇno varianco (primer, ki ni bil zares obravnavan v predhodnih raziska-
vah [13, 16]). Na Sliki 3.2 smo pokazali nekaj primerov, kjer smo predpo-
stavili θ = 0,7, X ∼ N(0,1), Y ∼ N(µ, σ2). Vidimo, da se s povecˇevanjem
vrednosti σ (druga in tretja vrstica), varianca SX(Y ) povecˇuje in je bistveno
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razlike med variancami v vzorcih. Pri tem se ta ucˇinek sˇe mocˇneje izrazi,
kadar oba dejavnika vplivata istocˇasno. Po vsem sodecˇ bi tezˇko lahko rekli,
da je cenilka za varianco Hanley-McNeil (3.6) primerna kot splosˇna cenilka
za Var θˆ, saj nam bo pogosto dajala zelo pristransko oceno prave vrednosti
variance.
3.4.1.4 Koncˇni sklepi
V zgornjih primerih smo se osredotocˇili predvsem na uporabo normalne poraz-
delitve, saj lahko s tem ilustriramo vse pomembne lastnosti. Cˇe naredimo korak
dlje in poskusimo razlozˇiti vpliv oblike porazdelitev FX in FY na Var (θˆ), lahko
nasˇtejemo tri splosˇne porazdelitvene scenarije, ki imajo vpliv na vrednost vari-
ance:
1. X in Y sta porazdeljena na istem intervalu realne premice in pri tem ob-
staja samo en podinterval, kjer je fY (u) ≥ fX(u), ter le en podinterval,
kjer je fY (u) < fX(u) (tukaj sta fX , fY gostoti X in Y ). Taksˇni primeri so
bili pokazani v prvi vrstici Slik 3.1 in 3.2. V teh primerih dobimo unimo-
dalni porazdelitvi SX(Y ) in SY (X), Var (θˆ) pa je zelo blizu eksponentnemu
primeru.
2. X in Y sta porazdeljena na istem intervalu realne premice in pri tem je
podinterval, kjer je fY (u) ≥ fX(u), z obema stranema omejen s podintervali,
kjer je fY (u) < fX(u) (tukaj bi lahko zamenjali vloge fX(u), fY (u)). Taki
primeri so bili prikazani v drugi in tretji vrstici Slik 3.1 in 3.2. V teh
primerih dobimo bimodalno porazdelitev za eno izmed komponent SX(Y ),
SY (X), s cˇimer je lahko varianca θˆ bistveno vecˇja kot sicer. Na podobne
tezˇave bi lahko naleteli, cˇe bi imeli komponenti SX(Y ), SY (X) vecˇ lokalnih
maksimumov. V primeru normalnih porazdelitev je to pomenilo bistveno
razlicˇne variance FX in FY .
3. X in Y imata razlicˇni definicijski obmocˇji (torej obstaja mnozˇica
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{u; fY (u) = 0, fX(u) 6= 0}). Tak primer smo izpostavili na Sliki 3.3. V
teh primerih je lahko varianca θˆ bistveno manjˇsa.
Na podlagi tega je nasˇe mnenje, da imajo najvecˇ vpliva na Var (θˆ) zgoraj
opisani razlogi (torej, kaksˇen je odnos med FX in FY ) in ne toliko sama oblika
teh porazdelitev: torej, ali je porazdelitev z enim oz. dvema repoma, ali imata
porazdelitvi tezˇke repe in podobno.
3.4.1.5 Teoreticˇne povezave med θ in Var(θˆ)
Pokazˇimo povezave med θ in Var(θˆ) za razlicˇne porazdelitvene pare (skupaj s
parametri):
• X ∼ Exp(1), Y ∼ Exp(λ): λ = 1−θ
θ
; Var(θˆ) = θ(1−θ)
mn
+ n−1
mn
( θ
2−θ
− θ2) +
m−1
mn
( 2θ
2
1+θ
− θ2)
• X ∼ Norm(0,1), Y ∼ Norm(µ, σ2), kjer je σ fiksen: µ =
√
1 + σ2 · Φ−1(θ); da bi izracˇunali Var(θˆ), najprej numericˇno izracˇunamo
trojna integrala Q1, Q2 in potem brez dodatnih tezˇav lahko izracˇunamo
Var(θˆ).
• X ∼ Unif(0,1), Y ∼ Unif(a, a + 1), kjer je a ≥ 0: a = 1 −√
2(1− θ); Var(θˆ) = θ(1−θ)
mn
+ n−1
mn
(a+ 1
3
(1−a3)−θ2)+m−1
mn
(a+ 1
3
(1−a3)−θ2)
• Maksimalna vrednost: najprej nastavimo VarSY (X) ∼
Bernoulli(θ),VarSX(Y )
(d)
= 0. Posledicˇno: Var(θˆ) = θ(1−θ)
mn
+ θ(1−θ)(n−1)
mn
=
θ(1−θ)
m
3.4.2 Lastnosti metod pri majhnih vzorcih in nova predlagana metoda
Kot se je izkazalo, obstajajo situacije, v katerih cenilka Hanley-McNeil (3.6) nika-
kor ni dober priblizˇek. Zato bi radi preiskali mozˇnost uporabe neparametricˇnega
pristopa za ocenjevanje variance (npr. DeLong (3.10) ali PIM).
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Vendar (kot smo zˇe izpostavili v podpoglavju 3.3) z neparametricˇnim pristo-
pom naletimo na tezˇave, ko je θˆ enak 1 (ali 0). To pomeni, da se, cˇe je θ blizu 1,
z veliko verjetnostjo lahko zgodi, da dobimo vzorca, kjer so vsi Yj vecˇji kot vsi Xi
in zato θˆ = 1. V tem primeru je ocena variance (3.10) enaka 0 in so vsi nadaljnji
intervali zaupanja trivialni (enaki [1,1]). Torej, v teh primerih interval zaupanja
ne zajame prave vrednosti θ. Na podlagi tega lahko recˇemo, da je verjetnost
pokritja (ang. coverage probability) neposredno odvisna od P (θˆ = 1|θ). Cˇe je
ta verjetnost vecˇja kot α, je potem (1 − α)% interval zaupanja zagotovo libera-
len. Ker na verjetnosti P (θˆ = 1|θ) zelo vplivata velikosti obravnavanih vzorcev,
bomo ta problem obravnavali kot problem majhnih vzorcev (ang. small sample
problem). Kot tak je bil ta problem zˇe prepoznan, in sicer v obsezˇni simulacijski
sˇtudiji cˇlanka Feng et al. [16], kjer se je kot najbolj zanesljiva metoda izkazala
peta Newcombova metoda, medtem ko je metoda DL.plain dala nezadovoljive
rezultate (v tem cˇlanku zˇal niso obravnavali metod na logit skali, torej DL.logit,
DL.logit.e).
Uspesˇnost pete Newcombove metode na majhnih vzorcih je posledica dejstva,
da ta uporabi Wilsonovo idejo, s cˇimer dobimo netrivialne IZ tudi za θˆ = 1.
Vseeno pa velja izpostaviti, da je resˇitev enacˇbe Wilsona (3.13) odvisna le od
m,n in ne od samih podatkov. To pomeni, da so za dane m, n in θˆ meje intervale
zaupanja konstantne ne glede na same podatke.
Z namenom konstruirati IZ, ki bo deloval tako za razlicˇne variance vzorcev
kot tudi pri majhnih vzorcih, lahko naredimo naslednjo obliko metode: v primeru
ko je θˆ ∈ (0,1), naj metoda vrne IZ na podlagi metode DL.logit.e, medtem ko
za θˆ ∈ {1,0} naredimo popravek. En predlog takega popravka je naslednji, kjer
naredimo majhno spremembo v podatkih:
(CI5) DeLong na logit skali z eksaktno formulo in spremembo robnih rangov
(DL.minmax): Za primer, ko je θˆ ∈ (0,1), uporabimo DL.logit.e. Sicer,
cˇe je θˆ = 1 oz. maxX < minY , vrednost max(X) nastavimo na min(Y )
in izracˇunamo IZ za te rahlo spremenjene podatke. Na ekvivalenten nacˇin
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naredimo pri θˆ = 0.
S tem pristopom cenilka za varianco (3.10) ni vecˇ enaka 0 in dobimo netrivialen
IZ. Vendar, podobno pristop Wilsona, je tudi ta metoda odvisna le od m in n, ko
je θˆ = 1 (in ne od dejanskih podatkov). To tezˇavo bomo ilustrirali s primerom v
poglavju 4.
Podajmo sˇe en predlog popravka pri θˆ ∈ {1,0}:
(CI6) DeLong na logit skali z eksaktno formulo in popravkom za majhne vzorce
(DL.corr):
Cˇe je θˆ ∈ (0, 1) uporabimo DL.logit.e. Cˇe je θ ∈ {0, 1}, zacˇnimo z idejo, da
mora (1−α)% IZ vsebovati vse vrednosti θ ∈ [0,1], za katere je verjetnost do-
godka {θˆ = 1} vecˇja kot α. Zanimala nas torej verjetnost P (θˆ = 1|FX , FY ).
Vemo, da je θ funkcija porazdelitev FX in FY . Ko ti porazdelitvi nista
znani, verjetnosti P (θˆ = 1|FX , FY ) ne moremo izracˇunati. Vseeno pa lahko
to verjetnost ocenimo na podatkih, tj. lahko izracˇunamo P (θˆ = 1|F̂X , F̂Y ).
Obstajata dva nacˇina, kako lahko ocenimo to verjetnost: ena mozˇnost
je s pomocˇjo zankanja (ang. bootstrap) danih vzorcev ali s teoreticˇnim
izracˇunom, ki smo ga podali v podpoglavju 3.4.2.1. Tekom nasˇih simulacij
bomo uporabili slednji pristop, saj je eksakten in racˇunsko bistveno hitrejˇsi.
Na osnovi teh premislekov lahko predlagamo naslednji algoritem za izracˇun
IZ. Naj bo Y 0j = Yj. Pri vsaki iteraciji (oznacˇimo jo s k) naredimo naslednje
korake:
• premaknemo vse vrednosti vzorca Y navzdol za nek majhen ∆(k):
Y
(k)
j = Y
(k−1)
j −∆(k),
• izracˇunamo P (θˆ = 1|F̂X , F̂Y (k)),
• Cˇe je P (θˆ = 1|F̂X , F̂Y (k)) < α, nehamo iterirati, izracˇunamo θˆk (torej
ocena θ na podlagi Xi in Y
(k)
j ) in na koncu kot interval zaupanja
vrnemo [θˆk,1].
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3.4.2.1 Ocenjevanje P (θˆ = 1|FX , FY ) za metodo DL.corr
En nacˇin, kako lahko ocenimo P (θˆ = 1|FX , FY ), je na osnovi zankanj (ang. bo-
otstrap) vzorcev X, Y . Pri tem lahko velikokrat generiramo take vzorce iz X in
Y in pogledamo delezˇ, kolikokrat je bila novo izracˇunana θˆ (oznacˇimo jo z θˆb)
enaka 1. Tukaj naj imajo generirani vzorci enake velikosti kot originalna vzorca
X in Y . Vendar namesto da bi delali taksˇno zankanje, lahko eksaktno izracˇunamo
verjetnost tega dogodka, in sicer: Naj bo xi, i = 1, . . .m vrednost i-te realizacije
s.s. X; yi, i = 1, . . . n vrednost i-te realizacije s.s. Y in naj bojo X
b
i , Y
b
i vzorca
na podlagi zankanja iz porazdelitev FˆX in FˆY (ki sta velikosti m in n).
Naj bodo x(1) < x(2) < ... < x(J) unikatno razvrsˇcˇene vrednosti porazdelitve
FˆX (J ≤ m; enakost drzˇi, cˇe so vse vrednosti v vzorcu razlicˇne). Potem naj bo
mj sˇtevilo vrednosti xi, ki so manjˇsi ali enaki x(j) oziroma:
mj =
m∑
i=1
I(xi ≤ x(j)).
Hitro lahko vidimo, da je mj−1 =
m∑
i=1
I(xi < x(j)). Cˇe v vzorcu nimamo vezi
(oz. so vse vrednosti unikatne), velja: mj = j. Na podoben nacˇin naj bo nj
sˇtevilo vrednosti iz FˆY , ki so vecˇji kot x(j) oziroma:
nj =
n∑
i=1
I(yi > x(j)).
Sedaj verjetnost dogodka {θˆb = 1} lahko zapiˇsemo kot vsoto cˇez vse mozˇne ma-
ksimalne vrednosti nekega vzorca iz FˆX (tukaj sta X
b in Y b neodvisna):
P (θˆb = 1) =
J∑
j=1
P (min(Y b) > x(j))P (max(X
b) = x(j))
Izracˇunajmo ti dve komponenti vsote:
P (min(Y b) > x(j)) =
(nj
n
)n
.
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In:
P (max(Xb) = x(j)) = P (vsaj en X
b
i je enak x(j) ∩Xi ≤ x(j) za vse i)
= P (vsaj en Xbi je enak x(j)|Xbi ≤ x(j) za vse i)P (Xbi ≤ x(j) za vse i)
=
(
1− P (vse Xbi < x(j)|Xbi ≤ x(j) za vse i)
)
P (Xbi ≤ x(j) za vse i)
=
(
1−
(
mj−1
mj
)m)(mj
m
)m
=
(mj
m
)m
−
(mj−1
m
)m
.
Zato:
P (θˆb = 1) =
J∑
j=1
(nj
n
)n [(mj
m
)m
−
(mj−1
m
)m]
.
To formulo za izracˇun P (θˆ = 1|F̂X , F̂Y ) lahko uporabimo za algoritem iz poglavja
3.4.2. V Prilogi E smo v programskem jeziku R zapisali nacˇin ocenjevanja (funk-
cija sample shift) kot tudi celotni algoritem iz poglavja 3.4.2 (funkcija DL.corr).
S tem smo zakljucˇili to poglavje, kjer smo podrobno predstavili lastnosti
Var (θˆ), problem majhnih vzorcev za neparametricˇne metode ocenjevanja vari-
ance (3.10) in nekaj popravkov za primer, ko je θˆ ∈ {1, 0}.
4 Simulacije
S pomocˇjo simulacij bomo sedaj ilustrirali tezˇave, ki smo jih zˇe izpostavili v
predhodnih poglavjih, in pogledali, v koliksˇni meri te vplivajo na ucˇinkovitost
metod za izracˇun intervalov zaupanja.
Obsezˇne simulacije smo sicer zˇe srecˇali v predhodni literaturi [13, 16]. Namesto
da bi tudi mi izvajali sˇiroko zastavljeno simulacijo, se bomo tukaj osredotocˇili le
na primere, pri katerih menimo, da bodo posamezne metode spodletele.
Vecˇino tezˇav, ki smo jih predstavili v podpoglavju 3.4, lahko predstavimo
z normalno porazdeljenimi X in Y . Z namenom imeti enostavno simulacijsko
sˇtudijo smo zato nastavili X ∼ N(0,1) in spreminjali le parametre porazdelitve
Y . Edino izjemo bomo naredili, ko bomo predpostavili, da sta X, Y enakomerno
porazdeljena. S tem bomo lahko vkljucˇili primer, kadar sta X, Y podana na
razlicˇnih definicijskih obmocˇjih. Za izbrane porazdelitve smo vse potrebne pove-
zave med FX , FY in θ zˇe podali v podpoglavju 3.4.1.5. Rezultate simulacij smo
prikazali v Tabelah 4.1-4.6, kjer smo prikazali verjetnosti pokritja metod in pri
tem smo vsako simulacijo ponovili 100000-krat. Za vsak obavnavani primer smo
generirali IZ na podlagi 6 metod: sˇtirih metod, predstavljenih v podpoglavju 3.3
in dveh dodatnih metod s popravkom iz podpoglavja 3.4.2. Za boljˇso preglednost
smo v vsaki tabeli osencˇili glavne rezultate s sivo barvo.
Pri vsaki tabeli smo tudi vkljucˇili delezˇ ponovitev simulacije, ko je bil θˆ = 1,
saj nas bo pogosto zanimalo, kaksˇen vpliv ima ta delezˇ na rezultate. Pri vseh
primerih se bomo zopet omejili na θ ∈ [0,5; 1], saj za θ ∈ [0; 0,5] dobimo analogne
rezultate. Ker je bil delezˇ ponovitev simulacije, za katere je θˆ = 0, zanemarljivo
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majhen, smo to informacijo izlocˇili iz tabel. V vseh simulacijah bo velikost testa
α = 0,05, torej bomo generirali 95% IZ.
Vse simulacije smo izvedli v programskem jeziku R, verzija 3.3.2 [25].
Za metode Newc5 in DL.plain smo uporabili funkcijo auc.nonpara.mw iz
knjizˇnice auRoc [26]. Vse preostale metode smo pripravili na osnovi funkcije
auc.nonpara.mw, pri cˇemer smo naredili le manjˇse popravke v kodi.
Zacˇnimo s Tabelo 4.1, kjer sta X in Y standardno normalno porazdeljena. Za
ta primer zˇe vemo, da metoda Newc5 deluje dobro [13]. V tej tabeli vidimo neu-
streznost metode DeLong na navadni skali (DL.plain), saj ima verjetnost pokritja
manjˇso od nominalne (0,95), sˇe posebej v primeru, ko je θ blizu 1. S povecˇevanjem
velikosti vzorcev (z 20 na 100) se tudi standardne napake zmanjˇsujejo, s cˇimer
se tezˇave metode DL.plain pojavljajo le za bolj ekstremne vrednosti θ. Na drugi
strani pa vidimo, da sta metodi, ki temeljita na transformaciji logit (DL.logit,
DL.logit.e), v tem primeru dali ustrezne rezultate. Zato kot prvi zakljucˇek lahko
izpostavimo, da je treba vedno zamenjati metodo DL.plain z eno izmed metod,
ki so definirane na logit skali (DL.logit, DL.logit.e). V vseh nadaljnjih tabelah
bomo sˇe naprej prikazovali verjetnost pokritja za DL.plain, s cˇimer bo razvidno,
da podobne rezultate za DL.plain dobimo pri vseh obravnavanih simulacijskih
primerih.
θ σ m,n Newc5 DL.plain DL.logit DL.logit.e DL.minmax DL.corr P (θˆ = 1)
0,50 1 20 0,950 0,939 0,960 0,962 0,962 0,962 0,000
0,80 1 20 0,955 0,921 0,957 0,961 0,961 0,961 0,000
0,95 1 20 0,969 0,839 0,944 0,958 0,976 0,959 0,018
0,50 1 100 0,950 0,948 0,952 0,952 0,952 0,952 0,000
0,80 1 100 0,955 0,944 0,953 0,953 0,953 0,953 0,000
0,95 1 100 0,974 0,925 0,949 0,951 0,951 0,951 0,000
Tabela 4.1: Neustrezne verjetnosti pokritja za DL.plain, pri cˇemer vzamemo
X ∼ N(0,1), Y ∼ N(µ, σ2), razlicˇne vrednosti θ in velikosti vzorcev.
V naslednjih Tabelah (4.2, 4.3 in 4.4) obravnavamo verjetnosti pokritja, kadar
37
parametricˇna ocena variance (3.6) (Hanley-McNeil) deluje slabo. Za ta namen
bomo sledili primerom, ki smo jih zˇe obravnavali na Sliki 3.4 (levi graf slike v
Tabeli 4.2, desni graf slike v Tabeli 4.3) in Sliki 3.3 (v Tabeli 4.4).
Tabela 4.2 obravnava primer dveh normalnih porazdelitev z razlicˇnimi vari-
ancami in enakimi velikostmi vzorcev. Kot pricˇakovano (vsaj na osnovi levega
grafa Slike 3.4), ima peta Newcombova metoda nizˇjo verjetnost pokritja, ne glede
na izbrani θ ali velikost vzorcev.
θ σ m,n Newc5 DL.plain DL.logit DL.logit.e DL.minmax DL.corr P (θˆ = 1)
0,50 4 20 0,927 0,937 0,962 0,963 0,963 0,963 0,000
0,70 4 20 0,926 0,928 0,961 0,962 0,962 0,962 0,000
0,95 4 20 0,933 0,715 0,816 0,852 0,967 0,893 0,115
0,50 4 100 0,923 0,946 0,951 0,952 0,951 0,951 0,000
0,70 4 100 0,921 0,946 0,952 0,953 0,953 0,953 0,000
0,95 4 100 0,914 0,909 0,947 0,948 0,948 0,948 0,000
Tabela 4.2: Neustrezna verjetnost pokritja pete Newcombove metode za primer
razlicˇnih varianc porazdelitev. Tukaj smo vzeli X ∼ N(0,1), Y ∼ N(µ, σ2),
razlicˇne vrednosti θ in velikosti vzorcev.
Tabela 4.3 dodatno ilustrira, kako lahko verjetnost pokritja pete Newcombove
metode postane sˇe bolj nestabilna, kadar imamo v podatkih razlicˇne velikosti
vzorcev. Kot vidimo, je verjetnost pokritja te metode previsoka, ali prenizka,
v odvisnosti od tega, kateri vzorec ima vecˇjo velikost. Ta tezˇava je posledica
dejstva, da parametricˇna cenilka variance (3.6) (Hanley-McNeil) zelo pristransko
oceni pravo vrednost variance (desni graf Slike 3.4).
38 Simulacije
θ σ m n Newc5 DL.plain DL.logit DL.logit.e DL.minmax DL.corr P (θˆ = 1)
0,7 2 20 100 0,988 0,943 0,953 0,954 0,954 0,954 0,000
0,7 2 100 20 0,883 0,927 0,950 0,951 0,951 0,951 0,000
0,7 4 20 100 0,995 0,948 0,955 0,956 0,956 0,956 0,000
0,7 4 100 20 0,834 0,926 0,958 0,958 0,958 0,958 0,000
Tabela 4.3: Neustrezna verjetnost pokritja pete Newcombove metode za primer
razlicˇnih varianc porazdelitev in razlicˇnih velikosti vzorcev. Tukaj smo vzeli X ∼
N(0,1), Y ∼ N(µ, σ2), θ = 0,7 in razlicˇne velikosti vzorcev ter σ.
V Tabeli 4.4 smo predstavili primer, kadar imata X in Y razlicˇna definicijska
obmocˇja. V tem primeru je verjetnost pokritja pete Newcombove metode vecˇja
kot nominalna vrednost, cˇeprav sta varianci X in Y enaki. Kot vidimo v tabeli,
verjetnost pokritja narasˇcˇa s povecˇevanjem θ, vendar, kot smo pokazali na Sliki
3.3, odstopanja niso nikoli zares toliko vpadljiva.
θ m n Newc5 DL.plain DL.logit DL.logit.e DL.minmax DL.corr P (θˆ = 1)
0,7 100 100 0,954 0,946 0,951 0,952 0,952 0,952 0,000
0,9 100 100 0,973 0,940 0,952 0,953 0,953 0,953 0,000
0,95 100 100 0,984 0,934 0,952 0,955 0,955 0,955 0,000
Tabela 4.4: Neustrezna verjetnost pokritja pete Newcombove metode v pri-
meru, kadar imata X, Y razlicˇna definicijska obmocˇja. Tukaj smo vzeli X ∼
Unif(0,1), Y ∼ Unif(a, a+ 1),m = 100, n = 100 in a dolocˇen v odvisnosti od θ.
Kot opombo omenimo, da sta metodi DeLong na logit skali (DL.logit,
DL.logit.e) delovali konsistentno v zgornjih primerih (Tabele 4.2, 4.3 in 4.4),
vse dokler je bil P (θˆ = 1) dovolj majhen.
Naslednja Tabela 4.5 ilustrira tezˇavo, ki se pojavi, kadar je verjetnost dogodka
{θˆ = 1} visoka. To je lahko posledica tako majhnih vzorcev kot oddaljenosti θ
od 1. Hkrati je lahko odvisna tudi od variabilnosti oz. σ. Vidimo lahko, da je v
teh primerih popravek za DL.logit oz. DL.logit.e nujno potreben pri {θˆ = 1} .
Izpostavimo, da se z uporabo eksaktne cenilke variance (3.10) verjetnost pokritja
v primeru majhnih vzorcev povecˇa (torej iz DL.logit na DL.logit.e), vendar to
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ni dovolj, da bi imeli zadostno verjetnost pokritja. Pri tem pa vidimo, da sta
oba popravka pri θˆ = 1 (DL.minmax in DL.corr) ustrezno izboljˇsala verjetnost
pokritja.
θ σ m n Newc5 DL.plain DL.logit DL.logit.e DL.minmax DL.corr P (θˆ = 1)
0,80 2 20 10 0,922 0,871 0,930 0,939 0,939 0,939 0,004
0,90 2 20 10 0,937 0,776 0,899 0,934 0,976 0,939 0,042
0,95 2 20 10 0,936 0,657 0,814 0,815 0,975 0,949 0,159
0,80 4 10 10 0,915 0,869 0,921 0,951 0,951 0,952 0,028
0,90 4 10 10 0,940 0,714 0,821 0,821 0,977 0,941 0,156
0,95 4 10 10 0,934 0,552 0,603 0,603 0,976 0,976 0,373
Tabela 4.5: Neustrezna verjetnost pokritja, kadar je P (θˆ = 1|θ) visoka. Tukaj
smo vzeli X ∼ N(0,1), Y ∼ N(µ, σ2), razlicˇne vrednosti σ, θ in velikosti vzorcev.
Tabela 4.6 pokazˇe, zakaj se nam zdi potrebno, da je popravek pri dogodku
{θˆ = 1} odvisen od podatkov (DL.corr) in ne le od velikosti vzorcev (tako kot
delujeta DL.minmax in Newc5). Za dano velikost vzorcev (v tem primeru m =
20 in n = 5) metoda DL.minmax vedno generira isti 95% IZ pri {θˆ = 1}. Da bi
lahko to opazili, omenimo, da kadar je θˆ = 1, je slucˇajna spremenljivka ŜY (X)
ves cˇas enaka 1, saj so vse vrednosti Y vecˇje kot vrednosti X. Ker ta popravek
(DL.minmax) nastavi max(X) = min(Y ), sedaj ŜY (X) zavzame dve vrednosti,
1 ali 0,975 (oz. 19/20). To velja, ne glede na to, kaksˇne so dejanske vrednosti
vzorcev X in Y . Na podoben nacˇin lahko izpeljemo za ŜX(Y ). Torej je ocenjena
varianca θˆ odvisna le od velikosti vzorcev.
V tem primeru (m = 20, n = 5) je 95% IZ na podlagi DL.minmax pri θˆ = 1
vedno enak [0,815; 1]. Tako lahko vidimo, da ta popravek ne bo deloval dobro,
ko je prava vrednost θ manjˇsa kot 0,815. Medtem ko cˇe je prava vrednost θ nad
0,815, bo θ vedno zavzeta v generiranem IZ (to lahko opazimo v Tabeli 4.6 za
metodo DL.minmax, saj vidimo, da se zgodi skok verjetnosti pokritja, ko se θ
povecˇa iz 0,81 v 0,82).
Na podoben nacˇin je IZ metode Newc5 pri θˆ = 1 vedno enak [0,7607; 1] (za
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izbrane velikosti vzorcev). Tako lahko opazimo, da kadar povecˇamo θ iz 0,76 na
0,77, se verjetnost pokritja te metode bistveno povecˇa.
Na drugi strani pa je nasˇ predlog (DL.corr) odvisen od porazdelitev vzorcev
X, Y in se kot tak lahko bolje prilega dejanski situaciji.
θ σ m n Newc5 DL.plain DL.logit DL.logit.e DL.minmax DL.corr P (θˆ = 1)
0,75 4 20 5 0,832 0,771 0,836 0,850 0,850 0,874 0,077
0,76 4 20 5 0,823 0,767 0,826 0,843 0,843 0,874 0,084
0,77 4 20 5 0,912 0,753 0,827 0,851 0,851 0,890 0,095
0,80 4 20 5 0,919 0,717 0,793 0,858 0,858 0,926 0,127
0,81 4 20 5 0,913 0,705 0,778 0,847 0,847 0,926 0,139
0,82 4 20 5 0,897 0,702 0,791 0,835 0,987 0,925 0,152
0,83 4 20 5 0,886 0,679 0,778 0,811 0,981 0,921 0,170
0,90 4 20 5 0,910 0,531 0,645 0,645 0,982 0,940 0,337
Tabela 4.6: Obnasˇanje razlicˇnih popravkov za θˆ = 1 glede na pravo vrednost θ.
Tukaj smo vzeli X ∼ N(0,1), Y ∼ N(µ, σ2), m=20, n=5.
Cˇe naredimo povzetek preko vseh prikazanih tabel: intervali zaupanja na
osnovi metod DeLonga na logit skali so se izkazali za zelo zanesljive, kadar je
θˆ ∈ (0,1). Pri θˆ ∈ {1, 0} je potreben popravek. Ena mozˇnost je konstruirati
mehanizem, s katerim bomo malo povecˇali oceno variance (torej da ne bo enaka
0, kot pri DL.minmax), vendar se izkazˇe, da je bolj ucˇinkovito imeti popravek,
ki uposˇteva dejansko porazdelitev vzorcev X in Y (kot je DL.corr). Uporaba
eksaktne cenilke variance (3.10), namesto aproksimativne (3.9) pomaga dobiti le
malo boljˇso verjetnost pokritja za metodo DL.logit.e na majhnih vzorcih, a ker
ni racˇunsko zahtevnejˇsa, jo vseeno predlagamo za nadaljnjo uporabo.
Verjetnost pokritja predlagane metode (DL.corr) ni vedno popolnoma enaka
nominalni vrednosti (0,95), pogosto je rahlo konzervativna. Poleg tega pa smo
nasˇli nekaj primerov, ko je njena verjetnost pokritja manjˇsa kot nominalna vre-
dnost, vendar so v teh primerih preostale metode dale sˇe slabsˇe rezultate.
Preden zakljucˇimo to poglavje, pokazˇimo sˇe povprecˇne sˇirine IZ razlicˇnih me-
tod, pri cˇemer se le omejimo na majhne velikosti vzorcev. Glede na to, da dolocˇene
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metode dajo IZ sˇirine 0 pri θˆ ∈ {1, 0}, ni imelo smisla izracˇunati povprecˇja sˇirin
skozi vse kombinacije. Zato smo pripravili dva grafa - v odvisnosti od tega, cˇe je
θˆ ∈ {1, 0} ali ne.
Na levem grafu Slike 4.1 smo predstavili rezultate simulacij, kadar θˆ 6= {0, 1},
pri cˇemer smo sˇirino IZ prikazali glede na pravo vrednost θ. V tem primeru pre-
dlagani popravki (DL.minmax, DL.corr) niso potrebni in je njihova povprecˇna
sˇirina enaka povprecˇni sˇirini metode DL.logit.e. Na levem grafu sicer vidimo, da
metoda Newc5 ponavadi da najozˇje IZ, cˇeprav se ta tendenca zmanjˇsuje, ko θ
narasˇcˇa proti 1.
Na desnem grafu Slike 4.1 smo izracˇunali povprecˇne sˇirine IZ le za primere,
kadar je θˆ ∈ {0, 1}. Tukaj samo metode Newc5, DL.corr in DL.minmax dajo
nenicˇelne intervale zaupanja. Izkazalo se je, da ima DL.corr najozˇje IZ ne glede
na pravo vrednost θ, medtem ko DL.minmax lahko ponudi presˇiroke IZ.
Cˇe naredimo povzetek grafov: v primeru, ko je P (θˆ = 1) zelo majhna, bo
metodaDL.logit.e dala najˇsirsˇe IZ. Ko pa postane verjetnost tega dogodka znatno
vecˇja, DL.corr ponudi najozˇje IZ, medtem ko Newc5 in DL.minmax dasta sˇirsˇe
IZ.

5 Krivulje ROC in θ
V tem poglavju povzamemo kljucˇno teorijo krivulje ROC (Pepe [11]) in pokazˇemo,
kako lahko uporabimo metode za izracˇun IZ za θ v kontekstu AUC.
5.1 Definicija in kratka predstavitev krivulj ROC
Kot prej, imejmo dva neodvisna vzorca: naj bo X1,...,Xm vzorec n.e.p. slucˇajnih
spremenljivk s kum. por. funkcijo FX velikosti m in Y1,...,Yn vzorec n.e.p.
slucˇajnih spremenljivk s kum. por. funkcijo FY velikosti n. Na osnovi teh
vzorcev bi sedaj radi napovedali iz katere porazdelitve prihaja posamezna enota.
V ta namen bomo podatke malo preoblikovali.
Najprej zdruzˇimo vrednosti iz obeh vzorcev v eni spremenljivki Z :=
[X1, ..., Xm, Y1, ..., Yn]. Pripadnost enot shranimo v drugo spremenljivko: L :=
[1, ...1, 0, ..., 0], kjer 1 pomeni, da je enota porazdeljena FX , 0 pa pomeni, da je
porazdeljena FY .
Napovedali bi radi iz katerega razreda prihaja posamezna enota. Pri tem bi
si radi pomagali z vrednostjo Z. Oziroma, cˇe smo bolj formalni, L naj bo nasˇa
ciljna spremenljivka (oz. izid), Z pa napovedna spremenljivka.
Eden izmed v praksi uveljavljenih nacˇinov, kako lahko delamo napovedi, je
s pomocˇjo fiksnega praga c, na podlagi katerega podamo napoved - pri tem, cˇe
velja Zi > c, damo napoved Pˆi = 1, sicer Pˆi = 0 (seveda bi lahko na ekvivalenten
nacˇin definirali za Zi ≤ c). Ta pristop lahko ilustriramo s primerom iz prakse:
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naj bo Zi izmerjen srcˇni tlak i-te osebe, Pi pa nam naj pove, ali ima ta oseba
srcˇno bolezen. Ko enkrat poiˇscˇemo za nas ustrezno kriticˇno vrednost (vecˇ o tem,
kaj pomeni ustrezna, malo kasneje), lahko delamo napovedi za srcˇno bolezen oz.
nasˇo ciljno spremenljivko P .
Sˇe bolj realisticˇen primer imamo, ko Zi predstavlja napovedano verjetnost, da
ima oseba srcˇno bolezen (te napovedi lahko dobimo s pomocˇjo nekega napove-
dnega modela, denimo logisticˇne regresije, ki potencialno lahko vkljucˇi informacijo
poljubno mnogo spremenljivk te izbrane osebe in ne le ene spremenljivke). Potem
je nasˇa edina naloga poiskati prag c, na podlagi katerega bomo dobili nasˇe koncˇne
napovedi (Pˆi). Veliko klasifikatorjev deluje na zgoraj opisani nacˇin, en tak primer
je zˇe omenjena logisticˇna regresija (tukaj imamo kot klasifikator v mislih model,
ki napoveduje neko diskretno ali le binarno spremenljivko). Sˇirsˇo uporabo tega
bomo prikazali v podpoglavju 5.2.
Ko enkrat imamo definirano podatkovje, s katerim bomo delali, se osre-
dotocˇimo na definicijo krivulje ROC. Zacˇnimo z definiranjem prostora mozˇnih
dogodkov, ki se lahko zgodijo za nasˇe napovedi. Ta prostor dogodkov lahko
prikazˇemo na naslednji nacˇin:
Z ≤ c Z > c
P = 0 Resnicˇno negativni Lazˇno pozitivni
P = 1 Lazˇno negativni Resnicˇno pozitivni
Pri napovedanju se nam lahko zgodita dve vrsti napak: lazˇno pozitivna (ang.
false positive) ali lazˇno negativna (ang. false negative) napaka. Ker bi zˇeleli ti
dve napaki ustrezno ovrednotiti, definirajmo naslednji meri:
• FPF(c) = P (Z > c|P = 0) (ang. false positive fraction),
• TPF(c) = P (Z > c|P = 1) (ang. true positive fraction),
Pri tem FPF predstavlja verjetnost lazˇne pozitivne napake, medtem ko 1−
TPF verjetnost lazˇne negativne napake. Tako smo s parom (FPF, TPF) definirali
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Dokaz:
AUC =
∫ 1
0
ROC(t)dt =
∫ 1
0
SY (S
−1
X (t))dt =
∫ ∞
−∞
SY (y)dSX(y) =
=
∫ ∞
−∞
P (Y > y)fX(y)dy =
∫ ∞
−∞
P (Y > X,X = y)dy = P (Y > X) = θ.

Malo bolj podroben dokaz smo podali v delu diplomskega seminarja [3].
Torej, s tem, da velja AUC = θ, lahko uporabimo intervale zaupanja, ki
jih priredimo meri θ, tudi kot IZ za AUC. V naslednjem razdelku bomo bolj
eksplicitno prikazali kako lahko uporabimo IZ za AUC oziroma θ.
5.2 Uporaba predlagane metode za izracˇun intervalov za-
upanja za AUC
Kot do sedaj, imamo ciljno spremenljivko P in neko napovedno spremen-
ljivko Z. Vektor (Zi)
m+n
i=1 predstavlja zdruzˇitev dveh vzorcev oz. Z =
[X1, ..., Xm, Y1, ..., Yn]. Za ta dva vzorca vemo, da lahko izracˇunamo θˆ, saj
θ = P (X  Y ). Posledicˇno lahko izracˇunamo IZ za θ s pomocˇjo ene izmed
obravnavanih metod (npr. DL.corr). Poleg tega pa lahko na podlagi Z in P
izracˇunamo krivuljo ROC in v koncˇni fazi ocenimo sˇe AUC. In ker je ta AUC
enak θ, interval zaupanja za θ lahko tudi uporabimo kot interval zaupanja za
AUC.
Sedaj se spet omejimo na primer, ko obravnavamo rezultate klasifikatorja - to-
rej realizacije Zi predstavljajo napovedane verjetnosti za ciljno spremenljivko P .
Pri klasifikatorjih se ocenjen AUC pogosto uporabi kot mero natancˇnosti napove-
dnega modela. Cˇeprav se le s pomocˇjo krivulje ROC lahko zares odlocˇimo, kaksˇen
bi bil koncˇni model (torej izbrati c, s katerim najdemo balans med mozˇnima napa-
kama), nam AUC vseeno lahko da primeren povzetek napovednega modela. Zato
je tudi potreben ustrezen mehanizem, s katerim lahko izracˇunamo IZ za AUC.
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Izpostavimo sˇe, da lahko ta pristop uporabimo za poljuben klasifikator, ki
kot izid vrne napovedane verjetnosti. Poleg logisticˇne regresije, so taksˇne metode
denimo slucˇajni gozdovi [27] ali SVM [28] (ang. support vector machines).
V tem poglavju smo vecˇina cˇasa govorili o uporabi krivulj ROC in AUC z
vidika klasifikatorjev. Vendar kot vemo, se krivulje ROC uporabljajo na razlicˇnih
podrocˇjih in se na podlagi tega lahko tudi uporaba metod za izracˇun IZ razsˇiri.
Tekom priprave magistrskega dela smo tudi preverili knjizˇnice v program-
skem jeziku R, ki racˇunajo krivulje ROC in AUC. V najbolj pogosto uporabljeni
knjizˇnici za risanje krivulj ROC, pROC [29], so implementirali samo dve metodi
za izracˇun IZ za AUC, in sicer: DL.plain in metodo na osnovi zankanja (ang. bo-
otstrap). Cˇeprav sta ti metodi lahko zadostni, kadar imamo velike vzorce in kadar
AUC ni preblizu maksimalni vrednosti (tj. 1), se vseeno lahko pojavijo tezˇave
pri izracˇunu intervala zaupanja na nacˇine, kot smo jih predstavili v tem magistr-
skem delu. Poleg tega smo preverili tudi knjizˇnico plotROC [30], ki se sicer manj
uporablja kot pROC, in tam IZ za AUC sploh niso implementirali. Na podlagi
tega lahko sklepamo, da je sˇe prostora za izboljˇsavo obstojecˇih implementacij za
izracˇun krivulj ROC.
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6 Zakljucˇek
Magistrsko delo obravnava mero θ, ki predstavlja stopnjo prekrivanja med dvema
porazdelitvama. Ta mera je neposredno povezana s testno statistiko testa Mann-
Whitney in se kot taka zdi idealna izbira za porocˇanje IZ (cˇeprav se v praksi ta
mera redko uporablja). Istocˇasno lahko mero uporabimo v okviru krivulj ROC,
natancˇneje AUC, s cˇimer se razsˇiri tako njena interpretacija kot tudi uporaba
metod za izracˇun IZ.
Predhodna literatura, ki primerja metode za izracˇun IZ [13, 16], predlaga kot
najboljˇso metodo peto Newcombovo metodo. Po drugi strani se zdi, da se metoda
DeLonga najbolj pogosto uporabi za izracˇun IZ pri porocˇanju krivulj ROC in
AUC. Da bi podali jasen pregled metodologije IZ, smo se v tem delu poglobili v
podrobnosti in predpostavke obeh pristopov, s cˇimer se lahko uporaba teh metod
ustrezno razsˇiri.
Simulacijske sˇtudije za izracˇun IZ, ki smo jih srecˇali v predhodnih virih, so
bile osredotocˇene na primere, v katerih so slucˇajne spremenljivke porazdeljene
normalno z majhnimi razlikami (cˇe sploh) v variancah. Normalna porazdeli-
tev je sicer skoraj popolnoma zadostna za predstavitev problemov obravnavanih
metod. A v nasˇe simulacije (in raziskavo metod) smo vkljucˇili tudi primere, v
katerih imamo razlicˇne velikosti vzorcev in razlike v variancah porazdelitev. Prav
v slednjem primeru (ko sta varianci ocˇitno razlicˇni), je ocena variance na pod-
lagi Hanley-McNeil [14] zelo problematicˇna, kar tudi najvecˇ vpliva na neustrezne
rezultate pete Newcombove metode. Glavni problem pete Newcombove metode
predstavlja dejstvo, da so v praksi lahko parametricˇne predpostavke dalecˇ od
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realne oblike podatkov.
Omenimo sˇe, da je lahko pri razlicˇnih variancah porazdelitev nesmiselno imeti
le en prag za krivuljo ROC. V teh primerih je porocˇanje AUC (oz. θ) manj
smiselno, saj vemo, da napoved z enim samim pragom ni optimalna. Vseeno pa je
lahko θ prikladna mera za vzorce z razlicˇnimi velikostmi in majhnimi razlikami v
variancah. V teh primerih je lahko peta Newcombova metoda zelo problematicˇna.
Pri dovolj velikih vzorcih se je metoda DeLonga na logit skali izkazala kot
zanesljiva mozˇnost, ne glede na porazdelitev FX in FY , s cˇimer postane para-
metricˇna predpostavka Hanley-McNeil brezpotrebna. Kot alternativno mozˇnost
omenimo sˇe modele verjetnostnega indeksa (PIM), ki dajo zelo podobne (ven-
dar rahlo slabsˇe) rezultate kot metode DeLong, a hkrati omogocˇajo pomembne
posplosˇitve.
A cˇe metodo DeLonga na logit skali izpostavimo kot najboljˇso metodo, mo-
ramo poskrbeti sˇe za primer majhnih vzorcev, ki se je tudi v literaturi izkazal
za problematicˇnega [16]. Nasˇe izpeljave so potrdile, da tezˇava majhnih vzor-
cev temelji predvsem na primerih, ko so vse vrednosti enega vzorca manjˇse kot
vrednosti drugega vzorca (ali obratno), tj. kadar je θˆ enaka 1 ali 0. Zato potre-
bujemo popravek le za dogodke θˆ ∈ {1, 0}. V magistrskem delu smo utemeljili,
zakaj je potrebno uporabiti popravek, ki temelji na porazdelitvi podatkov (kot je
DL.corr). Za ta popravek smo tudi podali hiter algoritem, ki se lahko uporabi
oz. prilagodi tudi za sorodne metode izracˇunov IZ.
Predlagani popravek je le ena izmed mozˇnih opcij popravkov. Glede na to,
da imata oba predlagana popravka (DL.corr, DL.minmax) pogosto tendenco
dajati previsoke verjetnosti pokritja (a hkrati v dolocˇenih primerih podcenjevati
to verjetnost), je vsekakor sˇe prostora za izboljˇsanje. Dodatno izpostavimo sˇe, da
lahko predlagani popravek nastavimo na osnovi neke druge metode (saj smo tukaj
kot osnovo uporabljali DL.logit.e). S tem bomo potencialno lahko pripravili sˇe
bolj natancˇno metodo.
Dodatni alternativni pristopi za izracˇun IZ so lahko metoda zankanja (ang.
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bootstrap), ki je nismo obravnavali, in metode na osnovi modelov verjetnostnega
indeksa (PIM). Slednja metoda sicer deluje dobro v primeru vecˇjih vzorcev. Sˇe
vecˇ, v enem nedavnem cˇlanku [17] so tudi preoblikovali originalno metodo (PIM)
za majhne vzorce. Vendar se izkazˇe, da imata obe mozˇnosti enake tezˇave v
primeru, ko je θˆ ∈ {1, 0} in bi posledicˇno spet potrebovali popravek za ta primer.
Da zakljucˇimo: menimo, da je treba rezultate testa Mann-Whitney porocˇati
skupaj z vrednostjo mere θ, ki jo lahko interpretiramo kot AUC, ali pa kot stopnjo
prekrivanja oz. stopnjo odstopanja med porazdelitvama. Za ta namen potrebu-
jemo zanesljiv nacˇin izracˇuna IZ, ki ni odvisen od porazdelitev spremenljivk, s
cˇimer lahko smiselno porocˇamo te rezultate. S pomocˇjo enostavnega primera smo
v Prilogi F prikazali nacˇin uporabe in porocˇanja rezultatov testa Mann-Whitney
skupaj s pripadajocˇimi intervali zaupanja.
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60 Test Mann-Whitney in razlika median
sta mediani enaki. Na podlagi tega lahko sklepamo, da ni smiselno sporocˇati
rezultate testa Mann-Whitney skupaj z intervalom zaupanja za razliko median.
B Doslednost in intuicija cenilke
V̂arDL(θˆ)
Znotraj cenilke V̂arDL(θˆ) (3.9) smo uporabili dve cenilki, in sicer:
V̂arSY (X) =
1
m− 1
m∑
i=1
(Vi· − θˆ)2
V̂arSX(Y ) =
1
n− 1
n∑
j=1
(V·j − θˆ)2
Pri cˇemer sta Vi· =
1
n
n∑
j=1
Vij, V·j =
1
m
m∑
i=1
Vij.
Da bi razumeli intuicijo oblike cenilk V̂arSY (X), V̂arSX(Y ), se spomnimo na
splosˇni pristop pri ocenjevanju variance.
Vemo, da je za dan vzorec n.e.p. s.s. Z1, ..., Zr najbolj pogosta cenilka za
Var (Z) (cˇe sploh obstaja) naslednja cenilka:
1
r − 1
r∑
i=1
(Zi − Zˆ)2 (B.1)
Kot vemo, je ta cenilka nepristranska in dosledna.
Cˇe sˇe enkrat pogledamo cenilki V̂arSY (X), V̂arSX(Y ), vidimo, da sta ti zgrajeni
na podlagi iste ideje. Cˇe se omejimo na VarSY (X), lahko za njo podamo cenilko v
ekvivalentni obliki kot (B.1). Pri tem kot Zi (iz (B.1)) uporabimo i-to realizacijo
spremenljivke SY (X), tj. ŜY (Xi) (kjer je ŜY cenilka za SY , ki jo definiramo kot
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ŜY (Xi) =
1
n
n∑
j=1
Vij = Vi·), medtem ko kot Zˆ (prav tako iz (B.1)) uporabimo
povprecˇje cˇez vrednosti ŜY (Xi), tj.
1
m
m∑
i=1
ŜY (Xi) =
1
mn
m∑
i=1
n∑
j=1
Vij = θˆ. S tem
dobimo cenilko za VarSY (X), ki je v naslednji obliki:
1
m− 1
m∑
i=1
(
ŜY (Xi)− 1
m
m∑
j=1
ŜY (Xj)
)2
=
1
m− 1
m∑
i=1
(Vi· − θˆ)2
Ta cenilka je enaka zˇe definirani cenilki V̂arSY (X). Na ekvivalenten nacˇin dobimo
cenilko V̂arSX(Y ).
Glede na to, da v cenilki V̂arSY (X) nastopajo slucˇajne spremenljivke, ki so
med seboj odvisne, je tezˇko neposredno dokazati doslednost cenilke V̂arSY (X)
(in posledicˇno doslednost cenilke V̂arDL(θˆ)). Zato bomo izracˇunali pricˇakovano
vrednost V̂arDL(θˆ) in pogledali, ali lahko sklepamo o doslednosti cenilke V̂arDL(θˆ)
na podlagi njene pricˇakovane vrednosti.
Zacˇnimo s komponento V̂arSY (X). Njena pricˇakovana vrednost znasˇa:
E[V̂arSY (X)] =
1
m− 1
m∑
i=1
E[(Vi· − θˆ)2] = 1
m− 1
m∑
i=1
{Var(Vi· − θˆ) + E[Vi· − θˆ]2}
Tukaj je E[Vi· − θˆ] = 1
n
n∑
j=1
E[Vij]− θ = θ − θ = 0. Nadaljujmo z Var(Vi· − θˆ):
Var(Vi· − θˆ) = Var(Vi·) + Var(θˆ)− 2 · Cov(Vi·, θˆ)
Sedaj izracˇunajmo vsako izmed teh treh komponent:
1. Var (Vi·) = Var(
1
n
n∑
j=1
Vij) =
1
n2
[
n∑
j=1
Var(Vij) +
∑
j 6=k
Cov(Vij, Vik)
]
=
=
1
n2
[
nθ(1− θ) + n(n− 1)(Q1 − θ2)
]
=
1
n
θ(1− θ) + n− 1
n
(Q1 − θ2).
2. Var(θˆ) smo zˇe izracˇunali.
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3.Cov(Vi·, θˆ) = Cov
(
1
n
n∑
j=1
Vij,
1
mn
m∑
k=1
n∑
l=1
Vkl
)
=
1
n2m
n∑
j=1
m∑
k=1
n∑
l=1
Cov (Vij, Vkl) .
To vsoto bomo razpisali glede na vrednosti (i, j), (k, l):
Cov(Vi·, θˆ) =
1
n2m
[
n∑
j=1
Var(Vij) +
n∑
j=1
n∑
k=1
k 6=j
Cov(Vij, Vik) +
n∑
j=1
m∑
k=1
k 6=i
Cov(Vij, Vkj)+
+
n∑
j=1
m∑
k=1
k 6=i
n∑
l=1
l 6=j
Cov(Vij, Vkl)] =
Tukaj uposˇtevajmo vrednosti, ki smo jih izracˇunali tekom izpeljave Var(θˆ):
=
1
n2m
[nθ(1− θ) + n(n− 1)(Q1 − θ2) + n(m− 1)(Q2 − θ2) + 0] =
=
1
mn
θ(1− θ) + n− 1
mn
(Q1 − θ2) + m− 1
mn
(Q2 − θ2) = Var(θˆ)
Ko enkrat imamo te tri komponente, dobimo:
Var(Vi· − θˆ) = 1
n
θ(1− θ) + n− 1
n
(Q1 − θ2)− Var(θˆ)
In posledicˇno:
E[V̂arSY (X)] =
1
m− 1 ·m
[
1
n
θ(1− θ) + n− 1
n
(Q1 − θ2)− Var(θˆ)
]
S tem smo izracˇunali pricˇakovano vrednost prve komponente V̂arSY (X). Na
ekvivalenten nacˇin dobimo sˇe pricˇakovano vrednost V̂arSX(Y ):
E[V̂arSX(Y )] =
1
n− 1 · n
[
1
m
θ(1− θ) + m− 1
m
(Q2 − θ2)− Var(θˆ)
]
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Cˇe ti dve vrednosti uposˇtevamo v E[V̂arDL(θˆ)]:
E[V̂arDL(θˆ)] =
1
m− 1
[
1
n
θ(1− θ) + n− 1
n
(Q1 − θ2)− Var(θˆ)
]
+
+
1
n− 1
[
1
m
θ(1− θ) + m− 1
m
(Q2 − θ2)− Var(θˆ)
]
Za m 6= n ne moremo poenostaviti te vsote. Vendar, cˇe predpostavimo m = n
(in mnozˇimo zgoraj in spodaj z m), dobimo:
E[V̂arDL(θˆ)] =
m
m− 1
[
2
m2
θ(1− θ) + m− 1
m2
(Q1 − θ2) + m− 1
m2
(Q2 − θ2)− 2
m
Var(θˆ)
]
=
=
m
m− 1
[
1
m2
θ(1− θ) + Var(θˆ)− 2
m
Var(θˆ)
]
=
θ(1− θ)
m(m− 1) +
m− 2
m− 1 Var(θˆ).
Torej cenilka V̂arDL(θˆ) ni nepristranska. Vidimo, da ko veljam = n inm,n→
∞, pricˇ. vrednost cenilke V̂arDL(θˆ) konvergira proti Var(θˆ) in pri tem varianca
cenilke V̂arDL(θˆ) pada proti 0. Iz tega tudi sledi doslednost cenilke V̂arDL(θˆ).
Na zelo podoben nacˇin dobimo pricˇ. vrednost cenilke E[V̂arDLe(θˆ)] (pri istem
pogoju, torej m = n):
E[V̂arDLe(θˆ)] =
2θ(1− θ)
m2
+
m− 2
m
Var(θˆ)
Tudi ta cenilka konvergira proti Var(θˆ) pri m = n in m,n → ∞ oziroma je
dosledna.
C Primerjava neparametricˇnih cenilk
za Var(θˆ) in nadaljnji intervali zaupanja
V tem podrazdelku bomo primerjali natancˇnost ocen neparametricˇnih cenilk za
Var(θˆ), ki smo jih definirali v podpoglavjih 3.2.2 in 3.2.3. Pogledali bomo tudi
metode za izracˇun intervalov zaupanja, ki so zgrajeni na podlagi teh nepara-
metricˇnih cenilk, tj. DL.plain, DL.logit, DL.logit.e in PIM.logit. Predstavili
bomo rezultate dveh krajˇsih simulacij: v prvem primeru bomo predpostavili, da
sta X, Y standardno normalna in θ = 0,5 (ta primer smo obravnavali tudi v si-
mulacijah poglavja 4, in sicer v Tabeli 4.1). V drugem pa bomo pogledali sˇe en
primer iz poglavja 4, in sicer θ = 0,8; X ∼ N(0,1), Y ∼ N(µ, 42), ki smo ga
prikazali v Tabeli 4.6 (natancˇneje v cˇetrti vrstici).
Na Sliki C.1 smo prikazali rezultate obeh simulacij, pri cˇemer smo rezultate
prvega primera pokazali v zgornjih grafih Slike C.1, rezultate drugega primera pa
v spodnjih grafih Slike C.1.
Na levi strani Slike C.1 smo predstavili ocene varianc v primerjavi z dejansko
vrednostjo variance. S povecˇevanjem velikosti vzorcev vidimo, da vse cenilke
konvergirajo proti pravi vrednosti variance. Vendar dajo cenilke precej razlicˇne
rezultate pri majhnih vzorcih - tako opazimo, da cenilka na podlagi PIM zelo
podceni pravo vrednost variance na obeh grafih. Na drugi strani pa vidimo,
da obe cenilki za varianco na podlagi DeLonga dasta oceni, ki sta blizu prave
vrednosti variance, pri cˇemer cenilka (3.10) (oz. DL.e) vedno da konzervativno
oceno variance. Ti rezultati se ujemajo s teorijo v cˇlanku Thas et al. [9], kjer
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dal verjetnost pokritja, ki je blizu nominalne vrednosti (cˇeprav je IZ sˇe zmeraj
liberalen).
Z zmanjˇsevanjem velikosti vzorcev se ucˇinkovitost metod na desni strani Slike
C.1 tudi zmanjˇsuje, saj s tem postane P (θˆ = 1) vecˇja. Posledica tega je, da smo
v drugi vrstici Slike C.1 (za majhne vzorce) dobili nizke verjetnosti pokritja pri
vseh metodah.
Cˇe sedaj povzamemo Sliko C.1: kot najbolj ustrezno cenilko variance izpo-
stavimo (3.10) (oz. DL.e), saj je blizu prave vrednosti in nikoli ne podceni te
variance. Izmed metod za izracˇun IZ pa lahko izpostavimo metodi DL.logit in
DL.logit.e, saj se nista izkazali za liberalni (razen v primeru, ko je P (θˆ = 1)
visoka). Na obeh ravneh (tj. ocenjevanje variance in IZ) lahko recˇemo, da PIM
ni dala boljˇsih rezultatov kot metode DeLonga.
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D Porazdelitev SY (X) in SX(Y ), ko sta
X in Y eksponentno porazdeljena
Naj bosta X ∼ Exp(λ) in Y ∼ Exp(γ). Zanima nas porazdelitev SY (X).
Definirajmo T = SY (X) in vzemimo t ∈ [0,1]:
P (T ≤ t) = P (X > S−1Y (t)) = e
λ
γ
log(t) = t
λ
γ
Pri tem smo uposˇtevali, da je inverz prezˇivetvene funkcije SY enak: S
−1
Y (t) =
− 1
γ
log(t).
Cˇe odvajamo verjetnost P (T ≤ t), dobimo gostoto fT (t):
fT (t) =
λ
γ
t
λ
γ
−1
Iz tega sledi, da je T porazdeljena beta. Da bi to opazili, najprej zapiˇsimo gostoto
porazdelitve beta:
fBeta(α,β)(t) =
tα−1(1− t)β−1
B(α, β)
Cˇe vzamemo α = λ
γ
in β = 1, dobimo:
B(α, β) =
Γ(λ
γ
)Γ(1)
Γ(λ
γ
+ 1)
=
1
λ
γ
=
γ
λ
.
S tem dobimo, da je T
(d)
= SY (X) ∼ Beta(λγ ,1). Po isti analogiji lahko pokazˇemo,
da je SX(Y ) tudi porazdeljena z beta porazdelitvijo.
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E DL.corr v programskem jeziku R
1 library(auRoc)
2
3 sample_shift <- function(x,y, alpha = 0.05){
4 nx <- length(x)
5 ny <- length(y)
6 y_step <- y
7 x_sort <- sort(x, decreasing = TRUE)
8 s <- Sys.time()
9
10 while(TRUE){
11 # we calculate how much should we reduce the values of Y so that
12 # hat.theta changes.
13 step <- min(sapply(y_step , function(yi)
14 ifelse( length(x[x<yi]) >0, yi - max(x[x<yi]), Inf)))
15 if(step == Inf){break}
16 y_step <- y_step - step
17
18 # calculate P(hat.theta =1)
19 denominator <- nx^nx * ny^ny
20 numerator <- 0
21
22 x_komb <- NA
23 y_komb <- NA
24
25 for(i in 1: length(x_sort)){
26 x_komb <- (nx-i+1)^nx - (nx-i)^nx
27
28 sty <- sum(y_step > x_sort[i])
29 y_komb <- sty^ny
30
31 numerator <- numerator + x_komb*y_komb
32 }
33 p.hat.theta1 <- numerator/denominator
34
35 if(p.hat.theta1 <= alpha){
36 return(auRoc ::: getAUCmw(y_step ,x)) # calculate hat.theta on (x, y_step)
37 # using an implemented function.
38 }
39 if(Sys.time() - s > 100){
40 warning("While loop lasts more than 100 seconds.")
41 return(c(1))
42 }
43 }
44 }
45
46
47
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48 ##########################################################
49
50 DL.corr <- function (x, y, alpha = 0.05){
51
52 if((max(y) < min(x)) | (max(x) < min(y))){
53
54 hat.theta <- auRoc ::: getAUCmw(y, x)
55
56 if(hat.theta == 1){
57 c(0,0, sample_shift(x,y))
58 }
59 else{
60 c(1, sample_shift(y,x), 1)
61 }
62 }
63 else{
64 # the following code is based on functions from the package AUC
65 # for calculating CI.
66 point <- auRoc ::: getAUCmw(x, y)
67 nx <- length(x)
68 ny <- length(y)
69 zalpha <- qnorm (1 - alpha/2)
70 D10 <- sapply (1:ny , function(i) mean(ifelse(x > y[i], 1,
71 ifelse(x == y[i], 1/2, 0))))
72 D01 <- sapply (1:nx , function(i) mean(ifelse(x[i] > y, 1,
73 ifelse(x[i] == y, 1/2, 0))))
74 v1 <- 1/(ny - 1) * sum((D10 - point)^2)
75 v2 <- 1/(nx - 1) * sum((D01 - point)^2)
76
77 varDhatTheta <- v1*(nx -1)/(nx*ny) + v2*(ny -1)/(nx*ny)
78 + point*(1-point)/(nx*ny)
79 LL <- log(point/(1 - point)) - zalpha * sqrt(varDhatTheta)/(point *
80 (1 - point))
81 UL <- log(point/(1 - point)) + zalpha * sqrt(varDhatTheta)/(point *
82 (1 - point))
83 ci <- c(exp(LL)/(1 + exp(LL)), exp(UL)/(1 + exp(UL)))
84 c(point , ci)
85 }
86 }
F Primer uporabe testa Mann-Whitney
Imejmo dve skupini X in Y , kjer vsaka vsebuje 10 enot:
X 1,42 -1,04 0 1,09 -1 0,53 -0,12 2,12 -1,51 0,26
Y 2,69 0,8 1,77 1,4 2,13 -0,64 4,06 -1,18 0,6 0,22
Zanima nas, ali sta ta dva vzorca razlicˇno porazdeljena, torej obravnavamo
nicˇelno domnevo H0 : FX
(d)
= FY . Kot alternativno domnevo vzemimo H1 :
FX 6= FY . Na danih podatkih lahko izvedemo test Mann-Whitney, zato najprej
nastavimo velikost testa α = 0,05.
Testna statistika UY na teh podatkih znasˇa UY = 70. Posledicˇno lahko
izracˇunamo sˇe vrednost p testa Mann-Whitney, in sicer dobimo p = 0,14, torej
ne zavrnemo nicˇelne domneve. Za izracˇun vrednosti p smo uposˇtevali eksaktno
porazdelitev testne statistike UY , ki je odvisna le od velikosti vzorcev. Porazde-
litev UY je pri danih velikosti vzorcev m in n definirana na intervalu [0,m · n]
(oziroma v nasˇem primeru [0, 100]), kjer je pricˇakovana vrednost enaka m·n
2
in
varianca m·n·(m+n+1)
12
. Vecˇ o porazdelitvi UY najdemo v Rice [18].
Sedaj zˇelimo izracˇunati θˆ. Za ta namen lahko uporabimo vrednost testne
statistike UY , saj θˆ =
UY
102
= 0,7. Na nasˇem vzorcu je torej verjetnost, da je
vrednostX manjˇsa od Y enaka 0,7. S pomocˇjo metodeDL.corr lahko izracˇunamo
95% IZ, in sicer dobimo [0,44; 0,87]. Generirani IZ vsebuje vrednost θ = 0,5, torej
tudi na podlagi intervala zaupanja ne moremo zavrniti nicˇelne domneve.
Za konec povejmo, da smo podatki generirali iz normalne porazdelitve oziroma
73
74 Primer uporabe testa Mann-Whitney
(Xi)
10
i=1 ∼ N(0,1) in (Yj)10j=1 ∼ N(µ = 1,19; 1) (pri cˇemer smo najprej izbrali
θ = 0,8 in nato izracˇunali vrednost µ). Cˇe primerjamo pravo vrednost θ z rezultati
testa, vidimo, da generirani IZ dejansko vsebuje pravo vrednost θ = 0,8, vendar
ker smo dobili vrednost p vecˇjo kot 0,05 (in IZ, ki vsebuje θ = 0,5) nismo zavrnili
nicˇelne domneve.
G Slovarcˇek uporabljene terminologije
anglesˇki pojem slovenski pojem
effect size velikost ucˇinka
probability index verjetnostni indeks
bootstrap zankanje
degree of overlap stopnja prekrivanja
PIM (probabilistic index model) model verjetnostnih indeksov
link function vezna funkcija
law of total covariance zakon popolne kovariance
coverage probability verjetnost pokritja
small sample problem problem majhnih vzorcev
true positive resnicˇno pozitivni
true negative resnicˇno negativni
false positive lazˇno pozitivni
false negative lazˇno negativni
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