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Hypersurfaces with free boundary and large constant mean
curvature: concentration along submanifolds
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abstract. Given a domain Ω of Rm+1 and a k-dimensional non-degenerate minimal submanifold
K of ∂Ω with 1 ≤ k ≤ m − 1, we prove the existence of a family of embedded constant mean
curvature hypersurfaces which as their mean curvature tends to infinity concentrate along K and
intersecting ∂Ω perpendicularly.
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1 Introduction
Let Ω be an open bounded subset of Rm+1, m ≥ 2, with smooth boundary ∂Ω. Recall that the
partitioning problem in Ω consists on finding, for a given 0 < v < meas (Ω), a critical point of the
perimeter functional P( · , Ω ) in the class of sets in Ω that enclose a volume v. Here P(E , Ω )
denotes the perimeter of E relative to Ω.
It is clear that whenever such a surface exits will meet ∂Ω orthogonally and will have a
constant mean curvature, see Section 2.3.1. In the light of standard results in geometric measure
theory, minimizers do exist for any given volume and may have various topologies (see the survey
by A.Ros [17]). Actually, up to now the complete description of minimizers have been achieved
only in some special cases, one can see for example [1], [16], [19] and [21]. However, the study of
existence, geometric and topological properties of stationary surfaces (not necessarily minimizers)
is far from being complete. Let us mention that Gru¨ter-Jost [4], have proved the existence of
minimal discs into convex bodies; while Jost in [6] proved the existence of embedded minimal
surfaces of higher genus. In the particular case of the free boundary Plateau problem, some rather
global existence results were obtained by M. Struwe in [22], [23] and [24]. In [2], the first author
proved the existence of surfaces similar to half spheres surrounding a small volume near non-
degenerate critical points of the mean curvature of ∂Ω. Here we are interested in the existence
of families of stationary sets Eε for the perimeter functional relative to Ω having small volume
measEε proportional to ε. Our result generalizes to higher dimensional sets the one obtained by
the first author in [2]. Before stating it some preliminaries are needed. We denote by V the interior
normal vector field along ∂Ω. For a given smooth set E ⊂ Ω with finite perimeter, let Σ := ∂E∩Ω
satisfy ∂Σ ⊂ ∂Ω and denote by N its exterior normal vector field. For a smooth vector field X
in Rm, the flow of diffeomorphism {Ft}t∈(0,t∗) of X in Ω induces a variation {Et = Ft(E)}t of E.
Set A(t) = P(Et,Ω); V (t) = meas(Et) and
ζ(p) =
d
dt
Ft(p) |t=0 .
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It is well known that by the first variation of the perimeter and volume functional, one has
(1.1) A′(0) = −
∫
Σ
mHΣ 〈ζ,N〉 dA+
∮
∂Σ
〈ζ, N¯〉 ds;
(1.2) V ′(0) =
∫
Σ
〈ζ,N〉 dA,
where HΣ is the mean curvature of Σ, N its exterior normal vector field and N¯ the exterior
normal to ∂Σ in Σ. A variation is called normal if ζ = ωN for a smooth function ω, admissible
if both Ft(intΣ) ⊂ Ω and Ft(∂Σ) ⊂ ∂Ω and volume-preserving if V (t) = V (0) for every t.
Since for any smooth ω satisfying
∫
Σ
ω dA = 0 there exits a volume-preserving admissible normal
variation of E with ζ = ωN , then E is stationary for the perimeter functional (A′(0) = 0) for
any volume-preserving admissible normal variation of E, if and only if
mHΣ ≡ const. in Σ and N¯(σ) ⊥ Tσ∂Ω for every σ ∈ ∂Σ.
Up to a change of variable, we can reformulate our question to the following free boundary
problem: for a given real numberH , find a hypersurface Σ ⊂ Ωε satisfying the following conditions
(1.3)
HΣ ≡ H in Σ,
∂Σ ⊂ ∂Ωε,
〈N,Vε〉 = 0 on ∂Σ,
where Ωε := ε
−1Ω and Vε the interior normal vector field on ∂Ωε.
If K is a k-dimensional smooth submanifold of ∂Ω, we let n := m − k and define Kε := ε−1K.
Consider the “half”-geodesic tube contained in Ωε around Kε of radius 1
S¯ε(Kε) := {q ∈ Ω¯ε : d(q,Kε) = 1},
with
d(q,Kε) :=
√
|dist∂Ωε(q˜, Kε)|2 + |q − q˜|2
where q˜ is the projection of q on ∂Ωε and
dist∂Ωε(q˜, Kε) = inf
{
length(γ) : γ ∈ C1([0, 1]) is a geodesic in ∂Ωε; γ(0) ∈ Kε; γ(1) = q˜
}
.
By the smoothness of ∂Ω and K, the tube is a smooth, possibly immersed, hypersurface provided
ε is sufficiently small. This tube by construction meets ∂Ωε perpendicularly. Furthermore the
mean curvature of this tube satisfies (see also § 3.0.5)
(1.4) mH(S¯ε(Kε)) = n+O(ε)
as ε tends to zero and hence it is plausible under some rather mild assumptions on K that we
might be able to perturb this tube to satisfy (1.3) with mH ≡ n. It turns out that this is not
known to be possible for every (small) ε > 0 but we prove the following theorem :
Theorem 1.1 Let Ω be a smooth bounded domain of Rm+1, m ≥ 2. Suppose that K is a non-
degenerate minimal submanifold of ∂Ω. Then, there exist a sequence of intervals Ii = (ε
−
i , ε
+
i ),
with ε− < ε+ and limi→+∞ ε
+
i = 0 such that, for all ε ∈ I := ∪iIi the “half” geodesic tube
ε S¯ε(Kε) may be perturbed to a hypersurface εSε satisfying (1.3) with mean curvature HεSε ≡
m
n
ε−1. Namely there exists a family of embedded constant mean curvature hypersurface in Ω with
boundary on ∂Ω and intersecting it perpendicularly.
Remark 1.1 • We emphasize that our argument provides also a stationary area separating
of Rm+1 \ Ω¯ when considering the lower hemisphere parameterized by the stereographic
projection from the north pole over the unit ball see Section 3.
2
• Notice that the surfaces we obtained might have interesting topology. In fact as far as
ε tends to zero, our solutions concentrate along K hence inherit its topological structure.
Furthermore we cite that some existence result of various minimal immersions were obtained
in [9] and [20].
We believe that the minimality condition on K should also be necessary to obtain a result in
spirit of Theorem 1.1 see the last paragraph of [15]). The non-degeneracy condition might
fail in some interesting situations, for example when a symmetry is present. In this case
however, one can take advantage of it working in a subclass of invariant functions: this
might also guarantee existence for all small ε, see [15] Section 5.
• The hypersurface Sε is a small perturbation of S¯ε(Kε) in the sense that it is the normal
graph (for some function whose L∞ norm is bounded by a constant times ε) over a small
translate of Kε in ∂Ωε (by some translation whose L
∞ norm is bounded by a constant), we
refer to Section 4 for the precise formulation of the construction of Sε.
• This result also remains true for the existence of capillary hypersurfaces in Ω namely those
with stationary area which intersect ∂Ω in a constant angle γ ∈ (0, π) along there boundaries.
For more precise comments see Remark 6.1.
To prove the theorem, following [10], [15] and [25], we parametrize all surfaces nearby S¯ε(Kε)
having boundaries in ∂Ωε by two parametric functions Φ : K → Rn and w : Sn+ × ε
−1K → R.
Here
Sn+ :=
{
x = (x1, · · · , xn+1) ∈ Rn+1 : |x| = 1 and xn+1 > 0
}
.
This yields a perturbed tube Sε(w,Φ). A standard computations show that the mean curvature
H(w,Φ) of Sε(w,Φ) is constant, with the right boundary conditions, is equivalent to solve a
system of nonlinear partial differential equations where the principal part is the Jacobi operator
about a hypersurface close to S¯ε(Kε). The solvability is based on the invertibility of this linear
operator depending on ε (small parameter). As we will see later, it turns out that this is possible
only for some values of ε tending to zero. Once we have the invertibility our problem becomes
readily a fixed point problem that we can solve provided our approximate solution is accurate
enough. Our method here is similar in spirit to the one in [10]. It goes back to Malchiodi-
Montenegro in [13] (see also [11], [12] and [14], for related issues).
To begin the procedure, we construct first an approximate solution in the following way: let
(y1, y2 . . . , yk) ∈ Rk (resp. (z1, z2 . . . , zn) ∈ Bn1 ) be the local coordinate variables on Kε (resp.
on Sn+). Letting Φ : K → R
n and w : Bn1 ×Kε → R, consider
S0(y, z) : (y, z) −→ y × ε
−1Φ(εy) + (1 + w(y, z))Θ(z).
The nearby surfaces of S¯ε(Kε) are parameterized (locally) by
G(y, z) : (y, z) −→ S0(y, z) −→ F
ε(S0(y, z))
where F ε is defined in (2.12) is “an almost isometry” parameterizing a neighborhood of Kε in Ωε,
Bn1 is the unit ball centered at the origin and Θ is the stereographic projection from the south
pole. Call the image of this map Sε(w,Φ), so in particular
Sε(0, 0) = S¯ε(Kε).
Notice that since Θn+1
∣∣∣
∂Bn
1
= 0, it follows that all these surfaces close to Sε(Kε) parameterized
in this way have boundaries on ∂Ωε.
Using standard arguments, we compute the mean curvature of Sε(w,Φ), in § 3.0.5. The
linearized mean curvature operator about S¯ε(Kε) splits into some linear operators on w and Φ,
given by
−Lεw − ε 〈JΦ, Θ˜〉+ εL
1w + εJ 1(Φ) + ε2 L(w,Φ),
where J is the Jacobi operator about K in the supporting surface ∂Ω, see § 2.2;
Lε := ε
2∆K+∆Sn++n; J
1Φ := −(3n+1)Θn+1h(Θ˜)a〈Φa¯, Θ˜〉+ Θ
n+1h(Φa¯)
a+2Θn+1h : Γ(Φ)
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and L1, L(w,Φ) are second order differential operators, see § 2.5, here h (resp. Γ) is the second
fundamental form of ∂Ω (resp. K) and h : Γ = habΓab, where summation over repeated indices
is understood. The quadratic part of the mean curvature is given by
n
2
(εwa¯ + 〈Φa¯, Θ˜〉)
2 − ε〈Φa¯,∇Snwa¯〉 − 2ε
2∇2Kw : Γ(Φ)
+
n+ 2
6
〈R(Φ, Θ˜)Φ , Θ˜〉 −
1
3
〈R(Φ, Ei)Φ , Ei〉+Q(w) + εQ(w,Φ).(1.5)
Finally the boundary condition reads
〈N,Vε〉 = (−1 + w)
∂w
∂η
+ O¯(ε2) + ε2 L¯(w,Φ) + ε Q¯(w,Φ) on ∂(SNK)+,
where η = −En+1 is the normal vector field of ∂Sn+ in S
n
+.
The method adopted requires to find an approximate solution as accurate as possible. For that,
letting r ≥ 1 be an integer and setting
wˆ(r) =
r∑
d
εdw(d) and Φˆ(r) =
r−1∑
d
εdΦ(d),
we solve
(1.6)
mH(wˆ(r), Φˆ(r)) = n+O(εr+1) on Sε(wˆ(r), Φˆ(r)),
〈N,Vε〉 = O¯(εr+2) along ∂Sε(wˆ(r), Φˆ(r)).
This leads to an iterative scheme. The term of order O(ε) appearing in the expansion of the
mean curvature (§ 3.0.5) depend linearly on the tangential curvature of K which is in the kernel
of ∆Sn+ + n and normal curvature K which is perpendicular to this operator. Consequently by
Fredholm theorem, we can kill these terms by w(1) provided K is minimal.
Now to annihilate the higher order terms with suitable couples (w(d),Φ(d−1)), d ≥ 2, if we
project on the kernel ∆Sn+ + n, there appears only J (the Jacobi operator about K) acting on
Φ(d−1) because when we project, the term J 1Φ(d−1) disappear by oddness. Moreover neither the
nonlinear terms appearing in the expansion of H(w,Φ) nor the perpendicularity condition will
influence the iteration as well. Therefore nondegenerency of K is sufficient for this procedure at
each step of the iterative scheme. In this way for any integer r ≥ 1 we will be able to have (1.6)
yielding good approximate solutions. We notice that it is more convenient to use the operator
∆Sn++n+〈J, Θ˜〉 to accomplish this task because it is invertible in L
2(Sn+×K). Unfortunately one
cannot use it for full solvability of the problem because w may not gain regularity. We refer to
Section 4 for more details. The final step (see § 5) is more delicate and consists of the invertibility
of the Jacobi operator about Sε(wˆ
(r), Φˆ(r)) which we call Lε,r. Let us mention that at this level
all terms in the expansion depend on r except the model operator −Lεw − ε 〈JΦ, Θ˜〉. At first
glance one sees that the operator Lε,r is not so close to the model one in the usual Sobolev norms
because of the competition between the operators 〈JΦ, Θ˜〉 and L1r. This is due to fact that if one
consider a tube of radius ε in a manifoldM with boundary sitting on the boundary ∂M, the mean
curvature expansion makes appear terms of order ε depending on the second fundamental form
of ∂M. On the contrary, dealing with manifolds without boundary, as in [10], it turns out that in
this case the first error terms are of order ε2 and thus also in the expansion of the mean curvature
of there perturbed tube, there cannot appear terms like εL, see [10] Proposition 4.1. Having
bigger error terms than those in [10], we need more accurate approximate solutions and different
spaces the spectral analysis. Since our operator Lε,r acts on the couple (w,Φ) almost separately,
to tackle this it is natural to adjust the norms used for w and Φ. For any v ∈ L2(Sn+ × K) we
decompose it as v = ε1−2sw+ 〈Φ, Θ˜〉 where Φi, i = 1, . . . , n are the components of the projection
of v in the Kernel of ∆Sn+ + n for some s ∈ (0, 1/2). With this decomposition, in a suitable
weighted Hilbert subspace of L2(Sn+×K) we can see Lε,r as a perturbation of the model one, see
4
Proposition 5.1.
As mentioned above the existence of families of CMC surfaces only for a suitable sequence of
intervals with length decreasing to zero and not the whole ε is related to a resonance phenomenon
peculiar to concentration on positive dimensional sets and it appears in the study of several class
of (geometric) non-linear PDE’s. Concentration along sets of dimension k = 1, . . . , n−1 has been
proved here, and analogous spectral properties hold true. By the Weyl’s asymptotic formula, if
solutions concentrate along a set of dimension d the average distance between those close to zero
is of order εd. The resonance phenomenon was taken care of using a theorem by T. Kato, see
[7], page 445, which allows to differentiate eigenvalues with respect to ε. In the aforementioned
papers it was shown that, when varying the parameter ε, the spectral gaps near zero almost
do not shrink, and invertibility can be obtained for a large family of epsilon’s. The case of one
dimensional limit sets can be handled using a more direct method based on a Lyapunov-Schmidt
reduction, indeed in this case the distance between two consecutive small eigenvalues, candidates
to be resonant, is sufficiently large and working away from resonant modes one can perform
a contraction mapping argument quite easily. Here instead the average distance between two
consecutive eigenvalues becomes denser and denser, to overcome this problem one needs to apply
Kato’s Theorem constructing first good approximate eigenfunctions.
2 Preliminaries
Let K be a k-dimensional submanifold of (∂Ω, g) (1 ≤ k ≤ m− 1) and set n = m− k. We choose
along K a local orthonormal frame field ((Ea)a=1,···k, (Ei)i=1,··· ,n) which is oriented and call V
the interior normal field along ∂Ω and V|K = En+1. At points of K, R
m+1 splits naturally as
T∂Ω⊕REn+1 with T∂Ω = TK ⊕NK, where TK is the tangent space to K and NK := NK∂Ω
represents the normal bundle in ∂Ω, which are spanned respectively by (Ea)a and (Ej)j .
2.1 Fermi coordinates on ∂Ω near K
Denote by ∇ the connection induced by the metric g and by ∇⊥ the corresponding normal
connection on the normal bundle. Given q ∈ K, we use some geodesic coordinates y centered at
q.
(2.7) f : y −→ expKq (y
aEa).
This yields the coordinate vector fields Xa := f∗(∂y¯a). We also assume that at q the normal
vectors (Ei)i, i = 1, . . . , n, are transported parallely (with respect to ∇⊥) through geodesics from
q, so in particular
(2.8) g (∇EaEj , Ei) = 0 at q, i, j = 1, . . . , n, a = 1, . . . , k.
In a neighborhood of q, we choose Fermi coordinates (y, ζ) on ∂Ω defined by
(2.9) F : (y, ζ) −→ exp∂Ωf(y)(
n∑
i=1
ζi Ei); (y, ζ) =
(
(ya)a, (ζ
i)i
)
.
Hence we have the coordinate vector fields
Xi := F¯∗(∂ζi) and Xa := F¯∗(∂y¯a).
By our choice of coordinates, on K the metric gα,β := 〈Xα, Xβ〉 splits in the following way
(2.10) g(q) = gab(q) dy
a ⊗ dyb + gij(q) dζ
i ⊗ dζj ; q ∈ K.
We denote by Γba(·) the 1-forms defined on the normal bundle of K by
(2.11) Γba(Ei) = g(∇EaEb, Ei).
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We will also denote by Rαβγδ the components of the curvature tensor with lowered indices, which
are obtained by means of the usual ones Rσβγδ by
Rαβγδ = gασ R
σ
βγδ.
When we consider the metric coefficients in a neighborhood of K, we obtain a deviation from
formula (2.10), which is expressed by the next lemma, see Proposition 2.1 in [10] for the proof.
Denote by r the distance function from K.
Lemma 2.1 In the above coordinates (y, ζ), for any a = 1, ..., k and any i, j = 1, ..., n, we have
gij(0, ζ) = δij +
1
3 Ristj ζ
s ζt + O(r3);
gaj(0, ζ) = O(r
2);
gab(0, ζ) = δab − 2 Γ
b
a(Ei) ζ
i +
[
Rsabl + Γ
c
a(Es) Γ
b
c(El)
]
ζsζl +O(r3).
Here Ristj are computed at the point q of K parameterized by (0, 0).
The boundary of the scaled domain δΩε :=
1
ε
∂Ω is parameterized, in a neighborhood of ε−1q ∈
Kε := ε
−1K by
F¯ ε(y, x′) :=
1
ε
F¯ (εy, εx′) with x′ := (xi, · · · , xn).
Hence we have the induced coordinate vector fields
Xi := F¯
ε
∗ (∂xi) and Xa := F¯
ε
∗ (∂ya).
By construction, Xα|ε−1q = Eα and V
ε(ε−1q) = En+1. From Lemma 2.1 it is evident that the
metric g on (∂Ωε, g) has the expansion given by the
Lemma 2.2 In a neighborhood of Kε the following hold
gij(0, x) = δij +
ε
3 Ristj x
s xt + O(ε2r3);
gaj(0, x) = O(εr2);
gab(0, x) = δab − 2 Γba(Ei)x
i + ε
[
Rsabl + Γ
c
a(Es) Γ
b
c(El)
]
xsxl +O(ε2r3).
We can now parameterize tubular neighborhood of Kε in Ωε,
(2.12) F ε(y, x′, xn+1) =
1
ε
F¯ (εy, εx′) + xn+1Vε(y, x′),
where Vε(y, x′) := V(1
ε
F¯ (εy, εx′)). We denote by h the second fundamental form of ∂Ω so that:
(2.13) 〈dVε(p)[Xα], Xβ〉 = ε hα,β(q)
when q = F¯ ε(p).
2.2 The Jacobi operator about K
The linearized mean curvature operator about K is given by
(2.14) J := ∆⊥ −R⊥ + B
where the normal Laplacian ∆⊥ is defined as
∆⊥ := ∇⊥Ea ∇
⊥
Ea
−∇⊥∇T
Ea
Ea
,
with ∇⊥ denoting the connection on the normal bundle of K in ∂Ω. While B is a symmetric
operator defined by
〈B(X), Y 〉 = Γba(X) Γ
a
b (Y ) for all X,Y ∈ TpK,
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where Γ is defined in (2.11) and R⊥ : NpK −→ NpK is given by
R⊥ := (R(Ea, ·)Ea)
⊥ ,
where (·)⊥ denotes the orthogonal projection on NpK. Finally, we recall that the Ricci tensor is
defined by
Ric(X,Y ) = −〈R(X,Eγ)Y,Eγ〉 for all X,Y ∈ TpM.
2.3 First and second variation of area for capillary hypersurfaces
Let Σ be a smooth hypersurface in an (m + 1)-dimensional Riemannian manifold (M, g) with
smooth, nonempty boundary ∂M . Suppose that ∂Σ ⊂ ∂M so that M is separated into two
parts, call Λ the boundary of one of these parts in ∂M .
2.3.1 First variation of area
Let Ft be a variation of Σ with variation vector field
ζ(p) =
∂Ft
∂t
(p)|t=0 for every p ∈ Σ.
A variation is called admissible if both Ft(intΣ) ⊂M and Ft(∂Σ) ⊂ ∂M . Let N be a unit normal
vector along Σ; HΣ its mean curvature and υ (respectively υ¯) be the unit exterior normal vector
along ∂Σ in Σ (respectively in Λ).
An admissible variation induces hypersurfaces Σt and Λt. Let A(t) (respectively T (t)) be be
the volume of Σt (respectively Λt) and V (t) the signed volume bounded by Σ and Σt. For a given
angle γ ∈ (0, π), we consider the total energy
(2.15) E(t) := A(t) − cos(γ)T (t).
It is well known (see for example [18]) that
(2.16) E ′(0) = −
∫
Σ
nHΣ〈ζ,N〉gdA+
∮
∂Σ
〈ζ, υ − cos(γ) υ¯〉gds
and
(2.17) V ′(0) =
∫
Σ
〈ζ,N〉gdA.
A variation is called volume-preserving if V (t) = V (0) for every t. Σ is called capillary hyper-
surface if Σ is stationary for the total energy (E ′(0) = 0) for any volume-preserving admissible
variation. Consequently if Σ is capillary, it has a constant mean curvature and intersect ∂M with
the angle γ in the sense that the angle between the normals of υ and υ¯ is γ or equivalently the
angle between N and V is γ, where V is the unit outer normal field along ∂M .
Physically, in the tree-phase system the quantity cos(γ)T (0) is interpreted as the wetting energy
and γ the contact angle while cos(γ) is the relative adhesion coefficient between the fluid bounded
by Σ and Γ and the walls ∂M . Here we are interested in a configuration in the absence of gravity.
A more general setting including the gravitational energy and works on capillary surfaces can be
found in the book by R. Finn [3].
2.3.2 The Jacobi operator about Σ
We denote by ΠΣ and Π∂M the second fundamental form of Σ and of ∂M respectively. Assume
that Σ is a capillary hypersurface. Recall that the Jacobi operator (the linearized mean curvature
operator about Σ) is given by the second variation of the total energy functional E . For any
volume-preserving admissible variation, we have (see [18] Appendix for the proof)
(2.18) E ′′(0) = −
∫
Σ
(
ω∆Σω + |ΠΣ|
2ω2 +Ricg(N,N)ω
2
)
dA+
∮
∂Σ
(
ω
∂ω
∂υ
− q ω2
)
ds,
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where
ω = 〈ζ, N〉g and q =
1
sin(γ)
Π∂M (υ¯, υ¯)− cot(γ)ΠΣ(υ, υ).
Since for any smooth ω with
∫
Σ ωdA = 0 there exits an admissible, volume-preserving variation
with variation vector field ωN as a normal part, we have now the Jacobi operator about Σ that
we define by duality as
〈LΣ,N ω, ω
′〉 :=
∫
Σ
{
∇ω∇ω′ −
(
|ΠΣ|
2 +Ricg(N,N)
)
ω ω′
}
dA+
∮
∂Σ
q ω ω′ds.
Remark 2.1 Let us observe that for any smooth ωˆ N and Nˆ transverse vector field along Σ there
induce an admissible volume preserving variation. The linearized mean curvature operators LΣ,N
and LΣ,Nˆ are linked by
LΣ,Nˆ ωˆ = LΣ,N (〈N, Nˆ〉g ωˆ) +mNˆ
T (HΣ) ωˆ,
where NˆT is the orthogonal projection of Nˆ on TΣ. This shows that LΣ,Nˆ is self-adjoint with
respect to the inner product ∫
Σ
ωˆ ωˆ′ 〈N, Nˆ〉g dA.
2.4 The stereographic projection
We will denote by p : Rn → Sn the inverse of the stereographic projection from the south pole.
p =
(
p1 , . . . , pn, pn+1
)
is a conformal parametrization of Sn and for any z = (z1, . . . , zn) ∈ Rn,
p(z) = (z, 1)µ(z)− En+1
=
(
2 z1
1 + |z|2
, . . . ,
2 zn
1 + |z|2
,
1− |z|2
1 + |z|2
)
with conformal factor given by
(2.19) µ(z) :=
2
1 + |z|2
.
We often use the projection of p on Rn and denote it by
(2.20) p˜(z) := (z, 0)µ(z).
We collect in the following lemma some properties of the function p which will be useful later on,
we omit here the proof which can be obtained rather easily with elementary computations
Lemma 2.3 For every i, j, l = 1, . . . , n, there holds
〈pi,pj〉 = µ
2 δij ; p
n+1
i = −µp
i; p˜i = −p
i p˜+ µEi;
〈pii,pl〉 = µ
2 pl − 2µ2 pi δil.
Recall that the Laplace operator on Sn can be expressed in terms of the Euclidean one by the
formula
∆Sn =
1
µ2
(
∆Rn + (2 − n)p
i∂i
)
.
Moreover, it is easy to verify that
∆Snp+ np = 0.
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It is clear that for any 0 < r ≤ 1 the restriction of p on Bnr parametrizes a spherical cap S
n(r),
where Bnr is a the ball centered at 0 with radius r.
Given γ ∈ (0, π), if we let r2 = 1−cos(γ)1+cos(γ) , the image by p of B
n
r is the spherical cap S
n(γ) which
intersects the horizontal plane Rn + cos(γ)En+1 and makes an angle γ with it. In particular we
denote (henceforth define)
Θ(γ) := p
∣∣∣
Bn
r(γ)
− cos(γ)En+1; Θ := Θ(
π
2
)
Sn+ := S
n(
π
2
) =
{
x = (x1, . . . , xn+1) ∈ Rn+1 : |x| = 1 and xn+1 > 0
}
.
For any 0 < r ≤ 1, denote by τr the unit outer normal vector of ∂Bnr , the normal field (not
unitary) of ∂Sn(r) in Sn(r) expressed as follows
∂p
∂τr
∣∣∣∣∣
∂Bnr
= µ |p˜|
(
pn+1
p˜
|p˜|2
− En+1
) ∣∣∣∣∣
∂Bnr
.
Now when r2 = 1−cos(γ)1+cos(γ) , the unit normal in S
n(γ) of ∂Sn(γ) is given and denoted by
(2.21) η(γ) = cot(γ) Θ˜(γ)− sin(γ)En+1, in particular η := η(
π
2
) = −En+1
while the unit normal of ∂Sn(γ) in the plane Rn + cos(γ)En+1 is
Θ˜(γ)
|Θ˜(γ)|
|∂Bnr .
Observe that the angle between the two normals Θ˜(γ)
|Θ˜(γ)|
and η(γ) is γ along ∂Sn(γ), namely since
|Θ˜(γ)| = sin(γ) on ∂Bnr ,
〈
Θ˜(γ)
|Θ˜(γ)|
, η(γ)〉 = cos(γ) on ∂Sn(γ).
Consider the eigenvalue problem, u : Sn(γ)→ R,

∆Sn(γ)u+ nu = 0 in S
n(γ);
∂u
∂η(γ)
= cot(γ)u on ∂Sn(γ).
It is well known that the only solutions to the interior equation are the degree one homogeneous
polynomials on Sn+, spanned by the n+ 1 components of p. By (2.21) the boundary condition is
satisfied only by Θi(γ), i = 1, · · · , n.
2.5 Notations
In the following, expressions of the form L(w,Φ) denote linear operators, in the functions w and
Φj as well as their derivatives with respect to the vector fields εXa and Xi up to second order,
the coefficients of which are smooth functions on Sn+ × K bounded by a constant independent
of ε in the C∞ topology (where derivatives are taken using the vector fields Xa¯ and Xi). Also
L¯(w,Φ) are restrictions of expressions like L(w,Φ) on ∂Sn+ ×K with L(w,Φ) contains only one
derivative of w or Φ with respect to the vector fields εXa and Xi.
Similarly, expressions of the form Q(w,Φ) denote nonlinear operators, in the functions w and
Φj as well as their derivatives with respect to the vector fields εXa and Xi still up to second order,
whose coefficients of the Taylor expansion are smooth functions on Sn+ ×K which are bounded
by a constant independent of ε in C∞ topology (where derivatives are taken using the vector
fields Xa and Xi). Moreover, Q vanish quadratically in the pair (w,Φ) at 0 (that is, its Taylor
expansion does not involve any constant nor any linear term). Also Q¯(w,Φ) are restrictions of
expressions like Q(w,Φ) on ∂Sn+ ×K with Q(w,Φ) contains only one derivative of w or Φ with
respect to the vector fields εXa and Xi.
Finally, terms denoted O(εd) are smooth functions on Sn+ × Kε which are bounded by a
constant times εd in C∞ topology (where derivatives are taken using the vector fields Xa and Xi).
Also expressions like O¯(εd) are restrictions of O(εd) on ∂Sn+ ×K.
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3 Geometry of tubes
We derive expansions as ε tends to 0 for the metric, second fundamental form and mean curvature
of S¯ε(Kε) and their perturbations.
3.0.1 Perturbed tubes
We now describe a suitable class of deformations of the geodesic tubes (in the metric induced by
F ε on Rm+1) S¯ε(Kε), depending on a section Φ of NKε and a scalar function w on the spherical
normal bundle (SNKε)+ in ∂Ωε.
We recall that (y1, y2 . . . , yk) ∈ Rk (resp. (z1, z2 . . . , zn) ∈ Bn1 ) are the local coordinate variables
on Kε (resp. on S
n
+). Letting Φ : K → R
n and w : Bn1 ×Kε → R, consider
S0 : (y, z) 7→ y × ε
−1Φ(εy) + (1 + w(y, z))Θ(z).
The nearby surfaces of S¯ε(Kε) is parametrized (locally) by
G(y, z) : (y, z) −→ S0(y, z) −→ F
ε(S0(y, z))
namely
G(y, z) := F ε
(
y,
1
ε
Φ(εy) + (1 + w(y, z))Θ˜(z), (1 + w(y, z))Θn+1(z)
)
.
Since Θn+1
∣∣∣
∂Bn
1
= 0, it follows
G(y, z)
∣∣∣
∂Bn
1
∈ ∂Ωε for any y.
The image of this map will be called Sε(w,Φ). In particular
Sε(0, 0) = S¯ε(Kε).
It will be understood that for any fixed point p = F ε(0, 0) ∈ Kε, Φ(ε y) ∈ NKε ⊂ Tp∂Ωε and
Θ(z) ∈ Sn+ ⊂ NKε ⊕ REn+1 are in the tangent space at p of R
m+1 endowed with the metric
induced by F ε. For more convenience we introduce the following notations
Notation: On Kε we will consider
Φ := Φj Ej Φa := ∂ya Φ
j Ej Φab := ∂ya∂yb Φ
j Ej
Θ := Θj Ej+Θ
n+1En+1 = Θ˜+Θ
n+1En+1 Θi := ∂ziΘ
j Ej+∂ziΘ
n+1En+1 = Θ˜i+∂ziΘ
n+1En+1.
For simplicity, we will write
wj := ∂zjw; wa := ∂yaw; wij := ∂zi ∂zjw; wab := ∂ya ∂ybw; waj := ∂ya ∂zjw;
It is easy to see that the tangent space to Sε(w,Φ) is spanned by the vector fields
(3.22)
Za = G∗(∂ya) = Xa + waΥ+Ψa + (1 + w)Θ
n+1DaVε, a = 1, . . . , k
Zj = G∗(∂zj ) = (1 + w)Υj + wj Υ+ (1 + w)Θ
n+1DjVε, j = 1, . . . , n,
where
Ψ := Φj Xj ; Ψa := ∂ya Φ
j Xj ;
Υ := ΘjXj +Θ
n+1Vε; Υi := ∂ziΘ
j Xj + ∂zjΘ
n+1Vε
and
(3.23)
DaVε(y, (1 + w(y, z))Θ˜ + ε−1Φ(εy)) = ε
(
haα + (waΘ
l +Φla)hlα
)
Xα;
DjVε(y, (1 + w(y, z))Θ˜ + ε−1Φ(εy)) = ε
(
wjΘ
l + (1 + w)Θlj
)
hlαXα.
10
3.0.2 The first fundamental form
In this subsection we expand the coefficients of the first fundamental form of Sε(w,Φ). Using the
expansions in Lemma 2.2, one can easily get
(3.24)
〈Xa, Xb〉 = δab − 2 εΓba(Θ)− 2 Γ
b
a (Φ) +O(ε
2) + ε L(w,Φ) +Q(w,Φ)
〈Xi, Xj〉 = δij +
ε
3
(
〈R(Θ, Ei)Φ, Ej〉+ 〈R(Φ, Ei)Θ, Ej〉
)
+ 13 〈R(Φ, Ei)Φ, Ej〉
+ O(ε2) + ε2 L(w,Φ) + εQ(w,Φ)
〈Xi, Xa〉 = O(ε2) + ε L(w,Φ) +Q(w,Φ).
These together with the fact that R(Θ˜, Θ˜) = 0 imply
(3.25) 〈Υ,Υj〉 =
ε
3
〈R(Φ, Θ˜) Θ˜, Θ˜j〉+
1
3
〈R(Φ, Θ˜)Φ, Θ˜j〉+O(ε
2) + ε2 L(w,Φ) + εQ(w,Φ)
Using similar arguments, and the fact that 〈Υ,Υ〉 = 1 on Kε yields
(3.26) 〈Υ,Υ〉 = 1 +
1
3
〈R(Φ, Θ˜)Φ, Θ˜〉+O(ε2) + ε2 L(w,Φ) +Q(w,Φ)
Moreover
〈Υi,Υj〉 = 〈Θi,Θj〉+
1
3
(
〈R(Φ, Θ˜i) Θ˜, Θ˜j〉+ 〈R(Φ, Θ˜j) Θ˜, Θ˜i〉
)
(3.27)
+
1
3
〈R(Φ, Θ˜i)Φ, Θ˜j〉+O(ε
2) + ε2 L(w,Φ) +Q(w,Φ).
Now, by (3.23) we have that
(3.28) 〈DjV
ε,Υ〉 = ε(1 + w)〈h(Θ˜), Θ˜j〉+ εwj〈h(Θ˜), Θ˜〉+O(ε
2) + ε2L(w,Φ) + εQ(w,Φ)
and
(3.29) 〈DjV
ε,Υi〉 = ε(1 + w)〈h(Θ˜i), Θ˜j〉+ εwj〈h(Θ˜), Θ˜i〉+O(ε
2) + ε2 L(w,Φ) + εQ(w,Φ)
We are now in position to expand the coefficients of the first fundamental form of Sε(w,Φ). We
have
Proposition 3.1 For any a, b ∈ {1, · · · , k} and i, j ∈ {1, · · · , n}, we have that
(3.30) 〈Za, Zb〉 = δab + 2εΘ
n+1hab − 2εΓ
b
a(Θ˜)− 2 Γ
b
a(Φ) +O(ε
2) + ε L(w,Φ) +Q(w,Φ)
〈Za, Zj〉 = 2εΘ
n+1h(Θ˜j)
a + 〈Φa¯, Θ˜j〉+O(ε
2) + εL(w,Φ) +Q(w,Φ)(3.31)
〈Zi, Zj〉 = 〈Θi,Θj〉 (1 + 2w) + 2ε(1 + 3w)Θ
n+1〈h(Θ˜i), Θ˜j〉
+ 2εΘn+1
(
〈h(Θ˜i), Θ˜〉wj + 〈h(Θ˜j), Θ˜〉wi
)
+
ε
3
(
〈R(Θ˜, Θ˜i)Φ, Θ˜j〉+ 〈R(Θ˜, Θ˜j)Φ, Θ˜i〉
)
+ wiwj + 〈Θi,Θj〉w
(2)(3.32)
+
1
3
〈R(Φ, Θ˜i)Φ, Θ˜j〉+O(ε
2) + ε2 L(w,Φ) + εQ(w,Φ).
3.0.3 The normal vector field
In this subsection we expand the unit normal to Sε(w,Φ). Define the vector field
N˜ := −Υ+ αj Zj + β
c Zc,
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it is the outer normal field along Sε(w,Φ) if we can determine α
j and βc so that N˜ is orthogonal
to all of the Zb and Zi. This leads to a linear system for α
j and βa.
We have the following expansions
(3.33) 〈Υ, Za〉 = wa + 〈Φa¯, Θ˜〉+ εΘ
n+1 (h(Θ˜))a + ε2 L(w,Φ) + εQ(w,Φ);
〈Υ, Zj〉 = wj + ε(1 + 2w)Θ
n+1〈h(Θ˜), Θ˜j〉+ 2εΘ
n+1wj〈h(Θ˜), Θ˜〉
+
ε
3
〈R(Φ, Θ˜) Θ˜, Θ˜j〉+
1
3
〈R(Φ, Θ˜)Φ, Θ˜j〉+O(ε
2) + ε2 L(w,Φ) + εQ(w,Φ),(3.34)
These follow from (3.24) together with the fact that 〈Υ, Za〉 = 0 and 〈Υ, Zj〉 = 0 on Kε.
Using Proposition 3.1, and some algebraic calculations, one can obtain
(3.35) βc = wc + 〈Φc, Θ˜〉+ εΘ
n+1h(Θ˜)c +O(ε2) + ε L(w,Φ) +Q(w,Φ).
and
αj 〈Θj ,Θi〉 = wi + εΘ
n+1〈h(Θ˜), Θ˜i〉+ εΘ
n+1〈h(Θ˜), Θ˜〉wi
− 2εΘn+1
(
〈h(Θ˜l), Θ˜i〉wl + h(Θ˜i)
awa + h(Θ˜i)
a〈Φa, Θ˜〉
)
+
1
3
ε〈R(Φ, Θ˜) Θ˜, Θ˜i〉 − εΘ
n+1h(Θ˜)a〈Φa, Θ˜i〉(3.36)
− 2wwi − wa〈Φa, Θ˜i〉 − 〈Φa, Θ˜〉〈Φa, Θ˜i〉+
1
3
〈R(Φ, Θ˜)Φ, Θ˜i〉
+ O(ε2) + ε2 L(w,Φ) + εQ(w,Φ).
Using these and the fact that 〈Θj ,Θi〉 = µ
2δij , a straightforward computations imply
|N˜ |−1 = 1 + εΘn+1
(
1
µ2
〈h(Θ˜), Θ˜i〉wi + h(Θ˜)
cwc + h(Θ˜)
c〈Φc, Θ˜〉
)
+
1
6
〈R(Φ, Θ˜)Φ, Θ˜〉
+
1
2
(
w2c +
1
µ2
w2j + 2wc〈Φc, Θ˜〉+ 〈Φc, Θ˜〉
2
)
+O(ε2) + ε2 L(w,Φ) + εQ(w,Φ).
The unit normal to the perturbed geodesic tube is then given simply by N = N˜
|N˜ |
. We summarize
this in the following lemma
Proposition 3.2 The normal vector field N to Sε(w,Φ) is given by N =
N˜
|N˜|
where
(3.37) N˜ := −Υ+ αj Zj + β
c Zc
and where the coefficients αj and βc are given by formulas (3.36) and (3.35).
Using the fact that Θn+1
∣∣∣
∂Bn1
= 0 we can easily deduce
Lemma 3.1 The perpendicularity condition is given by
〈N,Vε〉 = (−1 + w)wjz
j + O¯(ε2) + ε2 L¯(w,Φ) + ε Q¯(w,Φ) on ∂(SNK)+,
Proof : Since Θn+1
∣∣∣
∂Bn1
= 0 it follows that 〈Vε,−Υ + βc Zc〉 = 0 on ∂Bn1 on the other hand
using the fact that R(Ei, Ei) = 0 with
∂Θ˜
∂τ
∣∣∣
∂Bn
1
= 0 (see §2.4) we get
〈αj Zj ,V
ε〉 = (−1 + w)wjΘ
n+1
j + O¯(ε
2) + ε2 L¯(w,Φ) + ε Q¯(w,Φ) on ∂(SNK)+.
The lemma now follows since Θn+1j = −µΘ
j = −µ2zj and µ
∣∣∣
∂Bn
1
= 1. 
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3.0.4 The second fundamental form
In this subsection we expand the coefficients of the second fundamental form. Recall that ∇ is
the Levi-Civita connection on ∂Ω and h its second fundamental form, the derivation for vector
fields on ∂Ω yields
∂
∂zi
Xα(y, (1 + w(y, z))Θ˜ + ε
−1Φ(εy)) = ε(wiΘ
l + (1 + w)Θli) (∇XlXα − hlαV
ε) ,
∂
∂ya
Xα(y, (1+w(y, z))Θ˜+ε
−1Φ(εy)) = εδab (∇XbXα − hbαV
ε)+ε
(
waΘ
l +Φla
)
(∇XlXα − hlαV
ε) .
Proposition 3.3 The following expansions hold
〈N,
∂
∂ya
Za〉 = −εΓ
a
a(Θ˜) + εΘ
n+1haa − waa − ε 〈Φaa, Θ˜〉 − ε 〈R(Φ, Ea)Ea, Θ˜〉
+ εΓca(Θ˜) Γ
a
c (Φ)− 2εΘ
n+1wah(Θ˜)
a +
ε
µ2
wl
(
Γaa(Θ˜l)− haaΘ
m+1
l
)
(3.38)
+ O(ε2) + ε2 L(w,Φ) + εQ(w,Φ);
〈N,
∂
∂zj
Zj〉 = µ
2(1 + w) − wjj − εΘ
n+1〈h(Θ˜), Θ˜〉wjj − 2εΘ
n+1
j 〈h(Θ˜), Θ˜〉wj
+ ε(1 + 2w)
(
Θn+1〈h(Θ˜j), Θ˜j〉 − 2Θ
n+1
j 〈h(Θ˜), Θ˜j〉 −Θ
n+1〈h(Θ˜), Θ˜jj〉
)
+
ε
µ2
wk
(
2Θn+1〈h(Θ˜k), Θ˜ii〉+ 2Θ
n+1
i 〈h(Θ˜k), Θ˜i〉+Θ
n+1
k 〈h(Θ˜i), Θ˜i〉
)
+
2
3
ε 〈R(Φ, Θ˜j) Θ˜, Θ˜j〉 −
ε
3
〈R(Φ, Θ˜) Θ˜, Θ˜jj〉+ 2εwc
(
Θn+1j h(Θ˜j)
c +Θn+1h(Θ˜jj)
c
)
+ 2ε〈Φc¯, Θ˜〉
(
Θn+1j h(Θ˜j)
c +Θn+1h(Θ˜jj)
c
)
+ εΘn+1h(Θ˜)c
(
〈Φc, Θ˜jj〉+ µ
2〈Φc, Θ˜〉
)
(3.39)
+ εΘn+1h(Θ˜)c
(
wc〈Θ˜, Θ˜jj〉+ µ
2wc
)
−
1
6
µ2〈R(Φ, Θ˜)Φ, Θ˜〉 −
1
3
〈R(Φ, Θ˜)Φ, Θ˜jj〉
−
1
2
µ2w2c +
1
2
µ2|〈Φc, Θ˜〉|
2 −
1
2
w2k + 2w
2
j + 〈Φc, Θ˜jj〉wc + 〈Φc, Θ˜〉〈Φc, Θ˜jj〉
+ (1 + 2w)αk〈Θjj ,Θk〉+O(ε
2) + ε2 L(w,Φ) + εQ(w,Φ);
〈N,
∂
∂ya
Zb〉 = −Γ
b
a(Θ˜) + εΘ
n+1hab − wab +O(ε
2) + εL(w,Φ) +Q(w,Φ)) a 6= b;
〈N,
∂
∂ya
Zj〉 = εΘ
n+1
j h(Θ˜)
a + εΘn+1h(Θ˜j)
a − waj +O(ε
2) + εL(w,Φ) +Q(w,Φ);
〈N,
∂
∂zi
Zj〉 = −wij − εΘ
n+1
i 〈h(Θ˜), Θ˜j〉 − εΘ
n+1
j 〈h(Θ˜), Θ˜i〉+ εΘ
n+1〈h(Θ˜i), Θ˜j〉
− εΘn+1〈h(Θ˜), Θ˜ij〉+ α
k〈Θij ,Θk〉+O(ε
2) + εL(w,Φ) +Q(w,Φ), i 6= j.
Proof : The proof is similar in spirit to the one of Proposition 3.3 in [10]. So we will be sketchy
here referring to the aforementioned paper for more details. We have that
∂
∂ya
Za = ε (∇XaXa − haaV
ε) + waaΥ+ 2Θ
n+1waDaV
ε + εΦlaaXl +Θ
n+1DaDaV
ε
+
(
O(ε2) + ε2L(w,Φ) + εQ(w,Φ)
)
Xα +
(
O(ε2) + ε2L(w,Φ) + εQ(w,Φ)
)
Vε
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and for a 6= b
∂
∂ya
Zb = ε (∇XbXa − habV
ε) + wabΥ
+
(
O(ε2) + εL(w,Φ) +Q(w,Φ)
)
Xα +
(
O(ε2) + ε2L(w,Φ) + εQ(w,Φ)
)
Vε;
∂
∂zi
Zi = wiiΥ+ 2wiΥi + 2εΘ
lΘsiwi (∇XsXl − hslV
ε) + 2Θn+1DiV
εwi + (1 + w)Υii
+ (1 + w)
(
2Θn+1i DiV
ε +Θn+1DiDiV
)
+ ε(1 + 2w)ΘliΘ
s
i (∇XsXl − hslV
ε)
+
(
O(ε2) + ε2L(w,Φ) + εQ(w,Φ)
)
Xα +
(
O(ε2) + ε2L(w,Φ) + εQ(w,Φ)
)
Vε;
and for i 6= j
∂
∂zi
Zj = wijΥ+ wiΥj + wjΥi +Θ
n+1
i DjV
ε +Θn+1j DiV
ε + (1 + w)Υij + εΘ
l
iΘ
s
j (∇XsXl − hslV
ε)
+ Θn+1DiDjV
ε +
(
O(ε2) + εL(w,Φ) +Q(w,Φ)
)
Xα +
(
O(ε2) + ε2L(w,Φ) + εQ(w,Φ)
)
Vε.
Finally
∂
∂ya
Zj =
∂
∂zj
Za = εΘ
s
j (∇XsXa − hasV
ε) + wajΥ+ waΥj +Θ
n+1
j DaV
ε
+
(
O(ε2) + ε2L(w,Φ) + εQ(w,Φ)
)
Xα +
(
O(ε2) + ε2L(w,Φ) + εQ(w,Φ)
)
Vε.
Recalling the expansions, see Lemma 2.1 in [10].
(3.40)
∇Xi Xj = (O(ε) + L(w,Φ) +Q(w,Φ))Xγ ,
∇Xa Xi = −Γ
b
a(Ei)Xb + (O(ε) + L(w,Φ) +Q(w,Φ))Xγ ,
We will also need the following expansion which follows from the result of Lemma 2.2 in [10]
(with obvious modifications).
∇Xa Xb = Γ
b
a(Ej)Xj − 〈R(ε Θ˜ + Φ, Ea)Ej , Eb〉Xj
+
1
2
(
〈R(Ea, Eb) (ε Θ˜ + Φ), Ej〉 − Γ
c
a(ε Θ˜ + Φ)Γ
b
c(Ej)− Γ
b
c(ε Θ˜ + Φ)Γ
c
a(Ej)
)
Xj(3.41)
+ (O(ε) + L(w,Φ) +Q(w,Φ))Xc + (O(ε
2) + ε L(w,Φ) +Q(w,Φ))Xj .
These implies in particular
〈Υ,∇XaXa〉 = Θ
lΓaa(Ei)
(
δli + 2εΘ
n+1hli
)
− ε〈R(Θ˜, Ea)Θ˜, Ea〉 − 〈R(Θ˜, Ea)Φ, Ea〉
− εΓca(Θ˜)Γ
a
c (Θ˜)− Γ
c
a(Θ˜)Γ
a
c (Φ) +O(ε
2) + εL(w,Φ) +Q(w,Φ).
On the other hand we have that
DaDaV
ε = εwaah(Θ˜)
αXα+
(
O(ε2) + ε2L(w,Φ) + εQ(w,Φ)
)
Xβ+
(
O(ε2) + ε2L(w,Φ) + εQ(w,Φ)
)
Vε,
which implies
(3.42) 〈DaDaV
ε,Υ〉 = εwaa〈h(Θ˜), Θ˜〉+O(ε
2) + ε2L(w,Φ) + εQ(w,Φ).
Using these together with (3.35), (3.36) and Lemma 2.2, the first estimate follows at once. For
the other estimates one can proceed similarly. 
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3.0.5 The mean curvature of perturbed tubes
Collecting the estimates of the last subsection we obtain the expansion of the mean curvature of
the hypersurface Sε(w,Φ). In the coordinate system defined in the previous sections, we get
mH(w,Φ) = n− εΓaa(Θ˜) + εΘ
n+1 haa + εΘ
n+1
[
(n+ 3)〈h(Θ˜), Θ˜〉 − hjj
]
+O(ε2)
−
(
∆Kεw +∆Snw + nw
)
− ε
(
〈∆KΦ+R(Φ, Ea)Ea, Θ˜ 〉 − Γca(Φ) Γ
a
c (Θ˜)
)
− εΘn+1〈h(Θ˜), Θ˜〉∆Snw − 2ε(n+ 3)Θn+1〈h(Θ˜),∇Snw〉 + 2εΘn+1∇2Snw : h
− ε
(
〈h(Θ˜), Θ˜〉+ hjj + haa
)
〈∇Snw,En+1〉 − (1 + 3n)εΘn+1h(Θ˜)a wa
− 2εΘn+1h(∇Snwa)a + εΓaa(∇Snw)− 2ε∇
2
Kε
w : Γ(Θ˜) + 2εΘn+1haawaa
− (3n+ 1)εΘn+1h(Θ˜)a〈Φa¯, Θ˜〉+ εΘn+1h(Φa¯)a + 2εΘn+1h : Γ(Φ)
+ nw2 + 2−n2 |∇Snw|
2
+ 2w∆Snw −
n
2 (wa + 〈Φa¯, Θ˜〉)
2
− 〈Φa¯,∇Snwa〉 − 2∇2Kεw : Γ(Φ) +
n+2
6 〈R(Φ, Θ˜)Φ , Θ˜〉 −
1
3 〈R(Φ, Ei)Φ , Ei〉
+ O(ε2) + ε2L(w,Φ) + εQ(w,Φ).
Here we have used the formulas in Lemma 2.3, the fact that
∆Sn =
1
µ2
(
∆Rn + (2− n)Θ
i∂i
)
,
and the notation A : B = AstBst for two linear operators A and B. Where summation over
repeated indices is understood. We first define the following operators appearing in the above
expansion
L1(w) : = −〈h(Θ˜), Θ˜〉∆Snw − 2(n+ 3)Θ
n+1〈h(Θ˜),∇Snw〉+ 2Θ
n+1∇2Snw : h
−
(
〈h(Θ˜), Θ˜〉+ hjj + haa
)
〈∇Snw,En+1〉(3.43)
− ε(1 + 3n)Θn+1〈h(Θ˜),∇Kw〉 + εΘ
n+1h(∇Snwa¯)
a − 2ε2∇2Kw : Γ(Θ˜) + 2ε
2Θn+1haawaa,
(3.44) J 1Φ := −(3n+ 1)Θn+1h(Θ˜)a〈Φa¯, Θ˜〉+ Θ
n+1h(Φa)
a + 2Θn+1h : Γ(Φ),
and the quadratic term
Q1(w,Φ) : = nw(2) +
2− n
2
|∇Snw|
2
+ 2w∆Snw −
n
2
(εwa¯ + 〈Φa¯, Θ˜〉)
2 − ε〈Φa¯,∇Snwa¯〉
− 2ε2∇2Kw : Γ(Φ) +
n+ 2
6
〈R(Φ, Θ˜)Φ , Θ˜〉 −
1
3
〈R(Φ, Ei)Φ , Ei〉.(3.45)
Next, we define
Lε := ε
2∆K +∆Sn + n, L0 := ∆Sn + n
and the Jacobi operator about K in (∂Ω, g¯), see § 2.2
J := ∆⊥ −R⊥ + B.
Recall that (see § 2.4) the outer unit normal to the boundary of ∂Sn+ in S
n
+ is η = −En+1,
∂w
∂η
= −〈∇Sn+ w,En+1〉.
Using these definitions, we obtain the following result :
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Proposition 3.4 Assume that K is a minimal submanifold, then the mean curvature of Sε(w,Φ)
can be expanded as
mH(w,Φ) = n+ εΘn+1 haa + εΘ
n+1
[
(n+ 3)〈h(Θ˜), Θ˜〉 − hjj
]
+O(ε2)
− Lε w − ε 〈JΦ, Θ˜〉+ εL1w + εJ 1(Φ) +Q1(w,Φ)
+ ε2 L(w,Φ) + εQ(w,Φ).
where L1 is defined in (3.43), J 1 is given in (3.44) while Q1 is a quadratic term defined in
(3.45). Moreover, the orthogonality condition is equivalent to the following boundary condition
on the function w:
(3.46)
∂w
∂η
= w
∂w
∂η
+ O¯(ε2) + ε2 L¯(w,Φ) + ε Q¯(w,Φ) on ∂(SNK)+.
Proof : The expression of the mean curvature can be obtained rather easily taking into account
the above definitions (with obvious modifications) and the minimality of K which implies
Γaa = 0.

With these notations finding w and Φ such that the equation mH = n and 〈N,Vε〉 = 0 hold
is equivalent to solve
(3.47)

Lε w + ε 〈JΦ, Θ˜〉 = εΘn+1 haa + εΘn+1
[
(n+ 3)〈h(Θ˜), Θ˜〉 − hjj
]
+O(ε2)
+ εJ 1(Φ) + εL1w +Q1(w,Φ) + ε2 L(w,Φ) + εQ(w,Φ) in (SNK)+,
∂w
∂η
= w
∂w
∂η
+ O¯(ε2) + ε2 L¯(w,Φ) + ε Q¯(w,Φ) on ∂(SNK)+.
4 Adjusting the tube S¯ε(Kε)
In this section we annihilate the error terms (O(ε)) appearing in (3.47) at any given order. The
non-degeneracy of the submanifold K will play a crucial role in such a construction. We denote
by Π the L2 projection on the subspace spanned by the Θi, i = 1, · · · , n.
We set
wˆ(r) =
r∑
d=1
εdw(d) and Φˆr =
r−1∑
d=1
εdΦ(d).
Construction of w(1): We first want to kill the term O(ε). This is equivalent to having

mH(wˆ(r), Φˆ(r)) = n+O(ε2), in Sε(wˆ(r), Φˆ(r)),
〈N,Vε〉 = O¯(ε2) on ∂Sε(wˆ(r), Φˆ(r)).
(4.48)
This gives the following equation in w(1)
(4.49)
L0w(1) = Θn+1 haa +Θn+1
[
(n+ 3)〈h(Θ˜), Θ˜〉 − hjj
]
in (SNK)+;
∂w(1)
∂η
= 0 on ∂(SNK)+.
By the result from § 2.4 (with γ = pi2 ) and Fredholm alternative theorem, the solvability of (4.49)
is possible provided∫
Sn+
(
Θn+1 haa +Θ
n+1
[
(n+ 3)〈h(Θ˜), Θ˜〉 − hjj
])
Θi dθ = 0 for all i = 1, · · · , n
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which is the case by oddness, here dθ denotes the volume element on Sn+.
Notice that the variable y¯ is being considered as a parameter so that w(1) is as smooth as the
right hand side in this variable.
Constructing w(2) : We turn now to the term of order ε2. We have{
mH(wˆ(r), Φˆ(r)) = n+O(ε3), in Sε(wˆ(r), Φˆ(r)),
〈N,Vε〉 = O¯(ε3) on ∂Sε(wˆ(r), Φˆ(r)).
(4.50)
Since the terms involving Φ in Q1(εw(1), εΦ(1)) are ε3L(Φ(1)) and Q(Φˆ(r), Φˆ(r)), (4.50) yields a
system in w(2) and Φ(1) given by
(4.51)
L0w(2) = 〈JΦ(1), Θ˜〉+O(1) + L1w(1) + J 1(Φ(1)) +Q(Φˆ(r), Φˆ(r)) in (SNK)+
∂w(2)
∂η
= O¯(1) on ∂(SNK)+.
Note that ΠJ 1 = 0 and ΠQ(Φ(1),Φ(1)) = 0 so (4.51) is solvable if and only if∫
Sn+
〈JΦ(1), Θ˜〉Θi dθ +
∫
Sn+
(
O(1) + L1w(1)
)
Θi dθ +
∮
∂Sn+
O¯(1)Θi dθ¯ = 0 for all i = 1 · · ·n,
where dθ and dθ¯ are the volume elements on Sn+ and ∂S
n
+ respectively. This gives an equation on
Φ(1) which can be solved using the non degeneracy of the submanifold K, once this is done, the
solvability on w(2) follows at once.
Constructing w(r): We want to construct an approximate solution as accurate as possible, and
to do so we will use an iterative scheme. Suppose the couple (w(r−1),Φ(r−2)) is already deter-
mined. To find (w(r),Φ(r−1)), it suffices to check that when we project on the Kernel of L0, the
operator involving Φ(r−1) should be only the Jacobi operator J. This is the case since the only
term that can bring Φ(r−1) at this iteration step is Q1r−1(w,Φ) which gives only terms of the form
ε2Φ and Q(Φˆ(r), Φˆ(r)) moreover ΠJ 1r−1(Φ
(r−1)) = ΠQ(Φˆ(r), Φˆ(r)) = 0.
The index r appearing in the linear and quadratic terms means that they depend on the iteration
step while the operator J 1r keep its same properties because it is influenced only by the even
quadratic terms in Q(Φˆ(r) +Φ, Φˆ(r) +Φ) appearing in Q1(wˆ(r) + w, Φˆ(r) +Φ).
By induction, in the same argument, for every r ∈ N, we can find (w(d),Φ(d)), d = 1, · · · , r
smooth such that
(4.52) wˆ(r) =
r∑
d
εdw(d) = O(ε) and Φˆ(r) =
r−1∑
d
εdΦ(d) = O(ε)
and that
mH(wˆ(r), Φˆ(r)) = n+O(εr+1) in Sε(wˆ
(r), Φˆ(r)), 〈N,Vε〉 = O¯(εr+2) on ∂Sε(wˆ
(r), Φˆ(r)).
Remark 4.1 Notice that as in [11] we omitted the terms involving derivatives with respect to
y¯ of the function w (by considering L0 instead of Lε), this is due to fact that since w is slow
dependent on ya, when differentiating with respect to ya¯ we pick up an ε at each differentiation,
this gives us smaller terms. However, when applying elliptic regularity theorems we might loose
two derivatives at each iteration. This indeed is not a problem since one needs just a finite number
of iterations. We refer the reader to [11], where a more explanation is given.
We are left to find w and Φ such that
(4.53)
mH(wˆ(r) + w, Φˆr +Φ) = n in Sε(wˆ
(r) + w, Φˆr +Φ),
〈N,Vε〉 = 0 on ∂Sε(wˆ(r) + w, Φˆr +Φ).
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We define the linearized mean curvature operator about Sε(wˆ
r, Φˆr)
Lε,r(w,Φ) =
1
ε
(
Lεw + εL
1
r(w)
)
+ 〈JΦ, Θ˜〉+ J 1r (Φ) + εLr(w,Φ).
The index r appearing in the constant, linear and quadratic terms means that they depend on
the iteration step but keep there properties.
We Notice that Lε,r is not precisely the usual Jacobi operator because we are parametrizing this
hypersurface as a graph over Sε(wˆ
r , Φˆr) using the vector field −Υ rather than the unit normal
N .
Using Remark 2.1 (γ = pi2 ), suppose that Σ = Sε(wˆ
r , Φˆr) and Nˆ = −Υ. From (4.52) and
Proposition 3.2 we have
〈N,−Υ〉 = 1 +O(ε2).
Furthermore, from Proposition 3.1 and (4.52), the volume forms of the tubes Sε(wˆ
r, Φˆr) and
(SNK)+ are related by
dvolSε(wˆr,Φˆr) = (1 +O(ε)) dvol(SNK)+ .
We define δε,r > 0 by
(4.54) 〈N,−Υ〉dvolSε(wˆr,Φˆr) = δε,r dvol(SNK)+ .
Multiplying by δε,r, the system (4.53) will change the terms L1r, Lr, L¯r, the constant and quadratic
terms will keep there properties and there will be a new linear operator L¯1r(w) on the boundary.
We keep the same notations for these terms and call Lε,r the new selfadjoint operator δε,r Lε,r
with respect to the standard L2(SNK)+-inner product.
Now since L¯r(w,Φ) and L¯1r(w) involves only terms of the form w, ∂ziw, the boundary condi-
tions can be changed to
(1 +O(ε))
∂w
∂η
= ε Lˆr(w,Φ) + Lˆ
1
r(w) + O¯r(ε
r+1) +
1
ε
w
∂w
∂η
+ Q¯r(w,Φ) on ∂(SNK)+
with Lˆr(w,Φ) and Lˆ1r(w) contain no angular derivatives in w. Now by the trace theorem we can
extend Lˆr(w,Φ), Lˆ1r(w) and O¯r(ε
r+1) in (SNK)+ and this will just add some terms in Lr(w,Φ),
L1r(w) and Or(ε
r) respectively which will maintain there properties. We conclude that there is
no loss of generality when replacing the solvability of (4.53) with the following equation.
(4.55)
Lε,r(w,Φ) =
1
ε
Qr(w,Φ) +Or(εr) in (SNK)+,
∂w
∂η
=
1
ε
Q¯r(w,Φ) on ∂(SNK)+.
We will try to invert the linear operator on the left hand side and this will lead us to study the
spectrum of the operator by selfadjointness.
5 Spectral analysis
Function space: Fix 12 > s > 0. For any v ∈ L
2(SNK)+, set
〈Φ, Θ˜〉 := Π v, ε−1+2s w := Π⊥v,
so that
(5.56) v = ε1−2sw + 〈Φ, Θ˜〉.
It will be understood that Φi for i = 1, · · · , n are the components of Π v on NK. Conversely if
(w,Φ) ∈ Π⊥ L2(SNK)+ × L2(K,NK) is given, we associate to it v as in (5.56).
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Later we will often decompose
(5.57) w = w0 + w1
where w0 is a function on K and w1 has zero mean value with respect to the angular integrals.
The volume element of (SNK)+ = S
n
+ ×K will be denoted by dθ dy¯.
As it will be apparent later, we will be considering the following weighted Hilbert subspaces of
L2(SNK)+
L2ε :=
{
v = ε1−2sw + 〈Φ, Θ˜〉 ∈ L2(SNK)+ : ε
−2s
∫
(SNK)+
|w|2 dθ dy¯ +
∫
K
|Φ|2 dy¯ <∞
}
with corresponding norm
‖v‖2L2ε := ε
−2s
∫
(SNK)+
|w|2 dθ dy¯ +
∫
K
|Φ|2 dy¯.
We also define
H1ε :=
{
v ∈ L2ε : ε
−2s
∫
SNK
(ε2 |∇Kw|
2 + |∇Snw|
2 + |w|2) dθ dy¯ +
∫
K
(|∇KΦ|
2 + |Φ|2) dy¯ <∞
}
with corresponding norm
‖v‖2H1ε := ε
−2s
∫
SNK
(ε2 |∇Kw|
2 + |∇Snw|
2 + |w|2) dθ dy¯ +
∫
K
(|∇KΦ|
2 + |Φ|2) dy¯.
Let |Sn+| denote the volume of S
n
+. Notice that∫
Sn+
(Θi)2 dθ =
|Sn+|
n+ 1
for all i = 1 · · ·n.
We define ̺n :=
|Sn+|
n+1 .
With these definitions in mind we redefine Lε,r by duality as follows∫
(SNK)+
v Lε,r v
′ dθ dy¯ :=
− ε−2s
∫
(SNK)+
ε2w′ ∆Kw dθ dy¯ + ε
−2s
∫
(SNK)+
(∇Sn+ w∇Sn+ w
′ − nww′) dθ dy¯
+ ̺n
∫
K
〈JΦ,Φ′〉 dy¯ +
∫
(SNK)+
(J 1r (Φ) + L
1
r(w) + εLr(w,Φ)) (ε
1−2s w′ + 〈Φ′, Θ˜〉) dθ dy¯.
We associate to Lε,r its quadratic bilinear form
Cε,r(v, v
′) :=
∫
(SNK)+
v Lε,r v
′ dθ dy¯,
and the associated quadratic form Qε,r(v) := Cε,r(v, v).
As mentioned in the first section, following [11], we want to find the values of ε for which the
operator Lε,r is invertible. By selfadjointness this leads to find the values of ε for which the
eigenvalues of the form Qε,r are bounded away from zero. Such techniques requires first that our
form should be very close to a model one that we can characterize its spectrum (just the small
eigenvalues). Secondly, to understand the behavior of small eigenvalues seeing as “set” valued
functions in ε. We will estimate the Morse index of Qε,r and prove the monotonicity of its small
eigenvalues. The former can be done using Weyl’s asymptotic formula and the latter can be
obtained by applying a result by Kato. We shall do this in the remaining of this section.
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We define the model form, by duality, as
C0(v, v
′) := −ε−2s
∫
(SNK)+
ε2w′ ∆Kw dθ dy¯ + ε
−2s
∫
(SNK)+
(∇Sn+ w∇Sn+ w
′ − nww′) dθ dy¯
+ ̺n
∫
K
〈JΦ,Φ′〉 dy¯
and the associated quadratic form Q0(v) := C0(v, v).
Proposition 5.1 There exists a constant c > 0 (independent of r) such that
(5.58) |Cε,r(v, v
′)− C0(v, v
′)| ≤ c εs ‖v‖H1ε ‖v
′‖H1ε .
Proof : First of all we notice that in L1r(w) may appear expressions of the forms w, ε∂yaw,
ε2 ∂ya∂ybw, ∂zjw, ∂zj∂zj′w. Nevertheless after integrating by parts and using Ho¨lder inequality
there holds ∣∣∣∣∣
∫
(SNK)+
ε1−2sw′ L1r(w) dθ dy¯
∣∣∣∣∣ ≤ εc‖v‖H1ε ‖v′‖H1ε ,
and by definition of the H1ε norm∣∣∣∣∣
∫
(SNK)+
〈Φ′, Θ˜〉 L1r(w) dθ dy¯
∣∣∣∣∣ ≤ cεs‖ε1−2sw‖H1ε ‖Φ′‖L2(K,NK)
≤ cεs‖v‖H1ε ‖v
′‖H1ε .
Furthermore ΠJ 1(Φ) = 0. Now it is clear that even if J 1r (Φ) + Lr(w,Φ) involves terms of the
form w, ε∂yaw, ε ∂ya∂ybw, ∂zjw, ∂zj∂zj′w and also Φ
j , ∂yaΦ
j and ∂ya∂yb Φ
j , in any case after
integration by parts and using Ho¨lder inequality,∣∣∣∣∣
∫
(SNK)+
(ε−1 J 1r (Φ) + Lr(w,Φ)) (ε
1−2s w′ + 〈Φ′, Θ˜〉) dθ dy¯
∣∣∣∣∣ ≤ c‖v‖H1ε ‖v′‖H1ε .
The result follows at once. 
The Morse index of Qε,r: Define the two quadratic forms
Q±(v) := Q0(v)± γ ε
s ‖v‖2H1ε .
From (5.58), if γ > 0 is sufficiently large and ε small enough, then
Q− ≤ Qε,r ≤ Q
+,
so that the index of Qε,r is bounded by those of Q+ and Q−.
Given any function w defined on (SNK)+, we set
D±0 (w) := (1± γ ε
s)
∫
K
ε2 |∇Kw|
2 dy¯ − (n∓ γ εs)
∫
K
|w|2 dy¯,
D±1 (w) := (1± γ ε
s)
∫
(SNK)+
(ε2 |∇Kw|
2 + |∇Sn+w|
2) dθ dy¯ − (n∓ γ εs)
∫
(SNK)+
|w|2 dθ dy¯,
and finally,
D±(Φ) := −(1± γ εs)
∫
K
〈JΦ,Φ〉 dy¯.
With these definitions in mind, we have
Q±(v) = (n+ 1)̺n ε
−2sD±0 (w0) + ε
−2sD±1 (w1) + ̺nD
±(Φ),
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if we decompose v = ε1−2sw + 〈Φ, Θ˜〉 and further decompose w = w0 + w1 as usual. Following
Section 6.3 in [10] it is easy to see that if (1± γ εs) > 0 then the index of D± is the index of K.
Moreover the index of D±1 is equal to zero if 2 (n+ 1) (1− γ ε
s)− (n+ γ εs) > 0 because
Πw1 = 0 and
∫
Sn+
w1 dθ = 0
hence ∫
Sn+
|∇Sn+w1|
2 dθ ≥ 2 (n+ 1)
∫
Sn+
|w1|
2 dθ.
This shows that the asymptotic behavior of the index of Qε,r should be determined by D
±
0 . It is
the case since its index is given by
♯{j : (1± γεs)λj < (n∓ γε
s)},
where λj are the eigenvalues of −ε2∆K counted with multiplicities. Now using Weyl’s formula
one obtain its index,
IndD±0 ∼ cK
( n
ε2
) k
2
.
Collecting these estimates, one obtains the following
Lemma 5.1 The Morse index of Qε,r is asymptotic to cε−k when ε tends to zero, where c depends
only on m and K.
Approximate eigenfunctions: In order to apply Kato’s theorem [7] we need to characterize
the eigenfunctions (eigenspaces) corresponding to small eigenvalues. We prove
Lemma 5.2 Let σ be an eigenvalue of Lε,r and v = ε
1−2sw+ 〈Φ, Θ˜〉 a corresponding eigenfunc-
tion and ε1−2sw0 =
∫
Sn+
v dθ is the decomposition from (5.57). There exist constants c, c0 > 0
such that if |σ| ≤ c0, then
‖v − ε1−2sw0‖
2
H1ε
≤ c εs ‖v‖2H1ε ,
for all ε > 0 small enough.
Proof: For any v′ = ε1−2sw′ + 〈Φ′,Θ〉, we have
Cε,r(v, v′) = σ
∫
SNK
(ε2−4sww′ + 〈Φ,Θ〉〈Φ′,Θ〉) dθ dy¯
= σ
∫
SNK
ε2−4sww′ dθ dy¯ + σ ̺n
∫
K
〈Φ,Φ′〉 dy¯.
In addition, (5.58) gives
(5.59)
∣∣∣∣
∫
SNK
ε−2s(ε2∇Kw∇Kw
′ +∇Sn+w∇Sn+w
′ − (n+ σ ε2−4s)ww′) dθ dy¯
+ ̺n
∫
K
(〈JΦ,Φ′〉 − σ 〈Φ,Φ′〉) dy¯
∣∣∣∣ ≤ c εs ‖v‖H1ε ‖v′‖H1ε .
Step 1 : Let Φ′ = 0 and w′ = w1 to get∣∣∣∣
∫
SNK
ε−2s(ε2 |∇Kw1|
2 + |∇Sn+w1|
2 − (n− σ ε2−4s) |w1|
2) dθ dy¯
∣∣∣∣ ≤ c εs ‖v‖H1ε ‖ε1−2sw1‖H1ε .
However, since
Πw1 = 0 and
∫
Sn+
w1 dθ = 0,
we have ∫
Sn+
|∇Sn+w1|
2 dvolSn+ ≥ 2 (n+ 1)
∫
Sn+
|w1|
2 dθ,
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hence ∣∣∣∣
∫
SNK
ε−2s(ε2 |∇Kw1|
2 +
1
2
|∇Sn+w1|
2 + (1− |σ| ε2−4s) |w1|
2) dθ dy¯
∣∣∣∣ ≤ c εs ‖v‖2H1ε .
This implies that
‖ε1−2sw1‖
2
H1ε
≤ c εs ‖v‖2H1ε ,
for all ε ∈ (0, 1), provided |σ| ≤ 1/2.
Step 2: Now let w′ = 0 and Φ′ = Φ+ (resp. Φ′ = Φ−) in (5.59), where Φ+ (resp. Φ−) is the
L2 projection of Φ over the space of eigenfunctions of J associated to positive (resp. negative)
eigenvalues. This yields∣∣∣∣
∫
K
(〈JΦ,Φ±〉 − σ 〈Φ,Φ±〉) dy¯
∣∣∣∣ ≤ c εs ‖v‖H1ε ‖〈Φ±, Θ˜〉‖H1ε .
Since J is invertible, there exists c1 > 0 such that
c1 ‖〈Φ
±, Θ˜〉‖2H1ε ≤
∣∣∣∣
∫
K
〈JΦ,Φ±〉 dy¯
∣∣∣∣ .
Hence
(c1 − |σ|) ‖〈Φ
±, Θ˜〉‖2H1ε ≤ c ε
s ‖v‖2H1ε .
This conclude the proof with c0 := min{1/2, c1/2}.

Remark 5.1 If v is in an eigenfunction corresponding to an eigenvalue given by the above lemma,
then it satisfies∣∣∣∣
∫
SNK
ε−2s(ε2 |∇Kw|
2 + |∇Sn+w|
2 − (n+ σε2−4s) |w|2) dθ dy¯
+ ̺n
∫
K
( 〈JΦ,Φ〉 − σ 〈Φ,Φ〉) dy¯
∣∣∣∣ ≤ c εs ‖v‖2H1ε ,
and
(5.60)
∣∣∣∣
∫
SNK
ε−2s(ε2 |∇Kw|
2 + |∇Sn+w|
2 − n |w|2) dθ dy¯
∣∣∣∣ ≤ c εs ‖v‖2H1ε .
Notice that ∇Sn+w = ∇Sn+w1 if w is decomposed as w = w0 + w1 one has∣∣∣∣
∫
SNK
ε−2s(ε2 |∇Kw|
2 − n |w|2) dθ dy¯
∣∣∣∣ ≤ c εs ‖v‖2H1ε ,
so that
ε−2s
∫
SNK
ε2 |∇Kw|
2 dθ dy¯ ≤ c εs ‖v‖2H1ε + nε
−2s
∫
SNK
|w|2 dθ dy¯.
In particular we have
‖v‖H1ε ≤ c‖v‖L2ε .
Variation of small eigenvalues with respect to ε: To understand the behavior of small
eigenvalues of the symmetric quadratic form Qε,r, we need to apply a result by Kato, see [7].
Considering the eigenvalues σ(ε) as differentiable multivalued function in ε. The result states
that
(5.61) ∂εσ ∈
{∫
SNK
v (∂εLε,r) v dθ dy¯ : Lε,rv = σ v, ‖v‖L2 = 1
}
.
In order to obtain some informations about the spectral gaps of the linearized operator when
the parameter ε is small, one can look at its small eigenvalues as differentiable function on ε,
differentiate them with respect to ε and estimate their derivatives. This is indeed given in the
following Lemma.
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Lemma 5.3 There exist constants c1, c > 0 such that, if σ is an eigenvalue of Lε,r with |σ| < c1,
then
ε ∂εσ ≥ 2n− c ε
s,
provided ε is small enough.
Proof : We have just to provide bounds for the set on the right of (5.61) using the above remark.
Assume that Lε,rv = σ v, but rather than normalizing the function v by ‖v‖L2 = 1, assume
instead that ‖v‖L2ε = 1. In order to compute ∂εLε,r, recall that
w = ε−1+2sΠ⊥v and that 〈JΦ, Θ˜〉 = Π v,
so we can write
Lε,r v = −ε
2s∆K (Π
⊥ v) +
1
ε2−2s
L0 (Π
⊥ v) + Π v +
1
ε1−2s
L1r (Π
⊥ v)
+J 1 (J−1r Π v) + ε Lr(ε
−1+2sΠ⊥v, J−1Π v).
Since Π and Π⊥ are independent of ε, we have
∂εLε,rv = −2sε
−1+2s∆K (Π
⊥ v) + (−2 + 2s)ε−3+2s L0 (Π
⊥v) + (−1 + 2s)ε−2+2s L1r (Π
⊥ v)
+ L˜r(ε
−1+2sΠ⊥v, J−1Π v),
where the operator L˜r varies from line to line but satisfies the usual assumptions. This now gives∣∣∣∣
∫
SNK
v (∂εLε,r) v dθ dy¯ − 2ε
−1−2s
∫
SNK
ε2|∇Kw|
2 dθ dy¯
+
(2 − 2s)
ε
ε−2s
∫
SNK
(ε2|∇Kw|
2 + |∇Sn+w|
2 − n |w|2) dθ dy¯
∣∣∣∣
≤ c ‖v‖2H1ε +
∣∣∣∣1− 2sε
∫
SNK
〈Φ, Θ˜〉L1r (w) dθ dy¯
∣∣∣∣
≤
c
ε1−s
‖v‖2H1ε .
Consequently if v is an eigenfunction of Lε,r with corresponding eigenvalue |σ| ≤ c0, where c0 is
given in the previous lemma, by the inequality (5.60), see the above remark, we have
(5.62)
∣∣∣∣
∫
SNK
v (∂εLε,r) v dθ dy¯ − 2ε
−1−2s
∫
SNK
ε2|∇Kw|
2 dθ dy¯
∣∣∣∣ ≤ cε1−s ‖v‖2H1ε .
Using again from the above remark, one gets
ε−1−2s
∫
SNK
ε2|∇Kw|
2 dθ dy¯ ≤ c ε−1+s ‖v‖2H1ε + n ε
−1−2s
∫
SNK
|w|2 dθ dy¯.
If we normalize v by ‖v‖L2ε = 1 then inserting this into (5.62) we get
(5.63)
∣∣∣∣
∫
SNK
v (∂εLε,r) v dθ dy¯ −
2
ε
n
∣∣∣∣ ≤ cε1−s
for all eigenfunction v such that Lε,rv = σ v which is normalized by ‖v‖L2ε = 1.
This already implies that ∂εσ > 0 for ε small enough. But observing that we always have
||v||L2 ≤ ‖v‖L2ε , we conclude that
inf
Lεv=σ v
‖v‖L2=1
∫
SNK
v (∂εLε) v dθ dy¯ ≥ inf
Lεv=σ v
‖v‖L2ε
=1
∫
SNK
v (∂εLε) v dθ dy¯,
and (5.63) implies that
∂εσ ≥
2
ε
n−
c
ε1−s
.
This completes the proof of the result. 
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6 Proof of Theorem 1.1
Using Lemma 5.1 and Lemma 5.3, reasoning as for the proof of Lemma 6.3 in [10] we can find
a sequence of open interval Ii, i ∈ N such that the smallest eigenvalue of Lε,r is bounded away
from zero for any ε ∈ ∪iIi. More precisely we have
Lemma 6.1 Fix any q ≥ 2. Then there exists a sequence of disjoint nonempty open intervals
Ii = (ε
−
i , ε
+
i ), ε
±
i → 0 and a constant cq > 0 such that when ε ∈ I
q := ∪iIi, the operator Lε,r is
invertible and
(Lε,r)
−1 : L2ε −→ L
2
ε,
has norm bounded by cq ε
−k−q+1, uniformly in ε ∈ I. Furthermore, Iq := ∪iIi satisfies∣∣H1((0, ε) ∩ Iq)− ε∣∣ ≤ c εq, εց 0.
For p ∈ N and 0 < α < 1, we denote by Cp,α the usual Ho¨lder spaces on the closure of (SNK)+.
Lemma 6.2 Let f ∈ C0,α and v satisfy
Lε,r v = f.
Then there exit a constant c > 0 (independent of ε but depend on r) and R > 0 depending only
on q, α, s and k such that
‖v‖C2,α ≤ c ε
−R ‖f‖C0,α
for any ε ∈ Iq.
Proof : Fix q ≥ 2. Observe that by definition of the weighted norm of L2ε, from Lemma 6.1 we
have
‖v‖L2 ≤ cq ε
−k−q+1−s ‖f‖L2.
By standard elliptic regularity theory, there exists c > 0 (depending on r) such that the following
Ho¨lder estimate holds
ε2+α‖v‖C2,α ≤ c ε
2 ‖f‖C0,α + c ε
−k2 ‖v‖L2 .
From these last two inequalities, we can choose R > 3k2 + q + α+ 1 + s. 
We end the proof of the main theorem by finding a fixed point for the mapping
Tε,r(v) := −(Lε,r)
−1 {Or(ε
r) +Nε,r(v)} ,
where ∫
(SNK)+
Nε,r(v) v
′ dθ dy¯ :=
∫
(SNK)+
ε−1Qr(ε
−1+2sΠ⊥ v,Π v) v′ dθ dy¯
+
∮
∂(SNK)+
ε−1 Q¯r(ε
−1+2sΠ⊥ v,Π v) v′ dθ¯ dy¯.
Since by definition, Qr and Q¯r are (at least) quadratic we have
‖Nε,r(v)‖C0,α = ε
−2+2sO(‖v‖C2,α) ‖v‖
2
C2,α ;
‖Nε,r(v1)−Nε,r(v2)‖C0,α = ε
−2+2sO(‖v1‖C2,α , ‖v2‖C2,α)‖v1 − v2‖C2,α .
Now we fix r > 2R+ 2− 2 s. By Lemma 6.2 and the above inequalities, for every ε ∈ Iq, Tε,r(v)
maps the ball
{v ∈ C2,α : ‖v‖C2,α ≤ C ε
r+1−R}
24
into itself moreover it is a contraction. Therefore it has a unique fixed point v = ε1−2sw+ 〈Φ, Θ˜〉
in the ball yielding
mH(wˆ(r) + w, Φˆr +Φ) = n in Sε(wˆ
(r) + w, Φˆr +Φ) ⊂ Ωε,
〈N,Vε〉 = 0 on ∂Sε(wˆ(r) + w, Φˆr +Φ) ⊂ ∂Ωε.
If ε ∈ Iq is sufficiently small then rescaling back, the tube ε Sε(wˆ(r)+w, Φˆr+Φ), is an embedded
hypersurface of Ω with constant mean curvature equal to n
m
ε−1 and intersecting the boundary of
Ω perpendicularly along its boundary.
Remark 6.1 Existence of stationary Capillary hypersurfaces.
Letting γ ∈ (0, π) be an angle, recall from § 2.1 that (y1, y2 . . . , yk) ∈ Rk (resp. (z1, z2 . . . , zn) ∈
Bnr(γ)) are the local coordinate variables on Kε (resp. on S
n(γ)), where r(γ) := 1−cos γ1+cos(γ) (see
§ 2.4) and
Θ(γ) := p
∣∣∣
Bn
r(γ)
− cos(γ)En+1
parametrize the spherical cap Sn(γ) which intersect the horizontal plane Rm with angle γ.
As in the case where γ = pi2 , we can use the same class of deformations letting Φ : K → NKε
and w : Bnγ ×Kε → R, consider
Sγ : (y, z) 7→ y × ε
−1Φ(εy) + (1 + w(y, z))Θ(γ).
The nearby surfaces aroundKε which make an angle almost equal to γ with ∂Ωε can be parametrized
(locally) by
Gγ(y, z) : (y, z) −→ Sγ(y, z) −→ F
ε(Sγ(y, z)),
namely
Gγ(y, z) := F
ε
(
y,
1
ε
Φ(εy) + (1 + w(y, z))Θ˜(γ), (1 + w(y, z))Θn+1(γ)
)
.
Notice that Θn+1(γ)
∣∣∣
∂Bn
r(γ)
= 0, so there holds
Gγ(y, z)
∣∣∣
∂Bn
r(γ)
∈ ∂Ωε for any y
The image of this map will be called Sγε (w,Φ).
Observe that the hypersurfaces close to Sγε (0, 0) are parametrized using the vectorfield −Υ(γ) =
Θj(γ)Xj+Θ
n+1(γ)Vε rather than the normal Ξ := pjXj+pn+1Vε because it is more reasonable
if we want the boundary of Sγε (w,Φ) to be on ∂Ωε without imposing simultaneously a Neumann
and Dirichlet boundary condition on w. Suppose Zj(γ), Za(γ) span the tangent space of S
γ
ε (w,Φ)
as in § 3.0.3, we can obtain the normal fields N(γ) by finding αj(γ) and βa(γ) so that
N(γ) = −Ξ+ αj(γ)Zj(γ) + β
a(γ)Za(γ).
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As we did so far, the mean curvature at every point of Sγε (w,Φ) can be easily obtained
mH(w,Φ) = n− ε
(
Γaa(p˜) + p
n+1 haa + p
n+1 [3〈h(p˜), p˜〉 − hjj ] + nΘn+1(γ)〈h(p˜), p˜〉
)
+O(ε2)
−
(
ε2∆K (〈Θ(γ),p〉w) + ∆Sn (〈Θ(γ),p〉w) + n (〈Θ(γ),p〉w)
)
− ε
(
〈∆KΦ+R(Φ, Ea)Ea , p˜ 〉 − Γca(Φ) Γ
a
c (p˜)
)
− ε
(
(3n+ 1)Θn+1(γ)h(p˜)a〈Φa¯, p˜〉+ p
n+1h(Φa¯)
a + 2pn+1h : Γ(Φ)
)
− n2 (εwa¯ + 〈Φa¯, p˜〉)
2 − 〈Φa¯, ε∇Snwa¯〉 − 2ε2∇2Kw : Γ(Φ)
+ n+26 〈R(Φ, p˜)Φ , p˜〉 −
1
3 〈R(Φ, Ei)Φ , Ei〉
+ ε L(w) + ε2 L(w,Φ) +Q(w) + εQ(w,Φ).
Moreover (recall that Vε is the interior normal of ∂Ωε) using the fact that Θn+1(γ)
∣∣∣
∂Bn
r(γ)
= 0,
the equation 〈 − Vε, N〉 = cos(γ) is equivalent to
〈Θ(γ),p〉(1− w)
∂w
∂η(γ)
= O¯(ε2) + ε2 L¯(w,Φ) + Q¯1(w,Φ) + ε Q¯(w,Φ) on ∂Sn(γ)×K,
which is again equivalent to
∂(〈Θ(γ),p〉w)
∂η(γ)
= w
∂〈Θ(γ),p〉
∂η(γ)
+ O¯(ε2) + ε2 L¯(w,Φ) + Q¯1(w,Φ) + Q¯(w)
+ε Q¯(w,Φ) on ∂Sn(γ)×K
= w cot(γ) + O¯(ε2) + ε2 L¯(w,Φ) + Q¯1(w,Φ)
+Q¯(w) + ε Q¯(w,Φ) on ∂Sn(γ)×K,
where
Q¯1(w,Φ) := cot(γ)
(
εwa¯〈Φa¯, p˜〉+ 〈Φa¯, p˜〉〈Φa¯, p˜〉 −
1
3
〈R(Φ, p˜)Φ, p˜〉
)
.
Using the result from § 2.4 and from § 4, one can adjust the tube to Sγε (wˆ
(r), Φˆ(r)) accurately.
Moreover with the decomposition of the functions v = ε1−2sw + 〈Φ, p˜〉 ∈ L2(Sn(γ) × K) as
in (5.56) we conclude that the spectral analysis of the linearized mean curvature operator over
Sγε (wˆ
(r), Φˆ(r)) carried out as we obtain in Section 5 in the new weighted Hilbert subspaces of
L2(Sn(γ)×K)
L2ε,γ :=
{
v = ε1−2s w + 〈Φ, p˜〉 ∈ L2(Sn(γ)×K) :
ε−2s
∫
Sn(γ)×K
〈Θ(γ),p〉|w|2 dθ(γ) dy¯ +
∫
K
|Φ|2 dy¯ <∞
}
{
v ∈ L2ε,γ : ε
−2s
∫
Sn(γ)×K
〈Θ(γ),p〉(ε2 |∇Kw|
2 + |∇Snw|
2 + |w|2) dθ(γ) dy¯
+
∫
K
(|∇KΦ|
2 + |Φ|2) dy¯ <∞
}
.
Under the usual assumptions on K, if ε ∈ Iq is sufficiently small then rescaling back, the tube
ε Sε(wˆ
(r) + w, Φˆr + Φ) , is an embedded hypersurface of Ω with constant mean curvature n
m
ε−1
and intersecting ∂Ω with and angle γ. This yields a set of stationary Capillary hypersurfaces in
Ω with constant “contact angle” γ and condensing to the submanifold K.
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