In this paper, we present a method for forecasting the ionospheric Total Electron Content 
Introduction

12
The capability to monitor and forecast Space Weather in the near-Earth environment, in particular 13 ionosphere, is becoming more and more critical nowadays. There are a number of applications that can 14 benefit from the estimates of the nowcast and forecast ionospheric state. In particular, those relying on Figure 8 was computed at the same dates.
93
The improvement due to the use of tangent planes is evident in the fact that the areas with an In order to solve the problem of modeling simultaneously the smooth regions of the maps and the 99 changes on the borders of the high-ionization regions we decided to use a different basis (in the sense 100 of elements of a linear combination that span a subspace) that allowed for modeling the changes on the 101 borders due to different distortions of the shape of the high-ionization regions. A set of transformations 102 that might allow for modeling the changes at the borders, might be small rotations, small horizontal or 103 vertical displacements, thickening or thinning of the borders, and hyperbolic (shear) distortions. The 104 interest of these transformations resides in the fact that from one time stamp to the next, the changes 105 on the map will be at the border of the ionized region and might be categorized as a mix of the above 106 mentioned transformations.
107
A technique creating the basis that models the changes at the borders of the ionized regions is 108 based on the idea of deformable prototypes. This technique is used in pattern recognition for dealing 109 with common distortions in Optical Character Recognition (OCR) (see for instance, [28] , [29] and [30] ).
110
The idea assumes that the image, in our case a map denoted as P, is a point in a high dimensional the figure, the distortion, parameterized by α, consists on a rotation of the map. Thus, we will denote 118 the set of points x in R 5112 for each rotation α as the set S P = {x|∃α for which x = s(P, α)}. In the 119 figure, the trajectory followed by x, i.e. new images obtained from small rotations of P, is represented 120 by a parabola, which is a one-dimensional curve embedded in the space of possible maps R 5112 . Note 121 that knowing the value of the pixels of the map P, and the structure of the transformation (in this case 
As an example, if we allow for another transformation, such as a vertical translation, we would have a 
Generalizing with the above example, we denote the estimate of the forecasted map at a future 132 time value τ + h asP τ+h , which is a function of the current map P τ at time τ plus a point in the Hyperbolic }
137
The parameter h allows for modeling the fact that the forecasting horizon might be different from 138 the sampling rate. The forecast at horizon τ + h can be expressed as follows,
A criterion for determining the value of the weights α d of equation 3 might be the minimization 140 of the L2 norm of the error between the observation at τ + h, and the combination of the observation 141 at τ, along with a linear combination of the components of the tangent space T τ dist , that is:
Note that as the dimension of P is much higher than the number of parameters α d , the problem is that we obtained from a) was that the relevance of the previous snapshots for forecasting the future
160
was not uniform along time, i.e., sometimes the most relevant snapshots were in the past few minutes,
161
and in other cases the relevant snapshots were up to a few hours in the past.
162
For methodological reasons, we used the data from year 2014 as training for determining the structure
163
and algorithms, and data from year 2015 as an independent validation and contrast dataset, and finally approximated the derivative by a finite difference without smoothing:
The finite difference is computed using second order central difference in the interior grid points 204 of the map. At the boundaries of the map, the derivative was approximated by a first order difference 205 between each border point (i.e TEC value) and the corresponding nearest inner grid point.
206
That is, for the interior grid points of the map, the discrete approximation was computed as 207 follows:
For the border points of the map, the discrete approximation was computed as:
and
We construct the tangent vector for each of the possible seven transformations: We define all operations with reference the origin of coordinates at the center of the map, which 215 in our case is: (71/2, 72/2), and the local perturbation for each distortion is denoted by α. In figure 4 , 
The corresponding Lie operators are defined as:
2. Rotation by a small angle α:
The corresponding Lie operator is defined as:
3. Parallel/Diagonal Hyperbolic transformation:
224
The parallel hyperbolic transformation defines a shear transform (left), and the diagonal 225 hyperbolic transformation (right) defines a squeeze mapping.
4. Thickening and Thinning transformation:
5. Scaling transformation:
The corresponding Lie operator is defined as: this case not only implies a noticeable rotation, but also increases the background level of ionization.
242
Analogously, the tangent direction related with a thickening/thinning transformation (right), increases 243 the area of the ionized region when added (thickening) P + 0.1 T, and reduces the area (thinning), when 244 subtracted, i.e. P − 0.1 T. In Figure 6 , we show the effect of a Scaling transform (left group), and a shift shift is analogous to the case of the vertical shift.
253
In Figure 7 , we show the effect of the hyperbolic (shear) transforms of the map, which accounts 254 for diagonal deformations of the map. Note that in this case, the scale of the factor α, increases the 255 background ionization level, while it models reasonably well the changes in the highly ionized region.
256
This effect of changing the background ionized level will be taken into account in the forecasting model
257
by introducing a bias term in the forecast, α Intercept . The structures for the forecasting that were evaluated included different time lags prior to P τ 0 ,
279
and time lags centered at multiples of 24 hours before P τ 0 . In addition, there was the possible inclusion 280 of the tangent maps, with their possible combinations.
281
An interesting result is that the best performance was obtained when using as delay lags multiples 282 of the forecast horizon, and the inclusion of a neighborhood of P τ 0 −24h .
283
The general structure of the models for forecast at horizon h included the use of the list of delay 284 lags τ i summarized at 
In Figure 9 , we plot the values of the estimated parameters α, for a forecasting horizon of h = 1hour. This plot shows that the terms corresponding to the delay in the neighbourhood of P τ 0 −24h (i.e. one day) had a significant contribution. This effect was much lower when the delay lag was 48 hours, which we decided not to include because the use of this delay did not improve the performance on the validation database (i.e. year 2015), and increased significantly the complexity of the model. Another effect that consistently appeared in most of the experiments was that most of the contribution to the forecast came from the current map, along with its tangent space, and the forecasting power of greater lags diminished quickly. Thus, the context for forecast is limited to τ 0 − 2τ h . Also in order to model the fact that there might be a global change of the ionization, we introduced an intercept α Intercept . The forecasting was done by means of the following formula,
The set of elements of the tangent space are summarized in List dist , and explained in detail at the 286 subsection 3. 
Parameter Estimation
288
In this subsection we will argue the criteria to select of the estimation algorithm for the model exhibited a better RMSE. When the estimation of the parameters (i.e. the training) is done using the 302 whole year the resulting performance was significantly worse. The explanation is that the local (in the 303 temporal sense) variation of the maps, has a greater contribution to the relative weighting of the past 304 samples and tangent space than a fixed set of weight computed from a long time series.
305
A drawback of using a small set of samples for the estimation of the parameters is that the system 306 of equations might be underdetermined and will suffer of problems of collinearity. Therefore in order 307 to deal with this problem, the criterion for the estimation of the parameters will have a regularization 308 term. This regularization term consists on a penalization of the norm of the weights. In case of using 309 norm L2 the method is known as Ridge Regression, and the case of using norm L1 the method is Regression regularization, and the λ was selected by cross-validation on the data from the year 2014.
322
The difference in performance obtained from using Ridge Regression or LASSO was negligible, and 323 the Ridge Regression was selected because the running time was faster.
A typical example is shown in Figure 8 we present the forecast at a horizon of 3 hours, at two different conditions. The benchmark that we will follow for determining the performance of the system will 328 be the use frozen maps, which we define as the prediction made with the current map keeping its
329
VTEC values constant in a Sun-fixed reference frame, i.e. considering local-time / latitude coordinates.
330
The RMSE ratio between the forecast, and using a frozen map as forecast was of 76%, which as can be 
339
The forecast map Vect Pred (lower right) is much smoother than either the current map P now or the there were only 123 maps that had at least one negative pixel, of a total of 34536 (i.e a whole year).
346
In this case, the negative values, can be substituted by the values of the Frozen prediction at the 347 latitude/longitude where the forecast was negative. 
Results
349
In this section we will summarize the performance of the forecast system based on the tangent 350 spaces. The first results consist in the comparison of the error in the sense of total TEC RMSE (i.e. the 351 mean value for all the pixels of the map). We compare the forecast by using tangent spaces (which
352
we denote as tangent space method) with a forecast created considering no changes in the map in a 353 mostly Sun-fixed reference frame (local-time vs latitude),which we denote as frozen map method.
354
Given a time series of N τ maps, for the map at time τ consisting of the TECU value x τ lon,lat and 355 the estimated valuesx τ lon,lat the RMSE was computed as:
In Figure 10 we shown a comparison of the forecast RMSE time series for the tangent space about a day. In the case of the horizon at 1 day, the forecasting error is the same for both methods.
362
The RMSE results are computed as a mean over all the map, and as mentioned in section 2, the main 363 contribution to the error originates from the borders of highly ionized regions. Therefore the TEC result is representative of the general behaviour of the algorithm, and is compatible with the results
366
averaged over an entire year, as shown in Table 2 . In Figure 11 we present the boxplots (see [34] ) of the forecast errors for different horizons,
368
computed for a whole year. One can see that in all cases, except for 1 day, the forecasting error in 369 terms of forecast RMSE obtained by tangent space method was better than using a frozen map. The
370
proportion between of improvement is summarized in Table 2 . The improvement not only refers to the 371 median value, but also to the range of the errors between the external whiskers (defined as the range 372 between the quartile Q1 (i.e. the percentile 25%) less 1.5 times the interquartile range, i.e. the difference 373 between Q3 (i.e. the percentile 25%) and Q1, that is, the first datum greater than Q1 − 1.5 * (Q3 − Q1)
374
and the other extreme is given by the last datum less than Q3 + 1.5 * IQR). As can be seen in the 375 figures, the dispersion around the mean corresponding to the tangent space method is lower, in the 376 senses that encloses a smaller margin, and a also in the sense that systematically has a lower value.
377
Another feature is the lower prevalence of high values of the outliers in the case of the tangent space In Table 2 , we show the ratio of the root mean square error (RMSE), of the tangent space method vs 380 the frozen map method. The RMSE in this case is computed as a mean over the N τ , maps corresponding 381 to a year, where each forecast is made every 15 minutes. The RMSE was computed as follows:
From the table it can be seen that in all cases the ratio of forecast RMSE is below 100%, that is the 383 tangent space method gives a lower RMSE forecast in mean. In Figure 12 we show the histograms of seen empirically that the total RMSE is proportional to the underlying mean TEC. Thus although the 389 tangent space method is better than freezing, the RMSE will also depend on the solar cycle conditions.
391
The results for different horizons show a performance that follows a convex shape, with a 392 minimum error at a 3 hours horizon. In particular the performance at 1/2 hour and at 6 hours, has 393 a mean value of about 85%, which worse than at horizons of {1, 2, 3}hours. In the case of 1/2 hour 394 this is due to the fact that the rate of change of the state of the ionosphere is slow, and at this horizon is reflected in the fact that the RMSE due to freezing is in mean about 2 TEC, which is lower than at 397 other forecasting horizons as seen in Figure 10 . Interestingly in the histogram shown in Figure 12 , 398 the number of samples with error greater than 100% is much higher than in the other cases and also
399
the upper values are much higher, this is accounted by the fact that the histogram is a ratio between 400 numbers that can be small.
401
A trend that can be seen in Figure 12 and in the boxplots, is that the spread of the forecast errors the tangent space is slightly better than just freezing the last observation, Figure 12 shows that the 414 ratio between the performances of the two systems has a shape similar to a Gaussian, with a mean at 415 95%, with a standard deviation nearly 10%. On the other hand the boxplots in Figure 11 (left), show a 416 median RMSE of 5 TECUs, which might not be acceptable. Note that although we have found that the 417 component at 24 hours is relevant for the forecast at short term horizons, it does not seem adequate for a forecasting at such a long horizon. That is, for short-term predictions, the maps at 24 hours in 419 advance complements the information from the last observation and helps to improve the forecast by 420 making use of the periodicity of the ionization patters. On the other hand, when the horizon is directly 421 24 hours, the information yielded by the last observation is not enough for a good forecast.
422
For comparison purposes, in Figure 13 , we show the time evolution of the RMSE in TECUs for a because these years were used for determining the structure of the forecaster. is different from the years used for determining and validating the structure of the forecaster. For Table 3 . Improvement Ratio of the RMSE between tangent space forecast and frozen maps when using the tangent space forecaster vs the case of not using the tangent space of each of the maps. presenting the results we have selected a horizon of 1 hour, in order to show the performance in a 460 situation between the best and the worst case.
461
The RMSE as a function of the latitude is defined as;
where x τ lon,lat at the begining of Section 5. In Figure 14 , we can compare, for each latitude the mean Next we analyze the Bias Variance decomposition of the forecast error, which we define as follows:
494
For given a map P and the forecasted mapP, the error can be decomposed as: Figure 14 . RMSE of tangent space method (left) vs. RMSE of frozen map method (right) as a function of the latitude.
where each term is defined as:
and 497 Var On the other hand, the forecast system is almost unbiased (see Figure 16 right), the contribution 507 of the bias to the total error is always less than 0.1%. Note that the figures have a different scale.
508
The explanation of the low bias of the tangent distance forecast error is associated with the most 509 effective set of parameters describing the degrees of freedom of the system. Note that in Section 4.2, we 510 comment how we dealt with the fact that the estimation of the parameters α might be undetermined. located at the borders of the highly ionized regions, and account for the tails of the error histogram. In 516 the log frequency histogram we can see that the distribution follows approximately a line, and can be 517 described by : 518 log 10 (TECU = t) = −1.27t + 1.04, with a p-value less than 1.e −87 . This empirical distribution can be approximated by a Laplace distribution (with λ = 0.78):
The linear law fails for values of RMSE greater than 10 TECUs, which is explained by the fact that greater than a given TECU value are presented in Table 4 . Interestingly, the accumulated probability 522 diminishes very fast, and Prob(τ > 4TECUs) is lower than 1 in 65 pixels, and Prob(τ > 8TECUs) is 523 lower than 1 in 8000 pixels. However, as explained in Section 5.3, the extreme values of the errors are 524 isolated in the borders of the highly ionized regions. 
Conclusions
527
In this paper, we have presented a forecasting method for TEC maps, based on local information 528 that model possible local distortions. In addition to using several previous maps to make the prediction,
529
we make a decomposition in the space spanned by the components in tangent manifold to each maps.
530
The physical justification, is that the change at horizons less than 6 hours will consist of small changes 531 along the trajectory that is followed by the sequence. The performance has been acceptable for forecast 532 horizons up to 6 hours. For a horizon at 24 hours, the performance does not differ much from freezing 533 the maps, which indicates both, that the hypothesis underlying the model of tangent spaces does not 534 hold up to this time horizon, and that also that a simple linear combination of past observations is 535 not enough for modeling a TEC map at a day's horizon. This is explained because at this horizon, the 536 changes in ionization have external origins that cannot be derived from the time series. 
