This work presents a nonparametric statistical test, S-maup, to measure the sensitivity of a spatially intensive variable to the effects of the Modifiable Areal Unit Problem (MAUP). S-maup is the first statistic of its type and focuses on determining how much the distribution of the variable, at its highest level of spatial disaggregation, will change when it is spatially aggregated. Through a computational experiment, we obtain the basis for the design of the statistical test under the null hypothesis of non-sensitivity to MAUP. We performed a simulation study for approaching the empirical distribution of the statistical test, obtaining its critical values, and computing its power and size. The results indicate that the power of the statistic is good if the sample (number of areas) grows, and in general, the size decreases with increasing sample number. Finally, an empirical application is made using the Mincer equation in South Africa.
The literature on MAUP can be divided into three blocks: first, definition of the problem Openshaw (1977) ; Openshaw and Taylor (1979) ; Arbia (1989) ; second, measurement of its effects on statistics such as the mean Amrhein (1995) ; Steel and Holt (1996) , median and standard deviation Bian and Butler (1999) , variance and covariance Amrhein and Reynolds (1996) ; Reynolds (1998) , and correlation coefficient Gehlke and Biehl (1934) ; Yule and Kendall (1950) ; Openshaw and Taylor (1979) ; Clark and Avery (1976) ; and last, potential ways to minimize the aggregation effects Coulson (1978) ; Fotheringham (1989) ; Arbia (1989) ; Fotheringham et al. (2000) ; Carrington et al. (2006) .
It is well known that the impact of the MAUP on the mean can be considered negligible Arbia (1989) ; Amrhein (1995) ; Amrhein and Reynolds (1996) ; Steel and Holt (1996) . However, the MAUP has a large impact on the variance, which decreases when the variable exhibit high values of spatial autocorrelation Reynolds (1998) . With respect to the statistical association, such as the covariance and correlation coefficient, Clark and Avery (1976) , Openshaw and Taylor (1979) and Arbia (1989) found that the sensitivity to MAUP increases as the level of spatial aggregation increases (scale effect), i.e., the correlation between variables X and Y will exhibit a wider variation if, for example, USA counties are aggregated into 50 spatial units than if they were aggregated into 1,000 spatial units.
The MAUP effects have also been studied in OLS regressions Clark and Avery (1976) ; Openshaw (1978) ; Green and Flowerdew (1996) ; Tagashira and Okabe (2002) , logit models Fotheringham and Wong (1991) , Poisson regression Flowerdew and Amrhein (1989) , spatial interaction models Arbia and Petrarca (2013) , spatial econometrics models Arbia and Petrarca (2011) , forecasts in regional economy Miller (1998) , and spatial autocorrelation statistics, such as the Moran's coefficient, Geary's Ratio, and G-Statistic Fotheringham and Wong (1991) ; Qi and Wu (1996) ; Jelinski and Wu (1996) . Other authors have studied the MAUP effects in more sophisticated methods, such as the factorial analysis Hunt and Boots (1996) , spatial interpolation Cressie (1996) , image classification Arbia et al. (1996) , location and allocation models Goodchild (1979) , and discrete selection models Guo and Bhat (2004) .
Although there is no solution to the MAUP because it is inherent to the use of spatial data, some authors have proposed different alternatives to minimize its effects: the formulation of scale-robust statistics King (1997) , the design of optimal aggregations that minimize the loss of information Moellering and Tobler (1972) ; Openshaw (1977) ; Nakaya (2000) ; Tagashira and Okabe (2002) ; Duque et al. (2006) , the use of a set of auxiliary or grouping variables together with variables at the individual level Holt et al. (1996b) ; Wrigley et al. (1996) , and the measurement of rates of change through the concept of a fractal dimension Fotheringham (1989) .
Most studies above required extensive computational experiments. Table 1 summarizes the main characteristics of those experiments, including the covered dimensions (scale or zoning), studied statistics (mean, variance, correlation, regression coefficients, etc.), type of data (real or simulated), studied variables (income, rates, random, etc.), and size of the experiment in terms of the number of areas and regions (herein, we will refer to area as the smallest spatial unit of observation and region as the spatial units that result from aggregating the areas into contiguous spatial units). From this table, we can highlight the dominance of the use of real data over simulated data and the evident increase in the size of the experiment as the computational capacity increases over the years. As expected, the two driver parameters in these experiments are the number of areas and the number of regions. Although it has been considered in a few experiment Openshaw and Taylor (1979) ; Reynolds (1998); Bian and Butler (1999) , the level of spatial autocorrelation of the variables/attributes being aggregated plays an important role in the level of sensitivity of the variable to the MAUP. Finally, the mean is significantly highlighted by being the more common grouping operator, i.e., if areas i and j, with attribute values X i and X j , are merged into a region, the attribute value for the resulting region is calculated as the mean of X i and X j , which indicates that all of the experiments use spatially intensive variables.
Based on the available literature, a practitioner can anticipate high(low) variation of its results when the aggregation level is high(low) and the level of spatial autocorrelation of its variable is low(high). However, there is no tool in the literature that allows the assignment of a specific number and statistical significance to that variation. The closest the research can get to that number would require a computational experiment involving the calculation of the results for a large number of random aggregations of the areas into a predefined number of regions. This paper constitutes the very first attempt to formulate a nonparametric statistical test to easily measure the sensitivity of a spatially intensive variable to the MAUP.
MAUP Effects
In this section, we design a computational experiment to identify the key elements that should be included in the construction of the statistical test. Following previous experiments in the literature on the MAUP effects (e.g., Amrhein and Reynolds (1996) and Arbia and Petrarca (2011) ), we consider the two main parameters involved in the exploration of scale and zoning effects: number of areas (N ) and number of regions (K). As in Openshaw and Taylor (1979) and Reynolds (1998) , we also take into account different levels of spatial autocorrelation, ρ.
Fig 1 summarizes the steps followed to generate an instance of the experiment: (1) y ρ=0.9 is a random variable generated by a Spatial Autoregressive (SAR) process with autoregressive parameter ρ = 0.9 and rook contiguity matrix. (2) The areas are randomly aggregated into K spatially contiguous regions using a seed-based region growing algorithm proposed by Vickrey (5) We calculate the relative change in the mean (RCM ), Eq (1), and the relative change in the variance (RCV ), Eq (2), between the original variables and each of the 30 aggregated variables. (6) We summarize the effect of aggregating N areas into K regions as the mean RCM , RCM , and mean RCV , RCV , using Eq (3) and (4). For each value of ρ considered in the experiment, we repeat steps (1) to (6) 50 times.
As we will show in the parametrization of the experiment, we generate instances of y ρ for different levels of spatial autocorrelation (−0.9 < ρ < 0.9). If, for example, we generate two spatial processes y ρ=0.9 and y ρ=−0.5 , the observed aggregation effects will have two sources, one that comes from the change in the value of ρ, and one that comes from the differences in the values generated by the random data generation process. To isolate the effect that comes from the changes in ρ, we generate the instances of y ρ=0.0 by performing spatial permutations of the values obtained from y ρ=0.9 . As an example, Fig 2 summarizes the process that we implemented to generate y ρ=0.0 from y ρ=0.9 : (1) Generate an SAR process y ρ=0.9 . (2) Generate a reference SAR process x ρ=0.0 . (3) Generate y ρ=0.0 by spatially redistributing the values of y ρ=0.9 following the spatial pattern of x ρ=0.0 , i.e., the highest value of y ρ=0.9 goes to the area with the highest value of x ρ=0.0 ; the second highest value of y ρ=0.9 goes to the area with the second highest value of x ρ=0.0 ; and so forth. (4) Estimate the true ρ value of y ρ=0.0 , if (0.0 − 0.5) < ρ < (0.0 + 0.5) then keep y ρ=0.0 ; otherwise, repeat the process. Note that y ρ=0.9 and y ρ=0.0 have the same values and therefore the same mean and variance, But due to the differences in the spatial distribution of the values, they have different ρ values.
Having clarified the process that we follow at each instance and our strategy for generating the y ρ values, we present the parameters used in the computational experiment: N = Number of areas. N = {25, 100, 225, 400, 625, 900} ; y ρ i = SAR process with i = {1, . . . , 50} , and ρ = {±0.9, ±0.7, ±0.5, ±0.3, 0} ; 5, 10, 13, 15, 18, 20, 22, 24} for , 4, 7, 12, 25, 40, 53, 67, 80, 90, 99} for 5, 10, 15, 30, 60, 90, 120, 150, 180, 200, 220} for N =400, k = {4 , 9, 18, 26, 50, 110, 160, 213, 267, 320, 360, 396} for , 6, 14, 27, 43, 80, 170, 250, 333, 417, 500, 563, 618} for N =900, k = {4 , 9, 20, 40, 60, 120, 240, 360, 480, 600, 720, 810 , 890} r = 30 Number of random spatial aggregations. Proportion of instances for which the two-sample t-test was rejected with α = 0.05. It includes instances with k ≥ 10.
We implemented the experiment in Python 2.7.10. For the spatial aggregations, we use the Python library ClusterPy 0.9.9 Duque et al. (2011) . We ran the experiment in the supercomputer APOLO, at the Center of Scientific Computation (Universidad EAFIT), equipped with a Dell Power Egde 1950 III of 8 cores, 2.33 GHz Intel Xeon that executes Linux Rocks 6.1 to 64 bits.
Each box plot in Fig 3 summarizes the 50 values of RCM calculated for each value of ρ and k. The maximum bounds value of the vertical axis in the figure show low relative changes in the mean. To make sure that the mean effect can be discarded, we calculate the two-sample t-test to compare the mean of each original variable, µ o , with the mean of each aggregated variable, µ ag . We report in Table 2 the proportion of instances for which the two-sample t-test was rejected. From this result, we can conclude that there is not a MAUP effect on the mean, which is consistent with those results found by Arbia (1989) ; Amrhein (1995) and Amrhein and Reynolds (1996) .
Each box plot in Fig 4 summarizes the i = 50 values of RCV calculated for each value of ρ and k. Unlike the case seen with the mean, the effect of variance is considerably greater. The box plots show that the effect of MAUP on variance decreases for two reasons: an increase in the level of spatial autocorrelation, ρ; and (2) an increase in the number of regions, k. These effects on variance are consistent with those found by Reynolds (1998) .
To verify the MAUP effect on variance, we use the Levene test for equality between the variance of the original variable, σ 2 o , with the variance of each aggregated variable, σ 2 ag . Fig 5 shows the percentage of instances for which the Levene test rejects the null hypothesis H 0 : σ 2 o = σ 2 ag , with α = 0.05. These results confirm that the MAUP effect decreases as either k or ρ increases.
Finally, in Fig 6 we present, for illustrative purposes, three instances with ρ = −0.9, ρ = 0.0 and ρ = 0.9 that aggregate N = 900 areas into k = 240 regions. These examples show how the MAUP fades as ρ increases. 
S-maup statistical test
Findings such as the effect of MAUP on variance and how MAUP fades as ρ and k increase are useful to find the functional form of our statistical test, S-maup, for measuring the level of sensitivity of a spatially distributed variable to the MAUP. We designed the test such that S-maup takes values close to zero when the variable is not sensitive to the MAUP and values close to one when the variable is highly sensitive to the MAUP. Furthermore, S-maup will be a univariate statistic applicable to spatially expansive variables whose aggregated values result from the average of the individual values.
S-maup
To find the functional form of S-maup, it is necessary design an expression that describes the distribution of the effects of MAUP on the variance (RCV ). To summarize those effects, we took the median of each Box Plot in Fig 4. Fig 7 shows an example of those summarized effects. According to Fig 7, the mathematical expression of our test should take values close to one when the variable under evaluation has high negative spatial autocorrelation, ρ and is aggregated into a small number of regions, k. Conversely, the expression should take values close to zero when the variable under evaluation has high positive spatial autocorrelation, ρ and is aggregated into a large number of regions, k. Our expression should also be able to reproduce the way in which, for a give k, the MAUP effects decreases as ρ increases. Note that such a decrease is not the same for all values of k: when k is large, the effects of MAUP are low even for highly negative values of ρ; therefore, for a high k, the reduction of the MAUP effects, as ρ increases, are almost imperceptible. Thus, as k increases, our expression should modify the speed and moment at which the MAUP fades along ρ. Taking into account these different conditions, we started the construction of our S-maup statistic using an inverted logistic function Verhulst (1845), which is defined by Eq (5).
where L determines the maximum value of the curve; η determines the moment at which the curve begins to decline; and τ indicates the speed at which the curve declines. If we endogenize those three parameters, we should be able to approximate any line of the type shown in Fig 7 . This is what we are going to develop in the rest of this subsection until we obtain an expression of M in which parameters L, η and τ depend on ρ, k and N . Starting with the parameter L, Fig 7 shows that the maximum value of each logistic curve depends on the level of aggregation k. This aggregation can be defined in relative terms as θ = k N . Therefore, the lower the level of aggregation (i.e., as θ approaches 1), the lower should be L. When plotting each median RV C against θ, it depicts an inverted "S" that could also be modeled as an inverse logistic function with the expression presented in Eq (6), whose linear form is given by Eq (7).
where b and m are the parameters of the inverse logistic function. To estimate those parameters, we used a robust linear regression model that minimizes the influence of outliers. The parameter associated with θ is significant, and the adjusted R-squared = 86.7% . Fig 8(a) shows the robust regression over the linearized logistic function. Returning to the logistic curves in Fig 7, both the moment at which the curves begin to decrease, η, and the speed of decreasing, τ , depend on k. Therefore, both parameters can be estimated as function of θ = k N . For this, we adjusted an inverse logistic function for each curve of the type presented in Fig 7. For each curve, the values of η and τ were calibrated using the optimized module of Scipy Phyton Library Jones et al. (2001) . With this process, we obtained a value for η and τ for each value of θ. Then, we use a linearized power function, Eq (8), and a linear function, Eq (9), to express η and τ as a function of θ.
The parameter associated with θ was significant in both estimations and the adjusted R 2 , with 91.7% and 84.5% respectively . Fig 8b and 8c present the estimations.
Replacing the Eq (6), (8) and (9) in (5) we have the Eq (10).
The results of the estimation of the parameters in the robust linear regression model for the logistic function of L are as follows: m = 7.031 and b = −2.188. Considering that the model is estimated with the linearized logistic function, these results were transformed by natural logarithm. For the power function of η, the results are p = 0.516 and a = 1.287, because of the linearization of the power function, we applied the natural logarithm to the parameter p. Finally, the results of the linear function of τ are as follows: β 0 = 5.319 and β 1 = −5.532. Replacing in the equations produces the following:
η(θ) = 0.516θ
τ (θ) = 5.319 − 5.532θ.
Thus, the expression of the S-maup statistic is the following:
Recall that S-maup statistic (M ) is designed in such a way that for a bigger (smaller) sensitivity of a variable to the MAUP, the larger (smaller) is the value of M . This characteristic allows us to define a non-parametric unilateral statistical test, which is stated below:
H 0 : The variable y i is not significantly affected by the MAUP.
The variable y i is significantly affected by the MAUP. Where the statistic for the test is given by Eq (14), and therefore, H 0 will be rejected if the statistic value belongs to the rejection region (RR) defined in Eq (15).
M α;ρ,N is the critical value given a significance level α, a level of spatial autocorrelation (ρ), and a number of areas (N ). We implemented a Monte Carlo simulation to find the empirical distribution of the S-maup under the null hypothesis previously stated. The empirical distribution allows us to obtain the critical values as well as the pseudo-value p to determine the proof significance.
Critical values and p-value
To calculate the critical values, we performed an exhaustive simulation study based on nonparametric statistic methodology. Recall that H 0 means no sensitivity of a variable to MAUP, which is equivalent to stating that, for a given k, the variance of the aggregated variable is statistically equal to the variance of the original variable. For building the empirical distribution under H 0 , we set a value for N and ρ and generated an SAR process with parameters (N , ρ). Then, we randomly selected an integer value k such that 0.1N < k < N , thus yielding 30 random aggregations of the variable into k regions. Next, we applied the Levene test for equality of variances between the original variable and each one of the 30 aggregated variables. The SAR(N , ρ) variable was kept if and only if the Levene test was not rejected in all 30 cases. If there was at least one rejection, then we chose, at random, a new k and repeated the previous steps. This procedure was repeated until we obtained 1,000 instances for each pair (N, ρ). We then calculated the S-maup statistic for those instances using Eq (14) and generated the empirical distribution of the statistics under H 0 . The critical values were obtained by calculating the 90%, 95%, 99% percentiles for the empirical distribution. Table 3 presents the table of critical values. This Table implied the generation of 54,000 instances.
Following the percentile approach utilized by Rey (2004) , we can calculate a pseudo-p-value for a given value of the S-maup test (M ), using the Eq (16):
where
comes from the simulations performed to produce Table 3 . Since those vectors are extremely computationally intensive to produce (in some instances requiring months of supercomputer computation for completion), they will be publicly available at http://www. .edu, as well as the Python script to run the S-maup statistic. Table 4 presents some examples of the S-maup statistic for different values of N and k. Note that when the variable y i presents characteristics against the null hypothesis (H 0 ), then the M value of the S-maup should be greater than the critical value at some significance level α, and therefore, the pseudo-value p of the test must be smaller than the significance level. If H 0 is rejected, it can be concluded that the variable y i is sensitive to the MAUP, and therefore, a MAUP effect exists when aggregating y i in k regions.
Note that when the spatial autocorrelation is highly positive (e.g., ρ = 0.801), the variable allows high levels of aggregation. The results also confirm that low levels of spatial aggregation do not lead to the undesirable effects of MAUP.
Power and Size
The power is a natural way of evaluating the test performance. It is defined as the probability of rejecting the null hypothesis, given that the null hypothesis is false. In other words, it is the probability of not committing a type II error (β); thus, the power is (1 − β). In our context, the power means the probability that sufficient statistical evidence exists in the sample to affirm that the variable y i is affected by the MAUP, when in fact, the variable y i is affected by the dimensions of the MAUP. Hence, it is expected that the power of the test is close, or equal, to 1.
Since H 1 implies that the variance of the original variable is different from the variance of the aggregate variable, we implemented the following simulation experiment to measure the power of our statistical test: For each tuple (N, ρ), with N ∈ {100, 400, 900} and ρ ∈ {±0.9, ±0.7, ±0.5, ±0.3, 0}. Given a tuple (N, ρ) we generate an SAR process and perform 30 random spatial aggregations of the N areas into k regions such that k is selected at random as an integer value such that 0.1N < k < N . The SAR process is kept if and only if the Leven test between the original variable and each one of the 30 aggregated variables is rejected. We repeat this process until we generate 1,000 valid instances for each tuple (N, ρ). Each entry in Table 5 reports the proportion of 1,000 instances for which our test rejects H 0 . Because most values are close to 1, we can argue that our S-maup is highly effective in identifying variables that are sensitive to the MAUP effect.
Test size is also a way of evaluating the test performance. Test size is defined as the probability of rejecting the null hypothesis given that the null hypothesis is true. In other words, it is the probability of committing a type I error (α). In our context, test size means the probability that sufficient statistical evidence exists in the sample to affirm that the variable y i is affected by the Level of significance α = 0.05. MAUP, when in fact the variable y i is not. Hence, it is expected that the proportion of instances for which our test commits type I error is close the theoretical significance level (α).
The empirical test size is calculated following a similar procedure implemented to calculate the power, but in this case, the tuple (N, ρ) is selected if and only if the Levene test is not rejected in all 30 cases. Table 6 reports the size of our test, which show the best performance in scenarios of positive spatial autocorrelation.
An illustrative application of the S-maup test
In this section, we present an empirical illustration within the context of a Mincer wage equation Mincer (1974) that explains the salary based on schooling and experience. Eq (17) presents the most basic version of the Mincer wage equation.
where LN W is the natural logarithm of income (hourly wage), Y RSCHOOL years of schooling, EXP years of potential labor market experience (calculated as the age in years minus years of education plus 6), and ε is a mean zero residual. It is important to clarify that this example is merely illustrative. We use this equation because its simplicity allows us to present a simple application of our test. We use the 2011 census data from South Africa retrieved from the Integrated Public Use Microdata Series, International (IPUMS-International), at the Minnesota Population Center Center (2015) . The data include 688,310 individuals who were working at the time of the survey. We aggregate the individual data into 206 municipalities using the weighted average of individual incomes, years of schooling, and the potential work experience.
The 206 municipalities are our basic unit of analysis (i.e., our disaggregated variable). Other administrative units in South Africa include 52 districts and 9 provinces. Table 7 shows some descriptive statistics of our variables at the three administrative levels. Note how the standard deviation of the three variables narrows as the level of aggregation increases. The spatial distribution of the variables is presented in Fig 9 . Table 8 presents the estimation at the municipal level. The coefficients of education and experience are significant and exhibit the expected signs. What would be the maximum level of spatial aggregation for which these results hold? Note that here we are asking about the minimum value for k that preserves the distributional characteristics of the variables; we are not aiming to evaluate a specific regionalization for a give value of k. We can use our S-maup statistic to answer this question by identifying the minimum value of k for which our test fails to reject the null hypothesis of no influence of the MAUP. In Table 9 , we present the results of our test for different levels of spatial aggregations. For this, our test requires the level of spatial autocorrelation of each variable (ρ) and the value of θ = k N . Note that at k = 135, the S-maup indicates that the variable LN W is affected by the MAUP. This finding may imply that the results obtained at municipal level (k = 206) may hold until an aggregation level of k = 136 that is the aggregation level at which all the variables involved in the regression do not lose their distributional characteristics. Another conclusion from these results is that the results obtained at the municipal level do not hold at district or province levels. Fig 10 compares the coefficients obtained at the municipal level (black and dashed vertical lines) with the distribution of the coefficients obtained by estimating the Mincer equation on 1,000 random spatial aggregations of the k = 206 municipalities into k = 136 regions. Fig 10a, corresponding to years of education, shows that 100% of the coefficients estimated with k = 136 fall into the 95% confidence intervals. Fig 10b, corresponding to years of experience, shows that 98.8% of the coefficients estimated with k = 136 fall into the 95% confidence intervals. Finally, Fig 10c, corresponding to the squared years of experience, shows that 98.7% of the coefficients estimated with k = 136 fall into the 95% confidence intervals.
Next, we estimated the Mincer model for k = 52 and compared it with the estimation for k = 206 municipalities. As we did previously, we made 1,000 random aggregations and obtained the distribution of the estimated coefficients for K = 136 and k = 52. Fig 11 shows how the estimations with k = 52 are more volatile and deviated than those with k = 136 regions. Note also that the coefficients for K = 206
Conclusions
This paper introduced the first statistic of its kind for measuring the level of sensitivity of a spatially expansive variable to the MAUP. The statistic is easy to implement because it only requires as input parameters the level of aggregation θ = k N and the level of spatial autocorrelation of the variable ρ. The test exhibits good statistical power and size. We also provide the table of critical values and a procedure to calculate the pseudo-p value of the test. The empirical application shows the usefulness of the test for identifying the maximum level of aggregation at which the original variable preserves its distributional characteristics. Additionally, it can be useful to test whether two aggregation levels are comparable.
We recognize that the main properties of the S-maup were obtained from an empirical simulation procedure, and they rely more heavily on hard experimental computation than theoretical methods. However, the complexity of the question addressed in this paper may explain why this is the first attempt to answer it even though the MAUP has been in the literature since the late 1970s. We hope that this first attempt motivates other researchers to contribute other approaches to answer the same question.
