Recently the observation of surveillanced areas scanned by multi-camera systems is getting more and more popular. The newly developed sensors give new opportunities for exploiting novel features.
Introduction
In crowded places it is difficult to track correctly individual people from a single point of view with a conventional camera. That is why we started to investigate multi-camera systems for a better tracking algorithm. We try to fit different camera images onto one common image plane in order to gain a 3-dimensional picture of the investigated territory in real time. Plenty of research results exist in the literature in connection with this topic when one tries image registration R.P. Barneva, V.E. Brimkov, and J.Šlapal (Eds.): IWCIA 2014, LNCS 8466, pp. 158-170, 2014. c Springer International Publishing Switzerland 2014 or fitting objects. It's more difficult to distinguish different objects on an image because of the occlusion. If we have more images from different angles about the same screen then we will have more information about that fixed place and the objects in it. By setting an image as the reference image, we can identify the ground plane on every image. Hence we can match the ground points of the objects. If we would shift the ground plane in the direction of its normal vector then we would cut the objects in the same position in all the images. Furthermore we could get more information from a view from above: we could get the spatial position of each object, if we could register the images in different planes together. This plane might be shifted to scan the intersections in the common space of the views [10] .
A common plane of all views has an outstanding role: [12] assumes that a reference plane is visible in all views, and shows for this case that lines and cameras, as well as, planes and cameras have a linear relationship. Consequently, all 3D features and all cameras can be reconstructed simultaneously from a single linear system, which handles missing image measurements naturally.
We used the idea of Khan et al.
[10] and developed a method that applies planar homographic occupancy. The present method is developed for multiple planes parallel with the center line of a depth sensor applied together with at least one of the cameras (this is different from the method of Khan and Shah). We try to fit the different image planes onto one screen and try to find different homographies for this, in order to shift these planes into different depth values, then getting an exact match of corresponding moving objects on different image planes. We use a combinatorial algorithm to find these homographies applying a linear programming algorithm from the literature of combinatorial optimization. This algorithm is developed with applying an optimization method based on the well-known golden ratio [9] .
The aforementioned method can be used if we have more cameras than two or three, for example on a football match we can follow the movement of the players with this algorithm. In practice there are few events where multiplecamera systems are necessary. In these cases there are different methods for point to point registration and we chose the most efficient one according to our problem. Camera observation is usually integrated into busy places hence there exists motion in all the images. We can make motion mask statistics about these movements, related to a reference image. By detecting motion on the pixel array of this image we make a conditional statistics to the motion masks of the reference image and to all the other images. We will have different motion statistics for each pixel of each reference image belonging to different cameras exactly as many statistics as many cameras we used to integrate into the system [15] . (See Fig. 1 .) The structure of this paper is first we introduce an algorithm for the image matching. In particular we will talk about the motion detection, the fitting of the image planes and the mathematical problems that we found and the mathematical background of our solution. In the next section we will mention some experimental results. And we will mention some future directions of this research, some possible ways to carry on with this work.
