Abstract. TEG is a new methodology for point-to-point messaging developed as a part of the Open MPI project. Initial performance measurements are presented, showing comparable ping-pong latencies in a single NIC configuration, but with bandwidths up to 30% higher than that achieved by other leading MPI implementations. Homogeneous dual-NIC configurations further improved performance, but the heterogeneous case requires continued investigation.
Introduction
Band, etc.), in a single application run; single message fragmentation and delivery utilizing multiple NIC, including different NIC types, such as Myrinet and InfiniBand; and heterogeneous platform support within a single job, including different OS types, different addressing modes (32 vs 64 bit mode), and different endianess. All of these features have been adapted into a new modular component architecture that allows for both compile-time and runtime selection of options.
Results
The performance of Open MPI's TEG methodology was compared against that of several well-known existing MPI implementations: FT-MPI v1.0.2 [2] , LA-MPI v1.5.1 [5] , LAM/MPI v7.0.4 [1] , and MPICH2 v0.96p2 [7] . Experiments were performed using a two processor system based on 2.0GHz Xeon processors sharing 512kB of cache and 2GB of RAM. The system utilized a 64-bit, 100MHz, PCI-X bus with two Intel Pro/1000 NICs (based on the Super P4Dp6, Intel E7500 chipset), and one Myricom PCI64C NIC running LANai 9.2 on a 66MHz PCI interface. A second PCI bus (64-bit, 133MHz PCI-X) hosted a second, identical Myricom NIC. The processors were running the Red Hat 9.0 Linux operating system based on the 2.4.20-6smp kernel. All measurements were made using TCP/IP running over both Gigabit Ethernet and Myrinet.
Data was collected for two critical parameters: latency, using a ping-pong test code (for both MPI blocking and non-blocking semantics) and measuring half round-trip time of zero byte messages; and single NIC bandwidth results, using NetPIPE v3.6 [8] .
Latency
Latency was measured using a ping-pong test code for both blocking and non-blocking MPI semantics. Blocking semantics allow for special optimizations, so more mature implementations will often create specially optimized versions to take advantage of these capabilities. This optimization has not yet been performed for TEG. Table 1 compares TEG's latencies with those of LAM/MPI 7, LA-MPI, FT-MPI, and MPICH2 for the non-blocking scenario. The latencies for all MPI implementations with TCP/IP over Myrinet are similar, at about 51 µs. Even when TEG makes asynchronous progress with a progress thread, thus greatly reducing the CPU cycles used, latency is basically unchanged.
When the tests are run using Gigabit Ethernet, however, the measured latencies are generally lower and show a greater range of values. TEG's polling mode and LAM/MPI 7 have the lowest latencies at just below 40 µs, or about 25% lower than was obtained over Myrinet. MPICH2 has slightly higher latency, followed by LA-MPI and FT-MPI. The asynchronous progress mode of Open MPI's TEG is much higher than the other entries, with values slightly lower than those obtained with TCP/IP over Myrinet. Table 2 lists the latency data for the ping-pong results using blocking MPI semantics. In this case, TEG's latencies are not as good as was obtained when using non-blocking semantics, with LAM/MPI 7 and MPICH2 is outperforming TEG better, while LA-MPI and FT-MPI didn't perform as well as TEG. Again, TEG's asynchronous progress mode gives much higher latencies than the polling based approach. Table 2 . Open MPI/TEG latency measurements compared to other MPI implementations (blocking MPI semantics-i.e., MPI SEND, MPI RECV).
Overall, the initial results obtained with Open MPI/TEG show good latency performance characteristics when compared with more mature implementations. This performance is obtained despite the overhead required to: (a) stripe a single message across any number of different network types; (b) provide thread safety (MPI THREAD -MULTIPLE); and (c) allow proper handling of various failure scenarios. The latency of the blocking calls is not as good as some of the other current implementations. This reflects the relative immaturity of the TEG module and the current lack of optimization.
Bandwidth
Open MPI/TEG's ability to run in a heterogeneous networking environment makes the study of bandwidth performance very interesting. To establish this condition, a single PTL implementation (TCP/IP) was used for this study and operated on networks with different physical characteristics for the underlying physical transport layer (Myrinet and Gigabit Ethernet). Bandwidths were measured using NetPIPE v3.6 [8] and compared to that obtained from the same set of MPI implementations used in the latency measurements. Figure 1(a) shows the performance of TEG compared to that from other MPI implementations over Gigabit Ethernet. As the figure shows, TEG, MPICH2, FT-MPI, LA-MPI, and LAM/MPI all have similar performance characteristics, peaking out close to 900 Mb/sec, similar to that obtained from raw TCP. MPICH2, FT-MPI, and LAM/MPI exhibit some irregular behavior with message sizes around 100 Kbyte, but this smoothes out at higher bandwidths and is most likely an artifact of the rendezvous protocol.
However, as Figure 1(b) shows, when running the same tests on a higher bandwidth interconnect (Myrinet), TEG displays much better bandwidths than MPICH2, FT-MPI, LA-MPI, and LAM/MPI. TEG's performance closely tracks the raw TCP/IP benchmark results, except at just above a message size of 100 Kbyte, where the rendezvous protocol causes a temporary drop in measured bandwidth. Both TEG and raw TCP/IP peak out at a little above 1800 Kb/sec. In contrast, MPICH2, FT-MPI, LA-MPI, and LAM/MPI all peak out about 30% lower around 1400 Kb/sec. This is due to TEG's reduced overheads associated with multiple packet messages, including generation of the rendezvous protocol's ACK as soon as a match has been made on the receive side, and embedding a pointer to the receive object in the ACK so that subsequent packets can include this in their header for fast delivery on the receive side. Figure 2 shows the results of running the same bandwidth tests over two Myrinet NICS, with TEG fragmenting and reassembling Open MPI's messages. The single NIC data is included for reference. As one would expect, the advantages of using multiple NIC's are not apparent in this particular test, until the message is large enough to be fragmented. At about an 8Mbyte message size, the dual NIC overall bandwidth is about 30% higher than the single NIC bandwidth. The dual NIC data does not appear to have peaked at the 8Mbyte maximum message size used in the experiment. However, we do not expect the dual NIC configuration to achieve double the rate of the single NIC data, since a single process is handling the TCP/IP stack. Parallelism, therefore, is only obtained over the network and by overlapping the send with the receive in the multiple fragment case.
The dual NIC implementation in Open MPI/TEG is about 10% more efficient than that in LA-MPI. Similar to the single NIC case, TEG benefits from the early generation of the rendezvous protocol ACK and embedding the receive object pointer information in the ACK message. Figures 3 and 4 show the results of striping a single message over both Gigabit Ethernet and Myrinet using TEG. The single NIC Gigabit Ethernet and Myrinet are also included for reference. The results alway fall between the single NIC Gigabit Ethernet at the low end, and the single NIC Myrinet data at the upper end. This appears to indicate that adding a Gigabit Ethernet NIC to a system with a single Myrinet NIC can result in degraded performance. In contrast, adding a Myrinet NIC to a system with a single Gigabit Ethernet NIC appears to improve performance. Future work will investigate possible explanations for the observed behavior.
Finally, Figure 5 shows the effect of varying the size of the first message fragment on the bandwidth profile of Open MPI/TEG. As one would expect, the asymptotic behavior is independent of the size of the first message fragment. First fragments smaller than 128 KBytes don't require enough processing at the destination to hide the latency of the rendezvous protocol. The early transmission of the rendezvous ACK allows for this overlap to take place.
Summary
We have presented the results of running latency and bandwidth test with Open MPI with TCP/IP over Gigabit Ethernet and Myrinet. These results are compared with those obtained running LA-MPI, LAM/MPI, FT-MPI, and MPICH2, and show leading latency results when using non-blocking MPI semantics, and middle of the pack results with still to be optimized blocking MPI semantics. Open MPI's single bandwidths are better than those obtained with these same MPI's.
In addition multi-NIC bandwidth data is obtained with Open MPI. These bandwidths are about 30% better than the single NIC data over Myrinet, and about 10% better than those obtained by LA-MPI. Using Open MPI to send part of a message 
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