We study reaction dynamics on a model potential energy surface exhibiting post-transition state bifurcation in the vicinity of a valley ridge inflection point. We compute fractional yields of products reached after the VRI region is traversed, both with and without dissipation. It is found that apparently minor variations in the potential lead to significant changes in the reaction dynamics.
I. INTRODUCTION
Much recent experimental and theoretical work has focussed on recognizing and understanding the manifestations of nonstatistical dynamics in thermal reactions of organic molecules (for reviews, see refs 1-7; see also the representative refs [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Such research has convincingly demonstrated that, for an ever-growing number of cases, standard transition state theory (TST) and RRKM approaches [20] [21] [22] [23] [24] [25] [26] [27] for prediction of rates, product ratios, stereospecificity and isotope effects can fail completely. This work is changing the basic textbook paradigms of physical organic chemistry (cf. ref. 4 , Ch. 7).
While absolute rates are usually controllable with changes of temperature, relative rates (i.e., selectivity) often are not 28 . Hence, understanding the factors that control selectivity is of essential importance for synthesis, especially if existing models used for analyzing the problem are incomplete or inapplicable.
A fundamental dynamical assumption underlying conventional statistical theories of reaction rates and selectivities is the existence of intramolecular vibrational energy redistribution (IVR) that is rapid compared to the rate of reaction/isomerization [29] [30] [31] [32] [33] [34] . Such rapid IVR leads to a 'loss of memory' of particular initial conditions 35 . Standard computations based on features (usually critical points, such as minima and saddle points) of the potential energy surface (PES) then provide predictions for relative rates associated with competing reactive channels, temperature dependence of reaction rates and branching ratios, etc [20] [21] [22] [23] [24] [25] [26] [27] [28] 36 . Nonstatistical effects can arise from a number of factors, which are certainly not mutually exclusive (see, for example, refs 37-43, also [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] . The essential underlying reason is the 'failure of ergodicity', a property which is notoriously difficult either to predict or diagnose. Branching ratios and/or stereochemistries significantly different from statistical predictions can result from symmetry breaking induced by dynamics 3 .
The range of thermal organic reactions now believed to manifest some kind of nonstatistical behavior is extraordinarily diverse (see, for example, refs 3,7, and refs therein). A general characteristic shared by the systems for which the standard statistical theories fail is that the associated PES corresponds poorly if at all to the standard textbook picture of a 1D reaction coordinate passing over high barriers connecting deep wells (intermediates or reactants/products, cf. Fig. 1a ) 2, 3, 7 . More specifically, the reaction coordinate (understood in the broadest sense 54, 55 ) is inherently multidimensional, as are corresponding relevant phase space structures: there may exist extremely flat, plateau regions on the PES, with a number of exit channels characterised by low barriers 2, 3 , or the PES may exhibit bifurcations of the reaction path [56] [57] [58] [59] [60] in the vicinity of so-called valley-ridge inflection (VRI) points [9] [10] [11] 16 (see Fig. 1b ).
In the case of systems having dynamically relevant VRI points on/near the reaction path, There have been significant recent theoretical and computational advances in the application of dynamical systems theory 82, [85] [86] [87] to study reaction dynamics and phase space structure in multimode models of molecular systems, and to probe the dynamical origins of nonstatistical behavior 83, [88] [89] [90] [91] [92] [93] [94] [95] [96] [97] [98] [99] (see also refs 100-110). A phase space approach is essential to obtain a rigorous dynamical definition of the TS in multimode systems, this being the Normally Hyperbolic Invariant Manifold (NHIM) 83 . The NHIM generalizes the concept of the periodic orbit dividing surface (PODS) [111] [112] [113] to N ≥ 3 mode systems. A recent reappraisal of the gap time formalism for unimolecular rates 98 has led to novel diagnostics for nonstatistical behavior ('nonexponential decay') in isomerization processes, leading to a necessary condition for ergodicity.
In the present paper we study dynamics on a model potential energy surface (PES) exhibiting post-transition state bifurcation in the vicinity of a valley ridge inflection point (cf. Fig. 1b) . A computed normal form (NF) is used to sample the dividing surface (DS) at fixed total energy at the 'incoming' TS located at a point of high potential energy. (For previous discussion of sampling using normal forms, see ref. 99 .) Bundles of trajectories so defined are then followed into the region of the PES where bifurcation of the reaction path occurs, and the subsequent dynamics studied. A key goal here is to obtain a dynamical understanding of the computed branching ratio for products reached after the VRI region is traversed. By changing parameters in the model potential, it is for example possible to alter the location but not the energy of one of the product minima, while keeping the energies and locations of other critical points unchanged. We find that apparently minor variations in the potential can lead to significant changes in the reaction dynamics.
The work described below leads to the following picture of the dynamical origin of the selectivity: for the model studied, the dynamics proceeds on at least 2 timescales. First, on short times, the bundle of trajectories 'reflects' off a hard wall that is opposite the high energy TS through which it enters the reaction zone. After this collision, a highly non-statistical and time-dependent population ratio of products is established, whose value depends on the direction in which trajectories are reflected by the (asymmetric) potential wall. These initial nonstatistical populations then relax on a somewhat longer timescale to yield the observed product ratio. During this phase of the reaction, there is the possibility of competition between IVR and other mechanisms for removing vibrational energy from active degees of freedom (cf., for example, ref. 18). We explore one aspect of this phase of the dynamics by introducing dissipation into the model. Major conclusions are that, for this model at least, (i) the dynamics in the vicinity of the VRI point plays essentially no role in determining the product ratio, except in the highly dissipative regime, and (ii) the product ratio is a highly nonmonotonic function of the dissipation strength.
The structure of this paper is as follows: in Sec. II we introduce the model potential energy function to be studied. We compute the IRC path 114 connecting the TS to one or the other product minima, discuss the location of the VRI point [56] [57] [58] , and compute Newton trajectories 115, 116 and gradient extremals 117, 118 . In Section III we formulate the equations of motion used to calculate reaction dynamics on our model surface with and without dissipation, and discuss the specification of initial conditions on the DS. Results are presented in Sec. IV: dynamics of trajectory bundles and product ratios at fixed energies with and without dissipation, and fractional product yields as a function of dissipation parameter. Sec. V con-cludes. Details on the computations required to locate the VRI point are given in Appendix A.
II. POTENTIAL ENERGY SURFACE
In this work we investigate, using classical trajectories, reaction dynamics on a model potential surface exhibiting a valley ridge inflection (VRI) point (cf. Figure 1b) .
The potential studied exhibits an index 1 saddle ('transition state', TS) at high energy.
Trajectories are initiated on the DS associated with this (upper, high energy) saddle, and can form either of two products. (There is also the possibility that trajectories can exit via the high energy transition state; on sufficiently long timescales, all trajectories [excluding a set of measure zero] will escape through this 'hole' in the potential, provided that no energy dissipation is present.) Downhill in energy from the upper saddle point there is another index 1 saddle point, which forms a 'ridge', which is a conventional transition state for the isomerization reaction that interconverts the two products. Between the two saddle points there is therefore a VRI point [56] [57] [58] . Because the general form of the potential energy surface studied here is not fully symmetric with respect to the coordinate transformation y → −y (see below), the intrinsic reaction path 114 does not in fact bifurcate, so that the location of the VRI point merely indicates the region of the PES where, in a naive conventional picture, trajectories 'decide' which product well to enter (see below). Most trajectories initiated on the upper DS do however pass through the neighborhood of the VRI point.
In addition to the trajectory studies reported in the following Section, we also present here results on the computation of various theoretical constructs associated with the concept of 'reaction path' for our model surface [56] [57] [58] [114] [115] [116] [117] [118] . These are the IRC 114 , VRI points 56-58 , Newton trajectories 115, 116 and gradient extremal paths 117, 118 . It is worthwhile emphasizing that the various specific potential functions studied here do in fact have VRI points, despite not being fully symmetric. Our results provide a numerical demonstration that the mathematical conditions for the existence of a VRI (see below) can readily be satisfied in the absence of symmetry.
A. Model potential
The system studied has 2 degrees of freedom (DoF), with associated coordinates (x, y).
The functional form is a modified version of a model potential previously introduced by
Carpenter (see ref.
2):
V (x, y) = c 0 1 3
We fix parameter values α = 2, β = 2, c 0 = 3, ω = Table I . where r = (x, y) and s parametrizes progress along the IRC. Since the mass m = 1 for our model problem, there is no distinction between mass-weighted and unweighted coordinates.
B. Reaction paths, bifurcations and valley ridge inflections
For x * = 2.00 the IRC reaction path from the upper TS terminates at the upper minimum (y > 0), while that for x * = 2.10 terminates at the lower minimum (y < 0). (The x * = 2.05
potential [not shown in Figure 2 ] is also nonsymmetric; the IRC terminates at the upper minimum in this case.) Table II .
In Figure 3a we plot a set of Newton trajectories 115, 116 for the case x * = 2.05. At every point along a Newton trajectory, the gradient vector g points in a fixed direction specified by a search vector r 116 . Figure 3a shows Newton trajectories computed for unit search vectors Our results illustrate the fact that (complete) Newton trajectories connect all stationary points on the potential, and that bifurcations of Newton trajectories occur at VRI points 116 .
These properties make Newton trajectories very useful for exploration of PES features. Nevertheless, comparison with dynamical trajectories (see below) shows that, at least for the potential studied here, Newton trajectories provide little insight into the actual reactive dynamics.
In Figure 3b we plot gradient extremal paths 117, 118 for the case x * = 2.05. At gradient extremal points, the gradient vector g is an eigenvector of the Hessian
The gradient extremal paths plotted are actually obtained by computing the zero contours of the quantity 118,120
It can be seen that, in contrast to the IRC path, the gradient extremal path connects the upper and lower index 1 saddles, even for a non-symmetric potential. The two index 1 saddle points are also connected by singular Newton trajectories (Fig. 3a) . However, it is also seen that gradient extremal paths can exhibit loops and turning points, limiting their utility as models for reaction paths.
III. TRAJECTORY CALCULATIONS: HAMILTONIAN, DISSIPATION AND INI-TIAL CONDITIONS
We study reaction dynamics using a Hamiltonian based on the 2 DoF potential eq. (2.1).
We therefore effectively consider the dynamics on a timescale short enough so that transfer of energy to or from other degrees of freedom (intramolecular vibrational modes, solvent bath modes) is negligible. In addition, we do however (crudely) model the effect of additional degrees of freedom by introducing dissipation into our model. Explicit inclusion of additional degrees of freedom is left for future investigations.
A. Equations of motion
The Hamiltonian has the form:
with potential V (x, y) given by eq. (2.1) and Hamilton's equations of motion:
The effects of dissipation are modelled by adding a simple damping term to equations of motion (3.2) as follows:ẋ
3b)
for some γ x , γ y > 0, so that the kinetic energy monotonically decreases along the trajectory.
We set γ x = γ y ≡ γ and study the effects of dissipation for a range of γ values 0 ≤ γ ≤ 1. In the present calculations, random thermal fluctuations (e.g., Langevin dynamics 121 ) are not considered.
B. Initial conditions
Trajectories are initiated on the phase space DS associated with the transition state located at the high energy saddle point. A normal form 83 of degree 10 is computed, and the dividing surface sampled using a grid in phase space at a specified energy 99 . We integrate trajectories and compute product fractional yield (equivalently, branching ratio) as a function of time.
In order to decide whether a trajectory is in the upper or lower product well, we define a plane in phase space tangent to the dividing surface separating the two products; this surface is computed from a normal form constructed at the lower (ridge) saddle point. The sign of the standard inner product of the displacement vector of a phase point from the lower saddle with a vector normal to the tangent plane then determines the well to which the point is assigned. Trajectories are stopped if they re-cross the upper saddle DS but few such cases were observed (for the integration times used), and none for any nonzero values of the dissipation factor γ (see below).
The effects of dissipation are modelled by integrating eq. shows well occupancies for the 2 cases x * = 2.0 and x * = 2.1 for 0 ≤ t ≤ t max = 100. Even at t = t max , the ratio of well occupancies apparently has not converged to an asymptotic (steady state) value. That is, nontrivial isomerization dynamics is still occuring.
These fluctuations may however reflect the finite size of the trajectory ensemble used in our calculations. Figure 6 also shows that the cumulative fraction of trajectories that escape (recross the upper DS) is small but non-negligible for both cases.
We next consider the addition of dissipative damping, which ensures that the branching ratio becomes well defined at relatively short times.
B. Reaction dynamics with dissipation These results suggest the interesting possibility that the branching ratios might exhibit a non-monotonic dependence on dissipation parameter. This question is explored below.
C. Product ratios as a function of dissipation parameter
We now examine systematically the behavior of fractional product yields as a function of the dissipation parameter. The branching ratio is given in terms of the fraction of trajectories which are in either of the two wells after the system has settled down and trajectories no longer have sufficient energy to cross the ridge. As the dissipation factor γ becomes smaller, it is necessary to follow trajectory ensembles for longer and longer times to determine asymptotic product ratios.
Note that, although our trajectory calculations examine the fate of ensembles of trajectories initiated on the DS at a fixed time, the branching ratios we compute are nevertheless equally applicable to the situation in which a steady stream of reactants passes over the upper TS.
We compute fractional product yields for a range of dissipation parameter 0.01 ≤ γ ≤ 1.
We have checked that our results are converged both with respect to the trajectory run time t max and the size of the ensemble. Figure 9 shows the fraction of trajectories in the lower well as a function of dissipation parameter γ for x * = 2.0 (Fig. 9a ), x * = 2.05 (Fig. 9b ) and x * = 2.1 (Fig. 9c) for E = 0.01.
For each case, the fraction of given product is a highly structured non-monotonic function of the dissipation parameter γ. It is moreover striking that minor variations in the value of x * lead to noticeably different dependence of yield on γ. Figure 9d shows the fractional yield for x * = 2.05 at the higher energy E = 0.1 above threshold; the behavior is very similar to that seen at the lower energy E = 0.01.
The nontrivial dependence of branching ratios on γ has its origin in the interplay between the almost coherent ridge crossing dynamics of the trajectory bundle and the dissipative loss of kinetic energy, leading to trapping of trajectories in one or the other well. The dissipation rate sets the timescale on which trajectories settle into their final associated product wells.
This interpretation of the branching ratio results is confirmed by examining the dynamics of trajectory bundles in more detail. For example, Figure 10 shows time-dependent fractional yields and trajectory segments (t 1 ≤ t ≤ t 2 ) for the intermediate case x * = 2.05 at initial energy E = 0.01 for 2 dissipation parameters, γ = 0.13 and γ = 0.1, respectively. Ensemble trajectory segments for the ensemble are shown with t 1 = 8.5, t 2 = 9.0. With these values of t 1 and t 2 it can be seen that for the larger dissipation parameter the final product well is already determined for all trajectories in the ensemble, while reducing the dissipation parameter slightly allows some additional ridge crossing, changing the branching ratio significantly.
The coherent crossing of the central ridge causes trajectories to sample one product well and then the other in an oscillatory fashion. Similar phenomena have been seen in trajectory simulations of a number of unimolecular reactions of polyatomic systems 17, 122 , suggesting that the present behavior might persist on at least some higher dimensional potential energy surfaces. This question is under active investigation.
We have studied reaction dynamics on a model potential energy surface exhibiting posttransition state bifurcation in the vicinity of a valley ridge inflection point. Bundles of trajectories initiated on the dividing surface associated with a high energy TS are followed into the region of the PES where bifurcation of the reaction path occurs, and the subsequent dynamics studied. We have computed fractional yields for products reached after the VRI region is traversed, both with and without dissipation. It is found that apparently minor variations in the potential lead to significant changes in the reaction dynamics. Moreover, the branching ratio depends in a complicated and highly non-monotonic fashion on the dissipation parameter.
For the model considered here, the dynamics proceeds on at least two timescales. First, on short times, the bundle of trajectories 'reflects' off a hard wall that is opposite the high energy TS through which it enters the reaction zone. After this collision, a highly non-statistical and time-dependent population ratio of products is established, whose value depends on the direction in which trajectories are reflected by the (asymmetric) potential wall. These initial nonstatistical populations then relax on a somewhat longer timescale to yield the observed product ratio. During this phase of the reaction, there is the possibility of competition between IVR and other mechanisms for removing vibrational energy from active degees of freedom. Introducing dissipation into the model sets the timescale on which the branching ratio is determined.
One would expect that for real chemical systems, reactions in condensed phases would be characterized by higher dissipation rates 123 and that some control of collision-induced dissipation might be attainable through the use of supercritical fluids at variable pressure 124 .
However, to our knowledge, such techniques have not yet been applied to any reaction for which the existence of a chemically significant VRI has been established.
Overall, we find that dynamics in the vicinity of the VRI point on the potential play essentially no role in determining the product ratio, except in the highly dissipative regime.
Extension of these investigations to more realistic theoretical models of reactions involving VRI points (see, for example, refs 67,125-128) is a topic of current research.
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