This article shows how to use performance and data profile benchmarking tools to improve the performance of algorithms. We propose to achieve this goal by defining and approximately solving suitable optimization problems involving the parameters of the algorithm under consideration. Because these problems do not have derivatives and may involve integer variables, we suggest using a mixed-integer derivative-free optimizer for this task. A numerical illustration is presented (using the BFO package), which indicates that the obtained gains are potentially significant.
algorithmic parameters to improve algorithmic performance, both from the point of view of the designer (using a large collection of diverse benchmarking cases) and of the user (focusing on a possibly more specific class of applications). 1 Obviously, improving performance requires a workable definition of this concept. As in Porcelli and Toint (2017) , we assume that performance of an algorithm on a given problem can be measured by a number and that better performance corresponds to smaller such numbers. To make things concrete, and since we will be concerned below with derivative-free optimization, we shall consider from now on that performance is given by the number of objective function evaluations required by a solver to solve a given optimization problem. 2 Given a vector of algorithmic parameters, q, and a collection of benchmarking problems, P, algorithmic performance was then measured using one of two "training functions." The first is the "average" performance over all test problems (Audet et al. 2011 (Audet et al. , 2014 Audet and Orban 2006) , the second, inspired by robust optimization, is the average of the worst performance obtained for a slight variation of q. In both cases, the training process consisted in approximately optimizing those training functions as a function of the algorithmic parameters, under bound constraints on the admissible range for these parameters. It was shown in Porcelli and Toint (2017) that an approximate local minimization of either of these training functions can bring meaningful improvements in efficiency and reliability. The final comparison (and that with other derivative-free approaches) was then reported using the now widely accepted, see, e.g., Beiranvand et al. (2017) , performance and data profiles techniques (see Dolan et al. (2006) for the first and Moré and Wild (2009) for the second).
The purpose of the present short note is to explain how it is possible to derive training functions from these two latter benchmarking measures, instead of merely using them for comparison. As in Porcelli and Toint (2017) , we focus on the BFO derivative-free solver, because it directly implements the relevant tools, but we stress that the approach is not limited to this particular case.
The article is organized as follows. We first briefly recall, in Section 2, the definition of performance and data profiles given in Dolan et al. (2006) and Moré and Wild (2009) and then derive the new training measures and associated training procedures in Section 3. A numerical illustration is reported in Section 4.
PERFORMANCE AND DATA PROFILES
Let S be a set of solvers (or solver variants) and let P be a set of benchmarking problems of cardinality |P|. Performance profiles are defined in terms of a performance measure t p,s > 0 obtained for each p ∈ P and s ∈ S. We will consider here that t p,s > 0 is the number of function evaluations required to satisfy a user-defined convergence test. For each p ∈ P, lett p = min s ∈S t p,s and define r p,s = t p,s /t p to be the performance ratio, so that the best solver s for a particular problem p attains the lower bound r p,s = 1. We set r p,s = ∞ when solver s fails to satisfy the convergence test on problem p. For τ ≥ 1, each solver s ∈ S and each problem p ∈ P, one then defines
The performance profile for solver s is then given by the function
By definition of t p,s , p s (1) is the fraction of problems for which solver s performs the best, p s (2) gives the fraction of problems for which the solver's performance is within a factor of 2 of the best, and that for τ sufficiently large, p s (τ ) is the fraction of problems solved by s. More generally, p s (τ ) can be interpreted as the probability for solver s ∈ S that the performance ratio r p,s is within a factor τ of the best possible ratio. Therefore, p s (1) measures efficiency of the solver while its robustness (high probability of success on the set P) is measured in terms of p s (∞). A key feature of performance profiles is that they give information on the relative performance of several solvers (Dolan and Moré 2002; Moré and Wild 2009) , which therefore strongly depends of the considered set S of competing solvers or algorithmic variants (Gould and Scott 2016) .
To provide a benchmarking tool that gives the behaviour of a solver independently of the other solvers in S, Moré and Wild (2009) proposed the data profile measure motivated by the user interest in the percentage of problems that can be solved with a certain computational "budget." For ν > 0 and each s ∈ S, p ∈ P, one defines
where n p is the number of variables in p ∈ P. The scaling by n p + 1 is intended to consider the computational budget as in "simplex gradient" evaluations, rather than directly in function evaluations. The data profile for solver s ∈ S is then given by
and measures the percentage of problems that can be solved with ν "simplex gradient" evaluations.
NEW TRAINING MEASURES AND HOW TO USE THEM
We observe that, by definition, the plots of the performance and data profiles are staircase graphs and that, by the above discussion, the higher the curve corresponding to a solver, the better is its performance. This trivial observation suggests two new training strategies that simply consist in finding the parameter configuration that maximizes the area under the staircase graph generated by the performance or data profiles, respectively. Let Q be the set of acceptable algorithmic parameters, let q ∈ Q be a parameter configuration, and let s q be the solver variant with parameter configuration q. Consider data profiles first. We can define for each q ∈ Q the data profile training function
where 0 ≤ ν min < ν max are user-specified values identifying a "range of computational budgets" of interest, and then consider the corresponding data profile training problem
The analogous problem for performance profiles is less obvious, since, as discussed above, the computation of p s q (τ ) depends on the behaviour of more than one solver, that is, in our case, on the performance of the trained solver with respect to different values of its algorithmic parameters q. We therefore propose to proceed sequentially from an initial parameter configuration q 0 and to evaluate the performance for a particular q by always comparing it to that obtained for q 0 . Given the profile window [τ min , τ max ] for some 1 ≤ τ min < τ max and the initial algorithmic configuration q 0 ∈ Q, we define the performance profile training function ϕ P P by
Training then corresponds to solving (possibly very approximately) the performance profile training problem max
To evaluate ϕ P P and ϕ D P in Problems (1) and (3), respectively, one has to provide enough information to compute the profiles p s (τ ) and d s (ν ) during the training optimization process.
Let q ∈ Q be a parameter configuration and let s q be the (BFO) algorithmic variant using parameters q. Let the profiles windows [τ min , τ max ] and [ν min , ν max ] be given. We compare different parameter configurations declaring that the problem p with objective function f p is solved by the variant s q as soon as it produces an approximate solution x q , such that
wherex is the starting point for the problem p, f * p is an approximation of the smallest obtainable value of f p and χ ∈ [0, 1] is a tolerance. The test Equation (4), therefore, compares the function value reduction f p (x ) − f p (x q ) achieved by x q relative to the best possible reduction f p (x ) − f * p (Moré and Wild 2009) . We say that c p , as defined in Equation (4), is the cut-off value for problem p. Here, the iterates generated by the solvers are meant to be feasible with respect to any possible constraints present in the problem p.
Given an initial parameter configuration q 0 , a starting pointx, and a tolerance χ > 0, the training strategy proceeds as follows. First, starting fromx, the solver variant s q 0 is run over the set P with high accuracy to evaluate the best objective found f * p for each p ∈ P and the resulting cutoff value c p . Then, the number of function evaluations needed to the solver variant s q 0 to reach c p , that is the value t p,s q 0 , is retrieved. If data-profile training is considered, then this is enough to compute the corresponding value of the objective ϕ D P (q 0 ). The initial objective function value for performance-profile training is initialized to zero (see (2)). Optimizing the relevant objective function (i.e. Problem (1) or (3)) can then be conducted (using BFO with its default parameters and its standard termination test in our case 3 ), in the course of which the solver variant is run again with better and better values of the algorithmic parameters q, the performance measures t p,s q being always computed with respect to the initial cut-off value c p . If for a certain problem p, a solver s q fails to reach the value c p within the prescribed number of f p -evaluation, then we follow the procedure recommended in Moré and Wild (2009) : its performance is set to a value that is worse relatively to other solvers. It is worth noting that we did not find problems that could not be solved in any of the sample trials.
NUMERICAL ILLUSTRATION
We now illustrate the above proposals by reporting some results obtained when training the BFO derivative-free optimization package by modifying its internal algorithmic parameters. We emphasize that the use of BFO is only meant to provide an illustration and not to discuss the merits of the package in this context, in particular relatively to other derivative-free solvers. 
Experimental Setup
BFO is a direct-search package for solving optimization problems in which the derivatives of the objective function are unavailable (for instance, because the problem may involve integer variables). At a given iteration, it proceeds by sampling the values of the objective function at points on a randomly oriented grid with adaptive mesh size (this process is called the poll-step). It then accepts an improved function value whenever it satisfies a "sufficient decrease" condition relative to the current grid meshsize. If such an improvement is obtained, then a new iterate is defined and the grid meshsize possibly increased. If this is not the case, then the grid meshsize is decreased. As the iterations progress, a so-called "inertia direction" is also computed using a number of past iterates and this direction is then privileged when constructing the grid. The minimization is terminated when the grid meshsize becomes smaller than a user-supplied threshold ϵ. Because the focus of this article is not on the package itself, further inner details of the BFO method are of little interest here, and we refer the interested reader to Porcelli and Toint (2017) for a full description. The BFO algorithmic parameters considered for training in our present experiments are presented in Table 1 .
We consider two sets of benchmarking problems used in Porcelli and Toint (2017) . The first set, named P C , consists in 55 bound-constrained problems with continuous variables of small dimensions extracted from the CUTEst library (Gould et al. 2015) . The list of problem names with their dimension is given in Table 2 . The second set, named P V , is made of nonlinear least-squares problems with bounds generated by varying the given data. The problem consists in fitting a nonlinear model of a vibrating beam to data by minimizing
where x 3 ≥ 0. We fixed values for the three variables (by setting x 1 = 0.21, x 2 = −0.35, and x 3 = 1) and generated a class of 40 problems, where
and y j = (1 + η )y −1 j (j = 0, . . . , 16, = 2, . . . , 40), with η being a realisation of a Gaussian noise with zero mean and a prescribed value of the standard deviation σ . We set σ = 0.1 and obtained the vectors y plotted in Figure 1 . The solution f p * of each test problem is obtained (as is standard in data-profile experiments) by setting ϵ = 10 −12 in the BFO convergence test and allowing 10,000 function evaluations at most. We note that it is merely used to determine, once and for all, the cut-off value c p associated with problem p. (It is not used for terminating the problem's solution during the algorithm training phase.) Starting from the initial parameter configuration q 0 in Table 1 , the two optimization Equations (1) and (3) are approximately, using the default version of BFO, 4 solved imposing bound constraints on the parameters with bounds l and u reported in Table 1 . As in Porcelli and Toint (2017) , we set the BFO termination threshold ϵ = 10 −2 when solving the training minimization Equations (1) and (3), as this value was found in Porcelli and Toint (2017) to give good results in terms of accuracy and to avoid unnecessary overfitting. We also set an upper bound of 200 parameter configuration trials. Finally, the training is run using χ = 10 −4 in Equation (4). Experiments were carried out using Matlab R2016b on Intel Core i7 CPU 920 @ 2.67GHz x8 with 12GB RAM.
Even if the training process using approximated minimizations of the relevant objective function guarantees improvements on the initial guess q 0 , it is important to remember that there is absolutely no guarantee of reaching a local solution of the training problem, not to mention a global one. Thus the choice of q 0 may impact the final training result. However, our experience indicates that this impact is fairly limited.
Results for the CUTEst Training Set P C
We report in Table 3 the values of the trained BFO parameters obtained using the two training strategies on the set P C . Values of parameters are obtained using χ = 10 −4 and setting the profile windows [ν min , ν max ] = [0, 2,000] and [τ min , τ max ] = [1, 20], for the objectives in Equations (1) and (3), respectively. Figure 2 clearly shows that the performance improvements when using performance or data profiles are significant.
We now discuss the effect on performance of varying the training windows. From the definitions, we would expect a profile window with small values (i.e., τ max relatively modest) to boost performance, while a window with larger values (substantial τ max ) to result in better reliability. Because the performance profile result shows little room for improvement either in efficiency or reliability (as shown by Figure 2 ), we illustrate these effects (and their limits) using data-profile training.
We therefore repeated the training process using the data-profile objective function Equation (1) from the same initial parameter configuration q 0 , but using windows [0, 300] and [1,500, 2,000] instead of [0, 2,000]. The resulting profiles are presented in Figures 3 and 4 . While the expected improvement in efficiency using [0, 300] is clearly visible in the first of these figures, the second shows that the procedure fails to produce an improved reliability when using the window [1,500, 2,000], illustrating that approximately and locally minimizing the training function (ϕ D P in this case) does indeed sometimes produce sub-optimal solutions.
Results for the vbeam Set P V
Among the 40 generated vbeam problems, we used half of them as a training set and the other half as a control set. Results of the training phase are reported in Table 4 , where we notice that the new training strategies yield the same trained parameters. Figure 5 shows clearly that q P (=q D ) corresponds to an "optimal" configuration in terms of performance profiles (the corresponding curve is an horizontal line with value 1). Also in terms of data profiles, the new strategy performs well.
CONCLUSION
We have suggested how performance profiles and data profiles can be used to train algorithms and have illustrated our proposal by an application to the BFO package for derivative-free optimization. The results obtained show that significant gains in performance are possible but not guaranteed. The potential for improvement, however, suggests that the (careful) use of the proposed techniques is a useful tool in algorithmic design.
