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Chapter I. 
INTRODUCTION. 
A problem of fundamental importance in quantum chemistry is that of the de-
termination and physical interpretation of the forces that act between atoms and 
molecules. In the study of these intermolecular forces one can distinguish between 
those interactions that lead to chemical bonding and the interactions between 
chemically non-bonding atoms and molecules. The latter are often called van der 
Waals interactions. Although they are generally very weak compared to the chem-
ically bonding forces that occur within one molecule, knowledge of these van der 
Waals interactions is very important because this gives access to much interest-
ing information about a variety of microscopic and also macroscopic properties of 
matter, such as the stability of condensed phases and the occurrence of phase tran-
sitions, the equilibrium structure and lattice vibrations of molecular and rare gas 
crystals, the structure of biopolymers, the deviations from ideal gas behaviour, 
the equation of state and the transport properties of gases and liquids and the 
interpretation of spectroscopic data of van der Waals complexes. 
Therefore the study of van der Waals interactions has received and still re-
ceives considerable attention, both from experimentalists and from theoreticians. 
This shared interest has led to a fruitful collaboration, where the results of mea-
surements are used to assess the accuracy of the results of ab initio calculations 
and where aft initio calculations are used to help with the interpretation of exper-
imental results by computing those parts of the interaction that are very hard or 
impossible to obtain from experiment. The ultimate goal of these efforts is to ob-
tain a reliable description of the interactions as a function of the distance between 
and the orientation of the constituent molecules, in the form of intermolecular po-
tential energy surfaces that can be used to predict several properties of the species 
in question. 
For an assembly of molecules the total interaction is the sum of all pair inter-
actions and of the non-additive contributions originating from the simultaneous 
interaction of three or more molecules. Because in most cases these higher order 
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non-additive contributions are of minor importance, most work has concentrated 
on the study of van der Waals dimers. In this thesis we will also restrict ourselves 
to the study of the intermolecular pair potential, although some of the results we 
obtain can also be used to compute parts of the non-additive three body interac-
tions. 
The concept of an intermolecular potential energy surface, is tightly connected 
to the applicability of the Bom-Oppenheimer approximation, which implies that 
one can decouple the motions of nuclei and electrons. Because of their heavier 
mass, the nuclei move much slower than the electrons, and therefore one can 
regard the nuclei as moving in an effective potential, generated by the electrons. 
One method to describe the intermoleculax interactions is by the use of model 
potentials. These model potentials are given in the form of analytical functions 
of various forms and they often contain several adjustable parameters. These pa-
rameters are optimized so that the potential reproduces some set of experimental 
results. Unfortunately, the predictive power of these parametrized model poten-
tials is usually small, as they often reproduce only those experimental results to 
which they were fitted. Therefore it is important to have the ability to obtain 
reliable interaction potentials from ab initio calculations. 
Although the theoretical foundations for the ab initio computation of poten-
tial energy surfaces was already laid in the 1930's, the calculations are so complex 
that it required the advent of powerful computers, before quantitative calculations 
for more than the smallest systems became possible. Since then much progress 
has been made in the development of methods and algorithms to compute the 
interaction energy. However, the requirement that an ab initio computed interac-
tion potential should be able to predict all experimental observations with high 
accuracy still can not be fulfilled at this moment, except maybe for a few dimers 
like Hej and (Haja- One of the major problems in the computation of the inter-
molecular potential energy surfaces is that the interaction energy is several orders 
of magnitude smaller than the total energy of the dimer and that it is determined 
by a delicate balance of attractive and repulsive contributions. Hence it is impor-
tant that all the contributions can be computed with good precision in order to 
avoid an uncontrollable cancellation of errors. This places very high demands on 
the accuracy of the methods and algorithms that are being used. Therefore the 
search for more refined methods and for the remaining sources of errors in the 
computations still continues. 
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In the computation of the mteraction potential it is useful to distinguish long 
range forces, that vanish as a certain power of Л - 1 , where R is the distance be­
tween the centers of mass of the two molecules, and short range forces, that decay 
exponentially with R. At large distances, the overlap between the charge distri­
butions of the monomers can be neglected. In that case the requirement that 
the total wavefunction of the dimer be antisymmetric under all electron permuta­
tions can be reduced to the requirement that the wavefunction is antisymmetric 
under the permutations of the electrons within the monomers. The dimer wave-
function can then be written as a simple product of monomer wavefunctions and 
the easiest way to compute the long range interactions in this region is by means 
of quantum mechanical perturbation theory, where the intermolecular interaction 
operator which describes the Coulomb interactions between the charged particles 
of monomer A and those of monomer B, is taken as the perturbation. 
A second simplification that can be used at large distances is the expansion 
of the interaction operator in a multipele series. In that case the long range in­
teractions can be described by properties of the separate molecules, namely the 
permanent multipole moments and the static and frequency-dependent polariza-
bilities. It is convenient to separate the long range interactions into electrostatic, 
induction and dispersion contributions. The electrostatic contributions are com­
puted in first order perturbation theory and they describe the interaction between 
the unperturbed charge distributions, as represented by the permanent moments 
of the monomers. The attractive induction and dispersion contributions are com­
puted in second order perturbation theory. The induction contribution describes 
the interaction between the permanent moments on one monomer and the mo­
ments induced in the other monomer by the static electric field generated by those 
permanent moments. So the induction term is computed from the permanent 
moments and the static polarizabilities of the monomers. Unlike the electrostatic 
and induction terms, which can be described classically, the dispersion terms, 
which are due to correlations in the motions of the electrons belonging to different 
monomers, are of quantum mechanical origin and they are computed from the 
frequency-dependent polarizabilities of the monomers. 
At shorter distances, the overlap between the monomer charge distributions 
can no longer be neglected and also the multipole expansion for the interaction 
operator can no longer be used. In this region the anti-symmetry requirement for 
the dimer wavefunction gives rise to the so called exchange contributions. This 
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implies that the motions of the electrons in the dimer are more restricted than in 
the monomers, which for closed shell systems leads to a repulsive interaction. The 
exchange terms in the first order energy expressions are in almost all cases the 
dominant contributions. These can be computed using the theory developed by 
Heitler and London. Usually the second order exchange-dispersion and exchange-
induction contributions are accounted for by multiplying the long range induction 
and dispersion energies by suitable damping functions. This approach will also be 
followed in this dissertation. 
We will mainly study nonpolar or weakly polar molecules. Because the first 
order electrostatic and exchange energy and the second order dispersion energy 
form the dominant contributions to the intermolecular potential energy surface 
for these types of molecules, we will restrict our attention to the computation of 
these terms. The methods used in this work to compute these contributions are all 
based on perturbation theory. Although for small systems there are some studies 
concerning the intramolecular correlation effects in these terms, the majority of 
calculations to date ignore these correlation effects. In this work we will pay 
special attention to general methods that include the intramolecular correlation 
effects in the calculations. In the study of these methods we make extensive 
use of some techniques, which have become increasingly widespread in electronic 
structure calculations over the last years, namely the particle-hole formalism in the 
second quantization approach and diagrammatic techniques, that originate from 
many-body perturbation theory. 
The long range dispersion energy is computed by the use of the multipole 
expansion of the interaction operator. In that case the dispersion energy is given 
as a series expansion in iZ - 1 . The coefficients in this expansion, the dispersion co-
efficients, are computed from the frequency-dependent multipole polarizabilities of 
the monomers. The computation of these polarizabilities forms the time consum-
ing step in the calculation of the dispersion coefficients, but the advantage of this 
approach is, that once the polarizabilities are calculated for a series of monomers, 
the dispersion coefficients for each combination of monomers can be obtained rel-
atively easily. Although the polarizabilities are also of interest in such phenomena 
as absorption, refraction and scattering of light, their sole use in this thesis lies 
in the computation of dispersion coefficients. The polarizabilities are computed 
from the Schrodinger equation for a molecule in a monochromatic electric field. 
We discuss two methods to compute the frequency-dependent polarizabilities, that 
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include intramolecular correlation effects. The first approach is based on the con­
figuration interaction (CI) method. In this Cl-perturbation method, discussed in 
chapters Π and V, the correlation effects are included by expanding the zeroth-
and first order wavefunctions in bases of configuration state functions and the ex­
ternal field is treated as the perturbation. The second method is based on double 
perturbation theory, where the external electric field as well as the intramolecular 
electronic correlation are treated as perturbations. In this approach, discussed in 
chapters ΠΙ and IV, the correlation contributions are computed by an algebraic 
evaluation of the proper correlation diagrams, to second order in the correlation 
perturbation. In these studies we not only pay attention to the theoretical aspects 
of the methods and the algorithms that are used, but we also performed compu­
tations on a number of interesting atoms and molecules in chapters III, IV and V. 
As far as possible the results of these calculations are compared to literature val­
ues, obtained from calculations as well as from semi-empirical estimates, but also 
many new results are presented. The main algorithms that are developed in the 
course of these studies, concern a selection of configuration state functions, for use 
in the Cl-perturbation method, and the computation of the algebraic expressions, 
obtained from the correlation diagrams, in the case of the MBPT method. 
In chapter VI we discuss the first order electrostatic and exchange contribu­
tions to the interaction potential computed from the Heitler-London expression. 
The intramolecular correlation contributions are obtained by using wavefunctions, 
consisting of singly and doubly excited configuration state functions (SDCI), for 
the monomers. The main computational effort here concerns the efficient com­
putation of matrix elements over configuration state functions in non-orthogonal 
orbital bases. In this chapter we construct also some total interaction potentials 
from the electrostatic, exchange and damped dispersion contributions and we test 
these potentials by computing the second virial coefficients, which can be measured 
experimentally. 

C H A P T E R П. 
ANALYSIS OF T H E CORRELATION E F F E C T S IN 
MOLECULAR SECOND-ORDER T I M E - D E P E N D E N T P R O P E R T I E S : 
A P P L I C A T I O N TO T H E DYNAMIC Ρ OL ARIZ ABILITIES 
OF T H E NEON ATOM A N D 
T H E D I S P E R S I O N C O E F F I C I E N T S OF T H E NE2 D I M E R . 
Abstract. 
A diagrammatic analysis is presented of the electronic correlation in 
second-order time-dependent molecular properties. It is shown that 
the solution of the first-order time-dependent perturbation equation in 
a configuration interaction (CI) basis will give considerable errors, when 
the basis is truncated at the singly and doubly excited-state CI level 
and unperturbed orbitals are used. This is due to the occurrence of un­
linked clusters for which correction formulas are derived in the present 
paper. The theory is illustrated by calculations on the Ne-atom and the 
Nej dimer. Cluster-corrected polarizabilities and dispersion coefficients 
are compared with values obtained in large CI bases containing triply 
excited states. 
8 
I. Introduction. 
Molecular properties can be measured by bringing a molecule into an external field 
and determining the interaction energy of the molecule and the field. This energy 
may be expanded as a Taylor series in the field parameters, and if the external 
field is weak compared to the internal fields of the molecule, the expansion is 
quickly convergent. This usually being the case, one commonly considers only 
the terms linear and quadratic in the field. The linear term is proportional to 
a first-order property, and the quadratic term is proportional to α second-order 
property. The first-order properties are permanent properties of the molecule, and 
the second-order properties describe its response to the applied field. In this paper 
we are concerned with interactions of molecules with multipolar electric fields.1 
In that case the first-order properties are permanent multipele moments and the 
second-order properties are multipole polarizabilities. 
Great strides have been made in the computation of second-order properties 
during the last two decades. Especially statie properties can be calculated nowa­
days with very good precision. A convenient and reliable method is the finite-
field method.2 Application of the finite-field procedure to the HF (Hartree-Fock) 
equations yields the same second-order properties as those obtained by the CHF 
(coupled HF) method,3 and the RPA (random phase approximation) method.4 
From the point of view of diagrammatic MBPT (many-body perturbation theory) 
these three methods can be described by stating that they sum the so-called bub­
ble diagrams to infinite order in the correlation potential V.5 From the point of 
view of CHF theory no correlation is involved, only a self-consistent solution of 
the first-order perturbed HF equation is required. This is why Sadlej6 calls these 
self-consistency effects "apparent correlation". 
Also "true" correlation effects6 can be obtained by finite-field methods. One 
can, for instance, apply MBPT and use the one-electron Hamiltonian (Fock op­
erator plus the external field) as the zeroth-order Hamiltonian. The correlation 
potential V can then be accounted for in a few low orders by the usual summa­
tions over linked diagrams.7 This approach can be analyzed in terms of double 
perturbation theory, where the field-free HF equations constitute the zeroth-order 
problem and where V and the external field are both treated perturbationally. 
This shows that finite-field MBPT is equivalent to a double perturbation theory 
in which the external field is "dressed" to infinite order by bubble diagrams.8 
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A similar distinction exists for finite-field CI (configuration interaction) meth-
ods in which the orbitals are, or are not, relaxed in the external field. If the CI 
basis is constructed from field-free orbitals, and if the basis is restricted to singly 
and doubly excited states (SDCI), the second-order properties turn out to be not 
very accurate. The reason for this is twofold. In the first place one misses part 
of the self-consistency effects, because only bubble diagrams with intermediate 
summations over singles and doubles are accounted for. Secondly, and more im-
portantly, the second-order energy is contaminated by unlinked clusters, which 
are already second order in V'. This can be shown by the same techniques as will 
be used in this paper. If, on the other hand, an SDCI computation is based on 
finite-field orbitals, self-consistency effects are accounted for to infinite order in 
V, and the first unlinked cluster that appears is the one that can be computed 
by the Davidson-Siegbahn formula9,10. Hence the second-order property can be 
easily corrected and reliable results are obtained. 
The importance of orbital relaxation for second-order properties computed by 
the Coupled-Cluster (CC) method has been pointed out by Sekino and Bartlett.11 
In the CC method the problem caused by unperturbed orbitals is not the appear-
ance of unlinked clusters, of course, but the fact that high excitations are needed 
for obtaining reliable results.11 
The situation is not so favorable for dynamic (time-dependent) properties. 
Although fairly good results can be obtained by the TDCHF (time-dependent 
CHF) method, (see e.g., Ref. 12 ) true correlation effects are often important and 
are difficult to calculate. To a large extent this difficulty is due to the fact that there 
is no finite-field method that procures time-dependent orbitals. It is conceivable 
that the TDCHF method can be extended to yield second-order perturbed orbitals, 
but to date this has not been attempted. An additional problem is that the orbitals 
will depend on the strength and the frequency of the field. So, even if perturbed 
orbitals could be calculated, it would have to be done for many frequencies, which 
would make the correlation calculations very expensive, because they would require 
a four-index transformation for each frequency. 
For the time being it is therefore inevitable to employ unperturbed orbitals. 
One can use these in double perturbation theory, in the manner pioneered by 
Kelly,13 or in time-dependent CC theory for which Dalgaard and Monkhorst14 
have developed a formalism. We have chosen to describe the zeroth- and first-
order time-dependent PT equations in a CI basis, and to solve these equations 
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exactly. This way one obtains first and second order properties that are of infinite 
order in the correlation potential. The CI approach was initiated by Nesbet15 and 
applied recently by Visser, Wormer, and Jacobs16 to He, H2, N2, O2, and Ne. 
The zeroth-order equation in the CI approach to time-dependent properties 
is the ordinary CI equation and about its solution a vast literature is in existence. 
The solution of the first order equation does not belong to the standard repertoire 
of quantum chemistry. Visser et al. solved the problem by an oò inttto computation 
of Cauchy moments (moments of negative power of a multipole oscillator strength 
distribution) followed by a Fade approximant representation of the the dynamic 
(frequency-dependent) polarizabilities.17 
The advantage of the CI approach over the double perturbation approach of 
Kelly is that the method is in principle exact. And indeed, in cases small enough to 
be amenable to a Full CI treatment nearly exact results have been obtained.16 In 
practice, however, it is often necessary to truncate the CI basis at the SDCI level. 
As is well-known the zeroth order energy is then contaminated by unlinked cluster 
contributions. One of the main purposes of this paper is to demonstrate that 
also second-order dynamic properties are contaminated by unlinked clusters. As a 
matter of fact, the use of unperturbed orbitale together with the truncation at the 
SDCI level introduces two types of unlinked clusters which are second-order in the 
correlation potential, and especially one of them gives a sizeable contribution to 
the frequency-dependent polarizabilities. Furthermore it will be proved that these 
clusters cancel against terms that occur if the CI basis is extended to include 
triples, thus at the SDTCI level the results are markedly improved. 
This paper is based on an analysis of the zeroth- and first-order equation 
by Rayleigh-Schrödinger perturbation theory.18 Explicit formulas will be derived 
for the first two unlinked clusters that appear in SDCI dynamic properties, thus 
enabling us to correct for their effects. As a quantitative illustration of the theory 
results are presented for the dipole and quadrupole polarizabilities of the neon 
atom, together with the Van der Waals constants Ce and Cg of the dimer. A 
comparison with results obtained in a SDTCI basis and with literature values 
shows that the SDCI properties are improved greatly and that a reliable calculation 
of correlated dynamic properties is possible by the SDCI perturbation method 
corrected for unlinked clusters, at least for closed-shell molecules. 
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II. Theory. 
Consider an ^-electron molecule in a monochromatic multipolar electric field1 of 
frequency ω/Ίπ. Let its Hamiltonian be 
Я := £ < t | h + W cos(u«) | j ) X/Xy + \ Ç ( tj | « \lk ) X\x]XkXb ( l ) 
where X,· and Xy are the usual fermion creation and annihilation operators, h 
is the kinetic energy plus nuclear attraction operator, ν is the electron-electron 
repulsion and W cos(ijjt) is the interaction of the electrons with the time-dependent 
external field. The summations run over all molecular orbitals. Assuming that 
the molecule is in a closed-shell state, we distinguish occupied (hole) and virtual 
(particle) orbitals. The former will be designated by Greek letters α,β,..., and 
the latter by Roman letters o, 6,.... By the use of Wick's theorem the Hamiltonian 
can be written in normal product form with respect to the Fermi vacuum1 0 | Φο ), 
HN = Η - Eo = ΓΝ + VN + {WQ + WN) cos{ujt). (2) 
The following definitions apply: 
So := £ < α | h Ι α ) + ì £ < aß | v(I - P12) \ aß ), 
Ε
Ν
'.= ΥΙ{χ\ΐ\3)Ν[ΧΐΧ^ 
•ij 
(i\f\3)--=(i\h\J) + Y,{icc\v{I-Pí2\ja), 
a. 
v
"
 :
= IΣ < y ιν ι l k mx¡jt¡xkx,]t 
i,3,k,l 
Wo := )J( α 1 W \ a ), 
WN:=^(i\W\j)N[X¡Xj}. 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
• i j ' 
Henceforth we take the energy EQ of the Fermi vacuum as our energy zero and 
consider HN only. 
Preferably we would partition the Hamiltonian in Eq. 2 such that all one-
electron terms constitute the zeroth-order Hamiltonian. For the reasons stated in 
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the Introduction, this is not feasible in the case of time-dependent fields, however, 
and therefore we start by solving the time-independent Hartree-Fock problem 
/\Фг) = Ъ\Фг) (9) 
in order to obtain the molecular Orbitals фі and orbital energies e;. The operator 
ƒ is defined by Eq. 5. 
The solution of the Schrödinger equation is then approximated by means of 
time-dependent perturbation theory, i.e., by solving the zeroth- and first-order 
equation20 
Я^
0 )
 | φί0) ) = EW Ι Ψ*0) ), (10) 
(#j , 0 ) - Я*0) + ω) J Ф ^ И ) = (ABW - WN) Ι ф(0) ), (11) 
where 
H^:=FN^VN (12) 
and 
л f i l i . ( g*0»! W I * ( 0 ) ) 
Δ ί ? :
- < φ(ο) Ι
 Φ
(ο) ) - ^ о . (13) 
The second order energy 
ы а у , л ( tt(0) I Ws I tt(1)M ) + ( Ф(0> | WN | Щ-и) ) , K
 > ~ ( Ф(0) | φ(ο) ) ν*' 
equals the negative of the frequency-dependent polarizability. In the derivation of 
the perturbation equations 10 and 11 use is made of the orthogonality condition 
( ф(о) |
 ф
(*) )
 = 0 > ifc = 1,2. (15) 
Furthermore, we shall apply the normalization conditions 
( *o I «o > = 1, (16) 
( Фо | Ф ( 0 ) ) = 1. (17) 
The following orthogonality condition holds strictly and automatically if the per­
turbation W possesses a symmetry different from the ground state, which is always 
the case for atoms. If Фо and ф(0) have the same symmetry as W and Φ' 1 ), Eq. 15 
13 
requires an orthogonalization of Ψ^1) to ψ( 0 ) , and hence Ф ^ receives a small2 1 
component along Фо and the following equation does not hold strictly: 
( ф 0 | *( f c) ) = 0, Jfe > 1. (18) 
Below we shall discuss the solution of Eq. 10 and Eq. 11 and illustrate the 
contributions to the respective wavefunctions and energies graphically. To that 
end it is convenient to define the projector on the Hartree-Fock ground state 
Ρ : = | Φ ο > ( Φ ο | 
and the projector on its orthogonal complement (the Q-space) 
Q := 1 - Ρ 
Furthermore it is useful to define a frequency-dependent reduced resolvent 
Q 
Ε(ω) := Q{FN+w)Q 
(19) 
(20) 
(21) 
Since R(w) does not depend on ц, we see that this is a Rayleigh-Schrödinger-
type resolvent. Because the set of all singly, doubly,..., N-fold excited states spans 
the Q space, and because these excited states are eigenstates of Fff, the resolvent 
can be expressed as a sum of one-, two-,..., and N-particle resolvents, thus 
R[u) = Κ^ω) + Д з М + - + ÄjvM. 
Here the fc-particle resolvent is given by 
*н = Σ Σ cz\'
a
a
\';:::r«\ Ι φο Χ φο 1 fe^^yj* 
( 6 o. - Cai) + — + (fa,, - t
ak) + ω ' 
where the ¿-fold excitation operator is 
(22) 
(23) 
/7<»li"ï Oh . _ — V 
fc 
E 
1=1 
Ι Ι - ^ α ι ^ β ι (24) 
It is easily proved that 
RkWRtiu) = 6klRk{u>)2, (25) 
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where the squared resolvent has a similar appearance as the resolvent itself 
(Eq. 23), with a squared sum of one-electron transition energies in the denom-
inator. 
A. The zeroth order equation. 
In order to establish the notation we briefly consider the solution of the zeroth-
order problem, Eq. 10. It is perhaps good to stress that in practice we describe this 
equation in a basis of singly and doubly excited states, and obtain the lowest roots 
by a standard iterative procedure.22 The following analysis will exhibit what the 
correlation contributions are to the SDCI wavefunction and energy thus obtained. 
This analysis is closely related to the one of Bartlett and Shavitt.23 
Following Löwdin18 in his derivation of Rayleigh-Schrödinger perturbation 
theory we partition Eq. 10. Using 
( Φο | VN | Φο > = 0, (26) 
Ρ Ι Φ<0> ) = | Φο ), (27) 
and 
PFNP = PFNQ = 0, (28) 
we find that the partitioned form of Eq. 10 is 
PVNQ | Φ ( 0 ) ) = EM Ι Φο ) (29) 
and 
Q{FN + VN- EW)Q Ι Φ(0) ) = -QVN | Φο ). (30) 
From Eq. 29 follows that the correlation energy is 
Д
( 0 )
 = < Ф о | ^ С | * ( 0 ) ) , (31) 
which is a formula well known from Rayleigh-Schrödinger perturbation theory. It 
is also well known that the solution of Eq. 30 can be written as the following 
expansion, where we use the resolvent R{0) at ω = 0: 
Q I * ( 0 ) ) = - £ [Щ0)(ЕМ - VN)}kR(0)VN | Φο >, (32) 
fc=0 
15 
which together with the normalization condition, Eq. 17, determines | ψ(0) ). Note 
also that 
Л(0)
 к
| Ф о > = іг2(0) к | * о > . (33) 
The terms in Eqs. 31 and 32 can be represented diagrammatically. We follow 
Paldus and Cizëk24 by letting the time flow from right to left. Resolvents may 
be represented by vertical lines between the interactions, but we only show them 
explicitly if they appear squared, i.e., a squared resolvent is designated by two 
vertical lines in the diagram. Furthermore, only Brandow25 (antisymmetric) pro-
totypes will be presented. A prototype stands for a sum of Brandow diagrams 
that differ from each other in that the fermion lines are oriented in distinct ways. 
Furthermore, all internal lines must be labeled by summation indices, see, e.g., 
Ref. 19 for more details. 
"" p ¡ —
 < ^ ; Fig. 1. Components of the CI wave/unction 
< >* i along singly excited states through third order in the 
<
~~
>
 correlation potential. Diagrams (a)-(d) require sin-
® ® glee and doubles in the basis, and (e)-(g) also triples. 
The components 
Ri{0)[VN - VNR(0)VN - . . . ]Я2((№ | Φο ) (34) 
of | Φ(0) ) along the singly excited states are shown in Fig. 1. Similarly the doubly 
excited components 
Д2(0)[-1 + VNR2{0) - EWR2(0) - νΝΕ{0)νΝΚ2{0) + .. .}VN | Φο ) (35) 
are shown in Fig. 2. 
Note that the term containing E^0\ Fig. 2(c), is unlinked and already arises 
if the resolvent Д(0) is restricted to ^ ( O ) . 
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Fig. 2. Campements of the CI wave/un с £іол along doubly excited states through third order in 
the correlation potential. Diagrams (a)-(h) arise in a SDCI wave/unction, triples are needed for 
diagrams (i)-(l) and quadruples for (m)-(p). The unlinked diagram (c) cancels against the two 
time versions of (p). The two vertical lines in (c) designate a squared resolvent. 
E'01 S — 
Fig. 3. Lowest order contributions to the SDCI 
correlation energy. The unhnked diagram (c) can 
be corrected for by the Davidson-Siegbahn for­
mula Refs. 9 and 10, other fourth-order terms 
f arising from Fig. 2(d) - 2(h) ) are not shown. 
If E*·0' is approximated by the first term of Fig. 3 - which is of second order 
in the correlation potential Vff - the unlinked diagrams, Fig. 2(c) and 2(p), cancel 
each other. [Note that the two time-ordered versions of Fig. 2(p) must be included 
to achieve this cancellation.] 
It is evident that the resolvent must included at least І22(0) and the four-
particle term RiiÖ) to obtain the second unlinked term, and hence we find the 
well known result that the SDCI correlation energy contains contributions from 
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unlinked clusters. The first such cluster is of fourth order in Vjv- It is easy to 
correct the coefficient C^ of | φ(0) ) along the doubly excited state C°*ß | Φο ), 
by adding the term corresponding to Fig. 2(c), 
{Caß)UL - & 'f -T2~' ( 3 6 ) 
(Ca + ib — Ca - tß) 
Neither is it difficult to give similar expressions for resolvents expanded in Gelfand 
states or spin-bonded functions by the use of the hole-particle formalism described 
in Refs. 26 and 27, respectively. 
The corresponding unlinked cluster correction to the SDCI energy [cf. 
Fig. 3(c)] is the well known Davidson-Siegbahn correction.0,10 It is perhaps of 
interest to point out that the Davidson-Siegbahn formula can also be obtained by 
coupled-cluster theory.28 
Since in our actual calculations the zeroth-order problem is solved in a basis 
containing only singles and doubles, our wave function does not contain terms 
corresponding to Fig. l(e)-l(g) and Figs. 2(i)-2(p). We do include, however, all 
terms with intermediate summations over singles and doubles to infinite order 
in Vff. Since, as we shall see, the solution of the first-order equation contains 
linked terms which are second order in Vjy, we have not attempt to correct our 
zeroth-order wave function by means of Eq. 36, this being a third-order correction. 
B . The first-order equation 
The first-order equation, Eq. 11, can be rewritten with the aid of the reduced 
frequency-dependent resolvent, Eq. 21 or 23, as follows: 
[1 - R{U){EW - VN)] J φ ΐ ^ ί « ) ) = Κ(ω)(ΑΕ^ - WN) \ φ( 0) ), (37) 
from which follows 
I * ( 1 ) M ) = f > M ( £ ( 0 ) - VN)}kR(w)(AEM - WN) | *<0) ). (38) 
fc=0 
The normalization factor ( ψ(0) | ψ(0) ) - 1 is expanded through third order 
in the correlation potential in Fig. 4. 
The first-order energy of Fig. 5 can be combined readily with Figs. 1, 2, and 
4. This reveals that the first contribution to ΔΕ^1) is of second order in VN (a fact 
1 8 
<ψΐβΐ|ψΐ«ι>' a [ì + d*^ + CC!^P+···] 
Fig. 4. Expansion of the norm of tJie zeroth order wave/unction 
in orders of Vs- Cf. Eq. (17) for the intermediate normalization 
of | Ф' 0 ' ). Doubie vertical lines indicate squared resolvents. 
ΔΕ ( 1 ,= (ψΝ'ΐψ101)-1 [ < / ^ + < / ^ ъ 
Fig. Б. Expansion of the correlation contributions to the first order energy. 
The heavy dot represents the interaction with the external field. 
which sometimes is referred to as the Mtfller-Plesset theorem 2 0 ) . The perturbation 
W being a multipolar field, AE^ is the correlation contribution to the permanent 
multipole moment of the molecule. 
If we recall that Q \ ψ( 0 ) starts with a first-order term and E^ with a second-
order term, we find that the first-order wave function is given through second order 
in the correlation potential Vjy by 
4/Μ(ω) ) = - R{bj)WN | Φ ( 0 ) ) 
- Α(ω)(£ ( 0> - VN)R{u)WN | *l 0> ) 
- R{u>)VNR{u)VNR{bj)WN | * W ). 
(39) 
In Fig. 6 the components are shown of the first-order wave function along the 
singly excited states; they are expanded up to and including terms quadratic in V^. 
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Fig. β. Components oí Φ'1' (ω) along singly 
excited states. The resolvents to the left of the 
heavy dot are (»(-dependent. See Fijj.'e 1 and 2 
/or the definition of tAe zeroti-order functions. 
In Figs. 7 and 8 components along doubly and triply excited states, respectively, 
are given diagrammatically. In these figures only the first two terms of Eq. 39 are 
shown; the terms containing E^, being at least of third order in VN, are omitted. 
Making the first-order approximation 
[cf. Eq. 35] and accordingly writing 
EM « - ( Φο I VNR2(0)VN | Φο ) 
(40) 
(41) 
we easily find that the three unlinked diagrams, Figs. 6(b), 6(i), and 6(o), cancel 
each other. 
Indeed, the numerators of these three diagrams are equal, and introducing 
the shorthand notation Α ι = е
а
 — t
a
 and Δ2 = Éa + ej, — £
α
 — е^, we find for the 
denominators the rule 
1 1 1 
+ Δ2(Δ 1-|-ω) 2 ( Δ ι + ω ) ( Δ ι + Δ2 + ω)Δ2 ( Δ ! + ω ) 2 ( Δ ι + Δ2 + ω) Γ- (
4 2 ) 
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Fig. 7. Components ο/Φ(1 )(ω) aiongdouMy 
excited states. The resolvents to the left of the 
heavy dot ase ω-dependent. See Fig.'s 1 and 2 
for the definition of t ie »eroti-order functions. 
> 
® ® 
> 
® 
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® ® 
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Fig. 8. Components of Φ'1' (ω) along triply ex­
cited states. The resolvents to the left of the 
heavy dot are ω-dependent. See Fig.'s 1 and 2 
for the definition of the leroth-order functions. 
® 
This rule is shown in Fig. 9. Hence the first-order (in W) wave function does 
not contain unlinked clusters of second order in Vjv, but it is necessary to include 
the disconnected triply excited states of Fig. 8(a) in order to achieve cancellation. 
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Fig . 9 . Cancelation of unlinked clusters contributing to 
Φ'
1
'(ω) in second order of Vs. Cf. Eq. 44. Resolvents to 
the left of the heavy dot are ω-dependent those to the right 
are for ω = 0. 
The algebraic expression represented by Fig. 8(a) is 
-R3(w)WN | Φ«5) ) = -\Σ Σ N[XÍXaX¡XfiXÍXn] Ι Φο ) 
α,β,ι а,Ь,с 
{a\W\a)C% 
χ — 
e
a
 + e ь + e
 c
 — e
 а
 — tß - e
Ί
 + ω 
where Cj£ is the coefficient of | *( 0 ) ) along С^Д | Φο ). 
It is not difficult, but tedious, to demonstrate that similar cancellations of 
third-order unlinked clusters occur. There are two types of such clusters: The 
first type arises from the third order term in J?'0), and the zeroth-order term (the 
HF component) of ψ( 0). In a basis containing triples cancellation will occur. The 
second type originates from the first-order term of ψ(0) and the second-order term 
of EW. It is easily shown that quadruply excited states are required to remove 
this type of unlinked clusters. 
The seond-order energy (the negative of the frequency-dependent polariza-
bility), defined in Eq. 14, is shown in Fig. 10 expanded through second order in 
Vf/. (Recall that the expansion of the components of | ψ(0) ) along the singly 
excited states start in second order, and the expansion of the doubly excited com­
ponents in first-order.) The unlinked diagram 10(c) arises from the expansion of 
the normalization factor shown in Fig. 4. 
Figure 10 reflects a hierarchy of approximation methods. Diagram 10(a) is 
the only one appearing in the UCHF (uncoupled HF) approximation, while the 
Tamm-Dancoff method (singly excited CI) is needed to account for 10(i) and 10(m) 
as well. Since we solve the first-order equation in an exact manner, we sum the 
(43) 
22 
Θ 
•О 
® 
• · · · <ж> 
® © 
- • ^ - Г т 
® ® 
Ο 
® 
® © © · 
+ < ^ + 
® © 
- i 
® 
Ό
> +
 ^ > + 4 
i · 
® ® ® 
® ® © 
© ® © 
Fig. 10. Contributions to t ie second order energy (the negative of the frequency-dependent 
poIoritibUity) through second order in Vjv. Tie resoivents between the heavy dots are ω-dependent. 
The mirror images of the diagrams (d), (e), (j), (k), (1), (q), (r), (u), and (x) are not shown but 
must be included. Diagrams (a)-(o) are accounted for in a basis consisting of singles and doubles, 
whereas (p)-(x) require triply excited states. The unhnked diagrams (b) and (c) cancel against the 
Σ of (p), (q) and (,). 
Tamm-Dancoff diagrams to infinite order. The same holds for the RPA diagrams 
with intermediate summations over singles and doubles, which are the Tamm-
Dancoff diagrams together with the other "bubble" diagrams 10(d), 10(h), and 
10(j). The same diagrams appear in the (time-dependent) coupled HF method, 
which also sums 10(r), 10(t), and 10(x) (i.e., if we replace in Fig. 10 ψ(0) by its 
first-order approximation). The true correlation effects6 are accounted for by the 
diagrams 10(e), 10(f), 10(g), 10(k), 10(1), 10(n), 10(o), 10(u), 10(v), and 10(w). 
If we expand | Ψ^0) ) through first-order in Vjv, we find that the numerators 
of the unlinked diagrams 10(b), 10(c), 10(p), 10(q), and 10(s) are equal. Using the 
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same shorthand notation as for Eq. 44, we find for the sum D of the denominators 
1
 1 1 
2 1 ( 4 4 ) 
( Δ ι + ω ) ( Δ 1 + Δ2 + ω)Δ 2 ( Δ ! + ω) 2 (Δ 1 + Δ2 + ω) 
It is easily verified that D = 0, which proves that the frequency-dependent polar-
izability does not contain unlinked clusters through second order in Vjy. Since the 
polarizability is an extensive property (in the thermodynamic sense of the word), 
one expects this to hold for all orders in ц. Indeed, this has been proved within 
the framework of coupled-cluster theory by Monkhorst.30 
If we restrict the basis to singles and doubles, out of the unlinked diagrams 
only 10(b) and 10(c) arise, and the cancellation of Eq. 46 cannot occur. In that 
case we can compute the contribution of these two unlinked diagrams separately, 
and correct the results. Algebraically diagram 10(b) is 
EUL{v) - Я* ' X, ( £ α _ £ β + ω ) 2 · (45) 
Diagram 10(c) arises from ( φ(0) | ф(0) ). If we write Ca for the coefficient of the 
HF state in the SDCI wave function -which is normalized to unity- this function 
can be written as Co | ψ(0) ), and we obtain for 10(c) 
E'ÒL (ω) = ccucHF M (1 - Cl). (46) 
Note, that, E^0> being negative, E,UL is also negative and note further that E'¿L 
is positive. Since E'UL appears with a minus and E^L with a plus sign in the 
second-order energy expression, correction for both these unlinked terms increases 
the polarizability. 
Alternatively we can include triples in our basis. In that case, we not only 
effectuate cancellation of the unlinked diagrams, but also obtain correlation contri-
butions from new diagrams, such as the bubble diagrams 10(r), 10(t), and 10(x), 
and the true correlation diagrams 10(u), 10(v), and 10(w). It is likely that espe-
cially the EPV (exclusion principle violating) contributions of 10(u), 10(v), and 
10(w) are of importance. These EPV diagrams cancel against the corresponding 
EPV terms of Fig. 10(q), 10(s), and 10(p), which are unlinked. Hence the cancella-
tion of the diagrams 10(b) and 10(c) is not complete. Indeed, those terms of these 
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latter two diagrajns that are characterized by the fact that their disconnected parts 
have one or more summation indices in common are not unphysical and should 
not cancel. Although these terms do not violate the Pauli principle they are of­
ten referred to as EPV terms, the reason being that they have the same value as 
the sum of the EPV terms 10(u), 10(v), and 10(w). Hence, the unlinked-cluster 
corrections, given in Eqs. 45 and 46, overcorrect the second-order energy, and so 
the inclusion of triples in our CI basis will give more reliable results than the use 
of Eqs. 45 and 46. However, in most cases of practical interest the SDTCI basis 
is too large to handle, and then the SDCI values, corrected for unlinked clusters, 
form a good and rather reliable option. 
III. Computational aspects. 
The theory of Sec. II has been tested on the neon atom. To that end we used 
the basis of Ref. 12, which is an (lls,7p,2<i, l//7s,5p,2d, !ƒ) basis consisting 
of spherical Gauss-type orbitals. The integral, self-consistent-field and four-index 
transformation programs employed are all part of the ATMOL-4 set of programs.31 
The zeroth-order problem, Eq. 10, is solved by our conventional CI program32 
in a basis of singly and doubly excited states. The lowest eigenvector and eigen­
value is obtained by Shavitt's routine3 3, which is based on the method of over-
relaxation.34 
The solution of the first order problem, Eq. 11, has been extensively discussed 
in Ref. 16. Briefly, the method may be described as an ab initio procedure for 
the computation of even and odd Cauchy moments. Cauchy moments arise in 
the expansion of the dynamic polarizability as a power series in the frequency ω. 
Thus, we define the moments by the Cauchy expansion, 
( φ(0) Ι
 Φ
(θ) ) - 2 λ . ί±ω) 5 l 2 *)· ( 4 7 ) 
Recall [cf. Eq. 14] that 
, , ( Φ'0) 1 WN | Ф<і)М ) + ( Ψ«» I WN | Φ(1)(-α;) ) 
β
Η = ( φ(ο) ι
 φ
(ο, ) · №> 
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With the Cauchy moments S(—2 — к), к = 0,1,...,Ν, as input, we compute the 
[N, N — 1] Padé approximant of α{ω) by means of Nutall's compact formula.35 
This formula for a Padé approximant contains an inverse matrix. Rather than 
computing the inverse of this matrix by any of the standard methods, we diag-
onalize it and compute the inverse of the diagonal form. Its eigenvectors and 
eigenvalues constitute an "effective spectrum".17 It can be shown36 that this Padé 
approximant procedure is equivalent to the solution of the first-order equation in 
a Cauchy basis.37 In practice we take N so large that the approximation to α(ω) 
has converged, that is, an increase of І does not change the results significantly. 
Once the different dynamic polarizabilities are known, the Van der Waals 
coefficients easily follow from the Casimir-Polder38 integral. Since the effective 
energies are the poles of the polarizabilities and the corresponding residues are 
simply the matrix elements of W^ between the effective states, the Casimir-Polder 
integral is most conveniently computed by the residue theorem. This gives the Van 
der Waals coefficients their well-known form of a double sum over the spectra of 
the monomers, the difference with the exact formalism being that the spectra are 
now effective rather than exact. 
In Sec. II we discussed the correlation and unlinked-cluster contributions to 
the second-order energy given on the left hand side of Eq. 47. By making an expan­
sion of this energy in powers of the frequency ω, we can apply directly the findings 
of Sec. II to the computation of the Cauchy moments. In particular, Eqs. 45 and 46 
yield formulas for the lowest-order unlinked-clusters that contaminate the Cauchy 
moments computed in an SDCI basis. Using the formula 
v
 ' fc=l 
we obtain from Eq. 45 
E'uti-u) = W0) f > + I)«* SUCHFÌ-Z - k), (50) 
¿
 fc=0 
where 
α,ο ν
 α
 α ) 
Hence the first unlinked-cluster correction to S{—2 — k) is 
S'UL{-2 - * ) = (* + 1)EWSUCHF{-3 - k). (52) 
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Recall here that E^ is the SD CI correlation energy. 
From Eq. 46 follows immediately that the second unlinked-cluster correction 
is 
S £ L ( - 2 - * ) = ( ! - CÎ)SUCHF{-2 - к). (53) 
The coefficient CQ is the component of the HF state in the SDCI wavefunction. 
The UCHF Cauchy moments defined by Eq. 51 are easy to compute; we have used 
the program M U L T P R O P 3 9 to that end. 
In Sec. IV we shall compare the corrected SDCI polarizabilities and Van der 
Waals coefficients with corresponding values obtained in a CI basis augmented 
with triples. Unfortunately, however, the inclusion of all triply excited states is 
outside the scope of our CI program, so that we are forced to employ a selection 
procedure. In this procedure we use Eq. 43, or rather the equivalent of Eq. 43 for 
h-p (hole-particle) spin-bonded functions.2 7 
In a basis of h-p bonded functions the three-particle resolvent, appearing on 
the left hand side of Eq. 43, can be written for ω = 0 as 
R f0\ = у | {s;a,b,c;a,ß,i} )( {s;a,b,c;α,β,7} | 
f . . e b T Í e , i ба + еь + е о - е « - « * - Е , ' ( 5 4 ) 
{»•,а,Ь,с;а,р,і) 
where the sum runs over all linearly independent triply excited bonded functions 
Ι {β;α, 6, с; α,/3,7} ) and s, 1 < s < 5, labels the spin-coupling. The selection 
criterion that we have applied is 
({a\a,b,ciatß,i}\WN\9l0)) > ^ ( 5 5 ) 
fa + ¿b + (c — f a — f β — С-» 
Since the zeroth-order function ψ ( 0 ' is given as an expansion of bonded functions, 
the computation of the numerator of Eq. 55 is reduced to the computation of a 
matrix element of a one-particle operator between h-p bonded functions. We have 
written a program for this special case of a doubly excited ket and a triply excited 
bra, which is based on the formulas of Ref. 27. These formulas give the matrix 
element the same appearance as the summand on the right hand side of Eq. 43. 
The only difference is that this summand is not multiplied by a spin-symmetry 
coefficient as it must in a spin-adapted formalism. 
To conclude we remark that we have used a "coefficient-driven" algorithm in 
the computation of the numerator of Eq. 55. That is, the outermost loop runs 
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over the non-zero coefficients of Ψ' 0), the next inner loop is over the one-electron 
integrals, and the innermost loop is over the spin coupling index s. In this manner 
we avoid considering triples that do not interact with any doubles. 
IV. Results and Discussion. 
We have argued in Sec. II that an SDTCI basis (i.e. a basis containing all singly, 
doubly and triply excited states) yields frequency-dependent polarizabilities that 
are correct through second-order in the correlation potential Vff. Its use should 
give better results than Eqs. 45 and 46, because these remove all second-order 
unlinked diagrams, including the EPV diagrams. Although the use of an SDTCI 
basis is to be preferred, we cannot handle such a large basis in full. Therefore, 
we have to resort to the selection procedure described in Sec. III. This selection 
scheme is applied for four different values of the threshold 6, defined in Eq. 55. 
The results are given in Table I. The dimensions listed in this table pertain to 
bases in which the maximum Abelian point group Z?2h is used. 
TABLE I. ßesuJts for Ne and Ne? for different selection thresholds S. 
δ 
5(-4) 
3(-4) 
l(-4) 
5(-5) 
JV 
2718 
4084 
8007 
10939 
Ъ
ь 
4869 
6730 
11729 
14794 
β ι
β 
2.609 
2.627 
2.647 
2.654 
Co 
6.310 
6.359 
6.408 
6.424 
a 2
d 
6.728 
6.764 
6.803 
6.820 
c» 
82.36 
82.90 
83.45 
83.66 
a. Nnmber of triples of dipole symmetry, dimension SDCI basis: 1911. 
b. Number of triples of quadrupole symmetry, dimension of SDCI basis; 1743. 
c. αϊ is the static dipole polariiability. 
d. aa is t ie static quadrupole polarisability. 
The same results are plotted in Fig. 11, where one sees clearly that the dipole 
polarizability αϊ, the quadrupole polarizability аг, and the Van der Waals co­
efficients Ce and Ce depend linearly on £ to a very good approximation. This 
simple dependence enables us to extrapolate linearly these quantities to δ = 0. 
The extrapolated values are compared in Table II with results from literature. 
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Fig. 11. Dipole роІагізаЫШу αχ, 
quadrupoJe poiarúability α?, ajid the dis­
persion coefficients C
e
 and C
a
 as a function 
of the triples selection threshold S, cf. Eq. 
(57). 
One notices that αϊ and Ce agree almost perfectly with the corresponding 
literature values, which are well established. The quantities 0:2 and Cg on the 
other hand, are not yet very well known. Early results are those of Doran,43 
who applied MBPT through second-order in Vfj, and used a basis of numerical 
HFS (Hartree-Fock-Slater) orbitals. In his work Doran included the continuum 
by Gauss-Laguerre quadrature over HFS continuum orbitals. Recently, Diercksen 
and Sadlej42 have computed the quadrupole polarizability of the Ne-atom by finite-
field SD-MBPT (MBPT with summations over intermediate singles and doubles) 
through fourth order in дг· They have used quadratically integrable orbitals, 
(which are known to account very well for the continuum in certain cases44), and 
they have compared different basis sets. In a basis comparable to ours (their basis 
B) they find a2 = 6.68 a.u., which is very close to our cluster-corrected SDCI 
value 6.71 a.u. This seems to indicate that our approach gives results of the same 
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TABLE П. Results for the Ne atom and the JVe
a
 duner fa.u.J. 
TDCHF" 
SDCI 
SDCI + UL"' 
SDCI + UL"0 
SDTCI' 
Literature 
αϊ» 
2.337 
2.324 
2.591 
2.651 
2.658 
2.668» 
с
в 
5.392 
5.587 
6.345 
6.688 
6.435 
6.43h 
α2> 
5.930 
6.026 
6.624 
6.706 
6.826 
7.48* 
σ8 
68.26 
73.20 
82.45 
85.54 
83.77 
73.87> 
a αϊ is tbe static dipole polarizability. 
Ь as is the static quadrupoie polnrizability. 
с Reference 12. 
d First unlmked-cluster correction, cf. Eq. 45. 
e First and second unlinked-cluster corrections, cf. Eqs. 45 and 46. 
/ Extrapolated to яето selection threshold. 
g Semiempirical estimate, Ref. 40. 
h Semiempirical estimate, Ref. 41. 
i MBPT calculations, Ref. 42. 
j MBPT calculations, Ref. 43. 
quality as the finite-field SD-MBPT method. To test this further we applied the 
(I2s8p3d3/) basis D* from Ref. 42 and found а з = 7.117 a.u. In the same basis 
Diercksen and Sadlej found аг = 7.48, so that the agreement in basis В is more 
or less coincidental. Since the corrected SDCI values are consistently below the 
SDTCI static polarizabilities, it is quite possible that the value а з = 7.48 is the 
better one. 
It is interesting to note that the static dipole polarizability αχ did not change 
by the enlargement of the basis, so that we may safely assume that the values for 
« ι , given in Table II, are very close to the limit of a complete orbital basis. The 
remaining error in the SDTCI value must be ascribed to the neglect of quadruples 
and perhaps relativistic effects. 
The SDTCI-value of Co coincides exactly with the semi-empirical value, but 
the corresponding cluster-corrected value is too high. In the basis D* of Ref. 42 
it is even slightly higher: 6.735 a.u. It seems that the Сб-value is not yet at the 
limit of a complete orbital basis, and accordingly the exact agreement between the 
SDTCI-value and the semi-empirical one is due to cancellation of errors caused by 
3 0 
an incomplete basis and the neglect of quadruples. Note parenthetically that in 
eajlier work from our laboratory an estimate of an SDTCI limit was given in which 
no excitations from the la-orbital were allowed. The effect of the Is excitations 
is not negligible, however. For instance it increases the Co from 6.262 a.u. to 
the present value of 6.435 a.u. Our SDTCI value of Ce is considerably larger than 
Doran's value, 4 3 but the same is true for a2, and since our a2 value is probably too 
small, it is fair to assume that our Cg-value is better than Doran's. Furthermore, 
our experience so far indicates that upon enlargement of the orbital basis the 
SDTCI value always increases, so that the value С
а
 = 83.77 is likely to be too 
low. This is confirmed by our calculations in the basis D* of Ref. 42, which give a 
cluster-corrected Cg-value of 90.59, which is 5.5% higher than the corresponding 
value in the smaller basis. If we assume that the SDTCI value is too low by a 
similar percentage, we arrive at an estimate for the exact value: Cg « 88 a.u. 
The TDCHF values given in Table II were obtained in the same atomic-orbital 
as is used in the present work. We can therefore give a rather accurate estimate 
of the true correlation effects. They are 12.1%, 16.2%, 13.1%, and 18.5% for c*!, 
Ce, a2, and C 8 , respectively. 
From the theory in Sec. II it follows that the two unlinked-cluster corrections 
given in Eq. 45 and 46 must bring the SDCI results close to the full SDTCI results. 
It is therefore of interest to compare the cluster-corrected SDCI values with those 
obtained in an SDTCI basis, irrespective of the fact whether these latter quantities 
are the most accurate available. From the figures in Table II we find that αχ and а з 
are respectivley 0.3% and 1.8% below the corresponding SDTCI reference values. 
The corresponding errors in the SDCI basis being 12.6% and 11.7%, respectively, 
we see that the improvement by the unlinked-cluster formulas is large. Stated 
differently, this means that the main reason for the poor behaviour of an SDCI 
treatment based on unperturbed orbitals is the contamination of the second-order 
energy by unlinked-clusters. The contributions of the unlinked diagrams have 
about the same absolute value as those of the true correlation diagrams, but are 
of opposite sign. 
The fact that the static cluster-corrected polarizabilities are below the SDTCI 
polarizabilities must probably be ascribed to the diagrams in Fig. 10(t)-10(x), 
which contribute to the latter, but not to the former. 
The corrected Ce and Cg values are respectively 3.9% and 1.8% above the 
SDTCI reference values. The improvement over the uncorrected SDCI Van der 
3 1 
TABLE ΠΙ. Effective dipole and quadrupo/e SDTCI 
spectrum of the Ne atom. 
Dipole 
Го
1 
0.509134 
0.929985 
-0.793889 
0.344377 
E 
0.730710 
1.155466 
3.067341 
5.908007 
Quadrupede 
TS 
0.976405 
-1.758727 
0.687742 
0.361427 
E 
0.747281 
1.597128 
2.650636 
5.879463 
Waals coefficients is considerable, since these are about 12% too low. 
Another possible way of extrapolating the results obtained in truncated 
SDTCI bases is by linearly extrapolating the Cauchy moments to δ = 0. The 
advantage of this is that the extrapolated Cauchy moments yield an extrapolated 
effective spectrum, which is essentially of full SDTCI quality. 
This effective spectrum is given in Table III. This spectrum reproduces the 
fifth line of Table II to four-figure accuracy, if we use the formulas 
» = 1 ' 
and 
C 2 í a + 2 l b + 2 - (2 - ft.,,.)
 ( 2 / в ) ! ( 2 / ь ) | 2, Е^Еь . (57) 
where (Т^)» and Ei are listed in Table III for t' = 1,2,3,4. 
V. Summary and Conclusions. 
The most important result of this paper is that (frequency-dependent) SDCI po-
larizabilities are in error by about 12%, when the CSF's (Configuration State 
Functions) in which the first-order wavefuction is expanded are constructed from 
unperturbed orbitals. These errors are caused by the contamination of the first-
order wavefunction and the second-order energy with unlinked clusters. Unfor­
tunately, it is at present not feasible to perturb the orbitals in time-dependent 
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fields to at least second-order, which would be required for a reliable calculation 
of time-dependent second-order properties. 
We have shown that there are two different ways to improve upon the SDCI 
results obtained in an unrelaxed orbital basis: 
(i) by inclusion of triply excited CSF's in the CI basis, 
(ii) by the correction formulas given in Eq.'s 45 and 46 of this paper. 
The first method gives rise to very large CI basis sets, but is in principle a 
better method than the second. The second method has the advantage of being 
cheap and easy to apply and also improves the SDCI results considerably, as can 
been seen in Table II. It gives polarizabilities and Van der Waals coefficients of 
the Ne-atom and the Ne2 dimer which deviate less than 4% from those obtained 
in the SDTCI basis. 
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C H A P T E R m. 
CORRELATED VAN DER WAALS COEFFICIENTS 
FOR DIMERS CONSISTING OF He, Ne, Нз, AND Ν 3 . 
Abstract 
Time-dependent Coupled Hartree-Fock frequency-dependent polariza­
bilities have been corrected for true correlation effects by means of 
many-body perturbation theory. Polarizabilities have been computed 
for the monomers He, Ne, Hj, and N2 through second order in the 
correlation potential. With these polarizabilities as input the van der 
Waals coefficients of all possible dimers have been obtained by the use 
of the Casimir-Polder relation. 
36 
I. Introduction. 
The second order properties of a molecule describe the response of the molecule 
to an external field. Experimentally these properties can be obtained by bringing 
the molecule into the field and by measuring the term that is quadratic in the field 
parameters. 
In this paper we are concerned with the interaction of molecules with multi­
polar electric fields.1 In that case the second order properties are multipole polar-
izabilities. Multipole polarizabilities are of importance to phenomena such as ab­
sorption, refraction, light scattering and intermolecular forces. Our main interest 
in these polarizabilities arises from this last property, i.e., from their relationship 
to van der Waals dispersion coefficients, which contribute to the intermolecular 
long range forces between van der Waals molecules.2 When we know the polar­
izabilities as a function of imaginary frequencies we can calculate the dispersion 
coefficients with the help of the Casimir-Polder integral.3 
Nowadays static second order properties can be calculated with good preci­
sion, by the use of the finite field method. 4 Correlation effects, which can contribute 
significantly to the property values,5 , 6 can be incorporated by the finite field Many 
Body Perturbation T h e o r y 7 - 1 2 (MBPT(n), where η is the highest order consid­
ered in the correlation potential) or by the finite field Configuration Interaction 
(CI) method, which, when truncated to Single and Double CI (SD-CI), should be 
corrected for unlinked clusters 1 3 by use of the Davidson-Siegbahn formula. 1 4 , 1 5 
For dynamic properties, reasonable results can be obtained by the use of 
the Time-Dependent Coupled Hartree-Fock (TDCHF) method, 1 6 but this method 
only incorporates "apparent" correlation (or self-consistency) effects,17 while true 
correlation effects often are by no means negligible. Still, there is a great need for 
the computation of accurate dispersion coefficients and their anisotropics. This is 
especially true for the higher ones (Cg and Сю), which are very difficult to obtain 
from experimental sources, and which play an important role in the description of 
intermolecular interactions. 
True correlation effects in frequency dependent polarizabilities can be ob­
tained by the solution of the first order (in the external field) perturbation equa­
tion in a Cl-basis. This method was initiated by Nesbet 1 8 and applied recently 
by Visser, Wormer, and Jacobs to the systems He, H2, N2, O2, and N e . 1 9 These 
workers truncated the Cl-basis at the SD-CI level and except for the two-electron 
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systems He and Ha, for which this method is in effect a full CI perturbation cal­
culation, their results where rather disappointing. An analysis of their results, 
with the help of the diagrammatic techniques commonly used in M B P T methods, 
was published in a recent paper, 2 0 which we will henceforth refer to as paper I. In 
this paper we showed, that , just as in the case of the finite field SD-CI method 
for static properties, also for dynamic second order properties truncation at the 
SD-CI level introduces unlinked clusters, which can be cancelled by adding triple 
excitations to the basis (the SDT-CI method), or by explicitly correcting for these 
clusters. We derived approximate Davidson-type formulas for these corrections. 
As large scale SDT-CI calculations are very expensive, and the Davidson-type 
corrections, which seemed to be quite promising after some test calculations on 
neon, showed some erratic behavior for N2, we will follow here an alternative route. 
The correlation effects described by all linked diagrams through second order in the 
correlation potential will be computed in the algebraic approximat ion, 2 1 - 2 3 , i .e . , 
by expression of the problem in a finite orbital basis. These true correlation 
contributions will be added to the results of the TDCHF method. As will be seen 
in this paper, the results thus obtained are in better agreement with the existing 
accurate data than the uncorrected TDCHF values. This not only means that 
true correlation effects are not at all negligible, but also that they can be obtained 
reliably by the present method. 
In Sec. II we will briefly survey the theory and basic equations. We will also 
present the correlation diagrams that were used, but in a somewhat different way 
than we did in paper I. The computational aspects are given in Sec. III. In Sec. IV 
we will present the results of the computations on the helium and neon atoms and 
the linear molecules H2 and N2. As little or no data are available on polarizabilities 
for imaginary frequencies no reliable comparison is possible. Therefore, we will 
only present our results for frequency zero (i.e. the static polarizabilities), for 
which comparison with literature values is possible. The accuracy of the dispersion 
coefficients will give an indication of the reliability of the polarizabilities over the 
whole range of imaginary frequencies. As stated above, our method extends the 
TDCHF approach, a n d — especially for the isotropic properties—we will see that 
it yields better results. Therefore we expect our Ca and Сю values to be the most 
accurate values obtained to date. We believe this especially for the Сю coefficient 
of Ne, because we have calculated it with a basis set containing g-orbitals, which 
3 8 
are necessary to obtain a reliable dipole-octupole contribution. Finally in Sec. V 
a brief summary and the conclusions will be presented. 
II. Theory. 
As the general theory has already been given in paper I, only the most important 
formulas will be reviewed here and no derivations will be given. Note, however, 
that the diagrammatic representation of the formulas in this paper is according to 
the Hugenholtz convention, whereas in the previous paper we employed Brandow 
diagrams. 1 9 
We consider an N-electron molecule in a monochromatic electric field1 of fre­
quency ω/27Γ. The hamiltonian of this system in the second quantization formalism 
is 
Я := Ç ( i I ft + W cos(u;f) | j ) xïXi + \ Σ < Ü I v\lk ) xÍx¡XkXi, (1) 
where Xi and Xj are the well known operators which annihilate, respectively 
create, an electron in spinorbital í, and W cos(wt) is the interaction of the elec-
trons with the time-dependent external field. The operator W is a hermitean 
one-electron multipolar operator, 
W = D-1)"^--«-' (2) 
m 
where Qlm is the usual 2'-pole operator, and the parameters V^ determine the 
strength and direction of the field. Using Wick's theorem,13 we can write Η in 
normal product form as 
HN:=H-E0 = H^ + {W0 + WN) cosiwt) 
= FN + VN + (WQ + WN) cos(wi), 
where Eo is the energy of the Fermi vacuum | Фо ), which we will take as our energy 
zero, JFJV is the Fock operator in normal product form and ц is the electronic 
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correlation potential. We approximate the solution of the Schrödinger equation by 
solving the zeroth- and first order equation of time-dependent perturbation theory 
Я ^ | * ( 0 ) ) = Я ( 0 ) | Ф ( 0 ) ) , (4) 
(Я^0 ) - ЕЮ + ω) I ФЦы) ) = {ABW - WN) | ф(0) ) - oo < ω < +00, (5) 
where 
л г
г і і . ( Ф ^ 1 ^ | Ф ( 0 ) )
 п
, < ffW | ^ | ФР» >
 ( ] 
·~ ( ф(о) | ф(о) ) ^ 0 - (
 ф
(о) | ф(о) ) W 
is the correlation contribution to the permanent multipole moments of the 
molecule. Our aim is to compute the frequency-dependent polarizability, which is 
proportional to minus the second order energy 
.м-*WM— < * W | " , * | , "'?' ) l
>
.n < r j" r ' l * ( " ( "" ) > · m 
^ ' *• > ( ф(0) | ф(0) J v. ) 
For imaginary frequencies α takes a similar form, with all ω substituted by χω. In 
order to obtain an expansion of the zeroth and first order wavefunction in terms 
of the correlation potential Vjy, we define the projectors: 
Ρ : = | Φ ο ) ( Φ ο 
g := 1 - Λ 
(8) 
and the reduced resolvent 
one can then derive (cf. paper I) 
S ( 0 ) = ( Φο | VNQ | φΟ) ), (10) 
| φ(0) ) = (ρ + Q) | φ(0) ) 
= | Φ0 > - f ) [Д(0)(Д(о) - VN)\hR{tì)VN Ι Φο >, (Π) 
fc=0 
οο 
Ι φ(ΐ)(
ω
) ) = γ^ [R{U){EW - ^ЩРКЬЕЫ -WN) Ι Ф(0) ). (12) 
fc=0 
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Using Eq's (10-12) and only retaining terms to second order in the correlation 
potential Vj\r, we get for the first term of Eq. (7), after expansion of its denominator 
(ф(0) І И ^ І Ф ^ Н ) _ 
( ф(о) Ι ф(о) ) 
( Фо I WKR{u)WN ( Фо I VNR2{Ö)VN Ι Фо ) 
+ π
Ν
Β?{ω)π
Ν
 { Фо I VNR{0)VN | Фо ) - WNR{u:)WN 
+ WNRMVNR{b})WN - ] кК{и) кК{ш) ыК{у^я 
- VNR{0)WNR{u>)WNR{ti)VN + VNR{Q)WNR{b))WN 
+ WNR{b])WNR{Ö)VN - WNR{<j)WNR{Q)VNR{0)VN 
- VNR{0)VNR{O)WNR{UJ)WN 
- WNRWVHRWWNRWVN 
-VNR{0)WNR{U)VNR{W)WN | Ф о ) . (13) 
A corresponding expression for the second term of Eq. (7) is obtained in the 
same way. We give a diagrammatic representation of this expression in terms of 
prototypes of Hugenholtz diagrams (Fig. 1), where we follow the convention of 
Paldus and Cizëk12 by letting the time flow from right to left. 
A prototype represents a class of Hugenholtz diagrams that differ only by the 
orientation of the fermion lines. Resolvents are only shown explicitly —by vertical 
lines— when they appear squared. In this figure the resolvents are decomposed 
as a sum of one-, two- and three-particle resolvents. For each prototype, firstly all 
possible orientations of the fermion lines are considered and then each Hugenholtz 
diagram thus obtained is brought into one-to-one correspondence with a Brandow 
(anti-symmetric) diagram, which we evaluate algebraically. The advantage of this 
sequence of operations over the one used in paper I, is that it is easier to system-
atically generate all the Hugenholtz diagrams than to generate all the Brandow 
diagrams directly. Furthermore it is essential to get the orientations of the fermion 
lines in the Hugenholtz diagrams before the conversion to Brandow diagrams, in 
order to get all terms correctly. 
In Fig. 1, we have divided the diagrams in different groups, each giving a 
successive level of approximation. Diagram (a) is a representation of the Uncou-
pled Hartree-Fock (UCHF) approximation. Addition of diagrams (b) and (c) and 
higher order diagrams of the same type yields the representation of the singly ex-
cited CI (SECI) approximation. The type 3 diagrams (d-1) are characterized by 
4 1 
UCHF (a) 
SEC I ІЫ le) 
TOCHf 
Id) 
(gl 
(ι) 
m 
II) 
lz) 4> SO-CI 
SOT-CI 
l a b i lac) 
F ig . 1 Prototypes of Hugenholts diagrams, giving the contri­
butions to tiie frequency-dependent polarizability through second 
order in t i e correiation potentiai. T i e solid dot nodes with two 
outgoing lines represent the external held, the open dot nodes 
with four outgoing lines represent the correiation potentiai. Re­
solvents between solid dots are ш dependent. The mirror images 
of diagrams d, f-i, m-o, r, s, w and ac are not shown, but must 
be included. 
the fact that in each diagram the different two-electron nodes, representing the 
correlation potential, are interconnected by exactly two fermion lines, and that 
each of the two Wfj nodes is connected to only one two-electron node. This type 
of diagrams summed to infinite order, and added to the SECI diagrams, yields 
the TDCHF (or random phase) approximation. As we solve the TDCHF prob­
lem directly (see Ref. 16), we do not compute diagrams (a-1) explicitly and sum 
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this class of diagrams to infinite order. Diagrams (m-ac) are the true correlation 
diagrams. In these diagrams the nodes representing the external potential W^ 
are interconnected with two different nodes. Diagrams (m-u) contain only singly 
ала doubly excited intermediate states whereas (v-x) contain abo triply excited 
intermediate states. Finally diagrams (y-ac) are the unlinked diagrams. As we 
saw in paper I, diagram (y) and (z) are cancelled by (aa-ac), except for those 
terms in (y) and (z), in which the two disconnected diagrams have a spinorbital 
label in common. These are not cancelled by terms in (aa-ac) because in the latter 
diagrams they are Exclusion Principle Violating (EPV). Throughout this paper 
we will follow the somewhat unfortunate standard nomenclature and refer to these 
terms in (y) and (z) as " E P V terms, although they do not violate the exclusion 
principle, which is why we shall consistently use the quotes in referring to these 
terms. It is good to stress that the " E P V terms are non-EPV—and hence must 
be included on theoretical grounds—and that they are of non-negligible size, so 
that for practical reasons, too, they must be considered. We find it convenient 
to compute the so-called " E P V terms of (y) and (z) via the true EPV terms of 
diagrams (v-x), which is possible because of the well known result that these EPV 
terms are equal in magnitude to the disconnected " E P V terms. 
In summary, our method—which we refer to as SDT-MBPT—consists of an 
exact solution of the TDCHF equations and the calculation of the true correlation 
effects through second order in the correlation potential. 
III. Computational details. 
The theory of Sec. II has been applied to the atoms helium and neon and to the 
molecules hydrogen and nitrogen. In all cases a basis of tesserai harmonic gaussian-
type atomic orbitals was used. The SCF ground state calculations, the compu­
tation of the one-electron matrices of the multipole operators, and the two- and 
four-index transformations were carried out by the ATMOL4 set of programs. 2 4 
The dynamic polarizabilities on the TDCHF level of approximation were com­
puted with the TDCHF package of programs, developed in this inst i tute. 2 5 The 
molecular bond distances used were the vibrationally averaged equilibrium values 
of 1.449 bohr (H2) and 2.068 bohr (N2). For helium and hydrogen we used the 
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TABLE I. Basis set information.'1 
He 
H3 
N2 
Ne 
(I0s,5p,3d,2î)b 
(бв.Зр.За) on each H+ (Ip^f) at H2 center* 
(12s,7pM,2t 1 es,5p,3d,2f)c 
Basis I : (lls.Tp.ad.lf / Ts.Sp^d.lf)0 
Basis II : (12s18p13d,3f)'i 
Basis III: basis II + 1 g-orbital (a = 0.2) 
Basis IV : basis II + 2 g-orbitals (a = 0.1 and α = 0.4) 
a AI/ orbitala axe tessera/ Лагліоліс GTO's. 
Ь Ref. 26. 
с Reí. 16. 
d The same exponents as the D* basis of Diercksen (Ref. 27), 
but bere defined as tesserai ¿armonie GTO's and not as 
cartesian GTO's. 
uncontracted basis sets given by Meyer26 (see Table I). 
For nitrogen the basis set В of Visse^Wonner and S t a m 1 6 was used. We 
used four different basis sets for the description of the neon atom. Basis set I is 
the basis of Visser et al.16 Basis set II is essentially the uncontracted D* basis of 
Diercksen and Sadlej, 2 7 but as mentioned above we use tesserai harmonic GTO's, 
whereas these authors used cartesian GTO's, so their set contains three more s-
type orbitals and three more p-type orbitale. Basis set III is the same as Basis 
set II, with an added g-orbital of exponent α = 0.2. This exponent maximizes the 
static finite field SCF octupole polarizability of Ne. Finally Basis set Г is the 
same as Basis set II, with two added g-orbitals of exponents α = 0.4 and a = 0.1. 
Since we merge essentially two correlation methods, special care has to be 
taken with regard to the cancellation of the EPV terms. If one would evaluate all 
(linked) diagrams of Fig. 1 explicitly, the EPV terms would be treated correctly; 
however, since we calculate the diagrams (a-1) and the related higher order ones 
by solution of the T D C H F equations, 1 6 which, of course, does not give any EPV 
terms, we have to analyse the diagrams (m-x) in order to ascertain that all the 
EPV terms are cancelled. It appears that this is the case, except for the EPV 
terms of diagram (o), which would have to cancel against the E P V versions of 
diagrams (f) and (g). So the EPV terms of diagram (o) were evaluated explicitly, 
and the MBPT results were corrected for these terms. This correction is by no 
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means negligible. 
To obtain van der Waals dispersion coefficients from dynamical polarizabili-
ties, we use Eq. (32) and Eq. (44) of Ref. 16 which are valid for S-state atoms and 
homonuclear diatomics and which we will repeat here for easy reference. (Notice 
that Eq. (32) contains an error.28 The phase factors {-1)тл ала ( - 1 ) т в must be 
left out). 
U i'A 
X {2LA + 1) {2LB + 1) (2L + 1) ( lB l'B 
[U + IB I'A+I'B L 
(U+IB I'A + I'B L\X-(1A ¡Ά M 
l o 0 0)/^\mA -mA 0 J 
Σ
( Ів I'B LB \
 γ
ι
Λ
ι'
Λ
ι
Β
ι'
Β 
\mB -mB 0 І
Лт
*
т
в ' 
Гк mm * ' 
(14) 
where 
1 Γ00 
X'¿!¿LBBl'B = -^J в |лтл.^-тлМ^.г»„1' 1 |-т.МЛ;. (W) 
The expression between braces is a Qj-symbol and the three quantities between 
parentheses to the right of the Qj-symbol are Sj-symbols. The integral is known 
as the Casimir-Polder integral,3 which we compute numerically, using a Gauss-
Chebyshev integration scheme. To show how we do this we notice that the polar-
izability components сісі
т<ііті{іи>), which appear in the integral are real functions 
in which ω appears quadratically, so that the integrand is a symmetric function in 
ω. We introduce the short hand notation 
I := Γ f(w)<L· = Ι Γ ƒ(«)&/, (16) 
JO ¿ J-oo 
for Eq. (15). By the successive substitutions 
ω = cot (α) 
(17) 
a = arceos (χ) 
4 5 
TABLE П. Convergence of Gauss-Chebyshev 
quadrature for (Ne^ in basis J. 
N 
8 
16 
20 
30 
40 
Ce 
6.6934 
6.6529 
6.6520 
6.6517 
6.6517 
we transform this integral to 
1 Z"1 ƒ (cot (arceos (i))) dx 
= 4 
2 7 - 1 
1-х2 vT^-
(18) 
The volume element and the integration limits correspond with the Gauss-
Chebyshev quadrature. 2 9 Hence 
π τ ρ /(cot(<fc)) 
2N¿[ sin2(^) ' 
where 
/ , \ , , 2i-l 
Xi = cos(<pi) and фі = π 1 = 1,. .,N. 
(19) 
(20) 
Because of the symmetry properties of the trigonometric functions, it is sufficient 
to compute only N/2 gridpoints for N even, so that the final formula for the 
integral becomes 
π Ä / (cot(&)) (21) 
7Ξ1 s i n fa) 
To determine the number N we computed the C 6 of neon in the smallest basis for 
different values of N (see Table II). Since a four digit accuracy is enough we used 
the value N = 20 in all cases. 
We conclude this section with some remarks on the MBPT program, which 
contains two steps. Input to the program are the two-electron integrals and the 
multipole integrals, both over molecular orbitals, as well as the T D C H F or SECI 
eigenvectors and eigenvalues. The first step consists of a reordering of the two-
electron integrals. In the second step the 48 Brandow diagrams originating from 
the Hugenholtz prototypes (m-x) and their mirror images are computed and added 
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to the TDCHF values of the dynamic polarizabilities. The algorithm is (two-
electron) integral driven. The " E P V terms of diagrams (y) and (z) can be com-
puted optionally by this program. Finally, there are built-in options to compute 
the polarizabilities at the uncoupled Hartree-Fock or singly-excited CI level. 
IV. Results and discussion. 
As we saw in Sec. II our SDT-MBPT method yields frequency-dependent polar-
izabilities in which all apparent correlation effects are summed to infinite order in 
the correlation potential, because we take the TDCHF results as the basis of our 
calculations. Furthermore true correlation effects are computed to second order. 
The main advantage of the present approach over the Cl-perturbation method, 
truncated at the SD-CI level, is that unlinked clusters are not included, but the 
price one has to pay is that the correlation contributions are not accounted for 
after second order in the correlation potential. 
We will now discuss the behavior and accuracy of this method for the helium 
and neon atom, and the linear molecules hydrogen and nitrogen. We compare the 
values with TDCHF results and accurate literature values as far as they are avail-
able. We will end this section by briefly considering the mixed dimers consisting 
of these monomers. 
A . H e a n d H 2 . 
Two-electron systems axe the simplest systems where correlation effects are 
present. Since full CI calculations on these systems are still computationally fea-
sible, we obtain near exact results by the SD-CI perturbation method.19 
In Table III we have collected the results of the computed static polariza-
bilities and dispersion coefficients of helium, together with TDCHF results, full 
CI results, and other selected literature values. For this two-electron atom the 
TDCHF method already yields good results, indicating that the true correlation 
effects are small in this case. 
The difference between the results of the full CI-method and our SDT-MBPT 
results is of course due to the neglect of diagrams that axe higher than second 
order in the correlation potential. Both the TDCHF method and the SDT-MBPT 
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TABLE Ш. Results for He and (He)? (in a.u.J. 
α ϊ 
аг 
аз 
Ce 
Cs 
Сю 
TDCHF" 
1.322 
2.316 
9.941 
1.375 
13.12 
168.4 
SDT-MBPT 
1.354 
2.372 
10.22 
1.431 
13.66 
175.8 
FULL CI ь 
1.385 
2.445 
10.60 
1.463 
14.11 
183.2 
LIT.» 
1.383 
2.443 
10.61 
1.461 
14.11 
183.6 
a Ref. 16. 
Ь Hef. 19. 
с Explicitly correlated results. Ref. 30. 
method yield values that lie consistently below the full CI and above the uncoupled 
Hartree-Fock results. In other words, the apparent as well as the true correlation 
effects on the polarizabilities are positive for the He atom. 
For all the helium properties considered, SDT-MBPT gives results that are 
in closer agreement with the full CI values 1 9 than the TDCHF method. 1 6 The 
percentage difference between TDCHF and full CI results in the polarizabilities 
range from - 4 . 5 % to -6.2%. For SDT-MBPT these numbers are from - 2 . 2 % to 
—3.6%. In the case of the dispersion coefficients we see that the differences between 
TDCHF and full CI vary between -6.0% and - 8 . 1 % , whereas the differences 
between SDT-MBPT and full CI are from -2 .2% to -4.0%. So, the addition of 
the true correlation contributions (m-x) of Fig. 1 to the TDCHF results reduces 
the errors by about 50%. 
In the case of the Щ molecule (Table IV), we see that all T D C H F and S D T -
M B P T values lie above the full CI results, in contrast to the helium case. The 
improvement due to the consideration of true correlation effects is not very pro­
nounced for this simple molecule. For some properties (notably the components of 
the dipole polarizability) the SDT-MBPT results even deviate more from the full 
CI values than the TDCHF results, although both sets of values are very accurate 
(errors < 3.2%). This shows that the expansion (Eq. (13) and higher terms) of the 
polarizability in powers of the correlation potential does not always converge mono-
tonically. Indeed, one of the well known disadvantages of the perturbation-type 
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TABLE Г . Results for H2 and (Яг)2 fin a.u.J. 
£«10,10е 
ац.и 
UÎO,20 
421,21 
"22.22 
взо.зо 
031,31 
азг.зг 
"33,33 
δ χ " 
Aai' 
u j 
из 
Сюоо 
σ
οοο 
С®0 
TDCHF 
6.812 
4.787 
19.30 
18.14 
15.04 
141.4 
136.7 
125.3 
108.2 
5.462 
2.026 
17.13 
126.0 
12.30 
217.8 
4976 
SDT-MBPT 
6.962 
4.819 
19.35 
18.12 
14.87 
138.8 
133.9 
122.1 
105.0 
5.533 
2.143 
17.07 
123.0 
12.62 
219.5 
4922 
FULL CI a 
6.745 
4.760 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
5.422 
1.985 
16.87 
119.2 
12.15 
212.6 
4741 
LIT.6 
6.771 
4.728 
19.07 
18.05 
14.55 
124.8 
129.6 
121.1 
99.7 
5.409 
2.043 
16.85 
117.9 
12.12 
213.3 
4741 
a Ref. 19. 
b Ref. 26. 
С Notation αΐπ,,Ι',η'. 
d S
«
 =
 2Ϊ+Ϊ Σ π » βίίη,ΐ™· 
e Aai = aio,10 — βιι,ιι· 
methods, as compared to variational methods, is this non-monotonic behavior. 
The difference with full CI values for the isotropic polarizabilities lies between 
+1.2% and +3.2% in the case of SDT-MBPT and between +0.7% and +5.7% for 
TDCHF. However, the SDT-MBPT dipole anisotropy shows a fairly large dis­
crepancy (8%). Since the dipole anisotropy is computed as the difference between 
the parallel and the perpendicular component of the dipole polarizability tensor 
and since the accuracy in these two components is not the same, the error in 
the difference between these components accumulates, causing this relatively large 
error. 
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The results for the dispersion coefficients are consistent with those of the 
polarizabilities. Indeed, we see that in the case of Ce and C 8 the T D C H F values 
are somewhat better. On the other hand, SDT-MBPT yields better results for 
d o than TDCHF, which is in line with the fact that the SDT-MBPT quadrupole 
and octupole polarizabilities are in better agreement with the full CI results than 
the corresponding TDCHF values. 
B . N e . 
For the ten-electron system neon it is not possible at this moment to per­
form full CI perturbation calculations, so that we do not have good benchmark 
calculations for this system. TDCHF calculations on neon by Visser, Wormer and 
S t a m 1 6 show large (12-15% errors) discrepancies with accurate empirical values, 
indicating that for neon true correlation effects are of considerable importance. 
Table V. Po/arizabiL'ties of Ne ала dispersion coefficients 
of (і е^ г in four different bases (in a.u.). 
TDCHF" 
BASIS I 
BASIS II 
BASIS III 
BASIS IV 
at* 
2.337 
2.371 
2.371 
2.371 
< * 2
C 
5.930 
6.350 
6.350 
6.350 
a s " 
15.57 
18.23 
30.83 
30.80 
Ce' 
5.39 
5.50 
5.50 
5.50 
с8' 
68.3 
73.0 
73.0 
73.0 
Сю" 
727. 
817. 
1119. 
1122. 
SDT-MBPT 
BASIS I 
BASIS II 
BASIS III 
BASIS IV 
« 1 » 
2.659 
2.677 
2.678 
2.680 
< * 2
C 
6.897 
7.362 
7.371 
7.382 
« 3 d 
18.50 
21.89 
37.67 
37.87 
Ce' 
6.65 
6.67 
6.68 
6.69 
<V 
87.6 
91.8 
91.9 
92.2 
Сю" 
965. 
1069. 
1487. 
1492. 
а Hef. Iß. 
Ь Lit: 2.665 Semi-empirical estimate fiîef. 31); 
2.658 SDT-CI (Ref. 20). 
с Lit: 7.48 FF-MBPT in basis IT (Ref. 27); 7.73 СЕРА (Ref. 32); 
6.826 SDT-CI (Ref. 20). 
d Lit: 30.37 MBPT (Ref. 33); 34.27 Numericai CHE (Ref. 34). 
e Lit: 6.43 (Ref.35); 6.551 (Ref.36); 6.87 (Ref. 37); 
6.44 SDT-CI(Ref. 20). 
f Lit: 76.0 (Ref. 37); 83.8 SDT-CI (Ref. 20). 
g Lit: 1100. (Ref. 37). 
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To have a comparison with the TDCHF results of Visser et al. we first per­
formed calculations in the same basis (basis I). We have also as a reference our 
earlier SDT-CI calculations,20 which were obtained by the solution of the first 
order equation, Eq. (5), in a CI basis consisting of singly, doubly and selected 
triply excited states and in the same АО basis. In Table V we have collected the 
different results. We see that our present SDT-MBPT dipole polarizability has 
the same value (2.659 a.u.) as our earlier SDT-CI result. When we compare this 
with the semi-empirical value of 2.668 a.u. by Langhoff and Karplus,31 which is 
well established, we see that the inclusion of true correlation greatly improves the 
TDCHF values, reducing the error from —12.4% to —0.3%. Similarly, our value 
of Ce (6.65 a.u.) lies well above the TDCHF value and very close to the result 
of 6.55 a.u. of Starkschall and Gordon.36 Comparing this with the SDT-CI value 
of 6.44 a.u. we see that our present CQ lies +3.3% higher, although the static 
dipole polarizability is the same, indicating that the functional dependence of the 
polarizability on the frequency is not quite the same in both methods (cf. the 
Casimir-Polder integral Eq. (15)). 
Turning to the quadrupole polarizability 02, we see that our SDT-MBPT 
value (6.897 a.u.) is a good deal higher than the TDCHF result of 5.930 a.u., 
and a little above our earlier SDT-CI perturbation result of 6.826 a.u.20 It is 
still much smaller, however, than the literature value of 7.48 a.u. of Diercksen and 
Sadley,27 who used the finite field MBPT method to fourth order in the correlation 
potential, and than the value of 7.73 a.u. obtained by Reinsch and Meyer3 2 with 
the СЕРА method. As we remarked in the introduction, the finite field methods 
yield accurate static polarizabilities, and we believe the o^-value of Diercksen and 
Sadlej to be very accurate, and our result for аз and Cs to be too low in this basis. 
To improve the comparison we repeated our calculations with basis set II, 
which has the same exponents as the D* basis of Diercksen and Sadlej, but is 
defined in a basis of tesserai harmonic GTO's, whereas these workers used cartesian 
GTO's. In basis II our dipole polarizability increases only slightly (+0.7%), just 
as the Ce dispersion coefficient (+0.3%), which shows that the dipole properties 
are already near their basis set limit in basis I. The increase in the quadrupole 
polarizability is more drastic (+6.7%) and the difference with the finite field MBPT 
result is decreased from —7.8% to —1.6%. The remaining difference with the result 
of Diercksen and Sadlej can be explained partly by the greater flexibility in their 
basis, due to the extra s- and p-orbitals, and partly by third and fourth order 
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correlation effects. We conclude that basis I is of sufficient quality to describe the 
dipole properties, but with respect to the quadrupole properties, basis I is not yet 
complete. 
Our value (91.9 a.u.) of Ce obtained in basis II lies +21% above the estimate 
of 76.0 a.u. of Tang, Norbeck and Certain, 3 7 but is still below their upper bound 
of 96.4 a.u. Because Tang et al. used the quadrupole polarizability value 6.42 a.u. 
computed by D o r a n 3 3 , which according to Diercksen and Sadlej, 2 7 Reinsch and 
Meyer 3 2, and our own computations, is much too low, we expect that the true Cg 
value should lie well above theirs and so we believe our present value to be more 
reliable. 
Inspection of the octupole polarizability аэ shows that there is an increase in 
the value of this property when we go from TDCHF to SDT-MBPT and within 
the SDT-MBPT approach by the transition from basis I to basis II. Still, even 
in basis II the value of а з is much lower than the literature values (30.37 a.u.) 
of Doran 3 3 and (34.27 a.u.) of McEachran, Stauffer and Grei ta . 3 4 This is to be 
expected since bases I and II do not contain g-orbitals, which are necessary for a 
proper description of the dynamic octupole polarizability. Consequently, for the 
Сю dispersion coefficient, which depends on this polarizability, we need a basis 
which supports s—>f and p—>g excitations. As reliable results for quantities that 
depend on octupole transitions cannot be expected in basis I and II, we repeated 
the calculations in basis III (which is basis II with one g-orbital added). 
At this point it is perhaps good to remark that static octupole polarizabilities 
of S-state atoms, obtained by the TDCHF approach (which for infinitesimal static 
fields is equivalent to the finite field SCF method) can only increase upon addition 
of one or more g-orbitals to the basis. The same is true for correlation methods, if 
we may assume that the g-orbital (s) do not correlate the ground state of the S-state 
atom. This can be proved rigorously by application of the Hylleraas variational 
principle.3 8 The assumption that the g-orbitals do not correlate the ground state 
is justified to a large extent for the diffuse g-orbital(s) necessary to describe the 
octupole polarizabilities. 
To test further the validity of this assumption we performed an additional 
calculation in basis II with a split g-orbital added (basis IV). We see in Table V 
that addition of one or two g-orbitals has only a minor effect on the dipole and 
quadrupole properties, but there is a substantial increase in the octupole polariza­
bility (+72%) upon addition of one g-orbital. A basis with two g-orbitals increases 
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this value only very little. Because of its dependence on the dipole-octupole con­
tribution, the Сю value also increases substantially (+39%) in basis III. Again 
the result in basis IV shows only a minor increase. The octupole polarizability 
and the Сю dispersion coefficient seem to require only one diffuse g-orbital in the 
basis. To our knowledge, this is the first ab initio calculation of the Сю disper­
sion coefficient of neon (in the algebraic approximation) that includes g-orbitals 
in the basis. Therefore our Сю is likely to be the most accurate value available at 
present. 
C . N 2 . 
Not many accurate data exist for the N2 molecule and the (N2)2 dimer. There 
are experimental data on the rotationally averaged dipole polarizability and dipole 
anisotropy from several different g r o u p s 4 0 - 4 2 and a semi-empirical estimate of the 
isotropic and anisotropic Ce coefficients, due to Langhoff, Gordon, and Karplus. 4 3 
Recently Cernusak, Diercksen and Sadley3 9 published the components of the static 
quadrupole polarizability tensor—computed with the finite field MBPT method to 
fourth order in the correlation potential—but they state that their basis is not very 
well suited for the description of this property. The most extensive calculations of 
polarizabilities and dispersion coefficients seem to be those of Visser et al.,16 who 
used the T D C H F method and obtained reasonable results. 
Since our N2 basis does not contain g-orbitals, we will restrict our attention 
to the dipole and quadrupole properties of N2-
Looking at the isotropic dipole polarizability (Table VI) we see that our S D T -
M B P T result of 11.81 a.u. is very good, lying only +0.4% above the experimental 
value of 11.76 a.u. This may be compared with the TDCHF value of 11.40 a.u., 
which is 3.1% below the experimental result. Both TDCHF and SDT-MBPT yield 
a dipole anisotropy which differs greatly ( « 20%) from the experimental result, 
and again the accumulation of errors, due to taking the difference between the 
parallel and the perpendicular component may be partly responsible for this error. 
Turning to the Ce dispersion coefficient, we see that for the isotropic coefficient 
our SDT-MBPT value of 75.63 a.u. is somewhat better than the TDCHF value 
of 71.46 a.u., the differences with the semi-empirical estimate being +2.4% and 
—3.2%, respectively. 
Not much can be said about the accuracy of the anisotropy of Ce, because 
the semi-empirical estimates are based on rather crude data. However, there is no 
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TABLE VI. Comparison of TDCHF and MBPT 
/or JV2 and (N2)2 in (я.и.). 
очо,іо
ь 
« 1 1 , 1 1 
<*20,20 
a21,21 
0 2 2 , 2 2 
< 5 i e 
Δ α ! * 
из 
С«*, 
η
022Η 
1¡20 
-ri22 
7o 2 2 4 
c8
0 0 0 
7 β 0 2 ϊ 
-ri20 
7 ? 2 2 
7?« 
lî« 
71" 
7 8 2 4 4 
7 β 2 4 β 
TDCHF" 
14.805 
9.697 
91.78 
94.45 
44.26 
11.40 
5.11 
73.84 
71.46 
0.2627 
0.0066 
0.0177 
0.1911 
2351. 
1.2885 
0.0192 
-0.0642 
0.4479 
-0.0560 
-0.0011 
-0.0029 
-0.0601 
SDT-MBPT 
15.460 
9.979 
96.76 
99.27 
44.45 
11.81 
5.48 
76.84 
75.63 
0.2892 
0.0078 
0.0208 
0.2246 
2489. 
1.3966 
0.0223 
-0.0805 
0.5350 
-0.0522 
-0.0011 
-0.0030 
-0.0601 
LIT. 
14.78" 
10.26е 
91.60' 
94.97' 
26.96' 
11.77е 
4.52е 
67.09' 
73.8» 
0.237» 
0.0054» 
0.014» 
0.155» 
... 
... 
... 
a Ref. 16. 
Ь Notation aim.í'm'· 
C &l= 2Ι+Ϊ Σ™ <*lm,lm· 
d Δοίι = ttio.io — 011,11· 
e Experimental, ref. 40. 
f Finite Fieid SD-MBPT(4), ref. 39 
g Semi-empirical estimate, ref. 43. 
reason why the errors in the computed values of these quantities would be smaller 
than the 20% error in the computed Δ α χ. One of the likely sources for this error 
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is the АО basis. It is not impossible that the present 100-dimensional N2 basis 
is not big enough to describe adequately these second order properties. Clearly 
much more work, experimentally and theoretically, is required to establish the 
anisotropy factors with greater precision than they are known at present. 
For the quadrupole properties even less is known than for the dipole proper­
ties. According to Cernusak et al.39 their value of 67.2 a.u. is too low. This agrees 
with the fact that our T D C H F and SDT-MBPT values are considerably higher. 
Judging by our experience with He, Ne, and Щ we hope that for SDT-MBPT the 
error in isotropic quadrupole polarizability will be less than 4%, although our N2 
basis is small in comparison to the bases used for these lighter systems. 
To compare the different components of the quadrupole tensor obtained by 
Cernusak et о/.3 9 with our results, we transformed their cartesian components to 
our convention by the following formulas, 
«20,20 = 3Czz,zz 
0:21,21 = 4Cxz,xz (22) 
a22,22 = 4CXXtXX — Ciz<zz 
We see that Cernusak's values happen to agree very well with the results obtained 
by the TDCHF method, except for 022,221 ί ° Γ which they find a much lower value. 
Both our T D C H F and SDT-MBPT value are almost a factor of two higher than 
the result of Cernusak et al. Since this quantity depends very sensitively on the 
d- and f-orbitals, it may well be that this difference is indicative for the basis set 
dependence of these second order properties. 
The TDCHF Cg dispersion coefficients of Visser et о/.1 6 are the only ones 
known to us. As in the case of the dipole properties and the quadrupole polariza­
bility, our results lie about 5% above theirs. We expect our isotropic Cg coefficient 
to be the more accurate one, since the present method is by design an improvement 
on the method of Visser et al. 
D . M i x e d d i m e r s . 
When all necessary components of the dynamic polarizability tensors for a 
set of monomers are available, it is possible to compute the dispersion coeffi­
cients of the dimers consisting of these monomers by the Casimir-Polder relation, 
Eq. (15). Visser et α/.1 6 have published the dispersion coefficients for all mixed 
dimers containing He, Ne, H2, and N2 in the TDCHF approximation. Because 
TABLE П. Dispersion coefficients /or mixed dimers fin a.u.J in 
SDT-MBPT approximation.,I'(>1,! 
c
e 
ΊΪ 
Cs 
ΊΪ 
it 
Сю 
lio 
fío 
7Îo 
He-Ne 
3.075d 
(2.724) 
... 
36.0 I e 
(31.25) 
бгг.о' 
(439.7) 
... 
He-H 2 
4.048" 
(3.913) 
0.2252'1 
(0.2114) 
55.43' 
(54.21) 
0.6649*= 
(0.6297) 
0.0260' 
(0.0229) 
1005. m 
( 996.2) 
0.7745" 
(0.7429) 
0.0209° 
(0.0132) 
0.0167P 
(0.0161) 
Ne-H2 I 
8.441« 
(7.473) ( 
0.2204r 
(0.2055) 
135.4' 2 
(119.6) (2( 
0.5940' 
(0.5676) 
0.0217 
(0.0193) (-
2681." 
(2358) 
0.7226" 
(0.7007) 
0.0189 
(0.0124) 
0.0128 
(0.0126) 
le-Na 
10.27·" 
9.795) 
0.2801 1 
(0.2518) 
18.1»' 
)8.0) 
2.049' 
(1.896) 
•0.0Ь9Ола 
0.0757) 
·· 
·· 
·· 
Ne-N2 
21.75a* 
(19.07) 
0.27A2ac 
(0.2433) 
509.9 
(443.0) 
1.880 
(1.760) 
-0.0576 
(-0.0634) 
... 
... 
a
 Between brackets are TDCHF results. ь The results of dimers containing Ne ase all in basis IV. 
' In = C^/CZ00. d (3.05-3.21) Ref. 37, (3.03-3.20) Ref. 47, 3.041 Ref. 35, 3.029 Ref. 48; ' 
(28.2-37.2) Ref. 37, (28.3-37.0) Ref. 47; ' (338.-520.) Ref. 37, (386.-534.) Ref. 47; в 4.030 Ref. 
19, 4.018 Ref. 46; h 0.2099 Ref. 19, 0.2176 Ref. 46;l 55.51 Ref. 19, 55.0 Ref. 46; k 0.6912 Ref. 
19, 0.7014 Ref. 46; ' 0.0І56 Ref. 19, 0.0173 Ref. 46; m 1005. Ref. 19, 1025.3 Ref. 46; " 0.θ13β 
Ref. 19, 0.7652 Ref. 46; " 0.0251 Ref. 19, 0.0278 Ref. 46; Ρ 0.0157 Ref. 19, 0.0056 Ref. 46; « 8.47 
Ref. 44, 8.28 Ref. 43; r 0.2102 Ref. 44, 0.2258 Ref. 43; · 129.0 Ref. 44; « 0.5814 Ref. 44; u 2430. 
Äef. 44; " 0.5814 Ref. 44; " 10.21 Ref. 45, 10.22 Ref. 49; x 0.2258 Ref. 45; » 185.0 Ref. 45; z 
1.087 Ref. 45; ^  -0.1350 Ref. 45; «* 21.8 Ref. 43; ^  0.2147 Ref. 43. 
the SDT-MBPT method yields better results than the TDCHF approach and also 
because our basis for neon (basis IV) is of higher quality than the basis they used 
(basis I) we judged it worthwhile to recompute these dispersion coefficients for all 
the mixed dimers. The results of these computations are collected in Tables VII 
and VIII. 
Starting with the He-Ne dimer, we can compare our CG (3.075 a.u.) with 
the bounds (3.05-3.21 a.u.) determined by Tang, Norbeck and Certain37 and by 
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Standard and Certa in 4 7 (3.03-3.20 a.u.) from sum rules and Fade approximant 
techniques. Further literature values available are the Ce coefficient (3.041 a.u.) 
of Leonard and Barker 3 5 , and of Kumar and M e a t h 4 8 (3.029 a.u.), obtained from 
pseudo-dipole oscillator strength distributions. These last authors claim an error 
of less than 1%. Notice that their value lies slightly below the lower bounds given 
by Tang et al. and by Standard and Certain. Our result for the CQ coefficient lies 
just above those lower bounds and is in very good agreement with the two semi-
empirical values, lying + 1 . 5 % above the result of Kumar and Meath and + 1 . 1 % 
above the result of Leonard and Barker. The TDCHF value for Ce lies —10% 
below the value of Kumar and Meath. So the improvement over the TDCHF 
approach is considerable. 
Our Cg coefficient (36.01 a.u.) lies close to the upper bound (37.2 a.u.) given 
by Tang et al. and Standard and Certain (37.0 a.u.). As we already discussed 
for the neon dimer, the calculations of these bounds were based on a value of the 
neon quadrupole polarizability, which, in all likelihood, is too low. This explains 
why our Cg is close to the upper bounds. 
The same holds for the Сю coefficient. Here the bounds of Standard and 
Certain bracket a higher value of Сю than the value of Tang et al., because they 
used for neon the octupole polarizability (34.27 a.u.) of McEachran et α/.,34 which 
is higher than the older value of Doran (30.37 a.u.). As our octupole polarizability 
is even higher than McEachran's, it is not surprising that we find а Сю which is 
close to the upper bound of Standard and Certain and above the upper bound of 
Tang et al. This high value for the octupole polarizability of neon and the Сю for 
He-Ne is mainly due to the inclusion of g-orbitals in our neon basis. 
Turning to the Не-Нг dimer, we see that the isotropic dispersion coefficients, 
obtained with the SDT-MBPT method, agree excellently with the full CI results 1 9 
and with the results of Meyer, Hariharan and Kutzelnigg.4 6 Although we would 
indeed expect from the polarizability data for He and Щ that the dispersion 
coefficients of the dimer should be close to the full CI results, this agreement is 
too perfect, and somewhat fortuitous. Because the polarizability values for helium 
lie below and for H2 they lie above the full CI values, these two errors cancel each 
other. But again, addition of true correlation improves the TDCHF results. 
The diiferences between SDT-MBPT and full CI for the anisotropic coeffi­
cients are larger. As in the case of the H2 dimer it is debatable whether S D T -
M B P T behaves better than T D C H F . The differences with full CI values for ^ for 
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TABLE ІП. Dispersion coefficients for H2-N2 (in a.u.) 
in SDT-MBPT approximation."·0 
c
ooo 
Ί™ 
044 
In 
„202 
In 
^
0 
7 S 2 2 
~224 
In 
~242 
In 
„244 
In 
246 
In 
-404 
In 
422 
In 
424 
In 
426 
In 
n = 6 
30.54e (29.28 ) 
0.2981 ( 0.2741) 
... 
0.2339 ( 0.2199) 
0.0065 ( 0.0057) 
0.0174 ( 0.0153) 
0.1877 ( 0.1653) 
... 
... 
... 
n = 8 
771.7 
1.741 
-0.0777 | 
0.4470 
0.0143 
-0.0536 ( 
0.3487 
-0.0014 | 
-0.0036 | 
-0.0732 | 
0.0146 
0.0003 
0.0005 
0.0141 
744.0 ) 
( 1.594 ) 
-0.0827) 
0.4244) 
[ 0.0127) 
-0.0447) 
0.3013) 
-0.0014) 
-0.0035) 
-0.0721) 
; 0.0130) 
( 0.0002) 
; 0.0004) 
( 0.0117) 
a Values between brackets are TDCHF results. Reí 16. 
¡j „ЬлЬвІ'
 =
 QLALBLIQ000_ 
с Lit. 29.2 réf. 43, 29.45 reí. 49. 
η = 6,8,10 are +7.3%{+0.7%), -3.8%(-8.9%), and -4.8%(-8.7%) respectively 
(between brackets are the TDCHF results). These errors are consistent with those 
found for the Щ dimer, since the anisotropy in the dispersion is, of course, only 
due to the non-sphericity of Ha. 
Next we look at the Ne-Ha dimer. Except for the TDCHF calculations of 
Visser et al.16, there are to our knowledge only the papers by Langhoff, Gordon, 
and Karplus 4 3 and by Tang and Toennies,4 4 that report long range data on this 
system. Because our dipole polarizability for Щ lies above the full CI value and 
the corresponding value for neon is rather accurate, we expect the Ce result to lie 
a little above the exact value. Indeed, we find a value that is 1.8 % higher than 
the one of Langhoff et al. Our result is also in good agreement with the value 
obtained by Tang asid Toennies, their value being higher by only +0.5%. 
However, the Ca and Сю values show a larger difference with the results of 
Tang and Toennies, which is probably due to the inclusion of g-orbitals in our 
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neon basis. To test this, we computed the dispersion coefficients in basis II. The 
results are Ce = 8.43 a.u., С
я
 = 135 a.u. and Сю = 2424 a.u., which may be 
compared with the Tang and Toennies values of Ce = 8.47 a.u., Ce = 129 a.u. 
and Сю = 2430 a.u. We see that Сю, computed without g-orbitals in the neon 
basis, agrees almost exactly with the value of Tang and Toennies. 
The anisotropic coefficients given by Tang and Toennies and by Langhoff et 
al. are given in the LLM convention.1 6 To transform them to our LLL convention 
we used the following formula: 
COLL
 =
 ( . i j i y j l + i C°LM (23) 
(see Eq. (39) of Ref. 16). The differences between our results and the results 
obtained by Tang and Toennies are larger than for the isotropic coefficients, while 
7 І of Langhoff et al. is close to our result. 
Because we did not include g-orbitals in the N2 basis, so that we cannot 
describe accurately the frequency-dependent octupole polarizability of N2, we re­
stricted the computations for the dimers containing N2 to the Ce and Ce coeffi­
cients. 
For the He-N2 dimer there is a semi-empirical estimate of CQ (10.22 a.u.), 
obtained from pseudo-dipole oscillator strength distributions, by Margoliash and 
M e a t h . 4 0 Other estimates for the isotropic Ce (10.21 a.u.) and Cg (185 a.u.) and 
their anisotropics are by Habitz, Tang and Toennies, 4 5, who applied the method 
that was used by Tang and Toennies for Ne-H2. As their estimate of Ce was too 
large as compared with the value of Margoliash and Meath, they scaled all their 
results. Finally there is a Ce (10.3 a.u.) and 75(0.2268) of Langhoff, Gordon, and 
Karplus 4 3 . Our result of 10.27 a.u. is in excellent agreement with the Ce values of 
the different groups. Again there is a considerable improvement over the TDCHF 
value of 9.80 a.u. The result for 7 ! of Langhoff et al. and the scaled result of 
Habitz et ai, however, lies substantially lower than our result (—19%), whereas 
the unsealed result of Habitz et al. lies considerably above our result (+41%). 
Their scaled Ce value is also substantially lower than our result whereas their 
unsealed result of 218 a.u. agrees exactly with our findings. Their unsealed 7 ! 
(1.901) lies also closer to our value than the scaled value, so this puts some doubt 
on the use of a Ce-scaling factor for Cg. 
The only available data for Ne-N2 are a semi-empirical estimate of Ce and 7 ! 
of Langhoff, Gordon, and Karplus 4 3 and TDCHF calculations of Visser et α/.1 6 As 
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we used a different Ne basis than Visser et al., our TDCHF results differ slightly 
from theirs. Again there is an excellent agreement between our result for Ce and 
the estimate of Langhoff et al., much better than for TDCHF, but again their 
value of 71 lies about —21% below our result. 
For H2-N2 (Table VIII) the same trend is observable. Our isotropic Ce coeffi­
cient (30.54 a.u.) agrees to within a few percent with the semi-empirical estimate 
of Margoliash and M e a t h 4 9 (29.45 a.u.) and of Langhoff et α/.4 3 (29.2 a.u.). For 
the other coefficients, no other data are available, except the T D C H F values. 
V. Summary and conclusions. 
We have added to the TDCHF values of the frequency-dependent polarizabilities 
all true correlation contributions through second order in the correlation poten­
tial, including those that contain triply excited intermediate states. Using those 
corrected polarizabilities, we have computed dispersion coefficients. In all cases 
where comparison with experimental or accurate theoretical results is possible, 
the agreement is good, although the anisotropy in the dipole polarizability of the 
linear molecules H2 and N2, which is difficult to compute accurately, still tends to 
be overestimated somewhat, just as in the TDCHF approach. In order to improve 
the accuracy of the computed anisotropy values for N2, it may be wise first to 
consider a larger and better АО basis than higher order correlation effects. The 
accuracy of the static isotropic polarizabilities is high, and the isotropic disper­
sion coefficients can be computed 06 initio with an error of only a few percent. 
The addition of true correlation effects in general improves the values obtained 
by TDCHF, especially for dimers containing helium or neon. For Ή.2, however, 
where TDCHF gives already accurate results, there is no definite improvement, 
and higher than second order correlation must be considered, if more precision is 
desired. 
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CHAPTER IV. 
CORRELATED VAN DER WAALS COEFFICIENTS. 
IL DIMERS CONSISTING OF CO, HF, H2O, and NH3 
Abstract 
Correlated frequency-dependent polarizabilities are calculated for the 
molecules HF, H2O, NH3, and CO by the use of a many body pertur­
bation theory method, to second order in the correlation potential. We 
computed from these polarizabilities the dispersion coefficients C
n
, up 
to η = 10, for all the dimers consisting of these molecules and for all 
their combinations with He, Ne, Щ, and N2 for which the polarizabili­
ties were calculated previously. The results are compared with (semi-) 
empirical and theoretical values from literature as far as possible. 
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I. Introduction. 
In paper I 1 of this series, we studied part of the interaction between Vein der 
Waals dimers. More specifically, we investigated the dispersion energy, which for 
nonpolar and weakly polar, neutral systems is the dominant term of the long 
range part of the intermolecular potential between Van der Waals molecules. It is 
very difficult to obtain the dispersion energy from experimental data, except for 
its lowest isotropic term, the C
e
 coefficient, which can be obtained from a dipole 
oscillator strength distribution (DOSD). It is therefore of considerable interest 
to develop ob initio methods that enable their computation. Until recently the 
most reliable computational method was the time-dependent coupled Hartree-Fock 
(TDCHF) method, which, however, can give errors as large as 15%. 2 ~ 4 
In paper I we introduced a double perturbation theory approach, which fol­
lowed quite naturally from an analysis of the Cl-perturbation theory, that we 
performed in an earlier paper. 5 In this double perturbation approach, both the 
intermolecular interaction operator and the intramolecular correlation potential 
are treated as a perturbation. The product of the Hartree-Fock wavefunctions of 
the separate monomers is taken as the zeroth-order wavefunction. Furthermore we 
use a multipolar expansion for the intermolecular interaction operator, as is usual 
in the long range region, where it is assumed that there is zero overlap between the 
two monomers. This yields a description of the dispersion energy as a power series 
in Л - 1 , І2 being the distance between the centres of mass of the two monomers. 
The coefficients of R'1 in this expansion are the dispersion (or Van der Waals) 
coefficients. 
In our method we consider the first-order time dependent perturbation equa­
tion for the monomers perturbed by multipolar time-dependent electric fields. The 
first-order time dependent wave function is then expanded in a power series of the 
correlation potential operator. 
In a diagrammatic analysis of this perturbation expansion, one can distinguish 
different classes of diagrams. Since we start by performing a TDCHF calculation 
the "apparent" 6 correlation (RPA) diagrams are summed to infinite order. The 
"true" correlation contributions through second order in the correlation potential 
are then added to the TDCHF results. For more details we refer to Refs. 1 and 5. 
In this manner we obtain correlated second order (in the electric field) energies, 
that are proportional to frequency-dependent multipole polar izabilities. Although 
6 5 
these second order properties of the molecule are very interesting by themselves, 
because they play a role in such different phenomena as absorption, refraction, 
light scattering and laser cooling7 we will not consider them in detail, but use 
them only as input to the Casimir-Polder integral.8 This is an integral over the 
product of multipole polarizabilities, depending on imaginary frequencies, of the 
two monomers. This integral gives the dispersion coefficients. 
In paper I we applied this method to compute the multipole polarizabilities of 
He, Ne, H2, and N2 and the dispersion coefficients of all the dimers consisting of 
these four molecules. Comparison with accurate literature values, both experimen­
tally and theoretical showed very good agreement, indicating that it is possible to 
compute these coefficients with an error of a few percent, provided that the basis 
sets used are large and flexible enough to account for polarization and correlation 
effects. We found a consistent reduction of the errors in the TDCHF results. 
In the present paper we will continue these studies on the molecules CO, 
HF, H2O, and NH3. Considerable interest for these molecules currently exists 
among astrophysicists, who need intermolecular dimer potentials to explain ob­
served phenomena in interstellar clouds. Examples are the He-NHa interaction 
(see also Ref. 9), the He-СО interaction (Ref. 10) and the H2-CO interaction 
(Ref. 11-13). Much work, both experimentally and theoretically, has been done on 
these molecules. But, although they are relatively small systems, to which sophisti­
cated ab initio methods can be applied, data on the dispersion coefficients are very 
scarce, especially for the non-linear molecules H2O and NH3. To our knowledge no 
previous ab initio calculation of the dispersion coefficients for these molecules has 
been performed. The only data available are the semi-empirical isotropic CQ co­
efficients obtained from measured DOSD's and some estimates using combination 
rules. 
We will present here dispersion coefficients of the dimers consisting of these 
molecules and for the interactions of these molecules with He, Ne, H2, and N3. 
The outline of this paper will be as follows. In section II we present a formula to 
compute the dispersion coefficients from the frequency-dependent polarizabilities 
for general molecules. In section III we give some information on the basis sets 
and the geometry of the molecules. Section IV will contain a discussion of the 
accuracy of the polarizabilities and in this section we will present the isotropic 
dispersion coefficients and a selection of the most important anisotropic contri­
butions. Whenever possible these results will be compared to published values 
ее 
and to our own results obtained by the TDCHF method. This will show that our 
double perturbation method represents a definite improvement over this TDCHF 
method. Finally in section V we will summarize our findings and we will draw 
some conclusions. 
II. Theory. 
Until now the computation of dispersion coefficients in our group has been limited 
to dimers consisting of atoms or linear molecules. Since in this paper we also 
consider the non-linear molecules ЩО and NH3, we present the necessary formulas 
for general molecules. The dispersion interaction is expanded as follows:14,15 
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where the algebraic coefficient is defined by: 
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The expression between braces is a Wigner 9-j symbol.16 Notice that for К A — 
KB = 0 we recover the dispersion coefficient expression for dimers consisting of 
atoms and linear molecules. The frequency-dependent polarizabilities on basis of 
spherical harmonic functions are defined as: 
M- [(2f + l)(2/' + l)l* 
<*
m
,
m
'{«») = ^ 
Е
" -
Е о
 (0\Q'
m
\n)(n\Q'
m
,\0) 
(5) 
^
о
( £
л
- £ о ) 2 - М 2 
where the components of the multipole operator tensor Q1 are defined as 
Q'
m
(r) = E ^ ( ¿ r n ) y"('»№>· (6) 
The Y^ißi, <Pi) are the usual spherical harmonic functions and the sum over t runs 
over all electrons of monomer A or monomer B. Finally we find it more convenient 
to transform the frequency-dependent polarizabilities to expressions over multipole 
operator components defined in terms of the tesserai harmonic functions Clm (the 
cosine functions) and 5^, (the sine functions). For convenience we write: 
BL = Clm m > 0 
Bl.m = Slm m > 0 
(7) 
Using the transformation formula from spherical harmonic functions to tesserai 
harmonic functions: 
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where we introduced the definition : 
a
m
 = sign(m) (9) 
The frequency-dependent polarizability on basis of tesserai harmonic functions is 
given by: 
-ι,ι' /· ч _ g v~^ En — EQ 
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Notice that the imaginary part of this equation yields zero, unless Cl
m
 and S^, 
carry the same irreducible representation under the point group symmetry of the 
molecule under consideration. Because one of the symmetry elements of the point 
groups CnV is a vertical plane, C
l
m
 and Sl
m
, indeed carry different irreducibele 
representations (the first function is symmetric, the second is anti-symmetric in 
the coordinate <p) for these point groups. Therefore, we retain only the real part 
of Eq. (11) for linear molecules (n = oo), for H20(n = 2) and NH3 (n = 3). 
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III. Computational details. 
The ATMOL4 package of programs 1 7 was used for the computation of the SCF 
orbitals expressed in terms of tesserai harmonic GTO's, and for the computation 
of the one-electron multipele integrals. 
Prom the frequency-dependent polarizabilities, obtained with the M B P T 
method, we compute the Casimir-Polder integral (Eq. (3)) numerically, using a 
Gauss-Chebyshev grid of 20 points. Because of the symmetry in ω we only have 
to compute the polarizabilities at half this number of points. 1 
The polarizabilities are very sensitive to the quality of the basis set. Espe­
cially the description of the anisotropy requires a very large number of GTO's and 
so it is necessary to balance the quality of the basis set against computational 
feasibility. Also, when the η-value of the dispersion coefficients C
n
 gets larger, 
increasingly higher order multipole polarizabilities contribute. Therefore, the ba­
sis sets should support the allowed transitions, i.e., they should contain functions 
with increasingly higher 1-values. The basis sets, which were obtained from the 
literature on the computation of static polarizabilities had in some cases to be 
adjusted because of computational limitations. They contain only s- ,p- ,d- , and 
f-functions. This should describe the dipole and quadrupole polarizabilities well, 
but higher polarizabilities will be only partly accounted for. This implies that 
there will be an increasing error in the higher dispersion coefficients. Still, be­
cause up until now no values for these properties are available, we feel it is useful 
to publish them here for future reference. 
The CO basis was taken from a paper by Visser and Wormer4 and consists 
of a [12s, 7p, 3d, 2f / 6s, 5p, 3d, 2f] basis for С as well as O. We choose the z-axis 
as the molecular axis, the origin is placed at the centre of mass, with the O-atom 
lying on the positive axis. The equilibrium value of Reo = 2.132 a.u. is taken as 
the bond distance. 
The basis set for HF was taken from several sources. For the F-atom we 
use the 10s,6p basis of Huzinaga. 1 8 Following the work of Knowles and Meath, 1 9 
we replaced the most diffuse s-orbital by two others with exponents 0.36179 and 
0.121693. Also the most diffuse p-orbital was replaced by two others with expo­
nents 0.3266532 and 0.13066128. To these we add three d-groups of Werner and 
Meyer 2 0 and the most compact and most diffuse f-functions of Knowles and Meath 
with exponents 1.1025 and 0.1225. For the Η-atom we used the uncontracted 7s 
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set of basis A of Diercksen and Sadlej. 2 1 To these were added, the three p-functions 
with exponents 0.9, 0.3, and 0.1 and the most compact and most diffuse d-functions 
with exponents 1.1025 and 0.1225, taken from the work of Knowles and M e a t h 1 9 . 
Further we added one f-function with exponent 0.2. The z-axis was chosen as the 
molecular axis with the origin in the centre of mass and the Η-atom lying at the 
positive axis. The interatomic distance is RHF — 1.7325 a.u. 
In the case of the H2O molecule we chose the 10s,6p basis of Huzinaga, 1 8 
for the O-atom with the most diffuse s- and p-orbital substituted by two others, 
according to the recipe of Werner and Meyer. 2 0 The three d-functions of Werner 
and Meyer plus two f-functions with exponents 0.3 and 0.1 were added to this 
basis. For the Η-atom we used the uncontracted [7s,2p,ld] basis of Diercksen and 
Sadlej. 2 1 The symmetry axis of the molecule was chosen as the z-axis, with the 
origin at the O-atom and the Η-atoms lying in the xz-plane. ROH = 1-8111 a.u. 
and ¿{HOH) = 104.45°. 
For the NH3 molecule we used the basis A of Diercksen and Sadlej.21 Because 
the computations in this basis were too time consuming, we deleted the most 
compact d-orbital on the N-atom and kept the lowest and highest MO frozen. 
The symmetry axis was chosen as the z-axis, with the origin at the centre of mass 
and the N-atom lying at the positive axis. RNH = 1.9132 a.u. and ¿(HNH) = 
106.67°. 
IV. Results and discussions. 
In this section we will discuss our results for consecutively HF, CO, H2O, and 
NHa. For each molecule we give first a discussion of the polarizabilities, because 
from these we yield the dispersion coefficients and the accuracy of the polarizabili-
ties gives an indication of the quality of the basis sets used. By necessity we restrict 
the discussion to polarizabilities at frequency zero, i.e., the static polarizabilities, 
because published values of the polarizabilities at pure imaginary frequencies are 
not available in the literature. On the other hand there is considerable informa-
tion on static polarizabilities, especially dipole polarizabilities, both from theory, 
where the finite field CI and finite field MBPT method yield accurate results, and 
from experiment. 
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T A B L E I. PoJariiabiüties of HF. 
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4.93/ 
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a TDCHF values; Reí. 19. 
Ь Finite Beid SCF; Ref. 20. 
с CHF values; Ref. 24. 
d Finite ßeid SCF; Ref. 23. 
e Semi-empirical estimates; quoted from Ref. 23. 
f Finite fieJd M B P T ; Ref 23. 
g СЕРА values; Ref 20. 
Ь Finite fieid MCSCF; Ref 27. 
i Finite fieid MCSCF; Ref 28. 
J5, = (2l+1)- 1 E I „- |SK. B . . 
The number of literature values on dispersion coefficients is rather limited, an 
exception being the isotropic CQ coefficients. Using several sum rules,22 one can 
compute these from dipole oscillator strength distributions, that can be obtained 
from photo absorption and refractive index measurements. This is the main source 
of data for comparison with our dispersion coefficients. The anisotropic dispersion 
coefficients will be given in the form of the dimensionless anisotropy factors 
„ ¿ ' A I - ' C A I . L B I - K B I Í ' " 
ÏOOLOOLO (12) 
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where Lo = 0 for η even and Lo = 1 for η odd. Since the number of anisotropic 
dispersion coefficients rapidly increases with increasing n, we will give below only 
the dominant anisotropic coefficients. More detailed lists are available on request. 
As mentioned above, the error in the dispersion coefficients is fully determined 
by the error in the frequency dependent polarizabilities. If we assume that the 
relative error in the polarizabilities is constant over the whole frequency range and 
that the available values of the static polarizabilities are accurate we can estimate 
the relative errors in the dispersion coefficients. When these assumptions are valid, 
the relative error in the isotropic CQ coefficient is the sum of the relative errors 
in the static isotropic dipole polarizabilities of the two monomers. For He, Ne, 
H2, and N3 we will use the following values for the relative errors in the isotropic 
dipole polarizability, obtained from paper I: ( 2%) for He, {—\-l%) for Ne and 
N2, and (~ +3%) for H2. 
H F . 
The dipole polarizability of HF was studied by several workers (Knowles and 
Meath, Amos, Diercksen and Sadlej, Werner and M e y e r ) 1 9 , 2 0 ' 2 3 , 2 4 on the level of 
the finite field SCF method, which for static polarizabilities is equivalent to the 
T D C H F method . All values for an from these groups are in close agreement 
(5.72-5.75 a.u.) and lie close to the numerical coupled Hartree Fock values of 
Christiansen and McCullough 2 5 (5.78 a.u.) and of Adamowicz and Bart le t t 2 6 
(5.75 a.u.). For â j . the range is 4.45-4.48 a.u. with the exception of the result of 
Diercksen and Sadlej who find 4.30 a.u., probably because they use a much smaller 
basis set (the least sophisticated basis set of Werner and Meyer). Our results in 
the TDCHF approximation (see Table I) are in excellent agreement with those of 
the other groups, indicating that the quality of our basis set with respect to the 
dipole properties is comparable to theirs. 
In several of the above mentioned works electron correlation is also taken into 
account. Amos2 7 and Reinsch28 used the finite field MCSCF method, Werner and 
Meyer20 the finite field СЕРА method and Diercksen and Sadlej 2 3 used the finite 
field M B P T method. Although the finite field SCF results of these groups all lie 
close together there is a large spread in their correlated results, the range for άιι 
being 5.82-6.44 a.u. and for α χ this range is 4.38-5.17 a.u. So there is still little 
agreement between the different correlation methods. 
When comparing theoretical values for the polarizabilities, which are mostly 
тз 
TABLE П. Dispersion coefficients of (timers ccmtaining HF. 
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рООООО 
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„004М 
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0.161° 
9.153a 
0.489a 
β4.90α 
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18β.α 
1.213a 
1027.a 
0.981a 
0.451a 
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11.63 
0.441 
75.50 
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233. 
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0.443 
Ne-HF 
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Ъ.Ш" 
O.ISS0 
17.57е 
0AbZe 
146.02° 
0.605е 
409.8е 
1.110 
2522.e 
0.901 
0.378 
MBPT 
п.ъг* 
0.162 
24.34 
0.436 
186.40 
0.566 
566.6 
1.014 
3372. 
0.824 
0.366 
a. TDCHF vailles; C g 0 0 0 0 = 4.76; ^ 0 2 0 2 = 0.160; С ? 0 1 0 1 = 9.52; 
^оозоэ
 = 0 4 4 4 ; сооооо = β 6 в 1 ) . ^00202 = 0 630; 
çooioi
 = 1 8 8 з; ^ооэоз
 = 1 Лз7,· 
рооооо _ П54.5; 7°g2 0 3 = 0.738; ^Jg4 0 4 = 0.456; Ref. 32. 
b. C g 0 0 0 0 = 5.25, Semi-empiricai estimate, Ref. 34. 
c. TDCHF values: C g 0 0 0 0 = 9.36;
 1 g
0 2 0 2
 = 0.155; С ? 0 1 0 1 = 18.19; 
7оозоз = 0 4 з 8 ; cçoooo = 1 5 0 7 ; ^00202 = 0 5 5 9 . 
с
ооіоі
 = 4 1 5 7 . с-ооооо = 2 8 6 8 ; Ä e f 3 2 
d. Cg0000 = 10.87, Semi-empirical estimate, Ref. 34. 
computed at the equilibrium molecular geometry, with experimental values one 
must take care of correcting the experimental values for ground state vibrational 
motions. Diercksen and Sadlej23 made a semi-empirical estimate of the two compo-
nents of the dipole polarizability, based on experimental values quoted by Werner 
and Meyer.20 Using a correction for the ground state vibrational motion, they 
find values of ¿ц = 6.40 a.u. and â± = 5.08 a.u. These results we will use as our 
reference. The results that Werner and Meyer obtained with their СЕРА method 
are very close to these reference results. Our value of ä± also is very close to the 
semi-empirical estimate. The difference between our result for απ and the refer­
ence result, however, is somewhat larger (3.5%), but closer to the reference result 
than the MCSCF values of Amos and of Reinsch. This implies that our rota-
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TABLE Π Ι . Dispersion coefficients oí dim ers containing HF. 
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a. С ? 0 0 0 0 = 16.49;
 7 °
0 2 M
 = 0.162; С ? 0 1 0 1 = 33.22; ч ? 0 3 0 3 = 0.448; 
720іоз = 0 6 β 8 ι . £00000 = 304.3; С § 0 1 0 1 = 856.5; C?g 0 0 0 = 6608.; 
Hef. 32. 
b. C g 0 0 0 0 = 19.00, Semi-empiricaJ estimate, Ref. 34. 
tionally averaged dipole polarizability is very close (+2.0%) to the semi-empirical 
value and to the value of Werner and Meyer, but the anisotropy in our dipole 
polarizability ( Δ α = 1.48 a.u.) is too high by as much as + 1 2 % as compared to 
the reference result, due to the somewhat larger relative error in ¿ц. We already 
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observed the same sensitivity of the anisotropy in our earlier work for Ha and N2,1 
where we found that the anisotropy is very sensitive to the quality of the basis 
set. This is confirmed by another calculation we did on HF with a much smaller 
basis set yielding a smaller value for ài (5.33 a.u) and a much larger value for the 
anisotropy Δά (1.61 a.u.). So a further extension of the basis set could reduce the 
remaining error even more. Of course there is still a remaining error due to higher 
order correlation contributions, but from the work of Diercksen et о/. 2 1 , 2 9 , 3 0 we 
conclude that these higher order contributions tend to cancel each other. 
For linear molecules there are two independent components of the dipole-
quadrupole and three independent components for the quadrupole-quadrupole po-
larizability tensor. We can compare our TDCHF values with the values obtained 
by Knowles and Meath,1 0 who defined their multipole polarizabilities in terms of 
spherical harmonic functions. Using Eq. (11) we can convert their results to our 
convention. In the case of atoms or linear molecules Eq. (11) simplifies to 
SU. = (-irttl-m- ( 1 3 ) 
Knowles et al. used a much larger basis set than ours, including g-functions on the 
F-atom and hence give a more accurate TDCHF description of the higher multi-
pole polarizability components. Nevertheless our results compare very well with 
theirs, our result for the rotationally averaged quadrupole-quadrupole polarizabil­
ity being 2.7% below their result (17.39 versus 17.87 a.u.). Correlated results for 
the dipole-quadrupole polarizability tensor components are obtained from Amos,27 
who defined the multipole polarizabilities in terms of cartesian functions using the 
definitions of Buckingham.31 The conversion to our convention is: 
-2,1 _
 л
 _ л 
"ο,ο
 — Λ
ζ,*ζ — лц, 
To our knowledge there are no values available for the components of the octupole 
polarizability tensor. Due to the lack of g-functions, we expect to obtain only part 
of this property. 
Using the argument stated in the introduction to this section we estimate the 
errors in our isotropic Ce coefficients (Table II and III) to be ~ 1% for He-HF, 
~ 3% for Ne-HF and N2-HF and ~ 5% for H2-HF and HF-HF with all our results 
probably being too high. Comparing our TDCHF dispersion coefficients for He-
HF, Ne-HF and (HF)2 with those obtained by Knowles and Meath, 1 0 , 3 2 we see 
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that our isotropic Ce coefficients agree to within better than 1%, the difference 
in the С?, Cg, and Cg coefficients is less than 4% and the difference in the Cw 
coefficients varies between 11% and 15% for the three dimers. The anisotropy 
factors also show increasing differences when going to higher order coefficients, 
but in general the discrepancy is less than 10% except again the anisotropic Сю 
coefficients. The large error in the Сю coefficients is probably due to the lack of 
g-functions and the use of less f-functions for the F-atom in our basis set. 
TABLE Г . PoJaräabilities of CO. 
A 1 · 1 
а
О,0 
*i:i 
a 0 , 0 
Л
2
'
1 
S i " 
Δάι 
5а 
5з 
TDCHF 
14.35 
11.20 
-11.20 
-15.82 
12.25 
3.15 
100.9 
1031. 
Lit. 
14.38,° 
11.12,° 
-11.20,° 
-15.66,° 
12.21,° 
3.26,° 
14.53,6 
11.34,6 
12.40,* 
3.19,ь 
MBPT 
17.14 
11.88 
-13.00 
-16.39 
13.64 
5.26 
105.6 
1080. 
Lit. 
15.43,с 
15.59,' 
илз,' 
п.т,
с 
-13.82,c 
-16Л0,С 
12.9V 
13.06,e 
ЗЛО," 
3.79,e 
15.74,d 
U.63,d 
13.13* 
13.08/ 
3.91,'' 
3.65," 
a Finite fieid SCF values, Ref. 36. 
b Finite fieid SCF vahes, Ref. 20. 
с Finite fieid CI values, Ref. 36. 
d СЕРА values, Ret. 20. 
e Coupled Cluster results, Ref. 35. 
f Experimental result, corrected for ground state vibrational motion, 
quoted in Ref. 20. 
g Experimental result, corrected for ground state vibrational motion, 
quoted in Ref. 37. 
* a , = (2i
 + i)-ij: 'm =_ lfiw i m . 
Looking at the correlated results, we see that the correlation effects are much 
bigger than the basis set effects, increasing the TDCHF results with as much as 
25% for the HF dimer. In determining the interaction potential for the HF dimer, 
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Brobjer and Murel l 3 3 made an estimate of the Ce, Ce and Сю coefficients. The 
estimate was based on a scaling of the dispersion coefficients of the iso-electronic 
Ne dimer. Their estimated Ce coefficient (21.0 a.u.) agrees very well with our 
correlated result, but their estimates of Ce (185 a.u.) and Сю (2262 a.u.) are 
even considerably below the TDCHF results, the estimate for Сю being only 34% 
of the TDCHF value given by Knowles and Meath. 3 2 Comparing our correlated Ce 
coefficients with the semi-empirical estimates of Kumar and M e a t h , 3 4 who claim 
an accuracy of better than 2%, we see that all our values lie above theirs, the 
differences ranging from +3.6% for He-HF, via +6.9% for Ne-HF to +9.2% for 
HF-HF. Our results are definitely closer to these semi-empirical estimates than 
the TDCHF results of Knowles and Meath, who find deviations of —9.4% for He-
HF, -13.9% for Ne-HF, and -13.2% for HF-HF. However, the results of Kumar 
and Meath do not fall within the error bounds estimated above, but we like to 
stress that our error estimate is rather crude and depends on the accuracy of the 
reference values of the static polarizabilities. The correlated anisotropy factors are 
very close to the T D C H F results of Knowles and Meath. Indeed, because these 
factors are defined as a quotient (see Eq. (12)), they should be less affected by the 
correlation effects, because both numerator and denominator in general increase 
due to correlation. 
To our knowledge the dispersion coefficients of H2-HF and Nj-HF given in 
Table III are the first reported ab initio values for these properties. 
CO. 
In Table IV we collect our results for the polarizability components of CO. Our 
values for the rotationally averaged dipole polarizability (12.25 a.u.) and the dipole 
anisotropy (3.15 a.u.) at the TDCHF level are again in good agreement with those 
of other groups. Amos 2 4 finds 12.20 a.u. and 3.25 a.u. respectively, and Werner 
and Meyer 2 0 finding 12.40 a.u. and 3.19 a.u. respectively. For the correlated 
values, we find ά = 13.64 a.u., compared to 13.13 au. by Werner and Meyer 
and an experimental result, corrected for the ground state vibrational motion, 
of 13.08 a.u. quoted by Werner and Meyer. Amos 3 5 finds a value of 12.97 a.u. 
using finite field CI calculations. Sunil and J o r d a n 3 6 find 13.06 using a Coupled 
Cluster method with single, double and triple excitations. So our result is too 
high by 4.2% as compared to the quoted experimental result. For the anisotropy 
( Δ ά = 5.26 a.u.) the result is worse. We find an error of 44% as compared to the 
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TABLE V. Dispersion coefficients of dimers containing CO. 
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experimental result of 3.65 a.u., quoted by Diercksen, Roos, and Sadlej 3 7 , whereas 
Werner and Meyer find 3.91 a.u., Amos finds 3.70 a.u. and Sunil and Jordan find 
3.79 a.u. This surprisingly large error in our Δ α is due to an overestimate of the 
correlation effects in ¿ц (17.14 a.u. as compared to 15.51 a.u. derived from the 
experimental values). At this moment we do not know whether this is caused by 
basis set deficiencies, higher order correlation or vibrational effects. 
Out of the higher polarizability components, we can compare only the two in­
dependent components of the dipole-quadrupole tensor with the values of Amos, 3 6 
who computed these properties at the finite field SCF level, and at the finite field 
CI level. However, the basis set he used (5s,4p,2d on each atom) is much smaller 
than ours. Again the values he obtains should be converted to our convention 
using Eq. (14). We find a good agreement with our results at the TDCHF level, 
but we find a smaller correlation effect. 
We estimate that our isotropic Ce coefficients (Table V and VI) are off by 
3% for He-CO, 5% for Ne-СО and Na-CO, 7% for H2-CO and HF-СО and 9% 
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for CO-CO. Besides the semi-empirical estimates of the CQ dispersion coefficients 
for CO with H2, N2, and CO from Jhanwar and Meath38 obtained from oscillator 
strength distributions there are also computations of dispersion coefficients, both 
isotropic and anisotropic by Parker and Pack, for CO with He, Ne,30 and with H2, 
N2, and CO.40 These authors calculated the coefficients using experimental fre-
quency dependent polarizabilities and Fade approximant techniques. They made 
estimates of the C7 and Cg coefficients in terms of the Ce coefficients. We find 
that our isotropic Ce coefficients lie closer to those obtained by Parker and Pack, 
than those obtained by Jhanwar and Meath. 
TABLE VI. Dispersion coefficients of aimers containing- CO. 
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80 
TABLE VI. (continued) Dispersion coefficients of dimere containing CO. 
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HF-CO 
TDCHF 
34.58 
0.187 
0.168 
0.085 
-155.2 
0.445 
0.129 
0.222 
0.127 
989.2 
2.066 
0.410 
0.400 
0.291 
-8084. 
0.717 
0.344 
0.671 
0.300 
0.274 
0.331 
28481. 
3.139 
0.708 
0.926 
0.577 
1.189 
MBPT 
42.57 
0.273 
0.174 
0.127 
-193.4 
0.488 
0.131 
0.219 
0.181 
1188. 
2.018 
0.463 
0.392 
0.306 
-9532. 
0.657 
0.382 
0.734 
0.298 
0.284 
0.339 
34306. 
3.044 
0.649 
0.987 
0.549 
1.108 
CO-CO 
TDCHF 
73.96 
0.191 
0.191 
0.097 
-349.8 
-1.000 
0.141 
0.107 
0.063 
2931. 
1.549 
-0.769 
1.549 
0.410 
-23059. 
0.533 
-1.000 
-1.255 
1.255 
-0.533 
0.037 
113349. 
2.424 
0.349 
-1.850 
2.424 
3.799 
MBPT 
89.14e·0 
0.278 
0.278 
0.205 
-422.9 
-1.000 
0.204 
0.063 
0.056 
3357. 
1.565 
-0.792 
1.565 
0.588 
-26060. 
0.505 
-1.000 
-1.277 
1.277 
-0.505 
-0.042 
126788. 
2.397 
0.341 
-1.836 
2.397 
3.713 
a. CO-CO: Cg0000 = 81.4; Ref 38. 
b. CO-CO: C«0000 = 88.4; Äef 40. 
The differences range from -1.2% to +3.9% (Parker and Pack) and from +6.2% 
to +9.5% (Jhanwar and Meath). However, the results from Parker and Pack as 
81 
well as the Jhanwar-Meath results fall within our own error bounds except for the 
N2-CO result from Jhanwar and Meath. For the C7 and C 8 and the anisotropic C 6 
coefficients of He-СО and Ne-СО the work of Parker and Pack is the only source 
of comparison. Because Parker et al. expand the interaction energy in Legendre 
functions, the definition of their dispersion coefficients C
n
(L) differs from ours. 
transformation formula for atom-linear molecule dimers is given by: 
ÇOOLOL
 = ^ ^ L ^ L ^ I
 Сп
щ. (15) 
Since the anisotropic Ce coefficients depend heavily on the dipole anisotropy of 
CO we expect our C g 0 2 0 2 to be too large. When we use the same method as for 
the isotropic Ce coefficient to estimate the error, we find that we overestimate the 
anisotropy factor with as much as ~ 40% and indeed, the Parker-Pack result is 
lower than ours by this amount. 
The C 7 0 1 0 1 coefficients of Parker and Pack are a ~ 12 times smaller than our 
values and of the opposite sign. The anisotropy factors also are ~ 5 times smaller 
than our results. Since, Parker and Pack use several approximations, while we 
use a consistent formalism for all coefficients, we believe our values to be more 
accurate. The same remark applies to the Cg coefficients, which are much smaller 
than our results. 
In their calculation of the H2-CO potential energy surface, Schinke, Meyer, 
Buck and Diercksen13 estimated the dispersion coefficients from combination rules 
and the Cg0 value of Parker and Pack.40 As mentioned above this value is very close 
to our result. Again, we use Eq. (15) to transform their results to our definition. 
We see that the estimates of Schinke et al. (Table VI) for C ° 0 0 0 0 and C°£000 
are much lower than our MBPT results. They are even considerably below the 
TDCHF values, so we think their estimates are too low. Because we overestimate 
the anisotropy of the dipole polarizability of CO, our value of ^g0 2 0 2 ¡g probably 
too high. This is confirmed by the result of Schinke et al., who find a value that is 
about ~ 25% below our result. However, the 7б 0 0 0 2 і which is determined by the 
anisotropy in the dipole polarizability of Ha is almost exactly equal to our result. 
When using the Casimir-Polder integral formula for C 0 0 1 0 1 we find a much lower 
value than Schinke et al. Using their approximate formula, with our data as input, 
we find С 0 0 1 0 1 = —210 a.u., which is very close to their estimate. So it seems that 
at least in this case the approximate formula seriously overestimates the C 0 0 1 0 1 
coefficient. For -γ 2 0 0 0 2 and -γ^0 2 0 2 on the other hand, we find much higher values 
8 2 
than Schinke et al. Especially our value of η β 0 2 0 2 is more than twice as large as 
theirs. Schinke et al. estimated this factor in analogy to the calculated values for 
CO- rare gas interactions of Parker and Pack. 3 9 We saw earlier that the -yg0202 
of Parker and Pack for He-CO and Ne-CO also differed markedly from ours, their 
values being less than 50% from our results. 
н2о. 
As reference values for the components of the dipole polarizability of H2O we 
use the vibrationless equilibrium values, derived by Diercksen and Sadlej 2 3 from 
the experimental data of Zeiss and M e a t h 4 1 and from the data of Murphy. 4 2 
TABLE П. PoJariiabiiities of H30. 
*У.-1 
A 1 · 1 Q 0 , 0 
«И 
δχ« 
ва 
Ô3 
TDCHF 
7.94 
8.54 
9.20 
8.56 
41.68 
315.3 
Lit. 
7.27Ia 
8.37," 
9.10,° 
8.25,« 
7.99,6 
6A7,b 
9.0i,b 
8.50,b 
MBPT 
9.14 
9.76 
10.23 
9.71 
47.40 
377.6 
Lit. 
9.59,° 
8.94,e 
9.64,e 
9.22,e 
9.81,= 
9.48,« 
Э.бв,' 
9.21,' 
S.30,d 
9.2' 
9.44,'' 
9.5' 
9.80>
d 
9.7' 
9.18,«1 
9.47' 
a Finite ßeld SCF values; Ref. 20. 
b Finite ßeld SCF results; Ref. 23. 
с СЕРА values. Ref. 20. 
d Finite fieW MBPT resufts,- Ref. 23. 
e finite fieid MCSCF results; Ref. 28. 
f Semi-empiricàl values; Ref. 23. 
»«.»(и + і г ^ о - , ^ . » · 
Looking at our results (Table VII), we see that our TDCHF results for the 
averaged dipole polarizability lies —9.6% below this reference result. Comparing 
with finite field SCF results of Werner and Meyer 2 0 and of Diercksen and Sadlej, 
we find very good agreement with the values of Werner and Meyer, while Diercksen 
et al. find a somewhat lower result. This is mainly due to the â ^ _l component 
83 
which is considerably below our result and the result of Werner and Meyer. At the 
correlated level also, the â_ ,1 _ 1 component of Diercksen et al. is much lower than 
ours and that of Werner and Meyer, resulting in a much lower averaged dipole 
polarizability. Again, our results compare very well with those of Werner and 
Meyer and they are only 2.5% above the semi-empirical reference result. So there 
is a definite improvement over the TDCHF method. Reinsch, using the finite field 
MCSCF method2 6 finds an averaged dipole polarizability, very close to that of 
Diercksen and Sadlej lying ~ 2.5% below the reference result. 
TABLE VIII. Dispersion coefficients of dimers containing H2O. 
£00000 
„00222 
Тб 
£00101 
„00303 
„00323 
~7 
£00000 
002-22 
<700202 
„00223 
700424 
£00101 
„003-23 
ъ „00303 
19 
„00323 
Ίο 
£00000 
„00202 
Tío 
„00222 Tío 
„004-24 
Tío 
„00404 
Tío 
„00424 
Tío 
Не-НгО 
TDCHF 
7.301 
0.152 
-23.77 
-0.194 
0.447 
124.8 
0.240 
0.187 
0.184 
0.274 
-501.3 
0.971 
-0.569 
0.712 
2332. 
0.193 
0.258 
0.525 
-0.583 
0.576 
MBPT 
8.232a 
0.130 
-28.21 
-0.173 
0.389 
142.8 
0.147 
0.193 
0.144 
0.262 
-597.1 
0.884 
-0.548 
0.661 
2752. 
0.199 
0.210 
0.515 
-0.594 
0.579 
Ne-
TDCHF 
14.23 
0.149 
-45.71 
-0.190 
0.438 
271.2 
0.222 
0.164 
0.182 
0.237 
-1091. 
0.870 
-0.522 
0.670 
5495. 
0.183 
0.247 
0.435 
-0.496 
0.502 
H 2 0 
MBPT 
17.41 
0.128 
-59.05 
-0.170 
0.383 
340.5 
0.138 
0.168 
0.143 
0.226 
-1432. 
0.784 
-0.497 
0.616 
7208. 
0.187 
0.199 
0.418 
-0.494 
0.495 
a. Semi-empirica] estimates from DOSD: eg3000 = 8.000; Ref. 43. 
TABLE Ш. (continued) Dispersion coefficients of dimers containing H2O. 
£100000 
7 00222 
lì0002 
QOOIOI 
„00303 
7 00323 
„20325 
cooooo 
^002-22 
^00202 
00222 
700424 
.,20002 
C 00101 
_ 0 0 3 - 2 3 
^9 
„00303 
IB 
, 0 0 3 » 
7 20103 
720325 
cogooo 
,00203 
,00222 
„ 0 0 4 - 2 4 
Ί10 
,00404 
-yîo0 4 2 4 
,20002 
,20426 
H3-
TDCHF 
21.79 
0.156 
0.220 
-73.31 
-0.203 
0.468 
0.315 
465.2 
0.173 
0.160 
0.161 
0.239 
0.472 
•1942. 
0.772 
-0.478 
0.631 
0.461 
0.266 
11150. 
0.174 
0.201 
0.343 
-0.402 
0.415 
0.604 
0.199 
н2о 
MBPT 
24.58b 
0.131 
0.235 
-86.79 
-0.181 
0.404 
0.288 
525.5 
0.095 
0.167 
0.123 
0.229 
0.495 
-2283. 
0.706 
-0.460 
0.582 
0.484 
0.250 
12728. 
0.182 
0.160 
0.346 
-0.417 
0.422 
0.622 
0.206 
N2-
TDCHF 
53.22 
0.154 
0.262 
-176.1 
-0.198 
0.457 
0.371 
1533. 
0.135 
0.115 
0.155 
0.170 
1.443 
-6448. 
0.581 
-0.389 
0.553 
1.438 
0.671 
44631. 
0.153 
0.184 
0.215 
-0.275 
0.303 
2.203 
0.412 
н3о 
MBPT 
60.74'' 
0.130 
0.290 
-211.3 
-0.177 
0.397 
0.349 
1764. 
0.078 
0.121 
0.123 
0.163 
1.552 
-7754. 
0.528 
-0.370 
0.504 
1.563 
0.639 
52183. 
0.159 
0.146 
0.216 
-0.280 
0.304 
2.307 
0.430 
b. Semi-empiricai estimates from DOSD. H2-H2O: Cg 0 0 0 0 = 23.25; 
N2-H2O: C¡0000 = 57.68 .Ref. 41. 
TABLE DC. Dispersion coefficients of dimers containing Яг О. 
£00000 
-.00222 JO 
-ri 0 0 0 2 
(OrOOlOl 
„ 0 0 3 0 3 
τ ? 0 3 2 3 
7ιοοοι 
„30003 
^ооооо 
7 10102 
^20002 
£00101 
„ 0 0 3 - 2 3 
„00303 
/β 
^00323 
„10001 
Te 
„20103 
„20305 
„2032S 
„30003 
То 
£00000 
„004-24 
Tío 
„00404 
Tío 
„00424 
Tío 
„10102 
Tfio 
„103-24 
Tío 
„10Э04 
Tío 
„10324 
Tío 
„20002 
Tío 
„Э0104 
Tío 
HF-H2O 
TDCHF 
25.44 
0.152 
0.167 
-83.15 
-0.195 
0.449 
0.607 
0.301 
540.5 
0.380 
0.489 
-2218. 
0.779 
-0.481 
0.634 
0.689 
0.484 
-0.135 
0.258 
0.644 
12050. 
0.363 
-0.426 
0.440 
0.602 
0.458 
-0.268 
0.332 
0.715 
0.574 
MBPT 
31.63 
0.130 
0.173 
-109.0 
-0.175 
0.392 
0.640 
0.286 
687.4 
0.433 
0.462 
-2948. 
0.701 
-0.456 
0.580 
0.716 
0.457 
-0.121 
0.220 
0.611 
15938. 
0.351 
-0.425 
0.434 
0.655 
0.458 
-0.282 
0.334 
0.658 
0.575 
CO-H2O 
TDCHF 
54.11 
0.154 
0.191 
-179.6 
-0.199 
0.459 
-1.406 
0.147 
1739. 
-0.608 
1.869 
-7397. 
0.523 
-0.363 
0.532 
-1.907 
1.911 
-0.388 
0.855 
-1.238 
55561. 
0.180 
-0.238 
0.269 
-1.267 
-0.535 
0.371 
-0.539 
2.869 
-0.876 
1 
MBPT 
65.91 
0.130 
0.277 
-230.4 
-0.178 
0.399 
-1.344 
0.082 
2069. 
-0.655 
1.830 
-9187. 
0.489 
-0.351 
0.488 
-1.793 
1.868 
-0.359 
0.748 
-1.070 
66273. 
0.188 
-0.249 
0.275 
-1.293 
-0.519 
0.369 
-0.505 
2.777 
-0.824 
H 2 0 - H 2 0 
TDCHF 
39.64 
0.154 
-0.001 
-131.1 
-0.198 
0.457 
-1.000 
0.198 
979.1 
-0.545 
0.133 
-4088. 
0.671 
-0.431 
0.591 
-1.000 
0.147 
-0.026 
0.060 
0.431 
24887. 
0.283 
-0.344 
0.367 
-0.785 
-0.577 
0.341 
-0.426 
0.168 
0.341 
MBPT 
48.79a 
0.130 
0.006 
-170.0 
-0.178 
0.398 
-1.000 
0.178 
1227. 
-0.593 
0.139 
-5357. 
0.605 
-0.409 
0.538 
-1.000 
0.152 
-0.026 
0.056 
0.409 
32357. 
0.274 
-0.343 
0.361 
-0.826 
-0.552 
0.343 
-0.411 
0.172 
0.343 
а Semi-empiricaJ estimate: Cg0 0 0 0 = 45.37; Ref. 41. 
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The dispersion coefficients for the dimers containing H2O are compiled in 
Table VIII and Table DC. Again we can make estimates of the error in the C6 
coefficients. This leads to ~ 1% for Не-ЩО, ~ 4% for Ne-I^O and N2-H2O, 
~ 5% for HF-H2O, - 6% for H2-H2O and НзО-НзО, and ~ 8% for CO-H2O, 
with all our values being probably too high. We can compare the CQ of Не-НгО 
with the semi-empirical estimate of Margoliash and M e a t h . 4 3 Zeiss and M e a t h 4 2 
published Ce coefficients for H2-H2O, N2-H2O, and H2O-H2O. The semi-empirical 
values of Meath et al. ase consistently below our results. 
TABLE X. PoJariiabilities 0ÍNH3. 
Ôl.Oîl .O 
âl , l ; l , l 
03,0;2,0 
<X2,l\2,l 
5з,2;2,3 
&ι· 
Δάχ 
0 2 
аз 
ΝΗ3 
TDCHF 
13.24 
12.52 
75.66 
80.40 
71.17 
12.76 
0.72 
75.76 
723.0 
ΜΒΡΤ 
15.18 
13.98 
86.16 
90.98 
77.96 
14.38 
1.20 
84.81 
839.2 
Lit. 
15.66,° 
15.50,e 
13.73," 
ІЗ.П,« 
90.48,β 
95. В,а 
79.00," 
14.37,α 
14.70,с 
ί.93,α 
2.39,e 
88.05,α 
14.66,* 
15.20,d 
13ЛЗ,Ь 
13.22,d 
13.64,ь 
13.6&,d 
l.S3,b 
1.98,'' 
a Finite ßeld ΜΒΡΤ values in basis Λ; Ref. 21. 
b Finite ßeld ΜΒΡΤ values in basis B; Ref. 21. 
с СЕРА vaiues; Ref. 20. 
d Finite ñeld MCSCF results. Ref. 28. 
. a l = (2/ + i)-1i:Í1«-«sÍ¿». 
The C6 coefficients for Ne-HaO, HF-H2O, and CO-H2O are the first ab initio 
values published to our knowledge. For the higher dispersion coefficients also there 
are no other results known to us. 
87 
N H a . 
Recently Diercksen and Sadlej21 did extensive calculations on the electric 
properties of ammonia, using the finite field MBPT method. They claim that the 
dipole properties are of benchmark quality and that their quadrupole polarizabil-
ities are also of good quality. The quality of our basis set should be somewhere 
between their basis A and basis B. Looking at our results (Table X) we see that 
our isotropic dipole polarizability is almost the same as the value Diercksen et al. 
obtain in their most extensive basis set, basis A. The fact that our basis set is 
of poorer quality expresses itself in the anisotropy which is some 30% lower than 
theirs, and even lies below their result in basis B. Other correlated results are those 
of Werner and Meyer,20 who find a somewhat higher value for the isotropic polar-
izability and a substantially higher value for the anisotropy, compared to Diercksen 
et al., while Reinsch using finite field MCSCF finds a substantially lower value for 
the isotropic polarizability, but his anisotropic results lies very close to that of 
Diercksen et al. 
TABLE XI. Dispersion coefficients dimers containing NH3. 
£00000 
„00202 
7б 
£00101 
7оозоз 
£00000 
„00202 
£00101 
„00303 
ΙΘ 
„00505 
Те 
£00000 
„00202 
Ίιο 
„00404 
Tío 
He-
TDCHF 
9.999 
-0.034 
-12.70 
-0.659 
200.3 
0.092 
-286.3 
-2.841 
0.328 
4416. 
0.292 
-0.143 
NHa 
MBPT 
U.12ab 
-0.00Sb 
-15.25ь 
-0.527» 
225.0Ъ 
0.220 
-355.8 
-2.421 
0.259 
5102.» 
0.482 
-0.186 
Ne-NHa 
TDCHF 
19.30 
-0.035 
-24.30 
-0.645 
426.2 
0.061 
-615.56 
-2.586 
0.283 
10073. 
0.240 
-0.118 
MBPT 
23.33 
-0.010 
-31.81 
-0.519 
525.7 
0.179 
-839.9 
-2.191 
0.224 
12905. 
0.414 
-0.153 
a. Semi empiricai estimates from DOSD: C^0000 = 11.04; Ref. 43. 
b. Estimates based on combination rules; C g 0 0 0 0 = 11.4; -yg020a = -0.195; 
£00101
 = _ з 0 - 7 1 . ,,00303 = _ 0.535. cjoooo = 1 9 8 ; £ooooo = з 9 8 7 ) . Д е / g 
TABLE XI. (continued) Dispersion coefficients dimers containing NH3. 
fjOOOOO 
-.00202 
Ίβ 
„00203 
7β 
COOlOl 
„00303 
^зоюз 
„30306 
çOOOOO 
7оозоз 
7зоооз 
с
о о і о і 
7оозоз 
„00606 
Ίο 
7 зоіоз 
7 30306 
72060Т 
çOOOOO 
„00203 
7іо 
„00404 
„30002 
Tío 
„30204 
Ίιο 
„40004 
Ίιο 
Η2-ΝΗ3 
TDCHF 
зо. о 
-0.027 
0.224 
-39.80 
-0.692 
0.161 
-0.473 
737.7 
0.130 
0.440 
-1115. 
-2.369 
0.284 
0.444 
-0.622 
0.243 
19918. 
0.272 
-0.123 
0.554 
0.094 
0.013 
МВРТ 
ззж 
0.002 
0.239 
-47.69 
-0.548 
0.171 
-0.394 
819.0 
0.248 
0.461 
-1361. 
-2.025 
0.226 
0.458 
-0.543 
0.205 
22358. 
0.442 
-0.159 
0.571 
0.167 
0.016 
N2-NH3 
TDCHF 
73.80 
-0.030 
0.268 
-94.85 
-0.676 
0.193 
-0.558 
2338. 
0.071 
1.326 
-3616. 
-1.881 
0.201 
1.383 
-1.170 
0.209 
75461. 
0.187 
-0.080 
2.004 
0.161 
0.263 
МВРТ 
83.00° 
-0.003 
0.294 
-115.2 
-0.538 
0.211 
-0.477 
2646. 
0.164 
1.432 
-4485. 
-1.602 
0.161 
1.480 
-1.025 
0.180 
86692. 
0.328 
-0.103 
2.106 
0.375 
0.264 
с. Semi empiricai estimates from DOSD: H2-NH3: Cg
0 0 0 0
 = 32.78; 
Ni-NHa: Cg 0 0 0 0 = 80.48; Ref. 41. 
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This confirms again that it is very difficult to obtain reliable correlated results for 
the polarizabilities, especially for the anisotropy. After converting the cartesian 
components of the quadrupole polarizability tensor, given by Diercksen and Sadlej, 
to our convention, we find that our results are consistently between those of basis 
A and basis B, but lying much closer to those of basis A. 
The difference in the averaged quadrupole polarizability is less than 4%, as 
compared to ~ 11% for the TDCHF result. 
The results for the dispersion coefficients we collected in Table XI and Ta­
ble XII. Estimating the errors in the Сц coefficients, assuming the averaged dipole 
polarizability of Diercksen and Sadlej is accurate, we find that we overestimate 
the Cö coefficients by ~ 2% for Не-КЩ, Ке-ТШз, N2-NH3, and NH3-NH3, ~ 4% 
for for H2-NH3, HF-NH3, and H2O-NH3 and ~ 5% for CO-NH3. Semi-empirical 
estimates for the C ° 0 0 0 0 coefficients of He-NHa, 4 3 and for H2-NH3, N2-NH3, H2O-
NH3, and NH3-NH3, 4 1 from dipole oscillator strength distributions are given by 
Zeiss and M e a t h 4 1 and Margoliash and Meath. 4 3 We find for H2O-NH3 the largest 
deviation (5.3%). 
Meyer, Buck, Schinke and Diercksen9 computed the potential energy surface 
for the He-NHs dimer, using the following combination rules to estimate the dis­
persion coefficients C^M: 
C? == CZ0-¿=lu where
 Ί ι
 = Ц 
c
io
 = c
oo2V3A]]+2A^ ( 1 6 ) 
5 α 
C 7
 -
 С б
 ¡ V f 35 · 
See Eq. (14) for the definition of A. For the conversion to our definition of the 
dispersion coefficients we use 
çOOLOL
 = ^ L ££+р_
С
ЬО
 ( 1 7 ) 
Their isotropic C g 0 0 0 0 coefficient (11.4 a.u.) agrees well with our perturbation 
theory value (11.12 a.u.), while the isotropic C § 0 0 0 0 (198 a.u.) is 12% below our 
correlated result (225 a.u.) and 1% below the TDCHF result (200 a.u.). Their 
value of C°Q000 lies 22% below our correlated results (5102 a.u.) and even 10% 
below our TDCHF value (4416 a.u.). 
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Meyer et al. find a value for the anisotropy factor 'γ*?0202 that is consider­
able (-0.195), whereas our results are almost negligible (~ —0.03 in the TDCHF 
approximation and 0.01 in the perturbation approximation). 
TABLE ХП. Dispersion coefficients of dimers containing NH3. 
QOO0O0 
7 e 2 0 0 0 3 
(JOOIOI 
7 0 0 3 0 3 
, 1 0 0 0 1 
, 2 0 3 0 5 
„ 3 0 0 0 3 
(nr00000 
, 1 0 1 0 3 
, 3 0 0 0 3 
ÇOO101 
, 0 0 3 0 3 
, 1 0 0 0 1 
, 1 0 2 0 3 
, 3 0 1 0 3 
, 3 0 3 0 6 
, 3 0 0 0 3 
0 0 0 0 0 0 
„ 0 0 2 0 2 
7io 
iir* 
iir* 
, 2 0 0 0 2 
„ 2 0 2 0 4 
7io 
„3O104 
7io 
„ 4 0 0 0 4 
7io 
C0-NH3 
TDCHF 
75.23 
0.193 
-96.95 
-0.679 
-3.722 
-0.392 
0.405 
2639. 
-0.220 
1.735 
-4146. 
-1.733 
-5.137 
-0.491 
1.850 
-1.362 
-3.088 
92579. 
0.178 
-0.428 
0.599 
2.643 
0.252 
-0.285 
0.456 
MBPT 
90.40 
0.280 
-126.0 
-0.541 
-3.448 
-0.453 
0.223 
3097. 
-0.243 
1.702 
-5312. 
-1.508 
-4.616 
-0.804 
1.780 
-1.145 
-2.556 
108807. 
0.316 
•0.456 
0.559 
2.558 
0.475 
-0.276 
0.417 
HF-NH3 
TDCHF 
34.95 
0.170 
-44.54 
-0.663 
1.582 
-0.347 
0.791 
846.0 
0.131 
0.449 
-1255. 
-2.371 
1.907 
0.236 
0.465 
-0.552 
1.665 
21656. 
0.242 
0.191 
-0.425 
0.637 
0.078 
0.175 
0.229 
MBPT 
42.91 
0.176 
-59.18 
-0.531 
1.621 
-0.283 
0.730 
1057. 
0.154 
0.426 
-1730. 
-2.006 
1.879 
0.441 
0.432 
-0.444 
1.498 
28000. 
0.409 
0.220 
-0.421 
0.589 
0.140 
0.184 
0.225 
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TABLE ΧΠ. (continued) Dispersion coefficients of dimere containing NH3. 
QOOOOO 
,,20003 
,,22002 
qOOIOI 
„00303 
ъ ,10001 
„20305 
30003 
,32003 
^ооооо 
,10102 
,20002 
000101 
„00303 19 
,10001 
„10203 
„20103 
Тэ 
,20306 
3-2003 
,30003 
,32003 
000000 
„00202 
Tío 
„10102 Tío 
Tío 0 3 0 4 
,20002 
„20204 
Tío 
„30104 Tío 
„40004 
Tío 
Н 2 0 - Ш з 
TDCHF 
54.95 
-0.001 
0.155 
-70.60 
-0.675 
-2.596 
0.002 
0.521 
-1.199 
1516. 
-0.191 
0.121 
-2309. 
-2.109 
-2.773 
-0.340 
0.141 
-0.085 
-1.674 
1.110 
-1.563 
43451. 
0.223 
-0.256 
0.554 
0.156 
0.027 
0.107 
-0.288 
MBPT 
66.76 a 
0.007 
0.130 
-92.79 
-0.539 
-2.525 
-0.010 
0.453 
-1.013 
1869. 
-0.214 
0.127 
-3131. 
-1.785 
-2.634 
-0.613 
0.144 
-0.077 
-1.435 
0.998 
-1.349 
55281. 
0.376 
-0.285 
0.526 
0.160 
0.049 
0.112 
-0.288 
NH3 
TDCHF 
76.66 
-0.029 
-99.10 
-0.683 
-1.000 
0.048 
0.683 
2333. 
-0.067 
0.086 
-3613. 
-1.942 
-1.000 
-0.126 
0.126 
-0.047 
— 
1.942 
74114. 
0.206 
-0.086 
0.178 
0.206 
0.052 
0.178 
-0.087 
-NH3 
MBPT 
Ъ1.85а'ь 
-0.000 
-128.4 
-0.544 
-1.000 
-0.008 
0.544 
2826.0 
-0.078 
0.185 
-4806. 
-1.644 
-1.000 
-0.230 
0.230 
-0.111 
1.644 
92369. 
0.347 
-0.101 
0.175 
0.347 
0.104 
0.175 
-0.110 
a. Semi-empiricai estimates from DOSD; H2O-NH3: C j 0 0 0 0 = 63.41; 
NHa-NHs: C g 0 0 0 0 = 89.08; Ref41. 
b. Calculation from Frost-model wave/unctions: CQ0000 = 90.9; Jïef. 44. 
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To compute this anisotropic coefficient Meyer et al. used the values Cg 0 = 
(47г) »11.4 a.u., â = 14.96 a.u. and ηι = -0.087. Inserting this in Eq. (16) yields 
the following value for the anisotropy in the dipole polarizability Δ α = Зогуі = 
—3.90 a.u. which has the wrong sign and is about twice as large as our reference 
value. The fact that ova value of η%0202 ¡g also negative, is due to a crossing of 
the curves of ά ^ ( ι ω ) and ά^Ιϊω). Using Eq. (16) with our results for Δ α and ά 
as input, we find ^ ° 0 2 0 2 = 0.098. Indeed, when Meyer tt al. would use the correct 
value of Δ α they would obtain almost the same value, which is almost 10 times as 
large as our correlated result, obtained from the Casimir-Polder integral. For the 
dipole-quadrupole polarizability tensor, Meyer et al. use the values Ац = —0.806 
a.u. and A± = 10.098 a.u. Using Eq. (14) and taking into account, that the 
components of A are not invariant under coordinate transformations (in our cal­
culation the NH3 molecule is reflected in the xy-plane, compared to calculation of 
Meyer et al.), 
the components of A transform to ÛQQ = 0.806 a.u. and аЦ = —11.66 a.u. whereas 
we find ¿од = —0.729 a.u. and S^J = —5.647 a.u. Because in the approximate 
formula for C™ and C 7 0 Αχ is the dominant term, we expect (by Eq. (16) and 
Eq. (17)) their value of C ° 0 1 0 1 to be approximately twice as large as ours. Indeed 
Meyer et al. find С ? 0 1 0 1 = -30.71 a.u., whereas we find a value of -15.25 a.u. 
According to Eq. (16) A± appears both in the numerator and the denominator of 
the anisotropy factor ητξ!0303, so the factor of 2 is approximately cancelled, which 
explains why the value of Meyer et al. (-0.535) is very close to our value of -0.527. 
V. S u m m a r y and conclusions. 
We computed frequency dependent multipole polarizabilities, defined on basis of 
tesserai harmonic functions, for the molecules CO, HF, H2O and NHa. Compar­
ing these polarizabilities with other theoretical results and with semi-empirical 
estimates, we find very good results for the rotationally averaged static dipole 
polarizability, which are a definite improvement over the TDCHF results. At the 
T D C H F level of accuracy the results in the literature converge now very well. 
However, the different estimates of the correlation effects obtained by different 
computational methods still show large discrepancies. Especially the errors in the 
9 3 
dipole anisotropy are still fairly large. The fact that the the TDCHF results for 
this property are sometimes better than the correlated results demonstrates that 
it is difficult to find a balanced description of the correlation effects in the parallel 
and the perpendicular component of the dipole polarizability. It is not clear at 
present whether this must be ascribed to inadequate basis sets or to higher order 
correlation effects. 
With the polarizabilities as input we computed the dispersion coefficients of 
all the dimers containing these molecules and He, Ne, Щ, and N2- We have 
given estimates for the error in the C6 coefficients, based on the error in the 
static multipole polarizabilities. We also presented higher dispersion coefficients 
for which in many cases no other values are available to date. It is difficult to 
estimate the errors in these higher dispersion coefficients, due to lack of reliable 
data on the components of the higher multipole polarizabilities. However, we 
expect a larger error in these higher dispersion coefficients because the basis sets 
used should propably include more polarization functions to describe the higher 
polarizabilities accurately. 
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CHAPTER V. 
THE FREQUENCY-DEPENDENT POLARIZABILITY 
OF O2 A N D THE DISPERSION INTERACTION 
IN DIMERS CONTAINING 0 2 
FROM AN SDT-CI PERTURBATION APPROACH. 
Abstract 
The frequency-dependent dipole polarizability tensor of the O2 molecule 
is calculated from effective spectra, that were obtained from a CI-
perturbation method. The zeroth-order wavefunction is a 3 Σ ~ CI-
wavefunction consisting of all single excitations and a selection of double 
excitations from a reference space. The first order perturbed wave-
function is expressed in a basis of all singly excited states and several 
different sets of doubly and triply excited states selected with different 
thresholds. We extrapolated the frequency-dependent polarizabilities 
to zero threshold and we used these polarizabilities to compute the Ce 
dispersion coefficients and 7e anisotropy factors for the dimers of O2 
with He, Ne, H2, N2, O2, HF, CO, NH3, and H2O. 
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I. Introduction. 
The molecule 0 2 is of great interest for the experimentalist as well as for the 
theoretician. O2 possesses an electron spin momentum in its ground state, which 
gives solid oxygen some rather interesting magnetic properties. Experimental data 
for van der Waals dimers containing O2 are available, for instance for Не-Ог 1 , 2 and 
for О2-О2 measured in molecular beams, 3 in the gas phase 4 , 5 and diluted in solid 
гаге-gas6 and nitrogen matrices. 7 Solid oxygen has also been extensively studied 
experimentally and in the recent past considerable theoretical work has been done 
in our institute on the dynamic and magnetic properties of solid oxygen.8 , 0 Since 
O2 is an open shell system it is a difficult, but very challenging task to calculate 
its properties from ab initio methods. 
In order to interpret the experimental data for the dimers and to perform 
dynamics calculations on the solid, it is important to have reliable intermolecu­
lar potential energy surfaces for the O2-O2 interaction and for the interaction of 
O2 with other molecules. Such potential energy surfaces can be obtained either 
from fits to experimental data or from ab initio calculations. Recently first or­
der perturbation theory was used to compute the (Heisenberg) exchange and the 
electrostatic contributions 1 0 and second order perturbation theory to compute the 
dispersion contribution 1 1 for the O2-O2 interactions. Usually, when one computes 
the dispersion energy, the multipole expansion of the interaction operator is used. 
This yields the dispersion energy as an expansion in powers of Л - 1 , where R is 
the distance between the centers of mass of the monomers. The coefficients in this 
expansion are the well known van der Waals induction and dispersion coefficients, 
the dispersion coefficients being the most important for weakly polar neutral sys­
tems. Except for the isotropic Ce coefficient, it is extremely difficult to extract the 
dispersion coefficients from experiment. For the isotropic Ce there exist several 
semi-empirical estimates, but there is a large spread in these values, especially 
for the O2-O2 dimer, for which there exist at least three semi-empirical estimates 
(46.1 a.u., 1 2 61.57 a.u. 1 3 and 80.5 a.u. 1 4 ) . Virtually nothing is known about the 
higher isotropic coefficients and the anisotropy in the dispersion energy. Therefore 
we will present in this paper the CQ dispersion coefficients and the 7$ anisotropy 
factors for the interaction of O2 with a number of atoms and molecules, computed 
from ab initio methods and compare these with the semi-empirical results, as far 
as available. 
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The dispersion coefficients can be expressed as integrals over the products of 
frequency-dependent polarizabilities of the monomers, in the so called Casimir-
Polder relation,15 and so the computation of the dispersion coefficients in essence 
reduces to the computation of frequency-dependent polarizabilities of the 
monomers. 
Frequency-dependent polarizabilities for closed shell systems can be calcu­
lated using the time dependent coupled Hartree-Fock (TDCHF) method. From 
the point of view of double perturbation theory this method includes what Sadlej16 
calls the "apparent" correlation contributions summed to infinite order in the cor­
relation potential. Still, this method can give errors as large as 1 5 % , i r in the 
dispersion coefficients, due to the neglect of the "true" intramolecular correla­
tion effects. Therefore it is necessary to include the "true" correlation effects in 
the calculation of frequency-dependent polarizabilities, in order to obtain reliable 
dispersion coefficients. 
One method to include the correlation effects is, to explicitly calculate the 
contribution of the true correlation diagrams, that result from the application of 
diagrammatic techniques in the many body perturbation theory (MBPT) method 
and to add these contributions to the TDCHF results. This method, with all 
correlation diagrams up to second order in the correlation potential and up to 
triply excited intermediate states included, has been implemented and applied to 
the dimers of He, Ne, H2, N 2 ,
1 8
 HF, CO, NHa, and H2O.1 0 It yields reliable results 
for the polarizabilities and dispersion coefficients. Unfortunately this method is 
only applicable to closed-shell systems and the extension to open shell systems will 
be very difficult. 
Another method for the computation of the intramolecular correlation effects 
on dispersion coefficients is the Cl-perturbation method. This method was used by 
Visser, Wormer and Jacobs1 1 to compute the frequency-dependent polarizabilities 
of O2. It can be applied to closed shell as well as to open shell systems. In the paper 
of Visser et al. the method was applied to compute the so called effective spectra 
of He, Ne, H2, N2, and the open shell system O2, using SD-CI wavefunctions. 
These spectra can be used to compute the frequency-dependent polarizabilities 
and the dispersion coefficients. Although virtually exact results were obtained for 
the dispersion coefficients of Нез and ^2)2» for which this method is essentially 
a full CI calculation, the results for larger systems, both open shell and closed 
shell systems, were disappointing. Visser et al. showed that for Ne2 inclusion of 
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triply excited states in the CI expansion gave a considerable improvement of the 
results. A subsequent analysis of this method20 for closed shell systems, with the 
help of diagrammatic techniques from the MBPT method, showed that the results 
obtained with the Cl-perturbation method are contaminated by unlinked cluster 
effects, when the CI expansions are truncated after single and double excitations. 
However, the most important of these unlinked cluster contributions can be can-
celled by inclusion of triply excited states. Although the same kind of analysis 
for open shell systems has not yet been performed it seems reasonable to assume 
that the results for open shell systems can also be improved by inclusion of triply 
excited states in the CI expansions. In this paper we will investigate this for O2. 
The general outline of this paper is as follows: in section II we will give some 
computational details on the basis sets and the programs that we used. Because we 
use a conventional CI program, which can only handle up to « 30000 configuration 
state functions (CSF's), not all doubly and triply excited states can be included in 
the calculations. However, the CSF's that are included can be selected individually. 
Because the selection of the states is not a trivial matter, we will also describe the 
selection procedures that were used to obtain the doubly and triply excited states. 
In section III we will present the results for the polarizabilities and Ce dispersion 
coefficients for (03)2 and whenever possible we will compare these with other 
results obtained from literature. Due to our earlier work, we possess now a small 
library of frequency-dependent polarizabilities for several atoms and molecules. 
With very little computational effort we can obtain the dispersion coefficients for 
the interactions between O2 and these atoms and molecules. Because of their 
obvious importance and because for some of these interactions no previous results 
are available, we will also present the dispersion coefficients for these cases. Finally 
in section IV we will give a short summary and draw some conclusions. 
101 
II. Theoretical and computational aspects. 
We will use the same expansion for the intermolecular potential as van der Avoird, 
Wormer, Mulder, and Berns. 2 1 , 2 2 Expressions for the dispersion coefficients in 
terms of the Casimir-Polder integral over frequency-dependent polarizabilities can 
be found in Refs. 17,18 for interactions involving atoms and linear molecules and 
in Ref. 19 for interactions involving general molecules. 
The polarizabilities are computed with the Cl-perturbation method that is 
extensively described in the paper of Visser, Wormer and Jacobs1 1 and we refer the 
interested reader to this work for the details about the theory and implementation 
of this method. In short, the method is based on the solution of the time dependent 
zeroth- and first order perturbation equation, for a molecule in a monochromatic 
electric field. The perturbation equations are expressed in a basis of configuration 
state functions. Because we use very large discrete basis sets in these calculations, 
we did not solve the first order equations for different values of the frequency 
ω. Instead an algorithm has been used, that is a variant of Padé approximant 
techniques.12 This algorithm requires negative moments of the multipole oscillator 
strength distribution, or Cauchy moments S(—k), which are computed in a CI-
basis. These Cauchy moments are used to set up a generalized eigenvalue problem 
of small dimension η [η typically is less than 10). The solution of this eigenvalue 
problem yields so called effective excitation energies c^  and transition moments 
TJn
 i, that are used to compute the frequency dependent polarizabilities 
n
 Oe.T1 τ ' ' 
«¿.»'M = Σ,
 е
2_
ц
2 ί1) 
t = l » 
These polarizabilities for imaginary ω are used in the Casimir-Polder integral. 
For the construction of the CI-wavefunctions we start from a full valence 
reference space consisting of the two 3Σ~ states σ 1 0 π * π | and <τ 1 0π 2π* that are very 
close in energy. A singly excited state is defined as having exactly one mismatch 
with one of the two reference functions and at least one mismatch with the other. 
Similar definitions apply for doubly and triply excited states. Because our CI-
program can handle Cl-expansions up to » 30000 states, we have to make a 
selection of doubly and triply excited states. We have applied different criteria 
for selecting the states in the ground state wavefunction and those in the first 
order perturbed wavefunction, respectively. The ground state wavefimction of 
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3 E J symmetry consists of the two reference functions, all singly excited states 
and those doubly excited states Ф"у.
е
, that give an energy lowering with respect 
to the reference space, that is larger than a certain threshold ε 
^\(Ф2І\Н\Ф
І
)С
І
\\ 
Ç дж; > е · « 
Неге s (l < з < 9) labels the different spin couplings and the summation over J 
extends over the two reference functions. In the selection of the Φ??!, no excitations 
from the lowest two σ-orbitals were included. 
The first order wavefunctions are spanned by the configuration state functions 
of 3 Π „ and 3 Σ ~ symmetry for the field perpendicular and parallel to the molecular 
axis, respectively. All singly excited states and those doubly excited states Φ; 
ала triply excited states Ф ? ^ that satisfy the following relation 
< gfffct I v lф(0) ) 
ab 
i J i» 
AE 
>δ (3) 
are included in these subspaces. For the doubly excited states 1 < θ < 9 and 
for the triply excited states 1 < Í < 28. Again, the electrons in the lowest two 
σ-orbitals were not excited. φ(0) is the ground state wavefunction. Because for 
open shell systems the excitation energy AE in the denominator is not clearly 
defined, we have tested different choices for AE and the option yielding the most 
efficient selection procedure was chosen. The three choices that we investigated 
are 
(а) АЕ = е
а
 + е
ь
-и- eyí+Cc - efc) 
(¿) AE = ec - ek (4) 
(c) AE = 1 
Case (a) corresponds to the orbital energy difference between the state Φ under 
consideration and one of the reference functions. When the state Φ is doubly (or 
triply) excited with respect to both reference functions, the minimal value of | Δ.Ε | 
is chosen. The part between brackets only applies to the selection of triply excited 
states. Note that this is the choice that is used for closed shell systems.20 Case 
(b) corresponds to the energy difference of the orbitals involved in the interaction 
operator V and (c) neglects the term AE entirely, which is the choice that was 
made in the work of Visser et al. 
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We performed two series of calculations with two different basis sets, using a 
number of values for δ in the selection of doubly and triply excited states. The 
first set of calculations was done with a basis of 54 cartesian GTO's, to conform to 
the work of Visser et al. This basis, consisting of l i s , 6p, 2d functions contracted 
to 6s, 3p, 2d functions, was used previously in the calculation of the exchange 
interaction of the (02)2 dimer by Wormer and van der Avoird.10 The O2 bond 
distance was kept fixed at R = 2.2819 a.u. We will refer to this basis as Basis 
I. The second series of computations was done in a larger basis of 67 tesserai 
harmonic GTO's [ l i s , 6p, 3d/6s, 3p, 3d] on each atom plus one f-function at the 
center of the molecule. The bond distance and the s, ρ functions are the same as 
in Basis I. The three 3d-functions have exponents 0.1, 0.3 and 1.2 and they were 
obtained from the O-basis, that was used by Werner and Meyer in the calculation 
of the polarizability of НгО.2 3 The exponent of the f-function (0.1) is the same as 
was used in the basis for O2 in the computation of the potential energy surface of 
Не-Ог by Jaquet and Staemmler.24 
The SCF calculations and the four index transformations were carried out 
with the ATMOL4 package of programs.25 The CI calculations were performed 
with the conventional CI program MACINTOS.2 6 The program to select triply 
excited states according to the value of their multipole interaction matrix element 
with the ground state wavefunction, was developed earlier in our institute and 
described in Ref. 20. It was extended to the selection of doubly excited states and 
to open shell systems. 
III . Results and discussion. 
The ground state wavefunction in basis I consists of the two reference functions, 
286 singly excited states and 10729 doubly excited states, which were selected using 
the energy selection criterion (Eq. (2)) and a threshold t = 1 0 - 6 . The total number 
of states is 11017, 350 more than Visser et al.11 obtained using the same threshold 
and selection criterion. It appears that in the work of Visser et al. a class of doubly 
excited states, where one electron is excited to a singly occupied π MO and the 
second electron to a virtual MO, has been omitted inadvertently. In basis II, 
which has more polarization functions and therefore is expected to improve the 
104 
description of the polarizabilities, and consequently of the dispersion coefficients, 
the ground state CI-wavefunction consists of the two reference functions, 330 singly 
excited states and 14849 doubly excited states selected with the same value for e 
as was used for basis I. 
TABLE I. Ground state properties of O2 in a.u. 
ESCF 
Eci 
9(2,0) 
«(4,0) 
Basis I 
-149.64469 
-150.00630 
-0.29402 
4.34936 
Basis II 
-149.64701 
-150.02716 
-0.27137 
4.384ΘΘ 
Lit. 
-149.6659a 
-150.08919ь 
-0.25е 
a Estimated Hartree-Foci iimit. Ref. 29. 
Ь Lowest а аііаЫе Cl-energy. Ref. 30. 
с Ref. 31. 
Some ground state properties of O2 computed in the two bases are collected 
in Table I, together with literature values. We see that the energy computed in 
basis II is somewhat lower than in basis I, while the quadrupole moment is closer 
to the experimental value. This could be due to the f-function on the center of the 
molecule. When we compare our values for the Cl-energy and quadrupole moment 
in basis I with those given by Visser et al. (—149.9545 a.u. and —0.3146 a.u. 
respectively), we see that the extra 350 states give a non-negligible contribution 
to these properties. 
TABLE П. Static poiarisabiiities and C
e
 coefficients computed 
in basis I, in а С I-basis consisting of singly and doubly excited states, 
for different choices of AE (see Eq. (3) and Eq. (4) in main text). 
The results are given in a.u. 
Δ.Ε 
(a) 
(b) 
(c) 
ЛГ*»ы.(3П. ) α 
7635 
8763 
6077 
JVdciupEí )ь 
9165 
10130 
8674 
α 
7.61 
7.73 
7.84 
Δα 
5.12 
5.30 
5.42 
σ
β 
42.60 
43.51 
44.08 
a Number of singly excited states is 191. 
b Number of singly excited states is 294. 
In selecting a CI-basis for the first-order problem, we first performed some 
calculations in basis I, where we omit the triply excited states, to establish the 
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optimum choice for AE of Eq. (3). To this end we selected a number of doubly 
excited states of 3 П
и
 and of 3 Σ ~ symmetry, using the three different options for 
AE mentioned in Eq. (4). Rather than using the same value of 6 in all three 
cases, we choose 6 in such a way that we obtain approximately the same number 
of doubly excited states for all three choices of AE. We add these states to the 
191 singly excited states of 3 П
и
 symmetry and the 294 singly excited states of 
3
Σ ~ symmetry. The munber of doubly excited states plus the calculated values 
of a, Aa, which is defined as Δ α = ац — α χ , and Ce are presented in Table II. 
All values for Ce are much lower than the semi-empirical estimate (61.57 a.u.) of 
Margoliash and Meath 1 3 , which is probably the most reliable value for Ce, and 
also α is much lower than the value used by Margoliash et al. (10.59 a.u.). As we 
can see, choice (c), where AE is neglected, gives the highest values for α and Ce 
with the least number of states. This choice for AE will be used in the rest of the 
calculations. Note that this is the same selection criterion as was used by Visser 
et al. 
TABLE Ш. Properties of O2 computed in basis II, io a CI basis 
consisting of singly and doubly excited states, for several double 
selection thresholds plus the values extrapolated to tero threshold. 
idouM« 
oo-
S(-S) 
2(-3) 
l(-3) 
0» 
JV(3n
u
 ) 
253 
5373 
8580 
15563 
... 
Ν(3ΣΖ ) 
350 
7147 
11268 
19424 
... 
а 
6.53 
7.63 
7.80 
8.02 
8.20 
Δ α 
4.12 
5.07 
5.27 
5.55 
5.77 
Ce 
37.41 
44.37 
45.38 
46.60 
47.68 
a Obtained in a CI-basis containing only singly excited states. 
b Values extrapolated to threshold fero. 
As mentioned earlier, the maximum number of CSF's our CI-program can 
handle is approximately 30000, while a perturbed SDCI-wavefunction for O2 would 
require a basis of more than this number. To investigate the effect of truncating 
the basis of doubly excited states, we performed a number of calculations in ba­
sis II with a first order perturbed wavefunction containing different numbers of 
doubly excited states, selected according to Eq. (3), for three different values of 
¿douMe- The results are given in Table Ш, together with the values for a first 
order wavefunction containing only singly excited states. We see that the addi-
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TABLE Г . Properties of О^ computed in basis II, in a CI basis consisting of singly, doubly and 
triply excited states, for several double and triple selection thresholds, plus the values extrapolated 
to vero threshold. 
S double 
3(-3) 
2(-3) 
l(-3) 
2(-3) 
2(-3) 
0 e 
ΛΓ(3Π„ )<• 
5120 
8327 
15310 
8327 
8327 
. . . 
ΛΓ(3Σ- )<• 
6797 
10918 
19074 
10918 
10918 
... 
¿triple 
з(-з) 
3(-3) 
3(-3) 
2(-3) 
1.5(-3) 
0 
JV(3n
u
 )* 
3186 
3186 
3186 
8593 
16446 
... 
JV(3E- )> 
5283 
5283 
5283 
10971 
17955 
... 
α 
8.32 
8.52 
8.75 
8.76 
8.95 
9.7ß 
Δα 
6.07 
6.31 
6.65 
6.44 
6.50 
7.22 
Ce 
48.94 
50.03 
51.35 
51.74 
53.06 
58.15 
a Number of doubly excited states. 
The number of singly excited states is 253 of 3Π„ symmetry and 350 of 3 Σ~ symmetry. 
b Number of triply excited states. 
с VaJues extrapolated to жего threshold. 
tion of even a relatively small number of doubly excited states to the CI basis, 
brings about a considerable increase in the computed properties. Further, we note 
that the properties depend to a very good approximation linearly on the selection 
threshold ¿doubie» a ^ а с * that we already observed in our earlier SDT-CI calcula­
tions on the Ne dimer. 2 0 Therefore we get a very good estimate of the results that 
we would obtain with a complete SDCI-wavefunction when we extrapolate these 
results to zero threshold. This extrapolation is done by a least squares fit of the 
points of Table III to the linear function абао^ые + b. The extrapolated values are 
then given by b. 
We also performed the same kind of calculations in basis I for a first order 
wavefunction containing only singly excited states, which yielded the results α = 
6.49 a.u., Δ α = 4.27 a.u. and Ce = 36.23 a.u., and containing selected doubly 
excited states for four different values of ¿doubie· Extrapolation of these results to 
¿dottWe = 0 yielded а = 8.18 a.u., Δ α = 5.85 a.u. and C 6 = 46.00 a.u. For this 
basis the calculated results obtained with the largest threshold ¿douWe = 5 χ I O - 4 
(α = 8.09 a.u., Δ α = 5.75 a.u. and C6 = 45.50 a.u.) are already very close to 
the extrapolated values. Note that for basis II the difference between the largest 
calculated results and the extrapolated results is much larger than in basis I, so this 
large CI-basis is still far from the complete SDCI basis. In a CI-basis of only singly 
excited states the value of Ce in basis II lies 3% higher than in basis I, although 
the static dipole polarizability only increases with 0.6% and the anisotropy in the 
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dipole polarizability even decreases. The addition of the doubly excited states 
shows that although the extrapolated values of α and Δ α are almost identical to 
those in basis I, the value of C6, extrapolated to ÄdouWe = 0 increases with 3.6%, 
with respect to the result in basis I. This implies that although the value of the 
static polarizabilitystty is not better in basis II, the curve of α(ΐω) as function of ω 
is improved. When we compare the extrapolated results to the experimental values 
of α = 10.78 a.u., Δ α = 7.43 a.u. obtained at 6328Â27 and the semi-empirical 
estimate of Ce = 61.57 of Margoliash et al.13 we see that the agreement is very 
poor. 
TABLE V. Static and frequency-tfepeiident dipole 
poiarüabiüties and poiarizability anisotropics 
for severai imaginary frequencies. The chosen frequencies 
lie on a Gauas-Ciiebysbev integration grid. AU values are in a.n. 
ω 
0.0 
0.07870 
0.24008 
0.41421 
0.61280 
0.85408 
1.17085 
1.63185 
2.41421 
4.1Θ530 
12.70621 
a(iu)a 
10.590 
10.383 
9.109 
7.500 
5.961 
4.573 
3.338 
2.250 
1.311 
0.554 
0.075 
a(iu>)b 
9.933 
9.769 
8.712 
7.289 
5.848 
4.499 
3.289 
2.235 
1.332 
0.579 
0.075 
a(iu>)c 
9.756 
9.Θ05 
8.628 
7.308 
5.964 
4.675 
3.467 
2.360 
1.382 
0.583 
0.074 
Аа(іш)с 
7.227 
6.955 
5.374 
3.731 
2.514 
1.628 
0.969 
0.496 
0.193 
0.0385 
0.00069 
a Computed from the effective spectrum given in Ref. 13. 
b Computed in basis J. 
с Computed in basis II. 
The next step is the investigation of the effect of inclusion of triply excited 
states in CI-basis. Again we performed a series of calculations in basis I and 
basis II, where we used a number of different thresholds for the selection of doubly 
and triply excited states. The results obtained in basis II are presented in Table IV. 
We see that even a relatively small number of triply excited states improves the 
results drastically, but even in the largest CI-basis, the values are fax from the 
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experimental results. Here also, we can extrapolate the results to zero threshold 
for both the double and triple threshold simultaneously, by a least squares fit to the 
function aStripie + bJrfouUe + c. In basis I the extrapolation reduces the difference 
between our Ce (57.26 a.u.) and the value of Margoliash tt al. from 15% to 
7%. The relative difference between our α (9.93 a.u.) and Δο; (7.21 a.u.) and the 
experimental results is even smaller, so the improvement is very good. Although in 
basis II the extrapolated static polarizability is slightly below the results of basis I, 
the extrapolated value of the Ce is about 1.5% higher. This is explained by the 
fact that the curve of the polarizability a(tu;) calculated in basis II crosses the 
curve of α(ίω) calculated in basis I for some value of ω. To check this we can also, 
instead of extrapolating the Ce coefficients to δ = 0, extrapolate the parallel and 
perpendicular component of the frequency dependent dipole polarizability for each 
imaginary frequency to 6 = 0. Indeed, looking at Table V where we collected the 
values for the rotationally averaged polarizability for different ω we see that the 
two curves cross. For comparison we included the values for α(ιω) obtained from 
the effective spectrum given by Margoliash et al., and we also include the values 
for Δα(ιω) obtained in basis Π for future reference. Note that the larger basis set 
does not necessarily give a larger static polarizability, because the polarizability is 
not a bounded property in this method. 
With the extrapolated polarizabilities (Table V) we can compute the C 6 dis­
persion coefficient, using the Casimir-Polder integral. This has the advantage, that 
also the anisotropy factors of Ce can be computed and that these polarizabilities 
can be combined with the results for other monomers to give the extrapolated Ce 
dispersion coefficients for a whole series of dimers. The Ce dispersion coefficients 
and the anisotropy factors for O2 with He, Ne, H2, N2, O2, HF, CO, NH3 and 
H2O, calculated in basis II, are compiled in table VI. 
We included also, when available, the semi-empirical estimates for the 
isotropic Ce coefficients obtained from Margoliash et al.is which are probably the 
most reliable values for these properties to date, and the older values of Langhoff, 
Gordon and Karplus,28 who also published some results for the anisotropies. These 
latter authors claim that the error in their values can be approximately 15%. The 
resulting error bounds are also included in Table VI. In all cases our results for 
the isotropic coefficients are just above, or just below the upper bound given by 
Langhoff et al. Most of the anisotropy factors fall also within the bounds. The 
agreement of the isotropic coefficients with the values of Margoliash et al. is very 
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T A B L E VI . C
e
 dispersion coefficients of dimers containing Oj, calculated in basis IL AU values 
are in a.u. 
c
e 
c
e
a 
Ce* 
-.00202 
Te 
00202» 
Te2 0 0 0 2 
720002Ь 
7 20200 
-,20202 
Те 
.,20204 
Не-Оз 
9.123 
9.412 
7.8 ± 1.2 
0.3656 
0.45 ± 0.07 
... 
Ne-Oa 
19.50 
16.1 ± 2.4 
0.3526 
0.44 ± 0.07 
... 
н2-о3 
26.40 
26.78 
23.5 ± 3.5 
0.4085 
0.47 ± 0.07 
0.2295 
0.25 ± 0.04 
0.0091 
0.0242 
0.2613 
N 2 - 0 2 
66.25 
67.11 
Б7.4 ± 8.6 
0.3871 
0.46 ± 0.07 
0.2842 
0.25 ± 0.04 
0.0106 
0.0282 
0.3047 
о2-о2 
58.49 
61.57 
45.6 ± 6.9 
0.3756 
0.47 ± 0.07 
0.3756 
0.47 ± 0.07 
0.0143 
0.0382 
0.4128 
a Semi empirical estimates D.J. MargoUasb, W.J. Menth; J. Cbem. Pbys. 08, 1426, (1978). 
b Semi empirical estimates P.W. Langboff, R.G. Gordon, M. Karplas; J. Chem. Pbys.; 66, 2126, 
(1971). 
T A B L E VI. (continued) Ce dispersion coefficients of dimers 
containing 0 2 ) calculated in basis II. All values are in a.u. 
c« 
Cea 
7 00202 
-.00222 
Te 
7 20002 
ΊΓ
00 
ΊΓ
02 
7 20204 
^20220 
7 20222 
^20224 
Te 
0 2 - H F 
34.83 
0.1688 
0.3742 
0.0061 
0.0163 
0.1761 
... 
o2-co 
71.57 
0.2728 
0.3937 
0.0101 
0.0270 
0.29141 
02-NH3 
72.17 
73.34 
-0.0050 
0.3997 
0.0002 
0.0006 
0.0061 
0 2 - H 2 0 
53.15 
52.69 
0.0064 
0.1295 
0.3892 
0.0002 
0.0006 
0.0065 
0.0045 
0.0121 
0.1310 
a Semi empirical estimates Ref. 13. 
satisfactory. The largest difference is 5% for the (02)2 dfrner. 
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IV. S u m m a r y and conclusions. 
In this paper we have presented a number of calculations of the frequency depen­
dent dipole polarizability for the O2 molecule, using the Cl-perturbation method. 
These polarizabilities are used to compute the CQ dispersion coefficients and -76 
anisotropy factors for the interaction of O2 with He, Ne, H2, N2, O2, HF, CO, 
НзО, and NH3. 
In these calculations of the polarizabilities we have used a ground state wave-
function consisting of two reference states, all singly excited states and a number of 
doubly excited states, selected on basis of the energy lowering with respect to the 
full valence space spanned by two reference functions. The first order perturbed 
wavefunction consisted of all singly excited states and a number of doubly and 
triply excited states, selected on the size of the matrix element of the dipole oper­
ator between the state under consideration and the ground state wavefunction. It 
is found that when the first order wavefunction consists only of singly and doubly 
excited states, the results for the static polarizability and the dispersion coefficient 
are very poor. However, it is also found that to a very good approximation the 
polarizabilities depend linearly on the selection threshold for doubles, so we can 
extrapolate these polarizabilities for each frequency separately to threshold zero 
and compute the dispersion coefficients with the extrapolated polarizabilities. Still 
the resulting values are much too low. 
The addition of triply excited states to the basis for the first order wave-
function increases the value of the polarizabilities considerably. Again, when we 
enlarge the number of triply excited states the results increase linearly with the 
selection threshold of triples. In this case we can simultaneously extrapolate to 
zero threshold for the doubles and triples. This leads to dispersion coefficients 
that are close to the semi-empirical estimates of Margoliash and Meath. So the 
computation of the polarizabilities for several selection thresholds and the subse­
quent extrapolation of these results to zero threshold can be a good alternative, 
whenever complete SDTCI calculations are out of reach. 
The calculations were done in two basis sets differing in the number of po­
larization functions. It is found that although in the larger basis set, the value 
for the static dipole polarizability is slightly lower, the Ce coefficient is somewhat 
larger than for the smaller basis set. This is explained by a crossing of the curves 
of the polarizability for imaginary frequencies. The general good agreement of our 
I l l 
dispersion coefficients with the results of Margoliash et al. indicates that also the 
dispersion coefficients for other dimers, that were not included in the work of Mar­
goliash et al. are reliable. It is difficult to make statements about the reliability 
of the anisotropy factors, because not many data of these properties exist, so for 
most dimers these are new results, which can be used for future reference. 
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CHAPTER VI. 
COMPUTATION OF THE SHORT RANGE REPULSION ENERGY 
FROM CORRELATED MONOMER WAVEFUNCTIONS 
IN VAN DER WAALS DIMERS CONTAINING He, Ne, A N D N3. 
Abstract 
The first order Coulomb plus exchange energy between two closed shell 
monomers is computed in a non-orthogonal natural orbital formalism. 
SD-CI monomer wavefunctions were used in order to account for the 
intramolecular correlation effect. Approximations to the SD-CI wave-
functions and some restraints to the dimer orbital basis are investigated 
for Ηβ2. These result into a method which is applicable to larger dimers. 
This method is applied to dimers consisting of He, Ne, ала N2- It is 
shown that it is possible to obtain reliable potential energy surfaces 
from this short range contribution, combined with damped dispersion 
energy terms. 
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I. Introduction. 
The ab initio computation of reliable intermolecular potential energy surfaces is a 
very important problem in quantum chemistry. Basically there are two types of 
methods in use for the computation of such surfaces, namely the supermolecule 
methods and the perturbation theory methods. A well known and serious problem 
in the supermolecule method is the occurrence of the basis set superposition error 
(BSSE), which occurs both at the SCF and the correlated level. An advantage of 
this approach is that one and the same method can be used to compute the total 
potential energy surface. 
In this paper we will not use the supermolecule approach, but a method de­
rived from perturbation theory. In our approach the long range and the short range 
part of the potential energy surface are calculated separately. The long range inter­
action is described as a multipole expansion in І 2 - 1 , R being the distance between 
the centers of mass of the monomers. The coefficients in this expansion are the 
well known van der Waals induction and dispersion coefficients. For nonpolar and 
weakly polar molecules, which we are studying in this paper, the dispersion en­
ergy forms the dominant contribution to the second order energy. The dispersion 
coefficients can be obtained from the dynamic polarizabilities of the monomers, so 
a nice feature of these coefficients is that their computation is essentially reduced 
to the calculation of monomer properties. For closed-shell systems, the polariza­
bilities can be calculated at the time dependent coupled Hartree-Fock (TDCHF) 
level of approximation. 1 , 2 The intramolecular correlation contributions to the po­
larizabilities, which are required to obtain accurate results,1 can be included by a 
many body perturbation theory approach3 or by a configuration interaction (CI) 
perturbation approach with singly, doubly and triply excited CI wavefunctions.4 , 5 
So the long range part of the potential surface can be calculated with good pre­
cision. A remaining problem is the computation of the exchange dispersion and 
exchange induction energy contributions, appearing in the second order energy. 
The divergent behaviour of the multipole expansion at short distances, and the 
exchange contributions to the energy, are accounted for in this work by multi­
plying the energy obtained from the multipole expansion with suitable damping 
functions. 
For practically all dimers, the dominant contributions to the short range part 
of the potential surface are the exchange and penetration components of the first 
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order interaction energy. In the majority of the calculations these contributions 
are computed at the SCF level of approximation, which leads to the Hartree-Fock 
plus damped dispersion (HFD) type potentials,6 or they are computed by the 
Heitler-London formula with SCF monomer wavefunctions.7 To our knowledge, the 
intramolecular correlation effects in the first order energy have only been studied 
for the smallest systems, like Н е з , 8 - 1 0 Вез 1 1 and (НзЬ· 1 2 These studies have 
shown that the intramolecular correlation contributions to the first order energy 
are by no means negligible. In this paper we will describe a method that can 
be applied to dimers consisting of larger monomers than those mentioned above. 
This method includes intramolecular correlation effects in the first order energy 
calculations, thus improving the values for the exchange repulsion energy. 
A well known serious problem that one encounters when calculating the first 
order energy is the fact that the basis set of monomer Á is not orthogonal to the 
basis set of monomer B. At the SCF level one can orthogonalize the occupied 
orbitale, but when one uses CI wavefunctions for the monomers to include the in-
tramolecular correlation effects, this orthogonalization is not allowed. This makes 
the computation of the matrix elements very time consuming and immediately 
introduces a second problem, the very large number of matrix elements in the first 
order energy expression, which increases as NANB(NANB + l ) /2 , where NA and 
Ng are the dimensions of the CI expansions of monomer A and В respectively. So 
even a moderate expansion of 100 configuration state functions for the monomer 
would lead to the computation of « 5 χ 10 r matrix elements. However, the major­
ity of these elements will probably give a negligible contribution to the first order 
interaction energy. In this paper we will give a method to compute the matrix 
elements and we will find the types of matrix elements which can be neglected. 
In section Π we will introduce a way to partition the first order energy expres­
sion into several different types of matrix elements. Further it is shown that, when 
one uses the second quantization formalism, a partial orthogonalization of the or­
bital space, and bi-orthogonal orbitals, an efficient method can be obtained to 
calculate the matrix elements without serious loss of accuracy. After giving some 
details about the basis sets and the programs that were used, we will investigate 
in section HI the relative importance of the contributions of the different types of 
matrix elements in the case of the He dimer. We will establish an approximate 
procedure, which will give very satisfactory results and is still computationally 
feasible. After the method is established we will give the correlated results for the 
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exchange repulsion energy for the dimers Нег, Νβ2, He-Ne, He-N2, and Ne-Na for 
several distances and for different orientations in the case of He-N2 and Ne-Nj. 
It is difficult to compare these results directly to experimental data or to other 
calculations, therefore in section IV we present analytical fits to the repulsive en­
ergy, which are then combined with expressions for the damped dispersion energy 
to yield total potential energy functions for the dimers. From these potential en­
ergy functions interaction second virial coefficients are calculated by the use of 
the semi-classical expressions, given by Pack.13 These are in good agreement with 
experimental results. In section V we will give a short summary and some general 
conclusions, and in the appendix we give some details about the calculation of 
matrix elements based on non-orthogonal orbitals. 
II. Theory. 
For closed-shell systems, the most important short range contributions to the in­
termolecular potential are the exchange- and penetration (charge overlap) contri­
butions to the first order interaction energy, which is given by the Heitler-London 
formula 
Ε™ =
 {
*{Β1ΗΙ*ΪΒ)-Ε*-Ε°, (1) 
where, 
( *¿B | * i * ) 
Н = Н
л
 + Нв+
 А В
, 
x _ ( Ф З Ч Я Х І Ф ? ) 
I «tfB ) =| Α Φ£ψ£ >. 
The Ηχ are the Hamiltonian operators and the Ф^ a r e the ground state wave-
functions for the free monomers X (X = Α,Β). Η is the dimer Hamiltonian, 
VAB is the intermolecular interaction operator and A is the intermolecular anti-
symmetrizer. When the Ф^ are exact eigenfunctions of Ηχ, Eq. (l) is identical 
to the usual first order perturbation equation 
<Ф£Ф£|ЛФ2Ф£) · W 
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When we use approximate wavefunctions, Eq. (3) differs from the Heitler London 
expression by a term Δ, the so called zeroth-order perturbation contribution,14 or 
zeroth-order exchange term0 
А = Е(НЬ)-ЕМ. (4) 
The intramolecular correlation contribution to Eq. (1) can be obtained ap­
proximately by expressing the monomer wavefunctions as SD-CI expansions, 
Νχ 
1*?> = £С / Х 1 # ?> X = A.B. (5) 
j=o 
The | Ф^ ) are Configuration State Functions (CSF's), and, if we use SCF orbitals, 
| Ф^ ) will be the SCF wave function. Inserting Eq. (5) into Eq. (1), we obtain 
EIBL) = ]Ç _ Е^ _ EBit (6) 
where 
/,K=0 J,L=0 
and 
Ν
Λ
 NB 
S
= Σ Σ С*С*С£СЕ(АФАФ*\АФ*Ф*). (8) 
І,К=0 J,L=0 
For most closed shell systems | Ф^ ) is by far the most dominant term in the 
Cl-expansion, i.e., 
Cg^>C? 1 = 1,2,... (9) 
We partition V^1) and 5 as follows 
VW = Vo + Vi+Vi + Vs + Vt + Vs, 
S = So + S1+S2 + S3 + S4 + Ss, 
and by using the short hand notation 
Ηυ,κι. =< АФ?Ф* I Я 1,4Ф£Ф£ >, 
Sij.KL =( ΑΦΪΦΐ Ι ΑΦ* Φ* >, (11) 
/"» fyAsvB/*ιΑ svB 
(10) 
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(12) 
we define the terms of V^1) as 
Vo =Соо,оо#оо,оо> 
Vi —2 2_^ {Cio,ooHiotoo + CO/,oo^o/,oo} > 
1=1 
N
x 
V2 = ¿ ^ {CIO^JQHIO^JO + COI,OJHOI,OJ} , 
I,J=1 
Nx 
V3 =2 2_s {CIJ,OOHIJ,OO + CiofiJHIO,OJ} , 
I,J=1 
Nx 
V4 =2 2_^ {CIJ,KOHIJ,KO + CIJIOKHIWK} , 
I,J,K=1 
Nx 
ь = 2^t CIJ,KLHIJ,KL·· 
I,J,K,L=l 
An analogous expression can be obtained for the 5,- when we substitute for the 
HIJ,KL everywhere the SJJ^KL· In view of Eq. (9) we expect that the terms in 
Eq. (10) are decreasing 
Vo>V 1 >V a ,V
r 3>V4>V5, (13) 
and similarly for the 5¿. Note that if we use SCF orbitals, VQ is identical to the 
SCF result. Notice also that in the truncation of Eq. (10), both the normalization 
S and V^1' must be truncated after the same number of terms in order to assure 
proper normalization. Furthermore, after truncation of V^1), EQJ + E^j is no 
longer the asymptotic value of V^l\ 
In the asymptotic limit, the intermolecular antisymmetrizer is the identity 
a-iid VAB tends to zero. To evaluate the asymptotic forms we need two monomer 
energy expressions. The first is the well known expression for the CI correlation 
energy 
Nx 
CfAE* = CfiEgj - E*) = Σ( Φ? Ι Ηχ Ι Φ? )C?, (14) 
J = l 
where 
E* = ( Φ * I H
x
 Ι Φ * ) = tf*. (15) 
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When we use SCF orbitals, E* is the SCF energy of the monomers and ΔΕΧ is 
the correlation energy, but since we will use natural orbitals the interpretation is 
somewhat different here. The second expression is obtained from 
Д* ={ Φ* | H
x
 ι Ψ* ) 
=(С 0 *) 2 <Ф*|Я х |Ф*) + 2 £ с * С 0 * < Ф * | Я х | Ф £ ) 
Ίίι (16) 
NX 
J , J = 1 
Using Eq. (14) and Eq. (16), we derive 
Nx 
£ C?CJF( Φ? I Ях | Ф^ ) = Я * - 2(С 0 Х ) 2 Д£ Х - (C 0 X ) 2 Í ; 0 X . (17) 
/ , J = 1 
Finally we use the fact that the Cl-wavefunction is normalized and the Ф^ are 
orthonormal, which implies 
Nx 
£ ( С Л 2 = 1 - (CoX)2. (18) 
/ = i 
This leads to the following asymptotic forms for the different terms 
V'oo гіА*-*А/~чВ/-іВітрА ι jpB\ 0 — ^ 0 O 0 U 0 O 0 K&O "r ^ 0 J> 
^
0 0
 =2C£c£cgCg{AEA + AEB), 
Vf = C0BC70B{(1 - C¿C¿)(E¿ + Εξ) + (1 - 2С#С0 Л)ДДЛ} 
+ Cá'Co^ííl - C*CB){Eé + Я0В) + (1 - 2 G 0 B C O B ) A Í ; B } , 
з~ =0, 
V4- =2{(1 - C*C¿)C*CBAEB + (1 - CgC^CfctAE*}, 
Vs» = (1 - С0*С0В){(1 - 2C¿C¿)AEA + (1 - C¿C¿)E¿} 
+ (1 - ^ ^ ) { ( 1 - 2C0BC0B)A£B + (1 - £,?<?,?)£,?}. 
The asymptotic forms for the different terms of the normalization 5 are 
5 " =5^° = 51° = 0, 
coo /tAs^B /~iA/-tB 
" O — ^0 o 0 o 0 u 0 ' 
5200 =C0BC0B(1 - Co^Cá1) + С0ЛС0Л(1 - С0 ВС0 В), 
5 Г = ( 1 - С 0 Л С 0 Л ) ( 1 - С 0 В С 0 В ) . 
(19) 
(20) 
120 
Indeed, adding together all the terms of Eq. (19) and of Eq. (20) we get 
(21) V°°=EèI + EgI, 
S00 =1. 
The next problem is to evaluate the different matrix elements occurring in 
Eq. (12). We will use the second quantization formalism, where we indicate the 
hole orbitals by i,j, k,... and the particle orbitals by a, b, c , . . . The labels p, q, r, s 
will be used for unspecified orbitals. We choose the antisymmetrized product of 
the Hartree-Fock ground states of the two monomers as our Fermi-vacuum | Φο ) • 
To simplify the derivation we orthogonalize the subspace of particle orbitals of 
the dimer to the subspace of the hole orbitals, i.e. to the space spanned by the 
occupied MO's of both monomers. This approximation mixes the hole orbitals of 
one monomer into the particle orbitals of the other monomer, whereas the hole 
orbitals themselves remain unaffected. In terms of the creation and annihilation 
operators we get the transformation 
ХІ - N
a
 [xl - Σ SaiX]] aeA, 
г £ ι (22) 
Xa -» N
a
 [X
a
 - Σ SjaX,] aeA, 
jtB 
where α labels a particle orbital of A, while the summation over j extends over 
the hole orbitals of B. A similar expression holds for the particle orbitals on 
B. S
a
j is an element in the overlap matrix and N
a
 is a normalization factor. 
Note that only a few terms in the summations (22) will remain, namely those 
where the creation operator acts on a ket with a hole in ф^ and those where the 
annihilation operator acts on a ket with a particle in 0у. Furthermore S
aj· is an 
overlap matrix element between orbitals on different centers and therefore will be 
fairly small. Test calculations on Нег indicate that the approximation introduced 
by hole particle orthogonalization is not too serious. 
This orthogonalization implies that the overlap matrix blocks out 
= (S0 в",)· И 
where Sh is the overlap matrix of the hole subspace, and Sp is the overlap matrix of 
the particle subspace. This enables us to introduce the bi-orthogonal orbitals1 5 , 1 6 
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for holes and particles separately 
3
 (24) 
where we will label bi-orthogonal orbitals with superscripts, while monomer MO's 
will be labelled by subscripts. The same convention will be used for the creation 
and annihilation operators. In evaluating the matrix elements arising in Eq. (12), 
we shall use Wick's theorem in its time-independent form,17 and to that end we 
need contraction rules for the creation and annihilation operators. These have 
been derived in Ref. 18; they are for the contractions of contragredient operators 
I 1 . . 
AT*'AT,- = 6ij XaX
 ь
 = ¿ob, 
ι — I 
X[XÍ = Sij xaxbi = 6ab, 
while the cogredient contractions give rise to overlap elements 
(25) 
I I 
Xi X) — [Shlji ХаХ Ъ ~~~ \Sp)abi 
ι 1 ι — I (26) 
In terms of creation and annihilation operators over bi-orthogonal orbitals, the 
Hamiltonian in normal product form can be written as 
H = HN + Eoore =Σ(ιΙ>Ρ\Ϊ\Φ4)Ν [X^X"} 
Ρ,ί 
+ ί Σ < u A I »I ^ )Ν[Χ^Χ^ΧΤΧ'} + E
core
, 2 
P.fli»-,« 
where 
^сог
е
=Е(^|Л|0
У
>(5-%· 
»'.У 
1 ( 2 8 ) 
+2 Σ <M>-1"V-ρ™) Ι Μ')(ShlWS^)fl. 
i,i,k,l 
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Raising the orbital index in the integral, while simultaneously lowering the index 
in the corresponding creation- or annihilation operator, and conversely, leaves this 
expression for the Hamiltonian invariant. A general matrix element is given by 
/ л/αι,...,α» ι rj- ι фЬі 1 . . .,Ь т \ 
\ ж < і , . . . , і » I •" I *i ' i,...,Jm ' 
= (Φ0\Ν[χί^...Χ^ΧαΛ...Χαι] (29) 
ΗΝ 
'xl-.xl
m
Xim...xh}\*o), 
where the bra and ket are Slater determinants and hence are not eigenfunctions of 
the total spin operator S2. According to Wick's theorem,17 only fully contracted 
terms give non vanishing contributions. This leads to 
< κ:::::?: ι H ι φ ? ί : : : ± > =< φ ° ι φ° > 
Σ W Ι*« ){Ν [хі^...хі^х
а
 ...х
аі
} 
. Pi« 
χΝ [Χ^Χ*] Ν W ... xt
m
Xim . •. Χ3'1] } 
+\ Σ < ιΜ-« Ι ν Ι ^ 0 . ) {Ν [χ*J... хі^х
а
 ... χ
αι 
χ Ν {χ^Χ^Χ'Χ1-] Ν И ... xl
m
Xim •••Χ11]} 
+Е
соге
[м[хі^...Хі^Х
а
 ...Х
аі
'\ 
xN[x¡r..xlx^...X^]}f 
Ριϊ.Γ,ί 
(30) 
Here f.с. means fully contracted. The normalization of the Fermi vacuum is 
< Фо | Фо ) = det(Sh). (31) 
The relevant matrix elements can now be obtained in a straightforward way by 
determining all fully contracted terms followed by a transformation to the eigen­
functions of S2. An alternative and shorter route is by a combined use of Goldstone 
and Jucys diagrams. In the appendix we briefly outline the latter approach. 
1 2 3 
III. Computational details and test of the method. 
The SCF orbitals were computed by the ATMOL4 package of programs19 and the 
monomer CI-wavefunctions and the natural orbitals by the MACINTOS program, 
developed at our institute.2 0 We used basis sets of GTO's, that were mainly ob­
tained from literature. For He we used two different basis sets: The larger basis, 
basis A, is the 10s, 4p, 2d basis of Chalasinski, van Smaalen, and van Duijneveldt.8 
The second, smaller basis В is the same as basis A, without the d-functions. For 
Ne we used the 14s, 9p basis set of van Duijneveldt21 to which we added two sets 
of d-orbitals with exponents of 0.32 and 1.12. This basis set was derived from the 
work of Chalasinski.22 For N2 we used the 12s, 7p basis set of van Duijneveldt to 
which three d-sets were added with exponents 0.1, 0.3, and 0.9 (this is basis В 
of Visser, Wormer, and Stam1 from which the f-orbitals are deleted). The bond 
distance for N2 is 2.068 ao- In Table I we collected some basis set information and 
ground state properties, together with values from literature. 2 3 - 2 5 
TABLE I. Monomer basis set information. The energies are given in Eh-
He 
He 
Ne 
N 2 
basis set 
10s,4p 
10s,4p,2d 
14s,9p)2d 
ігв.Ур.за/бв.бр.за 
Погъ" 
22 
34 
53 
78 
EHF 
-2.86167294 
-2.86167295': 
-128.54686506'! 
-132.67118191 
N
con/
b 
85 
175 
4765 
18490 
Eci 
-2.90042682 
-2.90225629d 
-128.79560687 
-133.05172066 
Ecorr 
-0.03875387 
-0.04058335 
-0.24874181 
-0.38053875 
а Погь are the number of orbitals. 
Ь Neon/ are the number of smglet SDCI CSF's includwg Dih-eymmetry. 
с Hartree-Fodc limit.· E = -2.861в79995 £'л. Ref. 23. 
d Non reht'ivbtic energy limit: E = -2.903724375í7fc. Ref. 24. 
e Haitree-Fock limit: E = -12i.5A708Eh. Ref. 25. 
In the calculation of the first order energy expression (Eq. (l)) the most time-
consuming step is the computation of VW (Eqs. (10-12)). For systems larger than 
Нег the computation of the complete V^1' soon becomes too expensive and one is 
forced to truncate Eq. (10). Therefore we will first establish at which level we can 
truncate Eq. (10) without losing too much of the total correlation contribution, 
that would be obtained from the complete expression for VÍ1). To this end we 
performed calculations of the different terms Vi for Ηβ2. Because this in itself 
already represents a considerable computational effort, we used the smallest of the 
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TABLE П. First order interaction energy for the He-dimer in 
a basis of the lowest 14 SCF orbitaJs ([5s,3p¡) obtained from 22 
AO's ([I0s,4pj). The monomer SDCI-wavefunction consists of 33 
states. Ecj = —2.8994802£fc. The interaction energy ¡a given in 
units of 10~sEh. The rows give the cumuiative contributions to 
the interaction energy. 
Vo 
Vi 
Va 
э 
ν« 
ь 
E(HL)a 
3.0 
1534.23 
1525.65 
1587.93 
1593.24 
1590.56 
1594.82 
1534.8 
4.0 
147.49 
152.09 
156.41 
157.07 
156.91 
157.30 
147.6 
5.0 
13.197 
14.099 
14.327 
14.421 
14.403 
14.452 
13.328 
5.6 
3.005 
3.283 
3.306 
3.334 
3.328 
3.342 
3.069 
a Obtained from coJumii 3 (&£>) plus column 4 (£<*°¿ + AWJ 
of Table V of Ref. 26. 
two АО bases (basis B). A full CI calculation was performed for the monomer 
with the lowest 14 of the 22 SCF orbitals obtained from basis В ([5s,3p]). This 
resulted in a monomer wavefunction of 33 configurations. The correlation energy 
obtained with this wavefunction is AE
eorr
 = —0.03781 E^ This is 97.5% of the 
total SDCI correlation energy, obtained in the full basis В (see Table I). As a 
reference we computed with these monomer wavefunctions the contributions of 
the different V» to V^1), without orthogonalizing the particle-orbital space to the 
hole-orbital space. After subtracting the asymptotic contribution for each term of 
Eq. (10) we observe (Table II) that Vo is very close to the accurate SCF results 
of Gutowski, van Duijneveldt, Chalasinski and Piela,2 6 furthermore we see that 
because the contributions from V4 and V5 are very small and of opposite sign, so 
they almost cancel each other, truncation after V3 gives results almost identical to 
the total first order energy V^1). The error introduced by the truncation is largest 
in the repulsive part of the potential curve. At R — З.Оао it is 1.58 χ l O - 5 . ^ 
or 3.5 c m - 1 . Near the potential minimum « 5.6ao it is only 8 X l O - 8 ^ or 0.02 
c m
- 1
. So truncation after э gives as much as 97% of the correlation contribution 
to Vl1) that can be obtained in this configuration basis. 
Next we investigated the effect of orthogonalizing the particle-orbitals to the 
hole-orbit als. Comparison of Table II and Table III shows that at short internu-
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TABLE ΙΠ. First order interaction energy for the He-dimer in a 
basis of the lowest 14 SCF orbitals obtained from t ie 22 AO's 
of Basis I. The particle-orbital space is ortiiogonaüied to tile 
boJe-orbitai space. The SDCI-wavefunction consists of 33 states. 
Eci = —2.8994802-E'/,. The interaction energy is given in units of 
10~6Eh- R is given in OQ. The rows give the cumulative contri-
bution to the interaction energy up to the indicated term. 
R 
Vb 
з 
v 6 
3.0 
1534.23 
1607.55 
1607.17 
4.0 
147.49 
159.48 
158.88 
5.0 
13.197 
14.780 
14.576 
5.6 
3.005 
3.451 
3.365 
clear distances, where the non-orthogonality of the particle orbitals of monomer A 
to the hole orbitals of monomer В and vice versa is the strongest, the orthogonal-
ization process increases the repulsive contribution slightly. However, the increase 
in the interaction energy is less than 1%. The effect on V3 is slightly larger than 
on the full V^1), but again, truncating after V3 yields results, that are very close 
to the full V^1). Therefore we feel that it is justified to truncate all the following 
calculations after V3. This yields an N^NB algorithm, instead of an N^N^ al­
gorithm arising in the computation of the full VW (дг
л
 and NB are the number 
of configurations of monomer A and В respectively). Furthermore, the use of the 
hole-particle formalism, which is possible because of the orthogonalization of the 
particle-orbital space to the hole-orbital space simplifies the algorithm and reduces 
the computing time at the cost of a small extra repulsive contribution, due to the 
orthogonalization process. 
To reduce the effects of the hole-particle orthogonalization even further we 
considered the use of natural orbitals (NO's). Natural orbitals (NO's) are more 
compact than SCF orbitals resulting in less overlap between the virtual orbitals 
on monomer A and the occupied orbitals on monomer B. To demonstrate this 
reduction, we performed a calculation in basis B, taking the first 13 NO's (4s,3p) 
computed from the 22 AO's (Table IV). This yields a monomer SDCI wavefunction 
of 28 configurations and a correlation energy of AE
corr
 = —0.0388457 Eh, or 
99.8% of the SDCI correlation contribution obtainable in basis B. Notice that now 
part of the correlation contribution is already contained in V0. Looking at the 
results at level э, we see that indeed the extra repulsive contribution is reduced 
and the results are now very close to those in Table II. Finally we performed a 
calculation using the full basis of the 22 NO's, resulting in a CI wavefunction of 85 
12Θ 
configurations (Table IV). We see that the previous calculation using the 13 NO's 
has already virtually converged to the result in the 22 NO basis. 
TABLE Г . First order interaction energy for the He-dimer in 
a basis of naturai orbitale. The energy units are lQ~6Eh. R is in 
oo· 
R 3.0 
1547.00 
1594.54 
1594.35 
4.0 
149.06 
156.79 
156.78 
5.0 
13.362 
14.370 
14.371 
5.6 
3.046 
3.318 
3.319 
a 13 natura/ orbitais (4s,3p) obtained bom Basis I. 
26 CSF's; Eo = -2.86163782£h,· Εσι = -2.9OO3370Eh. 
b 22 natura/ orbitais (10в,4р) obtained from Basis I. 
85 CSF's; Eo = -2.861637β2£|1,· Eci = -2.9004268^. 
From the above results, we conclude that in the rest of the calculations we 
may use SD-CI monomer wavefunctions computed from a subset of NO's, that 
are obtained from large АО bases. With these wavefunctions we compute V M , 
truncated after э, and the normalization S, truncated after S3. 
IV. Results. 
First we applied our method to the three dimers obtained form He and Ne. In 
these calculations we used basis A for He. From this basis we computed the natural 
orbitais. Using all 34 NO's we obtained a monomer wavefunction of 175 configu­
rations and a correlation energy of AE
corr
 = -0.04058335 Е
Н
- For Ne we selected 
36 NO's (9s,5p,2d) from the basis of 53 AO's. This yields 2010 configurations 
and a correlation energy of AE
corr
 = -0.24471676 Eh or 98 % of the SDCI cor­
relation contribution obtainable in this АО basis. A disadvantage of using NO's 
rather than SCF orbitais is that the specific correlation contributions to the first 
order interaction energy for the dimers are more difficult to extract from the total 
first order interaction energy, because our results for VQ are not the same as the 
SCF results. However, when possible we will estimate the correlation effects by 
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TABLE V. First order interaction energy for the He-dimer in a 
basis of 34 NO's obtained from Basis A. Tie SDCJ-wave/unction 
consists of 175 states. Eci = -2.9022562^. The interaction 
energy is given in units of 10~6Еь and R is given in OQ. 
R 
Vo 
v3 
HF« 
corre lated" 
H F b 
correlated6 
correlated0 
3.0 
1545.49 
1593.79 
1513. 
1587. 
1513.65 
1590.36 
... 
4.0 
148.89 
156.29 
147.4 
155.9 
147.137 
156.719 
156.03 
5.0 
13.345 
14.286 
13.18 
14.11 
13.305 
14.523 
... 
5.6 
3.042 
3.294 
2.822 
3.037 
3.057 
3.390 
3.366 
a Ref. 8. 
Ь Ref. 9. 
с Ref. 10. 
comparing our correlated results to SCF results from other authors. 
In Table V we collect the contributions to the first order interaction energy up 
to з for Нег for several intemuclear distances. Comparing with Table IV we see 
that the two d-orbitals give a slight decrease of the interaction energy. Chalasinski 
et al. calculated the first order interaction energy in a monomer centered basis set, 
using Eq. (3) . 8 This differs from our approach by the term Δ of Eq. (4). When we 
compare our values with their correlated first order energy results we see that our 
results are slightly higher +0.4% to +1.2% than theirs in the region 3.0 ao to 5.0 
ao, but near the potential minimum at 5.6 OQ we find a value » 8% higher than 
theirs. Later Chalasinski and Gutowski recalculated the first order energy with a 
dimer centered basis.0 Due to the orbitale on the second center the behaviour of 
the orbitals in the outer region is much better. Moreover, for a dimer centered 
basis set, the part of Δ that is proportional to S2 = { ф £ ψ £ \ Pl \ * £ * £ >, where 
Pi interchanges one pair of electrons between A and B, (the Landshoff t e r m 2 7 , 2 8 ) 
will be zero for SCF calculations and in the correlated calculations contributions 
to Δ will be of the order η + 1, where η is the highest order excitation in the CI 
wavefunction.0 
In their later calculation Chalasinski et al. find an overall increase in the 
first order interaction energy. In the region 3.0 ao to 5.0 ao their results differ 
from ours by - 0 . 2 % to +1.7% and at 5.6 a0 the difference is reduced to +2.9%. 
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TABLE VI. First order interaction energy for the Ne-dimer in a basis of 36 NO's (9a,5p,2d), ob­
tained from 53 АО basis. Tie SDCI-wavefunction consists of 2010 states. Eoi = -126.766252Efl. 
The interaction energy is given in units of 10~5Eh and R is given in OQ. 
R 
Vb 
э 
£(10)
 + д а 
4.0 
892.23 
1002.84 
... 
5.0 
75.529 
91.682 
76.39 
5.5 
21.776 
27.683 
22.35 
5.6 
16.960 
21.777 
... 
6.0 
6.210 
8.319 
Θ.51 
7.0 
0.486 
0.734 
0.54 
a SCF results. Ref. 22. 
TABLE П. First order interaction energy for the He-Ne dimer in a basis of 34 
NO's for He and 36 NO's for Ne. The SDCI monomer wavefunctions consist of 175 
states for He and 2010 states for Ne. The CI energy for He is Eci = -2.9022562Eh. 
ала for Ne it is Eci = — 128.766252.E/,. Tie interaction energy is given in units of 
l O " 6 ^ . and Л in oo. 
Д 
Vo 
v3 
3.0 
3692.059 
3905.036 
4.0 
343.464 
379.159 
5.0 
30.633 
35.655 
6.0 
2.600 
3.211 
7.0 
0.213 
0.277 
8.0 
0.017 
0.023 
Cremaschi, Morosi, Raimondi and Simonetta20 investigated the effect of system­
atically increasing the size of the basis set on the first order interaction energy 
at R = 5.6 OQ. In their largest basis set they find E = 3.069 χ I O - 5 Eh on the 
Hartree-Fock level, and E = 3.351 χ I O - 5 Eh at the CI level. This value lies +1.7% 
above our result. In a recent аб ίηι'ίίο supermolecular variational calculation of 
the potential curve of Hea by van Lenthe, Vos, van Dujjneveldt-van de Rjjdt and 
van Duüneveldt30 in a very large basis set, values of the correlated first order 
interaction energy are presented that are even closer to our results than those of 
Chahtsinski et о/.0 At R = 4.0 ao van Lenthe et al. find Е^ = 156.03 χ I O - 5 Ehì 
which is -0 .2% below ours. The difference at R = 5.6 ao is +2.2%. So we see that 
our method is indeed capable of yielding accurate values of the first order interac-
tion energy. In order to estimate the correlation effects we base ourselves on the 
uncorrelated results of Ref. 26. We see that the correlation increases the Hartree-
Fock results with 3.8% for R = 3.0 a0 to 7.3% for R = 5.6 OQ. So the correlation 
effects are relatively more important around the van der Waals minimum. 
The results for Νβ2 are given in Table VI. Chalasinski also calculated the 
first order interaction energy for this dimer, but only at the SCF level.22 He used 
the 14s, 9p basis of van Duüneveldt, the same s, p-basis as we use in this work. 
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His results are included in Table VI. The values differ only slightly from our VQ 
values. This difference is probably due to the lack of d-orbitals in Chaiasinski's 
basis and our use of natural orbitals. Taking the results of Chaiasinski's, we can 
again estimate the correlation effects. Just as in the case of the He dimer, the 
correlation effect increases with increasing ii, but in this case the effect is much 
larger. For R = 5.0 OQ the effect is +20%, for R = 6.0 OQ it is + 2 8 % while for 
І2 = 7.0 ao it even is +35%, however the result for i? = 7.0 oo could be unreliable 
due to numerical effects. 
TABLE ТП. Analytical fit to first order interaction energies. The t/iird and fourth 
column contain the parameters of the Born-Mayer function Axebl'xR, columns six to 
eight contain the fit parameters to the /unction A
x
c
bl
'*
R+b,
'
iR
 . Αχ is given in Eh, 
ό 1 ι λ in o j 1 and 62 > λ in oo 2 . 
He-He 
He-Ne 
Ne-Ne 
He-N2 
Ne-N2 
« 0 
« 0 
«o 
« 0 
Ü2 
υ« 
ν
β 
« β 
«о 
« 3 
υ* 
« β 
υβ 
Α
λ 
20.39540 
57.23015 
153.27226 
164.40479 
224.15870 
61.84974 
10.05841 
1.39484 
350.53133 
506.92612 
139.68860 
24.89031 
5.79524 
*!.* 
-2.37704 
-2.40811 
-2.40577 
-2.11230 
-2.10500 
-2.09160 
-2.10902 
-2.18271 
-2.11177 
-2.11575 
-2.11222 
-2.15311 
-2.31394 
Αχ 
11.20115 
33.01135 
117.63890 
43.28262 
67.62798 
32.59950 
15.86306 
80.77857 
136.50048 
230.59409 
126.74321 
95.21960 
110.38227 
»ι.* 
-2.08172 
-2.18668 
-2.30666 
-1.64128 
-1.68206 
-1.86557 
-2.26982 
-3.61527 
-1.77891 
-1.83774 
-2.07789 
-2.Θ2666 
-3.35403 
Ьз.л 
-0.03442 
-0.02013 
-0.00902 
-0.03925 
-0.03525 
-0.01884 
0.01340 
0.11938 
-0.02774 
-0.02317 
-0.00286 
0.03946 
0.08667 
The first order interaction energy for the He-Ne dimer was calculated at 6 
distances ranging from 3.0 ao to 8.0 ao (Table VII). For this dimer we were not 
able to find any other calculations of the first order energy, even at the SCF 
level, so we cannot extract the intramolecular correlation contributions from the 
total interaction energy, but it seems plausible that the relative importance of the 
correlation contributions will lie somewhere between the results for the He dimer 
and the Ne dimer. 
For He-N2 and Ne-Nj we computed the first order energy for a grid of 10 
1 3 0 
TABLE DC. Comparison ofSCF and correiated results for the first order interaction 
energy of Ne-JVj for various distances and angles. Tie interaction energy is given in 
units of 10~sEil and R is given in do. 
R\e 
4.5 
5.0 
6.0 
7.0 
SCF« 
v3 
SCF a 
v3 
SCF« 
v3 
SCF" 
v3 
21.1769° 
5684.0 
6002.3(5.6%) 
1997.2 
2149.1(7.6%) 
236.2 
265.9(13%) 
26.1 
31.4(20%) 
48.6078° 
2557.8 
2733.7(6.9%) 
902.0 
987.5(9.5%) 
106.3 
123.1(16%) 
11.8 
14.4(22%) 
76.1949° 
1191.8 
1246.5(4.6%) 
423.5 
451.3(6.6%) 
50.9 
56.6(11%) 
5.9 
6.7(14%) 
90.0° 
1057.7 
1096.7(3.7%) 
376.9 
397.1(5.4%) 
45.7 
49.9(9.2%) 
5.3 
5.9(11%) 
a Ref. 32a, Ь. 
Legendre points in cos Θ, where θ is the angle of the atom-diatom vector with 
the diatom, and for 5 distances, ranging from 4.0 OQ to 8.0 OQ. For N2 we used 
a basis set of 38 NO's, obtained from the 78 АО basis. In the monomer CI 
calculation we kept the 1σ orbital frozen. This results in a SDCI wavefunction of 
2543 configurations and a CI-energy of -132.9933895 Eh, which reproduces 85% 
of the SDCI correlation energy obtainable in the 78 orbital basis. The results are 
represented by the Legendre expansion 
4 
V{R,e) = £ V2x{R)P2A(COS0), (32) 
λ=0 
where the PJA a^e Legendre polynomials and the t>2A [Щ ^^ fitted to the function 
А
хе
Ь1,хП+ь,,хН>
 T h e fit parameters are given in Table VIII. From the fit of the 
first order energy of He-Na, we find a value of 0.002398 Eh at R - 6.0 ao and 
в = 90°, which is +2% higher than the SCF value of 0.00235 Е
ы
.
31а
'
Ь 
In Table IX we give the SCF results of McCourt, van Duú'neveldt, van Dam 
and Fuchs 3 2 a , b and our own values, obtained from the fit of the energy, together 
with the percentage difference between the two sets of results. Again we see that 
the correlation effect increases with increasing distance. In this case there is also 
an angular dependency of the correlation effect, the relative increase in energy 
being largest round θ = 45°. For θ = 90° the effect is smallest. 
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V. Complete interaction potentials. 
In order to further test the accuracy of the repulsive term we combine it with 
damped dispersion terms, thus obtaining total intermolecular potential energy 
surfaces. We can compare the potential parameters σ (the distance at which V is 
zero), R
m
 (the position of the potential well), and e (the depth of the potential 
well) with those of other representations of the potential energy surfaces. Given the 
total interaction surfaces we can compute the interaction second virial coefficients 
•Βΐ2(!Γ) using the semi-classical procedure described by Pack, 1 3 which includes the 
first translational and rotational quantum corrections to the classical result. These 
computed virial coefficients can be compared with measured ones, and hence form 
an important test for the reliability of the potential surfaces. 
To achieve this we expand the atom-diatom potential in the same way as the 
we did for the first order energy (Eq. (32)), but now the R dependent expansion 
coefficients v\ are given by the expression 
МЛ) = ¿ л е ^ « ^ * · - Σ / w ( Ä ) ^ . (33) 
n > 3 
We shall use Eq. (33) also for the dimers consisting of atoms, in which case λ = 0. 
The A\, b\^\ and бз.А for the dimers consisting of atoms are obtained from a least 
squares fit of the results from Tables V, VI, and VII. 
The fit parameters for these cases are also given in Table VIII. In this table 
we also give the fit parameters of the Born-Mayer function Α\^'χΚ which is often 
used to model the repulsive part of the potential. In general, the function used in 
Eq. (33) gives much smaller deviations from the computed results than the Born-
Mayer function, so we will use the former function to describe the repulsive term. 
Only in the case of the «e and va component for He-N2 and Ne-N2, where бз.л is 
positive, which results in divergent energy for large i i , we will use the Born-Mayer 
function. The damping functions /δη,λί-Κ) are those given by van der Avoird, 
Wormer and Jansen 3 3 and are of the form proposed by Tang and Toennies 3 4 but 
adapted to the quadratic exponent used in the repulsive part. These damping 
1 3 2 
TABLE X. Dispersion coefficients for the dimers (in a.u.J. 
Cî 
ci 
CS 
cg 
ci 
C?o 
Cïo 
Cfo 
Cfo 
He-He» 
1.463 
. . . 
14.11 
183.2 
He-Ne" 
3.075 
36.01 
522.0 
. . . 
Ne-Ne6 
6.691 
92.19 
1492. 
. . . 
. . . 
... 
He-N2ò-C 
10.27 
1.286 
218.1 
199.9 
-5.016 
4881. 
6466. 
1046. 
-36.42 
Ne-Nab,e 
21.75 
2.667 
509.9 
428.7 
-9.790 
12424. 
15279. 
2194. 
-70.98 
a PïiUCIresuJts. Ref. 4. 
Ь MBPT results. Ref. 3. 
с The Сю dispersion coefficients for Не-ЛГз and Ne-Nj were not pub­
lished in Ref. 3. 
functions contain no adjustable parameters, and are 
<k=0 
Ofc 
-A = Σ 
1.2»—kik—i 
bl,X ft2,A 
(34) 
^ (2,--*)!(*-Or 
The summation over t starts with the first integer larger than Jk/2. The only 
variable parameter in the representation of the potential is the number n
m
, the 
maximum order of the expansion of the dispersion energy. For each dimer we 
computed the potential for n
m
 = 5 (PES 1) and n
m
 — 9 (PES 2). The dispersion 
coefficients up to n
m
 = 5 are taken from the work of Visser, Wormer and Jacobs 4 
for He2 and from a recent paper from two of the present authors 3 for the other 
dimers. For the sake of completeness we give these dispersion coefficients in Ta­
ble X. The higher dispersion coefficients are obtained following the approximation 
given by Tang and Toennies, 3 4 
(?2
Λ
+6,λ = ( ТГ^—— ) C2n,\· ( 3 5 ) 
\^2
Λ
+2,λ/ 
In Table XI we collect the potential parameters and interaction second virial 
coefficients for Нез, He-Ne, and Ne2, together with results obtained from other po-
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tentials and experimental results. Inspecting Table XI we see that for Нез PES 1 
gives values of σ and Rm that are too large, a well that is too shallow and inter­
action second virial coefficients that are too high compared to the semi-empirical 
potential of Aziz, McCourt and Wong,35 while PES 2 gives values of σ and R
m 
that almost coincide with the results of Aziz et al. The well is slightly deeper for 
PES 2 and the interaction second virial coefficients are some 0.2-0.3 cc/mole higher 
over the whole temperature range than those calculated semi-classically with the 
potential of Aziz ef al. For He-Ne also the interaction second virial coefficients 
calculated with PES 2 are in closer agreement with the experimental results of 
Brewer and Vaughn36 than those calculated with PES 1. For Νβ2 the converse 
is true. Here PES 2 gives a smaller σ and Rm than the semi-empirical potential 
of Aziz, Meath and Allnatt37 and a much greater well depth while PES 1 gives 
almost the same results as the potential of Aziz et α/. PES 1 gives also interaction 
second virial coefficients which are closer to experiment than PES 2. 
Since in all other cases the use of the relation (35) improves the results, this 
may indicate that the short range repulsion is underestimated in the case of Nej, 
and the agreement of PES 1 with other values is fortuitous. 
The well parameters and interaction second virial coefficients for He-N2 are 
given in Table XII, together with results obtained from the recent theoretical po­
tentials of Bowers, Tang and Toennies (BTT potential)38 and of Fuchs, McCourt, 
Thakkar and Grein (HFD1 and HFD2). 3 1 0 ' 3 9 ' 4 0 The interaction second virial coef­
ficients are compared with the experimental results from Schramm and Büchner41 
and from Brewer et α/.36 The interaction second virial coefficients calculated from 
PES 1 are much too high compared to the experimental results. When we use 
PES 2 to compute the virial coefficients the results are considerably better, but 
the values are still above the experimental results. In general the virial coefficients 
obtained from HFD1 are in better agreement with experiment than those obtained 
from PES 2, while those obtained from HFD2 are worse. The interaction second 
virial coefficients obtained from the BTT potentials, which were calculated using 
the classical formula without quantum corrections, were displayed graphically, so 
we are not able to compare them directly to our results. However, inspecting the 
curve of Fig 3a of Ref. 38 we see that for the low temperatures, where our results 
and those obtained from the HFD1 potential deviate the most from the experi­
mental results, the interaction second virial coefficients calculated from the BTT 
potential also lie outside the error bars of the experimental values. Adding the first 
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TABLE XI. Potentiai parameters and second viriai coefficients for Яег, Ne^ and He-Ne. The 
temperature is in Keivin, B12 in ce/mole, e in 10~aEil σ and Л т in OQ. 
σ 
e 
Τ 
98.15 
123.15 
148.15 
173.15 
198.15 
223.15 
248.15 
273.15 
298.15 
323.15 
348.15 
373.15 
398.15 
423.15 
Не
а 
PES 1 
5.07 
5.Θ9 
-3.20 
PES 2 
4.99 
5.Θ1 
-3.58 
Azi«e 
4.98 
5.60 
-3.47 
He-Ne 
PES 1 
5.15 
5.78 
-6.39 
PES 2 
5.04 
5.65 
-7.57 
θ ι 2 
12.71 
12.97 
13.04 
13.02 
12.95 
12.86 
12.75 
12.63 
12.51 
12.39 
12.27 
12.15 
12.04 
11.92 
11.87 
12.23 
12.38 
12.42 
12.39 
12.34 
12.26 
12.16 
12.07 
11.96 
11.86 
11.76 
11.65 
11.55 
11.66 
12.01 
12.15 
12.18 
12.15 
12.09 
12.01 
11.91 
11.81 
11.71 
11.60 
11.50 
11.40 
11.30 
8.57 
10.36 
11.43 
12.11 
12.56 
12.85 
13.05 
13.19 
13.27 
13.32 
13.34 
13.35 
13.34 
13.32 
6.35 
8.49 
9.79 
10.63 
11.21 
11.60 
11.88 
12.08 
12.23 
12.32 
12.39 
12.44 
12.46 
12.47 
Exp.» 
Ne3 
PES 1 
5.23 
5.85 
-13.46 
PES 2 
5.14 
5.75 
-15.49 
Aiiic 
5.21 
5.83 
-13.38 
Exp.11 
(Г) 
10.26 
10.91 
11.37 
11.74 
12.00 
12.11 
12.39 
12.71 
-5.45 
0.31 
3.89 
6.29 
8.00 
9.26 
10.21 
10.95 
11.54 
12.01 
12.39 
12.70 
12.95 
13.17 
-9.48 
-2.90 
1.18 
3.93 
5.89 
7.33 
8.44 
9.30 
9.99 
10.55 
11.00 
11.38 
11.69 
11.95 
-5.57 
0.15 
3.71 
6.09 
7.79 
9.04 
9.99 
10.72 
11.31 
11.77 
12.15 
12.46 
12.72 
12.93 
0.10 
4.36 
6.45 
7.90 
9.12 
10.14 
10.94 
11.54 
12.32 
a Second viriai coefficients are caicuiated semi-ciassicaiiy from the potentiai of Asiz, McCourt and 
Wong (Ref. 35). 
b Ref. 36. 
с Second viriai coefficients are caicuiated semi-ciassicaiiy from tile HFD-C2 potential of As», 
Meati and Ai/natt. Ref. 37. 
quantum correction, which still gives a sizable contribution at these temperatures, 
would shift up their results even further. So none of the potentials predicts the 
interaction second viriai coefficients correctly over the whole temperature range 
considered. 
Turning to the well parameters, we see that the two HFD potentials are much 
more anisotropic than the PES 2 potential, which in turn is more anisotropic than 
the BTT potential. The anisotropy is expressed as Δ Μ = | M(90°) - Μ ( 0 ο ) |, 
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where M = a,R
m
 or e. Δ σ should be about 1.15 ao as Faubel4 2 showed by an 
analysis of the state-to-state differential cross section measurements43 within the 
inelastic Fraunhofer approximation. The value of 1.17 ao from the PES 2 potential 
agrees considerably better with this result than the 1.00 ao from the BTT potential 
and the 1.64 ao from the HFD1 potential. For ARm a value of 1.21 OQ was found 
by Liu, McCourt, Fitz and Kouri44 by empirically adjusting the anisotropy in 
R
m
 to give agreement with the relaxation cross section, which characterizes the 
viscomagnetic Senftleben-Beenakker effect. Again, the value of 1.18 ao obtained 
from the PES 2 potential is in much closer agreement to this value than those 
obtained from the BTT potential (1.00 aQ) and the HFD1 potential (1.66 OQ). 
In recent years several intermolecular potential energy functions have been 
proposed for the Ne-N2 interaction. McCourt, van Duüneveldt, van Dam, and 
Fuchs32" published a number of potential energy functions of the HFD type, which 
differed in the form of the damping functions. From these potentials, the HFD3 
potential gives interaction second virial coefficients in best agreement with exper-
iment. Ling, Mehrvarz and Rigby45 also investigated different potentials, based 
on SCF repulsive energy plus damped dispersion energy, using several different 
damping functions. These potentials were fitted to give the best results for the 
interaction second virial coefficients and low pressure viscosity and diffusion coef-
ficients. From these functions the potential obtained from a Tang and Toennies 
type of damping function (TT potential) seems to give the best overall agreement 
with experiment. From the various figures displayed in Ref. 45 we can extract the 
well parameters and interaction second virial coefficients. Finally we mention the 
potential of Bowers tt al. (BTT potential),38 based on the Tang and Toennies 
potential model. Our results for the well parameters, the anisotropy in the po-
tential and calculated interaction second virial coefficients are given in Table XIII 
together with the values -when available- for the TT, BTT, and HFD3 potential. 
We see that the virial coefficients calculated from PES 1 are too high compared 
to the experimental values from Brewer tt al.36 and the results quoted by Ling 
et al. While the low temperature values obtained from PES 2 compare very well 
with the quoted results from Ling et al., the results for higher temperatures lie 
3.3-1.0 cc/mol below the experimental values of Brewer et al.. Except at 90° К and 
100° К the TT potential gives virial coefficients that are in closer agreement with 
experiment, but one should keep in mind that this potential is specifically fitted 
to reproduce the virial coefficients, while the PES 2 potential was not fitted to 
TABLE ХП. Potential parameters and second virial coefficients for He-N2. Tbe 
temperature is in Kelvin, B12 in cc/mole, ε in lQ~sEil and σ and Rm in a0. 
σ(0°) 
Л т ( 0 о ) 
£(0°) 
ЛтІЭО") 
£(90°) 
Ασ 
AR
m 
Ae 
Τ 
50.0 
70.0 
77.3 
87.2 
90.00 
100.00 
113.20 
148.15 
173.15 
198.15 
223.15 
248.15 
273.15 
298.15 
321.7 
323.15 
523.2 
598.2 
He-N2 
PES 1 
6.93 
7.65 
-6.31 
5.85 
6.57 
-8.83 
1.08 
1.08 
2.52 
PES 2 
6.88 
7.60 
-6.79 
5.71 
6.42 
-10.63 
1.17 
1.18 
3.84 
BTT* 
6.73 
7.43 
-7.39 
5.73 
6.43 
-9.82 
1.00 
1.00 
2.43 
HFÜl* 
7.07 
7.80 
-4.54 
5.43 
6.14 
-13.39 
1.64 
1.66 
8.85 
HFD2b 
7.21 
7.97 
-3.79 
5.64 
6.35 
-11.14 
1.57 
1.62 
7.35 
Exp. 
B12(T) 
-9.62 
3.85 
6.87 
10.07 
10.84 
13.16 
15.51 
19.41 
21.05 
22.16 
22.94 
23.49 
23.89 
24.17 
24.37 
24.38 
24.64 
24.49 
-16.21 
-0.93 
2.50 
6.14 
7.01 
9.66 
12.34 
16.83 
18.75 
20.07 
21.01 
21.70 
22.21 
22.58 
22.85 
22.87 
23.51 
23.44 
-21.3 
-4.66 
-0.97 
2.94 
3.86 
6.70 
10.8 
15.4 
21.6 
22.3 
22.3 
-11.6 
2.37 
5.51 
8.83 
9.62 
12.0 
14.8 
21.6 
23.6 
23.8 
23.7 
-10.4' 
-4 .1 ' 
0.4' 
10.43* 
15.32' 
17.25' 
17.75' 
18.67' 
19.85' 
20.19' 
21.19' 
21Ла 
21.56' 
22.41d 
21.73d 
a Potential of Bowers, Tang and Toennies. Ref. 38. 
Ь HFDI and HFD2 potentiah from Fuchs, McCourt, Thakkar and Grein. The well 
parameters are from Ref. 31a and the virial coefficients from Ref. 39 and Ref. 40. 
с Ref. 41. d Ref. 40. e Ref. 36. 
137 
any experimental data. While the values for the PES 2 potential are consistently 
below the experimental results, the virial coefficients obtained from HFD3 are 
consistently above the experimental results. Neither of the two potentials yields 
clearly better values for the whole temperature range. 
TABLE X m . Potentiai parameters and second virial coefficients for Ne-Nj. TAe 
temperature is in Kelvin, Вц in ce/mole, e in 10~6Eh and σ and Д^, in op. 
"(0°) 
Дт(0°) 
€(0·) 
σ
(90· ) 
Дт(90 о) 
e(900) 
Ασ 
ΔΑ™ 
Ае 
Τ 
90.00 
100.00 
125.00 
148.15 
173.15 
198.15 
223.15 
248.15 
273.15 
298.15 
323.15 
Ne-N2 
PES 1 
6.87 
7.58 
-14.48 
5.76 
6.48 
-20.96 
1.11 
1.10 
6.48 
PES 2 
6.80 
7.51 
-15.96 
5.58 
6.27 
-26.97 
1.22 
1.24 
11.01 
PES3 
6.83 
7.53 
-15.51 
5.66 
6.37 
-24.0β 
1.17 
1.16 
8.55 
BTT« 
6.68 
7.37 
-17.8 
5.68 
6.38 
-22.8 
1.00 
1.01 
5.00 
HFD3b 
7.04 
7.79 
-9.58 
5.77 
6.50 
-20.19 
1.27 
1.29 
10.61 
TT« 
6.60 
7.26 
-16.43 
5.54 
6.16 
-23.45 
1.06 
1.10 
7.02 
Exp. 
Β 1 2(Γ) 
-31.16 
-23.40 
-10.21 
-2.50 
3.21 
7.28 
10.31 
12.63 
14.45 
15.91 
17.10 
-44.23 
-34.83 
-19.00 
-9.81 
-3.04 
1.79 
5.38 
8.13 
10.30 
12.05 
13.48 
-38.60 
-29.93 
-15.25 
-6.70 
-0.38 
4.12 
7.46 
10.04 
12.06 
13.68 
15.01 
-34.26 
-4.79 
1.01 
5.13 
8.19 
10.53 
12.36 
13.84 
15.03 
-38.0 
-29.6 
-15.3 
-7.14 
-1.04 
3.27 
6.48 
9.06 
11.01 
12.59 
13.94 
-44." 
-зз.
<| 
-le.r1 
-6.54е 
-0.54е 
3.27е 
6.39е 
9.13е 
11.27е 
13.28е 
14.9ве 
a Potential from Bowers, Tang and Toeonies. Ref. 38. 
b HFD3 potential from Mc Court, van Dui/ne veídt, ал Dam and Fuchs. Ref. 32a. 
с TT Potential from ¿ing, MeJirvari and Rigby. Ref. 45. 
d Quoted from Ref. 45. 
e Ref. 36. 
When we include the dispersion energy up to nm = 6 (PES 3) the experimen-
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tal virial coefficients are best reproduced. This is again an indication that in the 
dimers containing Ne the short range repulsion is underestimated. 
Looking at the well parameters, we see that the PES 2, B T T and T T poten­
tials give a well depth for the linear configuration, that is nearly twice as deep as 
obtained from the HFD3 potential. For the T-shaped configuration the differences 
are less pronounced, but the PES 2 potential yields a well that is ~ 30% deeper 
than the HFD3 potential. Just as for He-N2 the B T T potential is clearly less 
anisotropic than all other potentials. The anisotropy in the PES 2 potential is 
almost the same as in the HFD3 potential, while the anisotropy in the T T poten­
tial lies somewhere between the BTT and the PES 2 potential. We could not find 
estimates for the anisotropy, based on experimental results, for this dimer. 
VI. Summary and conclusions. 
In this paper we developed a method to compute the Heitler-London first order 
Coulomb and exchange energy, using natural orbitals and SDCI-wavefunctions for 
the monomers. We computed the contributions of different types of matrix ele­
ments and it was found that it is sufficient to compute only those matrix elements 
( Α Φ^Φ j | Я" | Л Ф&Ф£ ) for which at least two of the indices I,J,K,L equal 
zero. The matrix elements were computed in non orthogonal monomer bases. To 
be able to use the hole-particle formalism and bi-orthogonal orbitals, which is nec­
essary to make the method computationally feasible, we orthogonalized the space 
of particle orbitals onto the space of hole orbitals. It is shown for Hej that this 
is only a minor approximation. This method was used to compute the Heitler-
London energy for dimers consisting of He, Ne, and N2. For Ηβ2 the computed 
energy is in excellent agreement with the accurate results of Chalasinski et α/.0 As 
far as we know the correlated first order interaction energy was not computed be­
fore for the other dimers. The results for the Heitler-London energy were fitted to 
the function A\eblxR+bt'xR , which was found to be superior to the Bom-Mayer 
function that is often used to fit the repulsive energy term. For each dimer the re­
pulsive energy was combined with the dispersion energy, which was damped term 
by term to account for the incorrect asymptotic behaviour for small R and for 
the neglect of the exchange-dispersion energy. The damping functions are those 
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proposed by Van der Avoird et α/.33 The combination of the repulsive and the 
damped dispersion energy yields potential energy surfaces that can be compared 
to other theoretical potentials. The predictive power of these potentials is tested 
by computing the interaction second virial coefficients, including the first quan­
tum corrections as given by Pack.13 Dispersion coefficients up to Cis had to be 
included to give good results. For Hej the well parameters and calculated virial 
coefficients are very close to the values obtained from the semi-empirical potential 
of Aziz, McCourt and Wong.35 The potentials for the other dimers containing He 
also compare well with other available potentials. For the atom-diatom potentials 
the virial coefficients calculated from our correlated potentials are comparable to 
the BTT potentials and the best HFD potentials, while the anisotropy in the in­
teraction is described better by the correlated potential. Note that the repulsive 
part of the BTT potentials, obtained from SCF calculations, had to be scaled to 
yield good results and that for different atom-diatom systems, different choices of 
HFD potentials give the best results, while no empirical adjustments are made in 
our potentials. For the dimers containing Ne it is found that the repulsive energy 
probably is still underestimated. 
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APPENDIX: The evaluation of matrix elements. 
The computation of matrix elements of the Hamilton operator between CSF's 
(configuration state functions) consisting of non-orthogonal orbitals is one of the 
outstanding problems in quantum chemistry. In the present work we have removed 
a large part of its difficulty by orthogonalizing the virtual ("particle'') orbitals to 
the occupied ("hole") orbitals. By the use of the bi-orthogonal orbitals introduced 
in the main text together with a hole-particle formalism based on spin-bonded 
functions, we have been able to derive formulas that are independent of the number 
of electrons, but only depend on the number of particles and holes, i.e. on the 
excitation level of bra and ket. 
We shall show that the matrix elements can be derived fairly easily by the use 
of a technique4 6 '4 7 that employs diagrams (Pauling patterns), which are a synthesis 
of Jucys and Goldstone diagrams.48 As is shown in Ref. 49, Pauling patterns can 
be generalized to the hole-particle case by orienting the orbital lines in bra and ket. 
The results of this reference can be applied to the present case of non-orthogonal 
orbitals with only a few modifications. Rather than giving a detailed derivation, 
we shall exemplify the method by computing the matrix elements of the usual 
Hamiltonian between doubly excited CSF's. 
We thus restrict the discussion to singlets and consider the singlet-coupled 
pair operators 
С
л л
 =J\{XhaX:i:,ß - Χίιβχηα) 
Note that the roman indices refer to spatial orbitals, whereas in the main text 
they refer to spinorbitals. 
We follow the convention that t and j label hole- and a and 6 particle orbitals. 
From the pair operators we obtain two linearly independent kets 
| С/ілКМа) > = С Л А С
Ь і 6 і | Фо ) (Al) 
І Ы і ) ( л * а ) ) = CÍ[C>¿\*0 ). (A2) 
These kets are each represented diagrammatically by two two-pronged forks. By 
convention, the hole lines run from left to right in the diagrams and the particle 
1 4 1 
{ (ііаіМіааа) | Я | Uibi)^^) ) = 
1 / /T\Î'k+Dk f /TN6'"1"0' 
ι λ 1 Λ / « λ 
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FIG. 1 Generalised Pauling euperpoaition pattern giving the matrix 
element of the Hamiltonian between two doubly excited states, which 
are coupled according to scheme (hp)(hp). Each diagram represents a 
product of integrals times (—l)n*(—2)c, where nj, is tbe number of hole 
lines with a heavy dot and с is t ie number of closed ¡oops in the diagram. 
See Eq. (A3) for an algebraic transcription of this diagram. 
lines from right to left. Furthermore the daggered operators leave a fork and 
the undaggered ones enter a fork. These conventions define the diagrammatic 
representation of bra and ket. In Fig. 1 we see the Hamilton matrix element 
between two CSF's of type (A2), in Fig. 2 between a ket of type (Al) and a bra 
of type (A2). In Fig. 3 both bra and ket are of type (Al). 
The Hamilton operator is given in Eq. (27) of the main text. Note that the 
orbital labels in this operator occur in contragredient pairs and that the expression 
is invariant under a simultaneous change of variance of the elements in a pair. 
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This freedom is useful when we connect an operator line with bra or ket. Say, 
we wish to contract X p t with Xja in the ket. Then we first lower the index ρ 
in the Hamiltonian (and raise ρ in the corresponding integral), and then use the 
third contraction rule of Eq. (25), which yields a Kronecker delta, just as in the 
orthogonal case. So, in connecting the operators with bra and ket, we can proceed 
in exactly the same way as in the orthogonal h-p case, the only difference being 
that the hole orbitals appear with superscripts in the integrals, and the particle 
orbitals with subscripts. 
( (••іаіНізва) | Я | (дАНбЛ) > = 
i ^h / ï ) (>/ί) 
FIG. 2 Generaiized Pauiing superposition pattern giving the matrix e/e-
nient of til e Hamiitonian between two doubly excited states. Tie bra is 
coupled according to scheme (bp)(bp) and tie ¿et according to (hh)(pp). 
Each diagram represents a product of integrals times (—l)n*(—2)c, where 
rth is tie number of hole lines with a heavy dot and с is tie number of 
closed ¡oops in t ie diagram. See tie appendix for more details. 
1 4 3 
( (t"iia)(«i«a) Ι H I Ьій)(*і»2) > = 
1 / Г7\Ёк+І>к ι ι— χ ό , + D , 
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.t о 
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(q-1) (q-1) (Ч-1) (q-l) 
FIG. S Generalized Pauling superposition pattern giving the matrix 
element of the Hamiltonian between two doubly excited states, which 
are coupled according to scAeme (hh)(pp). Each diagram represents a 
product of integrals times (—l)nk(—2)c, where η& is tAe number of hole 
lines with a heavy dot and e is the number of closed loops in the diagram. 
See the appendix for more detaih. 
Another difference with the orthogonal case is that mismatching orbitals in 
bra and ket connected by the unit operator do not give vanishing diagrams. We 
must consider these diagrams explicitly, and hence the number of diagrams be­
comes large. For instance, the matrix element of Fig. 1 requires 60 diagrams. 
In order to condense the diagrammatic representation of the matrix element, we 
introduce summations over λ, μ, ι/ and τ, and their complements defined by 
λ = 3 - λ λ = 1,2. 
Equivalent definitions hold for the complements of μ, и and т. 
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Since it is unequivocally clear from the diagrams which lines are labelled by 
t', j , a and b, we suppress these indices also and only give their subscripts. Thus, 
for instance, a hole line in the ket designated by μ corresponds to the orbital φ3». 
Similarly, a bra particle line carrying 1 refers to φ
αι
, etc. 
To reduce the number of diagrams yet further, we recall that two-electron in­
tegrals always come in pairs: direct and exchange integrals. We list only the direct 
diagrams and directly below them we give the factor q by which the correspond­
ing exchange integral must be multiplied. This factor accounts for the change in 
closed loops by the exchange, see Ref. 49 for more details. 
The diagrams without a heavy dot are overlap diagrams, those with one heavy 
dot are one-body interaction diagrams and those with two dots are two-body 
interaction diagrams. In order to find the integrals associated with a diagram, we 
consider the dot(s). The lines leaving the dots define the bra of the integral, and 
those entering the dots the ket. The lines attached to the same dot correspond 
to the same electron. In the same way we find the overlap integrals: each dotless 
contracted line defines an integral of the unit operator according to the same rules. 
Finally, every hole line carrying a heavy dot gives a phase factor —1. 
The expression in front of the sum of diagrams in the figures is due to the 
factor Г^
 B , defined in Eq. (63) of Ref. 49. In this special case of zero spin and 
two singlet-pairs in both bra and ket, this factor simplifies to 
ΓΑ,Β = ± ( - i ) ^ + ^ 2 ' / a ( - 2 ) · 
where В and В indicate the CSF in bra and ket and Dh and Dh are the number of 
doubly occupied hole orbitals appearing in the bra and ket diagram, respectively. 
The quantity с is the number of closed loops in a diagram. In our case с is 
either one or two. The number J requires some further explanation. In the 
orthogonal case J accounts for the fact that the normalization of a CSF requires 
a factor * A per doubly occupied orbital. If both bra and ket contain the same 
doubly occupied orbital the corresponding normalization factors are cancelled, 
because two contractions are possible in that case. However, here we account for 
all contractions explicitly, and this cancellation does not occur. Thus, instead of 
2 J / 2 the factor 2-( ώ » + Ι '* + ό ·>+ Γ , ρ)/ 2 must be introduced, where bp and Dp are 
the number of doubly occupied particle orbitals in bra and ket. This normalizes 
bra and ket in the case of vanishing overlap. Note parenthetically that the CSF's 
(Al) and (A2) are not normalized to unity when there is non-vanishing overlap. 
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As an example of the translation of the diagrams of Fig.'s 1, 2 and 3 into 
algebraic formulas, we give the matrix element of Fig. 1 explicitly in algebraic 
form, 
( (¿laiH.aaa) | Я | (л61)(У262) ) = det(Sh) {-yj\ ) {yj\ ) 
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(A3) 
where we used S to indicate the overlap matrix elements, F for the one-body 
operators, and the usual bra-ket notation for the two-electron integrals. We wish 
to reiterate that the hole indices refer to the bi-orthogonal orbitals (labelled by 
superscripts), whereas the put ide labels refer to the original orbitals. Thus, for 
instance, 
S / A V = ( Φ3'* Ι Φ** >, S
axbli = (фах\ фь. ) 
a n d 
< V * ï I v{I-ÍPl2) I ixb? ) = ( φ>»φ
α
-
χ
 I v(I- І Р 1 Я ) I ф^фь. ) . 
Since the transcription of the diagrams is straightforward, we do not give the 
algebraic forms of Fig.'s 2 and 3. Neither do we give the diagrams for the cases 
involving the ground or a singly excited state, which, however, are necessary for 
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the present work. In order to compute the integrals that involve bi-orthogonal 
orbitale we have to transform by S ^ 1 , ef. Eq. (24), which is not difficult as the 
inverse of the overlap matrix is easily computed. 
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Summary. 
A study of the effects of intramolecular co r r e l a t i on 
on intermolecular interactions. 
Intennolecular potential energy surfaces for dimers, bound only by van der Waals 
forces are functions of the distance between, and the orientation of the molecules 
constituting the dimer. One can distinguish several contributions to such potential 
energy surfaces, namely electrostatic, induction, dispersion and exchange terms. 
These contributions can be computed with methods based on quantum mechanical 
perturbation theory. 
In this thesis we study the second order dispersion and the first order elec-
trostatic and exchange contributions to the interaction potential. For nonpolar 
or weakly polar molecules, these are the most important contributions to the 
potential energy surface. We have investigated several computational methods 
and algorithms, which include the intramolecular correlation effects on these con-
tributions and we applied them to several interesting atoms and molecules. In 
chapters II to V we discuss the computation of the second order dispersion energy 
and in chapter VI we consider the intramolecular correlation effects on the first 
order exchange energy. The second order exchange-dispersion contribution was 
not calculated explicitly, but is represented by damping functions. 
In the computation of the dispersion energy the multipole expansion for the 
interaction operator was used, so the dispersion energy is given as a series expan-
sion in i Z - 1 , where R is the distance between the centers of mass of the monomers. 
The coefficients in this series expansion, the dispersion coefficients, can be com-
puted by integration of the product of frequency-dependent polarizabilities of the 
two monomers. The polarizabilities are computed by approximate solution of the 
time-dependent Schrodinger equation for a molecule in a time-dependent elec-
tric field. We discussed two methods for the computation of frequency-dependent 
polarizabilities that include the intramolecular correlation contributions. Both 
methods are based on perturbation theory. In the first method we account for the 
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intramolecular correlation effects by using configuration interaction (CI) expan-
sions for the ground state wavefunction and the first order perturbed wavefunction. 
In this method the external electric field is treated as a perturbation. The second 
method is based on double perturbation theory, where the electric field as well as 
the intramolecular correlation are treated as perturbations. 
In chapter II we discuss the Cl-perturbation method, which was developed 
earlier. We analyse this method with the help of powerful techniques, namely 
the particle-hole formalism and diagrams, which originate from many body per-
turbation theory. We discuss why the results of this method are poor when the 
Cl-expansions for the wavefunctions are truncated after singly and doubly excited 
states and why the results improve drastically when the expansion for the first 
order wavefunction includes also triply excited states (SDTCI). We conclude that 
the poor results are caused by the so called "unlinked cluster" effects which appear 
when the Cl-expansion for the first order wavefunction is truncated after double 
excitations, but which are cancelled to a large extent when also triply excited states 
are included in the Cl-expansion. Because of their great number, it is not possible 
to include all triply excited states in the first order wavefunction, so we developed 
an algorithm to select triply excited states from the value of the matrix element for 
multipole operators between the state under consideration and the ground state 
wavefunction. We also derived approximate formulas to correct for the unlinked 
cluster effects without using triply excited states in the Cl-expansion. Both ap-
proaches yield very good results for the polarizabilities of Ne and the dispersion 
coefficients of Nej. 
In chapter V we applied the SDTCI-perturbation method to the computation 
of the polarizabilities of the open-shell system O2. We computed the polarizabili-
ties with different thresholds for the selection of doubly and triply excited states. 
It was found that the polarizabilities depend to a very good approximation lin-
early on these thresholds. Therefore we extrapolated the polarizabilities to zero 
threshold and with these extrapolated polarizabilities we computed the dispersion 
coefficients for the interaction of O2 with several other molecules. This yields very 
good results. So, the extrapolation of the polarizabilities gives a good alternative 
whenever computations with complete SDT-CI wavefunctions are out of reach. 
In chapters III and IV, we study an approach to the computation of frequency-
dependent polarizabilities, which is based on many body perturbation theory. All 
linked diagrams, presented in chapter II, which describe the intramolecular correla-
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tion contributions to the polarizability to second order in the correlation potential, 
are explicitly computed and the results are added to the time dependent Coupled 
Hartree Fock (TDCHF) results. The algebraic expressions for the computation of 
these diagrams are given in the appendix at the end of this thesis. This method 
yields very good results for the isotropic polarizabilities, but the anisotropy of 
the polarizabilities is somewhat overestimated. Nevertheless, the results from this 
method are definitely better than from the TDCHF method. We computed with 
this MBPT method the dispersion coefficients for dimers of He, Ne, Нг, Na (chap­
ter III), CO, HF, H2O and NH3 (chapter IV). Many of these results may be 
regarded as the best, or the only ones, available to date. 
In chapter VI we present the first order electrostatic and exchange repul­
sion contributions to the intermolecular potential energy surface from the Heitler-
London formula. Intramolecular correlation contributions to these terms were 
included by expressing the dimer wavefunction as antisymmetrized products of 
SDCI wavefunctions of the monomers, expressed in natural orbitale. The ma­
trix elements were computed in a non-orthogonal orbital formalism in the second 
quantization approach. The following approximations are made: (1) the particle 
(virtual) orbitals are orthogonalized onto the hole (occupied) orbitals (2) matrix 
elements that contain the self consistent field (SCF) states of the monomers less 
than two times in the product wavefunction in bra and ket are neglected. These 
approximations were tested for the He-dimer and applied to dimers of He, Ne and 
N2. As far as possible these results are compared with the results from other 
calculations, both correlated and uncorrelated. It is found that the neglected ma­
trix elements give only a very small contribution to the first order energy. From 
the results of the computations we conclude that the intramolecular correlation 
contributions to the first order energy are not negligible. 
Finally we give analytical représentions of the first order interaction energy 
analytically and present total interaction potentials from this first order energy 
and the damped dispersion contribution, obtained from dispersion coefficients that 
were computed earlier. From these potential energy surfaces, we computed second 
virial coefficients for several temperatures and we compare these with experiment 
and results from computations with other interaction potentials. The agreement 
with experiment is found to be good. So we conclude that one must include the 
intramolecular correlation contributions in the dispersion energy as well as in the 
first order exchange energy in order to obtain reliable interaction potentials. 
Samenvatting. 
Een studie van de effecten van intramoleculaire correlatie 
op int er moleculaire interacties. 
Intermoleculaire potentiaaloppervlakken voor dimeren, die alleen maar gebonden 
zün door Van der Waals krachten, zijn functies van de afstand tussen en oriëntatie 
van de monomeren. We kunnen verschillende bijdragen aan het potentiaalopper-
vlak onderscheiden, namelijk de bijdragen van de electrostatische, de inductie, de 
dispersie en de "exchange" interactie. Deze bjjdragen kunnen berekend worden 
met behulp van methoden gebaseerd op quantummechanische storingstheorie. 
In dit proefschrift hebben we ons beperkt tot de studie van de tweede orde 
dispersie en de eerste orde electrostatische en "exchange" bijdragen. Voor apolaire 
en zwak polaire moleculen zijn dit veruit de belangrijkste bijdragen tot het potenti-
aaloppervlak. We hebben ons hierbü vooral geconcentreerd op de intramoleculaire 
correlatie effecten in deze bijdragen en daarbij hebben we ons zowel beziggehouden 
met het onderzoek naar methoden en algorithmen als met de toepassing van deze 
methoden en algorithmen op berekeningen aan een aantal interessante atomen en 
moleculen. In hoofdstuk II tot en met V wordt de berekening van de tweede orde 
dispersie energie besproken, terwijl in hoofdstuk VI een aanzet wordt gegeven 
voor de berekening van de intramoleculaire correlatie effecten in de eerste orde 
"exchange" repulsie energie. 
Voor de berekening van de dispersie energie gebruiken we de multipool 
expansie voor de interactie operator, zodat de dispersie energie wordt gegeven 
als een reeksontwikkeling in R~l, waarbij Я de afstand is tussen de massamid­
delpunten van de monomeren. De tweede orde "exchange" dispersie wordt niet 
expliciet berekend, maar deze kan gerepresenteerd worden door middel van 
dempingsfuncties. De coëfficiënten in de reeksontwikkeling, de dispersie coëffi-
ciënten, kunnen berekend worden via een integraal over de frequentie-afhankelijke 
polarizeerbaarheden van de twee monomeren. Het berekenen van de polarizeer-
baarheden gebeurt door het zoeken naar benaderde oplossingen van de tydsafhan-
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kelijke Schrödinger vergelijking voor een molecuul in een tijdsafhankelijk elec-
trisch veld. In dit proefschrift hebben we twee methoden voor het berekenen 
van frequentie-afhankelyke polarizeerbaarheden besproken, waarmee ook de in-
tramoleculaire correlatie bedragen berekend kunnen worden. Beide methoden zijn 
gebaseerd op storingstheorie. In de eerste methode wordt intramoleculaire cor-
relatie meegenomen door voor de golffunctie van de grondtoestand en de eerste 
orde golffunctie configuratie interactie (Cl) golffuncties te nemen. Het externe elec-
trische veld wordt dan als een storing beschouwd. De tweede methode is gebaseerd 
op dubbele storingstheorie, waarbij zowel het electrisch veld als de intramoleculaire 
correlatie als storingen beschouwd worden. 
In hoofdstuk II wordt de al eerder ontwikkelde CI-storingsmethode bespro-
ken. We hebben deze methode geanalyseerd met behulp van enkele bijzonder 
elegante en krachtige technieken, die de laatste jaren steeds meer in opmars zjjn 
in de quantumchemie, namelijk met het particle-hole formalisme en met diagram-
matische technieken, die voortkomen uit de veel deeltjes storingstheorie. In deze 
CI-storingsmethode worden de golffunctie voor de ongestoorde grondtoestand en 
de eerste orde golffunctie gegeven in de vorm van CI-expansies. We hebben onder-
zocht waarom de bereikte resultaten zo slecht zijn wanneer de CI-expansies voor 
de golffuncties afgekapt worden na alle enkelvoudig en tweevoudig aangeslagen 
toestanden en waarom de resultaten drastisch verbeteren, wanneer de expansie 
van de eerste orde golffunctie pas na drievoudig aangeslagen toestanden wordt 
afgekapt. De conclusie is dat de slechte resultaten veroorzaakt worden door 
zogenaamde "unlinked cluster" effecten, die optreden wanneer de expansie na 
dubbele excitaties wordt afgekapt, maar die weer voor een groot deel teniet gedaan 
worden door meenemen van drievoudige excitaties. Omdat het vanwege hun grote 
aantal in het algemeen niet mogelijk is om alle drievoudig aangeslagen toestanden 
mee te nemen hebben we een algorithme ontwikkeld, voor het genereren en se-
lecteren van drievoudig aangeslagen toestanden. Het selecteren gebeurt aan de 
hand van de waarde van het matrixelement voor een multipool operator tussen de 
te selecteren toestand en de golffunctie voor de grondtoestand. Alle drievoudig 
aangeslagen toestanden met matrixelementen boven een bepaalde grenswaarde 
worden geselecteerd. Bovendien werden er voor gesloten schil systemen benaderde 
formules afgeleid om voor de "unlinked cluster" effecten te corrigeren, zonder 
drievoudige excitaties in de eerste orde golffunctie mee te nemen. Beide methoden 
werden onderzocht door de polarizeerbaarheden van Ne en de dispersiecoëfficiënten 
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van Νβ2 te berekenen en beide methoden gaven zeer goede resultaten. In hoofd­
stuk V hebben we de Cl-storingsmethode met drievoudige excitaties toegepast op 
het open schil molecuul OQ. Voor verschillende grenswaarden voor de selectie van 
tweevoudig en drievoudig aangeslagen toestemden hebben we de polarizeerbaarhe­
den berekend en het blijkt dat deze in een zeer goede benadering lineair afhangen 
van de gekozen grenswaarden. Daarom hebben we de polarizeerbaarheden lineair 
geëxtrapoleerd naar grenswaarde nul en met deze geëxtrapoleerde resultaten de 
dispersiecoëfficiënten berekend voor de interacties van O2 met verschillende an-
dere moleculen. Dit levert goede resultaten op en vormt een alternatieve methode 
voor al die gevallen waarvoor berekeningen met golffuncties die alle enkelvoudige, 
tweevoudige en drievoudig aangeslagen toestanden bevatten (SDTCI golffuncties) 
niet mogelijk zijn. 
In hoofdstuk III en IV hebben we een iets ander aanpak gekozen, nameiyk 
een die gebaseerd is op veel deeltjes storingstheorie. Alle zogenaamde "linked" 
diagrammen uit hoofdstuk II, die de intramoleculaire correlatie in de polarizeer-
baarheden beschryven, tot en met tweede orde in die correlatie, worden nu expliciet 
uitgerekend en het resultaat wordt opgeteld Щ de resultaten van de tijdsafhanke­
lijke "Coupled Hartree-Fock" methode. De algebraïsche formules voor de bereke-
ning van deze diagrammen worden in de appendix aan het einde van dit proefschrift 
gegeven. Deze methode levert zeer goede resultaten voor de isotrope polarizeer-
baarheden, maar in het algemeen wordt de anisotropie in de polarizeerbaarheden 
enigszins overschat. Nietemin zij η de hier berekende getallen duidelijk beter dein 
de resultaten van de tydsafhankelijke Coupled Hartree-Fock methode. Bovendien 
is deze methode gemakkelijker toe te passen dan de Cl-storingsmethode. Met deze 
veel-deeltjes-storingstheorie methode hebben we de dispersiecoëfficiënten voor de 
dimeren van He, Ne, H2, N2 (hoofdstuk III), CO, HF, H2O en NHa (hoofdstuk IV) 
berekend. Veel van deze getallen mogen beschouwd worden als de beste, of de 
enige, die op het ogenblik berekend zijn. 
In hoofdstuk VI hebben we de eerste orde electrostatische en exchange repulsie 
bijdragen aan het intermoleculaire potentiaaloppervlak bestudeerd. De eerste orde 
interactie energie wordt berekend met de Heitier London formule, waarbijwe, om 
de intramoleculaire correlatie effecten te berekenen, voor de monomeren SDCI golf-
functies, uitgedrukt in natural orbitals, hebben genomen. De matrixelementen zijn 
uitgerekend met een niet-orthogonaal orbital formalisme in de tweede quantisatie 
methode. De volgende benaderingen z|jn toegepast: (1) de partiele (virtuele) or-
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bitals z¡jn georthogonaliseerd op de hole (bezette) orbitals en (2) matrixelementen, 
waarin de "Self Consistent Field" (SCF) toestanden van de monomeren minder 
dan twee maal voorkomen, zijn verwaarloosd. Deze benaderingen zijn getest voor 
het He-dimeer en de methode is toegepast op de dimeren van He, Ne en N2. Voor 
zover mogelijk z\jn deze resultaten vergeleken met andere, zowel gecorreleerde als 
ongecorreleerde, berekeningen. Daaruit mogen we concluderen dat de intramole-
culaire correlatie bydragen niet verwaarloosbaar zijn. 
Verder hebben we analytische representaties gezocht voor de eerste orde in-
teractie energie en we hebben totale potentiaaloppervlakken geconstrueerd met 
behulp van deze eerste orde interactie energie en de reeds eerder berekende gecor-
releerde dispersiecoëfficiënten. Met deze potentiaaloppervlakken hebben we tweede 
viriaal coëfficiënten uitgerekend voor verschillende temperaturen en vergeleken met 
experimenten en met uit andere potentialen berekende viriaal coëfficiënten. De 
overeenkomst met de experimenten is goed. Uit dit alles mogen we concluderen 
dat intramoleculaire correlatie effecten een niet verwaarloosbare bijdrage leveren 
aan zowel de dispersie energie ab de eerste orde exchange energie. 
APPENDIX. 
Algebraic expressions obtained from Brandow diagrams. 
In this appendix we present the algebraic expressions corresponding to the true correlation 
diagrams (m-x) of Figure 1 in Chapter III. In that chapter the diagrams were given in 
the form of Hugenholtz prototype diagrams. These Hugenholtz prototypes are first trans­
formed to Brandow diagrams, so each figure presented in this appendix gives a Hugenholtz 
prototype and the corresponding Brandow diagram. From the Brandow diagrams we de­
rive algebraic expressions according to the rules given in Ref. 1 and we refer the reader 
to this work and chapters II and III for details. We follow the convention that the time 
flows from left to right in these diagrams and each orbital label in the figures stands for 
a summation over particle or hole spinorbitals. We will indicate particle spinorbitals with 
o,bjCyd,.. and hole spinorbitals with i,j,k,l,..., while the corresponding spatial orbitala 
are labelled with capitals. The two-electron nodes in the Brandow diagrams, indicated 
with the small solid dots, represent anti-symmetrized two electron integrals and the op­
erator nodes, indicated in the Brandow diagrams with solid heavy dots, represent matrix 
elements over multipole operators, which we will denote with W\ and И^. The resolvents 
are not shown explicitly, but one should remember that resolvents between operator nodes 
are ω dependent. The expressions that we present here are those for α(+»ω). The expres­
sions for α(—ία») сап be obtained by substituting +tw everywhere by —ία». Note that in 
the algebraic expressions given here the summation over spin has already been carried out. 
When the Brandow diagram is not symmetric, only one version is given. The expression 
for the mirror image can be obtained by interchanging the operators Wi and W2. expres­
sion however, the expression for the two mirror images are combined. Finally we like to 
stress that in the evaluation of the algebraic expressions we have made extensive use of the 
fact that we can permute many orbital labels freely because we use real spatial orbitala, 
and because all the orbital labels are summation indices. This is very useful in order to 
obtain similar expressions for different diagrams, which makes programming them more 
efficient. The naming convention used here (DC1, DC2 etc.) corresponds to that used 
in the MBPT program. On first sight the order may seem random, for instance different 
Brandow diagrams originating from the same Hugenholtz prototype are not numbered 
consecutively, but this is also done to group together the algebraic expressions which are 
similar. 
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-«э-
Diagram DCl 
^ т р 2{AI 1 JK)( J\W1\B){B\W2\L ){2{AI \ KL) - [AK \ IL)} 
I,J,K,LA,B 
(«В - ej + *bj)(fA -еі + ев -ек+ iw)(eB - eL + іш) (Al) 
A, J l „· Ι ι 
α 
Diagram DC2 
Σ Σ 
J,J,K,LA,B 
2{ΑΙ I JK)( J\W1\B)(A\W2\L ){2(BK \ IL) - [BI \ KL)} 
[ев -íj + «ω)(ел - ej + ев - е
к
 + іш){е
А
 - е
ь
 + iw) (А2) 
Diagram DC3 and DC4 
Σ Σ 
2(ΑΙ | JK)( J I Wi I В ) 
¡,J,K,LA,B («в - ej + «ω)(6Λ - ei + ев - ек + »w) 
( ¿ | Wa | / ) {2(AL | ВД") - (Ag | g ¿ ) } 
(ел -ек+ев - CL) 
(L\W2\K) {2(AI | BL) - {AL | B7)} 
(ел -ej+ев - eL) 
(A3) 
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Diagram DC5 and DC6 
-2(AI | JK){ J | Wi | В )( В | Wa | С ){2(AJ | CA") - (AK | CJ)} 
Σ Σ 
J,J,KA,B,C 
(ев -ej + iu)(eA - ej + ев - eK + iw)(eA - e¡ + ее - ex) (A4) 
α 
ίο 
é é 
Diagram DC7 and DCS 
у ^ ^ -2(AI | JK)( J\Wi\B)(B\W2\C ){2(AI \ CK) - (AK \ CI)) 
J,J,KA,B,C 
{ев -ej + іш)(ес - ej)(eA - ej + e c - eK) 
Diagram DC9 and DCIO 
Σ Σ 
I,J,KA,B,C 
-2(AI\JK)(C\W2\K) 
{ec - «к + »ω) 
( J \Wi | В ) {2(AI | ВС) - (AB I CJ)} 
+ 
(ев - ej + іш)(е
л
 - ej + ее - ej + іш) 
( 11 Wi Ι В ) {2(AB | С J) - (AJ | ВС)} 
(ев - e j + іш)(е
л
 - ej + ε
α
 - ej + ίω) 
A6) 
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Diagram DCll and DC12 
Σ Σ 
I,J,K,LA,B 
2{AI I JK)( L\W1\B){J\W2\L ){2(AI | BK) - (AK \ BI)} 
(ев - f i + *и)(ев - ej)(eA - ei + ев - ек) (А7) 
Diagram DC13 
Σ Σ 
I,J,K,LA,B 
2(ΑΙ I BJ){ K\W1\J){L\W2\K ){2(AI \ BL) - (AL \ BI)} 
(ел -ej + ев - ej)(eA - ej + ев - eK + іш)(еА - e/ + ед - eL) (A8) 
• α 
ί 
Diagram DC14 
Σ 
I,J,K,LA,B 
у . 2(AI J BJ)( K\W1\J){L\W2\ I){2(AL \ BK) - (AK \ BL)} 
^ (ел -ei + eB- ej)(tA -eL + eB-cj+ іш)(еА - eK + ев - ÏL) ^A9^ 
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Diagram DC15 and DC16 
Σ Σ 
I,J,K,LA,B 
2{AI | BJ){ B\W1\K)(A\W2\L ){2{IL | JK) - {IK \ JL)} 
(ел -еі + ев - о)(ел - ек + ев - е^л -еь+ »ω) (AIO) 
'fc i ' 7 • 
Diagram DC17 and DCIS 
Σ Σ 
J,J,K Α,Β,Ο 
-2{ΑΙ | BJ){ Β \W2 | С ) 
(f^ - e/ + ев - е/)(сА - «/ + ее - О + «ω) 
{J\W1\K ){2(AI I CK) - {AK 1 CJ)} 
(ел - e¡ + ec - е^) 
+ 
{I\W1\K ){2{AK 1 C J ) - (AJ 1 CK)} 
(ел -ej + tc -ек) 
(All) 
Diagram DC19 and DC20 
-2{AI | В J)( ЛГ | ТУі | J )< С | Wa | / ){2(AC | B g ) - {AK \ ВС)} 
Σ Σ 
i,j,K Α,Β,Ο 
(ее - ei + iw)(cA - ц + ед - сд- + »ω)(εΛ - e/ + ев - ej) (A12) 
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Diagram DC21 and DC22 
^ ^ -2(AI | BJ)( I\W1\K){C\W2\K ){2(AC | BJ) - (AJ | ВС)} 
Ілкллс Uc-eK+i^eA-ex + eB-ej + iu^eji-ej + eB-ej) ( A 1 3 ) 
к è è 
Diagram DC23 and DC24 
Σ Σ 
i,j,K Α,Β,α 
-2(AI I BJ)( I\W1\K)(C\W2\K ){2(AC \ BJ) - (AJ | ВС)} 
{ее -ек+ іш)(ес - €/)(ед - ej + ев - о ) ^ А 1 4 ' 
Diagram DC25 and DC26 
^ γ ^ -2(АІ I BJ)( A\W1\K){B\W2\C ){2(CJ \ IK) - (CI \ JK)} 
I¿KA£,C ( f A - f K + » w ) ( e A - e / + c c - 0 + t w ) ( £ A - e / + £ f l - e j ) (A 1 5) 
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Diagram DC27 and DC28 
Σ Σ 
i,j,K Α,Β,σ 
•
 г 
-2{AI 1 BJ){ B\W1\K) 
{ев -ек+ іш){еА - ei + ев - ej) 
{C\W2\ 1){2{АС I JK) - {AJ | CK)} 
{ев -ei + ec- е
к
) 
[ ( С I W2 | J ) {2{AI | CK) - {AC \ IK)} 
{ев -ej + ec - ек) 
{AW) 
Diagram DC29 and DC30 
Σ Σ 
I,J,KA,B,C 
-2{AI\BJ)(B\W1 \K) 
{ел -еі+ев - ej) 
( С I W2 I I ) {2{AC | JK) - {AJ \ CK)} 
+ 
{ее -ei + іш){ев - ei + e
c
 - eK) 
(C\Wi\J) {2{AI J CK) - {AC | IK)} 
{ec - ej + іа;)(св - ej + ec - ед·) 
(ΑΠ) 
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Diagram DC31 
Σ Σ 
ι, J Λ,Β,α,ο 
2{ΑΒ | CI)( J \W1 I D ){ В 1 W7 | J ){2{AD \ CI) - {AI | CD)} 
(eu - ej + iw)(ec - tj + cA - ej + іш){ев - cj + іш) \Als) 
Diagram DC32 
y - y - 2{AB \Cn(I\W1\D)(B\W2\J ){2{AJ \ CD) - {AD | CJ)} 
I,J A,B,C,D (ев - €j + ІШ){€А - e/ + ее - e/ + iu)){eD - ej + iu>) 
' d ^ i T ' — CL 
éi A 0 I _ I 
Diagram DC33 and DC34 
2{AB | CI)( J\W1\D)(B\W2\D ){2{AJ | CI) - {AI \ CJ)} 
Σ Σ 
I,J A,B,C,D 
(en -ej + іы){е
Л
 - ej + ec - е/)(ев - ej) (A20) 
1Θ3 
Diagram DC35 
Σ Σ 
i,j Α,Β,α,ο 
2(ΙΑ | JC)( B\W1\D)(C\W2\D ){2(ΙΑ \ JB) - (IB \ JA)} 
(ел -еі + ев - ej)(€A - ej + en - ej + іш)(еА - e ι + ее - ej) (A21) 
ι и, ι 
1
 · 1 
Diagram DC36 
^ у ^ 2(ІА | JC)( A\W1\B)(C\W2\D ){2(ІВ \ JD) - (ID \ JB)} 
Ъ A,BX!,D (еА * €І + е с ~ ej)(eB - е/ + «с - О + іш)(ев -ej+eD- ej) ( А 2 2 ) 
Diagram DC37 and DC38 
Σ Σ 
2(BI\DJ){C\W2 \D) 
I,J A.B.CD ( f B " f / + €C ~ ej + ÌU)(eB ~ ei + £D ~ e /) 
( 11 Wj | A ) {2(BA | С J) - (BJ 1 AC)} 
(ел - с/ + «ω) 
+ 
( J I Wi | A ) {2(BI | AC) - (ΒΑ \ CI)} 
[(A -ej + »ω) 
(A23) 
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Diagram DC39 and DC 40 
Σ Σ 
I,J A,B,C,D 
2{AB | CD){ I\W1\B)(J\W3\D ){2{AI \ С J) - {AJ | CI)} 
(ев - «ƒ + »«>)(«в - e/ + сд - ej){eA -ej + ec - fj) * ' 
Diagram DC41 
^ у ^ -2{AI | BJ)( К \Wi | С ){ В I W2 \ К ){2{AI \ CJ) - {AJ \ CI)} 
Diagram DC42 
è A: è 
-2{AI | BJ){ K\W1\C)(B\W2\K ){2{AI | CJ) - (AJ | CJ)} 
у у 
ι]Ζκ AjB^a (€A - € Ι + *Β- cj){eA - e; + «в - О + fc - fjf + iu)(fA - ej + ec - ej) 
(A26) 
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OL 
\j г · 
è le t 
Diagram DC43 and DC44 
^ ^ -2(AI | BJ)( K\W1\C)(B\W2\K ){2{AI | CJ) - (AJ \ CI)} 
I.J.K A.B.C 
(ее -ек + іш)(е
А
 - e ι + ев - ej + ее - ек + іш)(е
А
 - ej + e
c
 - cj) 
(A27) 
Diagram DC45 
у ^ у ^ -2(AI I BJ)( K\W1\C)(C\W2\J ){2{AI | BK) - (AK \ BI)} 
IXK£B,C ( c c - c j r + i w ) ( £ A - c / + C B - c J + c c - e j f + ï w ) ( i o - 0 + iw) (A 2 8) 
é с è 
Diagram DC46 
у - у - -2(AI I BJ)( К Ц і I С )( С | W2 \ J ){2(АІ \ BK) - (AK \ BI)} 
гХк J£B,C ( ί Λ ~e¡ + cB~ €і){.*л -еі + ев -е} + ес-ек + іш)(ел - cj + ев - ек) 
(А29) 
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Diagram DC47 and DC48 
Σ Σ 
I,J,KA,B,C 
-2{ΑΙ I BJ)( K\Wi\C)(C\W
a
\J ){2(AI \ BK) - {AK \ BI)} 
(fc - «я· + іш){ел -ej+ев -tj + ec-eK+ ίω)(εΛ - ej + eB - tK) 
(A30) 
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STELLINGEN 
Stelling 1. 
De opmerking in het werk van Cernusak, Diercksen en Sadlej dat de quadrupool polanzeer-
baarheidstensor С in het werk van Dykstra met correspondeert met de definitie van deze 
grootheid gegeven door Buckingham, doet geen recht aan het onderscheid dat door Dykstra 
wordt gemaakt tussen de quadrupool operator в in spoorloze vorm en de operator Q ш 
met spoorloze vorm 
I Cernusak, G H F Diercksen, A J Sadlej, Chem Phys 108,45(1986) 
CE Dykstra, J Cbem Phys, 82, 4120 (1985) 
A D Buckmgbam, Advan Cbem Phys, 12, 107 ( 1967) 
Stelling 2. 
Het gelijkstellen van het verschil m correlatie energie tussen het gestoorde en ongestoorde 
CO molecuul met de uitdrukking ^(aci — <*SGF)F2 in het werk van Amos gaat voorbij 
aan het feit dat CO een permanent dipoolmoment bezit 
R D Аліов, Chem Pbys Lett, 70, 613 (1980) 
Stelling 3. 
Het feit dat er in het werk van Knowles en Meath een dispersiecoefficient C°J0(6) voor 
(HF)2 voorkomt, duidt op een verkeerde koppeling van hoek moment functies 
P J Knowles, WJ Meath, Mol Phys , 60, 1143 (1987) 
Stelling 4. 
De ondergrens voor de isotrope Ce dispersiecoefñcient voor het N2 dimeer in het werk van 
Tulub en Balmakov is niet consistent met hun waarden voor Cj , Cc ±, Ce " en Cg 
A V ЪіІиЬ, MD Balmakov Opt Spectrosc , 39, 605 (1975) 
Stelling 5. 
In de context van het werk van Graf, Meyer Ha en Ernst aan de dynamica van de uitwisse­
ling van waterstof bindingen in duneren van carbonzuren zou het beter zijn om te spreken 
van " intermolecular proton transfer" dan van " intramolecular proton transfer" 
F Graf, ñ Meyer, Τ -К На, R R Ernst, J Chem Phys, 75, 2914 (1981) 
Stelling β. 
De methode van Patii om quadrupool-polarizeerbaarheden uit C
e
 dispersiecoefficienten te 
berekenen heeft slechts beperkt practisch nut aangezien de meeste Cg coëfficiënten verkre-
gen zijn met behulp van quadrupool-polarizeerbaarheden Bovendien kan deze methode 
leiden tot grote discrepanties, zoals blijkt uit de waarde van 95 38 a u voor de oti van Kr 
Deze is verkregen uit de Ce waarde, die gebruikt wordt ш een Kr-Kr potentiaal van Aziz 
en die gebaseerd is op het werk van Tang, Norbeck en Certain, die de C
e
 berekenen met 
behulp van een 02 = 78 8 a u 
S H РаЫ, J Cbem РЬуз , 84, 5067 (1986) 
R A Aziz, Mol Phys, 38, 177 (1979) 
Κ Τ Tang, J Μ Norbeck, PR Certain, J Chem Phys, 64, 3063 (1976) 
Stelling 7. 
Het grote aantal pc-privé projecten van de afgelopen jaren zal over enkele jaren leiden tot 
sterk gereduceerde prijzen voor tweede hands personal computers 
Stelling 8. 
Vervalsers van paspoorten kunnen weer opgelucht ademhalen in plaats van met een 
tamelijk onbetrouwbaar Nederlands paspoort kunnen ze voorlopig nog werken met een 
totaal onbetrouwbaar paspoort 


