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Abstract
An in-tournament is an oriented graph such that the negative neighborhood of every vertex
induces a tournament. In this paper, pancyclic orderings of a strong in-tournament D are inves-
tigated. This is a labeling, say x1; x2; : : : ; xn, of the vertex set of D such that D[{x1; x2; : : : ; xt}]
is Hamiltonian for t=3; 4; : : : ; n. Moreover, we consider the related problem on weak pancyclic
orderings, where the same holds for t¿ 4 and x1 belongs to an arbitrary oriented 3-cycle. We
present sharp lower bounds for the minimum indegree ensuring the existence of a pancyclic or
a weak pancyclic ordering in strong in-tournaments. ? 2002 Elsevier Science B.V. All rights
reserved.
1. Terminology and introduction
All digraphs mentioned here are 7nite without loops, multiple arcs, and cycles of
length 2. Digraphs of this form are also called oriented graphs. A tournament is an
oriented graph containing no pair of non-adjacent vertices. We call an oriented graph
in-tournament, if the negative neighborhood of every vertex induces a tournament. If
this holds for the negative as well as the positive neighborhood of every vertex, then
the oriented graph is said to be a local tournament.
A digraph D is determined by its set of vertices V (D) and its set of arcs E(D).
If D contains an arc leading from x to y for two distinct vertices x; y∈V (D), then
we write x → y. In other words, y is a positive neighbor of x and x is a negative
neighbor of y. More general, let A and B be two disjoint subdigraphs of D or subsets
of V (D). If x → y for every x in A and every y in B, then we write A → B and
say that A dominates B. If A= {z} (B= {z′}), we also use the short form z → B
(A → z′). Furthermore, let D − A denote the subdigraph of D that is induced by the
vertex set V (D)−A or V (D)−V (A), respectively. For an arbitrary vertex x∈V (D), the
set of negative neighbors of x that belong to A is denoted by N−(x; A). Analogously,
N+(x; A) is the positive neighborhood of x in A. De7ne d−(x; A)= |N−(x; A)| and
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d+(x; A)= |N+(x; A)|. If A=D or A=V (D), respectively, then we also write d−(x),
d+(x), N−(x), and N+(x). For A ⊆ V (D), let D[A] be the subdigraph of D that is
induced by the vertices of A. If d−(z)=d+(z)= r for every vertex z ∈V (D) for some
integer r¿ 0, then the digraph D is called r-regular. De7ne the minimum indegree of
D by −(D)=minz∈V (D) d−(z).
All cycles and paths mentioned here are oriented cycles and oriented paths. A path
or a cycle that contains all the vertices of a digraph is a Hamiltonian path or a Hamil-
tonian cycle, respectively. A cycle C of length k is also called a k-cycle. If a digraph
D of order n has a cycle of length k for every integer 36 k6 n, then D is said to be
pancyclic. If even every vertex of D belongs to a k-cycle for k =3; 4; : : : ; n, we call
D vertex pancyclic. Following Hendry [3], a non Hamiltonian cycle C of length k in
a digraph D is extendable, if D contains a (k + 1)-cycle C′ such that V (C) ⊂ V (C′).
Dealing with a cycle C = x1x2 : : : xkx1, we set xk+1 = x1; xk+2 = x2; etc.
The uniquely determined strong component T ′ of a non-strong tournament T , having
the property that there is no arc leading from T − T ′ to T ′, is called the initial com-
ponent of T . For strong tournaments T , we de7ne T itself to be its initial component.
Without doubt, tournaments and their diBerent generalizations form one of the most
interesting 7elds in the investigation of oriented graphs. To obtain the class of in-
tournaments, the general adjacency in tournaments is required only for those pairs of
distinct vertices which have a common positive neighbor. Hence, in-tournaments repre-
sent a further generalization of the already intensively studied class of local tournaments
(cf. in particular [2,5]). In-tournaments have been investigated by Bang–Jensen et al.
[1]. More work has been done in [9–11], where the authors focused on the cycle
structure of in-tournaments. Properties involving pancyclicity and vertex pancyclicity
have been studied, and a collection of all the results mentioned there can be found
in [8]. The path structure of in-tournaments, especially the length of paths through a
particular arc, is the topic of [12] due to Volkmann.
In considering the existence of pancyclic orderings, this paper is a further contribution
to the investigation of the cycle structure of in-tournaments.
Denition 1.1. A digraph D of order n¿ 3 has a pancyclic ordering, if its vertices
can be labeled as x1; x2; : : : ; xn such that D[{x1; x2; : : : ; xt}] is Hamiltonian for every
36 t6 n.
This term was introduced by Hendry [3,4] for digraphs and graphs, respectively. In
fact, Hendry even asked the 7rst two vertices of the pancyclic ordering to induce a
cycle of length 2, but this condition must obviously be dropped when oriented graphs
are considered. Some suEcient conditions ensuring a pancyclic ordering in a graph can
be found in [4].
Clearly, a digraph D with a pancyclic ordering is pancyclic. In fact, there exists a
vertex x1 ∈V (D) that is contained in every member of a sequence of nested cycles
starting with a 3-cycle and ending up with a Hamiltonian cycle of D. Thus, x1 belongs
to a cycle of every possible length.
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For strong tournaments, it is not diEcult to deduce the existence of a pancyclic
ordering from the famous theorem of Moon [6], that any strong tournament is vertex
pancyclic (cf. Theorem 2.1). But for example the oriented cycle on n vertices shows
that this does no longer hold for the superclass of in-tournaments. In this paper, we
present a sharp lower bound for the minimum indegree ensuring the existence of a
pancyclic ordering in a strong in-tournament. Moreover, we consider weak pancyclic
orderings, where we are less strict with respect to the initial cycle of length 3. This
yields an extension of a result on pancyclic in-tournaments in [9,10] (cf. Theorem 2.3
and Corollary 3.7). We introduce the following:
Denition 1.2. A digraph D of order n¿ 3 has a weak pancyclic ordering, if its
vertices can be labeled as x1; x2; : : : ; xn such that the vertex x1 belongs to an arbitrary
3-cycle in D and D[{x1; x2; : : : ; xt}] is Hamiltonian for every 46 t6 n.
Note that there still exists a vertex belonging to cycles of all possible lengths, if a
digraph has a weak pancyclic ordering. Also for weak pancyclic orderings, we give a
lower bound for the minimum indegree ensuring the existence of such a structure in a
strong in-tournament, which is best possible.
For a better handling of the pancyclic ordering-problem, we 7nally de7ne two terms
which describe how many and which vertices have already been placed to build up a
(weak) pancyclic ordering. A tuple x=(x1; x2; : : : ; xk), 36 k6 n, of distinct vertices
of a digraph D is called a k-cycle vector, if D[{x1; x2; : : : ; xt}] is Hamiltonian for every
36 t6 k. If this holds for every 46 t6 k and the vertex x1 belongs to an arbitrary
3-cycle in D, then (x1; x2; : : : ; xk) is a weak k-cycle vector.
2. Preliminary results
For better references, we restate the result of Moon which was mentioned in the
introduction. As it was emphasized there, it yields the following corollary.
Theorem 2.1 (Moon [6]). Every strong tournament is vertex pancyclic.
Corollary 2.2. A strong tournament has a pancyclic ordering.
The next result on pancyclic in-tournaments will provide the initial cycle of length 3
in the following investigations. Moreover, our result on weak pancyclic orderings will
give more precise information on the cycles mentioned here.
Theorem 2.3 (Tewes, Volkmann [10]). Every strong in-tournament D of order n with
−(D)¿ (n− 1)=3 is pancyclic.
As it was illustrated in [9,10], Theorem 2.3 is best possible in the sense that there
are strong in-tournaments of order n with −(D)= (n− 1)=3 that contain no cycle of
length 3.
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In a weaker form, the next technical lemma already played a role in [9]. For the
sake of being self-contained, we include it here.
Lemma 2.4. Let D be an in-tournament of order n with −(D)¿ 0 and let 3¡k6 n
be an integer. In addition; let D be strong; if k¿ 2−(D) + 2. If D contains a
t-cycle Ct; where t ¡ k and N−(u) ⊂ V (Ct) for some u∈V (Ct); then there exist
cycles Ct+1; Ct+2; : : : ; Ck in D such that |V (Ci)|= i and V (Ci−1) ⊂ V (Ci) for every
t + 16 i6 k.
Proof. Let Ct = x1x2 : : : xtx1. To verify the existence of the desired cycle Ct+1, note
7rst that there is a vertex xi ∈V (Ct) such that d−(xi; D − Ct)¿ 0. For t6 2−(D),
this is easy to see. If t¿ 2−(D) + 1, then we have k¿ 2−(D) + 2 and the strong
connectivity leads to the existence of such a vertex xi ∈V (Ct). Let z ∈V (D−C) such
that z → xi.
Since D is an in-tournament, z and xi−1 are adjacent. If xi−1 → z, then Ct is
extendable and we are done. Otherwise, z → xi−1 implies the adjacency of z and xi−2.
Since N−(u) ⊂ V (Ct), the vertex z is no negative neighbor of u∈V (Ct), and we 7nd
an integer j such that xj → z → xj+1 in at most t− 1 steps. Clearly, this leads to Ct+1
with the desired properties.
If t+1= k, we are done. Otherwise, the same argumentation leads to the extendability
of the cycle Ct+1 and the result follows successively.
To prove the 7nal preparatory Lemma 2.7, we use the following statement which is
a special version of a result on mergeable paths in [1]. Moreover, we apply Theorem
2.6, a well-known result on tournaments.
Lemma 2.5 (Bang–Jensen et al. [1], Tewes [9]). Let P= b1b2 : : : bs and C = a1a2 : : :
ata1 be a path and a cycle in an in-tournament D such that V (P) ∩ V (C)= ∅ and
P → at . Then either b1 → C; or d−(b1; C)¿ 0 and D contains a cycle C′ with
V (C′)=V (P) ∪ V (C).
Theorem 2.6 (RKedei [7]). Every tournament has a Hamiltonian path.
Lemma 2.7. Let A and B be two vertex disjoint subtournaments in an in-tournament
D with the initial components A′ and B′; respectively. Let x∈V (A′) such that B→ x
and N−(x) ⊆ V (A′) ∪ V (B); and let y∈V (B′) be an arbitrary vertex.
If d−(y; A)¿ 0; then D has a cycle vector containing the vertex set V (A′)∪V (B).
Otherwise; y → A′.
Proof. By Theorem 2.6, the tournament B has a Hamiltonian path P= b1b2 : : : bs,
s¿ 1. Clearly, {b1; b2; : : : ; b|B′|}=V (B′) and since Theorem 2.1 implies that B′ is
Hamiltonian for |V (B′)|¿ 3, assume without loss of generality that b1 =y. De7ne
t= |V (A′)|. If t¿ 3, then let C = a1a2 : : : ata1 denote a Hamiltonian cycle of A′ such
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that a1 = x. Corollary 2.2 implies that A′ has a t-cycle vector v=(a′1; a
′
2; : : : ; a
′
t). If
t=1, let V (C)= {a1}= {x}.
Assume 7rst that d−(y; A)¿ 0 and let z → y for some z ∈V (A′)=V (C). Clearly,
t¿ 3 and y does not dominate C in this case. By the hypothesis, P → x and therefore,
Lemma 2.5 implies that the vertex set of the path b1 : : : bi can be included in the
cycle C to obtain a cycle of length t + i for every 16 i6 s. It is easy to see that
(a′1; a
′
2; : : : ; a
′
t ; b1; : : : ; bs) is a cycle vector consisting of the vertex set V (A
′) ∪ V (B).
If z → y for some z ∈V (A − A′), recall that A′ → (A − A′). Therefore, D contains
the cycle zb1b2 : : : bia1a2 : : : ajz for every 16 j6 t and 16 i6 s, which leads to the
cycle vector (z; a1; b1; a2; : : : ; at ; b2; : : : ; bs) containing all the desired vertices.
Finally, let d−(y; A)= 0. If t=1, then y → A′ is given by the hypothesis. For
t¿ 3, consider the Hamiltonian cycle C of A′. Since y → x and d−(y; A)= 0, the
vertex y also dominates the predecessor of x on C and successively, we obtain y →
V (C)=V (A′).
3. Main results
To examine pancyclic orderings and weak pancyclic orderings in strong in-tournaments
of order n, we proceed stepwise with the investigation of (weak) cycle vectors. We
start with a structure result for in-tournaments containing a (weak) (k − 1)-cycle
vector for some 3¡k6 n, but no (weak) cycle vector that consists of one more
vertex.
Although only strong in-tournaments are considered later in this chapter, we will state
this result in a slightly stronger form in demanding strong connectivity only when k
is large (cf. also Lemma 2.4).
Theorem 3.1. Let D be an in-tournament of order n with −(D)¿ 0 that has a
(weak) (k − 1)-cycle vector; but no (weak) k-cycle vector for some 3¡k6 n. If
k¿ 2−(D) + 2; let D be strong. Then V (D) contains non-empty disjoint vertex sets
N0; N1; N2; and N3 such that
• |N0|= k − 1 and
• |Ni|¿ −(D)−(di−1−1)=2 for some integers di−1 with 16di−16min{|Ni−1|; k−1}
for i=1; 2; 3. If the weak version holds; suppose that −(D)¿ (n− 3)=3. Then there
exists an additional non-empty vertex set N4 in V (D−(
⋃3
i=0 Ni)) with |N4|¿ −(D)−
(d3 − 1)=2 for some integer d3 with 16d36min{|N3|; k − 1}.
Proof. Let p= −(D) and let C = u1u2 : : : uk−1u1 denote the cycle of length k−1 that
belongs to the (weak) (k−1)-cycle vector of D. With N0 =V (C), the desired cardinality
property for N0 is satis7ed. Let d0 = |N0|= k − 1. Note that C is not extendable, since
D has no (weak) k-cycle vector.
Let N1 consist of all the vertices in V (D− C) having a positive neighbor in V (C).
Since C is not extendable, it follows analogously to the argumentation in the proof
of Lemma 2.4 that z → C for every z ∈N1. Hence, D[N1] is a tournament. Let
244 M. Tewes /Discrete Applied Mathematics 120 (2002) 239–249
n1 = |N1|. Clearly, there exists a vertex x0 ∈V (C) such that d−(x0; C)6 (d0 − 1)=2.
Since p6d−(x0)=d−(x0; C)+d−(x0; N1), we have n1¿p− (d0−1)=2 which shows
the required cardinality property for N1. For k6 2p+1, this yields n1¿ 0. If k¿ 2p+
2, then the strong connectivity of D implies that there is at least one arc leading from
D − C to C and hence, that N1 is non-empty.
Let D1 denote the initial component of D[N1], let d1 = |V (D1)|, and let x1 ∈V (D1)
such that d−(x1; N1)=d−(x1; D1)6 (d1− 1)=2. Clearly, d16 n1. Furthermore, we ob-
viously have d16 k − 1, if d1 = 1. For d1¿ 3, it follows by Corollary 2.2 that the
strong tournament D1 has a d1-cycle vector v. Since D contains no (weak) k-cycle
vector, this implies d16 k − 1 as well. De7ne
N2 =N−(x1; D − (N0 ∪ N1))
and let n2 = |N2|. Obviously, D[N2] is a tournament. Since d−(x1; N0)= 0, we deduce
that n2¿p − (d1 − 1)=2. Clearly, N2 is non-empty if d1 = 1. For 36d16 k − 1,
assume that n2 = 0. By construction, it follows that N−(x1) ⊂ V (D1) in this case. By
applying Lemma 2.4 to the d1-cycle of the d1-cycle vector v, we see that v can be
extended to a k-cycle vector of D, a contradiction.
Since N2 = ∅, let x2 ∈V (D2) such that d−(x2; D2)6 (d2 − 1)=2, where D2 denotes
the initial component of D[N2] and d2 = |V (D2)|. Analogous to the argumentation for
d1, we conclude that d26min{n2; k − 1}. Let us consider the negative neighborhood
of x2 in N0 ∪ N1.
If d−(x2; N1)¿ 0, then it follows by Lemma 2.7, where A=D[N1] and B=D[N2],
that D has a cycle vector w containing the vertex set V (D1) ∪ N2. Let C′ be the
maximal cycle of w. Clearly, C′ contains x1 and all its negative neighbors and by the
hypothesis, we have |V (C′)|6 k−1. The sequence of cycles that exists by Lemma 2.4
extends w to a k-cycle vector in D, a contradiction. Hence, d−(x2; N1)= 0 and Lemma
2.7 implies that x2 → D1.
Analogously, we derive a contradiction by Lemmas 2.7 and 2.4, if d−(y; N1) ¿ 0
for any y∈V (D2). Therefore, it follows that even D2 → D1.
If d−(x2; N0)¿ 0, assume without loss of generality that uk−1 → x2. Since x1 → C,
the k-cycle vector (x2; x1; uk−1; uk−2; : : : ; u2) leads to a contradiction.
We summarize that d−(x2;
⋃2
i=0 Ni)6 (d2 − 1)=2. Hence,
N3 =N−(x2; D − (N0 ∪ N1 ∪ N2))
has the desired property n3 = |N3|¿p− (d2− 1)=2. Analogously to the argumentation
for n2, we have n3¿ 0 which proves the 7rst part of the theorem.
To see the existence of the additional vertex set N4, if the weak version holds, let D3
be the initial component of the tournament D[N3], let d3 = |V (D3)|, and let x3 ∈V (D3)
such that d−(x3; D3)6 (d3−1)=2. It follows that d36min{n3; k−1}. Now we consider
the negative neighborhood of x3 in
⋃2
i=0 Ni.
Analogous to the argumentation for x2 and N1, we deduce by Lemma 2.7 that
d−(x3; N2)= 0. Let a1a2 : : : ad2 and b1b2 : : : bn3 be a Hamiltonian path of D2 and D[N3],
respectively, such that a1 = x2 and b1 = x3. These paths exist by Theorem 2.6. If y → x3
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for some y∈V (D1), recall that D2 → D1 and N3 → x2. Therefore, (y; x3; x2; a2; : : : ; ad2 ;
b2; b3; : : : ; bn3 ) is a (d2+n3+1)-cycle vector in D that contains x2 and N
−(x2). By the
hypothesis, d2+n3+16 k−1 and again, this cycle vector can be extended by Lemma
2.4 which leads to a contradiction. It remains to consider the negative neighborhood
of x3 in N0 ∪ (N1 − V (D1)).
Assume 7rst that di¿ 3 for some 16 i6 3. Without loss of generality, let i=1.
In this case, Theorem 2.1 implies in particular that the vertex x1 belongs to a 3-cycle.
The case when y → x3 for some y∈N0 ∪ (N1 − V (D1)) leads to the weak (d2 +
n3 + 2)-cycle vector (x1; x2; x3; y; a2; : : : ; ad2 ; b2; : : : ; bn3 ) and again, we derive a con-
tradiction by applying Lemma 2.4. Hence, d−(x3;
⋃3
i=0 Ni)=d
−(x3; N3)6 (d3 − 1)=2.
De7ne
N4 =N−(x3; D − (N0 ∪ N1 ∪ N2 ∪ N3))
which implies that |N4|¿p − (d3 − 1)=2. It follows analogously that N4 = ∅, and we
are done.
Finally, let d1 =d2 =d3 = 1. In this case, ni¿p for i=2; 3 and d−(x3; V (D1)∪N2∪
N3)= 0. Let T ⊆ N0 =V (C) consist of the vertices in N0 that belong to a cycle of
length 3. By the de7nition of C, we have |T |¿ 1. It follows analogously to the case,
where di¿ 3, that no vertex of T dominates x3. Therefore, d−(x3; T ∪ V (D1) ∪ N2 ∪
N3)= 0. If |T |¿ 3, then we derive the contradiction
p6 d−(x3)6 n− (|T ∪ V (D1) ∪ N2 ∪ N3|)6 n− (3 + 1 + p+ p)
6
n− 3
3
− 1:
Hence, 16 |T |6 2 which implies that the weak (k − 1)-cycle vector in consideration
is no (k − 1)-cycle vector. In particular, it follows immediately that |V (C)|¿ 3.
On the other hand,
n¿
3∑
i=0
|Ni|¿ k − 1 + p− k − 22 + p+ p=3p+
k
2
¿ n− 3 + k
2
: (∗)
Therefore, k6 6 and it remains to consider the cases k − 1= |V (C)| ∈ {4; 5}.
For |V (C)|=5, we have equality everywhere in (∗) which implies in particular that
n1 =p− (k − 2)=2=p− 2. Since N1 contains all the vertices of V (D − C) that have
a positive neighbor in V (C), it follows therefore that −(C)¿ 2. Hence, D[V (C)] is
a 2-regular tournament which leads to the contradiction |T |=5.
If C = u1u2u3u4u1, then k =5 and the lower bound p− (k− 2)=2=p− 32 for n1 can
be sharpened to p − 1. Again, we obtain equality in (∗) which implies in particular
that V (D)=
⋃3
i=0 Ni. Since 16 |T |6 2, there exists an arc uiz in D, 16 i6 4, such
that ui ∈T and z ∈N1 ∪ N2 ∪ N3. Obviously, z ∈ N1, since N1 → C. If z ∈N2, then
D has the 5-cycle vector (z; x1; ui; ui−1; ui−2). Hence, z ∈N3. Clearly, D contains the
cycles uizx2x1ui and uizx2x1ui−1ui. Since ui ∈T , the vector (ui; z; x2; x1; ui−1) is a weak
5-cycle vector in D, a contradiction.
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Altogether, the case d1 =d2 =d3 = 1 leads to a contradiction, and the proof is
complete.
With Theorem 3.1, we deduce the following condition for the existence of a pancyclic
ordering in a strong in-tournament.
Theorem 3.2. A strong in-tournament D of order n¿ 3 with −(D)¿ (3n−3)=8 has
a pancyclic ordering.
Proof. Let p= −(D). Since (3n−3)=8¿ (n−1)=3, it follows from Theorem 2.3 that
D has a 3-cycle vector. Assume now that D contains a (k − 1)-cycle vector for some
3¡k6 n. We show that this implies the existence of a k-cycle vector in D which
inductively leads to a pancyclic ordering of D.
Suppose to the contrary that D has no k-cycle vector. By Theorem 3.1, there are
four non-empty disjoint vertex sets N0; N1; N2; and N3 in V (D) such that |N0|= k− 1
and |Ni|¿p− (di−1− 1)=2, where 16di−16min{|Ni−1|; k− 1} for i=1; 2; 3. Using
that di−16 k − 1 for i=1; 2; 3 and that p¿ (3n− 3)=8, we obtain
n¿
3∑
i=0
|Ni|¿ k − 1 + 3
(
p− k − 2
2
)
¿
9n+ 7
8
− k
2
which implies that k¿ (n+ 7)=4.
Furthermore, |N2| + |N3|¿ 2p − (d1 + d2)=2 + 1. Together with k¿ (n + 7)=4, it
follows analogously that
n¿ k − 1 + p− k − 2
2
+ 2p− d1 + d2
2
+ 1
= 3p+
k + 2
2
− d1 + d2
2
¿
5n+ 3
4
− d1 + d2
2
;
and we deduce that d1 + d2¿ (n+ 3)=2.
Obviously, |N3|6 n−
∑2
i=0 |Ni|. Since |N1|+|N2|¿d1+d2¿ (n+3)=2 and k¿ (n+
7)=4, this implies
|N3|6 n−
(
k − 1 + n+ 3
2
)
6 n− n+ 3
4
− n+ 3
2
=
n− 9
4
:
On the other hand, |N3|¿p − (d2 − 1)=2¿ (3n − 3)=8 − (d2 − 1)=2 and therefore
d2¿ (n+ 19)=4.
Altogether, we derive the contradiction
n¿
3∑
i=0
|Ni|¿ k − 1 + p− k − 22 + d2 + p−
d2 − 1
2
= 2p+
k + d2 + 1
2
¿
6n− 6
8
+
n+ 7 + n+ 19 + 4
8
= n+ 3:
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The following example illustrates that the bound for the minimum indegree in
Theorem 3.2 cannot be weakened.
Example 3.3. Let Dm be a digraph of order n=8m + 4, where m¿ 1 is an integer.
Let V (Dm)=V1 ∪V2 ∪V3 ∪V4 such that Vi ∩Vj = ∅ for i = j, |Vi|=2m+1, and D[Vi]
is an m-regular tournament for every 16 i6 4. Let V1 → V2 → V3 → V4 → V1.
Obviously, Dm is a strong in-tournament with −(Dm)= 3m+1= (3n− 4)=8. More-
over, Dm has a t-cycle vector if and only if 36 t6 2m+ 1.
Note that the digraphs Dm are in fact (3n−4)=8-regular local tournaments. Hence, the
given bound is even sharp for this subclass of in-tournaments, or if we ask the number
of positive as well as negative neighbors of every vertex to exceed a certain bound.
Now we turn our attention to weak cycle vectors. Again, Theorem 3.1 plays a central
role.
Theorem 3.4. Let D be a strong in-tournament of order n¿ 16 with −(D)¿ (n −
3)=3. If D has a weak (k − 1)-cycle vector for some 3¡k6 n; then D contains a
weak k-cycle vector.
Proof. Let p= −(D). Let 3¡k6 n such that D has a weak (k − 1)-cycle vector,
and suppose to the contrary that D contains no weak k-cycle vector.
It follows from the second part of Theorem 3.1 that there are 7ve non-empty disjoint
vertex sets N0; N1; : : : ; N4 in V (D) such that |N0|= k − 1 and |Ni|¿p− (di−1 − 1)=2,
where and 16di−16min{|Ni−1|; k − 1} for i=1; 2; 3; 4.
In particular, we have |Ni|¿p − (k − 2)=2 for every 16 i6 4. The hypothesis
p¿ (n− 3)=3 implies
n¿
4∑
i=0
|Ni|¿ k − 1 + 4
(
p− k − 2
2
)
¿
4n− 3
3
− k; (1)
and we obtain k¿ (n− 3)=3. Since n¿ 16, this yields k¿ 5.
Furthermore, |N2|+|N3|+|N4|¿ 3p−(d1+d2+d3−3)=2. Together with k¿ (n−3)=3,
it follows that
n¿ k − 1 + p− k − 2
2
+ 3p− d1 + d2 + d3 − 3
2
= 4p+
k + 3
2
− d1 + d2 + d3
2
¿
3n− 6
2
− d1 + d2 + d3
2
: (2)
Hence, d1 + d2 + d3¿ n− 6.
Since |N4|¿ 0 and |N1|+ |N2|+ |N3|¿d1 + d2 + d3¿ n− 6, we obtain
n¿ k − 1 + n− 6 + 1¿ n+ k − 6
which implies that k6 6. Therefore, it remains to consider the cases k ∈{5; 6}.
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For k =6, the above inequality yields |N4|=1. On the other hand, |N4|¿p− (d3−
1)=2 and we conclude that (2n− 9)=36d36 |N3|. This leads to
n¿ k − 1 + 2
(
p− k − 2
2
)
+ d3 + p− d3 − 12
= 3p+
d3 + 3
2
¿
3n− 9
3
+
n
3
= n+
n− 9
3
;
a contradiction since n¿ 16.
If k =5, then the bound p−(k−2)=2=p− 326 |Ni| can be sharpened to p−16 |Ni|
for 16 i6 4. Hence, we obtain
n¿ k − 1 + 4(p− 1)¿ 4 + 4n− 12
3
− 4= 4n
3
− 4;
which yields the contradiction n6 12.
The degree condition in Theorem 3.4 is best possible.
Example 3.5. For an arbitrary integer m¿ 1, consider the digraph Dm of order n=3m+
4 with the vertex set V (Dm)=A ∪ B, where A ∩ B= ∅, |A|=3, and |B|=3m + 1.
Let B= {v1; v2; : : : ; v3m+1} such that vi → {vi+1; vi+2; : : : ; vi+m} for every 16 i6 3m+
1 (again v3m+2 = v1, v3m+3 = v2, : : :). Let D[A] be a strong tournament and let
{v1; v2; : : : ; vm} → A→ vm+1.
Clearly, −(Dm)=m=(n − 4)=3 and Dm is strong. Note that the vertex set A ∪
{v1; v2; : : : ; vm} induces a tournament. Hence, D[N−(x)] is a tournament for every
x∈A ∪ {vm+1}. It is easy to check that the same holds for the remaining vertices
and therefore, Dm is an in-tournament. Moreover, the Hamiltonian cycle of D[A] is the
only 3-cycle in Dm, but no vertex of A is contained in a cycle of length 4. In other
words, Dm has a 3-cycle vector, but no weak 4-cycle vector.
In contrast to Example 3.3, note that the digraphs Dm are no local tournaments and
that d+(a)= 2 for every vertex a∈A.
Let m=1 in Example 3.3 and add a 7fth disjoint vertex set V5 with the same
properties such that V1 → V2 → V3 → V4 → V5 → V1. The resulting digraph shows
that Theorem 3.4 does no longer hold for in-tournaments on 15 vertices.
Obviously, Theorem 3.4 yields the following.
Corollary 3.6. Let D be a strong in-tournament of order n¿ 16 with −(D)¿ (n−
3)=3 which contains a cycle of length 3. Then D has a weak pancyclic ordering.
As it was mentioned in Section 2, there are strong in-tournaments D of order n with
−(D)= (n − 1)=3¿ (n − 3)=3 that contain no cycle of length 3. Hence, we cannot
drop the 3-cycle condition in Corollary 3.6. Moreover, the following result on the
existence of a weak pancyclic ordering in a strong in-tournament is best possible in
this sense. Note that it extends the statement of Theorem 2.3 to the fact that every
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in-tournament in consideration is not only pancyclic, but there even exists a particular
vertex belonging to cycles of all possible lengths.
Corollary 3.7. Let D be a strong in-tournament of order n with −(D)¿ n3 . Then D
has a weak pancyclic ordering.
Proof. Theorem 2.3 provides the initial 3-cycle vector in D. To obtain the longer cycle
vectors we follow the proof of Theorem 3.4. Since −(D)¿ n3 , the estimation (1) now
implies k¿ n3 + 3. Using this in (2), we end up with the contradiction d1 + d2 +
d3¿ n+ 6.
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