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The vast potential of the genomic insight oﬀered by microarray technologies has led to their widespread use since they were in-
troduced a decade ago. Application areas include gene function discovery, disease diagnosis, and inferring regulatory networks.
Microarray experiments enable large-scale, high-throughput investigations of gene activity and have thus provided the data analyst
with a distinctive, high-dimensional field of study. Many questions in this field relate to finding subgroups of data profiles which are
very similar. A popular type of exploratory tool for finding subgroups is cluster analysis, and many diﬀerent flavors of algorithms
have been used and indeed tailored for microarray data. Cluster analysis, however, implies a partitioning of the entire data set, and
this does not always match the objective. Sometimes pattern discovery or bump hunting tools are more appropriate. This paper
reviews these various tools for finding interesting subgroups.
INTRODUCTION
Microarray gene expression studies are now routinely
used to measure the transcription levels of an organism’s
genes at a particular instant of time. These mRNA levels
serve as a proxy for either the level of synthesis of pro-
teins encoded by a gene or perhaps its involvement in a
metabolic pathway. Diﬀerential expression between a con-
trol organism and an experimental or diseased organism
can thus highlight genes whose function is related to the
experimental challenge.
An often cited example is the classification of cancer
types (Golub et al [1], Alizadeh et al [2], Bittner et al [3],
Nielsen et al [4], Tibshirani et al [5], and Parmigiani et
al [6]). Here, conventional diagnostic procedures involve
morphological, clinical, and molecular studies of the tis-
sue, which both are highly subjective in their analysis and
cause inconvenience and discomfort to the patient. Mi-
croarray experiments oﬀer an alternative (or additional),
objective means of cell classification through some pre-
determined functionals of the gene expression levels for a
new tissue sample of an unknown type. Whilst potentially
very powerful, the statistical robustness of these methods
is still hampered by the “large p, small n” problem; a mi-
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croarray slide can typically hold tens of thousands of gene
fragments whose responses here act as the predictor vari-
ables (p), whilst the number of patient tissue samples (n)
available in such studies is much less (for the above exam-
ples, 38 in Golub et al, 96 in Alizadeh et al, 38 in Bittner
et al, 41 in Nielsen et al, 63 in Tibshirani et al, and 80 in
Parmigiani et al).
More generally, beyond such “supervised” classifica-
tion problems, there is interest in identifying groups of
genes with related expression level patterns over time or
across repeated samples, say, even within the same classi-
fication label type. Typically one will be looking for coreg-
ulated genes showing similar expression levels across the
samples, but equally we may be interested in anticorre-
lated genes showing diametric patterns of regulation (see,
eg, Dhillon et al [7]) or even genes related through a
path of genes with similar expression (Zhou et al [8]).
In the case of classification of cancer, these “unsuper-
vised” studies can give rise to the discovery of new clas-
sifications which may be morphologically indistinguish-
able but pathogenetically quite distinct. In general, they
may shed light on unknown gene functions andmetabolic
pathways.
A common aim, then, is to use the gene expression
profiles to identify groups of genes or samples in which
the members behave in similar ways. In fact, that task
description encompasses several distinct types of objec-
tives.
Firstly, one might want to partition the data set to find
naturally occurring groups of genes with similar expres-
sion patterns. Implicit in this is the assumption that there
do exist groups such that members of a given group have
similar patterns which are rather diﬀerent from the pat-
terns exhibited by members of the other groups. The aim,
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then, is to “carve nature at the joints,” to identify these
groups. Statistical tools for locating such groups go under
the generic name of cluster analysis, and there are many
such tools.
Secondly, one might simply want to partition the data
set to assign genes to groups such that each group con-
tains genes with similar expression profiles, with no no-
tion that the groups are “naturally occurring” or that there
exist “joints” at which to carve the data set. This exercise
is termed dissection analysis (Kendall [9]). The fact that
the same tools are often used for cluster analysis and dis-
section analysis has sometimes led to confusion.
Thirdly, one might simply want to find local groups of
genes which exhibit similar expression profiles, without
any aim of partitioning the entire data set. Thus there will
be some such local groupings, but many, perhaps most,
of the genes will not lie in any of these groups. This sort
of exercise has been termed pattern discovery (Hand et al
[10]).
Fourthly, one might wish to identify groups of genes
with high variations over the diﬀerent samples or perhaps
dominated by one label type in a supervised classification
setting. Methods for identifying such groups which start
with a set of genes and sequentially remove blocks of the
genes until some criterion is optimised have been termed
by Hastie et al [11] as “gene shaving.”
Fifthly, in patternmatching one is given a gene a priori,
with the aim being to find other genes which have similar
expression profiles. Technically, solutions to such prob-
lems are similar to those arising in nucleotide sequencing,
with more emphasis on imprecise matches.
Sixthly, in supervised classification, there is the case
described above where samples of genes are provided
which belong to each of several prespecified classes, and
the aim is to construct a rule which will allow one to as-
sign new genes to one of these classes purely on the basis
of its expression profile (see Golub et al [1]).
Of these objectives, cluster analysis and pattern dis-
covery both seek to say something about the intrinsic
structure of the data (in contrast to, eg, dissection and
pattern matching) and both are exploratory rather than
necessarily being predictive (in contrast to, eg, supervised
classification). This means that these problems are funda-
mentally open ended: it is diﬃcult to say that a tool will
never be useful under any circumstances. Perhaps partly
because of this, a large number of methods have been de-
veloped. In the body of this paper we describe tools which
have been developed for cluster analysis and pattern dis-
covery, since these are intrinsically concerned with finding
natural groups in the data, and we summarise their prop-
erties. We hope that this will be useful for researchers in
this area, since two things are apparent: (i) that the use
of such methods in this area is growing at a dramatic rate
and (ii) that often little thought is given about the appro-
priateness of the choice of methods. An illustration of the
last point is given by the fact that diﬀerent cluster analysis
algorithms are appropriate for detecting diﬀerent kinds of
cluster structure, and yet it is clear that often the choice
of methods has been a haphazard one, perhaps based on
software availability or programming ease, rather than an
informed one.
In the “microarray experiments” section we give an
introduction to microarray technology and discuss some
of the issues that arise in its analysis. The “cluster analy-
sis” and “pattern discovery” sections detail clustering and
pattern discovery methods, respectively; in the case of
clustering, examples are given of situations where these
techniques have been applied to microarray data, and for
pattern discovery we suggest how these methods could
carry across to this area. Finally some conclusions are
given.
MICROARRAY EXPERIMENTS
There are two main microarray technologies, com-
plementary DNA (cDNA) and oligonucleotide, though
both work on the same principle of attaching sequences
of DNA to a glass or nylon slide and then hybridising
these attached sequences with the corresponding DNA
or (more commonly) RNA in a sample of tissue through
“complementary binding.” The two technologies diﬀer ac-
cording to the type of “probe”molecules used to represent
genes on the array. With cDNAmicroarrays genes are rep-
resented by PCR-amplified (polymerase chain reaction)
DNA sequences spotted onto a glass slide; with oligonu-
cleotide arrays, between 16 and 20 complementary sub-
sequences of 25 base pairs from each gene are attached
to the chip by photolithography, together known as the
perfect match (PM), along with the same sequences al-
tered slightly at the middle bases, known as the mismatch
(MM), for factoring out nonspecific binding. As it is diﬃ-
cult to measure the amount of PCR product in the former
case, it follows that for cDNA microarrays we can only
achieve relative expression levels of two or more samples
against one another, whereas for oligonucleotide arrays
absolute measurements are taken, such as mean or me-
dian of PM-MM or log(PM/MM).
After hybridisation a fluorescence image of the mi-
croarray is produced using a scanner, which is usually
a laser confocal microscope using excitation light wave-
lengths to generate emission light from appropriate fluors.
This image is pixelated and image analysis techniques
are used to measure transcript abundance for each probe
and hence give an overall expression score. Finally a nor-
malisation procedure (Dudoit et al [12], Yang et al [13],
Irizarry et al [14], and Bolstad et al [15]) is used to remove
any systematic variations in the expression scores such as
background correction and allow for the eﬀect of loca-
tion of the probe on the slide (smudges). Besides the dif-
ficulties of these procedures, there are many other sources
of error such as noncomplementary binding, instability
from small expression levels of a gene in both samples,
and missing values (Troyanskaya et al [16]).
The resulting low signal-to-noise ratio of microarray
experiments means most interest is focused on multi-
ple slide experiments, where each hybridisation process
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is performed with tissue samples possibly from the same
(replicate data) or diﬀerent experimental conditions, al-
lowing us to “borrow strength.” For life-cycle processes
time-course experiments are also popular, where expres-
sion levels of an experimental subject are measured at a
sequence of time points to build up a temporal profile of
gene regulation.
A microarray experiment can measure the expres-
sion levels of tens of thousands of genes simultaneously.
However, they can be very expensive. Therefore when it
comes to data analysis, there is a recurring problem of
high dimension in the number of genes and only a small
number of cases. This is a characteristic shared by spec-
troscopic data, which additionally have high correlations
between neighbouring frequencies; analogously for mi-
croarray data, there is evidence of correlation of expres-
sion of genes residing closely to one another on the chro-
mosome (Turkheimer et al [17]). Thus when we come to
look at cluster analysis for microarray data, we will see
a large emphasis on methods which are computationally
suited to cope with the high-dimensional data.
CLUSTER ANALYSIS
The need to group or partition objects seems funda-
mental to human understanding: once one can identify a
class of objects, one can discuss the properties of the class
members as a whole, without having to worry about indi-
vidual diﬀerences. As a consequence, there is a vast litera-
ture on cluster analysis methods, going back at least as far
as the earliest computers. In fact, at one point in the early
1980s new ad hoc clustering algorithms were being devel-
oped so rapidly that it was suggested there should be a
moratorium on the development of new algorithms while
some understanding of the properties of the existing ones
was sought. In fact, without this hiatus in development
occurring, a general framework for such algorithms was
gradually developed.
Another characteristic of the cluster analysis litera-
ture, apart from its size, is its diversity. Early work ap-
peared in the statistics literature (where it caused some-
thing of a controversy because of its purely descriptive and
noninferential nature—was it really statistics?), the early
computational literature, and, of course, the biological
and medical literature. Biology and medicine are funda-
mentally concerned with taxonomies and diagnostic and
prognostic groupings.
Later, nonheuristic, inferential approaches to cluster-
ing founded on probability models would appear. These
models fit a mixture probability model to the data to ob-
tain a “classification likelihood,” with the similarity of two
clusters determined by the change in this likelihood that
would be caused by their merger. In fact, most of the
heuristic methods can be shown to be equivalent to spe-
cial cases of these “model-based” approaches. Reviews of
model-based clustering procedures can be found in Bock
[18], Bensmail et al [19], and Fraley and Raftery [20].
Model-based clustering approaches allow the choice of
clustering method and number of clusters to be recast as
a statistical model choice problem, and, for example, sig-
nificance tests can be carried out.
More recently, research in machine learning and data
mining has produced new classes of clustering algo-
rithms. These various areas are characterised by their own
emphases—they are not merely reinventing the clustering
wheel (although, it has to be said, considerable intellectual
eﬀort would be saved by more cross-disciplinary reading
of the literature). For example, data mining is especially
concerned with very large data sets, so that the earlier
algorithms could often not be applied, despite advances
in computer storage capabilities and processing speed. A
fundamental problem is that cluster analysis is based on
pairwise similarities between objects and the number of
such distances increases as the square of the number of
objects in the data set does.
Cluster analysis is basically a data exploration tool,
based solely on the underlying notion that the data con-
sist of relatively homogeneous but quite distinct classes.
Since cluster analysis is concerned with partitioning the
data set, usually each object is assigned to just one clus-
ter. Extensions of the ideas have been made in “soft” clus-
tering, whereby each object may partly belong to more
than one cluster. Mixture decomposition, of course, leads
naturally to such a situation, and an early description of
these ideas (in fact, one of the earliest developments of a
special case of the expectation-maximisation (EM) algo-
rithm) was given by Wolfe [21].
Since the aim of cluster analysis is to identify objects
which are similar, all such methods depend critically on
how “similarity” is defined (note that for model-based
clustering this follows automatically from the probability
model). In some applications the raw data directly com-
prise a dissimilarity matrix (eg, in direct subjective prefer-
ence ratings), but gene expression data come in the form
of a gene × variable data matrix, from which the dissim-
ilarities can be computed. In many applications of clus-
ter analysis, the diﬀerent variables are not commensurate
(eg, income, age, and height when trying to cluster peo-
ple) so that decisions have to be made about the relative
weight to give to the diﬀerent components. In gene ex-
pression data, however, each variable is measured on the
same scale. One may, nonetheless, scale the variables (eg,
by the standard deviation or some robust alternative) to
avoid variables with a greater dispersion playing a dom-
inant role in the distance measure. Note that in the case
of model-based clustering methods, however, the reverse
is true; diﬀerent levels of variability for each variable are
easy to incorporate into themodels whereas the likelihood
will be much harder to write down for data rescaled in this
way. Likewise, it is worthwhile considering transforming
the variables to remove skewness, though, in the case of
gene expression data based on the log of a ratio, this may
not be necessary or appropriate. Reviews of distance mea-
sures are given in Gower [22] and Gordon [23].
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Briefly, distance metrics used to define cluster dissim-
ilarity are usually either geometric or correlation based.
Variations of the former theme include Euclidean, Man-
hattan, and Chebychev distances, and of the latter Pearson
and Spearman correlations, for example. In the field of
gene expression clustering, Eisen et al [24] used an uncen-
tred correlation-based distance measure which takes into
account both the “shape” of the gene expression profile
and each gene’s overall level of expression, and this mea-
sure has now been widely adopted.
As noted above, certain types of gene expression clus-
tering problems, such as clustering tissue samples on
the basis of gene expression, involve relatively few data
points and very large numbers of variables. In such prob-
lems especially, though also more generally, one needs
to ask whether all the variables contribute to the group
structure—and, if not, whether those that do not con-
tribute serve to introduce random variation such that the
group structure is concealed (see, eg, Milligan [25], De-
Sarbo andMahajan [26], and Fowlkes et al [27]). One can
view the problem as that of choosing the distance mea-
sure so that the irrelevant variables contribute nothing
to the distance, that is, such variables are given a weight
of zero if the distance consists of a weighted combina-
tion of contributions from the variables. There is a large
and growing literature devoted to this problem of select-
ing the variables. See, for example, De Soete et al [28],
De Soete [29, 30], Van Buuren and Heiser [31], and Br-
usco and Cradit [32].More generally, of course, onemight
suspect that diﬀerent cluster structures occurred in diﬀer-
ent subsets of variables. This would be the case, for exam-
ple, if people could suﬀer from sets of nonmutually exclu-
sive diseases (eg, diﬀerent pulmonary diseases on the one
hand, and psychiatric syndromes on the other). In this
case one would ideally like to search over cluster structures
and over subsets of variables. In a recent paper, Friedman
and Meulman [33] describe a related problem in which,
although a single partitioning is sought, diﬀerent subsets
of variables may be dominant in each of the diﬀerent clus-
ters.
Alternatively, even when clustering genes on a rela-
tively small number of samples, we may wish to cluster
on only a subset of the samples if those samples corre-
spond, say, to a particular group of experimental condi-
tions. Thus we would want many “layers” of clustering
based on diﬀerent (and possibly overlapping) subsets of
the tissue samples, with genes which are clustered together
in one layer not necessarily together in another. Additive
two-way analysis of variance (ANOVA) models for this
purpose, termed plaid models for the rectangular block-
ing they suggest on the gene expression data matrix, were
introduced by Lazzeroni and Owen [34].
Broadly speaking, there are two classes of clustering
methods: hierarchical methods and optimisation meth-
ods. The former sequentially aggregates objects into clus-
ters or sequentially split a large cluster into smaller ones,
while the latter seeks those clusters which optimise some
overall measure of clustering quality. We briefly sum-
marise the methods below. Diﬀerent algorithms are based
on diﬀerent measures of dissimilarity, and on diﬀerent
criteria determining how good a proposed cluster struc-
ture is. These diﬀerences naturally lead to diﬀerent cluster
structures. Put another way, such diﬀerences lead to dif-
ferent definitions of what a cluster is. A consequence of
this is that one should decide what one means by a cluster
before one chooses a method. The k-means algorithm de-
scribed below will be good at finding compact spherical
clusters of similar sizes, while the single-link algorithm is
able to identify elongated sausage-shaped clusters. Which
is appropriate depends on what sort of structure one is
seeking. Merely because cluster analysis is an exploratory
tool does not mean that one can apply it without think-
ing.
Hierarchical methods
Hierarchical clustering methods give rise to a se-
quence of nested partitions, meaning the intersection of
a set in the partition at one level of the hierarchy with a
set of the partition at a higher level of the hierarchy will
always be equal to either the set from the lower level or
the empty set. The hierarchy can thus be graphically rep-
resented by a tree. Typically this sequence will be as long as
the number of observations (genes), so that level k of the
hierarchy has exactly k clusters and the partition at level
k − 1 can be recovered by merging two of the sets in level
k. In this case, the hierarchy can be represented by a bi-
nary tree, known as a “dendrogram.” Usually the vertical
scale of a dendrogram represents the distance between the
two merged clusters at each level.
Methods to obtain cluster hierarchies are either top-
down approaches, known as divisive algorithms, where
one begins with a large cluster containing all the obser-
vations and successively divides it into finer partitions, or
more commonly bottom-up, agglomerative algorithms,
where one begins with each observation in its own cluster
and successively merge the closest clusters until one large
cluster remains. Agglomerative algorithms dominate the
clustering literature because of the greatly reduced search
space compared to divisive algorithms, the former usually
requiring onlyO(n2) or at worstO(n3) calculations, whilst
without reformulation performing the first stage of the
latter alone requires 2n−1−1 calculations. This is reflected
by the appearance of early versions of agglomerative hier-
archical algorithms in the ecological and taxonomic liter-
ature as much as 50 years ago. To make divisive schemes
feasible, monothetic approaches can be adopted, in which
the possible splits are restricted to thresholds on single
variables—in the same manner as the standard CART
tree algorithm (Breiman et al [35]). Alternatively, at each
stage the cluster with largest diameter can be “splintered”
through allocating its largest outlier to a new cluster and
relocating the remaining cluster members to whichever of
the old and new clusters is closest, as in the Diana algo-
rithm of Kaufman and Rousseeuw [36] which has been
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implemented in the statistical programming language R.
It has been suggested that an advantage of divisive meth-
ods is that they begin with the large structure in the data,
again as in CART with its root split, but we have seen no
examples to convince us that agglomerative methods are
not equally enlightening.
Having selected an appropriate distance metric be-
tween observations, this needs to be translated into a
“linkage metric” between clusters. In model-based clus-
tering this again follows immediately, but otherwise
natural choices are single link, complete link, or average
link.
Single-link (or nearest neighbour) clustering defines
the distance between two clusters as the distance between
the two closest objects, one from each cluster (Sokal and
Sneath [37] Jardine and Sibson [38]). A unique merit of
the single-link method is that when one makes a choice
between two equal intercluster distances for a merger, it
will be followed by a merger corresponding to the other
distance, which gives the method a certain type of robust-
ness to small perturbations of the distances. Single-link
clustering is susceptible to chaining: the tendency for a
few points lying between two clusters to cause them to be
joined. Whether this really is a weakness depends on what
the aim is—on what one means by a “cluster.” In general,
if diﬀerent objects are thought to be examples of the same
kind of thing, but drawn at diﬀerent stages of some devel-
opmental process, then perhaps one would want them to
be assigned to the same cluster.
Complete-link (or furthest neighbour) clustering de-
fines the distance between two clusters as the distance be-
tween the two furthest objects, one from each cluster. It is
obvious that this will tend to lead to groups which have
similar diameters, so that the method is especially valu-
able for dissection applications. Of course, if there are nat-
ural groups with very diﬀerent diameters in the data, the
smallest of these may well be merged before the large ones
have been put together. We repeat, it all depends on one’s
aims and on what one means by a cluster.
Average-link (or centroid) clustering defines the dis-
tance between two clusters as the distance between the
centroids of the two clusters. If the two clusters are of
very diﬀerent sizes, then the cluster that would result from
their merger would maintain much of the characteristics
of the larger cluster; if this is deemed undesirable, median
cluster analysis which gives equal weighting to each cluster
can be used.
Lance and Williams [39] present a simple linear sys-
tem as a unifying framework for these diﬀerent linkage
measures.
After performing hierarchical clustering there remains
the issue of choosing the number of clusters. In model-
based clustering, this selection can be made using a model
choice criterion such as Bayesian information criterion
(Schwarz [40]) or in a Bayesian setting with prior dis-
tributions on model parameters, choosing the clustering
which maximises marginal posterior probability. Other-
wise, less formal procedures such as examining the den-
drogram for a natural cut oﬀ or satisfying a predeter-
mined upper bound on all within-group sums of squares
are adopted.
Optimal partitioningmethods
Perhaps more in tune with statistical ideas are direct
partitioning techniques. These produce just a single “op-
timum” clustering of the observations rather than a hi-
erarchy, meaning one must first state how many clus-
ters there should be. In dissection analysis the number of
groups is chosen by the investigator, but in cluster analy-
sis the aim is to discover the naturally occurring groups,
so some method is needed to compare solutions with dif-
ferent numbers of groups as discussed above at the end of
hierarchical clustering.
For a fixed number of clusters k, a partitioning
method seeks to optimise a clustering criterion; note,
however, that the fact that no hierarchy is involved means
that one may not be able to split a cluster in the solution
with k clusters to produce the k + 1 cluster solution, and
thus care must be taken in choosing a good starting point.
Although, in principle, all one has to do is search over
all possible allocations of objects to classes, seeking that
particular allocation which optimises the clustering crite-
rion, in practice there are normally far toomany such pos-
sible allocations, so some heuristic search strategy must
be adopted. Often, having selected an initial clustering,
a search algorithm is used to iteratively relocate observa-
tions to diﬀerent clusters until no gain can be made in the
clustering criterion value.
The most commonly used partitioning method is “k-
means” clustering (Lloyd [41] and MacQueen [42]). k-
means clustering seeks to minimise the average squared
distance between observations and their cluster centroid.
This strategy can be initiated by specifying k centroids
perhaps independently from the data, assigning each da-
tum to the closest centroid, then recomputing the clus-
ter centroids, reassigning each datum, and so on. Closely
related to k-means clustering is the method of self-
organising maps (SOM) (Kohonen [43]); these diﬀer in
also having prespecified geometric locations on which the
clusters lie, such as points on a grid, and the clusters are it-
eratively updated in such a way that clusters close to each
other in location tend to be relatively similar to one an-
other. More generally, these optimisation methods usu-
ally involve minimising or maximising a criterion based
on functions of the within-group (W) and between-group
(B) (or, equivalently, the total T) sum of squares and cross
products matrix familiar from multivariate ANOVA. In
fact, k-means clustering minimises trace (W). Other com-
mon alternatives are minimising det (W) and maximising
trace (BW−1). For more details see Everitt [44].
Model-based partitioning methods are essentially
mixture decomposition methods. Most commonly, mix-
tures of normal distributions are assumed, so that each
cluster is characterised by an unknown mean and covari-
ance matrix pair. Notable works in this area includeWolfe
[21], Richardson and Green [45], and Fraley and Raftery
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[20, 46, 47]. The authors of the latter provide the accom-
panying free software MCLUST, which uses the EM algo-
rithm for parameter estimation to avoid theMarkov chain
Monte Carlo (MCMC) techniques required in Bayesian
method of Richardson and Green [48] and Bensmail et al
[19]. It should be remarked that when it comes to parame-
ter estimation in mixture modelling, one has to be careful
of the nonidentifiability of the mixture component labels;
to get around this problem order constraints are placed
on the parameters, often artificial, so that only a unique
permutation of the component labels is supported.
Gene expression clustering
There are many instances of reportedly successful ap-
plications of both hierarchical clustering and partitioning
techniques in gene expression analyses. This section illus-
trates the diversity of techniques which have been used.
Eisen et al [24] used agglomerative hierarchical clus-
tering with their uncentred correlation-based dissimilar-
ity metric as described above for growth time-course mi-
croarray data from budding yeast. This approach has since
been followed in similar studies by Chu et al [49], Spell-
man et al [50], Iyer et al [51], Perou et al [52] and Nielsen
et al [4]. Alternatively, Wen et al [53] used Euclidean hi-
erarchical clustering on vectors with the time series of ex-
pression levels for each concatenated with the slopes be-
tween them to take into account oﬀset but parallel pat-
terns.
Turning to nonmodel-based partitioning methods,
SOMs have been favoured; Tamayo et al [54] used SOMs
for clustering of diﬀerent time series of gene expression
data. Similar approaches have also been used by Golub et
al [1] for cancer tissue class discovery and prediction and
Kasturi et al [55] for gene expression time series, where
the latter first normalises the data to allow the use of
Kullback-Leibler divergence as the distance metric. Tava-
zoie et al [56] represented expression time series in T-
dimensional space and used the k-means clustering algo-
rithm.
To find more subtle cluster structures, many model-
based variations have been developed beyond these
generic methods. This has been especially beneficial in the
context of time series of gene expression samples. Ramoni
et al [57] modelled gene expression time series with au-
toregressive processes, providing the accompanying free
software CAGED. Luan and Li [58] clustered gene expres-
sion time series with mixed eﬀects with B-splines; Bar-
Joseph et al [59] used cubic splines for each gene with
spline coeﬃcients constrained to be similar for genes in
the same cluster. They also used a time warping algorithm
to align time series with similar expression profiles in dif-
ferent phases. Wakefield et al [60] performed clustering
using a full MCMC Bayesian approach, with a basis func-
tion representation for the expression time series incorpo-
rating random eﬀects. Yeung et al [61] used the mixture
of normal distributions software MCLUST of Fraley and
Raftery [20, 46, 47] for a variety of real and synthetic gene
expression data sets, some time indexed. Pan et al [62]
used the same model as MCLUST but on a two-sample
t-statistic of diﬀerential expression for each gene rather
than the full gene expression data matrix. Medvedovic
and Sivaganesan [63] used the Gibbs sampling methods
of Neal [64] for Dirichlet process mixture models to give
a Bayesian version. Alon et al [65] used a divisive algo-
rithm iteratively fitting two Gaussians at each stage with
self-consistent equations. Heard et al [66] used a mixture
of Gaussian processes with basis function representations
for clustering of gene expression time series, with a con-
jugate model removing the need for MCMC.
Graphical models have also been attempted. Ben-Dor
et al [67] gave two alternative graphical model-based clus-
tering algorithms, clustering genes on a similarity ma-
trix, PCC and CAST. Zhou et al [8] connected genes with
highly correlated gene expression in a graphical model
and clustered genes through a shortest-path analysis iden-
tifying “transitive genes.” Dobra et al [68] attempted to ac-
tually model the whole covariance structure of the genes
using Gaussian graphical models.
Instead of working on the raw gene expression ma-
trix (genes × arrays), Alter et al [69] used singular
value decomposition (cf principal component analysis)
to analyse microarray data in the reduced diagonalised
“eigengenes”×“eigenarrays” space and filter out the eigen-
genes or eigenarrays inferred to represent experimental
noise. Clustering in this new space was performed by
Holter et al [70, 71] using standard hierarchical tech-
niques; by Hastie et al [11] using “gene shaving,” which
identifies subsets of the genes with coherent expression
patterns and large variations across samples; and by Wall
et al [72] using thresholding on the magnitude of the el-
ements of the left singular vectors (gene coeﬃcient vec-
tors), this thresholding enabling genes inhibited or pro-
moted by the same transcription regulator to be clustered
together. Clustering on principal components using k-
means, Euclidean hierarchical average link and CAST was
tested by Yeung and Ruzzo [73] and showed no benefits
over clustering on the raw data.
Heyer et al [74] devised QT-clustering. There, for ro-
bustness to outliers, the jackknife correlation between two
gene expression vectors is taken as the minimum of the
correlation between the whole of both vectors or the cor-
relation of the two vectors with any single component
deleted. Clusters are then iteratively generated, with each
made to be as large as possible subject to a threshold on
the diameter of the cluster.
It will be apparent that much of the above hinges
on how the distance between profiles is measured. In-
deed, in general, diﬀerent ways of measuring distance
will lead to diﬀerent solutions. This leads on to the
question of how to assess the performance of diﬀerent
methods. In general, since most of these problems are
fundamentally exploratory, there is no ideal answer to
this. Datta and Datta [75] compared k-means, hierarchi-
cal (raw and partial least squares regression), MCLUST,
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Diana and Fanny (a fuzzy k-means algorithm, see Kauf-
man and Rousseeuw [36]) for real temporal and replicate
microarray gene expression data, scoring eachmethod us-
ing measures of cluster overlap and distance, and over-
all favoured Diana. Yeung et al [76] compared k-means
clustering, CAST, single-, average- and complete-link hi-
erarchical clustering, and totally random clustering for
both simulated and real gene expression data, scoring each
method predictively using a jackknife procedure to ob-
tain an adjusted “figure of merit,” and favoured k-means
and CAST. Gibbons and Roth [77] compared k-means,
SOMs, and hierarchical clustering of real temporal and
replicate microarray gene expression data, using a figure
of merit which scores against random assignment, and
favoured k-means and SOMs. For single method cluster
validation, Li and Wong [78] used bootstrap sampling
to check cluster membership robustness after hierarchical
clustering.
In general, diﬀerent clustering methods may yield dif-
ferent clusters. This is hardly surprising, given that they
define what is meant by a cluster in diﬀerent ways. It is
true that if there is a very strong clustering in the data,
one might expect consistency among the results, but it is
less true that diﬀerences in the discovered cluster structure
means that there is no cluster structure.
PATTERN DISCOVERY
Cluster analysis partitions a data set and, by implica-
tion, the space in which the data are embedded. All data
points, and all possible data points, are assigned to an
element of the partition. Often, however, one does not
wish to make such grand sweeping statements. Often one
merely seeks to find localised subsets of objects, in the
sense that a set of objects are behaving in an unexpect-
edly similar way, regardless of the remainder of the ob-
jects. In the context of gene expression data, this would
mean that amongst the mass of genes, each with their
own expression profile, a (possibly) small number had un-
usually similar profiles. (As mentioned earlier, this idea
can be generalised—one might be interested in detecting
negatively correlated expression profiles—but we will not
discuss such generalisations here.) In the context of nu-
cleotide sequencing, it would mean that interest lay in
identifying sequences which were very similar, without
any preconceptions about what sort of sequence one was
searching for. In both of these examples, one begins, as
one does in cluster analysis, with the concept of a distance
between elements (expression profiles or nucleotide se-
quences), but here, instead of using this distance to par-
tition the data space, one merely uses it to find locally
dense regions of the data space. Note that, in these two
examples, the distance measures used are very diﬀerent:
classic multivariate distance measures (Euclidean distance
being the most familiar) can be used in the first case, but
the second case requiresmeasures of distances between se-
quences or strings of symbols, such as the Levenshtein dis-
tance (Levenshtein [79]). In such situations, a natural way
to define distance is in terms of the number of edit oper-
ations needed to make one string identical to the other. If
edit operations are defined as being one of insertion, dele-
tion, or substitution, then the Levenshtein (or “edit” or
“sequence”) distance between two strings is the minimum
number of such operations needed to convert from one
string to the other. A distance of 0 corresponds to an exact
match. Since an optimisation is involved here, to find the
minimum, many distance measures for strings use ideas
of dynamic programming.
One stream of work aiming at detecting locally dense
accumulations of data points goes under the name of
“bump hunting” (eg, Silverman [80] and Harezlak [81]).
Early work concentrated on unidimensional problems,
but this has now been extended to multiple dimensions.
An example is the PRIM algorithm of Friedman and
Fisher [82], which embeds the ideas in a more gen-
eral framework. Work which is intrinsically multivariate
includes the PEAKER algorithm described in [83, 84],
which identifies those data point locations which have a
higher estimated data probability density than all local
neighbours.
Although we have described the exercise as being one
of finding localised groups of objects in the data set, in fact
the aim is really typically one of inference. For example,
the question is not really whether some particular expres-
sion profiles in the database are surprisingly similar, but
whether these represent real underlying similarities be-
tween genes. There is thus an inferential aspect involved,
which allows for measurement error and other random
aspects of the process producing the data to make state-
ments about the underlying structure. The key question
implicit in this inferential aspect is whether the configu-
ration could have arisen by chance, or whether it is real
in the sense that it reflects an unusually high local den-
sity in the distribution of possible profiles. Sometimes the
unusually high local probability densities are called “pat-
terns” (eg, Hand et al [10]).
In order to make a statement about whether a con-
figuration of a few data points is unexpectedly dense, one
needs to have some probability model with which to com-
pare it. In spatial epidemiology this model is based on
the overall population distribution, so that, for example,
one can test whether the proportion of cases of illness
is unexpectedly high in a particular local region. In gen-
eral, however, in bioinformatics applications such back-
ground information may not be available. DuMouchel
[85] gives a particularly telling example of this in the con-
text of adverse drug reactions, where there is no informa-
tion about the overall number of times each drug has been
prescribed. In such cases, one has to make reasonable as-
sumptions about the background model. This is not nec-
essarily problematic: the aim is, after all, an exploratory
one. A basic form of background model is an inhomo-
geneous Poisson process, with the local intensity being
based on any information one does have. Since, typically,
more than one variable is involved, background mod-
els based on independence or information about known
222 D. J. Hand and N. A. Heard 2005:2 (2005)
relationships (such as time order) between the variables
are often used.
From an inferential perspective, the key issue is one of
multiplicity. With a large data space, perhaps with many
observations, there is considerable opportunity for a large
number of local maxima of an estimated density function.
Deciding which of these maxima are genuine and which
are attributable to chance is a nontrivial problem, and one
which has been of concern in more general data mining
contexts. Traditional statistical approaches to the multi-
plicity problem focus on controlling familywise error rate,
setting a limit on the proportion of cases where there is no
underlying distributional structure which are detected as
significant. The consequence is that only the largest prob-
ability peaks exceed the chosen threshold. Benjamini and
Hochberg [86], however (although in a rather diﬀerent
context), suggested controlling the (expected value of the)
proportion of structures detected as significant where no
real structure existed. This does not require so great a sac-
rifice of power for the individual tests. More generally,
there is an accumulating body of statistical work in the
area of scan statistics (eg, Glaz et al [87]). The intuitive
idea here is that one scans a window over the data space,
seeking positions where some function of the data within
the window (eg, in our case, a count of the data points)
exceeds some critical value. To date most of this work has
focused on low-dimensional cases.
Compared to cluster analysis, pattern discovery is a
relatively new area of investigation, but, like cluster anal-
ysis, the ideas have been developed by several diﬀerent
intellectual communities for diﬀerent problem domains
contemporaneously. These include speech recognition,
text processing (which, of course, has received a dramatic
boost with the web), real-time correction of keyboard en-
try errors, technical analysis (“chartism”) in tracking stock
prices, association analysis (in data mining, including its
subdiscipline of market basket analysis), configural fre-
quency analysis, and other areas. Ideas developed in one
area can often be ported across to others, and, in partic-
ular, to bioinformatics—just as cluster analysis has been.
There are also areas of statistics, which, although they have
their own special emphases, are closely related, such as
outlier detection.
Bump hunting, pattern discovery, or peak detection
methods seem to have been applied relatively rarely in
the analysis of microarray data to date, and yet in many
problems such tools are arguably more appropriate than
cluster analysis. In particular, in cases where the aim is to
group the genes on the basis of their time or experimental
condition expression profiles, many, perhaps most, of the
genes will be doing nothing of interest. Including those in
the partitioning is at best pointless and at worst may be
misleading.
CONCLUSION
Cluster analysis with gene expression data has its own
aspects, perhaps notably that of high dimensionality and
low number of cases for some problems. However, in
other ways this domain avoids issues which are important
for other applications. The question of scaling the vari-
ables has been mentioned above: typically gene expres-
sion variables are commensurate. Choice of variables is
a critical problem when one is trying to classify cells or
samples, on the basis of the genes (and hence with a very
large number of variables) but unimportant when one is
trying to classify genes themselves, perhaps on the basis
of very few expression conditions. This is a crucial issue,
since cluster structure is always in the context of the vari-
ables chosen to describe the objects.
The most important point to bear in mind when con-
sidering using cluster analysis is that diﬀerent methods
have diﬀerent (often implicit) definitions of what is meant
by a cluster. If one is searching for compact spherical
structures in the database, for example, one should not
use a method which is likely to throw up long attenuated
structures—and vice versa. Of course, in a completely ex-
ploratory situation, one can argue that any kind of struc-
ture could be of interest. This is true and provides a case
for using multiple diﬀerent methods (with multiple dif-
ferent distance measures) in the hope that some inter-
esting structure may be found. In general, however, one
does better by constraining the exploration in the light of
what one already knows or believes likely to be the case:
as Louis Pasteur said, “chance favours only the prepared
mind.”
Even more generally than the question of whether re-
searchers have always used the appropriate method of
cluster analysis when analysing their microarray data is
the question of whether any form of cluster analysis is ap-
propriate. Cluster analysis is a partitioning tool, assigning
each of the data points to a unique (in general) cluster.
Often, however, much, perhaps most, of the data points
are uninteresting, with concern only being with particu-
lar local regions of the data space. In this context, pattern
discovery methods in particular seem relevant to the anal-
ysis of microarray data. These tools identify subgroups of
objects (eg, genes) which have similar profiles, regardless
of the profile shapes of the other objects.
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