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Abstract
We study the geometry of the groups SL(2, qt) and Sp(2m, qt),
m, t ≥ 2, q even, in their twisted tensor product representation. We
construct families of complete partial ovoids of hyperbolic quadrics
in PG(2t − 1, q), all attaining the Blokhuis–Moorhouse bound. We
identify the stabilizers of the complete partial ovoids.
Keywords: Twisted tensor product representation, complete partial ovoids,
ovoids
1 Introduction
Let G be a finite classical group with natural module V0 of dimension n ≥ 2
over the Galois field GF (qt). Let V ψ
i
denote the G–module V0 with group
action given by v · g = vgψi , where gψi denotes the matrix g with its entries
raised to the qi–th power, i = 0, . . . , t − 1. Then one can form the tensor
product module V0 ⊗ V ψ0 ⊗ · · · ⊗ V ψ
t−1
0 , a module which can be realized over
the field GF (q). This gives rise to an embedding of the group G in a classi-
cal group having an nt–dimensional natural module over GF (q), yielding an
absolutely irreducible representation of the group G. Such representations
are given by Steinberg ([17]) and further studied by Seitz ([16]). As Seitz ob-
served, the normalizers of such “twisted tensor product groups” might easily
be considered a ninth Aschbacher class [1].
In [4] we described the geometry of some twisted tensor product groups
when n = 3 and t = 2. In this paper we study the geometry of two other
classes of twisted tensor product groups: PSL(2, qt) ≤ PΩ+(2t, q), where
t ≥ 2 and q is even; and PSp(2m, qt) ≤ PΩ((2m)t, q) with q even.
Let PG(n, q) be the n–dimensional projective space overGF (q). Through-
out we shall assume that q is even and that t ≥ 2. An ovoid O in a classical
polar space [10, Chapter 26] is a set of singular points such that every maxi-
mal totally singular subspace contains just one point of O. The points of O
are pairwise non-orthogonal. More generally a partial ovoid is a set of pair-
wise non-orthogonal singular points. A partial ovoid is said to be complete if
it is maximal with respect to set–theoretic inclusion.
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The possibility of the existence of ovoids in polar spaces of various di-
mensions has been studied extensively, for both odd and even q (although
the results referred to here are solely for even q). On the one hand there
are known to be ovoids in PG(7, q), both infinite families such as the uni-
tary ovoids and the Desarguesian ovoids and individual ovoids such as Dye’s
ovoid, and although the 2-transitive ovoids have been classified by Kleid-
man in [14], there is no general classification of ovoids. On the other hand
Thas ([20]) has shown that quadrics in PG(2n, q) and elliptic quadrics in
PG(2n + 1, q) have no ovoids if n ≥ 4 and Kantor ([13]) has shown that
hyperbolic quadrics in PG(2n + 1, 2) have no ovoids if n ≥ 4. Further,
Blokhuis and Moorhouse ([2]) established an upper bound for the size of a
partial ovoid of a polar space, a consequence of which is the non-existence
of ovoids of hyperbolic quadrics in PG(2n + 1, q) for n ≥ 4 and q even. A
survey on ovoids in classical polar space is included by Thas in [22], and
further information can be found in [20], [21], [10]. There are known to be
examples of partial ovoids on quadrics in PG(4n + 3, 8) whose size meets
the Blokhuis-Moorhouse bound ([8]) for all values of n; also in [8] there are
examples of complete partial ovoids on quadrics in PG(4n+ 1, 8) whose size
falls just short of the Blokhuis-Moorhouse bound.
We find that our embedding of PSL(2, qt) is associated with an embed-
ding of PG(1, qt) as a partial ovoid of a quadric in PG(2t − 1, q); if t ≥ 3,
then the quadric is hyperbolic. In PG(2t − 1, q) with q even, the Blokhuis–
Moorhouse bound is given by qt+1. We thus have a family of partial ovoids
whose size attains the Blokhuis–Moorhouse bound. In particular when t = 3
and q ≥ 4 the embedding yields a nice description of a Desarguesian ovoid
of the hyperbolic quadric of PG(7, q) ([11], [12]) as the image of a projective
line in much the same way as an elliptic quadric of PG(3, q) is the image of
a projective line. Similarly our embedding of PSp(2m, qt) in PΩ((2m)t, q)
has a particular application when m = 2 in the embedding of ovoids of
PG(3, qt) as partial ovoids of PG(4t − 1, q) again with size attaining the
Blokhuis–Moorhouse bound. The families of complete partial ovoids aris-
ing from Suzuki-Tits ovoids are not equivalent to those arising from elliptic
quadrics or projective lines; the partial ovoids given by Dye in [8] are differ-
ent again.
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2 Embedding Sp(2m, qt) in Ω((2m)t, q)
Let V0 now be a 2m–dimensional vector space over GF (q
t). Then V =
V0 ⊗ V0 ⊗ · · · ⊗ V0 (t copies of V0) is a vector space of dimension (2m)t. If
f0 is a non–degenerate alternating form on V0 then one can define a non–
degenerate alternating form on V by a linear extension from a basis of pure
tensors as follows:
f(u1 ⊗ · · · ⊗ ut, w1 ⊗ · · · ⊗ wt) =
t∏
i=1
f0(ui, wi).
Moreover there exists a unique quadratic form Q on V such that Q(u1⊗· · ·⊗
ut) = 0 for all ui ∈ V0 and such that f is the bilinear form associated with Q
([1, 9.1 (4) ]). If U is an m–dimensional totally isotropic subspace of V0, then
U ⊗ V0 ⊗ · · · ⊗ V0 is a totally singular subspace of V of dimension (2m)t/2,
so Q is a quadratic form of maximal Witt index.
Let G be the group Sp(2m, qt) acting on V0 and preserving f0. Let
x1, x2, . . . , xm, y1, y2, . . . , ym be a symplectic basis for V0 (so f0(xi, xj) =
f0(yi, yj) = 0 and f0(xi, yj) = δij). The twisted action of G on V , as de-
scribed in the introduction third line, is given by u1 ⊗ · · · ⊗ ut 7→ u1g ⊗
u2g
ψ ⊗ · · · ⊗ utgψt−1 with gψi preserving f0 for each i. Thus g preserves Q
on V . Taking note of the fact that Sp(2m, qt) is perfect, we thus have a
representation ρ : G→ Ω+((2m)t, qt).
In [4, Section 2] we introduced a semi–linear map φ on V and the sub-
set W of V consisting of all vectors fixed by φ. Here we prove a number
of properties of φ and W that we shall need to refer to. We recall that
φ(λu1 ⊗ u2 ⊗ · · · ⊗ ut) = λqut ⊗ u1 ⊗ · · · ⊗ ut−1, whenever each ui is one of
x1, x2, . . . , xm, y1, y2, . . . , ym and λ ∈ GF (qt) and then φ is extended linearly
over GF (q). If we write vψ =
∑
(λqixi+µ
q
iyi) when v =
∑
(λixi+µiyi) ∈ V0,
then φ(v1 ⊗ v2 ⊗ · · · ⊗ vt) = vψt ⊗ vψ1 ⊗ · · · ⊗ vψt−1. We have not explicitly
referred to the case: m = 1 here. However, given any basis x1, y1 for V0 when
m = 1 we can define an alternating form f0 on V0 such that f0(x1, y1) = 1
and the symplectic group Sp(2, qt) is just SL(2, qt).
Lemma 2.1. (1) The semilinear map φ commutes with ρ(G) on V ;
(2) The set W = {w ∈ V : φ(w) = w} is a GF (q)–subspace of V , (globally)
stabilized by ρ(G);
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(3) Any vectors in W that are linearly independent over GF (q) are linearly
independent over GF (qt);
(4) W has dimension (2m)t over GF (q) and spans V over GF (qt).
(5) Q(w) ∈ GF (q) for each w ∈ W and Q is non–degenerate on restriction
on W .
Proof.
(1) For any x1 ⊗ x2 ⊗ · · · ⊗ xt we have:
g(φ(x1 ⊗ · · · ⊗ xt)) = g(xψt ⊗ xψ1 ⊗ · · · ⊗ xψt−1)
= xψt g ⊗ xψ1 gψ ⊗ xψ2 gψ
2 ⊗ · · · ⊗ xψt−1gψ
t−1
;
φ(g(x1 ⊗ · · · ⊗ xt)) = φ(x1g ⊗ x2gψ ⊗ · · · ⊗ xtgψt−1)
= (xtg
ψt−1)
ψ ⊗ (x1g)ψ ⊗ · · · ⊗ (xt−1gψt−2)ψ
= xψt g ⊗ xψ1 gψ ⊗ xψ2 gψ
2 ⊗ · · · ⊗ xψt−1gψ
t−1
.
Any vector in V is a GF (q)–linear combination of vectors of the type
above, so ρ(G) commutes with φ on the whole of V .
(2) If w ∈ W , then φ(g(w)) = g(φ(w)) = g(w) so g(w) ∈ W .
(3) Suppose that w1, w2, . . . , wr is a minimal counterexample (with, nec-
essarily, r ≥ 2. Then ∑ri=1 µiwi = 0 for some µi ∈ GF (qt), not all in
GF (q), and we may assume that µr = 1. Under the map φ we find
that
∑r
i=1 µ
q
iwi = 0 and so
∑r−1
i=1 (µ
q
i − µi)wi = 0. As w1, . . . , wr−1 are
linearly independent over GF (q) and µqi − µi are not all zero, we have
a contradiction.
(4) It follows from (iii) that the GF (q)–dimension of W is at most 2t. The
GF (qt)–subspace of V spanned by W is fixed by ρ(G), but, by Stein-
berg’s Tensor Product Theorem [17], ρ(G) is absolutely irreducible.
Hence W has dimension (2m)t as a vector space over GF (q) and spans
V over GF (qt).
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(5) Consider the vectors v⊗vψ⊗· · ·⊗vψt−1 . All such vectors are fixed by φ
so lie in W . Moreover they are preserved as a set by ρ(G). This means
that their GF (q)- span is preserved by ρ(G). Given the irreducibility of
ρ(G) it follows that these vectors span W . Let z1, . . . , z(2m)t be a basis
for W over GF (q) with all the vectors taking the value 0 under Q, and
f(zi, zj) ∈ GF (q) [if zi = x⊗ · · · ⊗ xψt−1 and zj = y⊗ · · · ⊗ yψt−1 , then
f(zi, zj) =
∏t
k=1 f0(x
ψk , yψ
k
)]. Thus Q(
∑
γizi) =
∑
i<j γiγjf(zi, zj) ∈
GF (q). The irreducibility of G means that the restriction of Q to W
must be non-degenerate or trivial, but it suffices to consider zi and zj
corresponding to non-orthogonal x and y to see that Q is not trivial
[Q(zi + zj) = f(zi, zj) =
∏
f0(x
ψk , yψ
k
) 6= 0].
Since Sp(2m, qt) is simple, ρ is injective. Thus we may regard Sp(2m, qt)
as a subgroup of Ω(2t, q), and equivalently in the projective context, PSp(2m, qt)
as a subgroup of PΩ((2m)t, q).
3 The nature of the quadrics
In this section we show that the quadratic form on W described in the pre-
vious section is usually hyperbolic.
We begin by describing a basis for the GF (q)-subspace W . Write n =
2m and write xm+1, . . . , xn for y1, . . . , ym. Let ∆ = {1, 2, . . . , t} and let
c = (1234 . . . t), a cyclic permutation of ∆. We define a pattern of length t
to be a sequence (row-vector) of length t with entries coming from among
the numbers 1, 2, ..., n and call it a k-pattern if exactly k of the entries are
between 1 and m. We say that a k-pattern P is irreducible if ciP 6= P for
all 1 ≤ i < t. Equivalently a pattern is a partition, {∆1,∆2, . . . ,∆n}, of
∆ with ∆j corresponding to the positions having entry j; in this context
the subgroup of St generated by c acts on the set of all partitions of ∆ and
an irreducible pattern corresponds to a partition lying in an orbit of length
t. For any pattern P , the smallest r ≥ 1 such that crP = P is called the
irreducible length of P ; the first r entries then form an irreducible pattern
of length r. [Equivalently, the partition of ∆ corresponding to P lies in an
orbit of length r.] Given a k-pattern P of length t, the inverse pattern P ′
is defined to be the t − k-pattern derived from P by replacing each entry
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j by j + m (mod n) for each j. If t = 2s then a k-pattern P is said to
be invertible if csP = P ′. Given a vector u corresponding to a pattern P
irreducible length r, the vectors
∑r
j=1 φ
j−1(λu), as λ ranges over GF (qr),
span a GF (q)–subspace V (P ) of V of dimension r, fixed by φ vectorwise.
The direct sum of such subspaces gives a GF (q)- subspace of dimension nt.
A basis for GF (qr) over GF (q) gives rise to a basis for V (P ).
3.1 The case t odd
Lemma 3.1. If t is odd, then Q has maximal Witt index on W .
Proof.
Suppose that t is odd. There are two possible approaches. One is via [15].
Using this approach we start from the position where we know that the image
of Sp(2m, qt) lies in Ω((2m)t, q) with  = + or −. As Kleidman and Liebeck
show, the value of  depends on whether a certain quadratic polynomial over
GF (q) is reducible or not, and for t odd answer is the same over GF (qt);
given that Ω((2m)t, q) is here a subgroup of Ω+((2m)t, qt) we can see that
 = +. Notice that the arguments from [15] involved here concerning a
classical group with a form do not actually use the classification of finite
simple groups.
Alternatively, we can use notation set up above. Collect together the k-
patterns P of length t for which k > t/2. The sum of the corresponding V (P )
is totally singular of dimension (2m)t/2, so the quadric must be hyperbolic.
3.2 The case t even
Assume that t = 2s. In the GF (q)-subspace W of V consider the subspaces
V (P ) where P is a k-pattern of length t. Let r be the irreducible length of P
and let R be the irreducible pattern of length r that is repeated to give P ; if
P is irreducible, then r = t and R = P . The inverse pattern P ′ is obtained by
repeating R′. Suppose that u = λu1⊗u2⊗...⊗ut and v = µv1⊗v2⊗...⊗vt are
non-zero vectors corresponding to patterns P and S respectively. Then u and
v are singular, and f(u, v) 6= 0 if and only if S = P ′. Moreover if S = P ′, then
f(
∑r
j=1 φ
j−1u,
∑r
j=1 φ
j−1v) =
∑r
j=1(λµ)
qj−1 = TrGF (qr)/GF (q)(λµ). It follows
that if k 6= s, then V (P ) and V (P ′) are totally singular, V (P ) ⊕ V (P ′)
is non-isotropic and V (P ) ⊕ V (P ′) is orthogonal to V (S) whenever S is
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not derivable from P or P ′ (meaning that S 6= ciP or ciP ′ for any i).
The same argument applies if k = s but R is not invertible. Thus in or-
der to determine the Witt index of Q on W we need only consider the
V (P ) for which P is an s-pattern of length t and for which R is invert-
ible. If R is indeed invertible, then r is even, the vectors of V (P ) have
the form
∑r
j=1 φ
j−1u where u = λu1 ⊗ u2 ⊗ ... ⊗ ut corresponds to P , and
Q(
∑r
j=1 φ
j−1u) = TrGF (qr/2)/GF (q)(λ
1+qr/2). Precisely this quadratic form is
considered in [5] where it is shown to be elliptic. Hence we need to know
the number of such subspaces. The same subspace arises from each of the
patterns P, cP, ..., cr−1P . Thus if a(r) denotes the number of irreducible, in-
vertible patterns of length r, then a(r)/r is an integer denoting the number
of corresponding subspaces V (P ).
Let us write a(t) and d(t) for the number of irreducible, invertible s-
patterns of length t and the number of reducible, invertible s-patterns of
length t respectively. We can read these as 0 for odd t.
Lemma 3.2. (1) a(t) + d(t) = ns;
(2) d(t) =
∑
a(r), the sum taken over all r < t dividing t for which t/r is
odd;
(3) a(t)/t is an integer. It is even if m = n/2 is even, if t is divisible by 8
and if t is divisible by the square of an odd prime and odd otherwise;
(4) If t > 2, then
∑
r|t a(r)/r is even. If t = 2, then
∑
r|t a(r)/r has the
same parity as m = n/2.
Proof.
(1) An invertible s-pattern of length t consists of an arbitrary pattern of
length s (i.e., sequence of elements of ∆ of length s) followed by its
inverse. There are ns patterns of length s.
(2) Suppose that P is a reducible, invertible s-pattern of irreducible length
r and let h = t/r. If h is even, then r divides s and therefore csP = P ,
contradicting csP = P ′. Hence h is odd. Let R be the irreducible
pattern of length r that is repeated in order to obtain P . Then R must
be an r/2-pattern and cr(h+1)/2P = P has in places s + 1 to s + r/2
the last r/2 entries from R, but as P is invertible these entries are also
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the inverse of the first r/2 entries of R. Hence R is itself invertible.
It follows that each reducible, invertible s-pattern corresponds to an
irreducible invertible r/2-pattern of length r for some divisor r of t such
that t/r is odd. Conversely each irreducible invertible r/2-pattern of
such length r yields an invertible s-pattern of length t by repetition.
(3) Suppose that P is an irreducible invertible s-pattern. The t s-patterns
P, cP, ..., ct−1P are distinct since P is irreducible and all are invertible.
Thus the a(t) irreducible invertible s-patterns fall into orbits of length
t under the action of c. Hence t divides a(t).
First we determine the parity of a(t)/t when t is a power of 2. In this
case d(t) = 0 so a(t) = ns. If t = 2α1 , then a(t)/t = n2
α1−1/2α1 which
is odd if α = 1 or 2 and m = n/2 is odd, and even otherwise.
We give a proof by induction on N , the number of prime divisors of
t (including repetition). If N = 1, then t = 2 and the result holds
by the argument above. Now suppose that N ≥ 2 and that the result
holds whenever t has fewer than N prime divisors. Let us write t =
2α1pα22 ...p
αk
k where p2, ..., pk are distinct odd primes (so N = α1 + α2 +
...+ αk). We can write
d(t) =
∑
r=2α1p
β2
2 ...p
βk
k ,βi≤αi,r 6=t
a(r).
Suppose that α1 ≥ 3. Then for each term in this sum, a(r)/2α1 is even
(by the induction hypothesis) so that d(t)/2α1 is even. Moreover t is
sufficiently large that ns/2α1 is even, so (ns−d(t))/2α1 is even and hence
a(t)/t is even. Now suppose that m = n/2 is even: by the induction
hypothesis, for each term a(r) in the sum a(r)/2α1 is even so and then
a(t)/t is even. Next suppose that m is odd, that α1 = 1 or 2 and that
t is divisible by the square of an odd prime, i.e., αi ≥ 2 for some i ≥ 2.
Looking at the expression for d(t), this time we find that a(r)/2α1 is
even whenever βi ≥ 2 for some i and odd whenever each βi is 0 or 1.
There are 2k−1 occasions when a(r)/2α1 is odd (note that on no such
occasion is r equal to t), so again d(t)/2α1 is even and then a(t)/t is
even. Finally suppose that m is odd, that α1 = 1 or 2 and that t is
divisible by at least one odd prime but not by the square of an odd
prime. Then the expression for d(t) has 2k−1 − 1 terms, with a(r)/2α1
odd in each case (on this occasion the restriction r 6= t means that the
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term where each βi is 1 is excluded); here then d(t)/2
α1 is odd and in
turn a(t)/t is odd.
(4) The terms in the sum
∑
r|t a(r)/r are even unless: m is odd and r =
2β1pβ22 ...p
βk
k with β1 = 1 or 2 and βi is 0 or 1 for each i ≥ 2 (and in such
cases the terms are odd). Assume that m is odd. If t is not a power of
2, then there are an even number of terms with β1 = 1 and βi is 0 or 1
for each i ≥ 2 and an even (possibly 0) number of terms with β1 = 2
and βi is 0 or 1 for each i ≥ 2. If t = 2α1 with α1 ≥ 2 then the terms
are all even except for a(4)/4 and a(2)/2. If t = 2, then there is just
one term: a(2)/2 = 1. Hence
∑
r|t a(r)/r is even unless m is odd and
t = 2.
Corollary 3.3. The number of irreducible invertible s-patterns and reducible
s-patterns that have invertible repeated subpatterns is even except when t = 2
and m = n/2 is odd. If t is even, then Q has maximal Witt index on W
except when t = 2 and m = n/2 is odd. In the exceptional case, Q has
non-maximal Witt index on W .
Proof. The number of subspaces V (P ) on which Q is non-isotropic and
elliptic is precisely
∑
r|t a(r)/r. This number is even with the single exception
given.
4 Embedding PG(2m− 1, qt) in PG((2m)t− 1, q)
4.1 Embedding the projective line and partial ovoids
Given 0 6= v ∈ V0 let us denote by v the vector v ⊗ vψ ⊗ ... ⊗ vψt−1 ∈ V ;
recall that all such vectors lie in W and are singular. Observe that for
0 6= λ ∈ GF (qt) we have λv = (λλq...λqt−1)v with λλq...λqt−1 ∈ GF (q).
Hence the injective map: V0 → W , v → v leads to an injective map ϕ :
PG(2m − 1, qt) → PG((2m)t − 1, q). Suppose that x, y ∈ V0 such that
f0(x, y) 6= 0. Then
f(x, y) = f0(x, y) · f0(xψ, yψ) · · · · · f0(xψt−1 , yψt−1)
= f0(x, y) · f0(x, y)q · · · · · f0(x, y)qt−1
6= 0.
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We have now proved our first main theorem:
Theorem 4.1. Suppose that L is either the projective line PG(1, qt) or a
partial ovoid of a symplectic polarity of PG(2m − 1, qt) with m ≥ 2, and
that P = ϕ(L) in PG((2m)t − 1, q). Then P is a partial ovoid of a non-
degenerate quadric in PG((2m)t − 1, q) having the same size as L. The
quadric is hyperbolic unless t = 2 and m = n/2 is odd, in which case it is
elliptic.
4.2 The Blokhuis-Moorhouse bound
In their 1995 paper [2] Blokhuis and Moorhouse give an upper bound for size
of a partial ovoid of a classical polar space in PG(k, q). If q = pe where p is
prime, then the size of a partial ovoid is no greater than
(
k + p− 1
k
)e
+1.
If p = 2, then this bound becomes simply (k + 1)e + 1. If, in addition,
k + 1 = 2t for some t, then the bound is 2te + 1 = qt + 1. In particular we
get the same value for the bound in PG(2a − 1, 2et) and PG(2at − 1, 2e) for
any a ≥ 1.
The following theorem is a corollary to Theorem 4.1. It demonstrates
that, for p = 2, the Blokhuis-Moorhouse bound is sharp for arbitrarily large
dimension of the form 2t − 1.
Theorem 4.2. If L is the projective line PG(1, qt), then ϕ(L) is a partial
ovoid of a non-degenerate quadric in PG(2t − 1, q) whose size attains the
Blokhuis-Moorhouse bound. If L is a partial ovoid of a symplectic polarity
of PG(2a − 1, qt) (with a ≥ 2 and q = 2e) whose size attains the Blokhuis-
Moorhouse bound, then ϕ(L) is a partial ovoid of a non-degenerate quadric
in PG(2at − 1, q) whose size attains the Blokhuis-Moorhouse bound.
Remark 4.3. When t = 2 and L is the projective line PG(1, qt), the image
P = ϕ(L) is an elliptic quadric. When t = 3 and L is the projective line
PG(1, qt), the image P has q3 + 1 points and so is an ovoid of a hyperbolic
quadric of PG(7, q) admitting PSL(2, q3) as a 2–transitive automorphism
group. By [12], [14] it is a Desarguesian ovoid if q > 2. If q = 2 and t = 3
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it is still true that P is an ovoid but it is now a polygon on admitting the
alternating group A9 as an automorphism group [7].
4.3 Complete partial ovoids from embeddings of PG(1, qt)
and ovoids of PG(3, qt)
In this section we consider complete partial ovoids in PG(2t − 1, q) and
PG(4t − 1, q) arising as images of projective lines and of elliptic quadrics or
Suzuki-Tits ovoids of PG(3, qt) respectively. We identify the stabilizers of
these partial ovoids using the the classification of finite 2-transitive groups.
In turn this relies on the Classification of Finite Simple Groups. Our source
for the list of finite 2-transtive groups is [3] where the groups are listed in
Tables 7.3 and 7.4. Our interest is in groups having permutation degree 2k+1
for some k ≥ 1.
Result 4.4. A 2-transitive permutation group of degree 2k+1 for some k ≥ 1
is almost simple with unique minimal normal subgroup one of the following:
AM with M = 2
k + 1, SL(2, 2k), PSU(3, 22k/3), Sz(2k/2) where k/2 an odd
integer.
Throughout this section we consider three possibilities:
• Case PL: L is the projective line PG(1, qt) with t ≥ 3, G = SL(2, qt),
2k = qt, we write Ω = Ω+(2t, q) and PW = PG(2t − 1, q).
• Case EQ: L is an elliptic quadric of PG(3, qt), G = Ω−(4, qt), 2k = q2t,
we write Ω = Ω+(4t, q) and PW = PG(4t − 1, q).
• Case STO: L is a Suzuki-Tits ovoid of PG(3, qt) with q an odd power
of 2 and t odd, G = Sz(qt), 2k = q2t, we write Ω = Ω+(4t, q) and
PW = PG(4t − 1, q).
We write P = ϕ(L), F˜ = ρ(F ) for any subgroup F of G and let H˜ be
the stabilizer of P in Ω. Then H˜ contains G˜ and acts 2-transitively on P .
The action of G˜ on the vector space W is irreducible by Steinberg’s Tensor
Product Theorem ([17, Theorem 7.4, Theorem 12.2]) and so the points of P
span the corresponding projective space. As the number of points exceeds the
vector space dimension and G˜ acts 2-transitively, the only transformations
fixing each point of P are scalar maps, here the identity is the only possibility.
Thus the action of H˜ is faithful and we have:
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Proposition 4.5. H˜ is almost simple with unique minimal normal subgroup
X being isomorphic to one of the following: AM with M = 2
k+1, SL(2, 2k),
PSU(3, 22k/3), Sz(2k/2) where k/2 is an odd integer.
The subgroup X ∩ G˜ is normal in G˜, but G˜ is simple so either X ∩ G˜ = 1
or G˜ ≤ X.
Proposition 4.6. G˜ ≤ X.
Proof. Suppose that X ∩ G˜ = 1. Then XG˜ is a subgroup of H˜ of order
|X|.|G˜|, but H˜ may be regarded as a subgroup of Aut(X) and so |G˜| divides
|Out(X)|. The value of |Out(X)| is well known for each possibility for X (c.f.
[15]): if X ∼= AM with M ≥ 9, then |Out(X)| = 2; if X ∼= SL(2, 2k), then
|Out(X)| = k; ifX ∼= PSU(3, 22k/3), then |Out(X)| = 2k/3; ifX ∼= Sz(2k/2),
then |Out(X)| = k/2. On the other hand the order of G˜ is divisible by 2k+1
with k ≥ 3. The clear contradiction leads to the conclusion that G˜ ≤ X.
Proposition 4.7. X = G˜ except when q = 2, in which case X = AM with
M = 2k + 1.
Proof. We have established that G˜ ≤ X. We note that |SL(2, 2k)| =
(2k + 1)2k(2k − 1), |Sz(2k/2)| = (2k + 1)2k(2k/2 − 1) and |PSU(3, 22k/3)| =
(2k+1)2k(22k/3−1)/d, where d = hcf(3, 2k/3+1). We also note that Ω−(4, qt)
is isomorphic to SL(2, q2t). If G = SL(2, 2k), then simple arithmetic rules out
all possibilities except X ∼= SL(2, 2k) and X ∼= AM . If G = Sz(2k/2), then
similarly all possibilities are ruled out except X ∼= Sz(2k/2), X ∼= SL(2, 2k)
andX ∼= AM , but here G˜ cannot be embedded in SL(2, 2k) because SL(2, 2k)
has minimal degree 2k + 1. Thus we have G˜ ≤ X ≤ Ω with X either G˜ or
isomorphic to AM . Suppose that X ∼= AM withM = 2k+1. It is known (c.f.
[15, Proposition 5.3.7]) that if AM is embedded in PGL(r, q), then r ≥M−2.
This leads to qt−1 ≤ 2t, q2t−1 ≤ 4t and q2t−1 ≤ 4t in the cases PL, EQ and
STO respectively. In other words q = 2 is the only possibility. In Remark 4.3
we observed that PSL(2, 23) fixes an ovoid which is also a polygon admitting
A9 as an automorphism group, so that PSL(2, 2
3) < A9 < PΩ
+(8, 2). More
generally in the three cases here being considered for L, if q = 2, the partial
ovoid P is a polygon. Such a polygon admits the alternating group A2k+1 as
an automorphism group inside Ω; a transposition corresponds to a symmetry
of O+(2k, 2) and, as such elements do not lie in Ω, the alternating group is the
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full stabilizer. The representation here of the alternating group is precisely
the fully deleted permutation module.
Proposition 4.8. The normalizer of X stabilizes P.
Proof. We first consider the case q = 2. Here it is possible to discern
that P is the only orbit of AM of length 2k + 1. If h ∈ NΩ(AM), then Ph is
also an orbit of length 2k + 1. Hence Ph = P .
Now assume that q > 2. The following applies to all three cases. Let F
be the stabilizer in G of a point of L. Then F can also be described as the
normalizer in G of a Sylow 2-subgroup S of G and there is a cyclic subgroup
C of F such that C ∩ S = 1 and F = CS. Exactly one point of L is fixed
by F and exactly one point of P is fixed by F˜ . Suppose that F˜ fixes exactly
one point P of PW (necessarily P will be in P). If h ∈ NΩ(G˜), then h−1Fh
fixes Ph, but h−1Fh is the normalizer in G˜ of a Sylow 2-subgroup so fixes a
point of P . Hence Ph ∈ P . It follows that Ph = P .
Consider first the case PL. We can take F to be the stabilizer of < v1 >,
so it consists of upper-triangual matrices, and we can take C to be the
diagonal subgroup of order qt−1 fixing both < v1 > and < v2 >. A generator
for C is given by
g =
[
ξ 0
0 ξ−1
]
,
where ξ is a generator for GF (qt)∗ (the multiplicative group of GF (qt)). The
eigenvalues of ρ(g) are
∏t
j=1 ξ
jq
j−1
where each j = ±1. The elements of
GF (q)∗ are given by powers of ξk(q), where k(q) = 1+q+q2+ ...+qt−1. Hence
the only two eigenvalues of ρ(g) that lie in GF (q) are ξk(q) and ξ−k(q), and
these correspond to eigenvectors v1 and v2 respectively, both corresponding
to points of P . Hence C˜ has only two fixed points in PW and F˜ has only one.
Now consider the case EQ. We may assume that the points (λ1, λ2, λ3, λ4)
of the elliptic quadric in PG(3, qt) satisfy λ1λ3+ λ
2
2+ λ
2
4+ aλ2λ4 = 0 (where
the polynomial x2+ ax+1 is irreducible over GF (qt)). Again we can take F
to be the stabilizer of < v1 >. We can take C to be the stabilizer of points
corresponding to v1 and v3; this time C has order q
2t−1. The eigenvalues for
a generator g for C are ξ±1±q
t
where ξ is a generator for GF (q2t)∗. The eigen-
values for ρ(g) are
∏t
j=1 ξ
jq
j−1+νjqt+j−1 where each j = ±1 and each νj = ±1.
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Of these only two lie in GF (q): ξ1+q+q
2+...+q2t−1 and ξ−(1+q+q
2+...+q2t−1), and
these correspond to eigenvectors v1 and v3 respectively, both corresponding
to points of P . Hence C˜ has only two fixed points in PW and F˜ has only one.
Finally consider the case STO. We take ξ to be a generator for GF (qt).
If we write qt = 22l+1 (so if q = 2e then te = 2l + 1), then there is an
automorphism σ of GF (qt) given by σ(ξ) = ξ2
l+1
. With respect to the
symplectic basis v1, v2, v3, v4 for V0, the points of L correspond to vectors v1
and αv1 + βv2 + v3 + γv4 where α + βγ + σ(β) + γ
2σ(γ) = 0 (c.f. [19]).
Again we can take F to be the stabilizer of < v1 > and it will consist of
upper-triangular matrices. This time we take C to be the diagonal subgroup
(of order qt − 1) with generator g given by
σ(ξ)ξ 0 0 0
0 ξ 0 0
0 0 σ(ξ)−1ξ−1 0
0 0 0 ξ−1
 .
The eigenvalues of g are distinct and so C fixes four points of PG(3, qt) cor-
responding to v1, v2, v3 and v4, only one of which lies on L. The eigenvalues
of ρ(g) have the form ξA(q) where A(q) = A0 + A1q + ... + At−1qt−1 and
each Ai is one of ±1,±(2l+1 + 1). We can write A(q) = B(q) + 2l+1C(q),
where B(q) = B0 + B1q + ... + Bt−1qt−1, C(q) = C0 + C1q + ... + Ct−1qt−1
with each Bi being ±1 and each Ci being Bi or 0; since q is a power of
2, the value of B(q) is always non-zero, and C(q) can only be 0 if each
Ci is 0. Suppose first that C0, C1, ..., Ct−1 are all non-zero. Then A(q) =
(1 + 2l+1)B(q) and the hcf of 2l+1 + 1 and k(q) = 1 + q + q2 + ... + qt−1 is
1. If ξA(q) ∈ GF (q), then k(q) divides A(q), i.e., k(q) divides B(q). This
is only possible when B(q) = ±k(q). Thus in this case g has eigenvalues
ξ±(1+2
l+1)k(q). Now suppose that at least one of the coefficients Ci is zero.
Observe that q(t−1)/2 < 2l+1 < q(t+1)/2 so we can write 2l+1 = q(t−1)/22d
for some 0 < d < e. Indeed 22l+2 = qt−122d becomes 2q = 22d, i.e.,
e + 1 = 2d. Hence A(q) = B(q) + 2l+1C(q) = B(q) + 2dq(t−1)/2C(q). Sup-
pose that ξA(q) ∈ GF (q), then ξA(q) = ξA(q)qj for any j ≥ 0 and k(q) divides
A(q)qj. Suppose that Ci = 0 and let j = (t − 1)/2 − i. We have A(q)qj =
B(q)qj + 2dqt−1−iC(q) = D1(q) + D2(q)(qt − 1) + 2d(E1(q) + E2(q)(qt − 1))
where D1(q) has degree t− 1 in q with coefficients ±1, and E1(q) has degree
t − 2 in q with coefficients 0 or ±1. We have supposed that ξA(q) ∈ GF (q)
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so k(q) divides A(q)qj and hence k(q) divides D1(q) + 2
dE1(q). Let U be
the coefficient of qt−1 in D1(q), then D1(q) − Uk(q) = 2D3(q), where D3(q)
has degree at most t − 2 in q and coefficients 0 or ±1, and k(q) divides
2D3(q)+2
dE1(q). Let h(q) = 1+q+q
2+...+qt−2, then qh(q) = k(q)−1. There-
fore |2D3(q)+2dE1(q)| < 2h(q)+2dh(q) < qh(q) < k(q). From this we deduce
that 2D3(q)+2
dE1(q) = 0, but each term in the expression 2D3(q)+2
dE1(q)
has the form ±2qj or ±2dqj and so represent different powers of 2, and the
sum of such terms can only be 0 if there are no terms, i.e., D3(q) = 0 and
E1(q) = 0. It follows that A(q) = ±k(q) (modulo qt − 1) and in this case
g has eigenvalues ξ±k(q). Hence there are four eigenvalues of ρ(g) lying in
GF (q) so C has four fixed points in PW , corresponding to v1, v2, v3 and
v4. Only the first of these lies in P but it is nevertheless true that the other
three are not fixed by F˜ . Hence F˜ has a single fixed point in PW .
In summary, the results above give:
Theorem 4.9. (1) Suppose that q > 2 is even and that t ≥ 3. If L =
PG(1, qt), then the stabilizer of P in Ω+(2t, q) is the normalizer of
ρ(SL(2, qt)).
(2) Suppose that q > 2 is even and that t ≥ 2. If L is an elliptic quadric
in PG(3, qt), then the stabilizer of P in Ω+(4t, q) is the normalizer of
ρ(Ω−(4, qt)).
(3) Suppose that q > 2 is an odd power of 2 and that t ≥ 3 is odd. If L is
a Suzuki-Tits ovoid in PG(3, qt), then the stabilizer of P in Ω+(4t, q)
is the normalizer of ρ(Sz(qt)).
(4) If q = 2, then in all three cases P is a polygon whose stabilizer is the
alternating group on the points.
Remark 4.10. Comparing the partial ovoids arising as images of Suzuki-Tits
ovoids with those arising as the images of elliptic quadrics, the difference in
the structure of the stabilizers shows that the two families of partial ovoids are
not equivalent. The cases where L = PG(1, qt) (with t > 2 even) and where L
is an elliptic quadric of PG(3, qt) lead to stabilizers with the same structure,
but it is not clear whether or not the partial ovoids are equivalent. Indeed,
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the embedding procedure allows for the possibility of a stepped embedding
of PG(1, qabcd...) as a partial ovoid in PG(2a−1, qbcd...) that is then embedded
in PG(2ab − 1, qcd...) and so on, and it is not clear that the resulting partial
ovoid is necessarily equivalent to that obtained from a single step embedding
of PG(1, qabcd...) in PG(2abcd... − 1, q).
4.4 Dye’s partial ovoids
In [6], R.H. Dye constructed new ovoids on a hyperbolic quadric in PG(7, 8).
Later, in [8], he constructed partial ovoids on quadrics (sometimes elliptic,
sometimes hyperbolic) in PG(2m + 1, 8) whose size attains the Blokhuis–
Moorhouse bound. The construction of ovoids in PG(7, 8) involved an initial
construction of nine points of a polygon, followed by the addition of points
lying on conics formed by the intersection of various planes with the quadric.
This approach formed the basis of the constructions of partial ovoids in the
later paper. We are led to ask whether the partial ovoids we have constructed
in PG(2t − 1, 8) could be those constructed by Dye. The answer is no for
the reason that Dye’s partial ovoids, by construction, meet some planes in
conics, whereas our partial ovoids never meet a plane in a conic, as is proved
in the following Proposition.
Proposition 4.11. Suppose that P is a partial ovoid on a quadric in PG((2m)t−1, q)
arising as the embedding of a projective line PG(1, qt) or of a partial ovoid
of a symplectic polarity of PG(2m − 1, qt) with m ≥ 2. Then any plane of
PG((2m)t − 1, q) meets P in at most three points.
Proof. Let us suppose that L is either the projective line PG(1, qt) or a
partial ovoid of a symplectic polarity of PG(2m−1, qt) with m ≥ 2, and that
P is the image of L in PG((2m)t − 1, q). We show that the images of four
points of L cannot lie in a plane of PG((2m)t − 1, q). Note that the state-
ment of the theorem is true for P precisely when it is true for Ph whenever
h ∈ O((2m)t, q) (the orthogonal group associated with the quadric). In par-
ticular we may replace L by Lg for any g ∈ Sp(2m, qt) and P by Ph where
h = ρ(g). Thus we may assume that two of our four points are represented
by vectors x1 and y1; we denote the remaining two vectors by x and y. We
write yi = xm+i for each 1 ≤ i ≤ m and x =
∑n
i=1 αixi, y =
∑n
i=1 βixi: in all
cases α1, β1 6= 0, αm+1, βm+1 6= 0; moreover we may assume that α1 = β1 = 1.
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We can see that x1 = x1 ⊗ x1 ⊗ x1....⊗ x1 ⊗ x1 and y1 = xm+1 ⊗ xm+1 ⊗
xm+1.... ⊗ xm+1 ⊗ xm+1. The expression for x has a component in each
subspace V (P ) and we can observe that:
• if i 6= 1, the component corresponding to pattern (i1...1) is∑t
j=1 φ
j−1(αixi ⊗ x1 ⊗ x1....⊗ x1 ⊗ x1);
• if i, j 6= 1 and either or both of i 6= j, t ≥ 3, the component corre-
sponding to pattern (ij1...1) is∑t
j=1 φ
j−1(αiα
q
jxi ⊗ xj ⊗ x1 ⊗ x1....⊗ x1 ⊗ x1).
Similarly the expression for y has a component in each subspace V (P )
and for components corresponding to (i1...1) (i 6= 1) and (ij1...1) (i, j 6= 1;
and either or both of i 6= j, t ≥ 3) we may simply replace α by β in the
expressions above.
Suppose that x1, y1, x and y lie in a plane, then y = ax1 + by1 + cx for
some a, b, c ∈ GF (q). Then
• if i 6= 1, then βi = cαi;
• if i, j 6= 1 and either or both of i 6= j, t ≥ 3, then βiβqj = cαiαqj .
Note that, since α1 = β1 = 1 and x 6= y, the first property tells us that c 6= 1.
Moreover βm+1 = cαm+1 with αm+1, βm+1 6= 0 so αm+1 6= βm+1.
Suppose first that L is a projective line. Then t ≥ 3 and we have equa-
tions: c 6= 0, 1; βm+1 = cαm+1; βm+1βqm+1 = cαm+1αqm+1 that are inconsistent.
Hence x1, y1, x, y cannot lie in a plane.
Now suppose that L is a partial ovoid. Then m ≥ 2 and the equations:
c 6= 0, 1; βi = cαi; βm+1βqi = cαm+1αqi (for i 6= m + 1) lead to the conclu-
sion that αi = βi = 0 for all i 6= 1,m + 1. However this can only happen if
x1, y1, x, y are collinear, which they are not. Hence in this case also x1, y1, x, y
cannot lie in a plane.
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