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Abstract
Bifurcation of equilibrium points in ﬂuids or plasmas is studied using the notion of Casimir foliation that occurs in the noncanon-
ical Hamiltonian formalism of the ideal dynamics. The nonlinearity of the system makes the Poisson operator inhomogeneous on
phase space (the function space of the state variable), and creates a singularity where the nullity of the Poisson operator changes.
The problem is an inﬁnite-dimensional generalization of the theory of singular differential equations. Singular Casimir elements
stemming from this singularity are unearthed using a generalization of the functional derivative that occurs in the Poisson bracket.
c© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of K. Bajer, Y. Kimura, & H.K. Moffatt.
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1. Introduction
The inﬁnite-dimensional mechanics of a ﬂuid or a plasma can be formulated as a “non-canonical” Hamiltonian
system on a phase space of Eulerian variables [1, 2]. The Poisson operator has a nontrivial kernel (and a cokernel)
which foliates the phase space, imposing topological constraints on dynamics. The Hamiltonian (energy) is usually
rather simple —a convex functional (typically a quadratic form) by which one can deﬁne an energy norm on the
phase space. However, it may have a considerably nontrivial distribution on the actual phase space of constrained
variables, which is a “distorted” manifold (or, a leaf) immersed in the total space. Interesting structures created in
a ﬂuid/plasma may be delineated by unearthing leaves of the phase space and analyzing their distortion with respect
to the energy norm. This seemingly simple idea, however, leads us to a new category of mathematical problems
generalizing differential equations into inﬁnite dimension [3, 4]. In this work, we formulate the problem in the
context of ﬂuid/plasma model, give some solutions, and discuss their physical implications.
In the next section, we will start by reviewing the standard Hamiltonian mechanics, and then, generalize the frame-
work to make it applicable to the analysis of inﬁnite-dimensional ﬂuid/plasma systems; we will introduce “non-
canonicality” violating the standard framework of symplectic geometry. The kernels of Poisson operators and the
∗ E-mail address: yoshida@k.u-tokyo.ac.jp
Available online at www.sciencedirect.com
© 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-ND license.
Selection and/or peer-review under responsibility of the Isaac Newton Institute for Mathematical Sciences, University of Cambridge
142   Zensho Yoshida /  Procedia IUTAM  7 ( 2013 )  141 – 150 
corresponding Casimir elements will be the central issue of the present practice; a Casimir element is given by “inte-
grating” an element of the kernel, and the integral surface (called a Casimir leaf) foliates the phase space. If the phase
space is of an inﬁnite dimension, ﬁnding a Casimir element means solving an inﬁnite-dimensional partial differential
equation. We will deal with inﬁnite-dimensional kernels pertinent to “singularities” of Poisson operators. There are
two different categories; one is of problems in linear theories, and the other is of nonlinear problems. In the former,
the integration of the kernel to produce Casimir elements is almost automatic, while in the latter, we will encounter
an interesting problem of inﬁnite-dimensional singularity [3].
2. General framework
2.1. Preliminaries (canonical Hamiltonian system and its noncanonical generalization)
A canonical Hamiltonian system of a ﬁnite dimension is written as
d
dt
z = J∂zH(z), J :=
(
0 I
−I 0
)
, (1)
where z is a state vector belonging to a phase space X ⊂ R2m, and H(z) is a Hamiltonian (a real function on
X). The Poisson bracket is {a, b} := (∂zia)Jij(∂zj b). Regarding ∂zi as the basis of the tangent space, ad(H) :=
J ij(∂zjH)∂zi is a vector ﬁeld (Hamiltonian ﬂow) on the phase space [ad(H) is the adjoint representation of the
Poisson algebra]. We may also regard ad(H) as a differential operator applying to functions on X .
One may generalize the symplectic matrix J to be a (regular) function J(z) of an arbitrary dimension n × n,
while the corresponding Poisson bracket still needs to satisfy Jacobi’s relation. A non-canonical Hamiltonian system
allows J(z) to have a nontrivial kernel, and Rank(J(z)) may change as a function of z. A Casimir element C(z) is
a solution to a linear partial differential equation
J(z)∂zC(z) = 0. (2)
Since C(z) is a constant of motion (independent of H), the phase space is foliated by the level sets of C(z). Viewing
the phase space as the dual of the Lie algebra, surfaces of constant Casimirs are coadjoint orbits [5].
If the dimension ν of Ker(J(z)) does not change, the solution of (2) may be constructed by elements of Ker(J(z));
this is always true if ν is an even number (Lie-Darboux theorem).
If a singularity [where Rank(J(z)) changes] exists, we obtain singular Casimir elements. For example, let us
consider a system with J =
√−1x (z ∈ C, x = z). The differential equation J∂zC(z) = 0 produces a hyperfunc-
tion solution C(z) = Y (x) (Heaviside’s step function). More generally, the analysis of the linear partial differential
equation (2) with singularities leads us to the theory of D-modules [6]; denoting P := J(z)∂z , Casimir elements
constitute HomD(Coker(P), F ), where D is the ring of partial differential operators and F is the function space on
which P operates, and Coker(P) = D/DP is the D-module corresponding to the equation PC(z) = 0.
2.2. Generalization to inﬁnite-dimensional phase space
We extend the phase pace to be an inﬁnite-dimensional function space; we consider an evolution equation
∂tu = J (u)∂uH(u), (3)
where u is a state vector (a member of some Hilbert space V ; we denote by 〈a, b〉 the inner product), H(u) is a
Hamiltonian (a real functional on V ), and ∂u is the gradient in V . The Poisson operator J (u) is antisymmetric. In
some examples, one can show that formal Jacobi’s identity holds for a Poisson bracket {F,G} := 〈∂uF,J (u)∂uG〉
on a sheaf of regular functions, whereas we are not planning to depend much on Lie-Poisson algebra. Our present
interest is on the analytical aspect of the problem; the domain of J (u) must be sufﬁciently large to host singular
solutions (then, triple products such as {{F,G}, H} may not be evaluated).
A Casimir functional C(u) is determined by
J (u)∂uC(u) = 0, (4)
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which may be viewed as an inﬁnite-dimensional linear partial differential equation. If J is independent of u, (4) is a
homogeneous equation (a “linearized system” is in this category; see Sec. 2.3). We remark that the “coefﬁcients” of
such a homogeneous ﬁrst-order differential equation are (differential) operators.
We may solve (4) by two steps:
1. Find the kernel of J (u), i.e., solve J (u)v = 0 to determine v for a given u. Let us write the solution as v(u).
2. “Integrate” v(u) with respect to u to obtain a functional C(u) such that v(u) = ∂uC(u).
For a homogeneous system, the second step is almost straightforward; we may put C(u) = 〈v, u〉. Yet the operator
J may create nontriviality; if the differential operatorJ has a singularity, the kernel may consist of singular functions;
see Sec.3.6. The second step becomes highly nontrivial due to singularities of J (u). In Sec. 4, we will construct a
“hyperfunction” Casimir element by generalizing the gradient ∂u to be a set-value derivative.
2.3. Energy-Casimir functional and linearized system
In a canonical Hamiltonian system [Ker(J ) = {0}], an equilibrium point of the dynamics must be a stationary
point of the Hamiltonian, i.e. ∂uH(u) = 0. A noncanonical system may have a richer set of equilibrium points that
are parameterized by Casimir elements. Given a Casimir element C(u), we can transform the Hamiltonian H(u) as
Hμ(u) = H(u)− μC(u) (μ ∈ R) (5)
without changing the dynamics [since J (u)∂uC(u) ≡ 0]. The new Hamiltonian Hμ(u) is called an energy-Casimir
functional, that has been used to construct variational principles for equilibria and stability (the ﬁrst clear usage of
the energy-Casimir method for stability appears to be [7]; see also [2, 8, 9]). For an equilibrium point given by
∂uHμ(u) = 0, the parameter μ may be regarded as an eigenvalue. When we determine μ by matching C(u) of the
solution with some given number c, the solution (say uμ) is an equilibrium point on a Casimir leaf C(u) = c. We note
that a general Hamiltonian system may have even larger class of equilibrium points that may not be parameterized by
Casimir elements.
The linearization of the system near an equilibrium point of an energy-Casimir functional has a remarkable sim-
plicity. For a perturbation u = uμ + u˜ (we denote by ˜ a perturbed quantity), we linearize the equivalent evolution
equation ∂tu = J (u)∂uHμ(u) as
∂tu˜ = J (uμ) ˜∂uHμ(u) + J˜ (u) [∂uHμ(u)]u=uμ = JμHμu˜, (6)
where Jμ := J (uμ) andHμ is the Hessian of Hμ(u) evaluated at uμ, i.e. Hμ(uμ+ u˜) ≈ Hμ(uμ)+ 〈u˜,Hμu˜〉/2. We
have used [∂uHμ(u)]u=uμ = 0. Notice that the Poisson operator Jμ is independent of the state vector u˜, hence (6) is
a homogeneous linear equation.
3. Bifurcated equilibria in an MHD plasma
3.1. MHD model
We invoke an incompressible MHD model as a simple but sufﬁciently nontrivial system. The state vector is
u := t(V ,B); V is the ﬂuid velocity that is assumed to be incompressible, and B is the magnetic ﬁeld; they are
normalized in the standard Alfve´n units. The plasma occupies a smoothly bounded domain Ω ⊂ R3. We impose
boundary conditions (denoting by n the unit normal vector onto the boundary ∂Ω)
n · V = 0, n ·B = 0. (7)
Let us specify the phase pace of the state vector. We denote by L2(Ω) the Hilbert space of Lebesgue-measurable,
square-integrable real vector functions on Ω, which is endowed with the standard inner product 〈a, b〉 := ∫
Ω
a · b d3x
and the norm ‖a‖ := 〈a,a〉1/2. We will use the same 〈 , 〉 and ‖ ‖ regardless of the dimensions of independent and
dependent variables. We will also use the standard notation of the Sobolev spaces. Both V and B are members of
L2σ(Ω) := {u ∈ L2(Ω); ∇ · u = 0, n · u = 0}. (8)
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Hence our phase space is V := L2σ(Ω)× L2σ(Ω).
Denoting by Pσ the projector onto the subspace L2σ(Ω), the governing equations are
∂tV = −Pσ [(V · ∇)V ] + Pσ [(∇×B)×B] , (9a)
∂tB = ∇× (V ×B). (9b)
The Hamiltonian and the Poisson operator are given by
H(u) :=
1
2
(‖V ‖2 + ‖B‖2) , (10)
J (u) :=
(
−Pσ(∇× V )× Pσ(∇× ◦)×B
∇× (◦ ×B) 0
)
, (11)
where ◦ implies insertion of the function to the right of the operator. For the moment, we deﬁne J (u) on a subdomain
of C∞-functions in the phase space V , which sufﬁces to ﬁnd regular equilibrium points; in Sec. 4, however, we will
extend the domain to discuss singularities. It is readily seen that inserting (10) and (11) into (3) yields the MHD
equations (9a) and (9b).
The operator J (u) has two independent Casimir elements (denoting by A the vector potential of B)
C1(u) :=
1
2
∫
Ω
A ·B d3x, C2(u) :=
∫
Ω
V ·B d3x, (12)
which, respectively, represent the magnetic helicity and the cross helicity. They impose topological constraints on
the ﬁeld lines [10]. The “Beltrami equilibrium” is an equilibrium point of the energy-Casimir functional H(u) −
μ1C1(u) − μ2C2(u). Here we consider a subclass of equilibrium points assuming μ2 = 0. Then, V = 0 (invoking
μ2 = 0, we obtain a larger set of equilibria with a ﬁnite V ). The determining equation of B is (denoting μ1 = μ)
∇×B − μB = 0, (13)
which reads as an eigenvalue problem of the curl operator. The solution (to be denoted by Bμ) is the so-called Taylor
relaxed state [11, 12].
3.2. Flux condition: decomposition of the harmonic ﬁeld
While the Beltrami equation (13) together with the homogeneous boundary conditions (7) are seemingly homo-
geneous equations, there is a “hidden inhomogeneity” when Ω is multiply connected [then, the boundary condi-
tions (7) are insufﬁcient to determine a unique solution]. To delineate the “topological inhomogeneity” of the Bel-
trami equation, we ﬁrst make Ω into a simply connected domain ΩS by inserting cuts Σ across each handle of Ω:
ΩS := Ω \ (∪ν=1Σ) (ν is the genus of Ω). The ﬂuxes of B are given by (denoting by dσ is the surface element on
Σ)
Φ(B) :=
∫
Σ
B · dσ, (14)
which are constants of motion. To separate these ﬁxed degrees of freedom, we invoke the Hodge–Kodaira decompo-
sition L2σ(Ω) = L
2
Σ(Ω)⊕ L2H(Ω), where
L2Σ(Ω) := {u ∈ L2(Ω); ∇ · u = 0, n · u = 0, Φ(u) = 0 (∀)}. (15a)
L2H(Ω) := {u ∈ L2(Ω); ∇× u = 0, ∇ · u = 0, n · u = 0}. (15b)
The dimension of L2H(Ω), the space of harmonic ﬁelds (or cohomologies), is equal to the genus ν of Ω. Now we
decompose the totalB ∈ L2σ(Ω) into the ﬁxed harmonic “vacuum” ﬁeldBH ∈ L2H(Ω) (which carries the given ﬂuxes
Φ1, · · · ,Φν) and a residual component BΣ driven by currents within the plasma volume Ω,
B = BΣ +BH, [BΣ := PΣB ∈ L2Σ(Ω), BH ∈ L2H(Ω)], (16)
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where PΣ denotes the orthogonal projector from L2(Ω) onto L2Σ(Ω).
Now the Beltrami equation (13) reads as an inhomogeneous equation (denoting ∇× by curl):
(curl− μ)BΣ = μBH. (17)
When BH and μ are given, we solve (17) for BΣ (Lemma 1) to obtain the Beltrami magnetic ﬁeld Bμ = BΣ +BH.
The harmonic ﬁeldBH is uniquely determined by the ﬂuxes Φ1, · · · ,Φν . We must also determine the parameter μ by
some physical condition; here we determine μ by matching the helicity of Bμ to a prescribed value c1 of C1. But the
relation between μ and C1 is somewhat involved and may not be unique; this is the root of the bifurcation problem [4].
In the next subsection, we will see how bifurcations occur in the helicity-matching process.
3.3. Helicity matching
The helicity-matching problem may have solutions under two different situations:
1. If the inhomogeneous equation (17) determines a unique BΣ for a given BH (= 0) and some μ, then (12)
evaluates the helicity as a function of μ, which we denote by CA(μ). For a given value c1 of the helicity C1, we
must choose an appropriate μ to satisfy c1 = CA(μ). The category of these solutions will be called branch-(A).
2. The homogeneous part of (17) may have a nontrivial solution (or solutions) ω for some special μ = λ, i.e.,
(curl−μ)ω = 0; this means that λ andω are, respectively, an eigenvalue and the corresponding eigenfunction(s)
of the self-adjoint curl operator. (The exact deﬁnition of the curl operator and its eigenvalues will be described
in the next subsection; here we note that the eigenvalues are discrete numbers [13]). If the inhomogeneous
equation (17) still has a particular solution G, then the general solution of (17) is given by
BΣ = αω +G, (18)
where α is an arbitrary real number. Substituting this BΣ, we evaluate the helicity (12) as a function of α
(here, μ is ﬁxed at an eigenvalue λ), which we denote by CB(α). The helicity matching c1 = CB(α) selects an
appropriate amplitude α. The category of these solutions will be called branch-(B).
We note that the branch-(B) can appear only if μ is an eigenvalue of the self-adjoint curl operator, and moreover,
if the inhomogeneous equation (17) has a particular solution G. As is to be shown later, the latter condition does
not always apply (depending on the symmetry of the system), i.e., at some eigenvalues, (17) may be solvable only if
BH = 0. On the other hand, it is known that the inhomogeneous equation (17) with BH = 0 is uniquely solvable
for every μ ∈ R excepting the eigenvalues of the curl [13], giving the branch-(A) solution; at some eigenvalues, the
branch-(B) bifurcates, while for other eigenvalues, the inhomogeneous term BH = 0 prevents a solution.
3.4. Bifurcation of Beltrami equilibrium
To elucidate the mathematical structure around the bifurcation point, we need rigorous analysis of the eigenvalues
of the curl operator — for this purpose we ﬁrst deﬁne a self-adjoint curl operator S . This section draws heavily on
Ref. [13]. We introduce a space
H1ΣΣ(Ω) := {u ∈ L2Σ(Ω) ∩H1(Ω); ∇× u ∈ L2Σ(Ω)}, (19)
which is densely included in L2Σ(Ω). The self-adjoint curl operator (which we denote by S) is such that Su = ∇×u
for every u in the operator domain D(S) = H1ΣΣ(Ω). The inverse map S−1 : L2Σ(Ω) → H1ΣΣ(Ω) is a compact
operator. We denote by σp(S) the point spectrum (the set of eigenvalues) of S . Evidently, 0 ∈ σp(S). By the
compactness of S−1, σp(S) is a discrete set on R. The eigenvalues of S are unbounded in both positive and negative
directions. The eigenfunctions of S constitute a complete orthogonal basis of the Hilbert space L2Σ(Ω).
To span L2σ(Ω), we add the ﬁnite-dimensional space L
2
H(Ω) of “vacuum ﬁelds” to the domain of curl, which is,
then, regarded as the kernel of the extended curl operator (that is no loner self-adjoint).
Now we solve the inhomogeneous Beltrami equation (17) for a given BH ∈ L2H(Ω). We start by reviewing the
result of Ref. [13, Sec. 4] on deﬁning a curl operator T with range and domain extended to include L2H(Ω):
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Lemma 1 Suppose that Ω is a multiply connected smoothly bounded domain, thus L2H(Ω) has a ﬁnite dimension.
(1) For each BH ∈ L2H(Ω) there is a vector potential AH ∈ L2Σ(Ω), i.e., BH = ∇×AH.
(2) Extending the range of curl to include all such BH, and its domain to include the corresponding AH, we extend S
to an operator T , the “non-self-adjoint curl operator,” such that T u = ∇× u for every u in the operator domain
D(T ) = H1Σσ(Ω) := {u ∈ L2Σ(Ω) ∩H1(Ω); ∇× u ∈ L2σ(Ω)}. (20)
(3) For every μ ∈ σp(S), the inhomogeneous equation
(T − μ)BΣ = μBH (21)
has a unique solution BΣ = (T − μ)−1μBH, implying that (17) has a unique solution BΣ ∈ L2Σ(Ω).
For μ = λj ∈ σp(S), we have a nontrivial solution ωj of the homogeneous part (BH = 0) of the Beltrami equation
(17), i.e., ωj is the eigenfunction corresponding to the eigenvalue λj .
We are ready to study the existence of a particular solution G of (17) for a given BH = 0. As mentioned above, a
nontrivial particular solution G becomes the trunk from which the branch-(B) solution bifurcates. We have [4]
Theorem 1 Let λj ∈ σp(S) and Sωj = λjωj . Iff
〈AH,ωj〉 = 0, (22)
the inhomogeneous Beltrami equation
(T − λj)G = λjBH (23)
has a solution such that G ∈ L2Σ(Ω) and 〈G,ωj〉 = 0.
Proof. Let Vj be the eigenspace corresponding to λj . We deﬁne L2Σ⊥(Ω) := L
2
Σ(Ω)/Vj and H
1
ΣΣ⊥(Ω) :=
H1ΣΣ(Ω)/Vj , where H
1(Ω) is the Sobolev space of order 1 (i.e. the Hilbert space of functions in L2 whose ﬁrst
derivatives are also in L2). The restriction of S onH1ΣΣ⊥(Ω)will be denoted by S⊥. Evidently, Coker(S⊥−λj) = Vj .
If the orthogonality condition (22) holds, AH ∈ L2Σ⊥(Ω). We solve (23) applying the method of Proposition 1 of
Ref. [13]. Let us write G = W + λjAH. Inserting this into (23) yields
(T − λj)W = λ2jAH (∈ L2Σ⊥(Ω)). (24)
We can solve (24) by W = (S⊥ − λj)−1λ2jAH ∈ H1ΣΣ⊥(Ω). Thus, the solution of (23) is given by
G = (S⊥ − λj)−1λ2jAH + λjAH (∈ L2Σ⊥(Ω)). (25)
In the space L2Σ⊥(Ω), this solution is unique.
Next, we show that 〈AH,ωj〉 = 0 is in contradiction with the solvability of (23). It sufﬁces to assume that Vj is of
one dimension. Projecting both sides of (24) onto Vj , we obtain
〈(T − λj)W ,ωj〉 = 〈(T − λj)W⊥,ωj〉 = 〈TW⊥,ωj〉 = λ2j 〈AH,ωj〉, (26)
whereW⊥ is the projection ofW ontoL2Σ⊥(Ω). For this relation to hold, there must be an elementw ∈ L2Σ⊥(Ω) such
that T w = cωj (c = 0). Substituting cωj = (c/λj)T ωj , we obtain T [w − (c/λj)ωj ] = 0. Since Ker(T ) = {0},
we deduce w − (c/λj)ωj = 0, which contradicts the assumption w ∈ L2Σ⊥(Ω). Therefore, if 〈AH,ωj〉 = 0, (24)
cannot have a solution.
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3.5. Linearized system
Closely looking at the neighborhood of a Beltrami equilibrium, we ﬁnd an inﬁnite number of Casimir elements
stemming from singularities of the Poisson operator, which foliate the phase space and separate the bifurcated Beltrami
equilibria on a common helicity leaf [4].
We ﬁrst linearize the MHD equations. Since the Beltrami equilibrium uμ = t(0,Bμ) is a stationary point of the
energy-Casimir functional Hμ = H − μC1, we may apply the linearization (6). We denote by u˜ = t(V˜ , B˜) the
perturbed state vector. The linearized Hamilton’s operator and Poisson operator are
Hμ =
(
1 0
0 1− μS−1
)
, Jμ =
(
0 Pσ(curl ◦)×Bμ
curl(◦ ×Bμ) 0
)
. (27)
Evidently, Hμ is a self-adjoint operator for every μ ∈ R.
In what follows, we assume μ > 0. Then, the positive side of the spectrum σp(S) plays an essential role; for μ < 0,
we switch to the negative side of σp(S). Let λj denote the j-th eigenvalue of S on the positive side. Evidently, μ ≥ λ1
destroys the coercivity of 〈Hμu˜, u˜〉 with respect to the norm ‖u˜‖2, violating the sufﬁcient condition of stability [14]
(see also [15, 16]). In fact, a perturbation B˜ ∝ ω1 (the eigenfunction corresponding to λ1) yields 〈Hμu˜, u˜〉 ≤ 0.
However, the negative energy of a perturbation B˜ ∝ ω1 does not necessarily cause an ideal-MHD instability, since
motion including ω1 may be “inhibited” in the Hamiltonian mechanics — in fact, it is, as to be shown.
Ker(Jμ) consists of two classes of elements: t(v, 0) and t(0, b) with v and b satisfying, respectively,
∇× (Bμ × v) = 0, ∇ · v = 0, (28a)
Bμ × (∇× b) = 0. (28b)
The Casimir elements are, in terms of such v and b,
Cv(u˜) :=
∫
V˜ · v d3x, Cb(u˜) :=
∫
B˜ · b d3x. (29)
Obviously, we can choose v = Bμ and b = Bμ. However, far richer solutions stem from the singularity of Jμ.
3.6. Resonance singularity and tearing modes
Here we concentrate on the “magnetic part” (28b), but a similar singular solution v can be constructed for the “ﬂow
part” (28a). The determining equation (28b) of b can be rewritten as
∇× b = ηBμ (30)
with some scalar function η. We have already found a solution b = Bμ and η = μ. Here we seek for solutions of
non-constant η. However, η is not a free function; the divergence of both sides of (30) yields
Bμ · ∇η = 0, (31)
which implies that η is constant along the magnetic ﬁeld lines. For the integrability of η, the equilibrium ﬁeld Bμ
must have integrable ﬁeld lines; a continuous spatial symmetry guarantees this. Here we consider a slab geometry, in
which we may write Bμ = t (0, By(x), Bz(x)). Denoting b = t (0, by(x), bz(x)), (28b) reads as
By∂xby +Bz∂xbz = 0, (32)
which may be solved for by(x), given an arbitrary bz(x). Furthermore, we have singular (hyper-function) solutions;
let us consider
b = t (0, by(x), bz(x)) e
√−1(kyy+kzz). (33)
Putting by(x) =
√−1kyϑ(x) and bz(x) =
√−1kzϑ(x), (32) reduces into
[By(x)ky +Bz(x)kz]∂xϑ(x) = 0, (34)
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which yields
ϑ(x) = c0 + c1Y (x− x†), (35)
where c0, c1 are complex constants, and ky , kz and x† (real constants) are chosen to satisfy the resonance condition
By(x
†)ky +Bz(x†)kz = 0. (36)
Then, η =
√−1(ky/Bz)e
√−1(kyy+kzz)δ(x − x†). From (30) we see that this Dirac δ-function solution implies a
current sheet on the resonant surface Γ† : x = x†. Physically, Γ† represents a thin layer of ideal-MHD plasma that
supports a sheet current, which suppresses the change of ﬁeld-line topology.
As we found Beltrami equilibria on the helicity leaves (Sec. 3.4), there are “singular equilibria” (of the linearized
system) on the leaves foliated by the Casimir elements Cb(u˜) (which we call helical-ﬂux Casimirs). For simplicity,
let us choose a single b ∈ Ker(Jμ), and consider an energy-Casimir functional
Fμ,β(u˜) :=
1
2
〈Hμu˜, u˜〉 − βCb(u˜), (37)
where β is a real constant. In (37), both 〈Hμu˜, u˜〉 and Cb(u˜) are smooth functionals (bounded quadratic and linear
forms, respectively) on L2Σ(Ω), thus we can calculate the classical gradient of Fμ,β(u˜). The equilibrium point is given
by (S − μ)S−1B˜ = βPΣb, where PΣ is the orthogonal projection from L2(Ω) onto L2Σ(Ω). For μ ∈ σp(S), we
obtain B˜ = βS(S − μ)−1PΣb, which we call a tearing mode. Superposition of B˜ on the Beltrami equilibrium Bμ
gives a “singular” equilibrium state. While the bifurcation of Beltrami equilibria can occur at discrete eigenvalues of
the Beltrami parameter μ, the tearing mode, being a singular eigenfunction, exists for continuous μ (i.e. μ may be
viewed as continuous spectrum).
When μ > λ1 (the ﬁrst eigenvalue of S), there exits b such that the corresponding tearing-mode equilibrium has a
smaller energy than that of the branch-(A) Beltrami equilibrium Bμ [4]. For a tearing mode to emerge, however, the
constancy of the helical ﬂux Casimir must be broken, since Bμ and Bμ + B˜ are living on different leaves. A ﬁnite
resistivity, dissipating the sheet current, can vary the helical ﬂux Casimir and change ﬁeld-line topology.
4. Inﬁnite-dimensional singularity
4.1. Two-dimensional MHD model
In this section, we study an inhomogeneous Poisson operator that has inﬁnite-dimensional singularities. We con-
sider the 2D subclass of the MHD system. Suppose that Ω ⊂ R2 is a smoothly bounded and simply connected region
(for multiply connected domain, we may add a stationary harmonic ﬁeld). For the convenience of formulation, we
immerse Ω in R3 by adding a “perpendicular” coordinate z, and we write e = ∇z. We may represent
V = ∇ϕ× e, B = ∇ψ × e. (38)
with single-value functions ϕ and ψ such that ϕ|∂Ω = ψ|∂Ω = 0. In fact, we can show that L2σ(Ω) = {∇φ× e ; φ ∈
H10 (Ω)}. Using the representation (38), we may formally calculate the vorticity and current as
∇× V = (−Δϕ)e =: ωe, ∇×B = (−Δψ)e.
To relate ω and ϕ, we invoke the inverse map K of −Δ, which gives the solution of the Laplace equation:
−Δϕ = ω (in Ω), ϕ = 0 (on ∂Ω). (39)
As well-known, K : L2(Ω) → H10 (Ω) ∩ H2(Ω) is a self-adjoint compact operator. For ϕ ∈ H10 (Ω), we deﬁne
ω = −Δϕ as a member ofH−1(Ω), the dual space ofH10 (Ω) with respect to the inner-product of L2(Ω). The inverse
map (weak solution), then, deﬁnes K : H−1(Ω) → H10 (Ω).
We write the Hamiltonian as a function of the state vector u = t(ω, ψ):
H(ω, ψ) =
1
2
〈ω,Kω〉+ 1
2
〈−Δψ, ψ〉, (40)
149 Zensho Yoshida /  Procedia IUTAM  7 ( 2013 )  141 – 150 
which is a continuous functional on V := H−1(Ω) × H10 (Ω). The governing equations are the curl of (9a) and the
de-curl of (9b), which can be cast into the form of Hamilton’s equation (3) with the Poisson operator
J (u) :=
( {ω, ◦} {ψ, ◦}
{ψ, ◦} 0
)
, (41)
where {a, b} := −∇a×∇b · e = ∂ya · ∂xb− ∂xa · ∂yb. To endow this form with a mathematical deﬁnition, we have
to delineate the domain and range of the operator J (u). Using a relation 〈a, {b, c}〉 = 〈{a, b}, c〉, we observe, for
ω ∈ C0(Ω), ψ ∈ C1(Ω), and v = t(a, b), v′ = t(a′, b′) ∈ H10 (Ω)× L2(Ω),
|〈J (u)v, v′〉| = |〈ω, {a, a′}〉 − 〈{ψ, a′}, b〉+ 〈{ψ, a}, b′〉| (42)
≤ ‖ω‖max‖∇a‖ ‖∇a′‖+ ‖∇ψ‖max‖∇a′‖ ‖b‖+ ‖∇ψ‖max‖∇a‖ ‖b′‖. (43)
Hence, we can deﬁne J (u) : H10 (Ω) × L2(Ω) → H−1(Ω) × L2(Ω). From (42), it is evident that J (u) is an-
tisymmetric. The generator J (u)∂uH(u) can be deﬁned for a rather restrictive regime of the phase space V , say
C0(Ω)× [C1(Ω) ∩H2(Ω) ∩H10 (Ω)], which, however, is sufﬁciently large to host classical solutions.
4.2. Singular Casimir element
Two evident Casimir elements for the Poisson operator (41) are the “magnetic ﬂux Casimir” and the cross helicity:
CF (ψ) :=
∫
Ω
F (ψ) d2x, Cc(ω, ψ) :=
∫
Ω
ψω d2x, (44)
where F is an arbitrary sufﬁciently smooth function. Moreover, the singularities [the points in the phase space V
where the “rank” of J (u) changes] produce far richer Casimir elements. A signiﬁcant “rank-change” occurs at ψ ≡
constant (i.e. unmagnetization). Then, any smooth functional of ω is a Casimir element:
CG(ω) :=
∫
Ω
G(ω) d2x, (45)
where G is an arbitrary sufﬁciently smooth (to be speciﬁed) function [CG(ω) with G(ω) = ω2 is the well-known
enstrophy]. The arbitrariness of the function G(ω) implies that dimKer(J (u)) = ∞. Partial unmagnetization (i.e.
ψ = constant in some Ω0 ⊂ Ω) can also produce similar Casimir elements; if a function G′(ω) (here ′ denotes the
derivative) is supported in Ω0, the corresponding CG(ω) of (45) is a Casimir element.
The unmagnetized region (a “plateau” of ψ) is also a singularity with respect to the second line of the bock operator
J (u), in which the pertaining magnetic ﬂux Casimir CF (ψ) can be generalized to be a “singular functional.” Let us
assume that ψ = ψ0 = constant in Ω0 ⊂ Ω. As far as f = F ′ is a continuous function, f(ψ) = ∂ψCF (ψ) is constant
in Ω0. However, this is not necessary for CF (ψ) to be a Casimir, because the block component {ψ, ◦} = 0 in Ω0,
i.e. the function ∂ψCF (ψ) may be arbitrary in Ω0. To add this extra (inﬁnite) degree of freedom to the family of
CF (ψ), we allow f(ψ) = F ′(ψ) to be discontinuous at ψ = ψ0. Then, F (ψ) “kinks” at ψ = ψ0; we thus need
an appropriate generalization of the differential ∂u to justify the “singular Casimir elements” to be a generalized
solution of the differential equation (4). Here we invoke the Clarke gradient [17], which is a generalized gradient for
Lipschitz-continuous functions or functionals. Speciﬁcally, if F : R → R, then the Clarke gradient of F at τ , denoted
by ∂˜τF (τ), is deﬁned to be the convex hull of the set of limit points of the form
lim
j→∞
∂τF (τ + δj) with lim
j→∞
δj = 0. (46)
When F (τ) is continuously differentiable in the neighborhood of τ , ∂˜τF (τ) is equivalent to the classical gradient
∂τF (τ). A “kink” in F yields ∂˜τF (τ) with a graph that has a “jump” with the gap ﬁlled. Now the following
proposition is evident:
Proposition 1 Suppose that ψ ∈ C1(Ω). By f(τ) such that f(τ) = fL(τ)+αY (τ−ψ0) (fL is a Lipschitz continuous
function, α is a constant, ψ0 is the plateau of ψ, and Y (τ) is the “ﬁlled” step function), we deﬁne F (τ) such that
f(τ) = ∂˜τF (τ). Then, CF (ψ) =
∫
Ω
F (ψ) d2x is a generalized Casimir element, i.e., ∂˜uCF (ψ) ∈ Ker(J (u)).
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Notice that the set of Casimir elements is enlarged by the singular component αY (τ − ψ0) stemming from ψ that
has a plateau ψ = ψ0, implying a higher codimension of the Casimir foliation at the singular point. Every function ψ
with a plateau is a singular point (in the phase space V ) of the “inﬁnite-dimensional PDE” J (u)∂uC = 0. Similarly,
singular Casimir elements of the type of (45) are created by plateaus of ω in an unmagnetized region [3].
5. Concluding remarks
We have put the notion of Casimir foliation to test by inquiring into a wide class of equilibrium points of ideal
MHD. Starting from a general 3D system, we have studied the bifurcation of equilibrium points on the standard
helicity leaves. Then, linearizing the equations, we have seen that the resonant singularities of the Poisson operator
J generate singular (hyperfunction) eigenfunctions, called tearing modes, belonging to zero spectrum, i.e. elements
of Ker(J ). The corresponding Casimir foliation isolates bifurcated equilibrium points on a common helicity leaf.
Finally, coming back to the nonlinear system and restricting to 2D geometry, we studied singularities of the “inﬁnite-
dimensional partial differential operator” J (u)∂u, We have shown how an inﬁnite-dimensional singularity occurs,
and have constructed singular (hyperfunction) Casimir elements.
We end this paper by making a short comment on the hierarchical structure of “singularities” of Casimir elements.
In a ﬁnite-dimensional system, a singularity occurs at a point where the rank of a Poisson matrix J(z) changes.
The corresponding singular Casimir is a hyperfunction determined by a differential operator J(z)∂z . In an inﬁnite-
dimensional system, a Poisson operator J (u) is typically a differential operator. When J (u) has a singularity as
a differential operator, Ker(J (u)) includes hyperfunction solutions (see Sec. 3.6). However, they are different from
what we call singular Casimir elements. The inﬁnite-dimensional counterpart of the determining differential operator
is J (u)∂u. A singular point is, then, a function u ∈ V at which the D-module Coker(J (u)) = D/DJ (u) changes. In
a linearized system, however, J (u) is evaluated at an equilibrium point u = u0, and is independent of the perturbed
state variable u˜, thus the inﬁnite-dimensional PDE J (u0)∂u˜C(u˜) = 0 is a homogeneous equation. A singularity
occurs in an inhomogeneous equation J (u)∂uC(u) = 0, i.e. in a nonlinear system. The corresponding singular
Casimir is given by “integrating” a member of HomD(Coker(J (u)), V ) = Ker(J (u)) (see Sec. 4.2).
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