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Abstract
We use a structural theorem of Robertson and Seymour to show that for every
minor-closed class of graphs, other than the class of all graphs, there is a number k
such that every member of the class can be embedded in a book with k pages. Book
embeddings of graphs with relation to surfaces, apex vertices, clique-sums and r-
rings are combined into a single book embedding of a graph in the minor-closed
class.
The effects of subdividing a complete graph and a complete bipartite graph
with respect to book thickness are studied. We prove that if n ≥ 3, then the
book thickness of Kn is d
n
2
e. We also prove that for each m and B, there exists
an integer N such that for all n ≥ N , the book thickness of the graph obtained
from subdividing each edge of Kn exactly m times has book thickness at least B.
Additionally, there are corresponding theorems for complete bipartite graphs.
iv
1. Introduction
A graph G = (V,E) is a pair consisting of a set V of vertices, and a set E of
edges, where each edge e = (u, v) is adjacent to exactly two vertices u and v. The
graphs we consider in this dissertation are commonly known in the literature as
simple, undirected graphs. Alternatively, a graph can be defined as a topological
space where each vertex is a point, each edge is homeomorphic to an open interval
and where a vertex is incident to an edge if it is in the closure of the edge. Many
interesting questions in graph theory are due to the fact that graphs can be viewed
as both a combinatorial construct and a topological space.
A book consists of a set of pages (half-planes) whose boundaries are glued together
on a spine (line). It is natural to ask which graphs can be embedded in which books.
When a graph is embedded in a surface, topologically speaking, there is an in-
jective continuous function between the graph and the surface. In this context, the
subject of book embeddings is uninteresting, because every graph can be embed-
ded in 3 pages (see Theorem 6.31 in Chapter 6 for more details.) The questions
become much more interesting when embedding is considered in a more restrictive
sense. Embed the vertices of G in the spine of the book, and then place the edges
in the pages so that (1) every edge lies in exactly one page, and (2) no two edges
cross in a given page. Condition (2) is the classic view of embedding a graph in the
topological sense. Condition (1) is the restriction on the embedding that makes the
question of book embeddings interesting. For the remainder of this dissertation,
the book embedding will be understood in this more restrictive sense.
The fewest number of pages needed to embed a graph on a book is called the
book thickness of the graph. A complete graph Kn is a graph on n vertices such
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FIGURE 1.1. Embedding K5 in a three-page book.
that all possible edges between two vertices exists in the graph. Note that Kn is
commonly referred to as a clique on n vertices. A subclique is a clique that is a
subgraph of a clique. In Figure 1.1, an embedding of the complete graph K5 in a
book with three pages is given.
Just like graphs, books can be considered combinatorially. Next, notation is
developed concerning the book thickness of a graph in the combinatorial context.
Definition 1. If G is a graph and σ : V (G) → R is an injection, then (G, σ) is
an ordered graph and σ is the ordering function.
Although the edges of G are not directed, we will adopt the convention that if
(u, v) is an edge of (G, σ), then σ(u) < σ(v).
Definition 2. If (G, σ) is an ordered graph and {(u, v), (u′, v′)} ⊆ E(G), then we
say (u, v) and (u′, v′) are locked when σ(u) < σ(u′) < σ(v) < σ(v′) or σ(u′) <
σ(u) < σ(v′) < σ(v). If K and K ′ are subcliques of G, and there are two locked
edges (u, v) ∈ E(K) and (u′, v′) ∈ E(K ′), then we say K and K ′ are locked. When
two edges or two cliques are not locked, we say they are nested.
In Figure 1.2, locked edges are depicted on the left, and nested edges are depicted
on the right.
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FIGURE 1.2. Defining nested and locked edges.
Definition 3. Let (G, σ) be an ordered graph and let P be a set of pages. If there
is a page assignment pi : E(G)→ P so that pi(e) 6= pi(f) whenever e and f lock, we
say that (G, σ, pi) is an embedded ordered graph.
Compare this definition with the description given earlier. The page assignment
pi embeds an edge in exactly one page and no two edges cross in a given page.
Definition 4. The thickness of (G, σ, pi) is the cardinality of the range of pi.
Definition 5. The thickness of (G, σ) is the smallest thickness of an embedded
ordered graph (G, σ, pi) where the minimum is taken over all possible page assign-
ments pi.
Definition 6. The book thickness of G, denoted BT(G), is the smallest thickness
of an embedded ordered graph (G, σ, pi) where the minimum is taken over all possible
page assignments pi and ordering functions σ.
A surface is a compact 2-manifold without boundary. An open 2-cell embedding
of a graph in a surface is one in which every face is homeomorphic to an open
disk. Surfaces play a particularly important role in the study of graphs. There are
many theorems concerning the embedding of graphs on surfaces. Also, note that
theorems about embedding in surfaces do not immediately apply to embeddings
in books, because the neighborhood of a point in the spine of a book is not locally
homeomorphic to an open disk.
3
Delete an Edge
Delete a Vertex
Contract an Edge
e
v
e
FIGURE 1.3. Defining the operations for taking a minor of a graph.
Heath and Istrail proved that for any fixed surface there is a function depending
only on the genus of the surface that provides an upper bound on the book thickness
of any graph embedded in that surface [6]. It will be used extensively in this
dissertation.
Theorem 1.1. There is a function ζ such that if G is a graph embedded in a
surface of genus g, then the book thickness of G is at most ζ(g). Moreover, ζ(g) is
O(g).
We generalize this result to larger classes of graphs in the course of this disser-
tation.
Definition 7. A graph H is a minor of a graph G if it is obtained from G by a
sequence operations, each of which is an edge contraction, an edge deletion, or a
vertex deletion.
In Figure 1.3, the operations of taking minors are demonstrated on a cycle of
length 4.
Definition 8. A class of graphs is minor-closed if every minor of every member
of the class is also in the class.
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Not all minor-closed classes of graphs have a description which arises from a
surface. An example is the class of all graphs which have no minor isomorphic to
the well-known Petersen graph. The subject of book embeddings is quite new and
differs from the previously studied surface embeddings because, in addition to the
fact that books are not compact manifolds, also the class of graphs embedable in
a book with B pages is not a minor-closed class.
To see this, consider that for each n, there is a subdivision of a clique Kn which
has book thickness at most 3. Refer to Chapter 6 for details about the effects of
subdividing a graph on the book thickness of the graph. Additionally, if n ≥ 4, we
prove in Theorem 6.32 that dn
2
e is a lower bound on the book thickness of Kn.
Since G is a minor of any subdivision of G, the class of all graphs which can be
embedded in a book with B pages is not a minor-closed class.
The study of book embeddings of graphs seems to originate around 1971 with
Evan and Itai’s paper [4], which emphasizes the applicable nature of these embed-
dings. It is natural to question which graphs can be embedded in a book with B
pages. Various mathematicians have studied the properties of book embeddings,
yet not much progress has been made towards a characterization of all graphs
embedable in a book with B pages. It is easy to characterize which graphs are
embedable in a book with one or two pages. An outerplanar graph is a planar
graph that can be drawn so that all its vertices lie in the boundary of the infinite
face. A graph has book thickness one if and only if it is outerplanar. In Figure 1.4,
an outerplanar graph is depicted on the left, and an embedding of the graph is
depicted on the right. One of the edges has an X on it. Think of cutting the out-
erplanar graph on the X and opening it up so that the vertices in the boundary of
the infinite face lie in the spine of the book in exactly the same order. A graph has
book thickness two if and only if it is a subgraph of a planar Hamiltonian graph.
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FIGURE 1.4. Embedding an outerplanar graph in a book.
For any given number n ≥ 3, it is very difficult to characterize which graphs have
book thickness at most n. Some progress has been made in this direction. A planar
graph has book thickness less than or equal to four [12]. Yannakakis’ constructive
proof yields an algorithm to embed any planar graph in four pages. It is interesting
to note that it is quite difficult to construct an example of a planar graph which
actually requires four pages for its embedding. If a graph G is embedable in a torus,
then G has book thickness less than or equal to seven [4]. As stated in Theorem
1.1, it has been shown that the book thickness of a graph can be bounded from
above by a number depending only on the genus of the minimum surface in which
it can be embedded [6].
The next theorem is the main result of this dissertation, and the majority of this
dissertation is spent developing notation and proving this result.
Theorem 1.2. For every minor-closed class of graphs, other than the class of all
graphs, there is a number k such that every member of the class can be embedded
in a book with k pages.
The one chapter which does not contribute to the proof of this theorem is Chap-
ter 6. In Chapter 6, we study the effects of subdividing a complete graph and a
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complete bipartite graph with respect to book thickness. As mentioned earlier, we
prove in Theorem 6.32 that if n ≥ 3, then the book thickness of Kn is d
n
2
e.
In Theorem 6.37 we prove that for each m and B, there exists an integer N ,
such that for all n ≥ N , the book thickness of the graph obtained from subdividing
each edge of Kn exactly m times has book thickness at least B. Even though it is
a corollary to Theorem 6.37, the proof of the case where m = 1 is both efficient
and elegant, and it is given in Proposition 6.35. The proof of Theorem 6.37 is
much more difficult and significantly longer. There are corresponding theorems for
complete bipartite graphs.
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2. Tree Width and Book Embeddings
Consider a graph G which embeds in a surface with the exception of a bounded
number of disks inside of which is an area of local non-planarity. These disks are
called r-rounds and are defined later in Definition 11. Providing a book embedding
of the graph G which is compatible with conditions favorable to the inclusion of
the r-rounds requires a significant amount of detail.
Definition 9. Given a graph G, a T -decomposition of G is a pair (T,X), where
T is a graph, and X = {Xt}v∈V (T ) is a collection of subsets of V (G), called bags
such that the following are satisfied:
1.
⋃
t∈V (T ) Xt = V (G);
2. For every edge (x, y) of G, there is a t ∈ V (T ) such that {x, y} ⊆ Xt; and
3. For every vertex x ∈ V (G), the subgraph of T induced by {t ∈ V (T ) : x ∈ Xt}
is connected.
The width of (T,X) is max{|Xt| − 1 : Xt ∈ X}. If T is a tree, then (T,X) is a
tree-decomposition. The tree-width of a graph G, denoted tw(G), is the smallest
integer w such that G has a tree-decomposition of width w. A graph is a k-tree if it
has tree-width at most k. A graph is a partial k-tree if it is a subgraph of a k-tree.
Definition 10. Let Pn be the path on vertices (in order) t1, t2, . . . , tn. Given a
positive integer r, an r-ring with perimeter (t1, t2, . . . , tn) is a graph R on the
vertex set {t1, t2, . . . , tn} such that there is a collection of bags X = {Xt}t∈V (T ) for
which:
1. (Pn, X) is a Pn-decomposition of R of width at most r − 1,
8
FIGURE 2.5. The dotted line drawn from the center to the boundary of this 2-ring
crosses at most 3 edges.
2. ti ∈ Xti for each 1 ≤ i ≤ n.
Definition 11. Let Cn be the circuit on vertices (in cyclic order) t1, t2, . . . , tn.
Given a positive integer r, an r-round with perimeter (t1, t2, . . . , tn) is a graph R on
the vertex set {t1, t2, . . . , tn} such that there is a collection of bags X = {Xt}t∈V (T )
for which:
1. (Cn, X) is a Cn-decomposition of R of width at most r − 1,
2. ti ∈ Xti for each 1 ≤ i ≤ n.
Notice that if X = {Xt}t∈V (T ) is the collection of bags of an r-ring with perimeter
(t1, t2, . . . , tn), then X is also the collection of bags of an r-round with the same
perimeter. If an r-round R has perimeter (t1, t2, . . . , tn), then the boundary edges
of R, denoted Eb, are the edges (ti,i+1 ) for 1 ≤ i ≤ n where index arithmetic is
performed modulo n. The edges of the r-round which are not in its boundary are
called the interior edges.
An easier way to see the bound on the complexity of an r-round is demonstrated
in 2.5. If a line is drawn from the center to the boundary of an r-ring, it will cross
at most r + 1 edges.
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FIGURE 2.6. Reversing an interval.
Lemma 2.3. Let v = (v1, v2, . . . , vn) and let w be the sequence obtained from v by
reversing the segment vi, vi+1, . . . , vi+k,, that is, let
w = (v1, . . . vi−1, vi+k, vi+k−1, . . . , vi+1, vi, vi+k+1, . . . , vn).
Then an r-round with perimeter v is a 3r-round with perimeter w.
Proof. Suppose G is an r-round with perimeter v, let P denote the path on the
elements of v in the order listed, and let X be a set {Xvt}
n
t=1 of bags such that
(P,X) is a P -decomposition of G of width at most r−1 and vt ∈ Xvt for each t. Let
(v′1, v
′
2, . . . , v
′
n) = w, and let P
′ be the path on the elements of w in the order listed.
For each t in {1, 2, . . . , n}, let X ′
v′t
= Xvt ∪ Xvi ∪ Xvi+k , and let X
′ = {X ′
v′t
}nt=1.
Since (P,X) is a P -decomposition of G, it is clear that (P ′, X ′) satisfies (1) and
(2) of Definition 9. To see that (P ′, X ′) also satisfies (3) of Definition 9, let v′s′ be
a vertex of P ′, and let s be the number for which vs = v
′
s′ . Let Pvs be the subgraph
of P induced by the vertices of vt for which Xvt contains vs, and, similarly, let P
′
v′
s′
be the subgraph of P ′ induced by the vertices v′t for which X
′
v′t
contains v′s′ . Since
(P,X) is a P -decomposition of G, the graph Pvs is connected. If Pvs is contained
in one of P [v1, vi−1], P [vi, vi+k], or P [vi+k+1, vn], then P
′
v′
s′
equals Pvs , and hence
is connected. Otherwise, P ′
v′
s′
can be expressed as the union of two overlapping
subpaths Pvs and P
′[v′i, v
′
i+k], and hence is connected as well. We conclude that
(P ′, X ′) satisfies (3) of Definition 9, and therefore is a P ′-decomposition of G.
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FIGURE 2.7. Moving an interval forward.
Moreover, |X ′
v′t
| ≤ |Xvt |+ |Xvi |+ |Xvi+k | ≤ 3r for each t in {1, 2, . . . , n}, and so the
width of (P ′, X ′) is at most 3r−1. Thus, property (1) of Definition 11 is satisfied.
Property (2) of Definition 11 is also satisfied because vt ∈ Xvt ⊆ X
′
v′t
for each t in
{1, 2, . . . , n}.
Lemma 2.4. Let v = (v1, v2, . . . , vn) and let w be the sequence obtained from v by
moving the segment vi, vi+1, . . . , vi+k forward j − i places, that is, let
w = (v1, . . . , vi−1, vi+k+1, . . . , vj, vi, . . . , vi+k, vj+1, . . . , vn)
for some i + k ≤ j ≤ n− 1. Then an r-round with perimeter v is a 4r-round with
perimeter w.
Proof. Suppose G is an r-round with perimeter v, let P denote the path on the
elements of v in the order listed, and let X be a set {Xvt}
n
t=1 of bags such that
(P,X) is a P -decomposition of G of width at most r − 1 and vt ∈ Xvt for each
t. Let (v′1, v
′
2, . . . , v
′
n) = w, and let P
′ be the path on the elements of w in the
order listed. For each t in {1, 2, . . . , n}, let X ′
v′t
= Xvt ∪Xvi ∪Xvi+k ∪Xvj , and let
X ′ = {X ′
v′t
}nt=1.
Since (P,X) is a P -decomposition of G, it is clear that (P ′, X ′) satisfies (1)
and (2) of Definition 9. To see that (P ′, X ′) also satisfies (3) of Definition 9,
let v′s′ be a vertex of P
′, and let s be the number for which vs = v
′
s′ . Let Pvs be
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the subgraph of P induced by the vertices of vt for which Xvt contains vs, and,
similarly, let P ′
v′
s′
be the subgraph of P ′ induced by the vertices v′t for which X
′
v′t
contains v′s′ . Since (P,X) is a P -decomposition of G, the graph Pvs is connected. If
Pvs is contained in one of P [v1, vi−1], P [vi, vi+k], P [vi+k+1, vj], or P [vj+1, vn], then
P ′
v′
s′
equals Pvs , and hence is connected. Otherwise, there are two cases. First, P
′
v′
s′
could be expressed as the union of two overlapping subpaths Pvs and P
′[v′i, v
′
i+k],
and hence is connected as well. Second, P ′
v′
s′
could be expressed as the union of two
overlapping subpaths Pvs and P
′[v′i+k+1, v
′
j], and hence is connected. We conclude
that (P ′, X ′) satisfies (3) of Definition 9, and therefore is a P ′-decomposition of
G. Moreover, |X ′
v′t
| ≤ |Xvt |+ |Xvi |+ |Xvi+k |+ |Xvj | ≤ 4r for each t in {1, 2, . . . , n},
and so the width of (P ′, X ′) is at most 4r− 1. Thus, property (1) of Definition 11
is satisfied. Property (2) of Definition 11 is also satisfied because vt ∈ Xvt ⊆ X
′
v′t
for each t in {1, 2, . . . , n}.
Lemma 2.5. Let v = (v1, v2, . . . , vn) and let w be the sequence obtained from v by
moving the segment vi, vi+1, . . . , vi+k, backward i− j places, that is, let
w = (v1, . . . , vj, vi, . . . , vi+k, vj+1, . . . , vi−1, vi+k+1, . . . , vn)
for some 1 ≤ j ≤ i − 2. Then an r-round with perimeter v is a 4r-round with
perimeter wB.
We omit the proof of Lemma 2.5, since it is very similar to the proof of Lemma
2.4.
An n-tree can be decomposed as a sequence of graphs where G0 = Kn+1 and Gk
is formed from Gk−1 by connecting a vertex to a clique of order n in Gk−1.
Define layer L0 to be the vertices of an initial Kn on which the n-tree G is built.
Let layer L1 be the set of vertices which have their n neighbors in L0. Let layer
L2 consist of those vertices which have one neighbor in L1, and the other n − 1
12
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FIGURE 2.8. A 3-tree.
neighbors in L0. Let layer L3 consist of those vertices which have one neighbor in
L1, one neighbor in L2, and the other n− 2 neighbors in L0. If k < n, let layer Lk
consist of those vertices which have one neighbor in each of Lk−1, Lk−2, . . ., L1,
and the other n − k vertices in L0. If k ≥ n, let layer Lk consist of those vertices
which have one neighbor in each of Lk−1, Lk−2, . . ., Lk−n.
Note that the index of a layer is equal to the length of a longest path from a
vertex in that layer to a vertex in L0 that travels through consecutively through
layers of smaller index. By construction of an n-tree, if wk−1, . . . , wk−n are neighbors
of a vertex v, then they lie in layers Lk−1, . . . , Lk−n and must induce a Kn. Two
vertices in a layer Li are not connected by an edge if i ≥ 1.
Define an ascending edge through an n-tree as follows. Beginning with a vertex
vi ∈ Li, proceed along any edge leading to vi+1 ∈ Li+1. An ascending path is a
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path of connected ascending edges. A rooted ascending path is an ascending path
which begins with a vertex v0 ∈ L0. Similarly, define a descending path.
Define a depth-first search (DFS) on an n-tree as follows. Beginning with a
vertex v0 ∈ L0, investigate any rooted ascending path. An order on the vertices is
automatically assigned. Vertices visited earlier are called older and vertices visited
later are called younger. Continue along the rooted ascending path until a vertex
is reached with the highest possible index. Define backtracking as follows. Descend
along the vertices already reached until a vertex v is found in a level with the
largest index such that there is an ascending path not yet explored beginning with
v. Explore all possible ascending paths via backtracking.
Lemma 2.6. An n-tree has chromatic number n + 1.
Proof. The vertices of L0 form a clique of order n, so each vertex must receive
a distinct color. All vertices in L1 must receive color n + 1 because each one is
connected to every vertex in layer L0 which utilize the first n colors. Each time a
vertex vi in layer Li is connected to a clique of order n, there is one unused color
to assign to vi.
The next theorem provides information about the book thickness of an ordered
graph. It will be used to relate book thickness to tree-width.
Theorem 2.7. If G is an (r− 1)-round with perimeter (t1, t2, . . . , tn) and σ is an
ordering function that agrees with the order of vertices in the perimeter of G, then
BT(G, σ) is at most r + 1.
Proof. Let G be an (r− 1)-round with perimeter (t1, t2, . . . , tn), and (G, σ) be the
ordered graph where the ordering function σ agrees with the order of the vertices
on the perimeter. Let X = {Xvt}vt∈V (T ) be the collection of bags of an (r − 1)-
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round R with perimeter (t1, t2, . . . , tn). Then the collection of bags needed for R
b
is X = {Xvt ∪ vt+1}vt∈V (T ). Thus, R
b is an r-round.
If tw(G) ≤ r, then G is a partial n-tree. Without loss of generality, we may
assume G is an n-tree, which has a vertex coloring using (r + 1) colors by Lemma
2.6. Designate the r + 1 pages of a book by the r + 1 colors. Since the perimeter
of G is a Hamiltonian path through the vertices of G, it forms a simple depth-first
search. Order the vertices of G in the spine as prescribed by σ.
We will now embed the edges of G according to the vertex coloring assured by
Lemma 2.6. For ease of notation, let σ(vi) < σ(vj) mean i < j. Assign an edge
(vi, vj) to the page denoted by the color of the left endpoint vi. We need to show
this is a book embedding. Assume it is not. Then there is a page on which two
edges cross, say (v1, v2) and (w1, w2). Note this means the color of v1 is the same
as the color w1. Then w1 was reached before v2 in DFS, since we always embed to
the right of the most recently embedded vertex. In this case, w1 will be reached
before v1 when backtracking. Since w2 has not yet been embedded, by DFS we have
σ(w2) > σ(v1). Backtracking again yields σ(v2) > σ(w2). This is a contradiction of
the assumption that edges (v1, v2) and (w1, w2) crossed on a single page. Therefore,
BT(G, σ) is at most r + 1.
Corollary 2.8. For any graph G, BT(G) ≤ tw(G) + 2.
The inequality in Corollary 2.8 can be reduced to tw(G) + 1 by modifying the
proof of Theorem 2.7. The depth-first search which achieves this reduction is as
follows. Consider the spine of the book as a real number line, so that v1 < v2 means
vertex σ(v1) < σ(v2) on the spine. Consider ordering the vertices of the r-tree as
prescribed by a depth-first search. First embed L0. Since L0 = Kr, by symmetry
it does not matter in which order these vertices are placed on the spine, but once
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FIGURE 2.9. Depth-First Search
it is embedded, the spine induces an ordering on the vertices, say σ(v1) < σ(v2) <
. . . < σ(vn). Beginning with v1, embed the vertices of an ascending path emanating
from v1 in order of appearance, so that σ(vn) < σ(v) for any v in the path.
Continue to embed vertices of the paths reached via backtracking in order of
appearance between the most recently embedded vertex v and the vertex immedi-
ately to the right of vertex v, until all such paths are exhausted. Proceed to v2, and
repeat the process. Make an exhaustive search the vertices of L0 in order of their
appearance. Note that backtracking causes a nesting of the paths which emanate
from vertices of a single path of vi ∈ L0, with the beginning vertex of such paths
in layers with successively larger indices.
If an edge leads to a previously embedded vertex, then DFS has already searched
and embedded the vertices in any path containing that vertex, so backtracking the
moment we hit a previously embedded vertex will not cause us to miss any vertices
of G. Also note that there is a path from a vertex v ∈ L0 to a vertex w ∈ Lk since
w is connected to layers Lk−1, . . . , Lk−n, so there is a vertex in Lk−n which is
connected to Lk−n−1, . . . , Lk−2n, and so on, so that in d
k
n
e steps we must reach L0.
So if every path is searched, we will have reached every vertex exactly once each,
and the embedding of the vertices will be complete.
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3. Rounds
3.1 Notation
We develop notation in this section to allow the presentation of Robertson and
Seymour’s Structure Theorem [10]. Elements of the set V in the next lemma are
commonly referred to as apex vertices.
Lemma 3.9. Let G be a graph with book thickness B and V be a subset of V (G).
Then BT(G) ≤ BT(G− V ) + k.
Proof. Take a book embedding of G−V where V = {vi}
k
i=1 and create an additional
page P (vi) for each vi in V . Embed all of the edges adjacent to vi in page P (vi).
Hence, BT(G) ≤ BT(G− V ) + k.
A circuit C in a surface Σ is a subset of Σ that is homeomorphic to the unit
circle. Define Σ\C to be the surface, with boundary, formed by cutting Σ along C.
Then Σ\C has either one or two components. If Σ\C has one component, then C
is called nonseparating. If Σ\C has two components, then C is called separating.
If C is separating and one of the components of Σ\C is homeomorphic to an open
2-cell, then C is trivial. All circuits which are not trivial are said to be essential.
Representativity of an embedding is a measure of how “densely” a graph is
embedded in a surface. It was developed by Robertson and Seymour [11]. Assume
the surface Σ(Ψ) is not a sphere. Then the representativity of Ψ is defined to
be %(Ψ) = min{|C ∩ G(Ψ)| : C is an essential circuit of Σ(Ψ)}. By elementary
topology, it is enough to use essential circuits which pass through only vertices
and faces to calculate %(Ψ).
Let C be a minor-closed class of graphs other than the class of all graphs. A graph
H ∈ C has a decomposition into graphs Hi, see Figure 3.12, where each graph Hi is
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“almost” embedded in a surface Σi of genus gi. Moreover, H is obtained by clique-
summing the graphs Hi together so that they have an underlying tree structure.
Let Vi be a set of apex vertices of Hi and let H
′
i = Hi − Vi. See Figure 3.12. Let
Ri be a set of r-rounds of Hi and let E
′(Ri) denote the set of all cap edges of each
r-round in Ri. Recall the definition of apex vertices and r-rounds given on pages
17 and 9. Denote H ′′i = H
′
i − E
′(Ri).
Now H ′′i is embedded in Σi. The decomposition of H into the pieces Hi can be
chosen so that either Σi is a sphere or the embedding of H
′′
i in Σi has high repre-
sentativity. Let %(C) be a lower bound on the representativity of the embedding of
each H ′′i in Σi.
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Let H′′(g, %) denote the sest of graphs that have an open 2-cell embedding on a
surface (orientable or non-orientable) of genus at most g that have representativity
at least ρ when g 6= 0. Denote the sest of graphs H′ containing k subgraphs
R1, R2, . . . , Rk, where 0 ≤ k ≤ R and each Ri is an ri-round with ri ≤ δ such
that the deletion of all interior edges of all Ri’s results in an element of H
′′(g, %).
Let H(g, %, δ, R, w) denote the set of graphs H such that the deletion of at most w
vertices from H results in an element of H′(g, %, δ, R, w).
Robertson and Seymour’s Structure Theorem [10] provides the framework for
the proof of Theorem 1.2.
Theorem 3.10. If C is a minor-closed class of graphs, other than the class of all
graphs, and % is a non-negative integer, then there are integers g, δ, R and w that
depend only on C and % such that every member of C can be obtained by repeated
clique-summing of elements of H(g, %, δ, R, w).
The features of this theorem are discussed extensively in the following sections.
Begin with a graph that is a member of a minor-closed class of graphs. This graph is
decomposed into pieces which are then summed together. The pieces are “almost”
embedded in a surface. The proof of Theorem 1.2 involves providing an appropriate
book embedding through thorough examination of the details in Theorem 3.10.
3.2 Developments of Heath and Istrail
Certain aspects of Heath and Istrail’s work [7] need to be described so that they
can be used later. The rotational system developed by Gross and Tucker [5] is used
by Heath and Istrail to provide a combinatorial description of an embedding.
Definition 12. A rotation at a vertex v is an ordered list, unique up to a cyclic
permutation, of the edges incident to v.
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Definition 13. A rotation system on a graph G is an assignment of a rotation to
each vertex and a designation of orientation type for each edge.
Theorem 3.11. Every rotation system on a graph G defines (up to equivalence of
embeddings) a unique locally oriented graph embedding G→ Σ. Conversely, every
locally oriented graph embedding G→ Σ defines a rotation system for G.
Definition 14. A planar-nonplanar decomposition of a graph G = (V,E) is
given by (R,P ) where R is a rotation of G representing a surface embedding,
P = (V,E(P )) is a planar subgraph of G, and EN = E(G)−E(P ) which satisfies
these properties
1. the subrotation RP induces a planar embedding of P ;
2. there exists a face F0 of the planar embedding such that every edge in e ∈ EN
is incident to two vertices on the boundary of F0;
3. E(P ) is maximal, that is, no edge of EN can be added to P without violating
property (1) or (2).
Definition 15. An edge e is essentially nonplanar with respect to P if e cannot be
embedded in the plane with P without violating Definition 14.
Note that if e = (u, v) and e′ = (u′, v′) are essentially nonplanar edges, then they
necessarily have both endpoints on the boundary of P . Traversal of the boundary
of a planar graph defines a directed cycle (which, in general, is not simple).
Definition 16. A directed subpath of the traversal of the boundary of a planar
graph is called a trace. If T = v1 → v2 → . . .→ vt is a trace, then the inverse trace
is T−1 = vt → vt−1 → . . .→ v1.
In general, given a planar-nonplanar decomposition (R,P ) of a graph G, the
next aim is to partition the essentially nonplanar edges into equivalence classes.
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Suppose e = (u, v) and e′ = (u′, v′) are essentially nonplanar edges and that they
are part of the boundary of the same face F of the embedding of G.
Definition 17. If e = (u, v) and e′ = (u′, v′) are essentially nonplanar edges, then
e and e′ are homotopic with respect to the boundary of F if
1. e and e′ are the only edges of EN on the boundary of F ;
2. there are disjoint traces Tu = u→ . . .→ u
′ and Tv = v → . . .→ v
′ such that
Tu and Tv lie on the boundary of F .
Note that if e = (u, v) and e′ = (u′, v′) are homotopic, then the entire boundary
of F consists of edges e and e′, and traces Tu and Tv. The notion of homotopy in
this paper is related to the notion of homotopy in topology in the sense that if
one shrinks the planar part to a point, then two nonplanar edges are homotopic
in our sense if and only if they are homotopic in the topological sense. To see this,
consider that Tu and Tv lie on the boundary of P . Shrinking the planar part P
to a point also shrinks Tu and Tv to a point. Also, e to e
′ are on the boundary of
the face F , which bounds a disk. Then there is a continuous deformation taking
e to e′ across the disk bounded by F . The homotopy relationship is defined to
be the reflexive, symmetric and transitive closure on E −E(P ). Each equivalence
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class is a homotopy class. The next lemma translates the transitive aspect of the
homotopy relationship into the language of traces.
Lemma 3.12. If G is a graph embedded in a surface Σ, the planar part of a
planar-nonplanar decomposition of G is P and if C is a homotopy class, then the
elements of C can be ordered e1, e2, . . . , ek where ei has endpoints (ui, vi) and two
traces T1 and T2 where
1. for each 1 ≤ i ≤ k − 1, the edge ei is homotopic to the edge ei+1 with
corresponding traces Tui and Tvi;
2. T1 is the concatenation of Tu1 , Tu2 , . . . , Tuk−1 and T2 is the concatenation of
Tv1 , Tv2 , . . . , Tvk−1.
Proof. Let G be a graph embedded in a surface Σ and P be the planar part of a
planar-nonplanar decomposition. Let C be a homotopy class and let the elements
of C be ordered as given in Lemma 3.12.
If 1 ≤ i ≤ k − 1 and {(ui, vi), (ui+1, vi+1)} ⊆ C, then (ui, vi) is homotopic
to (ui+1, vi+1) and there are corresponding traces Tui = ui → . . . → ui+1 and
Tvi = vi → . . . → vi+1 such that Tui and Tvi lie on the boundary of P and the
elements of {(ui, vi), (ui+1, vi+1), Tui , Tvi} form the boundary of a face of G.
Suppose (ui+1, vi+1) is homotopic to (ui+2, vi+2). Then there are corresponding
traces Tui+1 = ui+1 → . . . → ui+2 and Tvi+1 = vi+1 → . . . → vi+2 such that Tui+1
and Tvi+1 lie on the boundary of P and {(ui+1, vi+1), (ui+2, vi+2), Tui+1 , Tvi+1} form
the boundary of a face of G.
The concatenation of Tui and Tui+1 yields ui → . . . → ui+1 → . . . → ui+2, so
there is a trace from ui to ui+1 on the boundary of P . The concatenation of Tvi
and Tvi+1 yields vi → . . . → vi+1 → . . . → vi+2, so there is a trace from vi to vi+1
on the boundary of P . Since this is true for any i, the conclusion follows.
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The most important property of the homotopy classes with respect to the planar-
nonplanar decomposition is that Heath and Istrail provide an upper bound on the
number of homotopy classes in [7], are given in the next two theorems.
Theorem 3.13. If G = (V,E) has an open 2-cell embedding in an orientable
surface of genus g, where g ≥ 1, then any planar-nonplanar decomposition of G
has at most 6g − 3 homotopy classes.
Theorem 3.14. If G = (V,E) has an open 2-cell embedding in a nonorientable
surface of genus g, where g ≥ 1, then any planar-nonplanar decomposition of G
has at most max(1, 3g − 3) homotopy classes.
Denote the bound on the number of homotopy classes given in Theorem 3.13 and
Theorem 3.14 by γ. Note that we are dealing primarily with nonorientable surfaces.
If there is an r-round, then the surface we must deal with is non-orientable. If there
is not an r-round, then Heath and Istrail’s embedding [7] along with the additional
apex vertices described on page 17 would be sufficient to provide a reasonable book
embedding.
3.3 Triangulating the Graph
Recall that Ri is a set of r-rounds of Hi and E
′(Ri) denotes the set of all cap
edges of each r-round in Ri. Let Fi be the face of the embedding of H
′′
i in Σi which
contains the vertices of a ring Ri. In the next definition, we insert edges so that
the only vertices in the boundary of Fi are vertices of Ri.
Definition 18. If H ′′i is embedded in Σi and the vertices of Ri are ordered (v1, v2, . . . , vk)
and are in the boundary of face Fi, then the edges (vi, vi+1), where the index arith-
metic is performed modulo k, are called the boundary edges. Denote the graph
obtained by inserting the boundary edges, if they do not exist in H ′′i , by (H
′′
i )
B.
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Lemma 3.15. The graph (H ′′i )
B has an embedding in Σi.
Proof. The graph H ′′i has an open 2-cell embedding in Σi with representativity
greater than or equal to 3. So each face is bounded by a cycle. The vertices which
compose the perimeter of an r-round lie on such a cycle. Since the order of these
vertices as they appear on the cycle is the same as they appear on the perimeter
of the r-round, inserting the boundary edges will not violate planarity.
Our next goal is to triangulate (H ′′i )
B. This occurs in two distinct stages. The
first of these two stages is described in Definition 19, Definition 20 and Lemma
3.16.
Definition 19. Let F ∈ {Fi}
n
i=1 be a face of a graph (H
′′
i )
B, and boundary of the
face is a cycle of vertices in the order (v1, v2, . . . , vk, v1). If k is odd, the cap edges
are (va, va+ k−1
2
) for 1 ≤ a ≤ k where the index arithmetic is performed modulo k.
If k is even, cap edges are (va, va+ k
2
) for 1 ≤ a ≤ k
2
and (va, va+ k
2
+1) for 1 ≤ a ≤
k
2
.
Denote the graph obtained by inserting the cap edges, if they do not exist in (H ′′i )
B,
by (H ′′i )
bc.
Definition 20. If Σi is a surface and F is a face of an embedding of (H
′′
i )
B in Σi,
then cap the face by removing it from the surface and identifying the boundary of
a Mo¨bius band with the boundary of the face. Say the surface Σi is augmented by
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FIGURE 3.15. Capping the r-rounds and embedding the result in a surface.
a cross cap. If Σi is a surface and {Fi}
n
i=1 are some of the faces of an embedding
of (H ′′i )
B in Σi, then Σ
c
i is obtained from Σi by augmenting Σi with n cross caps.
Lemma 3.16. The graph (H ′′i )
bc has an embedding in Σci .
Proof. The boundary edges and the cap edges can be embedded using the cap so
that the faces created by the embedding are as follows. If the number of vertices on
the boundary of the face is odd, arrange the edges inserted by capping F so that
the faces are (va, va+ k−1
2
, va+ k−1
2
+1) for 1 ≤ a ≤ k, where arithmetic on the index is
performed modulo k. If the number of vertices on the boundary of the face is even,
then arrange the edges inserted by capping F so that the faces are (va, va+ k
2
, va+ k
2
+1)
for 1 ≤ a ≤ k
2
and (va, va+1, va+1+ k
2
) for 1 ≤ a ≤ k
2
. See Figure 3.15.
Consider the boundaries of the faces as well as the edges inserted by Definition
19. If Fi is a face and F
c
i is the graph resulting from capping the face, then let
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E(F ci ) designate the edges inserted by Definition 19. If H
′′
i contained an edge
before the capping process, it is now considered an edge of E(F ci ).
The next triangulation procedure is presented in [7].
Definition 21. Consider any non-triangular face F of (H ′′i )
bc. Add a vertex v in
the face. Add an edge from v to each vertex on the boundary of F . Denote the
result by (H ′′i )
bct. Note that (H ′′i )
bct is embedded in Σci .
Lemma 3.17. No vertex w occurs multiple times on the boundary of F , and,
therefore, no multiple edges are created by the triangulation process.
Proof. The graph H ′′i has an embedding in Σi where Σi is a sphere, or H
′′
i has an
embedding in Σi with representativity greater than 3. A face of this embedding
bounds a disk, and thus does not have any vertex appearing multiple times on the
cycle which bounds it. The faces created in the capping process of Definition 19
also do not have any vertex appearing multiple times on the cycle which bounds
it. These faces are explicitly listed in Lemma 3.16. Lastly, Heath’s triangulation
process does not create any multiple edges.
No vertex w occurs multiple times on the cycle which bounds a face F . Therefore,
no multiple edges are created by the triangulation process.
Now we have a graph (H ′′i )
bct embedded in Σci such that every face is a triangle.
Denote the subgraph of (H ′′i )
bct which does not include the cap edges by (H ′′i )
bt.
3.4 A Decomposition Algorithm
In the following discussion we will only allow edge choices from (H ′′i )
bt. A planar
graph P will be constructed incrementally until it contains all of the vertices of
(H ′′i )
bt and some of the edges. All remaining edges will have both endpoints on the
boundary of P . The algorithm will proceed until P is maximal.
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One triangle is chosen as the initial part P 0 and faces are added to the planar
part incrementally as possible. After m vertex choices of the algorithm, P m =
(V (P m), E(P m)) will represent the planar part of the decomposition. The set
E −E(P ) consists of the essentially nonplanar edges, which necessarily have both
endpoints on the boundary of P .
Definition 22. If vi → vj → vk is a trace on the boundary of P
m with no edge
of E − E(P m) incident to vj, then (vi, vj) is called a safe edge with respect to the
boundary of P m.
Definition 23. If vi → vj is a trace on the boundary of P
m, there is a vertex vk
not in the planar part P m and (vi, vj, vk) is a face of P , then vk is a safe vertex
with respect to the trace vi → vj.
In general, the algorithm proceeds iteratively to construct P m+1 from P m by
choosing a safe vertex and fill in safe edges until it is not possible to do so. Then
the algorithm will choose an unsafe vertex incident to a boundary vertex of P m.
The algorithm also ages the edges, vertices and blocks of P m. Those added later
are newer, those added earlier are older. This aging process is used explicitly in
the discussion on choosing an unsafe vertex.
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The key difference between Heath’s algorithm and this algorithm is the avoidance
of cap edges of an r-round until the end of the algorithm. It is important never to
choose an edge of E ′(Ri) until the final stage of the algorithm because avoiding
these choices will force the vertices of the boundaries of the round to lie on the
boundary of the planar graph at the completion of the algorithm.
Algorithm 3.4.1. A Planar-Nonplanar Decomposition Algorithm
While V (P m) 6= V (G) and E(G) \ E({F Ti }) 6= E − E(P
m) is not maximal
Do
If ∃ safe vertex vk with respect to vi → vj
Then (*add safe vertex*)
V (Pm)← V (P m−1) ∪ {vj}
E(P m)← E(P m−1) ∪ {(vi, vj), (vj, vk)}
Else (*start a new block*)
w′ ← newest vertex in V (P m−1) incident to a vertex in V − V (P m)
w ← vertex in V (G)− V (P m−1) incident to w′ (*see text below*)
V (Pm)← V (P m−1) ∪ {w}
E(P m)← E(P m−1) ∪ {(w,w′)}
While ∃ safe edge (vi, vk) ∈ E − E(P
m) \ E({F Ti })
Do
E(P m)← E(P m−1) ∪ {(vi, vk)} (*add safe edge*)
EndDo
EndDo
While ∃ safe edge (vi, vk) ∈ E({F
T
i })
Do
E(P m)← E(P m−1) ∪ {(vi, vk)} (*add safe cap edge*)
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EndDo
Now let us describe the selection of w. See Figure 3.17. Let (x,w′) be the newest
edge on the boundary of P m−1 that is incident to w′. Then there must be a triangle
(x,w′, z) exterior to P m−1. Since z is unsafe, z is necessarily on the boundary of
Pm−1. Also, (x, z) and (w′, z) are essentially nonplanar. Examine the edges incident
to w′ which are not in E({F Ti }). Start with the edge (x,w
′) and sweep rotationally
about w′ in the direction of z. Let (w,w′) be the first edge encountered such that
w ∈ V (G)\V (P m−1). Let (w′, y) be the last essentially nonplanar edge encountered
before (w,w′). Let y′ be the next vertex incident to w′ after encountering w. Notice
(w′, y′) ∈ E−E(P m−1). If it were not, w would be a safe vertex. Now, (w′, y, w) is
a triangle. Once (w′, w) is added to P m−1 it is true that (w, y) becomes essentially
nonplanar and will be homotopic to (w′, y). Also, w is newer than y; thus the
homotopy class will be extended by edges incident to y and never by edges incident
to w. This means that w (not y) will have the role of w′ in future executions of
the algorithm. If y′ ∈ V (P m−1), then (w′, y′) is already essentially nonplanar.
Therefore, (w, y′) also becomes essentially nonplanar and homotopic to (w′, y′). In
this case, w is newer than y′ and the homotopy class of (w′, y′) must necessarily
be extended by edges incident to y′ (not w).
Theorem 3.18. Given an embedding of (H ′′i )
bct in Σci , denote the faces arising from
the deletion of the r-round cap edges of the embedding of H ′′i in Σi by {Fi}
n
i=1. If the
number of vertices of face Fi is odd, no more than one vertex from the boundary of
Fi is removed from the boundary of P . If the number of vertices of face Fi is even,
no more than two vertices from the perimeter of Fi are removed from the boundary
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FIGURE 3.17. The selection of an unsafe vertex w in the planar-nonplanar decomposition
algorithm.
of P . Moreover, the remaining vertices of the perimeter of Fi are partitioned into
two intervals which are traces on the boundary of P .
Proof. Given an embedding of (H ′′i )
bct in Σci , and the faces {Fi}
n
i=1 arising from
the deletion of the r-round cap edges E ′(Ri) of the embedding of (H
′′
i )
bt in Σi,
apply the Planar-Nonplanar Decomposition Algorithm. Consider the last step of
the algorithm where cap edges of an r-round have a chance of being absorbed into
Pm.
In the last step of the algorithm, the cap edges E ′(Ri) for each i are searched
and included in P m if they are safe. This has the effect of maximizing P . Up to
this step, all vertices on the boundary of each r-round lie on the boundary of P m.
The reason they are still on the boundary is because they each are incident to at
least one edge in EN .
If R is an r-round of the set of r-rounds Ri, consider the graph consisting of the
vertices of R, the boundary edges of R and the edges inserted by the capping of
R. Note that the vertices of R together with the boundary edges of R form a face
of the embedding of (H ′′i )
bt in Σi. Denote the cap edges of R by E
′(R).
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FIGURE 3.18. Removing a vertex from the boundary of the planar part of the decom-
position in the case that an r-round has an odd number of vertices on its boundary.
We first consider the case when R contains an odd number n of vertices. Suppose
that the addition of a safe edge from E ′(R) removes a vertex vi from the boundary
of Pm. Then there are two traces vi → w1 → vi+ n−1
2
and vi → w2 → vi+ n+1
2
in
the boundary of P m where the boundary vertices of the r-round are {vi}
n+1
2
i=1 and
{w1, w2} are vertices of (H
′′
i )
bct which are not on the boundary of the r-round.
Then edges (vi, vi+ n−1
2
) and (vi, vi+ n+1
2
) are safe. Their addition to P m extends the
planar part P m of the decomposition and results in a trace vi+ n−1
2
→ vi → vi+ n+1
2
on the boundary of P m
′
for some m ≤ m′. So the edge (vi+ n−1
2
, vi+ n+1
2
) is safe with
respect to the boundary of P m
′
. Thus, there is an m′′ such that m ≤ m′ ≤ m′′
where (vi+ n−1
2
, vi+ n+1
2
) is on the boundary of P m
′′
. Repeat the above argument for
another vertex vj where i 6= j. See Figure 3.18.
It remains to show that no other cap edge is safe. There are two cases. If the
graph without the cap edges E ′(R) is embedded in a sphere, then the algorithm
cannot remove a third vertex vk from the boundary of the planar part of the
decomposition.
To see this, consider the following vertices are on the boundary of R: vi, vi+ n
2
−1,
vi+ n
2
, vj, vj+ n
2
−1, vj+ n
2
, vk, and vk+ n
2
. Consider the edges (vi, vi+ n
2
), (vi, vi+ n
2
−1),
(vj, vj+ n
2
), (vj, vj+ n
2
−1) where i, j and k are distinct. If these edges were absorbed
then (vk, vk+ n
2
) could not be absorbed because P m is planar and therefore has no
subdivision of K3,3. In this case, the construction of a subdivision of K3,3 would
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FIGURE 3.19. Removing two vertices from the boundary of the planar part of the
decomposition in the case that an r-round has an even number of vertices on its boundary.
consist of edges (vi, vi+ n
2
), (vj, vj+ n
2
) and (vk, vk+ n
2
), and traces vi → vj, vj → vk,
vk → vi+ n
2
, vi+ n
2
→ vj+ n
2
, vj+ n
2
→ vk+ n
2
and vk+ n
2
→ vi. Therefore, no more than
two vertices from the boundary of r-round with an odd number of vertices can
be removed from the boundary of P . Give each of these vertices its own page to
embed any edges incident with them.
If the graph without the cap edges is not embedded in a sphere, then the trace
vj → w3 → vk where i 6= j and k = j +
n−1
2
or k = j + n+1
2
cannot exist, because
it violates representativity. The reason is one of the following two circuits must
be nontrivial, and both of the circuits are short: vi → w1 → vi+ n−1
2
→ vi or
vj → w3 → vj+ n−1
2
→ vj.
In this case, no more than one vertex from an r-round R ∈ Ri with an odd
number of vertices on its boundary can be removed from the boundary of P .
Again, give this vertex its own page to embed any edges incident to it.
Suppose the boundary of R contains an even number n of vertices. Consider the
possibility that a cap edge of E ′(R) is safe with respect to the boundary of P . One
of the vertices on the boundary of the face has three incident edges. Mimicking the
previous argument, at most two vertices from the boundary of each face can be
removed from the boundary of P . See Figure 3.19. Give each such vertex its own
page. If the number of r-rounds is n, then at most 2n pages needed.
33
At the completion of the algorithm, a planar-nonplanar decomposition of (H ′′i )
bct
has been constructed. Each vertex removed from the boundary of P receives its
own page for embedding edges incident to it. The remaining edges of E ′(R) are nec-
essarily incident to vertices on the boundary of P . Recall the number of homotopy
classes given in Theorem 3.13 and Theorem 3.14 is denoted by γ. The remaining
edges are essentially nonplanar and are partitioned into γ homotopy classes by [7].
Each homotopy class is defined by two traces on the boundary of P . Note that the
cap edges of an r-round are homotopically equivalent, and thus they belong to one
homotopy class. Thus, the perimeter of each r-round R ∈ Ri is partitioned into 2
distinct intervals, where at most 2 vertices are exceptional in the sense that they
are removed from the boundary of the planar part P . Moreover, these intervals
form a trace on the boundary of the planar part P of the decomposition.
Later each exceptional vertex will receive its own page for embedding edges
incident to it, and the 2 intervals will place the remaining vertices of the perimeter
of the r-round in order in the spine of the book.
Lemma 3.19. This algorithm produces a planar-nonplanar decomposition.
Proof. If a graph (H ′′i )
bct with an embedding in Σci is described by a rotation R and
P is a subgraph of (H ′′i )
bct, then there is a subrotation R′ representing an embedding
of P in Σci . Obtain R
′ from R by simply deleting the vertices of (H ′′i )
bct\P from
the directed edge form listing of the vertices of (H ′′i )
bct.
Since (H ′′i )
bt is connected and the boundary of each designated face is a cycle
in G, the algorithm will eventually choose every vertex (either in a safe or unsafe
way). Thus, V ((H ′′i )
bt) = V (P ).
The algorithm also requires P to be maximal before it will be completed. The
maximality of P is discussed in Theorem 3.18. It remains to show that every edge
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not in P is incident to two vertices on the boundary of a single face of P , namely
the boundary of P . The only possibility of removing a vertex from the boundary
of P is the inclusion of a safe edge. By definition, an edge (vi, vk) is safe when
there is a trace vi → vj → vk on the boundary of P and the vertex vj is not
incident to any edge not in P . Therefore, vertices incident to edges not in P are
always attached to the boundary of P . The algorithm produces a planar-nonplanar
decomposition.
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4. Clique Summing
This notation is generalized from the work of Dittman [3]. The next definition
describes a function which assigns to each edge e in E0 a label s(e) and a direction
where u(e) is the tail of e and v(e) is the head of e.
Definition 24. Let S be a set, G be a graph, and H be a subgraph of G. Let u(e)
and v(e) denote the endpoints of e. Then a directed labeling of G is a function
LG : E(H)→ S × (V (H)× V (H)) where e 7→ (s(e), (u(e), v(e))), and s(e) = s(f)
implies e = f . If the domain of LG is the empty set, then G is said to be unlabeled.
Definition 25. Let H and K be two disjoint graphs with directed labelings LH
and LK. Let E(H) and E(K) be labeled subsets of H and K that induce cliques
of the same order. A function α : E(H) → E(K) is an identification function if
s(E(H)) = s(E(α(H))) for h ∈ E(H) and α(h) ∈ E(K), then s(h) = s(α(h))
implies h = α(h).
This is a bijective correspondence that uniquely identifies the clique E ′(H) to
E ′(K). In Theorem 3.10, a k-sum is used to identify two graphs. Here, however,
a more restrictive operation called a clique sum is used. The next step is to find a
clique of the same order in two graphs, label them, and then identify them.
Definition 26. The clique-sum of two graphs H and K (with respect to cliques
LH and LK), denoted (H,LH) ⊕ (K,LK), is a graph defined as follows. For each
h ∈ E(H) and α(h) ∈ E(K), identify h and α(h) head-to-head and tail-to-tail.
Some subset of identified edges can then be deleted.
36
V(k) V(G\k)
FIGURE 4.20. Move the vertices of the clique in front of the vertices of the remainder
of the graph.
Recall the definition of an n-tree from page 8. This uses a special case of clique-
summing. An n-tree is formed by summing two cliques of order n + 1 together on
a clique of order n.
Note that if K and K ′ both have order two, then the definition of locked cliques
is equivalent to the definition of locked edges given in Definition 2. If two edges
are locked, they will require different pages in the book embedding. In order to
form a single book embedding from the book embeddings of two graphs which are
clique summed together, special attention needs to be given to the clique involved
in the sum.
Definition 27. If (G, σ) is an ordered graph and K is a complete subgraph of G,
then σK is a K-rooted ordering function compatible with σ when the following hold:
1. σK(u) < σK(v) whenever u ∈ V (K) and v /∈ V (K)
2. σK(u) < σK(v) whenever {u, v} ∈ V (K), and σ(u) < σ(v)
3. σK(u) < σK(v) whenever {u, v} ∈ V (G \K), and σ(u) < σ(v)
Definition 28. If (G, σ) is an ordered graph, K is a complete subgraph of G and
σK is a K-rooted ordering function compatible with σ, then (G, σK) is a K-rooted
graph.
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Definition 29. The thickness of the K-rooted graph (G, σK) is the smallest thick-
ness of an embedded ordered graph (G, σK , pi) where the minimum is taken over all
possible page assignments pi.
The next lemma describes the relationship between the book thickness of G and
the thickness of (G, σK).
Lemma 4.20. If (G, σ) is a K-rooted graph and σK is a K-rooted ordering function
compatible with σ, then the thickness of (G, σK) is at most 3BT(G, σ).
Proof. Suppose (G, σ, pi) is an embedded ordered graph where BT(G) = B. Let K
be a complete subgraph of G. Consider a K-rooted ordering function σK compatible
with σ. It remains to define a page assignment piK from pi which embeds the edges
in the pages of the book. If (u, v) is an edge of G from cases (2) or (3) of Definition
27, then piK(u, v) = pi(u, v).
Add a new page P (u) for each vertex u ∈ V (Kn). If (u, v) is an edge of G
from case (1) of Definition 27, then piK(u, v) = P (u). Recall that an algorithm
for embedding clique Kn in a book with d
n
2
e pages was given in [1]. Together
BT(G) = B and Kn ⊆ G imply n ≤ 2B. Therefore |V (Kn)| ≤ 2B, and hence the
number of added pages is at most 2B.
Edges from cases (2) and (3) of Definition 27 require B pages and edges from
case (3) of Definition 27 require 2B pages. Hence, the thickness of (G, σK) is at
most 3BT(G).
Later it will be important to know exactly which clique K is involved in a
particular sum. A single vertex v may be in the vertex set of several different
maximal cliques, and an edge (u, v) will be embedded on a page depending both
on u and on a clique K.
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Definition 30. If G is a graph, then we define QueZoo(G) to be the set of all
subgraphs K of G such that K is a maximal clique in G.
Definition 31. The clique-graph of (G, σ), denoted Que(G, σ), is constructed as
follows. If K ⊆ G is a maximal clique in G, then K ∈ V (Que(G, σ)). If K and K ′
are in V (Que(G, σ)) and K and K ′ are locked, then (K,K ′) ∈ E(Que(G, σ)).
Note that QueZoo(G) = V (Que(G, σ)). The next goal is to provide a proper
vertex coloring of Que(G, σ). The following definitions provide the notation needed
to do this. For the remainder of this section we will use a particular embedding
function pi. We say (G, σ, pi) is neatly embedded if e = (vi, vj) is an edge of K implies
pi(e) = P (vi). In general, we will abbreviate pi(vi, vj) = pi(vi).
Recall that the spine of the book is considered as a real line so a lexicographic
ordering of the edges of a clique can be specified.
Definition 32. Let (G, σ, pi) be a neatly embedded ordered graph and suppose K is
an element of QueZoo(G) with n vertices. Then define the clique color of K to be
QueHue(K) = (pi(e1), pi(e2), . . . , pi(e(n2)
), where the edges e1, e2, . . . , e(n2)
are listed
in the lexicographic order induced by σ.
Definition 33. If G is a graph, then let QueHueZoo(G, σ, pi) = {QueHue(K) :
K ∈ QueZoo(G)}.
Lemma 4.21. If QueHue(K) = QueHue(K ′), then K and K ′ are nested.
Proof. Let (G, σ, pi) be a neatly embedded graph. Suppose K and K ′ are maximal
cliques of (G, σ, pi) and QueHue(K) = QueHue(K ′). If K and K ′ are of order 1,
then they could not lock because they have no edges. If K and K ′ are of order 2
and QueHue(K) = QueHue(K ′), then their edges are nested on a single page.
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Suppose K and K ′ are of order 3 and QueHue(K) = QueHue(K ′). Suppose the
vertices {u, v, w} of K are ordered σ(u) < σ(v) < σ(w) and the vertices {u′, v′, w′}
of K ′ are ordered σ(u′) < σ(v′) < σ(w′).
Now QueHue(K) = QueHue(K ′), so pi(u, v) = pi(u′, v′). Thus, either σ(u) <
σ(u′) < σ(v′) < σ(v) or σ(u′) < σ(u) < σ(v) < σ(w). Also, pi(u,w) = pi(u′, w′).
Thus, either σ(u) < σ(u′) < σ(w′) < σ(w) or σ(u′) < σ(u) < σ(w) < σ(w′). Also,
pi(v, w) = pi(v′, w′). Thus, either σ(v) < σ(v′) < σ(w′) < σ(w) or σ(v′) < σ(v) <
σ(w) < σ(w′). Any combination of these conditions imply K and K ′ are nested.
We may assume K and K ′ have at least 4 vertices. Suppose {u, v, w, x} are
vertices of K where σ(u) < σ(v) < σ(w) < σ(x) and {u′, v′, w′, x′} are vertices
of K ′ where σ(u′) < σ(v′) < σ(w′) < σ(x′). Additionally assume that (a, b) and
(a′, b′) are in the same lexicographic position in the ordering of the edges of each
clique for {a, b} ⊆ {u, v, w, x} and for {a′, b′} ⊆ {u′, v′, w′, x′}.
So pi(u) = pi(u′), pi(v) = pi(v′), pi(w) = pi(w′) and pi(x) = pi(x′).
In the following discussion, there are 256 conceivable cases. Many of these cases
cannot occur because there is a contradiction of the sort σ(v) < σ(v ′) and σ(v′) <
σ(v). Taking this into consideration, there are still many cases left to check. We
investigate one case in detail and leave the other cases to be similarly analyzed by
the reader. To assist the reader in this process, discussion of which cases arise is
intermixed with determining which cases can be eliminated. With respect to the
enumeration which follows, we discuss case {1a, 2c, 3a, 4c, 5c}.
Since pi(u) = pi(u′), the edges (u, v) and (u′, v′) are embedded on the same page.
Therefore, (u, v) and (u′, v′) are nested. Four cases arise.
1. (a) σ(u) < σ(u′) < σ(v′) < σ(v)
(b) σ(u) < σ(v) < σ(u′) < σ(v′)
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(c) σ(u′) < σ(v′) < σ(u) < σ(v)
(d) σ(u′) < σ(u) < σ(v) < σ(v′)
Since pi(v) = pi(v′), the edges (v, w) and (v′, w′) are embedded on the same
page. Therefore, (v, w) and (v′, w′) are nested. Four cases arise.
2. (a) σ(v) < σ(v′) < σ(w′) < σ(w)
(b) σ(v) < σ(w) < σ(v′) < σ(w′)
(c) σ(v′) < σ(w′) < σ(v) < σ(w)
(d) σ(v′) < σ(v) < σ(w) < σ(w′)
This yields sixteen cases altogether. The following cases {1a, 2a}, {1a, 2b},
{1b, 2c}, {1b, 2d}, {1c, 2a}, {1c, 2b}, {1d, 2c}, {1d, 2d} do not occur because
σ(v) < σ(v′) and σ(v′) < σ(v) is a contradiction.
Of the remaining eight cases, consider case {1a, 2c}. This means σ(u) <
σ(u′) < σ(v′) < σ(v) and σ(v′) < σ(w′) < σ(v) < σ(w). It is also true that
since pi(u) = pi(u′), the edges (u,w) and (u′, w′) are embedded on the same
page. Therefore, (u,w) and (u′, w′) are nested. Four cases arise.
3. (a) σ(u) < σ(u′) < σ(w′) < σ(w)
(b) σ(u) < σ(w) < σ(u′) < σ(w′)
(c) σ(u′) < σ(w′) < σ(u) < σ(w)
(d) σ(u′) < σ(u) < σ(w) < σ(w′)
Case 3a does not occur because σ(w) < σ(w′) and σ(w′) < σ(w) is a contra-
diction. Cases 3b and 3c do not occur because it σ(u) < σ(u′) and σ(u′) <
σ(u) is a contradiction. Putting together the inequalities in case {1a, 2c, 3d}
yields the inequality σ(u) < σ(u′) < σ(v′) < σ(w′) < σ(v) < σ(w) < σ(x).
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Since pi(v) = pi(v′), the edges (v, x) and (v′, x′) are embedded on the same
page. Therefore, (v, x) and (v′, x′) are nested. Four cases arise.
4. (a) σ(v) < σ(v′) < σ(x′) < σ(x)
(b) σ(v) < σ(x) < σ(v′) < σ(x′)
(c) σ(v′) < σ(x′) < σ(v) < σ(x)
(d) σ(v′) < σ(v) < σ(x) < σ(x′)
Cases {1a, 2c, 3a, 4a} and {1a, 2c, 3a, 4b} do not occur because σ(v) < σ(v ′)
and σ(v′) < σ(v) is a contradiction.
Since pi(w) = pi(w′), the edges (w, x) and (w′, x′) are embedded on the same
page. Therefore, (w, x) and (w′, x′) are nested. Four cases arise.
5. (a) σ(w) < σ(w′) < σ(x′) < σ(x)
(b) σ(w) < σ(x) < σ(w′) < σ(x′)
(c) σ(w′) < σ(x′) < σ(w) < σ(x)
(d) σ(w′) < σ(w) < σ(x) < σ(x′)
Cases {1a, 2c, 3a, 4c, 5a} and {1a, 2c, 3a, 4d, 5b} do not occur because σ(w) < σ(w′)
and σ(w′) < σ(w) is a contradiction.
Consider case {1a, 2c, 3a, 4c, 5c}. It yields three inequalities:
1. σ(v′) < σ(x′) < σ(v) < σ(x)
2. σ(w′) < σ(x′) < σ(w) < σ(x)
3. σ(u) < σ(u′) < σ(v′) < σ(w′) < σ(v) < σ(w) < σ(x)
Use (2) and (3) to obtain the inequality σ(u) < σ(u′) < σ(v′) < σ(w′) <
σ(x′) < σ(w) < σ(x). Now σ(v) < σ(w), also σ(x′) < σ(v) < σ(x) by (1) and
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σ(x′) < σ(w) < σ(x) by (2). The resulting inequality is σ(u) < σ(u′) < σ(v′) <
σ(w′) < σ(x′) < σ(v) < σ(w) < σ(x).
Thus, the vertices {u′, v′, w′, x′} of K ′ are nested between the two vertices u and
v of K. Each of the cases is similar to this one. Take each case over all combinations
of four vertices of K and K ′ to conclude the two cliques are nested with respect
to each other.
The next lemma properly colors the clique-graph Que(G, σ) by assigning to each
vertex K the clique color QueHue(K).
Lemma 4.22. If BT(G, σ, pi) is a neatly embedded ordered graph, then there is a
proper vertex coloring of Que(G, σ) with |QueHueZoo(G, σ, pi)| colors.
Proof. Suppose QueHue(K) = QueHue(K ′). Then K and K ′ are nested by
Lemma 4.21. Hence (K,K ′) is not an edge of Que(G, σ). Therefore the vertex
coloring of Que(G, σ) by QueHueZoo is proper.
Lemma 4.23. If (G, σK , pi) is a neatly embedded K-rooted ordered graph with book
thickness B, then the number of clique colors in QueHueZoo(G, σK , pi) is at most
B(
n
2) where n ≤ d2
3
eB.
Proof. Let (G, σK , pi) be a neatly embedded K-rooted ordered graph with book
thickness B. Recall that a K-rooted ordering function has the property σK(u) <
σK(v) whenever u ∈ V (K) and v /∈ V (K). Let P be a collection of no more than
B pages. Recall that the edges of K may be lexicographically ordered by the order
on the vertices of K given by the ordering function σK , and assign to each entry
of QueHue(K) the page each edge of K was embedded in by pi. Specifically, if
(u, v) ∈ E(K) and pi(u, v) = pi(u), then QueHue(K) = (pi(e1), pi(e2), . . . , pi(e(n2)
).
Since pi(v) ∈ P and |P| ≤ B, there are B choices for each edge (u, v).
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Now BT(G, σK) = B means BT(G, σ) ≤
1
3
B by Lemma 4.20. If K ⊆ G is
a clique on n vertices, then BT(Kn ≤ d
n
2
e). Therefore, n ≤ d 2
3
eB. Also, K has
(
n
2
)
edges, and hence QueHue(K) is a sequence of length
(
n
2
)
. Therefore, the total
number of clique colors in QueHueZoo is at most B(
n
2) where n ≤ d2
3
eB.
Definition 34. If T is a tree and G = {Gt}t∈V (T ) is a collection of graphs, then
a clique-sum tree is a graph G(G, T ) where edge (vi, vj) ∈ E(T ) if Gi is clique-
summed with Gj.
The following theorem is taken from [2].
Theorem 4.24. For every graph K, there is an integer kV = kV (K) such that
every graph with no K-minor has a vertex partition into two graphs with tree-width
at most kV .
Robertson and Seymour have proved that if C is a minor-closed class of graphs,
other than the class of all graphs, then C can be characterized by a finite list
of excluded minors {Hi}
n
i=1. Apply Theorem 4.24 to each excluded minor Hi
individually and obtain the constants kV (Hi). Let kV ({Hi}
n
i=1) = max{kV (Hi)}
where the maximum is taken over all i.
Corollary 4.25. For every class of graphs, other than the class of all graphs, there
is an integer n depending only on the class such that all members of the class have
chromatic number at most n.
Proof. Suppose G is a graph with no Hi minor. Then by Theorem 4.24, G can
be decomposed into two graphs G1 and G2 where tw(G1) ≤ kV (Hi) and tw(G1) ≤
kV (Hi). Thus, tw(G) ≤ 2kV (Hi). So, by Corollary 2.8, we have the book thickness
of G is at most 2(kV (Hi) + 2).
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Suppose G is a collection of graphs where BT(G) ≤ B for all G ∈ G.
Theorem 4.26. If G(G, T ) is a clique-sum tree, and BT(Gi) ≤ B for every Gi ∈ G,
then BT(G(G, T )) ≤ χ×(3B)(
n
2)+B where n ≤ d2
3
eB and χ is the chromatic number
of G(G, T ).
Proof. Conduct a depth-first search on T . It will be used to create σ which will
order the vertices of G(T ) in the spine. Recall that BT(Gi) ≤ B for all Gi ∈ G. For
each graph Gi, let σ
i denote the ordering function of an optimal book embedding
of Gi. Let σ
i
K be a K-rooted ordering function for Gi.
Choose a root graph G0 ∈ G. Notice G0 is a vertex in the underlying tree T . Place
the vertices of G0 in the spine in the order prescribed by σ
0. This ordering function
induces a lexicographic ordering on the set of cliques in G0. So investigate V (G0)
lexicographically until a clique K0 is found which has the smallest lexicographic
order on V (K0) with respect to σ
0, where K0 is involved in a clique-sum with
another graph, G1 ∈ G. Specifically, K0 ⊆ G0 and K0 ⊆ G1, where K0 ⊆ G0 ⊕G1
in G(T ).
Next consider the vertices of G1 which have not yet been embedded in the spine.
These are the vertices of G′1 = G1 \ K. Although BT(G1) = B gives an order
on the vertices of G1 via σ
1, the vertices of K0 have already been ordered with
respect to σ0. Place the vertices of G′1 = G1 \ K0 in the spine according to the
order prescribed by σ1K0 in between the last vertex of K0 and the next vertex of
V (G0) with respect to the order prescribed by σ
0. By Lemma 4.20, BT(G1) ≤ 3B.
Rename all of the vertices of G0 ⊕ G1 and let σ
0 ⊕ σ1K0 denote the permutation
equivalent to this ordering.
If K is a maximal clique, then it was a member of QueZoo(G(T )) and received
a clique color QueHue(K). If K is not a maximal clique, then choose any max-
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imal clique K ′ such that K ⊆ K ′. Assign QueHue(K ′) to be QueHue(K). If
QueHue(K0) with respect to σ
0 is the same as QueHue(K0) with respect to σ
1,
then the proper coloring of the clique-graph of G0 ⊕ G1 does not need to be ad-
justed. If QueHue(K0) with respect to σ
0 is not the same as the QueHue(K0) with
respect to σ1, then rearrange the clique colors of Que(G1) until it is. Then the two
graphs may be summed so that a proper coloring is induced on Que(G0 ⊕G1).
Next investigate the vertices ordered with respect to σ0⊕σ1K0 and choose a clique
K1 with the smallest lexicographic order. Sum on the next graph G2 ∈ G via the
depth-first search of the underlying tree T. Now K1 ⊆ (G0 ⊕ G1) and K ⊆ G2.
Repeat the process described above. Since (G2, σ2) is an ordered graph, let σ
2
K1
be
the K1-rooted ordering of G2. Identify the last vertex of K1, and the next vertex
in the spine belonging to G0⊕G1. Place the vertices of G2 which have not already
been embedded by G0 ⊕ G1 between these two vertices. Adjust the clique colors
of Que(G2) so the coloring of K1 with respect to Que(G1) matches the coloring of
K1 with respect to Que(G2) if necessary. Rename all the vertices in the spine so
that the next clique to be involved in a clique-sum can be lexicographically chosen
with respect to vertex order. Denote this ordering (σ0 ⊕ σ1K0)⊕ σ
2
K1
.
Continue by induction. Suppose G = (((G0⊕G1)⊕G2)⊕. . .)⊕Gi−1) and consider
G ⊕ Gi). Because BT(Gi) ≤ B, there is an ordering of the vertices of Gi denoted
σ = (((σ0⊕σ1K0)⊕σ
2
K1
)⊕. . .)⊕σi−1Ki−2). Identify the lexicographically smallest clique
Ki−1 involved in the clique sum of G with Gi. The vertices of Ki−1 have already
been ordered by σ since Ki−1 ⊆ G. Rearrange the colors in QueHueZoo(Gn) so
that the clique color is consistent with respect to both Que(G, σ) and Que(Gi, σ
i).
The same set of clique colors is kept at every stage of the induction. Identify the
last vertex of Ki−1 with respect to the current permutation σ. Place the vertices
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V (G⊕Gi \Ki−1) in between the last vertex of Ki−1 and the next vertex according
to σ. Rename the vertices in the spine and denote the permutation σ ⊕ σiKi−1 .
The clique-graph Que(G) is properly colored with |QueHueZoo| clique colors
by Lemma 4.22. Recall these colors were obtained by lexicographically ordering
their edges and looking at the pages on which they were embedding in an optimal
book embedding guaranteed by Lemma 4.20. Also, if K and K ′ are distinct cliques
and QueHue(K) = QueHue(K ′), then all of the vertices of K lie in between two
consecutive vertices of K ′, or vice versa by Lemma 4.21. Denote the final ordering
of the vertices of G(T ) by σG.
The edges of G(T ) need page assignments. If (u, v) ∈ E(Gi), then pi(u, v) =
pii(u, v). Suppose (u, v) ∈ E(Gi) and (w, x) ∈ E(Gj) where i 6= j. Suppose
pi(u, v) = pi(w, x). The edges of Gi are nested with respect to the edges of Gj
with respect to σG because they do not overlap on any clique involved in the sum-
ming process. So (u, v) and (w, x) can lie on the same page in the book embedding.
All of the edges in all of the graphs Gi that do not have an endpoint involved in a
clique sum are placed in B pages by their original ordering σi.
Consider the edges of G(T ) that do have an endpoint in a clique involved in a
clique-sum forming G(T ). Suppose (u, v) is such an edge. Then u ∈ V (K) for some
clique K involved in a clique-sum. Note that v need not necessarily be involved
in the vertex set of a clique used in summing. There are χ× (3B)(
n
2) colors where
n ≤ d2
3
eB by Lemma 4.23 and Lemma 4.20. Also, u received a color χ(u) from
χ choices from the proper vertex coloring of G(T ) by [2]. Let pi(u, v) be the page
assigned to the color pair (χ(u), QueHue(K)), where K is the lexicographically
smallest clique for which (u, v) ∈ E(K). Note the clique color of K may have been
adjusted in the course of the proof. It remains to be shown this edge assignment
produces a book embedding.
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Suppose (u, v) ∈ E(K) and (u′, v′) ∈ E(K ′) were embedded on the same page.
Since χ(u) = χ(u′), it is true that (u, u′) is not an edge in G(T ), and hence
could not be in either clique K or K ′. Thus K and K ′ are distinct cliques. Since
QueHue(K) = QueHue(K ′), it is true that K and K ′ are nested by Lemma
4.20. Thus, the vertex set V (K) \ V (K ′) lies entirely within the interval created
by two distinct consecutive vertices of V (K ′) \ V (K), or vice versa. So either
σG(u) < σG(u
′) < σG(v
′) < σG(v) or σG(u
′) < σG(u) < σG(v) < σG(v
′). Since
(u, v) and (u′, v′) are nested, the book embedding is completed.
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5. The Main Theorem Revisited
We return to Theorem 1.2, which states that for every minor-closed class of
graphs, other than the class of all graphs, there is a number k such that every
member of the class can be embedded in a book with k pages.
Proof of Theorem 1.2. Let C be a minor-closed class of graphs other than the class
of all graphs, and let H be a member of C. Let H =
⊕
Hi be the decomposition
guaranteed by Robertson and Seymour [10]. Recall that each graph Hi is “almost”
embedded in a surface Σi of genus gi. Let Vi be a set of apex vertices of Hi and let
H ′i = Hi−Vi. Note that there are at most V (C) vertices in each Vi. Let Ri be a set
of r-rounds of Hi and let E
′(Ri) denote the set of all cap edges of each r-round in
Ri. Note that there are at most R(C) r-rounds in each Ri. Moreover, the depth of
any one of these rings is at most ρ(C). The definitions of each of these components
were previously discussed on pages 17 and on 9. Denote H ′′i = H
′
i − E
′(Ri). Now
H ′′i can be embedded in a surface Σi. The decomposition of H into the pieces Hi
can be chosen so that either Σi is a sphere or the embedding of H
′′
i in Σi has
representativity at least %(C) for each i. Specifically, choose %(C) = 3.
Now, H ′′i is embedded in surface Σi of genus gi ≤ g(C). However, the planar-
nonplanar decomposition algorithm is applied to (H ′′i )
bct, which is embedded in
the surface Σci which has genus g
c
i . Because H
′′
i is a subgraph of (H
′′
i )
bct, by [7], H ′′i
requires no more than ζ(gci ) pages, where ζ(g
c
i ) = O(g
c
i ).
By Theorem 3.18, no more than 4|Ri| pages are needed to embed the cap edges
E ′(Ri) of all the r-rounds in Ri, and |Ri| ≤ R(C). Thus, the book thickness of H
′
i
is at most ζ(gci ) + 4R(C). By Lemma 3.9, |Vi| ≤ V (C) pages are needed to embed
the apex vertices. Thus, the book thickness of Hi is at most ζ(g
c
i )+4R(C)+V (C).
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By Theorem 4.26, the book thickness of the clique-sum tree H =
⊕
Hi is no more
than
k = χ×
(
3[ζ(gci ) + 4R(C) + V (C)]
)(n2) + ζ(gci ) + 4R(C) + V (C))
where n ≤ d2
3
e(ζ(gci ) + 4R(C) + V (C).
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6. Subdivisions and Book Embeddings
This section is devoted to the study of subdivisions of a complete graph Kn
and a complete bipartite graph Kn,n with regard to book thickness. An edge of a
graph is subdivided if it is replaced by a path of length at least 2 that has the same
endpoints. A subdivision of a graph G is a graph resulting from subdividing some
edges of G. If G is a graph, denote the graph obtained by subdividing every edge
of G exactly n times by subn(G). This is equivalent to replacing every edge of G
by a path of length n + 1.
Recall from Definition 2 that (u, v) and (u′, v′) are locked when σ(u) < σ(u′) <
σ(v) < σ(v′) or σ(u′) < σ(u) < σ(v′) < σ(v). When two edges are not locked, we
said they were nested. In Figure 1.2, locked edges are depicted on the left, and
nested edges are depicted on the right. Now we want to look at the nested edges
and differentiate between two types of nesting.
Definition 35. If (G, σ) is an ordered graph, two edges (u, v) and (u′, v′) are
nested in when σ(u) < σ(u′) < σ(v′) < σ(v) or σ(u′) < σ(u) < σ(v) < σ(v′).
Two edges (u, v) and (u′, v′) are nested out when σ(u) < σ(v) < σ(u′) < σ(v′) or
σ(u′) < σ(v′) < σ(u) < σ(v).
In Figure 1.2, edges (u1, v1) and (u2, v2) are nested in, where as edges (u1, v1)
and (u3, v3) are nested out.
Proposition 6.27. If G is a simple, outerplane graph with |V (G)| = n where
n ≥ 2, then |E(G)| ≤ 2n− 3.
Proof. If n = 2 or 3, the conclusion follows immediately. Assume n ≥ 4. Suppose
G = (V,E) is an outerplane graph with |V (G)| = n and |E(G)| ≤ 2n− 3.
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Because G is an outerplane graph, the boundary of the infinite face must be a
cycle C. There are n vertices and n edges in C. Triangulate the interior of C to
obtain a maximal configuration; maximal in the sense that no additional edges can
be added to the graph without violating the outerplanarity of the graph. Denote
this graph by G′ = (V,E ′). Note that |E(G′)| = 2n− 3.
Consider constructing an outerplane graph G′′ = (V ′′, E ′′) where |V (G)| = n+1.
Subdivide an edge in C. This increases the number of edges by 1. Now there is
a face of G′′ that is bounded by a cycle of length 4. Another edge can be added
to the interior of this face without violating the outerplanarity of the graph. The
resulting graph is maximal and has 2n − 1 = 2(n + 1) − 3 edges. Induction is
complete and the conclusion follows.
Recall from page 5 that a graph has book thickness one if and only if it is
outerplanar.
Corollary 6.28. If G is a simple graph with n vertices and BT(G) = 1, then G
has at most 2n− 3 edges.
Corollary 6.29. If G is a simple graph with |V (G)| = n where n ≥ 2 that can be
embedded on B pages, then |E(G)| ≤ n + B(n− 3).
Proof. The n edges between consecutive vertices of the embedding, including an
edge between the first and last vertices on the spine, can be placed on any page of
the book without interfering with any other edges embedded on that page. So, at
most n− 3 edges that are not between consecutive vertices can be embedded in a
single page. Therefore, at most B(n − 3) edges that are not between consecutive
vertices can be embedded in B pages, and so |E(G)| ≤ n + B(n− 3).
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Proposition 6.30. If Kn is a complete graph on n vertices, then there is a subdi-
vision of Kn with book thickness at most 3.
Proof. Let Kn be a complete graph on n vertices and let B be a 3-page book.
Place the vertices of Kn on the spine of the B in any order. If (vi, vj) is an edge
of Kn where i < j, subdivide this edge twice and denote the path P (vi, vj) =
(vi, v
1
ij, v
2
ij, vj). Place each vertex v
1
ij next to vi on the spine of B and each vertex
v2ij next to vj on the spine of B. This is done in sequence for 1 ≤ i < j ≤ n. All
edges of the form (vi, v
1
ij) and (v
2
ij, vj) are assigned to one page of B.
It remains to embed a matching of v1ij and v
2
ij for every 1 ≤ i < j ≤ n. Note that
this matching can be embedded in the plane formed by the remaining two pages
of B. Moreover, the edges of the matching can be easily arranged so that each
intersects the spine at a finite number of points. The edge (v1ij, v
2
ij) will receive one
new subdivision each time it needs to cross the spine of the book. Therefore, there
is a subdivision of Kn with book thickness atmost 3.
Note that every graph is a subgraph of a clique Kn for some value of n, so the
previous proposition can be generalized to the following.
Theorem 6.31. If G is a graph on n vertices, then there is a subdivision of G
with book thickness at most 3.
An algorithm for embedding clique Kn in a book with d
n
2
e pages was given in
[1], providing us with an upper bound on the book thickness of Kn. In the next
theorem, we combine this result with a counting argument which provides a lower
bound on the book thickness of Kn to conclude that the BT(Kn) = d
n
2
e.
Theorem 6.32. If n ≥ 4, then BT(Kn) = d
n
2
e.
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Proof. Consider that Kn has
(
n
2
)
=
n(n− 1)
2
edges, which need to be embedded. Set the number of edges in the graph to be
less than or equal to the maximum number of edges embedable in a book with B
pages,
n(n− 1)
2
≤ n + B(n− 3),
and solve for B. In doing so, we obtain the following:
B(n− 3) ≥
n(n− 1)− 2n
2
=
n(n− 3)
2
.
Hence, B ≥ n
2
. Since B is an integer, B ≥ dn
2
e. The book thickness of Kn is at most
B ≤ dn
2
e by [1]. Thus, the number of pages B needed to embed Kn is d
n
2
e.
Let us now show that the previous counting argument will not work to prove
that the BT(sub1(Kn)) is large. The number of edges in sub1(Kn) is twice the
number of edges in Kn, so
|E(sub1(Kn))| = 2
(
n
2
)
= n(n− 1).
However, the number of vertices has grown significantly. Since every edge of the
clique Kn receives exactly one subdivision, the number of vertices in sub1(Kn) is
|V (sub1(Kn))| = n +
(
n
2
)
=
n2 + n
2
.
By Corollary 6.29, the number of edges of sub1(Kn) that can be embedded in a
B page book is at most
n(n + 1)
2
+ B[
n(n + 1)
2
− 3].
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Again, set the number of edges in sub1(Kn) less than or equal to the maximum
number of edges which can be embedded on B pages, and solve for B to obtain
B ≥
n2 − 3n
n2 + n− 6
.
Since B is simply larger than 1, no conclusion on the number of pages needed to
embed sub1(Kn) in a book can be made by this counting argument.
Next we demonstrate that despite the failure of the above counting argument
to demonstrate it, the number of pages needed to embed sub1(Kn) in a book is
large when n is large. The proof of this will rely on a bound given in the following
variation of Ramsey’s Theorem [9].
Theorem 6.33. There is a function ρ, called the Ramsey Function, such that for
any m and c, if n ≥ ρ(m, c) and Kn is edge-colored by c colors, then it will contain
Km as a monochromatic subgraph.
The following is a corresponding version of Ramsey’s Theorem for complete
bipartite graphs.
Theorem 6.34. There is a function ρ′, such that for any m and c, if n ≥ ρ′(m, c)
and Kn,n is edge-colored by c colors, then it contains Km,m as a monochromatic
subgraph.
Consider subdividing every edge of a complete graph exactly once. We will prove
that the book thickness of sub1(KN) is large when N is large.
Proposition 6.35. For each B, there exists an integer N = ρ(B) such that for
all n ≥ N , the book thickness of sub1(Kn) is greater than B.
Proof. Let N = ρ(
(
B
2
)
, 5). Suppose there is an B-page book embedding of G =
sub1(Kn) where n ≥ N . Let pi : E(G) → P be the one-to-one correspondence of
edges to pages of the book embedding.
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Let {vi}
n
k=1 denote the vertices of Kn. Let Pij = (vi, wij, vj) be the path from vi
to vj with i < j in sub1(Kn). The path Pij receives the color {pi(e), pi(e
′)} where
e = (vi, wij) and e
′ = (wij, vj) are the two edges in the path Pij. There are B
choices for each of pi(e) and pi(e′), so the path Pij is assigned one of
(
B
2
)
colors.
Assign each edge (vi, vj) of Kn the color {pi(e), pi(e
′)} where e and e′ are the two
edges in the path Pij in sub1(Kn). Applying Theorem 6.33 to Kn, colored with(
B
2
)
colors, we can conclude there must exist a monochromatic K5. This implies a
bichromatic sub1(K5), which is impossible since sub1(K5) is nonplanar by [8], and
therefore has book thickness more than two. This is the contradiction. Therefore,
the book thickness of sub1(Kn) is greater than B.
It is also true that the book thickness of sub1(Kn,n) is large when n is large.
Proposition 6.36. For each B, there exists an integer N = ρ′(B) such that for
all n ≥ N , the book thickness of sub1(Kn,n) is greater than B.
Proof. Let N = ρ′(
(
B
2
)
, 3). Suppose there is an B-page book embedding of G =
sub1(Kn,n) where n ≥ N . Let pi : E(G) → P be the one-to-one correspondence
of edges to pages of the book embedding. Let {vi}
2n
k=1 denote the vertices of Kn,n.
Because Kn,n is a complete bipartite graph, its vertices can be partitioned into two
sets V1 = {vi}
n
k=1 and V2 = {vi}
2n
k=n+1. Assume 1 ≤ i ≤ n and n + 1 ≤ j ≤ 2n. Let
Pij = (vi, wij, vj) be the path from vi to vj with i < j in sub1(Kn,n). The path Pij
receives the color {pi(e), pi(e′)} where e = (vi, wij) and e
′ = (wij, vj) are the two
edges in the path Pij. There are B choices for both pi(e) and pi(e
′), so the path Pij
is assigned one of
(
B
2
)
colors.
Assign each edge (vi, vj) of Kn,n the color {pi(e), pi(e
′)} where e and e′ are the
two edges in the path Pij in sub1(Kn,n). Applying Theorem 6.34 to Kn,n, colored
with
(
B
2
)
colors, we can conclude there must exist a monochromatic K3,3. This
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implies a bichromatic sub1(K3,3), which is impossible since sub1(K3,3) is nonplanar
by [8], and therefore has book thickness more than two. This is the contradiction.
Therefore, the book thickness of sub1(Kn,n) is greater than B.
Theorem 6.37. For each m and B, there exists an integer N such that for all
n ≥ N , we have BT(subm(Kn)) > B.
Proof. The following functions, applied recursively, will be needed. We will com-
monly refer to gk(m,B) as gk in the following discussions.
g1(m,B) = ρ(2
m+1Bm+1, g2(m,B)), (6.1)
gk(m,B) = 2
(gk+1(m,B)2 ) for each k such that 2 ≤ k ≤ m, (6.2)
gm+1(m,B) = 5, (6.3)
g(m,B) = g1 ◦ g2 ◦ ... ◦ gm+1(m,B), (6.4)
g(i,m,B) = gi ◦ gi+1 ◦ ... ◦ gm+1(m,B). (6.5)
We will start with an embedding of subm(Kg(m,B)) into B pages, and then apply
a sequence of Ramsey type arguments to conclude that a subdivision of K5 is
embedded on only two pages, which is clearly impossible since K5 is nonplanar.
The proof is quite long, and so, in order to aid in its comprehension, we will
emphasize the key points as lemmas.
Suppose G = subm(KN) where N = g(m,B) is embedded in a book with B
pages. Let V (KN) = {vi}
N
i=1. Let w
k
ij where 1 ≤ k ≤ m be the ordered set of
m subdivision vertices interior to the path Pij from vi to vj where 1 ≤ i < j ≤
N in subm(Kn). Let vi = w
0
ij and vj = w
m+1
ij . Thus Pij can be represented as
(vi, w
1
ij, . . . , w
k
ij, . . . , w
m
ij , vj).
The first step is to color each edge of G with respect to the page it is embedded in
and use the sequence of colors of edges to give each path a color. Let pi : E(G)→ P
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where P is the set of B pages in the book. The page that an edge e is embedded
on is pi(e). Assign to Pij the color (pi(e
1), ..., pi(em+1)) where ek = (wkij, w
k+1
ij ) is the
kth edge from vi to vj in the path Pij where i < j. Because pi(e
k) is chosen from B
colors, there are Bm+1 possible color choices for each path Pij in subm(Kn).
Begin with any vertex on the spine and traverse the spine in a consistent di-
rection. If ek = (wkij, w
k+1
ij ) is an edge and w
k
ij follows w
k+1
ij on the spine, we
say that ek is a left edge. If σ(wkij) < w
k+1
ij , we say that e
k is a right edge. Let
X : E(G)→ {left, right}. Assign to Pij the color (X(e
1), ..., X(em+1)). Therefore
there are 2m+1 possible color choices for each Pij in subm(KN).
The final step in coloring a path is to combine the sequence of colors and the
sequence of directions. Each edge is given a color (pi(ek), X(ek)) which represents
the page it is embedded in and the direction it has with respect to the order of
its endpoints. Thus each path is given a color
(
(B1, X1), . . . , (Bm+1, Xm+1)
)
and
there are no more than 2m+1Bm+1 path colors.
Lemma 6.38. If subm(Kg2) is a subgraph of G = subm(Kg1) where g1(m,B) =
ρ(2m+1Bm+1, g2), then subm(Kg2) inherits an embedding in a book with m+1 pages
from subm(Kg1) where all of the edges embedded on a particular page have the same
direction.
Proof. Apply Theorem 6.33 to G = subm(Kg1) colored with g1(m,B) colors to
conclude there is a monochromatic subgraph subm(Kg2). In this subgraph every
path Pij has the same sequence of pairs
(
(B1, X1), . . . , (Bm+1, Xm+1)
)
. This rep-
resents an embedding of subm(Kg2) in m + 1 pages, denoted P = {P
i}mi=1, and
includes the direction of every edge with respect to this embedding.
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In particular, on any given page, every edge has the same direction with respect
to its endpoints as labeled by the paths. This completes the proof of Lemma
6.38.
Now, we continue the proof of Theorem 6.37.
Definition 36. If ek = (wkij, w
k+1
ij ) is the k
th edge in the path Pij, then w
k
ij is called
the originating vertex and wk+1ij is the terminating vertex.
Definition 37. If i < j and Pij is a path originating at vi and terminating at vj,
then denote the set of all edges on page pi(ek) of paths beginning with the originating
vertex vi by org
k(vi) for 1 ≤ k ≤ m + 1. Likewise, denote the set of edges on page
pi(ek) of paths ending with terminating vertex vj by term
k(vj).
We will commonly refer to a portion of the spine of a book as a subinterval of the
spine. If wix is the vertex in the path originating with vertex vi where σ(vi) ≤ σ(v)
for all v ∈ org(vi), and wiy is the vertex in the path originating with vertex vi
where σ(vi) ≥ σ(v) for all v ∈ org(vi), and wiy is the vertex in the path originating
with vertex vi, then consider the subset of the spine between wix and wiy.
Consider orgk(vi) as an subinterval of the spine determined by the vertex vi
where σ(vi) ≤ σ(v) for all v ∈ org(vi) and the vertex v
′
i where σ(v) ≤ σ(v
′
i) for all
v ∈ org(vi). Define the subinterval determined by term
k(vj) in the same way. We
desire orgk(vi) to lie in distinct subintervals of the spine of the book for each i.
If orgk(vi) and org
k(v′i) do not lie in distinct subintervals of the spine of the
book, we say their vertices are mixed.
Consider the page B1. The first edge of every path Pij traversed from vi to vj
with i < j lies on this page. The next lemma is the first step in an induction
process.
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FIGURE 6.21. Possible locations for term1(vi) in right and left cases.
Lemma 6.39. There is an integer g2(m,B) = 2
(g32 ) such that subm(Kg2) inherits
a restricted embedding in a book with m+1 pages from subm(Kg1) where all of the
edges embedded on a particular page have the same direction and the subintervals
determined by term1(vi) are distinct.
Proof. Consider the first page B1. By Lemma 6.38, we can assume all edges in
this page are either left or right edges. Suppose all edges are right edges. Compare
vi to vj where i < j, so that σ(vi) < σ(vj) on the spine of the embedding. An
arbitrary edge on page B1 is the first edge of some path Pij, and hence has the
form (vi, w
1
ij) for some j with i < j. See Figure 6.21 for an example.
Fix i and consider w1ij for all such choices j. Then the set of terminating vertices
w1ij of paths which originate with vi can lie in one of two subintervals of the spine
of the book, namely preceding or following vi. At least half of these terminating
vertices w1ij must lie in subinterval of the spine of the book preceding or following
vi.
Consider the subinterval of the spine of the book which contains less than or
equal to half of the vertices w1ij for the fixed i and all j with i < j. Follow the
paths Pij to the associated terminating vertices vj. Delete these terminals vj. We
will commonly refer to the set of deleted vertices the minority set even though it
is possible that exactly half of the vertices may be in it. The vertices remaining
will be referred to as the majority set. If the majority of the set of terminating
vertices on page B1 precede vi, then the nested out case arises. If the majority set
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of terminating vertices on page B1 follow vi, then the nested in case arises. For each
such comparison, it is possible to lose up to half the size of the subdivided complete
graph existing at that stage. Since there is a subgraph subm(Kg3) of subm(Kn), and
every path Pij for i < j was subjected to a comparison, we made
(
g3
2
)
comparisons
altogether.
Hence, there is an integer g2(m,B) = 2
(g32 ) such that subm(Kg2) inherits a re-
stricted embedding in a book with m + 1 pages from subm(Kg1) where all of the
edges embedded on a particular page have the same direction and the subintervals
determined by term1(vi) are distinct.
Consider B1, with left edges. Thus vj follows vi on the spine. Again the termi-
nating vertices of edges on page B1 of paths which originate with vj can lie in
one of two subintervals of the spine of the book. At least half of these terminating
vertices w1ij must either all follow or all precede vi. Follow the paths Pij for fixed i
and all j with i < j of the set containing the minority of w1ij to their associated ter-
minating vertices vj at the end of the paths. Delete the paths with these terminals
vj. If the majority set of terminating vertices precedes vi, then the nested out case
arises. If the majority set of terminating vertices on page B1 follows vi, then the
nested in case arises. For each such comparison, we may lose up to half the order
of the complete graph that was subdivided. Thus there is a subgraph subm(Kg3)
of subm(Kn), and every path Pij for i < j was subjected to a comparison, so
(
g3
2
)
comparisons were made altogether.
Compare all the vertices vi with the vertices vj one at a time, where i < j. The
final result is a subdivided complete graph on n3 vertices for which term
1(vi) lie in
distinct subintervals of the spine of the book on the spine for all i. This completes
the proof of Lemma 6.39.
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Now, we continue the proof of Theorem 6.37. The first step of induction is com-
pleted with Lemma 6.39. Because the subdivided complete graph on n3 vertices
has the property term1(vi) lie in distinct subintervals of the spine of the book on
the spine for all i, it also follows that the subdivided complete graph on n3 vertices
has the property that org2(vi) lie in distinct subintervals of the spine of the book
on the spine for all i.
For the purposes of induction, suppose there exists an integer gk−2 such that
there is a restricted embedding of subm(Knk−1) in at most m + 1 pages. All of the
edges embedded on a page Bk−1 have the same direction. Additionally, terminating
vertices termk−1(vi) lie in distinct subintervals of the spine of the book on the spine
for all i. Now we begin the final stage of induction.
Lemma 6.40. There exists an integer gk for 2 ≤ k ≤ m such that for k =
1, . . . ,m − 2 we have a restricted embedding of subm(Knk−1) in at most m + 1
pages. All of the edges embedded on a particular page have the same direction. Ad-
ditionally, the subintervals of the spine of the book of terminating vertices termk(vi)
lie in distinct subintervals of the spine of the book on the spine for all i.
Proof. Consider all edges on page Bk. So if e = (wk−1ij , w
k
ij), then pi(e
k) = Bk and
X(ek) = right. We know orgk(vi) lie in distinct subintervals of the spine of the
book since they were termk−1(vi) on page B
k−1. We wish to compare orgk(vi) to
orgk(vj) where the subinterval of the spine of the book of org
k(vi) precedes the
subinterval of the spine of the book containing orgk(vi).
Suppose orgk(vi) precedes org
k(vj). All edges are directed right, so consider the
subinterval of the spine of the book in which termk(vj) lies. Designate subinterval
preceding termk(vj) as I, and the subinterval following term
k(vj) as II.
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FIGURE 6.22. Interval termk(vi) compared to term
k(vj).
If at most half of the termk(vi) are mixed with term
k(vj), then follow them to
their associated terminals and delete the undesirable paths. See Figure 6.22. At
this time, the termk(vi) and term
k(vj) are not mixed. Now consider whether most
of termk(vi) lie in subinterval I or II. Follow the paths Pij for fixed i and i < j of
the set containing the minority of wkij to their associated terminals vj at the end
of the paths. Delete these terminals vj. If the majority set of terminating vertices
on page Bk lay in subinterval I, then the nested out case arises. If the majority
set of terminating vertices on page Bk lay in subinterval II, then the nested in
case arises. For each such comparison, we may lose up to half the size of the
subdivided complete graph we currently have. Since we have a subgraph subm(Kgk)
of subm(Kn), and every path Pij for i < j was subjected to a comparison, we made(
gk
2
)
comparisons altogether.
Hence, there exists an integer gk for 2 ≤ k ≤ m such that for k = 1, . . . ,m − 2
we have a restricted embedding of subm(Knk−1) in at most m + 1 pages. All of
the edges embedded on a particular page have the same direction. Additionally,
the subintervals of the spine of the book of terminating vertices termk(vi) lie in
distinct subintervals of the spine of the book on the spine for all i.
If at least half of the orgk(vj) mix with the term
k(vi) , then the deletion of vi
locally forces non-overlapping subintervals of termk(vj). See Figure 6.23. The prob-
lem which could occur is the deletion of too many vertices vi via too many repeti-
tions of this case. If this happens, notice the terminating vertices of non-consecutive
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FIGURE 6.23. Case III, subcase II, argument B, right edges.
originating vertex subintervals do not mix. Delete every other originating vertex
vi maintains a complete graph at least half the size of the current one. Consider
the location of the termk(vi). It precedes or follows term
k(vj). Choose the majority
case, and delete the terminating vertices at the end of the paths of the minority
case, thus achieving a mix of nested out and nested in arrangements. There exists
an integer gk for 2 ≤ k ≤ m such that for k = 1, . . . ,m − 2 we have a restricted
embedding of subm(Knk−1) in at most m + 1 pages. All of the edges embedded
on a particular page have the same direction. Additionally, the subintervals of the
spine of the book of terminating vertices termk(vi) lie in distinct subintervals of
the spine of the book on the spine for all i. This completes the proof of Lemma
6.40.
Now, we continue the proof of Theorem 6.37. By Lemma 6.39 and Lemma 6.40,
we have obtained a highly structured book embedding of a subdivided complete
graph of at least size sub1(K5). Each edge of every path from any vi to any vj
with i < j is embedded in a particular page and in a particular direction. The
subintervals of terminating vertices term(vi) are distinct for pages B
1 through Bm.
Furthermore, the subintervals of terminating vertices orgm+1(vi) are distinct.
Consider the embedding of subm(K5). On the last page of the embedding, a
matching must be made between orgm+1(vi) and vj for i < j. These matching
edges are the last edges of each of the paths Pij in subm(K5). Now sub1(K2,3) has
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K2,3 as a minor, and K2,3 is not an outerplanar graph, therefore it cannot be drawn
on the last page of the embedding. This is a contradiction which completes the
proof of Theorem 6.37.
Similarly, there is the corresponding theorem for complete bipartite graphs.
Proposition 6.41. For each m and B, there exists an integer N such that for all
n ≥ N , we have BT(subm(Kn,n)) > B.
The proof of this is similar, and therefore, we omit it.
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7. Conclusion
We investigated book embeddings of subdivided cliques. Although it was pre-
viously known that the BT(Kn) ≤ d
n
2
e for n ≥ 4, we still provided a counting
argument demonstrating a lower bound to be n
2
. A similar counting argument was
shown not to work on sub1(Kn). We proved that for every n there is a subdivision
of a clique Kn which has book thickness at most 3. The proof that BT(sub1(Kn))
requires a large book for embedding relied on Ramsey’s Theorem. It assigned colors
to the edges of a clique with respect to the embedding of the edges of sub1(Kn) on
a book with R pages for the purpose of deriving a contradiction. A similar proof
worked for a complete bipartite graph.
We proved a bounded number of subdivisions does not significantly reduce the
book thickness of a clique. We obtain a highly structured embedding of a subdi-
vided clique via Ramsey-type arguments, and a recursive look at each of the pages
of the embedding. The contradiction came from the impossible one page embed-
ding of a matching which included the nonplanar graph K2,3 on the last page of
the embedding. A similar proof worked for a complete bipartite graph.
We proved that any member of a minor closed class of graphs, other than the
class of all graphs, can be embedded in a book with thickness that depends only
on the class. Separate arguments concerning surface embeddings, apex vertices,
clique-summing, tree-width and r-rounds came together to prove the theorem.
The r-rounds needed most of the work, which relied heavily on Heath and Istrail’s
work on book embeddings.
Finally, we give a few open problems for readers interested in this subject. Given
a book with n pages, characterize the graphs can be embedded in it. Given an arbi-
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trary graph, what book provides the optimal embedding? A description of clique-
like graphs requiring large books for embedding would be helpful in completing
the question of book embeddings of an arbitrary graph.
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