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Completing partial Latin squares is shown to be NP-complete. Classical embedding techniques 
of Hall and Ryser underly a reduction from partitioning tripartite graphs into triangles. This in 
turn is shown to be NP-complete using a recent result of Holyer. 
1. Introduction 
A Latin square of order R is an n x n array; each entry is an element from the set 
(1, -**, n}. Each row contains each element exactly once, and each column contains 
each element exactly once. Latin squares are fundamental tools in experimental 
design (see [ 111, for example). Algebraically, a Latin square is the multiplication 
table of a quasigroup; studies in this context have led to applications in algebra, 
combinatorics, graph theory, and other areas [3]. 
One of the major research drives on Latin squares concerns partial Latin squares. 
A partial Latin square of order n is an n x n array; each entry is either empty, or 
else it contains an element from { 1, . . . , n}. Each row (column) contains each element 
at most once. One important investigation of the structure of Latin squares aims 
to characterize partial Latin squares which can be completed to Latin squares, 
without the addition of rows, columns, or elements. This study was initiated by Hall 
[5] and Ryser [ 131, and has been pursued by many researchers; an excellent survey 
is given in [lo]. 
The computational complexity of completion has been considered by Rosa [12]; 
in fact, he asked whether the problem is NP-complete. Giles, Oyama, and Trotter 
[4] also asked whether completion is NP-complete; in addition, they showed that a 
somewhat more general problem is NP-complete. The expectation of obtaining a 
good algorithm is further lessened by a recent result showing that deciding whether 
a symmetric partial Latin square can be completed to a symmetric square is NP- 
complete [2]. One might expect an easy modification of this construction to remove 
the ‘symmetric’ restriction. However, this does not appear to be so - all of the sym- 
metric partial Latin squares constructed in [2] can be completed, to (possibly) asym- 
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metric Latin squares! The result in the symmetric case may nonetheless lead us to 
expect a similar result in the asymmetric case. 
Our purpose here is to show that this is indeed so: completing partial Latin 
squares is NP-complete. We show this in two steps. In the first, we develop a cor- 
respondence between completion and a graph-theoretical problem, partitioning 
tripartite graphs into triangles. We show that this latter problem is NP-complete, 
using a proof technique of Holyer [8]. In the second step, we use classical Latin 
square embedding techniques of Hall [S] and Ryser [ 131 to reduce triangle-partition 
of tripartite graphs to completion. 
This result demonstrates that a good characterization of completable partial Latin 
squares is unlikely. Moreover, it is an important addition to the class of NP- 
complete problems in the areas of algebra and combinatorial design theory. 
2. Triangle-partition of tripartite graphs 
We assume familiarity with standard graph-theoretic terminology [l]. A graph 
G = (V, E) is tripartite if its vertex set V can be partitioned into three sets Vi, Vz, V, 
each inducing an independent set in G; equivalently, G is 3-colourable. A triangle- 
partition of a graph G=(V,E) is a partition of E into sets, each containing three 
edges which form a triangle (or Ks) in G. A tripartite graph is uniform if every 
vertex exhibits the following regularity: a vertex in Vt (or I$, or VJ) has the same 
number of neighbours in V2 and V, (or Vi and Vs, or Vt and I$, respectively). A 
tripartite graph with a triangle-partition must be uniform. 
The relation between completion of partial Latin squares and triangle-partition 
of tripartite graphs is a close one. Given a partial Latin square P of order n, we form 
a graph G(P), called the defect of P. G(P) has vertex set {ri 1 row i contains an 
empty square} U { Cj 1 column j contains an empty square} U { ek 1 element k appears 
in fewer than n squares}. The edges of G(P) are as follows: 
(1) If the (i, j) square of P is empty, (ri, Cj) is an edge. 
(2) if row i does not contain element k, (ri,ek) is an edge. 
(3) If column j does not contain element k, (Cj,ek) is an edge. 
G(P) has a triangle-partition if and only if P can be completed. Thus completion 
reduces to triangle-partition of tripartite graphs. In fact, we will show that the con- 
verse also holds, i.e. that these two problems are polynomial time equivalent. We 
first show that triangle-partition of tripartite graphs is NP-complete. 
Holyer [8] has shown that triangle-completion of graphs is NP-complete. Essen- 
tially the same proof shows that 
Theorem 2.1. Deciding whether a tripartite graph has a triangle-partition is NP- 
complete. 
Proof. Membership in NP is immediate. To show completeness, we use Holyer’s 
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construction [8], with minor modifications to ensure that the graph constructed is 
tripartite. We do not include the details of Hoyler’s method here, but instead 
describe only the necessary modifications. The basic ingredient is a graph HJ,p 
which can be partitioned into triangles in two distinct ways. H3,p is defined as 
follows: its vertex set is 
((x,,x~,x~)EZ~)X~+X~+X~~O (modp)}. 
Two vertices (xi, x2, x3) and (JJ,, y2, ys) are adjacent if there exist distinct i, j, and 
k so that 
(1) xi=yi (mod p), 
(2) Xj’Yj + 1 (mod P), and 
(3) xk”yk- 1 (mod p). 
We first observe that H3,p is 3-colourable (tripartite) if and only if p=O (mod 3). 
In fact, any 3-colouring of the ‘standard’ Ks (the triangle (O,O, 0), (1, - l,O), (LO, - 1)) 
forces a unique 3-colouring of H,,,. 
We modify Hoyler’s construction in two ways. First, we always choose the 
building blocks HJ,, so that p=O (mod 3); having done so, we arbitrarily 3-colour 
the H,,,. Second, when Hoyler identifies ‘patches’ in these graphs, we ensure that 
the identification is done so as to identify vertices of the same colour. This does not 
alter Hoyler’s argument, but ensures that the graph remains 3-coloured, or 
tripartite. 0 
3. Completion of partial Latin squares 
In this section, we show that completion of partial Latin squares is NP-complete. 
We do this by establishing that every uniform tripartite graph is the defect of some 
partial Latin square. We require some preliminary definitions. 
Given a tripartite graph G = (V, E) with tripartition Vt U V, U Vs, we label the ver- 
tices in V, arbitrarily with distinct labels from (ri, r,, . . . , rx}, x= 1 V, (. We similarly 
label V2 from {c,c2,...,cy} and V, from {el,e2,_..,ez]. We assume this arbitrary 
labelling henceforth. 
A Latin framework for such a tripartite graph G, denoted LF(G; r, s, t), is an r xs 
array. Each entry is either empty, or else is from the set { 1, . . . , t}. Each row (col- 
umn) contains each element at most once. Three additional constraints are imposed, 
based on the structure of G: 
(1) If G contains the edge (ri,ci), the (i,j) entry of the LF(G; r, s, t) is empty; 
otherwise, it contains an element from { 1, . . . , t}. 
(2) If G contains the edge (r;, ek), row i of the LF(G; r, s, t) does not contain ele- 
ment k. 
(3) If G contains the edge (Cj, ek), column j of the LF(G; r, s, t) does not contain 
the element k. 
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When r=s=t, G is precisely the defect of the LF(G; r,r,r). In fact, LF(G; r,r,r) 
is a partial Latin square which can be completed if and only if G has a triangle- 
partition. Thus, our next task is to produce Latin frameworks. 
Lemma 3.1. For an n-vertex uniform tripartife graph G, there is a Latin framework 
LF(G; n, n, 2n). 
Proof. Define the n xn array L as follows. If (rj,cj) is an edge of G, leave the 
(i,j) entry of L empty. Otherwise, let the (i, j) entry contain the element 
1 + n + ((i+j) mod n). L is an LF(G; n, n, 2n). Cl 
We adapt a theorem of Ryser [13] to recursively expand these Latin frameworks: 
Lemma 3.2. Let L be an LF(G; r,s, t) for a uniform tripartite graph G. Denote by 
R(k) the number of times element k appears in L plus half the degree of ek in G. 
Then whenever R(k) 2 I-+ s- t for all 1 I ks t, L can be extended lo an 
LF(G;r,s+l,t) L’in which R’(k)rr+(s+l)-tforail lrkrt. 
Proof. Denote by Si the set of all elements {k ) k does not appear in row i of L and 
(ri, ek) is not an edge of G }. Let A4 be the set of all elements {k 1 R(k) = r + s - c ) . 
We show that the sets S , , . . . , S, have a system of distinct representatives containing 
all elements in M. This system of distinct representatives i added as the (s+ 1)st 
column, to create L’ from L. The remaining details parallel Ryser’s proof closely, 
but we include them here for completeness. 
Using the theorem of Hoffman and Kuhn [7], we must only show that the sets 
S1, . . . . S,(l) have an s.d.r., and (2) for every M’ c M, at least [M’/ of the sets 
$9 ***, S, have nonempty intersection with M’. First we address (1). Let 1 IMST 
and choose any m of the sets. Each set contains t--s elements, since G is uniform. 
Thus the sum of cardinalities of these m sets is m(t-s). On the other hand, each 
of the elements 1,2, . . . , t appears at least r+ s- t times in L and G; from this, note 
that each element k appears in at most t-s of the {Si}. Now examine the union of 
the m chosen sets. This union contains some number p of elements. Since each ele- 
ment appears in at most t-s of the sets, we have p(t - s) 1 m(t - s), so p 2 m. Thus 
any m sets have at least m elements in their union, and P. Hall’s theorem [6] ensures 
the existence of an s.d.r. 
Next we address (2). Let M’ be any subset of M, and suppose there are p of the 
{S;} having nonempty intersection with M’. Each of these p sets contains t-s 
elements; hence the sum of cardinalities of these sets is p(t -s). However, each ele- 
ment of A4 appears in exactly r- (r + s - t) = r-s of the {S,}, and thus 
IM’I (t -s)~p(t-s), whence IM’I up. This establishes that at least 1 M’I of the 
sets have nonempty intersection with M’ and thus the Hoffman-Kuhn theorem 
guarantees the existence of an s.d.r. containing all elements of M. II 
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We use Lemma 3.2 to repeatedly add columns. To add rows, one approach is to 
simply transpose the array and use Lemma 3.2 again. In fact, the addition of rows 
does not need this amount of machinery. M. Hall [5] showed that an rxs Latin rec- 
tangle based on 1,2, . . . , s can always be completed to a Latin square. This is proved 
by establishing that an s.d.r. exists for the sets C,, . . . , C,, where Ci consists of the 
elements not appearing in column i. Precisely the same proof establishes that 
Lemma 3.3. A Latin framework LF(G; r, s, s) for a uniform tripartite graph G can 
be extended to a Latin framework LF(G; s, s, s). Cl 
Lemmas 3.1, 3.2 and 3.3 in conjunction lead to 
Theorem 3.4. Given an n-vertex uniform tripartite graph G. a Latin framework 
LF(G; 2n, 2n, 2n) can be produced in polynomial time. 
Proof. Initially, we produce a LF(G; n, n, 2n) using the technique of Lemma 3.1. To 
this, columns are added by repeatedly solving bipartite matching problems to find 
systems of distinct representatives; the Hopcroft-Karp algorithm [9] solves bipartite 
matching in polynomial time. We repeat this until we have an LF(G; 2n, 2n). Finally 
rows are added, again by using bipartite matching to find systems of distinct 
representatives, to produce the needed LF(G; 2n, 2n, 2n). This involves O(n) bipar- 
tite matching problems, and hence requires polynomial time. 0 
This theorem provides the necessary reduction to show 
Theorem 3.5. Deciding whether a Latin square can be completed is NP-complete. 
Proof. Membership in NP is immediate. To show completeness, we reduce triangle- 
partition of tripartite graphs, which is NP-complete by Theorem 2.1. Given an n- 
vertex tripartite graph (with specified tripartition), we first determine whether it is 
uniform. If it is not, there is no triangle-partition. If it is, we apply Theorem 3.4 
to produce a Latin framework LF(G; 2n,2n, 2n) in polynomial time. This Latin 
framework is a partial Latin square. We need only show that this partial Latin 
square can be completed if and only if G has a triangle-partition. This follows 
directly from the observation that, by construction, G is the defect of the partial 
Latin square. q 
4. Conclusions 
Theorem 3.5 severely limits any hopes of obtaining a good characterization of 
completable partial Latin squares. In addition, the construction and use of Latin 
frameworks may prove useful in investigating the complexity of other algebraic and 
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combinatorial problems, particularly using Latin frameworks in combinatorial con- 
structions in place of Latin squares. The potential of this approach awaits further 
research. 
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