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1.1 Fluorescence Microscopy 
Fluorescence microscopy is an essential technique for modern biological research to 
explore function and dynamics of proteins, cells, and tissue [1-3]. The principle of flu-
orescence microscopy is based on the physical property of fluorophores to absorb light 
at specific wavelengths and to emit this absorbed energy as fluorescence at longer 
wavelengths. This process of excitation and emission of a fluorophore [4] is depicted 
in figure 1.1. An electron in the fluorophore’s ground state absorbs a photon with energy 
hv  and jumps into a higher electronic state. From there, it spontaneously returns to 




In fluorescence microscopy, one employs fluorophores as labels of specific molecules 
or structures in cells, using special antibodies or other chemical coupling protocols. 
These fluorescent labels then emit fluorescence when illuminated by excitation light. 
Because only the labeled molecules or structure in the sample do generate fluorescence, 
only the structures of interest are visible in a microscopy image, if one uses correct 
spectral filters that transmit the fluorescent light but reject the excitation light. This 
fluorescence is typically recorded a camera that is sensitive to fluorescence light. So far, 
wide-field microscopy and confocal microscopy are the two most widely used fluores-
cence microscopies. 
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1.2 Wide-field Microscopy 
Figure 1.2 shows the principle of wide-field microscopy [5]. The excitation light firstly 
goes through an excitation filter, is then reflected by a dichroic mirror, and is finally 
focused on the sample by an objective. When the excitation light is on, the fluorophores 
in the sample emit fluorescence, which is collected through the same objective as used 
for excitation (epi-fluorescence setup), then passes the dichroic mirror, and is finally 




Wide-field microscopy has the advantage to be fast, because an entire field of view in 
the sample is illuminated and imaged instantaneously. However, a wide-field micro-
scope captures all the fluorescence that is generated throughout the whole volume of a 
sample, so that it does not have so-called z-sectioning capability and can thus not easily 
be used to record three-dimensional images of a sample. 
 
It is simpler to understand the performance of a wide-field microscope via its Point 
Spread Function (PSF) and Optical Transfer Function (OTF). The 3D PSF of a wide-
field microscope is shown in Figure 1.3. It shows that the resolution along the optical 
axis (z-direction) of a wide-field microscope is worse than its lateral resolution. The 3D 
OTF shows the missing cones of frequencies around the optical axis, which means that 
information of spatial frequencies along the z-direction is not transmitted, so that there 
is no axial information measured by a wide-field microscope. This explain in Fourier 
domain why the wide-field microscopy does not have the capacity of z-sectioning in 
3D imaging. 




Figure 1.3 PSF and OTF of wide-field microscope. Images taken from ref. [6]. Left: PSF, right: 
OTF 
The imaging function of wide-field microscopy can be simply described by 
 
𝐼 𝑥, 𝑦, 𝑧 𝑈 𝑥 𝑢, 𝑦 𝑣, 𝑤 𝑧 𝑂 𝑢, 𝑣, 𝑤 𝑑𝑢𝑑𝑣𝑑𝑤    1.1  
 
where 𝑈 𝑥, 𝑦, 𝑤  is the PSF of the imaging system, 𝑂 𝑢, 𝑣, 𝑤  is the object function, 
𝐼 𝑥, 𝑦, 𝑧  is the image of slices measured by detector along z-direction. Based on this 
imaging model, deconvolution can be used to improve the image quality of wide-field 
microscopy.  
1.3 Confocal microscopy  
Confocal microscopy is the second most important fluorescence microscopy, which was 
is developed specifically for z-sectioning (recoding three-dimensional images of a sam-
ple) [7]. Compared to wide-field microscopy, confocal microscopy introduces a pinhole 
before the detector, just as shown in Figure 3. The effect of the pinhole is that the out-
of-focus light is blocked and cannot be captured by the detector. This property enables 
confocal microscopy to perform z-sectioning. Confocal microscopy is a very important 
and widely used technique for 3D fluorescence imaging. The z-sectioning image is im-
proved significantly compared to a wide-field microscopy image, as the background is 
removed. Apparently, the PSF of confocal microscopy is also improved compared to 
wide-field microscopy. 
 
Mathematically, the analysis of the PSF of a confocal microscope is a little bit more 
complex than that of a wide-field microscope as a pinhole is introduced. The PSF of a 
confocal microscope is determined by both excitation PSF and detection PSF, which 
are written herein by 𝑃𝑆𝐹 𝑟  and 𝑃𝑆𝐹 𝑟 , respectively. Strictly, the excitation 
PSF and detection PSF are not identical. Again, let us discuss the property of confocal 
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microscopy by its OTF. 
 
Figure 1.4 
With the effect of pinhole, The PSF of confocal microscopy is the product of the exci-
tation PSF and detection PSF, which can be written by 
𝑃𝑆𝐹 𝑟 𝑃𝑆𝐹 𝑟 ∙ 𝑃𝑆𝐹 𝑟                (1.2) 
In practice, the excitation PSF and detection PSF are roughly the same as the PSF of 
wide-field microscope. According to convolution theorem [8], the multiplication in 
space domain results in that the OTF of confocal microscope is equal to the convolution 
between the excitation OTF and the detection OTF. The resulted OTF of confocal mi-
croscopy is as Figure 1.5 shows. 
 
Figure 1.5 confocal microscope OTF (a) Excitation OTF, (b) Detection OTF, (c) convolution be-
tween (a) and (b). Images taken from Ref. [9].  
The OTF shows that frequencies along the optical axis are now transmitted by the mi-
croscope, which means that the confocal microscope can acquire information along the 
z-direction. Therefore, the performance of a confocal microscope in terms of resolution 
and z-sectioning are better than those of wide-field microscopy. However, it results in 
a poorer signal-to-noise ratio, because the utilization of illumination of excitation light 
Chapter 1                                Introduction of Super‐Resolution Fluorescence Microscopy 
5 
 
is not efficient as the out-of-focus light cannot be used. Besides that, laser scanning 
slows down imaging speed. 
1.4 Resolution of a Microscope Instrument 
The resolution of a microscope is defined as the smallest distance between two points 
in the field of view that can still be distinguished by the instrument used. The diffrac-




                                                         1.4  
where 𝜆 is the wavelength of emission light, 𝑁𝐴 is the numerical aperture which in-
dicates the ability of capacity of collecting light by a lens. Abbe’s limit function shows 
that the diffraction-limited resolution of a microscope is proportional to the imaging 
wavelength and inversely proportional to the numerical aperture. With Abbe’s theory, 
we can estimate the resolution limit of a modern microscope, which is about 250 nm 
laterally, and 500 nm axially.  
 
State-of-the-art manufacturing technology of microscope optics has brought the optical 
resolution down to the limit of optical diffraction. In practice, it is very challenge to 
improve the resolution further by simply improving the 𝑁𝐴 of an objective when such 
a limit is closely approached, which creates a bottleneck for traditional optical manu-
facture technology. Therefore, novel techniques beyond advanced manufacturing tech-
nology have to be explored to break the diffraction limit. Nowadays, many super-reso-
lution microscopies have been developed and investigated. 
1.5 Overview of the state-of-the-art super-resolution 
microscopies 
During the last decade, super-resolution imaging technology has seen its greatest pro-
gress in the field of florescence microscopy. The most representative techniques are 
non-linear super-resolution microscopies such as Stimulated Emission Depletion Mi-
croscopy (STED) [11], Photoactivated Localization Microscopy (PALM) [12], Stochas-
tic Optical Reconstruction Microscopy STORM[13], Super-resolution Optical Fluctu-
ation Imaging (SOFI), and linear super-resolution techniques such as 4Pi-microscopy 
[14, 15], Structured Illumination Microscopy (SIM) [16], Image Scanning Microscopy 
(ISM) [17, 18] and some variants of Structured Light-Sheet Microscopy [19]. 
 
In practice, non-linear super-resolution are much more powerful in super-resolution en-
hancement. Many advanced techniques of non-linear super resolution microscopies are 
based on either stochastic switching (PALM, STORM, SOFI) or fluorescence nonline-
arity (STED). These methods either need to measure very large numbers of frames or 
require very high excitation power.  
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In contrast, other types of super-resolution methods that are strictly based on linear 
fluorescence microscopy are also developed at the same time. Compared to non-linear 
super-resolution microscopies, linear super-resolution microscopies are less powerful 
in resolution enhancement. However, linear super-resolution microscopies enable fast 
imaging and require only low excitation power, which is beneficial by reducing photo-
bleaching during imaging. As mentioned above, there exist many types of linear super-
resolution microscopies. Here, I only introduce some novel super-resolution techniques 
that I am going to study in this thesis. 
1.5.1 SOFI 
SOFI is one novel technique to realize super-resolution imaging, which uses a correla-
tion analysis of the temporal intensity fluctuations of emitters for improving the spatial 
resolution of an image [20]. Compared to other super-resolution imaging technique, 
such as STED, PALM or STORM, it is a technique that is based on computer calcula-
tions rather than complex hardware and/or control techniques [21]. The advantages of 
SOFI are fast 3D imaging capability, background removal, and easy implementation 
into a conventional wide-field microscope [22, 23]. 
 
The principle of SOFI is quite simple. Firstly, SOFI needs a sample labeled with blink-
ing fluorophores, quantum dots for example, which are so small in size that they can be 
regarded as point objects. The important thing is that their intrinsic emission intensity 
(brightness) fluctuates randomly and statistically independently from each other. The 
next step is to take a movie by camera, which records the blinking dynamic of fluores-
cence over time. Finally, a SOFI image is generated by calculating the temporal corre-
lation of the time-trace in each pixel. 
  
The main process of an implementation of SOFI is the correlation calculation for the 
time trace of each pixel, which can be easily done with a computer. Actually, it is a 
statistics-based method that requires very little hardware control. By correlation, it is 
very easy to remove uncorrelated signals, e.g. background and noise.  SOFI take ad-
vantage of time-correlation of emitters to enhance resolution, which is determined by 
the order of correlation. Theoretically, higher order correlations result in larger gains of 
optical resolution, in principle by a factor of √n for nth order correlation SOFI. 
 
Currently, SOFI has been successfully used for 3D and live-cell multiplane three-di-
mensional super-resolution imaging [24]. 
1.5.2 Structured Illumination Microscopy 
Structured Illumination Microscopy (SIM) is a very powerful and widely used linear 
super-resolution technique [25]. It is based on conventional wide-field microscopy, but 
employs a smart illumination technique to double spatial resolution. In fact, the princi-
ple of SIM is very simple, and its key aspect is the structured illumination. In theory, 
any kind of structured illumination can be employed to obtain super-resolution. This 
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can be understood by recalling the convolution theorem that states that a multiplication 
in real space results in a convolution in the Fourier domain. A convolution of two dis-
tributions with finite frequency support in Fourier space result in a frequency distribu-
tion with extended support. This is the reason why SIM is able to enhance resolution.  
 
The simplest kind of a structured illumination would be a cosine pattern illumination, 
which is widely used for its simplicity. The Fourier transform of a cosine function is a 
Dirac function. Therefore, a cosine illumination will shift the Fourier spectrum of the 
sample function by a value that is equal to the frequency of the cosine function. This 
allows for measuring higher frequency information of the sample. The power of reso-
lution enhancement of SIM is determined by the frequency of the modeling function. 
For example, if the frequency of the cosine illumination is just equal to the support 
boundary of the frequency of the detection OTF, then a full resolution doubling can be 
obtained by SIM. Except to this super-resolution, the advantages of cosine SIM are that 
it is very fast, and it yields higher contrast when compared to wide-field microscopy. 
The drawback is that the reconstruction algorithm is complex and only a lateral resolu-
tion enhancement can be obtained. Another problem is that any imperfection in illumi-
nation quickly leads to image artifacts. In order to extend SIM to 3D, a three-beam 
variation of SIM was developed, which creates also a structured illumination along ax-
ial direction [26, 27]. An axial structured illumination is generated by the interference 
of three coherent beams. 3D structured illumination results in super-resolution not only 
along the xy-directions, but also along the z-direction. 
1.5.3 Image Scanning Microscopy 
Image Scanning Microscopy (ISM) achieves higher resolution by scanning the sample 
with a single or multiple foci of excitation light, and then recording an image at each 
scan position. From this four/five-dimensional data (two/three dimensions of fcus po-
sition in the sample, plus two dimensions of the imaging camera), a super-resolved im-
age can be computed, with a lateral resolution that twice better than that of a confocal 
microscope. This technique was first conceived by Colin Sheppard in 1988 and then 
experimentally realized by Müller and Enderlein in 2010 [18]. In this first implemen-
tation, the pinhole of the confocal microscope had been replaced by a camera, and an 
image was taken at every scan position of the focus. A super-resolved image can then 
be reconstructed by a very simple reconstruction algorithm which is called pixel reas-
signment [28]. There has been several successful applications of ISM in combination 
with other microscopy techniques [29-31].  
 
As the laser scanning scheme mentioned above makes the image acquisition very time 
consuming, speeding up image acquisition is key for the application of ISM. This prob-
lem was firstly solved by a multi-focal ISM technique [32], which uses a DMD to real-
ize a parallel confocal illumination with a sparse lattice of excitation foci. An image is 
then reconstructed by pixel reassignment and subsequent deconvolution. The recon-
structed image achieves a resolution improvement of √2, and reaches a value of 1.63 
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resolution enhancement after deconvolution.  
 
Another way to speed up ISM is to combine it with Spinning Disk Confocal (SCD) 
Microscopy [33]. The laser scanning scheme mentioned above makes the image acqui-
sition very time consuming. To overcome this limitation, a system combining ISM and 
Confocal Spinning Disk Microcopy (SDC-ISM) was developed, which is able to 
achieve about 1.5-fold resolution enhancement, while improving image contrast signif-
icantly. This technique is ideally suited for fast 3D super-resolution confocal imaging. 
A commercial version SDC-ISM system introduces an additional micro-lens array into 
the SDC module to realize an all-optical version of ISM, which makes ISM even faster 
[34].  
 
The third version of ISM that I would like to mention here is rapid nonlinear ISM [35]. 
This technique combines ISM with two photon excitation microscopy, which can be 
used to excited fluorescence or for second-harmonic generation. This is also an all-
optical version of ISM, based on the ideas of rescan ISM [36]. This method achieves 
high frame rates and high image contrast, which is very attractive for live cell imaging. 
Besides the above mentioned ISM variants, there exist many more variants of ISM, see 
Refs. [29, 37, 38].   
1.5.4 Deconvolution for Super-Resolution Microscopy Im-
age Restoration 
Deconvolution is computational technique to improve image quality, which has been 
studied for a long time and has become a standard method for image quality improve-
ment in fluorescence microscopy. During imaging, the object image is blurred by the 
PSF of imaging systems and will contain additional noise, such as detector thermal 
noise, readout noise, or sample background noise. Thus, the measured raw image is 
usually not optimal in resolution or contrast. However, if the PSF of the imaging system 
is known, and if one has a good model of the origin of the image noise, it is possible to 
restore an improved object’s image by solving an inverse problem. Since imaging is 
equivalent to a convolution of the object (sample) function with the PSF, as just men-
tioned in section 1.2, and because this convolution is a linear operation, the deconvolu-
tion is computed as the inverse of this convolution. Although though there is an analyt-
ical solution for the deconvolution, the inverse of the convolution is an ill-posed prob-
lem due to the noise, which is the main problem of deconvolution in microscopy. A 
deconvolution with inappropriate parameters or inaccurate estimate of the PSF will not 
improve the resolution, but will generate artifacts in the de-convolved image. The 
achievable resolution enhancement depends on the signal-to-noise ratio (SNR) of the 
measured image, the accuracy of the PSF estimation, the noise model, and the used 
deconvolution algorithm. 
 
Among existing deconvolution methods are linear deconvolution methods such as in-
verse filtering [39] and Wiener filtering [40], and non-linear deconvolution methods 
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such as the Richardson-Lucy algorithm [41, 42], or regularized deconvolution [43]. 
There are many software packages available for deconvolution, such as the commercial 
software Huygens [44], or the open source software DeconvolutionLab2 [45]. 
1.6 Scope of this thesis 
In this thesis, we are going to focus on linear super-resolution fluorescence microsco-
pies and advanced deconvolution methods for super-resolution image restoration. In 
chapter 2, I present a deeper look onto SOFI and develop a deconvolution method to 
remove artifacts that are caused by the correlation calculation. In chapter 3, I describe 
the principle of SDC-ISM comprehensively, starting from the setup and ending with the 
final image reconstruction. In chapter 4, I present simulations of SIM. In chapter 5, I 
show how to solve L1-norm regularized minimization problems by non-linear optimi-
zation. In chapter 6, I study two types of Gaussian fitting algorithms for ISM confocal 
light-spot localization. In chapter 7, I develop a method for artifact removal in decon-
volved super-resolution images. In chapter 8, I study the image reconstruction problem 
for Airy light-sheet microscopy, and I summarize the whole work of my thesis in chap-
ter 9, where I also give an outlook on possible future work. 
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Chapter 2             Super‐resolution   
Optical Fluctuation Imaging   
2.1 Introduction 
Existing super-resolution techniques, such as STED microscopy or PALM/STORM, are 
powerful but have also some drawbacks. STED requires very high excitation power for 
inducing stimulated emission (depletion), which can damage the sample and induce 
photo-bleaching; in contrast, PALM/STORM do not require high excitation intensities 
but are slow as they require the recording of many frames for reconstructing a single 
super-resolved image.  
 
SOFI is a super-resolution technique that takes advantage of the temporal correlation 
of blinking emitters, and it achieves super-resolution by calculating the correlation of 
time traces in all pixels. It is quite simple to implement: a) prepare a sample by labeling 
it with blinking emitters and then record a sufficiently long movie of the labeled sample 
with a conventional wide-field microscope; b) calculate cumulants for each time trace 
pixel by pixel. In theory, an nth order cumulant image should result in a √n times res-
olution enhancement. With deconvolution, this resolution enhancement can be in-
creased to n times. Basically, a SOFI image is obtained by calculating the auto-corre-
lation for a time trace separately all pixels. In practice, one calculates also often the 
cross-correlation between time traces of different pixels, to increase signal-to-noise ra-
tion and to eliminate finite-pixel-size artifacts. This process generates new virtual pixels 
and results in smoother images. The quality of a SOFI image can be further optimized 
by an adequate post-processing. 
 
A first goal is to maximize resolution of SOFI. For nth order SOFI, one increases the 
spatial frequency support by n times, but the SOFI image is still convolved with a 
𝑃𝑆𝐹 𝑈 𝑟  , which gives only a gain of √n in optical resolution. In other words, 
SOFI still has the potential to gain more in resolution. Theoretically, this can be 
achieved either by going to higher order SOFI, or by improving the resolution with 
deconvolution. Several schemes have been proposed to maximize resolution by decon-
volution, such as Richardson-Lucy deconvolution [41, 42].  
 
A second goal is to linearize the SOFI image. An intensity non-linearization problem 
emerges when one goes to higher order SOFI. Higher order SOFI causes more serious 
non-linearization problems, because in n  order SOFI, each emitter contributes to the 
final SOFI image proportionally to the n  power of its actual brightness. This non-
linearity problem seriously hinders the application of high order SOFI. This is the rea-
son why only 2nd order SOFI is widely used in practice so far. Balanced SOFI tries to 
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linearize intensity distribution of a SOFI image [46], but the results seems to improve 
the situation only slightly.  
 
The last goal is artifact removal. The drawback of cross-correlation is that it causes very 
sharp checkerboard artifacts. In reference [20], a method has been proposed to 
smoothen the cross-correlation image, and it has been implemented by Theo Lasser’s 
group at the EPFL [24]. However, it was found that it does not remove all artifact, 
especially for very noisy images.  
  
In this chapter, I employ a simple but efficient approximate linearization method and 
introduce regularized deconvolution with a well-known regularization technique, the 
Tikhonov regularization, to remove artifacts in a SOFI image. Finally, the results will 
be compared to that of existing method. 
2.2 Theory of SOFI 
The principle of SOFI can be exemplified by imaging two emitters as shown in the 
following picture. 
 
Figure 2.1 (a) Two emitters; (b) image taken by wide-filed microscope; (c) SOFI image. 
 
Take 2nd order SOFI as an example, the signal in a position 𝑟 generated by the two 
emitters can be represented as  
             𝑠 𝑡 𝑠 𝑡 𝑠 𝑡                    (2.1) 
and the time-delayed signal (with lag time ) can be written as 𝑠 𝑠 𝑡 𝜏 . Now we 
can determine the magnitude response with respect to position 𝑟 by autocorrelation as 
follows: 
𝐸 𝑠𝑠 𝐸 𝑠 𝑠 𝑠 𝑠  
 𝐸 𝑠 𝑠 𝐸 𝑠 𝑠 𝐸 𝑠 𝑠 𝐸 𝑠 𝑠  (2.2) 
where 𝐸 means taking the mean value over time. Since the blinking between different 
emitters is statistically independent and it can be assumed a zero-mean stochastic pro-
cess, the uncorrelated terms will be zero, so after calculation, we have 
         𝐶 𝑟, 𝜏 𝐸 𝑠 𝑠 𝐸 𝑠 𝑠                       (2.3) 
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which actually is equal to 
𝐶 𝑟, 𝜏 𝑈 𝑟 𝑟 ⋅ 𝜀 ⋅ 𝐸 𝑣 𝑡 𝑣 𝑡 𝜏  
𝑈 𝑟 𝑟 ⋅ 𝜀 ⋅ 𝐸 𝑣 𝑡 𝑣 𝑡 𝜏     (2.4) 
where 𝑈 𝑟  is the PSF, 𝜀  𝑖 1,2  is the brightness of an emitter, which can be re-
garded as constant, and 𝑣  𝑖 1,2  is the switch function of an emitter. In reality, 
there are usually only limited states that take place, e.g. for a quantum dot, so that 𝑣 
will be a binary vector with elements , which corresponds to discrete on/off states. So 
the pixels’ value of a SOFI image is the sum of the product of the PSF, times brightness 
and autocorrelation of every single emitter. Due to the vanishing of the cross terms in 
the autocorrelation function, even very close emitters can be distinguished despite their 
overlap in the image. This is how SOFI can realize super-resolution. Although this is 
just a very simple case shown here, the theory can be expanded to cases with any num-
ber of emitters and for any order of SOFI. The nth order SOFI can be written as 
𝐶 𝑟, 𝜏 , … , 𝜏 ∑ 𝑈 𝑟 𝑟 ⋅ 𝜀 ⋅ 𝑤 𝜏 , … , 𝜏     (2.5) 
where 𝑈 𝑟  is the PSF, 𝜀  is the brightness of an emitter at location 𝑟 , and 
𝑤 𝜏 , … , 𝜏  is an autocorrelation based weighting function, which can be de-
scribed by a cumulant [47]. Since it strongly depends on the fluctuation characteristics 
of each emitter, any un-correlated signal is suppressed. This endows SOFI with a very 
strong capacity to remove noise and background. 
 
From the above derivation, for a nth order SOFI image, the PSF is replaced by the 𝑛  
power of the original PSF. The shrinkage of the PSF is the key to the optical resolution 
enhancement. However, the non-linear effect of power-law scaling of the brightness of 
the emitters is a problem. Due to this effect, the intensity transform function from raw 
image to SOFI is actually scaling as 𝜀 , e.g. the cumulant magnifies the intensity by a 
power equal to the order number. For instance, an emitter that has a two times larger 
molecular brightness will appear 2  times brighter in a SOFI image of the 𝑛  order. 
Thus, cumulant calculation will result in a SOFI image which is eventually biased to 
larger intensities so that the contrast of a SOFI image is totally skewed as compared to 
the true sample brightness distribution. Furthermore, the computational complexity in-
creases significantly with the increase of the order of SOFI. Non-linearity and high 
computational complexity are important problems at high orders. These problems re-
quire new and advanced image processing techniques to realize linear high-order SOFI. 
2.2.1 Cross-cumulant 
In the last section, I have shown that a SOFI image can be calculated by temporal cor-
relation, in fact, it is also possible to calculate spatial correlation between pixels, be-
cause adjacent pixels contain information from emitters around [20]. For simplicity, I 
take the 2nd order cross-cumulant as an example, which is defined by  
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𝜀 𝐸 𝑠 𝑡 𝜏 𝑠 𝑡 𝜏   2.6  
The above formula shows that the cross-cumulant results in a “new pixel” at the geo-
metric center of the cross-cumulated pixel-pair, and the intensity of the “new pixel” is 
modulated by a factor of 𝑈
√
, which is correlated to the distance of the cross-
cumulated pixel-pair. 
 
A feature of the cross-cumulant approach is that more pixels can be generated, while 
the weighting factor leads to intensity differences which results in sharp grid artifacts. 
In applications, these artifacts have to be removed to create a high-quality super-re-
solved SOFI image. 
2.3 Linearization and deconvolution 
In wide-field microscopy, imaging can be described as the convolution of the object 
function 𝐹 with the system’s Point Spread Function (PSF), which results in a blurred 
image given by  
𝐺 𝑃𝑆𝐹 ∗ 𝐹                         (2.7) 
Let us assume that the temporal correlation is identical for each emitter, then the wide-
field SOFI image can be written as 
𝑆𝑂𝐹𝐼 𝑛 𝑃𝑆𝐹 ∗ 𝑊 ∙ 𝐹                   (2.8) 
For deconvolution, the cost function can be written as 
𝐸 𝐹 ‖𝑃𝑆𝐹 ∗ 𝑊 ∙ 𝐹 𝑆𝑂𝐹𝐼 𝑛 ‖            (2.9) 
Since cumulant calculations obey a power law, it is easy to see that taking the nth root 
of a SOFI image linearizes the brightness response:  
                    𝐺 √𝑆𝑂𝐹𝐼                          (2.10) 
This is the simplest way to linearize a SOFI image approximately, which does not in-
volve complex calculation. Theoretically, the final super-solved image can be restored 
via deconvolution, which maximizes the resolution of a SOFI image. Although the Fou-
rier domain support of a SOFI image has been doubled as compared to that of a wide-
field microscopy image, the PSF is not optimal. Therefore, a linear super-resolution 
image needs to be further enhanced by linear deconvolution. That is why I employ here 
a linear robust deconvolution technique to retrieve the object. Unlike a Richardson-
Lucy algorithm, which can be used for efficient deconvolution, it is easy to generate 
artifacts without regularization. Besides, it is actually a non-linear deconvolution tech-
nique; a non-linear deconvolution is not appropriate for the linearization of SOFI image. 
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Based on the deconvolution model mentioned above, it is easy to write the objective 
function with Tikhonov regularization as follow 
𝐸 𝑓 ‖𝐻 ∗ 𝑓 𝑔‖ 𝜆‖𝑓‖                              2.11              
where 𝑓 is a vector of one-dimensional 𝐹, 𝜆 is a regularization parameter, ‖∙‖ mean 
2-norm, 𝑔 is vector of 𝐺, and 𝐻 is the convolution matrix define by the PSF which 
causes blurring. This is a classic linear inverse problem which can be solved by a Con-
jugate Gradient algorithm.  
 
For calculation purposes, (2.11) can be to be transformed into a non-constraint optimi-
zation problem. We set 𝑓  𝑥  and 𝑋 a diagonal matrix with 𝑋 𝑥  [48], then the 
objective function is modified to 
 𝐸 𝑥 ‖𝐻 ∗ 𝑥 𝑔‖ 𝜆‖𝑥 ‖              (2.12) 
and the gradient can be written as 
𝛻𝐸 2𝑋 𝐻  𝐻𝑥 𝑔 2𝜆𝑥               (2.13) 
where symbol 𝑇 means transposition. This explicitly induces a non-negative constraint. 
With a given PSF, the object function can be retrieved by minimizing (2.12) using any 
un-constraint optimization method. 
2.4 Results 
In this section, the proposed algorithm is checked by simulation and experimental data 
analysis, and the results are then compared to existing methods. 
2.4.1 Simulation 
The simulation is based on the software tool described in Ref. [49]. The ground-truth 
of the object is shown in Figure 2.2. The positions of the emitters are generated ran-
domly, and each emitter is represented by a Gaussian distribution. 
 
Figure 2.2 
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The De-convolved SOFI images generated by two methods are shown in Fig. 2.3, 
where the first row shows the 2nd order SOFI image and the corresponding de-con-
volved image, the middle row shows the 3rd order SOFI image and the corresponding 
de-convolved image, and the third row shows the 4th order SOFI image and the corre-
sponding de-convolved image. 
 
Figure 2.3 Left column: 2~4-order SOFI image. Middle column: results by proposed method. 
Right column: results by existing method 
The simulation results show that the proposed method outperforms the existing method, 
especially for high order SOFI image deconvolution. The existing method has a good 
performance at low label density. However, its performance becomes very poor at high 
label density. 
2.4.2 Experiment 
I tested my algorithm using experimental SOFI data, in which a raw stack of images 
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contains 3000 recorded frames of a sample, Rat hippocampal neurons with immune-
stained neurotransmitter receptor subunit GABABR1, with labels of quantum dots 
QD525 (Invitrogen). For the sake of computing time, I performed the analysis on a 
truncated (128 128) sub-image of the full image. 
 
In order to guarantee a smooth cumulant result, I calculated 2nd and 4th order cumulants 
via Fourier SOFI [50], which employs Fourier interpolation to increase the grid density 
of a SOFI image. To linearize the SOFI image, I took the nth root of the nth order SOFI 
image. The PSF is estimated from the raw image by fitting a Gaussian function to the 
image of a single quantum dot, and the resulting FWHM of this function is 1.1190 pix-
els. Finally, I de-convolved the linearized SOFI image by a nonlinear Conjugate Gra-
dient algorithm to solve eq. (9). The results are shown in Figs. 2.4 and 2.5. 
 
Figure 2.4. Image processing results for experimental images: (a) 2nd order SOFI image; (b) 4th 
order SOFI image; (c) square root of (b); (d) deconvolution to (a) directly by RL algorithm; (e-f) 
deconvolution to linearized (b) by RL algorithm (f) and proposed method. 
Fig. (c) shows the deconvolved 2nd-order SOFI image shown in Fig.(a). Even though 
the deconvolved 2nd-order SOFI image is improved significantly, its resolution is still 
not parallel to higher order SOFI image, which can be told by naked eye.  
 
Fig. 2.4 (c) shows the square root of a 4th order SOFI image. We can see that this higher 
order SOFI image shows more details than the 2nd order SOFI image. For better com-
parison, Fig. 2.5 shows the results side by side; an area with high density labels is se-
lected for resolution comparison. 




Figure 2.5 Zoom-in images in area inside the rectangular marked in figure 2.4 (a) of each figure in 
figure 2.4 
In this figure, we can see that the de-convolved 4th order SOFI images show a higher 
resolution than the 2nd order SOFI image. Roughly, resolution is increased by about two 
times. In addition, the contrast of de-convolved 4th order SOFI image looks better than 
that of the 2nd order SOFI image. By deconvolution with the proposed method, the im-
age resolution and image quality are improved significantly. In contrast, even though 
Richardson-Lucy algorithm also results in high resolution, it causes a lot of artifacts.  
2.5 Conclusions 
In this chapter, I presented a simple but efficient approach for how to realize a linearized 
high order SOFI deconvolution. I analyzed the theory of how to improve the optical 
resolution by higher SOFI, and I solved the problem of resolution maximization and 
intensity linearization for high order SOFI. I showed that higher resolution and high 
quality of high order SOFI images can be obtained by deconvolution with regularization; 
SOFI image can be linearized approximately just by taking its nth root; with deconvo-
lution, the optical resolution can be improved significantly. I validated my method on 
experimentally measured 4th order SOFI images of a sample that was labeled with quan-
tum dots. The results show that higher order SOFI image give true optical resolution 
enhancement; deconvolution with regularization has more advantages than existing 










Spinning disk confocal (SDC) microscopy solves the problem of low image acquisition 
speed of conventional laser scanning microscopy by introducing a spinning disk, which 
allows scanning with thousands of beams in parallel. In this way, the speed of confocal 
scanning can be increased significantly. However, the lateral resolution is still the same 
as before and equal to that of a wide-field microscope, although confocal microscopy 
is capable of z-sectioning. Image Scanning Microscopy (ISM) is a clever technique for 
super-resolution confocal microscopy, which has been demonstrated to be compatible 
also with SDC microscopy.  
 
A typical setup of a SDC microscope consists of a standard microscope containing an 
objective, a tube lens, a sample stage, and the confocal spinning disk unit (CSU) [51]. 
This unit outputs a synchronization signal indicating the position of the spinning disk, 
connected to a camera port of the microscope. ISM is very easy to implement based on 
an existing SDC system. Technologically, one just needs to synchronize the camera, 
excitation laser, and the CSU to measure the confocal light spot image at each scan 
position. The image is then reconstructed by resampling the area around each illumina-
tion spot to improve the resolution by a factor of √2, and then summing up all the up-
sampled images. Finally, an ISM image achieves a two-fold resolution enhancement 
after de-convolution. 
 
The SDC-ISM system has been built and applied by Olaf Schulz at al. [33]in 2013 . 
The details of resolution analysis have been presented there, together with several bio-
logical applications. It is very worth to spread this novel technique to broader audiences, 
since there exist so many SDC microscopes all over the world. Therefore, I have devel-
oped a precise and flexible control unit and an easy-to-use software for an upgrade of 
an SDC system to SDC-ISM. The developed software will be packaged and published 
online, so that any potential user can upgrade their existing SDC system to SDC-ISM 
setup quickly. 
 
In this chapter, I show the theory of ISM and explain why ISM have the capacity of 
super-resolution and how to maximize the resolution of ISM image. I also show the 
design of the FPGA core for synchronizing signal generation and the design of image 
acquisition software based on the open source platform MicroManager Plugin. Finally, 
I introduce the method for reconstruction of ISM image. 
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3.2 Theory of Image Scanning Microscopy 
To understand the principle of ISM, confocal light spot reassignment is the key. Imagine 
that a sample is canned with a focal spot. For the mathematical analysis, we denote the 
sample space coordinate by 𝑟 , the CCD space coordinate by 𝑠, and with 𝑟 the scan 
focus position. Furthermore, 𝑃 𝑟  is the excitation PSF, and 𝑈 𝑟  is the emission 
PSF. We assume that both PSFs are perfectly symmetric, so that we have 
 
𝑃 𝑟 𝑃 𝑟                          (3.1) 
and 
 𝑈 𝑟 𝑈 𝑟                          (3.2) 
 
For wide-field microscopy ISM, in coordinate of 2D image sensor (e.g. the camera), 
the respond of laser excitation at position 𝑟 can be represented as 
𝐼 𝑟, 𝑠 𝑈 𝑠 𝑟 𝑟 𝑃 𝑟 𝑟 𝑓 𝑟 𝑑𝑟                     3.3  
which forms the confocal light sports image of ISM imaging. 
 
Based on the measured image by (3.3), there are two ways to reconstruct an image 
basically. The most simple way would be integrating 𝐼 𝑟, 𝑠  over s, 
𝐼 𝑟 𝑈 𝑠 𝑟 𝑟 𝑑𝑠𝑃 𝑟 𝑟 𝑓 𝑟 𝑑𝑟                     3.4  
which lead to 
𝐼 𝑟 ∝ 𝑃 𝑟 𝑟 𝑓 𝑟 𝑑𝑟                                   3.5  
This is indeed the process of general conventional confocal microscopy with a large 
pinhole. For general confocal microscopy, the resolution is mainly determined by exci-
tation PSF; with a large pinhole, the resolution is close to wide-field microscopy. The 
other way would be integrating 𝐼 𝑟 𝑠, 𝑠  over s, 
𝐼 𝑟 𝑃 𝑟 𝑠 𝑟 𝑑𝑠𝑈 𝑟 𝑟 𝑓 𝑟 𝑑𝑟                     3.6  
which lead to 
𝐼 𝑟 ∝ 𝑈 𝑟 𝑟 𝑓 𝑟 𝑑𝑟                                   3.7  
The effective PSF become 𝑈 𝑟 𝑟 , which means that this is actually an image meas-
ured by the wide-field microscopy. Both image reconstruction methods result in dif-
fraction limited resolution. 
 
In fact, the optimal reconstruction method should be integrating 𝐼 𝑟 , 𝑠  over s, 
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𝑑𝑠𝑓 𝑟 𝑑𝑟                   3.8  
which lead to an effective PSF of ISM image by  






𝑑𝑠                                    3.9  
It would be convenient to study the performance of ISM in Fourier domain. The Fourier 
transformation of (3.9) can be derived and finally the OTF of wide-field ISM is given 
by 
𝑂𝑇𝐹 𝑞, 𝑤 2𝜋 𝑈
𝑞
2
, 𝑤 𝑤 𝑃
𝑞
2
, 𝑤 𝑑𝑤′                     3.10  
 
It shows that the OTF of ISM is obtained by stretching the general wide-field OTF 
along lateral direction by factor of 2, and then convolve by itself by z-direction. 
 
Figure 3.1 (A) OTF of wide-field microscopy. (B) Laterally stretched OTF of wide-field micros-
copy. (C) OTF of wide-field ISM. Images taken from Ref. [9].   
 
Fig 3.1 shows that the shape of OTF of wide-field ISM is quite similar to that of a wide-
field microscopy. There is almost no resolution enhancement in z-direction. The above 
analysis shows that he resolution enhancement is mainly dependent on both of excita-
tion PSF and emission PSF. The performance of the ISM resolution enhancement can 







                                            3.11  
which shows that only when both of PSF are identical, can ISM achieve the highest 
resolution enhancement. Otherwise, the resolution will be mainly determined by the 
PSF with minimal FWHM, take STED for example, ISM will not improve resolution 
to STED, since the excitation PSF of STED is much sharper than its detection PSF.  
 
In case of confocal microscopy, the measured ISM image can be represented by 
𝐼 𝑟, 𝑠 𝐴 𝑠 𝑈 𝑠 𝑟 𝑟 𝑃 𝑟 𝑟 𝑆 𝑟 𝑑𝑟                      3.11  
where A is pinhole function. Apply ISM as above analysis to wide-field ISM, we have 
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𝐼 𝑟 𝐼 𝑟
𝑠
2
, 𝑠 𝑑𝑠                                                             3.12  






𝑆 𝑟 𝑑𝑠𝑑𝑟 3.13  
The PSF of ISM image is given by 






𝑑𝑠                     3.14  
The derivation of OTF of confocal ISM can be found in reference [33]. Fig 3.2 shows 
the OTF of confocal ISM versus OTF of wide-field microscopy and confocal micros-
copy. Similar to wide-field ISM, the final resolution enhancement of confocal ISM only 
takes place in lateral direction and the resolution along optical axis keep the same as 
confocal microscopy. 
 
Figure 3.2 (A) OTF of wide-field microscopy. (B) OTF of confocal microscopy. (C) OTF of con-
focal ISM [33]. 
Based on the above analysis, one will find that the OTF of ISM is actually approxi-
mately equal to the multiplication of the laterally-stretched excitation OTF and detec-
tion OTF, which results in that the intensity the amplitude distribution of the OTF of 
ISM is not optimal as that of a general microscope objective. Therefore, the recon-
structed ISM image needs be modified by Fourier reweighting, which can be realized 




                                             3.15  
where 𝑈 𝑃  and 𝜀 is a parameter that avoid noise amplification in high fre-
quencies in Fourier domain, to the reconstructed ISM image. 
 
The above ISM imaging model analysis shows that ISM is indeed a very clever image 
measurement and reconstruction method to obtain linear super-resolution. As all pixels 
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of measured images are used for reconstructing an ISM image, no photon is lost, there-
fore, the image contrast can be improved significantly. Besides, it is very easy way to 
be realized on a computer, and the computation cost is very small. 
3.3 SDC-ISM System 
In this section, I discuss the principle of confocal ISM with a spinning disk unit de-
signed by Yokogawa 9-, (e.g. CSU-X1) which is among the most advanced and popular 
commercial systems. Compared to other super-resolution methods, ISM is a method 
which can be realized in a straightforward manner for achieving super-resolution im-
aging in SDC microscopy. The combination of SDC and ISM (SDC-ISM) results in a 
fast super-resolution confocal microscopy. The concept of SDC-IMS can be described 
based on Fig. 3.3. 
 
Figure 3.3 Schematic diagram of SDC-ISM. Image taken from Ref. [52]. 
Instead of scanning continuously, SDC-ISM scans the sample for a series of exact ro-
tation angles of the spinning disk. Each frame corresponds to one rotation angle, and 
the fluorescence light that can go through the pinholes forms an ISM raw image. Be-
cause the measured confocal light spots do not overlap in these images, a fairly simple 
reconstruction algorithm can be derived to obtain a super-resolved image. 
 
The hardware is shown in Fig. 3.4. Basically, the hardware consist of a commercial 
wide-field microscope, a spinning disk unit, a camera, a multi-wavelength laser system, 
a computer with a plugin FPGA, and a cable hub. All these modules are quite common 
and available in many bio-imaging labs, except the FPGA. In fact, the FPGA board is 
also a very common device nowadays, there are many function-integrated products 
available, take NI FPGA board for example. Therefore, the hardware of SDC-ISM is 
quite accessible and easy to build based on an existing setup. In our project, NI FPGA 
board is selected for its friend interface to the application on desktop computer, by 
which commend or data can be send to and received from FPGA by programming.    




Figure 3.4 SDC-ISM hardware system [52].  
 
The whole system is based on an existing SDC system. With an AOTF, lasers of differ-
ent color are coupled to the spinning disk unit via an optical fiber. The FPGA board is 
embedded in a computer via a PCI interface. The input/output pins of the FPGA are 
extended by a cable and a NI terminal box. Thus, input signal comes from the SDC unit 
(cable c), the control signals are transmitted by cable from the terminal box to the cam-
era (cable b) and laser (cable d), and the acquired data of the camera is transferred via 
a special cable (cable a) to the computer. 
 
In the CSU, the input light is collimated to a large perfectly shaped beam and projected 
onto a rotating disk. In this disk, there are many individual micro-lenses arranged in a 
dedicated pattern of nested spirals. The micro-lenses focus the excitation light that 
passes a dichroic mirror and reaches a second disk containing small pinholes at the 
positions corresponding to the foci of the micro-lenses in the first disk. After going 
through the pinholes, the foci are projected into the sample. In this way, a multitude of 
parallel and well-separated scanning beams excite the sample. Fluorescence is collected 
in epi-configuration, projected back through the pinholes and reflected by the dichroic 
mirror between the disks. Finally, a lens projects the fluorescent light to a camera. The 
synchronous rotation of the two disks realizes a multi-laser-beam scanning of the sam-
ple. After rotation of the disks by a certain angle, the beams have scanned the sample 
evenly and the image is read out from the camera. Thus, SDC microscopy accelerates 
imaging by scanning the sample with many confocal laser beams in parallel.  
 
Based on the hardware scheme shown in Fig. 3.2, I present a software package to up-
grade any commercial spinning disk microscope with this fast super-resolution option 
without compromising the function of the microscope in any way. In particular, this 
upgrade does not require to change any optical components in the spinning disk unit. 
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3.4 Image Reconstruction 
An ISM image is constructed from a stack of images each recorded at a different scan 
position. Each image consists of individual spots determined by the pinhole positions 
of the disk (see Fig 5). If the positions of the pinholes are known, the final ISM image 
is obtained by pasting the spots to a new pixel grid that is twice as large. This is repeated 
for every image of the stack.  
 
Figure 3.5 Principle of ISM reconstruction. (a) One raw image (𝐍 𝐍) (b) Recon-
structed ISM image (𝟐𝐍 𝟐𝐍). During reconstruction, the relative distances be-
tween spots are always kept the same. Technically, this can be easily implemented 
by copying each spot from the raw image with a proper window and paste it to the 
same relative position in the new pixel array. Actually, the shape of a single spot in 
the ISM image does not change, but the size of an ISM image is doubled, so the light 
spots look sharper compared to the raw image. 
The reconstruction algorithm for an ISM image can be described by the following steps: 
Step1: Record a stack of reference images from a sample with a homogeneous intensity 
distribution (e.g. a dye solution). 
Step2: Localize the precise positions of each pinhole x , y  in each reference image.  
Step3: Create an empty grid R of size 2N 2N  if N is the size of the camera image. 
Step4: For each sample image, copy the pixels covering the spot around x , y  and add 
them at the position 2x , 2y  to R. 
 
In ISM image reconstruction, it is necessary to take a reference measurement to calcu-
late the position at every scan position. This, however, just needs to be done once, and 
only steps 3 and 4 are needed to calculate an ISM image, so the computational cost is 
relatively small. The algorithm is exceptionally easy to implement and, for example, 
much simpler than the mathematics needed for computing a SIM image. 
3.5 Synchronization and Laser pulsing control 
The key to SCD-ISM is to obtain images of all light spots of the confocal pinholes by 
a camera at precise positions of the disks. Since the disks are continuously spinning, 
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one must avoid motion artifacts. This is achieved by a stroboscopic illumination. The 
lasers are on just short enough (~6 μs), so that the disk can be considered to be station-
ary. Furthermore, the time to switch on the laser must be highly accurate, such that the 
pinhole position is strictly the same as for the reference image. Therefore, the triggering 
of the lasers and the camera requires a precise timing control that must be also synchro-
nized to the spinning disk rotation. A Field Programmable Gate Array (FPGA) is the 
method of choice to realize this. The online synchronization during the measurement 
of the spinning disk position and the laser pulses provide a high reproducibility of the 
positions of the pinholes on the camera. The FPGA is controlled by our Micro-Manager 
(µM) plugin that runs an embedded program on freely available FPGA hardware. 
Lasers and camera have to be synchronized to the CSU. In each scanning cycle, 𝑁  
laser pulses are fired with a uniform spacing. In practice, more scanning cycles can be 
used to improve the signal as one achieves a longer exposure time and more fluores-
cence light is captured by the camera. For the next frame of the total stack of ISM 
images, a delay is added to the timing of the laser pulses. This effectively shifts the 
spots to the next scan position. In practice, the selection of the number of frames (𝑁  
and the number of laser pulses (𝑁  are important parameters for SCD-ISM imaging. 
Choosing a too small value for 𝑁  leads to potential under-sampling and artifacts 
can occur during reconstruction. Optimally, half-overlap of the spots between two 
neighboring frames is desirable. On the other hand, more frames reduce the total speed 
of acquisition. By increasing 𝑁 , more scan positions are imaged in one frame. To 
maximize efficiency, 𝑁  should be as large as possible. However, one must avoid 
overlapping of light spots within a frame. Experimentally, we find that the optimal num-
ber of laser pulses is 4 or 6 with 250 frames. 
3.5.1 Analysis of Laser Triggering 
Basically, the timing control is based on a precise clock-driving counter. In the FPGA, 
a counter c is used as a ticker, which is driven by a clock and has a precision of 25 ns, 
e.g. the clock period, and it is used to measure the single image-scanning period. 𝐶 is 
clear when the rising edge of the spinning-disk signal arrives and starts to count and 
measure the next cycle. Another register c  is used to store the measured value by the 
counter 𝑐. One cycle of the spinning-disk signal can be divided into many time slots 
so that the relationship between counting, pulsing and imaging can be recovered. Firstly, 
it is divided into 𝑁  sections, each section takes place of one pulse and assumes that 
the gaps between pulses are uniform; then each section is divided into 𝑁  units. The 




                                                       3.16  
where 𝑁  and 𝑁  are the number of frames to be taken and the number of laser pulses 
for imaging each frame, respectively. Then delay the pulses with an increment of ∆𝑇, 
and after each delay, a single frame is taken; finally, 𝑁  images are measured by 𝑁  
steps of 𝑁 -pulses shifts. Observe by an oscilloscope how the laser triggering pulses 
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shift from left to right and go through a single cycle of the spinning-disk signal. To 
realize a complete scan, the pulse-shifting should be done as a circle-shifting and it 
should stop one step, e.g. by time ∆𝑇, before the pulses of the last frame overlap the 
pulses of the first frame again. According to this condition, the rising moment of each 
laser pulse in each cycle of the spinning-disk signal can be determined by  
𝑡 ∆𝑇 ∙ 𝑛 ∙ 𝑁 ∆𝑇 ∙ 𝑚                                       3.17   
Where 𝑛 0,1, … , 𝑁 1  is the index of the laser pulse in each cycle, and 𝑚
0,1, … , 𝑁 1  is the index of the frame. For simplicity, let the laser pulse width W  
be equal to 2∆𝑇, namely 𝑊 2∆𝑇, then a laser pulse can be generated by calculating 
in the FPGA  
𝑡 𝑐 𝑡 2∆𝑇                                                      3.18  
which, after substituting into (3.17), leads to 
𝑐 ∆𝑇 ∙ 𝑛 ∙ 𝑁 𝑚 ∙ ∆𝑇              
𝑐 ∆𝑇 ∙ 𝑛 ∙ 𝑁 𝑚 ∙ ∆𝑇 2∆𝑇
                            3.19  






∙ 𝑛 ∙ 𝑁 𝑚 ∙
𝑐
𝑁 𝑁










              3.20  
which finally yields 
𝑐 ∙ 𝑁 𝑁 𝑐 ∙ 𝑛 ∙ 𝑁 𝑐 ∙ 𝑚            
𝑐 ∙ 𝑁 𝑁 𝑐 ∙ 𝑛 ∙ 𝑁 𝑐 ∙ 𝑚 2𝑐
                   3.21  
The above transformations significantly simplify the calculation of the pulsing mo-
ments. Technically, the above inequality can be easily implemented on the FPGA by 
using only multiplication, addition and comparison operations. 
 
More generally, let the width of a laser pulse be variable. In that case, the time of rising-
edge and the time of falling-edge of the laser pulses can be determined in the following 
way:  
 
Condition I: 𝑡 𝑐 𝑡 𝑊  
𝑐 ∆𝑇 ∙ 𝑛 ∙ 𝑁 𝑚 ∙ ∆𝑇           
𝑐 ∆𝑇 ∙ 𝑛 ∙ 𝑁 𝑚 ∙ ∆𝑇 𝑊                3.22  
substitute ∆𝑇 by , we have 








∙ 𝑛 ∙ 𝑁 𝑚 ∙
𝑐
𝑁 𝑁








                           3.23  
which is equal to 
𝑐 ∙ 𝑁 𝑁 𝑐 ∙ 𝑛 ∙ 𝑁 𝑐 ∙ 𝑚                        
𝑐 ∙ 𝑁 𝑁 𝑐 ∙ 𝑛 ∙ 𝑁 𝑐 ∙ 𝑚 𝑊 ∙ 𝑁 𝑁
             3.24  
Condition I is not adequate for generating all laser pulses, as pulses appear when 𝑐
𝑊 , rather than the whole scanning period. Pulses that should appear before 𝑊  can 
be determined by the following extra condition. 
Condition II:  t 𝑐 𝑐 𝑡 𝑊 , which can be expanded as 
𝑐 ∙ 𝑁 𝑁 𝑐 ∙ 𝑁 𝑁 𝑐 ∙ 𝑛 ∙ 𝑁 𝑐 ∙ 𝑚                        
𝑐 ∙ 𝑁 𝑁 𝑐 ∙ 𝑁 𝑁 𝑐 ∙ 𝑛 ∙ 𝑁 𝑐 ∙ 𝑚 𝑊 ∙ 𝑁 𝑁
         3.25  
Logically, all laser pulses can be generated by 
𝑶𝒖𝒕𝒑𝒖𝒕 𝑪𝒐𝒏𝒅𝒊𝒕𝒊𝒐𝒏 𝑰  ∥ 𝑪𝒐𝒏𝒅𝒊𝒕𝒊𝒐𝒏 𝑰𝑰           3.26  
where ∥ denote 𝑜𝑟 operation between condition I and condition II.  
3.5.2 Implementation on a Field Programmable Gate Ar-
rays (FPGA) 
The above analysis is very easy to understand, however, it is not the most elegant way 
to implement it on a FPGA because a lot of calculations are involved. Instead, a counter 
can be used to control the width of a laser pulse. In this way, only the moment of the 
rising edge of each laser pulse is required to calculate: 
𝑐 ∙ 𝑁 ∙ 𝑁 𝑛 ∙ 𝑐 ∙ 𝑁 𝑐 𝑚               3.27  
Namely, the FPGA core only needs to keep checking whether (3.27) is satisfied; when 
this condition is satisfied, the counter for each laser pulse is triggered, and it is cleared 
when the specified number of ticks is over. 
 






𝐿𝑒𝑓𝑡 1 ∙ 𝑐 ∙ 𝑁 𝑐 𝑚   
𝐿𝑒𝑓𝑡 2 ∙ 𝑐 ∙ 𝑁 𝑐 𝑚   
𝐿𝑒𝑓𝑡 3 ∙ 𝑐 ∙ 𝑁 𝑐 𝑚   
⋮
𝐿𝑒𝑓𝑡 𝑁 ∙ 𝑐 ∙ 𝑁 𝑐 𝑚
                                 3.28  
where 𝐿𝑒𝑓𝑡 𝑐 ∙ 𝑁 ∙ 𝑁 . Indeed, the multiplication outside the bracket in the term 𝑛 ∙
𝑐 ∙ 𝑁  can be calculated by adding the product of 𝑐 ∙ 𝑁  by n times, so that 𝑛 mul-
tipliers can be saved. Therefore, only 4 multipliers are needed in total. The transfor-
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mation above simplifies the design of the FPGA core program significantly, since float-
ing point calculations are completely avoided and very less multipliers are needed. 
Therefore, the resource consumption of the FPGA does not increase dramatically with 
increasing the number of laser pulses. So far, 1~16 pulses are available to be set up by 
a user. 
 
The 5 laser pulse scheme of the FPGA core realizing the above algorithm is shown in 
the following scheme  
 
Figure 3.6 Counter C is used to measure the cycle of spinning-disk-output signal, which is 
around 3 ms, C0 is the register used to store the measured value C, m is used to indicate the 
shifting offset of laser pulses for the 𝑚 1  frame. 
A global counter of the rising edge of the spinning-disk-output signal is used to control 
the number cycles of the spinning-disk-output signal for a frame, for the camera trigger 
pulse generation, and for the increment time of register 𝑚. The signal synchronization 
and pulse generation by the counters is very easy to implement on an FPGA, the de-
signed signals can be seen clearly in the waveforms shown in the next section. 
3.5.3 Simulation 
The whole code is written by Verilog HDL language [53], a very strong hardware de-
scription language. The code will be published in a special paper dedicated to the whole 
SCD-ISM hardware and software, an the software package will be released in this con-
nection.  
 
In order to verified my design, the algorithms and its implementations was tested by a 
Testbench simulation [54]. The core function is written with the Verilog HDL language, 
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the input and output interface of the module are defined as shown in Fig. 3.7. The test 
is implemented with the help of Modelsim SE 10.5 software [55]. 
 
Figure 3.7 FPGA core interface 
The spinning disk signal is simulated by generating a rectangle waveform with a fre-
quency of 300 Hz, and a 0.5 s error of the cycle time s is introduced to simulate the 
real experimental conditions. In the following, I present several test cases with different 
input values. 
 
Case 1:  
Number of images 𝑁 10, number of scan cycle repeats 𝑀 1, number of laser 
pulses 𝑁𝑙𝑎𝑠𝑒𝑟𝑝𝑢𝑙𝑠  16, and laser pulse width 6 μs. All input parameters were set 




Figure 3.8 Top: the whole period to acquire a set of ISM raw image Zoom-in, down: signal within 
single scanning period. 
Case 2:  
Number of images N 9 , scan cycle repeats M 2 , number of laser pulses 
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Nlaserpuls  8. The width of a laser pulse and all other parameters were the same as 




Case 3:  
Number of images N 12 , scan cycle repeats M 2 , number of laser pulses 




Case 4:  
Number of images N 8 , scan cycle repeats M 3 , number of laser pulses 
Nlaserpuls  5. 
 
 
Figure 3.11  
Case 5: 
Number of images N 7 , scan cycle repeats M 5 , number of laser pulses 
Nlaserpuls  4 







Case 6:  
Number of images N 8 , scan cycle repeats M 5 , number of laser pulses 




The simulation results show that the generated pulse signals are in perfect agreement 
with original design values. 
3.6 Acquisition GUI based on µManager Plugin  
The design of the data acquisition GUI is based on the very popular open source soft-
ware µManager that was developed for bio-imaging. With Manager, it is very easy to 
integrate new device functions and to extend functions of an existing setup. 
 
The main component is a µManager plugin written in Java and C++ adapted to the 
application interface (API) guidelines for µManager plugin development. The FPGA 
controller can be controlled via the user interface of the µManager plugin. One major 
benefit of the µM software is its flexibility and support for various cameras and micro-
scope equipment for which µManager device adapters exist. In addition to the controller, 
also a plugin for image reconstruction is included in the software. After setting a few 
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necessary input parameters, image acquisition requires only one click. The graphical 
user interface (GUI) of the plugin for image acquisition is shown in Figure 3.14. 
 
Figure 3.14 Acquisition GUI for SCD-ISM system. 
In the ISM control panel, there are five main panels: 1) laser color control panel, 2) z-
sectioning control panel, 3) FPGA control panel, 4) message viewer, and 5) image 
viewer.  
 
In the laser color control panel (1), the intensity of the four AOTF color channels can 
be controlled between 0 and 100%. Select any channel by clicking the radio button. 
 
The z-sectioning panel (2) supports z-sectioning acquisition if the toggle box is checked. 
Values for the start position, step size, and the end position (in µm) can be set by this 
panel. The current focus position will be shown when the mouse pointer hovers over 
the panel, which helps to define these parameters. 
 
The FPGA control panel (3) contains all settings for the FPGA control core. The number 
of images 𝑁  (scan positions), the number of laser pulses 𝑁  per cycle, the dura-
tion of laser pulses (in µs), the waiting time (in µs) for camera activation (from the 
rising edge of the camera trigger to the rising edge of laser pulse), the readout delay of 
camera (from the end of last laser trigger to the end of camera trigger, in multiples of 
spinning-disk scan cycles). 
 
In the message box (4), acquisition information and errors will be shown. This gives 
the user good control over the whole process of acquisition. 
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When the acquisition is finished, the sum of all frames will be shown in the image 
viewer (5). 
3.6.1 Image Acquisition  
In case all the devices are ready, image acquisition can be carried out by the following 
steps:  
1) Start and check all devices and make sure all devices are ready. 
2) Start the Manager software and place your sample on the microscope. Focus on 
the sample, for example by using the “live” imaging mode of Manager to use the 
SCD without ISM. Make sure that the triggering mode of the camera and of the 
AOTF are set to “Internal”, “Software” or equivalent. Adjust the laser power. 
3) Start the SCD-ISM plugin from the “Plugins” menu in Manager. NOTE: If you 
use a different camera than an Andor or Hamamatsu camera, you need to set the 
external triggering mode of your camera appropriately in the Manager’s “Device 
Property Browser”. 
4) Set the AOTF mode as “external” in the app from the AOTF’s manufacturer. Select 
the laser channel and set the intensity level.  
5) In the z-sectioning panel, un-check the toggle box to do single slice acquisition or 
check it to do z-sectioning acquisition. For z-sectioning acquisition, the values for 
the start of z-position, step size, and the end of z-position (absolute coordinates in 
µm) should be given.  
6) Adjust the parameters in the FPGA control panel to your needs or to the settings 
you used for the calibration image. Some typical parameters are set to default values. 
To adjust these parameters, the following should be taken into consideration: 1) 
there is always a tradeoff between the number of images per slice and the number 
of laser triggers used. Generally, the more laser triggers are used, the less number 
of images per slice is required. Even though using a larger number of laser triggers 
can accelerate acquisition, as more scan points become available in a single image 
scan period and therefore less frames are required, it can cause overlapping between 
measured light spots, which impairs the resolution of an ISM image. Our experi-
ments show that 4, 6 and 8 laser pulses and 200~250 frames are optimal. 2) The 
value of the laser pulse width depends on the speed of the spinning disk–typically, 
it can be set to 5~7 µs. 3) For higher resolution and contrast, a larger number of 
cycles per image should be used. 4) A minimum value of readout delay should be 
used to speed up the acquisition. NOTE that the allowed range of laser pulses is 1 
to 16, and the maximum waiting time for camera activation is 20 µs.  
7) Launch the acquisition by simply clicking the start button. If all devices work well, 
a window displaying the acquired images will be shown. Wait until the acquisition 
process is finished. In case that acquisition should be aborted, click the stop button 
to stop the ongoing acquisition. Otherwise, the acquisition session will stop auto-
matically when the expected number of images are taken. 
8) Now you can save the image stack by clicking the save button in the bottom of the 
acquisition window. Alternatively, the “Save images” functionality in the Multi-
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Dimensional Acquisition window can be used to directly save the data to a local 
drive. 
9) A fast way to see if the acquisition was successful is to compute the average inten-
sity image (in ImageJ, go to ImageStacksZ-Project… and choose “Average In-
tensity” as projection type), which should look like a normal SCD image. 
3.6.2 Image Reconstruction Software 
Image reconstruction is implemented by software developed in our group. In our soft-
ware, an easy-to-use GUI is built for ISM image processing. The user just needs to give 
a few parameters and the directory of the ISM raw image stack to calculate an ISM 
image. The main function contains: 1) ISM image calculation. 2) Average image calcu-
lation. 3) Save image in any other format. 4) BAT processing of image stacks. 5) Lo-
calizing all light spots in a measured reference raw image. 
 
Figure 3.15 Reconstruction GUI 
A. Launch the GUI 
Double-click the software file “ISMPRO.exe” or “ISMPRO.jar” to launch the GUI for 
ISM reconstruction. I made this app also as a Fiji plugin, so if the user would like to 
use Fiji, he/she just needs to copy the SCD_ISMpro-0.1.0.jar file to the “/plugins” 
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folder under the directory of Fiji and launch this GUI from the plugin menu of Fiji. 
NOTE: running ISMPRO.exe and ISMPRO.jar requires version of JER 1.8.0_161 or 
higher. Fiji plugin requires Java 8 version of Fiji. 
B. Localization 
Basically, localization can be done with two existing popular software packages: Rap-
idSTORM and ThunderSTORM. Our software is able to read the position data of each 
confocal light spot from the export file by the above-mentioned software. It is also pos-
sible to do efficient localization by the embedded localization engine in our software 
when the signal-to-noise ratio is high (the peak value of measured light spot >1000). 
Note: among the exported file formats of ThunderSTORM, only csv files are supported 
by our software. 
C. ISM image calculation 
1) Input a proper value of pixel size (in nm), FWHM of PSF (in nm), background, the 
number of slices and the number of frames in each slice and the image up-sampled 
factor. Depending on the FWHM of a confocal light spot, we recommend that the 
upscaling factor should be between 4 and 8 to avoid artifacts in the ISM image. 
NOTE: if the input numbers of slices and frames are not correct, the computation 
of the ISM reconstruction will not be able to launch. Note: the pixel size input in 
our software has to be identical to one input in RapidSTORM or ThunderSTORM. 
2) Select a raw image stack file of sample by clicking the open button on the right side. 
In case of 3D ISM calculation, if the stack image is so volume that it is divided into 
several parts (4GB limited for each part) by Manager, one just needs to select the 
first stack file. Select the reference file that matches the raw image of a sample. The 
reference file for ISM calculations supports txt, csv and tif file format. If a txt or 
csv file is selected, the software will directly read the position data of all light spots 
from the text file and will calculate the ISM image. If a tif file is selected, the soft-
ware will first do the localization by the embedded localization engine, and then use 
the generated text file to calculate an ISM image. 
3) Click ISM button to start ISM image calculation. There may be some delay before 
starting the calculation due to loading the volume raw image data. The reconstruc-
tion algorithm can be very heavy for large size of image processing; therefore, it 
may take from minutes to hours, which depends on the size of image and the up-
sampling scaling factor used. The progress of processing is visualized by displaying 
a progress bar and showing in the panel the number of slices and frames that have 
been processed. When the calculation is finished, the result will be saved as a tif 
file in the same directory automatically. 
D. Average image calculation 
The steps of calculating Average is very similar to many steps of calculating ISM. Ba-
sically, the user needs to input the exact number of slices for z-sectioning and the num-
ber of frames for each slice, select the raw image file of a sample, and click Average 
button. When the calculation is finished, the result will be saved as a tif file in the same 
directory automatically. 
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E. Save image as any other format 
The ISM image reconstruction software supports saving an image in many other popu-
lar image formats, such as tif, png, jpg etc. The user just needs to click the Save As 
button after the average image or ISM image calculation is done, give a full file name 
in the pop-up dialogue window, and then the image will be saved to the specified folder 
in the indicated image format. 
F. Batch file processing 
Select multi tif file of sample in the same folder from the dialogue window or just copy 
the absolute path of multi tif file of sample to the text field. The other steps to calculate 
an average image and an ISM image are the same as mentioned above. 
3.7 Confocal Light Spots Detection and Localization 
The confocal light spots have to be localized before ISM reconstruction. The localiza-
tion and realignment of the confocal light spots have a great impact to the resolution of 
a finally reconstructed super-resolved ISM image. The first step is confocal light spots 
detection. In practice, the signal-to-noise ratio of the confocal light spots of raw images 
of a real sample are usually dynamic, which is really a disadvantage for accurate detec-
tion. Even very low signal-to-noise-ratio light spots can contribute photons to a final 
ISM image. Therefore, poor detection affects the final image quality. In order to avoid 
negative detection, a reference image can be measured with a relatively homogenously 
emitting sample, which can be made from a buffer solution with high label concentra-
tion, for confocal light spot detection and localization. The localization information can 
then be used for ISM image reconstruction. Given a reference image, the confocal light 
spots can be detected through a correlation between the reference images with an esti-
mated Gaussian function. The correlation function between two vectors is defined by     
𝑅 𝑋, 𝑌
∑ 𝑋 ∙ 𝑌
∑ 𝑋 ⋅ ∑ 𝑌
                                     3.29  
For image correlation, the above function is called to calculate the correlation between 
the template 𝑈 and the sub-image of an object. The drawback of (3.29) is that it has to 
go through all pixels to calculate the complete correlation function. In fact, the correla-
tion function between a template and an image can be written by 
 𝑅 𝑈, 𝐼
𝑈 ⊛ 𝐼
𝑐 𝑊 ⊛ 𝐼
                                          3.30  
where ⊛ denotes correlation between two images, c ∑ 𝑈 , which just need to be 
calculated once, W denotes the mask function that indicates 𝑈 0. This is indeed a 
fast algorithm to calculate image correlation as the image correlation ⊛ can be calcu-
lated by FFT. The detection then can be realized by finding the local maximum pixels, 
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which indicate the rough position of the confocal light spots. Finally, the exact position 
can be determined by an accurate Gaussian fitting algorithm, which will be studied in 
the next chapter.     
3.7.1 Simulation 
For simulation, Gaussian images are generated with σ 3, random peak intensity in 
the range [30, 100], and a background of 100. The ground-truth image and the noisy 
image with Poisson noise are shown in Fig. 3.16.  
 
Figure 3.16 Left: ground-truth. Right: noisy image. 
In detection algorithm, a Gaussian function is used as the template for correlation 
calculation. An extra step is introduced to estimate the sigma value of the template 
Gaussian function. Based on a proper guessed sigma, all light spots are firstly detected 
with a relatively higher threshold value (e.g. 0.7), then all the detected light spots are 
fitted with Gausian function model to obtain their sigma values. Finally the sigma value 
of the template Gaussian function is determined by taking the average of the resulted 
sigma values by fitting. The correlation function between the above noisy image with 
a well-estimated normalized Gaussian function and the detection result are shown in 
Fig. 3.17.  
 















The simulation shows that the observed image used for fitting is very noisy, and some 
candidates are so dim that they challenge existing localizers, even the ThunderSTORM 
software fails to detect all of them. Fig 3.18 shows the result of ISM image reconstruc-
tion with the detection by proposed algorithm and ThunderSTORM software. 
 
Figure 3.18 (a) ISM with the proposed detection algorithm (b) ISM image with localization data 
generated by ThunderSTORM software 
 
By the proposed correlation calculation, the resulting correlation functions are quite 
homogenous, which is very beneficial for detecting the measured confocal light-spots. 
A large number of simulations show that a 100% correct detection can be achieved for 
peak intensity values of 𝐼 30. 
3.8 Discussion 
In this chapter, I illustrated the principle of ISM and showed how ISM generates super-
resolution. I introduced the SDC-ISM system and described the image reconstruction 
of ISM. I analyzed the efficient calculation formula executed on FPGA for SDC-ISM 
pulsing and designed a FPGA core for generating pulses for synchronizing the spinning 
disk, the camera, and the laser, which is crucial for SDC-ISM. I verified the FPGA 
design with simulations, which guarantees that the functional design is correct. Based 
on the Manager software, I developed an easy-to-use software for image acquisition 
and image reconstruction. Finally, I studied confocal light detection methods for accu-
rate localization.  
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Chapter 4       Accurate Gaussian 
Fitting   
4.1 Introduction 
Gaussian fitting is very commonly used in many applications, such as single-molecule 
localization (PhotoActivated Localization Microscopy (PALM) [12], Stochastic Opti-
cal Reconstruction Microscopy (STORM) [56]), or Image Scanning Microscopy (ISM) 
[18, 33], or Gaussian parameter estimation [57] and analysis of atomic resolution im-
ages [58], etc. So far, there have been several methods proposed for 2D Gaussian fitting. 
Basically, all existing methods can be classified into two types: polynomial fitting, and 
accurate fitting. 
 
Polynomial fitting is based on the fact that a Gaussian function is the exponential of a 
quadratic function. Therefore, it can be converted into a polynomial function by apply-
ing the logarithm, and then each parameter of the Gaussian function can be found from 
the coefficients of a polynomial fit. The basic Gaussian fitting technique of this type is 
Caruanas’ algorithm [59], which is computationally very efficient. However, its accu-
racy can be seriously affected by noise. A modified version of Caruanas’ algorithm has 
been proposed in Ref. [60], which improves the noise robustness of the fitting algorithm 
and results in a better fitting accuracy. However, any constant offset is ignored by this 
algorithm. Therefore, a baseline correction is always required to improve the fitting 
precision [57], otherwise, its accuracy will be affected by noise and the background of 
the measured data. In an experiment, however, background does always exist and is 
very difficult to precisely estimate. For this reason, these types of methods is not suita-
ble for accurate fitting, such as accurate Gaussian parameter estimation and localization.  
 
Accurate fitting methods are mainly based on an accurate fit model and an effective 
iterative algorithm, such as a Least-Square (LSQ) optimization method or a Maximum 
Likelihood (ML) estimator. In fact, algorithms using these techniques have been imple-
mented in RapidSTORM [61], which is a well-known open source software for single-
molecule localization fluorescence microscopy. This technique is undoubtedly very 
powerful. However, the algorithm involves calculating Hessian matrices, therefore im-
plementation of this algorithm is not easy and the computational load is very heavy. 
 
Even though there are many existing nonlinear optimization solvers available that could 
be used for 2D Gaussian fitting, for example the Matlab optimization toolbox, most of 
existing solvers are platform-dependent. In addition, transferring a potential solver to a 
customized platform is not convenient, because the existing solvers usually depend on 
a lot of other libraries, platforms, and even operation systems.  
In this chapter, I study two efficient Gaussian fitting algorithms based on LSQ and ML 
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for accurate fitting of the focus positions in ISM. In part 2, I describe a model of Gauss-
ian fitting based on LSQ and derive the gradient of the objective function. In part 3, I 
analyze the Gaussian fitting based on ML. In part 4, I verify the fit algorithms and study 
some factors that affect their performance. In part 5, I summarize my work.  
4.2 Least-Square Based Fitting Algorithm 
Least Square Fitting searches for a solution that minimizes the sum of the squares of 
the error between a model function and measured data [62]. For Gaussian fitting, the 
model function is a 2D Gaussian function that can be written as  
𝑓 𝜃  𝐴𝑒 𝐶                 4.1  
where 𝐴 is the amplitude, 𝑎, 𝑏  are the coordinates to be estimated for localization, 
σ is a width parameter, and 𝐶 denotes the background. 
 
For Least Squares Minimization, the error function is defined as 
𝐸 𝜃 𝑓 𝜃 𝑧                                        4.2  
where 𝑧 is the measured data. Minimizing this goal function results in the solution for 
the fit parameters 
𝜃 𝑎𝑟𝑔𝑚𝑖𝑛 𝐸 𝜃                    4.3  
Computationally, an analysis of the gradient is very important for efficiently solving 
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2 𝑓 𝜃 𝑧                                                                            
   4.4  
During computation, the values of the common terms 𝑥 𝑎 𝑦 𝑏  and 
𝑒  can be stored in memory to improve efficiency. 
 
When recognizing that 𝜎  can be regarded as a single variable, the model above can 
be simplified. The model function can be rewritten as  
𝑓 𝜃  𝐴𝑒 𝐶                   4.5  
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2 𝑓 𝜃 𝑧                                                                          
  4.6  
This transformation simplifies the calculation and optimization algorithm since it re-
duces the non-linearity of the above model. 
 
After building the fitting model, the next problem is to minimize the goal function. The 
basic non-linear optimization method is Newton’s method. The drawback of Newton’s 
method is that it requires the calculation of the 2nd order derivative of the objective 
function, which is very complicated and computationally costly. The simplest alterna-
tive to Newton’s method is the Gauss-Newton method [63], which abandons the second 
order derivative in the Hessian matrix and uses only the first order derivative to approx-
imate Newton’s method. Therefore, it simplifies the iteration formula and significantly 
reduces the computational complexity, when compared to Newton’s method. Another 
popular technique, the Levenberg-Marquardt method [64, 65], which is actually a hy-
brid of the Steepest Descend method [66] and the Gauss-Newton method, is also a good 
candidate for non-linear optimization, but it is still not as efficient as the Gauss-Newton 
method. Due to its simplicity and efficiency, I choose here the Gauss-Newton method 
to implement the following optimization algorithm. 
 
The iterative formula of the Gauss-Newton method can be written as 
𝑝  𝑝 𝐽 ∙ 𝐽 ∙ 𝐽 ∙ 𝑟                  4.7  
where 𝑝  denotes the estimation of the 𝑘  iteration, 𝑇 denotes matrix transposition, 






















                                            4.8  
while 𝑟 denotes the residual between the observed and estimated values. When in-
specting the iteration formula above, it is found that the main problem of implementing 
the Gauss-Newton method is the calculation of the Jacobi matrix. However, calculating 
the Jacobi matrix is quite simple, since only first-order derivatives are involved.  
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Based on the fit model, we have 𝑝 𝐴, 𝑎, 𝑏, 𝜎, 𝐶  and 𝑟 𝑓 𝜃 𝑧. Using the gra-
dient of the goal function given above, the derivatives of the residuals after each pa-
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Initialize 𝑝 𝐴   𝑎   𝑏   𝜎   𝐶 , and tolerance ϵ; 
while: ‖∆ ‖ ϵ 

















∆ 𝐽 ∙ 𝐽 ∙ 𝐽 ∙ 𝑟; 
𝑝  𝑝 ∆ ; 





In theory, the Gauss-Newton method is an approximation to the Newton method for 
least-square problem, and its convergence is always in the fastest direction. Numerous 
simulations show that it is a very robust and efficient algorithm for solving the Gauss-
ian-fitting problem. It takes only several iterations to converge with a proper estimated 
initial value of each parameter. The final problem is then the estimation of the initial 
value of each parameter. 
 
In practice, estimating each parameter of a Gaussian function from the measured data 
is very easy. For example, the maximum value of the observed data can be used as the 
initial value of the amplitude 𝐴; the coordinate of the maximum can be used as the 
initial value of the position parameters 𝑎, 𝑏, respectively, 
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𝐴 𝑚𝑎𝑥 𝑧                   
 𝑎 , 𝑏 𝑖𝑛𝑑𝑒𝑥𝑜𝑓 𝐴
                                      4.10  
where 𝑖𝑛𝑑𝑒𝑥𝑜𝑓 denotes taking the coordinate of the maximum value of the measured 
data. The initial sigma value can be estimated by using the relationship between the 




                                                   4.11  
while the FWHM can be estimated by counting the number of pixels within 
𝑧𝑛 𝑚𝑎𝑥 . Since 𝐴  has been estimated as just described, it is easier to calculate 
the FWHM through the data in the column and the row that cross 𝐴  along 𝑧. The 
initial parameter 𝐶  is not as important as the other parameters. It can be either set to 
min 𝑧  directly, or estimated by measuring the background value of the detector a pri-
ori, if possible. 
4.3  Maximum Likelihood Estimation Based Gauss-
ian Fitting Algorithm  
The average value of the detected signal, e.g. the 2D Gaussian function, can be written 
as  
𝜆 𝜃  𝐴𝑒 𝐶                                   4.12  
where 𝜃 𝐴, 𝑎, 𝑏, 𝜎, 𝐶  is the parameter vector of the Gaussian function. Assuming a 
Poissonian statistics of signal detection, the chance to record a signal z = {zi} given an 
average  is given by  
𝑃 𝑧|𝜆  
𝜆
𝑧
𝑒 , 𝑖 1,2, … , 𝑛                                 4.13  
where 𝑧 is the measured data. The Maximum Likelihood Estimate function can be 
written as  
𝐿 𝜆|𝑧 , 𝑧 , … , 𝑧 𝑙𝑛  
𝜆
𝑧 !
𝑒                          4.14  
𝑧 𝑙𝑛 𝜆 𝜆 ln 𝑧 !  
Ignoring the constant term, the objective function maximizing the above likelihood 
function can be written as 
𝐸 𝜃  𝐿 𝜆 𝜃 𝜆 𝑧 𝑙𝑛 𝜆                              4.15  
The derivative of this objective function can be written as 
𝐸 𝜃 𝜆 𝜃 1
𝑧
𝜆 𝜃
                                      4.16  
Chapter 4                                                    Accurate Gaussian Fitting 
46 
 
where 𝜆 𝜃  denotes the derivatives of the model function (4.12) over the parameters 
𝜃, which has been given in part 2. 
 
Apparently, the above problem is a non-linear optimization problem, which requires an 
efficient and very stable algorithm for application. There are many non-linear optimi-
zation methods available, such as Newton’s method, Quasi-Newton method, non-linear 
conjugate gradient method, or truth-region method [68]. Among the existing non-linear 
optimization methods, the Quasi-Newton method is the most efficient and stable algo-
rithm, which has big advantages in applications. 
4.3.1  BFGS algorithm 
BFGS algorithm is a very important Quasi-Newton method [69], in which the Hessian 
matrix is approximated with the results of the pervious iteration. The estimation of the 
Hessian matrix can be done iteratively. The implantation of the BFGS algorithm can be 
described by as follows [70].  
Algorithm 4.2 
Initialize a starting point 𝑥 , Hessian matrix 𝐻 ,  
and convergence tolerance 𝜖 0;  
set 𝑘 0; 𝑥 𝑥 . 
while ‖𝛻𝑓 ‖ 𝜖; 
Calculate search direction 
𝑝 𝐻 𝛻𝑓 ; 
Determine the step size by, 
 𝛼 𝑙𝑖𝑛𝑒𝑠𝑒𝑎𝑟𝑐ℎ 𝑝 ; 
Update iterative variable 
𝑥 𝑥 𝛼 𝑝 ; 
Calculate 
𝑠 𝑥 𝑥 ; 





Update Hessian matrix 
𝐻 𝐼 𝜌 𝑠 𝑦 𝐻 𝐼 𝜌 𝑠 𝑠 𝜌 𝑠 𝑠 ; 
𝑘 𝑘 1; 
end (while) 
 
where ‖∙‖ denotes the norm of a vector, 𝑇 denotes matric transposition, 𝛻𝑓  is the 
gradient of the objective function, 𝛼  is the step size, and 𝑝  is the direction in the 
𝑘  iteration. 
 
A line search is required for implementing the BFGS algorithm, to guarantee global 
convergence of the fitting algorithm. Simulations show that a Back-tracking line search 
[71] technique is already good enough for the Gaussian fitting problem. The Back-
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tracking method is very widely used, easy to implement, and highly efficient. 
4.4 Simulation 
I have implemented Monte Carlo simulations to test the localization accuracy of the 
proposed algorithm. The simulation is written in Matlab and was run on a 64bit Win-
dows 10 OS computer with i5-6600@3.3GHz processor and 32GB RAM. 
 
Confocal light spots are simulated by a Gaussian function; Poisson noise is added to 
the simulated images; the localization error is calculated by 𝑒 ∆ ∆ . Finally, 
average and standard deviation of 2000 localizing results with the generated noisy data 
are determined.  
 
Figure 4.1 Average and standard deviation of localization error (pixels) vs. intensity maximum. 
GN is Gauss-Newton algorithm, ML denotes Maximum Likelihood fitting method.  
Figure 4.1 shows that the accuracy increases with increasing the intensity. The simula-
tion shows that the MLE-based fit is more accurate than the Least-Square fit. However, 
the accuracy of both methods is quite close to each other over an intensity range of 
200 to 10 . Because an intensity larger than 200 can be guaranteed in ISM reference 
measurements, the Least-Square method seems to be good enough for ISM localization 
application. Therefore, due to its efficiency, I selected the Least-Square based Gaussian 
fit algorithm as the localizer for the reconstruction software.  
Table 4.1 Average CPU time (ms) for 10 10 image fitting 
Method GN ML Fminsearch 
CPU Time 1.588 2.590 6.931 
 
Table 4.1 shows that the proposed methods are much more efficient than existing 
Matlab solvers, which delivers completely the same solutions as the Gauss-Newton 
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BFGS algorithm, which takes about 1 ms more. The reason is that the MLE is a more 
accurate model for fitting data with Poisson noise. This results in a higher precision; 
however, it is a more complex non-linear problem, which requires more computing time. 
 
Besides the SNR, the size of the selected area used for fitting is also a factor that impacts 
the fitting accuracy. This is demonstrated in figure 4.2.  
 
Figure 4.2 Error mean vs. radius of the selected area of the observed image with FWHM equal to 
10 pixels. 
The simulation shows that the fit accuracy of both techniques increases with increasing 
the area of the Gaussian function. To obtain a good fit accuracy, the size of the selected 
area should be large enough. Simulations show that one should chose an area size large 
enough so that the signal has fallen off to 1/20 of its maximum. This guarantees a good 
fitting accuracy and efficiency, and is shown at 𝑅𝑎𝑑𝑖𝑢𝑠 7 in figure 4.2. 
4.5 Discussion 
In this chapter, two accurate and efficient fit algorithms were developed for 2D Gauss-
ian fitting. First, a simplified fit model was built that decreases the complexity of the 
fit model and algorithm. The iteration formula for the fit algorithm was then analyzed 
based on the goal function and using a Gauss-Newton algorithm and a BFGS algorithm. 
Next, a simple but efficient algorithm was proposal for initial value estimation. Finally, 
simulations were implemented to test the accuracy of the developed algorithm. The 
result shows that the ML fit is more accurate than LSQ fit. However, LSQ has tha ad-
vantage of being more efficient. Based on the simulation results, I can conclude that a 
LSQ fit is more suitable for high SNR data fitting, while a ML fit is more suitable for 
lower SNR data containing Poisson noise. In addition, the size of the selected area used 
for fitting is also an important factor that affects the fit accuracy.   
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Chapter 5          Simulation    of 




Structured Illumination Microscopy (SIM) is a powerful technique to realize linear su-
per-resolution, which is more and more widely used today to its relative simplicity, 
compatibility with conventional fluorophores, and high-quality image output. In appli-
cations, two dimensional SIM has achieved great success, and many good results have 
been reported since its first publication [72]. Moreover, three-dimensional variants of 
SIM are nowadays available [26, 27].  
 
The principle of SIM is very simple: super-resolution is achieved by illuminating a 
sample with a structured, i.e. spatially modulated, illumination. Mathematically, spa-
tially modulating the object function corresponds to convolving the object function with 
the modulation function in the Fourier domain, which results in an extension of the 
Fourier domain support. As the support of the Fourier spectrum of the object is extended 
by convolution, super-resolution is achieved. Technically, general SIM can be realized 
by using a spatial cosine function as the illumination pattern. The Fourier transform of 
a cosine function is a delta function. Convolution with it will shift the Fourier spectrum. 
In this way, higher frequencies of the object function along the axis of the modulation 
can be measured, without improving the optical power of the imaging system. There-
fore, the main ingredients of SIM are the structured illumination and image reconstruc-
tion.  
 
Reconstruction of a SIM image is a very common problem in fluorescence microcopy. 
Basically, a SIM image can be reconstructed by Fourier reconstruction, which separates 
the Fourier spectrum along each modulation direction from the measured raw images, 
and then recombines the calculated incomplete Fourier spectrum in the Fourier domain 
to form a complete Fourier spectrum of the object’s image. There is open source soft-
ware available for easy SIM reconstruction [73]. These techniques are have advantage 
in efficiency and robustness compared to iterative reconstruction methods. However, it 
is not so easy to implement them in practice. The problem of Fourier reconstruction is 
that the frequency and phase of modulation function have to be estimated accurately. 
However, it is very difficult to guarantee that due to noise and system alignment errors. 
Besides that, the final super-resolved image is reconstructed based on Wiener filtering, 
which requires knowledge of the exact power spectrum of the real image and the noise, 
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so that one can calculate the signal-noise-ratio ratio which is required for a perfect im-
age reconstruction. Usually, the power spectrum of the real image and noise is not avail-
able. Instead of estimating the exact power spectrum of the real image and noise, a 
damping parameter is used to approximate the signal-to-noise ratio. Therefore, it is 
challenging to restore a perfect image with Fourier reconstruction. Often, the results 
suffer from artifacts.  
 
Deconvolution SIM is another promising method for SIM image reconstruction [74, 
75]. Compared to Fourier reconstruction, in deconvolution SIM it is easier to deal with 
noise and artifacts. The advantage of deconvolution SIM is that one can introduce a 
regularization, for high quality image restoration. Because reconstruction is done in real 
space, any phase error, apodization threshold, or estimation of the Wiener filter regu-
larization parameter are no crucial problems. Deconvolution SIM has been studied 
comprehensively in the literature [76].  
 
In this chapter, the principle of SIM is illustrated by a mathematical analysis and simu-
lation. Both Fourier reconstruction SIM and deconvolution SIM are implemented. In 
deconvolution SIM simulations, different regularization techniques are introduced for 
denoising and artifact removal. The results show that Fourier reconstruction SIM is 
faster, but results in numerous artifacts, while deconvolution SIM is easier to implement 
and achieves higher image quality with proper regularization.  
5.2 Fourier Reconstruction Based SIM  
Here, I consider a cosine modulation as an example, as shown in Figure 5.1. 
 
Figure 5.1 
The modulation function can be written by 
𝐼 𝒓 𝐼 𝐴 𝑐𝑜𝑠 2𝜋𝒑 ∙ 𝒓 𝜙                                 5.1  
where 𝐴 denotes the modulation amplitude, 𝐼  denotes the background, 𝑚 denotes 
the depth of modulation, 𝒑 denotes the spatial frequency vector of the illumination 
function, 𝒓 denotes the spatial coordinate in object space, and 𝜙 is the phase of the 
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cosine modulation function.  
 
According to linear imaging theory, the measured image is given by 
𝐷 𝒓 𝐼 𝒓 ∙ 𝑆 𝒓 ⨂𝐻 𝒓 𝑁 𝒓                                      5.2  
Performing a Fourier transform on the above function, we have 
𝐷 𝒌 𝐼 𝒌 ⨂𝑆 𝒌 ∙ 𝐻 𝒌 𝑁 𝒌                                    5.3  
It is more convenient to write the above function in matrix form as 








𝑆 𝒌 𝒑 𝑒
𝐴
2








𝑆 𝒌 𝐻 𝒌
𝑆 𝒌 𝒑 𝐻 𝒌
𝑆 𝒌 𝒑 𝐻 𝒌
𝑁 𝒌  
which shows that the cosine modulation results in a shift of the Fourier spectrum by 
 𝒑. In other words, higher frequency information can be obtained from the “structure-
illuminated” image. Obviously, a single 𝐷 𝒌  is not enough to solve the above equa-
tion to obtain the object function 𝑆 𝒌 . To solve the above equation, more conditions 
are needed. Indeed, we can change the phase of the modulation function, which corre-
sponds to shifting the modulation by a distance ∆𝑟 along the modulation direction, and 
measure more images. In theory, three images are required at minimum. Then, the equa-
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which is invertible, then 
𝑆 𝒌 𝐻 𝒌
𝑆 𝒌 𝒑 𝐻 𝒌
𝑆 𝒌 𝒑 𝐻 𝒌




𝑆 𝒌 𝐻 𝒌
𝑆 𝒌 𝒑 𝐻 𝒌









In order to obtain enough spectra to fill the Fourier domain completely, more images 
are measured by changing the angle of the modulation direction. This corresponds to a 
rotation of the mask. For example, we can measure three groups of triple-images along 
the modulation directions 0 , 60 , and 120 , respectively. In practice, nine images 
are enough to reconstruct a final SIM image. The index of the images is defined by 
𝑚 1,2,3,4,5,6,7,8,9 ; finally, we obtain a sufficiently sampled Fourier spectrum to 
reconstruct a super-resolved SIM image by 




𝑆 𝒌 𝐻 𝒌
𝑆 𝒌 𝒑 𝐻 𝒌





                 5.7  




𝑆 𝒌 𝐻 𝒌
𝑆 𝒌 𝒑 𝐻 𝒌





                5.8  
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𝑆 𝒌 𝐻 𝒌
𝑆 𝒌 𝒑 𝐻 𝒌





              5.9  
 
Figure 5.3 
The final super-resolved image is obtained by merging all components to 
𝑆 𝒌
∑ 𝐻∗ 𝒌 ∙ 𝐶 𝒌 𝐻∗ 𝒌 𝒑 ∙ 𝐶 𝒌 𝒑 𝐻∗ 𝒌 𝒑 ∙ 𝐶 𝒌 𝒑 𝒎𝝅
𝟑




where 𝑚 0,1,2 .  
5.2.1 Calculate Frequency and Phase of the Modulation Pat-
tern 
The above analysis shows that the transformation matrix 𝑀 is the key for image re-
construction in SIM. The accuracy of estimated frequency and phase values will affect 
the quality of the final super-resolved image. In order to guarantee high accuracy, the 
estimation is realized by fitting a reference image obtained from a homogenous sample 
that is excited with a cosine intensity pattern.  
Assume 𝜃 𝐴, 𝑝, 𝜙, 𝛼, 𝐼 , given the measured reference image of the pattern, the 
PSF of the imaging system and coordinate 𝒓, the cost function for fitting can be written 
as 
𝐸 θ ‖𝑃𝑆𝐹 ∗ 𝐼 𝐴 𝑐𝑜𝑠 2𝜋𝒑 ∙ 𝒓 𝛼 𝜙 y‖         5.11  
where 𝒓 𝛼  is the coordinate rotated by angle 𝛼. The above problem can be solved 
by existing solvers, such as the fminsearch function of Matlab. Usually, strongly non-
linear optimization problems require good initial values to guarantee that the optimiza-
tion algorithm converges to the correct solution. Therefore, it is necessary to estimate a 
proper initial value of θ in practice. Actually, the amplitude 𝐴 and background 𝐼  are 
very easy to estimate by simply taking the peak value and the valley value of the meas-
ured pattern, while the frequency 𝑝 and the rotation angle 𝛼 can be estimated through 
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the position of the two conjugated peaks of the Fourier spectrum of the measured image. 
The phase 𝜙 can be simply set to an arbitrary value within the interval 0,2π . 
5.2.2 Frequency Shifting 
The Fourier separated spectrum 𝐶 𝒌 𝒑𝒎  has to be shifted by 𝒑𝒎 to form the 
correct spectrum of the final super-resolved image. Basically, it can be done efficiently 
by taking advantage of the Fourier shifting property, which is described by 
F ω ω ↔ 𝑓 𝑟 ∙ 𝑒                                    5.12  
where 𝐹 𝜔  is the Fourier transform of 𝑓 𝑟 . 
5.2.3 Simulation 
In order to test the SIM reconstruction algorithm, I use the same object image as pre-
sented in Ref. [77] and write an algorithm based on the above analysis to simulate the 




Figure 5.4 Left: ground-truth. Right: wide-field image. The bottom shows the Fourier spectra of 
the top images. 
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The object image contains a large amount of high frequency components, which can be 
used to judge the reconstruction performance visually. The wide-field image is so 
blurred that many details with high spatial frequencies are invisible. Gaussian noise is 
added to the simulated raw images. The SNR of the raw image is 20 dB. 
 
Figure 5.5 Simulated SIM raw images and the separated Fourier spectra. Along columns, the 
phase is changed, and along each row, the modulation angle 
is changed (𝜃 0, , ). 
As the reconstruction is done in Fourier domain, the final image is obtained by an 
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inverse Fourier transform of the reconstructed Fourier image data. The simulation 
shows that the separated Fourier spectrum has twice-increased support along the mod-
ulation direction than that of the wide-field image along. The whole spectrum recon-




Figure 5.6 Reconstructed SIM image. Left: the reconstructed Fourier spectrum. Right: the final 
reconstructed super-resolution image. 
 
It is very convenient to implement the SIM image recontruction in the Fourier domain. 
However, the reconstructed images often suffer from artifacts. This happens because 
the estimation of the modulation frequency and the phase are affected by noise. 
Moreover, there can be a phase difference between images reconstructed along 
differenct modulation directions. Due to all these errors, it is hard to gurantee that all 
components are perfectly merged. In contrast, reconstruction in real space can avoid 
these problems.  
5.3 Deconvolution SIM 
5.3.1 Theory of Deconvolution SIM 
Deconvolution-based SIM reconstructs a SIM image in the spatial domain. Here it is 
easier to deal with noise and artifacts, as one can introduce a regularization. However, 
an accurate estimation of the modulation function is still required to guarantee a high 
quality of image reconstruction.  
 
Mathematically, the measured image is given by 
𝐼 𝐻 ∗ 𝑃 ∙ 𝑓                                                  5.13  
where 𝑓 is the object function, 𝐻 is the PSF of the imaging system, and 𝑃  is the  
Chapter 5                                        Simulation of Structured Illumination Microscopy 
57 
 
illumination function. There are multiple images with different modulation phases 
measured along different modulation directions. Taking advantage of all measured im-




‖𝐻 ∗ 𝑃 ∙ 𝑓 𝐺 ‖                             5.14  
whose gradient can be easily obtained by  
𝜕𝐸
𝜕𝑓
𝐻 ∗ 𝐻 ∗ 𝑃 ∙ 𝑓 𝐺 ∙ 𝑃                        5.15  
In practice, it is useful to introduce a regularization for image denoising and artifact 




‖𝐻 ∗ 𝑃 ∙ 𝑓 𝐺 ‖ 𝜆𝑅 𝑓                     5.16  
The corresponding derivative is then easily obtained as 
𝜕𝐸
𝜕𝑓
𝐻 ∗ 𝐻 ∗ 𝑃 ∙ 𝑓 𝐺 ∙ 𝑃 𝜆
𝜕𝑅 𝑓
𝜕𝑓
              5.17  
The details of regularization and the derivative of the regularization function will be 
studied in the next chapter. A non-negative constraint is a very useful constraint for 
deconvolution. In fact, we can employ a simple transform 𝑓 𝑓  to introduce a non-




‖𝐻 ∗ 𝑃 ∙ 𝑓 𝐺 ‖ 𝑅 𝑓                   5.18  
The corresponding derivative is easily obtained as 
𝜕𝐸
𝜕𝑓
2𝑓 ∙ 𝐻 ∗ 𝐻 ∗ 𝑃 ∙ 𝑓 𝐺 ∙ 𝑃 2𝜆𝑓 ∙
𝜕𝑅 𝑓
𝜕𝑓
         5.19  
With this gradient analysis, the cost function is very easy to solve by using any optimi-
zation method, such as a non-linear conjugate gradient method, or a limited-memory 
BFGS algorithm, etc. Efficient algorithms for deconvolution with some important reg-
ularization techniques will be studied in the next chapter. 
 
From (5.18), we can see that Deconvolution SIM requires knowledge of the exact PSF 
of the imaging system and the modulation function for modeling the measured image. 
This is perhaps the biggest challenge in practice. For simple modulation patterns like 
the cosine function, it is very easy to estimate the parameters of the modulation function 
by fitting. However, for more complex modulation patterns is not easy to calculate the 
modulation function without knowing the mathematical model. In such cases, an ex-
perimental estimation is required. Just as discussed above, the modulation function can 
be estimated based on measured reference images. 
5.3.2 Verification of Deconvolution SIM 
I verify Deconvolution SIM with simulations based on the same data set as used above. 
Total Variation regularization, Hessian regularization, and Roughness regularization are 
employed to remove noise and artifacts. The results are then compared to existing re-
construction methods, as shown in Figure 5.7. 





Figure 5.7 Deconvolution SIM. Top-left: Wiener filter without regularization. Top-right: TV regu-
larization. Bottom-left: Hessian regularization. Bottom-right: Roughness regularization 
  
The results show that Deconvolution SIM reconstruction methods outperform Fourier 
reconstruction. Noise and artifacts removal is significant. In contrast, TV regularization 
results in very sharp edges and high contrast, although slight artifacts are still visible. 
Hessian regularization and roughness regularization result in very smooth images; both 
suppress noise and artifacts very well. Visually, Hessian regularization seems to have 
the best performance, because the structure of the object image matches the property of 
Hessian regularization. In the next chapter, I will show that the TV regularization is 
more suitable for staircasing structures, Hessian regularization is more suitable for stair-
casing or linear structures, and roughness regularization is suitable to smooth and con-
tinuous structures. All these properties can be seen in the reconstructed images shown 
in Figure 5.7. Therefore, I believe that Deconvolution SIM is a very flexible technique 
for SIM image reconstruction, and that it is very promising for application. 




In this chapter, I illustrated the principle of SIM via a mathematical analysis and simu-
lation. I implemented a Fourier SIM reconstruction algorithm and deconvolution SIM 
reconstruction algorithms, and compared their results. The simulation results show that 
Fourier SIM is very efficient, but usually suffers from artifacts due to noise. In contrast, 
Deconvolution SIM is very flexible and works best for denoising and artifact removal, 
by using an appropriate regularization.  
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𝐿 -norm optimization problems become more and more important nowadays, and they 
are widely used in many applications: signal reconstruction in compressed sensing, net-
work training, signal or image denoising and deconvolution, etc. All these advanced 
techniques are based on 𝑙 -norm optimization. Thus, efficient and accurate 𝑙 -norm 
optimization methods are key for the development of more reliable, robust, and ad-
vanced information processing algorithms. So far, many algorithms and solvers have 
been developed to solve 𝑙 -norm problems. 
 
𝐿 -Magic is one of most well-known Matlab packages dedicated to solve any kind of 
compressed sensing (CS) reconstruction problems [78]. It was developed by Emmanuel 
Candes and Justin Romberg based on their early important work on compressed sensing 
[79]. All methods published in their article are mainly based on linear programming 
methods, which show a very good performance for CS reconstruction. However, these 
algorithms are not efficient when noise is involved, which is a very important issue in 
many applications. 
 
Split-Bergman [80, 81] is another well-known method, which introduces external vari-
ables so that the problem can be transformed to some easy-to-solve sub-problems, that 
are then solved very efficiently with traditional optimization methods. The problem is 
that one has to implement the algorithm based on the problem’s model, which can be 
challenging. The number of algorithms available for specific applications is still very 
limited so far: only TV denoising has been demonstrated to have a good performance. 
Simulations show that it is very sensitive to noise when applied to CS reconstruction 
problems, which makes the algorithm not computationally robust and fail-safe. Another 
problem is that more parameters are introduced, and multidimensional parameter tuning 
is difficult for many applications. 
 
Another method that is based on Majorization Minimization (MM) [82] is also a very 
interesting method to solve 𝑙 -norm optimization problems. The idea of MM is very 
similar to truth-region optimization: it introduces a convex function that is forced to 
satisfy some conditions to fit the objective function. Iteratively minimizing the sub-
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problem, e.g. the introduced convex function, will finally give the approximated solu-
tion of the objective function. These methods show a very good performance in data 
denoising and image restoration. However, it has the drawbacks that the form of calcu-
lation formula is not general to different type of l1-norm regularized problems and the 
analysis of the formula for calculation for specified application is very complicated. 
There is no solver available and there is still no constrained optimization version so far. 
 
In contrast, it seems that little attention has been paid to non-linear optimization meth-
ods as the 𝑙 -norm function is not smooth, which means that an analytical expression 
for the gradient is not available. In addition, the efficiency of numerically calculating 
the gradient can become a big issue when addressing large-scale optimization problems. 
However, to some extent one can circumvent these drawbacks. Some publications have 
reported about modified memory-limited Quasi-Newton methods. An Orthant-Wise 
limited-memory quasi-Newton (OWL-QN) method has been proposed [83], which ex-
tends the well-known non-linear algorithm, LBFGS, to non-smooth optimization. This 
method, however, is not flexible for solving a large variety of problems that do not take 
the 𝑙 -norm of the variable itself, but its gradient or its transformation in another do-
main, take total variance regularization and wavelet transformation for example. This 
is quite common in practice when the observed signal itself is not sparse but localized 
in some domains, which requires regularization based on 𝑙 -norm of some transfor-
mation of the signal to be reconstructed. 
 
In this chapter, I show how to use a smoothing function to approximate the 𝑙 -norm 
function to guarantee that the approximated function is everywhere differentiable. Then, 
the object function can be minimized via existing solvers, such as BFGS, LBFGS, 
LBFGS-B, or a non-linear conjugate gradient method, which have been developed for 
many years with very high performances. These mature methods can guarantee a robust, 
efficient, and accurate calculation. More importantly, many of these methods have been 
implemented and integrated on popular platforms such as Matlab or Python. Taking 
advantage of the smoothing transform and non-linear optimization solvers, 𝑙 -norm 
optimization problems become much easier to deal with, so that those who are faced 
with 𝑙 -norm optimization problems can focus on their actual problems without suffer-
ing from the implementation of specific optimization algorithms, or looking for dedi-
cated solvers, which can be a big challenge and can take a lot of time. 
6.2 L1-norm Approximation by Smoothening function 
The function of the 𝑙 -norm is not differentiable. However, it is possible to approximate 
it by some smooth function that can guarantee that the objective function is smooth 
everywhere while the output of each element term in the 𝑙 -norm function is positive-
valued.  
𝑅 𝑠  ‖𝑥‖ ≅ ∑ 𝑆 𝑥                      (6.1) 
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Ref [81] shows that ‖𝑥‖  can be used for generating a sparse solution. In order to bet-
ter fit ‖𝑥‖ , a function decaying from origin to ∞ and ∞ is more suitable than a 
constant. Indeed, there are many functions being positive and have a decaying property, 
for example, the well-known 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 function 
 
𝑆 𝑥 𝑥 𝐴𝑒                       (6.2) 
with gradient 
𝑆 𝑥
𝑥 1 𝐴2𝜎 𝑒
𝑥 𝐴𝑒
                                          6.3  












                                              6.5  
The parameters contained in both functions can be used to control the fit accuracy. Ob-
viously, any precision of fitting can be achieved. The most important point is that the 
derivative is quite simple to calculate, which is crucial for applying non-linear optimi-
zation solvers. It is very easy to expand it to 𝑙 -norm functions 
𝑆 𝑥 𝑆 𝑥                                                  6.6  
𝑆 𝑥 𝑝𝑆 𝑥 𝑆 𝑥                                       6.7  
The advantage of this conversion is that the smoothened 𝑙 -norm penalty is not only 
applicable to the objective function, e.g. ‖𝑥‖ , but also to any other form of 𝑙 -norm 
penalty, such as Total-Variance regularization.  
6.3 Compressed Sensing Reconstruction Problem 
Compressed sensing (CS) is a novel technique for sparse signal processing [84, 85]. 
The theory of CS shows that a sparse signal can be perfectly reconstructed with a very 
small set of randomly measured data, which allows sampling rates lower than the 
Nyquist sampling limit. CS is very attractive for sampling rate and measurement time 
sensitive situations, such as fast MRI or CT. CS decreases the complexity of a meas-
urement. However, it increases the complexity of reconstruction. Efficient reconstruc-
tion is the key for any CS application. In this section, I show how to solve efficiently 
basic CS reconstruction problems with the non-linear optimization. 
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6.3.1 Basis Pursuit (BP) Problem 




‖𝛹𝑥 𝑔‖ ‖𝑥‖                                           6.8  




‖𝛹𝑥 𝑔‖ 𝑆 𝑥                                   6.9  
and the corresponding gradient function is 
𝜕𝐸
𝜕𝑥
𝛹 𝛹𝑥 𝑔 𝑆 𝑥                                  6.10  
where 𝛹 is the measured data matrix, 𝑔 is the measured data, 𝑥 is the object to be 
reconstructed, and 𝑇 denotes matrix transposition. Since the goal function is smooth 
and an analytic expression for the gradient is available, it can be solved by any available 
non-linear optimization solver. 
6.3.2 Fourier Measured Compressed Sensing Reconstruc-
tion Problem 
Fourier measured problems are very common in medical imaging, which samples in 
the Fourier domain and then reconstructs the image from the measured Fourier spec-
trum. In practice, it does not completely sample over the whole domain, but with a 
sampling mask. This requires that reconstruction algorithms are able to reconstruct an 
image from very limited sampling points. According to CS theory, a sparse signal in 
the form of a randomly measured matrix that satisfies the Restricted Isometry Property 
can be perfectly reconstructed, even with a sampling rate lower than required by 
Nyquist sampling theory. Many natural signals, such as sound, or biological images, 
are sparse, which makes CS very attractive for signal processing in these applications. 
In particular, TV-sparse is very common in the field of medical imaging. Therefore, TV 




‖𝑀𝐹 𝑓 𝑔‖ 𝜆‖𝛻𝑓‖                                6.11  




𝑀𝐹 𝑓 𝑔 𝑀𝐹 𝑓 𝑔 ∗ 𝜆 𝑆 𝛻 𝑓 𝑆 𝛻 𝑓 𝑑𝑥𝑑𝑦   6.12  
where 𝑀 is the random measurement matrix, 𝐹  denotes Fourier transform, ∗ de-
notes complex conjugation, ∇ is the gradient operator, and 𝜆 is a Lagrange multiplier. 










𝜕 𝑀𝐹𝑓 𝑔 ∗
𝜕𝑓
𝑀𝐹𝑓 𝑔                       
𝜆 𝛻 𝑆 𝛻 𝑓 𝛻 𝑆 𝛻 𝑓                                                           6.13  
1
2
𝐹 𝑀𝐹𝑓 𝑔 ∗
1
2
𝐹∗ 𝑀𝐹𝑓 𝑔 𝜆 𝛻 𝑆 𝛻 𝑓 𝛻 𝑆 𝛻 𝑓  6.14  
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where 𝑓 denotes a vector, 𝐹 is the Discrete Fourier transform (𝐷𝐹𝑇) matrix, 𝛻 , 𝛻  
are discrete gradient operators along the 𝑥, 𝑦 directions, respectively, which corre-
sponds to the 𝑑𝑖𝑓𝑓 function in Matlab and has the same meaning as the operators in 
the following TV definition. The main operations in the above formula involve only 
Fourier transforms and difference calculations, which means it is very easy to imple-
ment on a computer. In the case of introducing non-negative constraint, it is very easy 
to convert a constrained optimization problem to an unconstrained optimization prob-




𝑀𝐹 𝑓 𝑔 𝑀𝐹 𝑓 𝑔 ∗ 𝜆 𝑆 𝛻 𝑓 𝑆 𝛻 𝑓 𝑑𝑥𝑑𝑦  6.15  
The corresponding gradient is 
𝜕𝐸
𝜕𝑓
𝑓 ∙ 𝐹 𝑀𝐹𝑓 𝑔 ∗ 𝑓 ∙ 𝐹∗ 𝑀𝐹𝑓 𝑔  
2𝜆𝑓 ∙ 𝛻 𝑆 𝛻 𝑓 𝛻 𝑆 𝛻 𝑓                                 6.16  
6.4 Total Variation (TV) Based Image Restoration  
TV regularization plays a very important role in image processing, which guarantees 
stable and visually good results, as it preserves sharp edges while resulting in very 
smooth images. However, solving the TV regularization problem analytically is not 
easy, since the regularization term is not differentiable. Here we employ the anisotropic 
form version of TV, which is defined by 
𝑇𝑉 𝑓 ‖𝛻 𝑓‖ 𝛻 𝑓
,
                                     6.17  
where 𝛻 , 𝛻  are defined by 𝛻 𝑓 𝑖, 𝑗 𝑓 , 𝑓 ,  and 𝛻 𝑓 𝑖, 𝑗 𝑓 , 𝑓 , . 





‖𝐻𝑓 𝑔‖ 𝜆𝑇𝑉 𝑓                                     6.18  




‖𝐻𝑓 𝑔‖ 𝜆 𝑆 𝛻 𝑓 𝑆 𝛻 𝑓
,
                   6.19  
and its analytic gradient function is 
𝜕𝐸
𝜕𝑓
𝐻𝑓 𝑔 𝜆 𝛻 𝑆 𝛻 𝑓 𝛻 𝑆 𝛻 𝑓                      6.20  
6.5 A Simple TV-Sparse Constraint by Thresholding 
The problem of the smoothened 𝑙 -norm regularization is that the solution is not per-
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fectly sparse anymore, since the range near zeros becomes smooth. However, the ap-
proximation of the smoothed function is still good enough to represent sparsity in many 
applications such as image restoration problems. 
 
For strict TV sparsity regularization, another sparsity constraint can be introduced. The 
idea is to employ a Haar wavelet [86] basis to enforce TV sparsity. The constraint can 
be implemented by minimizing the cost function 
𝐸 𝑓 ‖𝛻𝑓 𝑇 𝛻𝑔 ‖ ‖𝑊 𝑓 ‖                                 6.21  
where 𝑇 denotes thresholding, 𝑔 denotes given image solving by proposed algorithm, 
and 𝑊 denotes a wavelet transform. In practice, solving a 𝑙 -norm regularization op-
timization problem is very challenging. Instead, one can solve by an iterative shrinkage 
thresholding algorithm (ISTA) [87]. The algorithm can be implemented as shown by 
algorithm 6.1. 
Algorithm 6.1 
Initialize 𝑓 ; 
while: ‖𝑓 𝑓 ‖ ϵ  
𝑓 𝑎𝑟𝑔𝑚𝑖𝑛 𝐸 𝑓 ; 
𝑓 𝑓 ; 
while: ‖𝑓 𝑓 ‖ ϵ  
𝑓 𝑎𝑟𝑔𝑚𝑖𝑛 𝛻𝑓 𝑇 𝛻𝑓 ;  
𝑓 𝑊 𝑇 𝑊 𝑓 ; 
𝑘 𝑘 1; 
End 
𝑓 𝑓 ; 
𝑗 𝑗 1; 
End 
 
In detail, 𝑓  is solved by the proposed algorithm, and the sub-problem  
𝑓 𝑎𝑟𝑔𝑚𝑖𝑛‖𝛻𝑓 𝑇 𝛻𝑔 ‖22                                            6.22  
This can be solved by existing optimization methods like the steepest descend method 
or the conjugate gradient method. The convergence of ISTA has been shown in 
Ref. [88]. Simulations show that ISTA is a very efficient approach to generate sparse 
solutions. 
6.6 Results 
Based on the proposed models above, I verified the proposed method and checked the 
performance of existing solvers for some important applications. The configuration of 
the computer used was: i7-6700HQ CPU@2.6GHz, 16G RAM, 64-bit Windows 10 OS 
and Matlab R2015b. 
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Firstly, I checked the proposed algorithm on a very basic problem, the basis pursuit 
problem. The simulation is based on “l1qc_example.m” in L1-Magic. The ground-truth 
signal contains 5120 samples, but only 1200 samples referred to as measurement data 
are used for reconstruction. Gaussian random noise is added to the simulated data. 
Smoothed function (2), BFGS algorithm is used to solve this 1D signal CS reconstruc-
tion problem (μ=0, σ=50). 
 
Figure 6.1 Comparison of 1D signal CS reconstructions. (a) Original signal, (b) result by L1-
Magic code, (c) result by the proposed model solved by LBFGS algorithm 
The results show that the accuracy of both methods is quite close, but the L1-Magic 
solver is faster. In our simulation environment, L1-Magic takes about 9 s, while my 
proposed method needs around 6 s. However, L1-Magic results in more noisy data. In 
contrast, the non-linear based method is much more robust. Therefore, the non-linear 
based reconstruction method is very promising for CS reconstruction in practice. 
 
I further tested the algorithm on a TV sparse CS problem, which is widely used in many 
applications. The test is based on the L1-Magic sample of “tveq_phantom_example.m”. 
In L1-Magic, the problem is solved by a program coded by Justin Romberg. 
 
The phantom image used for testing is shown in Figure 6.2. CS data is measured in 
Fourier domain, which is complex-valued. Only 12 radial lines in the Fourier domain 
are used to select a sub-set of the whole domain, which is equivalent to a random sam-
pling. Only 2741 pixels in total are selected for reconstruction, which accounts for 4.18% 
of the full number of pixels. The initial guess of the object is estimated by an inverse 
Fourier transform of the incompletely sampled Fourier domain image. 



















Figure 6.2 Left: ground-truth image. Right: the Fourier sampling pattern is added and the ampli-
tude of spectrum has been logarithm-scaled (base=10). 
The structure of the object is very simple. The ground-truth image consists of several 
phantom patterns, which are very sparse in TV domain, as can be seen in figure 6.3. 
 
 
Figure 3 The TV sparsity of the object. Left: gradient in X-direction, right: gradient in Y-direction 
The initial image and final result which was restored by using my proposed method is 
shown in Figure 4. 
 
Figure 6.4 Phantom CS reconstruction. Left: initial estimated image. Right: reconstructed image 
by my proposed method. 












































In figure 6.4, the simulation results show that both of L1-Magic and my proposed 
method work quite well. However, the L1-Magic solver results in negative values, 
while my proposed method gives always only non-negative values, which is a very 
useful constraint for image restoration. The following Table shows that the proposed 
reconstruction method significantly outperforms L1-Magic. 
Table 4.1 CPU time to meet the criteria of RMS=0.1116 
Algorithm L1-Magic LBFGS LBFGS+ISTA 
CPU Time 317.740s 26.369s 194.623s 
 
In order to study what the optimal parameter 𝜆 is for regularization, and which effect 
other parameter values, e.g. the amplitude 𝐴 and σ, have on the the RMS of the dif-
ference between the restored image and the ground-truth image, the proposed algorithm 
was tested with different value combinations of these parameters. The test result is pre-
sented in Figure 6.5.  
 
Figure 6.5 Amplitude VS RMS. The value of sigma of Gaussian function is set as σ=1. 
 
The result shows that the RMS becomes minimal when 𝐴 10 ; the RMS converges 
to a constant value when 𝐴 10 . The RMS rises dramatically when 𝐴 10 . It 
also shows that the RMS value becomes minimal when the regularization parameter 
takes the value λ 10 , and it increases when λ is smaller or larger than 10 . There-
fore, the optimal value of λ should be around 10 . However, it must be pointed out 
that the optimal parameter value depends on the noise and the sparsity level. In practice, 
noise and a priori information of the object structure is usually not available. Therefore, 
it is not easy to estimate the regularization parameter, and parameter tuning is usually 
required. Estimation of the regularization parameter needs to be studied in future work.  




Figure 6.6 RMS vs. σ  
 
Figure 6.6 shows the effect of σ on RMS. It shows that the RMS value converges to a 
constant when σ 10 ; the RMS value fluctuates slightly in the range of 1, 10 , 
and it starts to increase with decreasing value of sigma for σ 1. Therefore, selecting 
a value of sigma larger than one may guarantee a good result. Both figures show that 
λ 10  is a good option. 
 
Figure 6.7 TV Image restoration. Poisson noise is added to original image (Intensity 100). (a) 
ground-truth image, (b) noisy image, (c) denoised image by Tom’s algorithm [81], (d) denoised 








I also tested my proposed algorithm on image restoration based on TV regularization, 
which is a very widely used technique in image restoration, because it results in high 
contrast and very sharp edges even for very noisy images. Figure 6.7 shows that the 
proposed method successfully restores the ground-truth image from very noisy image 
and that the result is quite close to that of existing methods; both restored images have 
very close SNR. 
6.7 Conclusions 
In this chapter, a non-linear optimization based method for solving 𝑙 -norm regularized 
optimization in CS and image restoration is proposed. It introduces a smooth function 
to approximate the 𝑙 -norm, so that it can be converted to a non-linear optimization 
problem and then be solved by existing powerful solvers. The results show that it is a 
very flexible approach, any type of 𝑙 -norm regularized optimization problem can be 
solved easily by existing nonlinear optimization methods via such simple conversion. I 
verified the proposed method by solving several existing important problems of practi-
cal relevance. The simulation results show that for basis-pursuit problems and TV-
sparse based CS reconstruction problems, the proposed method results in higher SNR 
than existing methods. Its property of accurate reconstruction makes it very suitable for 
CS reconstruction in practice. I also applied the method to a TV image restoration prob-
lem. The results are very close to those of existing methods. Future work has to be done 
for accelerating the calculations by using non-linear optimization methods to solve 
large-scale CS reconstruction problems. 
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Chapter 7          Artifact Removal 
Deconvolution 
7.1 Introduction  
Regularization-based deconvolution plays a very important role in the field of imaging, 
because it significantly improves the quality of measured images. Even though many 
commercial and open source deconvolution software packages [45] for bio-imaging 
have been developed, many new advanced deconvolution schemes are still being de-
veloped. In Ref. [89], a Richardson–Lucy algorithm with total variation regularization 
was proposed for deconvolution and image smoothening in 3D confocal microscopy. It 
is well known that TV regularization is a very successful technique for image restora-
tion, because it preserves sharp image edges, strongly suppresses noise, and results in 
visually good images. It works very well also for non-continuous images. The drawback 
of TV regularization is that it produces staircasing effects for images that contain 
smooth but complex structures. This limitation of TV has inspired regularizations based 
on higher order derivatives: Hessian regularization.  
 
Hessian regularization is a very good alternative to TV regularization, due to its global 
smoothening property for continuous images. Ref. [90] proposes an algorithm that is 
based on a Majorize-Minimization method to solve Hessian-regularization-based de-
convolution problems, and its results demonstrated its potential for applications in bio-
imaging. The drawback is that the algorithm does not contain a non-negative constraint. 
Recently, a fast, long-term, super-resolution imaging method was reported: Hessian-
SIM [13]. Here, a Hessian regularization artifact-removal deconvolution has been pro-
posed that is based on the Split-Bregman method. It takes advantage of the smoothening 
property of Hessian regularization without harming super-resolution. It makes sense to 
employ Hessian regularization because the object image in bio-imaging is supposed to 
be continuous and smooth. From the results of Hessian-SIM, it can be seen that Hes-
sian-based regularization is quite promising for bio-imaging.  
 
In this chapter, I will explain the basic concept of deconvolution and introduce some 
important existing techniques for fluorescence microscopy. Then I derive the deconvo-
lution formula for Maximum a Posteriori (MAP) based deconvolution with Hessian 
regularization and roughness regularization [91]. Based on simulation and experiment 
with real sample image, I show that Hessian regularization can also be used for intrinsic 
artifact removal in super-resolution microscopy as developed in our group, e.g. SOFI 
and ISM. I also propose a flexible method to solve Hessian-regularized deconvolution 
problems, which takes a non-negative constraint into consideration and is based on ex-
isting solvers, by which, it is much easier to implement. 
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7.2 Concept of Deconvolution and some Basic Decon-
volution Methods 
Mathematically, deconvolution is based on the fact that, for a linear imaging system, 
the process of imaging is equivalent to convolving the sample image 𝑓 with a point 
spread function (PSF) 𝐻: 
𝐺 𝐻 ∗ 𝑓 𝑁                          (7.1) 
It is convenient to use a blurring matrix 𝐻 to represent the PSF for analysis. Then, (7.1) 
can be rewritten by 𝐺 𝐻𝑓. Given the PSF 𝐻 and the measured degraded image 𝐺, 
deconvolution can be ideally done by  
𝑓 𝐻 ∙ 𝐺                           (7.2) 
which is indeed a very simple linear operation. The problem is that the blurring matrix 
is ill-defined. Therefore, such an inverse filter cannot be used in practice when noise is 
involved. When the blurred image is noisy, the inverse of the PSF will result in its 
amplification ate high frequencies. A simple way to avoid this problem is to introduce 
a damping factor to control the amplification amplitude of noise at high frequencies. 
The optimal solution based on a Minimum Mean-Square Error (MMSE) results in   
𝑓 𝒌
𝐻∗ 𝒌 𝐺 𝒌
𝐻∗ 𝒌 𝐻 𝒌 𝑁/𝑆
𝐻∗ 𝒌 𝐺 𝒌
𝐻 𝒌 𝐻∗ 𝒌 1/𝑆𝑁𝑅
                      7.3  
which is also called a Wiener filter, where 𝑁 denotes spectrum of the noise, 𝑆 is the 
signal spectrum, and SNR denotes the signal-to-noise ratio. When the SNR is high, 
(7.3) turns into (7.2). When the SNR is small, the filter value tends to zero. In other 
words, with high SNR, the Wiener filter works as an inverse filter, and with low SNR, 
the Wiener filter suppresses noise amplification. The problem of the Wiener filter is 
that it requires knowledge of the exact spectra of noise and signal, which are usually 
not available in practice. Instead, a constant can be used to approximate the SNR.  
 




                                                   7.4  
which is called a Tikhonov regularized inverse filter. The regularization parameter 𝜆 
is the value of the trade-off between high frequency noise amplification and noise sup-
pression. The optimum choice of 𝜆 is key for obtaining a good deconvolution result. 
In fact, (7.4) can also be solved iteratively with some efficient algorithm such as a con-
jugate gradient method. In practice, a non-negative constraint is introduced in each it-
eration, which is then called an Iterative Constrained Tikhonov-Miller (ICTM) method 
[92]. The details of ICTM have been discussed in the second chapter. 
 
Another well-known deconvolution method is the Richardson-Lucy algorithm (RL), 
which is a non-linear deconvolution technique that assumed a Poisson distribution of 
the image noise. Its very simple iteration is given by 
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𝑓 𝑓 ∙ 𝐻 ∗
𝐺
𝐻 ∗ 𝑓
                                            7.5  
This iteration of the RL algorithm tries to search a solution that maximizes the expec-
tation of a Bayesian estimate. The Richardson-Lucy algorithm is very easy to imple-
ment, it does not require any regularization parameter, and it is much more robust than 
the linear deconvolution techniques mentioned above. Furthermore, a non-negative 
constraint is already implicitly introduced in the RL algorithm.  
 
The advantages of these classical deconvolution methods are their high efficiency and 
easy implementation. A drawback is that artifacts arise for very noisy images. To sup-
press noise and artifacts, a regularization is required. 
7.3 Maximum a Posteriori Estimation Based Deconvo-
lution with Regularization 
The Maximum a Posteriori technique is an advanced technique for florescence micros-
copy deconvolution. Theoretically, MAP finds a solution that matches the observed data 
with highest statistical probability. Verveer has given the details of MAP for deconvo-
lution problem in his thesis [48]. Here, I just show some important conclusions. I con-
sider MAP with two type of noise models, a Gaussian noise model MAP (MAPG) and 
Poissonian noise model MAP (MAPP). 
 




‖𝐻𝑓 𝐺‖ 𝜆𝑅 𝑓                                         7.6  
where 𝑓 denotes the object function, 𝑅 𝑓  denotes regularization, and 𝜆 denotes 
Lagrange multiplier. For an iterative scheme, an analytic gradient function is essential 
for calculation. The gradient of MAPG can be obtained by 
𝜕𝐸
𝜕𝑓
𝐻 𝐻𝑓 𝑔 𝜆
𝜕𝑅
𝜕𝑓
                                             7.7  
where 𝑇 denotes transpose of matrix.  
 
Total Variation regularization is a very commonly used classical regularization tech-
nique for image denoising. The definition of Total Variation regularization is 
𝑅 𝑓 ‖∇𝑓‖                                                          7.8  
where ∇ denotes the gradient operator, which corresponds to a high-pass filter such as 
taking difference in the x- and y-direction. In the case of 𝑅 𝑓 ‖∇ 𝑓‖ ∇ 𝑓 , 




‖𝐻𝑓 𝐺‖ 𝜆 ‖∇ 𝑓‖ ∇ 𝑓                             7.9  
Here, the multiplier 𝜆 actually controls the tradeoff threshold, which balances the high 
resolution and smoothness of the deconvolved image. 
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For a Poissonian noise statistics, MAP results in the cost function  
𝐸 𝑓 𝐻𝑓 𝐺 ∙ 𝑙𝑛 𝐻𝑓 𝑏 𝜆𝑅 𝑓                    7.10  
where 𝑖 denotes the pixel index, and 𝑏 is the background of the measured image. 
Without any regularization term, MAPP will yield the same solution as the RL algo-









                                 7.11  
The selection of the regularization parameter is essential for the performance of regu-




                                                       7.12  
where 𝜎  is the noise variance of the measured image, and 𝜎  is the variance of the 
regularized image. In practice, 𝜎  can be measured by experiment or estimated from 
a measured image. But 𝜎  is usually difficult to determine, because the structure of 
the image is not known, so parameter tuning is usually needed. Typical values for 𝜆 
are in the interval 10 , 10 . 
 
There are many regularization techniques are available. Popular regularizations for im-
age restoration are Total Variation (TV), Tikhonov regularization, Wavelet sparsity etc. 
The choice of regularization has a great impact on the performance of a deconvolution 
algorithm. The regularization selection has to consider the properties of the selected 
technique and the structure of the object. For example, Tikhonov regularization is more 
suitable to smooth images, whereas TV regularization is more suitable for staircase-
structured images.  
In this chapter, I study the Hessian regularization and Roughness regularization, which 
have been demonstrated to be very attractive for bio-imaging deconvolution.   
7.4 Hessian Regularized Deconvolution  
The Hessian regularization function for image restoration can be defined by 
𝐻𝑒𝑠𝑠 𝑓 ∑ |𝛻 𝑓| 𝛻 𝑓 2 𝛻 𝑓               (7.13) 
where 𝛻 , 𝛻 ,𝛻  are given by  
𝛻 𝑓 𝑖, 𝑗 𝑓 , 2𝑓 𝑓 ,                                                        
𝛻 𝑓 𝑖, 𝑗 𝑓 , 2𝑓 𝑓 ,                                                        
𝛻 𝑓 𝑖, 𝑗 𝑓 𝑖, 𝑗 𝑓 𝑖, 𝑗 1 𝑓 𝑖 1, 𝑗 𝑓 𝑖 1, 𝑗 1
  7.14  
Instead, only 𝛻 , 𝛻  can be used, which yields a 𝑙 -norm Laplace regularization. 
Based on the above Hessian regularization model, the goal function of image deconvo-




‖𝐻𝑓 𝑔‖ 𝜆𝐻𝑒𝑠𝑠 𝑓                                    7.15  
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The function of 𝑙 -norm is not differentiable, however, it is possible to approximate it 
by some smooth function that can guarantee that the object function will be smooth 
everywhere while the output of each element term in the 𝑙 -norm function is positive-
valued.  
𝑅 𝑠  ‖𝑥‖ ≅ ∑ 𝑆 𝑥                   (7.16) 
The 𝑙 -norm function can be approximated by ‖𝑥‖ 𝑓 𝑥 𝑥 , where 𝑓 𝑥  de-
notes a positive decay function from the origin to ∞. Indeed, there are many func-





                                              7.17  
where 𝐴 denotes the amplitude of a regularization term. Its derivative is 
𝑆 𝑋
𝑥 1 𝐴𝑥 1
𝑥 𝐴𝑥 1
                                     7.18  
The smoothened goal function can be written as 
𝐸 𝑓 ‖𝐻𝑓 𝑔‖ 𝜆 ∑ 𝑆 𝛻 𝑓 𝑆 𝛻 𝑓 2𝑆 𝛻 𝑓,      (7.19) 
and its gradient is 
𝜕𝐸
𝜕𝑓
𝐻 𝐻𝑓 𝑔 𝜆 𝛻 𝑆 𝛻 𝑓 𝛻 𝑆 𝛻 𝑓 2𝛻∗ 𝑆 𝛻 𝑓     7.20  
where 𝛻∗  is defined by  
𝛻∗  𝑓 𝑖, 𝑗 𝑓 𝑖, 𝑗 𝑓 𝑖, 𝑗 1 𝑓 𝑖 1, 𝑗 𝑓 𝑖 1, 𝑗 1     (7.21) 
which is very similar to 𝛻 . 
In image deconvolution, a non-negative constraint is a very useful condition for 
strengthening a deconvolution algorithm. It is very easy to impose non-negative con-
strain by substituting 𝑓 with 𝑓  in the above equations. Then, the non-negative con-
strained deconvolution goal function becomes 
𝐸 𝑓 ‖𝐻𝑓 𝑔‖ 𝜆𝐻𝑒𝑠𝑠 𝑓                 (7.22) 




‖𝐻𝑓 𝑔‖ 𝜆 𝑆 𝛻 𝑓 𝑆 𝛻 𝑓 2𝑆 𝛻 𝑓      7.23
,
 
and the corresponding gradient can be easily derived by 
                 
𝜕𝐸
𝜕𝑓
2𝑓 𝐻 𝐻𝑓 𝑔
2𝜆𝑓 𝛻 𝑆 𝛻 𝑓 𝛻 𝑆 𝛻 𝑓 2𝛻∗  𝑆 𝛻 𝑓           7.24  
Now, the Hessian-regularization based deconvolution problem has been converted to a 
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non-linear unconstrained optimization problem, which can be solved by many existing 
large-scale non-linear optimization methods, such as LBFGS, non-linear conjugate gra-
dient etc. 
7.5 Roughness Regularization 




𝑑𝑋                                             7.25  
where 𝑋 denotes any direction. A forward difference scheme can be used to approxi-




                                         7.26  










       7.27  
In case of a two-dimensional regularization, the roughness regularization function can 
be represented as 
𝑅 𝑓 𝑅 𝑓 𝑅 𝑓                                     7.28  
The corresponding gradient is 
𝛻𝑅 𝛻 𝑅 𝛻 𝑅                                         7.29  
Like Hessian-regularized deconvolution, the positive constraint goal function for 
roughness regularized deconvolution can be written as 
𝐸 𝑓 ‖𝐻𝑓 𝑔‖ 𝜆𝑅𝐹 𝑓               (7.30) 
The gradient can be derived as 
𝜕𝐸
𝜕𝑓
2𝑓 𝐻 𝐻𝑓 𝑔 2𝜆𝑓 ∙ 𝛻𝑅 𝑓                      7.31  
7.6 Simulation 
Simulations were implemented to verify the performance of the regularized deconvo-
lution algorithms studied for 2D and 3D image deconvolution. Since the image noise is 
dominated by Poissonian noise, I have chosen the MAPP model and implemented a 
deconvolution algorithm based on (7.10) and (7.11). The problem of minimizing (7.10) 
was solved with a LBFGS algorithm. 
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7.6.1 Two-Dimensional image deconvolution 
In order to check the performance of the proposed methods, I firstly tested the algo-
rithms on the resolution target from website [93]. The configuration of the computer 
used for these simulations was: i5-6600 CPU@3.30GHz, 32G RAM, 64-bit Win-
dows10 OS, and the platform for coding and testing is based on Matlab R2017a.  
 
The image was blurred with a Gaussian kernel, and Poisson noise was added. The goal 
function is based on (7.10), which is solved by LBFGS algorithm.  
 
Figure 7.1 Ground-truth 
In order to quantify the performance of each algorithm, I employed the root-mean-




                                    7.32  
where 𝐼  denotes the deconvolved image, and 𝐼  denotes the ground-truth 
image. M and N are the height and width of the image, respectively. No doubt, the RMS 
value reflects the performance of a deconvolution algorithm. In order to obtain the best 
results, the regularization parameter is determined by selecting the one that results in a 
minimum RMS value. To do so, several points of the RMS function  
𝑅𝑀𝑆 𝜆 , 𝑖 1,2,3, …                                              7.33  
are calculated, then a continuous RMS function is estimated by cubic interpolation, and 
the minimum of the RMS function is selected as the optimal regularization parameter. 
For the RL algorithm, I have taken the result that yields a minimum RMS value. 
 
The simulation result is shown in Figure 7.2. The results show that the RL algorithm 
yields sharper images, but numerous artifacts are generated. In contrast, regularized 
deconvolution with Hessian and roughness regularization result in very clear images 
Chapter 7                                                    Artifact Removal Deconvolution 
80 
 
with less artifacts. A quantitative comparison between different deconvolution methods 
is shown, based on the minimum of RMS and the edges response.  
 
 Figure 7.2 2D deconvolution. (a) Blurred noisy image, (b) RL deconvolved image, de-con-
volved image with (c) Hessian regularization, (d) Roughness regularization.  
Table 7.1 shows RMS values for the best values of regularization parameters and num-
ber of iterations, tuned in such way as to guarantee that the deconvolution algorithms 
converge to the solution with minimum RMS value. 
Table 7.1 
Regularizer Hessian Roughness RL 
Parameter 2E-3 2E-2 0 
RMS 25.0594 26.6413 30.2826 
 
Fig 7.3 shows details of the deconvolved images above, and a profile along the redline. 
 





Figure 7.3 Resolution performance comparison 
The curves show that the three tested methods have a very close resolution performance. 
However, the RL deconvolution results in the best contrast, but suffers from larger ar-
tifacts and noise. Both Hessian and Roughness regularization result in smoother and 
clearer images. However, there are obvious differences between these two regulariza-
tions. Hessian regularization shows a better performance in artifact removal than rough-
ness regularization, while the intensity response at high levels of Roughness regulari-
zation is much more linear, very close to that of the RL algorithm. 
7.6.2 Three-Dimensional image deconvolution 
Three Dimensional deconvolution is a very common problem in bio-imaging. I tested 
3D deconvolution with Hessian regularization and roughness regularization based on 
the MAPP model, using the dataset from Ref. [45]. The ground-truth image is just the 
one shown in figure 7.4. 
 
Figure 7.4 Ground-truth 
The 3D image blurred by a wide-field 3D PSF and with Poisson noise added. Similarly, 
the cost function is based on (7.10), and LBFGS algorithm is employed to solve the 
problem. The simulated blurred noise image and de-convolved results are just as figure 
7.5 shows. 




















Figure 7.5 3D deconvolution. (a) Blurred noisy image, (b) RL (c) Deconvolution with 
roughness regularization (d) Deconvolution with Hessian regularization 
For optimal regularization parameters, the resulting RMS are given in Table 7.2.  
Table 7.2 
Algorithm/Regularizer RL Roughness Hessian 
RMS 691.1674 634.0935 640.5373 
Table 7.2 shows that deconvolution with regularization has a better performance than 
the RL algorithm. Roughness regularization seems to be a little better than Hessian 
regularization. The reason is that smooth structures dominate the object. 
7.7 Artifact Removal Deconvolution with Hessian 
Regularization 
In this section, Hessian regularization is used for artifact removal deconvolution in 
SDC-ISM and SOFI images, which can suffer from some intrinsic artifacts. 
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7.7.1 SOFI Image Deconvolution 
The average of raw images shows a HeLa cell with vimentin labeled by rsEGFP. I used 
1000 frames of raw images to calculate the 2nd-SOFI image. The existing software de-
veloped by Theo Lasser’s group at the EPFL calculates the SOFI image using cross-
cummulants, and then linearizes the SOFI image by taking the square-root of the de-
convolved image with a RL deconvolution algorithm. I do here the same thing but use 
a Hessian-regularized deconvolution method to de-convolve the SOFI image. The PSF 
used for deconvolution is approximated by a Gaussian function whose size is based on 
the measured image of beads, where the measured FWHM is around 2.6 pixels. 
 
Figure 7.6 SOFI image deconvolution. (a) average image, (b) 2nd-order cross-cumulant, (c) 
reconstructed image by existing public-domain software [94], (d) deconvolved image by Hes-
sian regularized deconvolution 
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In order to gain a deep-insight comparison, figure 7.7 shows the details of the structure 
in the central area of each image in Figure 7.6.  
 
 
Figure 7.7 SOFI image deconvolution. (a) average image, (b) 2nd order cross-cumulant, (c) 
deconvolved image by existing open software [94], (d) deconvolved image by using Hessian 
regularized deconvolution. 
 
The structure and the resolution of the restored object obtained by two deconvolution 
methods look quite similar. However, artifacts caused by the cross-cumulant calculation 
cannot be removed completely by RL deconvolution, while Hessian-regularized decon-
volution results in a smoother and clearer image. The reason is that, even though RL 
deconvolution results in a higher contrast and resolution, it is sensitive to noise. Thus, 
high-frequency components are also be amplified. In contrast, deconvolution with Hes-
sian regularization does not only suppress noise very well, but also highlights connected 
structures in the object, and its contrast is closer to that of the average image. Therefore, 
Hessian regularization is very suitable for restoring image that are supposed to be con-
tinuous and smooth. 
7.7.2 SDC-ISM image deconvolution  
The image used here was obtained with the SDC-ISM system developed in our group. 
The sample is an EPC2 cell which is labeled with phalloidin and illuminated with a 
647nm laser. The image was recorded with a Hamamatsu camera (pixel size/magnifi-
cation = 54.2 nm). The measured FWHM of one excitation focus is ~7.1 pixels. Six 
laser pulses are triggered for each imaged frame, and 125 frames were taken in total. 
The average image has the same resolution as that of conventional SDC as shown in 
figure 7.8 (a), and the ISM image is shown in panel (b). It is apparent that stripe artifacts 
appear in the reconstructed ISM image. The main reason of these artifacts is the uneven-
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spatial-sampling due to the spatial distribution of pinholes in the spinning disk. There-
fore, completely correcting this type of artifact by system calibration is very difficult as 
information of system errors relative to these artifacts is unavailable. Even filtering by 
the mean of the images is quite challenging, as the frequency of artifacts overlaps with 




Figure 7.8 SDC-ISM image deconvolution. (a) average of raw images, (b) reconstructed ISM im-
age, (c) deconvolved image by RL algorithm, (d) deconvolved image by Hessian-regularized de-
convolution method. 
 
The results show that artifacts are enhanced by general deconvolution methods, while 
Hessian-regularized deconvolution can remove the artifacts very well. However, the 
degree of smoothening is too big, so that high frequency information is filtered out. 
These two examples show that the choice of the regularization parameter is very im-
portant in practical applications. It is always a trade-off between smoothening and res-
olution enhancement. Unfortunately, there is no formula to determine the value of the 
regularization parameter. Simulations and experiment results show that a good value is 
around 10 , and tuning around this value is a good option in practice. 
 




In this chapter, I have proposed a method for enhancing resolution and removing po-
tential artifacts in SOFI and ISM images based on a Hessian-regularized deconvolution. 
I showed that Hessian-regularized deconvolution can be efficiently done via non-linear 
optimization. The simulation results show that Hessian regularization with a proper 
regularization parameter results in very smooth and clear images. The results of decon-
volved ISM images show that artifacts can be removed very well, but resolution is lost 
due to over-smoothening. Deconvolved SOFI images show that, although RL deconvo-
lution results in high contrast images, it also enhances artifacts at the same time. Hes-
sian-regularized deconvolution highlights the connection of the imaged object, as it as-
sumes that the unknown object is continuous and smooth, and that is why it can restore 
missing structures of a sample from partial knowledge. Since the structure of a biolog-
ical sample is usually continuous and smooth, this property makes it very suitable for 
continuous object imaging. In future work, it would be interesting to develop a GPU 
accelerated Hessian-regularized deconvolution based on a MLE, which is more suitable 
for low SNR fast 3D imaging.  
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Chapter 8               Airy Beam 
Light‐Sheet Microscopy 
8.1 Introduction 
Light sheet fluorescence microscopy is a fast imaging technique with high performance 
of optical sectioning [95]. By using a laser light-sheet for excitation, background and 
bleaching can be reduced. Light sheet microscopy results in large Field-of-View (FOV) 
high contrast images [96, 97]. In practice, Gaussian beam, Bessel beam, and Airy beam 
excitations have been employed for light-sheet microscopy. In comparison, Airy beam 
excitation outperforms Gaussian beam and Bessel beam excitation because it provides 
a much larger FOV. Airy beams have the following interesting properties: they are non-
diffractive over very long propagation paths and they are “self-healing” during propa-
gation [98]. Since the first observation of optical Airy beams [99], they have been ex-
tensively investigated [100, 101], and show promising potential for application in pho-
tonics and bio-imaging [102, 103]. 
 
Since 2014, Kishan Dolakia’s group in St. Andrews, Scotland, has developed Airy 
beam light-sheet microscopy (ALSM) to obtain high contrast and very large FOV im-
ages [104]. As it profits from high spatial frequency content of Airy beams, the singe-
photon modulation-transfer-function (MTF) of ALSM is much better than that of Bessel 
beam light-sheet microscopy, while it retains a very good axial resolution very close to 
that of Gaussian light-sheet microscopy. The FOV of an Airy light sheet microscope 
can reach 173 µm, which is about 10 times larger than that of Gaussian light sheet 
microscopy. The latest version of ALSM provides even higher contrast images [105]. 
 
The high performance of ALSM comes with the problem of image reconstruction by 
deconvolution. The reason is that the sample is not only convolved by the point-spread-
function of the microscope, but also with the Airy-beam illumination that is non-sym-
metric along the sectioning direction. This results in comet or flame artifacts in the 
measured image. These artifacts are not uniform along the optical axis, which is very 
different from traditional linear imaging methods. Such imaging behavior of Airy light-
sheet microscopy requires that the measured image has to be deconvolved with the il-
lumination function to restore the real image. Basically, the ALSM image can be recon-
structed by deconvolving the 3D raw image by Wiener filer [39] along the z-direction 
pixel by pixel in the xy-plane [104]. 
 
The 1D deconvolution approach has the advantage of efficiently restoring the true im-
age. However, deconvolution along the z-direction only is not sufficient. Besides, 1D 
deconvolution does not work well for large aperture objectives, because then the detec-
tion PSF strongly diverges along the lateral directions. Therefore, to recover a high-
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quality image, a full 3D deconvolution is required. Unfortunately, existing deconvolu-
tion methods with a single PSF cannot be directly used for light-sheet microscopy im-
age reconstruction. As mentioned above, the imaging model of light-sheet microscopy 
does not match the convolution theorem as explicitly as in general deconvolution mi-
croscopy [106]. However, notice that the Airy beam illumination is quite structured 
along the z-direction and is only locally homogenous in the xy-plane; such features re-
quire a 3D deconvolution with a local PSF model. Based on this fact, I propose a block-
by-block deconvolution approach to reconstruct images of light-sheet microscopy. 
 
Several deconvolution algorithms have been proposed for 3D image deconvolution 
[107]. The well-known Richardson-Lucy deconvolution algorithm [41, 42], which as-
sumes Poissonian noise in the measured images and estimates an object based on a 
MLE, is widely used in practice. It is indeed a very simple but powerful deconvolution 
technique. The advantages of the RL algorithm are that it is very easy to implement and 
intrinsically adapted to Poissonian noise which is very common in bio-imaging, and the 
non-negativity constraint, which is a very important constraint for image restoration, is 
already introduced implicitly. In addition, the RL algorithm is very suitable for volume 
image processing, because the core of the algorithm can be calculated by a Fast Fourier 
Transform (FFT) [108], which has big advantages for 3D image processing when using 
acceleration by GPUs [109]. The drawback of the RL algorithm is that noisy data can 
result in image artifacts, and that it converges very slowly. In practice, a regularization 
is usually introduced to avoid artifacts, and denoising is used in image deconvolution 
[110], which takes advantage of prior sample information. Based on this point of view, 
a modified RL algorithm with Total-Variation (TV) [111] regularization has been pro-
posed [89]. Total Variation regularization is a very successful regularization technique, 
which results in sharp edges, high contrast, and a clear image, and it has been widely 
used to remove noise and to avoid ill-posed problems in image restoration [112]. As 
TV regularization imposes a penalty on first-order derivatives, RL deconvolution with 
Total Variation (RLTV) regularization is very suitable for noisy and blurred images that 
consist of numerous segment-flattened objects. However, there is a risk to introduce 
staircasing artifacts in continuous and smooth image restoration [113]. In reality, TV 
regularization is not always the best choice for smooth and continuous object restora-
tion. For bio-imaging, a smoothening regularization would be more suitable, since bio-
logical samples are usually continuous and smooth. 
 
Good’s roughness penalty has been demonstrated to be a very good regularization for 
bio-imaging [91, 114]. It has a very similar form as TV, but results in smooth and con-
tinuous images and outperforms many other regularization techniques in terms of mean-
square-error [115]. Therefore, combining RL algorithm with roughness regularization 
is a very good alternative to RLTV to obtain smooth and continuous images. In this 
chapter, a 3D deconvolution approach with roughness regularization is proposed to re-
construct ALSM images. Volume data is divided into blocks and then each block is 
deconvolved with a local PSF. In the following sections, I firstly analyze the imaging 
model and derive the RLTV and RLRF deconvolution for ALSM. Then, I check the 
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proposed algorithm by simulations and real sample image deconvolutions. Finally, I 
give a summary of my work. 
8.2 Airy Beam Light-Sheet Microscopy 
Experimentally, an Airy beam can be generated by modulating a Gaussian beam with a 
cubic phase mask, and then optically Fourier-transforming the beam with a lens. It has 
a structure as shown in figure 8.1. 
 
 
Figure 8.1 The structure of Airy beam. Upper: the transverse view in different x-position, bot-
tom: x-z view. The x range (from left to right) spans 165 µm. 
Their non-diffractive property makes Airy beams attractive for use in light-sheet mi-
croscopy, to obtain very large FOV images. The ALSM system consists of two arms, 
as shown in figure 8.2.  
 
Figure 8.2 ALSM system [104].  
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In the horizontal arm, the Airy light sheet is generated by passing a laser beam (Laser, 
wavelength 488 nm or 532 nm) through a fast digital scanning (y-axis) acousto-optic 
deflector (AOD). Then, the beam goes through a cubic phase mask (SLM). Finally, it 
is resized by a proper telescope system (L1-L2) and projected onto the back aperture of 
the excitation objective (MO1), which Fourier-transforms the input light into the Airy 
beam. Not necessary but helpful are the detection objective (MO3), tube lens (TL2) and 
camera (CCD2) that are used for calibration of the light sheet microscope.  
The sample is scanned by the AOD with the Airy light sheet, which is generated by the 
horizontal arm and propagates from the excitation objective (MO1) along the x-direc-
tion. In the vertical arm, the detection objective (MO2) and tube lens (TL1) are used to 
collect fluorescence excited by the Airy beam along the z-axis, and finally form an 
image on the camera (CCD1).  
The coordinate system is defined as shown in figure 8.2. The Airy beam propagates 
along the x-direction and scans the sample along the y-direction. Beam scanning is re-
alized by the AOD, which is synchronized with the camera. The sample and camera 
move together along the z-direction for z-sectioning. 
 
Mathematically, the imaging function of a light-sheet microscope reads 
 
𝑌 𝑥, 𝑦, 𝑧 𝑈 𝑥 𝑥 ,  𝑦 𝑦 , 𝑧 𝑧 𝑃 𝑥 , 𝑦 , 𝑧 𝑧 𝑋 𝑥 , 𝑦 , 𝑧 𝑑𝑥 𝑑𝑦 𝑑𝑧  
8.1  
where 𝑈 𝑥, 𝑦, 𝑧  is the PSF of the imaging system, e.g. the PSF of a wide-field micro-
scope, 𝑃 𝑥, 𝑦, 𝑧  denotes the illumination function caused by beam-scan-
ning, 𝑋 𝑥, 𝑦, 𝑧  is the sample function, and 𝑌 𝑥, 𝑦, 𝑧  is the image detected by the 
camera. Equation (8.1) shows that the imaging model is quite different from that of 
other imaging systems such as a wide-field or a confocal microscope, where it can be 
simply described by a convolution between the object function and the PSF of the im-
aging system. In light-sheet microscopy, the sample function is not only convolved by 
the PSF of the microscope in all dimensions, but also convolved with the illumination 
function along the z-direction. The convolution results in comet or flame artifacts in the 
measured image, which is similar to motion artifacts. To obtain the actual image, the 
raw image must be deconvolved. Even though ALSM is still a linear transformation 
system, it is challenging to deconvolve the raw image of ALSM in all dimensions. 
There is no final solution to this problem so far. However, if the illumination function 
𝑃 𝑥, 𝑦, 𝑧  varies along the z-direction but is independent along the xy-diections, e.g. is 
constant in the xy-plane, the PSF then can be combined with the illumination function 
to create an equivalent PSF. I make use of this property of ALSM to derive the following 
deconvolution approach. 
 
Beam scanning results in an illumination function that is equal to integrating the beam 
function over the scanning direction, which can be written as   
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𝑃 𝑥, 𝑧 𝐵 𝑥, 𝑦, 𝑧 𝑑𝑦                                                 8.2  
where 𝐵 𝑥, 𝑦, 𝑧  denotes the 3D beam function as figure 8.1 shows. The beam-scan-
ning along the y-direction results in a parabolic iso-surface of a spatial structured illu-
mination pattern, just as figure 8.3 shows.  
 
Figure 8.3 Illumination pattern by Airy beam scanning, left: Widefield PSF, right: Illumina-
tion pattern of Airy beam scanning. All images shown are in x-z plane at the center of the y-
range. 
In a local area within a relatively small x-range, typically within 20μm, the illumina-
tion pattern is quite structured along the z-direction and close to a plane in the xy-direc-
tions, which allows me to calculate a local PSF for ALSM by 
𝑃𝑆𝐹 𝑥, 𝑦, 𝑧 𝑈 𝑥, 𝑦, 𝑧 ∙ 𝑃 𝑥, 𝑧                   (8.3) 
With local PSFs, the raw image can be divided into several blocks along the x-direction, 
and then deconvolved block by block by conventional deconvolution algorithms. The 
PSF and the corresponding OTF at different x-positions is shown in figure 8.4. 
 
Figure 8.4 Upper: Illumination pattern of Airy beam scanning which is modulated by wide-
field PSF. Middle: The local PSFs in different x positions. Bottom: Corresponding OTF. All 
images shown are shown are the middle slice of y-range (x-z view). 
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It can be seen from figure 8.4 that the local PSFs vary from block to block along the x-
direction. However, it can be regarded as homogenous illumination in the xy-plane 
within short x-ranges. In practice, a very large range of the middle part can be cut off 
as a single block for deconvolution as the illumination pattern is perfectly homogeneous 
there. In contrast, the PSF on both side-blocks are quite different from the middle ones; 
the main lobe of the Airy beam is cut off and side lobes dominate. This, indeed, has a 
negative impact on the finally reconstructed image, as the support of the OTF is much 
narrower than of that in the middle. Nevertheless, the other parts still occupy a very 
large FOV with high image contrast. The block strategy does not necessarily have to be 
the same as shown in figure 8.4, which will depend on the x-range of illumination ho-
mogeneity. 
 
The block technique simplifies significantly the deconvolution as it divides a data vol-
ume into smaller blocks and makes it possible to employ parallel computing to accel-
erate 3D image reconstruction. Furthermore, each block can be de- convolved by a  
 
Figure 8.5 Deconvolution block-by-block. The blurred image is divided into two blocks and 
then deconvolved with local PSF by Wiener deconvolution. (a) The ground-truth, (b) illumi-
nation pattern (c) local PSF, (d) blurred image without noise, (e) deconvolved image. 
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variety of existing deconvolution methods, such as Wiener or RL deconvolution. All this 
makes image reconstruction of ALSM image very easy. The feasibility of block-by-
block deconvolution is demonstrated by the following simulations. 
8.3 Regularized Richardson-Lucy Deconvolution 
Poissonian noise is very common in imaging, based on which a MLE-based deconvo-
lution can be derived. For a Poissonian noise image restoration model [116], the goal 
function is based on a MLE and can be written as 
𝐸 𝑓 𝐻 ∗ 𝑓 𝐺 ∙ 𝑙𝑜𝑔 𝐻 ∗ 𝑓                                          8.4  
where 𝐺 denotes the measured image, 𝐻 the PSF, ∗ is the convolution operator, and 
𝑙𝑜𝑔 denotes the natural logarithm. Let the gradient of the objective function be equal 
to zero, so that we have 
𝜕𝐸
𝜕𝑓
𝐻 ∗ 1 𝐻 ∗
𝐺
𝐻 ∗ 𝑓
0                                         8.5  




                                                         8.6  






                                                       8.7  
Finally, RL deconvolution is done by 
𝑓 𝑓 ∙ 𝐻 ∗
𝐺
𝐻 ∗ 𝑓
                                           8.8  
where 𝑓  denotes the estimated object in the 𝑘  iteration. In practice, the core of the 
iteration formula can be calculated by a FFT, which is highly efficient for volume data 
processing, especially for 3D image deconvolution. Furthermore, acceleration of the 
RL algorithm is possible [118]. Just as many other deconvolution techniques, conver-
gence of RL cannot be guaranteed, because noise could be amplified after a few number 
of iterations [89]. In practice, regularization is commonly used for artifact removal, 
denoising, and algorithm stabilization. Therefore, it is quite attractive to introduce reg-
ularization into RL to enhance its performance. 
8.3.1 Richardson-Lucy Deconvolution with TV regulariza-
tion (RLTV) 
In image restoration, TV regularization is introduced to process very noisy data and to 
make the restoration algorithms result in very sharp and clear images. Total variation is 
defined by 
𝑇𝑉 𝑓 |𝛻𝑓 𝑋 |𝑑𝑋                                                    8.9  
 
where 𝛻 denotes the gradient operator. Usually, the gradient can be approximated by 
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a discrete difference operator. Let us define the operator  
𝛻 𝑓 , , 𝑓 , , 𝑓 , ,
𝛻 𝑓 , , 𝑓 , , 𝑓 , ,
𝛻 𝑓 , , 𝑓 , , 𝑓 , ,
                     (8.10) 
and the function 
𝑆 𝑓 , , 𝑓 , , 𝑓 , , 𝑓 , , 𝑓 , , 𝑓 , , 𝑓 , ,  
𝛻 𝑓 , , 𝛻 𝑓 , , 𝛻 𝑓 , ,                 8.11  
where 𝑖, 𝑗, 𝑘 denote pixel indices along the 𝑥, 𝑦, 𝑧 directions, respectively. The total 
variation regularization function can then be represented as 
𝑅 𝑓 ∑ 𝑆 𝑓 , ,, ,                      8.12  










                               8.13  
where 𝛻∗𝑓 , , 𝑥 , , 𝑥 , , , 𝛻∗𝑓 , , 𝑥 , , 𝑥 , , , 𝛻∗𝑓 , , 𝑥 , , 𝑥 , , . 
Similar to the derivation of the RL deconvolution algorithm based on a MLE, the iter-







                                   8.14  
Compared to the formula of the RL algorithm, only one term is added, which does not 
increase the complexity of the algorithm but improves the performance of the RL algo-
rithm significantly. In addition, the introduced term is quite easy to implement. Simu-
lations show that it does not computationally affect the performance of the RL algorithm 
too much. 
 
However, the problem of determining the value of the regularization parameter, an ad-
ditional input parameter, which depends on the signal-to-noise ratio of the measured 
image, is involved. In practice, it is recommended to set it to around 10  [89]. Even 
though TV regularization preserves the sharp edges of an object and results in high 
contrast images, it can cause staircasing artifacts, as the gradient of the objective func-
tion is penalized. Therefore, tuning the regularization parameter is usually needed to 
restore good-quality images. 
8.3.2 Richardson-Lucy Deconvolution with Roughness Reg-
ularization (RLRF) 
Usually, we hope to restore a continuous and smooth image of the object when smooth-
ening regularization is introduced. Roughness regularization is very suitable for image 
restoration, as it is very similar to TV regularization and very easy to implement. I 
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introduce here roughness regularization of RL to design a deconvolution algorithm for 
ALSM image reconstruction. Mathematically, the Roughness regularization function is 




𝑑𝑋                                             8.15  
where 𝑋 refers to any direction. Forward difference can be used to approximate the 




                                        8.16  










       8.17  
In case of three-dimensional regularization, the Roughness regularization function can 
be represented as 
𝑅 𝑓 𝑅 𝑓 𝑅 𝑓 𝑅 𝑓                            8.18  
The corresponding gradient is 
𝛻𝑅 𝛻 𝑅 𝛻 𝑅 𝛻 𝑅                                    8.19  







                              8.20  
Like RLTV, the term added into RLRF is quite simple, and only basic matrix operations 
are involved. Again, the calculation core, e.g. the term inside the bracket, can be calcu-
lated by 𝐹𝐹𝑇. Therefore, the above iterative algorithm is very easy to implement on 
any programming platform.  
 
One may notice that the denominator in (17) could be zero, which will result in failure 
of calculation by a computer. Indeed, this is a real problem. Therefore, we can add a 
constraint to the algorithm, which is defined by 
𝑓
1, 𝑓 1
𝑓 , 𝑓 1                                            8.21  
in each iteration. Setting the pixel-value of the goal function to one rather than zero will 
not affect the result of the deconvolution algorithm, since the pixel-value of an image 
is usually much larger than one. In reality, the pixel-value of an image is supposed to 
be non-negative or positive, therefore, it is a very useful constraint condition for image 
restoration [119]. 




8.4.1 Simulation of Noisy Image Deconvolution 
In order to verify the proposed methods, I firstly use an artificial 3D structure of micro-
tubules [45] to simulate imaging and reconstruction of the original image by the pro-
posed algorithm. The configuration of the computer used for these simulations is: i5-
6600 CPU@3.3GHz, 32G RAM, 64-bit Windows 10 OS and the platform for program-
ming and testing is based on Matlab R2017b. 
 
The size of the original image is 256 2048 128, and the pixels size (divided by 
image magnification) is 81.5 nm in the xy-plane and 400 nm in the z-direction. The 3D 
raw image is divided into 8 blocks with 256 pixels in x. Each block is deconvolved 
independently with a corresponding local 3D PSF, which is calculated using Equation 
(8.3). The 3D PSF of the microscope is calculated by a PSF Generator [120], an open-
source plugin of ImageJ [121]. The Airy function is based on existing data. The blurred 
image is calculated using Equation (8.1), and Poissonian noise and background (=100) 
are added to the blurred image whose intensity range is between 0 and 2000. The regu-
larization parameter is set to λ 10 , and the number of iterations is set to 300.  
 
Figure 8.6 Light-sheet microscopy imaging and image reconstruction. (a) ground-truth, (b) 
blurred image with Poisson noise, (c) deconvolved image by 1D deconvolution, (d) decon-
volved image by RL-TV algorithm, (d) deconvolved image by RL-RF algorithm. All images 
are visualized by maximum intensity projections (x-z view). 
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All images are visualized by a maximum intensity projection. The PSF, Airy beam il-
lumination and x-range here are completely the same as those shown in as figure 8.3. 
There are 4 pairs of twin microtubules, and they are put in different x-positions, so that 
we can compare the reconstructed image quality between different x-positions. 
 
The simulation results show that the 3D deconvolution results in higher contrast and 
resolution compared to 1D deconvolution. The 1D deconvolved images are still very 
noisy and blurred, while the 3D deconvolved images are sharper and clearer. This im-
plies that the regularization is very important for image denoising. The performance of 
RLRF and RLTV is very similar, both result in high quality images. However, RLRF is 
theoretically more suitable for continuous and smooth image restoration. This can be 
seen in the following experiments. 
 
It also shows that the restored images in the middle of the x-range are quite good, while 
the most left and right images cannot be restored so well. The images degrade from 
𝑥  20 µm and 𝑥  140 µm towards the boundary. The reason is that the PSF is not 
perfect due to the fact that the main lobe of the Airy beam is out of focus. In fact, the 
main lobe of the Airy beam has more impact on the quality of a restored image, because 
its frequency spectrum dominates the low frequency area in the Fourier domain, which 
is the main part of the support of a real image. Therefore, the use of the side parts 
(within about 20 µm from the boundaries) should be avoided to guarantee a high quality 
image reconstruction.  
8.4.2 Deconvolution of Real Sample Image 
Based on the same platform, I also applied my algorithm to real sample 3D image de-
convolution. The image data set was recorded by the ALSM set-up of the Dholakia 
group that has been used for multiple applications and which generates very good re-
sults [122]. The sample used for imaging are fluorescently labeled neurons in a cleared 
mouse-brain tissue section. The details of sample preparation can be found in Ref. [105]. 
 
A recorded raw image is shown in figure 8.6. The structure of the tissue is hardly rec-
ognizable. The total size of the sample is 88.7 µm x 83.5 µm x 128 µm, corresponding 
to an image size of 1088 x 1024 x 320 voxels. Here, only the middle of the x-range with 
a suitable shape of the Airy beam was used. The existing method deconvolves the raw 
image along the z-direction using Wiener filtering and the simulated illumination func-
tion shown in figure 8.3.  
 
For 3D deconvolution, the image data set is so large that it requires a proper sectioning 
strategy to perform the computations on a typical computer. In our experiment, the data 
set is not only divided into blocks along the x-direction, but also along the y-direction. 
In both directions, the data is divided into two equivalent blocks, 4 parts in total, but 
only two local PSFs are needed. This sectioning strategy significantly downsizes the 
data set for the deconvolution algorithm, by which less memory is required and parallel 
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computing technology can be used to accelerate the image reconstruction. After decon-
volution calculation, all de-convolved images are combined to restore the full 3D sam-
ple image. 
 
Figure 8.7 ALSM 3D sample image reconstructions, images (a~d) are visualized by Maxi-
mum intensity projections (x-z view). (a) Recorded image, (b) 1D deconvolved image, (c) 3D 
deconvolved image by RLTV, (d) deconvolved image by RLRF, (e) 3D view of 1D decon-
volved image, (f) 3D view of 3D image deconvolved by RLRF. 
The results show that the 3D deconvolution results in higher contrast and resolution 
compared to 1D deconvolution. The 1D deconvolved image looks still very noisy and 
blurred. It is possible to improve the image quality by further deconvolution, however, 
estimating the correct PSF could be a problem. In contrast, the 3D deconvolved images 
look clearer and sharper, and more details are visible. 
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The image deconvolved by RLTV shows very sharp edges and high contrast. However, 
it also shows obvious staircasing artifacts, which is not expected. In contrast, RLRF 
results in a smoother image, which looks more natural and clearer. By roughness pen-
alty, the connected structures are better visible, while noise is significantly removed. 
Compared to TV regularization, roughness regularization is more suitable for bio-im-
age restoration. 
 
The deconvolution results for the real sample image match the results from the simula-
tions very well. Both show the feasibility of the proposed deconvolution algorithm and 
demonstrate that the block-by-bock RL deconvolution with roughness regularization is 
a very promising approach for light-sheet microscopy image reconstruction. 
8.5 Discussion 
In this chapter, I proposed a block-by-block 3D deconvolution approach for image re-
construction in Airy-beam light-sheet microscopy. This microscopy is based on the 
structured illumination of an Airy beam. I employ the well-known Richardson-Lucy 
deconvolution with Good’s roughness regularization to obtain smooth and continuous 
result. The simulation results show that the proposed approach outperforms the existing 
methods in reconstructing an ALSM image. Compared to 1D deconvolution reconstruc-
tion, the 3D deconvolution reconstruction results in higher contrast and resolution. Fi-
nally, I apply my algorithm to real sample image reconstruction. The experimental re-
sults show that it is a very promising approach for light-sheet microscopy image recon-
struction. Actually, the proposed method is not only applicable to ALSM, but also to 
other light-sheet microscopy techniques, such as Bessel beam light-sheet microscopy 
whose illumination pattern is locally similar to Airy beam illumination. However, one 
problem still remains: the computation requires large amounts of memory and a high-
performance computing platform. Therefore, acceleration of the proposed 3D decon-
volution algorithm is necessary to realize fast 3D imaging. 
  








In summary, the work presented in this thesis consists of three parts: Upgrading the 
Spinning Disk confocal ISM software package, deconvolution techniques for fluores-
cence microscopy, and efficient algorithm for L1-norm regularized optimization prob-
lems. 
The SDC-ISM software package provides flexible functions and a friendly GUI for fast 
3D confocal imaging, by which image acquisition can be done with a single click, as 
well as image reconstruction. This works is aimed to support any potential user who 
wants to upgrade and existing SDC system to SDC-ISM with super-resolution. It allows 
to convert the SDC system quickly, and to obtain high-quality images. In future work, 
deep learning methods could be considered for use ISM image reconstruction, which 
would not require the estimation of too many parameters that have to be tuned very 
carefully in the image reconstruction algorithm. 
Deconvolution algorithms based on efficient non-linear optimization methods with reg-
ularizations, such as Total Variation regularization, Hessian regularization, roughness 
regularization, were developed for SOFI and ISM image enhancement and artifact re-
moval. Furthermore, an accelerated regularized 3D Richardson-Lucy algorithm was de-
veloped for Airy light-sheet microscopy image reconstruction. The regularized 3D RL 
algorithm is very promising for processing 3D data acquired with modern high-speed 
and high-resolution imaging systems. In future work, it is very worth to try applying 
the proposed deconvolution method to large aperture objective Airy light-sheet micros-
copy, to which the 1D deconvolution does not work well any more. Meanwhile, the 
estimation and calculation of 3D PSFs for complex optical systems, such as SDC-ISM 
and ALSM, will become important for future applications.  
L1-norm regularization is one important technique for sparse signal representation. The 
involved reconstruction algorithm is the key for applications in compressed sensing. I 
converted the very challenging L1-norm-regularized optimization problem to a normal 
non-linear optimization problem by approximating the L1-norm with a flexible smooth 
function. Then, the problem can be solved by existing and very powerful non-linear 
optimization methods, such as the LBFGS algorithm or the non-linear conjugate gradi-
ent methods. In future work, it would be worth to try out a novel technique, ADMM, 
which was developed to solve many kinds of complex optimization problem. 
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