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Summary
The topic of this research focuses on developing analytic models, simulations and rela­
tive orbit control for multiple spacecraft in constellations or formations in Low Earth 
Orbits (LEO). The motivation for this research lies in the recent development and focus 
on describing the relative motions of spacecraft flying in LEO and also the numerous 
advantages proposed formation flying missions could provide.
Since the complexity of modelling, the dynamics and executing control on a group of 
satellites is far greater than that of one satellite, this research only investigates a small 
number of very specific problems in this area. The focus of the approach is to develop 
the orbit modelling of a single satellite, to describe the relative motion of multiple 
satellites in neighbouring orbits, using the analytical epicycle equations.
The first part of the thesis focuses on the problem of formation and constellation as­
sembly, where inclination differences in the initial conditions causes drift in the relative 
phases of the satellites. After deriving an analytical model and executing firings, real 
world data is shown to prove the accuracy of the method.
In the second part, the modelling of relative orbits of kilometre-sized satellite forma­
tions is investigated. Such formations could only be viable if accurate description and 
prediction of the relative orbits of the spacecraft is available. The analytic formulation 
also gives a better understanding of ways to establish formations and maintain them 
with the least fuel requirement.
Finally, in the third part, the orbit acquisition, phasing and maintenance of constella­
tions of satellites is discussed in the context of Surrey’s Disaster Monitoring Constella­
tion. The centralized control scheme allows for global optimization and fuel balancing 
algorithms, which can also be used for formation flying as well.
The results presented show that small satellite formations and constellations benefit 
significantly from an analytical description. Reformulating the epicycle equations for 
multi-satellite applications provides satisfactory accuracy for most small satellite for­
mation missions.
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Chapter 1
Introduction
1.1 Motivation
Low cost electronic components requiring low power have enabled the launch of 
micro and even nanosatellites with accurate on-board orbit determination [43] 
and autonomous orbit control [9]. These technologies in turn have encouraged re­
search into maintaining a group of small satellites on pre-specified orbits so that 
co-operation between the satellites over long term is possible. There are spe­
cific benefits which can be reaped from distributed satellite systems. Along with 
existing constellations (such as IR ID IU M ) there are numerous proposed multi­
spacecraft missions (such as ESA ’s Darwin, USAF TechSat, RapidEye and DMC), 
which require a novel approach for spacecraft control and autonomy. Autonomous 
constellations and formation flying is a novel mission class which necessitates spe­
cific control techniques and precise analytical prediction to achieve the intended 
objectives without wasting time and/or fuel resources or posing unnecessary risks.
Recent developments in the analytic description of single satellite motion and au­
tonomous orbit determination techniques using GPS enables the design of orbit 
controller algorithms for constellation and formation assembly and maintenance.
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Furthermore the need for reducing ground-segment expenses requires better un­
derstanding of the requirements, restrictions and additional complexity inherent 
in the design and operation of multi-satellite systems.
Along with cost-effective commercial Earth observation missions, there are also 
numerous scientific objectives for which the analytical description of formation 
flying and constellations can be beneficial: magneto-spheric observations [97], 
ionospheric observations [17], interferometric earth observation missions using 
optical wavelengths or radar [79] [107] and the inspection of large satellites or 
space stations [91].
These missions all exploit some common advantages of multi-satellite systems. 
The first of the advantages is that there is the inherent adaptability via the easy 
deployment of new technology or augmentation of the system ‘on-demand’ by 
launching new satellites. Secondly the failure of one satellite does not mean the 
failure of the mission and thus graceful degradation is also expected. Global 
Earth coverage or synthesizing of apertures are usually only possible with several 
satellites working in co-operation. Finally mass-production of identical satellites 
reduces development cycle and costs.
However, the additional complexity of handling multiple satellites at once in a 
(desirably) optimal manner gives rise to a lot of problems and issues that need 
to be investigated. Many aspects such as collision avoidance, formation flying in 
deep space or around Lagrange points of the Earth-Moon, Sun-Earth systems will 
not be discussed in this work. On the other hand, some engineering points, such 
as selection of reference orbit and approaches to formation maintenance, which 
are common among LEO formations, are addressed.
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1.2 Problem Statement
This research focuses on the following points o f formation flying and constella­
tions: analytic modelling of the dynamics, strategies for formation assembly or 
acquisition, specifications of initial conditions and long term maintenance. An­
alytic modelling of dynamics includes the development of equations of motion 
which describe the relative motions of the satellites in the formation with suffi­
cient accuracy. Formation assembly targets the problem of bringing the satellites 
together in a formation after each spacecraft has been commissioned. This is 
needed as after separation from the launcher the spacecraft will be following dif­
ferent orbits and would start drifting apart. Formation assembly is also needed 
when a new spacecraft is launched to either replace a member or enhance an 
original formation. Constellation acquisition is a similar problem, however the 
accuracy requirements are usually lower and the question of collisions does not 
arise. The problem of initial conditions addresses the task o f selecting the orbits 
of the members o f the formation/constellation which are to be achieved during 
the assembly phase. By carefully selecting these orbit parameters, the fuel usage 
for the control of these multi-satellite system can be reduced and balanced for 
optimal operation.
Furthermore the scope of this study will be restricted to spacecraft flying in Low 
Earth Orbit (i.e. altitudes of 400-1000 km). The reason is because the require­
ments, restrictions and the disturbances in other environments give significantly 
different challenges and solutions. The dynamics of a multi-satellite system orbit­
ing around a Lagrange point or in deep space is completely different to planetary 
orbital environments. Since most proposed formations are aimed towards Earth 
observation, and this is the most likely scenario for formation flying experiments 
including Surrey, LEO is the natural choice for consideration.
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1.2.1 LEO Orbital Environment
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Figure 1.1: Eccentricity of LEO satellites taken from NORAD data
of eccentricities from NORAD
LEO orbits have several unique traits. Satellites in LEO are characterized by 
their low eccentricity. Figure 1.1 contains a histogram of eccentricities of LEO 
satellites collected from the CelesTrak-NORAD database. It is shown that more 
than 70% of LEO satellites have eccentricities less than or equal to 0.003. Higher 
eccentricities are usually of no benefit, therefore we can assume that the eccen­
tricities of LEO satellites are of order O(10~3).
The primary motion of a satellite is defined by a Keplerian orbit. Real satellite 
orbits, however, are affected by disturbing forces that cause those orbits to slowly 
evolve. The magnitude and effect of the disturbances vary for different environ­
ments and scenarios. In LEO the main disturbing force is due to the oblateness of 
the Earth. This oblateness causes a non-spherical geopotential which is described 
in terms of zonal and tesseral harmonics. The zonal terms depend upon radius 
and latitude, while the tesseral terms also depend upon longitude. For zonal
1.2. Problem Statement
harmonics the notation Jn is used, and J2 =  0.0010826, being the magnitude 
of the second zonal harmonic. J2 is dominant for the Earth as it is about 1000 
times larger than any other harmonic. Disturbances due to a 3rd massive body 
(eg. Sun and Moon) are at least 100 times smaller than J2 for LEO. Finally LEO 
satellites are subject to aerodynamic drag whose magnitude is dependent upon 
satellite characteristics and the solar cycle. Solar radiation pressure, which is a 
dominant force for large geostationary satellites, can be ignored in our case.
The effects o f these perturbing forces are to generate secular and periodic changes 
in the orbit. Secular changes grow unbounded with time. Periodic changes can be 
classified as either short- or long-periodic according to the length of the cycle of 
the particular effect. For LEO, long-periodic effects mean a period significantly 
longer than an orbit (approx 100 min), usually equalling days or weeks. The 
periodic perturbations always remain bounded.
The orbital disturbances need to be classified according to their magnitude. Our 
ordering scheme is based upon how large is the result of the perturbative force 
in comparison to the Kepler acceleration. 1st order terms are effects on the 
magnitude of J2 or around 10“ 3. Since the eccentricity of the LEO satellites is 
also of the same magnitude, we can treat the eccentricity of the orbit as also 1st 
order perturbation to the circular orbit (0th order). These perturbations cause 
kilometre sized movements on an orbit of semi-major axis o f around 7000 km.
In this thesis we will consider formations of satellites with separations of around 
several kilometres. This is dictated largely by the fact that any demonstration 
mission must guarantee the safety of the spacecraft and it is unlikely that closer 
separations will be considered. A  formation with a diameter of a few kilometres, 
however, does demonstrate close proximity flying and several of the issues re­
garding the concept, such as formation acquisition, realignment of the formation 
during the mission, de-orbiting a satellite and insertion o f a new member, as well 
as issues of inter-satellite communication and navigation. A  baseline o f a few
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kilometres also provides applications for stereo imaging and radar.
The separation between the satellites will therefore be considered to be 1st or­
der. The effects of the Earth’s oblateness on the formation will appear through 
differential J2 effects, which will - in this case - be 2nd order. These will be 
metre-sized displacements for a LEO formation. While the effect of some dif­
ferential perturbations depend upon the size of the formation, this is not true 
for all. Differential aerodynamic effects depend mainly on satellite characteris­
tics and attitude, not on distance between the satellites. In this investigation we 
assume that the satellites essentially match in shape, mass and attitude. I f  we 
allow for a 10 % variation in the ballistic coefficients, the resulting secular change 
would be less than 2nd order and thus can be ignored for most cases. Note that 
this assumption is for formation flying rather than constellation control.
Disturbance magnitudes
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Figure 1.2: Disturbance magnitudes
Figure 1.2 shows some approximate absolute and differential disturbances for 
two LEO satellites at 700 km altitude, eccentricity 0.001 and using 1 and 1.1 
m2 surface area for the calculation of the ballistic coefficient when computing
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atmospheric drag. The aim of this research is to include all 1st and 2nd order 
effects (10~6) in modelling the dynamics of the formation. It will be shown in
the literature overview that most analytic models published include some of the 
2nd order terms whilst neglecting other terms, which is not consistent. However 
the analytic model described in the following chapters for the relative motions 
of satellites in formation aims to be consistent by including all 2nd order per­
turbations. As secular errors grow with respect to time a 3rd order magnitude 
perturbation can become 2nd order within a week. Therefore inclusion of some 
higher order secular disturbances, could also be important, depending upon the 
timescales over which the dynamical model needs to maintain accuracy.
1.2.2 Management of Multi-Satellite Systems
Apart from the analytic description of the formation dynamics, this thesis will 
also investigate several aspects o f constellation management. While formations 
and constellations differ significantly in their characteristics (Figure 1.3) they 
are both multi-satellite systems.
Figure 1.3: Constellations and Formation Flying
Special cases of formation flying, such as a trivial leader-follower scenario, is very 
similar to a constellation setup. Thus when investigating formations and constel­
lations in general, it can be noticed that some of their characteristics, advantages
satellites m
Constellation Cluster/Formation
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and complexities are shared. Some of these additional issues of complexities [71], 
which need to be solved before an autonomous constellation or formation flying 
mission can be operated are:
• Would loose control, with high accuracy of relative position determination, 
suffice, or is tight control - which is more fuel hungry - required for the 
mission?
• Is the focus on knowledge or control or is the formation geometrically static 
or dynamic? An example o f a static formation would be where the position 
geometry of the satellites with respect to each other would be strictly defined 
(i.e. an equilateral triangle) while dynamic configuration would be where 
the only constraint would be that the satellites would be always within 2 
km of each other.
• What is the size and shape of the formation and how would this evolve in 
time?
• How the magnitude of the unmodelled disturbances imposes a limit upon 
the accuracy of the dynamical model, which in turn is a limiting factor on 
the accuracy of the formation?
• Propellant budget and control laws would need to be chosen to optimize 
formation properties such as lifetime or propellant utilization and formation 
performance.
• How does the control system balance fuel-consumption between the satel­
lites?
• How is the reference orbit chosen for the formation or constellation, so that 
fuel-consumption is minimized and performance of the mission is optimal?
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• Sensors, actuators, other spacecraft properties and attitude coupling would 
all separately play a role on a formation mission scenario. Often actuators 
are calibrated on-orbit and the control software should allow change of the 
propulsion and ADCS parameters.
• What are the trade-offs on the impact of using thrusters and other system 
resources on mission performance in general?
• How can the burden on groundstations be reduced? Satellite autonomy is 
essential in eliminating some of the complexities.
• A  practical approach is essential. One has to avoid the trap o f thinking 
that solving one part of the problem solves everything.
Although in this work only some of the above points are being addressed, this 
shows that the design and implementation of a multi-satellite system is a more 
complex problem than a collection of single satellites.
1.3 Outline of Previous W ork
Despite several constellations orbiting the Earth, literature in this area is rather 
sparse. There are a few papers on constellation acquisition [117, 106, 68] , 
however when multi-satellite systems are discussed in research, the main focus is 
usually on formation flying.
The starting point of much research done in the field of the relative motion of 
satellites is the work done by Hill [49], who derived a set o f relative motion 
equations to develop an analytical model for the motion o f the Moon in the Sun- 
Earth-Moon system. Clohessy and Wiltshire further investigated the differential 
equations in [21] and linearized the equations to obtain a system with ordinary 
differential equations with constant coefficients. These equations have a closed
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form solution which was the basis for many intercept and rendezvous missions 
around 1960.
In a typical rendezvous situation the distance between the satellites are rather 
small and the time of manoeuvring is short, for which the Hills-Clohessy-Wiltshire 
(H CW ) equations provide a very good approximation. However, a lot of papers 
(eg. [2], [98]) point out that in the general case, the J2 perturbation, which 
is not included in the HCW  analysis, is too large to be ignored and will cause 
secular drift between members of a formation in Low Earth Orbit. This is because 
timescales for formation flying missions are longer than for typical rendezvous and 
interception scenarios.
In the HCW  equations the motion of a satellite is derived from a relative orbit 
description, where the centre of the coordinate frame is assumed to be moving in a 
perfect circular orbit around a point-mass earth. The relative motion is expanded 
to the first order with respect to displacement from the centre and as mentioned 
before the description completely ignores the oblateness of the Earth. Therefore 
from an analytical point of view this linearization is 0th order with respect to the 
gravitational potential and 1st order with respect to the eccentricity or distances 
between the satellites.
The traditional development of relative motion equations results from either a 
linearized model of orbital mechanics [21] or a description via mean orbital ele­
ments [109]. These linearized equations can be used for the control of the relative 
positions and velocities of the spacecraft. Often though control thrusts are used 
to compensate for perturbations which are already in the analytical model. This 
means that to maintain a specific geometry, large resources (in terms of fuel 
and operational time) are used to correct the relative orbits constantly. The 
formation geometry is inherently unstable and to counter the drift between the 
satellites propellant needs to be used to counter known perturbations. It is more 
advantageous in terms of costs, to reverse this situation and take advantage of
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the dynamics. Then fuel only needs to be used to compensate errors which are 
not accounted for in the dynamic model.
Alternatively nonlinear techniques can be used to tackle the description of rela­
tive motion and control. Unfortunately most of the time only a small subset of 
nonlinearities are considered (ie. large eccentricity or J2). It is usually concluded 
[4, 73, 77] that the resulting formation geometry cannot be constant, but it is 
possible to have the satellites stay in proximity to each other for a long period of 
time with little or no control.
Finally the last approach is using recent technological [23, 64, 87] developments 
in navigation and modelling or control. Putting less emphasis on fuel consump­
tion, the relative distances and configurations can be determined very accurately, 
however it does not provide any insights into the dynamics or possible optimiza­
tions. I f  the formation is non-trivial then maintenance could become prohibitive 
in terms of fuel consumption.
In comparison, the approach used in this work uses an analytic formulation of 
orbits for single satellites to seek descriptions for multi-satellite systems and their 
control. This approach has the advantage of practicality and provides an intuitive 
description of the relative motion, building upon the successful application of the 
epicycle equations to single satellites [8, 9].
The orbit and phase-acquisition of satellites in a constellation has also been dis­
cussed in detail in [62, 82, 42]. While all introduce valid solutions, their applica­
tion to small satellites is rather limited due to extensive propulsion requirements 
or complexity. On the other hand, autonomous control of satellites using epicycle 
equations discussed by Aorpimai [7, 6, 10, 8], is very well suited for the basis of 
the approach discussed in the later part o f this thesis, since it was developed for 
previous Surrey satellites. This approach will be extended and applied to SSTL’s 
Disaster Monitoring Constellation (DM C). The DMC will comprise seven Earth
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observation microsatellites launched into low Earth orbit to provide daily imaging 
revisit anywhere in the world [102, 28].
1.4 Thesis Outline
This thesis discusses various applications of the epicyclic description o f single 
orbits to multi-satellite systems. Its main focus is formation flying however, 
constellation maintenance, assembly and autonomous control techniques are also 
of interest due to the similar problems and approaches. The following chapters 
review the work accomplished in this area and the new solutions introduced.
In Chapter 2, previous works in Low Earth Orbit formation flying are reviewed 
and discussed. This area of research is fairly recent and the explosion in papers 
in this topic show the numerous possible approaches to this complex problem.
In Chapter 3, the idea of using epicyclic equations to a multi-satellite system are 
introduced in their simplest form. The formation/constellation assembly scenario 
manifested in two SSTL satellites UoSat-2 and UoSat-12 is investigated. After 
the analytical analysis is complete, simulation results are presented for initial 
estimations. By executing firings on UoSat-12, the two satellites are manoeuvred 
into close-proximity of each other at certain predicted times and radio signals are 
also received and then analyzed.
In Chapter 4, motivated by recent efforts in deriving analytical formulations for 
relative orbits, the fully second order equations for relative motions of members of 
a formation are derived. A  new way o f separating absolute and relative motions 
is presented and the coordinate system, in which the relative motion is derived, 
is discussed. The accuracy of the model is verified against numerical integration 
in both in-plane only and out-of-plane non-drifting formations of kilometre-sized 
distances.
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In Chapters 5 , the second order model is investigated in drifting cases. We 
investigate how the model behaves if some of the assumptions in chapter 4 are 
not perfectly met. A  simple control algorithm is also outlined for the control of 
relative motion via the relative epicyclic elements.
In Chapter 6, the focus is on constellations, specifically SSTL’s Disaster Mon­
itoring Constellation. A  centralized, fully autonomous constellation acquisition 
and maintenance control architecture is derived and described in detail. Practi­
cal phase and LTAN  acquisition algorithms are derived, which are then modified 
for maintenance purposes. Using a modular architecture, a multi-purpose and 
multi-satellite simulation environment is programmed and evaluated.
The last chapter gives conclusions, discussion o f the overall study and summary 
of results. Outlines of possible future follow-up work and extensions are also 
provided.
1.5 Novelty
1. This thesis describes second order analytical relative motion equations for 
formations of satellites in LEO. The consistent approach of including all 
similar magnitude disturbances provides far better accuracy in relative po­
sition.
2. We present a solution to the question of how to describe a formation, 
whether in terms of one of the satellites or in terms of a virtual point 
that may move in a pre-defined way, but not necessarily a solution of the 
dynamic equations. The description we develop provides an intuitively clear 
picture of the formation dynamics.
3. The practicality o f using an analytical, epicyclic description of multi-satellite 
systems is demonstrated in formation and constellation assembly and main-
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tenance. Applying the above theory to already launched satellites, real 
world results support the applicability of the method.
Chapter 2
Literature Review
There has been a recent explosion o f interest in formation flying dynamics, in­
cluding guidance, navigation and control in the literature with a diverse range 
of topics and approaches. Many advances in autonomous orbit maintenance on 
a single satellite or autonomous constellation maintenance are either direct req­
uisites of, or in some form applicable to formation flying. This means that the 
available literature is quite large, and diverse.
A  good indication of the recently intensifying interest in formation flying tech­
nologies is a recent paper by Scharf et al. [93] , which purely focuses on trying to 
research and classify papers in formation flying guidance. W ith over 200 papers 
reviewed it is easy to see that the task of a complete review is a rather challenging 
one.
The formation flying literature can be classified in many different ways. The most 
common approaches are to divide the literature based on the ambient environment 
(deep space or planetary) or whether the papers are purely of a dynamics nature 
or include control as well. In a planetary orbital environment the dynamics are 
much more significant and thus the emphasis is usually that of how the models 
deal with perturbations.
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2.1 Formation Flying Missions
Although the high profile Terrestrial Planet Finder deep space formation flying 
interferometry missions like N A S A ’s T P F  [120, 25] and ESA’s Darwin [119, 54] 
get most of the attention, there are also quite a lot of proposed Low Earth Orbit 
small satellite formation flying missions as well. One of the most frequently men­
tioned is the US Air Force Research Laboratory’s proposed TechSat-21 mission 
[66, 16]. The technology for this mission is mainly supported by US university 
small satellite formation flying demonstration missions like : NavGold [100], an 
ionospheric observation mission ION-F [41, 17, 87] (Utah State University, Wash­
ington, Virginia Poly. Ins.), Orion [90, 29] mission (M IT ), 3-CornerSat (Arizona, 
Colorado, New Mexico) [50].
Furthermore several European space agencies (CNES, DLR) have expressed inter­
est in interferometric cartwheel configurations [31,5] to exploit parasitic Synthetic 
Aperture Radar. This would involve 3 micro-satellites flying, in the same orbital 
plane, in front or behind a larger Earth observation SAR satellite. Small satellite 
formation flying demonstration missions like the above would be ideal candidates 
for the work presented in this thesis.
At the time of writing the only formation flying mission already operating in 
space is N A SA ’s LandSat-7 and EO-1 leader-follower scenario [34]. Even then 
this formation flight is not completely autonomous since there is no direct com­
munication between the satellites. For a real formation flying demonstration 
the members of the formation would communicate their states directly to other 
members in an effort to coordinate control of the formation.
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2.2 Oblate Earth Models
There are many papers which use, discuss and describe inaccuracies in the HCW  
equations. Corrections to the HCW  equations have focused upon a derivation 
of either higher order models or models which work if the reference orbit is not 
circular [72, 111].
The approach by Schweighart [98, 99] , develops relative motion equations which 
build on the HCW  equations and incorporate the effects of orbit-averaged J2. 
The resulting equations provide more accurate solutions, but they do not address 
any of the higher order terms. Also, the approach of solving the direct differential 
equations with J2 included is a lengthy and questionable process as it does not 
provide a clear indication of where the reference orbits should lie. Since even 
here there is a linearization process involved, it is important that the reference 
orbit, from which we linearize the relative motion, stays in the proximity of the 
formation. Thus the author is forced to make several adjustments to his relative 
motion equations so that the linearization would hold.
One of the major contributions in this area comes from the work of Schaub and 
Alfriend [94] [2]. Using a method developed by Melton [72], mean orbital elements 
were used to describe the relative motion of satellites and show the shortcomings 
of applying HCW  equations for formations for longer time-scales. In another 
paper they describe a hybrid, orbital elements and Cartesian, control strategy. 
An argument is presented that for the description of control-free relative orbits it 
is convenient to use mean orbital elements, however the actual relative position 
measurements in the real world will most likely happen in Cartesian coordinates. 
Simulation results are also presented to support the analytical models in the same 
papers. Unfortunately their control simulations only consider formation assembly 
for a trivial leader-follower scenario, while shortcomings of the analytical model 
are the same as in the work presented by Schweighart [99].
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The TechSat-21 mission [16] was one of the first to outline the next generation 
capabilities o f satellites flying in formation and collaborating to execute multi­
mission operations. The main aim of the mission was to validate key formation 
flying technologies, demonstrate lightweight microsatellite hardware and under­
stand fine formation positioning and control. Unfortunately some critical mission 
goals have been recently scaled down and the future of the programme is unknown 
at this stage. In co-operation with research for the TechSat-21 mission, Alfriend 
et al. also published a very interesting study [3] on how to balance the fuel load 
between members o f the formation when the satellite orbits do not all have the 
same inclinations. Over the lifetime of the mission satellites in a circular for­
mation are rotated in and out of the high-fuel consumption positions, while the 
apparent geometric configuration of the formation remains solid. Although the 
total fuel consumption and the frequency of firings still poses certain difficult 
challenges for the mission, the research is a good example of how to approach 
and try to solve the generally complex issue of maintaining some formation while 
also trying to minimize and balance fuel loads between the satellites.
Koon et al. [58] studied the relative motion of satellites in the gravitational field 
of the Earth. A  method is found which locates a family of orbits such that the 
satellites remain close together even with no control, rather than just imposing 
a set o f linearized constraints as in previous methods [94]. This also opened up 
the field of addressing optimal initial conditions for formation flying satellites. 
The spacecraft in this case are shown to be arranged such that orbit averaged J2 
has no long term effect on the geometry of the formation. However, the results 
published above can only be applicable to a specific set o f orbits and does not 
cover research into other perturbation terms.
In the research done by Mikkola [77], the state transition matrix (STM ) for the 
relative motion o f satellites is derived with J2 included. Simulations were setup so 
that the satellites’ energy and z-component of angular momentum would be equal
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(including linearized terms of secular J2).  Then after running the simulations, 
eigenvalue analysis was performed on the STM and it was found that in the 
general, low eccentricity case, the satellites will be still drifting apart, because 2 
pairs of eigenvalues out o f the 3 are growing/shrinking. In the high eccentricity 
case all pairs are diverging. However, for a practical formation flying satellite, the 
lifetime of the mission is limited. Thus the formation can be considered bounded. 
Using this method it is possible to find initial conditions for any formation so that 
the formation remains bounded for a limited time. The question of finding useful 
formation geometries remains open though.
Another STM approach is the work done by Gim and Alfriend [37]. Using 
equinoctial elements the STM for any formation configuration is derived. The 
accuracy of the approach is verified against numerical propagators and, as with 
other methods including eccentricity or J2 expansion, a big improvement is found.
2.3 Higher Order Models
It is crucial to understand that the reason to develop higher order analytical 
methods for the relative motion o f satellites is not just for the accurate long 
term prediction of the motion. For most cases the formation flying objectives 
include some restrictions on the geometry of the relative orbits and together with 
formation assembly, some sort of control needs to be applied at various stages of 
the mission. Control of the formation takes the form of small thruster firings to 
correct relative orbits. These are going to be very small corrections frequently 
applied since we need to maintain the separations between the satellites. These 
small corrections will make small changes to the relative dynamics, but we need 
to be able to distinguish these changes from the natural dynamics. For example a 
velocity change of 1 cm s~l is equivalent to a 2nd order modification to the relative 
motion o f the satellites.
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As it will be shown below, the main critique against much research done in this 
field is that, while focusing on any particular problem of formation flying, some 
other ones are ignored and thus the solution is sometimes not practical enough 
to be applied in real missions. On the other hand formation flying missions can 
be very specific and differ a lot in architecture and objectives and thus what is 
applicable to one specific mission would not get reused anywhere else.
In the work of Karlgaard [52] [53] second order relative motion equations are 
derived by taking the equations of motion for a Keplerian orbit in spherical co­
ordinates and then expanding them in Taylor series in eccentricity. Only up to 
second order terms are kept and then perturbation methods are used to obtain 
approximate solutions of the resulting differential equations. Thus the resulting 
equations are second order in terms of eccentricity and positional displacements 
while 0th order in terms of gravitational potential. This provides a very accurate 
solution for a perfectly spherical geopotential, but limitations quickly arise if we 
consider that J2 is first order and thus satellites flying at kilometre sized distances 
would experience second order disturbances due to differential J2 effects.
Gurfil and Kasdin [39] provide a nonlinear orbital elements based approach to 
describe relative motion, which includes second order terms with respect to ec­
centricity expansion. However, a big drawback of their approach is that the 
reference orbit is a fixed equatorial one and thus their equations are only able 
to model formations in equatorial orbits. In another study they try a canonical 
approach to the treatment o f relative motion [55]. They present new canonical 
coordinates and momenta and describe relative motion using these. Although 
the resulting equations are easily expanded to include higher order perturbation 
terms, it is difficult to interpret a physical meaning for the constants which appear 
in their equations.
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2.4 Eccentric Orbits
Because of the nature of HCW  equations, most analysis o f relative orbits assumes 
circular or near-circular reference orbits. Therefore, for formations or constella­
tions in eccentric orbits a new analytical model needs to be developed.
In a series of papers, Tan and Bainum [11, 104, 105] develop a method of main­
taining constant separations between satellites in highly elliptical orbit. They 
propose a strategy for formation assembly and also indicate that more complex 
geometries (such as triangular shaped constellations) are also possible. However, 
since their analysis does not include non-Keplerian perturbations, it would be 
highly impractical to develop anything more than an in-plane formation.
Melton [73] has done an analysis comparing 4 different methods o f description of 
relative motion in elliptical orbits, including one of his own [72]. It is shown that 
all methods are most sensitive in the along-track direction and that the errors 
grow as the eccentricities of the orbit increase. While the analytical methods 
show high accuracies compared with numerical integrations, the question of how 
to mitigate disturbances or extend the methods is still quite difficult and remains 
unanswered.
2.5 Formation Flying Control
Given that in a planetary environment the focus for dynamics research is on 
passive trajectories, most of the formation flying control work is done in either 
formation assembly and reconfiguration or optimization of operations including 
collision avoidance.
A  good example of coupled formation and attitude control system design for a 
simple leader-follower setup is described by the work of Stansbeiy and Cloutier
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[101]. A  similar setup, but a leader-follower cluster control is described in [118]. 
A  control law is presented, the stability of which is proved. This law sufficiently 
controls the inherently static leader-follower setup within the established bound­
aries. Using the developed analytical framework, they also derived a method 
to generate ideal relative trajectories for such formations, which uses no con­
trol. However, they do not discuss control involved to achieve the formation (ie. 
formation assembly).
Mclnnes and McQuade [91, 67, 70] have implemented a general formation as­
sembly and collision avoidance control using potential functions. Although the 
method has problems with optimality in perturbed environments (such as LEO), 
it is shown to be a safe and feasible approach to implement autonomous small 
spacecraft to fly around bigger satellites or the ISS for the purposes of remote 
inspection.
Another work describing formation assembly and reconfiguration is by McLaugh­
lin et al. [69]. Using Hill’s equations multi-burn strategies are derived to change 
various parameters of common in-plane configurations, such as leader-follower 
and elliptical relative trajectories. Although the HCW  equations are good ap­
proximations for short term reconfiguration manoeuvres, it is still unclear how to 
optimize the calculated burns for other disturbance effects, such as J2.
In a recent paper by Boutonnet et al. [13] several strategies are introduced 
and evaluated for multi-spacecraft formation initialization. Using a geometrical 
approach the efficiency of various multi-burn approaches are simulated. The 
strategies are classified in terms of how they combine in-plane and out of plane 
corrections. It is found that fuel can be saved by using non-trivial geometrical 
approaches.
Work supported by Microcosm has developed an autonomous orbit and forma­
tion controller presented in [40, 22, 12]. The orbit control method has been 
demonstrated in orbit to successfully compensate for drag by using UoSat-12,
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a technology demonstration satellite developed and built by SSTL. It is argued 
that to maintain big clusters of satellites together in the future will only be pos­
sible i f  automated orbit control for a single satellite is developed now. However, 
the work presented only focuses on drag-compensation. Although this almost 
directly solves formation flying in the simple leader-follower scenario, it doesn’t 
give insight into how to tackle different formation configurations and is difficult 
to implement in real-time. Neither does it include a high order analytic model to 
predict the evolution of the formation.
Executing experiments on the same SSTL satellites Aorpimai et al. [8, 9] have 
presented autonomous orbit control of satellites using a controller based on the 
epicyclic orbit description [43]. The approach uses filtered GPS data to establish 
current orbit information and analytical propagation to calculate firings in the 
future. On-orbit demonstration showed maintenance o f semi-major axis within a 
5 metre boundary for UoSat-12.
Naasz [81] investigates linear and nonlinear control techniques for formation flying 
control of the ION-F constellation. The main focus of the investigation is to 
derive a control method with the analytical model derived by Karlgaard. Using 
non-singular, equinoctial orbital element forms, a control scheme is derived for 
the difference of all 6 relative elements by expanding Ilgen’s work. Simulation 
results are then presented using Pulsed Plasma Thruster type propulsion system 
[87]. The linear, non-linear, discreet and continuous systems are all compared 
together using a simple anomaly shift scenario. Unfortunately the authors do 
not present results of slightly more complicated scenarios, including out-of track 
firings.
For a complete overview we have to include the paper presented by Xiaomin et 
al. [116]. In their work a classification of various relative orbit control prob­
lems is presented, along with simulations. W ith an introduction of relative orbit 
elements, orbit control is expanded into relative orbit control. One of their con-
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elusions, which is that to minimize fuel consumption one must minimize the 
difference in inclination, will be also derived in this thesis in a later chapter. Un­
fortunately though their analysis purely relies on executing various simulations 
while as many formation flying design questions can be answered using a more 
accurate analytical formulae.
2.6 Conclusions
In a planetary orbital environment the focus of research is usually that of find­
ing trajectories which achieve formation objectives without using too much fuel. 
Understanding of the dynamics and the design of virtually thrust-free orbits are 
needed to help to choose the types of formations which are feasible to do with 
the current technological advancement. Approaches to relative orbit modelling 
include both augmented linear and nonlinear methods and ways to mitigate or 
incorporate perturbations such as J2 or differential drag.
On the formation flying control side classification can be made as follows: forma­
tion assembly or initialization including formation reconfiguration and formation 
maintenance. Formation maintenance can be further split into efforts made to 
counter known orbital perturbations and countering unknown errors in the model, 
navigation or control.
In some of the published literature false secular terms might appear in the pre­
sented simulation results. However due care needs to be taken so that the conclu­
sions from the comparison would become meaningful. All analytical models are 
just approximations and when compared to numerical simulations the question 
is usually not whether there will be any errors, but when they will appear. Here 
we need to distinguish between two types of numerical comparison. The analyti­
cal model can be compared to numerical propagation of the equations of motion 
from which it was derived, or it can be compared to an independent model of
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the full geopotential. It has to be noted that in the second case, the problem 
of matching o f the initial conditions arises. In a practical application, filtering 
would be necessary to translate between sensor data and the model of relative 
orbits. Unfortunately in some literature, when referring to numerical simulations, 
sometimes the only perturbation effects included are those which are also in the 
model. In other words, the linearized equations of the model are compared to the 
propagation of the differential equations and thus we can only conclude how good 
was the linearization and not how good the model would perform in a real-world 
scenario.
Although in a later chapter it will be shown that the investigation of the source of 
the simulation errors is non-trivial, it is difficult to judge the performance of one 
method against another one just purely based on how big or small the produced 
error plots are. As already advocated by Melton [73], it can be concluded that 
a benchmark mission or scenario would be useful in this research area so that 
formation flying dynamical models and methods could be compared to each other.
It is apparent from the above survey that although there is quite a large amount 
of literature concerning formation flight dynamics and missions, there are still a 
lot of limitations to overcome. Formation flight adds several levels o f complexity 
to already complex satellite missions and it is important to keep in mind how the 
solution of any particular problem will interface with other parts of the system.
Also in contrast to most of the papers above, this work aims to compare the 
linearized analytical model not against the numerically propagated differential 
equations from which it was derived, but against highly accurate full geopotential 
models which simulate perturbations more closely to real life scenarios.
Chapter 3
Satellite Encounters
Formation assembly targets the problem of bringing satellites together within a 
specified proximity to each other. This is needed as, after separation from the 
launcher, members o f the formation could potentially be on different orbits and 
drifting apart while the spacecraft are commissioned. Formation assembly is also 
needed when new spacecraft are being launched to join an existing formation. In 
spite of the recent flurry in formation flying technologies [71] [78] [93] , literature 
on formation assembly is rather small, but a field nonetheless which needs more 
attention.
In this chapter we shall investigate the application of the epicyclic model to the 
formation assembly problem. Rather than simulations, a real-life scenario is used 
as the basis of the work. The derived analytical model would be used to predict 
certain properties of the scenario, while data received from the satellites would 
be used to verify them.
The spacecraft supplier and operator, Surrey Satellite Technology Limited has 
built and launched numerous LEO satellites over the past decades. An oppor­
tunity arose when it was discovered that the newly launched satellite UoSat-12 
would intercept the orbital plane of Surrey’s oldest satellite UoSat-2 which was
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at similar altitude. W e  therefore set ourselves the goal of bringing two of t hem 
(UoSat-12 and UoSat-2) in close proximity to each other. Even though the in­
clination difference between the orbits of the two spacecraft is more than 30° 
(Table 3.1) it was proposed to investigate formation assembly scenarios and the 
possibility of synchronized encounters between the two satellites.
Parameter UoSat-2 UoSat-12
semi-m axis (km) 7019.08 7025.41
eccentricity 9.344e-4 2.019e-3
inclination (deg) 98.06 64.57
R A A N  (deg) 47.17 314.97
arg. of perigee (deg) -152.2 136.39
arg. of latitude (deg) -121.65 -102.77
Table 3.1: UoSat-2 and UoSat-12 orbital elements on 20th Mar ch  2002, 10:20:00
T h e  large difference in inclination makes any attempt to execute the necessary 
plane change impractical. Yet formation assembly will require some level of plane 
change in the general case. O u r  scenario for this is to bring the satellites repeat­
edly in close proximity of each other and at each encounter decrease the relative 
inclination between their orbits. Since inclination changes are very expensive, we 
anticipate that w e  will need m a n y  encounters between the satellites before the 
orbital planes are aligned. W e  therefore used the UoSat-12 and UoSat-2 example 
to show h o w  w e  can maintain repeated encounters over m a n y  orbital periods.
3.1 A n a ly tic a l M o d e llin g
T h e  analytic prediction of the encounter is m a d e  in two major steps using the 
epicyclic description of satellites by Hashida and Palmer [45, 43, 44]. T h e  first
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is a coarse model to get a better understanding of the underlying dynamics and 
approximate characteristics, while the second one is a more accurate model which 
takes some input about the encounters from the first step. Initially the aim is 
to get the satellites within a few kilometres of each other and without worrying 
about the exact geometry. Thus, at this step the eccentricities of the satellites 
are ignored and the focus is just on which days the satellites are going to be 
close to each other and what their orbital phase angles will be at the time of 
fly-by. However because of the long timescales involved, the effects of secular J2 
(second zonal harmonic of the non-spherical geopotential) and aerodynamic drag 
need to be considered. In the second step analytic propagation is used to find 
the exact parameters and geometry of the encounter. Once the exact time of 
the encounter is found a plane-change manoeuvre could be executed to finalize 
formation assembly. However in the case of UoSat-12 and UoSat-2 the angular 
difference between the two orbit planes would m a k e  this impossible to achieve in 
practice.
3.1.1 Assumptions for the coarse approximation
• Epicyclic equations used.
• N o  periodic terms are included, just circular orbits.
• J2 secular terms are included to monitor the geometry of the encounters.
• T h e  spherical geometry is not approximated or linearized, since the relative 
differences in the orbit plane orientations are too big.
Note that these simplifications are only used at the beginning and some of these 
are reversed at a later stage w h e n  a more accurate view of the encounter geometry 
is needed.
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In terms of coordinate systems used Figure 3.1 defines the Cartesian as well 
as the epicyclic coordinate systems used throughout this work. T h e  epicyclic 
description of a L E O  satellite is derived from expanding the coordinates of the 
satellite for a small eccentricity orbit. T w o  polar coordinates and two orbital 
elements are used in total to provide a redundant set of 4 coordinates to describe 
the location of a satellite at any time.
T o  describe the motion of the satellite on the orbital plane w e  can use the following 
equations for the non-perturbed case:
These equations then can be perturbed and then linear solutions derived in the 
form of equations (4.1-4.2) or if expanded into three dimensions then (4.1-4.6), 
however in this section, for the purposes of coarse approximation we are only 
interested in a more cut d o w n  version of the equations. For the full derivation of 
this analytic description to arrive to equations above, which serve as a starting 
point for this work, the reader is referred to [45].
T h e  epicyclic equations describing the orbit of a satellite, ignoring any second 
order effects and drag for the moment, are:
(3.1)
r — a(l +  p) +  b (3.2)
X =  n ( t -  tE )( 1 + k- _ *b) (3.3)
1  =  1 ( 3 . 4 )
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Figure 3.1: Definitions of epicycle [iX IO ] , E C I  [XYZ] and local guiding centre 
[xyz] coordinates
O =  n +  6n(t -  t0) (3.5)
where r and A describe the circular motion of the satellite in the instantaneous 
orbit plane and X and O define the instantaneous orbital plane (Figure 3.1). I  
and Pi are a m e a n  inclination and right ascension of the ascending node ( R A A N ) ,  
a is the guiding centre radius, b is the radial offset, tE is the equator crossing 
time. B y  not having to worry about the short periodic terms (including the
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eccentricities) in this case the motion of the satellites is reduced to the motion 
of their guiding centres; a simple circular motion, the plane of which precesses. 
For completeness w e  also list the J2 constants (as derived in [45] also shown in 
Appendix A), which are:
p =  A j 2 (E \  ( 2 - Ssin21) (3.6)
k =  j J 2 (E \  (4 —  5sin2/) (3.7)
9 =  - l j 2 (E \  cosl (3.8)
where R is the radius of the Earth. It is worth noting that in this notation the 
semi-major axis ( S M A )  of the satellite is a +  6, but the S M A  of the rotating 
coordinate system or guiding centre is just a.
F r o m  n o w  on satellite 1 (UoSat-2) parameters are denoted with subscript 1 and 
satellite 2 (UoSat-12) parameters with subscript 2. T o  simplify the notation and 
geometry the following additional notations are introduced. T h e  initial guiding 
centre of satellite 1 is chosen to be at the s ame radius as it follows from its semi- 
major axis and therefore b\ =  0 . Furthermore the notation of 62 is simplified to 
b, and a — a3 =  a2.
A s  shown in Figure 3.2, w e  n o w  have a spherical triangle, where the two circles 
of radius a(l +  p) intersect the equatorial plane and each other. T h e  intersection 
point X  is defined as the encounter point and if the satellites are phased correctly, 
they are expected to be within several kilometres of this point (and each other) 
at the same time. W h e n  satellite 1 guiding centre (GC) reaches the point X,
the satellite 2 G C  will be a distance b from satellite 1 w h e n  phased correctly.
However this geometrical difference is ignored at this point and w h e n  it is said
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Figure 3.2: Formation assembly geometry in the general case. T h e  figure shows 
two intersecting orbital planes with different inclinations at T\ and Z 2. T h e  focus 
is the spherical triangle defined between the equator crossing points of the orbits 
and the encounter point X. Point Y  is on the equator and forms right angle 
spherical triangles with XYO\ and X Y O 2.
that a satellite is at point X, it is actually meant that the line between the Earth’s 
centre and the G C  goes through X. Furthermore the b and J2 terms are defined as 
being small or first order (10“3) with respect to the Keplerian two-body motion, 
using the same ordering scheme as in chapter 1. For the first analysis all second 
order terms are ignored.
N o w  from spherical geometry (Figure 3.2) w e  have:
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\P —  0 2 — 0\ —  A Q  +  nit —  to) ($2 ~~ @1) (3*9)
Multiple applications of Napier’s rules to spherical triangles X Y O i and X Y 0 2 
yields:
1
cot Ai =  cotScosX1 -- — —— r  (3.10)
stnS s%nX2
cotX2 =  —cotScosX2 4— 'r-rr" r ~ ' (3.11)
Sin'S smXi
where is the difference in R A A N  of the two satellites and Ai and A2 are the an­
gles between the point of equator crossing and the point of encounter X  measured 
on the guiding centre circle for the two satellites respectively. Immediately the 
relative velocities of the satellites can be estimated, or h o w  m u c h  Av we  would 
need for an immediate plane change manoeuvre by calculating the angle e:
cosS
cose =  —  cotAiCoiA2 H— r— :— 7— r- (3.12)
s%nX\sinX2
This is because w e  have ignored the eccentricities and so the angle between the 
velocity vectors of the satellites, w h e n  their guiding centres are at point X, is 
exactly the same as the angle between the orbital planes (e). If satellite 1 has 
crossed the equator at time tsi and its guiding centre is at X  at time ti, then:
Ai — n(ti — <bi)(1 +  « i) (3.13)
a n d  s i m i l a r l y  f o r  s a t e l l i t e  2 :
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A 2 =  n(i2 -  te)(l +  *&) -  -  ^ 2) (3.14)
Rearranging this to get the time difference between the satellites arriving close 
to each other while ignoring second order terms:
G =  t\ — t2 =  — (1 —  ftl) “ fl —  K2 +  + “ N) +  tEl —  tE2 (3.15)
Tl Tl \  A(l /
Thus at any time if satellite 2 is at X, then G gives the time difference of satellite 1 
arriving at X  as well. If G «  0 and either satellite is at X  then by definition there 
is an encounter between the satellites. This is because a few seconds difference 
in arrival translates into a few kilometres distance, which is allowed since the 
satellites are still in the neighbourhood of each other. T o  find out w h e n  there 
will be an encounter, the value of G needs to be evaluated as a function of time. 
It is important to note that the times of equator crossings are also functions pf 
time. Thus:
P'jr
tEi(k +  1) =  tEi(k) 4 (1 —  «i) (3.16)
Th
t E 2 { k  + 1) = t E 2 ( k )  + — ^ 1 — «2 + —  ^ (3.17)
A tE(k +  1) =  Atsik ) +  “ (^ k>2 ~ Ki ~~ (3.18)
where tE{k) is the time of equator crossing at the kth orbit. Note that the times 
at which the satellites cross the equator slowly changes, partly due to the effects 
of J2 and partly due to the difference in their altitude (6). Furthermore from 
E q  3.9:
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V(k +  1) =  #(A;) +  27r(02-0i) (3.19)
and finally substituting the above two into E q  3.15 and ignoring 2nd order terms 
w e  arrive to:
This formula expresses the difference in time for the two satellites to pass through 
the point X  in subsequent orbits. T h e  first part of the formula relates to the effect 
of h o w  the geometry changes with time. A s  time progresses, grows and the 
A functions change according to equations 3.10-3.11. T h e  second term in the 
equation relates to the difference in time acquired because of different altitude 
and different k terms.
W e  will n o w  concentrate on the expression of the derivatives of A and try to derive 
a more simple formula for it. F r o m  ( 3.10) and ( 3.11):
G(k +  1) =  G[k) +  —2tr [dAi(£) d A 2(ffQ
n d1®
tanXi =
— sin'&sinZ2 (3.21)A
—sin'll sinZi (3.22)
where
D i =  sinTiCosZ2 ~ cosZisinZ2cos4/ (3.23)
D 2 = sinZi cosZ2 cos 4 /  — cosZ\sinZ2 (3.24)
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Differentiating:
dAi($) sin2Ai (  sinZx\
— 1 cosZi +  cos'T/-- —  )(d\V sin2 4/ \ tanZ2)
dX2{'&) sin2X2 (  ^ xTrsinZ2\— rr—  =  r 0'-- cosZ\ —  c os W-- — -sin2^ l \ tanZiJ
N o w  taking the expression D\ —  D 2 :
D2 —  D 2 —  sin2Zi cos2Z 2 cos2 4 /  +  cos2Z\ sin2Z2 
—sin2Zicos2Z2 — cos2Zisin2Z2Cos2Tf 
=  (sin2Z2 — sin2Zi)s in 2^
Using this while reformulating equation (3.22):
Do +  sin2Z\sin2^1 +  tan X2
D\
I  Di\ 2 Dj + svn fl/sir? $
I T V  5 ?
=  (1 +  tan2X\)
which gives:
cos2 Ai [D \ \ 2
-
cos2 A 2 \D2J
Using the above and equations ( 3.21) and (3.22) we can prove that:
sinX\ (  sinZi \m i
cosX2 = - - - — -j- -cosZl +  cos^f-— —\ tanZy J
(3.25)
(3.26)
(3.27)
(3.28)
(3.29)
(3.30)
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sin\2
-^~cosX2 +  cos^ sinX2 (3.31)
tanXi
and substituting back into (3.25) and (3.26) gives:
d\i(S ) dX2(S ) _  sin(X\ — A 2) (3.32)
dS dS sinS
If we equate G(k +  1) —  G(k) — 0 as a condition from (3.20), or in other words 
the time difference between the satellites arriving at X, remains fixed in subse­
quent orbits, then by rearranging equation (3.20) an optimal separation bc can 
be established such that
This bc is the semi-major axis difference which is required to counteract the 
J2 perturbations and maintain the G function constant. Note that bc is time 
dependent, since Ai, A 2 and are all functions of time. Thus if G =  0 and 
satellite 2 maintains its semi-major axis with a separation of bc from satellite 
1, then w e  would have continuous encounters between the two spacecraft twice 
every orbit. In other words, the drift caused by varying the S M A  can be used 
to counteract the drift caused by the J2 terms. If this is not enforced and the 
satellites drift freely then only a couple of encounters happen while G »  0.
Figures 3.3 and 3.4 show example behaviour of G and bc as functions of time. T he 
orbits of UoSat-2 and UoSat-12 were used as the basis of the initial conditions 
for these graphs. A s  mentioned before, encounters happen w h e n  G =  0 or any 
integer number of orbital periods. Please note that bc can vary between + 2  and 
-20 1cm. This is mainly because of the large difference in the inclinations causing 
large differential J2 drifts. Therefore maintenance of synchronized encounters is 
only fuel efficient w h e n  the graph of bc is relatively flat.
(3.33)
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day o f  y e a r  2001
Figure 3.3: Function G, with respect to time, using orbits of UoSat-2 and UoSat - 
12 as initial conditions. T h e  graph is plotted modulo the orbital period, which is 
almost 6000 seconds .
Figure 3.4: bc with respect to time, using orbits of UoSat-2 and UoSat-12 as 
initial conditions. This graph shows the optimal offset in semi-major axis to keep 
G constant.
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3.2 L Q R  C o n tro l and  F irin g s
In this section we consider a control scheme that will maintain G close to zero by 
adjusting the altitude of satellite 2 to follow the value of bc. Our state vector will 
contain G  and h =  b — bc, where h  notes the difference between the current and 
the optimal semi-major axis separation. Thus the aim is to reduce both elements 
of the state vector to zero. Note that because bc varies with time, it is expected 
that manoeuvres will be needed to achieve this.
A  slight change in notation is introduced for easier handling whereby G (k )  =  G k 
and b (k ) =  bk. Using equation (3.15) we can also express the value of G  in 
subsequent orbits assuming that in each orbit the semi-major axis is changed at 
the ascending node:
Gfc+i =  Qu -  M h  +  A6* } -  . (3.34)o n  2on
where A bk is the change in semi-major axis on the kih orbit. In this equation 
the first term denotes the amount of shift gained due to differences in semi-major 
axis during the whole orbit, while the second term expresses the shift gained 
while the satellite reaches the encounter position. Note that the correction term 
on the k +  1 orbit coming from A b k+1 is ignored, as well as any second order 
terms. Expressing the above in terms of h and writing in matrix form our state 
transition equation can be written:
— AXfc •+- B u k +  C  (3.35)
where
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X *  =  
A =  
B =  
<7 =
W/; = (3.36)
W e  n o w  aim to minimise the cost function
J =  Y.X r Q X  +  uRu (3.37) 
where Q is real symmetric matrix and R  is a scalar, explicitly expressed as follows:
Q =
o  N
0
° h )
—  2R =  (7,
(3.38)
(3.39)
Values in Q and R determine the relative importance of the error and the expen­
diture of energy. This s u m  provides a performance index whereby both error in 
state and expenditure in control are to be minimized. T h e  gain I< of the controller 
can then be calculated, where:
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uk =  - I< X k (3.40)
Using the above equations, simulations were executed in the M A T L A B  environ­
ment using the D L Q R  function K  — D LQ R (A , B , Q, i?) where gq — Is-1, Gk — 
0km~l ,au — 10~4km and A and B as specified in equation ( 3.36). Values for 
Q were chosen on the basis that our control only wants to minimize G to zero 
and ignores the resulting h. Since h is measured in km while G is measured in 
seconds, the relative value of the control cost is quite large. This then indirectly 
determines the amount of time needed for G to approach its required value, de­
pending upon initial conditions. It is imperative to note that coefficients in Q 
and R would need to be chosen separately for each scenario to find the required 
trade-off between time of manoeuvre and fuel expenditure.
Note that while the defined L Q R  controller above is not optimal because of the 
extra bc term at the end of the state transition equation, the simulation result 
show that the above model still works reasonably well.
T h e  following figures ( 3.5, 3.6 and 3.7 ) show a sample scenario, where the ini­
tial value of G is 2500 seconds (almost half an orbit) and it takes the controller 
approximately 700 orbits of firings to bring the satellites into synchronized for­
mation. This is very m u c h  a worst case scenario with respect to fuel expenditure, 
needing 22 k m  of semi-major axis change, or about 11.8 ms~l of total delta- 
v. Obviously, waiting while the natural dynamics brings the two satellites close 
could significantly reduce this. It is also worth noting that after G becomes close 
to 0, maintenance of the synchronized encounters would cost less than 1 m s -1 
for the period w h e n  bc variance is small (as for example between days 310 and 
360 in Figure 3.3). T h e  L Q R  controller was also verified by replacing the an­
alytical model with high precision numerical propagator [83] and inserting the 
c o m m a n d e d  delta-vs in an open loop manner.
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orbits
Figure 3.5: Plot of G time as a function of orbits, using the L Q R  controller. As 
a result of executed firings the value of G approaches 0. Note that the units for 
G  need to be multiplied by 100 seconds.
km
Figure 3.6: Plot of h, b and bc (km) vs orbits. Value of h approaches 0, as firings 
are executed to shift the satellite in phase. At the beginning the satellite is 10 k m  
off from its ideal semi-major axis so that the shift in phase can be accomplished.
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Km
Orbits
Figure 3.7: T h e  curve shows the total a mount of absolute values of semimajor 
axis change (km) during the manouvres simulated over 700 orbits. This is directly 
related to the total a mount of fuel spent.
At this stage w e  can also consider adding relative aerodynamic drag to our model. 
This can be easily accomplished in the following way. T h e  drag coefficients are 
estimated by the O B C  or using N O R A D  data from which w e  can estimate the 
change in relative semi-major axis due to relative aerodynamic drag between two 
successive orbits. T h e n  at the next firing this change can be added to the firing 
magnitude to compensate for drag. In effect this means that all firings are changed 
by a constant, predetermined a m o un t  based on the estimated drag coefficients. 
This rather simplified, discrete approach is justified by the fact that relative drag 
between the satellites is very small compared to the manoeuvres executed and 
errors gained via noisy attitude or not perfectly calibrated propulsion.
D u e  to various restrictions for the real scenario existing between UoSat-2 and 
UoSat-12, firing every orbit with the magnitude recommended by the L Q R  algo­
rithm was not possible and the firing frequency had to be relaxed to one firing 
per day. In total, more than 50 firings were executed on UoSat-12. Additionally
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during this period experimental radial firings were also executed to reduce the 
eccentricity of UoSat-12, but these did not affect the semi-major axis m a n o e u ­
vres. Table 3.2 shows some of the firings executed during a period of time w h e n  
the direction of firings were changed.
Date Direction SMA-before (km) -after (km) -change (km)
21/02/02 Alongtrack+ 7026.062 7026.197 0.1353
22/02/02 Alongtrack+ 7026.199 7026.307 0.1087
23/02/02 Radial- 7026.312 7026.305 -0.0069
24/02/02 Radial- 7026.306 7026.302 -0.0034
25/02/02 Radial- 7026.303 7026.287 -0.0151
26/02/02 Radial- 7026.288 7026.266 -0.0210
27/02/02 Alongtrack- 7026.275 7026.200 -0.0747
Table 3.2: 7 of the firings executed on UoSat-12
3.3 C o llis io n  A na lys is
Having brought UoSat-2 and UoSat-12 to close encounter, w e  next needed to 
reassure ourselves concerning the likelihood of collision. After the initial analytic 
prediction and firings, the full epicycle model [45], including the eccentricities 
this time, was used to analytically propagate the satellites and predict the fi­
nal parameters of the encounter. Table 3.3 shows example output of the final 
prediction.
However, it is more difficult to predict what is happening at the encounter two 
weeks before rather than 2-3 days before. For in the latter case if there is a big 
chance of collision, it would be probably too late to significantly reduce the risk, 
while in the former case accuracy of the prediction might not be sufficient for a
3.3. Collision Analysis 4 5
T i m e  of Enc. Closest approach (km)
20/03/02 09:32:58 25.8599
20/03/02 10:21:44 14.0059
20/03/02 11:10:38 13.3335
20/03/02 11:59:23 16.4301
Table 3.3: Example output of final prediction software includes both exact time 
of the encounter and also the distance between the satellites. This will be later 
verified using radio signal data.
complete analysis. Thus although accuracies improve a lot as time progresses, the 
capabilities to change the encounter parameters are reduced due to the limitations 
of the propulsion system. T h e  main problem is the variable nature of the effects 
of atmospheric drag on the phases of the satellites.
Epicycle element Gaussian variance added
semi-major axis 20 metre
aerodynamic drag 0.5 metre/day
phase 0.05 deg
arg. of perigee 1 deg
eccentricity 10e-5
Table 3.4: Gaussian variance of epicycle elements added during the collision 
simulations. T h e  data presented here is based on h o w  accurately the O B C  and 
N O R A D  elements were trusted at that time. It was found that inclination and 
R A A N  has an insignificant effect and thus were left out.
Therefore a simple statistical analysis was performed to investigate h o w  close the 
satellites would get if uncertainties are allowed in the drag coefficients and initial 
conditions. K nowing the inaccuracies of the orbit estimation and our analytical
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model, 500 random, Gaussian distributed variations (table 3.4) were added to 
the initial conditions of the satellites and propagated forward until the time of 
encounter. T h e  closest approach distance was extracted each time and the results 
were organized in a histogram shown in Figure 3.8
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Figure 3.8: Collision analysis for encounter in March, as a result of 500 simulation 
runs. Out of the 500 simulations individual bins show the n umber of simulations 
having the corresponding closest encounter distance. Cumulative percentage on 
the right shows the overall distribution. It was most likely to have the satellites 
5-6 k m  at closest approach.
T h e  fact that for the March 20th encounter the satellites could get as close as 
2 k m  was a bit threatening. Although the final closest approach was modified 
because of the analysis, the next encounter was setup with the knowledge of h o w  
the initial conditions can affect the final closest approach distance. Thus for the 
encounter in April, firings were executed so that even for the analysis two weeks 
before the encounter the satellites would not get as close as 13 kilometres, as 
shown in Figure 3.9. T h e  main factor affecting the the minimal distance at
3.4. Received Radio Data 47
closest approach is the eccentricity of the orbit. If the encounter is happening at 
a time w he n  the radius of the two orbits are very similar at one of the encounter 
points then this number is rather low. It also depends upon the exact timings of 
the satellites arriving at the encounter points. Since these effects were excluded 
so far, only the full analytical (or numerical) simulations can show h o w  close the 
satellites actually get.
10 11 12 13 14 15 16 17 18 19  2 0  21 22
Closest Encounter (km)
Figure 3.9: Collision analysis for encounter in April. O ut  of the 500 simulations 
it was most likely to get the satellites within 14-15 k m  of each other. E m p t y  bins 
below 13 k m  indicate that no cases have fallen into this category.
3.4 Received R ad io  D a ta
Using the simulation results above, there were a total of 26 scheduled encounters 
for which the radio receiver of UoSat-12 was tuned for the beacon frequency of 
UoSat-2. T h e  dates of the encounters were 12th October 2001, 20^ March and 15i/l 
April 2002. For the last two cases attitude manoeuvres were executed to try to
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capture images, but without success. This is because the A D C S  and the cameras 
of the S S T L  satellites were designed with nadir pointing Earth observation goals 
in m in d  and not for high slew angles and high accuracy pointing with small 
integration times needed to take an image of another satellite moving with relative 
velocities of 10 kms 1.
O n  the other hand a clear signal was intercepted from UoSat-12 at all times 
during the scheduled passes. Figures 3.10 - 3.13 show two sets of signal strength 
and discriminator output. T w o  things can be immediately noticed from these 
graphs. First of all the centred nature of the major feature shows that the timing 
of the window for the encounters was reasonably accurate. This was also verified 
later with quantitative methods, as shown in the next section. Secondly, it can 
be seen that the first dataset is m u c h  less noisy than the second one. Looking at. 
the actual position of the satellites during the encounter could explain this. T he  
second set was taken over populated areas of Sweden, while the first one was taken 
while the satellites were over unpopulated, quiet areas of the Pacific near N e w  
Zealand. A  similar trend can be seen in all the other datasets as well. Because 
the actual instruments are so accurate that the error-bars would be barely visible 
on these graphs, w e  can therefore deduce that all fluctuations are due to u n k n o w n  
radio sources and antenna characteristics.
3.5 V e rific a tio n  o f P re d ic tio n s
After reviewing the datasets, it was found that the Doppler curve of the discrim­
inator output produced a lot more accurate data than the peaks on the signal 
strength indicator graphs. Further investigation showed that a straight line could 
easily approximate the actual relative orbits between UoSat-2 and UoSat-12 dur­
ing the 15-20 seconds of the closest part of the encounter. In other words, looking 
from the point of UoSat-12, UoSat-2 would be travelling in a straight line with
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20/3/2002 11:56. -04 28« U o S A T -1 2 :  R X 2  R S S I
Figure 3.10: Signal Strength during an encounter over the Pacific, received on 
UoSat-12 from broadcast of UoSat-2. Peak in the middle gives approximately the 
time of closest approach. Units are in d B m  and this is the 11:59:23 prediction 
from Table 3.3.
I ' ' '  I ' ‘ ' I ' '  '  I ' '  ' | , '  1 I ' '  '  I  1 '  I  '  i ' '  I '  '  '  I 1
11:55 11:56 11:57 11:58 11:59 12:00 12:01 12:02 12:03 12:04
Wed 20 Mar 2002 Tim e
U oSAT-12: RX2 RSSI
RX2: D ISC
Figure 3.11: Discriminator output during an encounter over the Pacific. Units 
are in kHz. Notice the offset from 0 kHz.
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Figure 3.12: Signal Strength during an encounter over Sweden. Peak in the 
middle gives approximate time of closest approach. Units are in d B m .
UoSAT-12: RX2 RSSI
RX2: D ISC
12:43 12:44 12:45 12:46 12:47 12:48 12:49 12:50 12:51 12:52 12:53
W ed 20 Mar 2002 Tim e
Figure 3.13: Discriminator output during an encounter over Sweden. T h e  noise 
can be attributed to u n k n o w n  ground radio sources. Units are in kHz.
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Figure 3.14: Screenshot 1 of S T K  simulation showing the orbits crossing
Figure 3.15: Screenshot 2 of S T K  simulation showing the orbits crossing
a relative velocity of around 10.5 k m/ s  and at the closest approach they would 
be several kilometres apart. This straight line fit of the relative orbit segment 
has got an R M S  less than 0.5m and is thus considered a good approximation for 
the otherwise curved orbits. While Figures 3.14 and 3.15 show the real simula­
tion running on Satellite Tool Kit (please note that the sizes of the satellites are 
exaggerated), Figure 3.16 shows the geometry of the straight line relative orbit.
For all 26 datasets the middle 20-second part of the discriminator output was 
extracted. T he  O B C  logged this output every second, which resulted in 20 data 
points. This also means that our expected error with respect timing should also
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UoSat-12
Figure 3.16: Straight line relative orbit geometry used for filtering. T h e  model is 
based on the assumption that UoSat-2 is moving on a straight line with respect 
to UoSat - 1 2  with a velocity v. T h e  goal is to establish the Doppler shift curve if 
the distance of the line from UoSat - 1 2  is d.
be around the magnitude of 1 second. W h e n  examining radio data outside the 5 
minutes of the encounter it was found that the standard deviation of the signal 
due to various noise received is around 0.3-0.4 kHz. This provides yet another 
expectation of error magnitude w h e n  reviewing the results of the verification.
T h e  relative velocities between the satellites can be estimated by either the angle 
e in equation ( 3.12), or via the high accuracy analytical propagation. T h e  m e a ­
surement equation also needs to include a bias r for there was found to be about 
1.5kHz mis-calibration for the beacon frequency of UoSat-2. T h e  measurement 
equation, derived from Figure 3.16, is as follows.
Let y(t) be the time variant frequency shift UoSat-12 experiences as UoSat -2  
passes by in kHz. This is composed of a bias r and the Doppler shift part. T h e  
Doppler shift in this case is the apparent velocity of UoSat-2 along the line of 
sight multiplied by the beacon frequency Fout =  145.825 M H z  and divided by the 
speed of light c. F r o m  figure ( 3.16):
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parameter final parameter standard deviation
b (kHz) 1.73126 +/- 0.174 (10.05%)
to (sec) 43.1406 +/- 0.098 (0.2273%)
d (km) 5.84829 +/- 2.242 (38.34%)
Table 3.5: Filter output without velocity correction
/,s , Fout F0ut AO . .y(t) = r  -\-v cosa — r A v  ===== (3.41)c c AB
If w e  denote the time w h e n  UoSat-2 is closest to UoSat-12 with t0 and this point 
(O) becomes our origin then at any time the AC side of the triangle is (t0—t)v long 
(keeping the sign) and the remaining side can be calculated using Pythagoras’ 
theorem. Substituting in:
f±\ I Font V (to t )y(t) =  r +  7= = = = = = =  = (3.42)
c y/fa i)2 +  S
where is the down-link frequency of UoSat-2 , c is the speed of light, d is the 
closest approach distance, v is the relative velocity and to is time at the closest 
pass (Figure 3.16). A  standard non-linear least squares [1 1 2 ] algorithm was then 
used to extract r, d and tQ. However, it was found that the initial fit was rather 
poor (Figure 3.17 and Table 3.5). T h e  root m e a n  square ( R M S )  average of the 
residuals was 0.67 (kHz).
It seemed as if the guess for the relative velocity was too low and thus prohibiting 
a more accurate fit. This was a result of an u n k n o w n  characteristic of either the
discriminator or the antenna of UoSat-12. Thus, for the second try w e  filtered for
relative velocity as well, rather than using a constant value in the equation (3.42)
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Seconds of 10:21 20th March
Figure 3.17: Filter result plot without velocity correction. T h e  estimated Doppler 
curve does not match accurately with the one based on the radio data.
parameter final parameter standard deviation
b (kHz) 1.68407 +/- 0.0168 (0.9974%)
to(sec) 43.206 +/- 0.0106 (0.02455%)
d (km) 11.705 +/- 0.2753 (2.352%)
Table 3.6: Filter output with velocity correction
above. This extra calibration however allowed for a more accurate fit of the re­
maining parameters and the quality of the fit improved significantly (Figure 3.18 
and Table 3.6). T h e  R M S  of the residuals in this was only 0.06 (kHz). However 
the filter result for the velocity itself was always 10-15 % higher than expected 
to be, which can only be attributed to unmodelled antenna characteristics.
T h e  same filtering procedure was executed for all of the datasets and the R M S  
of the residuals was always less than 0.1 (kHz). This compares well with our 
expectations, since the standard deviation of the signal outside the 5 minutes of
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Seconds of 10:21 20th March
Figure 3.18: Filter result plot with velocity correction, with the result of the least 
squares fit and raw curves matching closely.
the encounter yields a m u c h  higher value of 0.3 kHz.
S u m m i n g  up all filter outputs, a comparison can be m a d e  between the received 
radio data and the analytical prediction. T h e  R M S  average of the errors in the 
prediction of the timing of the closest approach was 0.451 seconds. Similarly for 
the distance at the time of encounter, the R M S  average error was found to be 
2.29 km. T he  sampling period of the acquired data set is 1 second. Thus the 
filtering error compares well, since it is also of the same magnitude. However we 
were not able to set prior expectations for the error expected w h e n  determining 
the distance between the satellites at closest approach.
Wit h  respect to the small usable datasets, the 1 second sampling period of the 
O B C ,  the high relative velocities and the occasional noisy environment, it can be 
concluded that the prediction system worked reasonably well.
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3.6 C onclusions
In this chapter two major topics of formation assembly were discussed. First an 
analytical model was presented on predicting the time of encounters, together 
with an L Q R  controller to bring satellites in close proximity to each other in a 
controlled manner. This is achieved by counteracting the drift caused by J2 terms 
in the relative phases by changing the semi-major axis of one of the satellites. 
Sample scenarios showed that the met ho d  works, but the M A T L A B  L Q R  function 
was only tuned on a trial and error basis. It was found that in the general case 
of two satellites with high inclination difference, this manoeuvring is predictably 
fuel costly and for the practical application in the UoSat-2 and UoSat-12 case 
long term maintenance of the encounters would be prohibitive.
In the second part, real-world experimental results were presented where the 
first part of an assembly scenario was executed. Using the analytical prediction 
and partial results from the L Q R  controller firings were executed on UoSat-12. 
T h e  two S S T L  satellites were brought in close proximity to each other, even 
though the relative drift is m u c h  larger than in an ideal formation flying scenario. 
Probabilities of collision were also examined and for the last encounter it was m a d e  
sure that the satellites cannot get uncomfortably close to each other. Radio data 
was also received from UoSat -2 via UoSat- 1 2 . These datasets were then used to 
verify the accuracy and the validity of the analytical model developed in the first 
part. T h e  full system diagram is shown in Figure 3.19, where white boxes show 
existing architecture, light-grey boxes show novel additions and dark-grey boxes 
show possibilities of future extensions.
T h e  two step, coarse to accurate, analytic model proved to be accurate enough 
for this scenario. T h e  lightweight nature of the code also makes it possible for 
onboard implementation. This w a y  calculation of the encounter parameters could 
be done completely autonomously. However the simulations done for the collision
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Figure 3.19: Data flow diagram for the experiment
analysis, including hundreds of cases is unlikely to be performed on-board. It is 
therefore recommended that in future a different, more efficient m ethod needs to 
be used to m ak e  sure that the satellites do not get uncomfortably close to each 
other. In the case w h e n  a collision looks like high probability, other algorithms 
would also be necessary to take evasive action. For example, potential functions 
could be applied to separate the satellites in a quick and safe manner.
There are m a n y  further ways to extend this work. First of all, the analytic model 
could include a full drag model rather than the limited approach used here, to 
accommodate for scenarios where the differential drag between satellites is large. 
Secondly a more realistic scenario could be considered by propagating a virtual 
satellite close to one of S S T L ’s satellite’s orbit and executing manoeuvres. In this 
case there would be no risk of collision and the propellant expenditure would also 
be a lot less. Therefore sustained synchronized encounters and even complete 
formation assembly could also be possible. However, the drawback is that there 
would not be any real world verification like the radio datasets received from 
UoSat-2 , as presented above.
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It is important to establish that not only did the epicyclic model predict the 
encounter geometry accurately, but the accuracy also exceeded the level of detail 
which can be extracted from the received radio data sets. While the analysis of 
the radio signal provided useful data, it was mainly so because of the high relative 
velocities of the spacecraft. In other scenarios, if the relative velocities are not so 
high or the data is particularly noisy because of interference from ground sources, 
the doppler analysis done in the second part of this chapter would not have been 
so useful. In this case signal processing techniques would be needed to enhance 
signal to noise.
Chapter 4
Analytical Modelling of Relative 
Orbits for Formation Flying 
Spacecraft
4.1 In tro d u c tio n
Satellite formation flying is the placing of several satellites into orbits in close 
proximity to each other. This chapter focuses on the derivation of an analytic 
model, which describes the relative positions of satellites in a formation as a 
function of time. M a n y  papers in the literature use the Hill-Clohessy-Wiltshire’s 
( H C W )  equations as a starting point for describing the relative orbits of mem be r s  
of a formation. Various methods are then used to account for the biggest per­
turbation in L E O ,  the second zonal harmonic of the non-spherical geopotential, 
J2. T h e  aim of this chapter is to achieve meter level accuracy for modelling rel­
ative orbits of kilometre sized formations with timescales ranging from a couple 
of days to a couple of weeks. Furthermore in this chapter the focus will be on 
stable, inherently non-drifting geometries. In the next chapter w e  will consider
5 9
4.1. Introduction 6 0
the stability and control strategies of these formations
T h e  reasons for choosing the above goal can be broken d o w n  into three main 
reasons: Firstly the size of the formation is assumed to be based on a low-risk 
formation flying demonstration mission or an interferometric mission needing 
kilometre sized separations for its baseline [31] [5]. Secondly the meter level 
accuracy of position follows from the sensitivity of low cost absolute and relative 
G P S  solutions. Higher levels of accuracy can be obtained using dual band G P S  
receivers but at a significantly higher cost. Finally the timescales of several days 
is based on the assumption that the satellites are not fully autonomous and for 
safe operations the mov em e nt  of the satellites need to be predicted only days or 
at most weeks in advance, before groundstation intervention. Metre level errors 
in the semi-major axis could cause kilometre sized drifts over a period of a week 
and thus the relative orbits need to be determined sufficiently accurately to avoid 
this.
T h e  approach presented here is similar to [110] and [2] combined, but aims to 
include not only J2 perturbation effects but all higher order terms in the geopo­
tential. Generally if the satellites are close to each other, then the differential 
effects caused by the terms in geopotential are small. Ideally these effects should 
be small enough so that the correction manoeuvres would be infrequent and small 
enough for small satellite propulsion capabilities, but also large enough so that 
sensors and filtering algorithms can account for them. T h e  configuration and 
size of the formation has a profound effect on the size of the disturbances and 
inaccuracies expected. T h e  m e t h o d  proposed here is based on the epicycle [45] 
[43] [44] description of a single satellite, which is a high accuracy analytical model 
developed within S S C / S S T L  for orbit determination and the control of satellites 
in near circular, low earth orbits. Along with this description an ordering scheme 
of magnitudes is also established based on the assumption that the eccentricities 
of the satellites will be on the order of 1 0 ~ 3 and the satellites are separated by
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kilometre-sized distances. It is shown in the epicycle model description that the 
effect of J2 is also of similar magnitude and thus all of the above are classified 
as first order. Consequently disturbances and inaccuracies of order IO - 6 (such 
differential J2 at kilometre sized separations) are classified as second order and 
so on.
Figure 4.1 provides a further overview of the different solutions available for 
modelling relative orbits. If the relative orbits need to be propagated for years 
in advance, then the only valid solution is employing numerical methods. Fur­
thermore if the satellites are placed on highly eccentric orbits or large angular 
differences between the orbital planes (similar to the situation in chapter 3 ), then 
nonlinear methods need to be used, which usually have restricted practicality to 
a certain setup. While these methods can always provide sufficient accuracy, the 
main problem is that insightful explanation of general scenarios or design of effi­
cient control methods is very difficult. O n  the other end of the spectrum, if the 
timescales are relatively short and the satellites are sufficiently close enough so 
that linearziations will hold, then the H C W  equations provide both a good model 
for propagation and control of satellites in close proximity to each other. It is 
important to note that as the separations increase the nonlinear and eccentricity 
terms are becoming increasingly important, while as the timescale increases then 
secular terms become dominant. Finally since displacement in radial directions 
causes a first order alongtrack drift, on top of all other perturbations, this secular 
effect is most dominant in the alongtrack direction.
Table 4.1 provides a s u m m a r y  of all effects in the proposed scenario of small 
eccentricity L E O  formation at kilometre sized distance and meter level offset in 
the S M A .  T h e  differential geopotential terms depend mainly on the separations of 
the satellites, however it must be noted that the secular terms depend upon h o w  
accurately the semi-major axes of the m e m be r s  of the formation are matched.
Obviously the effect of each term on accuracy varies from scenario to scenario.
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H ill’ s equations
Numerical methods
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Numerical methods
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Eccentric reference orbit models
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Eccentric reference orbit models
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Figure 4.1: S u m m a r y  of methods for modelling relative orbits in L E O
T h e  effect of differential drag also needs to be discussed. Since this model is 
assuming that the formations are inherently stable to some degree, it can also 
be assumed that the geometries of the satellites will not differ more significantly 
than 10%. Therefore the secular effect of differential drag can usually be ignored, 
though the epicycle model has got the capability of including it.
4.2 R e la tive  M o tio n  E qua tions w ith  J2 o n ly
A s  mentioned above the starting point of this model is the epicycle equations of 
a single satellite. T h e  epicyclic description uses four redundant coordinates. T w o  
(X, O) describe the instantaneous plane of the orbit and two polar coordinates 
(r,A) describe the position of the satellite on that plane, where A is measured from 
the equator. A s  derived in [45], it can be shown that the motion of a satellite can 
be described by:
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Terms to be included effect after 1 hour after 1 0 days
First order eccentricity 1 0 k m 1 0k m
Second order eccentricity 1 0 m 1 0 m
Differential J2 periodics 1 0m 1 0m
Differential J4-\- periodics 1 c m 1 c m
Differential J2 secular terms 1 c m 1 0m
Differential J4+  secular terms 0 .0 1 m m 1 c m
Differential drag (10%) 1 m m 1 m
First order nonlinear terms 1 0m 1 0k m
Second order nonlinear terms 1 c m 1 0m
Table 4.1: Estimated magnitudes of the disturbances arising from various terms 
for an approximately stable kilometre sized formation and meter level errors be­
tween S MA s.
r =  g(1 +  p) — Acos(a — ap) +  axsin[( 1 +  ft)a] +  A  r (4.1)
2 AA =  a (l +  «) H [sin(a — ap) +  sinap] — 2y[l —  cos[(l +  «)a]] +  A A  (4.2)
CL
O  = Q + Oa + A O  (4.3)
1  =  / +  A l  (4.4)
a — n(t —  te) (4.5)
qlp =  n{te tp) (4.6)
where a is the epicyclic semi-major axis (SMA), A is the epicyclic amplitude 
(A — ae), te is the equator crossing time, while tp is the time of perigee passage
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and I  and Ft are the m e a n  inclination and right ascension of the ascending node 
respectively. T h e  expressions p, n and 6 indicate secular terms, while x and  -A 
indicate long and short periodic terms respectively. As discussed at the beginning 
of Chapter 3, these equations were adopted from [45] and were used as a starting 
point for the rest of the work presented below.
T h e  above description is in the E C I  coordinate system (Figure 3.1). For relative 
orbits of a formation it is convenient and useful to define a coordinate system 
from which the motions of satellites with respect to each other is easier and more 
meaningful to describe. This w e  call the guiding centre (GC) of the formation. 
T h e  choice of the G C  is a non-trivial problem for its function and properties 
depend largely on what goals the formation wants to achieve.
T h e  G C  defined below defines the motions of the satellites in the formation in 
a Local Vertical - Local Horizontal (LVLH) frame of reference. T h e  G C  is a 
virtual satellite, with the purpose of separating the absolute and relative motions 
of satellites. Terms in the absolute motion of the formation will directly affect 
the relative and differential components, so the components of the G C  motion are 
denoted with subscript V. W e  choose the guiding centre to only include secular 
terms of the satellite motion. Thus:
rc =  ac(l +  p) (4.7)
Ag —  ttc(? +  k) (4.8)
O c — Qc -f- $cxc (4.9)
Ic  =  Ic ( 4 .1 0 )
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T h e  motion of the G C  is also easily interpreted as a point moving around a circle 
on a plane that is slowly precessing around the equator. Note that the angular 
velocity of the G C  in (4.8) does not satisfy Kepler’s third law for the radius (4.7).
It is important to note that because there is neither eccentricity nor any periodic 
terms included, these equations cannot describe the motion of an actual satellite. 
T h e  motion of the G C  does not satisfy any differential equations of motion. 
However, these formulae do capture all c o m m o n  elements of the absolute motion 
of the formation. It follows that all periodic variations are n o w  included in the 
relative motion of the satellites. T h e  G C  presented here is also the basis of the 
linear expansion by which the relative motion is described.
T h e  reason for choosing the G C  as above is because the secular drifts coming 
from the geopotential are basically functions of semi-major axis and inclination 
only. T he  J2 secular effects, which cause drift in the orbit are:
fc=-! * 0  c o s i ° (4u) 
«2 =  7 ^ 2 (4 -  5sin2Xc) (4.12)
W h e n  other geopotential terms are included, the secular effects remain functions 
of a and I  only. So therefore if all satellites are assumed to have the same semi­
major axis and inclination (ac and Xc) then all secular drifts in the relative motion 
will disappear. Note that the only w ay  to achieve this for the linearized epicycle 
equations is as outlined above. It is not possible to balance a and I  without 
fixing each separately. This is because each geopotential term has got its o w n  
constraints, and also any difference in a will cause a 1st order alongtrack drift.
Obviously in the real world there will always be small differences and thus drifts 
cannot be eliminated in practice. Thus the derivation of the model should be
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able to accommodate for these drifts so that later a controller can be setup to 
correct for them. This will be discussed in Chapter 5, and here w e  shall assume 
a and I  are the same for all satellites in the formation. Once the G C  is defined, 
the motion of a m e m b e r  satellite of the formation can be expressed with respect 
to this frame of reference. Relative motion between two satellites can then be 
derived by simple subtraction of coordinates. As mentioned before, it is assumed 
that the satellites in the formation are placed a few kilometres apart. Therefore 
any differences in epicycle elements would be of first order. Also since differential 
J2 effects are second order, the secular epicycle elements of the satellite can be 
approximated as the ones of the G C .  T o  derive the first order equations, long 
periodic terms (x) can also be ignored as they are also already second order. T h e  
approximated epicyclic equations for a satellite k in the formation (denoted with 
subscript k ) are thus:
rk =  ojb(l +  p) -  Akcos(ak -  apk) +  Ar\cos2ak (4.13)
Afc =  oik( l +  «) +  2Ak/a k[sin(ak -  apk) + sinapk] + A X \sin2ak (4.14)
Ok =  £lk +  6ak +  A  CL\sin2ak (4.15)
Zk — Ik +  A l i ( l  -  cos2ak) (4.16)
OLk —  Tik ( t  tek) —  n c 1 - 3 (ak ac)
2a,. ( t  tek) (4.17)
where the expansion of the J2 short periodic term can be found in Appendix 
A. It should be noted that because of the last equation if the semi-major axis 
of the satellite differs from the G C  then a secular phase drift is introduced, as 
already discussed. T h e  main reason for this comes from the well k n o w n  formula
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of p =  a3n 2, and the phase drift comes from the first order expansion of this 
formula. T h e  next step in the derivation is the subtraction of the G C  motion from 
the satellite motion in terms of the epicycle coordinates. Letting the hat notation 
meaning the differences between the satellite and G C  epicycle coordinates and 
elements (eg. f k =  rk—rc) and setting the epicycle semi-major axis and inclination 
differences to zero gives:
h  = - A kcos(ac -  apk) + A r 2Cos2o!c (4.18)
Xk =  + 2  Ak/a c[sin(ac — a pk) +  si7iapk] +  A A \sin 2 a c (4-19)
Ok — Qk 4- ASl\sin2ac (4.20)
Zk — A / ^ l  — cos2ac) (4-21)
Using the definition of epicycle coordinates and simple rotations, these above 
differences are transformed into Cartesian coordinates in the L V L H  frame of 
reference of the G C .  There are three steps to this transformation. First the 
Earth-Centred-Inertial (ECI) coordinates are expressed in terms of the epicycle 
coordinates (r,X,C,Z) as in [45] :
X  — r[cosXcosO —  cosZsinXsinO] (4.22)
Y — r[cosXsinO -f cosZsinXcosO] (4.23)
Z — rsinZsinX ( 4 .2 4 )
or in short form
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X  =  X(r) (4.25)
where X  =  (X , Y, Z )T and r =  (r, A, 0 ,X )T T h e n  using the vector notation
rk -  vc +  rk (4.26)
W e  will n o w  try to approximate rk in E C I  coordinates, using Taylor expansion. 
Lets define the operator:
V  =  (4.27)7 Ul3
Using the n e w  notation
X(r») -  X ( r c) =  V X ( r c) +  \ v 2X { tc) +  ... (4.28)
Expanding to first order with respect to the position of the G C  and writing out 
the coordinates separately:
X k — rk[cosXccosOc —  cosXcsinXcsinOt]
+ rcXk[—sinXccosOc — cosXccosXcsinOc]
+ rcOk[—cosXcsinOc —  cosXcsinXccosOc] 
+ rcXk[sinXcsinOcsinXc] (4.29)
Yk =  f k[cosXcsinOc -\- cosXcsinXccosOc]
+ rcXk[—sinXcsinOc +  cosXcc,osXccosOc]
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-\rrcOk[cosXccosOc — cosZcsinXcsinOc]
+ r c2fc[— sinXccosOcsinZc] (4.30)
Zk — fkSinZcsinXc +  rcXkCosXcsinZc +  rcZksinXccosZc (4.31)
These differences in E C I  coordinates can n o w  be rotated by angles Oc, Xc and 
Zc to derive the location of satellite k in the L V L H  coordinate system of the G C  
(Figure 3.1):
Xk x k
Vk == Rz(Xc)R x(Zc)R z(O c) %
Zk
(4.32)
where
1 0 0
0 cosax sinax 
0 —sinaT oosou
(4.33)
(  n \cosaz smaz 0
B z { c x .z ; )  ----- —sina, cosaz 0
V o o /
(4.34)
Inserting equations (4.30) - (4.31) into (4.32) and multiplying the rotation m a ­
trices together leads to the following surprisingly simple equations:
xk =  rk (4.35)
Uk =  rc Xk +  rcOkcosZc (4.36)
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zk — reZksinXc — rcOkcosXcsinZc (4.37)
These equations were also derived in [95] for general orbital elements (not in
epicycle coordinates) resulting in a similar form. Substituting equations (4.18) -
(4.21) into (4.35) - (4.37) and expanding the J2 epicycle coefficients (presented 
in the Appendix A) we derive:
These equations look identical to the solutions of the H C W  equations with the 
addition of the extra terms due to short periodic J2 terms. These terms add 
further understanding of h o w  the m e m b e r s  of the formation m o v e  with respect 
to the guiding centre. It is remarkable to note that the crosstrack oscillation 
frequency is half of the alongtrack, thus the groundtrack of the m e m be r s  of the 
satellite with respect to the ‘subsatellite’ point of the G C  produce Lissajous 
type figures (Fig. 4.2). For cases 1,2,3 w e  have Ak =  7,1,14 kilometres and 
tlk =  0.26,0.032,0.45 degrees respecitvely.
It is also important to notice that there are no secular terms in these expressions. 
Only differences in semi-major axis could cause a secular drift, but this is elim­
inated at this stage. All terms are periodic or constants. Thus at this stage, to 
keep a formation together only the S M A  of the satellites need to be synchronized. 
It is also important to set the G C  S M A  to be the same so that the linearization 
will hold. However it is imperative to note that all second order secular effects 
were ignored and with time these will grow to be first order errors. Because
Vk =  anc( - i ek) +  2Ak[sin(ac -  apk) +  sinapk]
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y axis (m)
Figure 4.2: Lissajous type trajectories of the satellite on the y-z plane, which is 
normal to the radial direction. This would be the motion of satellite around the 
guiding centre as seen from the Earth. T h e  3 cases presented show the combined 
effect of the initial orbital elements and the figure of 8 behaviour coming from 
the J2 short periodics.
the ordering scheme was defined with denominations of 1 0 0 0, it will take about 
10 0 0 radians of orbital phase or about 1 0 days for a second order secular drift to 
become a first order offset. In another words a meter level offset in semi-major 
axis will become a k m  order offset in alongtrack drift in that time. Obviously 
additional multipliers will also effect the exact time but a first order model will 
only be accurate on the order of several days.
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4.3 Second O rd e r T h e o ry
4.3.1 The Need for Higher Accuracy
For most small satellite propulsion systems it is k n o w n  that the control accelera­
tions are of second order magnitude. A  typical 1 minute alongtrack firing on an 
S S T L  satellite would change the S M A  by 50 metres. In case of accurate formation 
control, an even finer level of S M A  change might be necessary. It is important 
that any analytical model should not only predict the effect of such small changes 
in orbit but also notice small offsets or drifts which can be corrected as early as 
possible and without wasting propellants. Thus for an accurate dynamical de­
scription the analytical model needs to be at least of second order magnitude, 
which in turn means that higher order terms need to be accommodated in the 
absolute motion (eg. J3 and J4) This is because, the magnitude of the executed 
velocity change must be big enough, so that not only the sensors can measure it, 
but also the analytical model would also account for it and it will not be part of 
noise lost in the filters. Higher order models would enable the understanding of 
the higher order geopotential terms on a formation and the effect of previously 
unmodelled nonlinear terms. This in turn could achieve more accurate formations 
with savings of fuel and potential extension on the lifetime of the mission.
4.3.2 Derivation of the Second Order Model
Derivation of the second order equations of relative motion follows exactly the 
same route as above. However, the num be r  of terms increases significantly over 
the simpler form of the first order equations. First of all, the G C  equations n o w  
need to include secular terms containing J4, J2 second order as well as first order 
terms. (Please see the Appendix A  for epicycle coefficients).
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T h e  equations describing the relative motion in terms of differences in epicycle 
coordinates are based on (4.18) - (4.21) and have the following form :
A2
f k =  r(1) -  2acAr\sin2ac +  [1 -  cos(2ak -  2apkj]
2ac
+acx-zsin [(1 +  Kc)ak] +  A  r
5 A2
Xk =  A ^  +  2a cA A 2Cos2o;c. +  — 4-sin(2ak — 2 apk)
4  dc
o k
where
(4.41)
-2X3
~ h (
11 -  cos[(l +  Kc)ak] +  (pc +  3rcc)— -sin(ac J ac
/ f?\ 2 A. r(3 —  5sin2I c)sin(ac +  apk)
expk)
)\a,J 4a.
+cos2 I csin(3ac — 3 apk) +  A A (4.42)
& 1) +  2acAQlcos2ac +  n c(l +  kc) [(£ -  tec) —  tck6c] +  AQ
6 sin(ac -  apk)c o s l f i -4 \acJ ac
sin(otc -{- oipk) ^sin(3cxc 3Qjp/j) (4.43)
It, = +  2acAl\sin2ac +  A I
R )  sin2I0—
J ac
3 r / R+  T  J2 ~
8 \ac cos(ac +  apk) +  -cos(3ac +  3apk) (4.44)
— Oik — a c KcCXk + [sin(ac -  apk) +  sinapk\
df.
(4.45)
where A +  0 ^ ,1 ^  are the first order terms as in equations (4.18) and
(4.21) and A  r, AA, A Q ,  A I  are further, higher order short periodic terms with 
periods of integer multiples of ac as follows:
A  r =  A r 2Scos2a c +  A r2scos4ac
+ A r ] o o s 2o!c +  A r 4Cos4o;c +  Ar\sin3ac 
A  A =  A A 2Ss m 2o;c +  A A 2 Ssm4o:c +  A A 4s m 2a:c
( 4 .4 6 )
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+AA%sin4ac +  A A ° ( 1  —  cosac) +  AAg(l —  cos3ac) (4.47) 
AQ — A£l\ssin2oic +  ATl\ssin4ac +  Afl\sin2ac
-\-AEl\sin4ac +  A Q ° ( 1  —  cosa:c) -j- A Q ^ l  —  cos3ac) (4.48) 
A l  =  A l lscos2ac +  Al|scos4ac +  A/](l —  cos2af)
+ A / | ( 1  —  cos4ac) +  AI®sinac +  Allsin3ac (4.49)
Note that because a and I  are still fixed and there are no secular drifts in the 
above equations.
F r o m  here these equations can be substituted into a second order expansion form 
of equations (4.30) - (4.31) to receive the second order equations both in terms of 
position and also the differential effects of the non-spherical geopotential. Because 
of the complexity of the equations, it is more useful to draw a couple of points at 
this stage:
• S o m e  second order secular terms are quadratic with both time and differ­
ences in epicycle elements. This puts additional limits on the linearization.
• There are coupling effects between radial and alongtrack motion coming 
not only from position, but also from geopotential terms.
• T h e  above equations also include J2 x  e type terms which are currently 
missing from the formation flying or relative orbit literature. So far they 
were only considered for single satellites.
• Once the guiding centre is defined, the above equations can be used to 
describe positions between any satellite and not just in a master-slave rela­
tion. Thus this definition is better suited for applications with more than 2 
satellites and w h e n  no particular satellite needs to take a ’master’ respon­
sibility. This enables decentralization for the modelling of the dynamics of 
the formation.
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• Absolute and differential drag are not included above.
T o  address the last, but very important point, the epicycle drag definition is
used. T h e  handling and estimation of the drag parameter in this case is done in
a separate loop using the following equations (cited from [43]):
a* =  a(l —  2 Baa) (4.50)
3
a* — a +  -B a a 2 (4.51)
where B  is a dimensionless aerodynamic drag coefficient. This linear approxima­
tion of drag is shown to be valid for time periods of several weeks [44]. If drag 
needs to be included in the analytical model then for the appropriate calculations 
for phase and semi-major axis need to be replaced by the above equations. Note 
that it is desirable that the G C  orbit will have some averaged drag coefficient as
well so that the linear expansions remain true for the lifetime of the simulations
of the formation. This follows from the definition of the G C ,  in that it should 
include all secular terms affecting the satellites, including atmospheric drag.
4.4 D e riv a tio n  S um m ary
T h e  following s u m m a r y  provides an outline on the choices and steps that have 
been m a d e  in deriving the relative orbit equations assuming that both a and I  
are fixed:
1 . Definition of reference satellite or G C  (rc, Z c, Oc, A c), choice of secular geopo­
tential terms included (J2 ... </«).
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2 . Definition of formation m e m b e r  satellite {rk,Xk, Ok, Xk), choice of periodic 
geopotential terms included (J2 ... Jn) and also choice of eccentricity ex­
pansion (e, e2, ...).
3. Subtract G C  and m e m b e r  satellite coordinates (fk,Xk,O k, Xk), choice of 
Taylor expansion for the m e a n  motion if semi-major axis is different.
4. Transform epicycle coordinate differences into E C I  coordinate differences 
(X k, Yk, Zk), level of approximation of the curvature effects (discussed later 
in this chapter).
5. Rotate and translate E C I  coordinates into the L V L H  frame of the G C
yk, zk). This is an exact transformation.
6 . E x p a n d  terms as a of function of time, relative epicycle elements and the 
epicycle elements of the G C ,  choose whether to eliminate smaller order 
coupling terms.
7. Repeat 2-6 for all satellites in the formation.
8 . Subtract positions in the frame of the G C  to receive relative orbits with 
respect to each other in the frame of the G C ,  choice of further linearization 
and elimination of smaller terms.
T h e  linearizations and expansions to second order are based upon a strict ordering 
scheme, which is appropriate for formations with separations on the order of a few 
kilometres and small eccentricities. If the size of the formation becomes smaller 
then the differential effects of the geopotential will also decrease.
T h e  advantage of the epicycle relative orbit model is that each of the level of 
approximations can also be m a d e  individually and analyzed separately. After 
simulations are presented which reveal the general accuracy of the model the 
exact effect of some of these individual approximations will be investigated to 
gain more understanding of what each adds to the behaviour.
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4.5 In ve s tig a tio n  o f th e  in d iv id u a l steps in  th e  
d e riv a tio n
Section 4.4 summarized the general steps needed to derive the analytical relative 
orbit model. Out of those, steps 1-3 have already been demonstrated in section 
4.1 and 4.2 where examples of the derived relative epicycle coordinates have 
been demonstrated in equations (4.18 - 4.21) and (4.41 - 4.44). Here steps 4-5 
will be investigated with an additional emphasis on what is gained by including 
the second order terms from the Taylor expansion (when converting from epicycle 
coordinates to L V L H  coordinate system). These terms are called curvature effects 
and arise from the curvature of the elliptic orbits. Ignoring these terms would 
cause errors of up to several tens of meters just because the circular approximation 
in the H C W  equations is not accurate enough.
T h e  basic problem of nonlinearity is summarized by figure 4.3. If the formation 
size is around 28 kilometres flying at around 650-700 kilometre altitude the use of 
rectangular coordinate system will m e a n  an offset of around 55 meters (7000(1 —  
cos(28/7000) »  0.055) in the radial direction. At a time w h e n  the relative G P S  
navigation solutions promise centimeter level accuracies [64] this magnitude of 
error certainly needs to be addressed. While in first order approximations this 
effect can be ignored, the second order expansion of this cosine term is quadratic, 
thus w h e n  the formation size expands above several kilometres this term can 
quickly become the dominant effect. While it would also be possible to use 
curvilinear coordinates, this approach was abandoned for two main reasons. First 
of all differential G P S  in the formation would supply relative coordinates in a 
rectilinear coordinate system. Secondly a spherical coordinate system still does 
not solve curvature effects arising from the small eccentricities of the m e m b e r  
satellites of the formation.
There have been several recent studies aiming to study the effects of this non-
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Figure 4.3: Offset as a result of curvature - Nonlinearity in formation flying
linearity. In a paper by Vaddi et al [111] the initial conditions of a formation 
were corrected by evaluating the second order nonlinear terms in the H C W  equa­
tions (along with eccentricity expansion as well). In [80] Mitchell and Richardson 
developed an active nonlinear controller to accommodate these quadratic non- 
linearities. Rather than dealing with continuous corrections m a d e  to the H C W  
equations and initial conditions, the following derivation shows in more detail the 
relevant Taylor expansion describing the nonlinearity of the curvature effect.
As before the initial equations are the same as in (4.22-4.24), but several short­
hands are introduced below for easier handling.
f i =  cosAcosO —  cosZsinAsinO (4.52)
f 2 ~  cosAsinO +  cosZsinAcosO (4.53)
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/ 3 =  sinXsinX
g1 =  sinXcosO -f- cosXcosXsinO
g2 — sinXsinO — cosXcosXcosO
g3 =  sinXsinX
(4.54)
(4.55)
(4.56)
(4.57)
then
X  =  r h  
Y  =  r f2 
Z  =  r f3
Approximating to second order:
X* = VX(re) + -V 2X(rc)
W e  can calculate the partial derivatives as follows:
(4.58)
(4.59)
(4.60)
(4.61)
f  = Uij2,h,9u92,93)J (4.62)
T he n
3f_
dX
- R  \0 —E  
E 0
f  , where E
^ 1 0  0 ^ 
0 1 0 
0 0 - 1
(4.63)
df_
d o
f  j  where F
0 - 1  0 ^ 
1 0 0 
0 0 0
(4.64)
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d l 0 - G
 ^ 0 0 sinO ^
f , where G — 0 0 - cosO (4.65)
 ^—sinO cosO 0 ^
T h e n  in this simplified form the first order terms are
V X  =  rkf i +  r[ -  Xk9i ~ f20k +  f 3ZksinOc\
X Y  =  f kf 2 +  r[  -  \kg2 +  fi& k -  f 3ZkcosOc]
V Z  =  rkfa +  r[Xkgs +  (~sinOcf i +  cosOcf 2)Zk]
(4.66)
(4.67)
(4.68)
Further partial differentiation reveals the second order terms
V 2X  = f l f i + 2fh( - A kgi -  f 2Ok + f 3ZksinO c)
-\~Zlsin2Oc) +  2g2OkXk 
-\-2g3sinOcZkXk +  2f3cosOcZkOk +  f 2ZksinOccosOc\ (4.69) 
V 2r  =  f l f 2 +  2fk(~Akg2 +  f iO k -  f 3ZkcosOc)
+ r [—f 2(Ak + G \ -\-Zkcos2Of) — 2g\OkAk 
-\-2g3cosO(ZkXk +  2f3sin O cZkOk +  fiZ%sinOccosOc] (4.70) 
V 2Z  = f kf 3 + 2f k (Xkg3 + (~ s in O cf i + cosOcf 2)Zk)
^ [ —f 3( \ l + 0 \ ) + 2gisinO cZkXk — 2g2cosOcZkXk]
(4.71)
There is a noticeable symmetry in the second order expansion. While the equa­
tions look quite complicated it is imperative to keep in m i n d  that into the above 
equations (the second order curvature effects), only first order expansions of the 
relative epicycle coordinates are needed to be substituted. This is because they
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Parameter G C Sat-1 Sat- 2 (out-of-plane)
semi-m axis (km) 7001 7001 7001
eccentricity 0 0 .0 0 1 0 .0 0 1
inclination (deg) 98.22 98.22 98.22
Difference in te (sec) N / A 0 0
Difference in R A A N  (deg) N / A 0 0 (0.229)
Difference in av (deg) N / A 0 180
Table 4.2: Initial conditions for the satellites of the formation including differen­
tial elements with respect to the guiding centre
are multiplied together producing second order coupling terms and higher order 
terms are unnecessary at this stage.
At the beginning of this chapter w h e n  the first order equations were derived it 
was shown that in the most simplest cases the first order terms simplify into 
simple sinusoidal functions with period equal to that of an orbit, m u c h  as in 
the H C W  equations themselves. In the following investigation the nature of the 
second order terms will be investigated in some formation flying simple eases.
First of all the comparison between the first order and second order models and 
the exact model is m a d e  in a simple Keplerian gravity model. T h e  exact model in 
this case is calculated via simple subtraction of the E C I  coordinates. Figures 4.4 
- 4.6 show the differences m a d e  between the exact and first order model and the 
second and first order models in the radial alongtrack and crosstrack directions. 
T h e  setup for the simulation is a formation with 2 satellites, where the relative 
motion is a 2 8 k m  diameter circle. Further details about simulation setups and 
geometries will be discussed in section 4.6 and table (4.2), however here w e  only 
want to show the manifestation of curvature effect in the most simple cases.
P r o m  figures (4.4-4.6) it is immediately noticeable that at this magnitude the
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second order and the exact model practically overlap. Further analysis shows 
that the difference between the second order linearization and the exact model 
is only about 10 c m  m e a n  and 1.3 c m  standard deviation. These numbers show 
the magnitude of the third order terms which were obviously ignored. Thus in 
terms we can declare that the two curves are practically overlapping each other 
and the second order approximation matches the exact model sufficiently. O n  the 
other hand it is important to notice that ignoring the second order terms would 
cause an oscillatory error with a 27-55 m  amplitude and with a period of twice 
the orbit. It can be concluded that any analytical model aiming to be accurate 
to around 1 - 1 0  metres needs to include these second order curvature effects.
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Figure 4.4: Offset in radial direction from the first order model
T o  understand where these figures really come from these sinusoidal functions 
can be derived from the exact model as follows.
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Figure 4.5: Offset in alongtrack direction from the first order model
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F ig u r e  4 .6 :  O f fs e t  in  c r o s s tr a c k  d i r e c t io n  f r o m  t h e  f i r s t  o r d e r  m o d e l
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Figure 4.7: T o  investigate the crosstrack curvature effect, the motion of the satel­
lite needs to be projected onto the crosstrack vector, which is normal to the plane 
of the guiding centre
4.5.1 Crosstrack Curvature Effect
T h e  crosstrack motion is easiest to examine, because its vector is stationary in 
the E C I  frame, while the radial and alongtrack directions rotate together with 
the G C .  T h e  effect we are looking for is the motion of the satellite projected onto 
the normal of the plane of the G C  (Figure 4.7). This normal is basically the 
crosstrack vector on which the projection will be seeked:
v z =  [0xc +  Oft +  1 ft] (4.72)
where xc, yc, zc are the unit vectors of the coordinate system which is aligned with 
the orbital plane of the guiding centre (Figure 4.7). This rotated into the E C I  
frame becomes
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v ze — [sinIcsinQcXE ~ sinIccosDcyE +  cosI cze ] (4.73)
where Xe i Ve i Ze are the unit vectors of the E C I  coordinate system (Figure 4.7). 
T o  get the crosstrack motion, equations (4.22)-(4.24) are multiplied in. This 
vector dot product gives the necessary projection.
v ze  • X(rfc) =  rk{cos\kcosOk —  cosXksinXksinOk)sinXcsinOc 
~ rk(cosXksinO}i +  cosXk sinXkcosOic)sinXccosOc 
-\-rksinXksinXkCosXc (4.74)
where X(rfc) =  [X(r/c), Y(r^), ^ (r^)]. Ignoring J2 terms w e  can assume that 
X =  I  and O =  Q. Without loss of generality f2& =  0 can be assumed. This 
means that Qk =  — Q c Also to keep in line with the above simulations I k =  I c is 
also set. Thus the equation becomes:
zk — rcosXkSinIcsinQ,c (4.75)
Recalling that if there are no geopotential perturbations:
Afc =  a +  2 e[sin(a — ap) -f sinap] (4.76)
r — a — aecos(a — a p) (4.77)
At this stage it is possible to further simplify the equations by assuming ap =  0. 
Once again no generality is lost. N o w  the exact crosstrack motion becomes:
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zk — (a —  aecosa)cos(a +  2esina) sinIcsinQc
=  Da( 1 — ecosa) [cosacos(2esina) — sinasin(2esinaj] (4.78)
where D — sinIcsinVLc. T o  cope with the nested sinusoidal functions, they have 
to be approximated. However since D is already a first order multiplier, the lost 
terms are of magnitude third order or less. Further ignoring other third order 
terms the equation becomes
zk =  Da( 1 —  ecosa) (cosa —  2esin2a ))
«  Da(cosa ~ ecos2a —  2esin2a) (4.79)
(I  -  5cos2a) (4-8°)zk =  Dacosa — Daey- —  -cos2a
If the first order term is ignored for the m o m e n t  and the initial conditions are 
substituted then by using the initial conditions set out in Table 4.2 D =  4e - 3  
and Dae =  27m. This then gives a 27 metre peak-to-peak oscillation offset by 
1.5 times 27 metres. W h i c h  is exactly as shown in figure 4.6.
This alternative and very simplified derivation of the linearized Taylor expansion 
provides an alternative verification of the more complex formulae derived in the 
previous section. It also provides with a simple description of the effect of the 
crosstrack curvature effect in this most simple case. However, it has to be stressed 
that in more complicated cases (without the assumptions described above), the 
resulting curvature effect might not be just a simple sinusoidal function.
4.5.2 Radial and Alongtrack Curvatures
T h e  investigation of the radial and alongtrack curvature effect is slightly more 
complicated since these components of the G C  are rotating. Figure 4.8 d e m o n ­
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strates the curvature effects w e  are aiming to derive. T h e  initial difference be­
tween the G C  and the satellite in the plane of the G C  orbit would be:
Figure 4.8: Radial and alongtrack second order curvature effects in elliptic orbits
5XC — rcosX — acosa (4-81)
8YC — rsinX — asina (4.82)
where 5XC and 8YC are the differences in E C I  coordinates in the plane of the G C ,  
but not the G C  frame (Fig. 4.21). T h e n  these need to be rotated into the frame 
of the guiding centre. This is a positive rotation with angle a.
xk =  SXccosa +  SYcsina =  rcos( X — a) — a (4.83)
yk =  —SXcsina +  SYccosa =  rsin( X — a:) (4.84)
N o w  expanding as before and ignoring all third order terms the equations become
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Xk — (a — aecosa)cos(2esina) - a ~  —aecosa — 2ae2sin 2a (4.85)
yk — (a — aecosa) sin(2esina) « 2aesina — 2ae?sinacosa (4.86)
A n d  these equations if the first order (ae) terms are ignored would also give 
figures 4.4 - 4.5. It should be emphasised that for exact reproduction e =  0.002 
because the above figures show the difference between two satellites with opposite 
arguments of perigees. Therefore 2ae2 =  56m, which is exactly the peak to peak 
value of the oscillations in both figures. Using basic trigonometric conversion, the 
second order term for the radial direction would be 28(1— cos2a) metres and in the 
alongtrack direction it would be 28sin2a metres. Thus this alternative derivation 
in the most simple cases also supports the theory derived above, and also gives 
insight that the main reason for the curvature effects lies in the radial-alongtrack 
coupling effect caused by the eccentricities of the satellites.
4.6 S im u la tions  fo r th e  genera l m ode l
In this section the numerical verification of the epicyclic relative orbit model 
developed above (summarized in equations 4.28, 4.32 and 4.41-4.44) and is pre­
sented. T w o  formations will be considered consisting each of two satellites. O n e  
will be an in-plane onfy formation, which means that the orbital plane of the 
satellites will be the same. T h e  differential orbital element will be the-argument 
of perigee. In the second formation there will be out-of-plane motion as well, 
which will be introduced by making the ascending node of the satellites different. 
Both satellites of the formation are propagated twice, once with the analytical and 
once with a numerical model. T h e  resulting relative orbits are then differenced 
and investigated.
4.6. Simulations for the general model 89
T he  num erica l p ro p a g a to r [83] used inc ludes a 36x36 W G S84 m odel o f th e  E a rth  
and also inco rpo ra tes  p o in t mass accelerations o f the  Sun and M oon , as w e ll as 
a tm ospheric  drag. T he  v e r if ic a tio n  is d iv id e d  in to  several pa rts . A s m entioned  
above, the  f irs t  p a r t  is m ade by in ve s tig a tin g  in -p lane  o n ly  and o u t-o f-p lan e  con­
fig u ra tio n s  separate ly. T he  second p a r t is m ade on the  basis o f exam in ing  how 
accura te  the  a n a ly tic a l m ode l is and  how  w e ll i t  w ou ld  p e rfo rm  in  a rea l w o rld  
scenario. In  o th e r w ords a t f irs t  the  num erica l p ropaga to r w i l l  o n ly  inc lude  an 
a x i-sym m e tric  m ode l up  to  J 2 o r J 4, w h ich  verifies the  accuracy o f th e  m ode l 
itse lf. In  th e  la te r  experim ents  the  fu l l  36x36 m ode l w i l l  be in c lu d e d  (w ith  Sun 
and M oon ) to  see the  e rro rs  a ris in g  fro m  the  unm ode lled  te rm s. F in a lly , w h ile  a t 
f irs t  th e  in ves tiga tio n  is concentra ted  on s tab le  fo rm a tions , in  the  n e x t chap te r 
cases are exam ined where th e  sa te llites  are d r if t in g  re la tive  to  each o the r.
A lth o u g h  m ost s im u la tio n s  w i l l  las t o n ly  2  days, in  the  m ost in te re s tin g  cases 
exam ples w il l  be p rov ided  o f  how  th e  perform ance varies over longer tim escales. 
Each case s im ula tes fo u r sa te llites  and th e ir  g u id in g  centre. A  fo rm a tio n  o f tw o  
sa te llites  fo r b o th  the  num erica l and a n a ly tic a l m odels are p ropaga ted  and the  
re la tive  coord ina tes are ex trac ted  in  the  coo rd ina te  system  o f the  g u id in g  centre. 
There  are 2000 d a ta  p o in ts  fo r  each o f the  s im u la tions.
T he  in i t ia l  cond ition s  o f the  sa te llites  were setup as a ty p ic a l h ig h  in c lin a tio n  L E O  
E a rth  observa tion  o rb it .  One a p p lic a tio n  o f fo rm a tio n  fly in g  suggests p u tt in g  tw o  
sm a ll sa te llites  fo r  a b i-s ta t ic  S A R  m iss ion  on a p o la r o rb it  to  investiga te  the  ice­
caps over the  poles [79] [107]. However, p o la r o rb its  e lim in a te  some d is tu rbance  
effects in  the  geopo ten tia l and  thus  w o u ld  n o t be an adequate tes t o f th e  accuracy 
o f the  proposed m odel. T he  fo rm a tio n  geom etry  is such th a t  th e  ou t-o f-p lan e  
co n fig u ra tio n  w o u ld  p rov ide  a 28km  p ro jec ted  c irc le  on the  g round . In  the  in -  
p lane c o n fig u ra tio n  th is  w o u ld  reduce to  a lin e  (F igu re  4.9). T h e  d is tance between 
the  sa te llites  varies between 28-31.3 km  fo r the  ou t-o f-p lan e  case. T he  in -p lane  
fo rm a tio n , where there  is no crosstrack m o tio n  and the  sa te llites  have the  same
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R A A N  we sha ll ca ll case A . W h ile  the  ou t-o f-p lan e  fo rm a tio n , where th e  sa te llites  
have crosstrack m o tio n  due to  d ifference in  R A A N  w il l  be case B . T he  in i t ia l  
cond ition s  are de ta iled  in  T ab le  4.2.
I t  is im p o r ta n t to  note  th a t  th is  v e r if ic a tio n  is n o t s im p ly  n u m e rica lly  eva lua tin g  
d iffe re n tia l equations fro m  w h ich  the  a n a ly tic a l m ode l was derived, b u t us ing tw o  
accura te  ye t s u b s ta n tia lly  d iffe re n t m ethods. There fo re  the  p rob lem  o f m a tch ­
in g  the  in i t ia l  co n d itio n s  between the s im u la tio n s  arises. To  generate th e  in it ia l 
cond ition s  in  th e  s im u la tions , w h ich  accu ra te ly  m a tch  the  a n a ly tic a l m odel, the  
s ingle sa te llite  epicycle o rb it  d e te rm in a tio n  software [43] is used fo r  onboard  o rb it  
d e te rm in a tio n  in  the  S S TL sa te llites . T h is  generates epicycle elements fo r each 
sa te llite  and th e n  the  re la tive  ep icycle  param eters were easily ca lcu la ted  a fte r­
w ards. T h is  m e th o d  is us ing  abso lu te  o rb its  and a re la tive  o rb it  e s tim a to r cou ld  
solve th is  p rob lem  in  a m ore elegant and e ffic ien t way and thus  recom m ended fo r  
fu tu re  w ork.
4.6.1 In-plane Formation: Axisymmetric J4 Model
F ig u re  4.10 shows the  re la tive  m o tio n  o f one sa te llite  w ith  respect to  the  o the r 
in  th e  p lane o f the  fo rm a tio n  (w h ich  is also the  plane o f o rb it) .  W ith  the  in i t ia l  
cond ition s  specified above th is  is th e  s tanda rd  2 - 1  e llipse fro m  H C W  equations, 
the  resu lt o f th e  eccentric  m o tio n  o f th e  sa te llites . F ig u re  4.11 shows the  re la ­
t iv e  m o tio n  o f the  sa te llites  in  the  a long track-cross track  p lane, w h ich  is also the  
im a g in g  p lane fo r E a r th  observa tion . C o n tra ry  to  w h a t one w o u ld  receive fro m  
the  H C W  equations, the  shape o f  the  curve is n o t ju s t  a s ingle line , b u t a figu re  
o f 8  m o tio n , w h ich  comes fro m  the  d iffe re n tia l sh o rt p e rio d ic  J2 m o tio n . I t  has to  
be no ted  though , th a t  the  scales are ve ry  d iffe re n t and w h ile  the  m o tio n  in  one 
d ire c tio n  is on th e  o rde r o f 30 k ilom e tres  the  crosstrack m o tio n  is ju s t  1 m etre . 
F igures 4.10 and 4.11 were generated by num erica l s im u la tions  and are used as
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Circular Projection
F igu re  4.9: G eom etries o f the  in -p lane  and ou t-o f-p lan e  re la tive  o rb its  used fo r 
the  s im u la tions
the  basis fo r  com parison w ith  the  a n a ly tic a l m odels. T h e y  also give unde rs tand ­
ing  o f the  general behav io u r expected fro m  the  m odel and also o f the  geom etry  
o f the  in -p lane  m o tio n .
In  the  case o f s im p le  H C W  typ e  m o d e lling , there are num erous sources o f e rro r 
w h ich  appear on longer tim escales. F ig u re  4.12 shows an exam ple, when the 
unequal energies produce a secular d r i f t ,  w h ile  the  unm atched frequencies (noda l 
and ep icyc lic ) p roduce a g row ing  crosstrack e rro r, when com pared to  th e  num er­
ica l s im u la tio n  o f the  re la tive  o rb it .  T he  sources o f e rro r in  th is  case are com ing  
b o th  fro m  the  m odel and fro m  the  in i t ia l  cond ition s  themselves.
U sing  the  second o rder re la tive  o rb it  m odel discussed above, the  m a jo r ity  o f these 
inaccuracies can be e lim in a te d . F igu re  4.13 shows the  d ifference between the 
a n a ly tic a l and the  num erica l re la tive  o rb its  using the  same geopo ten tia l m odel.
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F igu re  4.10: R e la tive  m o tio n  o f sa te llites  in  the  p lane o f the  o rb it
alongtrack motion Ckm)
F igu re  4.11: R e la tive  m o tio n  o f sa te llites  in  the  plane p e rp e n d icu la r to  the  o rb ita l 
m o tio n
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F ig u re  4.12: Inaccuracies in  H C W  typ e  m odels
T he  R M S  o f the  differences here is o n ly  0.3 m etres. T h is  coincides w ith  the 
m agn itude  o f th e  3 rd  o rder te rm s w hen expand ing  w ith  respect to  p o s itio n . F ig u re  
4.14 also shows how  th e  a n a ly tic a l m ode l approx im ates  the  fig u re  o f 8  m o tio n  
gained fro m  the  second o rde r d iffe re n tia l sh o rt p e riod ic  J2 te rm s.
4.6.2 In-plane Formation, Comparison to FHill Numerical 
Simulation
To investiga te  the  perfo rm ance o f the  a n a ly tic a l m ode l in  a re a l-w o rld  scenario, 
th e  geopo ten tia l m ode l o f  the  num erica l p ropaga tion  was extended to  a fu l l  36x36 
m ode l and p o in t masses o f the  Sun and M o o n  were inco rpo ra te d .
N ow  the la rgest source o f e rro r comes fro m  geopo ten tia l te rm s w h ich  were n o t 
inc luded  in  the  m ode l to  beg in  w ith . T h e  com bined R M S  e rro r fo r  the  tw o  day 
s im u la tio n  is 4.29 m etres, as shown in  F ig u re  4.15. I t  can be concluded th a t to  
im prove  the  accuracy o f  th e  m ode l ra th e r th a n  ex tend ing  the  lin e a riz a tio n  to  3 rd
4.6. Simulations for the general model 94
tine (dags)
F igu re  4.13: C om parison  between 2 nd o rder a n a ly tic a l m ode l and the  num erica l 
s im u la tio n  (case A )
-30  -20  -1 0  0 10 20 30
alongtrack motion (km)
F igu re  4.14: C om parison  o f 2nd o rde r a n a ly tic a l m odel w ith  num erica l m ode l in  
the  rad ia l-c ross track  p lane
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F igu re  4.15: Perform ance o f 2nd o rde r a n a ly tic a l m ode l in  a re a l-w o rld  type  
num erica l s im u la tio n
order, i t  is m ore w o rth w h ile  to  p u t in  a d d it io n a l geopo ten tia l te rm s. O n  the  o th e r 
hand, a t th is  stage, the  d is tu rbance  o f the  tesseral te rm s also becomes s ig n ifica n t 
and the  m o d e llin g  o f those w o u ld  add  unnecessary co m p le x ity  to  th e  a n a ly tic a l 
m odel. I t  is also im p o r ta n t to  no te  th a t  such m etre-sized accuracy a t a fo rm a tio n  
sized a t 30 k ilom e tres  o f th is  a n a ly tic a l m ode l o u tpe rfo rm s  a ll o th e r m odels in  
th e  cu rre n t lite ra tu re . T he  m a in  reason fo r  th is  is th a t  th is  m ode l cons is ten tly  
inc ludes m ore p e r tu rb a tio n  te rm s th a n  o th e r m odels.
A t  th is  stage i t  is also im p o r ta n t to  have a look  a t w he the r the re  are any system ­
a tic  errors le ft  in  the  m ode l w h ich  can be detected. As seen above in  the  p revious 
com parison, i t  cou ld  be conc luded th a t  the  sub-m etre  s inuso ida l e rro r curves can 
be a t t r ib u te d  to  the  fa c t th a t  expansion in  p o s itio n  o n ly  con ta ins  te rm s up  to  2 nd 
order. F igures 4.16 and 4.17 show w h e the r the re  is a n y th in g  s im ila r  w h ich  can 
be detected w hen lo o k in g  a t th e  e rro r curves p lo tte d  aga inst each o th e r ra th e r 
th a n  tim e . However i t  can be concluded th a t  these graphs show no sys tem atic
4.6. Simulations for the general model 96
discrepancies, w h ich  can be easily reproduced o r s im u la ted .
radial error (km)
F igu re  4.16: Perform ance o f 2nd o rde r a n a ly tic a l m odel in  the  ra d ia l-a lo n g tra ck  
plane
F in a lly , in  th is  section  i t  is w o rth w h ile  to  investiga te  how  accu ra te ly  the  o u t-o f- 
p lane figu re  o f e igh t m ovem ent is represented aga inst the  re a l-w o rld  s im u la tio n . 
As can be seen in  F igu re  4.18, the  num erica l s im u la tio n  a lth o u g h  s t i l l  rem in iscen t 
o f a figure  o f e igh t shape, is a lo t m ore diffused. The reason fo r  th is  is th a t  
the  d iffe re n tia l p e r tu rb a tio n  caused by the  tesseral te rm s is n o t m ode lled  a t a ll 
and thus these tim e -d e p e n d a n t forces push and p u ll th e  sa te llites  in  a seem ingly 
random  way. Y e t we can conclude th a t  th e  a n a ly tica l re la tive  o rb it  curve s t i l l  
corresponds to  an ap p ro x im a te  ‘average’ o f  w h a t happens in  the  36x36 num erica l 
re la tive  o rb it.
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F igu re  4 
p lane
radial error (km)
17: Perform ance o f 2nd o rder a n a ly tic a l m odel in  the  rad ia l-c ross track
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0.001
-0.001
- 0.002
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alongtrack movement (km)
F igu re  4.18: C om parison  o f re la tive  o rb its  by the  m odel and the  re a l-w o rld  like  
s im u la tio n  in  the  a long track-cross track  plane
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4.6.3 Out-of-plane Formations
A fte r  a th o ro u g h  in ve s tig a tio n  o f  th e  in -p la n e  o n ly  fo rm a tio n s , th e  focus is now 
on a c irc u la r p ro je c te d  o u t o f  p lane fo rm a tio n . N ow  the  crosstrack m ovem ent 
is also in  the  o rde r o f 30 k ilom e tres . W hen  re -p lo tt in g  F ig u re  4.18 w ith  the  
new in it ia l  co n d itio n s  (now  us ing  d isp lacem ent o f 0.229 degrees in  Q ), i t  can be 
seen th a t  th e  m etre  level figu re  o f e igh t re la tive  o rb it  d isappears and a c irc u la r 
re la tive  m o tio n  is ga ined (F ig u re  4.19) In  th is  k ilo m e tre  sized v iew , th e  tw o  
re la tive  o rb its  p ra c tic a lly  overlap each o the r. However as t im e  progresses there  
w i l l  be a sm a ll d is to r t io n  th o u g h  in  the  c irc u la r m o tio n . T h e  reason fo r  th is  
is th a t  a c irc u la r p ro je c te d  re la tive  o rb it  can o n ly  happen i f  the  a rgum ent o f 
perigees o f the  sa te llites  are e ith e r 0  o r 180 degrees in  the  fo rm a tio n , assum ing 
th a t  the  in c lin a tio n  d ifference is 0. However, i t  is w e ll know n th a t  because o f J2 
the  a rgum ent o f  perigees o f  the  sa te llite s  d r i f t .  Thus in  the  a long track-cross track  
p lane, th is  c irc le  f irs t  becomes an ellipse, then  a line , th e n  an e llipse  and f in a lly  
a c irc le  again. U n fo rtu n a te ly  i t  is ra th e r im p ra c tic a l to  overcom e th is  p rob lem  
by a d ju s tin g  o th e r param eters (such as in c lin a tio n )  to  com pensate fo r  th is , as in  
the  general case a d d it io n a l d r if ts  are in tro d u ce d  th is  way.
W h ile  th e  com parison  between the  a x isym m e tr ic  up  to  J4 num erica l com parison 
shows errors o f e xac tly  the  same shape and m agn itude  as in  the  in -p la n e  fo rm a tio n  
case (F ig u re  4.13), when eva lua ted  aga inst the  36x36 num erica l s im u la tio n s  the  
R M S  e rro r is increased to  1 1 . 1  m etres. T he  o n ly  e xp la n a tio n  fo r  th is  is once 
again th e  unm ode lled  tesseral te rm s. T h e  e rro r p lo t is shown in  F igu re  4.20. 
In te re s tin g ly  enough w hen e va lu a tin g  aga inst an a x isym m e tric  up  to  o rder 36 
num erica l m odel, the  R M S  e rro r is o n ly  0.4 m etres. I t  appears th a t  th e  d iffe re n tia l 
tesseral te rm s cause an a long track  d iscrepancy w h ich  can grow  up  to  30 m etres 
in  a day.
F ig u re  4.21 shows w h a t happens in  the  longer tim escales. I t  can be seen th a t
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F igu re  4.19: C om parison  o f ou t-o f-p la n e  re la tive  o rb its  by the  m ode l and the  rea l- 
w o rld  like  s im u la tio n  in  the  a long track-cross track  plane (case B ). T he  num erica l 
and a n a ly tic  cases are p ra c tic a lly  overlapp ing .
w h a t looks like  a secular e rro r in  2  days is a c tu a lly  p a r t o f a p e rio d ic  o sc illa tio n  
o f a m p litu d e  up  to  60 m etres in  a long track , w h ile  the  ra d ia l and  crosstrack errors 
rem a in  below  10 m etres. T h e  R M S  e rro r fo r  th is  p lo t is 31.7 m etres, w h ich  is 
m a in ly  dom ina ted  by the  a lo n g tra ck  errors.
F u rth e r in ve s tig a tio n  reveals th a t  th is  e rro r is a c tu a lly  caused by the  15 th  o rder 
tesseral te rm s causing dynam ic  resonance between the sa te llites . A  s lig h t phase 
d ifference between the  a p p ro x im a te ly  300 m e tre  in d iv id u a l o s c illa tio n  produces a 
sm a lle r re la tive  o sc illa tio n . I f  lo o k in g  a t th e  effect o f the  15 th  tesseral te rm  only, 
as shown in  F ig u re  4.22, the  in d iv id u a l abso lu te  osc illa tions  o f the  tw o  sa te llites  
p ra c tic a lly  overlap. However w hen s u b tra c tin g  the  curves fro m  each o the r the  
re la tive  d ifference is shown as the  sm a ll a m p litu d e  o sc illa tio n . T h is  effect o n ly  
appears w hen com paring  between th e  15x15 and the  15x14 order m odel. In  o the r 
words, to  e lim in a te  th is  d yn a m ic  resonance the re la tive  o rb it  m ode l w o u ld  also
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lime (days)
F igu re  4.20: C om parison  o f o u t-o f-p lan e  re la tive  o rb its  by  the  m ode l and the  
30x36 num erica l s im u la tio n . T he  errors o f the  a n a ly tic a l m ode l are p lo tte d  w hen 
p laced in  a re a lis tic  env ironm en t.
need to  inc lude  the  15 th  o rde r tesseral te rm s. However fu r th e r  in ve s tig a tio n  o f 
th is  is considered ou ts ide  the  scope o f th is  research and recom m ended fo r fu tu re  
w ork.
4.7 Conclusions
W e have derived  a second orde r ep icyc lic  d escrip tion  re la tive  m o tio n  expressed in  
a loca l o rb ita l coo rd ina te  system  T h e  g u id in g  centre, o r o r ig in  o f th is  coo rd ina te  
system , has been chosen to  inc lude  a ll secular te rm s o f the  m o tio n  o f the  fo rm a ­
t io n . Thus a ll p e rio d ic  te rm s and re la tive  secular d r if ts  appear in  the  re la tive  
m o tio n . T h is  ep icyc lic  fo rm u la tio n  was o r ig in a lly  used fo r in d iv id u a l sa te llites  
on ly, and found  to  be ve ry  accura te  in  describ ing  the  re la tive  m o tio n  o f sa te llites  
[45]. W hen  com pared w ith  a num erica l m e th o d  w h ich  inc ludes the  same geopo-
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F igu re  4.21: C om parison  o f o u t-o f-p lan e  re la tive  o rb its  by  th e  m ode l and the 
36x36 num erica l s im u la tio n  fo r  20 days. A lo n g tra c k  o sc illa tio n  reaches 60 m eters 
in  a m p litu d e .
te n tia l te rm s, the  differences were be low  1 m etre  w ith  an R M S  o f 0.4 m etres fo r  a 
pe rio d  o f  2  days. I f  com pared to  the  size o f the  fo rm a tio n , w h ich  is a p p ro x im a te ly  
30 k ilom e tres , th is  e rro r am ounts  to  0.001 %, w h ich  comes fro m  th e  3 rd  order 
te rm s no t in c luded  in  th e  a n a ly tic  fo rm u la tio n . T h is  level o f accuracy is w h a t was 
expected o f the  second o rde r m ode l. Please note th a t  in  a ll cases above, the  sizes 
o f the  errors scale lin e a r ly  w ith  th e  size o f the  fo rm a tio n . A na lys is  o f non-stab le , 
d r if t in g  fo rm a tio n s  and co n tro l m e thods us ing  the  above m ode l w i l l  be the  nex t 
step in  th is  research.
W hen  th e  a n a ly tic  m ode l is com pared to  the  fu l l  geopo ten tia l m ode l (36x36) i t  
was fou n d  th a t the  errors have increased a p p ro x im a te ly  te n -fo ld . T he re  are tw o 
m a in  reasons fo r  th is . F irs t ly , th e  geopo ten tia l te rm s no t appea ring  in  th e  m ode l 
are n o t s ig n ific a n tly  sm a lle r th a n  the  ones inc luded . T he  d ifference between J4 
and J 6 is n o t nea rly  as b ig  as between J2 and J4 . Thus the  b iggest tesseral te rm s
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F ig u re  4.22: E ffec t o f the  15 th  o rder d yn a m ic  resonance on the  in d iv id u a l sa te l­
lite s  and  th e  d ifference between th e  tw o. W h ile  the tw o  m a in  curves p ra c tic a lly  
overlap th e  d iffe re n tia l effect s t i l l  gives a 30 m eter o sc illa tio n .
and the  ignored  zonals cause p e rio d ic  errors o f  up to  5-10 m etres. T h is  is ve ry  w e ll 
il lu s tra te d  in  th e  ra d ia l and crosstrack d irec tions . However, the  second reason, 
w h ich  is m ore apparen t in  the  a lo n g tra ck  d ire c tio n , causes th e  m a jo r ity  o f the  
31.7 m etre  R M S  e rro r over th e  20 day pe riod . T h is  is a novel d iscovery because 
in  m ost o f the  prev ious research done, th e  accuracy o f th e  a n a ly tic a l m odel was 
com pared d ire c tly  to  th e  num erica l p ro p a g a tio n  o f the  non -linea rized  d iffe re n tia l 
equations. In  the  above w o rk , a fu l l  b low n  num erica l g eopo ten tia l m ode l was 
used. I t  was found  th a t  a t th is  leve l o f  accuracy the  in c lus ion  o f th e  15 th  (and  
h igher) o rder tesseral te rm s causes a s ig n ifica n t a long track  o sc illa tio n , due to  the  
dyn a m ic  resonance o f th is  L E O  o rb it .  As in c lu s io n  o f h ig h  o rde r tesseral te rm s 
is ou ts ide  the  scope o f th is  research, i t  is recom m ended th a t  fu tu re  w o rk  w i l l  be 
lo o k in g  in to  a s im ple , ye t pow e rfu l w ay o f s im u la tin g  th is  d is tu rbance .
T he  approach presented here is un ified , as i t  conta ins non line a r, h ighe r o rder
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e cce n tric ity  and p e rio d ic  geopo ten tia l te rm s. T he  choice o f the  g u id in g  centre 
and the  f ix in g  o f the  se m i-m a jo r axis and  in c lin a tio n  o f a ll th e  sa te llites  also 
provides a n a tu ra l w ay to  se tup n o n -d r if t in g , stab le fo rm a tions . T he  advantage 
o f  th is  is th a t  once the  fo rm a tio n  has been assembled, m anoeuvres o n ly  need to  
com bat p e rtu rb a tio n s , w h ich  are n o t inc luded  in  the m odel its e lf  and ve ry  sm a ll 
in  m a g n itu d e  (3 rd  o rde r). As i t  w i l l  be shown in  C h a p te r 5, the  m ode l is also 
capable to  inc lude  secular te rm s as w ell.
C hapter 5
D rifts and C orrections for LEO 
Form ations
In  chap te r 4 a n a ly tic  m odels fo r  fo rm a tio n s  o f sa te llites  in  L E O  where a ll the  
re la tive  secular d r i f t  te rm s van ish  were developed. The effects on such fo rm a tio n s  
when th is  co n d it io n  is n o t p e rfe c tly  m e t are now  considered and a c o n tro l s tra tegy  
based on the  linea rized  d is tu rbance  equations is developed .
5.1 Formations with slow secular drift
In  th is  section  the  re la tive  o rb it  m ode l derived  in  th e  p rev ious chap te r is extended 
to  inc lude  differences in  s e m i-m a jo r axis and in c lin a tio n . T h e  in c o rp o ra tio n  o f  
these e x tra  te rm s gives rise to  slow secular changes in  the  fo rm a tio n . T he  secular 
te rm s arise in  tw o  fo rm s. F ir s t ly  secular a long track  d r i f t  due to  differences in  
o rb ita l energy o f the  sa te llites . T h e n  the re  are secondary d r i f t  a ffects due to  
d iffe re n tia l J 2 and h ighe r even ha rm o n ic  te rm s. U s ing  a T a y lo r expansion o f  the  
m ean m o tio n  o f the  sa te llite  as a fu n c tio n  o f the  se m i-m a jo r axis, we can express 
the  m o tio n  o f one o f th e  sa te llite s  in  the  fo rm a tio n  in  te rm s o f the  g u id in g  centre.
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Hence the  epicycle  phase o f  th is  sa te llite  w il l  be:
oik =  rik (t  -  tek ) =  n c[ 1 ”  | “  +  +  • • -W  ~  telk) (5.1)
where ak =  ak — ac.
S im ila r ly  the  re la tive  m o tio n  equations w i l l  now  also inc lude  d iffe re n tia l secular J 2 
term s. T he  coeffic ients o f  the  kth s a te llite  in  th e  fo rm a tio n  w i l l  have subscrip t ’k ’ 
(Xk =  X(a,k, Ik)) w h ile  fo r  the  g u id in g  centre the  subscrip t ’c ’ w i l l  be in tro d u ce d  
(X c — X (ac, Ic)).  These coeffic ients can then  be expanded to  inc lude  any num ber 
o f h a rm o n ic  te rm s. T h e  equations o f the  a n a ly tic a l re la tive  o rb it  now  become:
r k
z k
&k +  akPc +  &c{pk ~  Pc) +  p e rio d ic  te rm s as before
- n c(t -  tec) +  K0)  +
(5.2)
3 ak , N 15 al \  , .
+  Kk — kc ) +  pe riod ics  (5.3)
2a, 8 a 2
^ k +  M l  d" Kc)  
Ik +  pe riod ics
3 ak
(t -  tec)(6k -  0C( 1 +  — ) -  0ctek +  period ics(5 .4 )
(5.5)
(5.6)
T he  secular d r if ts  shown above are in  a d d it io n  to  the  p e rio d ic  te rm s described in  
equations (4.41) - (4.44). Ig n o r in g  2nd o rde r te rm s these tra n s fo rm  to  the  L V L H  
coo rd ina te  system  o f th e  G C  as fo llow s :
Xk
yk
d  2  (  J ?  \  2ak -  Akcos(ac ~  a pk) +  •— ( — J acsin2I(icos2al 
3 ak
(t -  tek)nc +  anc( - t ek) 4- 2Ak[sin(ac -  apk) +  sinapk\
J_2 ( R \ 2 
8
2 ac
^ j  /  f t  
+accosIcQic +  —  ( — J acsinlI,.sin2o.c
(5.7)
(5.8)
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Zk — acIksinac — acFlkSinIccosac  - ( —  ) acsin2Icsinac (5.9)
4 \acJ
(5.10)
I t  m us t be stressed th a t using a lready de rived  epicycle fo rm u lae  and re la tive  
m o tio n  equations in  the  p rev ious chapter, these equations can be expanded to  
inc lude  h ighe r o rder te rm s as w e ll. Since the  m em ber sa te llites  are now  d r if t in g  
away fro m  the  g u id in g  centre, i t  is expected th a t  the  d ifference between the 
a n a ly tic a l and num erica l s im u la tio n s  w i l l  grow  in  tim e , since the  lin e a riz a tio n  is 
o n ly  v a lid  in  th e  ne ighbourhood  o f the  g u id in g  centre.
T w o  m a in  cases w i l l  be investiga ted . In  the  f irs t  case the  se m i-m a jo r axis o f the  
sa te llites  w il l  d iffe r by  1 km , in  the  second case the  in c lin a tio n  w il l  d iffe r by 0.03 
degrees. T he  epicycle elem ents o f  th e  g u id in g  centre w il l  rem a in  the  same as 
before. C o n ce n tra tin g  on the  accuracy o f th e  m odel, th e  num erica l s im u la tio n  in  
th is  com parison  o n ly  includes geopo ten tia l te rm s up  to  J 4 w ith  no tesseral term s, 
w h ich  is th e  same am oun t o f te rm s th a t  appear in  th e  a n a ly tic a l m ode l o u tlin e d  
above. T he  in i t ia l  co n d itio n s  o f th e  fo rm a tio n  is case B  scenario as o u tlin e d  in  
section  4.5.
F igu res 5.1 and  5.2 show the  re la tive  differences between the  a n a ly tic  and the  
num erica l m odel. Since now  we have in tro d u ce d  secular effects i t  is im p o r ta n t to  
evaluate the  d a ta  on longer tim escales. T he  R M S  e rro r o f th e  a n a ly tic  m ode l w ith  
respect to  th e  num erica l s im u la tio n  over th e  t im e  p e rio d  o f tw e n ty  days is o n ly  
5 m eters, w h ich  is s t i l l  the  same o rde r o f m agn itude  as in  the  n o n -d r if t in g  case 
presented in  chapter 4. T h is  is expected behav iou r, since as long  as the  sa te llites  
are in  close p ro x im ity  to  each o th e r the  a n a ly tic  m ode l shou ld  be accurate to  
m e te r level errors.
However i t  can be seen fro m  figu re  5.2 th a t  the  p e rio d ic  errors a lready reach 
17 m e te r peaks w ith in  20 days and appear to  be increasing w ith  tim e . T h is  is 
because the a long track  d r i f t  in tro d u ce d  by the  1 km  se m i-m a jo r axis offset over
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F ig u re  5.1: E rro r  w ith  respect to  num erica l s im u la tio n  fo r  the  case B  o f o u t-o f-  
p lane d r if t in g  re la tive  o rb its  w here an sm a difference o f 1 k m  was in troduced , 
fo r  2 days. T he  ra d ia l, a lo n g tra ck  and  crosstrack errors are w ith  respect to  the  
num erica l m ode l are p lo tte d , however we are o n ly  in te rested  in  th e  fa c t th a t  a fte r 
2 days, the  m ag n itu d e  o f the  e rro r is a round  1 m eter.
20 days is a p p ro x im a te ly  1.5d&7ic x  20 x  86400 =  2800 k ilom e tres  (280 km  fo r  2 
days) and th is  seriously affects the  accuracy o f the  m odel in  th e  a long track  and 
ra d ia l d irec tions. T here fo re  i f  the  assum ption  o f hav ing  the  sa te llites  in  close 
p ro x im ity  to  each o th e r is n o t v a lid  anym ore, th e n  the  accuracy o f the  re la tive  
o rb it  m o d e llin g  also decreases. F ig u re  5.3 shows the  re la tive  tra je c to ry  over 2 
days. W h ile  th e  re la tio n sh ip  between in te rs a te llite  distances and the  accuracy o f 
the  m ode l was n o t inves tiga ted  in  dep th , i t  is expected th a t  th is  c o rre la tio n  is 
h ig h ly  specific on the  in i t ia l  con d itio n s  o f the  sa te llite  and the  geom etry  o f the  
fo rm a tio n .
T he  d r i f t  caused by  in c lin a tio n  differences is a lo t sm a lle r th a n  those due to  sem i­
m a jo r ax is differences. T h is  is because w h ile  the  la t te r  is a f irs t  o rde r effect, the
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F igu re  5.2: C om parison  o f  o u t-o f-p lan e  d r i f t in g  re la tive  o rb its  w ith  sma difference 
o f 1 km , 20 days. In  the  longer tim esca le  the  e rro r w ith  respect to  the  num erica l 
m ode l increases to  a round  10 m etres.
fo rm e r is a second o rder effect, acco rd ing  to  th e  re la tive  o rb it  m ode l derived  above. 
T he  R M S  e rro r is p ra c tic a lly  the  same and figu re  5.4 shows th a t  w h ile  th e  c irc u la r  
p ro je c tio n  v is ib ly  d is to rts  over the  2 day pe riod , the  a n a ly tic  and num erica l 
s im u la tio n s  p ra c tic a lly  overlap. Please no te  th a t  the  ro ta t io n  o f the  a rgum ent 
o f perigee also has a squashing effect on th e  c irc u la r p ro je c tio n . T h is  is because 
o f differences between the  t im e  o f  perigee passage and tim e  o f equato r crossing 
w h ich  s low ly  changes due to  E a r th  oblateness effects. Since these param eters are 
fun d a m e n ta l in  the  fo rm a tio n  geom etry  d e fin itio n , th is  slow d r i f t  also deform s 
the  fo rm a tio n . In  th e  case o f fo rm a tio n  geom etry  case B  (as o u tlin e d  in  section  
4 .5), th is  means th a t  th e  in i t ia l  c irc u la r p ro je c tio n  s low ly  deform s in to  an e llipse 
over tim e .
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F ig u re  5.3: A lo n g tra c k  - C rosstrack tra je c to ry  o f the  d r if t in g  fo rm a tio n  w ith  sma 
d ifference o f 1 km , fo r a t im e  p e rio d  o f 2 days
alongtrack (km)
F ig u re  5.4: C om parison  o f o u t-o f-p lan e  d r i f t in g  re la tive  o rb its  w ith  in c lin a tio n  
d ifference o f 0.03 degrees p lo tte d  in  the  a long track-cross track  p lane
5.2. Control Outline 110
5.2 Control Outline
So fa r in  the  d e riva tio n  o f the  re la tive  o rb it  equations, o n ly  the  pos itions  o f the  
sa te llites  were m ode lled  and the  ve loc ities  were ignored. H ow ever when burns are 
executed on the  s a te llite  fo r  fo rm a tio n  assem bly o r m ain tenance the  equations 
can be m o d ifie d  to  accom m odate  fo rm a tio n  con tro l. In  th is  section  we re la te  
changes o f ve loc ities  to  changes in  re la tive  epicycle elements so th a t  i t  is possible 
to  fo recast the  effect o f a  f ir in g  on a fo rm a tio n . T he  equations derived here a im  
to  e lim in a te  second o rde r d r if ts  fro m  the  fo rm a tions . To  inco rp o ra te  co n tro l, the  
f irs t  o rder equations o f  m o tio n  be low  need to  be d iffe re n tia te d  w ith  respect to  
t im e  to  o b ta in  pos itions  and ve loc ities :
xk =  Akncsin(ac -  apk) -  y  acncsin2Icsin2ac (5.11)
3 ak 1/2 /  R  \ 2
yk =  ~~2^ nc +  2Aknc[cos(ac -  apk)] +  y  ( — ) acncsin21ccos2ac(5.12)
2
acncsin2Iccosac (5.13) 
(5.14)
P ro p a g a tio n  o f the  second o rde r te rm s are necessary fo r  longer tim escales and 
h ighe r accuracy, b u t are n o t necessary in  th is  cons ide ra tion . T h is  is because 
i t  is a lready assumed th a t  the  effect o f the  executed fir in g s  w i l l  be o f second 
o rder m ag n itu d e  (us ing  the  same o rd e rin g  scheme as o u tlin e d  in  chapters 1 and 
4) and  thus  the  effects o f f ir in g s  on th e  second order te rm s are ignorab le . T h is  
assum ption  is v a lid  fo r  k ilo m e tre  sized fo rm a tio n s  since, i f  the  effect o f a f ir in g  is 
considered to  be f irs t  o rde r m a g n itu d e  then  the  fo rm a tio n  geom etry  w o u ld  change 
s ig n ifica n tly , w h ile  th ir d  o rde r m a g n itu d e  fir in g s  w ou ld  n o t be b ig  enough fo r  the  
m a in tenance o f the  fo rm a tio n  and  second o rde r corrections.
To linea rize  fo r  sm a ll changes in  the  p o s itio n  and v e lo c ity  changes o f the  sys-
zk — acncIkcosac -fr ci(.rb(SlksiTiIcGc < f  j
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tem , a T a y lo r expansion is used in  a m a tr ix  fo rm  w ith  p a r t ia l de riva tives aga inst 
a  =  [dh, Ak,tek,®pk, h,&k]T, the  re la tive  epicycle param eters o f th e  a n a ly tic  de­
s c r ip tio n  o f the  re la tive  o rb it .  Le ts  assume th a t  in i t ia l ly  the  s a te llite  w i l l  have 
some p o s itio n  and ve lo c ity  s ta te  w h ich  is a fu n c tio n  o f the  re la tive  epicycle ele­
m ents a. T h e n  :
=  /(a )  (5-15)
where x  =  [#*., y ,^ Zfff A f te r  some change in  th e  system  (eg: a f ir in g )  we have:
/  (a  +  A a ) (5.16)
In  the  case o f an im pu ls ive  d e lta -v  i t  is assumed th a t  A x  =  0. To express the 
re la tio n  between A s  =  [A x , A x ]  and  A a , we define the  p a r t ia l d e riva tive  m a tr ix  
Q  as:
Q =
dxk 0 x k
0ak SAk
§ML dVk
dak d A k
d z k
d a k
M l
dak
dilk
d a k
d z k
d a k • • •
dxu L A
dz,  
onk )
(5.17)
U sing  th is  a b b re v ia tio n :
As =  QA  a (5.18)
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T he  elements o f m a tr ix  Q  are lis te d  in  an appen d ix  (A p p e n d ix  B ). I t  is im p o r ta n t 
to  no te  th a t  a lo t  o f these elem ents are fu n c tio n s  o f tim e . To de te rm ine  the  effect 
o f a c o n tro l th ru s t on the  re la tive  ep icycle  elements Q  m ust be in ve rte d  to  give:
Q- i
f 0 ^
«s<
0 A  Ak
0 A  tek
Axk A  0Lpk
A  yk A  ik
V Xzk J \ A
(5.19)
T he  above equa tion  is there fo re  used to  upda te  the  re la tive  ep icyc le  elem ents in  
the  re la tive  o rb it  m ode l a fte r the  execu tion  o f a bu rn .
5.3 Simulation Results for Drift Corrections
In  th is  section, the  effects o f  ra d ia l, crosstrack and a long track  im pu ls ive  fir in g s  to  
co rrec t fo r  slow secular d r if ts  are considered. T he  size o f th e  3 -d im ensiona l o u t o f 
p lane fo rm a tio n  is aga in  assumed to  be 28 k ilom etres . T he  s im u la tio n  was setup 
so th a t the  m ag n itu d e  o f the  f ir in g  w h ich  is expected to  be executed is know n 
in  advance. I t  was spec ifica lly  a rranged so th a t a fte r the  ra d ia l, crosstrack or 
a long track  f ir in g  the  re su ltin g  fo rm a tio n  w i l l  have a stab le  re la tive  o rb it  w ith  a 
know n geom etry  (o u t-o f-p lane  p ro je c te d  c irc u la r o r case B  as described in  chapter 
4). However fo r  th e  purposes o f p resen ta tion , the  m agn itude  o f th e  f ir in g  was also 
chosen to  be la rge r th a n  p re v io u s ly  assumed, as sm alle r f ir in g s  w o u ld  o n ly  have 
second order effects in  m a g n itu d e  and i t  w o u ld  there fo re  be d if f ic u lt  to  represent 
the  resu lts  o f such a m anoeuvre  in  figures.
In  the  f irs t  case, a 0 .2m s-1 m a g n itu d e  f ir in g  is executed to  co rrec t fo r an a long­
tra ck  d r i f t ,  2 days a fte r th e  s im u la tio n  s ta rts . F ig u re  5.5 shows the  re la tive
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F igu re  5.5: F o rm a tio n  in  the  ra d ia l-a lo n g tra ck  plane before and a fte r the  a long­
tra ck  fir in g , no tice  th a t  the  last e llipse is s lig h tly  h igher (on the  le ft) ,  because o f 
the  executed bu rn .
tra je c to rie s  before and a fte r the  fir ings . N o te  th a t the  last e llipse on the  le ft is 
s lig h tly  h igher then  the ones before. T h is  is because a fte r the  f ir in g  the  sem i­
m a jo r axis o f the  sa te llite  has risen. T he  0 .2 m s-1 fir in g  cancelled o u t a s ig n ifica n t 
a long track  d r i f t  and th is  is shown as the  las t e llipse is a closed o rb it ,  instead o f 
the  ep icyc lic  o rb it  beforehand.
T he  ra d ia l case is less v isua l since th is  trans la tes  to  a re la tiv e ly  m in o r eccen tric ity  
change. A lth o u g h  i t  can be seen th a t a fte r the  f ir in g  the  rad ia l-c ross track  m o tio n  
is synchronised and the r ig h t size fo rm a tio n  is achieved. F igures 5.6 - 5.8 show 
the  re levant o rb ita l m o tio n  before and a fte r the  fir in g . N ote  th a t in  th is  case 
o n ly  the  geom etry  changed and there  was no d r i f t  between the  sa te llites  before 
o r a fte r the  f ir in g .
In te re s tin g ly  the  crosstrack 0 .2 m s-1 f ir in g  has s im ila r  effects to  the  ra d ia l f ir in g , 
in  te rm s o f c o n tro llin g  the  size o f the  fo rm a tio n . The  graphs fo r the  ra d ia l-
5.4. Conclusions 114
crosstrack (km)
F ig u re  5.6: F o rm a tio n  in  the  c ross track -rad ia l p lane before the  ra d ia l f ir in g . N o te  
th a t  because the  ecce n tric ity  is n o t co rrec t th e  geom etry is an e llipse instead  o f 
a lin e
crosstrack d ire c tio n  lo o k  a lm ost e xa c tly  the  same. In  the  a long track-cross track  
p lane (F ig u re  5.9), however, the  s h ift  in  the  p o s itio n  o f the  ellipses is c lea rly  
v is ib le . T h is  is because the  crosstrack f ir in g  has changed the  re la tive  phases 
between th e  in -p lane  and o u t-o f-p la n e  osc illa tions .
5.4 Conclusions
T h is  chap te r addresses d r i f t  in  fo rm a tio n s . I t  was found  th a t the  s im u la tio n  o f the  
linea rized  re la tive  m o tio n  equations is sensitive to  how  fa r  the  sa te llites  are fro m  
the  g u id in g  centre. T he  m ost p ronounced effects o f th is  are observed in  the cases 
o f sm a li se m i-m a jo r axis differences, since th is  causes la rge  a lo n g tra ck  d r if ts  in  
sm a ll am oun t o f tim es. F u rth e rm o re , the  s im u la tions  showed th a t  as long  as the  
sa te llites  re m a in  w ith in  tens o f k ilom e tres  o f  each o the r, the  accuracy is s t i l l  the
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F ig u re  5.7: F o rm a tio n  in  th e  c ross track-rad ia l p lane a fte r th e  ra d ia l f ir in g . The 
co rrective  f ir in g  manages to  a lig n  the  geom etry  o f the  re la tive  o rb it  to  the  fo rm  
o f a lin e  as expected.
F igu re  5.8: F o rm a tio n  in  the  ra d ia l-a lo n g tra ck  plane before and a fte r  the  ra d ia l 
f ir in g . T he  sm all change in  the  e cce n tr ic ity  gives o n ly  a sm a ll change in  the  
geom etry  o f  the  o rb it  in  the  ra d ia l-a lo n g tra ck  plane.
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Figure 5.9: Formation in the alongtrack-crosstrack plane before and after the 
crosstrack firing. Note that the drift after the firing is the result of the drift of 
the perigee of the orbit, rather than drift because of inclination differences.
same as in non-drifting cases. It was also found that while the accuracy decreases 
as the satellites drift apart over hundreds of kilometres, the nonlinear and second 
order terms still keep the modelling to a reasonable accuracy. Thus the epicyclic 
relative orbit model could also be potentially used with large satellite separations, 
as long as we relax expectations on the accuracy of the predictive simulations.
A  possible outline of the basis of a control system based on the epicyclic relative 
orbit model was also introduced. Since in real-life missions, we cannot guarantee 
non-drifting conditions, it is important to show that the orbit model derived 
can also be used to change and correct drifting conditions. W hile the simulations 
showed basic cases of radial, alongtrack and crosstrack corrections, it is important 
to keep in mind that the actual manoeuvres and propellant costs depend upon 
estimation accuracies and formation geometry constraints. Therefore in contrast 
to the open-loop simulations shown here, closed loop simulations are essential to 
determine actual expectations of propellant costs for correcting and maintaining
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a fo rm a tio n . In  th is  fram ew ork  we can o n ly  p rov ide  a m a x im u m  value o f fue l 
usage, however an e ffic ien t closed loop  co n tro lle r cou ld  s ig n ific a n tly  reduce th is . 
A ssum ing  th a t  the  re la tive  se m i-m a jo r ax is  can o n ly  be de te rm ined  and co n tro lle d  
w ith  a 1 m etre  e rro r, and the  sa te llites  are o n ly  a llow ed to  d r i f t  1 k m  w ith  respect 
to  each o the r th e n  a co rrec tion  f ir in g  is necessary a p p ro x im a te ly  every week. T h is  
equates to  a b o u t 3cms~l pe r year expe n d itu re  fo r  se m i-m a jo r axis m ain tenance 
in  the  fo rm a tio n .
I t  can also be concluded fro m  th e  graphs th a t  fir ings  in  the  a long track  d ire c tio n  
have the  la rgest effect on the  fo rm a tio n  geom etry  itse lf. T h is  is m ode lled  by 
the  f irs t  o rde r a long track  d r i f t  te rm  in  th e  equations. W h ile  crosstrack fir in g s  
m ig h t be necessary to  e lim in a te  d r if ts  fro m  differences in  in c lin a tio n , ra d ia l fir ings  
o n ly  have a sm a ll effect on the  geom etry  itse lf. T here fo re  i t  can be deducted 
th a t  fo rm a tio n  co n tro l is ve ry  sensitive in  the  a long track  d ire c tio n , w h ile  ra d ia l 
fir in g s  shou ld  be avoided unless re co n fig u ra tio n  is needed fo r the  basic fo rm a tio n  
geom etry.
C hapter 6
Orbit acquisition strategy and  
software for D M C
6.1 Introduction
In  a rem arkab le  exam ple  o f in te rn a tio n a l co lla b o ra tio n  in  space, seven o rgan i­
sa tions fro m  A fr ic a , A s ia  and E u rope  have fo rm ed  a co n so rtiu m  and  agreed to  
c o n tr ib u te  m ic rosa te llite s  in to  th e  f irs t  ded icated D isaste r M o n ito r in g  C onste l­
la t io n  (D M C ). T he  D M C  w il l  com prise seven E a rth  observa tion  m ic rosa te llite s  
launched in to  lo w  E a r th  o rb it  to  p rov ide  d a ily  im a g in g  re v is it  anywhere in  the 
w o rld  [102, 28]. T he  D M C  C o n so rtiu m  com prises a p a rtn e rsh ip  between o rgan­
isa tions in  A lg e ria , C h ina , N ige ria , T h a ila n d , Turkey, V ie tn a m  and  the  U n ite d  
K in g d o m . Each o rgan isa tio n , in  c o lla b o ra tio n  w ith  SSTL, is b u ild in g  an ad­
vanced, low -cost E a r th  observa tion  m ic ro sa te llite  and these sa te llite s  toge the r 
w il l  fo rm  the  f irs t ever co n s te lla tio n  spec ifica lly  ded icated to  m o n ito r in g  n a tu ra l 
and m an-m ade disasters.
T he  f irs t D M C  m ic ro sa te llite  (A lS a t-1 ) was launched fo r A lg e r ia  in  N ovem ber 
2002 and in  Septem ber 2003, 3 m ore sa te llites  fo r  T u rke y  (B ilS a t) , N ig e ria  (N ige-
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r ia S a t) and fo r the  U n ite d  K in g d o m  (U K D M C ) have jo in e d  A lS a t in  o rb it .  T he  
co n s te lla tio n  is scheduled to  be com p le te  in  the  fo llo w in g  tw o  years.
T h is  chap te r focuses u pon  th e  in ve s tig a tio n  and so lu tions  to  th e  o rb it  in je c tio n  
and phase a cq u is itio n  challenges com ing  fro m  the  m ission requ irem ents o f the  
cons te lla tio n . S pecifica lly , the  issues o f abso lu te  vs re la tive  co n tro l, choice o f 
reference o rb it  th a t  the  sa te llites  w i l l  c o n tro l to  and the  o rg a n isa tio n  o f  th e  con­
s te lla tio n  m anagem ent softw are w il l  be discussed. A d d it io n a lly  the  epicycle de­
s c r ip tio n  w i l l  be used to  derive  an equal im pu lse  s tra tegy  fo r phase and L T A N  
a cq u is itio n  o f the  sa te llites . T he  a im  o f the  p ro je c t is to  p rov ide  an au tom a ted  
system  where the  t im e  and m a g n itu d e  o f fir in g s  can be a u to m a tic a lly  ca lcu la ted  
(based on dow nloaded G PS da ta ) and  a s im u la tio n  is executed using th is  p la n  to  
p re d ic t and v e rify  the  resu lts  o f  the  fir in g s  w ith  num erica l m ethods.
6.1.1 Associated Literature Overview
T here  is a s izable a m o u n t o f lite ra tu re  on the  sub jec t o f co n s te lla tio n  con tro l, 
m anagem ent and phase acqu is ition . T here  are p len ty  o f E a rth  observa tion  sa te l­
lite s  th a t  have a lready  been launched and a d e fin ite  p o s s ib ility  to  synchronize the  
o rb its  and the  e ffo rts  as described in  [62]. However, due to  lack o f coope ra tion  
th is  idea s t i l l  rem ains on the  d ra w in g  board . H a ll and Perez [42] investiga ted  con­
s ta n t th ru s t, m in im u m  tim e  m anoeuvres fo r  phase acqu is ition . T h e ir  approach 
is m ore su ited  fo r  e lec tric  p ro p u ls io n  systems, by va ry in g  th e  angle o f th ru s t, fo r­
m ulae fo r phase a cq u is itio n  are ob ta ined . B y  con tras t, th e  approach proposed in  
[82] by N agarjan , is ra th e r s im ila r  to  w h a t is used in  phasing th e  D M C  sa te llites . 
In -p lane  o rb it  a cq u is itio n  is achieved by using an equal im pu lse  s tra tegy. In  the 
second p a r t  o f the  paper fuzzy  log ic  is in tro d u ce d  to  show the  effectiveness o f the  
m e th o d  unde r various cons tra in ts . In  a paper by P rado  [85], a p u re ly  K e p le ria n  
tw o -im pu lse  trans fe r s tra te g y  is exam ined. However the  ve lo c ity  changes requ ired
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fo r  th is  approach are ra th e r im p ra c tic a l fo r  sm a ll sa te llite  app lica tio ns , because 
o f th e ir  lim ite d  p ropu ls ion  capab ilitie s .
T he  previous w o rk  o f A o rp im a i [7, 6, 10, 8], has considered o rb it  c o n tro l a l­
g o rith m s  based on the  e p icyc lic  descrip tion , we have used here. H is  w o rk  on 
re g u la tin g  sa te llite  fo rm a tio n s  using d iffe re n tia l d rag  has also been o f in te res t 
to  P a lm e rin i [84] and the  G R A C E  m ission also provides some in  o rb it  d a ta  as 
w e ll [30]. A s the  D M C  sa te llite s  are n o t a ll id e n tica l in  shape, size and  w e igh t 
d iffe re n tia l d ra g  effects w i l l  p lay  a m a jo r  ro le  in  the  m ain tenance phase.
W h ile  the re  are a lo t  o f papers p ro v id in g  a n a ly tic a l so lu tions  to  th e  d yn a m ic  
p rob lem , the  lite ra tu re  on o th e r engineering issues such as choice o f reference 
o rb it ,  o rb it  d e te rm in a tio n  fo r  the  co n s te lla tio n  ( in c lu d in g  re la tiv e  phase), fue l 
ba lanc ing , c o o rd in a tio n  and  task  m anagem ent prob lem s, is ra th e r th in . W h ile  i t  
is tru e  th a t  m any such decisions are specific  to  the  m iss ion  itse lf, o th e r th a n  a 
few  exceptions (eg. th e  C osm o-S kyM ed m ission [1, 14]) the  d iscussion o f how  
th e  trade-o ffs  are made is u su a lly  q u ite  lim ite d .
T here  are also papers ava ilab le , w h ich  describe successful phas ing  m anoeuvres 
e ith e r in  te rm s o f cons te lla tio ns  or fo rm a tio n s . N A S A ’s fo rm a tio n  f ly in g  dem on­
s tra t io n  [34] invo lved  a phase a cq u is itio n  phase. S im ila r ly  th e  S A C -C  s a te llite  has 
also pe rfo rm ed  successful phasing to  jo in  the  same o rb it  [33, 32]. T he  G R A C E  
m ission, cons is ting  o f tw o  sa te llites , p rov ided  fu r th e r  d a ta  on ach iev ing  constan t 
phase difference between tw o  sa te llite s  [56].
6.1.2 DM C Orbit Parameters and Requirements
W h ile  some studies advocate  ve ry  lo w  o rb it in g  ea rth  observa tion  cons te lla tions  a t 
a ltitu d e s  a round  300km  [19], the  D M C  co n s te lla tio n  was designed to  opera te  a t 
m uch h igher a ltitu d e s . U n d e r idea l co n d itio n s  a fte r o rb it  and  phase a cq u is itio n
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the  co n s te lla tio n  m ain tenance w o u ld  be re s tr ic te d  to  co rrect errors fro m  d iffe r­
e n tia l d rag  only. In  the  c u rre n t c o n fig u ra tio n  there  are 3 sa te llite s  w h ich  d ro p  
abo u t 4 m /d a y  and one (B ilS a t)  a t 2 .4m /day . For abso lu te  co rre c tio n  o f th is  fo r  
5 years w ou ld  cost a round  4.2 m /s  (o r 2.5 m /s  fo r B ilS a t) . T h is  assumes th a t 
the  d rag  coeffic ient w o u ld  be the  same fo r  the  life tim e  o f the  m iss ion  and th a t a ll 
sa te llites  w o u ld  m a in ta in  th e ir  se m i-m a jo r axis to  a constan t value.
O n the  o th e r hand d iffe re n tia l co rre c tio n  cou ld  also be established. In  th is  case 
th e  reference se m i-m a jo r axis cou ld  be set to  be d ro p p in g  a t 4 m /d a y . In  th is  case 
i t  w o u ld  n o t cost a n y th in g  fo r  the  3 id e n tica l sa te llites  and o n ly  1 .7m /s  fo r B ilS a t. 
F u rthe rm ore , in  the  second case, the  s ta n d a rd  o p e ra tio n  o f the  co n s te lla tio n  w o u ld  
be sm oother as fewer m ain tenance fir in g s  are requ ired  fo r th is  case. However a 
num ber o f  o th e r scenarios are also possib le, especia lly w hen considering  th a t  m ore 
sa te llites  cou ld  be jo in in g  o r even leav ing  the  cons te lla tio n  in  th e  fo llo w in g  years.
T he  n o m in a l o rb it  fo r  the  D M C  sa te llites  was a 680km  a lt itu d e  sun-synchronous 
o rb it  w ith  the ascending node a t 10:00 A M  loca l t im e  (L T A N ) [114, 20]. A n  ea rly  
L T A N  value is p re fe rred  fo r  im a g in g  opera tions  p o in t o f v iew . In  the  m o rn in g  the  
a tm osphere is m ore stab le , the re  is less dust in  th e  a ir  and the  p o s itio n  o f th e  sun 
enables us to  d is tin g u ish  fea tures based on th e ir  shadows. For these co n d itio n s  the  
D M C  m ission w o u ld  p re fe r an ea rly  m o rn in g  L T A N  tim e . Power cons tra in ts  w ou ld  
also d ic ta te  an e a rlie r L T A N  tim e , since average power is h ighe r fo r  ea rly  m o rn in g  
L T A N  o rb its . T h e rm a l and  im ager i l lu m in a t io n  analysis however shows b e tte r  
perform ance in  la te  m o rn in g  cond itions . A  10:00 A M  L T A N  va lue p rov ided  the  
best tra d e -o ff fo r  the  D M C  m iss ion  and sa te llite  geom etry. W h ile  the  constra in ts  
above p rov ide  o n ly  a so ft b o u n d a ry  and tra n s it io n , a 30 m in u te  w in d o w  on each 
side was estab lished by the  m iss ion  design team  fo r baseline cons ide ra tion . Tab le  
6.1 sum m arizes th e  m a x im u m  launch  errors expected fro m  the  Cosmos rockets 
w h ich  ca rried  the  D M C  sa te llites  in to  o rb it.
The operating orbit of the DMC was designed to optimise coverage of the Earth
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Parameter Value
se m i-m a jo r ax is  + / -  10 km
L T A N  + / -  20 sec (0.07 deg) 
in c lin a tio n  + / -  0.03 deg
e cce n tric ity  up  to  0.002
Tab le  6.1: M a x im u m  launch  errors fo r  D M C  sa te llites
w ith  a 24 h o u r re v is it t im e . T o  achieve th is , the  sa te llites  need to  be equiphased 
a long  th e  o rb it.  The  re la tive  phase w in d o w  was defined to  be 1 % o f th e  o rb it  
phase o r 3.6 degrees in  angle o r 1 m in u te  in  t im e  o f pass. A n y  s ig n ifica n t o ff­
set in  S M A  o r in c lin a tio n  w o u ld  cause re la tive  d r i f t  between the  sa te llites , thus 
th e  re la tive  differences shou ld  be set to  zero idea lly . Since th e  re la tive  sw a th  
pa ths are defined by re la tive  phase and L T A N  and because L T A N  changes are 
m uch m ore cos tly  th a n  phase changes, i t  was envisaged th a t  any m a jo r re la ­
tiv e  L T A N  d ifference cou ld  be offset by  chang ing the  re la tive  phases. W h ile  
the  660 km  sw ath  o f 4 sa te llite s  does n o t cover the  en tire  E a rth  com p le te ly  
in  24 hours (some regions a t th e  E q u a to r are le ft o u t) , a qu ick  ca lcu la tio n  fo r  
the  5 s a te llite  case shows th a t  the  angle differences between th e  o rb it  planes 
need to  be kep t unde r 0.4 degrees (o r a b o u t 100 seconds in  L T A N ). T h is  comes 
fro m  s im p le  c a lcu la tio n  o f the  equa to r be ing  40074 km  long  and  the  five  sa te l­
lite s  w ith  14 o rb its  each day p rov ide  70 swaths to  cover the  equato r. Thus 
40074 ftra /5  sa te llites  /1 4  o rb its  a day =  573km is needed w h ich  in  tu rn  means 
a 43 km  overlap w h ich  is a b o u t 0.4 degrees d ifference in  the  planes o f the  o rb its  
(F ig u re  6.1).
A  fu r th e r  co n s tra in t is the  p ro p e lla n t budge t fo r the  sate llites . Fo r o rb it  in je c tio n  
and m ain tenance i t  is a p p ro x im a te ly  25 ms~l fo r  A lS a t, N ige riaS a t and U K D M C  
and 16 m s -1 fo r B ilS a t. F u rth e rm o re  the  absolute L T A N  figu re  fo r each sa te l­
lite  m ust rem a in  w ith in  10:00 am  ( ±  30 m inu tes) due to  im a g in g  and power
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F ig u re  6.1: D M C  s a te llite  o rb its  ( th ic k  lines) and swaths ( th in  lines) to  cover the  
w ho le  equato r and the  E a rth
cons tra in ts  fo r the  en tire  life  t im e  o f  th e  m iss ion  (5 years). T h is  and balanced 
fue l-consum p tion  are c r it ic a l p o in ts  when choosing a reference o rb it  a fte r new 
m em ber sa te llites  are added to  th e  m ission.
F in a lly , e cce n tric ity  shou ld  be m in im ize d  fo r  im ag ing  perfo rm ance. V a ria tio n s  in  
a long track  m o tio n  due to  re la tive  e cce n tr ic ity  cou ld  push the  sa te llites  ou ts ide  
th e ir  phas ing  w indow s, w hen th e  argum ents o f  perigee d iffe r  by 180 degrees and 
the  in d iv id u a l eccen tric ities  are m ore th a n  0.003. I t  w i l l  n o t always be possible, 
however to  m in im ize  e cce n tr ic ity  since the  res is to -je t p ro p u ls io n  system  [36] is 
m uch m ore effective i f  the  f ir in g  is pe rfo rm ed  d u rin g  th e  d a y lig h t p a r t  o f  the  
o rb it .  T h is  means th a t in c lin a tio n  change m anoeuvres m ust be perfo rm ed a t the  
ascending node, b u t o th e r m anoeuvres m ig h t n o t be executed a t the  r ig h t phase
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fo r  th a t w ou ld  mean su b o p tim a l fir in g s  in  th e  d a rk  p a r t o f the  o rb it .
A f te r  a qu ick  rev iew  o f th e  m iss ion  requ irem ents and the  characte ris tics  o f the  
sa te llites , i t  was decided th a t  an abso lu te  s ta tionkeep ing  s tra tegy  w i l l  be used, 
where the  reference o rb it  w i l l  be defined on some o p tim a l co m b in a tio n  o f a ll o rb its  
and th e  m ission requ irem ents. T h is  means th a t  each in d iv id u a l sa te llite  w ou ld  
refine th e ir  o rb it  to  a predefined reference, w h ich  is defined cen tra lly .
In  com parison  a re la tive  s ta tionkee p ing  s tra tegy  w ou ld  mean th a t  th e  sa te llites  
w o u ld  need to  com m un ica te  w ith  each o th e r and execute th e ir  m anoeuvres based 
upon  th e ir  re la tive  p o s itio n  w ith  each o th e r (ra th e r th a n  a predefined re ference). 
T h is  w ou ld  be a d is tr ib u te d  a lg o r ith m  and also poss ib ly  m ore com p lex  scenario, 
since in te rs a te llite  lin ks  cou ld  o n ly  be estab lished v ia  g rounds ta tions .
T he  design decis ion o f  us ing the  abso lu te  s ta tionkeep ing  s tra te g y  was based upon  
several a rgum ents: T he  sa te llites  w i l l  n e ith e r have th e  c a p a b ility  to  com m unica te  
w ith  each o th e r (o th e r th a n  in d ire c t ly  v ia  the  g ro u n d s ta tio n ), no r w il l  i t  be p rac­
t ic a l to  synchronize GPS m easurem ents on the  d iffe ren t sa te llites . F u rth e rm o re  
post-processing o f th e  o rb it  d a ta  on the  g round  is cheaper and more accurate. 
T he  cen tra lized  approach allows easy hum an in te rve n tio n  o r superv is ion  and re­
sources on th e  sa te llites  w i l l  be free fo r ta k in g  images, ra th e r th a n  co o rd in a tin g  
the cons te lla tio n . T h is  is a m ore p o lit ic a lly  acceptable so lu tio n  to  co n s te lla tio n  
m anagem ent.
T he  s tra tegy  fo r  d e te rm in in g  the  reference o rb it  in  the  co n s te lla tio n  was decided 
to  be a w eigh ted  average o f the  o rb its  o f the  sa te llites . E p icyc le  elements o f the  
sa te llites  w o u ld  be averaged to  receive a w eigh ted  o rb it .  T h e  w eights can be 
decided on fue l economy, fue l ba lanc ing , o p e ra tio n a l o r on a p o lit ic a l basis.
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6.2 Multi-Firing, Equal Impulse Orbit Acquisi­
tion
6.2.1 Strategy for Analytical Modelling
In  th is  section the  phase a cq u is itio n  s tra te g y  fo r  a single s a te llite  w ith  respect 
to  a reference o rb it  is developed (F ig u re  6.2). Several fir in g s  w o u ld  be executed 
a t the  beg inn ing  to  in tro d u ce  se m i-m a jo r axis d ifference and p u t the  sa te llite  
in to  coasting  m ode and th e n  several fir in g s  to  fin ish  a t the  exact phase w indow  
requ ired . A  constan t im pu lse  s tra te g y  is used to  create the  necessary d isp lace­
m en t in  se m i-m a jo r axis to  achieve th e  requ ired  phase d r i f t .  T h is  is because the  
p ro p u ls io n  system and A D C S  cha rac te ris tics  w o u ld  n o t a llow  fo r  a single large 
f ir in g  to  be executed and fro m  o p e ra tio n a l p o in t o f v iew  i t  is easier to  execute 
a fixe d  num ber b u t equal fir in g s . T he  f ir in g  m agn itudes in  each m anoeuvre  are 
set ( in it ia l  and fin a l)  to  a constan t va lue and also the  t im e  between the  fir in g s  
is set to  be constan t. N o te  th a t  the  a m oun t o f phase s h if t  between fir in g s  is n o t 
necessarily constan t. T h is  is because th e  phase s h ift achieved depends upon  the  
re la tive  se m i-m a jo r axis d ifference as w e ll as on tim e . W h ile  th e  t im e  between 
the  fir in g s  is set, d u r in g  the  fir in g s  the  se m i-m a jo r axis changes and thus fo r  a 
g iven tim e  the  phase s h ift w i l l  be d iffe ren t.
A n o th e r v iew  o f  the  p rob lem  w o u ld  be to  d raw  S M A  vs t im e  (F ig u re  6.3). Since 
now  the  p lo t is aga inst tim e , the  progression o f  fir in g s  and the  se m i-m a jo r axis 
is m ore v is ib le . N o te  th a t  i f  the  h o rizo n ta l axis is replaced w ith  t im e  instead  
o f phase, th e n  the  area under th e  curve becomes p ro p o rtio n a l to  the  phase d r i f t  
d u r in g  th e  m anoeuvre  tim e . T h e  t im e  between each f ir in g 'is  tw (o r w a it in g  tim e ), 
w h ile  the  to ta l m anoeuvre  t im e  w i l l  be t\ in  the  equations.
T he  fo llo w in g  assum ptions and s tra teg ic  decisions are made in  the  in i t ia l  stage, 
each w ith  a sho rt ju s t if ic a t io n .
6.2. Multi-Firing, Equal Impulse Orbit Acquisition 126
Relative SMA
Initial
manoeuvre Coasting Phase
Final
manoeuvre
phase
Start position 3 firings (N =3 )
□----  J
Initial phase diff.
4 firings (M =4)
Initial SM A  difference
Relative Phase +
:e Satelite
- E f f i
Final positloa
a-
Required relative phase
Relative Phase
F igu re  6.2: Phase a cq u is itio n  w ith  respect to  a reference o rb it
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Figure 6.3: Phase acquisition with respect to time
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•  T he  ep icyc lic  equations are be ing  used as a s ta r t in g  p o in t fo r  the  d e riva tio n . 
The  a n a ly tic a l o rb it  d e te rm in a tio n  is b o th  accurate enough fo r  the  purposes 
o f  th is  m iss ion [48] and a lready proven successful in  single s a te llite  sem i­
m a jo r axis m a in tenance [6]. T he  o rd e ring  scheme w hereby d istu rbances o f 
f irs t  o rde r m agn itude  are by  d e fin it io n  equal to  e cce n tr ic ity  o r J2 p e r tu r ­
ba tions, makes i t  easy to  id e n tify  w h a t lin ca rz ia tio n s  o r s im p lif ica tio n s  can 
be made to  keep th e  m e th o d  p ra c tica l.
•  AH p e rio d ic  effects are ignored , since th e y  are e ith e r m in im ize d  in d ire c tly  
(e ccen tric ity ) o r are beyond o u r c o n tro l (J2 sh o rt pe riod ics ).
•  O n ly  J2 secular te rm s are inc luded . D iffe re n tia l h ighe r o rde r effects w ou ld  
be o f th ir d  o rde r and thus  safely igno rab le  over the  phasing tim es. The  
inaccuracies o f  th e  p ro p u ls io n  system  (3-9%  o f the  m agn itude  o f the  f ir in g )  
are la rge r th a n  these te rm s. T he  o rd e ring  scheme is the  same as set o u t in  
chap te r 1 and 4.
•  F irs t  o rde r expansion is used, since second o rde r expansion is q u a d ra tic  
and the  m e thod  w o u ld  loose its  p ra c tic a lity  and s im p lic ity  in  re tu rn  fo r 
o n ly  m a rg in a l gains o f accuracy.
•  T he  f irs t o rde r a p p ro x im a tio n  also means th a t th e  effect o f th e  ve lo c ity  
changes on th e  epicycle  elem ents can be linearized  as w e ll. T hus i t  was 
assumed th a t  the  se m i-m a jo r axis and in c lin a tio n  change effects o f the  ex­
ecuted fir in g s  are the  same d u r in g  the  w hole  t im e  o f the  m anoeuvres and 
on ly  depend upon  the  reference o rb it  param eters (Eq. 6.12).
•  T he  in -p lane  and o u t-o f-p lan e  o rb it  a cq u is itio n  are de-coupled by execu ting  
a long track  fir in g s  o n ly  fo r phase a cq u is itio n  and i f  necessary crosstrack f i r ­
ings fo r  L T A N  and in c lin a tio n  co rrec tion  fo r o rb it  in je c tio n . T h is  is needed 
since the  progression o f th e  L T A N  o f the  sa te llite  is de te rm ined  by  b o th
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S M A  and in c lin a t io n  and in c lin a tio n  m anoeuvres do n o t effect the  phase o f 
the  sa te llite .
•  G enera lly  there  w o u ld  be tw o  sets o f m anoeuvres fo r b o th  in -p lane  and ou t- 
o f-p lane m anoeuvres. One set to  in it ia te  the  requ ired  d r i f t  and one to  fin ish  
i t  w ith in  th e  t im e  requ irem en t. W ith  the  fir in g s  on the  sa te llite  each be ing 
a m a x im u m  o f lO cm s-1 and a 4 o rb it  ’re s t’ requ ired  to  recover the  a tt itu d e , 
th is  was considered the m ost p ra c tic a l tra d e -o ff between fue l consum ption  
and t im e  fo r m anoeuvres.
•  F ir in g s  are considered im p u ls ive  and o f equal m ag n itu d e  w ith in  a set. The  
unknow n to  be solved fo r w o u ld  be b o th  the num ber o f  f ir in g s  and  the  
m agn itude  o f them . H owever since the  tw o  are re la ted  and th e  m agn itude  
is lim ite d  by the  A D C S  o f the  sa te llite , th is  issue is dea lt w ith  separately. 
I n i t ia l ly  i t  is assumed th a t  the  num ber o f fir in g s  fo r  each set is know n.
W ith  these assum ptions the  in i t ia l  equations are ra th e r s im ila r  to  those in  in
chap te r 3, however th e  geom etry  and the  a im  o f the  p rob lem  is q u ite  d iffe ren t.
6.2.2 In-Plane Orbit Acquisition
U sing  the  s im p lif ie d  epicycle  equations fo r the  plane o f the  o rb it  on ly :
r =  a ( l  +  p) (6 .1)
A =  (1 +  F)a — (1 +  F)n(t — t# ) (6.2)
I f  the  reference o rb it  is denoted w ith  subscrip t c and the  sa te llite  w ith  subscrip t 
k, then  the  d ifference equations become:
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(6.3)
(6.4)
'C
where — ac, and  A&0 is th e  in i t ia l  re la tive  phase difference. T h e  fo rm e r
shou ld  be set to  0 and the  la te r  to  th e  requ ired  re la tive  phase (eg: 90 degrees). In  
con tras t to  chap te r 3, the  J 2 te rm s can also be linearized , however the  c o n tro lle r 
equations w i l l  be derived  d ire c tly . N ow  le ts  assume the  m ost s im p le  case, where 
the  in i t ia l  S M A  difference is zero and  tw o  fir in g s  are executed o f equal m a g n itude
where A a i  and A a 2 are th e  m agn itudes o f sem i-m a jo r ax is  change due to  the
be ob ta ine d  easily. I f  the re  is a d ifference in  the  in it ia l se m i-m a jo r axes and 
also the re  is a d iffe re n t num ber o f fir in g s  th e  equations become s lig h tly  m ore 
com p lica ted . To receive the  to ta l phase d r i f t  due to  the  f irs t  set o f N  fir in g s  and 
the  second set o f M  fir in g s , f irs t  the  phase d r i f t  is ca lcu la ted  i f  assum ing a ll fir in g s  
were done one a fte r th e  o th e r ins tan taneously . T hen  the  loss because o f the  w a it 
between fir in g s  is deducted. T h is  is needed since i t  was p red ic ted  th a t the  D M C  
sa te llites  w i l l  need a round  4 o rb its  to  recover th e ir  a tt itu d e  subsequent to  each 
fir in g . So now  th e  equations become
to  d r i f t  the  s a te llite  by 90 degrees w ith  respect to  the reference. In  th is  case the 
ra d ia l equa tion  becomes t r iv ia l  and  the  phas ing  equation  is linear:
0 =  f k — A a i  — A  a2 (6.5)
(6.6)
fir in g s  in  the  in i t ia l  and  fin a l sets respective ly. Since the  t im e  o f phasing t\ is 
assumed to  be g iven, so lu tio n  fo r  th e  m a g n itude  o f the  requ ired  fir in g s  A a i can
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h  ~  ritr -c ik =  + iV A a i -  M A a 2 (6.7)
Xk — Xkr Afeo —
3 n,
2 a f
(dk + NAcii)ti
(6.8)
where subscrip t hr denotes the  requ ired  values fo r  sa te llite  k. N o rm a lly  fkr =  0 
w h ile  Akr w o u ld  be some m u lt ip le  o f  90 degrees in  case o f 4 sa te llites . T h is  gives 
tw o  equations fo r tw o  unknow ns: A gi and A g2. S o lv ing  gives :
A  « , =  - M -
M (M  - 1 )
1 k n UV) (6.9)
A a 2 — N
N ( N -  1)
C L "  (  3n°c 'Xh &ktl)  ' 2
(6 .10)
where
M N
( - M  - N T  2)tw +  2t] (6.11)
Once the  se m i-m a jo r axis change has been ca lcu la ted  the  e x p lic it  ve lo c ity  change 
is then  app rox im a te d  as:
AV„ =  ^(6.12)
Since in  equa tion  ( 6.7) i t  is assumed th a t the  fin a l set o f fir in g s  has go t a d iffe ren t 
sign to  the  in i t ia l  ones, i t  fo llow s fro m  the  n o ta tio n  th a t the re  is a sign f l ip  when 
c a lcu la tin g  the  ac tua l v e lo c ity  changes. In  o th e r words in  equa tion  ( 6.12) the 
resu lt m ust be m u lt ip lie d  by ( —1) i f  A g2 is su b s titu te d .
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6.2.3 Out of Plane Orbit Acquisition
T h e  o rb it  a cq u is itio n  fo r  in c lin a tio n  and L T A N  are also ve ry  s im ila r  to  w h a t is 
shown fo r  the  phase. T he  in i t ia l  equations fo r a single sa te llite  are :
X — I  (6.13)
L  =  L q +  ( Q 2 — n s u n ) (t  ~  tepoch) (® * I4 )
n 2 = 0 2(a, I )n  (6.15)
where tepoCh is the  epoch t im e  fo r  Lq, I  and a, w h ile  nsun is ju s t  27 r/(365.25*86400), 
where the  L T A N  is now  m easured in  rad ians, ra th e r th a n  tim e . Zero is defined a t
m id n ig h t, so a 10:00 A M  L T A N  w o u ld  be a round  150 degrees. U s ing  subscrip t c
fo r  the  reference and k fo r  the  sa te llite  epicycle elements, the  re la tive  equations 
become:
ik =  Xk — Xc — Ik — Ic — Ik (6.16)
Lk =  Lko +  h )  — 0 2(ac, Jc)]  t (6.17)
where Lk — Lk — Lc and  Lko is the  in i t ia l  L T A N  difference. T he  d iffe re n tia l L T A N  
d r i f t  ra te  is then  a p p ro x im a te d  by  p a r t ia l deriva tives w ith  respect to  sem i-m a jo r 
axis (V )  and in c lin a tio n  (W ) as fo llow s
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dQ2(ac,Ic)
d l
ta n  IcQ2Tic (6.19)
th e n  we have
Lk =  Lh o +  {Vdk +  W Ik)t  (6.20)
I f  in  th e  tw o  sets o f fir in g s  fo r  the  L T A N  co rrec tion  there  are P  f ir ings  in  the  
in i t ia l  set and Q  fir in g s  in  th e  f in a l set, then  the  re su ltin g  equations have ve ry  
s im ila r  fo rm  to  th e  phasing equations:
Xk^ X kr~ I k^ P A I x~ Q A I2 (6.21)
Lk  — E kr X
-W
'fcO ( ’ Vak +  W (Ik +  P A / , ) )  t .
(6.22)
T he  above equations assume th a t  th e  S M A  o f th e  sa te llite  w i l l  rem a in  constan t 
d u r in g  the  L T A N  m anoeuvres. S o lv ing  the  tw o  equations fo r  the  tw o  unknow ns 
A fy  and A I2 gives:
A  / ,  =  -
Lh- ( V a k +  W ik)t lr , + Q ( Q - 1) 
 O “  Tk X------W
(6.23)
\Lk -  (Vdk +  w i k)h n l 4 . P ( P - 1) ^ 1 + -Lk x I  H
W
(6.24)
where
D P Q (—P  — Q +  2)/w -H 2t, (6.25)
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T he  m agn itude  o f the  ve lo c ity  change fo r  a crosstrack f ir in g  a t the  ascending or 
descending node is then :
AVZ — acncA I  (6.26)
As w ith  the  phasing equations, because o f  the  assum ption  in  equa tion  ( 6.21), the  
resu lt o f equa tion  ( 6.26) m ust be m u lt ip lie d  by (—1) w hen A I2 is su b s titu te d .
N o te  th a t the  so la r p e rtu rb a tio n  effect o f the  resonant sun-synchronous o rb it  
(SSO) has been neglected. W h ile  the  effect o f th e  Sun on th e  in c lin a tio n  is q u ite  
im p o r ta n t in  te rm s o f the  abso lu te  o rb it ,  the  re la tive  m ode l can ignore  i t  since 
o n ly  the  d iffe re n tia l effects need to  be consistent w ith  each o the r.
C om bined co n tro l o f b o th  th e  phase and L T A N  can be achieved v ia  a nested f ir in g  
s tru c tu re  such as NAa\ a lo n g tra ck  fir in g s , P A Ii  crosstrack, Q A I2 crosstrack and 
f in a lly  M Aa2 a long track  fir in g s . M a n y  o th e r com b ina tions  are possible and i t  is 
recom m ended th a t the  possible gains o r trade-o ffs  w ou ld  be exam ined in  fu tu re  
w o rk  and extensions.
T h is  concludes the th e o ry  o f  th e  o rb it  a cqu is ition . F u rth e r w o rk , in c lu d in g  dea ling  
w ith  d iffe re n tia l drag, o p tim iz a tio n , d r i f t in g  and o the r cases has a lready been 
undertaken  by Im re  [51].
6.3 Definition of Reference Orbit
In  th is  section we sha ll tu rn  o u r a tte n tio n  to  the d e fin it io n  o f the  reference o rb it  we 
have assumed in  the  p revious section. T he  choice o f the  reference o rb it  is based on 
the  lo n g -te rm  L T A N  behav io u r o f th e  D M C  o rb its . O th e r th a n  th e  equ iphasing 
o f the  cons te lla tio n , one o f the  m a in  requ irem ents fo r  the  D M C  co n s te lla tio n  
was th a t the  L T A N  o f a ll sa te llites  m ust be above o r a round  10:00 A M  fo r the
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l ife tim e  o f the  m ission. P rev ious ana lys is  on U oSat-5 and the  extension o f the  
epicycle equations to  inc lude  lu n a r and so lar p e rtu rb a tio n s  [46], show th a t the  
m a in  p e r tu rb in g  effects come fro m  th e  Sun and in  the fo rm  o f a q u a d ra tica lly  
decreasing in c lin a tio n . T h is  u lt im a te ly  also affects L T A N  as w e ll because d r i f t  in  
the  ascending node is a fu n c tio n  o f th e  in c lin a tio n  as w e ll (Eq. 6.14). S im ila r ly  
L T A N  is also a ffected by a tm ospheric  drag. T h is  is because change in  sem i­
m a jo r  axis also causes change in  th e  d r i f t  ra te  o f  the  ascending node. T he  d r i f t  
due to  so lar resonance can be as m uch as up  to  6 hours over 5 years, b u t the  
effect o f d rag  is m uch sm a lle r [46]. To  avo id  th is , a reference L T A N  curve needs 
to  be estab lished by f ix in g  the  S M A  and  in c lin a tio n  o f th e  reference o rb it  and 
then  com m and a ll m em bers o f the  co n s te lla tio n  to  fo llo w  su it. T o  f ix  the  L T A N  
reference curve th ree m a in  param eters need to  be set: th e  a tm ospheric  d rag  
coeffic ien t, se m i-m a jo r axis and  in c lin a tio n . T he  m e thod  can be sum m arized  as 
fo llow s (F igu re  6.4):
F ig u re  6.4: D e fin it io n  o f  the  reference o rb it  w ith  L T A N  re s tr ic tio n s  us ing  6 steps. 
T he  num bers re fer to  sum m ary  p o in ts  in  th e  n e x t paragraph
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End o f mission (2008)
F ig u re  6.5: Three  s im u la tio n s  are ru n  to  de te rm ine  th e  f in a l reference L T A N  
curve. T he  f irs t  is a s im p le  w e igh ted  average. T he  second is the  same o rb it  b u t 
w ith  a lm /s  S M A  change. T he  f in a l s o lu tio n  is gained by in te rp o la t in g  the  f irs t 
tw o  results.
T he  L T A N  curve o f the  D M C  o rb it  over the  life tim e  o f the  m iss ion can be ap­
p ro x im a te d  by a q u a d ra tic  curve. T he  reasons fo r th is  are tw o -fo ld . T h e  fa c t 
th a t  the  sa te llites  are in  sun-synchronous o rb it  means there  is a resonant in te r­
a c tio n  w ith  th e  Sun. O ver th e  p e rio d  o f 5 years th is  m anifests its e lf  as an a lm ost 
lin e a r decrease in  in c lin a t io n  o f the  o rb it .  Secondly, due to  ae rodynam ic  drag, 
the  se m i-m a jo r axis o f the  sa te llites  also changes in  a lin e a r fash ion. W h e n  com ­
b in in g  these effects in  equations ( 6.14) and  ( 6.20) a q u a d ra tic  t im e  v a r ia tio n  is 
ob ta ine d  fo r the  L T A N . T he  in i t ia l  cond ition s  o f th is  curve need to  be defined 
so th a t fo r  the  fo llo w in g  5 years th e  L T A N  o f the  sa te llites  w o u ld  stay w ith in  
th e  requ ired  w in d o w  (F igu re  6.5). T e n ta tive  s im u la tions  showed th a t o n ly  the  
b o tto m  p a r t o f the  L T A N  w in d o w  (09:30 A M ) provides a co n s tra in t, since a ll 
scenarios considered re m a in  be low  the  to p  p a rt o f the  w in d o w  (10:30 A M ).
1. F irs t, a ll sa te llites  are p ropaga ted  to  the end o f the  phasing p e rio d  (E nd
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o f m anoeuvres). T he  reference o rb it  is f irs t defined a t th is  p o in t us ing the  
steps below.
2. A  set o f weights is ca lcu la ted  based on p o lit ic a l,  fue l o r o th e r engineering 
issues.
3. T he  reference o rb it  e lem ents are assumed to  be one o f th e  sa te llites . T he  
d rag  coeffic ien t is rep laced by a w e ighted average and the  in c lin a tio n  is 
ad jus ted  to  be also a w e igh ted  average by a single, a n a ly t ic a lly  ca lcu la ted  
crosstrack fir in g . T h is  defines the  in i t ia l  guess fo r the  reference o rb it,  how ­
ever one m ore pa ram ete r s t i l l  needs to  be set : the  reference sem i-m a jo r 
axis. W e use th is  as a free pa ram ete r to  set, because prev ious long  te rm  
propaga tions have shown th a t  a d ju s tm e n t o f the  S M A  is m ore e ffic ien t fo r  
lo n g -te rm  L T A N  changes
4. U s ing  a num erica l p ro p a g a to r w ith  a 36 x  36 geopo ten tia l m ode l [83], the  
in i t ia l  guess a t the  reference o rb it  is p ropaga ted  u n t i l  the  end o f the  life tim e  
o f the  m iss ion and the  re su ltin g  L T A N  value in  5 years t im e  (fo r D M C ) is 
extracted .
5. I f  the  va lue a fte r 5 years is n o t s t i l l  w ith in  the  requ ired  w in d o w  th e n  a 
ne ighbou ring  tra je c to ry  to  the  reference o rb it  is also p ropaga ted  and the  
needed se m i-m a jo r axis change is then  in te rp o la te d  fro m  th e  tw o  s im u la tions  
(F igu re  6.5).
6. Once th e  reference se m i-m a jo r axis is de te rm ined  the  reference o rb it  is 
then  fixed  and saved. A l l  sa te llites  w il l  then  use th is  num erica l o rb it  as a 
reference to  do th e ir  ow n o rb it  a cq u is itio n .
Once th e  reference o rb it  is defined, i t  can be p ropaga ted  to  any o the r t im e  requ ired  
and com parisons can be m ade w ith  th e  in d iv id u a l sa te llites . T he  re la tive  epicycle
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elements then  w il l  de te rm ine  the  f ir in g  m agn itudes and schedule as described in  
the  p revious sections.
N o te  th a t  a ll p ropaga tions are num erica l and thus th is  p rocedure can be ra th e r 
lengthy. However, once m iss ion param eters are set and the  in i t ia l  launch  in je c tio n  
errors are determ ined , th e n  the  reference o rb it  can be also set fo r  the  life tim e  o f 
the  m ission. However i t  is envisaged th a t the  reference o rb it  is reca lcu la ted  a t 
least tw ice  a year, i f  n o t m ore frequen tly , as the  o rb it  param eters o f  the  sa te llites  
change due to  d rag  and so lar g ra v ity  d is turbances, and the  la te s t G PS d a ta  
dow nloaded is assumed to  be the  m ost recent and accurate o rb it  m easurem ent.
There  are th ree  m a in  fue l costs fro m  de fin in g  the  reference o rb it  d iffe re n t fro m  
a m em ber sa te llite . The  f irs t  is the  requ ired  in c lin a tio n  change. Since th is  is 
a re la tiv e ly  s tra ig h tfo rw a rd  w e igh ted  average i t  is ve ry  easy to  favou r a g roup  
o f sa te llites  by  m ov ing  the  average closer to  them . However to  avo id  fu tu re  
d iffe re n tia l L T A N  d r if ts , i t  is im p e ra tiv e  to  set a ll the  in c lin a tio n s  to  be the  
same. Since the  sa te llites  are in  a so la r resonant o rb it ,  th is  also means th a t  any 
d ifference in  in c lin a tio n s  are also expected to  grow  w ith  t im e  w h ich  resu lts fu r th e r  
d iffe re n tia l d r if t .  T hus ea rly  co rrec tion  is im pe ra tive .
T he  second cost appears in  th e  offset o f th e  reference sem i-m a jo r axis. Fo r some 
ex ten t th is  cost can be absorbed in  the  phasing m anoeuvres, since offsets in  S M A  
are desirab le  i f  a re la tive  phase s h ift  is the  goal. However i f  th is  re la tive  S M A  
difference w ou ld  consume a s ig n ifica n t p ro p o rtio n  o f the  ava ilab le  p rope llan ts  on 
the  sa te llite  then  a tra d e -o ff needs to  be estab lished between fue l expend itu re  and 
the  L T A N  requ irem ents o f the  w ho le  cons te lla tio n . Since the  S M A  o f a ll sa te llites  
needs to  be the  same fo r the  co n s te lla tio n  be ope ra tion a l, re la tive  shortage o f fue l 
on one sa te llite  affects the  w ho le  cons te lla tio n .
T he  th ir d  cost resu lts  fro m  d iffe re n tia l drag. Since in  th e  D M C  con s te lla tio n  
the re  are c u rre n tly  3 id e n tica l sa te llites  and  one ve ry  d iffe ren t s a te llite  (B ilS a t) , 
ra th e r then  se ttin g  the  d iffe re n tia l d rag  to  be an average, i t  is assumed th a t  B ilS a t
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w il l  co rrec t th e  fu l l  am o u n t o f d iffe re n tia l d r i f t  by using its  ow n fue l. T h is  is a 
m ore p ra c tica l so lu tion , because d iffe re n tia l d rag  co rrec tion  w o u ld  be an ongo ing 
process th ro u g h  the  life tim e  o f the  m iss ion  and i t  is easier to  coo rd ina te  fir in g s  
on ju s t  one sa te llite  ra th e r th a n  a ll fou r. Before the  launch  o f the  sa te llites  
the  d iffe re n tia l d rag  was es tim a ted  to  be a round  1 m e tre /d a y . To co rrec t th is  
w o u ld  cost B ilS a t a b o u t 1 m s -1 w o r th  o f p ro p e lla n t fo r m ain tenance fo r the  5 
years o f the  m ission. A f te r  launch , the  d iffe re n tia l d rag  m easurem ents p rov ided  
a m a x im u m  re la tive  se m i-m a jo r axis d r i f t  o f  a 1.7 m /d a y . I f  th is  ho lds tru e  fo r 
the  fo llo w in g  5 years then  the  m ain tenance cost fo r  B ilS a t w il l  be be low  2 m s -1 . 
T h is  is s t i l l  w e ll w ith in  th e  to ta l budge t and means th a t the re  w i l l  be p le n ty  o f 
fue l le ft over fo r emergencies o r o th e r experim ents. There  is also an a lte rn a tive  
scenario considered, w here B ilS a t m ig h t rem a in  p a r t o f the  co n s te lla tio n  fo r  a 
l im ite d  am oun t o f tim e , and  n o t th e  fu l l  5 years o f the  m ission.
6.4 Orbit Acquisition Software Structure
Since the  sa te llites  achieve o rb it  a cq u is itio n  n o t re la tive  to  each o th e r b u t in  an 
abso lu te  fash ion, the  c a lc u la tio n  and th e  execu tion  o f the  m anoeuvres are also 
independent. T h is  section describes w h a t happens in  th e  case o f each in d iv id u a l 
sa te llite . In  the  ac tua l execu tion  o f  the  softw are the  same, id e n tica l tasks are 
executed fo r a ll o f the  sa te llites . F ig u re  6.6 sum m arizes how  th e  in fo rm a tio n  
flows between each p a r t o f the  software.
1. A fte r  the  re levant te le m e try  has dow nloaded fro m  the sa te llite  the  o rb it  o f  
th e  sa te llite  is de te rm ined  v ia  a sym p lec tic  f i l te r  [76]. A l l  GPS b locks are 
f ilte re d  and the  re s u ltin g  o rb it  p o s itio n  and ve lo c ity  d a ta  is stored.
2. T he  m a in  co n tro lle r b lock  is a t the  he a rt o f the  D M C  o rb it  a cq u is itio n  so ft­
ware. I t  takes in  the  m iss ion  requ irem ents and the  reference o rb it  d e fin it io n
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GPS & Propulsion TM
F ig u re  6.6: O rb it  A c q u is it io n  Softw are S tru c tu re  and m a in  in fo rm a tio n  flo w  d ia ­
gram .
p rev ious ly  defined as in p u ts . I t  also ex trac ts  the  la tes t o rb it  e s tim a tio n  fo r 
the  sa te llite . I t  propagates the  reference to  m a tch  the  epoch o f the  sa te llite  
so th a t  the  d iffe re n tia l ep icyc le  elem ents can then  be passed on to  the  phaser 
a lg o rith m .
3. T he  phasing and o rb it  a cq u is itio n  a lg o r ith m  bas ica lly  solves th e  equations 
o u tlin e d  in  the  prev ious section. Based on the  re la tive  ep icycle  elements a t 
the  epoch o f th e  s a te llite  w ith  respect to  the  reference sa te llite , an in i t ia l  
f ir in g  p la n  is generated. N o te  th a t  th is  assumes th a t the  num ber o f fir in g s  
has a lready been fixed . T o  search fo r  the  o p tim a l num ber o f fir in g s  in  
each set these in i t ia l  f ir in g s  are passed back to  the  co n tro lle r, w h ich  then  
m odifies the  num ber o f fir in g s  so th a t i t  f its  the  p ropu ls ion  charac te ris tics  
o f the  sa te llite .
4. Once the fin a l f ir in g  p la n  is generated, a long  te rm  s im u la tio n  is run , w h ich  
s im u la tes the  execu tion  o f the  fir ings . T h is  num erica l s im u la tio n  serves
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as a v e r if ic a tio n  th a t  the  a n a ly tic a l a lg o r ith m  produces v a lid  fir in g s . T he  
s im u la tio n  takes th e  re levan t param eters  fro m  the  c o n tro lle r and th e  tw o  
p a rts  o f the  softw are create va rious o u tp u ts , w h ich  sum m arize  the  behav io u r 
o f the  in d iv id u a l sa te llite s  and  th e  co ns te lla tio n  as a w hole . T h is  code is 
also capable o f s im u la tin g  errors in  th e  f ir in g  m agn itudes and d irec tions , as 
w e ll as in tro d u c in g  noise in  th e  s im u la ted  measurem ents.
5. I f  the  s im u la tio n  produces the  expected behav iou r then  a recom m ended set 
o f fir in g s  is passed back to  a com m and generato r a lg o r ith m . T h is  piece o f 
softw are generates d iffe re n t op tions  fo r the  fir in g s  by  s h ift in g  the  execu tion  
tim e  by an in teger num ber o f o rb its . T h is  is needed so th a t  synch ron iza tio n  
between fir in g s  and  o th e r tasks, such as im ag ing , is s t i l l  possible. T he  fin a l 
resu lt is then  p u t in to  a ’sched-file ’ , w h ich  is then  up loaded to  the  sa te llite  
fo r execution.
6. Once some fir in g s  have been executed, p ro p u ls io n  te le m e try  can also be 
dow nloaded and analyzed. T he  pressure, tem pe ra tu re  and tim e  o f f ir in g  
variab les give estim ates a b o u t the  m ag n itu d e  o f f ir in g  executed and ve lo c ity  
change achieved. A lso , i f  th e  GPS receiver was on, then  the  G PS d a ta  can 
also be analyzed fo r  a nu m e rica l es tim a te  o f the  m a g n itu d e  o f the  fir in g . 
These estim ates, toge the r w ith  th e  es tim a ted  m a g n itu d e  o f fu e l usage is 
th e n  fed back in to  the  co n tro lle r w h ich  can make fu r th e r  ad jus tm en ts  in  
the  fu tu re  sets o f fir in g s .
U su a lly  sa te llite  co n tro l is considered open-loop  i f  d a ta  is exchanged between 
the  sa te llite  and the  g ro u n d s ta tio n . In  th is  case, since the  softw are  can be ru n  
com p le te ly  au tom a ted , i t  can be argued th a t  i t  is a c tu a lly  a closed loop  co n tro l 
o f the  co n s te lla tio n  w ith  an upda te  p e rio d  o f  several days o r weeks. A u to m a te d  
scrip ts  can generate b o th  th e  reference tra je c to ry  and also the  f ir in g  p lans a t any 
tim e . Once the  fir in g s  have been executed the  new GPS d a ta  and p ro pu ls ion
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te le m e try  provides new  m easurem ents by w h ich  the  loop  is closed. D ue to  the  
re la tiv e ly  large c o m p u ta tio n a l dem ands and the  lack o f in te rs a te llite  com m un ica ­
t io n  between the  D M C  sa te llites , th e  c a lcu la tio n  o f th e  c o n tro l m anoeuvres can 
genera lly  o n ly  be achieved on th e  g round . T he  o n ly  way to  com p le te ly  a u tom a te  
th e  process is by u p lo a d in g  a p re -ca lcu la ted  and  pre-propagated  o rb it  fo r  the  re f­
erence. T hen  the  onboard  o rb it  d e te rm in a tio n  f i l te r  can synchronize its  o u tp u t 
w ith  the  d a ta  po in ts  o f th e  p re -p ropaga ted  reference o rb it  and a t each p o in t the  
o rb it  a cq u is itio n  equations o u tlin e d  above can be solved to  generate a new f ir in g  
p lan .
W h ile  the softw are is s t i l l  in  e xpe rim en ta l stage, fu r th e r  extensions and new fea­
tu res are con tinuo us ly  im p lem en ted . A d d it io n  o f new m em ber sa te llites  (expected 
to  be launched in  2005) can be easily achieved w ith in  the  cu rre n t a rch itec tu re .
6.5 Results with D M C  data
T h is  section provides a sum m ary  o f the  resu lts  when the  softw are s tru c tu re  above 
is executed on the  a c tu a l D M C  sa te llite  da ta . The  re su ltin g  f ir in g  p lans also fo rm  
the  basis o f the  phas ing  s tra te g y  w h ich  was expected to  fin ish  in  F eb rua ry  2004. 
C u rre n tly  a ll sa te llites  are now  w ith in  th e ir  pre-specified phase w indow s. D ue to  
unexpected ope ra tio n a l d ifficu ltie s , the re  are s t i l l  a num ber o f sm a ll co rrections 
w h ich  need to  be done, however these w i l l  now  be p a r t o f o rb it  m aintenance 
opera tions.
6.5.1 Actual Orbit Injection Numbers
T he  launch  o f A lS a t in  la te  N ovem ber 2002 encountered some prob lem s and 
the  D M C  L T A N  requ irem ents  fo rced a s ig n ifica n t am oun t o f p ro p e lla n t to  be 
expended to  co rrec t fo r  o rb it  in je c tio n  errors between Janua ry  and A p r i l  2003.
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T h is  is because the  in je c tio n  overshot its  se m i-m a jo r axis by  a b o u t 30 k ilom e tres  
and thus  17 ms~l w o rth  o f fu e l was used to  co rrec t fo r th is .
B y  con tras t th e  launch  o f the  o th e r th ree  sa te llites  was a resound ing success. 
T ab le  6.2 sum m arizes the  ep icycle  elem ents o f th e  sa te llites  on 2 7 th  o f O c tobe r 
ju s t  before the  f irs t  m anoeuvres were s ta rted .
S a te llite S M A  (km ) Phase (deg) In c lin a tio n  (deg) L T A N  (deg)
A lS a t 7063.610 -23.03 98.1909 151.2807
B ilS a t 7063.284 -178.29 98.1957 151.2982
N igeriaS a t 7063.382 -178.25 98.1959 151.2973
U K D M C 7063.333 -179.24 98.1957 151.2959
Tab le  6.2: E p icyc le  elem ents o f the  D M C  sa te llites  a fte r the  launch  b u t before 
phasing m anoeuvres (2 7 th  O c t 2003).
I t  can be seen fro m  th is  ta b le  th a t  the  se m i-m a jo r axis d ifference between A lS a t 
and th e  new g roup  was a b o u t 300m  and the  new ly  launched sa te llite s  were tra i l in g  
in  the  o rb it  by  155 degrees. T he re  was also a 0.005 degree d ifference in  in c lin a tio n , 
w h ile  L T A N  differences are fro m  A lS a t were less th a n  5 seconds. Since A lS a t had 
a lready spent a considerable am oun t o f fue l, th is  m eant th a t  th e  choice o f the  
reference o rb it  was heav ily  w e igh ted  tow ards i t ,  due to  p o lit ic a l and fue l ba lanc ing  
argum ents.
A t  a jo in t  m ee ting  between mem bers o f the  D M C  conso rtium  several key decisions 
were m ade a fte r th e  launch  resu lts  were reviewed. I t  was decided to  go ahead w ith  
the  phasing m anoeuvres, b u t leave in c lin a t io n  and  L T A N  corrections fo r  la te r. I t  
was also agreed th a t  A lS a t w o u ld  n o t do any phasing m anoeuvres. T he  reference 
sem i-m a jo r axis and phase w o u ld  be equ iva len t to  th a t  o f A lS a t’s. T he  o th e r 
sa te llites  w ou ld  fo llo w  A lS a t in  th e  fo llo w in g  o rde r : N ige riaS a t (go ing  fro m  -155 
to  -90 in  phase), B ilS a t (-180) and U K D M C  (-270 degrees phase w ith  respect to
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A lS a t) . A t  a la te r stage A lS a t w ou ld  co rrec t its  in c lin a tio n  d ifference w ith  respect 
to  th e  rest o f the  D M C . T h is  is im p o r ta n t to  execute since i f  th is  co rrec tion  is 
o m itte d  a fte r 5 years the  L T A N  d ifference w o u ld  grow  to  8 m inu tes  and A lS a t 
w o u ld  fa ll be low  09:30 L T A N  3 m on ths  before the  rest o f  the  D M C  (F igu re  6.7).
time
F igu re  6.7: L T A N s  o f A lS a t w ith  and w ith o u t in c lin a tio n  m o d ific a tio n  w ith  re­
spect to  the  2003 launch  sa te llites
T he  es tim a ted  fue l usages fo r the  phas ing  m anoeuvres a t 27 th  O ctober, a long  
w ith  the  p re lim in a ry  values fo r the  fin a l phas ing  m anoeuvres are lis te d  in  Tab le  
6.3. N ote  th a t  th e  to ta l is the  sum  o f th e  absolute values. T h is  is because the  
signs in  th e  ta b le  also in d ica te  the  d ire c tio n  o f fir ings . These estim ates assume a 
90 day phasing pe riod . As shown in  the  prev ious section the  phasing p e riod  and 
th e  to ta l am oun t o f p ro p e lla n t spent is inverse ly p ro p o rtio n a l to  each o the r, thus 
fo r  a b o u t 3 tim es as m uch fue l the  phas ing  cou ld  be com ple ted  in  a m on th .
I t  is im p o r ta n t to  note th a t  the  long  te rm  L T A N  curve o f the  D M C  sa te llites  w il l  
be the  same as A lS a t’s a fte r th e ir  phas ing  m anoeuvres w il l  f in ish  and a d ju s t th e ir  
se m i-m a jo r axis by a b o u t 300 m etre  to  con fo rm  w ith  A lS a t.
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S a te llite  in i t ia l  a lo n g tra ck  f in a l a long track  crosstrack to ta l 
A lS a t 0 0 68 68
B ilS a t 28 -17 6 51
N ige riaS a t -20 36 0 56
U K D M C  87 -73 2 162
T ab le  6.3: E s tim a te d  fu e l usage o f sa te llites  in  cm /s  fo r  the  con s te lla tio n  acqu i­
s it io n  o f D M C  (2 7 th  O c t 2003).
6.5.2 Executed manoeuvres so far
F igu re  6.8 shows the  e vo lu tio n  o f th e  sem i-m a jo r axis o f the  sa te llites  so fa r. 
U s ing  the  D M C  co n s te lla tio n  m anagem ent software and c o o rd in a tin g  the  phasing 
e ffo rts  w ith  com m iss ion ing  and e a rly  opera tions, fir in g s  have been executed to  p u t 
th e  sa te llites  on to  th e ir  re la tive  d r i f t  tra je c to rie s . I t  is es tim a ted  th a t a ll phasing 
opera tions w i l l  f in ish  on o r before 12 th  F eb rua ry  2004.
N o te  th a t N ige riaS a t needed to  reduce its  S M A  so th a t i t  w i l l  d r i f t  closer to  
A lS a t, w h ile  B ilS a t and U K D M C  had to  increase th e ir  S M A  so th a t  th e y  d r i f t  
back and fu r th e r  away fro m  A lS a t.
6.5.3 Proposed manoeuvres for 2004
A fte r  the  in i t ia l  m anoeuvres executed in  N ovem ber 2003, the  re m a in in g  es tim a ted  
fue l usage fo r th e  sa te llites  is lis te d  in  T ab le  6.4.
N o te  th a t  U K D M C  has s ta rte d  its  phasing m anoeuvres early, and because o f  th is  
its  es tim a ted  fu e l usage fo r  the  f in a l stage has reduced no ticeab ly .
F ig u re  6.9 shows the  es tim a ted  e vo lu tio n  o f the  co n s te lla tio n  as s im u la ted  by  the  
D M C  con s te lla tio n  m anagem ent software.
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days since 27th Oct
F igu re  6.8: E v o lu tio n  o f se m i-m a jo r axis o f the  D M C  sa te llites  since 27 th  o f 
O ctober. T he  va ria tio n s  and  ju m p s  are due to  e s tim a tio n  errors.
S a te llite  in i t ia l  a long track  f in a l a long track  crosstrack to ta l
A lS a t 0 0 64 64
B ilS a t 0 -20 4 24
N ige riaS a t 0 34 0 34
U K D M C 0 -63 -1 64
T ab le  6.4: E s tim a te d  fue l usage o f sa te llites  in  cm /s  fo r  the  co n s te lla tio n  acqu i­
s it io n  o f  D M C  (16 th  Dec 2003).
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days sines 27th Oct
F ig u re  6.9: P ro je c tio n  o f  se m i-m a jo r axis o f  the  D M C  sa te llites  since 16 th  o f 
Decem ber. T h is  is th e  proposed p lan  to  fin ish  the  phasing and f ix  th e  se m i-m a jo r 
axis fo r  a ll sa te llites . N o te  th a t  because the s im u la tio n  o n ly  estim ates S M A  a t 
the  end o f fir in g s  the  step like  na tu re  o f the  previous g raph  is m issing.
W ith  th is  the  p la n n in g  o f a ll m anoeuvres is concluded. T he  p ro p e lla n t estim ates 
show th a t a ll sa te llites  have m anaged to  phase using less th a t  1.7 ms~l w o rth  o f 
fue l. A fte r  the  phasing m anoeuvres have fin ished  the  co n s te lla tio n  m aintenance 
w il l  be the  m a in  o b jec tive  o f the  softw are package, however th is  is le ft  fo r  fu tu re  
w ork .
6.6 Conclusions
T he  success o f the  D M C  m ission is n o t o n ly  c ru c ia l fo r  SS TL and th e  p a r t ic ip a tin g  
countries, b u t to  a ll w ho live  in  areas where n a tu ra l o r m an-m ade disasters are 
lik e ly  and frequen t rev is its  to  take  sa te llite  im agery  is o f he lp  to  agencies on the  
g round. Thus o rb it-a c q u is it io n  to  achieve 24 hou r im a g in g  rev is its  anywhere on
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the  E a rth , is c r it ic a l fo r  the  o p e ra tio n a l success o f th is  cons te lla tio n .
T h is  chap te r p rov ided  ano the r exam ple o f a p p lic a tio n  o f the  epicycle o rb it  m odel 
to  a m u lt i-s a te llite  system . E qua tion s  fo r  re la tive  phase, se m i-m a jo r axis, in c lin a ­
t io n  and L T A N  a cq u is itio n  have been derived fo r the  purpose o f o rb it  a cq u is itio n  
o f a sm a ll sa te llite  cons te lla tio n . A  m e th o d  to  define a reference o rb it  fo r sun syn­
chronous cons te lla tions  w ith  L T A N  requ irem ents has also been in troduced . T h is  
is an essential p a r t o f the  a lg o r ith m  since o n ly  in  th is  way can th e  re la tive  epicycle 
elements be ca lcu la ted , w h ich  are the  necessary in p u ts  to  th e  above equations.
F u rthe rm ore , an au to m a te d  co n s te lla tio n  a cq u is itio n  and m anagem ent a rch itec­
tu re  was presented w h ich  uses the  o rb it  a cq u is itio n  equations o u tlin e d  above. 
W ith in  th is  fram ew ork  com p lex  decisions concern ing fu e l ba lanc ing  o r reso lv ing  
con flic ts  between scheduled m anoeuvres and o th e r tasks (such as im ag ing ) can 
be m ade a u to m a tica lly . P roposed f ir in g  p lans and strategies fo r  o rb it  a cq u is itio n  
o f a ll D M C  sa te llites  have been generated and s im u la tions  show th a t  th e  o rb it  
a cq u is itio n  is successfully executed w ith in  the  pre-defined w indow s.
T he  s im u la tio n s  and the  rea l w o rld  a p p lic a tio n  showed th a t the  re fo rm u la tio n  
o f th e  epicycle equations fo r the  o rb it  a cq u is itio n  o f D M C  has w orked reason­
ab ly  w e ll. T he  softw are and the  executed m anoeuvres are on tra ck  to  sa tis fy  a ll 
cons tra in ts  set by the  D M C  m iss ion  design guidelines. T he  derived  phase and 
in c lin a tio n  a cq u is itio n  m ethods have su ffic ien t accuracy fo r  th is  a p p lic a tio n  and 
the  o rd e ring  scheme estab lished in  the  prev ious chapters was c ru c ia l to  de te rm ine  
w h ich  te rm s to  inc lude  in  th e  equations. T he  w r it te n  softw are is m o d u la r and 
easily configurab le , thus i t  can also be app lied  to  the  m anagem ent o f any o th e r 
L E O  co ns te lla tio n  w ith  a sing le  o rb ita l p lane.
I t  shou ld  also be no ted  th a t d u r in g  m anoeuvres the  overa ll eccen tric ities  o f a ll 
sa te llites  were reduced by  s im p ly  f ir in g  a t perigee when reduc ing  se m i-m a jo r axis 
and a t apogee when ra is in g  i t .  T h is  a llow s fo r b e tte r and easier co n tro l o f the  
phases, since in  th is  w ay o sc illa tio n s  in  the  re la tive  e cce n tr ic ity  can be e lim in a te d .
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I t  is also im p o r ta n t to  keep in  m in d  th a t  the  s ta te  o f the  co n s te lla tio n  has to  
be revised in  2 years t im e , when new m em ber sa te llites  w i l l  be launched to  jo in  
the  D M C . T he  effect o f the  launch  in je c tio n  errors m ay have a huge effect on the  
overa ll fue l budgets o f th e  sa te llites . In  the  case o f A lS a t, q u ite  a lo t  o f fue l was 
spent to  co rrec t fo r  such errors, w h ile  the  o th e r 3 sa te llites  w i l l  have p le n ty  le ft 
over even i f  m ain tenance costs fo r the  fo llo w in g  5 years are fac to red  in . Such fue l- 
im balances have a re s tr ic tiv e  effect on the  co n s te lla tio n  as a w hole, since usua lly  
th e  sa te llites  have to  adap t to  the  one w ith  th e  lowest am o u n t o f p ro p e lla n t.
D u r in g  the  course o f th e  executed m anoeuvres, i t  was also fou n d  th a t  a regu la r 
stream  o f GPS d a ta  fo r  a ll sa te llite s  is also ve ry  im p o r ta n t fo r  the  perfo rm ance o f 
the  softw are package. Since a ll decisions m ade are based on the  cu rre n t know ledge 
o f ep icycle  elem ents o f th e  sa te llites , accura te  and recent m easurem ents are c ruc ia l 
fo r  the  success o f the  a cq u is itio n  stage.
I t  is envisaged th a t in  th e  m onths  a fte r the  o rb it  a cq u is itio n  stage is fin ished, 
th e  same softw are can also be used fo r  m ain tenance o f the  cons te lla tio n . Since 
th e  a lg o rith m s  can ca lcu la te  th e  m ag n itu d e  o f  fir in g s  whenever new GPS d a ta  is 
dow nloaded, m ain tenance fir in g s  can be executed once the  sa te llites  s ta rte d  to  
d r i f t  ou ts ide  th e ir  predefined w indow s o r the  fir in g s  become large enough so th a t  
o p tim a l fir ings  can be executed on the  p ro pu ls ion  systems.
C hapter 7
C onclusions
In  th is  chapter, conclusions are d ra w n  fro m  the  w o rk  presented in  th is  thesis. 
T he  purpose o f  th is  w o rk  was to  develop and analyze the  use o f the  epicycle  
equations fo r m u lt i-s a te llite  a p p lica tio n s . S um m ary  and discussions are p rov ided  
below  on a chap te r by chap te r basis. F in a lly , p o te n tia l fu r th e r  developm ents in  
th is  research area are proposed.
7.1 Research Summary
7.1.1 Satellite Encounters
In  chap te r 3 th e  fo rm a tio n  o r co n s te lla tio n  assembly p rob lem  was addressed by 
t ry in g  to  synchronize tw o  sa te llite s  o rb it in g  a t very  d iffe re n t in c lin a tio n s . F irs t  an 
a n a ly tic a l m ode l was used to  p re d ic t the  t im e  o f encounters, and  L Q R  co n tro lle r 
was then  used in  b r in g in g  the  sa te llites  in  close p ro x im ity  to  each o th e r in  a con­
tro lle d  m anner. T h is  was achieved by  coun te rac tin g  the  d r i f t  caused by J 2 te rm s 
in  the  re la tive  phases b y  chang ing  th e  se m i-m a jo r axis o f one o f the  sa te llites . I t  
was fo u n d  th a t in  th e  general case o f tw o  sa te llites  w ith  a la rge in c lin a tio n  d iffe r-
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ence, such m anoeuvrin g  can be q u ite  fue l costly. Long  te rm  m ain tenance o f such 
encounters between U oS at-2  and U oSat-12 w ou ld  there fore  be unacceptable in  
p ra c tic a l te rm s. T he  a n a ly tic a l d e riva tio n  also h ig h lig h te d  the im p o rta n ce  o f  the  
re la tive  spherica l geom etry  and shows n o n line a r effects o f the  geom etry  in te ra c t 
w ith  each o ther.
U sing  the  m ode l developed tw o  S S TL sa te llites  were b ro u g h t to  w ith in  close 
p ro x im ity  o f each o the r and ra d io  s igna l a t th e  beacon frequency o f U oSat-2 
was in te rcep ted  d u rin g  th e  pass by  U oSat-12. C o llis io n  avoidance m odels and 
D o p p le r analysis ve rified  th e  p red ic tions  o f the  a n a ly tica l m odel. T h e  errors were 
in  the  range o f th e  l im its  o f th e  O B C  and the  receiver, thus the  accuracy o f the  
developed m ode l was concluded to  be ve ry  good.
7.1.2 Second Order Relative Orbit Model
T he  purpose o f chapters 4 and 5 was to  develop an a n a ly tic a l m odel fo r  the  
re la tive  m o tio n  o f sa te llites  in  Low  E a rth  O rb it .  T he  concept o f re la tive  epicycle  
coord ina tes and  re la tive  ep icycle  elements were in troduced . A  reference lo ca tio n , 
ca lled  the  g u id in g  centre, was ca re fu lly  chosen to  inc lude  a ll m ode lled  secular 
p e rtu rb a tio n s . A l l  p e rio d ic  effects were thus transfe red  in to  the re la tive  m o tio n . N 
T he  second o rde r so lu tio n  was th e n  derived by ca re fu lly  in c lu d in g  a ll p e rtu rb in g  
effects, such as n o n lin e a rity , ecce n tr ic ity  and geopo ten tia l.
T he  new so lu tio n  has several advantages w hen com pared w ith  the  lin e a r so lu tion :
•  Im proved  accuracy.
•  A llo w s  a b e tte r un d e rs ta n d in g  o f re la tive  o rb its .
•  P o s s ib ility  o f expand ing  to  inc lude  a rb it ra ry  num ber o f te rm s in  geopoten­
t ia l.
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Compared with the relevant literature, the relative orbit model has got these 
further advantages:
• Provides an ordering scheme for all perturbations.
• The equations are consistent and include all perturbations (J 2, e2, J2e ... 
etc.) of relevant magnitude.
• Previously established work on single satellite orbit control can easily be 
adapted for formation control.
The linearized equations show that a sufficient condition for a non-drifting con­
stellation is that the semi-major axis and inclination of satellites are set to be 
the same. While this restricts the number of available geometries, there are 
significant savings in fuel since the satellites now only fight against unmodelled 
perturbations.
Simulations show that when compared with numerical models including the same 
geopotential terms, there are no periodic or secular errors remaining in the model. 
All errors are below 1 meter magnitude for a 30km sized constellation for several 
days, which corresponds to third order terms excluded from the model.
In simulations when the analytical model is compared with a full 36x36 numerical 
simulation, a surprising result was produced. It was found that the 15th order 
tesseral terms resulted in resonant motion between the members of the formation, 
producing a large amplitude alongtrack oscillation.
7.1.3 D M C  Phase and Orbit Acquisition Software
In chapter 6, a simplified version of the relative epicycle equations were used to 
approach the problem of orbit acquisition and management of a constellation of 
satellites. While the approach and the equations are similar to those derived in
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chapter 3 where the aim was also correct phasing of the satellites, in this specific 
case the satellites are in very similar orbits and the aim is full orbit acquisition. 
To achieve this goal, an analytical model was derived to calculate the magnitude 
of firings need to achieve in-plane and out-of-plane orbit acquisition using an 
equal impulse strategy. Equations for relative phase, semi-major axis, inclination 
and LTAN acquisition have been derived and coded. Furthermore, a supporting 
software architecture was put in place to achieve many challenging constellation 
management tasks, such as: choice of reference orbit, fuel balancing, mission 
requirements variation, calculation of the optimal number of firings depending 
upon propulsion restrictions and so on. A  simulation package has also been 
added to numerically verify that the firings provided by the analytical model will 
eventually place the satellites into their required slots and inside the phase and 
LTAN requirement windows allowed. This software was also actually used for the 
DM C satellites.
7.2 Key Contributions
The objectives outlined in the introduction have been met as described below:
1. This thesis describes second order analytical relative motion equations for 
formations of satellites in LEO. The consistent approach of including all 
similar magnitude disturbances provides far better accuracy in relative po­
sition.
2. We present a solution to the question of how to describe a formation, 
whether in terms of one of the satellites or in terms of a virtual point 
that may move in a pre-defined way, but not necessarily a solution of the 
dynamic equations. The description we develop provides an intuitively clear 
picture of the formation dynamics.
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3. The practicality of using an analytical, epicyclic description of multi-satellite 
systems is demonstrated in formation and constellation assembly and main­
tenance. Applying the above theory to already launched satellites, real 
world results support the applicability of the method.
While the second order relative motion model is not applicable to all LEO for­
mations, the derivation and application of the model was aimed at low-cost and 
low-risk small satellite missions. This research provides evidence that formation 
flying demonstration missions are possible without expensive inter-satellite rang­
ing equipment and communication links. Formations can be setup which only 
require GPS for relative orbit determination and the low-risk, passive geome­
tries require small and infrequent firings. Similarly, constellation management 
of small satellites is also possible and has been demonstrated, however automa­
tion for making higher level, critical decisions (such as fuel balancing or choice of 
reference orbit) still requires complex processes.
7.3 Recommendation for Future Work and Ex­
tensions
There is a wide variety of other research projects, which have only been briefly 
addressed in this thesis, but further exploration of these topics is recommended 
as outlined below.
• In chapter 3 collision avoidance and monitoring was used in a probabilistic 
manner. Further work could use the epicycle equations to develop a frame­
work for modelling collision probabilistics between satellites in neighbouring 
orbits.
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• Expanding on the real world results between UoSat-2 and UoSat-12, simu­
lations could also be executed between a virtual satellite while a real world 
satellite does the firings. This simulation could be setup with a small in­
clination difference so that a complete formation assembly scenario can be 
demonstrated.
• Based on the work in chapter 4, it is recommended that comparisons with 
numerical relative orbit propagators are also executed. While the current 
method of propagating two satellites and then subtracting the coordinates 
is realistic, a lot of numerical accuracy can be recovered by using numerical 
relative orbit methods.
• In chapter 4, it was discovered that the largest real-world disturbance for 
LEO formations which was not included in the second order model is res­
onance from tesseral geopotential terms. Thus further investigation of this 
phenomena is recommended along with the possibility of extending the sec­
ond order model to include such terms.
• Based on the outline of the possible geometries available for inherently non- 
drifting formations in chapter 5, it is recommended that useful geometries 
for various proposed scientific or commercial missions is investigated. There 
is a definite need of synchronization between mission requirements and en­
gineering possibilities and the definition of the geometry of the formation 
is one crucial point which impacts many other aspects of the mission.
• The DM C software, while it is still under development, can be extended to 
include more features and automation. There are still a lot of experiments 
that could be performed such as calibration of the propulsion system, closed 
loop eccentricity control and extension of the system to directly include 
synchronization between firings and imaging requests. Further extension 
of the available software can also include automatic handling of imaging
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opportunities and queue scheduling for downloading images.
7.4 Concluding Remarks
While the epicycle equations are a very powerful orbit modelling tool for single 
orbits, the application for formation flying and constellations is far from trivial. 
The additional complexity introduced by coordination and cooperation of several 
satellites at once is the price which needs to be paid, before the scientific and 
commercial benefits of multi-satellite applications can be reached.
The application of the relative epicycle equations has a lot of potential. Using 
essentially the same framework, the accuracy can be adjusted whether the model 
is applied to simple constellations, or high accuracy formation flying. All LEO  
constellations or formations can be modelled with these adaptable equations. 
Hopefully this work and extensions of it will be applied to future formation flying 
or constellation missions.
A ppendix A
Epicycle Coefficients
This material is adapted from [45] :
J2 Coefficients 
Secular terms:
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Post Epicycle Coefficients
The non-zero J  2 coefficients in the post epicycle equations.
Secular Terms:
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Appendix B
Elements of the Partial 
Derivative Matrix
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The eccentricity parameters are replaced as follows :
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for zk
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