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ON ZERO-SUM SUBSEQUENCES OF LENGTH EXP(G)
KARTHIKESH, SRILAKSHMI KRISHNAMOORTY, AND UMESH SHANKAR
Abstract. Let G be a finite abelian group. Let g(G) be the smallest positive integer t such that
every subset of cardinality t of the group G contains a subset of cardinality exp(G) whose sum is
zero. In this paper, we show that if X is a subset of Z2
2n
with cardinality 4n + 1 and 2n or 2n − 1
elements of X have the same first coordintes, then X contains a zero sum subset. As an application
of our results we prove that g(Z2
6
) = 13. This settles Gao-Thangaduri’s conjecture for the case n = 6.
We also prove some results towards the general even n cases of the conjecture.
1. Introduction
Let G be a finite abelian group. We know that G ≃ Zn1⊕Zn2⊕· · ·Znd with 1 < n1 < n2 < · · · < nd,
where nd = exp(G).
Definition 1.1. By g(G) we denote the smallest positive integer t such that every subset X of G with
|X | ≥ t contains a subset S of X with |S| = exp(G) which satisfies
∑
s∈S
s = 0G.
Kemnitz [K82] proved that g(Z2p) = 2p − 1 for p = 3, 5, 7. It is known from the work of Gao-
Thangadurai that g(Z2p) = 2p − 1 for primes p ≥ 47 and g(Z
2
4) = 9. For odd n, consider the subset
A = {(0, 0), (0, 1), · · · , (0, n− 2), (1, 1), (1, 2), · · · , (1, n− 1)} of Z2n. Then |A| = 2n− 2 and A does not
contain any zero-sum subset of cardinality n. Hence g(Z2n) ≥ 2n− 1. For even n, consider the subset
B = {(0, 0), (0, 1), · · · , (0, n − 1), (1, 0), (1, 1), (1, 2), · · · , (1, n − 1)} of Z2n. Then |B| = 2n and B does
not contain any zero-sum subset of cardinality n. Hence g(Z2n) ≥ 2n+ 1.
Gao and Thangadurai conjectured the following [GT04]
Conjecture 1.2.
g(Z2n) =


2n− 1 if n is odd,
2n+ 1 if n is even.
Keminitz studied the constant for the general group G = Zdn [K82], [K83]. Several authors followed
his work and studied the constant for the group G = Zdn, for all n, d. ( [B82], [BB82], [G97], [BE02],
2010 Mathematics Subject Classification. Primary: 11B75, Secondary: 20K99.
Key words and phrases. Zero-Sum, Finite abelian groups.
i
ii KARTHIKESH, SRILAKSHMI KRISHNAMOORTY, AND UMESH SHANKAR
[EFLS02], [M95], [R00], [ST02] ). In this paper, we prove that g(Z26) = 13. In Section 3 of this paper,
we show that ( Theorems 3.2, 3.7) if X is a subset of Z22n with cardinality 4n + 1 and 2n or 2n − 1
elements of X have the same first coordinats, then X contains a zero sum subset. In Section 4, as an
application of our results, we prove Gao-Thangadurai’s conjecture for the case n = 6. We also prove
some results towards the general even n cases.
2. Preliminaries
Definition 2.1. Let A ⊆ Zn, For any natural number m ≤ n, the (unrestricted) m-fold sumset of A,
denoted bymA, is the collection of all elements of Zn that can be written as the sum ofm(not necessarily
distinct) elements of A, and the m-fold restricted sumset of A, denoted by Aψm−1A, consists of the
elements of Zn that can be written as the sum of m distinct elements of A.
Definition 2.2. We say that a set X = {a, b} ⊆ Z2n is of form I, if b = a+ 3. We say that a set Y
⊆ Z2n is of form II, if all the elements of Y are of same parity. If a set is neither form I nor form
II, we say that it is of form III.
Remark 2.3. For n = 3, a set which is of form I can never be of form II and vice versa.
We state the following theorem by Erdos-Ginzburg-Ziv Theorem [EGZ61].
Theorem 2.4. Each set of 2n− 1 integers contains some subset of n elements the sum of which is a
multiple of n.
Lemma 2.5. Let A = {a1, a2} and B = {b1, b2} are subsets of Z2n. Then |A+ B| ≥ 2 with equality
iff a1 ≡ a2 (mod n) and b1 ≡ b2 (mod n).
Proof. We know that a1 + b1, a2 + b1 are distinct as a1 6= a2, hence |A + B| ≥ 2. We also know that
a1 + b1 and a1 + b2 are distinct as b1 6= b2. We can see that |A+B| = 2 iff a1+ b1 ≡ a2 + b2 (mod 2n)
and a2 + b1 ≡ a1 + b2 (mod 2n) iff a1 ≡ a2 (mod n) and b1 ≡ b2 (mod n). 
Lemma 2.6. Let S ⊆ Z22n with |S| = 4n+ 1. Let the elements of S are in row a1, a2, · · · , at be the
elements of S for some t ≤ 2n. Let Ai = {y/(ai, y) ∈ S} for all 1 ≤ i ≤ t. Suppose k1+k2+· · ·+kt = 2n,
k1a1+k2a2+ · · ·+ktat = 0 for some 1 ≤ ki ≤ 2n and 0 ∈ A1ψ
k1−1A1+A2ψ
k2−1A2+ · · ·+Atψ
kt−1At,
then there exists 2n elements in the set S whose sum is zero.
Proof. We use the convention that if ki = 0, then Aiψ
ki−1Ai is an empty set. The equation k1a1 +
k2a2 + · · ·+ ktat = 0. Also, 0 ∈ A1ψ
k1−1A1 +A2ψ
k2−1A2 + · · ·+Atψ
kt−1At, which implies that there
exists a choice of ki elements in Ai, say b
i
1, b
i
2 · · · , b
i
ki
, such that,
∑
1≤i≤t
∑
1≤j≤ki
bij = 0.
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Hence the 2n elements (ai, b
i
j) where 1 ≤ i ≤ t, 1 ≤ j ≤ ki adds upto (0, 0). 
Lemma 2.7. Let A,B ⊆ Zn. If |A|+ |B| > n, then 0 ∈ A+B.
Proof. Let |A| = i and |B| = j and i + j > n. Let A = {a1, a2, ..., ai} and B = {b1, b2, ..., bj}. Define
−A = {−a1,−a2, ...,−ai}. It is clear that | −A| = i. We have,
| −A|+ |B| − |(−A) ∩B| = |(−A) ∪B| ≤ n
Since |A| + |B| > n, (−A) ∩ B is non empty. Hence there exists al in A such that −al is in B. We
have al + (−al) = 0 ∈ A+B. 
3. MAIN THEOREMS
Let the elements of Z2N are in N rows and N columns as {(0, 0), (0, 1), ....(0, N − 1), (1, 0), (1, 1), ....
(1, N − 1), ...(N − 1, 0), (N − 1, 1), ...., (N − 1, N − 1)}. We denote pk(≤ m, l) the number of partitions
of l into at most k parts, each less than or equal to m. There are
(
N2
2N+1
)
subsets of Z2N with cardinality
2N + 1. Given X ⊂ Z2N , with |X | = 2N + 1, elements of X can be distributed in N rows and N
columns in pN (≤ N, 2N + 1) ways.
Lemma 3.1. Let a1, a2, ..., a2N+1 be a sequence in ZN such that (i) a1 = a2 = · · · = aN ,
(ii) ai 6= a1 ∀ i ≥ N + 1 and (iii) aN+1, · · · , a2N+1 have atleast two distinct elements. Then we have
a subsequence of length N, say b1, b2, · · · , bN , such that
∑n
i=1 bi = 0, with at least one of the bi is a1
and not all b′is are a1.
Proof. WLOG Let a2N 6= a2N+1. Consider the sequence a2, · · · , a2N . By Theorem 2.4 we know there
exists a N -subsequence whose sum is zero. Note that not all elements in such N -subsequence are a1.
If this subsequence contains a1, then we are done. Otherwise it must be aN+1, · · · , a2N . This gives
that aN+1 + aN+2 + · · ·+ a2N ≡ 0 (mod N). By Theorem 2.4, the sequence a2, a3, · · · , a2N−1, a2N+1
contains a N -subsequence whose sum is zero. Note that not all elements in such N -subsequence
are a1. If this contains a1, then we are done. Otherwise, it must be aN+1, · · · , a2N−1, a2N+1. Hence
aN+1+aN+2+· · ·+a2N−1+a2N+1 ≡ 0 (mod N). Equating the two zero sums implies that a2N = a2N+1,
which is a contradiction. Hence there is an N-subsequence containing a1. 
Theorem 3.2. Suppose (a1, b1), (a2, b2), ...(a2N+1, b2N+1) is a subset in Z
2
N such that it contains all
elements from a particular row that is, a1 = a2 = · · · = aN . Then there exists an N sum which adds
upto (0, 0).
Proof. Since a1 = a2 = ..... = aN , the elements aN+1, · · · , a2N+1 are not all equal. Consider the
sequence of first corodinates. Then by Lemma 3.1, there exists an N -subsequence whose sum is
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zero and it contains a1. Now consider the second coordinates. Suppose B denote the sum of second
coordinates of the remaining N − 1 sums (other than a1). Let A = {b1, b2, · · · , bN}. Since A = ZN ,
we have |AψB| ≥ |A| = N . Hence there exists a zero in AψB and therefore we have a N sum which
is zero. 
Proposition 3.3. Let n ∈ N and let A ⊂ Z2n such that |A| ≥ n+ 2 then AψA = Z2n.
Proof. Consider an element x in Z2n. If x = 2k + 1 for some k ∈ Z2n, define the sets T
′
x,1 =
{k + a : 1 ≤ a ≤ n} and T ′x,2 = {(k − a) + 1 : 1 ≤ a ≤ n}. Note that 2k+1 ∈ T
′
x,1+T
′
x,2, T
′
x,1∪T
′
x,2 =
Z2n and |T
′
x,1| = |T
′
x,2| = n. There are n pairs {(k + a, (k − a) + 1) : 1 ≤ a ≤ n} in T
′
x,1 ∪ T
′
x,2 = Z2n.
Then choosing n+1 elements from A ⊆ T ′x,1 ∪ T
′
x,2 = Z2n guarantees the existence of x in AψA, since
by pigeonhole principle, there exists atleast one pair (k + a, (k − a) + 1) such that both k − a and
(k − a) + 1 belongs to A for some 1 ≤ a ≤ n. The sum is k + a+ (k − a) + 1 = 2k + 1 = x.
If x = 2k for some k ∈ Z2n, define the sets Tx,1 = {k + a : 0 ≤ a ≤ n} and Tx,2 = {k − a : 0 ≤ a ≤ n} .
Note that 2k ∈ Tx,1+Tx,2, Tx,1∪Tx,2 = Z2n and |Tx,1| = |Tx,2| = n+1. Then choosing n+2 elements
from A guarantees the existence of x in AψA, since by pigeonhole principle, there exists atleast one
pair which sums up to 2k. 
Claim: Aψk−1A = Z2n whenever |A| ≥ n + k. We proved it for k = 2. We provide a simple
argument to obtain a weak lower bound for |A| so that Aψk−1A = Z2n by induction. Assume that if
|A| ≥ l, then Aψn−2A = Z2n. Let |A| ≥ l + 1. Write A = a ∪ (A − a). Hence, |A − a| ≥ l. We know
that Aψn−2A + a ⊂ Aψn−1A, but n− 1A−a = Z2n, by induction. And by monotonicity of residue
class addition, we get Aψn−1A is Z2n. This proves our claim.
Remark 3.4. We have shown that Aψk−1A = Z2n whenever |A| ≥ n + k. Also, we can set up a
bijection between Aψk−1A and Aψ|A|−k−1A with the map a 7→
(∑
x∈A x
)
− a. By these two facts,
we can provide slightly stronger bounds. For example, Let |A| = 2n − 1. We get Aψk−1A = Z2n for
2 ≤ k ≤ n− 1 and Aψk−1A = Z2n for 2 ≤ k ≤ 2n− 3.
Definition 3.5. Let a subsequence of sequence of length 2n be of acceptable length if the length of the
subsequence is not 2 or 2n.
Lemma 3.6. Among 2n + 2 non zero elements in Z2n not more than 2n elements are equal, there
exists a zero sum subsequence of acceptable length.
Proof. Case 1: Suppose A doesn’t contain a pair of inverses Let A be a1, · · · , a2n+2 such that
a2n 6= a2n+2. Choose the subsequence a1, · · · , a2n. If a1 + · · · + a2n = 0, then replace a2n by a2n+1.
Now, a1 + · · · + ˆa2n−1 + a2n+1 6= 0. But since D(Z2n) = 2n, we must have a zero sum subsequence
of acceptable length. Case 2: Suppose A contains atleast a pair of inverses. A must contain
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atleast three different elements. If not, then if a, b are the inverses, we have the acceptable length
subsequence a, a, b, b which adds upto zero. WLOG, let the inverses be in a1 to a2n+1 and the third
element be a2n+2. We can assume that A doesn’t have two copies of a and b simultaneously. Otherwise,
a, a, b, b exists. WLOG, we say that b appears only once in A. Case 2.a: A contains only 3 different
elements Now A looks like b, a, · · · , a, c, · · · , c. Pick the 2n element sequence to be A without one
copy of b and a. If this sequence sums upto zero, then pick the 2n sequence obtained by removing b
and c from A. This can’t add upto zero and therefore, has a subsequence of acceptable length that
sums to zero. Note: The argument might not work when A is of the b, c, a, · · · , a where a appears 2n
times, but clearly the 2n sequence c, a, · · · , a doesn’t add upto zero.
Case 2.b: A has more than 4 elements Say, a, b, c, d and others. A looks like
b, a, · · · , a, c, · · · , c, d, · · · , d, others. Pick the 2n element sequence to be A without one copy of b and
a. If this sequence sums upto zero, then pick the 2n sequence obtained by removing b and c from A.
This sequence can’t sum upto zero. If it has a two element subsequence that sums upto zero, say e, f,
then clearly a+ b+ e+ f = 0. This completes our proof. 
Theorem 3.7. Let A be a 4n+ 1 length sequence in Z2n × Z2n such that 2n− 1 elements are from a
particular row, then there exists a 2n subsequence of A that sums up to zero.
Proof. Let A be the sequence x1, · · · , x4n+1 where xi = (ai, bi). Let A
′ be the sequence of first
coordinates, that is ai. Let us assume that the first 2n − 1 elements are from the particular row a,
ai = a when 1 ≤ i ≤ 2n− 1. We will now construct a 2n element subsequence of A
′ that adds up to
zero. Construct A′′ to be the subsequence ai − a’s where 2n ≤ i ≤ 4n + 1. This is 2n + 2 non zero
element subsequence which satisfies the criterion in the lemma 3.6. Therefore, this contains a zero
sum subsequence of acceptable length. Let this zero sum subsequence be a
′
ij where 1 ≤ j ≤ k. But
a
′
ij = aij − a. Since this sequence is a zero sum sequence
∑k
j=1 aij = ka. Therefore, a new 2n-length
sequence yi = a for 1 ≤ i ≤ 2n−k, y2n−k+j = aij where 1 ≤ j ≤ k. By way of construction,
∑
i yi = 0.
Look at set of all possible second coordinates sums of sub-sequences of A whose first coordinates are
yi be B. This is of the form Bψ
2n−k−1B+D, for some set D. But from our previous lemma, we know
that Bψ2n−k−1B = Z2n and therefore, it contains a zero. This completes our proof. 
4. Application
We apply our main theorems to prove the following theorem, which settles Gao-Thangadurai’s
conjecture for n = 6. There are 23,107,896,00 subsets of Z26 with cardinality 13. Given X ⊆ Z
2
6, with
|X | = 13, elements of X can be distributed in six rows in 42 = p6(≤ 6, 13) ways, given by
1. 6+6+1 (six elements in one row, six elements in another row and one element in another row),
2. 6+5+2, 3. 6+5+1+1, 4. 6+4+3, 5. 6+4+2+1, 6. 6+4+1+1+1, 7. 6+3+3+1, 8. 6+3+2+2,
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9. 6+3+2+1+1, 10. 6+3+1+1+1+1, 11. 6+2+2+2+1, 12. 6+2+2+1+1+1, 13. 5+5+3, 14.
5+5+2+1, 15. 5+5+1+1+1, 16. 5+4+4, 17. 5+4+3+1, 18. 5+4+2+2, 19. 5+4+2+1+1,
20. 5+4+1+1+1+1, 21. 5+3+3+2, 22. 5+3+3+1+1, 23. 5+3+2+2+1, 24. 5+3+2+1+1+1,
25. 5+2+2+2+2, 26. 5+2+2+2+2+1+1, 27. 4+4+4+1, 28. 4+4+3+2, 29. 4+4+3+1+1, 30.
4+4+2+2+1, 31. 4+4+2+1+1+1, 32. 4+3+3+3, 33. 4+3+3+2+1, 34. 4+3+3+1+1+1, 35.
4+3+2+2+2, 36. 4+3+2+2+1+1, 37. 4+2+2+2+2+1, 38. 3+3+3+3+1, 39. 3+3+3+2+2, 40.
3+3+3+2+1+1, 41. 3+3+2+2+2+1, 42. 3+2+2+2+2+2.
Theorem 4.1. Given any X ⊆ Z26, with |X | = 13, there exists a subset of S of X with |S| = 6, and∑
s∈S s = (0, 0).
3+3+4 (the partitions of 10 into three parts)
Proposition 4.2. Let a, b, c denote the corresponding rows in which 3,3,4 elements are distributed
respectively. There is a zero in the sequence 2(a+ b+ c), 2a+ b+ 3c, 2b+ c+ 3a, a+ 2b+ 3c, 2a+ c+
3b, a+ 2c+ 3b, b+ 2c+ 3a.
Proof. Suppose none of the elements 2(a+ b+ c), 2a+ b + 3c, 2b+ c+ 3a, a+ 2b+ 3c, 2a+ c+ 3b are
divisible by 6. Then we show that a+ 2c+ 3b or b + 2c+ 3a is divisible by 6. Consider the sequence
aabbc. By Theorem 2.4, we have atleast one element in the sequence T1 : a+ b + c, 2a+ b, 2b+ c, a+
2b, 2a + c is divisible by 3. Consider the sequences abbcc. By Theorem 2.4, atleast one element in
T2 : a+ b+ c, a+ 2b, a+ 2c, b+ 2c, 2b+ c is divisible by 3.
Let us denote the sequence a + 3c, c + 3a, c + 3b, b + 3c by S. Suppose there is atleast one even in
S, then we have an element in T1, which is divisible by 6. That is a contradiction to our assumption.
Hence all elements in S are odd. Therefore a+ 3c+ c+ 3b and b+ 3c+ c+ 3a are even. Hence either
a+ 3b+ 2c or b + 3a+ 2c in T2 is divisible by 6.
We consider four elements in the sequence 2(a + b + c), 2a + b + 3c, 2b+ c + 3a, a+ 2b + 3c, 2a+ c +
3b, a+ 2c+ 3b, b+ 2c+ 3a and prove the proposition. Remaining three cases can be proved similarly
by interchanging a and b.
Suppose 3a+ 2b + c = 0, this implies that if we choose 3 elements from row a, 2 from row b and one
from row c, the first coordinate adds upto 0 modulo 6.
We have |AψAψA| = 1, |BψB| = 3, and |C| = 4. Since |AψAψA +BψB|+ |C| = 7 > 6,
0 ∈ AψAψA+BψB + C, by Lemma 2.7.
Suppose a+3b+2c = 0, consider the set A+BψBψB +CψC. We have |BψBψB| = 1 and therefore,
|A+BψBψB| = 3. Since |CψC| ≥ 4 (by Lemma 4.5 i). We have |A+BψBψB| + |CψC| > 6. Hence
0 ∈ A+BψBψB + CψC, by Lemma 2.7.
Suppose a + 2b + 3c = 0. Then |BψB| = 3 and therefore, |A + BψB| ≥ 3. Since |CψCψC| = 4,
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0 ∈ A+BψB + CψCψC, by Lemma 2.7.
Suppose 2(a+ b+ c) is zero. Then |BψB| ≥ 3 and |AψA| ≥ 3. This implies |AψA+BψB| ≥ 3. Since
|CψC| ≥ 4, 0 ∈ AψA+BψB + CψC, by Lemma 2.7. 
Out of these 42 = p6(≤ 6, 13) cases, Theorem 3.2 and 3.7, Theorem 4.1 is solved for the cases where
6 and 5 appears as an entry in the partition of 13. Cases in which 3+3+4 appears are also solved.
We show that the remaining 10 cases of partitions of 13 follows from Lemma 2.7 by computing the
cardinalities of certain subsets. Next we provide the proofs of these 10 cases, case by case. We need
following three lemmas.
Lemma 4.3. Let A ⊆ Z6. For any natural number y < |A|,
|AψyA| ≥ |A| if 1 ≤ y < |A| − 1, |AψyA| = 1 if y = |A| − 1.
Proof. Suppose A = {a1, a2, ..., al}. If y = l − 1, then |AψA| = |{a1 + a2 + ...+ al}| = 1.
We shall prove the inequality for the cases |A| = 3, 4, 5, as it follows trivially for the rest of the cases
in Z6.
Case I : |A| = 3. Let A = {a1, a2, a3}.
We have AψA = {a1+a2, a2+a3, a1+a3} and all of these are distinct in congruence modulo 6. Hence
|AψA| = |A| = 3.
Case II : |A| = 4. Let A = {a1, a2, a3, a4}.
Case II.1 : y = 1
We then have AψA = {a1 + a2, a1 + a3, a1 + a4, a2 + a3, a2 + a4, a3 + a4}. It is clear that a1 + a2, a1 +
a3, a1 + a4 are distinct in modulo 6. Now suppose if we assume, |AψA| < |A|. We then have
a1 + a2 = a3 + a4, a1 + a3 = a2 + a4 and a1 + a4 = a2 + a3. Hence we get a2 = a3 +3 and a2 = a4 +3.
Therefore we have a contradiction and hence |AψA| ≥ |A|.
Case II.2 : y = 2
We have AψAψA = {a1 + a2 + a3, a1 + a2 + a4, a1 + a3 + a4, a2 + a3 + a4}. It is clear that a1 + a2 +
a3, a1+a2+a4, a1+a3+a4 are distinct. WLOG, if a2+a3+a4 ≡ a1+a2+a3. We then have a4 = a1,
which is a contradiction. Hence, |AψAψA| = |A| = 4.
Case III : |A| = 5. Let A = {a1, a2, a3, a4, a5}.
Case III.1 : y = 1
We have AψA = {a1 + a2, a1 + a3, a1 + a4, a1 + a5, a2 + a3, a2 + a4, a2 + a5, a3 + a4, a3 + a5, a4 + a5}.
It is clear that a1 + a2, a1 + a3, a1 + a4, a1 + a5 are disitint in modulo 6. Therefore, |AψA| ≥ 4. Now
suppose |AψA| < |A| that is |AψA| = 4. For the sake of notations, we shall denote the tuple (ai, aj)
by (i, j). Consider (1, 2). Then it is clear that the congruences (2, 3), (2, 4), (2, 5) can not be equal to
(1, 2). WLOG, let (1, 2) = (3, 4). We then have two subcases
viii KARTHIKESH, SRILAKSHMI KRISHNAMOORTY, AND UMESH SHANKAR
Subcase III.1.1 : (1, 3) = (2, 4), (1, 4) = (2, 5), (1, 5) = (2, 3).
The left out congruences are (3, 5), (4, 5). We then have (4, 5) to be equal to (1, 2) or (1, 3). But then
we have (4, 5) = (1, 2) = (3, 4) which implies a5 = a3, or (4, 5) = (1, 3) = (2, 4) which implies a5 = a2
a contradiction.
Subcase III.1.2 : (1, 3) = (2, 5), (1, 4) = (2, 3), (1, 5) = (2, 4).
The left out congruences are (3, 5), (4, 5). We then have (4, 5) to be equivalent to (1, 3). But then we
have (4, 5) = (1, 3) = (2, 5) which implies a4 = a2, again a contradiction.
Therefore, |AψA| ≥ |A|.
Case III.2 : y = 2
AψAψA = {(1, 2, 3), (1, 2, 4), (1, 2, 5), (1, 3, 4), (1, 3, 5), (1, 4, 5), (2, 3, 4), (2, 3, 5), (2, 4, 5), (3, 4, 5)}. Con-
sider the set A
′
= {a2, a3, a4, a5}. From the previous case for cardinality equal to four, we get
|A
′
ψA
′
ψA
′
| = 4. Hence |AψAψA| ≥ 4.
Now suppose |Aψ2A| < |A|, that is |Aψ2A| = 4. The elements (2, 3, 4), (2, 3, 5), (2, 4, 5), (3, 4, 5) are
distinct in modulo 6. Now we start our cases
Case III.2.1 : (3, 4, 5) = (1, 2, 3)
Since (1, 2, 4) and (1, 2, 5) can not be congruent to (2, 4, 5). We have (1, 2, 4) = (2, 3, 5) and (1, 2, 5) =
(2, 3, 4). But then (1, 4, 5) being congruent to any of the four elements in A
′
ψ2A
′
leads to a contradic-
tion.
Case III.2.2 : (1, 2, 3) = (2, 4, 5)
Case III.2.2a : (1, 2, 4) = (3, 4, 5)
The left over congruences are (2, 3, 4) and (2, 3, 5). It is clear that (1, 2, 5) = (2, 3, 4). Consider the
element (1, 3, 5). This could be congruent to (2, 3, 4) or (2, 4, 5). But then it implies (1, 3, 5) = (1, 2, 5)
or (1, 3, 5) = (1, 2, 3) which is a contradiction.
Case III.2.2b : (1, 2, 4) = (2, 3, 5)
We then have (1, 2, 5) = (3, 4, 5) or (1, 2, 5) = (2, 3, 4)
Consider the element (1, 3, 4). In either of the above cases, (1, 3, 4) can not be congruent (2, 3, 4) or
(3, 4, 5). Therefore it could be congruent to (2, 3, 5) or (2, 4, 5). But then this implies (1, 3, 4) is con-
gruent to (1, 2, 4) or (1, 2, 3), which is a contradiction.Hence |Aψ2A| ≥ |A|.
Case III.3 : y = 3
We have AψAψAψA = {(1, 2, 3, 4), (1, 2, 3, 5), (1, 2, 4, 5), (1, 3, 4, 5), (2, 3, 4, 5)}.
Claim : |Aψ3A| = 5.
Consider the set F = {1, 2, 3, 4, 5}. We define F ∗ = {X | X ∈ 2F , |X | = 4}.
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Note that |F ∗| = 5. For any Xi, Xj ∈ F
∗, we have that |Xi ∩Xj | = 3, by pigeonhole principle. There-
fore any two elements in Aψ3A has to be distinct in modulo 6, or otherwise we have a contradiction
by the above arguement. Hence proved. 
Our main theorems can be generalized to prove Gao and Thangadurai’s conjecture 1.2 for any even
N. The following remark is true. It is the generalization of the above lemma for even N.
Remark 4.4. Let N ∈ 2N and let A ⊆ ZN . For any natural number y < |A|,
|AψyA| ≥ |A| if 1 ≤ y < |A| − 1, |AψyA| = 1 if y = |A| − 1.
Lemma 4.5. Let A,B ⊆ Z6.
(i) If |A| = 4, then |AψA| ≥ 4 and AψA contains all odds.
(ii) If |A| = 3 and |B| = 2, then |A+ B| ≥ 3 with equality iff A,B are of form II.
(iii)If |A| = 3, then AψA contains even number of odds.
(iv)If |A| = |B| = 3, then |A + B| ≥ 3 with equality iff A,B are of form II. For A = B we have
|AψA| = 3.
Proof. (i) We have |AψA| ≥ 4, hence A must contain atleast one odd. If A contains all odds, we are
done. If A contains all evens, then also we are done, since |A| = 4 and number of evens is three, there
must be one odd element in A. Summing this element with the three evens, we obtain three distinct
odd elements. Let us suppose A has two odds and two evens. Let O = {a1, a2} where a1, a2 both
are odd and E = {b1, b2} where b1, b2 both are even. By applying lemma 2.5 with n = 3, we have
|O + E| ≥ 3. But we also know ai + bj is always odd for 1 ≤ i ≤ j ≤ 2. Therefore, we conclude
O + E = {1, 3, 5} .
(ii) It is clear that if A,B are of form II, then |A + B| = 3. Suppose A is not of form II, let
A = {a1, a2, a3} and B = {b1, b2} . There exists a subset A′ = {a1, a2} which is of form II. By
applying lemma 2.5 with n = 3, |A′+B| ≥ 3 as A′ is not of form I. If |A′+B| ≥ 4, then we are done.
Suppose |A′ + B| = 3, we know that two distinct elements a1 + b1, a1 + b2 belong to A′ + B. Hence
we have a1 + b2 = a2 + b1. Consider a3 + b2. It cannot be a1 + b2, a2 + b2. If a3 + b2 = a1 + b1, then
a3 − a1 = b1 − b2 = a2 − a1 implies that a3 = a1, which is a contradiction. Hence a3 + b2 is distinct
from A′+B and |A+B| ≥ 4. It is clear that |A+B| ≥ 4 if A is of form II and B is not of form II.
(iii) Consider AψA = {c1 = a1 + a2, c2 = a2 + a3, c3 = a3 + a1} .We have c1+c2+c3 = 2(a1+a2+a3),
an even number. It follows that two elements in A have to be odd or none of them are odd. Hence
AψA has even number of odds.
(iv) If A and B both were of form II, then A + B is also of from II. Suppose WLOG , A is not of
form II and let B′ is a subset of B with cardinality 2. Then by (ii), |A+B′| > 3. But we know that
A+B′ ⊆ A+B. Hence we are done. 
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Lemma 4.6. Let a, b, c, d ∈ Z6 be distinct elements. Define
P = (2(a+ b+ c), 2(a+ b+ d), 2(a+ c+ d), 2(b + c+ d)) ∈ Z46.
Q = (2(a+ b) + c+ d, 2(a+ c) + b+ d, 2(b+ c) + a+ d, 2(a+ d), b+ c) ∈ Z46.
Then one of the following is true.
(i) Two zeroes in the entries of P (ii) Two zeros in the entries of Q (iii) One zero entry in P and Q.
Proof. Let R = (a+ b+ c, a+ b+ d, a+ c+ d, b+ c+ d) ∈ Z46. All four entries of R are distinct. Now
if 0 and 3 both are entries of R, then (i) is true. If 0 or 3 is not an entry of R, then 1, 2, 3, and 4 are
entries of R. So (ii) is true. If either 0 or 3 is an entry of R, then there are two entries in R, which are
inverses of each other. So (iii) is true. 
Corollary 4.7. Let A = {a, b, c, d, e} be distinct elements of Z6. Then 2(a + x + y) = 0, for some
x, y ∈ A− {a} .
Proof. Let A′ = {b, c, d, e} . By lemma 4.5 (ii), A′ψA′ contains all odds. Either −a or −a+ 3 is odd.
It follows that 2(a+ x+ y) = 0, for some x, y ∈ A− {a} . 
Case 35 : 4+3+2+2+2
Let the row with 4 elements be a, the one with three be b, the one with 2 be c, d, e, and f be the
value of the remaining row. If f + 3 = a, then 2a + b + c + d + e = 0. We know that |AψA| = 4
and |B + C + D + E| ≥ 3, since |B| = 3. If f + 3 = b, then a + 2b + c + d + e = 0. We know that
|A+C +D+E| ≥ 4 and |BψB| ≥ 3. If f + 3 = c, then we have a+ b+ 2c+ d+ e = 0. We know that
|A| = 4 and |B + CψC +D + E| ≥ 3, since |B| = 3. The proofs for the cases f + 3 = d or e follows
similarly.
Case 36 : 4+3+2+2+1+1
Let the row with 4 elements be a, the one with 3 be b, the one with 2 be c and d, and the remaining
be e and f. Let the set of second coordinates of the elements in row a be A, b be B and so on.
Case I : a + 3 6= b. WLOG, suppose a + 3 = d or a + 3 = e, then we have 2a + b + c + e + f = 0
or 2a + b + c + d + f = 0 respectively. We also know that |AψA| ≥ 4. The sets B + C + E + F or
B + C + D + F contains atleast 3 elements because |B| = 3. Hence one of them is an inverse of an
element in AψA. Hence AψA+B + C + E + F or AψA+B + C +D + F contains zero.
Case II : a+3 = b. This implies that c+3 is either d or e WLOG. Hence either a+ b+2c+ e+ f = 0
or a+ b+2c+ d+ f = 0 respectively. |A| = 4 and B+CψC +E+F or B+CψC +D+F has atleast
three elements because |B| = 3. The inverse of an elements in the latter sets must belong in A.
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Case 37 : 4+2+2+2+2+1
Let a, b, c, d, e, f denote the row value for the corresponding partition in the given order respectively.
Let the set of second coordinates of the elements in rows be A,B,C,D,E, F respectively. Since we
have considered all rows, a+b+c+d+e+f 6= 0 as these are distinct elements in Z6. Assume f = a+3.
Then we have 2a+b+c+d+e = 0. Let A = {α1, α2, α3, α4} , B = {β1, β2} , C = {γ1, γ2} , D = {δ1, δ2} ,
E = {ǫ1, ǫ2} and F = {ζ}.
Case I : At least one of the rows B,C,D,E is not of form I. WLOG, let B be not of form I.
Consider the set AψA + B + C + D + E. Then it follows from Lemma 2.5 that |B + C| ≥ 3, so
|B+C+D+E| ≥ 3. We also have |AψA| ≥ 4 by Lemma 4.5, Since |B+C+D+E|+ |AψA| ≥ 7 > 6.
Case II : The rows B,C,D,E are of form I. By Lemma 2.5, |B+C+D+E| = 2. Let B+C+D+E =
{β + γ + δ + ǫ, β + γ + δ + ǫ+ 3}. Therefore B + C + D + E contains an odd. By Lemma 4.5 (ii),
AψA contains all odds and therefore the inverse of the odd element in B +C +D+E exists in AψA.
Now a + 3 can be either b, c, d or e. WLOG assume e = a + 3, we have 2a + b + c + d + f = 0. The
proof is similar by relplacing E with F as above.
Case 31 : 4+4+2+1+1+1
Case I : We have 2a+b+c+d+e = 0. By Lemma 4.5(i) we have |AψA| ≥ 4. Also, |B+C+D+E| ≥ 4.
Case II : f = c + 3. We have 2c + a + b + d + e = 0. Also, |A| = 4 and |CψC + B +D + E| ≥ 4.
Case III : f = e+ 3.
sub case III.1 : b = a+ 3. WLOG, let a = f + 1, b = f + 4, c = f + 2, d = f + 5.
Now 2(b+ c) + a+ d = 0, |BψB + CψC| ≥ 4 and |A+D| ≥ 4.
Case 30 : 4+4+2+2+1
Let the rows with 4 elements be a and b, the rows with 2 elements be c and d, the one with single
element be e and f be the remaining row.
Case I : f +3 6= e. WLOG, assume f +3 = a or f +3 = c. We have 2a+ b+ c+ d+ e = 0, |AψA| = 4,
|B| = 4 or a+ b+ 2c+ d+ e = 0, |A| = 4 and |B| = 4. Case II : f + 3 = e. Case II.1: a = b+ 3
If a = b+ 3 and f = e+ 3, we know that c = d+ 3. We claim that 3a+ b+ c+ e or 3a+ b+ d+ e is
0. The difference is c − d which is 3. The sum is 2b + c + d + 2e = 2b + 2c+ 2e + 3. Since 2b, 2c, 2e
are different congruences modulo 6 and all of them are even, they have to be 0, 2, 4 in some order.
Hence their sum is zero modulo 6. It follows that 2b+ 2c+ 2e+ 3 = 3. This proves our claim as if the
sum and difference of two numbers is ≡ 0 (mod 3), then the numbers are three and zero. WLOG, let
3a+ b+ c+ e = 0. Since |AψAψA| = 4, and |B| = 4, we are done.
Case II.2 : a 6= b+ 3
Consider 3a+ 2b and 2a+ 3b. They are distinct and one of them has inverse in {a, b, c, d, e}. Suppose
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WLOG that 3a+2b has its inverse in {a, b, c, d, e}. It cannot be ′a′ as that would imply that 4a+2b = 0
or equivalently, a = b + 3 which is a contradiction. If it is ′b′, then 3a+ 3b = 0. Then 0 ∈ AψAψA +
BψBψB, since |AψAψA| = 4 and |BψBψB| = 4. If it not b, we would choose three from row a, two
from b, and one from someother row x. The second coordinates would be from AψAψA + BψB +X
if X is the set of second coordinates of the x-th row. We have |AψAψA| = 4, and |BψB +X | ≥ 4.
Case 41 : 3+3+2+2+2+1
Case I : c = d+ 3. We have 2c+ f + a+ b+ e = 0.
Case I.1 : A or C are not of form II.
Case I.1a : A is not of form II. Then |A + E| ≥ 4 by Lemma 4.5. Since |CψC + F | = 1, we have
|A+ E + CψC + F | ≥ 4. Since |B| = 3, by Lemma 2.7, 0 ∈ CψC + F + A+ B + E. The same proof
applies if E or D are not form II. The case when all rows are of form I or III, follows the same way.
Case I.1b : C is not form II. If e = a+3, 2a+ b+ c+ d+ f = 0. Then |AψA| ≥ 3, and |B +C| ≥ 4,
therefore 0 ∈ AψA+B+C+D+F. Otherwise, e = f +3, 2e+a+ b+ c+d= 0. Then |EψE+A| ≥ 3,
and |B + C| ≥ 4, therefore 0 ∈ EψE +A+B + C +D.
Case I.2 : All rows are form II. Consider a, b, c, d, e. From Corollory 4.7, we know that 2(a+x+y) = 0
for some x, y ∈ {b, c, d, e} . Let X and Y be the second coordinates of the rows x, y respectively. AψA
contains all evens and XψX, Y ψY contains evens, therefore 0 ∈ AψA+XψX + Y ψY.
Case II : c = f + 3. We have 2c+ a+ b+ e+ d = 0.
Case II.1 : Let D(or E) be not of form II. Then |B +D| ≥ 4 (or |B + E| ≥ 4 by Lemma 4.5(ii).)
Also |A+ E| ≥ 3, which solves for this particular case, since CψC contributes only one element.
Case II.2 : If C, D and E are form II, then at least one of them is zero (2a+ c+d), 2(b+ c+d), 2(a+
d + e), 2(b + d + e) by Corollory 4.7. We also have AψA and BψB contain all evens and CψC,DψD
are subset of evens, which solves this case.
Case II.3 : C is not form II.
Case II.3a : If a = e+3, then 2a+ b+ c+ d+ f = 0. We have |B+C| ≥ 4, and |AψA+D+F | ≥ 3.
Therefore, we have 0 ∈ AψA+B + C +D + F.
Case II.3b : If d = e+3, then 2d+ a+ b+ c+ f = 0. We have |B+C| ≥ 4, and |A+DψD+F | ≥ 3.
Therefore, we have 0 ∈ DψD +A+B + C + F.
Case III : c = b+ 3
Case III.1 : A,C,D,E are not form II. WLOG C is not of form II. We have two subcases
Case III.1a : If d = a+3, then 2a+ b+ c++e+ f = 0 and |A+C| ≥ 4 and |B| = 3. solves this case.
Case III.1b : If f = a+ 3, it follows similarly.
Case III.2 : If all rows were of form II. Consider a, b, c, d, e. From Corollory 4.7, we know that
ON ZERO-SUM SUBSEQUENCES OF LENGTH EXP(G) xiii
2(a+ x + y) = 0 for some x, y ∈ {b, c, d, e} . AψA contains all evens and XψX, Y ψY contains evens,
for X,Y ∈ {B,C,D,E} and therefore 0 ∈ AψA+XψX + Y ψY.
Case 42 : 3+2+2+2+2+2
Assume WLOG f = a + 3 and we have the first coordinate 2a + b + c + d + e = 0. Case I : There
exists atleast one row with form I and there exists atleast one row with form II. WLOG let row B
be form I and row C be form II. By Lemma 4.5(ii), we have |AψA + B| ≥ 4. Then by Lemma 2.5,
|C + D| ≥ 3 and therefore |C + D + E| ≥ 3. Hence by Lemma 2.7, 0 ∈ AψA + B + C + D + E.
Case II: All the rows are of form II. By Lemma 4.5(iii), we have AψA contains even number of odds.
Suppose it contains two odds and an even. Since AψA is not of form II, we have by Lemma 4.5(ii),
|AψA+B| ≥ 4 and from Lemma 2.5, we have |C+D| ≥ 3 and |C +D+E| ≥ 3 which solves one part.
Suppose AψA contains only evens. Then WLOG consider b = a + 1, c = a + 2, d = a + 4, e = a + 5.
We have 2a + 2b + 2e = 0. We have BψB + EψE to be an even number and since AψA contains all
evens, we are done.
Case III : Rows B,C,D,E are of form I.
Let A = {α1, α2, α3} , B = {β, β + 3} , C = {γ, γ + 3} , D = {δ, δ + 3} , E = {ǫ, ǫ+ 3} , F = {ζ1, ζ2} .
Since f = a+ 3, WLOG, assume b = a+ 1, c = a+ 2, d = a+ 4, e = a+ 5. Hence 2(a+ b + e), 2(a+
c+ d), 2(a+ f) + b+ e, 2(a+ f) + c+ d, 2(b+ e) + c+ d, 2(c+ d) + b+ e are 0. Let
Y = BψB+EψE∪CψC+DψD∪FψF+B+E∪FψF+C+D∪BψB+EψE+C+D∪CψC+DψD+B+E,
X = {2β + 2ǫ, 2γ + 2δ, ζ + β + ǫ, ζ + β + ǫ+ 3, ζ + γ + δ, ζ + γ + δ + 3} ,
Z = {2β + 2ǫ+ γ + δ, 2β + 2ǫ+ γ + δ + 3, 2γ + 2δ + β + ǫ, 2γ + 2δ + β + ǫ+ 3} ,
where ζ = ζ1+ζ2.DefineW = AψA+X.Note Y = W∪Z. If 0 ∈ Y , then we are done. Suppose zero isn’t
in Y, then β+ǫ 6= γ+δ and β+ǫ 6= γ+δ+3, else 0 ∈ Z. Hence we have ζ+β+ǫ, ζ+γ+δ, ζ+γ+δ+3 and
ζ + β + ǫ+ 3 are distinct modulo 6. Hence we have |X | ≥ 4. By Lemma 4.5(iv), we have |AψA| = 3.
Therefore |AψA| + |X | = 7 > 6 and it follows from Lemma 2.7, 0 ∈ AψA + X = W, which is a
contradiction.
Case 40 : 3+3+3+2+1+1
Case I : d = c+ 3 We have 2c+ a+ b+ e+ f = 0. Consider the set CψC +A+B + E + F.
Case I.1 : If at least one of A,B,C were not of form II, then WLOG , A is not form II, we
have |A + B| ≥ 4 , by Lemma 4.5 (iv) and |CψC| = 3. Therefore by Lemma 2.7, it follows that
0 ∈ CψC +A+B + E + F.
Case I.2 : Suppose A,B,C were of form II and D is with different parity, we have two sub cases
subcase I.2.1 : a+ 3 = b
In this case, we have 2a + c + d + e + f = 0 By Lemma 4, we have |C + D| ≥ 4 and we have
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|AψA+ E + F | = 3. By lemma 2.7, it follows that 0 ∈ AψA+ C +D + E + F.
subcase I.2.2 : a+ 3 = e
We have the same proof as above, by replacing e with b and E with B.
Case I.3 : Now ifA,B,C,D all were of form II. Let T = {a, b, c, d} and suppose T 6= {a′ + 1, a′ + 2, a′ + 4, a′ + 5}
for some a′ ∈ Z6. Then by Lemma 4.6, we have 2(x + y + z) for some x, y, z ∈ T . Consider the set
XψX + Y ψY + ZψZ. Since all rows are of form II, we have PψP contains all evens for P = A,B,C.
Hence by Lemma 2.7, we conclude that there exists 0 ∈ XψX + Y ψY + ZψZ. Therefore assume that
a = a′ + 1, b = a′ + 4, c = a′ + 2, d = a′ + 5 for some a′ ∈ Z6 (If a, b, c, d are in different order from
{a′ + 1, b = a′ + 4, c = a′ + 2, d = a′ + 5}, then the same proof works). WLOG let e = a′, f = a′ + 3.
Case I.3.1 : Suppose B,C were of the same parity type. We have 2(a + d) + b + c = 0. We have
AψA,DψD and B +C contain all evens and hence 0 ∈ AψA+DψD +B +C. Similarly it holds true
when A and C were of same parity type.
Hence we assume that B and C are of different parity type and A and D are of different parity types.
Case I.3.2 : Suppose E is even and F is odd, then we have the following sub cases
Sub case I.3.2a : A,B are of same parity type.
By assumption, B + C contains all odds (since |B + C| = 3, by lemma 4.5(iv)). If A is even parity
type, then 3a+ b+ c+ f = 0. Since A is even, AψAψA is also an even number and B+C+F contains
all evens, it follows that 0 ∈ AψAψA + B + C + F. Now if A is odd parity type. Therefore B is of
odd parity type by assumption. Then we have 3b+ a+ d+ e = 0. We have A+D to contain all odds.
Since BψBψB is odd and A+D + E contains all odds, we have 0 ∈ BψBψB +A+D + E.
Sub case I.3.2b : A,C have the same parity type.
We have B and D are of same parity type. Therefore B+D contains all evens and A+D contains all
odds. If A is even parity type, then B is of odd parity type. We have 3b+ a+ d+ e = 0 and the set of
possible second coordinates is BψBψB +A+D + E. But BψBψB is also odd and since A+D + E
contains all odds, we are done. Now if A is odd parity type. Then we have 3c+ a+ d + e = 0. Since
CψCψC is odd and A+D + E contains all odds, 0 ∈ CψCψC +A+D + E..
Case I.3.3 : Suppose E is odd and F is even.
Sub case I.3.3a : A,B are of same parity type.
By assumption, C and D are of same parity type and therefore A+D contains all odds. If A is even
parity type, then B has even parity too. We have 3b + a + d + e = 0. Since B is even parity type,
BψBψB is also even and since A+D+E contains all evens, it follows that 0 ∈ BψBψB+A+D+E.
Now if A is odd parity type, C is of even parity. Then we have 3c+ a+ d+ e = 0, and CψCψC is an
even number and A+D + E contains all evens, hence 0 ∈ CψCψC +A+D + E.
Sub case I.3.3b : A,C are of same parity type.
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By assumption, B and D are of same parity type. Therefore B + D contains all evens and A + D
contains all odds. If A is even parity type, then we have 3c + b + d + f = 0, CψCψc is an even
number and since B + D + F contains all evens, it follows that 0 ∈ CψCψC + B + D + F. Now if
A is odd parity type, then B is of even parity type. We have 3c+ a + d + e = 0, CψCψC is an odd
number and A + D + E contains all odds and so CψCψC + A + D + E contains all evens. Hence
0 ∈ CψCψC +A+D + E.
Case I.3.4 : If E + F is an even number
Sub case I.3.4a : A,B is of same parity.
If A is even parity type, we have 2c + a + b + e + f = 0. Since, C is odd parity type, CψC is even
parity type and A+B +E +F contains all evens. Hence 0 ∈ 2C +A+B +E + F . If A is odd parity
type, D and C are of even parity type. We have 2c+ a+ b + e + f = 0. Since CψC is of even parity
and A+B is even parity implies A+B + E + F is of even parity too, we are done.
Sub case I.3.4b : A,C is of same parity.
We consider the following further sub cases, E is even, F is even We have the same proof as the subcase
I.3.2b, since we have only used the condition E is even.
E is odd, F is odd If A is of even parity type, then B is odd parity. The first coordinate 3a+ b+ c+ f
is 0. We know that Aψ2A is an even number and hence Aψ2A + C is even parity type. Also, B + F
is even parity type, we are done. If A is odd parity type, then B and D are even parity types and
therefore B +D is even parity type. We have 3c+ b + d+ f = 0. We know C is an odd parity type,
implies Cψ2C is an odd number and hence Cψ2C+F is an odd number. Hence 0 ∈ Cψ2C+B+D+F.
Case II : d = f+3 The row values of A,B,C,E have to be f+1, f+2, f−1, f−2 in some order. There
must be two among a, b, c of the form f+x and f−x where x = 1 or 2.WLOG let a = f+x, b = f−x.
Case II.1 : If all sets A,B,C,D are form II. Then we can verify that 2d + 2a + 2b = 0. Since we
know that AψA, BψB contain all evens and DψD is an even number. Therefore DψD+AψA+BψB
contains all evens and hence contains zero.
Case II.2 : At least one of A,B,C,D is not of form II. We consider the following. a+ 3 can’t be b.
Hence a+3 = c or a+3 = e. We have 2a+ b+ d+ e+ f = 0 or 2a+ b+ c+ d+ f = 0. If A is not form
B, so is AψA. Therefore, |AψA +D| ≥ 4. Since |B| = 3, by Lemma 2.7, 0 ∈ AψA + B +D + E + F
or AψA+B + C +D + F.
If B or D is not form II, then |B + D| ≥ 4 and |AψA| = 3. Hence both the sets must contain
all elements of Z6. If C is not form B, |B + C| ≥ 4 and |AψA| = 3. Hence, if a + 3 = e, 0 ∈
AψA+B + C +D + F, by Lemma 2.7. If a+ 3 = c, then b + 3 = e. We have 2b+ a+ c+ d+ f = 0.
The second coordinates can be only in BψB +A+C +D+F . However, |A| = 3 and |C +D| ≥ 4, by
Lemma 4.5, (iv). Therefore 0 ∈ BψB +A+ C +D + F.
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Note: The cases we have handled so far assumed the distributions happen in rows. However same
proofs hold for columns as well.
Case 38 : 3+3+3+3+1
The rows with 3 elements be values a, b, c and d, and the one with single element be e. Let the row
that was not chosen be f. Case I : A,B,C,D are of form II.
WLOG let the elements of A,B,C,D be even. Let it be
(a, 0), (a, 2), (a, 4), (b, 0), (b, 2), (b, 4), (c, 0), (c, 2), (c, 4), (d, 0), (d, 2), (d, 4).
Look at the column distribution. It is distributed in the following way. Four elements each in columns
0, 2 and 4, that is, 4 + 4 + 4. Hence we are done by 3 + 4 + 4 case.
We have A,B,C,D are of form II. Let three among A,B,C,D are of one parity and the fourth is
of another parity. Then we again look at the column distribution. The 12 elements are arranged in
3 + 3 + 3 + 1 + 1+ 1 configuration. Hence the thirteen elements can either be in 4 + 3+ 3 + 1 + 1+ 1
or 3 + 3 + 3 + 2 + 1 + 1 both of these cases, we have already shown to contain a zero six sum.
If two rows have second coordinates of one parity and the rest have second coordinates of another,
then looking at the column distribution, it is 2+2+2+2+2+2 distribution. The 13 elements will go
in some column making the column distribution 3 + 2 + 2 + 2 + 2 + 2, which we have proved already.
Case II : At least one of A,B,C,D is not of form II. WLOG Let A be not of form II.
Case II.1 : e = f + 3
If e = f + 3, then WLOG a = f + 1, b = f + 2, c = f + 4 and d = f + 5. Hence 2(b + c) + a+ d = 0.
Then by Lemma 4.5(iv), |A+D| ≥ 4, and |BψB + CψC| ≥ 3. Hence 0 ∈ BψB + CψC +A+D.
Case II.2 : e 6= f + 3
If e 6= f +3, then f +3 = a or f +3 = b. Then 2a+ b+ c+ d+ e = 0 or a+2b+ c+ d+ e = 0. For the
first case, |AψA+B| ≥ 4, and |C +D+E| ≥ 3. Therefore by Lemma 2.7, 0 ∈ AψA+B+C +D+E.
For the second case, |A+BψB| ≥ 4, and |C +D + E| ≥ 3. Therefore 0 ∈ A+BψB + C +D + E.
Case 39 : 3+3+3+2+2
Case I: f =a+3. We have 2a+b+c+d+e=0. Consider AψA+B + C +D + E.
Case I.I: If atleast one is not of form II
WLOG, A is not of form II , we have |AψA| = 3, and also AψA is not of form II. Therefore,
it’s clear that |AψA + B| ≥ 4 and |C + D + E| ≥ 3. Therefore by Lemma 2.7, it follows that
0 ∈ AψA+B + C +D + E.
Case I.II All are of form II.
LetA,B,C be of one parity type (say even) andD,E be of another parity type(odd). Then AψA+B+C
contains all evens and D+E contains two even numbers. Hence, we have a zero in this case. Suppose
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all are of same parity type. Then, it’s column wise distribution looks like 5+5+3, which follows from
the case 3 + 3 + 4.
Suppose A,B,C are of the same parity type and D,E are of different parity type. Then it’s column
wise distribution looks like 4 + 4 + 3 + 1 + 1, which follows from the case 3 + 3 + 4.
Suppose two in A,B,C are of the same parity type and D,E are of same parity type. Then the column
distributions will look like 4 + 4 + 2 + 1 + 1 + 1 or 4 + 3 + 3 + 1 + 1 + 1 or 3 + 3 + 2 + 2 + 2 + 1 or
3 + 2 + 2 + 2 + 2 + 2, all which we have showed that there exists a zero six sum.
Suppose two in A,B,C are of the same parity type and D,E are of different parity type. Then it’s
column wise distribution looks like 3 + 3 + 2 + 2 + 2 + 1, which we have proved already.
Case II f=d+3. We have 2d+a+b+c+e = 0, suppose atleast one of A,B,C,D,E be not of form II.
WLOG let D be not of form II. Then WLOG let a, b, c, e take values f +1, f+2, f+4, f+5. If one of
A,B,C,E are not of form II, then we have 0 ∈ DψD+A+B+C+E. Therefore, assume all are of form
II. Now, if all A,B,C,E are of same parity type, then 2(b+ c) + a+ e = 0 implies that BψB +CψC
contains all evens and A+E is an even number and hence we have 0 ∈ BψB+CψC+A+E. Suppose,
one of A,B,C,E is of different parity type. Then 3b + d+ e + c = 0 or 3c+ d+ a + b = 0. Since, D
contains an even and an odd, we can say that 0 ∈ BψBψB+D+E+C or 0 ∈ CψCψC +D+A+B.
Suppose all are of form II. If A,B,C are of different parity type (say even) from D,E(say odd). Then,
considering 3b+d+e+ c = 0, we have that BψBψB+C contains all evens and D+E contains atleast
one even. Hence, we have 0 ∈ BψBψB+D+E+C. For the rest of the cases, we have the same proof
as in the case f = a+ 3, where all were of form II.
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