ABSTRACT Industrial Internet of Things (IIoT) is producing massive data which are valuable for knowing running status of the underlying equipment. However, these data involve various operation events that span some time, which raise questions on how to model long memory of states, and how to predict the running status based on historical data accurately. This paper aims to develop a method of: (1) analyzing equipment working condition based on the sensed data; (2) building a prediction model for working status forecasting and designing a deep neural network model to predict equipment running data; and (3) improving the prediction accuracy by systematic feature engineering and optimal hyperparameter searching. We evaluate our method with real-world monitoring data collected from 33 sensors of a main pump in a power station for three months. The model achieves less root mean square error than that of autoregressive integrated moving average model. Our method is applicable to general IIoT equipment for analyzing time series data and forecasting operation status. 
I. INTRODUCTION
Internet of Things (IoTs) are playing important roles in a smart world, like the usage of IoTs for handling emergency situations [1] , or for monitoring various industrial equipment, as used in power plants. Industrial Internet of Things (IIoTs) has been heralded as a helpful means of improving operational efficiency. The connected IIoT devices form a new layer that augments equipment intelligence to the edge. The operational status of individual equipment is constantly monitored and informed for their operations.
An example is a power station, which is a complex system equipped with a large number of sensors with diverse types. Figure 1 presents an example of a cooling pump in a power station with 33 sensors. Each sensor is dedicated to a specific measurement, such as pressure, temperature, vibration and so on. These sensors are constantly collecting measurement data in time series. Discovering patterns from these time series allows anomaly detection and trend forecasting to prevent faults and defects in a proactive manner [2] [3] .
The original monitoring data is multidimensional with the following characteristics: (1) With the number of sensors increases, processing every time series from each sensor becomes both data intensive and computing intensive; ( 2) The data has outliers and noises; (3) The time series from different sensors have correlations at various levels, which results in large amount of redundant information. By grouping correlated sequences, it helps to reduce the size of monitoring data to be processed; (4) The running states before downtime usually lasts for a period of time and involves equipment failure states. In addition, after the defected sensor is restored, a grace period also appears in the running state. Therefore, a prediction model should be able to reflect the memory span of such states.
These data characteristics lead to the research questions of • R1: How to reduce redundant information without degradation of forecasting accuracy?
• R2: How to identify outliers and noises?
• R3: How to model the long memory of states?
• R4: How to predict the running status based on historical data accurately? The time series forecasting processes such as AR [4] , MA [5] , ARMA [6] , autoregressive integrated moving average model (ARIMA) 1 depend on parameters resulted from historical time series. These parameters are non-negative integers that refer to the order of the autoregressive part, the degree of first differencing involved, and the order of moving average part. Although these processes can handle non-stationary data, they are limited in memorizing any state for any length of time.
The Long-Short-Term-Memory (LSTM) [7] is one kind of Recurrent Neural Network (RNN). LSTM has long shortterm memory blocks that consist of memory cell units. These memory cell units make it possible for LSTM to remember state values for an arbitrary long time. A LSTM block also has three different gate units that learn to keep, utilize, or destroy a state when appropriate. LSTM neural networks have been successfully applied to applications with sequential data such as stock forecasting, natural language processing, and social behavior analysis.
This paper proposes an analysis method based on the LSTM neural network model to predict power station working conditions from data collected from sensors. First, the LSTM model is applied to express the memory span of power equipment working conditions. We propose to use the orthogonal experimental design method to optimize the LSTM model parameters. Root mean square error is used to evaluate the prediction accuracy.Second, we build a workflow of feature engineering that eliminates the outliers, conducts window normalization of sequence segments, and runs correlation analysis of sequences. This workflow extracts important features as inputs to the LSTM model to forecast faults. To optimize the searching of hyperparameter values that best suit the LSTM model, we apply orthogonal experimental design (OED) to reduce the number of trials. This workflow improves the LSTM model in terms of prediction accuracy as well as the time of training and prediction. We further compare the LSTM model with the ARIMA model. The evaluation shows the improvement of LSTM produce higher prediction accuracy. This paper aims to propose an approach for accurate prediction of equipment running status, which has great significance for reducing the cost of maintenance and safety of equipment on other hand.
The contributions of our research in this paper are three-fold:
• A systematical method that build a prediction model augmented with feature engineering techniques. This method is generally applicable to model the operation states of IIoT equipment and forecast working conditions to improve operation quality.
• The technique of combining correlations of sensors to extract features for inputs to the LSTM model. This technique pertains to intrinsic interactions and patterns of sensors. Thus the technique effectively reduces the complexity of data processing while improve the accuracy of the LSTM model.
• Orthogonal experimental method used to optimize hyperparameters of the LSTM model. The remaining part of the paper is as follows: Section II reviews the background on the used dataset and also LSTM deep learning model. Section III presents LSTM based time series analysis, with details on the optimization of LSTM model. Section IV presents our experiment to evaluate the proposed solution. Then we discuss the related work in Section V. Section VI gives the conclusion and discuss the future work.
II. BACKGROUND ON THE USED DATA SET AND DEEP LEARNING MODEL
A. DATA SET ON COOLING PUMP Our work is based on historical monitoring data produced by 33 sensors in the main pump of a power station for three months. As shown in Figure 1 , sensors are distributed and measuring a variety of metrics including temperature, pressure, vibration, injection rate and so on. Our study found that the dataset is characterized by redundancy, multiple noise sources, and the correlation between sensor monitoring data. These characteristics affect the accuracy of a forecasting model. Therefore, it is essential to improve the data quality of inputs derived from original data.
B. LSTM NEURAL NETWORK MODEL
The Long Short Term Memory (LSTM) neural network is a special kind of Reccurent Neural Network (RNN). A LSTM model is capable of learning long-term dependencies. We develop the following steps to build a LSTM model. The first step in building a LSTM model is to decide on information that is thrown away from cell states. This decision is made by a sigmoid layer called forget gate layer. According to Eq.(1), the LSTM model checks h t−1 and x t , and outputs a number between 0 and 1 for each number in the cell state C t−1 . The value of 1 represents the meaning of 'completely keep this' while a value 0 represents the meaning of 'completely get rid of this'.
The next step is to decide what information to be stored in the cell state. First, a sigmoid layer called the input gate layer decides which values will be updated (Eq. (2)). Next, a tanh layer creates a vector of new candidate values, C t , that will be added to the state (Eq.(3)). We combine these two steps to create an update of an old cell state C t−1 into a new cell state C t .
According to Eq.(4), we multiply the old state by f t , the ratio of forgetting states; and add i t × C t to scale each state value to be updated.
Finally, the output is calculated based on the cell states that are further filtered. A sigmoid layer decides on the cell states to output (Eq. (5)), then the filtered cell states pass through tanh to transform the values in the range of −1 to 1. The final output is the value of tanh that multiplies the output of the sigmoid gate.
III. LSTM BASED TIME SERIES ANALYSIS
We propose a LSTM based solution for time series data analysis as shown in Figure 2 , which consists of layers of data preprocessing, feature engineering, prediction model development, model optimization, and systematic evaluation.
Data Pre-Processing Layer:
The data preprocessing layer eliminates outliers and noises for raw data. This stage also 
LSTM Input Layer:
The working condition analysis of power equipment is based on the long multi-dimensional time series generated by 33 sensors. Correlations be-tween sensors exist at varies levels. We merge time series of sensors with strong correlation to reduce the input di-mensions of the LSTM model. Our purpose is to reduce the computational complexity of the model.
LSTM Embedding Layer:
An embedding layer is added to the traditional LSTM network model. Through the mapping relation of this layer, the single dimensional long time series is transformed into multiple fixed short time series. This set of multiple fixed short time sequences is used as the input to the hidden layer for model training.
LSTM Hidden Layer: The hidden layer accepts data passed from the previous level. Each hidden layer is actually a feature representation layer. The last hidden layer output becomes the input for the next hidden layer. By iteration, the weight of the hidden layer is continuously adjusted until the network converges.
LSTM Output Layer: The output of the LSTM network is the predictive value of each sensors operating conditions.
The network parameters are adjusted and optimized by using the orthogonal experimental design (OED) method. We analyze the influence of the number of neurons, the batch size and the number of iterations on prediction accuracy. The outcomes of the OED method help to find a set of parameter combinations that produce the least prediction errors, which achieve the best accuracy.
Evaluation Layer: Finally, the optimized parameters are applied to the LSTM prediction network, and the root mean square error between the predicted data and the original data is calculated, so that the optimal prediction results can be obtained.
The main improvements to the normal way of using LSTM models are as follows.
• Adding a window normalization to data preprocessing in order to fit for multi-modal data processing as needed in IIOT equipment.
• Adding an Embedding Layer to change mapping in LSTM. An embedding layer is added to the traditional LSTM network model. Through the mapping relation of this layer, the single dimensional long time series is transformed into multiple fixed short time series. This set of multiple fixed short time sequences is used as the input to the hidden layer for model training.
• Using OED experiment to obtain optimized model parameters.
A. DATA PREPROCESSING 1) DATA CLEANING
The original data contains noise and outliers that are caused from the equipment downtime interference and sensor errors. The left part of Figure 3 shows a sequence of raw data with outliers. To filter these noise and outliers, we first detect the outliers by using k-nearest neighbor clustering. The outlier of a data point in the time series is given by the distance to its k nearest neighbors. The threshold of detecting outliers is set by the average distance of k-nearest neighbors.
2) DATA NORMALIZATION
Data normalization is used to make sure that all data is in the appropriate scale of values. The traditional normalization method is direct global normalization [8] . For example, the data can be limited by the maximum and minimum values in the global range, using the following formula to calculate.
This method is simple, however it can not handle time series that have various range of scales. In fact, sensors are updated from time to time, and measurement units and scales are different. Therefore, the global normalization can cause local segments deviate dramatically compared to their local scales. Therefore we develop a normalization method that utilizes the windowed wavelet/Fourier transformation to normalize segments of time series, referred as window normalization in this paper. Using window normalization, the time series in each window is normalized by the maximum and minimum values of the segments. This window normalization method is described in details as follows:
Given a time series S windowed and segmented, S is composed of a sequence of n segments and each segment is with a window length of L. The value of L depends on the frequency variation of the time series. The diagram is shown in the right part of Figure 3 .
After normalization of Si, the sequence becomes
B. TIME SERIES CORRELATION ANALYSIS
We analyze the correlation matrix between sensors and illustrate the results using scatter plots. Let (X 1 , X 2 , . . . , X n ) be an n-dimensional random variable. If there are correlation coefficient ρ ij (i, j = 1, 2, . . . , n) with any X i and X j , then the n order matrix with ρ ij as the element is called the correlation matrix of the random vector of this dimension, denoted as:
And,
These scatter plots compares cross class aggregation data that represent the distribution of data points in a Cartesian coordinate plane in the regression analysis. In this work, the scatter plots display a sequence as a set of points, which are represented by the location of the points in the chart. The categories are represented by different labels in the chart. In this way, we can observe the scatter plot of these data points, and then find the correlations between different sensors.
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C. EMBEDDING FOR MODEL INPUTS
After correlation analysis, the 33 sets of time series are simplified. The simplified data are used as inputs to the neural network. Each single dimensional time series of these sets is computed via the embedding layer. We can get a vector sequence as:
Where i is the input length of the neural network. The time series data are used as inputs to the LSTM network, which is linearly connected to the n hidden layer network. In Figure 4 , only one hidden layer is plotted to simplify the model presentation. The output vector sequence is computed iteratively, represented as H = (h 1 , h 2 , . . . , h n ) . Finally, the output vector from the output layer is calculated by the activation function, and the output vector sequence Y is obtained.
From the t = 1 moment to t = T, the activation function of the hidden layer is computed iteratively by the formula:
The output form of each y t is a fixed length time vector. In this paper, the prediction result vector y t is compared with the corresponding input sequence x t+1 .
D. SEARCHING OPTIMAL PARAMETERS FOR LSTM BY OED
Orthogonal experimental design is a design method with multi-factors and multi-levels [9] , which has the capabilities of partial tests replacing overall tests in order to reduce the costs of conducting all needed experiments. According to the LSTM network model, some network parameters need to be adjusted. With OED, we can determine the network parameters that are best suited for the analysis of device conditions with the least number of tests.
Orthogonal table L n (c t ) design
In this paper, L is the symbol for orthogonal tables, n is the number of experiments, t is the level, and c is the factor number. We need to adjust the number of neurons, the size of the batch, and the number of iterations. We choose L 4 (2 3 ) orthogonal table, which indicated that 4 experiments were needed, 3 factors could be observed (Number of neurons, Batch size, number of iterations), and there was no interaction between any two factors. Each factor has 2 levels. This helps to determine the test plan for OED as shown in Table 1 . The results of the experiment are evaluated by the RMSE (root mean square error). The less the RMSE, the better the prediction, and the score is y i . Then, the magnitude of different factors is reflected by the range value R of the horizontal main effect k. By comparing the k value, we can also determine the influence of the horizontal change of the factors on the experiment. In the analysis of power equipment working conditions, the smaller the k value is, the better the effect of the set of parameters in the prediction is. Table 2 shows the RMSE scores obtained from four sets of model parameters. Table 3 shows the k value and R value calculated according to the score in Table 2 , and also the analysis of main effects (MF). It can be seen from the analysis results in Table 3 , the MF of iteration number is 1, so the maximum affecting factor is the number of iterations, and it should be first controlled at the best level. From the experimental results as in Table 2 , when considering 5000 times of the iteration number as the factor, the main effect is greater than that of 3000 times(4.77 < 4.97 < 5.00 < 5.16), so the optimal number of iterations is 5000 times. Similarly, the second important factor is the number of neurons, the best level is 5 neurons; the third is the batch size, and the best level is 50.
E. ACCURACY MEASUREMENT
After the above data preprocessing, we obtain the following multidimensional time series X. There is some correlations between S in each dimension, which may be strong or weak correlations. The single dimension time series is serving as input into the LSTM prediction model, 67% of them are used to train the model, 33% is used to predict, and finally we evaluate the model according to the final prediction results.
The most commonly used evaluation model is root-meansquare deviation (RMSE). The square term of the MSE can eliminate the positive and negative states between the deviations, and the squared deviation between the real and the predicted values is completely preserved in the index. The square root reduces the final value of the index, allowing the indicator to show more deviations. RMSE is defined as follows:
Where y i is the real value of the ith sample, y i is the predictive value of the ith sample, and n is the number of samples.
In our evaluation, the Euclidean distance is used. However, RMSE is sensitive to the outliers. If the regression value of a regression point is very irrational, it will have a great influence on RMSE, that is, the average value is not robust. Therefore in our experiment, we get rid of the outliers first, and then we can predict and calculate the RMSE.
IV. EVALUATIONS A. CORRELATION RESULTS
We use a matrix graph to represent the correlation matrix and find the approximately related sensors. The data of the correlation matrix are arranged in rows and columns and arranged into matrix graphs. The corresponding correlation matrix is shown in Figure 5 , which reflects the degree of correlation between sensors. It can be seen that the correlation between the sensors in the initial group is relatively large, and the correlation between the sensors behind them is relatively small in general.it The scatter plot displays the sequence as a set of points. The value is represented by the position of the point in the chart. Class is represented by different marks in the chart. The coordinate system of two sets of data with different dimensions is used to investigate the distribution of coordinate points, to judge whether there is a correlation between the two variables or to summarize the distribution patterns of coordinate points. The scatter diagram between sensors is schematically illustrated in Figure 6 .
We can see from Figure 6 : (1) The correlation of different sensors is related to the location of sensors and the type of sensors. For example, there is a strong correlation between first, second and three sensors. Because these sensors are temperature sensors sensing electrical motor, and located in the same part of the pump. This is shown in the left part of Figure 6 .
(2) A very low correlation can exist between different sensors, for example, the nineteenth and the fifteenth sensors, whose scatter plots exhibit a two-dimensional Gauss noise distribution, as shown in the right part of Figure 6 .
According to the above correlation analysis, we can obtain a correlation sequence based on correlation strength to facilitate experimental parameters setting of similar dimensions, in order to reduce the complexity of processing. We don't list all the scatter diagrams between the groups. The results of data classification based on correlation are shown in Table 4 .
Scatter plots are roughly divided into 4 categories, and the number of sensors in each class is shown in the Table 4 .
B. PREDICTION EXPERIMENT
For the first 11 sensors, by observing Figure 7 , the equipment running data for three months is extracted in the data set, and the training and prediction are carried out by using the LSTM network, and the results are visualized. Obviously, the data collected by the first 11 sensors in this experiment are very similar to each other, thus proving that there is a strong correlation between these data. As shown in Table 5 , the results of the LSTM network used in this experiment are evaluated by means of root mean square error. It can be seen that the result of time series prediction using LSTM network has stability and reliability, and it can be widely applied to the equipment state prediction.
As shown in Figure 8 , although the data curves between the weak correlation points are different, the state prediction with the LSTM network can obtain satisfactory prediction results.
But the prediction results for the 12 th sensor have bigger difference. From the actual situation analysis, the equipment vibration frequency from the 12 th sensor is a typical irregular data prediction using the LSTM network, where we can see that for such kind of prediction, it is more error-prone. The mean square error is shown in table 6.
C. COMPARISON WITH ARIMA PREDICTOR
To show the effectiveness of the proposed approach, we compare our outcomes with that of an ARIMA predictor [10] , which is often a baseline for prediction research.
Comparing Table 7 and Table 5 , it can be found that the prediction error using LSTM model is significantly lower than that of the ARIMA prediction model. As shown in Figure 9 and Table 8 
D. DISCUSSION
From the single dimensional time series analysis, we can get the conclusion that the prediction results of strongly correlated sensors are similar. However, it is not always possible to make a high accuracy decision on the overall operation of the equipment. If multi-dimensional fusion analysis can be carried out, the equipment working conditions can better be predicted at each moment. The pre-processed data are adjusted according to the requirements of different dimensions, and then used as input to the LSTM network. The neural network will then automatically perform feature extraction, training, learning and prediction, including model fitting and activation function settings. This leads to an improvement of prediction accuracy of working conditions, which include all measuring points and overall prediction results.
V. RELATED WORK
There is some similar work on power equipment condition prediction. Zhang et al. [11] proposed a trend prediction method-full vector LS-SVM, which combines the full vector spectrum technology based on information fusion homologous.Compared with the traditional single channel signal extraction method, this method guarantees the integrity of LS-SVM prediction data in feature extraction, thus improving the prediction accuracy.
Zhang et al. [12] studied a prediction method based on discrete process neural networks. In order to avoid choosing a local optimal solution during the training, they introduced the chaotic particle swarm optimization algorithm in the training. Liu and Zio [13] trained a model to fit the monitored data. They proposed a framework to predict future peaks. More specifically, based on the peak information in historical data, a data-driven model is trained to predict the next peak. A real case regarding the first seal leak of a reactor coolant pump was considered to validate the effectiveness of the proposed framework. Aydin and Guldamlasioglu [14] performed LSTM to predict the current situation of an engine. All those work does not focus on data correlation prediction. These existing work did not use LSTM for predicting equipment running status.
Researchers are also using LSTM for predictions in other areas. For example, Tax et al. [15] investigates Long ShortTerm Memory (LSTM) neural networks as an approach to build consistently accurate models for a wide range of predictive process monitoring tasks. Following the recent success of Recurrent Neural Network (RNN) models for sequence prediction tasks. Alahi et al. [16] propose an LSTM model which can learn general human movement and predict their future trajectories. Zhao et al. [17] proposed a new conventional foreast models which used the LSTM network and considers temporal-spatial correlation in traffic system via a two-dimensional network which is composed of many memory units. Fu et al. [18] used GRU to traffic flow prediction,which performed better than auto regressive integrated moving average (ARIMA) model. Some are using LSTM for anomaly detection. Ordóñez and Roggen [19] pointed out that the convolutional LSTM architecture achieved significantly better results than traditional ways, even though the classifier was trained on raw input sequences without any further feature engineering. This shows the potential of LSTM for the task of time series analysis. Malhotra et al. [20] learns to reconstruct 'normal' timeseries behavior, and thereafter uses reconstruction error to detect anomalies. Wielgosz et al. [21] presents a model based on LSTM and GRU for facilitating an anomaly detection in Large Hadron Collider superconducting magnets.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we present a systematic LSTM-based method for time series analysis and forecasting of sensor data from IIoT equipment. The LSTM model captures the time span surrounding the faults and defects. Our method is equipped with an analysis workflow that provides a complete solution for data cleaning and feature engineering. The experiment shows that the RMSE for most of the actual power pump state is under 0.010. The prediction results are stable. The techniques we present in this paper can be applied to analyze other time series from IIoT, especially those with sensor correlations. In the future, we will add more dimensions to enhance working condition forecasting in a richer environment. We will also study root causes of faults, and analyze its characteristics by other time series classification techniques, such as the one using deep belief network (DBN) [22] . WEISHAN 
