In this paper, we propose systematic block Markov superposition transmission of repetition (BMST-R) codes, which can support a wide range of code rates but maintain essentially the same encoding/decoding hardware structure. The systematic BMST-R codes resemble the classical rate-compatible punctured convolutional (RCPC) codes, except that they are typically nondecodable by the Viterbi algorithm due to the huge constraint length induced by the block-oriented encoding process. By taking into account that the codes are systematic, the performance of systematic BMST-R codes under maximum a posteriori (MAP) decoding can be analyzed with a simple lower bound and an upper bound with the help of partial input-redundancy weight enumerating function (IRWEF). Numerical results verify our analysis and show that systematic BMST-R codes perform well in a wide range of code rates.
I. INTRODUCTION
Since the invention of turbo codes [1] and the rediscovery of low-density parity-check (LDPC) codes [2] , constructing practical good codes has been being an active research topic. Recent developments include the invention of polar codes [3] and flourishment of spatially coupled LDPC (SC-LDPC) codes [4] [5] [6] [7] [8] , both of which are provable capacity-achieving over memoryless binary-input symmetric-output channels. Despite this success in theory, more flexible constructions are still desired in practice. Especially, it is often desirable in practice to design codes that support a variety of code rates but maintain essentially the same encoding/decoding hardware structure. One way to achieve this is the use of rate-compatible codes, which can be constructed from a mother code by using the puncturing and/or extending techniques (see, e.g., [9] [10] [11] and the references therein). However, to the best of our knowledge, no methods were reported along with simulations in the literature that can construct good rate-compatible codes over all rates of interest in the interval (0,1).
Recently, a coding scheme called block Markov superposition transmission (BMST) of short codes (referred to as basic codes) was proposed [12] , which has a good performance over the binary-input additive white Gaussian noise (AWGN) channel. The most distinguished features of BMST codes are the near-capacity performance (observed by simulation and confirmed by extrinsic information transfer (EXIT) chart analysis [13] ) in the waterfall region of the bit-error-rate (BER) curve and an error floor (predicted by analysis) that can be controlled by the encoding memory. The construction of BMST codes is flexible, in the sense that it applies to all code rates of interest in the interval (0,1). However, original BMST codes [12] [13] [14] [15] are neither rate-compatible nor systematic. Even worse, original BMST codes do not perform well over block fading channels due to errors propagating to successive decoding windows.
In this paper, we propose systematic BMST of repetition codes, referred to as systematic BMST-R codes. For encoding, the information sequence is partitioned equally into blocks and transmitted directly, while their replicas are interleaved and transmitted in a block Markov superposition manner. For decoding, a sliding window decoding algorithm with a tunable decoding delay can be implemented, as with SC-LDPC codes [5, 16] . By taking into account that the codes are systematic, the performance of systematic BMST-R codes under maximum a posteriori (MAP) decoding can be analyzed with a simple lower bound and an upper bound with the help of partial input-redundancy weight enumerating function (IRWEF). Numerical results verify our analysis and show that systematic BMST-R codes perform well (within one dB away from the corresponding Shannon limits) in a wide range of code rates.
II. SYSTEMATIC BMST-R CODES

A. Encoding Algorithm
Let u = (u (0) , u (1) , · · · ) be the information sequence to be transmitted, where u (t) ∈ F K 2 is the information subsequence of length K. The encoding algorithm of a systematic BMST-R code of rate 1/N with encoding memory m is described as follows (see Fig. 1 
Algorithm 1: Encoding of Systematic BMST-R Codes Fig. 1 . Encoder of a systematic BMST-R code with repetition degree N and encoding memory m, where the information subsequence u (t) at time t is encoded into the subcodeword
The above encoding structure can implement all code rates of the form 1/N , N = 2, 3, · · · . If K p of K bits in c
is the puncturing fraction. In practice, the code need to be terminated. This can be done easily by driving the encoder to the zero state with a zero-tail of length mK after L blocks of data. That is, for t = L, L + 1, · · · , L + m − 1, we set u (t) = 0 ∈ F K 2 , compute c (t) following Loop in Algorithm 1, and then take the redundant check part of c (t) as the t-th block of transmission. The rate of the resulting terminated systematic BMST-R code
which is less than that of the unterminated code. However, the rate loss is negligible for large L. In summary, all code rates of interest in the interval (0,1) can be implemented by adjusting the repetition degree N and the puncturing fraction θ, all with the encoding structure as shown in Fig. 1 , where P stands for the optional puncturing.
B. Decoding Algorithm
The decoding algorithm for systematic BMST-R codes can be described as an iterative message processing/passing algorithm over the associated Forney-style factor graph, which is also known as a normal graph [17] . Fig. 2 shows the normal graph of a systematic BMST-R code with N = 4, m = 1 and L = 3. The normal graph of a systematic BMST-R code can be divided into layers, where each layer typically consists of a node of type = , N − 1 nodes of type + , (m + 1)(N − 1) nodes of type Π , and a node of type P (see Fig. 2 ).
Similar to SC-LDPC codes, an iterative sliding window decoding algorithm with decoding delay d working over a subgraph consisting of d + 1 consecutive layers can be implemented for systematic BMST-R codes. For each window position, the sliding window decoding algorithm can be implemented using the parallel (flooding) updating schedule within the decoding window. The first layer in any window is called the target layer. Decoding proceeds until a fixed number of iterations has been performed or certain given stopping criterion is satisfied, in which case the window shifts to the right by one layer and the symbols corresponding to the target layer shifted out of the window are decoded.
C. Relations of Systematic BMST-R Codes to Existing Codes
From Fig. 1 , we can see that systematic BMST-R codes resemble the classical rate-compatible punctured convolutional (RCPC) codes [9] . Evidently, we can start from a rate 1/N systematic BMST-R code (the mother code), where N is as large as required. By puncturing 1 , one can obtain all code rates of interest from 1/N to 1, all of which can be implemented with essentially the same pair of encoder and decoder. The difference between systematic BMST-R codes and RCPC codes is also obvious. The encoding of systematic BMST-R codes is block-oriented and the decoding is typically not implementable by the Viterbi algorithm due to the huge constraint length induced by the block-oriented encoding process.
Alternatively, systematic BMST-R codes are decodable with a sliding window decoding algorithm, which is similar to SC-LDPC codes. More generally, systematic BMST-R codes can be viewed as a special class of spatially coupled codes, since spatial coupling can be interpreted as introducing memory among successive independent transmissions, where extra edges are allowed to be added during the coupling process [13] . In contrast to SC-LDPC codes, which are usually defined by the null space of a sparse parity-check matrix, systematic BMST-R codes are easily described using generator matrices. Further, since the encoder for a systematic BMST-R code is non-recursive, an all-zero tail can be added to drive the encoder to the zero state at the end of the encoding process. This is different from SC-LDPC codes, where the tail is usually non-zero and depends on the encoded information bits (see Section IV of [18] ). As a result, the encoding procedure for systematic BMST-R codes is simpler than for SC-LDPC codes.
When described in terms of generator matrices, systematic BMST codes can also be viewed as a special class of spatially coupled low-density generator-matrix (SC-LDGM) codes [19, 20] . However, as an ensemble, systematic BMST-R codes are different from SC-LDGM codes. SC-LDGM code ensembles are usually defined in terms of their node distributions, while systematic BMST-R code ensembles are defined in terms of their interleavers (see Fig. 1 ).
III. PERFORMANCE ANALYSIS
Throughout the paper, we assume that the subcodeword c (t) is modulated using binary phase-shift keying (BPSK) and transmitted over an AWGN channel. Given the signal mapping 0 → +1 and 1 → −1, the SNR is given by 10 log 10 (1/σ 2 ) in dB, where σ 2 is the variance of the noise. The proofs of the following theorems are omitted due to the space limit and can be found in the extended version of this paper [21] .
A. Lower Bound on BER Performance
Consider an ensemble of systematic BMST-R codes by assuming that all the interleavers (see Fig. 1 for reference) are chosen at each time independently and uniformly at random. We also assume that c
N −1 . Then, we have the following theorem (see Corollary 7 of [21] ).
Theorem 1: The bit-error probability BER MAP of a systematic BMST-R code ensemble under MAP decoding can be lower-bounded by
where θ is the puncturing fraction. Note that the above lower bound also holds for systematic BMST-R codes with specific interleavers but random puncturing.
B. Upper Bound on BER Performance
To upper-bound the BER performance, we present a method to compute the IRWEF of systematic BMST-R codes. The IRWEF of a systematic BMST-R code can be given as
where X, Y are two dummy variables, A i,j denotes the number of codewords having input (information bits) weight i and redundancy (parity check bits) weight j, W H (·) represents the Hamming weight, and the summation is over all possible data sequences u with u (t) = 0 for t ≥ L. Since it is a sum of products, A(X, Y ) can be computed in principle by a trellis-based algorithm over the polynomial ring. For specific interleavers, the trellis has a state space of size 2 mK , which makes the computation intractable for large mK.
To circumvent this issue, we turn to the systematic BMST-R code ensemble as described in the previous subsection.
We can see that W H (c
is a random variable which depends only on the Hamming weights {W H (u (t−j) ), 0 ≤ j ≤ m}. This admits a reduced-complexity trellis representation of the average IRWEF of the defined systematic BMST-R code ensemble.
The trellis is time-invariant. At stage t, the trellis has (K + 1) m states, each of which corresponds to a vector of Hamming weights p = W H (u (t−1) ), W H (u (t−2) ), · · · , W H (u (t−m) ) . A state p at stage t and a state q at stage t + 1 are connected (with a branch denoted by p → q) if and only if p j = q j+1 for 0 ≤ j ≤ m − 2, where p j and q j are the j-th components of p and q, respectively. Evidently, emitting from (or entering into) each state, there are K + 1 branches. Associated with a branch p → q are a deterministic input weight q 0 but a random redundancy weight due to the existence of random interleavers. The weight distribution of the parity check vector c (t) 1 is given by
where f (r|p, q 0 ) is interpreted as the probability of current outputs c (t) 1
having weight r given that the weight vector of previous m input blocks W H (u (t−1) ), W H (u (t−2) ), · · · , W H (u (t−m) ) = p and the current input weight W H (u (t) ) = q 0 . By symmetry, it is easy to see that the weight distribution of c 
Then, A(X, Y ) can be calculated recursively by performing a forward trellis-based algorithm [22] over the polynomial ring in Algorithm 2.
Algorithm 2: Computing IRWEF of Systematic BMST-R Codes 1) Initialize β 0 (p) = 1 if p is the all-zero state; otherwise, initialize β 0 (p) = 0. 2) For t = 0, 1, · · · , L + m − 1, for each state q, where q 0 ∈ {0, 1, · · · , K} is the first component of q.
The computation of Algorithm 2 becomes more complicated and even intractable for large m and/or K due to the huge number of trellis states (K+1) m . Fortunately, we can calculate the partial IRWEF with truncated information weight, which can be obtained by removing certain states and branches from the trellis. Specifically, for a given truncating parameter T which corresponds to the maximum input weight, we remove all the branches p → q with q 0 + m−1 j=0 p j > T and keep only
Given the truncated IRWEF {A i,j , 0 ≤ i ≤ T } of systematic BMST-R codes, we have the following theorem (see Corollary 3 of [21] ).
Theorem 2:
IV. NUMERICAL ANALYSIS
In this section, the (m+1)(N −1) random interleavers (randomly generated but fixed) of size K are used for encoding. The iterative sliding window decoding algorithm for systematic BMST-R codes is performed using the parallel updating schedule within the decoding window with a maximum iteration number of 18, and the entropy stopping criterion [12] with a preselected threshold of 10 −6 is employed.
Example 1: Assume that there are L = 20 blocks of information data to be transmitted, where each information subsequence has length K = 30. We consider systematic . Required SNR to achieve a BER of 10 −5 for systematic BMST-R codes with information subsequence length K = 500 in Example 2. The performances of three AR4JA LDPC codes with code rates 1/2, 2/3 and 4/5 in the CCSDS standard [23] , and five PBRL LDPC codes [10] with code rates 1/4, 1/3, 1/2, 2/3, and 4/5, all of which have information length 16384, are also included.
BMST-R code ensembles with encoding memory m = 0, m = 1 and m = 2, whose code rates are 0.5, 0.4878 and 0.4762, respectively. Here, the systematic BMST-R code with m = 0 is equivalent to the independent transmission of rate 0.5 repetition code. Assume that we only calculate the truncated IRWEF {A i,j , 0 ≤ i ≤ 60}. The simulation results are shown in Fig. 3 , where we observe that the lower and upper bounds are tight in the high SNR region. We also observe that the simulated BER curves match well with the bounds in the high SNR region, indicating that the sliding window decoding algorithm is near optimal in the high SNR region.
Example 2: Consider systematic BMST-R codes with information subsequence length K = 500 and data block length 2016 IEEE International Symposium on Information Theory L = 500. The encoding memories m for systematic BMST-R codes required to approach the Shannon limits at a target BER of 10 −5 are determined following the procedure described in Section IV-A of [21] . Simulation results for systematic BMST-R codes with different rates are shown in Fig. 4 . We observe that the performances for all code rates are almost the same as that for uncoded code in the relatively low SNR region. This is different from non-systematic BMST codes whose performance in the relatively low SNR region is very bad due to error propagation. We also observe that, as the SNR increases, the performance curves of the systematic BMST-R codes drop down to the respective lower bounds for all considered code rates.
To evaluate the bandwidth efficiency, we plot the required SNR to achieve a BER of 10 −5 of the systematic BMST-R codes with information subsequence length K = 500 against the code rate in Fig. 5 , where we observe that the systematic BMST-R codes achieve the BER of 10 −5 within one dB from the Shannon limits for all considered code rates. 3 In Fig. 5 , we also include the simulation results of three AR4JA LDPC codes with code rates 1/2, 2/3 and 4/5 in the CCSDS standard [23] , and five PBRL LDPC codes with code rates 1/4, 1/3, 1/2, 2/3, and 4/5 in [10] , all of which have information length 16384. We observe that the performance of systematic BMST-R codes is similar to those of both AR4JA LDPC codes and PBRL LDPC codes over such code rates. Note that no simulation results were reported for AR4JA LDPC codes and PBRL LDPC codes with code rates less than 1/4, while codes of all rates of interest in the interval (0,1) can be constructed using the systematic BMST-R construction. Actually, to the best of our knowledge, no other methods were reported along with simulations in the literature that can construct good ratecompatible codes over such a wide range of code rates.
V. CONCLUSIONS
In this paper, we have proposed systematic block Markov superposition transmission (BMST) of repetition codes, referred to as systematic BMST-R codes. Using both extending and puncturing, systematic BMST-R codes support a wide range of code rates but maintain essentially the same encoding/decoding hardware structure. The performance of systematic BMST-R codes was analyzed and verified by simulations. A final note is that the construction of systematic BMST-R codes can be extended to high-order Abelian groups since only addition is required during the encoding process.
