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Abstract
We examine a mathematical question concerning the reconstruction accuracy of
the Fitch algorithm for reconstructing the ancestral sequence of the most recent
common ancestor given a phylogenetic tree and sequence data for all taxa under
consideration. In particular, for the symmetric 4-state substitution model which
is also known as Jukes-Cantor model, we answer affirmatively a conjecture of
Li, Steel and Zhang which states that for any ultrametric phylogenetic tree and
a symmetric model, the Fitch parsimony method using all terminal taxa is more
accurate, or at least as accurate, for ancestral state reconstruction than using
any particular terminal taxon or any particular pair of taxa. This conjecture
had so far only been answered for two-state data by Fischer and Thatte. Here,
we focus on answering the biologically more relevant case with four states, which
corresponds to ancestral sequence reconstruction from DNA or RNA data.
Keywords: Maximum Parsimony, ancestral sequence reconstruction,
reconstruction accuracy, symmetric 4-state model
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1. Introduction
The reconstruction of ancestral sequences, e.g. DNA-sequences of common an-
cestors of present-day species, is an important approach in understanding the
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2email@mareikefischer.de
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evolution and origin of these species [1, 2, 3]. There exist various methods to
do such reconstructions, e.g the Fitch algorithm [4, 5, 6], which is based on the
Maximum Parsimony criterion. However, how reliable is such a reconstruction?
Several studies analyzed the reliability, the so-called reconstruction accuracy,
of the Fitch algorithm for reconstructing ancestral sequence data of the most
recent common ancestor given a phylogenetic tree and sequences for all taxa
under consideration [1, 7, 8]. It seems intuitive that the root state is more likely
to be conserved for taxa that are closer to the root, since over time more se-
quence changes can occur. Moreover, one might expect that the reconstruction
accuracy is highest when all taxa are taken into account, which was also sug-
gested by earlier simulation studies [9]. However, it can be shown that there are
cases in which the reconstruction accuracy improves when only a subset of taxa
is considered [1, 7]. In particular, the reconstruction accuracy can even improve
when a taxon close to the root is ignored [7].
Despite these counterintuitive results, in 2008 Li et al. conjectured that for any
rooted binary ultrametric phylogenetic tree (i.e. a tree in which all branches
have the same distance to the root) and a simple model of evolution, the Fitch
algorithm using all taxa for ancestral state reconstruction is at least as accurate
as using a single taxon [1]. Note that ultrametric trees are also often referred to
as clocklike trees or molecular clocks. So the conjecture by Li et al. means that
under a molecular clock, the reconstruction accuracy is at least as good as the
conservation probability of any taxon. Note that under a molecular clock all
taxa have the same conversation probability, and that this conjecture provides
a lower bound on the reconstruction accuracy for any rooted binary ultrametric
phylogenetic tree under a simple model of evolution. Ignoring all data besides
the data of one species displays the extreme case of throwing information away.
Thus, showing that the conjecture holds is good news for Maximum Parsimony
as a criterion for ancestral state reconstruction.
In 2009, Fischer and Thatte [7] proved the conjecture for two-state characters,
but it remained unclear if it also holds for 4-state data like DNA or RNA. Thus,
the aim of this paper is to consider this biologically relevant case with four
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states. In particular, we answer the conjecture affirmatively. Additionally, we
also prove that the conjecture holds for three-state characters. Along the way,
we also prove that the Fitch parsimony method applied to all taxa is always at
least as good as applied to any pair of taxa if the underlying tree is clocklike.
However, we also show that this does not improve the lower bound induced by
single leaves.
2. Preliminaries
Before we can present our results, we first have to introduce some basic concepts.
Recall that a rooted binary phylogenetic tree on the leaf set X (|X | = n ≥ 2)
is a connected, acyclic graph in which the vertices of degree 1 are called leaves,
and in which there is exactly one node ρ of degree 2, which is referred to as
root, and all other non-leaf nodes have degree 3. Moreover, in a rooted binary
phylogenetic X-tree the leaves are bijectively labelled by the elements of X . Let
each vertex of the tree be assigned a state element of a finite state set A with
|A| ≥ 2. In particular, we are interested in the biologically relevant case with
four states, e.g. A = {α, β, γ, δ}, which corresponds for instance to DNA or
RNA data.
The states evolve from ρ by the well-known symmetric r-state model Nr with
alphabet A = {α1, . . . , αr} [4]. In this model, a state of A is selected as the root
state with probability 1|A| . Assume that e = (u, v) is an edge of the tree, and
node u is closer to the root than v. Then in this model, pe is the substitution
probability on edge e: it is the probability that v is in some state α under the
condition that u is in a distinct state, say, β. This is denoted by P(v = α|u = β).
The model is supposed to be symmetric, thus pe = P(v = α|u = β) = P(v =
β|u = α). Furthermore, we assume that 0 ≤ pe ≤
1
|A| , in particular for four
states we have 0 ≤ pe ≤
1
4 . The biologically relevant case with four states,
namely the N4-model, is also often referred to as Jukes-Cantor-model [10].
Similar as in [7, 11], we consider ultrametric trees, often known as clocklike
trees or molecular clocks by biologists. It means that the expected number of
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substitutions from the root to any leaf is the same [5].
In this manuscript we reconstruct ancestral states by the Maximum Parsimony
criterion with the Fitch algorithm, which we briefly explain now. Assume that
we have a rooted binary tree with leaf set X . To introduce the Fitch algorithm,
we first consider the kind of data we will map onto the leaves of the tree. The
data is given by a character on a leaf setX , which is a function f : X → A. Thus,
each leaf is assigned a character state. Note that as we consider X = {1, . . . , n},
we often write f = f(1)f(2) . . . f(n) instead of listing f(1), . . . , f(n) explicitly.
Then the Fitch algorithm [6] assigns a set of states to all interior vertices by
minimizing the number of changes. The algorithm is based on Fitch’s parsimony
operation. Therefore, let A be a non-empty finite alphabet and let A,B ⊆ A.
Then, Fitch’s parsimony operation ∗ is defined by
A ∗B :=


A ∩B, if A ∩B 6= ∅,
A ∪B, otherwise.
Using this operation, the Fitch algorithm works as follows. Consider all vertices
v, whose two direct descendants have already been assigned a set, say A and B.
Then, v is assigned A ∗ B. This step is continued upwards along the tree until
the root ρ is assigned a set, which is denoted by MP(f, T ). An example can be
seen in Figure 1.
4
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{δ}
{α, δ}
δαδβδβγγ
{γ} {β, δ}{β, δ}
{β, γ, δ}
MP(f, T ) = {δ}
Figure 1: Example for the Fitch algorithm for a rooted binary tree and the character f :
γγβδβδαδ. At first each leaf is assigned the state specified by the character. Then all other
vertices whose direct descendants have already been assigned a set are assigned a set by
applying the parsimony operation. This step is continued until the root is assigned a set; here
MP(f, T ) = {δ}.
Note that what we call the Fitch algorithm is in fact only one phase of the
algorithm, but it is the only part we require to estimate potential root states.
For more details we refer to [6].
For a 4-state-character there are 24−1 = 15 possible sets for each interior vertex,
since 16 is the cardinality of the power set of an alphabet with four elements
minus one for the empty set, i.e.: {α}, {β}, {γ}, {δ}, {α, β}, . . . , {α, β, γ, δ}.
We say that the Fitch algorithm unambiguously reconstructs the root state if
|MP(f, T )| = 1. Otherwise the root state is reconstructed ambiguously, i.e. the
method cannot decide between different states and therefore |MP(f, T )| > 1.
Note that real data usually comes in the form of an alignment, i.e. a sequence
of characters, rather than in the form of an individual character. In this case,
the Fitch algorithm would consider each character, i.e. each column (“site”) of
the alignment, separately. This is why we focus on the case of a single character
and its reconstruction accuracy.
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3. The accuracy of ancestral sequence reconstruction with 4-state
characters
Similar to Li et al., we now define the reconstruction accuracy for all |A| ≥ 2 [1].
Therefore, let MP(f, T ) denote the set of character states chosen by the Fitch
algorithm as possible root states when applied to character f on tree T .
Let R ⊆ A, α ∈ R and |R| ≥ 1. The probability that the root state α evolves
on T to a character f for which the Fitch algorithm assigns R as possible root
state set is given by P(MP(f, T ) = R|ρ = α).
The reconstruction accuracy is then defined by
RA(X) :=
∑
R⊆A
α∈R
1
|R|
· P(MP(f, T ) = R|ρ = α). (1)
To illustrate this definition, consider the case with A = {α, β, γ, δ}. In this
case, the reconstruction accuracy for the Fitch algorithm for ancestral state
reconstruction is given by
RA(X) =Pα(X) +
1
2
· (Pαβ(X) + Pαγ(X) + Pαδ(X))
+
1
3
· (Pαβγ(X) + Pαβδ(X) + Pαγδ(X)) +
1
4
· Pαβγδ(X), (2)
where we define
Pα(X) := P(MP(f, T ) = {α}|ρ = α),
Pαβ(X) := P(MP(f, T ) = {α, β}|ρ = α),
Pαγ(X) := P(MP(f, T ) = {α, γ}|ρ = α),
Pαδ(X) := P(MP(f, T ) = {α, δ}|ρ = α),
Pαβγ(X) := P(MP(f, T ) = {α, β, γ}|ρ = α),
Pαβδ(X) := P(MP(f, T ) = {α, β, δ}|ρ = α),
Pαγδ(X) := P(MP(f, T ) = {α, γ, δ}|ρ = α),
Pαβγδ(X) := P(MP(f, T ) = {α, β, γ}|ρ = α).
The main aim of this manuscript is to show that the reconstruction accuracy
for a rooted binary ultrametric phylogenetic tree under the N4-model using
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all terminal taxa is more accurate, or at least as accurate, for ancestral state
reconstruction than using any particular terminal taxon. This provides a lower
bound on RA(X), and is stated in the following theorem.
Theorem 1. For any rooted binary phylogenetic ultrametric tree and the N4-
model, the Fitch algorithm using all terminal taxa is more accurate, or at least
as accurate, for ancestral state reconstruction than using any particular terminal
taxon, that is
RA(X) ≥ 1− 3p.
The proof of Theorem 1 requires some more general properties. Therefore, we
first turn our attention to the following. If not stated otherwise, we always
consider rooted binary ultrametric phylogenetic trees under the N4-model. Due
to the symmetry of the model, we can assume without loss of generality that
the root is in state α, so α evolves along the tree to a character f on X . Let
p be the probability that from the root to one leaf the state changes from α to
one specific state in A \ {α} = {β, γ, δ}, i.e. 3p is the probability that a given
leaf is not in state α.
Therefore, in the case of the N4-model, 1−3p is the probability that the root is in
the same state as one leaf, since three different changes (α→ β, α→ γ, α→ δ)
can occur. This is at the same time the reconstruction accuracy when only one
leaf is taken into account. The main aim of this paper is to show that 1− 3p is
a lower bound for RA(X); that is considering all taxa under a molecular clock
is always better, or as good as, considering just one taxon.
As shown in Figure 2, every binary tree T can be decomposed into two maximal
pending subtrees T1 and T2 with leaf sets Y1 and Y2 (X = Y1 ∪Y2, Y1 ∩Y2 = ∅).
This is the so-called standard decomposition [5]. We denote the children of ρ
by y1 and y2, and with probability pi one specific change occurs from ρ to yi
(i ∈ {1, 2}). Analogously, one specific change occurs from yi to any leaf with
probability p
′
i (i ∈ {1, 2}). Note that p can then be calculated by all possibilities
given for one specific change from ρ to any leaf. Suppose that the root is in
state α and leaf l in state β (without loss of generality we have l ∈ Y1). Then
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there are four different possibilities for a change from ρ = α to l = β:
ρ = α→ y1 = α→ l = β,
ρ = α→ y1 = β → l = β,
ρ = α→ y1 = γ → l = β,
ρ = α→ y1 = δ → l = β.
Thus,
p = (1− 3pi)p
′
i + pi(1− 3p
′
i) + pip
′
i + pip
′
i
= pi + p
′
i − 4pip
′
i. (3)
Furthermore, for i ∈ {1, 2} we define Pi := 1− 4pi, and similarly P := 1− 4p.
y1
y2
p1
p
′
1
p2
p
′
2
ρ
︸ ︷︷ ︸
Y1 Y2
︸ ︷︷ ︸
T1 T2 ︸
︷︷
︸
p
Figure 2: Illustration of a rooted binary ultrametric phylogenetic tree and the standard de-
composition into its two maximal pending subtrees T1 and T2 [7].
Under the model assumptions of the N4-model, due to the symmetry, we have
that
Pαβ(X) = Pαγ(X) = Pαδ(X), (4)
Pαβγ(X) = Pαβδ(X) = Pαγδ(X), (5)
since e.g.
Pαβ(X) = P(MP(f, T ) = {α, β}|ρ = α) = P(MP(f, T ) = {α, γ}|ρ = α) = Pαγ(X).
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Therefore by (2), (4) and (5), RA(X) can be simplified and becomes
RA(X) =Pα(X) +
3
2
Pαβ(X) + Pαβγ(X) +
1
4
Pαβγδ(X). (6)
Moreover, we define
Pβ(X) := P(MP(f, T ) = {β}|ρ = α),
Pγ(X) := P(MP(f, T ) = {γ}|ρ = α),
Pδ(X) := P(MP(f, T ) = {δ}|ρ = α),
Pβγ(X) := P(MP(f, T ) = {β, γ}|ρ = α),
Pβγδ(X) := P(MP(f, T ) = {β, γ, δ}|ρ = α).
Again, by the symmetry of the N4-model, we obtain
Pβ(X) = Pγ(X) = Pδ(X). (7)
Biologically this means that under the assumption that α is the true root state,
the probability that α evolves to a character for which the Fitch algorithm as-
signs {β} to the root is the same as for {γ} and {δ}, since each specific change
occurs with probability p.
This brings us to our next result, where Pα(X), Pβ(X), Pαβ(X), Pβγ(X), Pαβγ(X)
and Pβγδ(X) are linked to each other.
Lemma 1. For any rooted binary phylogenetic tree and the N4-model we have
that
Pα(X) ≥ Pβ(X),
Pαβ(X) ≥ Pβγ(X),
Pαβγ(X) ≥ Pβγδ(X).
Note that Lemma 1 does not require the underlying tree to be ultrametric.
The proof of Lemma 1 is by induction on n and is presented in the appendix.
For this proof and also for the proof of Theorem 1 we state some recursions
required for the induction. Therefore, we define fYi as a restriction of f to
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Yi ⊆ X for i ∈ {1, 2}: fYi := f |Yi . For i ∈ {1, 2} the probability P(A)(Yi)
to obtain a set A ∈ {{α}, {β}, {α, β}, {β, γ}, {α, β, γ}, {β, γ, δ}, {α, β, γ, δ}} as
estimate state for yi with the Fitch algorithm under the assumption that ρ is
in state α can be defined using the law of total probability:
P(A)(Yi) := P(MP(fYi , Ti) = A)
= (1− 3pi)P(MP(fYi , Ti) = A|yi = α) + piP(MP(fYi , Ti) = A|yi = β)
+ piP(MP(fYi , Ti) = A|yi = γ) + piP(MP(fYi , Ti) = A|yi = δ).
Then with (4),(5),(7) we have:
P(α)(Yi) = (1− 3pi)Pα(Yi) + 3piPβ(Yi), (8)
P(β)(Yi) = (1− pi)Pβ(Yi) + piPα(Yi) = P(γ)(Yi) = P(δ)(Yi), (9)
P(αβ)(Yi) = (1 − 2pi)Pαβ(Yi) + 2piPβγ(Yi) = P(αγ)(Yi) = P(αδ)(Yi), (10)
P(βγ)(Yi) = (1− 2pi)Pβγ(Yi) + 2piPαβ(Yi) = P(βδ)(Yi) = P(γδ)(Yi), (11)
P(αβγ)(Yi) = (1− pi)Pαβγ(Yi) + piPβγδ(Yi) = P(αβδ)(Yi) = P(αγδ)(Yi), (12)
P(βγδ)(Yi) = (1− 3pi)Pβγδ(Yi) + 3piPαβγ(Yi), (13)
P(αβγδ)(Yi) = Pαβγδ(Yi). (14)
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With (8), (9), (10), (11), (12), (13) and (14) we therefore have
Pα(X) =P(α)(Y1)P(α)(Y2) + 3P(α)(Y1)P(αβ)(Y2) + 3P(αβ)(Y1)P(α)(Y2)
+ 3P(α)(Y1)P(αβγ)(Y2) + 3P(αβγ)(Y1)P(α)(Y2)
+ 6P(αβ)(Y1)P(αβ)(Y2) + 3P(αβ)(Y1)P(αβγ)(Y2) + 3P(αβγ)(Y1)P(αβ)(Y2)
+ P(α)(Y1)P(αβγδ)(Y2) + P(αβγδ)(Y1)P(α)(Y2), (15)
Pαβ(X) =P(α)(Y1)P(β)(Y2) + P(β)(Y1)P(α)(Y2) + P(αβ)(Y1)P(αβ)(Y2)
+ 2P(αβ)(Y1)P(αβγ)(Y2) + 2P(αβγ)(Y1)P(αβ)(Y2) + P(αβ)(Y1)P(αβγδ)(Y2)
+ P(αβγδ)(Y1)P(αβ)(Y2) + 2P(αβγ)(Y1)P(αβγ)(Y2), (16)
Pαβγ(X) =P(α)(Y1)P(βγ)(Y2) + P(βγ)(Y1)P(α)(Y2) + 2P(β)(Y1)P(αβ)(Y2)
+ 2P(αβ)(Y1)P(β)(Y2) + P(αβγ)(Y1)P(αβγ)(Y2) + P(αβγ)(Y1)P(αβγδ)(Y2)
+ P(αβγδ)(Y1)P(αβγ)(Y2), (17)
Pαβγδ(X) =P(α)(Y1)P(βγδ)(Y2) + P(βγδ)(Y1)P(α)(Y2) + 3P(β)(Y1)P(αβγ)(Y2)
+ 3P(αβγ)(Y1)P(β)(Y2) + 3P(αβ)(Y1)P(βγ)(Y2) + 3P(βγ)(Y1)P(αβ)(Y2)
+ P(αβγδ)(Y1)P(αβγδ)(Y2). (18)
As stated before, all these recursions are needed for the proof of Lemma 1 and
Theorem 1. Now, we are in the position to prove Theorem 1, our main result,
which states a lower bound on RA(X).
Proof. The proof is by induction on n. In order to show RA(X) ≥ 1 − 3p, we
define D(X) := RA(X)− (1− 3p), and show that D(X) is non-negative.
For n = 2 the subtrees Y1 and Y2 both contain one leaf, and thus
D(X) = Pα(X) +
3
2
Pαβ(X) + Pαβγ(X) +
1
4
Pαβγδ(X)− 1 + 3p by (6)
= Pα(X) +
3
2
Pαβ(X)− 1 + 3p
since Pαβγ(X) = Pαβγδ(X) = 0 for n = 2
= (1− 3p)2 +
3
2
2(1− 3p)p− 1 + 3p
= 1− 6p+ 9p2 + 3p− 9p2 − 1 + 3p
= 0.
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This shows that D(X) = RA(X) − (1 − 3p) = 0 is non-negative and thus
RA(X) = 1− 3p, which completes the base case of the induction.
Now, we show by induction that D(X) is non-negative. Suppose that T has n
taxa and that D(X) is non-negative for all trees having fewer than n taxa. We
define Di := D(Yi) = RA(Yi) − (1 − 3p
′
i) for i ∈ {1, 2}. Thus, D1 and D2 are
non-negative since Y1 and Y2 contain both fewer than n taxa.
By elementary term conversion we can show that
8D(X) =
(
4P(α)(Y1) + 10P(αβ)(Y1) + 6P(αβγ)(Y1)
)(
Pαβ(Y2)− Pβγ(Y2)
)
P2
+
(
4P(α)(Y2) + 10P(αβ)(Y2) + 6P(αβγ)(Y2)
)(
Pαβ(Y1)− Pβγ(Y1)
)
P1
+
(
2P(α)(Y1) +
16
3
P(αβ)(Y1) + 2P(αβγ)(Y1)
)(
Pαβγ(Y2)− Pβγδ(Y2)
)
P2
+
(
2P(α)(Y2) +
16
3
P(αβ)(Y2) + 2P(αβγ)(Y2)
)(
Pαβγ(Y1)− Pβγδ(Y1)
)
P1
+ 4P1D1 + 4P2D2
+
(2
3
P(αβ)(Y1) + 2P(αβγ)(Y1) + P(αβγδ)(Y1)
)(
3P + 4P2D2
)
+
(2
3
P(αβ)(Y2) + 2P(αβγ)(Y2) + P(αβγδ)(Y2)
)(
3P + 4P1D1
)
. (19)
The exact conversions can be found in the appendix.
Moreover, note that Pi, P(α)(Yi), P(αβ)(Yi), P(αβγ)(Yi), P(αβγδ)(Yi) are all prob-
abilities and therefore are all non-negative for i ∈ {1, 2}. By Lemma 1 we
have that (for i ∈ {1, 2}) Pαβ(Yi) − Pβγ(Yi) and Pαβγ(Yi) − Pβγδ(Yi) are non-
negative, resulting in (19) being non-negative. This implies D(X) ≥ 0 and thus
RA(X) ≥ 1− 3p. This completes the proof.
We have shown that the reconstruction accuracy using all terminal taxa is al-
ways greater or equal than the conservation probability of one single taxon.
Moreover, the base case of the proof of Theorem 1 provides more insight into
the reconstruction accuracy of using 2-taxon trees under the N4-model.
Corollary 1. Let T be a rooted binary ultrametric phylogenetic tree on taxon
set X with |X | = 2. Let p denote the probability of change from the root to any
leaf under the N4-model. Then, the reconstruction accuracy for ancestral state
12
reconstruction using the Fitch algorithm is given by
RA(X) = 1− 3p.
Corollary 1 states the reconstruction accuracy for ancestral state reconstruction
with the Fitch algorithm using ultrametric 2-taxon trees, which is the same
probability when using one terminal taxon. In the following proposition we
show that the reconstruction accuracy with the Fitch algorithm using any two
terminal taxa of a taxa set X is also 1− 3p.
Proposition 1. For any rooted binary phylogenetic ultrametric tree and the
N4-model, the reconstruction accuracy for the Fitch algorithm using any two
terminal taxa x1, x2 ∈ X for ancestral state reconstruction is given by
RA({x1, x2}) = 1− 3p.
Proof. Let x1, x2 ∈ X be two terminal taxa of any rooted binary ultrametric
phylogenetic tree T . Moreover, we consider the standard decomposition of T
into its two maximal pending subtrees T1 and T2 as depicted in Figure 2. Thus,
the proof is divided into two cases.
In the first case we have without loss of generality x1 ∈ Y1 and x2 ∈ Y2. By
Corollary 1 the reconstruction accuracy using x1 and x2 is then RA({x1, x2}) =
1− 3p.
In the second case we have either x1, x2 ∈ Y1 or x1, x2 ∈ Y2. Thus, without
loss of generality we consider x1, x2 ∈ Y1 as depicted in Figure 3. Let y be the
last common ancestor of x1 and x2, i.e. the first node that occurs both on the
path from x1 to ρ as well as on the path from x2 to ρ. Let T̂ be the subtree
of T1 that consists of the paths from y to x1 and x2, respectively, as well as
all vertices which lie on one of these paths. T̂ is depicted with dotted lines in
Figure 3. Thus, the root of T̂ is y. In addition, let p be the probability for one
specific change from ρ to y, and let p̂ be the probability for one specific change
from y to x1 or x2.
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y1
y2
p1
p2
p
′
2
ρ
︸ ︷︷ ︸
Y1 Y2
︸ ︷︷ ︸x2x1
T1
T2
y
p
′
1
T̂
p
︸
︷︷
︸
p
︸
︷︷
︸︸
︷︷
︸
p̂
Figure 3: Illustration of a rooted binary ultrametric phylogenetic tree and the standard de-
composition into its two maximal pending subtrees T1 and T2 [7]. The subtree T̂ of T1 is
represented by the dotted lines, and the root of T̂ is denoted by y.
By (6) we have
RA({x1, x2}) = Pα({x1, x2}) +
3
2
Pαβ({x1, x2}). (20)
Note that Pαβγ({x1, x2}) = Pαβγδ({x1, x2}) = 0 since we cannot obtain sets
with more than two elements with the Fitch algorithm when only x1 and x2 are
used for the reconstruction.
In the following, we use the notation f |{x1,x2} for the restriction of character f
on taxa x1 and x2.
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Furthermore, we have
Pα({x1, x2}) = P(MP(f |{x1,x2}, T̂ ) = {α}|ρ = α)
= (1− 3p) P(MP(f |{x1,x2}, T̂ ) = {α}|y = α, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {α}|y = β, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {α}|y = γ, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {α}|y = δ, ρ = α)
= (1− 3p) P(MP(f |{x1,x2}, T̂ ) = {α}|y = α, ρ = α)
+ 3p P(MP(f |{x1,x2}, T̂ ) = {β}|y = α, ρ = α)
by the symmetry of the N4-model
= (1− 3p)(1 − 3p̂)2 + 3pp̂2 (21)
Moreover,
Pαβ({x1, x2}) = P(MP(f |{x1,x2}, T̂ ) = {α, β}|ρ = α)
= (1− 3p) P(MP(f |{x1,x2}, T̂ ) = {α, β}|y = α, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {α, β}|y = β, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {α, β}|y = γ, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {α, β}|y = δ, ρ = α)
= (1− 2p) P(MP(f |{x1,x2}, T̂ ) = {α, β}|y = α, ρ = α)
+ 2p P(MP(f |{x1,x2}, T̂ ) = {β, γ}|y = α, ρ = α)
by the symmetry of the N4-model
= (1− 2p) 2 (1− 3p̂) p̂+ 2 p 2 p̂2 (22)
Thus by 21 and (22), (20) becomes
RA({x1, x2}) = (1 − 3p)(1− 3p̂)
2 + 3pp̂2 +
3
2
(
(1 − 2p) 2 (1− 3p̂) p̂+ 2 p 2 p̂2
)
= 1− 3 p− 3 p̂+ 12 p p̂
= 1− 3p
since similar to (3) we have that p = p+ p̂− 4 pp̂.
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Therefore, in both cases RA({x1, x2}) = 1− 3p which completes the proof.
This proposition provides us the reconstruction accuracy for the Fitch algorithm
when any two terminal taxa are considered. Note that this reconstruction ac-
curacy is the same as when only one terminal taxon is taken into account.
Therefore, by Theorem 1 and Proposition 1 we have the following corollary,
which states that the lower bound on the reconstruction accuracy holds for any
two terminal taxa. In particular, considering two taxa rather than one cannot
improve the lower bound given by Theorem 1.
Corollary 2. For any rooted binary phylogenetic ultrametric tree and the N4-
model, the Fitch algorithm using all terminal taxa is more accurate, or at least
as accurate, for ancestral state reconstruction than using any two terminal taxa,
that is
RA(X) ≥ 1− 3p.
This statement completes Section 3, and we now have a look on similar results
obtained for the N3-model.
4. The accuracy of ancestral sequence reconstruction with 3-state
characters
Under the same assumptions as for the 4-state model, similar results can be
obtained for the 3-state alphabet A = {α, β, γ}. In this case, the reconstruction
accuracy is given by
RA(X) =Pα(X) +
1
2
· (Pαβ(X) + Pαγ(X)) +
1
3
· Pαβγ(X)
=Pα(X) + Pαβ(X) +
1
3
· Pαβγ(X). (23)
Then Theorem 2 and Lemma 2 can be formulated similarly to the statements
before. Both proofs are left out, since they can be done analogously. However,
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we want to emphasize that the conjecture stated by Li et al. also holds for the
N3-model.
Theorem 2. For any rooted binary phylogenetic ultrametric tree and the N3-
model, the Fitch algorithm using all terminal taxa is more accurate, or at least
as accurate, for ancestral state reconstruction than using any particular terminal
taxon, that is
RA(X) ≥ 1− 2p.
By Theorem 2, a lower bound on RA(X) for rooted binary ultrametric phylo-
genetic trees is also given for A = {α, β, γ}.
Note that the analogs of Lemma 1, Corollary 1, Proposition 1 and Corollary 2
also hold under the N3-model. In particular, the reconstruction accuracy for
ultrametric trees is then at least 1− 2p. The exact statements and their proofs
can be found in the appendix.
5. Conclusion and Discussion
In this paper we considered the reconstruction accuracy of the Fitch algorithm
for ancestral state reconstruction. In particular, we analyzed rooted binary ul-
trametric phylogenetic trees under the N4-model. For an ultrametric tree the
probability of a change from the root to any leaf is the same. For such trees,
we investigated a lower bound on the reconstruction accuracy by answering af-
firmatively the conjecture by Li, Steel and Zhang, which stated that for rooted
binary ultrametric phylogenetic trees under the symmetric Nr-model the recon-
struction accuracy using all terminal taxa is at least as high as the conservation
probability of any leaf. In 2009, Fischer and Thatte had already shown that
this conjecture holds for two-state characters, but it remained unknown whether
this result could be extended to three or more character states. In particular,
the biologically relevant case of r = 4, which corresponds to the DNA- or RNA-
alphabet, remained unclear.
The main result of this manuscript is the proof of the conjecture for r = 4, which
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provides a lower bound on the reconstruction accuracy. As mentioned before,
the conjecture also holds for the N3-model. In the past, several studies showed
that in some cases, the Fitch algorithm provides better results when some data
are disregarded [1, 7]. This led to a critical view on Maximum Parsimony as
a method for ancestral state reconstruction. But as we have shown here, at
least for ultrametric trees, the extreme case of disregarding all data except for
one or two leaves can never improve the reconstruction accuracy of the Fitch
algorithm. In this sense, our results are good news for Maximum Parsimony as
a method for ancestral state reconstruction.
To conclude, the generalization to the Nr-model for r > 4 is still open, but we
conjecture that it also holds.
6. Appendix
Proof of Lemma 1 To prove Lemma 1 we show that for any rooted binary
phylogenetic tree T under a symmetric 4-state substitution model
Pα(X) ≥ Pβ(X), (24)
Pαβ(X) ≥ Pβγ(X), (25)
Pαβγ(X) ≥ Pβγδ(X) (26)
by induction on n. For n = 2 the subtrees Y1 and Y2 both contain one leaf, and
hence p = p1 = p2 leads to
Pα(X) = (1− 3p)
2,
Pβ(X) = p
2,
Pαβ(X) = 2(1− 3p)p,
Pβγ(X) = 2p
2,
Pαβγ(X) = 0,
Pβγδ(X) = 0.
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Therefore
Pα(X)− Pβ(X) = (1− 3p)
2 − p2 = 1− 6p+ 9p2 − p2 = 1− 6p+ 8p2
= (1− 4p)︸ ︷︷ ︸
≥0
(1 − 2p)︸ ︷︷ ︸
≥0
≥ 0 as p ≤
1
4
.
Moreover
Pαβ(X)− Pβγ(X) = 2(1− 3p)p− 2p
2 = 2p (1− 4p)︸ ︷︷ ︸
≥0
≥ 0 as p ≤
1
4
,
and
Pαβγ(X)− Pβγδ(X) = 0− 0 = 0 ≥ 0,
which completes the base case of the induction. For the inductive step we first
state some more recursions using (9), (10), (11), (12) and (13):
Pβ(X) =P(β)(Y1)P(β)(Y2) + P(β)(Y1)P(αβ)(Y2) + P(αβ)(Y1)P(β)(Y2)
+ 2P(β)(Y1)P(βγ)(Y2) + 2P(βγ)(Y1)P(β)(Y2) + 2P(αβ)(Y1)P(βγ)(Y2)
+ 2P(βγ)(Y1)P(αβ)(Y2) + 2P(βγ)(Y1)P(βγ)(Y2) + 2P(β)(Y1)P(αβγ)(Y2)
+ 2P(αβγ)(Y1)P(β)(Y2) + P(β)(Y1)P(βγδ)(Y2) + P(βγδ)(Y1)P(β)(Y2)
+ 2P(βγ)(Y1)P(αβγ)(Y2) + 2P(αβγ)(Y1)P(βγ)(Y2) + P(αβ)(Y1)P(βγδ)(Y2)
+ P(βγδ)(Y1)P(αβ)(Y2) + P(β)(Y1)P(αβγδ)(Y2) + P(αβγδ)(Y1)P(β)(Y2),
(27)
Pβγ(X) =P(β)(Y1)P(γ)(Y2) + P(γ)(Y1)P(β)(Y2) + P(βγ)(Y1)P(βγ)(Y2)
+ P(βγ)(Y1)P(αβγ)(Y2) + P(αβγ)(Y1)P(βγ)(Y2) + P(βγ)(Y1)P(βγδ)(Y2)
+ P(βγδ)(Y1)P(βγ)(Y2) + P(αβγ)(Y1)P(βγδ)(Y2) + P(βγδ)(Y1)P(αβγ)(Y2)
+ P(βγ)(Y1)P(αβγδ)(Y2) + P(αβγδ)(Y1)P(βγ)(Y2), (28)
Pβγδ(X) =3P(β)(Y1)P(βγ)(Y2) + 3P(βγ)(Y1)P(β)(Y2) + P(βγδ)(Y1)P(βγδ)(Y2)
+ P(βγδ)(Y1)P(αβγδ)(Y2) + P(αβγδ)(Y1)P(βγδ)(Y2). (29)
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Moreover we have that for i ∈ {1, 2}
P(α)(Yi)− P(β)(Yi) = (1− 3pi)Pα(Yi) + 3piPβ(Yi)− (1− pi)Pβ(Yi)− piPα(Yi)
by (8), (9)
= (1− 4pi)Pα(Yi)− (1− 4pi)Pβ(Yi)
= Pi
(
Pα(Yi)− Pβ(Yi)
)
(30)
by the definition of Pi
and thus
P(α)(Yi) = P(β)(Yi) + Pi
(
Pα(Yi)− Pβ(Yi)
)
. (31)
In the same manner by (10), (11), (12) and (13) we can see that
P(αβ)(Yi)− P(βγ)(Yi) = Pi
(
Pαβ(Yi)− Pβγ(Yi)
)
, (32)
P(αβγ)(Yi)− P(βγδ)(Yi) = Pi
(
Pαβγ(Yi)− Pβγδ(Yi)
)
. (33)
Therefore
P(αβ)(Yi) = P(βγ)(Yi) + Pi
(
Pαβ(Yi)− Pβγ(Yi)
)
, (34)
P(αβγ)(Yi) = P(βγδ)(Yi) + Pi
(
Pαβγ(Yi)− Pβγδ(Yi)
)
. (35)
Additionally we have the following: choose sets A1, A2 from {{α}, {αβ}, {αβγ}}
and B1, B2 from {{β}, {βγ}, {βγδ}} such that for i ∈ {1, 2} |Ai| = |Bi|, respec-
tively. Then we have that
P(A1)(Y1)P(A2)(Y2)− P(B1)(Y1)P(B2)(Y2)
=
(
P(B1)(Y1) + P1
(
PA1(Y1)− PB1(Y1)
))(
P(B2)(Y2) + P2
(
PA2(Y2)− PB2(Y2)
))
− P(B1)(Y1)P(B2)(Y2)
by (31), (34) or (35)
=P(B1)(Y1)P(B2)(Y2) + P(B1)(Y1)P2
(
PA2(Y2)− PB2(Y2)
)
+ P(B2)(Y2)P1
(
PA1(Y1)− PB1(Y1)
)
+ P1P2
(
PA1(Y1)− PB1(Y1)
)(
PA2(Y2)− PB2(Y2)
)
− P(B1)(Y1)P(B2)(Y2)
=P(B1)(Y1)P2
(
PA2(Y2)− PB2(Y2)
)
+ P(B2)(Y2)P1
(
PA1(Y1)− PB1(Y1)
)
+ P1P2
(
PA1(Y1)− PB1(Y1)
)(
PA2(Y2)− PB2(Y2)
)
. (36)
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Now suppose that T has n taxa and that (24),(25) and (26) are true for all trees
having fewer that n taxa. Note that therefore (36) is non-negative, since Y1 and
Y2 contain both fewer than than n taxa. Then
Pα(X)− Pβ(X)
=P(α)(Y1)P(α)(Y2) + 3P(α)(Y1)P(αβ)(Y2) + 3P(αβ)(Y1)P(α)(Y2)
+ 3P(α)(Y1)P(αβγ)(Y2) + 3P(αβγ)(Y1)P(α)(Y2) + 6P(αβ)(Y1)P(αβ)(Y2)
+ 3P(αβ)(Y1)P(αβγ)(Y2) + 3P(αβγ)(Y1)P(αβ)(Y2) + P(α)(Y1)P(αβγδ)(Y2)
+ P(αβγδ)(Y1)P(α)(Y2)− P(β)(Y1)P(β)(Y2)− P(β)(Y1)P(αβ)(Y2)
− P(αβ)(Y1)P(β)(Y2)− 2P(β)(Y1)P(βγ)(Y2)− 2P(βγ)(Y1)P(β)(Y2)
− 2P(αβ)(Y1)P(βγ)(Y2)− 2P(βγ)(Y1)P(αβ)(Y2)− 2P(βγ)(Y1)P(βγ)(Y2)
− 2P(β)(Y1)P(αβγ)(Y2)− 2P(αβγ)(Y1)P(β)(Y2)− P(β)(Y1)P(βγδ)(Y2)
− P(βγδ)(Y1)P(β)(Y2)− 2P(βγ)(Y1)P(αβγ)(Y2)− 2P(αβγ)(Y1)P(βγ)(Y2)
− P(αβ)(Y1)P(βγδ)(Y2)− P(βγδ)(Y1)P(αβ)(Y2)− P(β)(Y1)P(αβγδ)(Y2)
− P(αβγδ)(Y1)P(β)(Y2)
by (15) and (27)
=P(α)(Y1)P(α)(Y2)− P(β)(Y1)P(β)(Y2) + 2P(αβ)(Y1)P(αβ)(Y2)− 2P(βγ)(Y1)P(βγ)(Y2)
+ P(αβ)(Y2)
(
P(α)(Y1)− P(β)(Y1)
)
+ P(αβ)(Y1)
(
P(α)(Y2)− P(β)(Y2)
)
+ 2P(α)(Y1)P(αβ)(Y2)− 2P(β)(Y1)P(βγ)(Y2) + 2P(αβ)(Y1)P(α)(Y2)− 2P(βγ)(Y1)P(β)(Y2)
+ 2P(αβγ)(Y2)
(
P(α)(Y1)− P(β)(Y1)
)
+ 2P(αβγ)(Y1)
(
P(α)(Y2)− P(β)(Y2)
)
+ P(α)(Y1)P(αβγ)(Y2)− P(β)(Y1)P(βγδ)(Y2) + P(αβγ)(Y1)P(α)(Y2)− P(βγδ)(Y1)P(β)(Y2)
+ 2P(αβ)(Y2)
(
P(αβ)(Y1)− P(βγ)(Y1)
)
+ 2P(αβ)(Y1)
(
P(αβ)(Y2)− P(βγ)(Y2)
)
+ 2P(αβγ)(Y2)
(
P(αβ)(Y1)− P(βγ)(Y1)
)
+ 2P(αβγ)(Y1)
(
P(αβ)(Y2)− P(βγ)(Y2)
)
+ P(αβ)(Y2)
(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+ P(αβ)(Y1)
(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+ P(αβγδ)(Y2)
(
P(α)(Y1)− P(β)(Y1)
)
+ P(αβγδ)(Y1)
(
P(α)(Y2)− P(β)(Y2)
)
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=P(α)(Y1)P(α)(Y2)− P(β)(Y1)P(β)(Y2) + 2
(
P(αβ)(Y1)P(αβ)(Y2)− P(βγ)(Y1)P(βγ)(Y2)
)
+ 2
(
P(α)(Y1)P(αβ)(Y2)− P(β)(Y1)P(βγ)(Y2)
)
+ 2
(
P(αβ)(Y1)P(α)(Y2)− 2P(βγ)(Y1)P(β)(Y2)
)
+ P(α)(Y1)P(αβγ)(Y2)− P(β)(Y1)P(βγδ)(Y2)
+ P(αβγ)(Y1)P(α)(Y2)− P(βγδ)(Y1)P(β)(Y2)
+
(
P(α)(Y1)− P(β)(Y1)
)(
P(αβ)(Y2) + 2P(αβγ)(Y2) + P(αβγδ)(Y2)
)
+
(
P(α)(Y2)− P(β)(Y2)
)(
P(αβ)(Y1) + 2P(αβγ)(Y1) + P(αβγδ)(Y1)
)
+
(
P(αβ)(Y1)− P(βγ)(Y1)
)(
2P(αβ)(Y2) + 2P(αβγ)(Y2)
)
+
(
P(αβ)(Y2)− P(βγ)(Y2)
)(
2P(αβ)(Y1) + 2P(αβγ)(Y1)
)
+
(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
P(αβ)(Y2) +
(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
P(αβ)(Y1)
=P(α)(Y1)P(α)(Y2)− P(β)(Y1)P(β)(Y2) + 2
(
P(αβ)(Y1)P(αβ)(Y2)− P(βγ)(Y1)P(βγ)(Y2)
)
+ 2
(
P(α)(Y1)P(αβ)(Y2)− P(β)(Y1)P(βγ)(Y2)
)
+ 2
(
P(αβ)(Y1)P(α)(Y2)− P(βγ)(Y1)P(β)(Y2)
)
+ P(α)(Y1)P(αβγ)(Y2)− P(β)(Y1)P(βγδ)(Y2)
+ P(αβγ)(Y1)P(α)(Y2)− P(βγδ)(Y1)P(β)(Y2)
+ P1
(
Pα(Y1)− Pβ(Y1)
)(
P(αβ)(Y2) + 2P(αβγ)(Y2) + P(αβγδ)(Y2)
)
+ P2
(
Pα(Y2)− Pβ(Y2)
)(
P(αβ)(Y1) + 2P(αβγ)(Y1) + P(αβγδ)(Y1)
)
+ P1
(
Pαβ(Y1)− Pβγ(Y1)
)(
2P(αβ)(Y2) + 2P(αβγ)(Y2)
)
+ P2
(
Pαβ(Y2)− Pβγ(Y2)
)(
2P(αβ)(Y1) + 2P(αβγ)(Y1)
)
+ P1
(
Pαβγ(Y1)− Pβγδ(Y1)
)
P(αβ)(Y2) + P2
(
Pαβδ(Y2)− Pβγδ(Y2)
)
P(αβ)(Y1)
by (30), (32) and (33).
By (36) and the inductive assumption this term is non-negative, and therefore
concludes the proof for Pα(X) ≥ Pβ(X). We now proceed with the second part
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of Lemma 1.
Pαβ(X)− Pβγ(X)
=P(α)(Y1)P(β)(Y2) + P(β)(Y1)P(α)(Y2) + P(αβ)(Y1)P(αβ)(Y2)
+ 2P(αβ)(Y1)P(αβγ)(Y2) + 2P(αβγ)(Y1)P(αβ)(Y2) + P(αβ)(Y1)P(αβγδ)(Y2)
+ P(αβγδ)(Y1)P(αβ)(Y2) + 2P(αβγ)(Y1)P(αβγ)(Y2)− 2P(β)(Y1)P(β)(Y2)
− P(βγ)(Y1)P(βγ)(Y2)− P(βγ)(Y1)P(αβγ)(Y2)− P(αβγ)(Y1)P(βγ)(Y2)
− P(βγ)(Y1)P(βγδ)(Y2)− P(βγδ)(Y1)P(βγ)(Y2)− P(αβγ)(Y1)P(βγδ)(Y2)
− P(βγδ)(Y1)P(αβγ)(Y2)− P(βγ)(Y1)P(αβγδ)(Y2)− P(αβγδ)(Y1)P(βγ)(Y2)
by (9), (16) and (28)
=P(β)(Y2)
(
P(α)(Y1)− P(β)(Y1)
)
+ P(β)(Y1)
(
P(α)(Y2)− P(β)(Y2)
)
+ P(αβ)(Y1)P(αβ)(Y2)− P(βγ)(Y1)P(βγ)(Y2)
+ P(αβγ)(Y2)
(
P(αβ)(Y1)− P(βγ)(Y1)
)
+ P(αβγ)(Y1)
(
P(αβ)(Y2)− P(βγ)(Y2)
)
+ P(αβ)(Y1)P(αβγ)(Y2)− P(βγ)(Y1)P(βγδ)(Y2)
+ P(αβγ)(Y1)P(αβ)(Y2)− P(βγδ)(Y1)P(βγ)(Y2)
+ P(αβγ)(Y2)
(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+ P(αβγ)(Y1)
(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+ P(αβγδ)(Y2)
(
P(αβ)(Y1)− P(βγ)(Y1)
)
+ P(αβγδ)(Y1)
(
P(αβ)(Y2)− P(βγ)(Y2)
)
=P(αβ)(Y1)P(αβ)(Y2)− P(βγ)(Y1)P(βγ)(Y2)
+ P(αβ)(Y1)P(αβγ)(Y2)− P(βγ)(Y1)P(βγδ)(Y2)
+ P(αβγ)(Y1)P(αβ)(Y2)− P(βγδ)(Y1)P(βγ)(Y2)
+ P(β)(Y2)
(
P(α)(Y1)− P(β)(Y1)
)
+ P(β)(Y1)
(
P(α)(Y2)− P(β)(Y2)
)
+
(
P(αβγ)(Y2) + P(αβγδ)(Y2)
)(
P(αβ)(Y1)− P(βγ)(Y1)
)
+
(
P(αβγ)(Y1) + P(αβγδ)(Y1)
)(
P(αβ)(Y2)− P(βγ)(Y2)
)
+ P(αβγ)(Y2)
(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+ P(αβγ)(Y1)
(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
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=P(αβ)(Y1)P(αβ)(Y2)− P(βγ)(Y1)P(βγ)(Y2)
+ P(αβ)(Y1)P(αβγ)(Y2)− P(βγ)(Y1)P(βγδ)(Y2)
+ P(αβγ)(Y1)P(αβ)(Y2)− P(βγδ)(Y1)P(βγ)(Y2)
+ P(β)(Y2)P1
(
Pα(Y1)− Pβ(Y1)
)
+ P(β)(Y1)P2
(
Pα(Y2)− Pβ(Y2)
)
+
(
P(αβγ)(Y2) + P(αβγδ)(Y2)
)
P1
(
Pαβ(Y1)− Pβγ(Y1)
)
+
(
P(αβγ)(Y1) + P(αβγδ)(Y1)
)
P2
(
Pαβ(Y2)− Pβγ(Y2)
)
+ P(αβγ)(Y2)P1
(
Pαβγ(Y1)− Pβγδ(Y1)
)
+ P(αβγ)(Y1)P2
(
Pαβγ(Y2)− Pβγδ(Y2)
)
by (30), (32) and (33).
Again by (36) and the inductive assumption this term is non-negative, and
therefore concludes the proof for Pαβ(X) ≥ Pβγ(X). Moreover we have
Pαβγ(X)− Pβγδ(X)
=P(α)(Y1)P(βγ)(Y2) + P(βγ)(Y1)P(α)(Y2) + 2P(β)(Y1)P(αβ)(Y2)
+ 2P(αβ)(Y1)P(β)(Y2) + P(αβγ)(Y1)P(αβγ)(Y2) + P(αβγ)(Y1)P(αβγδ)(Y2)
+ P(αβγδ)(Y1)P(αβγ)(Y2)− 3P(β)(Y1)P(βγ)(Y2)− 3P(βγ)(Y1)P(β)(Y2)
− P(βγδ)(Y1)P(βγδ)(Y2)− P(βγδ)(Y1)P(αβγδ)(Y2)− P(αβγδ)(Y1)P(βγδ)(Y2)
by (17) and (29)
=P(βγ)(Y2)
(
P(α)(Y1)− P(β)(Y1)
)
+ P(βγ)(Y1)
(
P(α)(Y2)− P(β)(Y2)
)
+ 2P(β)(Y2)
(
P(αβ)(Y1)− P(βγ)(Y1)
)
+ 2P(β)(Y1)
(
P(αβ)(Y2)− P(βγ)(Y2)
)
+ P(αβγ)(Y1)P(αβγ)(Y2)− P(βγδ)(Y1)P(βγδ)(Y2)
+ P(αβγδ)(Y2)
(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+ P(αβγδ)(Y1)
(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
=P(βγ)(Y2)P1
(
Pα(Y1)− Pβ(Y1)
)
+ P(βγ)(Y1)P2
(
Pα(Y2)− Pβ(Y2)
)
+ 2P(β)(Y2)P1
(
Pαβ(Y1)− Pβγ(Y1)
)
+ 2P(β)(Y1)P2
(
Pαβ(Y2)− Pβγ(Y2)
)
+ P(αβγ)(Y1)P(αβγ)(Y2)− P(βγδ)(Y1)P(βγδ)(Y2)
+ P(αβγδ)(Y2)P1
(
Pαβγ(Y1)− Pβγδ(Y1)
)
+ P(αβγδ)(Y1)P2
(
Pαβγ(Y2)− Pβγδ(Y2)
)
by (30), (32) and (33).
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By (36) and the inductive assumption Pαβγ(X)−Pβγδ(X) is non-negative, and
therefore concludes the proof of the last part of Lemma 1.
Extension to the proof of Theorem 1 First of all we state some equations
for i ∈ {1, 2} which helps to show (19).
1 =Pα(Yi) + Pβ(Yi) + Pγ(Yi) + Pδ(Yi) + Pαβ(Yi) + Pαγ(Yi) + Pαδ(Yi) + Pβγ(Yi)
+ Pβδ(Yi) + Pγδ(Yi) + Pαβγ(Yi) + Pαβδ(Yi) + Pαγδ(Yi) + Pβγδ(Yi) + Pαβγδ(Yi)
=Pα(Yi) + 3Pβ(Yi) + 3Pαβ(Yi) + 3Pβγ(Yi) + 3Pαβγ(Yi) + Pβγδ(Yi) + Pαβγδ(Yi)
(37)
by (7), (4), (5).
By (37) we have that
3Pβ(Yi) = 1− Pα(Yi)− 3Pαβ(Yi)− 3Pβγ(Yi)− 3Pαβγ(Yi)− Pβγδ(Yi)− Pαβγδ(Yi)
(38)
and
P(α)(Yi) + 3P(β)(Yi) + 3P(αβ)(Yi) + 3P(βγ)(Yi) + 3P(αβγ)(Yi) + P(βγδ)(Yi) + P(αβγδ)(Yi)
= (1 − 3pi)Pα(Yi) + 3piPβ(Yi) + 3(1− pi)Pβ(Yi) + 3piPα(Yi)
+ 3(1− 2pi)Pαβ(Yi) + 6piPβγ(Yi) + 3(1− 2pi)Pβγ(Yi) + 6piPαβ(Yi)
+ 3(1− pi)Pαβγ(Yi) + 3piPβγδ(Yi) + (1− 3pi)Pβγδ(Yi) + 3piPαβγ(Yi) + Pαβγδ(Yi)
by (8), (9), (10), (11), (12), (13), (14)
= Pα(Yi) + 3Pβ(Yi) + 3Pαβ(Yi) + 3Pβγ(Yi) + 3Pαβγ(Yi) + Pβγδ(Yi) + Pαβγδ(Yi)
= 1. (39)
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Furthermore, the following expressions can be simplified by (6), (38) and (39).
4P(α)(Yi) + 6P(αβ)(Yi) + 4P(αβγ)(Yi) + P(αβγδ)(Yi)
=4
(
P(α)(Yi) +
3
2
P(αβ)(Yi) + P(αβγ)(Yi) +
1
4
P(αβγδ)(Yi)
)
=4
(
(1 − 3pi)Pα(Yi) + 3piPβ(Yi)) +
3
2
((1 − 2pi)Pαβ(Yi) + 2piPβγ(Yi))
+ (1− pi)Pαβγ(Yi) + piPβγδ(Yi) +
1
4
Pαβγδ(Yi)
)
=4
(
(1 − 3pi)Pα(Yi) + pi
(
1− Pα(Yi)− 3Pαβ(Yi)− 3Pβγ(Yi)− 3Pαβγ(Yi)− Pβγδ(Yi)− Pαβγδ(Yi)
)
+
3
2
((1 − 2pi)Pαβ(Yi) + 2piPβγ(Yi)) + (1− pi)Pαβγ(Yi) + piPβγδ(Yi) +
1
4
Pαβγδ(Yi)
)
by (38)
=4
(
(1 − 3pi)Pα(Yi) + pi − piPα(Yi)− 3piPαβ(Yi)− 3piPβγ(Yi)− 3piPαβγ(Yi)− piPβγδ(Yi)
− piPαβγδ(Yi) +
3
2
((1 − 2pi)Pαβ(Yi) + 2piPβγ(Yi)) + (1− pi)Pαβγ(Yi) + piPβγδ(Yi) +
1
4
Pαβγδ(Yi)
)
=4
(
(1 − 3pi)Pα(Yi) + pi − piPα(Yi)− 3piPαβ(Yi)− 3piPαβγ(Yi)
− piPαβγδ(Yi) +
3
2
(1 − 2pi)Pαβ(Yi) + (1− pi)Pαβγ(Yi) +
1
4
Pαβγδ(Yi)
)
=4
(
pi + (1 − 4pi)Pα(Yi) +
3
2
(1− 4pi)Pαβ(Yi) + (1 − 4pi)Pαβγ(Yi) +
1
4
(1− 4pi)Pαβγδ(Yi)
)
=4
(
pi + (1 − 4pi)
(
Pα(Yi) +
3
2
Pαβ(Yi) + Pαβγ(Yi) +
1
4
Pαβγδ(Yi)
))
=4
(
pi + (1 − 4pi)RA(Yi)
)
(40)
by (6).
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Moreover,
1
2
P(α)(Yi) +
3
2
P(αβ)(Yi) +
3
2
P(αβγ)(Yi) + P(αβγδ)(Yi) +
3
2
P(β)(Yi) + P(βγ)(Yi) +
1
4
P(βγδ)(Yi)
=
1
2
P(α)(Yi) +
3
2
P(β)(Yi) +
3
2
P(αβ)(Yi) +
3
2
P(βγ)(Yi)−
1
2
P(βγ)(Yi) +
3
2
P(αβγ)(Yi)
+
1
2
P(βγδ)(Yi)−
1
4
P(βγδ)(Yi) +
1
2
P(αβγδ)(Yi) +
1
2
P(αβγδ)(Yi)
=
1
2
(
P(α)(Yi) + 3P(β)(Yi) + 3P(αβ)(Yi) + 3P(βγ)(Yi) + 3P(αβγ)(Yi) + P(βγδ)(Yi) + P(αβγδ)(Yi)
)
−
1
2
P(βγ)(Yi)−
1
4
P(βγδ)(Yi) +
1
2
P(αβγδ)(Yi)
=
1
2
−
1
2
P(βγ)(Yi)−
1
4
P(βγδ)(Yi) +
1
2
P(αβγδ)(Yi) (41)
by (39).
Additionally,
3
2
P(α)(Yi) + 2P(β)(Yi) +
15
4
P(αβ)(Yi) +
3
4
P(βγ)(Yi) + 3P(αβγ)(Yi) +
3
2
P(αβγδ)(Yi)
=
2
3
(
P(α)(Yi) + 3P(β)(Yi) + 3P(αβ)(Yi) + 3P(βγ)(Yi) + 3P(αβγ)(Yi) + P(βγδ)(Yi) + P(αβγδ)(Yi)
)
+
5
6
P(α)(Yi) +
7
4
P(αβ)(Yi)−
5
4
P(βγ)(Yi) + P(αβγ)(Yi)−
2
3
P(βγδ)(Yi) +
5
6
P(αβγδ)(Yi)
=
2
3
+
5
6
P(α)(Yi) +
7
4
P(αβ)(Yi)−
5
4
P(βγ)(Yi) + P(αβγ)(Yi)−
2
3
P(βγδ)(Yi) +
5
6
P(αβγδ)(Yi)
(42)
by (39),
and
3
2
P(α)(Yi) +
3
4
P(β)(Yi) + 3P(αβ)(Yi) + 2P(αβγ)(Yi) + P(αβγδ)(Yi)
=
1
4
(
P(α)(Yi) + 3P(β)(Yi) + 3P(αβ)(Yi) + 3P(βγ)(Yi) + 3P(αβγ)(Yi) + P(βγδ)(Yi) + P(αβγδ)(Yi)
)
+
5
4
P(α)(Yi) +
9
4
P(αβ)(Yi)−
3
4
P(βγ)(Yi) +
5
4
P(αβγ)(Yi)−
1
4
P(βγδ)(Yi) +
3
4
P(αβγδ)(Yi)
=
1
4
+
5
4
P(α)(Yi) +
9
4
P(αβ)(Yi)−
3
4
P(βγ)(Yi) +
5
4
P(αβγ)(Yi)−
1
4
P(βγδ)(Yi) +
3
4
P(αβγδ)(Yi)
(43)
by (39).
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Furthermore,
4pi − 1 = 4pi − 4 + 3 + 12p− 12p
= 3− 12p+ 4pi − 4 + 12(pi + p
′
i − 4pip
′
i)
by (3)
= 3(1− 4p) + 16pi − 4 + 12p
′
i − 48pip
′
i
= 3(1− 4p) + 4(1− 4pi)(−1 + 3p
′
i)
= 3P + 4Pi(−1 + 3p
′
i). (44)
by the definition of P and Pi,
and
4pi − 4 + 12p = 4pi − 4 + 12(pi + p
′
i − 4pip
′
i)
by (3)
= 4(4pi − 1 + 3p
′
i − 12pip
′
i)
= 4(1− 4pi)(−1 + 3p
′
i)
= 4Pi(−1 + 3p
′
i) (45)
by the definition of Pi.
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By using the simplifications stated before we can now rewrite RA(X).
RA(X) =Pα(X) +
3
2
· Pαβ(X) + Pαβγ(X) +
1
4
· Pαβγδ(X)
by (6)
=P(α)(Y1)P(α)(Y2) + 3P(α)(Y1)P(αβ)(Y2) + 3P(αβ)(Y1)P(α)(Y2)
+ 3P(α)(Y1)P(αβγ)(Y2) + 3P(αβγ)(Y1)P(α)(Y2) + 6P(αβ)(Y1)P(αβ)(Y2)
+ 3P(αβ)(Y1)P(αβγ)(Y2) + 3P(αβγ)(Y1)P(αβ)(Y2) + P(α)(Y1)P(αβγδ)(Y2)
+ P(αβγδ)(Y1)P(α)(Y2) +
3
2
(
P(α)(Y1)P(β)(Y2) + P(β)(Y1)P(α)(Y2)
+ P(αβ)(Y1)P(αβ)(Y2) + 2P(αβ)(Y1)P(αβγ)(Y2) + 2P(αβγ)(Y1)P(αβ)(Y2)
+ P(αβ)(Y1)P(αβγδ)(Y2) + P(αβγδ)(Y1)P(αβ)(Y2) + 2P(αβγ)(Y1)P(αβγ)(Y2)
)
+ P(α)(Y1)P(βγ)(Y2) + P(βγ)(Y1)P(α)(Y2) + 2P(β)(Y1)P(αβ)(Y2)
+ 2P(αβ)(Y1)P(β)(Y2) + P(αβγ)(Y1)P(αβγ)(Y2) + P(αβγ)(Y1)P(αβγδ)(Y2)
+ P(αβγδ)(Y1)P(αβγ)(Y2) +
1
4
(
P(α)(Y1)P(βγδ)(Y2) + P(βγδ)(Y1)P(α)(Y2)
+ 3P(β)(Y1)P(αβγ)(Y2) + 3P(αβγ)(Y1)P(β)(Y2) + 3P(αβ)(Y1)P(βγ)(Y2)
+ 3P(βγ)(Y1)P(αβ)(Y2) + P(αβγδ)(Y1)P(αβγδ)(Y2)
)
by (15), (16), (17), (18)
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=P(α)(Y1)
(1
2
P(α)(Y2) +
3
2
P(αβ)(Y2) +
3
2
P(αβγ)(Y2) + P(αβγδ)(Y2) +
3
2
P(β)(Y2) + P(βγ)(Y2)
+
1
4
P(βγδ)(Y2)
)
+ P(α)(Y2)
(1
2
P(α)(Y1) +
3
2
P(αβ)(Y1) +
3
2
P(αβγ)(Y1) + P(αβγδ)(Y1) +
3
2
P(β)(Y1) + P(βγ)(Y1)
+
1
4
P(βγδ)(Y1)
)
+ P(αβ)(Y1)
(3
2
P(α)(Y2) + 2P(β)(Y2) +
15
4
P(αβ)(Y2) +
3
4
P(βγ)(Y2) + 3P(αβγ)(Y2) +
3
2
P(αβγδ)(Y2)
)
+ P(αβ)(Y2)
(3
2
P(α)(Y1) + 2P(β)(Y1) +
15
4
P(αβ)(Y1) +
3
4
P(βγ)(Y1) + 3P(αβγ)(Y1) +
3
2
P(αβγδ)(Y1)
)
+ P(αβγ)(Y1)
(3
2
P(α)(Y2) +
3
4
P(β)(Y2) + 3P(αβ)(Y2) + 2P(αβγ)(Y2) + P(αβγδ)(Y2)
)
+ P(αβγ)(Y2)
(3
2
P(α)(Y1) +
3
4
P(β)(Y1) + 3P(αβ)(Y1) + 2P(αβγ)(Y1) + P(αβγδ)(Y1)
)
+
1
4
P(αβγδ)(Y1)P(αβγδ)(Y2)
=P(α)(Y1)
(1
2
−
1
2
P(βγ)(Y2)−
1
4
P(βγδ)(Y2) +
1
2
P(αβγδ)(Y2)
)
+ P(α)(Y2)
(1
2
−
1
2
P(βγ)(Y1)−
1
4
P(βγδ)(Y1) +
1
2
P(αβγδ)(Y1)
)
+ P(αβ)(Y1)
(2
3
+
5
6
P(α)(Y2) +
7
4
P(αβ)(Y2)−
5
4
P(βγ)(Y2) + P(αβγ)(Y2)−
2
3
P(βγδ)(Y2) +
5
6
P(αβγδ)(Y2)
)
+ P(αβ)(Y2)
(2
3
+
5
6
P(α)(Y1) +
7
4
P(αβ)(Y1)−
5
4
P(βγ)(Y1) + P(αβγ)(Y1)−
2
3
P(βγδ)(Y1) +
5
6
P(αβγδ)(Y1)
)
+ P(αβγ)(Y1)
(1
4
+
5
4
P(α)(Y2) +
9
4
P(αβ)(Y2)−
3
4
P(βγ)(Y2) +
5
4
P(αβγ)(Y2)−
1
4
P(βγδ)(Y2) +
3
4
P(αβγδ)(Y2)
)
+ P(αβγ)(Y2)
(1
4
+
5
4
P(α)(Y1) +
9
4
P(αβ)(Y1)−
3
4
P(βγ)(Y1) +
5
4
P(αβγ)(Y1)−
1
4
P(βγδ)(Y1) +
3
4
P(αβγδ)(Y1)
)
+
1
4
P(αβγδ)(Y1)P(αβγδ)(Y2)
by (41), (42), (43)
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=
(1
2
P(α)(Y1) +
5
4
P(αβ)(Y1) +
3
4
P(αβγ)(Y1)
)(
P(αβ)(Y2)− P(βγ)(Y2)
)
+
(1
2
P(α)(Y2) +
5
4
P(αβ)(Y2) +
3
4
P(αβγ)(Y2)
)(
P(αβ)(Y1)− P(βγ)(Y1)
)
+
(1
4
P(α)(Y1) +
2
3
P(αβ)(Y1) +
1
4
P(αβγ)(Y1)
)(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+
(1
4
P(α)(Y2) +
2
3
P(αβ)(Y2) +
1
4
P(αβγ)(Y2)
)(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+ P(α)(Y1)
(1
2
+
1
2
P(αβγδ)(Y2)
)
+ P(α)(Y2)
(1
2
+
1
2
P(αβγδ)(Y1)
)
+ P(αβ)(Y1)
(2
3
+
1
3
P(α)(Y2) +
1
2
P(αβ)(Y2) +
1
3
P(αβγ)(Y2) +
5
6
P(αβγδ)(Y2)
)
+ P(αβ)(Y2)
(2
3
+
1
3
P(α)(Y1) +
1
2
P(αβ)(Y1) +
1
3
P(αβγ)(Y1) +
5
6
P(αβγδ)(Y1)
)
+ P(αβγ)(Y1)
(1
4
+ P(α)(Y2) +
3
2
P(αβ)(Y2) + P(αβγ)(Y2) +
3
4
P(αβγδ)(Y2)
)
+ P(αβγ)(Y2)
(1
4
+ P(α)(Y1) +
3
2
P(αβ)(Y1) + P(αβγ)(Y1) +
3
4
P(αβγδ)(Y1)
)
+
1
4
P(αβγδ)(Y1)P(αβγδ)(Y2)
=
(1
2
P(α)(Y1) +
5
4
P(αβ)(Y1) +
3
4
P(αβγ)(Y1)
)(
P(αβ)(Y2)− P(βγ)(Y2)
)
+
(1
2
P(α)(Y2) +
5
4
P(αβ)(Y2) +
3
4
P(αβγ)(Y2)
)(
P(αβ)(Y1)− P(βγ)(Y1)
)
+
(1
4
P(α)(Y1) +
2
3
P(αβ)(Y1) +
1
4
P(αβγ)(Y1)
)(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+
(1
4
P(α)(Y2) +
2
3
P(αβ)(Y2) +
1
4
P(αβγ)(Y2)
)(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+
1
2
P(α)(Y1) +
3
4
P(αβ)(Y1) +
1
2
P(αβγ)(Y1) +
1
8
P(αβγδ)(Y1)
+
1
2
P(α)(Y2) +
3
4
P(αβ)(Y2) +
1
2
P(αβγ)(Y2) +
1
8
P(αβγδ)(Y2)
+ P(αβ)(Y1)
(
−
1
12
+
1
3
P(α)(Y2) +
1
2
P(αβ)(Y2) +
1
3
P(αβγ)(Y2) +
1
12
P(αβγδ)(Y2)
)
+ P(αβ)(Y2)
(
−
1
12
+
1
3
P(α)(Y1) +
1
2
P(αβ)(Y1) +
1
3
P(αβγ)(Y1) +
1
12
P(αβγδ)(Y1)
)
+ P(αβγ)(Y1)
(
−
1
4
+ P(α)(Y2) +
3
2
P(αβ)(Y2) + P(αβγ)(Y2) +
1
4
P(αβγδ)(Y2)
)
+ P(αβγ)(Y2)
(
−
1
4
+ P(α)(Y1) +
3
2
P(αβ)(Y1) + P(αβγ)(Y1) +
1
4
P(αβγδ)(Y1)
)
+ P(αβγδ)(Y1)
(
−
1
8
+
1
2
P(α)(Y2) +
3
4
P(αβ)(Y2) +
1
2
P(αβγ)(Y2) +
1
8
P(αβγδ)(Y2)
)
+ P(αβγδ)(Y2)
(
−
1
8
+
1
2
P(α)(Y1) +
3
4
P(αβ)(Y1) +
1
2
P(αβγ)(Y1) +
1
8
P(αβγδ)(Y1)
)
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=
(1
2
P(α)(Y1) +
5
4
P(αβ)(Y1) +
3
4
P(αβγ)(Y1)
)(
P(αβ)(Y2)− P(βγ)(Y2)
)
+
(1
2
P(α)(Y2) +
5
4
P(αβ)(Y2) +
3
4
P(αβγ)(Y2)
)(
P(αβ)(Y1)− P(βγ)(Y1)
)
+
(1
4
P(α)(Y1) +
2
3
P(αβ)(Y1) +
1
4
P(αβγ)(Y1)
)(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+
(1
4
P(α)(Y2) +
2
3
P(αβ)(Y2) +
1
4
P(αβγ)(Y2)
)(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+
1
8
(
4P(α)(Y1) + 6P(αβ)(Y1) + 4P(αβγ)(Y1) + P(αβγδ)(Y1)
)
+
1
8
(
4P(α)(Y2) + 6P(αβ)(Y2) + 4P(αβγ)(Y2) + P(αβγδ)(Y2)
)
+
1
12
P(αβ)(Y1)
(
−1 + 4P(α)(Y2) + 6P(αβ)(Y2) + 4P(αβγ)(Y2) + P(αβγδ)(Y2)
)
+
1
12
P(αβ)(Y2)
(
−1 + 4P(α)(Y1) + 6P(αβ)(Y1) + 4P(αβγ)(Y1) + P(αβγδ)(Y1)
)
+
1
4
P(αβγ)(Y1)
(
−1 + 4P(α)(Y2) + 6P(αβ)(Y2) + 4P(αβγ)(Y2) + P(αβγδ)(Y2)
)
+
1
4
P(αβγ)(Y2)
(
−1 + 4P(α)(Y1) + 6P(αβ)(Y1) + 4P(αβγ)(Y1) + P(αβγδ)(Y1)
)
+
1
8
P(αβγδ)(Y1)
(
−1 + 4P(α)(Y2) + 6P(αβ)(Y2) + 4P(αβγ)(Y2) + P(αβγδ)(Y2)
)
+
1
8
P(αβγδ)(Y2)
(
−1 + 4P(α)(Y1) + 6P(αβ)(Y1) + 4P(αβγ)(Y1) + P(αβγδ)(Y1)
)
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=
(1
2
P(α)(Y1) +
5
4
P(αβ)(Y1) +
3
4
P(αβγ)(Y1)
)(
P(αβ)(Y2)− P(βγ)(Y2)
)
+
(1
2
P(α)(Y2) +
5
4
P(αβ)(Y2) +
3
4
P(αβγ)(Y2)
)(
P(αβ)(Y1)− P(βγ)(Y1)
)
+
(1
4
P(α)(Y1) +
2
3
P(αβ)(Y1) +
1
4
P(αβγ)(Y1)
)(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+
(1
4
P(α)(Y2) +
2
3
P(αβ)(Y2) +
1
4
P(αβγ)(Y2)
)(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+
1
2
(
p1 + (1− 4p1)RA(Y1)
)
+
1
2
(
p2 + (1− 4p2)RA(Y2)
)
+
1
12
P(αβ)(Y1)
(
−1 + 4
(
p2 + (1 − 4p2)RA(Y2)
))
+
1
12
P(αβ)(Y2)
(
−1 + 4
(
p1 + (1 − 4p1)RA(Y1)
))
+
1
4
P(αβγ)(Y1)
(
−1 + 4
(
p2 + (1 − 4p2)RA(Y2)
))
+
1
4
P(αβγ)(Y2)
(
−1 + 4
(
p1 + (1 − 4p1)RA(Y1)
))
+
1
8
P(αβγδ)(Y1)
(
−1 + 4
(
p2 + (1− 4p2)RA(Y2)
))
+
1
8
P(αβγδ)(Y2)
(
−1 + 4
(
p1 + (1− 4p1)RA(Y1)
))
by (40)
=
(1
2
P(α)(Y1) +
5
4
P(αβ)(Y1) +
3
4
P(αβγ)(Y1)
)(
P(αβ)(Y2)− P(βγ)(Y2)
)
+
(1
2
P(α)(Y2) +
5
4
P(αβ)(Y2) +
3
4
P(αβγ)(Y2)
)(
P(αβ)(Y1)− P(βγ)(Y1)
)
+
(1
4
P(α)(Y1) +
2
3
P(αβ)(Y1) +
1
4
P(αβγ)(Y1)
)(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+
(1
4
P(α)(Y2) +
2
3
P(αβ)(Y2) +
1
4
P(αβγ)(Y2)
)(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+
1
2
(
p1 + P1RA(Y1)
)
+
1
2
(
p2 + P2RA(Y2)
)
+
( 1
12
P(αβ)(Y1) +
1
4
P(αβγ)(Y1) +
1
8
P(αβγδ)(Y1)
)(
−1 + 4
(
p2 + P2RA(Y2)
))
+
( 1
12
P(αβ)(Y2) +
1
4
P(αβγ)(Y2) +
1
8
P(αβγδ)(Y2)
)(
−1 + 4
(
p1 + P1RA(Y1)
))
by the definition of P1 and P2
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Then
8D(X) =8RA(X)− 8 + 24p
=
(
4P(α)(Y1) + 10P(αβ)(Y1) + 6P(αβγ)(Y1)
)(
P(αβ)(Y2)− P(βγ)(Y2)
)
+
(
4P(α)(Y2) + 10P(αβ)(Y2) + 6P(αβγ)(Y2)
)(
P(αβ)(Y1)− P(βγ)(Y1)
)
+
(
2P(α)(Y1) +
16
3
P(αβ)(Y1) + 2P(αβγ)(Y1)
)(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+
(
2P(α)(Y2) +
16
3
P(αβ)(Y2) + 2P(αβγ)(Y2)
)(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+ 4p1 + 4P1RA(Y1)− 4 + 12p+ 4p2 + 4P2RA(Y2)− 4 + 12p
+
(2
3
P(αβ)(Y1) + 2P(αβγ)(Y1) + P(αβγδ)(Y1)
)(
−1 + 4p2 + 4P2RA(Y2)
)
+
(2
3
P(αβ)(Y2) + 2P(αβγ)(Y2) + P(αβγδ)(Y2)
)(
−1 + 4p1 + 4P1RA(Y1)
)
=
(
4P(α)(Y1) + 10P(αβ)(Y1) + 6P(αβγ)(Y1)
)(
P(αβ)(Y2)− P(βγ)(Y2)
)
+
(
4P(α)(Y2) + 10P(αβ)(Y2) + 6P(αβγ)(Y2)
)(
P(αβ)(Y1)− P(βγ)(Y1)
)
+
(
2P(α)(Y1) +
16
3
P(αβ)(Y1) + 2P(αβγ)(Y1)
)(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+
(
2P(α)(Y2) +
16
3
P(αβ)(Y2) + 2P(αβγ)(Y2)
)(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+ 4P1RA(Y1) + 4P1(−1 + 3p
′
1) + 4P2RA(Y2) + 4P2(−1 + 3p
′
2)
+
(2
3
P(αβ)(Y1) + 2P(αβγ)(Y1) + P(αβγδ)(Y1)
)(
3P + 4P2(−1 + 3p
′
2) + 4P2RA(Y2)
)
+
(2
3
P(αβ)(Y2) + 2P(αβγ)(Y2) + P(αβγδ)(Y2)
)(
3P + 4P1(−1 + 3p
′
1) + 4P1RA(Y1)
)
by (44), (45)
34
=
(
4P(α)(Y1) + 10P(αβ)(Y1) + 6P(αβγ)(Y1)
)(
P(αβ)(Y2)− P(βγ)(Y2)
)
+
(
4P(α)(Y2) + 10P(αβ)(Y2) + 6P(αβγ)(Y2)
)(
P(αβ)(Y1)− P(βγ)(Y1)
)
+
(
2P(α)(Y1) +
16
3
P(αβ)(Y1) + 2P(αβγ)(Y1)
)(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+
(
2P(α)(Y2) +
16
3
P(αβ)(Y2) + 2P(αβγ)(Y2)
)(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+ 4P1(RA(Y1)− 1 + 3p
′
1) + 4P2(RA(Y2)− 1 + 3p
′
2)
+
(2
3
P(αβ)(Y1) + 2P(αβγ)(Y1) + P(αβγδ)(Y1)
)(
3P + 4P2(−1 + 3p
′
2 +RA(Y2))
)
+
(2
3
P(αβ)(Y2) + 2P(αβγ)(Y2) + P(αβγδ)(Y2)
)(
3P + 4P1(−1 + 3p
′
1 +RA(Y1))
)
=
(
4P(α)(Y1) + 10P(αβ)(Y1) + 6P(αβγ)(Y1)
)(
P(αβ)(Y2)− P(βγ)(Y2)
)
+
(
4P(α)(Y2) + 10P(αβ)(Y2) + 6P(αβγ)(Y2)
)(
P(αβ)(Y1)− P(βγ)(Y1)
)
+
(
2P(α)(Y1) +
16
3
P(αβ)(Y1) + 2P(αβγ)(Y1)
)(
P(αβγ)(Y2)− P(βγδ)(Y2)
)
+
(
2P(α)(Y2) +
16
3
P(αβ)(Y2) + 2P(αβγ)(Y2)
)(
P(αβγ)(Y1)− P(βγδ)(Y1)
)
+ 4P1D1 + 4P2D2
+
(2
3
P(αβ)(Y1) + 2P(αβγ)(Y1) + P(αβγδ)(Y1)
)(
3P + 4P2D2
)
+
(2
3
P(αβ)(Y2) + 2P(αβγ)(Y2) + P(αβγδ)(Y2)
)(
3P + 4P1D1
)
by the definition of D1, D2
35
=
(
4P(α)(Y1) + 10P(αβ)(Y1) + 6P(αβγ)(Y1)
)(
Pαβ(Y2)− Pβγ(Y2)
)
P2
+
(
4P(α)(Y2) + 10P(αβ)(Y2) + 6P(αβγ)(Y2)
)(
Pαβ(Y1)− Pβγ(Y1)
)
P1
+
(
2P(α)(Y1) +
16
3
P(αβ)(Y1) + 2P(αβγ)(Y1)
)(
Pαβγ(Y2)− Pβγδ(Y2)
)
P2
+
(
2P(α)(Y2) +
16
3
P(αβ)(Y2) + 2P(αβγ)(Y2)
)(
Pαβγ(Y1)− Pβγδ(Y1)
)
P1
+ 4P1D1 + 4P2D2
+
(2
3
P(αβ)(Y1) + 2P(αβγ)(Y1) + P(αβγδ)(Y1)
)(
3P + 4P2D2
)
+
(2
3
P(αβ)(Y2) + 2P(αβγ)(Y2) + P(αβγδ)(Y2)
)(
3P + 4P1D1
)
by (32), (33)
Lemma 2. For any rooted binary phylogenetic tree and the N3-model we have
that
Pα(X) ≥ Pβ(X),
Pαβ(X) ≥ Pβγ(X).
Note that Lemma 2 does also not require the underlying tree to be ultrametric.
Proof. To prove Lemma 2 we show that for any rooted binary phylogenetic tree
T under a symmetric 3-state substitution model
Pα(X) ≥ Pβ(X), (46)
Pαβ(X) ≥ Pβγ(X), (47)
by induction on n. For n = 2 the subtrees Y1 and Y2 both contain one leaf, and
hence p = p1 = p2 leads to
Pα(X) = (1− 2p)
2,
Pβ(X) = p
2,
Pαβ(X) = 2(1− 2p)p,
Pβγ(X) = 2p
2.
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Therefore
Pα(X)− Pβ(X) = (1− 2p)
2 − p2 = 1− 4p+ 4p2 − p2 = 1− 4p+ 3p2
= (1− 3p)︸ ︷︷ ︸
≥0
(1 − p)︸ ︷︷ ︸
≥0
≥ 0 as p ≤
1
3
.
Moreover
Pαβ(X)− Pβγ(X) = 2(1− 2p)p− 2p
2 = 2p (1− 3p)︸ ︷︷ ︸
≥0
≥ 0 as p ≤
1
3
,
which completes the base case of the induction. For the inductive step we first
define some recursions similar to (8), (9), (10), (11) and (12):
P(α)(Yi) = (1− 2pi)Pα(Yi) + 2piPβ(Yi), (48)
P(β)(Yi) = (1− pi)Pβ(Yi) + piPα(Yi) = P(γ)(Yi), (49)
P(αβ)(Yi) = (1− pi)Pαβ(Yi) + piPβγ(Yi) = P(αγ)(Yi), (50)
P(βγ)(Yi) = (1 − 2pi)Pβγ(Yi) + 2piPαβ(Yi), (51)
P(αβγ)(Yi) = Pαβγ(Yi), (52)
With (48), (49), (50), (51) and (52) we therefore have:
Pα(X) =P(α)(Y1)P(α)(Y2) + 2P(α)(Y1)P(αβ)(Y2) + 2P(αβ)(Y1)P(α)(Y2)
+ 2P(αβ)(Y1)P(αβ)(Y2) + P(α)(Y1)P(αβγ)(Y2) + P(αβγ)(Y1)P(α)(Y2)
(53)
Pβ(X) =P(β)(Y1)P(β)(Y2) + P(β)(Y1)P(αβ)(Y2) + P(αβ)(Y1)P(β)(Y2)
+ P(β)(Y1)P(βγ)(Y2) + P(βγ)(Y1)P(β)(Y2) + P(αβ)(Y1)P(βγ)(Y2)
+ P(βγ)(Y1)P(αβ)(Y2) + P(β)(Y1)P(αβγ)(Y2) + P(αβγ)(Y1)P(β)(Y2)
(54)
Pαβ(X) =P(α)(Y1)P(β)(Y2) + P(β)(Y1)P(α)(Y2) + P(αβ)(Y1)P(αβ)(Y2)
+ P(αβ)(Y1)P(αβγ)(Y2) + P(αβγ)(Y1)P(αβ)(Y2) (55)
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Pβγ(X) =2P(β)(Y1)P(β)(Y2) + P(βγ)(Y1)P(βγ)(Y2)
+ P(βγ)(Y1)P(αβγ)(Y2) + P(αβγ)(Y1)P(βγ)(Y2) (56)
Moreover we have that for i ∈ {1, 2}
P(α)(Yi)− P(β)(Yi) = (1− 2pi)Pα(Yi) + 2piPβ(Yi)− (1− pi)Pβ(Yi)− piPα(Yi)
by (48), (49)
= (1− 3pi)Pα(Yi)− (1− 3pi)Pβ(Yi)
= (1− 3pi)
(
Pα(Yi)− Pβ(Yi)
)
(57)
and thus
P(α)(Yi) = P(β)(Yi) + (1− 3pi)
(
Pα(Yi)− Pβ(Yi)
)
. (58)
In the same manner by (50) and (51) we can see that
P(αβ)(Yi)− P(βγ)(Yi) = (1 − 3pi)
(
Pαβ(Yi)− Pβγ(Yi)
)
, . (59)
Therefore
P(αβ)(Yi) = P(βγ)(Yi) + (1− 3pi)
(
Pαβ(Yi)− Pβγ(Yi)
)
. (60)
Additionally we have the following: choose sets A1, A2 from {{α}, {αβ}} and
B1, B2 from {{β}, {βγ}} such that for i ∈ {1, 2} |Ai| = |Bi|, respectively. Then
we have that
P(A1)(Y1)P(A2)(Y2)− P(B1)(Y1)P(B2)(Y2)
=
(
P(B1)(Y1) + (1 − 3p1)
(
PA1(Y1)− PB1(Y1)
))(
P(B2)(Y2) + (1 − 3p2)
(
PA2(Y2)− PB2(Y2)
))
− P(B1)(Y1)P(B2)(Y2)
by (58) or (60)
=P(B1)(Y1)P(B2)(Y2)
+ P(B1)(Y1)(1 − 3p2)
(
PA2(Y2)− PB2(Y2)
)
+ P(B2)(Y2)(1 − 3p1)
(
PA1(Y1)− PB1(Y1)
)
+ (1− 3p1)(1− 3p2)
(
PA1(Y1)− PB1(Y1)
)(
PA2(Y2)− PB2(Y2)
)
− P(B1)(Y1)P(B2)(Y2)
=P(B1)(Y1)(1− 3p2)
(
PA2(Y2)− PB2(Y2)
)
+ P(B2)(Y2)(1− 3p1)
(
PA1(Y1)− PB1(Y1)
)
+ (1− 3p1)(1− 3p2)
(
PA1(Y1)− PB1(Y1)
)(
PA2(Y2)− PB2(Y2)
)
. (61)
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Now suppose that T has n taxa and that (46) and (47) are true for all trees
having fewer that n taxa. Note that therefore (61) is non-negative, since Y1 and
Y2 contain both fewer than than n taxa. Then
Pα(X)− Pβ(X)
=P(α)(Y1)P(α)(Y2) + 2P(α)(Y1)P(αβ)(Y2) + 2P(αβ)(Y1)P(α)(Y2)
+ 2P(αβ)(Y1)P(αβ)(Y2) + P(α)(Y1)P(αβγ)(Y2) + P(αβγ)(Y1)P(α)(Y2)
− P(β)(Y1)P(β)(Y2)− P(β)(Y1)P(αβ)(Y2)− P(αβ)(Y1)P(β)(Y2)
− P(β)(Y1)P(βγ)(Y2)− P(βγ)(Y1)P(β)(Y2)− P(αβ)(Y1) · P(βγ)(Y2)
− P(βγ)(Y1)P(αβ)(Y2)− P(β)(Y1)P(αβγ)(Y2)− P(αβγ)(Y1)P(β)(Y2)
=P(α)(Y1)P(α)(Y2)− P(β)(Y1)P(β)(Y2)
+ P(αβ)(Y2)
(
P(α)(Y1)− P(β)(Y1)
)
+ P(αβ)(Y1)
(
P(α)(Y2)− P(β)(Y2)
)
+ P(α)(Y1)P(αβ)(Y2)− P(β)(Y1)P(βγ)(Y2)
+ P(αβ)(Y1)P(α)(Y2)− P(βγ)(Y1)P(β)(Y2)
+ P(αβ)(Y2)
(
P(αβ)(Y1)− P(βγ)(Y1)
)
+ P(αβ)(Y1)
(
P(αβ)(Y2)− P(βγ)(Y2)
)
+ P(αβγ)(Y2)
(
P(α)(Y1)− P(β)(Y1)
)
+ P(αβγ)(Y1)
(
P(α)(Y2)− P(β)(Y2)
)
=P(β)(Y1)(1 − 3p2)
(
Pα(Y2)− Pβ(Y2)
)
+ P(β)(Y2)(1− 3p1)
(
Pα(Y1)− Pβ(Y1)
)
+ (1− 3p1)(1− 3p2)
(
Pα(Y1)− Pβ(Y1)
)(
Pα(Y2)− Pβ(Y2)
)
+ P(αβ)(Y2)(1− 3p1)
(
Pα(Y1)− Pβ(Y1)
)
+ P(αβ)(Y1)(1− 3p2)
(
Pα(Y2)− Pβ(Y2)
)
+ P(β)(Y1)(1 − 3p2)
(
Pαβ(Y2)− Pβγ(Y2)
)
+ P(βγ)(Y2)(1− 3p1)
(
Pα(Y1)− Pβ(Y1)
)
+ (1− 3p1)(1− 3p2)
(
Pα(Y1)− Pβ(Y1)
)(
Pαβ(Y2)− Pβγ(Y2)
)
+ P(βγ)(Y1)(1− 3p2)
(
Pα(Y2)− Pβ(Y2)
)
+ P(β)(Y2)(1− 3p1)
(
Pαβ(Y1)− Pβγ(Y1)
)
+ (1− 3p1)(1− 3p2)
(
Pαβ(Y1)− Pβγ(Y1)
)(
Pα(Y2)− Pβ(Y2)
)
+ P(αβ)(Y2)(1− 3p1)
(
Pαβ(Y1)− Pβγ(Y1)
)
+ P(αβ)(Y1)(1− 3p2)
(
Pαβ(Y2)− Pβγ(Y2)
)
+ P(αβγ)(Y2)(1 − 3p1)
(
Pα(Y1)− Pβ(Y1)
)
+ P(αβγ)(Y1)(1− 3p2)
(
Pα(Y2)− Pβ(Y2)
)
by (57), (59), (61)
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By the inductive assumption this term is non-negative, and therefore concludes
the proof for Pα(X) ≥ Pβ(X). We now proceed with the second part of Lemma
2.
Pαβ(X)− Pβγ(X)
=P(α)(Y1)P(β)(Y2) + P(β)(Y1)P(α)(Y2) + P(αβ)(Y1)P(αβ)(Y2)
+ P(αβ)(Y1)P(αβγ)(Y2) + P(αβγ)(Y1)P(αβ)(Y2)− 2P(β)(Y1)P(β)(Y2)
− P(βγ)(Y1)P(βγ)(Y2)− P(βγ)(Y1)P(αβγ)(Y2)− P(αβγ)(Y1)P(βγ)(Y2)
=P(β)(Y2)
(
P(α)(Y1)− P(β)(Y1)
)
+ P(β)(Y1)
(
P(α)(Y2)− P(β)(Y2)
)
+ P(αβ)(Y1)P(αβ)(Y2)− P(βγ)(Y1)P(βγ)(Y2)
+ P(αβγ)(Y2)
(
P(αβ)(Y1)− P(βγ)(Y1)
)
+ P(αβγ)(Y1)
(
P(αβ)(Y2)− P(βγ)(Y2)
)
=P(β)(Y2)(1 − 3p1)
(
Pα(Y1)− Pβ(Y1)
)
+ P(β)(Y1)(1− 3p2)
(
Pα(Y2)− Pβ(Y2)
)
+ P(βγ)(Y1)(1− 3p2)
(
Pαβ(Y2)− Pβγ(Y2)
)
+ P(βγ)(Y2)(1 − 3p1)
(
Pαβ(Y1)− Pβγ(Y1)
)
+ (1− 3p1)(1− 3p2)
(
Pαβ(Y1)− Pβγ(Y1)
)(
Pαβ(Y2)− Pβγ(Y2)
)
+ P(αβγ)(Y2)(1 − 3p1)
(
Pαβ(Y1)− Pβγ(Y1)
)
+ P(αβγ)(Y1)(1− 3p2)
(
Pαβ(Y2)− Pβγ(Y2)
)
by (57), (59), (61)
By inductive assumption Pαβ(X)− Pβγ(X) is non-negative, and therefore con-
cludes the proof of the second part of Lemma 2.
Corollary 3. Let T be a rooted binary ultrametric phylogenetic tree on taxon
set X with |X | = 2. Let p denote the probability of change from the root to any
leaf under the N3-model. Then, the reconstruction accuracy for ancestral state
reconstruction using the Fitch algorithm is given by
RA(X) = 1− 2p.
Proposition 2. For any rooted binary phylogenetic ultrametric tree and the
N3-model, the reconstruction accuracy for the Fitch algorithm using any two
terminal taxa x1, x2 ∈ X for ancestral state reconstruction is given by
RA({x1, x2}) = 1− 2p.
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Proof. Let x1, x2 ∈ X be two terminal taxa of any rooted binary ultrametric
phylogenetic tree T . Moreover, we consider the standard decomposition of T
into its two maximal pending subtrees T1 and T2 as depicted in Figure 2. Thus,
the proof is divided into two cases.
In the first case we have without loss of generality x1 ∈ Y1 and x2 ∈ Y2. By
Corollary 3 the reconstruction accuracy using x1 and x2 is then RA({x1, x2}) =
1− 2p.
In the second case we have either x1, x2 ∈ Y1 or x1, x2 ∈ Y2. Thus, without
loss of generality we consider x1, x2 ∈ Y1 as depicted in Figure 3. Let y be the
last common ancestor of x1 and x2, i.e. the first node that occurs both on the
path from x1 to ρ as well as on the path from x2 to ρ. Let T̂ be the subtree
of T1 consisting of the paths from y to x1 and x2, respectively. T̂ is depicted
with dotted lines in Figure 3. Thus, the root of T̂ is y. In addition, let p be the
probability for one specific change from ρ to y, and let p̂ be the probability for
one specific change from y to x1 or x2. By (23) we have
RA({x1, x2}) = Pα({x1, x2}) + Pαβ({x1, x2}). (62)
Note that Pαβγ({x1, x2}) = 0 since we cannot obtain sets with more than two
elements with the Fitch algorithm when only x1 and x2 are used for the recon-
struction.
In the following, we use the notation f |{x1,x2} for the restriction of character f
on taxa x1 and x2.
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Furthermore, we have
Pα({x1, x2}) = P(MP(f |{x1,x2}, T̂ ) = {α}|ρ = α)
= (1− 2p) P(MP(f |{x1,x2}, T̂ ) = {α}|y = α, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {α}|y = β, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {α}|y = γ, ρ = α)
= (1− 2p) P(MP(f |{x1,x2}, T̂ ) = {α}|y = α, ρ = α)
+ 2p P(MP(f |{x1,x2}, T̂ ) = {β}|y = α, ρ = α)
by the symmetry of the N3-model
= (1− 2p)(1 − 2p̂)2 + 2pp̂2 (63)
Moreover,
Pαβ({x1, x2}) = P(MP(f |{x1,x2}, T̂ ) = {α, β}|ρ = α)
= (1− 2p) P(MP(f |{x1,x2}, T̂ ) = {α, β}|y = α, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {α, β}|y = β, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {α, β}|y = γ, ρ = α)
= (1− p) P(MP(f |{x1,x2}, T̂ ) = {α, β}|y = α, ρ = α)
+ p P(MP(f |{x1,x2}, T̂ ) = {β, γ}|y = α, ρ = α)
by the symmetry of the N3-model
= (1− p) 2 (1 − 2p̂) p̂+ p 2 p̂2 (64)
Thus by 63 and (64), (62) becomes
RA({x1, x2}) = (1 − 2p)(1− 2p̂)
2 + 2pp̂2 + (1 − p) 2 (1− 2p̂) p̂+ p 2 p̂2
= 1− 2 p− 2 p̂+ 6 p p̂
= 1− 2p
since p = p+ p̂− 3 pp̂.
Therefore, in both cases RA({x1, x2}) = 1− 2p which completes the proof.
Corollary 4. For any rooted binary phylogenetic ultrametric tree and the N3-
model, the Fitch algorithm using all terminal taxa is more accurate, or at least
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as accurate, for ancestral state reconstruction than using any two terminal taxa,
that is
RA(X) ≥ 1− 2p.
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