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VU¨bersicht
Seit den ersten Anfa¨ngen der elektrischen Informationsu¨bertragung bis in heutige Zei-
ten arbeiten konventionelle Funkkommunikationssysteme senderorientiert. Dies bedeu-
tet, daß beim Entwurf solcher Systeme zuna¨chst festgelegt wird, was im Sender ge-
schieht, und nach dieser Festlegung hat sich dann der Empfa¨nger beim Scha¨tzen der
gesendeten Informationen mit entsprechenden Algorithmen zu richten. Die sendersei-
tig verwendeten Signalverarbeitungsalgorithmen werden also a priori festgelegt, und
hieraus ergeben sich die empfa¨ngerseitig zu benutzenden Signalverarbeitungsalgorith-
men a posteriori. Anstelle dieser herko¨mmlichen A-priori-Festlegung der senderseitig
anzuwendenden Algorithmen kann man beim Systementwurf alternativ auch a priori
mit den im Empfa¨nger einzusetzenden Algorithmen beginnen und daraus a posterio-
ri die senderseitig anzuwendenden Algorithmen festlegen. Diese nicht herko¨mmliche,
mit der Bezeichnung
”
Empfa¨ngerorientierung“ zu kennzeichnende Vorgehensweise war
bis in die ju¨ngste Vergangenheit noch vollkommen unbekannt und wird daher nach
Kenntnis des Verfassers im Bereich der Funkkommunikation bisher nicht eingesetzt.
Dies ist erstaunlich, da Empfa¨ngerorientierung doch unter anderem folgende Vorteile
bieten kann:
• Die a priori zu bestimmenden Empfa¨ngeralgorithmen ko¨nnen so gewa¨hlt werden,
daß man sehr einfache Empfa¨nger erha¨lt.
• Kanalzustandsinformation ist lediglich senderseitig no¨tig, so daß auf das U¨ber-
tragen von Trainingssignalen und empfa¨ngerseitig auf den Einsatz komplexer
Kanalscha¨tzalgorithmen verzichtet werden kann.
• Durch das senderseitige Einbeziehen von Kanalzustandsinformation la¨ßt sich ge-
genu¨ber herko¨mmlichen Systemen die Sendeleistung reduzieren.
Ziel der vorliegenden Schrift ist es, das Potential des Konzepts der Empfa¨ngerorientie-
rung in der Mobilkommunikation eingehend zu beleuchten sowie verschiedene vorteil-
hafte Ausgestaltungsmo¨glichkeiten dieser Grundidee herauszuarbeiten und der prakti-
schen Anwendung na¨herzubringen.
Der Verfasser hat maßgebliche Beitra¨ge zur Etablierung und Ausgestaltung der Grund-
idee der Empfa¨ngerorientierung geleistet. Diese Beitra¨ge manifestieren sich in zahlrei-
chen Vero¨ﬀentlichungen auf internationalen Konferenzen und in internationalen Zeit-
schriften sowie in mehreren Patentanmeldungen. Die vorliegende Habilitationsschrift ist
in Form einer kumulativen Zusammenstellung der wichtigsten Vero¨ﬀentlichungen des
Verfassers zum genannten Themengebiet gestaltet und la¨ßt so die Originalita¨t dieser
Beitra¨ge erkennen. Eine die eingebundenen Vero¨ﬀentlichungen einordnende Einleitung
und Inhaltsu¨bersicht, die auch gegenseitige Bezu¨ge der in diesen Werken behandelten
Teilgebiete darlegt, ist den Vero¨ﬀentlichungen vorangestellt. Eine Zusammenfassung
wesentlicher Resultate ﬁndet sich im Anschluß.
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1Kapitel 1
Einleitung und Inhaltsu¨bersicht
1.1 Grundlagen der Mobilkommunikation
1.1.1 Begriﬀe und Architekturprinzipien
Vorrangige Aufgabe der Mobilkommunikation ist das U¨bertragen von Informatio-
nen zwischen mindestens zwei Kommunikationspartnern, wobei mindestens einer der
Kommunikationspartner nicht ortsfest, sondern mobil ist [Meu03]. Die Kommunika-
tionspartner werden auch Teilnehmer, die technischen Einrichtungen, die Mobilkom-
munikation ermo¨glichen, Mobilkommunikationssysteme [Web00] genannt. Neben dem
U¨bertragen von Informationen ist es prima¨res Ziel der Mobilkommunikation, mo¨glichst
freizu¨gige Mobilita¨t mindestens einer der Kommunikationspartner zu gewa¨hrleisten.
Aus diesem Grund und aufgrund der unter Umsta¨nden großen zu u¨berbru¨ckenden Di-
stanzen zwischen den Kommunikationspartnern bedienen sich alle heute bekannten
Mobilkommunikationssysteme elektromagnetischer Wellen im Frequenzbereich einiger
hundert Megahertz bis weniger Gigahertz zum U¨bertragen von Informationen. Elek-
tromagnetische Wellen dieses Frequenzbereichs, die sich im Raum ausbreiten, werden
als Funkwellen bezeichnet [Web00]. Daher heißen derartige Mobilkommunikationssy-
steme auch Mobilfunksysteme [Meu03]. Das U¨bertragen von Informationen erfolgt bei
Mobilfunksystemen durch U¨bertragen informationstragender Daten, die den verwen-
deten Funkwellen aufgepra¨gt werden. Das von den mobilen Teilnehmern eingesetzte
Endgera¨t, das die Kommunikation mit Funkwellen ermo¨glicht, wird als Mobilstation
(MS) oder mobiles Terminal (engl. mobile terminal, MT) bezeichnet.
Der oben angesprochene Frequenzbereich der fu¨r den Mobilfunk eingesetzten Funkwel-
len ist eine a¨ußerst knappe, kostbare und begrenzte Ressource, die eﬃzient genutzt
werden sollte [Ste96, DB96]. Eﬃzientes Nutzen bedeutet hierbei, daß eine mo¨glichst
große Anzahl koexistierender Informationsu¨bertragungen von Paaren von Kommuni-
kationspartnern ermo¨glicht werden soll, wobei das Mobilfunksystem zu diesem Zweck
wiederum ein Minimum des fu¨r Mobilfunksysteme zur Verfu¨gung stehenden Frequenz-
bereichs nutzt [Meu03]. Neben physikalischen Gru¨nden, die vor allem die Ausbrei-
tungseigenschaften der Funkwellen betreﬀen, sind besonders wirtschaftliche Belan-
ge zu nennen, die die Kostbarkeit des angesprochenen Mediums Funkwelle ausma-
chen. Dies wurde beispielsweise im Jahr 2000 in Deutschland sehr eindrucksvoll bei
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der Versteigerung der Lizenzen fu¨r die Nutzung der Frequenzspektrumsressourcen des
UMTS-Mobilfunksystems demonstriert, bei der letztlich die Zuschla¨ge fu¨r ein Gesamt-
gebot von 50 Mrd. Euro erteilt wurden [ntz00a, ntz00b]. Folglich ist es unerla¨ßlich,
daß die Informationsu¨bertragungen mehrerer Paare von Kommunikationspartnern im
selben Frequenzbereich erfolgen – fu¨r die Kommunikation mehrerer Paare von Kom-
munikationspartnern also Funkwellen des gleichen Frequenzbereichs eingesetzt wer-
den. Mehrere Informationsu¨bertragungen nutzen somit gleichzeitig ein gemeinsames
U¨bertragungsmedium. Empfa¨ngt ein Teilnehmer, der im folgenden als Referenzteil-
nehmer bezeichnet wird, Funkwellen, die fu¨r diesen Referenzteilnehmer Daten, also ein
Nutzsignal tragen, so empfa¨ngt der Referenzteilnehmer folglich unweigerlich neben die-
sen nu¨tzlichen Funkwellen im allgemeinen auch weitere Funkwellen, die unerwu¨nschte
Signale tragen. Derartige unerwu¨nschte Funkwellen gehen vorrangig auf systemfrem-
de Sto¨rsignale, die Sto¨rung, aber auch auf solche Funkwellen zuru¨ck, die fu¨r andere
Teilnehmer Daten tragen. Fu¨r andere Teilnehmer Daten tragende Funkwellen wer-
den als Interferenz bezeichnet und wirken prima¨r scha¨dlich hinsichtlich der Informa-
tionsu¨bertragung des Referenzteilnehmers. In Analogie hierzu heißen die mit den als
Interferenz wirkenden Funkwellen transportierten Signale Interferenzsignale [Meu03].
Der Begriﬀ der Interferenz wird hier in einem allgemeineren Sinn als in der Physik
u¨blich verwendet. In der Physik bezeichnet Interferenz die koha¨rente U¨berlagerung von
Wellen [GKV98], wa¨hrend im Mobilfunk unter Interferenz allgemein die U¨berlagerung
beliebiger deterministischer Signale verstanden wird. Unter der scha¨dlichen Wirkung
oder kurz der Scha¨dlichkeit von Interferenz versteht man die Scha¨dlichkeit der Interfe-
renzsignale hinsichtlich der fehlerfreien Informationsu¨bertragung des Referenzteilneh-
mers. Fu¨r die Scha¨dlichkeit von Interferenz sind insbesondere die folgenden beiden
Gesichtspunkte entscheidend:
• Die Leistung der Interferenzsignale, denn Interferenzsignale verschwindenden Bei-
trags zum Empfangssignal des Referenzteilnehmers ko¨nnen vernachla¨ssigt wer-
den, und
• die strukturelle A¨hnlichkeit des Interferenzsignals mit dem durch den Referenz-
teilnehmer zu empfangenen Nutzsignal.
Soll die Scha¨dlichkeit von Interferenz auf ein Mindestmaß reduziert werden, so bieten
sich demzufolge die folgenden vier Mo¨glichkeiten:
• Der gemeinsame Zugriﬀ unterschiedlicher Paare von Kommunikationspartnern
auf das gemeinsam genutzte Medium Funkwelle sollte in organisierter und koor-
dinierter Form, also einem gewissen Verhaltenscodex entsprechend, erfolgen.
• Die Leistung, der zur Informationsu¨bertragung eingesetzten Funksignale sollte
mo¨glichst klein sein, um so die scha¨dliche Wirkung der durch diese verursachten
Interferenz zu minimieren.
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• Die von verschiedenen Kommunikationspartnern verwendeten Funksignale sollten
so gestaltet werden, daß vom Referenzteilnehmer empfangene Interferenzsignale
strukturell mo¨glichst geringe A¨hnlichkeit mit dem vom Referenzteilnehmer emp-
fangenen Nutzsignal haben und somit mo¨glichst wenig scha¨dlich wirken.
• Die selbst bei gegebenenfalls großer struktureller A¨hnlichkeit bestehenden struk-
turellen Unterschiede zwischen vom Referenzteilnehmer empfangenen Nutzsignal
und Interferenzsignalen sollten empfa¨ngerseitig mo¨glichst eﬃzient genutzt wer-
den, um die scha¨dliche Wirkung der Interferenz zu minimieren.
Die erstgenannte Mo¨glichkeit bildet die Grundlage der wohlbekannten Vielfachzugriﬀs-
verfahren (engl. multiple access techniques), die einen derartigen Verhaltenscodex be-
schreiben und Stand der Technik sind. Bekannte elementare Vielfachzugriﬀsverfahren
sind Frequenzmultiplex (engl. frequency division multiple access, FDMA), Zeitmulti-
plex (engl. time division multiple access, TDMA), Codemultiplex (engl. code division
multiple access, CDMA) und Raummultiplex (engl. space division multiple access,
SDMA), auf deren detaillierte Beschreibung hier jedoch verzichtet wird. Der interes-
sierte Leser sei beispielsweise auf [MG62, Cal88, Ste92, SOSL88, LL86, BJK91, MR00,
Meu00] verwiesen.
Die drei letztgenannten Mo¨glichkeiten bilden den Kern zahlreicher in den letzten Jah-
ren durchgefu¨hrter und teils noch andauernder Forschungsarbeiten in unter anderem
folgenden Themenbereichen:
• Verfahren der Sendeleistungsregelung [Aei73, Zan92a, Zan92b, GZ94, GVGZ93,
NA83, GVG94, AN82, LLS95, HWL97, SW96],
• Verfahren der Mehrantennentechniken [Koh94, LB00, LBM01, MM80, LR99,
Hay85, WS85, God97a, God97b, Rap98, Fuh97, KV96, AMVW91, TVP96,
App76, Gab76, WMGG67, Pap00, Wec02, Bla98, Jo¨t03, Lu02, JMB01, JBM01,
JMT02],
• gemeinsame Empfangssignalverarbeitung [MJWT01, Meu03, Web02] und Mehr-
teilnehmerdetektion (engl. multiuser detection, MUD) [Sch79, Sch80, Ver86,
Ver88, LV89, VA89, KIHP90, LV90, VA90, XSR90, VA91, AF92, DH92,
BFKM93, DH93, Ver93, ASF94, KKKB94, PF94, RV94, WDH94, YR94, DH95,
TAS95, Kle96, KKKB96, ARS97, Ver98, ZB98, ARAS99, Kar99, HMC99,
BNK00, Poo00, TR00, Jar01, JD01, WM02b, WOWB02, WM02a, KTF04,
KBF05, MW03a, MW03b] und
• gemeinsame Sendesignalerzeugung (engl. joint transmission, JT) [BMWT00,
KM00, MBL+00, MBW+00, PMWB00, TMW00, GC01, INBF01, JU01, JUN01,
JWJH01, LMTB01, LTM01, MTWB01b, MTWB01a, TWMB01b, TWMB01a,
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WR01, BM02, CM02a, CM02b, GC02, IF02b, IF02a, JKG+02, JKUN02, ML02,
MTJ02, QTM02, RIF02, SSB+02, TQMJ02, TWL+02, WIF02, BM03, BQT+03,
BZT+03, CM03, CML03, DHJU03, FW03, JIB+03, Geo03, HSB03, IHRF03,
IRF03b, IRF03a, JIB+03, MQW03, Tro¨03, WCS03, WM03d, WM03e, WM03c,
WM03b, WMS03, WVF03b, BHMW04, BJM+04, BM04, CM04d, CM04a,
CM04c, CM04b, IGF04, IHRF04b, JBU04, JBVU04, Joh04, MBQ04, Meu04b,
Meu04a, MQS+04, MW04a, MW04b, MWQ04b, MWQ04a, Skl04, Qiu05] und
Precoding [VJ98, BPD00, CLM01, FTH01, Fis02, FWLH02b, FWLH02a,
FWLH02c, WF03, WVF03a, WES04, Win04].
Der letztgenannte Bereich ist ein zentrales Thema der vorliegenden Schrift.
Betrachtet man die Gesamtsituation der Funkkommunikation in einem mehrere Teil-
nehmer umfassenden Mobilfunksystem, so lassen sich anhand dessen, ob die einzelnen
Teilnehmer eine Senderrolle oder eine Empfa¨ngerrolle einnehmen, die im folgenden
beschriebenen und in Bild 1.1 dargestellten vier Grundarchitekturen der Funkkommu-
nikation deﬁnieren:
• Kommuniziert ein einziger Sender (engl. transmitter, Tx) mit einem einzigen
Empfa¨nger (engl. receiver, Rx), so spricht man von einer Punkt-zu-Punkt-
U¨bertragung (engl. point-to-point, P2P), siehe auch Bild 1.1a.
• Kommuniziert ein einziger Sender mit NO, das heißt mehreren Empfa¨ngern,
so spricht man von einer Punkt-zu-Mehrpunkt-U¨bertragung (engl. point-to-
multipoint, P2MP), siehe auch Bild 1.1b. In der Literatur [Cov72, CT91, Cov98]
wird eine derartige Grundarchitektur der Funkkommunikation auch als Broadcast
(BC) bezeichnet. Entgegen alternativen, anders lautenden Deﬁnitionen dieses Be-
griﬀs in der Literatur [OPM98, Rei98] ist es bei der hier verwendeten unerheblich,
ob die verschiedenen Empfa¨nger gleiche oder unterschiedliche Daten erhalten sol-
len.
• Kommunizieren NI, das heißt mehrere Sender mit einem einzigen Empfa¨nger, so
spricht man von einer Mehrpunkt-zu-Punkt-U¨bertragung (engl. multipoint-to-
point, MP2P), siehe auch Bild 1.1c. Eine derartige Grundarchitektur wird auch
als Multiple Access (MA) bezeichnet.
• Kommunizieren NI, das heißt mehrere Sender mit NO, das heißt mehreren
Empfa¨ngern, so spricht man von einer Mehrpunkt-zu-Mehrpunkt-U¨bertragung
(engl. multipoint-to-multipoint, MP2MP), siehe auch Bild 1.1d.
Ein Mobilfunksystem kann mehreren der oben genannten Grundarchitekturen der
Funkkommunikation genu¨gen, wenn diese Grundarchitekturen beispielsweise zu ver-
schiedenen Zeiten oder fu¨r verschiedene unabha¨ngige U¨bertragungsmedien, also Funk-
wellen verschiedener Frequenzbereiche, verwendet werden.
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Bild 1.1. Grundarchitekturen der Funkkommunikation zwischen mindestens einem
Sender (Tx) und mindestens einem Empfa¨nger (Rx):
a) Punkt-zu-Punkt-U¨bertragung,
b) Punkt-zu-Mehrpunkt-U¨bertragung (Broadcast),
c) Mehrpunkt-zu-Punkt-U¨bertragung (Multiple Access) und
d) Mehrpunkt-zu-Mehrpunkt-U¨bertragung
Betrachtet man eine Punkt-zu-Punkt-U¨bertragung zwischen einem mit einer Sen-
deantenne ausgestatteten Sender und einem mit einer Empfangsantenne versehenen
Empfa¨nger, so ist die Menge der fehlerfrei u¨bertragbaren Information pro Zeit entspre-
chend der Theorie von Shannon begrenzt [Sha48, CT91, Roh95]. Dies ist ein wenig
befriedigender Zustand, da in den letzten Jahren die Anforderungen an die Menge der
fehlerfrei u¨bertragbaren Information pro Zeit mit Einfu¨hrung neuer mobiler Dienste,
wie beispielsweise Wireless Application Protocol (WAP), elektronische Post (engl. elec-
tronic mail, email), World Wide Web (WWW), Multimedia Messaging Service (MMS),
Bildtelefonie, Videou¨bertragung (engl. streaming video) und mobiles Fernsehen stetig
zunahmen. Aus diesem Grund wurden in ju¨ngster Vergangenheit intensiv Mo¨glichkeiten
diskutiert, diese Informationsmenge durch Verfolgen einer recht einfachen Grundidee zu
steigern. Diese Grundidee besteht darin, mehrere Antennen am Sender und/oder meh-
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Tabelle 1.1. Grundlegende Antennenkonﬁgurationen
Anzahl der
Empfangsantennen
= 1 > 1
= 1 SISO SIMO
> 1 MISO MIMOA
nz
ah
l d
er
Se
nd
ea
nt
en
ne
n
rere Antennen am Empfa¨nger einzusetzen, um so die aus der Shannonschen Theorie fol-
genden Grenzen hinauszuschieben [Fos96, FG98, WFGV98, FGVW99, Tel99]. In der Li-
teratur wurden sowohl theoretische Arbeiten [Tel99, FG98] vorgestellt, die eine Analyse
der auf diese Weise maximal erzielbaren fehlerfrei u¨bertragbaren Informationsmengen
pro Zeit betreﬀen, als auch solche Arbeiten [FG98, WFGV98, FGVW99, GFVW99, CR-
FLL00, BTT02, WVF03b, CM04d] pra¨sentiert, die speziell auf die praktische Umset-
zung dieser Grundidee eingehen. Als Konsequenz dessen lassen sich heute, je nach
Anzahl der Sende- und Empfangsantennen, die vier in Tabelle 1.1 dargestellten Anten-
nenkonﬁgurationen
• Single-Input-Single-Output (SISO),
• Single-Input-Multiple-Output (SIMO),
• Multiple-Input-Single-Output (MISO) und
• Multiple-Input-Multiple-Output (MIMO)
unterscheiden, die bei Mobilfunksystemen eingesetzt werden.
Durch Kombination der vier Grundarchitekturen der Funkkommunikation mit den vier
Antennenkonﬁgurationen kann eine Vielzahl 2NI+NO unterschiedlicher Auspra¨gungen
von Grundstrukturen der Kommunikation in Mobilfunksystemen deﬁniert werden,
wie beispielsweise MIMO-Broadcast. Um eine kompakte nachrichtentechnische Be-
handlung derartiger Grundstrukturen zu ermo¨glichen, ist es hilfreich, ein alle an-
gesprochenen Auspra¨gungen umfassendes gemeinsames Rahmenwerk bereitzustellen.
Ein derartiges Rahmenwerk bildet das in Bild 1.2 dargestellte verallgemeinerte
1.1 Grundlagen der Mobilkommunikation 7
MIMO-
1
KI
︷︸
︸︷
︷︸
︸︷
︸︷
︷︸
︸ ︷
︷︸1
KO
Gruppe 1
Gruppe NO
Gruppe 1
Gruppe NI
U¨bertragungssystem
Bild 1.2. Verallgemeinertes MIMO-U¨bertragungssystem mit KI Einga¨ngen und KO
Ausga¨ngen; die KI Ein- bzw. KO Ausga¨nge sind in NI bzw. NO Gruppen
gegliedert, die jeweils hinsichtlich der senderseitigen bzw. empfa¨ngerseitigen
Signalverarbeitung kooperativ bedienbare Ein- bzw. Ausga¨nge bu¨ndeln.
MIMO-U¨bertragungssystem, denn unabha¨ngig davon, welche konkrete Auspra¨gung
betrachtet wird, la¨ßt sich der bei den verschiedenen Auspra¨gungen eingesetzte Mo-
bilfunkkanal stets als ein Spezialfall des in Bild 1.2 dargestellten verallgemeinerten
MIMO-U¨bertragungssystems interpretieren. Ein derartiges verallgemeinertes MIMO-
U¨bertragungssystem verfu¨gt im allgemeinen u¨ber KI Einga¨nge – dies sind im obigen
Fall die Einga¨nge der Sendeantennen der Sender – und KO Ausga¨nge – dies sind im
obigen Fall die Ausga¨nge der Empfangsantennen der Empfa¨nger –, die eingangsseitig
zu NI und ausgangsseitig zu NO Gruppen zusammengefaßt sind. Jeder Eingang ist
genau einer der NI eingangsseitigen Gruppen, jeder Ausgang genau einer der NO aus-
gangsseitigen Gruppen zugeordnet. Einga¨nge beziehungsweise Ausga¨nge, die der glei-
chen Gruppe zugeordnet sind, ko¨nnen eingangsseitig beziehungsweise ausgangsseitig in
einer kooperativen Weise, das heißt gemeinsam bedient werden. Dies gilt im obigen
Fall beispielsweise fu¨r Einga¨nge, die zu verschiedenen Sendeantennen ein und dessel-
ben Senders geho¨ren, wie auch fu¨r Ausga¨nge, die zu verschiedenen Empfangsantennen
ein und desselben Empfa¨ngers geho¨ren. Demgegenu¨ber ko¨nnen Einga¨nge beziehungs-
weise Ausga¨nge unterschiedlicher Gruppen nur in nicht kooperativer Weise, das heißt
unabha¨ngig voneinander bedient werden, beispielsweise weil diese zu Sendeantennen
unterschiedlicher nicht kooperierender Sender beziehungsweise zu Empfangsantennen
verschiedener nicht kooperierender Empfa¨nger geho¨ren. Die Gruppen sind in Bild 1.2
durch gestrichelt gezeichnete Ellipsen graphisch veranschaulicht.
Aus der Vielzahl aller in den letzten Jahrzehnten entstandenen oben charakterisier-
ten Mobilfunksysteme hat sich die Klasse der infrastrukturbasierten Mobilfunksysteme
als die bedeutsamste herauskristallisiert. Die Bedeutung derartiger infrastrukturba-
sierter Mobilfunksysteme, zu denen unter anderem die erfolgreichen (kommerziellen)
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Bild 1.3. Interpretation des in infrastrukturbasierten Mobilfunksystemen genutzten
Mobilfunkkanals als verallgemeinertes MIMO-U¨bertragungssystem:
a) Abwa¨rtsstrecke und
b) Aufwa¨rtsstrecke
zellularen Mobilfunksysteme [SG91, Pad94, KKLN98, OP98, HT00, AS97, CMO99,
DGNS98, ASS98, FST+96, Wal98b, Huf79, You79, Kam84, Kam85, HS87, Wes02] wie
auch infrastrukturbasierte drahtlose Funknetzwerke (engl. wireless local area networks,
WLAN) [CWKS97, EMSW02, Wal98a] za¨hlen, gru¨ndet insbesondere auf der heraus-
ragenden wirtschaftlichen Bedeutung, die infrastrukturbasierte Mobilfunksysteme im
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Vergleich zu andersartigen Mobilfunksystemen erlangt haben [DAI96]. Weltweit stetig
ansteigende Nutzerzahlen derartiger infrastrukturbasierter Mobilfunksysteme betonen
diese Erkenntnis zunehmend von Jahr zu Jahr [DAI96, Rab01]. Aus diesem Grund be-
schra¨nkt sich der Autor im weiteren Verlauf dieser Schrift der U¨bersichtlichkeit halber
exemplarisch auf die Betrachtung infrastrukturbasierter Mobilfunksysteme. Es sei je-
doch angemerkt, daß sa¨mtliche gemachten allgemeinen Betrachtungen prinzipiell nicht
auf derartige infrastrukturbasierte Mobilfunksysteme beschra¨nkt sind.
In infrastrukturbasierten Mobilfunksystemen sind einige der Kommunikationspartner
ortsfest. Die von diesen Kommunikationspartnern zur Funkkommunikation verwen-
deten Endgera¨te sind demzufolge Feststationen, die auch Basisstationen (engl. ba-
se station, BS) oder Zugriﬀspunkte (engl. access points, AP) genannt werden. Mo-
bile Endgera¨te werden weiterhin als Mobilstationen oder mobile Terminals bezeich-
net. Da die Distanz zwischen einer Mobilstation und deren Kommunikationspart-
ner sehr groß sein kann, wodurch eine direkte Funku¨bertragung zwischen der Mo-
bilstation und ihrem Kommunikationspartner sehr erschwert wird, oder der Kommu-
nikationspartner sogar Teilnehmer eines anderen, beispielsweise leitungsgebundenen
Kommunikationssystems sein kann [Web02], verwendet man in infrastrukturbasierten
Mobilfunksystemen typischerweise eine einheitliche indirekte Informationsu¨bertragung
[Gib99, Ste92, DB96, Wes02, Tan92]. Zu diesem Zweck kommuniziert die Mobilstation
ausschließlich mit den ortsfesten Basisstationen, die ihrerseits, eventuell u¨ber weitere
Zwischenstationen, mit dem letztlich gewu¨nschten Kommunikationspartner kommuni-
zieren und somit als Transitsystem dienen [EF86, Web00, Meu03]. In Mobilfunksyste-
men wird eine Duplexu¨bertragung [Gib99, Ste92, DB96] realisiert [Lee90]. Dabei wird
die U¨bertragung von der Mobilstation zur Basisstation als Aufwa¨rtsstrecke (engl. up-
link, UL) bezeichnet, wohingegen die entgegengesetzt gerichtete U¨bertragung von der
Basisstation zur Mobilstation als Abwa¨rtsstrecke (engl. downlink, DL) bezeichnet wird
[Meu03]. Sinnvollerweise kommuniziert eine Mobilstation mit dieser Basisstation, fu¨r
die die U¨bertragungseigenschaften des zwischen Mobilstation und Basisstation wirk-
samen Mobilfunkkanals bestmo¨glich sind — insbesondere die Da¨mpfung minimal ist
—, und die typischerweise, aber nicht notwendigerweise aus Sicht der Mobilstation die
na¨chstgelegene ist. In natu¨rlicher Art und Weise ergibt sich somit eine Partitionierung
des Mobilfunksystems in Zellen, die jeweils aus genau einer Basisstation und den zuge-
ordneten Mobilstationen bestehen [MD79, Gib99, DB96, Wes02]. Infrastrukturbasierte
Mobilfunksysteme mit mindestens zwei Zellen werden daher auch zellulare Mobilfunk-
systeme genannt, und die Gesamtheit aller Zellen wird als Zellnetz bezeichnet. Bild 1.3
zeigt ein derartiges Zellnetz eines zellularen Mobilfunksystems, wobei, wie in den fol-
genden Betrachtungen ebenfalls, angenommen wird, daß pro Zelle K Mobilstationen
zu versorgen sind.
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Betrachtet man die Funkkommunikation innerhalb eines infrastrukturbasierten Mo-
bilfunksystems, so fa¨llt auf, daß entsprechend den oben gemachten Ausfu¨hrungen
die Gesamtheit aller zwischen Basisstationen und Mobilstationen bestehenden wirk-
samen Funkkana¨le als verallgemeinertes MIMO-U¨bertragungssystem nach Bild 1.2
angesehen werden kann, vergleiche auch Bild 1.3. Im Falle der Abwa¨rtsstrecke bil-
den dabei die Einga¨nge der Sendeantennen aller Basisstationen die KI Einga¨nge des
verallgemeinerten MIMO-U¨bertragungssystems, wohingegen die Ausga¨nge der Emp-
fangsantennen aller Mobilstationen die KO Ausga¨nge dieses verallgemeinerten MIMO-
U¨bertragungssystems sind. Im Falle der Aufwa¨rtsstrecke gilt entsprechendes fu¨r die
Einga¨nge der Sendeantennen aller Mobilstationen beziehungsweise die Ausga¨nge der
Empfangsantennen aller Basisstationen.
Betrachtet man exemplarisch die Abwa¨rtsstrecke, siehe Bild 1.3a – in der
Aufwa¨rtsstrecke gelten die folgenden Ausfu¨hrungen analog –, so ist es infolge der
ra¨umlichen Separierung der verschiedenen Mobilstationen einsichtig, daß die Verar-
beitung der durch die Mobilstationen empfangenen Signale vorzugsweise nur mobilsta-
tionsweise, also in einer nicht kooperativen Weise erfolgen kann. Demgegenu¨ber ko¨nnen
die von verschiedenen Empfangsantennen ein und derselben Mobilstation empfangene
Signale prinzipiell gemeinsam behandelt werden, da diese am gleichen Endgera¨t bereit-
stehen. Folgerichtig bilden die zu verschiedenen Empfangsantennen ein und derselben
Mobilstation geho¨rigen Ausga¨nge des verallgemeinerten MIMO-U¨bertragungssystems
jeweils eine der NO Gruppe im zuvor dargelegten Sinne. Hinsichtlich der Gruppie-
rung der KI Einga¨nge des verallgemeinerten MIMO-U¨bertragungssystems, das heißt der
Einga¨nge der Sendeantennen aller Basisstationen, ist festzustellen, daß grundsa¨tzlich
ein gemeinsames, das heißt in kooperativer Weise erfolgendes Bedienen der Sendean-
tennen aller Basisstation mo¨glich ist. Im Gegensatz zu den Mobilstationen sind Ba-
sisstationen eines infrastrukturbasierten Mobilfunksystems na¨mlich typischerweise in
der Lage, durch leitungsgebundene oder drahtlose Netzwerke untereinander zu kom-
munizieren, was die Grundlage fu¨r die genannte Kooperation ist. Erste eine derartige
Kooperation betreﬀende theoretische Ansa¨tze wurden in ju¨ngster Vergangenheit in der
Literatur bereits vorgeschlagen [SWM01, WMSL02, SWBC02, WSLW03, SWWM04].
Die praktische Relevanz derartiger Vorschla¨ge ist jedoch in heutigen infrastrukturba-
sierten Mobilfunksystemen aus folgenden Gru¨nden noch gering:
• Die Kapazita¨t der zwischen verschiedenen Basisstationen bestehenden
U¨bertragungskana¨le ist in heutigen infrastrukturbasierten Mobilfunksyste-
men typischerweise stark begrenzt. Fu¨r eine umfassende Kooperation im obigen
Sinne ist diese Kapazita¨t unterdimensioniert und daher nicht ausreichend.
• Ein umfassendes kooperatives Bedienen der Sendeantennen aller Basisstationen
ist nur dann sinnvoll mo¨glich, wenn die Kenntnis aller zwischen Basisstationen
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und Mobilstationen wirksamen Funkkana¨le insbesondere u¨ber Zellgrenzen hinweg
vorliegt [Fis97, Win04]. Eine derartige Kenntnis ist jedoch nicht a priori vorhan-
den, sondern muß durch geeignete Verfahren des Kanalscha¨tzens verfu¨gbar ge-
macht werden. Der Aufwand zum Scha¨tzen aller genannten Funkkana¨le steigt je
nach verwendetem Verfahren mindestens quadratisch mit der Anzahl der Basis-
stationen [WM03a, WM04a]. Es ist daher einleuchtend, daß im Falle eines großen
Zellnetzes die angesprochene Kenntnis u¨ber die wirksamen Funkkana¨le kaum oder
nur fu¨r einen sehr hohen Preis zu erlagen ist.
Als Folge der oben dargelegten Ausfu¨hrungen arbeiten alle heutigen infrastruktur-
basierten Mobilfunksysteme im Sinne der oben dargelegten Kooperation ausschließ-
lich basisstationsweise. Es ist davon auszugehen, daß die geschilderten Schwierigkeiten
aufgrund ihres grundsa¨tzlichen Charakters kurzfristig nicht auszura¨umen sind. Daher
ist auch bei infrastrukturbasierten Mobilfunksystemen der nahen Zukunft ein basis-
stationsweises Bedienen der Sendeantennen der Basisstationen zu erwarten. Da eine
derartige Annahme die grundsa¨tzlichen im Rahmen dieser Arbeit gemachten Betrach-
tungen nicht betriﬀt, soll in der vorliegenden Schrift im folgenden ebenfalls verein-
fachend von basisstationsweisem Vorgehen ausgegangen werden. Erfolgt das Speisen
der Sendeantennen verschiedener Basisstationen in der beschriebenen nicht koopera-
tiven Weise, so zerfa¨llt das dargestellte verallgemeinerte MIMO-U¨bertragungssystem
in zellenspeziﬁsche unabha¨ngige U¨bertragungssysteme, die ausschließlich durch wech-
selseitige Interferenz, sogenannte Interzellinterferenz [Web02, Meu03], gekoppelt sind.
Die Funkkommunikation in der Abwa¨rtsstrecke eines zellularen Mobilfunksystems kann
daher vereinfachend fu¨r jede Zelle separat behandelt werden, wobei dabei auftretende
Interzellinterferenz zu beru¨cksichtigen ist. Gleiches gilt fu¨r die Aufwa¨rtsstrecke eines
zellularen Mobilfunksystems in analoger Weise. Im Rahmen der vorliegenden Schrift
beschra¨nkt sich der Autor daher der U¨bersichtlichkeit halber vorzugsweise auf die Be-
trachtung der Funkkommunikation in einer derartigen Zelle, die im folgenden als Re-
ferenzzelle bezeichnet wird. Auf andere Zellen zuru¨ckgehende Interzellinterferenz wird
durch zufa¨llige additive Sto¨rsignale modelliert, siehe auch Abschnitt 1.1.2. Fu¨r Be-
trachtungen, die das gesamte zellulare Mobilfunksystem betreﬀen, sei der interessierte
Leser beispielsweise auf [PMWB00, BZT+03, Tro¨03] verwiesen.
1.1.2 Systemmodell
Verfahren und Systeme zur Funkkommunikation ko¨nnen nur entwickelt und untersucht
werden, wenn geeignete mathematische Hilfsmittel zum Beschreiben aller beteiligten
relevanten Signale, Gro¨ßen und U¨bertragungssysteme vorhanden sind. Das Ziel dieses
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Bild 1.4. Allgemeines Modell der Funkkommunikation innerhalb einer Referenzzelle mit
mindestens einem Sender und mindestens einem Empfa¨nger
Unterkapitels besteht darin, solche mathematischen Hilfsmittel vorzustellen und ba-
sierend auf diesen ein mathematisches Modell fu¨r alle beteiligten relevanten Signale,
Gro¨ßen und U¨bertragungssysteme zu entwickeln.
Die mathematischen Darstellungen in dieser Schrift erfolgen im zeitdiskreten
a¨quivalenten Tiefpaßbereich [SJ67, Pro95, Kle96]. Vektoren werden mit fettgedruckten
Kleinbuchstaben, Matrizen mit fettgedruckten Großbuchstaben bezeichnet. Komplexe
Gro¨ßen, seien es skalare Gro¨ßen, Vektoren oder Matrizen, werden unterstrichen. Das
Bilden der Vektornorm, die komplexe Konjugation und die Transposition werden mit
|| · ||, (·)∗ beziehungsweise (·)T, der hermitesche Operator mit (·)H bezeichnet. Wahr-
scheinlichkeiten werden mit P(·), Wahrscheinlichkeitsdichten mit p(·) bezeichnet. Der
Erwartungswert und die Varianz einer Zufallsgro¨ße sind durch E {·} beziehungsweise
var {·} gekennzeichnet.
Betrachtet man die Funkkommunikation in der in Unterkapitel 1.1.1 beschriebenen Re-
ferenzzelle eines infrastrukturbasierten Mobilfunksystems, so fa¨llt auf, daß die Funk-
kommunikation in der Abwa¨rtsstrecke der Grundarchitektur Broadcast, die Funkkom-
munikation in der Aufwa¨rtsstrecke der Grundarchitektur Multiple Access genu¨gt. Die-
sen beiden Grundarchitekturen der Funkkommunikation kommt demzufolge eine be-
sondere Bedeutung zu. Aus diesem Grund sollen die genannten Grundarchitekturen
der Funkkommunikation im folgenden besonders beleuchtet werden. Eine separate Be-
handlung der Grundarchitektur Punkt-zu-Punkt-U¨bertragung ist dabei nicht erforder-
lich, da diese einen entarteten Spezialfall der Grundarchitektur Broadcast fu¨r einen
einzigen Empfa¨nger beziehungsweise der Grundarchitektur Multiple Access fu¨r einen
einzigen Sender darstellt und daher implizit abgedeckt ist. Unabha¨ngig davon, ob die
Abwa¨rtsstrecke – also Funkkommunikation der Grundarchitektur Broadcast – oder die
Aufwa¨rtsstrecke – also Funkkommunikation der Grundarchitektur Multiple Access –
betrachtet wird, la¨ßt sich ein einheitliches Modell fu¨r die Kommunikation in der Re-
ferenzzelle deﬁnieren. Ein derartiges Modell ist in Bild 1.4 dargestellt. In diesem Bild
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ist die Senderseite, die den mindestens einen Sender der Referenzzelle umfaßt, und die
die Empfa¨ngerseite, die den mindestens einen Empfa¨nger der Referenzzelle umfaßt,
gekennzeichnet. Im Rahmen der vorliegenden Schrift werden alle relevanten Signa-
le als na¨herungsweise zeit- und bandbegrenzte Signale betrachtet. Die Konzentration
auf na¨herungsweise sowohl zeit- als auch bandbegrenzte Signale ist aus den folgenden
Gru¨nden keine große Einschra¨nkung [Web02]:
• Eine Bandbreitenbegrenzung der Signale eines Mobilfunksystems ist bei Verwen-
den realer Komponenten, wie beispielsweise realer Versta¨rker, Antennen, etc. aus
physikalischen Gru¨nden ohnehin unumga¨nglich [MG86].
• Die Sendesignale in Mobilfunksystemen mu¨ssen aus regulatorischen Gru¨nden in
guter Na¨herung auf begrenzte Frequenzba¨nder limitiert sein.
• Eine Zeitbegrenzung der Signale ist in Mobilfunksystemen mit Zeitmultiplex-
komponente ohnehin gegeben und la¨ßt sich in Mobilfunksystemen ohne eine der-
artige Komponente durch Betrachten zeitbegrenzter Signalausschnitte erzeugen.
Der durch Betrachten derartiger zeitbegrenzter Signalausschnitte resultierende
Modellierungsfehler kann durch Wahl hinreichend langer Ausschnitte beliebig
gering gestaltet und daru¨ber hinaus durch spezielle Signalverarbeitungstechni-
ken [Ver88, Ver93, WNM92, WNM93, WNM96, Bra97, JA97, ML01, MJWT01,
Meu03] weiter reduziert werden.
Na¨herungsweise zeit- und bandbegrenzte Signale lassen sich mathematisch kompakt
durch Vektoren repra¨sentieren. Daher soll im folgenden ein auf dieser Darstellung beru-
hendes Modell der Funkkommunikation innerhalb der Referenzzelle vorgestellt werden.
In einer eine Basisstation und K Mobilstationen umfassenden Referenzzelle eines heu-
tigen infrastrukturbasierten Mobilfunksystems liegen die L Nutzdaten u
(k)
l , l = 1 . . . L,
die zwischen der Basisstation und einer Mobilstation k, k = 1 . . .K, das heißt einem
mobilen Teilnehmer, auszutauschen sind, senderseitig typischerweise in bina¨rer Form
vor, das heißt es gilt
u
(k)
l ∈ B (1.1)
mit
B =
{
0, 1
}
. (1.2)
Dies gilt unabha¨ngig vom zu realisierenden mobilen Dienst und wird beispielsweise
im Falle von Sprachtelefonie durch geeignete Verfahren der Abtastung [Lu¨k79, Lu¨k99,
GR91], Analog-Digital-Wandlung [Max60, Lu¨k79, Llo82, Meu00, MR00] und Quellco-
dierung [VHH98, Jax02] ermo¨glicht. Derartige Verfahren sind Stand der Technik und
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werden daher in der vorliegenden Schrift nicht weiter beleuchtet. Durch Zusammenfas-
sen aller L Nutzdaten u
(k)
l , l = 1 . . . L, eines Teilnehmers erha¨lt man den teilnehmer-
speziﬁschen Nutzdatenvektor
u(k) =
(
u
(k)
1 . . . u
(k)
L
)T
∈ BL, (1.3)
der alle fu¨r den Teilnehmers k, k = 1 . . .K, zu u¨bertragenden Nutzdaten kompakt be-
schreibt. Durch weiteres Kombinieren der K teilnehmerspeziﬁschen Nutzdatenvektoren
u(k), k = 1 . . .K, nach (1.3) folgt der totale Nutzdatenvektor
u =
(
u(1)
T
. . .u(K)
T
)T
∈ BKL, (1.4)
der Dimension KL.
Wie bereits erwa¨hnt, fungieren in der Abwa¨rtsstrecke die Basisstation, in der
Aufwa¨rtsstrecke die K Mobilstationen als Sender. Unabha¨ngig davon, ob die
Abwa¨rtsstrecke oder die Aufwa¨rtsstrecke betrachtet wird, bilden die Nutzdaten u
(k)
l ,
l = 1 . . . L, k = 1 . . .K, nach (1.1) dabei die Basis fu¨r das Erzeugen von Sendesignalen
durch diesen einen Sender in der Abwa¨rtsstrecke beziehungsweise die mehreren Sender
in der Aufwa¨rtsstrecke. Unter einem Sendesignal wird in diesem Zusammenhang das in
eine Sendeantenne eingespeiste Signal verstanden. Den beschriebenen Prozeß des Er-
zeugens der Sendesignale durch alle Sender auf Basis der Nutzdaten wird im folgenden
als senderseitige Signalverarbeitung oder kurz Senderverarbeitung bezeichnet. Wie im
folgenden Unterkapitel 1.2 genauer erla¨utert wird, la¨ßt sich das Ergebnis der Senderver-
arbeitung, das heißt die Gesamtheit aller in die Sendeantennen aller Sender eingespeis-
ten Sendesignale, kompakt durch den totalen Sendesignalvektor t beschreiben, der im
folgenden auch als totales Sendesignal [MBW+00, BQT+03, MBQ04] bezeichnet wird,
siehe auch Bild 1.4.
Die Sendesignale, die in die im allgemeinen mehreren Sendeantennen eingespeist wer-
den, erzeugen durch U¨bertragen u¨ber den Mobilfunkkanal im allgemeinen an allen Emp-
fangsantennen aller Empfa¨nger der Referenzzelle — dies sind in der Abwa¨rtsstrecke die
K Mobilstationen und in der Aufwa¨rtsstrecke die Basisstation — jeweils ein ungesto¨rtes
Empfangssignal. Als ungesto¨rtes Empfangssignal wird dabei das einer Empfangsanten-
ne entnommene Signal bezeichnet, das ausschließlich auf das dem mindestens einen
Sender entstammende totale Sendesignal t und nicht auf andere Signale oder Quellen
zuru¨ckgeht. In a¨hnlicher Weise zur Deﬁnition des totalen Sendesignals t ist es mo¨glich,
die Gesamtheit aller ungesto¨rten Empfangssignale, die den Empfangsantennen aller
Empfa¨nger entnommenen werden, kompakt durch den totalen ungesto¨rten Empfangs-
signalvektor e oder kurz das totale ungesto¨rte Empfangssignal e zu beschreiben, siehe
Bild 1.4.
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Der Mobilfunkkanal ordnet jedem totalen Sendesignal t eindeutig ein totales un-
gesto¨rtes Empfangssignal e zu. Die Struktur dieses Zusammenhangs folgt aus den
charakteristischen Eigenschaften
• Linearita¨t,
• Mehrwegeausbreitung und daraus folgender Frequenzselektivita¨t und
• Zeitvarianz
des physikalischen Mobilfunkkanals [Par92, Bel63, Lor85, Ste92, Pa¨t99, Web02]. Der
physikalischen Mobilfunkkanal kann demzufolge nachrichtentheoretisch als lineares,
zeitvariantes U¨bertragungssystem modelliert werden [Rup93], das sich mathematisch
mit einer linearen Abbildung beschreiben la¨ßt. Sind die Signale des weiteren auf Zeit-
intervalle begrenzt, die so kurz sind, daß sich in ihnen der Mobilfunkkanal nur unwe-
sentlich a¨ndert — und davon soll im folgenden vereinfachend ausgegangen werden —,
so kann der Mobilfunkkanal als lineares, zeitinvariantes U¨bertragungssystem angesehen
werden [Rup93]. Die angesprochene lineare Abbildung wird zweckma¨ßigerweise durch
die totale Kanalmatrix H charakterisiert, die den Zusammenhang
e = Ht (1.5)
zwischen totalem Sendesignal t und totalem ungesto¨rten Empfangssignal e herstellt
[MBW+00, BMWT00].
Typischerweise empfa¨ngt jeder Empfa¨nger in der Referenzzelle eines zellularen Mobil-
funksystems außer den Signalen, die auf Sender der Referenzzelle zuru¨ckgehen, auch
solche Signale, die nicht auf Sender der Referenzzelle zuru¨ckgehen und hinsichtlich der
Informationsu¨bertragung innerhalb der Referenzzelle ausschließlich scha¨dlich wirken.
Derartige scha¨dliche Signale schließen beispielsweise Interzellinterferenz, siehe auch Un-
terkapitel 1.1.1, oder systemfremde Sto¨rungen ein, die im folgenden zusammenfassend
als Rauschen bezeichnet werden. Das Rauschen hat zur Folge, daß die den Empfangs-
antennen entnommenen Empfangssignale im allgemeinen von den oben diskutierten
ungesto¨rten Empfangssignalen abweichen. Es ist daher zweckma¨ßig, in Analogie zur
Deﬁnition des totalen ungesto¨rten Empfangssignals e des weiteren das totale Empfangs-
signal r einzufu¨hren, das die Gesamtheit aller gegebenenfalls gesto¨rten Empfangssignale
aller Empfa¨nger der Referenzzelle beschreibt und das totale Rauschen
n = r− e (1.6)
beinhaltet. Durch Kombinieren von (1.5) und (1.6) erha¨lt man zusammenfassend
r = Ht+ n. (1.7)
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Bild 1.5. Spezielle Ausgestaltung der Senderverarbeitung bestehend in der seriel-
len Verkettung von Fehlerschutzcodieren (FEC-ENC) & Symbolmodulation
und weiterer durch den Modulatoroperator M{·} beschriebenen Sendesi-
gnalerzeugung
Empfa¨ngerseitig werden beruhend auf dem totalen Empfangssignal r durch geeignete
empfa¨ngerseitige Signalverarbeitung, die im folgenden als Empfa¨ngerverarbeitung be-
zeichnet wird, Scha¨tzungen û
(k)
l jedes der L Nutzdaten u
(k)
l , l = 1 . . . L, aller Teilnehmer
k, k = 1 . . .K, bestimmt. Diese Scha¨tzungen û
(k)
l werden in Analogie zu (1.3) und (1.4)
zur Scha¨tzung
û(k) =
(
û
(k)
1 . . . û
(k)
L
)T
∈ BL, (1.8)
des teilnehmerspeziﬁschen Nutzdatenvektors u(k), sowie zur Scha¨tzung
û =
(
û(1)
T
. . . û(K)
T
)T
∈ BKL, (1.9)
des totalen Nutzdatenvektors zusammengefaßt. Bild 1.4 veranschaulicht die oben be-
schriebenen Zusammenha¨nge graphisch.
In der Literatur [Lu¨k79, Pro95, Roh95, Kle96] hat sich der Einfachheit halber in den
letzten Jahren eine spezielle Ausgestaltung der Senderverarbeitung durchgesetzt, die
in Bild 1.5 skizziert ist und die auch im Rahmen dieser Schrift exemplarisch betrach-
tet werden soll. Diese spezielle Ausgestaltung besteht in der seriellen Verkettung von
Fehlerschutzcodieren & Symbolmodulation einerseits und weiterer Sendesignalerzeu-
gung andererseits. Dabei werden aus den Nutzdaten u
(k)
l , l = 1 . . . L, eines Teilnehmers
k, k = 1 . . .K, zuerst durch Codierungstechniken und Symbolmodulationstechniken
[Bos92, Pro95, Roh95, Fri96] in einer eineindeutigen Art und Weise, das heißt infor-
mationsverlustfrei, N Datensymbole d(k)n erzeugt, die jeweils dem Repertoire
Vd =
{
ν1 . . . νM
}
⊆ C (1.10)
der Kardinalita¨t M entnommen werden. Dieses Repertoire Vd beschreibt alle M
zula¨ssigen Realisierungen νm, m = 1 . . .M , eines Datensymbols d
(k)
n und wird daher im
folgenden auch als Datensymbolalphabet bezeichnet. In analoger Weise zu (1.3) und
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Bild 1.6. Spezielle Ausgestaltung der Empfa¨ngerverarbeitung bestehend in der seriel-
len Verkettung von durch den Detektoroperator D{·} beschriebener Signal-
verarbeitung und Symboldemodulation & Fehlerschutzdecodieren (FEC-
DEC)
(1.4) erha¨lt man durch Zusammenstellen aller N Datensymbole d(k)n , n = 1 . . .N , den
zu Teilnehmer k, k = 1 . . .K, geho¨rigen teilnehmerspeziﬁschen Datenvektor
d(k) =
(
d
(k)
1 . . . d
(k)
N
)T
∈ VNd (1.11)
sowie den alle Datensymbole d(k)n , n = 1 . . . N , aller Teilnehmer k, k = 1 . . .K, umfas-
senden totalen Datenvektor
d =
(
d(1)
T
. . .d(K)
T
)T
∈ VKNd . (1.12)
In einem zweiten Schritt wird aus dem totalen Datenvektor d nach (1.12) durch weite-
re Sendesignalerzeugung das totale Sendesignal t ermittelt. Das Erzeugen des totalen
Sendesignals t auf Basis des totalen Datenvektors d la¨ßt sich mathematisch als eine Ab-
bildung interpretieren. Diese Abbildung kann kompakt durch den Modulatoroperator
M{·} beschrieben werden, so daß fu¨r das totale Sendesignal
t = M{d} (1.13)
folgt. Wie sich unter anderem im folgenden Abschnitt 1.1.3 herausstellen wird, ist der
Modulatoroperator M{·} im allgemeinen nicht trivial und nichtlinear in d und wird
daher im Rahmen dieser Schrift noch genauer beleuchtet.
Die in Bild 1.4 dargestellte Senderverarbeitung und Empfa¨ngerverarbeitung sind
nicht unabha¨ngig voneinander wa¨hlbar, wenn — und dies ist, wie bereits erla¨utert,
das prima¨re Ziel von Mobilkommunikation — eine mo¨glichst fehlerfreie Informati-
onsu¨bertragung von der Senderseite zu der Empfa¨ngerseite ermo¨glicht werden soll,
denn, wie in Abschnitt 1.1.1 erla¨utert, gilt es na¨mlich, die scha¨dliche Wirkung von
Interferenz mo¨glichst gering zu halten. Ausgehend von der in Bild 1.5 vorgeschlagenen
und zuvor ausgefu¨hrten Ausgestaltung der Senderverarbeitung la¨ßt sich die in Bild 1.6
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gezeigte, zu Bild 1.5 geho¨rige Ausgestaltung der Empfa¨ngerverarbeitung ﬁnden. Die
dargestellte spezielle Ausgestaltung der Empfa¨ngerverarbeitung hat sich aufgrund ih-
rer Einfachheit in der Literatur [Lu¨k79, Pro95, Roh95, SRAX96, Kle96, ARS97, Wil98]
als bevorzugte Wahl herauskristallisiert und besteht in der seriellen Verkettung einer im
folgenden genauer speziﬁzierten Empfangssignalverarbeitung und Symboldemodulation
& Fehlerschutzdecodieren. Gema¨ß Bild 1.6 werden in einem ersten Schritt typischerwei-
se basierend auf dem totalen Empfangssignal r Scha¨tzungen d̂
(k)
Q,n aller Datensymbole
d(k)n , n = 1 . . .N , aller Teilnehmer k, k = 1 . . .K, ermittelt. Diese Scha¨tzungen d̂
(k)
Q,n
lassen sich zur Scha¨tzung
d̂
(k)
Q =
(
d̂
(k)
Q,1 . . . d̂
(k)
Q,N
)T
∈ VNd , (1.14)
des zu Teilnehmer k, k = 1 . . .K, geho¨rigen Datenvektors d(k) nach (1.11) und des
weiteren zur Scha¨tzung
d̂Q =
(
d̂
(1)
Q
T
. . . d̂
(K)
Q
T
)T
∈ VKNd . (1.15)
des totalen Datenvektors d nach (1.12) zusammenfassen. Das auf r nach (1.7) basieren-
de, durch geeignete Signalverarbeitung erfolgende Ermitteln von d̂Q nach (1.15) la¨ßt
sich als eindeutige Zuordnung zwischen r und d̂Q interpretieren. In einer zum Beschrei-
ben der Senderverarbeitung nach Bild 1.5 analogen Weise la¨ßt sich diese Zuordnung
mathematisch durch den Detektoroperator D{·} beschreiben, der jedem totalen Emp-
fangssignal r eindeutig eine Scha¨tzung d̂Q nach (1.15) des totalen Datenvektors d
gema¨ß
d̂Q = D{r} (1.16)
zuordnet. In einem zweiten Schritt werden den gewonnenen Scha¨tzungen d̂
(k)
Q,n der Da-
tensymbole d
(k)
Q,n, n = 1 . . .N , jedes Teilnehmers k, k = 1 . . .K, durch Verfahren der
Symboldemodulation und des Fehlerschutzdecodierens [Bos92, Pro95, Roh95, Fri96]
Scha¨tzungen û
(k)
l der L Nutzdaten u
(k)
l , l = 1 . . . L, dieses Teilnehmers k zugeordnet,
aus denen die Scha¨tzungen û(k) nach (1.8) und û nach (1.9) folgen. Derartige Verfahren
der Symboldemodulation und des Fehlerschutzdecodierens sind Stand der Technik und
sollen daher hier nicht weiter vertieft werden [Bos92, Pro95, Roh95, Vit95, Fri96].
In den letzten Jahren wurde in der Literatur [DHHZ95, GW96, Poo00, ARAS99, SS01,
Moh98, WP99, RSAA98, Hag96, AGR98, VW98, Wer94, HS96, WM02b, BJW01a,
BJW01b, WO01, WBOW00, WOWB02, RF96] herausgearbeitet, daß ein gema¨ß den
obigen Ausfu¨hrungen erfolgendes Aufspalten der Empfa¨ngerverarbeitung bei gegebe-
ner Senderverarbeitung im allgemeinen suboptimal hinsichtlich der erzielbaren Qualita¨t
der Informationsu¨bertragung ist — beispielsweise der unter gegebenen Randbedingun-
gen minimalen U¨bertragungsfehlerwahrscheinlichkeit. Suboptimal heißt in diesem Zu-
sammenhang, daß das Aufspalten mit einem Informationsverlust verbunden ist, der
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Bild 1.7. Vereinfachtes Modell der Funkkommunikation innerhalb einer Referenzzelle
sich darin a¨ußerst, daß nicht die gesamte im totalen Empfangssignal r enthaltende
Information u¨ber u nutzbar gemacht werden kann, um û mo¨glichst zuverla¨ssig zu
bestimmen. In der Literatur sind mittlerweile auch in dieser Hinsicht optimale [DH-
HZ95, GW96] oder unter gewissen Randbedingungen asymptotisch optimale Ansa¨tze
[Poo00, ARAS99, SS01, Moh98, WP99, RSAA98, Hag96, AGR98, VW98, Wer94, HS96,
WM02b, BJW01a, BJW01b, WO01, WBOW00, WOWB02, RF96] verfu¨gbar, die die-
ses Problem umschiﬀen. Derartige Ansa¨tze, die teilweise iterativ arbeiten, sind jedoch
typischerweise sehr aufwendig oder bilden lediglich einen mehr oder weniger guten
Kompromiß zwischen Rechenkomplexita¨t, erzielbarer U¨bertragungsqualita¨t und Sta-
bilita¨t. Aus diesem Grund und da fu¨r solche Mobilfunksysteme, die den Kern dieser
Schrift darstellen, vergleiche auch Unterkapitel 1.2, bisher keine praktikablen Ansa¨tze
der beschriebenen Art bekannt sind, soll im Rahmen dieser Schrift auf derartige opti-
male oder asymptotisch optimale Ansa¨tze nicht weiter eingegangen werden.
Um prinzipiell eine fehlerfreie Informationsu¨bertragung von der Sender- zur
Empfa¨ngerseite zu ermo¨glichen, sind das in Bild 1.5 eingefu¨hrte Fehlerschutzcodieren
und die dort genannte Symbolmodulation derart auszufu¨hren, daß die gesamte Infor-
mation u¨ber den totalen Nutzdatenvektor u im totalen Datenvektor d enthalten ist.
Dies ist genau dann der Fall, wenn stets eine fehlerfreie Rekonstruktion von u auf Basis
von d mo¨glich ist. Daru¨ber hinaus la¨ßt sich feststellen, daß in der Scha¨tzung dQ nach
(1.15) des totalen Datenvektors d nach (1.12) die gesamte Information u¨ber û nach
(1.9) enthalten ist. Denn û nach (1.9) folgt gema¨ß Bild 1.6 ausschließlich als Resultat
des Verarbeitens von dQ. Als Essenz der obigen beiden Beobachtungen lassen sich die
folgenden Schlußfolgerungen ziehen:
• Eine Analyse der in Bild 1.6 dargestellten Funkkommunikation kann auf die in-
formationstheoretisch a¨quivalente Analyse des Zusammenhangs zwischen totalem
Datenvektor d und der zugeho¨rigen Scha¨tzung d̂ reduziert werden.
• Der Entwurf der durch den ModulatoroperatorM{·} beschriebenen Sendesignal-
erzeugung und der durch den Detektoroperator D{·} beschriebenen Empfangssi-
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gnalverarbeitung kann ausschließlich auf Basis des zuvor genannten Zusammen-
hangs erfolgen.
Durch Kombinieren der in den Bildern 1.4 bis 1.6 dargestellten Modelle kann das
in Bild 1.7 gezeigte vereinfachte Modell der Funkkommunikation innerhalb der Refe-
renzzelle deﬁniert werden. In Bild 1.7 wird die durch den Modulatoroperator M{·}
beschriebene Sendesignalerzeugung nach (1.13) verku¨rzt durch die Bezeichnung Modu-
lator, die durch den Detektoroperator D{·} beschriebene Empfangssignalverarbeitung
nach (1.16) durch die Bezeichnung Detektor gekennzeichnet. Als Konsequenz der vorge-
nannten Schlußfolgerungen beschreibt das vereinfachte Modell die Funkkommunikation
innerhalb der Referenzzelle vollsta¨ndig in einem informationstheoretischen Sinne. Da-
her wird dieses vereinfachte Modell ohne Einschra¨nkung der Allgemeinheit als Basis
fu¨r alle weiteren Betrachtungen innerhalb der vorliegenden Schrift herangezogen.
1.1.3 Klassiﬁkation von Funkkommunikation
Fu¨r einen Mobilfunkkanal gegebener Eigenschaften, das heißt fu¨r eine bekannte Ka-
nalmatrix H nach (1.5), ha¨ngt die Leistungsfa¨higkeit der Funkkommunikation in einer
Referenzzelle neben der Abha¨ngigkeit von weiteren Einﬂußfaktoren vorrangig davon ab,
inwieweit es gelingt, die gewu¨nschten Informationen zu u¨bertragen und gleichzeitig die
in Abschnitt 1.1.1 erla¨uterten scha¨dlichen Interferenzen weitestgehend zu vermeiden
oder unscha¨dlich zu machen. Dieses Gelingen wird ausschließlich von der Ausgestal-
tung der Sendesignalerzeugung auf der Senderseite, das heißt dem Modulatoroperator
M{·}, und der Ausgestaltung der Empfangssignalverarbeitung auf der Empfa¨ngerseite,
das heißt dem Detektoroperator D{·}, bestimmt. Hinsichtlich des Entwurfs eines lei-
stungsfa¨higen Mobilfunksystems ist es daher entscheidend, sich mit der Wahl dieser
beiden Operatoren M{·} und D{·} genauer zu befassen.
Wie oben bereits angesprochen, kann die Wahl des Modulatoroperators M{·} und
des Detektoroperators D{·} nicht unabha¨ngig voneinander erfolgen, wenn eine lei-
stungsfa¨hige, mo¨glichst fehlerfreie Funkkommunikation ermo¨glicht werden soll. Daher
wird im folgenden stets auf die gemeinsame Wahl beider Operatoren eingegangen. Im
weiteren Verlauf wird klar werden, daß bei dieser gemeinsamen Wahl des Modulato-
roperators M{·} und des Detektoroperators D{·} grundsa¨tzlich verschiedene Grund-
konzepte unterschieden werden ko¨nnen.
Neben der Leistungsfa¨higkeit eines Mobilfunksystems spielen in der Praxis beim Sy-
stementwurf noch weitere Belange, wie beispielsweise
• die verfahrenstechnische Komplexita¨t der Sendesignalerzeugung und der Emp-
fangssignalverarbeitung,
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• die Kosten der zur Bewa¨ltigung der vorgenannten Komplexita¨t beno¨tigten Hard-
warekomponenten und
• die elektrischen Leistungsaufnahmen der einzelnen Komponenten des Mobilfunk-
systems, das heißt die zu erwartenden Energiekosten,
eine erhebliche Rolle. Wie sich im folgenden zeigen wird, ha¨ngen die Vor- und Nachteile
der verschiedenen mo¨glichen Grundkonzepte maßgeblich von diesen weiteren Belangen
ab. Daher werden diese Belange im Rahmen dieser Schrift noch eine besondere Bedeu-
tung erlangen.
Die Anwendung sich im Raum ausbreitender elektromagnetischer Wellen, also von
Funkwellen, zur Kommunikation hat ihren Ursprung in den im Jahr 1895 von Guglielmo
Marchese Marconi (1874-1937) in der Na¨he von Bologna durchfu¨hrten Experimenten.
In diesen Experimenten zeigte Marconi erstmals, daß es mo¨glich ist, Informationen mit-
tels Funkwellen — deren Existenz im u¨brigen erst zehn Jahre zuvor von Heinrich Hertz
(1857-1894) experimentell in Karlsruhe nachgewiesen werden konnte — drahtlos zu
u¨bertragen, wofu¨r ihm 1909 der Nobelpreis fu¨r Physik verliehen wurde [Asc84]. Schon
in diesen ersten Experimenten wie auch in praktisch allen heute oder in der Vergangen-
heit bedeutsamen Funkkommunikationssystemen startete der Systementwurf auf der
Senderseite. Dabei wurde in einem ersten Schritt das senderseitige Erzeugen der Sen-
designale auf Basis der zu u¨bertragenden Information festgelegt und in einem zweiten
Schritt erfolgte dann das empfa¨ngerseitige Verarbeiten der Empfangssignale zum Ex-
trahieren der u¨bertragenen Information als Konsequenz der erstgemachten, den Sender
betreﬀenden Festlegung [BQT+03, MBQ04]. Verallgemeinert und auf das in Bild 1.7
eingefu¨hrte allgemeine Modell der Funkkommunikation u¨bertragen bedeutet dies, daß
1. der Modulator, also der Modulatoroperator M{·}, a priori gewa¨hlt wird, und
2. der Detektor, also der Detektoroperator D{·}, a posteriori daran und gegebenen-
falls an weitere Informationen, die vom betrachteten Funkszenario und Funksy-
stem abha¨ngen, adaptiert wird, beispielsweise im Sinne einer Minimierung der
scha¨dlichen Wirkung von Interferenz.
In einer derart organisierten Funkkommunikation spielen die Sender die Rolle der Mei-
ster (engl. masters), die die zu befolgenden Regeln festlegen, wohingegen die Empfa¨nger
die Rolle von Sklaven (engl. slaves) einnehmen, die sich den gesetzten Regeln anzupas-
sen haben [Tro¨03]. Ein derartiges Grundkonzept wird daher als Senderorientierung
(engl. transmitter orientation, Tx orientation) bezeichnet.
Infolge der großen Freiheit, die sich bei der A-priori-Wahl der Sender, also des Modu-
lators, bietet, erlaubt es die Senderorientierung, Sender zu entwerfen, die hinsichtlich
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eines gewu¨nschten Optimierungskriteriums besonders ausgezeichnet sind. Wird als Op-
timierungskriterium die Minimierung der Komplexita¨t der an den Sendern zu leisten-
den Sendesignalerzeugung gewa¨hlt — und dies ist eine ha¨uﬁg anzutreﬀende Wahl des
Optimierungskriteriums [BQT+03] —, so ist es bei Senderorientierung insbesondere
mo¨glich, besonders einfache Sender zu entwerfen. Wie sich im folgenden Unterkapi-
tel 1.2 zeigen wird, ist dieser Aspekt fu¨r die Praxis von besonderer Bedeutung. Der
Preis, der fu¨r diese Vereinfachung im allgemeinen zu zahlen ist, manifestiert sich in
einer im Vergleich zur Sendesignalerzeugung typischerweise deutlich ho¨heren Komple-
xita¨t der Empfangssignalverarbeitung und damit der Empfa¨nger.
Alternativ zur Senderorientierung kann der Systementwurf jedoch auch von der
Empfa¨ngerseite starten. Dabei wird
1. a priori der Detektor, also der die Empfangssignalverarbeitung beschreibende
Detektoroperator D{·}, gewa¨hlt, und
2. der Modulator, das heißt der die Sendesignalerzeugung charakterisierende Modu-
latoroperator M{·}, folgt a posteriori daraus, wiederum beispielsweise im Sinne
der zuvor angesprochenen Minimierung der scha¨dlichen Wirkung von Interferenz.
Da nun die Empfa¨nger die Rolle der Meister u¨bernehmen, wohingegen die Sender die
Rolle der Sklaven einnehmen, spricht man bei einer derartigen Organisation der Funk-
kommunikation vom Grundkonzept der Empfa¨ngerorientierung (engl. receiver orien-
tation, Rx orientation), das den Kern der vorliegenden Schrift ausmacht. In Analogie
zur Senderorientierung ist es bei der Empfa¨ngerorientierung mo¨glich, Empfa¨nger zu
entwerfen, die hinsichtlich des gewu¨nschten Optimierungsziels besonders ausgezeichnet
sind. Beispielsweise ko¨nnen auf diese Weise sehr einfache Empfa¨nger geschaﬀen wer-
den, wohingegen die zugeho¨rigen Sender, die zum Erzielen einer mo¨glichst fehlerfreien
Funkkommunikation no¨tig sind, im allgemeinen komplizierter sind. Dieses Grundkon-
zept der Organisation ist im Bereich der Funkkommunikation recht neu, wenig unter-
sucht und daher unkonventionell. Dies ist erstaunlich, da, wie im folgenden Unterkapi-
tel 1.2 herausgestellt wird, beide Grundkonzepte der Organisation, Senderorientierung
und Empfa¨ngerorientierung, je nach gegebenen Rahmenbedingungen ihre Vorzu¨ge ha-
ben. Oﬀensichtlich verfu¨gt das u¨blicherweise verfolgte Prinzip der Senderorientierung
u¨ber eine außergewo¨hnliche natu¨rliche Anziehungskraft auf Entwickler von Funksy-
stemen, was dazu fu¨hrte, daß in den letzten mehr als 100 Jahren der Entwicklung
von Funksystemen praktisch ausschließlich dieses Prinzip Bedeutung erlangte. Eine
systematische Untersuchung des Grundkonzepts der Empfa¨ngerorientierung ist dem-
zufolge in der Literatur praktisch nicht verfu¨gbar. In den letzten wenigen Jahren ent-
standen, teilweise unter anderem angestoßen durch zahlreiche Vero¨ﬀentlichungen des
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Autors und seiner Kollegen am Lehrstuhl fu¨r hochfrequente Signalu¨bertragung und
-verarbeitung der Technischen Universita¨t Kaiserslautern [BM04, BM03, BMWT00,
BQT+03, BZT+03, LMTB01, LTM01, Meu04b, Meu04a, MBL+00, MBQ04, MBW+00,
MQW03, MTJ02, MW04b, MW04a, MWQ04a, MWQ04b, PMWB00, QMBW04,
QTM02, TMW00, TWMB01b, TWMB01a, WLMM03, WM04a, WM04b, WM03c,
WM03d, WM03b, WM03e, WMS03, WSM04], erste die Empfa¨ngerorientierung be-
treﬀende Arbeiten [KM00, GC01, INBF01, JU01, JUN01, JWJH01, WR01, CM02a,
CM02b, GC02, IF02b, IF02a, JKG+02, JKUN02, ML02, RIF02, SSB+02, TWL+02,
WIF02, CM03, CML03, DHJU03, FW03, JIB+03, Geo03, HSB03, IHRF03, IRF03b,
IRF03a, JIB+03, WCS03, WVF03b, BHMW04, CM04d, CM04a, CM04c, CM04b,
IGF04, IHRF04b, JBU04, JBVU04, Joh04], wobei dabei auch die alternativen Bezeich-
nungen Joint Transmission, Joint Predistortion und Precoding verwendet wurden. Es
ist jedoch festzustellen, daß naturbedingt die Zahl der verfu¨gbaren, die Senderorien-
tierung betreﬀenden Vero¨ﬀentlichungen noch um Gro¨ßenordnungen ho¨her liegt, als die
der Vero¨ﬀentlichungen, die auf Empfa¨ngerorientierung eingehen. Insbesondere sind fu¨r
das Grundkonzept der Senderorientierung umfassende Werke in der Literatur publi-
ziert [Kle96, Ver98], die systematisch auf verschiedene im Rahmen dieses Grundkon-
zepts relevanten Aspekte, Ausgestaltungsmo¨glichkeiten und zu kla¨renden Kernfragen
eingehen. Demgegenu¨ber sind im Bereich der Empfa¨ngerorientierung bisher vorran-
gig solche Werke verfu¨gbar, die ausschließlich eng begrenzte spezielle Detailaspekte
dieses Grundkonzepts behandeln. Eine systematische Gegenu¨berstellung prinzipieller
mo¨glicher Ausgestaltungsmo¨glichkeiten der Empfa¨ngerorientierung sowie eine grundle-
gende Diskussion der zu kla¨renden Kernfragen fehlt bisher. Es ist daher ein vorrangiges
Ziel der vorliegenden Schrift, diesen U¨berblick zu schaﬀen und auf diese Weise einen
Beitrag dazu zu leisten, der Empfa¨ngerorientierung den Weg in ku¨nftige Mobilfunksy-
steme zu ebnen.
Die Begriﬀe Senderorientierung und Empfa¨ngerorientierung wurden vom Autor der
vorliegenden Schrift sowie seinen Kollegen am Lehrstuhl fu¨r hochfrequente Si-
gnalu¨bertragung und -verarbeitung der Technischen Universita¨t Kaiserslautern ge-
pra¨gt [BM04, BM03, BQT+03, Meu04b, Meu04a, MBQ04, MQW03, MW04b, MW04a,
MWQ04a, MWQ04b, QMBW04, WLMM03, WM04a, WM04b, WM03c, WM03d,
WM03b, WM03e, WMS03, WSM04] und werden mittlerweile auch in Werken anderer
Autoren [BZT+03, TWL+02, Bur05] verwendet.
Sowohl beim Grundkonzept der Senderorientierung als auch beim Grundkonzept der
Empfa¨ngerorientierung spielt Kanalzustandsinformation eine wichtige Rolle, da das
Adaptierung von Empfa¨nger(n), das heißt des Detektoroperators D{·}, beziehungs-
weise Sender(n), das heißt des Modulatoroperators M{·}, im allgemeinen Kenntnis
u¨ber die zwischen Sender(n) und Empfa¨nger(n) wirksamen Mobilfunkkana¨le voraus-
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setzt. Wird das Grundkonzept der Senderorientierung verfolgt, so ist dabei Kanalzu-
standsinformation auf der Empfa¨ngerseite no¨tig, wa¨hrend auf der Senderseite darauf
vollsta¨ndig verzichtet wird [BQT+03, MWQ04b]. Die Kanalzustandsinformation auf
der Empfa¨ngerseite wird u¨blicherweise durch U¨bertragen von empfa¨ngerseitig bekann-
ten Trainingssequenzen und anschließendes Kanalscha¨tzen verfu¨gbar gemacht [SB93,
SJ94, Ste95, SMWB01, MWSL02, BDT95, ASA97, WMZ05]. Des weiteren sind in der
Literatur halbblinde oder vollsta¨ndig blinde Verfahren [BA94, MDCM95, MLW+02]
zum Bereitstellen von Kanalzustandsinformation verfu¨gbar, die nur Teilinformationen
u¨ber die zum Kanalscha¨tzen verwendeten Funksignale einsetzen.
Beim Grundkonzept der Empfa¨ngerorientierung ist Kanalzustandsinformation auf der
Senderseite (engl. transmitter sided channel state information, TxCSI) no¨tig, wa¨hrend
auf der Empfa¨ngerseite darauf vollsta¨ndig verzichtet wird [BQT+03, MWQ04b,
Tro¨03]. Diese Kanalzustandsinformation muß daher durch geeignete Methoden [KM00,
FWLH02c, JBMW02b, JBM+02, JBMW02a, DHJU03, CM04a, WSLW03, SWWM04,
Skl04] auf der Senderseite verfu¨gbar gemacht werden, die in dieser Schrift im Rahmen
des folgenden Unterkapitels 1.2 und des Kapitels 6 genauer beleuchtet werden.
In der Literatur wurden diﬀerentielle Verfahren der Funkkommunikation vorgeschlagen,
die weder senderseitig noch empfa¨ngerseitig Kanalzustandsinformation voraussetzen
[Hug00, MFP97, TJ00, LSF03, SL04b, SL04a]. Diese Verfahren sind jedoch in ihrer Lei-
stungsfa¨higkeit gegenu¨ber solchen Verfahren, die senderseitig und/oder empfa¨ngerseitig
Kanalzustandsinformation einbeziehen, beschra¨nkt und haben daher bisher keine Be-
deutung in wirtschaftlich relevanten Mobilfunksystemen erlangt. Der Autor der vor-
liegenden Schrift verzichtet daher auf die Betrachtung derartiger Verfahren. Der in-
teressierte Leser sei beispielsweise auf [Hug00, MFP97, TJ00, LSF03, SL04b, SL04a]
verwiesen.
Des weiteren sind Verfahren der Funkkommunikation bekannt [JVP98, YR94, IF02b,
MTWB01b, MTWB01a, BQT+03, MT03, QTMJ03], die sowohl sender- als auch
empfa¨ngerseitig Kanalzustandsinformation voraussetzen. Derartige Verfahren
• haben jedoch meist ho¨here Komplexita¨t als solche Verfahren, die ausschließlich
auf einer der beiden Seiten Kanalzustandsinformation voraussetzen [BQT+03,
MT03, QTMJ03] und
• erfordern typischerweise eine versta¨rkte Kommunikation zwischen Sender- und
Empfa¨ngerseite zur Organisation der Funkkommunikation.
Vorgenannte Verfahren werden daher bisher nur bedingt in Mobilfunksystemen einge-
setzt und sollen im Rahmen dieser Schrift ausschließlich in Form eines Ausblicks in
Kapitel 7 beru¨cksichtigt werden.
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1.2 Empfa¨ngerorientierung in der Mobilkommuni-
kation
Der Ursprung des Grundkonzepts der Empfa¨ngerorientierung liegt im Bereich der
drahtgebundenen Kommunikation. Bereits in den 70er Jahren des letzten Jahrhun-
derts entstanden in diesem Bereich die ersten wissenschaftlichen Vero¨ﬀentlichungen
[Tom71, HM72], die sich dieses Grundkonzept zu Nutze machen. Ziel der in [Tom71,
HM72] vorgeschlagenen Verfahren ist es, drahtgebundene Kommunikation u¨ber disper-
sive U¨bertragungsmedien zu ermo¨glichen, wobei dazu ausschließlich Empfa¨nger einer
sehr einfachen Bauart eingesetzt werden sollen.
Im Bereich der drahtlosen Kommunikation, also vorrangig der Funkkommunikation,
ist das Grundkonzept der Empfa¨ngerorientierung hingegen erst in den letzten wenigen
Jahren in den Fokus der Forschungsaktivita¨ten geru¨ckt und daher recht neu [MBQ04].
Aus diesem Grund wird Empfa¨ngerorientierung nach Kenntnis des Autors dieser Schrift
noch in keinem kommerziellen Mobilfunksystem eingesetzt.
Soll eine Funkkommunikation zwischen mindestens einem Sender und einem Empfa¨nger
etabliert werden, so erlaubt Empfa¨ngerorientierung, wie bereits in Abschnitt 1.1.3
erla¨utert, die A-priori-Wahl der Empfa¨nger. Es bietet sich an, diese Wahlmo¨glichkeit
geschickt zu nutzen, um vorzugsweise die Komplexita¨t der Empfa¨nger auf ein Mini-
mum zu reduzieren. Unter Komplexita¨t wird dabei die Implementierungskomplexita¨t
der (digitalen) Basisbandsignalverarbeitung verstanden, die sich unmittelbar in den
Anforderungen an die empfa¨ngerseitig verwendete Hardware niederschla¨gt. In der Pra-
xis gehen niedrigere Anforderungen an die Hardware typischerweise einher mit unter
anderem
• niedrigerem Herstellungspreis,
• geringerem Gewicht,
• kleinerer Baugro¨ße und
• geringerem Energieverbrauch
der betrachteten Hardware [KM00]. Die sich somit ergebenden prinzipiellen Vorteile
der Empfa¨ngerorientierung wiegen besonders schwer, wenn die Empfa¨nger in großen
Stu¨ckzahlen fu¨r den Endkundenmarkt verfu¨gbar gemacht werden sollen. Im Falle der
Senderorientierung gilt gleiches fu¨r die Sender, das heißt einfache Sender werden zum
Preis einer erho¨hten Komplexita¨t an den Empfa¨ngern ermo¨glicht.
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Betrachtet man die zuvor angesprochenen wirtschaftlich bedeutenden infrastruktur-
basierten Mobilfunksysteme — und um diese soll es, wie bereits erwa¨hnt, in die-
ser Schrift vorrangig gehen —, so ist es als Folge der obigen Ausfu¨hrungen erstre-
benswert, in der Abwa¨rtsstrecke derartiger Mobilfunksysteme die Funkkommunikation
gema¨ß Empfa¨ngerorientierung zu organisieren. In diesem Fall sind na¨mlich die mobilen
Endgera¨te der Endkunden, also die Mobilstationen, die Empfa¨nger, wohingegen die
ortsfesten Basisstationen die Sender sind. Vergleich man eine gema¨ß Senderorientie-
rung gestaltete Abwa¨rtsstreckenu¨bertragung mit einer Abwa¨rtsstreckenu¨bertragung,
die gema¨ß Empfa¨ngerorientierung gestaltet ist, so lassen sich somit auf Kosten
erho¨hter Anforderungen an die Basisstationen die obigen prinzipiellen Vorteile der
Empfa¨ngerorientierung unmittelbar in die im folgenden erla¨uterten Vorteile einer
empfa¨ngerorientierten Abwa¨rtsstrecke u¨berfu¨hren:
• Infolge der gegenu¨ber dem klassischen Prinzip der Senderorientierung ma¨ßigen
Komplexita¨tsanforderungen an die Hardware der Empfa¨nger der Mobilstationen
ko¨nnen kostengu¨nstigere mobile Endgera¨te auf dem Endkundenmarkt angeboten
werden. Beim Verkauf dieser Endgera¨te ist der Verkaufspreis ein entscheidender,
die Kaufentscheidungen der potentiellen Kunden und somit die Absatzzahlen
bestimmender Einﬂußfaktor [WHL+03]. Gelingt es dem Hersteller mobiler End-
gera¨te, diesen Verkaufspreis auf die oben dargestellte Weise zu verringern, so
besteht darin ein entscheidender Gescha¨ftsvorteil gegenu¨ber Konkurrenten. Fu¨r
die Netzbetreiber, die die zur zellularen Mobilkommunikation beno¨tigte Infra-
struktur und damit auch die — im Falle von Empfa¨ngerorientierung gegebe-
nenfalls aufwendigen und teuren — Basisstationen bereitstellen, ist dies jedoch
nicht ausschließlich mit gewinnreduzierenden Mehraufwendungen verbunden. Es
ist na¨mlich davon auszugehen, daß auch ein Netzbetreiber, der beispielsweise im
Gegensatz zur Konkurrenz Empfa¨ngerorientierung in seinem Netz einsetzt, von
den ho¨here Absatzzahlen der kostengu¨nstigen mobilen Endgera¨ten insofern proﬁ-
tieren kann, als zusa¨tzliche Einnahmen im Bereich der ﬁxen oder dienstbezogenen
variablen Mobilfunkgebu¨hren mo¨glich werden.
• Die mobilen Endgera¨te ko¨nnen infolge der reduzierten Komplexita¨t der
Empfa¨nger kompakter, mit kleinerer Baugro¨ße und geringerem Gewicht gestaltet
werden. Auch dieser Aspekt ist als nicht unerheblicher Gescha¨ftsvorteil auf dem
Endkundenmarkt zu bewerten.
• Mobile Endgera¨te, die aufgrund der genannten Vereinfachungen der Empfa¨nger
eine geringere elektrische Leistungsaufnahme haben, ko¨nnen im Vergleich zu mo-
bilen Endgera¨ten ohne diesen Vorzug bei gleicher Batterieausstattung la¨ngere
Batterielaufzeiten bieten oder bei gleichen Batterielaufzeiten mit einer geringe-
ren Batterieausstattung arbeiten. Eine Reduktion der Batterieausstattung be-
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wirkt unmittelbar eine vorteilhafte weitere Gewichts- und Volumeneinsparung
der mobilen Endgera¨te.
Der letztgenannte der drei Aspekte spielt dabei eine besondere Rolle, da sich in den letz-
ten Jahren im Bereich der konventionellen senderorientierten Funkkommunikation eine
nicht zu unterscha¨tzende Entwicklung abzeichnet. Es kann festgestellt werden, daß im
Verlauf der letzten Jahre die Implementierungskomplexita¨t der Empfa¨nger im Bereich
der Senderorientierung typischerweise stets zunahm [LW04]. Hinsichtlich der Gro¨ße
und des Gewichts der zum Bewa¨ltigen dieser Komplexita¨t beno¨tigten Hardware konnte
dieser Entwicklung durch den rasanten Fortschritt im Bereich der Mikroelektronik wei-
testgehend, stets dem Moore’schen Gesetz [Sch97] folgend, entsprochen werden [Rab00,
Rab01, Aar03]. Die Leistungsaufnahme dieser stetig komplexer werdenden Empfa¨nger
ist jedoch trotz vieler Bemu¨hungen [KMGW03, KW04, WZW04a, WZW04b] im Be-
reich der Mikroelektronik [Rab00, Rab01, Aar03] ebenso gestiegen. Diesem Anstieg der
Leistungsaufnahme konnte in den letzten Jahren kein entsprechender Anstieg der Ener-
giedichten verfu¨gbarer Batterien entgegengesetzt werden [Rab00, Rab01], so daß die
gestiegene Empfa¨ngerkomplexita¨t unmittelbar durch geringere Batterielaufzeiten oder
gro¨ßere Batterieausstattungen der mobilen Endgera¨te mit den genannten Gewichts-
und Volumenproblemen zu bezahlen war. In den na¨chsten Jahren ist zu erwarten, daß
diese Diskrepanz zwischen der Entwicklung der Empfa¨ngerkomplexita¨t einerseits und
dem Fortschritt im Bereich der Mikroelektronik und der Energiespeicher andererseits
sich weiter vergro¨ßern wird. Es ist demzufolge von besonderer Bedeutung, Prinzipien
wie Empfa¨ngerorientierung, die diesen Mißstand ausra¨umen oder zumindest mildern,
zu entwickeln und zu studieren.
Neben den oben genannten, eher aus der Praxis motivierten Vorteilen der
Empfa¨ngerorientierung existieren noch weitere Vorteile, die es zu diskutieren gilt:
• Im Bereich der Empfa¨ngerorientierung ist empfa¨ngerseitig keine Kanalzustands-
information erforderlich. Daher kann auf das U¨bertragen von Trainingssignalen,
die im Bereich der Senderorientierung u¨blich sind, verzichtet werden. Die da-
durch frei werdenden U¨bertragungskapazita¨ten ko¨nnen nunmehr ganz oder teil-
weise zum U¨bertragen von Nutzdaten eingesetzt werden. Dieser Aspekt ist be-
sonders zu betonen, da in den na¨chsten Jahren Kapazita¨tsengpa¨sse vorwiegend
in der Abwa¨rtsstrecke erwartet werden, die somit als Flaschenhals (engl. bottle
neck) der Funkkommunikation zwischen Basisstationen und Mobilstationen gilt
[BM04, BM02, SWWM04]. Diese Einscha¨tzung resultiert vor allem aus der zu-
nehmenden Bedeutung asymmetrischer Dienste, wie beispielsweise des mobilen
Fernsehens oder des Abrufs von Inhalten des World Wide Web (WWW), im
Mobilfunk, die vorrangig hohe U¨bertragungskapazita¨ten in der Abwa¨rtsstrecke
voraussetzen.
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Wird empfa¨ngerseitig keine Kanalzustandsinformation beno¨tigt, so ist dort keine
Kanalscha¨tzung erforderlich. Die fu¨r Empfa¨nger, die gema¨ß Senderorientierung
entworfenen sind, in Verbindung mit dem Ermitteln von Kanalscha¨tzungen beste-
henden Implementierungsaufwa¨nde ko¨nnen daher durch Empfa¨ngerorientierung
eingespart werden, was u¨ber die bisher genannten Aspekte hinaus erlaubt, die
Empfa¨ngerkomplexita¨t zu reduzieren. Kritisch ist an dieser Stelle jedoch anzu-
merken, daß es im Sinne des Verfu¨gbarmachens von Kanalzustandsinformation
fu¨r den Sender, das heißt fu¨r die Basisstation, unter Umsta¨nden doch notwendig
werden kann, Kanalscha¨tzungen empfa¨ngerseitig zu bestimmen und durch geeig-
nete Signalisierungsverfahren der Basisstation zu u¨bermitteln. Eine detaillierte
Beschreibung dieses Sachverhalts ﬁnden sich in Kapitel 6.
• Empfa¨ngerorientierte Funkkommunikation kann im Vergleich mit senderorien-
tierter Funkkommunikation bei gegebener Sto¨rsituation an den Empfa¨ngern die
gleiche U¨bertragungsqualita¨t erzielen, wobei dazu eine geringere totale Sendelei-
stung beno¨tigt wird. Die totale Sendeleistung bezeichnet dabei die insgesamt
vom Sender fu¨r die Versorgung aller Empfa¨nger abgestrahlte Leistung. Folg-
lich la¨ßt sich durch Empfa¨ngerorientierung die in einem gegebenen Zeitinter-
vall abgestrahlte Energie bei gegebener U¨bertragungsqualita¨t reduzieren, was
in der Literatur [MWQ04b, QMBW04, MQW03] auch als erho¨hte Energieeﬃ-
zienz bezeichnet wird. Dieser Vorzug beruht insbesondere darauf, daß das fu¨r
Empfa¨ngerorientierung typische senderseitige Einbeziehen von Kanalzustandsin-
formation ein leistungs- und energieeﬃzientes Versorgen der Empfa¨nger erlaubt.
Unter leistungseﬃzient wird dabei verstanden, daß vom Sender keine Sendesignal-
komponenten abgestrahlt werden, die infolge widriger U¨bertragungseigenschaften
des Mobilfunkkanals keinen signiﬁkanten Beitrag zur Informationsu¨bertragung
zum gewu¨nschten Empfa¨nger leisten. Derartige nutzlose Sendesignalkomponen-
ten, die Sendeleistung binden, ko¨nnen durch Empfa¨ngerorientierung prinzipiell
reduziert oder gar vollsta¨ndig vermieden werden. Inwiefern dieses gelingt, ist un-
ter anderem Thema dieser Schrift und wird in den Kapiteln 2 bis 5 behandelt.
Das Einsparen von totaler Sendeleistung ist aus verschiedenen Gru¨nden beson-
ders bedeutend:
– In der Bevo¨lkerung ist eine stetig zunehmende Elektrophobie, das heißt
Sensibilisierung gegenu¨ber Sendeanlagen, wie beispielsweise Basisstationen,
zu beobachten. In den letzten zehn Jahren hat die Anzahl der Mobilfunk-
nutzer weltweit stark zugenommen. Die Omnipra¨senz von Mobiltelefonen
hat daher zu versta¨rkten Bedenken in der Bevo¨lkerung hinsichtlich der da-
von ausgehenden Gesundheitsgefahren gefu¨hrt. Studien und wissenschaft-
liche Untersuchungen dieser biologisch-technologischen Wechselwirkungen
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wurden durchgefu¨hrt. Da solche Untersuchungen jedoch sehr zeitaufwen-
dig und a¨ußerst schwierig sind, sind diese immer noch im Gange [KBL97,
HNP+99, IEE01]. Eine endgu¨ltige Klarheit u¨ber mo¨gliche Gesundheitsge-
fahren besteht noch nicht, die Diskussionen dauern an. Das Problem geht
dabei weit u¨ber das Technologische und Biologische hinaus und ist daher
a¨ußerst komplex. Unabha¨ngig davon, zu welchem Resultat die laufenden
Diskussionen fu¨hren, ist jedoch klar, daß eine sinnvolle Antwort von Sei-
ten der Technologie ist, Verfahren mit reduzierten Leistungsemissionen zu
forcieren, um damit Befu¨rchtungen und A¨ngsten entgegenzuwirken.
– Wird Empfa¨ngerorientierung in der Abwa¨rtsstrecke eines zellularen Mobil-
funksystems eingesetzt, um die Sendeleistung mindestens einer einzelnen
Basisstation bei gegebener U¨bertragungsqualita¨t zu reduzieren, so bewirkt
dies, daß die von dieser Basisstation ausgehende Interzellinterferenz im glei-
chen Maß wie die Sendeleistung reduziert wird. Die Funkkommunikation
in zu anderen Basisstationen geho¨rigen Zellen kann daher mit verbesser-
ter U¨bertragungsqualita¨t oder, bei gleichbleibender U¨bertragungsqualita¨t,
mit erho¨hten Datenraten erfolgen. Wird Empfa¨ngerorientierung in der
Abwa¨rtsstrecke jeder Zelle eingesetzt, so verbessert sich folglich die Gesamt-
qualita¨t des zellularen Mobilfunksystems.
• Max H. M. Costa zeigte im Jahr 1983 in seinem grundlegenden Ar-
tikel [Cos83], daß bei gegebener Sendeleistung ein Punkt-zu-Punkt-SISO-
Funku¨bertragungssystem, das durch eine ausschließlich dem Sender bekann-
te (quasi-)zufa¨llige Sto¨rung, beispielsweise Interferenz, gesto¨rt wird, zumindest
theoretisch die gleiche Leistungsfa¨higkeit erzielen kann wie ein gleichartiges
Funku¨bertragungssystem, in dem diese bekannte Sto¨rung nicht vorhanden ist.
Diese auf zuvor publizierten Arbeiten [EGC80, EGH81, EGH83] von Cover, El
Gamal und Heegard basierende und in Arbeiten [YSJ+01, CL02] von Chiang,
Cover, Cohen, Julian, Lapidoth, Sutivang und Yu weiter vertiefte theoretische
Erkenntnis la¨ßt sich fu¨r in der Abwa¨rtsstrecke eingesetzte empfa¨ngerorientierte
Funkkommunikation innerhalb einer K Mobilstationen und eine Basisstation um-
fassenden Referenzzelle grundsa¨tzlich interpretieren, wie im folgend geschilderten
Gedankenexperiment klar wird: Sendet in einem ersten Schritt die Basisstation
der Referenzzelle ein Funksignal zur Versorgung einer Mobilstation k, so kann
die Basisstation, aufgrund senderseitig vorhandener Kanalzustandsinformation —
und diese ist im Fall von Empfa¨ngerorientierung verfu¨gbar — und der Kenntnis
dieses fu¨r Mobilstation k gesendeten Funksignals, die an allen anderen Mobilsta-
tionen k′, k′ = 1 . . .K, k = k′, entstehende Interferenz prognostizieren. In einem
zweiten Schritt soll nun eine weitere Mobilstation k′, k′ = 1 . . .K, k = k′, der Re-
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ferenzzelle durch dieselbe Basisstation zusa¨tzlich versorgt werden. In diesem Fall
stellt sich der Basisstation die Situation nach Costa, das heißt, es ist die Informa-
tionsu¨bertragung von einem Sender, der Basisstation, zu einem Empfa¨nger, der
Mobilstation k′, zu bewerkstelligen, wobei eine dem Sender bekannte Sto¨rung, die
Interferenz infolge des zur Versorgung von Mobilstation k gesendeten Funksignals,
vorhanden ist. Damit ist als Folge des theoretischen Ergebnises nach Costa klar,
daß diese Informationsu¨bertragung, dem oben geschilderten Costa’schen Prinzip
folgend, prinzipiell mit der Leistungsfa¨higkeit erfolgen kann, die erzielbar gewesen
wa¨re, wenn Mobilstation k zuvor nicht versorgt worden wa¨re. Das Versorgen einer
weiteren Mobilstation k′ ist folglich unabha¨ngig von dem Versorgen von Mobil-
station k ohne jegliche, als Folge der Versorgung von Mobilstation k auftretende
Einbußen mo¨glich. Es ist jedoch anzumerken, daß diese Unabha¨ngigkeit im Sinne
vermiedener wechselseitiger Sto¨rung nicht in umgekehrter Richtung gilt. Denn das
im zweiten Schritt zur Versorgung von Mobilstation k′ abgestrahlte Funksignal,
das im allgemeinen Interferenz auch fu¨r Mobilstation k bedeutet, kann nicht im
zuvor erfolgenden ersten Schritt im Costa’schen Sinne als dem Sender bekannte
Sto¨rung beru¨cksichtigt werden. Das geschilderte Vorgehen, das auch als Costa-
Precoding bezeichnet wird [HSB03, AFHS04], kann fu¨r weitere Mobilstationen
wiederholt werden, bis schließlich sa¨mtliche Mobilstationen versorgt sind.
Als Essenz der obigen Ausfu¨hrungen wird klar, daß Empfa¨ngerorientierung im
Gegensatz zu Senderorientierung die Mo¨glichkeit bietet, Interferenzen zu progno-
stizieren, die aus Wechselwirkungen zwischen den fu¨r verschiedene Empfa¨nger
gesendeten Funksignalen resultieren. Daher kann prinzipiell, dem Costa’schen Er-
gebnis folgend, der Preis, der fu¨r das gleichzeitige Versorgen mehrerer Empfa¨nger
zu zahlen ist, sehr klein werden. Neben den zuvor genannten Vorzu¨gen der
Empfa¨ngerorientierung macht dies den Einsatz von Empfa¨ngerorientierung in
zuku¨nftigen Mobilfunksystemen a¨ußerst lukrativ. Die Arbeit Costas hat aus-
schließlich theoretischen Charakter und gibt leider keinerlei Aufschluß daru¨ber,
wie das Anpassen des Senders an die sich stellende senderseitig bekannte Sto¨rung
konkret und in einer praktisch realisierbaren Weise zu erfolgen hat. Es ist das
Thema dieser Schrift, die Vielzahl der praktisch umsetzbaren Mo¨glichkeiten dieses
Prinzips zwecks Erzeugung geeigneter Sendesignale systematisch zu erschließen
und die darin verborgenen Grundprinzipien aufzuzeigen.
Als Folge der Vielzahl der oben angefu¨hrten Resultate gilt Empfa¨ngerorientierung als
a¨ußerst lukrativ fu¨r die Abwa¨rtsstrecke zellularer Mobilfunksysteme [KM00, GC01,
INBF01, JU01, JWJH01, WR01, CM02b, GC02, IF02b, SSB+02, WIF02, Geo03,
HSB03, IHRF03, Joh04, BM04, BMWT00, BQT+03, MBL+00, MW04a, MWQ04a,
MWQ04b, PMWB00, WLMM03, WMS03, WSM04].
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In der Aufwa¨rtsstrecke hingegen, wird — wie bereits heute u¨blich — sinnvollerweise
das Grundkonzept der Senderorientierung eingesetzt. Es ist na¨mlich dieses Grundkon-
zept, das den Einsatz einfacher Sender erlaubt — und dies sind in der Aufwa¨rtsstrecke
die mobilen Endgera¨te. Wie bereits angesprochen, entspricht Senderorientierung dem
heutigen Stand der Technik und ist demzufolge in großer Tiefe und Ausfu¨hrlichkeit
in der Literatur behandelt [Sch79, Sch80, Ver86, Ver88, LV89, VA89, KIHP90, LV90,
VA90, XSR90, VA91, AF92, DH92, BFKM93, DH93, Ver93, ASF94, KKKB94, PF94,
RV94, WDH94, YR94, DH95, TAS95, Kle96, KKKB96, ARS97, Ver98, ZB98, ARAS99,
Kar99, HMC99, BNK00, Poo00, TR00, Jar01, JD01, MJWT01, WM02b, WOWB02,
WM02a, Meu03, KTF04, KBF05]. Aus diesem Grund soll im Rahmen dieser Schrift
nicht genauer darauf eingegangen werden. Der interessierte Leser sei diesbezu¨glich auf
die vorgenannten Quellen verwiesen.
Infrastrukturbasierte Mobilfunksysteme sollten sich aus den zahlreichen vorgenannten
Gru¨nden eine vorteilhafte Symbiose beider Grundkonzepte der Funkkommunikation zu
Nutze machen. Dabei sollte Empfa¨ngerorientierung in der Abwa¨rtsstrecke und Sen-
derorientierung in der Aufwa¨rtsstrecke eingesetzt werden. In der Literatur [WMSL02,
TWL+02, WSLW03, BJM+04, WMZ04b, SWWM04] sind in ju¨ngster Vergangenheit
erste diesbezu¨glich Vorschla¨ge unterbreitet worden. Dabei ist auch die Kombination
beider Grundkonzepte mit dem Prinzip des orthogonalen Frequenzmultiplex (engl. or-
thogonal frequency division multiplex, OFDM) in Diskussion, das voraussichtlich nach
herrschender Meinung eine Basis von Mobilfunksystemen der vierten Generation sein
wird [vNP00, KS01, BM04].
Es ist das Ziel der vorliegenden Schrift, Klarheit u¨ber die prinzipiellen Einsatz- und
Ausgestaltungsmo¨glichkeiten der Empfa¨ngerorientierung zu schaﬀen. Daher soll im fol-
genden, wie zuvor motiviert, im Detail ausschließlich die Abwa¨rtsstrecke in einer Refe-
renzzelle eines zellularen Mobilfunksystems betrachtet werden. Aus diesem Grund ist in
Bild 1.8 eine spezielle Ausgestaltung des in Bild 1.7 dargestellten und in Abschnitt 1.1.2
eingefu¨hrten vereinfachten Modells der Funkkommunikation in der betrachteten Refe-
renzzelle wiedergegeben. Diese Ausgestaltung spiegelt speziell die Gegebenheiten in
einer MIMO-Abwa¨rtsstrecke wider und wird daher im folgenden als vereinfachtes Mo-
dell der Funkkommunikation in der MIMO-Abwa¨rtsstrecke der Referenzzelle, oder kurz
Modell der MIMO-Abwa¨rtsstrecke, bezeichnet. Dabei wird davon ausgegangen, daß in
der Referenzzelle K Mobilstationen zu versorgen sind. Tabelle 1.2 faßt kompakt al-
le fu¨r dieses Modell relevanten Formelzeichen zusammen. Das in Bild 1.8 vorgestellte
und in Tabelle 1.2 mathematisch ﬁxierte Modell der MIMO-Abwa¨rtsstrecke soll, so-
weit explizit nicht anders vereinbart, als Basis aller weiteren Analysen dienen, die die
Abwa¨rtsstrecke innerhalb einer Referenzzelle eines infrastrukturbasierten Mobilfunk-
systems betreﬀen.
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Soll Empfa¨ngerorientierung in der beschriebenen MIMO-Abwa¨rtsstrecke eingesetzt
werden, so sind, wie bereits zuvor erla¨utert, zwei Teilaufgaben zu bewa¨ltigen:
1. die A-priori-Wahl der Empfa¨nger der Mobilstationen und
2. das A-posteriori-Adaptieren des Senders der Basisstation an die gewa¨hlten
Empfa¨nger und die wirksamen Mobilfunkkana¨le, das heißt das Erzeugen geeigne-
ter Sendesignale durch den Sender.
Diese beiden Teilaufgaben betreﬀen die zu kla¨renden Kernfragen im Bereich der
Empfa¨ngerorientierung und sollen daher im Rahmen dieser Schrift genauer studiert
werden. Die bei der Wahl der Empfa¨nger der Mobilstationen verfolgbaren Grundprin-
zipien sind dabei Thema des folgenden Unterkapitels 1.3. Die zweitgenannte der obigen
Teilaufgabe, das heißt die Sendesignalerzeugung, stellt die weitaus gro¨ßere der beiden
Herausforderung dar. Soll na¨mlich der zuvor erla¨uterte scha¨dliche Einﬂuß von Interfe-
renz mo¨glichst minimiert werden, so setzt dies voraus, daß alle von der Basisstation zur
Versorgung der K Mobilstationen u¨bertragenen Nachrichten so in ein totales Sende-
signal t nach (1.13) u¨berfu¨hrt werden, daß diese Nachrichten untereinander mo¨glichst
geringe oder keine wechselseitige Interferenz verursachen. Es ist prinzipiell mo¨glich,
sofern einige im folgenden noch genau zu diskutierenden Rahmenbedingungen erfu¨llt
sind, den Beitrag jedes Datensymbols d(k)n , n = 1 . . . N , k = 1 . . .K, zum totalen Sen-
designal t so zu gestalten, daß der Empfang anderer Datensymbole d
(k′)
n′ , n
′ = 1 . . .N ,
k′ = 1 . . .K, n = n′ ∨ k = k′, nicht oder nur in begrenztem Maße gesto¨rt wird. Diese
Gestaltung resultiert in der Notwendigkeit, die Gesamtheit der zur Versorgung aller K
Mobilstationen zu sendenden Datensymbole d(k)n , n = 1 . . .N , k = 1 . . .K, gemeinsam
zu verarbeiten, um somit unmittelbar ein totales Sendesignal t unter Beru¨cksichtigung
des angesprochenen Ziels der Interferenzvermeidung zu erzeugen. Dieses Vorgehen un-
terscheidet sich maßgeblich von dem aus dem Bereich der Senderorientierung bekannten
teilnehmerweisen oder datensymbolweisen Erzeugen von Sendesignalen [Kle96, Ver98]
und ist ungleich komplexer. Naturgema¨ß ist demzufolge dem Themenkomplex der ge-
meinsamen Sendesignalerzeugung im Rahmen dieser Schrift eine umfassende Diskussi-
on im Unterkapitel 1.4 und den Kapiteln 2 bis 5 gewidmet.
Eine essentielle Voraussetzung fu¨r eine gema¨ß Empfa¨ngerorientierung erfolgte gemein-
same Sendesignalerzeugung durch die Basisstation ist das basisstationsseitige Vorhan-
densein von Kanalzustandsinformation u¨ber die zwischen Basisstation und Mobilsta-
tionen wirksamen Mobilfunkkana¨le in der MIMO-Abwa¨rtsstrecke. Diese Information
ist typischerweise auf Seiten der Basisstation nicht a priori vorhanden, sondern muß
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Bild 1.8. Vereinfachtes Modell der Funkkommunikation in der MIMO-Abwa¨rtsstrecke
der Referenzzelle
durch geeignete Maßnahmen verfu¨gbar gemacht werden. In zellularen Mobilfunksy-
stemen wird, wie bereits in Abschnitt 1.1.1 erla¨utert, eine Duplexu¨bertragung reali-
siert. Dies kann genutzt werden, um die fu¨r die Abwa¨rtsstreckenu¨bertragung beno¨tigte
Kanalzustandsinformation wa¨hrend der Aufwa¨rtsstreckenu¨bertragung zu gewinnen.
Ein derartiges Vorgehen setzt jedoch voraus, daß die Mobilfunkkana¨le, die in beiden
U¨bertragungsrichtungen genutzt werden, reziprok sind [Par92]. Dies ist genau dann ge-
geben, wenn zur Organisation der Aufwa¨rtsstrecken- und Abwa¨rtsstreckenu¨bertragung
[Web02]
• das Zeitduplexverfahren (engl. time division duplex, TDD) eingesetzt wird und
die zwischen Kanalscha¨tzen in der Aufwa¨rtsstrecke und Nachrichtenu¨bertragung
gema¨ß Empfa¨ngerorientierung in der Abwa¨rtsstrecke verstreichende Zeitspanne
deutlich kleiner ist als die Korrelationsdauern der wirksamen Mobilfunkkana¨le
oder
• das Frequenzduplexverfahren (engl. frequency division duplex, FDD) ein-
gesetzt wird und die Diﬀerenz der Mittenfrequenzen der fu¨r die beiden
U¨bertragungsrichtungen verwendeten Frequenzba¨nder deutlich kleiner als die
Koha¨renzbandbreiten der wirksamen Mobilfunkkana¨le ist.
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Tabelle 1.2. Mathematische Formelzeichen im vereinfachten Modell nach Bild 1.8 der
Funkkommunikation in der MIMO-Abwa¨rtsstrecke der Referenzzelle
Kate- Formel- dargestellte Gro¨ße Bemerkung
gorie zeichen
BS KB Anzahl der Sendeantennen der BS —
N Anzahl der Datensymbole pro MS —
d(k) zu MS k geho¨riger teilnehmer- —
speziﬁscher Datenvektor
d totaler Datenvektor d=
(
d(1)
T
. . .d(K)
T
)T
t(kB) sendeantennenspeziﬁsches Sendesignal
der kB-ten Sendeantenne der BS —
t totales Sendesignal t=
(
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T
. . . t(KB)
T
)T
Mobil- H(k,kB,kM) sende- und empfangsantennenspeziﬁsche
funk- Kanalmatrix der kB-ten Sendeantenne der —
kanal BS und kM-ten Empfangsantenne der MS k
H(k,kB) sendeantennenspeziﬁsche Kanalmatrix H(k,kB)=
(
H(k,kB,1)
T
. . .
der kB-ten Sendeantenne der BS und MS k . . .H
(k,kB,KM)
T)T
H(k) teilnehmerspeziﬁsche Kanalmatrix der MS k H(k)=
(
H(k,1). . .H(k,KB)
)
H totale Kanalmatrix H=
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T
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T)T
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T
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T)T
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T
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T)T
MS K Anzahl der Mobilstationen bzw. Teilnehmer —
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Q Scha¨tzung von d
(k) —
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(
d̂
(1)
Q
T
. . . d̂
(K)
Q
T
)T
e(k,kM) ungesto¨rtes antennenspeziﬁsches Empfangs-
signal der kM-ten Empfangsantenne von MS k —
e(k) ungesto¨rtes teilnehmerspeziﬁsches e(k)=
(
e(k,1)
T
. . . e(k,KM)
T)T
Empfangssignal der MS k
e ungesto¨rtes totales Empfangssignal e=
(
e(1)
T
. . . e(K)
T)T
r(k,kM) (gesto¨rtes) antennenspeziﬁsches Empfangs-
signal der kM-ten Empfangsantenne von MS k —
r(k) (gesto¨rtes) teilnehmerspeziﬁsches r(k)=
(
r(k,1)
T
. . . r(k,KM)
T)T
Empfangssignal der MS k
r (gesto¨rtes) totales Empfangssignal r=
(
r(1)
T
. . . r(K)
T)T
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Ist einer der beiden oben dargelegten Fa¨lle gegeben, so kann die angespro-
chene Kanalzustandsinformation, die fu¨r eine Abwa¨rtsstreckenu¨bertragung gema¨ß
Empfa¨ngerorientierung beno¨tigt wird, am Ort der Basisstation durch Scha¨tzen
wa¨hrend der Aufwa¨rtsstreckenu¨bertragung verfu¨gbar gemacht werden. Erfolgt die
Aufwa¨rtsstreckenu¨bertragung gema¨ß Senderorientierung — und dies ist typischerwei-
se der Fall und auch Vorschlag des Verfassers —, so ist diese Kanalzustandsinfor-
mation ohnehin fu¨r die mit Senderorientierung einhergehende, an der Basisstation
durchgefu¨hrte durch den Detektoroperator D{·} beschriebene Empfangssignalverarbei-
tung, siehe auch Bild 1.7, no¨tig und daher auch fu¨r die Abwa¨rtsstreckenu¨bertragung
verfu¨gbar.
Gilt das Reziprozita¨tsprinzip nicht, beispielsweise weil das Frequenzduplexverfahren
eingesetzt wird und die fu¨r Abwa¨rtsstrecken- und Aufwa¨rtsstreckenu¨bertragung
verwendeten Frequenzba¨nder frequenzma¨ßig voneinander um mehr als die
Koha¨renzbandbreite mindestens eines der wirksamen Mobilfunkkana¨le separiert
sind, so kann nach dem oben geschilderten Prinzip keine Kanalzustandsinformation
u¨ber die Mobilfunkkana¨le in der MIMO-Abwa¨rtsstrecke verfu¨gbar gemacht werden.
Die zum Scha¨tzen dieser Kanalzustandsinformation no¨tigen Beobachtungen der Mo-
bilfunkkana¨le ko¨nnen lediglich an den Orten der Empfa¨nger, also den Mobilstationen,
gemacht werden und mu¨ssen somit auf eine geschickte Art und Weise als explizite
oder implizite Kanalzustandsinformation an den Sender, das heißt die Basisstation,
ru¨cksignalisiert werden. Details beider Vorgehensweisen, das heißt dem auf Rezi-
prozita¨t basierenden und dem aus Ru¨cksignalisieren basierenden Vorgehen, werden
in Kapitel 6 detailliert erla¨utert. Gemein ist diesen beiden Vorgehensweise jedoch,
daß zwischen dem Zeitpunkt des Ermittelns der Kanalzustandsinformation und dem
Nutzen dieser Kanalzustandsinformation zum Adaptieren des Senders im Sinne einer
gemeinsamen Sendesignalerzeugung stets eine gewisse Totzeit Ttot verstreicht. Wenn
die zwischen Basisstation und den K Mobilstationen wirksamen Mobilfunkkana¨le
zeitvariant sind — und dies ist, wie bereits in Abschnitt 1.1.2 erla¨utert, in typischen
Mobilfunksystemen der Fall — und sich diese innerhalb der Zeit Ttot signiﬁkant
vera¨ndern, so kann das bei Empfa¨ngerorientierung no¨tige Adaptieren des Senders an
die Empfa¨nger und die wirksamen Mobilfunkkana¨le nur in imperfekter Weise erfolgen.
Derartige Imperfektionen gehen zu Lasten der Leistungsfa¨higkeit des betrachteten
zellularen Mobilfunksystems. Eine detaillierte Studie der Grundprinzipien dieses Zu-
sammenhangs ist in Kapitel 6 dieser Schrift nachzulesen. Anschaulich ist jedoch klar,
daß das Einsatzgebiet von Empfa¨ngerorientierung in der Abwa¨rtsstrecke zellularer
Mobilfunksysteme durch die Variationsgeschwindigkeit der in der Abwa¨rtsstrecke
wirksamen Mobilfunkkana¨le begrenzt ist. Praktisch bedeutet dies, daß bei gegebener
Totzeit Ttot — und diese ha¨ngt ausschließlich vom Entwurf des Mobilfunksystems ab
— und gegebener Mittenfrequenz des zur Abwa¨rtsstreckenu¨bertragung eingesetzten
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Frequenzbandes die Geschwindigkeiten der Mobilstationen limitiert sind. Die fu¨r die
Geschwindigkeiten geltenden weichen Grenzen lassen sich durch geeignete Verfahren
wie beispielsweise Kanalpra¨diktionsverfahren [DHJU03, Win04, CM04a, CM03, Lay00]
nach oben verschieben, sind jedoch prinzipiell stets vorhanden und unumga¨nglich.
1.3 Prinzipien der Empfa¨ngergestaltung
1.3.1 Grundlegendes
Der vermutlich bedeutsamste Vorteil von Empfa¨ngerorientierung besteht in der be-
reits mehrfach angesprochenen Mo¨glichkeit, einfache Empfa¨nger an den Mobilsta-
tionen zu verwenden und somit die Vielzahl der damit verbundenen in Unterkapi-
tel 1.2 im Detail ausgefu¨hrten Vorzu¨ge greifbar zu machen. Um diese Mo¨glichkeit
auszuscho¨pfen, sollte demnach bei der A-priori-Wahl der Empfa¨nger der Mobilsta-
tionen eine mo¨glichst einfache empfa¨ngerseitige Signalverarbeitung angestrebt wer-
den. In der Literatur werden im Kontext von Empfa¨ngerorientierung eine verwir-
rende Vielzahl von Vorschla¨gen hinsichtlich der Wahl der Empfa¨nger unterbreitet
[EN93, ESN93, TC94, Wei94, ESN95, RV95, MSN97, JN98, MGS98a, MGS98b, VJ98,
KSS99, SP99, WZZY99, BPD00, NBF00, BMWT00, KM00, MBL+00, MBW+00, PM-
WB00, TMW00, CLM01, FTH01, GC01, INBF01, JU01, JUN01, JWJH01, LMTB01,
LTM01, MTWB01b, MTWB01a, SSP01, TWMB01b, TWMB01a, UY01, WR01,
BM02, CM02a, CM02b, Fis02, FWLH02b, FWLH02a, FWLH02c, GC02, HvHJ+02,
IF02b, IF02a, JHJvH02, JKG+02, JKUN02, ML02, MTJ02, NB02, QTM02, RIF02,
SSB+02, TWL+02, WIF02, BM03, BQT+03, BZT+03, CM03, CML03, DHJU03,
FW03, JIB+03, Geo03, HSB03, IHRF03, IRF03b, IRF03a, JIB+03, MQW03, PHS03,
Tro¨03, WCS03, WF03, WVF03a, WM03d, WM03e, WM03c, WM03b, WMS03,
WVF03b, BHMW04, BJM+04, BM04, CM04d, CM04a, CM04c, CM04b, IGF04,
IHRF04b, JBU04, JBVU04, Joh04, MBQ04, Meu04b, Meu04a, MQS+04, MW04a,
MW04b, MWQ04b, MWQ04a, NJU04, QMBW04, QMB+04, Skl04, SSH04, SWWM04,
WES04, Win04, WM04a, WM04b, WMZ04a, WMZ04b, Qiu05, QMWB05]. Eine sy-
stematische Studie der sich bei der Wahl der Empfa¨nger bietenden prinzipiellen Ge-
staltungsmo¨glichkeiten ist nach Kenntnis des Autors der vorliegenden Schrift jedoch
nicht in der Literatur verfu¨gbar. Dies ist insbesondere darin begru¨ndet, daß die zahlrei-
chen die Wahl der Empfa¨nger betreﬀenden Vorschla¨ge typischerweise isoliert, meist im
Kontext eines Beispielsystems unterbreitet werden und eine Gegenu¨berstellung der sich
bietenden Mo¨glichkeiten daher nicht thematisiert wird. In der vorliegenden Schrift soll
daher in diesem Unterkapitel die sich bietende Vielfalt der in der Literatur verfu¨gbaren
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relevanten Gestaltungsmo¨glichkeiten der Empfa¨nger systematisiert, vervollsta¨ndigt und
im Grundsa¨tzlichen beleuchtet werden.
Digitale Signalverarbeitung, die ausschließlich auf nicht iterativen Strukturen basiert,
ist typischerweise hinsichtlich einer hardwarema¨ßigen Implementierung unproblema-
tischer als eine solche, die auf iterativen Strukturen beruht. Fu¨r Funkkommunikation
gema¨ß Empfa¨ngerorientierung ist daher eine Empfangssignalverarbeitung, die der Klas-
se der auf nicht iterativen Strukturen basierenden Signalverarbeitungen entstammt,
besonders interessant. Daru¨ber hinaus bietet eine der obigen Klasse entstammende,
sich nicht an den Mobilfunkkanal adaptiv anpassende lineare empfa¨ngerseitige Signal-
verarbeitung den Vorteil, daß diese durch einfach realisierbare digitale lineare Fil-
ter mit festen Filterkoeﬃzienten beziehungsweise mit einfachen digitalen Korrelato-
ren implementiert werden kann. Folgerichtig haben sich in der Literatur im Kontext
von Empfa¨ngerorientierung ausschließlich derartige nicht iterative Auspra¨gungen der
Empfangssignalverarbeitung, die weitestgehend auf linearer Verarbeitung beruhen, eta-
bliert [EN93, TC94, JN98, MGS98a, VJ98, SP99, BPD00, NBF00, BMWT00, KM00,
MBL+00, MBW+00, CLM01, GC01, INBF01, JUN01, SSP01, UY01, CM02b, GC02,
HvHJ+02, JKG+02, NB02, WIF02, BM03, BZT+03, Geo03, MQW03, Tro¨03, BM04,
MBQ04]. Im Rahmen der vorliegenden Schrift sollen daher ausschließlich derartige
Ausgestaltungen der Empfangssignalverarbeitung der Empfa¨nger und damit des De-
tektoroperators D{·} nach (1.16) beru¨cksichtigt werden.
Die in der Abwa¨rtsstrecke zu u¨bertragenden Datensymbole d(k)n , n = 1 . . .N , k =
1 . . .K, sind, wie in Abschnitt 1.1.2 erla¨utert, einem diskreten Datensymbolalphabet
Vd nach (1.10) entnommen. Soll die durch die Datensymbole d
(k)
n getragene Infor-
mation an den Empfa¨ngern wieder verfu¨gbar gemacht werden, so ist es folglich un-
umga¨nglich, daß auch die empfa¨ngerseitig ermittelten Scha¨tzungen d̂
(k)
Q,n dieser Da-
tensymbole d(k)n dem Datensymbolalphabet Vd nach (1.10) entnommen werden, also
ausschließlich zwischen den verschiedenen Elementen von Vd entschieden wird. Derar-
tige Entscheidungen ko¨nnen durch eine ausschließlich lineare Empfangssignalverarbei-
tung nicht geleistet werden, sondern erfordern eine (teilweise) nichtlineare Empfangs-
signalverarbeitung. Sa¨mtliche der oben angesprochenen, in der Literatur verfu¨gbaren
relevanten Auspra¨gungen der Empfangssignalverarbeitung und damit Ausgestaltungen
des zugeho¨rigen Detektoroperators D{·} nach (1.16) lassen sich daher einheitlich als
serielle Verkettung einer linearen Signalverarbeitung und einer nichtlinearen Signalver-
arbeitung beschreiben, wobei die zweitgenannte die notwendige Wertediskretheit der
Scha¨tzungen d̂
(k)
Q,n der Datensymbole d
(k)
n , n = 1 . . .N , k = 1 . . .K, herbeifu¨hrt. Bild 1.9
veranschaulicht diese in der beschriebenen seriellen Verkettung bestehende Ausgestal-
tung des Detektoroperators D{·} nach (1.16) graphisch. Die lineare Signalverarbeitung
in Bild 1.9 hat die Aufgabe, auf Basis des totalen Empfangssignals r nach (1.7) wer-
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Q{·}r dˆD dˆQ
D {·}
Bild 1.9. In der Literatur bedeutsame spezielle Ausgestaltung des Detektoroperators
D{·} nach (1.16) bestehend in der seriellen Verkettung einer durch die (to-
tale) Demodulatormatrix D beschriebenen linearen Signalverarbeitung und
einer durch den Quantisierungsoperator Q{·} beschriebenen nichtlinearen
Signalverarbeitung
tekontinuierliche Scha¨tzungen d̂
(k)
n der Datensymbole d
(k)
n , n = 1 . . . N , k = 1 . . .K, zu
ermitteln, die zu der wertekontinuierlichen Scha¨tzung
d̂
(k)
=
(
d̂
(k)
1 . . . d̂
(k)
N
)T
(1.17)
des teilnehmerspeziﬁschen Datenvektors d(k), k = 1 . . .K, nach (1.11) und zu der
wertekontinuierlichen Scha¨tzung
d̂ =
(
d̂
(1)T
. . . d̂
(K)T
)T
(1.18)
des totalen Datenvektors d nach (1.12) zusammengefaßt werden. Mathematisch la¨ßt
sich eine derartige lineare Signalverarbeitung als linearer Operator interpretieren, der
durch die (totale) Demodulatormatrix (engl. demodulator matrix) D beschrieben wer-
den kann und den Zusammenhang
d̂ = Dr (1.19)
zwischen dem totalen Empfangssignal r nach (1.7) und der wertekontinuierlichen
Scha¨tzung d̂ nach (1.18) des totalen Datenvektors d nach (1.12) herstellt.
Die Scha¨tzung d̂Q nach (1.15) des totalen Datenvektors d folgt entsprechend Bild 1.9
wiederum durch nichtlineare Signalverarbeitung der wertekontinuierlichen Scha¨tzung d̂
nach (1.18). Diese nichtlineare Signalverarbeitung la¨ßt sich in Analogie zu dem Vorge-
hen bei der erstgenannten linearen Signalverarbeitung durch einen nichtlinearen Quan-
tisierungsoperator Q{·} beschreiben, der durch Anwenden die Scha¨tzung
d̂Q = Q
{
d̂
}
(1.20)
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liefert. In der Literatur wird einheitlich mit nur wenigen Ausnahmen [Fis02, FSW03,
WFH04] vorgeschlagen, die durch Q{·} beschriebene nichtlineare Signalverarbei-
tung symbolweise durchzufu¨hren, das heißt symbolweise zu quantisieren. Dieser Vor-
schlag resultiert vorrangig als Konsequenz aus der angestrebten Einfachheit der
empfa¨ngerseitigen Signalverarbeitung und unterstu¨tzt somit einen der bedeutendsten
der in Unterkapitel 1.2 erla¨uterten Vorzu¨ge von Empfa¨ngerorientierung. Aus diesem
Grund sollen im Rahmen dieser Schrift ausschließlich derartige Ausgestaltungen des
QuantisierungsoperatorQ{·} betrachtet werden. Daru¨ber hinaus soll angenommen wer-
den, daß das symbolweise Quantisieren der wertekontinuierlichen Scha¨tzungen d̂
(k)
n aller
Datensymbole d(k)n , n = 1 . . . N , k = 1 . . .K, in identischer Weise erfolgt. Beide vorge-
nannten Annahmen stellen keine signiﬁkante Einschra¨nkung hinsichtlich der in dieser
Schrift behandelten Funkkommunikationssysteme dar, denn
• diese Annahmen tangieren nicht das behandelte Grundprinzip der
Empfa¨ngerorientierung, und
• alle pra¨sentierten Ergebnisse lassen sich prinzipiell in einfacher geradliniger Weise
auch auf andere Fa¨lle erweitern.
Erfolgt die nichtlineare Signalverarbeitung symbolweise, so la¨ßt sich der nichtlineare
Quantisierungsoperator Q{·} durch die Quantisierungsfunktion Q (·) gema¨ß
Q{·} : d̂ −→ d̂Q, mit d̂ (k)Q,n = Q
(
d̂ (k)n
)
, n = 1 . . .N, k = 1 . . .K, (1.21)
darstellen, auf die in Abschnitt 1.3.3 noch genauer eingegangen wird. Wie sich zeigen
wird, bildet die Quantisierungsfunktion Q (·) nach (1.21) neben der totalen Demodula-
tormatrix D nach (1.19) einen entscheidenden Freiheitsgrad bei der A-priori-Wahl der
Empfa¨nger der Mobilstationen.
1.3.2 Ausgestaltung der Demodulatormatrix
Typischerweise sind in einem infrastrukturbasierten Mobilfunksystem die Mobilstatio-
nen ra¨umlich voneinander separiert und, infolge der ausschließlich verwendeten indi-
rekten Informationsu¨bertragung, nicht in der Lage, direkt untereinander Informationen
auszutauschen. Folglich kann eine Mobilstation k, k = 1 . . .K, nur Kenntnis u¨ber die
durch diese Mobilstation gewonnenen antennenspeziﬁschen Empfangssignale r(k,kM),
kM = 1 . . .KM, also die Ausgangssignale der an diese Mobilstation angeschlossenen
Empfangsantennen, erlangen. Diese Separierung resultiert zwangsla¨uﬁg darin, daß die
von verschiedenen Mobilstationen k und k′, k, k′ = 1 . . .K, k = k′, empfangenen an-
tennenspeziﬁschen Empfangssignale r(k,kM), kM = 1 . . .KM, beziehungsweise r
(k′,kM′),
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kM
′ = 1 . . .KM, lediglich in einer nicht kooperativen Weise auf der Empfa¨ngerseite
verarbeitet werden ko¨nnen, um die zu den Mobilstationen geho¨rigen Scha¨tzungen d̂
(k)
Q
beziehungsweise d̂
(k′)
Q der teilnehmerspeziﬁschen Datenvektoren d
(k) beziehungsweise
d(k
′) zu ermitteln. Demgegenu¨ber sind verschiedene antennenspeziﬁsche Empfangssi-
gnale r(k,kM) und r(k,kM
′), kM, kM
′ = 1 . . .KM, kM = kM′, ein und derselben Mobil-
station k, k = 1 . . .K, am gleichen Ort verfu¨gbar und ko¨nnen daher in kooperativer
Weise empfa¨ngerseitig ausgewertet werden. Es la¨ßt sich somit festhalten, daß infolge
der beschriebenen Gegebenheiten nicht jedes Element der Scha¨tzung d̂Q nach (1.15)
des totalen Datenvektors d nach (1.12) durch jedes Element des totalen Empfangssi-
gnals r nach (1.7) beeinﬂußt wird. Es gilt vielmehr, daß die durch eine Mobilstation
k ermittelte Scha¨tzung d̂
(k)
Q des zugeho¨rigen teilnehmerspeziﬁschen Datenvektors d
(k)
ausschließlich von den antennenspeziﬁschen Empfangssignalen r(k,kM), kM = 1 . . .KM,
dieser Mobilstation k, das heißt zusammenfassend vom teilnehmerspeziﬁschen Emp-
fangssignals r(k) der Mobilstation k nach Tabelle 1.2 abha¨ngt. Diese Beobachtung hat
zur Folge, daß die in Bild 1.9 dargestellte totale Demodulatormatrix D nach (1.19) bei
Wahl der in dieser Schrift gu¨ltigen Notation gema¨ß Tabelle 1.2 stets die in Bild 1.10
gezeigte Blockdiagonalstruktur hat, das heißt sich mit den teilnehmerspeziﬁschen De-
modulatormatrizen D(k), k = 1 . . .K, gema¨ß
D = blockdiag
(
D(1) . . .D(K)
)
(1.22)
ausdru¨cken la¨ßt. In Bild 1.10 sind nicht durch Schraﬀur gekennzeichnete Elemente der
totalen Demodulatormatrix D identisch null.
Betrachtet man die n-te Zeile, n = 1 . . .N , einer zur Mobilstation k, k = 1 . . .K,
geho¨rigen teilnehmerspeziﬁschen Demodulatormatrix D(k) nach (1.22), so beschreibt
diese Zeile, wie die wertekontinuierliche Scha¨tzung d̂
(k)
n des Datensymbols d
(k)
n auf Basis
des zu Mobilstation k geho¨rigen teilnehmerspeziﬁschen Empfangssignals r(k) ermittelt
wird, denn es gilt in Analogie zu (1.19)
d̂
(k)
= D(k) r(k), k = 1 . . .K. (1.23)
Sollen mehrere Datensymbole d(k)n , n = 1 . . .N , N > 1, an eine Mobilstation k,
k = 1 . . .K, u¨bertragen werden — und das ist typischerweise der Fall —, so beste-
hen hinsichtlich der Organisation dieser U¨bertragung, das heißt bezu¨glich des Multi-
plex, vielerlei Ausgestaltungsmo¨glichkeiten, die sich auch in der Gestaltung der zu-
geho¨rigen teilnehmerspeziﬁschen Demodulatormatrix D(k) niederschlagen. Diese Aus-
gestaltungsmo¨glichkeiten des Multiplex lassen sich im Falle von Empfa¨ngerorientierung
danach klassiﬁzieren, welche Anteile des von einer Mobilstation k empfangenen teilneh-
merspeziﬁschen Empfangssignals r(k) zum Scha¨tzen der jeweiligen Datensymbole d(k)n ,
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Bild 1.10. Blockdiagonalstruktur der totalen Demodulatormatrix D nach (1.19)
n = 1 . . .N , beitragen. An dieser Stelle sei darauf hingewiesen, daß eine derartige
Betrachtungsweise des Multiplex von der im Bereich der Senderorientierung u¨blichen
[Gib99, Ste92, DB96, Wes02, Meu00, MR00] erheblich abweicht, denn im Bereich der
Senderorientierung dient ausschließlich die Zuordnung der mehreren zu u¨bertragenden
Datensymbole zu Anteilen des vom Sender abgestrahlten Sendesignals zur Klassiﬁzie-
rung der Ausgestaltungsmo¨glichkeiten des Multiplex.
Im Falle von Empfa¨ngerorientierung lassen sich, a¨hnlich wie bei der Senderorientie-
rung, drei elementare Ausgestaltungsmo¨glichkeiten der Organisation der U¨bertragung
mehrerer Datensymbole deﬁnieren:
• Zeitmultiplex (engl. time division multiplex, TDM): Die wertekontinuierlichen
Scha¨tzungen d̂
(k)
n beziehungsweise d̂
(k)
n′ , n, n
′ = 1 . . . N , n = n′, verschiedener Da-
tensymbole d(k)n beziehungsweise d
(k)
n′ basieren auf zu verschiedenen Zeiten emp-
fangenen Signalkomponenten des teilnehmerspeziﬁschen Empfangssignals r(k) der
Mobilstation k, k = 1 . . .K.
• Raummultiplex (engl. space division multiplex, SDM): Die wertekontinuierlichen
Scha¨tzungen d̂
(k)
n beziehungsweise d̂
(k)
n′ , n, n
′ = 1 . . . N , n = n′, verschiedener Da-
tensymbole d(k)n beziehungsweise d
(k)
n′ basieren auf an verschiedenen Empfangsan-
tennen empfangenen Signalkomponenten des teilnehmerspeziﬁschen Empfangssi-
gnals r(k) der Mobilstation k, k = 1 . . .K.
• Codemultiplex (engl. code division multiplex, CDM): Die wertekontinuierlichen
Scha¨tzungen d̂
(k)
n beziehungsweise d̂
(k)
n′ , n, n
′ = 1 . . .N , n = n′, verschiedener
Datensymbole d(k)n beziehungsweise d
(k)
n′ basieren auf zu gleichen Zeiten und an
gleichen Empfangsantennen empfangenen Signalkomponenten des teilnehmerspe-
ziﬁschen Empfangssignals r(k) der Mobilstation k, k = 1 . . .K, unterscheiden sich
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Bild 1.11. Elementare Ausgestaltungsmo¨glichkeiten der Organisation der U¨bertragung
mehrerer Datensymbole d(k)n , n = 1 . . .N , an eine Mobilstation k, k =
1 . . .K, mittels Zeitmultiplex (TDM), Raummultiplex (SDM) und Code-
multiplex (CDM)
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jedoch durch einzigartige Codes, das heißt unterschiedliche zugeho¨rige Zeilen in
der zu Mobilstation k geho¨rigen teilnehmerspeziﬁschen Demodulatormatrix D(k).
Im allgemeinen sind auch Mischformen dieser elementaren Ausgestal-
tungsmo¨glichkeiten denkbar, die als hybride Multiplexverfahren bezeichnet werden.
Bild 1.11 faßt die oben beschriebenen elementaren Ausgestaltungsmo¨glichkeiten des
Multiplex graphisch zusammen. Dabei sind das von einer Mobilstation k, k = 1 . . .K,
empfangene teilnehmerspeziﬁsche Empfangssignal r(k) in Raum und Zeit sowie die
Zuordnung der einzelnen Komponenten dieses Empfangssignals r(k) in Raum und Zeit
zu Datensymbolen d(k)n , n = 1 . . . N , graphisch veranschaulicht.
Jede Ausgestaltungsmo¨glichkeit des Multiplex resultiert in einer charakteristischen
Struktur der teilnehmerspeziﬁschen Demodulatormatrix D(k) nach (1.22). Bild 1.12
zeigt diese charakteristische Strukturen fu¨r die oben genannten elementaren Ausge-
staltungsmo¨glichkeiten Zeitmultiplex, Raummultiplex und Codemultiplex. Potentiell
von Null verschiedene Elemente der teilnehmerspeziﬁschen Demodulatormatrix D(k)
sind dabei durch eine Schraﬀur gekennzeichnet. Unterschiedliche Schraﬀuren symbo-
lisieren zu verschiedenen Datensymbolen d(k)n , n = 1 . . .N , geho¨rige Matrixelemente.
Dabei ist besonders herauszuheben:
• Im Falle des Zeitmultiplex beinhaltet jede Spalte von D(k) nur ho¨chstens ein von
Null verschiedenes Element. Die potentiell von Null verschiedenen Elemente in
der n-ten Zeile von D(k) sind in KM Blo¨cken organisiert, die im folgenden als
Codeblo¨cke bezeichnet werden, wobei jeder Codeblock zu einer der KM Emp-
fangsantennen geho¨rt. Da zum Ermitteln der wertekontinuierlichen Scha¨tzung
d̂
(k)
n , n = 1 . . . N , eines Datensymbols d
(k)
n lediglich ein zeitlich stark begrenzter,
kurzer Abschnitt des teilnehmerspeziﬁschen Empfangssignals r(k) genutzt wird —
also ausschließlich Codeblo¨cke verwendet werden, die aus deutlich weniger Ele-
mente aufgebaut sind als die antennenspeziﬁschen Empfangssignale r(k,kM) —,
bietet Zeitmultiplex nur wenig Zeitdiversita¨t [Bla98]. Demgegenu¨ber werden je-
doch die antennenspeziﬁschen Empfangssignale r(k,kM) aller Empfangsantennen
kM = 1 . . .KM, zum Ermitteln der genannte Scha¨tzung d̂
(k)
n einbezogen. Zeitmul-
tiplex bietet daher ein hohes Maß an Empfangsantennendiversita¨t beziehungswei-
se Raumdiversita¨t [Bla98]. Die beschriebene Vorgehensweise des Zeitmultiplex ist
hinsichtlich der Separierung der U¨bertragung verschiedener Datensymbole d(k)n
und d
(k)
n′ , n, n
′ = 1 . . . N , n = n′, das heißt dem Vermeiden scha¨dlicher Interfe-
renz, vorteilhaft, da durch die beschriebene zeitliche Organisation eine gewisse
Separierung a priori erfolgt. Im allgemeinen ko¨nnen die zu verschiedenen Da-
tensymbolen d(k)n und d
(k)
n′ , n, n
′ = 1 . . .N , n = n′, geho¨rigen Codeblo¨cke gleich
oder verschieden sein. Gleiches gilt fu¨r die zu unterschiedlichen Empfangsanten-
nen geho¨rigen Codeblo¨cke ein und desselben Datensymbols d(k)n . Eine ha¨uﬁg in
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Bild 1.12. Ausgestaltung der teilnehmerspeziﬁschen Demodulatormatrix D(k) nach
(1.22) fu¨r die drei in Bild 1.11 dargestellten Ausgestaltungsmo¨glichkeiten
Zeitmultiplex (TDM), Raummultiplex (SDM) und Codemultiplex (CDM)
der Literatur vorgeschlagene Vorgehensweise [VJ98, BPD00, BMWT00, KM00,
BZT+03, GC02, ESN93, IGF04, LMTB01, MBW+00, MQW03, MTJ02, PM-
WB00, QTM02, JUN99, JU00, JU01, WIF02, TWL+02, IRF03a, JIB+03, Tro¨03,
IGF04, BJM+04] besteht in der Verwendung
– gleicher Codeblo¨cke fu¨r alle Empfangsantennen kM, kM = 1 . . .KM, und alle
Datensymbole d(k)n , n = 1 . . . N , einer Mobilstation k, k = 1 . . .K, und
– verschiedener Codeblo¨cke fu¨r unterschiedliche Mobilstation k und k′, k, k′ =
1 . . .K, k = k′, wobei die fu¨r unterschiedliche Mobilstationen verwendeten
Codeblo¨cke mo¨glichst orthogonal oder zumindest mit gu¨nstigen Kreuzkor-
relationseigenschaften gestaltet sind.
• Im Falle des Raummultiplex wird jedes antennenspeziﬁsche Empfangssignal r(k,n)
einer Mobilstation k, k = 1 . . .K, exklusiv jedoch im allgemeinen vollsta¨ndig
zum Scha¨tzen eines Datensymbols d(k)n , n = 1 . . .N , verwendet. Die Anzahl N
der gleichzeitig u¨bertragbaren Datensymbole d(k)n , n = 1 . . .N , ist somit auf die
Anzahl KM der Empfangsantennen beschra¨nkt, was Raummultiplex vorrangig
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als Teilkomponente hybrider Multiplexverfahren interessant macht. Jede Spalte
von D(k) beinhaltet, ebenso wie beim Zeitmultiplex, nur ho¨chstens ein einziges
von Null verschiedenes Element; die potentiell von Null verschiedenen Elemente
in der n-ten Zeile von D(k) sind in genau einem Codeblock organisiert. Fu¨r das
Ermitteln der wertekontinuierlichen Scha¨tzung d̂
(k)
n , n = 1 . . .N , eines Datensym-
bols d(k)n wird das gesamte antennenspeziﬁsche Empfangssignal r
(k,n) ausgewertet.
Raummultiplex bietet daher ein hohes Maß an Zeitdiversita¨t [Bla98], wohinge-
gen keine Empfangsantennendiversita¨t beziehungsweise Raumdiversita¨t geboten
wird.
• Im Falle des Codemultiplex sind typischerweise in jeder Spalte und jeder Zeile der
Matrix D(k) alle Elemente von Null verschieden. Die n-te Zeile von D(k) bildet
somit einen alle Elemente umfassenden, fu¨r das Datensymbol d(k)n charakteristi-
schen Codeblock, der daher auch als datensymbolspeziﬁscher Code bezeichnet
wird. Fu¨r das Ermitteln der wertekontinuierlichen Scha¨tzung d̂
(k)
n , n = 1 . . .N ,
eines Datensymbols d(k)n wird demzufolge im allgemeinen das gesamte teilnehmer-
speziﬁsche Empfangssignal r(k) der Mobilstation k, k = 1 . . .K, ausgewertet. Co-
demultiplex bietet daher ein hohes Maß an Zeitdiversita¨t und Empfangsantennen-
beziehungsweise Raumdiversita¨t [Bla98], wohingegen keine explizite Separierung
der zu u¨bertragenden Datensymbole d(k)n , n = 1 . . .N , a priori erfolgt. In der
Literatur [CM02a, MBQ04, BZT+03, Meu04b, Meu04a, MWQ04b, MWQ04a,
NJU04, QMBW04] ist es u¨blich, fu¨r die datensymbolspeziﬁschen Codes
– Zufallscodes oder
– speziell gezu¨chtete Code mit beispielsweise guten Kreuzkorrelationseigen-
schaften
einzusetzen.
Die grundsa¨tzlichen Vor- und Nachteile der oben dargelegten elementaren Multiplex-
verfahren sind kompakt in Tabelle 1.3 zusammengefaßt. Dabei wird das Potential dieser
Multiplexverfahren hinsichtlich Zeitdiversita¨t, Raumdiversita¨t, der einfachen Separier-
barkeit der U¨bertragung verschiedener Datensymbole und hinsichtlich der Skalierbar-
keit, das heißt der Freiheit, die sich bei der Wahl der Anzahl N der zu u¨bertragenden
Datensymbole bietet, bewertet.
Sowohl Zeitmultiplex als auch Raummultiplex ko¨nnen als entartete Spezialfa¨lle des Co-
demultiplex mit speziellen datensymbolspeziﬁschen Codes interpretiert werden. Glei-
ches gilt auch fu¨r den infolge der geringen Relevanz in der Literatur hier nicht genauer
betrachteten (orthogonalen) Frequenzmultiplex (engl. (orthogonal) frequency division
multiplex, (O)FDM), bei dem abgetastete harmonische Grundfunktionen verschiedener
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Tabelle 1.3. Vorteile und Nachteile der elementare Ausgestaltungsmo¨glichkeiten
der Organisation der U¨bertragung mehrerer Datensymbole;
Klassiﬁkation: positiv (+), neutral (0), negativ (–)
Multiplex- Zeit- Raum- Separier- Skalier-
verfahren diversita¨t diversita¨t barkeit barkeit
Zeitmultiplex – + + 0
Raummultiplex + – 0 –
Codemultiplex + + – +
Frequenz als datensymbolspeziﬁsche Codes eingesetzt werden. Aus diesem Grund kann
fu¨r die weitere Diskussion von Empfa¨ngerorientierung ohne Beschra¨nkung der Allge-
meinheit einheitlich von einer Organisation der U¨bertragung mehrerer Datensymbole
d(k)n , n = 1 . . .N , an eine Mobilstation k, k = 1 . . .K, mittels Codemultiplex ausgegan-
gen werden.
1.3.3 Wahl der Quantisierungsfunktion
Neben der Wahl der totalen Demodulatormatrix D nach (1.19) besteht in der Wahl der
nichtlinearen Quantisierungsfunktion Q (·) nach (1.21) ein wesentlicher Freiheitsgrad
bei der Empfa¨ngergestaltung. Daher soll diese Quantisierungsfunktion Q (·) und das
durch diese realisierte Quantisierungsschema im folgenden genauer betrachtet werden.
Wie bereits erla¨utert, werden die zu u¨bertragenden Datensymbole d(k)n , n = 1 . . .N ,
k = 1 . . .K, dem diskreten Datensymbolalphabet Vd nach (1.10) entnommen. Folglich
ist es mo¨glich, durch U¨bertragen eines Datensymbols d(k)n genau M gleich ‖Vd‖ unter-
schiedliche Nachrichten, siehe auch (1.10), zu u¨bermitteln, die durch M unterschied-
liche Datensymbolrealisierungen νm, m = 1 . . .M , repra¨sentiert werden. Die Aufgabe
der Quantisierungsfunktion Q (·) besteht darin, der wertekontinuierlichen Scha¨tzung
d̂
(k)
n des Datensymbols d
(k)
n wieder eindeutig eine der Nachrichten, also eine Daten-
symbolrealisierung νm aus Vd zuzuordnen. Im mathematischen Sinne handelt es sich
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bei der Quantisierungsfunktion Q (·) daher um eine Abbildung, die gema¨ß einer als
die Quantisierungsschema bezeichneten Vorschrift eine wertekontinuierliche komplex-
wertige Gro¨ße d̂
(k)
n auf eine wertediskrete komplexwertige Gro¨ße d̂
(k)
Q,n abbildet. Eine
derartige Abbildung la¨ßt sich kompakt durch die Mengen Qm ⊂ C, m = 1 . . .M ,
beschreiben, fu¨r die
M⋃
m=1
Qm = C (1.24)
und
Qm ∩Qm′ = ∅, ∀m,m′ = 1 . . .M,m = m′, (1.25)
gilt, das heißt, die die Menge C der komplexen Zahlen vollsta¨ndig u¨berlappungsfrei
u¨berdecken. Die Mengen Qm, m = 1 . . .M , bilden somit eine Partition von C. Je-
des Qm, m = 1 . . .M , faßt dabei alle mo¨glichen Wertigkeiten der wertekontinuierli-
chen Scha¨tzung d̂
(k)
n des Datensymbols d
(k)
n zusammen, die zur Scha¨tzung der glei-
chen Nachricht m und damit dem gleichen d̂
(k)
Q,n fu¨hren. Daher heißen die Mengen Qm,
m = 1 . . .M , auch Entscheidungsgebiete beziehungsweise Quantisierungsgebiete. Unter
Ausnutzen dieser Nomenklatur folgt fu¨r die Quantisierungsfunktion nach (1.21)
Q
(
d(k)n
)
= νm, mit d
(k)
n ∈ Qm. (1.26)
Je nach Eigenschaften der Mengen Qm, m = 1 . . .M , lassen sich verschiedene Klassen
von Quantisierungsfunktionen Q (·) und damit Klassen von Quantisierungsschemata
deﬁnieren:
• Beschreiben alle Qm, m = 1 . . .M , einfach zusammenha¨ngende Entscheidungs-
gebiete [Bai86], dann spricht man von einer konventionellen Quantisierungsfunk-
tion Q (·) beziehungsweise einem konventionellen Quantisierungsschema. Die auf
Q (·) basierende Verarbeitungseinheit in Bild 1.9 heißt demzufolge einfacher oder
konventioneller Quantisierer. Die Empfa¨nger von Mobilstationen, die derartige
einfache Quantisierer nutzen, werden bezu¨glich der Quantisierung als konventio-
nelle Empfa¨nger bezeichnet. In der Literatur ist es u¨blich, jedem der einfach zu-
sammenha¨ngenden Entscheidungsgebiete Qm, m = 1 . . .M , einen Repra¨sentant
q
m
∈ C zuzuordnen, der typischerweise im Entscheidungsgebiet Qm, m = 1 . . .M ,
liegt und identisch mit νm gewa¨hlt wird. Die Entscheidungsgebiete Qm, m =
1 . . .M , sind u¨blicherweise als Voronoi-Regionen [CS82] der M Repra¨sentanten
q
m
, m = 1 . . .M , ausgefu¨hrt. Dieses stellt sicher, daß im Falle zufa¨lligen totalen
Rauschens n, das auf einen zirkular symmetrischen Gaußprozeß zuru¨ckgeht —
und dieses ist ein typischer Fall im Mobilfunk [Pro95, Meu03] — und M unter-
schiedlicher gleichwahrscheinlicher zu u¨bertragender Nachrichten eine minimalen
Fehlentscheidwahrscheinlichkeit beim Quantisieren auftritt. Daru¨ber hinaus ist
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diese Wahl von q
m
und Qm, m = 1 . . .M , einfach und praktikabel und ist da-
her etabliert [VJ98, BPD00, BMWT00, KM00, BZT+03, GC02, ESN93, IGF04,
LMTB01, MBW+00, MQW03, MTJ02, PMWB00, QTM02, JUN99, JU00, JU01,
WIF02, TWL+02, IRF03a, JIB+03, Tro¨03, IGF04, BJM+04].
• Beschreibt mindestens ein Qm, m = 1 . . .M , ein mehrfach zusammenha¨ngendes
Entscheidungsgebiet [Bai86, MWQ04b, WMZ04a], dann spricht man von einer
unkonventionellen Quantisierungsfunktion Q (·) beziehungsweise einem unkon-
ventionellen Quantisierungsschema. Die auf Q (·) basierende Verarbeitungsein-
heit in Bild 1.9 heißt demzufolge unkonventioneller Quantisierer, die Empfa¨nger
von Mobilstationen, die derartige unkonventionelle Quantisierer nutzen, heißen
bezu¨glich der Quantisierung unkonventionelle Empfa¨nger. Jedes der P (m)-fach
zusammenha¨ngenden Entscheidungsgebiete Qm, m = 1 . . .M , la¨ßt sich mathe-
matisch durch P (m) einfach zusammenha¨ngende Teilgebiete Qm,p, p = 1 . . . P
(m),
in der Form
Qm =
P (M)⋃
p=1
Qm,p (1.27)
beschreiben. In Analogie zu dem Vorgehen im Falle konventioneller Quantisie-
rungsfunktionen Q (·) kann jedem dieser Teilgebiete ein Repra¨sentant q
m,p
∈
C zugeordnet werden, der typischerweise im entsprechenden Teilgebiet Qm,p,
p = 1 . . . P (m), m = 1 . . .M , liegt. Die Teilgebiete Qm,p, p = 1 . . . P
(m),
m = 1 . . .M , sind aus den oben geschilderten Gru¨nden u¨blicherweise als Voronoi-
Regionen [CS82] der Repra¨sentanten q
m,p
, p = 1 . . . P (m), m = 1 . . .M , ausgefu¨hrt
[MWQ04b, WMZ04a].
In der Literatur hat sich insbesondere eine spezielle regelma¨ßige auf einer Gitter-
struktur basierende Wahl der Repra¨sentanten q
m,p
, p = 1 . . . P (m), m = 1 . . .M ,
etabliert [Fis02, MBQ04, WMZ04a, FTH01, FWLH02b, FWLH02a, FWLH02c,
HSB03, FW03, WF03, WVF03a, WVF03b, BHMW04, CM04d, JBU04, JB-
VU04, Joh04, NJU04, Win04]. Diese Gitterstruktur wird auch Lattice oder
Lattice-Struktur genannt [CS88, Fis02], und das durch die Repra¨sentanten q
m,p
,
p = 1 . . . P (m), m = 1 . . .M , deﬁnierte Quantisierungsschema heißt Lattice-
quantisierungsschema. Der Vorzug dieser zu einer regelma¨ßigen Partition von
C fu¨hrenden Wahl der Repra¨sentanten liegt vor allem in der einfachen Imple-
mentierung der zugeho¨rigen Quantisierungsfunktionen Q (·), was hinsichtlich des
Ziels, einfache Empfa¨nger zu ermo¨glichen, von großer Bedeutung ist. Im Falle der
angesprochenen Wahl der Repra¨sentanten q
m,p
, p = 1 . . . P (m), werden typischer-
weise abza¨hlbar unendlich viele Repra¨sentanten einer Nachricht m, m = 1 . . .M ,
gewa¨hlt — das heißt P (m) geht gegen Unendlich —, die sich stets mit den beiden
ganzen Zahlen k1 und k2 sowie geeignet gewa¨hlten komplexwertigen Konstanten
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Bild 1.13. Beispiel eines durch Q (·) nach (1.21) charakterisierten Quantisierungs-
schemas fu¨r ein Datensymbolalphabet Vd der Kardinalita¨t M gleich drei:
a) konventionelles Quantisierungsschema mit einfach zusammen-
ha¨ngenden Entscheidungsgebieten Qm, m = 1 . . .M ,
b) unkonventionelles Quantisierungsschema mit mehrfach zusammen-
ha¨ngenden Entscheidungsgebieten Qm, m = 1 . . .M
α1 und α2 durch
q
m,p
= νm + k1α1 + k2α2, α1, α2 ∈ C, k1, k2 ∈ Z, (1.28)
beschreiben lassen [Fis02]. Bei entsprechender Sortierung besteht dabei zwischen
der natu¨rlichen Zahl p und dem Paar (k1, k2) dieser ganzen Zahlen stets ein
eineindeutiger Zusammenhang
p =
k′1 + k
′
2 − 2
2
(k′1 + k
′
2 − 1) + k′2, (1.29)
mit k′i = 2|ki|+
1
2
[
sgn (ki + 0, 5) + 1
]
, i = 1, 2.
Bild 1.13 verdeutlicht die beiden dargelegten Klassen von Quantisierungsfunktionen
graphisch.
Im Bereich der Empfa¨ngerorientierung werden Empfa¨nger eingesetzt, die auf Quan-
tisierungsfunktionen beider Klassen aufbauen. Dabei werden, wie bereits angespro-
chen, konventionelle Empfa¨nger und unkonventionelle Empfa¨nger unterschieden. Als
ein wesentliches Ergebnis dieser Schrift wird sich herausstellen, daß beide Klassen von
Empfa¨ngern ihre Vor- und Nachteile haben. Die sich zwischen beiden Klassen erge-
benden Unterschiede liegen dabei vorrangig im Bereich der unterschiedlichen erziel-
baren Leistungsfa¨higkeit von empfa¨ngerorientierter Funkkommunikation, die derartige
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Empfa¨nger einsetzt. Dieser Aspekt ist unter anderem Thema des folgenden Unterkapi-
tels 1.4 und der Kapitel 2 bis 5 dieser Schrift.
1.4 Neuartige Verfahren der gemeinsamen Sende-
signalerzeugung
Wie bereits in Abschnitt 1.1.3 erla¨utert, besteht Empfa¨ngerorientierung in der
Abwa¨rtsstrecke einer Referenzzelle eines zellularen Mobilfunksystems darin, die
empfa¨ngerseitige Signalverarbeitung an den Mobilstationen a priori zu wa¨hlen und
die senderseitige Signalverarbeitung der Basisstation an die gewa¨hlten Empfa¨nger und
die wirksamen relevanten Funkkana¨le a posteriori zu adaptieren. Die sinnvolle Aus-
gestaltung der Empfa¨nger und damit die A-priori-Wahl der empfa¨ngerseitigen, durch
den Detektoroperator D{·} nach (1.16) eindeutig charakterisierten Signalverarbeitung
wurde in Unterkapitel 1.3 eingehend beleuchtet. Die Adaption der senderseitigen Signal-
verarbeitung, das heißt die Ausgestaltung des Modulatoroperators M{·} nach (1.13)
hingegen, ist eine noch zu kla¨rende Frage.
Die Aufgabe einer im obigen Sinne adaptierten senderseitigen Signalverarbeitung be-
steht darin, auf Basis aller an die Mobilstationen zu u¨bertragenden Datensymbole d(k)n ,
n = 1 . . . N , k = 1 . . .K, das heißt des totalen Datenvektors d, ein totales Sendesignal
t zu erzeugen. Die Frage nach der geeigneten Adaption der senderseitigen Signalverar-
beitung ist daher a¨quivalent zur Frage nach der Sendesignalerzeugung, das heißt der
Erzeugung eines geeigneten totalen Sendesignals t auf Basis des totalen Datenvektors
d. Soll die Adaption der senderseitigen Signalverarbeitung beispielsweise derart erfol-
gen, daß die Entstehung der in Abschnitt 1.1.1 erla¨uterten scha¨dlichen Interferenzen
vermieden oder zumindest begrenzt wird — und dieses ist im Sinne einer mo¨glichst
leistungsfa¨higen fehlerfreien U¨bertragung sinnvoll —, so resultiert dies im allgemeinen
in der Notwendigkeit, die Gesamtheit der zur Versorgung aller K Mobilstationen zu
sendenden Datensymbole d(k)n , n = 1 . . .N , k = 1 . . .K, gemeinsam zu verarbeiten,
um somit unmittelbar ein totales Sendesignal t unter Beru¨cksichtigung des angespro-
chenen Ziels der Interferenzvermeidung zu erzeugen. Daher handelt es sich bei der
Sendesignalerzeugung im allgemeinen um eine gemeinsame Sendesignalerzeugung. Ver-
fahren, die eine derartige Sendesignalerzeugung erlauben, heißen daher auch Verfahren
der gemeinsamen Sendesignalerzeugung oder Joint-Transmission-Verfahren. Sowohl die
detaillierte Studie von Verfahren der gemeinsamen Sendesignalerzeugung als auch die
Analyse der diesen Verfahren zugrundeliegenden Gu¨tekriterien sind zentrale Themen
dieser Arbeit und sollen in diesem Unterkapitel und den Kapiteln 2 bis 5 genauer
betrachtet werden.
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Im Bereich der gemeinsamen Sendesignalerzeugung ist in den letzten wenigen Jahren
eine verwirrende Vielfalt von Verfahren [EN93, ESN93, TC94, Wei94, ESN95, RV95,
MSN97, JN98, MGS98a, MGS98b, VJ98, KSS99, SP99, WZZY99, BPD00, NBF00,
BMWT00, KM00, MBL+00, MBW+00, PMWB00, TMW00, CLM01, FTH01, GC01,
INBF01, JU01, JUN01, JWJH01, LMTB01, LTM01, MTWB01b, MTWB01a, SSP01,
TWMB01b, TWMB01a, UY01, WR01, BM02, CM02a, CM02b, Fis02, FWLH02b,
FWLH02a, FWLH02c, GC02, HvHJ+02, IF02b, IF02a, JHJvH02, JKG+02, JKUN02,
ML02, MTJ02, NB02, QTM02, RIF02, SSB+02, TWL+02, WIF02, BM03, BQT+03,
BZT+03, CM03, CML03, DHJU03, FW03, JIB+03, Geo03, HSB03, IHRF03, IRF03b,
IRF03a, JIB+03, MQW03, PHS03, Tro¨03, WCS03, WF03, WVF03a, WM03d, WM03e,
WM03c, WM03b, WMS03, WVF03b, BHMW04, BJM+04, BM04, CM04d, CM04a,
CM04c, CM04b, IGF04, IHRF04b, JBU04, JBVU04, Joh04, MBQ04, Meu04b, Meu04a,
MQS+04, MW04a, MW04b, MWQ04b, MWQ04a, NJU04, QMBW04, QMB+04, Skl04,
SSH04, SWWM04, WES04, Win04, WM04a, WM04b, WMZ04a, WMZ04b, Qiu05,
QMWB05] entstanden, die es schwer macht, das gesamte Feld der gemeinsamen Sen-
designalerzeugung zu durchdringen. Diese Schwierigkeiten resultieren im wesentlichen
daraus, daß die genannten Verfahren der gemeinsamen Sendesignalerzeugung typischer-
weise stets isoliert oder in einer konkreten Anwendung betrachtet werden. Eine ver-
gleichende Darstellung, die prinzipielle Gemeinsamkeiten und Unterschiede der ver-
schiedenen vorgeschlagenen Verfahren herausarbeitet, fehlt. Daher ist es ein Ziel dieser
Schrift, das gesamte Repertoire der bedeutenden, das heißt der relevanten Verfahren
der gemeinsamen Sendesignalerzeugung systematisch darzustellen und zu komplettie-
ren. Dabei soll auf die in Unterkapitel 1.3 beschriebene und in Bild 1.9 dargestellte
vorteilhafte Ausgestaltung des Detektoroperators D{·} zuru¨ckgegriﬀen werden.
Bild 1.14 zeigt schematisch die vom Autor favorisierte und im folgenden geschilderte
systematische Gliederung der Vielfalt der relevanten Verfahren der gemeinsamen Sen-
designalerzeugung. Der Verfasser schla¨gt vor, diese Verfahren in die beiden Klassen
• Verfahren der gemeinsamen Sendesignalerzeugung fu¨r konventionelle Empfa¨nger
und
• Verfahren der gemeinsamen Sendesignalerzeugung fu¨r unkonventionelle
Empfa¨nger
einzuteilen. Diese beiden Klassen unterscheiden sich im wesentlichen darin, daß bei
den Verfahren der zweitgenannten Art bei der gemeinsamen Sendesignalerzeugung ein
weiterer Freiheitsgrad verfu¨gbar ist, den Verfahren der erstgenannten Art nicht bie-
ten. Wie in Abschnitt 1.3.3 erla¨utert, stehen im Falle unkonventioneller Empfa¨nger
und damit unkonventioneller Quantisierungsschemata mehrere Repra¨sentanten q
m,p
,
p = 1 . . . P (m), und damit mehrere Teilgebiete Qm,p, p = 1 . . . P
(m), pro Nachricht
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m, m = 1 . . .M , zur Verfu¨gung. Soll die Scha¨tzung d̂
(k)
Q,n nach (1.14) eines Daten-
symbols d(k)n , n = 1 . . .N , k = 1 . . .K, fehlerfrei sein, so ist es lediglich no¨tig, daß
die wertekontinuierliche Scha¨tzung d̂
(k)
n nach (1.17) dieses Datensymbols in einem
der Teilgebiete Qm,p, p = 1 . . . P
(m), liegt. Dieses gelingt, zumindest im Falle ver-
schwindenden totalen Rauschens n nach (1.6), durch Erzeugen eines geeigneten to-
talen Sendesignals t. Im Rahmen der gemeinsamen Sendesignalerzeugung bietet sich
daher die Wahlmo¨glichkeit zwischen P (m) Repra¨sentanten q
m,p
, p = 1 . . . P (m), bezie-
hungsweise Teilgebieten Qm,p, p = 1 . . . P
(m), der jeweiligen zu sendenden Nachricht
m, m = 1 . . .M . Diese Wahlmo¨glichkeit kann genutzt werden, um die Eignung des
zu erzeugenden totalen Sendesignals t hinsichtlich der noch genauer zu beleuchten-
den Gu¨tekriterien zu optimieren. Verfahren der gemeinsamen Sendesignalerzeugung
der zweitgenannten Klasse sind demzufolge generell durch Entscheidungen zwischen
verschiedenen Repra¨sentanten q
m,p
, p = 1 . . . P (m), ein und derselben Nachricht m,
m = 1 . . .M , gepra¨gt und daher stets nichtlinear in d.
Energie- beziehungsweise Leistungseﬃzienz sind aus den in Abschnitt 1.2 im Detail
dargelegten Gru¨nden im Kontext zellularen Mobilfunks besonders wichtig. Daher be-
treﬀen die bei der gemeinsamen Sendesignalerzeugung verwendeten und zu optimieren-
den Gu¨tekriterien typischerweise, unabha¨ngig davon, ob Verfahren der erstgenannten
Art oder solche der zweitgenannten Art betrachtet werden, die Minimierung der abge-
strahlten Energie
T =
1
2
tHt (1.30)
des totalen Sendesignals t, oder kurz der totalen Sendeenergie T , bei gegebe-
ner zu erzielender U¨bertragungsqualita¨t. A¨quivalent wird auch das Maximieren der
U¨bertragungsqualita¨t bei gegebener Energie T nach (1.30) des totalen Sendesignals
t betrachtet. Unter dem Maximieren der U¨bertragungsqualita¨t versteht man dabei,
daß eine mo¨glichst fehlerfreie Funkkommunikation gewa¨hrleistet werden soll. Dieses
ist, je nach Ausgestaltung dann erreicht, wenn die Wahrscheinlichkeit dafu¨r, daß ein
U¨bertragungsfehler, beispielsweise eines Datensymbols d(k)n ,n = 1 . . .N , k = 1 . . .K,
eines durch diese Datensymbole getragenen Nutzdatums u
(k)
l , l = 1 . . . L, k = 1 . . .K,
oder der Gesamtheit aller an eine Mobilstation k, k = 1 . . .K, zu u¨bertragenden Nutz-
daten u(k), minimiert wird.
Historisch gesehen sind im Bereich der empfa¨ngerorientierten Funkkommunikation die
Verfahren der erstgenannten Art die a¨ltesten, die daher im folgenden zuerst betrach-
tet werden sollen. In [EN93, TC94, JN98, MGS98a, VJ98, SP99, BPD00, NBF00,
BMWT00, KM00, MBL+00, MBW+00, CLM01, GC01, INBF01, JUN01, SSP01, UY01,
CM02b, GC02, HvHJ+02, JKG+02, NB02, WIF02, BM03, BZT+03, Geo03, MQW03,
Tro¨03, BM04, MBQ04] wurden Verfahren der gemeinsamen Sendesignalerzeugung vor-
geschlagen, die entsprechend den obigen Ausfu¨hrungen unter gewissen im folgenden
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Bild 1.14. Systematische Gliederung bedeutender Verfahren der gemeinsamen Sen-
designalerzeugung in der empfa¨ngerorientierten Funkkommunikation
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noch beleuchteten Nebenbedingungen fu¨r eine angestrebte U¨bertragungsqualita¨t auf
die Minimierung der totalen Sendeenergie T nach (1.30) des totalen Sendesignals t ab-
zielen. Als Maß der bereits angesprochenen U¨bertragungsqualita¨t der Funkkommuni-
kation werden jedoch nicht die Wahrscheinlichkeiten von U¨bertragungsfehlern, sondern
vereinfachend Signal-zu-Rausch-und-Interferenz-Verha¨ltnisse (engl. signal to noise and
interference ratio, SNIR) der wertekontinuierlichen Scha¨tzungen d̂
(k)
n der Datensymbo-
le d(k)n , n = 1 . . . N , k = 1 . . .K, explizit oder implizit betrachtet. Diese Vereinfachung
fu¨hrt in [EN93, TC94, JN98, MGS98a, VJ98, SP99, BPD00, NBF00, BMWT00, KM00,
MBL+00, MBW+00, CLM01, GC01, INBF01, JUN01, SSP01, UY01, CM02b, GC02,
HvHJ+02, JKG+02, NB02, WIF02, BM03, BZT+03, Geo03, MQW03, Tro¨03, BM04,
MBQ04] zu Verfahren der gemeinsamen Sendesignalerzeugung, die hinsichtlich der Er-
zeugung des totalen Sendesignals t linear in d sind und daher als lineare Verfahren der
gemeinsamen Sendesignalerzeugung bezeichnet werden. Lineare Verfahren der gemein-
samen Sendesignalerzeugung ko¨nnen mit der Modulatormatrix M durch einen linearen
Modulatoroperator
M{d} = Md (1.31)
eindeutig beschrieben werden. Je nach Art der bereits oben angesprochenen Neben-
bedingung lassen sich daraus, dual zu den aus dem Bereich der Senderorientierung
bekannten linearen Verfahren der gemeinsamen Empfangssignalverarbeitung [Kle96,
Ver98, Meu03], verschiedene lineare Grundverfahren der gemeinsamen Sendesignaler-
zeugung ableiten, die demzufolge zu unterschiedlichen Modulatormatrizen M nach
(1.31) fu¨hren:
• Senderseitige signalangepaßte Filterung (engl. transmit matched ﬁlter, TxMF)
[EN93, JN98, MGS98a, WZZY99, NBF00, CLM01, GC01, INBF01, JUN01,
NB02, BM03, BQT+03, BZT+03, Geo03, MQW03, Tro¨03, Joh04, MBQ04,
Win04]: Das SNIR jedes Datensymbols d(k)n , n = 1 . . . N , k = 1 . . .K, wird
fu¨r eine gegebene totale Sendeenergie T unter Vernachla¨ssigung der auftreten-
den Interferenzen maximiert. Diese Vorgehensweise liefert ein totales Sendesi-
gnal t, das zu wertekontinuierlichen Scha¨tzungen d̂
(k)
n der Datensymbole d
(k)
n ,
n = 1 . . .N , k = 1 . . .K, fu¨hrt, die mo¨glichst robust hinsichtlich des auftretenden
totalen Rauschens n nach (1.6) sind. Soll insgesamt nur ein einziges Datensym-
bol u¨bertragen werden, so ist die angesprochene durch das SNIR quantiﬁzierte
U¨bertragungsqualita¨t bei gemeinsamer Sendesignalerzeugung gema¨ß TxMF op-
timal. Werden jedoch mehrere Datensymbole d(k)n , n = 1 . . .N , an eine oder
mehrere Mobilstationen k, k = 1 . . .K, u¨bertragen, so sind infolge der Ver-
nachla¨ssigung des Entstehens scha¨dlicher Interferenz die angesprochenen werte-
kontinuierlichen Scha¨tzungen d̂
(k)
n jedoch unter Umsta¨nden stark von Interferenz
beeinﬂußt und daher von ma¨ßiger Qualita¨t. In der Literatur wird das beschrie-
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bene Grundverfahren der gemeinsamen Sendesignalerzeugung auch als Pre-Rake
bezeichnet [EN93, ESN93, ESN95, BF99, NBF00, JUN01, CM02b].
• Senderseitige Interferenzeliminierung (engl. transmit zero forcing, TxZF)
[TC94, MSN97, VJ98, KSS99, BPD00, BMWT00, KM00, MBL+00, MBW+00,
GC01, JU01, JWJH01, WR01, CM02a, GC02, HvHJ+02, NB02, WIF02,
BZT+03, Geo03, Tro¨03, IHRF04b, Joh04, MBQ04, WES04, Win04]: Unter Ver-
nachla¨ssigung des totalen Rauschens n nach (1.6) wird das SNIR jedes Daten-
symbols d(k)n , n = 1 . . .N , k = 1 . . .K, fu¨r eine gegebene totale Sendeener-
gie T maximiert. Eine derartige Vorgehensweise liefert ein totales Sendesignal
t, das im rauschfreien Fall zu wertekontinuierlichen Scha¨tzungen d̂
(k)
n der Da-
tensymbole d(k)n , n = 1 . . . N , k = 1 . . .K, fu¨hrt, die frei von Interferenzen
sind. Tritt jedoch Rauschen auf, so sind, infolge der Vernachla¨ssigung des Rau-
scheinﬂusses, die angesprochenen wertekontinuierlichen Scha¨tzungen d̂
(k)
n jedoch
unter Umsta¨nden stark von Rauschen beeinﬂußt — sta¨rker als bei TxMF –
und daher rauschsensitiv. In der Literatur wird dieses interferenzvermeidende
Grundverfahren der gemeinsamen Sendesignalerzeugung auch als
”
klassisches“
Joint Transmission (JT) [BMWT00, MBW+00, PMWB00, GC01, MTWB01b,
TWL+02, HSB03, WM03d], Joint Pre-Distortion [KM00, WR01, TWL+02], Pre-
Equalization [GC01, MPGF01, Geo03] oder Kanalinversion (engl. channel inver-
sion) [HvHJ+02, JHJvH02, HSB03, Meu04b] bezeichnet.
• Senderseitiges Minimieren des mittleren quadratischen Scha¨tzfehlers (engl. trans-
mit minimum mean square error, TxMMSE) [KSS99, SP99, UY01, CM02b,
GC02, JKG+02, WIF02, BM03, BZT+03, Joh04, MBQ04, Win04, Qiu05]: Die
Qualita¨t der wertekontinuierlichen Scha¨tzungen d̂
(k)
n der Datensymbole d
(k)
n ,
n = 1 . . . N , k = 1 . . .K, wird unter Beru¨cksichtigung sowohl des Rauschens als
auch der Interferenz optimiert. Dabei wird aus Gru¨nden, die in Kapitel 3 noch
genauer erla¨utert werden, ein alle Datensymbole d(k)n , n = 1 . . .N , k = 1 . . .K,
einschließendes SNIR maximiert. Dazu wird senderseitig, das heißt an der Basis-
station, neben der Kenntnis der wirksamen Mobilfunkkana¨le, das heißt der totalen
Kanalmatrix H, und der durch den Detektoroperator D{·} beschriebenen Emp-
fangssignalverarbeitung auch Kenntnis u¨ber die Leistung des empfa¨ngerseitigen
totalen Rauschens n beno¨tigt. In der Literatur [JKG+02, JKUN02, DHJU03, IH-
RF03, JIB+03, IGF04, NJU04] wird das beschriebene Grundverfahren der ge-
meinsamen Sendesignalerzeugung auch als senderseitiges Wiener-Filter (engl.
transmit Wiener ﬁlter, TxWF) bezeichnet.
U¨ber die oben beschriebenen Grundverfahren hinaus werden in der Literatur [BZT+03,
MTJ02] auch weitere lineare Verfahren der gemeinsamen Sendesignalerzeugung in der
Referenzzelle vorgeschlagen, die nicht auf die Minimierung der totalen Sendeenergie T
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nach (1.30), sondern auf die Minimierung der Interferenzwirkung des erzeugten totalen
Sendesignals t bei potentiell gesto¨rten, nicht der Referenzzelle angeho¨rigen Empfa¨ngern
abzielt.
Lineare Verfahren der gemeinsamen Sendesignalerzeugung sind recht einfach, lassen
sich mit ma¨ßiger Implementierungskomplexita¨t realisieren, wie anhand einschla¨giger
Komplexita¨tsuntersuchungen gezeigt wurde [KM00, WIF02, Geo03, IGF04, MQS+04,
Win04], und werden daher bevorzugt in der Literatur betrachtet. Eine systematische
detaillierte Darstellung der Vielzahl der relevanten linearen Verfahren der gemein-
samen Sendesignalerzeugung einschließlich einer vergleichenden Bewertung der Lei-
stungsfa¨higkeit dieser Verfahren ist Thema von Kapitel 3 dieser Schrift.
Hinsichtlich der erzielten U¨bertragungsqualita¨t ist das oben eingefu¨hrte SNIR, das bei
linearen Verfahren der gemeinsamen Sendesignalerzeugung als Bewertungsmaß verwen-
det wird, nur ein unzureichendes Vehikel. Denn das SNIR ist infolge der nichttrivialen
Statistik der aus Interferenz und Rauschen bestehenden Sto¨rung d̂
(k)
n − d(k)n der werte-
kontinuierlichen Scha¨tzung d̂
(k)
n eines jeden Datensymbols d
(k)
n , n = 1 . . . N , k = 1 . . .K,
nicht eineindeutig funktional mit der Wahrscheinlichkeit eines U¨bertragungsfehlers
verkoppelt [IHRF03, WM03d, WM03e]. Daher ist ein Maximieren des SNIR nicht
dem Minimieren der angesprochenen U¨bertragungsfehlerwahrscheinlichkeit a¨quivalent.
Folgerichtig sind lineare Verfahren der gemeinsamen Sendesignalerzeugung hinsicht-
lich der oben eingefu¨hrten, auf U¨bertragungsfehlerwahrscheinlichkeiten basierenden
U¨bertragungsqualita¨t suboptimal [IHRF03, WM03d, WM03e].
Die linearen Verfahren der gemeinsamen Sendesignalerzeugung zielen ausschließlich
auf die Gestaltung von wertekontinuierlichen Scha¨tzungen d̂
(k)
n der Datensymbole
d(k)n , n = 1 . . .N , k = 1 . . .K, ab, die nach den beschriebenen Kriterien gu¨nstig
sind. Lineare Verfahren ko¨nnen folglich die wertediskrete Natur der Datensymbole
d(k)n , die durch das Datensymbolalphabet Vd nach (1.10) gegeben ist, beim Mini-
mieren der U¨bertragungsfehlerwahrscheinlichkeit nicht beru¨cksichtigen. In [IHRF03,
IRF03b, IRF03a, WM03d, WM03e, WMS03, IHRF04b, Skl04] wird daher unter
anderem durch den Autor der vorliegenden Schrift vorgeschlagen, diese wertedis-
krete Natur der Datensymbole d(k)n , n = 1 . . . N , k = 1 . . .K, beim gemeinsa-
men Sendesignalerzeugen im Sinne der Minimierung einer u¨ber alle Datensymbo-
le gemittelten U¨bertragungsfehlerwahrscheinlichkeit zu nutzen. Derartige Verfahren
werden in der Literatur als optimale Joint-Transmission-Verfahren (engl. optimum
joint transmission, optimum JT) [WM03d, WM03e, WMS03, Skl04] oder Minimal-
Bitfehlerraten-Mehrteilnehmeru¨bertragungs-Verfahren (engl. minimum bit-error rate
multiuser transmission, Min. BER MUT) [IHRF03, IRF03b, IRF03a, IHRF04b] be-
zeichnet. Die genannten Verfahren maximieren bei gegebener totaler Sendeenergie T
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nach (1.30) die U¨bertragungsqualita¨t — und darunter wird im Rahmen dieser Schrift,
sofern nicht explizit anders erwa¨hnt, die Wahrscheinlichkeit von U¨bertragungsfehlern
verstanden — beziehungsweise minimieren die zum Erreichen einer gewu¨nschten
U¨bertragungsqualita¨t beno¨tigte totale Sendeenergie T . Aus diesem Grund werden
diese Verfahren, die die wertediskrete Natur der Datensymbole d(k)n , n = 1 . . .N ,
k = 1 . . .K, ausnutzen, im folgenden als optimale Verfahren der gemeinsamen Sen-
designalerzeugung fu¨r konventionelle Empfa¨nger bezeichnet. Nachteilig ist bei den op-
timalen Verfahren der gemeinsamen Sendesignalerzeugung zu erwa¨hnen, daß diese sen-
derseitig gegenu¨ber den linearen Verfahren der gemeinsamen Sendesignalerzeugung er-
heblich komplexer sind. Somit wird durch erho¨hten senderseitigen Aufwand — und
das ist in der Abwa¨rtsstrecke der Referenzzelle die Basisstation — die verbesserte
U¨bertragungsqualita¨t zwischen Sender und Empfa¨nger — und dies sind in der Re-
ferenzzelle die Mobilstationen — erkauft. Die detaillierte Vorstellung der optimalen
Verfahren der gemeinsamen Sendesignalerzeugung fu¨r konventionelle Empfa¨nger wie
auch die Analyse der Leistungsfa¨higkeit dieser Verfahren ist Thema von Kapitel 2.
Motiviert durch die Vorarbeiten von Tomlinson [Tom71] und Harashima/Miyakawa
[HM72] aus den fru¨hen 70er Jahren des letzten Jahrhunderts zur Vorentzerrung im
Kontext drahtgebundener Kommunikation u¨ber dispersive U¨bertragungsmedien kam
ab dem Jahr 2002 der Vorschlag [FWLH02b] auf, die U¨bertragungsqualita¨t von
empfa¨ngerorientierter Funkkommunikation in MIMO-Abwa¨rtsstrecken durch Metho-
den zu verbessern, die mit den Ideen von Tomlinson, Harashima und Miyakawa
eng verwandt sind. Die Herausforderung lag im wesentlichen darin, diese Ideen, die
auf drahtgebundene SISO-Punkt-zu-Punkt-Kommunikationssysteme beschra¨nkt wa-
ren, auf Funkkommunikationssysteme der Grundarchitekturen Punkt-zu-Punkt und
Punkt-zu-Mehrpunkt zu u¨bertragen und dabei gegebenenfalls mehrere Sendeanten-
nen wie auch mehrere Empfangsantennen einzubeziehen [FWLH02b, FWLH02a,
FWLH02c, FW03, HSB03, WVF03b, BHMW04, JBU04, Joh04, Win04]. Die inno-
vative Neuerung bestand vorrangig darin,
• anstelle der bisher u¨blichen konventionellen Empfa¨nger unkonventionelle
Empfa¨nger vorzusehen, siehe auch Unterkapitel 1.3, die auf unkonventionellen
Quantisierungsschemata aufbauen, und
• daran angepaßte Verfahren der gemeinsamen Sendesignalerzeugung fu¨r unkon-
ventionelle Empfa¨nger einzusetzen, also Verfahren der auf Seite 51 eingefu¨hrten
zweitgenannten Klasse.
Dadurch wurde es prinzipiell mo¨glich, bei gegebener totaler Sendeenergie T eine ho¨here
U¨bertragungsqualita¨t zu erzielen als die mit den oben dargelegten optimalen Verfahren
der gemeinsamen Sendesignalerzeugung fu¨r konventionelle Empfa¨nger erreichbare.
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Erste Arbeiten zu diesem als Tomlinson-Harashima-Precoding (THP) oder MIMO-
Tomlinson-Harashima-Precoding (MIMO-THP) bekannten Vorgehen betreﬀen MIMO-
Funkkommunikation der Grundarchitekturen Punkt-zu-Punkt [FWLH02b] und Punkt-
zu-Mehrpunkt [FWLH02a, FWLH02c], wobei dabei, a¨hnlich den Vorschla¨gen von Tom-
linson, Harashima und Miyakawa spezielle Empfa¨nger eingesetzt werden, die gema¨ß
dem allgemeinen, in dieser Schrift entwickelten Rahmenwerk als Spezialfa¨lle eines un-
konventionellen Empfa¨ngers zu bezeichnen sind. Diese unkonventionellen Empfa¨nger
beruhen auf einer speziellen Wahl des Datensymbolalphabets Vd nach (1.10), dem
Spezialfall des Latticequantisierungsschemas nach (1.28) und einer quadratischen De-
modulatormatrix D nach (1.19) mit Diagonalstruktur und speziell gewa¨hlten Diago-
nalelementen [D]n,n. Das Erzeugen des totalen Sendesignals t erfolgt gema¨ß einem
iterativen datensymbolweisen Vorgehen.
In [BZT+03, MQW03, BM04, MQS+04, QMBW04, QMB+04, WM04b, WMZ04a] wer-
den die vorgenannten Arbeiten verallgemeinert und durch den Autor der vorliegenden
Schrift fu¨r den allgemeinen Fall unkonventioneller Empfa¨nger und beliebiger Daten-
symbolalphabete Vd nach (1.10) vorgeschlagen. Das daraus resultierende Verfahren der
gemeinsamen Sendesignalerzeugung namens senderseitige nichtlineare Interferenzelimi-
nierung (engl. transmit nonlinear zero forcing, TxNZF) erlaubt das iterative Erzeugen
des totalen Sendesignals t durch gruppenweises Erzeugen der Beitra¨ge der einzelnen
Datensymbole d(k)n zum totalen Sendesignal t. TxNZF schließt die zuvor genannten Ver-
fahren Tomlinson-Harashima-Precoding und MIMO-Tomlinson-Harashima-Precoding
als Spezialfall ein.
Beim gemeinsamen Sendesignalerzeugen durch alle oben angesprochenen Verfahren
wird wieder das von den linearen Verfahren der gemeinsamen Sendesignalerzeugung
fu¨r konventionelle Empfa¨nger bekannte SNIR der wertekontinuierlichen Scha¨tzungen
d̂
(k)
n der Datensymbole d
(k)
n fu¨r eine gegebene totale Sendeenergie T maximiert, oder,
a¨quivalent, die totale Sendeenergie T fu¨r ein gefordertes SNIR minimiert. Dabei ist je-
doch im nun betrachteten Falle unkonventioneller Empfa¨nger der zusa¨tzliche Freiheits-
grad der Wahl der Repra¨sentanten bei der Deﬁnition des SNIR in der Art und Weise zu
beru¨cksichtigen, daß als Nutzsignalbeitrag von d̂
(k)
n stets der gu¨nstigste Repra¨sentant
der jeweiligen Nachricht betrachtet wird. Je nach Ausgestaltung lassen sich bei den
zuvor genannten Verfahren der gemeinsamen Sendesignalerzeugung fu¨r unkonventio-
nelle Empfa¨nger wieder in analoger Weise zu den linearen Verfahren der gemeinsamen
Sendesignalerzeugung fu¨r konventionelle Empfa¨nger die beiden Verfahrensvarianten
der Interferenzeliminierung (engl. zero forcing, ZF) [FTH01, FWLH02b, FWLH02a,
FWLH02c, FW03, HSB03, WF03, WVF03a, WVF03b, BHMW04, CM04d, JBU04,
JBVU04, Joh04, NJU04, Win04] und des Minimierens des mittleren quadratischen
Scha¨tzfehlers (engl. minimum mean square error, MMSE) [JBU04, JBVU04, Joh04]
ﬁnden.
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Tabelle 1.4. Wichtige ausgewa¨hlte Vero¨ﬀentlichungen aus dem Themenkomplex
der gemeinsamen Sendesignalerzeugung (kursiv gedruckt sind Ar-
beiten, die unter Mitwirkung des Verfassers entstanden sind)
Empfa¨nger- Verfahrens- Literatur- Anmerkung/
typ klasse referenz Einordnung
[EN93, ESN93, ESN95, JN98, MGS98a,
WZZY99, NBF00, CLM01, GC01, INBF01,
JUN01, CM02b, IF02b, IF02a, IF02a,
JKUN02, Geo03, NB02, RIF02, BM03,
BQT+03, BZT+03, JIB+03, CML03,
MQW03, Tro¨03, BM04, CM04c, Joh04,
MBQ04, MQS+04, MWQ04b, MWQ04a,
NJU04, QMB+04,Win04, WMZ04a]
TxMF,
Pre-Rake
suboptimal
(linear)
[TC94, MSN97, MGS98a, VJ98, KSS99,
BPD00, BMWT00, KM00, MBL+00,
MBW+00, PMWB00, GC01, JU01, LMTB01,
MTWB01b, TWMB01b, WR01, BM02,
CM02a, GC02, JHJvH02, JKUN02, ML02,
MTJ02, NB02, TWL+02, WIF02, BM03,
BQT+03, BZT+03, JIB+03, Geo03, HSB03,
IHRF03, Tro¨03, WCS03, BJM+04, BM04,
CM04a, IGF04, IHRF04b, Joh04, MBQ04,
MWQ04b, NJU04, QMBW04, QMB+04,
Skl04, SSH04, SWWM04, Win04, WMZ04b]
TxZF,
”klassisches“
Joint Trans-
mission (JT)
[RV95, KSS99, SP99, SSP01, UY01, CM02b,
GC02, JKG+02, JKUN02, ML02, SSB+02,
WIF02, BM03, BZT+03, CM03, IHRF03,
JIB+03, WCS03, CM04a, CM04c, IGF04,
IHRF04b, Joh04, MBQ04, MQS+04, NJU04,
QMB+04, Win04, WMZ04a, Qiu05]
TxMMSE,
TxWF
optimal
(nichtlinear)
[IHRF03, IRF03b, IRF03a, WM03d,
WM03e, WMS03, IHRF04b, Skl04]
Optimum JT,
Min. BER MUT
[FTH01, Fis02, FWLH02b, FWLH02a,
FWLH02c, HSB03, FW03, WF03, WVF03a,
WVF03b, BHMW04, CM04d, JBU04,
JBVU04, Joh04, NJU04, Win04]
THP mit
Latticequanti-
sierungschema
suboptimal
[Wei94, BZT+03, MQW03, BM04,
QMBW04, QMB+04, MWQ04b, MQS+04,
WM04b, WMZ04a, Qiu05, QMWB05]
TxNZF mit
allg. Quanti-
sierungsschema
optimal [PHS03, MWQ04b] totale Interfe-
renzeliminierung
konven-
tionell
unkonven-
tionell
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Grundlage der vorgenannten Verfahren der gemeinsamen Sendesignalerzeugung sind,
wie bereits erwa¨hnt, die SNIRs der wertekontinuierlichen Scha¨tzungen d̂
(k)
n der
Datensymbole d(k)n , n = 1 . . . N , k = 1 . . .K, wohingegen die Wahrscheinlich-
keit eines U¨bertragungsfehlers nicht beru¨cksichtigt wird. Hinsichtlich des Ziels der
Maximierung der U¨bertragungsqualita¨t — und darunter soll im Rahmen dieser
Schrift sofern nicht explizit anderes vereinbart, vorrangig die Minimierung der
U¨bertragungsfehlerwahrscheinlichkeit verstanden werden — sind diese Verfahren daher
suboptimal.
Die vorgenannten Verfahren der gemeinsamen Sendesignalerzeugung fu¨r unkonventio-
nelle Empfa¨nger sind, wie bereit zuvor erla¨utert, dadurch gekennzeichnet, daß fu¨r jedes
zu u¨bertragende Datensymbol d(k)n , n = 1 . . . N , k = 1 . . .K, eine Wahl zwischen den
verschiedenen Repra¨sentanten q
m,p
, p = 1 . . . P (m), der jeweils zu sendenden Nach-
richt m, m = 1 . . .M , zu treﬀen ist. Diese Wahl erfolgt bei den zuvor erla¨uterten
Verfahren typischerweise in einer heuristischen Art und Weise und nicht im Sinne
eines Optimierens der U¨bertragungsqualita¨t bei gegebener totaler Sendeenergie T be-
ziehungsweise im Sinne des Minimierens der totalen Sendeenergie T fu¨r eine geforderte
U¨bertragungsqualita¨t. Daher sind die bisher vorgestellten Verfahren der gemeinsamen
Sendesignalerzeugung fu¨r unkonventionelle Empfa¨nger auch in dieser zweiten Hinsicht
suboptimal bezu¨glich des zuvor erla¨uterten Optimierungsziels. Nichtsdestoweniger sind
derartige Verfahren infolge des sich in ihnen widerspiegelnden guten Kompromisses
zwischen Implementierungskomplexita¨t und Leistungsfa¨higkeit fu¨r die Praxis a¨ußerst
interessant [FWLH02b, QMBW04]. Kapitel 5 dieser Schrift befaßt sich daher eingehend
mit Verfahren der gemeinsamen Sendesignalerzeugung der beschriebenen Art.
Soll die U¨bertragungsfehlerwahrscheinlichkeit bei gegebener totaler Sendeenergie
T nach (1.30) minimiert werden oder, a¨quivalent, bei einzuhaltender gegebener
U¨bertragungsfehlerwahrscheinlichkeit die totale Sendeenergie T minimiert werden, so
ist die oben erla¨uterte Wahl der Repra¨sentanten fu¨r die Datensymbole d(k)n , n = 1 . . .N ,
k = 1 . . .K, im allgemeinen nicht unabha¨ngig und daher gemeinsam zu treﬀen.
Unter der Nebenannahme, daß scha¨dliche Interferenzen in den wertekontinuierlichen
Scha¨tzungen d̂
(k)
n aller Datensymbole d
(k)
n , n = 1 . . .N , k = 1 . . .K, vollsta¨ndig ver-
mieden werden sollen, wird in [PHS03] fu¨r unkonventionelle, auf dem speziellen Lat-
ticequantisierungsschema beruhende Empfa¨nger ein Verfahren zur Erzeugung des to-
talen Sendesignals t vorgeschlagen. Dieses Verfahren erzielt unter der genannten Ne-
benbedingung bei Einhaltung einer gegebenen U¨bertragungsfehlerwahrscheinlichkeit
eine minimale totale Sendeenergie T und ist daher im Kontext der angesproche-
nen Nebenbedingung im hier betrachteten Sinne optimal. Nachteilig ist jedoch, daß
das gemeinsame Wa¨hlen der optimalen Repra¨sentanten fu¨r alle Datensymbole d(k)n ,
n = 1 . . . N , k = 1 . . .K, sehr aufwendig ist und im allgemeinen nur u¨ber eine
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erscho¨pfende Suche (engl. exhaustive search) erfolgen kann. In [MWQ04b] wird die-
ses Verfahren der gemeinsamen Sendesignalerzeugung auf den Fall allgemeiner un-
konventioneller Empfa¨nger erweitert, und daru¨ber hinaus werden aufwandsgu¨nstige
suboptimale Approximationen des Verfahrens vorgeschlagen. In beiden Vorschla¨gen
[PHS03] und [MWQ04b] wird von der Nebenbedingung der Interferenzfreiheit ausge-
gangen. Ein Verfahren der gemeinsamen Sendesignalerzeugung fu¨r unkonventionelle
Empfa¨nger, das ohne diese Nebenbedingung die U¨bertragungsfehlerwahrscheinlichkeit
fu¨r eine gegebene totale Sendeenergie T minimiert oder, a¨quivalent, fu¨r eine gegebene
nicht zu u¨berschreitende U¨bertragungsfehlerwahrscheinlichkeit die totale Sendeenergie
T minimiert, ist nach Kenntnis des Autors der vorliegenden Schrift bisher nicht bekannt
und Thema weiterer Forschungsaktivita¨ten. Aus diesem Grund werden im Rahmen die-
ser Schrift die oben genannten Verfahren der gemeinsamen Sendesignalerzeugung nach
[PHS03] und [MWQ04b] als optimale Verfahren bezeichnet, da diese im Kontext der
erwa¨hnten Nebenbedingung optimal sind. Kapitel 4 befaßt sich im Detail mit die-
sen optimalen Verfahren der gemeinsamen Sendesignalerzeugung fu¨r unkonventionelle
Empfa¨nger.
In Tabelle 1.4 sind ausgewa¨hlte wichtige Vero¨ﬀentlichungen zum Themenkomplex der
gemeinsamen Sendesignalerzeugung nach Kategorien gegliedert aufgelistet. In der vor-
liegenden Schrift werden die relevanten, aus der Literatur bekannten Verfahren der
gemeinsamen Sendesignalerzeugung rekapituliert, systematisiert und neuartige Verfah-
ren vorgeschlagen, die die Vielfalt der verfu¨gbaren Verfahren komplettieren. Bei den
vorgeschlagenen Verfahren handelt es sich um Ergebnisse von Arbeiten an der Tech-
nischen Universita¨t Kaiserslautern, die im Rahmen verschiedener Drittmittelprojekte
sowohl mit Auftraggebern aus der Industrie, bei der Europa¨ischen Union und bei der
Deutschen Forschungsgemeinschaft, im Rahmen internationaler Kooperationen im Be-
reich COST (Cooperation on the Field of Science and Technology) und dem EU-Projekt
FLOWS (Flexible Convergence of Wireless Standards and Services) und im Rahmen
von Promotionsvorhaben, die unter Mitbetreuung durch den Verfasser durchgefu¨hrt
wurden, entstanden sind.
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Trotz oder vielleicht auch gerade wegen der Vielzahl der in ju¨ngster Vergangenheit
entstandenen Arbeiten zur Empfa¨ngerorientierung fehlt heute ein U¨berblick u¨ber die
im Zusammenhang mit Empfa¨ngerorientierung zu kla¨renden Fragestellungen, die zu-
geho¨rigen prinzipiellen Lo¨sungansa¨tze, deren grundsa¨tzlichen Sta¨rken und Schwa¨chen
sowie die prinzipiellen Anwendungsmo¨glichkeiten. Bisher ist in der Literatur nicht
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einmal eine klare Herausarbeitung der gemeinsamen Basis
”
Empfa¨ngerorientung“,
die allen angesprochenen Arbeiten zugrunde liegt, vorhanden. Dies ist eine ange-
sichts der großen wirtschaftlichen Bedeutung von Performanzsteigerung und End-
gera¨teverbesserung im Mobilfunk eine unbefriedigende Situation, da eine direkte
Einscha¨tzung der durch Empfa¨ngerorientierung erzielbaren Verbesserungen und eine
bestmo¨gliche Mobilfunksystemauslegung so nicht mo¨glich ist. Die vorliegende Schrift
will hier Abhilfe schaﬀen. Hierzu ist das aus der Literatur bekannte Wissen u¨ber
Empfa¨ngerorientierung zusammenzutragen, durch neue Ideen zu erga¨nzen, zu ver-
vollsta¨ndigen und zu systematisieren, im allgemeinen darzustellen und durch geeignete
Methoden zu bewerten. Im einzelnen mu¨ssen folgende Aspekte gekla¨rt werden:
• Das Grundprinzip der Empfa¨ngerorientierung muß herausgearbeitet werden und
vom klassischen Grundprinzip der Senderorientierung abgegrenzt werden.
• Die bei der A-priori-Wahl der Empfa¨nger geltenden relevanten Prinzipien sind zu
betrachten und zu systematisieren.
• Das Repertoire der zur gemeinsamen Sendesignalerzeugung eingesetzten Verfah-
ren ist durch ein Literaturstudium zu erarbeiten, durch neuartige Vorschla¨ge zu
erga¨nzen, zu strukturieren und systematisieren, um somit eine U¨bersicht u¨ber die
verfu¨gbare Vielfalt zu erlangen.
• Die Prinzipien der im Rahmen der gemeinsamen Sendesignalerzeugung
verfu¨gbaren Vorgehensweisen mu¨ssen herausgearbeitet werden und Verwandt-
schaftsbeziehungen zwischen verschiedenen Verfahren der gemeinsamen Sendesi-
gnalerzeugung aufgezeigt werden.
• Die Leistungsfa¨higkeiten der verschiedenen relevanten Verfahren der gemeinsa-
men Sendesignalerzeugung sind zu bewerten und zu vergleichen.
• Essentielle Voraussetzungen von Empfa¨ngerorientierung, wie beispielsweise die
Verfu¨gbarkeit und notwendige Gu¨te senderseitiger Kanalzustandsinformation,
sind im Grundsa¨tzlichen zu beleuchten.
• Der durch Empfa¨ngerorientierung im Vergleich zur klassischen Senderori-
entierung erzielbare Nutzeﬀekt ist abzuscha¨tzen, und das Potential von
Empfa¨ngerorientierung im Mobilfunk ist zu bewerten.
• Mo¨gliche Wege der Weiterentwicklung des Grundprinzips der
Empfa¨ngerorientierung sind aufzuzeigen.
Wie bereits in Unterkapitel 1.4 klar wurde, besteht die Hauptaufgabe im Bereich der
Empfa¨ngerorientierung im Finden geeigneter Verfahren der gemeinsamen Sendesigna-
lerzeugung. Naturgema¨ß liegt daher der Schwerpunkt dieser Schrift bei der Vorstellung,
Entwicklung und systematischen Analyse derartiger Verfahren.
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Um den Fokus der Arbeit auf das Wesentliche zu beschra¨nken, sollen bei den durch-
zufu¨hrenden Arbeiten einige Nebenbedingungen gelten:
• Die aktiven Empfa¨nger, das heißt Mobilstationen, und deren Ausgestaltung, das
heißt die Empfangssignalverarbeitung, sind dem Sender der Basisstation perfekt
bekannt.
• Die zeitliche Synchronisierung des Senders der Basisstation und der Empfa¨nger
der Mobilstationen ist perfekt.
• Der Abgleich der vom Sender der Basisstation und den Empfa¨ngern der Mobil-
stationen verwendeten Tra¨gerfrequenzen ist perfekt.
• Nichtlineare Sto¨reﬀekte durch zur Realisierung eingesetzte nichtlineare Kom-
ponenten wie beispielsweise nichtlineare Versta¨rker, Analog-Digital-Wandler
[Naß95, MR00, Meu00] oder infolge begrenzter Rechengenauigkeiten [Sch99,
ID96] werden nicht beru¨cksichtigt.
Um den Einsatz von empfa¨ngerorientierter Funkkommunikation in der Praxis zu
ermo¨glichen, ist die Kla¨rung derartiger Aspekte von großer Wichtigkeit. Derartige
Aspekte betreﬀen jedoch nicht das Grundprinzip der Empfa¨ngerorientierung als sol-
ches. Es ist jedoch vorrangiges Ziel dieser Schrift, die grundsa¨tzliche Herangehenswei-
se Empfa¨ngerorientierung zu beleuchten und die sich im Grundsa¨tzlichen bietenden
Mo¨glichkeiten aufzuzeigen und zu systematisieren. Daher wird an dieser Stelle dar-
auf verzichtet, genauer auf oben genannte Aspekte einzugehen. In der Literatur sind
bereits einige Arbeiten zu derartigen Aspekten verfu¨gbar. Der interessierte Leser sei da-
her zur Kla¨rung der obigen Fragen beispielsweise auf [KM00, FTH01, Fis02, HvHJ+02,
TWL+02, Tro¨03] verwiesen.
Nachdem in diesem Kapitel 1 bereits die Grundzu¨ge der Empfa¨ngerorientierung, der
Empfa¨ngergestaltung sowie eine Klassiﬁzierung der relevanten Verfahren der gemein-
samen Sendesignalerzeugung vorgestellt wurde, wird zuna¨chst in Kapitel 2 auf die
gemeinsame Sendesignalerzeugung fu¨r konventionelle Empfa¨nger eingegangen. Dabei
wird klar, daß zur optimalen Auslegung empfa¨ngerorientierter Funkkommunikation
die Minimierung der U¨bertragungsfehlerwahrscheinlichkeit bei gegebener totaler Sen-
deenergie T nach (1.30) angestrebt werden sollte. Infolge der Natur des Problems
der gemeinsamen Sendesignalerzeugung ist dabei jedoch stets ein Kompromiß zwi-
schen den U¨bertragungsqualita¨ten aller zu u¨bertragenden Datensymbole einzugehen,
so daß exemplarisch u¨ber alle Datensymbole d(k)n , n = 1 . . .N , k = 1 . . .K, gemittelte
U¨bertragungsfehlerwahrscheinlichkeit betrachtet werden. Fu¨r das Entwurfsziel minima-
ler mittlere Bitfehlerwahrscheinlichkeit wird gezeigt, wie das totale Sendesignal t bei
gegebenen konventionellen Empfa¨ngern zu gestalten ist und welche Leistungsfa¨higkeit
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das vorgestellte optimale Verfahren im Vergleich mit aufwandsgu¨nstigen suboptima-
len Verfahren der gemeinsamen Sendesignalerzeugung zeigt. Daru¨ber hinaus wird
die Leistungsfa¨higkeit einer auf dem vorgestellten optimalen Verfahren beruhenden
empfa¨ngerorientierten Funkkommunikation und klassischer senderorientierter Funk-
kommunikation verglichen.
Da das in Kapitel 2 behandelte optimale Verfahren der gemeinsamen Sendesignaler-
zeugung sehr aufwendig ist, wird in Kapitel 3 auf aufwandsgu¨nstige suboptimale linea-
re Verfahren der gemeinsamen Sendesignalerzeugung fu¨r konventionelle Empfa¨ngern
eingegangen. Diese Verfahren lassen sich durch eine lineare senderseitige Signalver-
arbeitung beschreiben. Aus diesem Grund wird zuerst basierend auf dem allgemeinen
Systemmodell nach Abschnitt 1.1.2 ein vereinfachtes lineares Systemmodell hergeleitet.
Basierend auf dem vereinfachten linearen Systemmodell la¨ßt sich das SNIR der werte-
kontinuierlichen Scha¨tzungen d̂
(k)
n der Datensymbole d
(k)
n , n = 1 . . .N , k = 1 . . .K,
mathematisch erfassen, aus dem sich die Verfahren der gemeinsamen Sendesigna-
lerzeugung TxMF, TxZF, TxMMSE herleiten lassen. Dabei werden Dualita¨ten zwi-
schen den im Kontext von Empfa¨ngerorientierung entworfenen Verfahren der gemein-
samen Sendesignalerzeugung TxMF, TxZF und TxMMSE und den aus dem Kontext
von Senderorientierung bekannten dualen Verfahren der gemeinsamen Empfangssi-
gnalverarbeitung RxMF, RxZF und RxMMSE aufgezeigt. Daru¨ber hinaus wird die
Leistungsfa¨higkeit der verschiedenen Verfahrensauspra¨gungen fu¨r die beiden Herange-
hensweisen Empfa¨ngerorientierung und Senderorientierung verglichen. Zum gerechten
Bewerten der Leistungsfa¨higkeit der linearen Verfahren zur gemeinsamen Sendesigna-
lerzeugung, werden die Gu¨temaße SNR-Degradation, Sendungseﬃzienz (engl. transmis-
sion eﬃciency) und Sendeeﬃzienz (engl. transmit eﬃciency) sowie die fu¨r eine einzu-
haltende U¨bertragungsqualita¨t beno¨tigte totale Sendeenergie T analytisch beziehungs-
weise simulativ betrachtet. Die Analyse ergibt, daß die Leistungsfa¨higkeit der linearen
Verfahren der Sendesignalerzeugung, beispielsweise die Sendeeﬃzienz und die totale
Sendeenergie T , vorrangig durch die Systemlast innerhalb der betrachteten Referenz-
zelle bestimmt werden.
Kapitel 4 befaßt sich mit dem optimalen Verfahren der gemeinsamen Sendesignaler-
zeugung fu¨r unkonventionelle Empfa¨nger, das als optimale senderseitige nichtlineare
Interferenzeliminierung (engl. optimum transmit nonlinear zero forcing, opt. TxNZF)
bezeichnet wird. Ausgehend von den Verfahren der gemeinsamen Sendesignalerzeu-
gung fu¨r konventionelle Empfa¨nger wird verdeutlicht, infolge welcher Grundprinzipien
die Leistungsfa¨higkeit von Empfa¨ngerorientierung durch den Einsatz unkonventionel-
ler Empfa¨nger gesteigert werden kann. Fu¨r den allgemeinen Fall eines empfa¨ngerseitig
eingesetzten allgemeinen unkonventionellen Quantisierungsschemas wird gezeigt, wie
die gemeinsame Sendesignalerzeugung in einer hinsichtlich der U¨bertragungsqualita¨t
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optimalen Art und Weise zu erfolgen hat. Da dieses Verfahren im allgemeinen sehr
aufwendig ist, wird eine auf Gruppenbildung und gruppenweisem Sendesignalerzeu-
gen basierende Approximation des optimalen Verfahrens der gemeinsamen Sendesi-
gnalerzeugung fu¨r unkonventionelle Empfa¨ngern vorgeschlagen. Die dabei gegenu¨ber
Verfahren der gemeinsamen Sendesignalerzeugung fu¨r konventionelle Empfa¨nger er-
zielbaren Gewinne werden sowohl analytisch abgescha¨tzt wie auch durch detaillierte
Simulationen beurteilt. Es zeigt sich, daß das (approximative) optimale Verfahren der
gemeinsamen Sendesignalerzeugung fu¨r unkonventionelle Empfa¨ngern insbesondere in
Mobilfunkszenarien mit mehreren Mobilstationen, die Mobilfunkkana¨le erheblich un-
terschiedlicher Kanalda¨mpfungen haben, große Vorteile hinsichtlich der erzielbaren Lei-
stungsfa¨higkeit gegenu¨ber Verfahren der gemeinsamen Sendesignalerzeugung fu¨r kon-
ventionelle Empfa¨nger zeigt.
Da das optimale Verfahren nach Kapitel 4 im allgemeinen sehr aufwendig ist,
bescha¨ftigt sich Kapitel 5 mit aufwandsgu¨nstigen suboptimalen Verfahren der ge-
meinsamen Sendesignalerzeugung bei unkonventionellen Empfa¨ngern. Dazu wird das
auf Gruppenbildung aufbauende iterative Verfahren TxNZF vorgestellt, das auch die
aus der Literatur bekannten Verfahren THP und MIMO-THP [FWLH02b, FWLH02a,
FWLH02c, FW03, HSB03, WVF03b, BHMW04, JBU04, Joh04, Win04] als Spezialfa¨lle
einschließt. Basierend auf exemplarischen Szenarien wird die Leistungsfa¨higkeit dieses
suboptimalen aufwandsgu¨nstigen Verfahrens der gemeinsamen Sendesignalerzeugung
fu¨r unkonventionelle Empfa¨nger analytisch und durch Simulationen abgescha¨tzt. Eine
wesentliche Motivation des Verfahrens TxNZF ist die Reduktion der senderseitigen Im-
plementierungskomplexita¨t. Daher wird fu¨r das Verfahren TxNZF gezeigt, wie dieses
auf Basis des mathematischen, aus der linearen Algebra entstammenden Kunstgriﬀes
der QR-Zerlegung aufwandsgu¨nstig implementiert werden kann.
Alle im Rahmen dieser Schrift betrachteten Verfahren der gemeinsamen Sendesigna-
lerzeugung basieren auf dem senderseitigen Vorliegen von Kanalzustandsinformation
(engl. transmitted sided channel state information, TxCSI). Kapitel 6 bescha¨ftigt
sich daher mit dem zur Verfu¨gung Stellen dieser Information. Es wird gezeigt,
daß im Falle von Mobilfunksystemen mit Zeitmultiplex infolge von Kanalrezipro-
zita¨t unter gewissen Nebenbedingungen die zur gemeinsamen Sendesignalerzeugung
in der Abwa¨rtsstrecke beno¨tigte Kanalzustandsinformation durch Scha¨tzen in der
Aufwa¨rtsstrecke verfu¨gbar gemacht werden kann. Ist dies beispielsweise infolge feh-
lender Kanalreziprozita¨t nicht mo¨glich, so muß diese Kanalzustandsinformation an
den Empfa¨ngern, das heißt den Mobilstationen, ermittelt und dem Sender, das
heißt der Basisstation, durch Ru¨cksignalisieren verfu¨gbar gemacht werden. Wie die-
ses Ru¨cksignalisieren aufwandsgu¨nstig gelingen kann, das heißt mit mo¨glichst gerin-
gem Ru¨cksignalisiervolumen, wird in Kapitel 6 dargestellt und bewertet. Bei beiden
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Vorgehensweisen des Bereitstellens von Kanalzustandsinformation sind die Zeitpunk-
te des Erfassens der Kanalzustandsinformation und des Nutzens dieser Information
zum gemeinsamen Sendesignalerzeugen typischerweise nicht gleich. Bei zeitvarianten
Mobilfunkkana¨len ist daher ein Verwenden von mehr oder weniger veralteter Kanal-
zustandsinformation zur gemeinsamen Sendesignalerzeugung nicht vermeidbar. Daher
werden im Rahmen des Kapitels 6 die zu erwartenden, in guter Na¨herung zufa¨lligen
Fehler in der Kanalzustandsinformation in Form von mittleren quadratischen Fehlern
der Elemente der Kanalmatrix H beschrieben sowie die Auswirkungen dieser Fehler
auf die durch Empfa¨ngerorientierung erzielbare U¨bertragungsqualita¨t, beispielsweise
die U¨bertragungsfehlerwahrscheinlichkeit, analytisch und simulativ bewertet.
Kapitel 7 betrachtet mo¨gliche Weiterentwicklungen des Grundkonzepts der
Empfa¨ngerorientierung. Als wesentliches Grundproblem der Empfa¨ngerorientierung
wird dabei identiﬁziert, daß aufgrund fehlender Kanalzustandsinformation an den
Empfa¨ngern ein Adaptieren der Empfa¨nger an die sich bietenden zeitlichen und
ra¨umlichen Eigenschaften der wirksamen relevanten Mobilfunkkana¨le nicht mo¨glich ist.
Daher ist es denkbar, daß die empfa¨ngerseitige mobilfunkkanalunabha¨ngige Signalver-
arbeitung ausschließlich solche Komponenten des totalen Empfangssignals r auswertet,
die, je nach Mobilfunkkanal, senderseitig nur schwer, das heißt mit großer totaler Sende-
energie T oder gar nicht beeinﬂußt werden ko¨nnen. Um dieses zu umgehen, wird in Ka-
pitel 7 vorgeschlagen, die Leistungsfa¨higkeit der Funkkommunikation durch Nutzen von
Kanalzustandsinformation auch an den Empfa¨ngern zu steigern. Das Grundkonzept
der Empfa¨ngerorientierung wandelt sich demzufolge in ein neuartiges Grundkonzept,
das als Kanalorientierung [BQT+03, BZT+03] bezeichnet werden kann. Es werden Vor-
schla¨ge unterbreitet, wie das empfa¨ngerseitige Einbeziehen von Kanalzustandsinforma-
tion erfolgten kann, und es wird aufgezeigt, welche Steigerungen der Leistungsfa¨higkeit
der Funkkommunikation mo¨glich sind. Besteht die Mo¨glichkeit der freien zeitlichen
Organisation der Informationsu¨bertragung der Basisstation an die Mobilstationen, so
ko¨nnen weitere Erho¨hungen der Leistungsfa¨higkeit der empfa¨ngerorientierten Funk-
kommunikation durch ein Anpassen dieser zeitlichen Organisation an die zeitlich wech-
selnden Eigenschaften der relevanten wirksamen Mobilfunkkana¨le erzielt werden. Diese
Vorgehensweise, die als opportunistisches U¨bertragen bezeichnet wird, la¨ßt sich unmit-
telbar mit Empfa¨ngerorientierung kombinieren.
Kapitel 8 bringt schließlich eine bewertende Zusammenfassung in deutscher und engli-
scher Sprache.
67
Kapitel 2
Optimale nichtlineare Verfahren der
gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
Dieses Kapitel 2 befaßt sich mit optimalen Verfahren der gemeinsamen Sendesignal-
erzeugung fu¨r konventionelle Empfa¨nger. Entsprechend den in Kapitel 1 dargelegten
Zielen beim Entwurf eines zellularen Mobilfunksystems, ist eine bestmo¨gliche Qualita¨t
der Informationsu¨bertragung zwischen Basisstationen und Mobilstationen dann gege-
ben, wenn die Wahrscheinlichkeit eines U¨bertragungsfehlers bei gegebener totaler Sen-
deenergie T nach (1.30) minimal wird. Unter einem U¨bertragungsfehler versteht man
dabei, die fehlerhafte U¨bertragung eines Datums u
(k)
l , l = 1 . . . L, k = 1 . . .K, nach
(1.1), eines Datensymbols d(k)n , n = 1 . . . N , k = 1 . . .K, nach (1.11) oder des totalen
Datenvektors d nach (1.12). Wie in Unterkapitel 1.4 bereits angesprochen, ist es im Be-
reich der Empfa¨ngerorientierung infolge der Natur des Problems der gemeinsamen Sen-
designalerzeugung nicht mo¨glich, durch geeignetes Erzeugen eines totalen Sendesignals
t gegebener totaler Sendeenergie T die Wahrscheinlichkeit eines U¨bertragungsfehlers
individuell fu¨r sa¨mtliche Daten u
(k)
l , l = 1 . . . L, k = 1 . . .K, nach (1.1) beziehungsweise
sa¨mtliche Datensymbole d(k)n , n = 1 . . . N , k = 1 . . .K, nach (1.11) zu minimieren. Soll
na¨mlich fu¨r ein Datum u
(k)
l , l = 1 . . . L, k = 1 . . .K, beziehungsweise ein Datensymbol
d(k)n , n = 1 . . .N , k = 1 . . .K, nach (1.11) die U¨bertragungsfehlerwahrscheinlichkeit
unter den obigen Voraussetzungen minimiert werden, so ist dies nur durch Einset-
zen der gesamten totalen Sendeenergie T zur U¨bertragung des jeweiligen Datums be-
ziehungsweise Datensymbols mo¨glich. Andere Daten u
(k′)
l′ , l
′ = 1 . . . L, k′ = 1 . . .K,
l = l′ ∨ k = k′, beziehungsweise Datensymbole d(k′)n′ , n′ = 1 . . .N , k′ = 1 . . .K,
n = n′ ∨ k = k′, werden dann nicht mehr u¨bertragen. Dieses Vorgehen ist zwar
optimal im obigen Sinne, jedoch fu¨r Mobilfunksysteme ist diese Vorgehensweise im
Hinblick auf die Qualita¨t des gesamten Systems unzula¨nglich. Die geschilderte Situa-
tion unterscheidet sich erheblich von der Situation, die sich typischerweise im Bereich
der senderorientierten Funkkommunikation stellt. Im Falle von Senderorientierung ist
es na¨mlich prinzipiell stets mo¨glich, durch individuelles Empfangssignalverarbeiten fu¨r
jedes Datum u
(k)
l , l = 1 . . . L, k = 1 . . .K, beziehungsweise jedes Datensymbol d
(k)
n ,
n = 1 . . . N , k = 1 . . .K, nach (1.11) eines Scha¨tzung û
(k)
l beziehungsweise d̂
(k)
n zu er-
mitteln, die die obige U¨bertragungsfehlerwahrscheinlichkeit minimiert. Als Konsequenz
dieser Gegebenheiten werden in diesem Kapitel exemplarisch u¨ber alle Datensymbole
d(k)n , n = 1 . . .N , k = 1 . . .K, gemittelte U¨bertragungsfehlerwahrscheinlichkeiten von
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Tabelle 2.1. Wesentliche Unterschiede der Notationen nach Tabelle 1.2 und
der Notation nach [WM03d]
dargestellte Formelzeichen Formelzeichen
Gro¨ße nach Tab. 1.2 nach [WM03d]
totales Empfangssignal r e
totales Sendesignal t s
Datensymbolen betrachtet werden. Fu¨r das Entwurfsziel minimaler mittlere Daten-
symbolfehlerwahrscheinlichkeit bei gegebener totaler Sendeenergie T wird im Rahmen
der folgenden Vero¨ﬀentlichung [WM03d] gezeigt,
• wie das totale Sendesignal t bei gegebenen konventionellen Empfa¨ngern zu ge-
stalten ist,
• welche Leistungsfa¨higkeit das vorgeschlagene optimale Verfahren der ge-
meinsamen Sendesignalerzeugung im Vergleich mit den in Unterkapitel 1.4
u¨bersichtsartig dargelegten und in Kapitel 3.2 detailliert behandelten suboptima-
len aufwandsgu¨nstigen Verfahren der gemeinsamen Sendesignalerzeugung zeigt
und
• welche Unterschiede sich hinsichtlich der erzielbaren U¨bertragungsqualita¨t erge-
ben zwischen dem vorgeschlagenen optimalen empfa¨ngerorientierten und dem aus
der Literatur [Ver98] bekannten optimalen senderorientierten Vorgehen.
Im Gegensatz zu dem aus Tabelle 1.2 bekannten Systemmodell werden in [WM03d]
einige wenige Gro¨ßen durch eine modiﬁzierte Notation beschrieben. Tabelle 2.1 listet
die wesentlichen Unterschiede in kompakter Form auf.
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Optimum Joint Transmission: Potentials and Dualities
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Abstract
Recently, receiver oriented signal processing techniques for
multiple access interference reduction by joint transmission in
the downlink of mobile radio systems attained great interest.
Up to now investigations focused on linear joint transmission,
first investigations of nonlinear joint transmission and capac-
ity calculations based on dirty paper precoding. A major ad-
vantage of linear joint transmission over dirty paper precoding
based techniques is that conventional simple receivers designed
for single user systems can be employed. Unfortunately, the
performance of linear joint transmission suffers from the fact
that the discreteness of the data symbols to be transmitted can
not be exploited for interference reduction. In the present pa-
per novel nonlinear joint transmission techniques which exploit
the knowledge of the a-priori given nonlinear receivers and thus
combine the advantages of linear joint transmission with the im-
proved performance of nonlinear techniques are investigated. It
is shown that, in contrast to linear joint transmission which is
dual to linear joint detection, nonlinear joint transmission ex-
ploiting the knowledge of the modulation alphabet is not dual
to nonlinear optimum joint detection. Depending on the perfor-
mance criterion, nonlinear joint transmission allows significant
performance improvements over linear joint transmission.
1 Introduction
A particularly favorable configuration for multiple access inter-
ference reduction in mobile radio systems, which results in low
complexity mobile terminals (MTs), is the application of joint
detection (JD) in uplink (UL) transmission and joint transmis-
sion (JT) in downlink (DL) transmission. The basic idea of JD
is to jointly estimate the data transmitted by the different MTs
in the central unit (CU) [14]. For doing so, channel knowledge
is assumed, which can be obtained, e.g., by joint channel esti-
mation in the UL [11]. Both suboptimum linear and optimum
nonlinear signal processing techniques for JD [14] and theoret-
ical capacity bounds [2] are well known. The basic idea of joint
transmission (JT) is to design the transmit signal in such a way
that the interferences in the received signals are a-priori avoided
[8]. For doing so channel knowledge, which can be obtained by
channel estimation in the UL if time division duplexing is used,
is exploited in the transmitter. Up to now investigations focused
on linear JT [8, 4, 5, 6], nonlinear transmission schemes in-
cluding receiver modifications [16, 3] and theoretical capacity
investigations [1, 16]. A still open question, for which a first
answer is given in the present paper, is how the discreteness
of the modulation alphabet can be exploited for improving the
performance of JT in practice.
In the following a mobile radio system without spreading
where each MT is equipped with a single antenna and the CU
has multiple antennas, is considered. In order to enable multiple
access interference reduction by linear transmission techniques,
the number of antennas at the CU must be at least as large as
the number of MTs. The radio channel between the antennas of
the CU and the entirety of all antennas of the MTs constitutes a
MIMO channel. In the following for simplicity only flat fading
MIMO channels will be considered. An exemplary mobile radio
system concept which fulfills the above made assumptions is the
JOINT concept for beyond 3G mobile radio systems presented
in [15]. The time discrete equivalent lowpass representation of
signals is chosen [9]. Consequently, signals are represented by
vectors or matrices, which are printed in boldface. In the present
paper [·]k,k denotes the k-th diagonal element of a matrix
2 Data transmission model
The data symbol to be transmitted for user k ∈ {1 . . .K} is de-
noted by d(k). For simplicity it is assumed that the data symbols
are BPSK modulated in the following:
d(k) ∈ {−1,+1} , k = 1 . . .K. (1)
All K data symbols of the different users are compiled in the
data vector
d =
(
d(1) . . . d(k)
)T
. (2)
On the transmitter side transmit signals for KI inputs to the
mobile radio channel are generated. The transmit signal for in-
put kI, which corresponds to transmit antenna kI, is character-
ized by the complex value s(kI), which may be thought of as
a sample of the signal in the equivalent lowpass domain or a
complex amplitude. From all KI transmit signals the transmit
vector
s =
(
s(1) . . . s(KI)
)T
(3)
is formed. In the UL case
KI = K (4)
holds and the element s(k) of the transmit vector s, which is the
transmit signal of MT k, can only depend on the corresponding
data symbol d(k) due to the spatial separation of the MTs. In
the DL case in general the elements s(kI), kI = 1 . . .KI, of the
transmit vector s are generated depending on all data symbols
d(k), k = 1 . . .K, of the data vector d in the CU.
The receive signal of output kO, which corresponds to re-
ceive antenna kO, is also characterized by a complex value
e(kO). From all KO received signals the receive vector
e =
(
e(1) . . . e(kO)
)T
(5)
is formed. In the DL case
KO = K (6)
holds.
[WM03d] Weber, T.; Meurer, M.: “Optimum joint transmission: Potentials and dualities”.
Proc. 6th International Symposium on Wireless Personal Multimedia Communica-
tions (WPMC’03), Bd. 1, Yokosuka, 2003, S. 79–83.
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The receive signals e(k0), kO = 1 . . .KO, are linear func-
tions of the transmit signals s(kI), 1 . . .KI, plus some noise
n(kO), kO = 1 . . .KO. With the channel matrix
H =
⎛⎜⎝ H
(1,1) . . . H(1,KI)
.
.
.
.
.
.
H(KO,1) . . . H(KO,KI)
⎞⎟⎠ (7)
describing the linear MIMO channel and the noise vector
n =
(
n(1) . . . n(KO)
)T
(8)
follows
e = H · s + n. (9)
The element H(kO,kI) of the channel matrix H is the channel
coefficient characterizing the the channel from input kI to out-
put kO. For the considered reciprocal channels the channel ma-
trix HDL in the DL case is the transpose of the channel matrix
HUL in the UL case, i.e.,
HUL = H
T
DL (10)
holds.
For simplicity it is assumed in the following, that the ele-
ments n(kO), kO = 1 . . .KO, of the noise vector n are uncor-
related, gaussian distributed with variance σ2 of real and imag-
inary part [9].
On the receiver side, estimates dˆ(k) of the transmitted data
symbols d(k), k = 1 . . .K, are obtained. All K estimated data
symbols are compiled in the estimated data vector
dˆ =
(
dˆ
(1)
. . . dˆ
(K)
)T
. (11)
In the UL case the complete receive vector e is available for
estimating the data vector d in the CU whereas in the DL case
the estimate dˆ
(k)
has to be determined from the corresponding
receive signal e(k) of MT k alone due to the spatial separation
of the MTs.
3 Linear data transmission
3.1 Generalized linear data transmission in UL and DL









Figure 1: Generalized linear data transmission system
In the case of linear data transmission the transmit vector s is
a linear function of the data vector d to be transmitted and the
estimate dˆ is a linear function of the receive vector e, see Fig.
1. The linear function of the transmitter can be described by a
modulator matrix M, i.e.,
s = M · d (12)
holds. In the UL case there is the restriction that this modulator
matrix has to be a diagonal matrix due to the spatial separation
of the MTs.
The linear function of the receiver can be described by a de-
modulator matrix D, i.e.,
dˆ = D · e (13)
holds. In the DL case the demodulator matrix D has to be a
diagonal matrix due to the spatial separation of the MTs. In
the following only linear transmission schemes which provide
unbiased, i.e., interference free estimates dˆ will be considered.
With the K ×K identity matrix I,
D ·H ·M = I (14)
must hold in order to obtain unbiased estimates dˆ.
In the considered case of digital transmission, see (1), the
data symbols d(k), k = 1 . . .K, are from a discrete valued
modulation alphabet and the estimates dˆ(k) are quantized in a
following step.
As a prerequisite for studying the performance of linear data
transmission the optimum system for the transmission of a sin-
gle data symbol over the given MIMO channel characterized
by the channel matrix H without any restrictions going beyond
(14) for the modulator matrix M and the demodulator matrix
D is studied. In this single symbol case the transmit vector
s should correspond to the eigenvector belonging to the maxi-
mum eigenvalue of H∗TH, which is also known as the spectral
radius ρ
(
H∗TH
)
, in order to obtain the maximum possible re-
ceive energy Eb,opt with given transmit energy
T =
1
2
s∗Ts. (15)
For the receive energy
Eb,opt = T · ρ
(
H∗TH
)
(16)
folows. For the bit error probability of this optimum reference
system
Pb,opt =
1
2
erfc
(√
Eb,opt
σ2
)
(17)
is obtained [9].
The requirement to eliminate interferences in the multiuser
system under consideration means
• that transmit energy can not be transformed as efficiently
into receive energy as in the single symbol case and
• that not all the receive energy can be used.
The first point is obvious as the structure of the transmit sig-
nals of the different data symbols must be different, i.e., the
optimum eigenvector of H∗TH can not be used for the trans-
mission of all data symbols. The relative loss of receive energy
as compared to the optimum single symbol case for given trans-
mit energy T is described by the transmission efficiency [13]
τ (k) =
[
M∗TH∗THM
]
k,k
ρ(H∗TH) · [M∗TM]
k,k
, (18)
which is smaller than one.
On the receiver side the parts of the received vector stemming
from the transmission of different data symbols are in general
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not orthogonal. However, if interferences should be avoided
only the orthogonal parts can be used by a linear receiver, i.e.,
only a part of the received energy, described by multiuser effi-
ciency [14]
η(k) =
1[
M∗TH∗THM
]
k,k
· [DD∗T]
k,k
, (19)
which is smaller than one, can be used.
The performance degradations described by the transmission
efficiency τ (k) and the multiuser efficiency η(k) are also heav-
ily influenced by the fact that not always all transmit signals
s(kI), kI = 1 . . .KI, and receive signals e(kO), kO = 1 . . .KO,
are available for the transmission of the considered data symbol
d(k) due to the spatial separation of the MTs.
Due to the energy losses τ (k) and η(k) the bit error probabil-
ity
P
(k)
b =
1
2
erfc
(√
Eb,optτ (k)η(k)
σ2
)
=
1
2
erfc
(√
T
σ2
[
DD∗T
]
k,k
· [M∗TM]
k,k
)
(20)
when estimating d(k) in the multiuser case is larger than in the
optimum single symbol case, see (17). Although the bit error
probability P (k)b of (20) at first sight only depends on the mod-
ulator matrix M and the demodulator matrix D, it also depends
on the channel matrix H due to the requirement (14).
3.2 Linear JD in the UL
The linear data estimator which maximizes the SNR of the es-
timates dˆ
(k)
, k = 1 . . .K, under the side condition that (14) is
fulfilled is the zero-forcing-estimator [14, 7]. For the demodu-
lator matrix
D =
(
M∗TH∗TULHULM
)−1
M∗TH∗TUL (21)
follows. If the same transmit energy T is used for all data sym-
bols d(k), k = 1 . . .K,
M =
√
2T · I (22)
follows for the modulator matrix. It should be stressed that nei-
ther the modulator matrix M nor the transmit energies are a
function of the actual value of the data vector d in the case of
linear JD. With this the transmission efficiencies (18), multiuser
efficiencies (19) and bit error probabilities (20) can be easily
calculated. For the bit error probabilities
P
(k)
b =
1
2
erfc
⎛⎜⎝√√√√ T
σ2
[(
H∗TULHUL
)−1]
k,k
⎞⎟⎠ , k = 1 . . .K,
(23)
is obtained.
3.3 Linear JT in the DL
The modulator matrix which fulfills (14) and simultaneously
minimizes the transmit energies is obtained as [8, 6]
M = H∗TDLD
∗T
(
DHDLH
∗T
DLD
∗T
)−1
. (24)
The demodulator matrix D must be a diagonal matrix due to
the spatial separation of the MTs. For a fair comparison of JD
and JT the same transmit energy T should be used for each data
symbol d(k), k = 1 . . .K, on the average. Mathematically this
can be achieved by an appropriate scaling of the demodulator
matrix
D =
√
2T · diag
((
HDLH
∗T
DL
)−1)
. (25)
It must be stressed that only the average transmit energies for
all possible data vectors d are fixed in the case of linear JT as
the contributions to the transmit signal s resulting from differ-
ent data symbols d(k) are correlated. With (25) the transmission
efficiencies (18), multiuser efficiencies (19) and bit error proba-
bilities (20) can be easily calculated. For the bit error probabil-
ities
P
(k)
b =
1
2
erfc
⎛⎜⎝√√√√ T
σ2
[(
HDLH
∗T
DL
)−1]
k,k
⎞⎟⎠ , k = 1 . . .K,
(26)
is obtained. Taking into consideration that the DL channel ma-
trix is the transpose of the UL channel matrix, see (10), this is
the same result as obtained in (23) for linear JD, i.e., the perfor-
mances of linear JD in the UL and linear JT in the DL are the
same.
4 Optimum nonlinear data transmission
4.1 Maximum-likelihood-JD in the UL
Linear JD based on the zero-forcing-estimator, see (21), is sub-
optimum since the a priori knowledge of the discrete modu-
lation alphabet (1) is not exploited when separating the sig-
nals from the different users. An optimum nonlinear data es-
timation which takes the knowledge of the modulation alphabet
into consideration is the maximum-likelihood-vector-estimator
[9, 14, 12] described by
dˆ = arg max
d∈{−1,+1}K
{p (e|d)} , (27)
which in the case of white gaussian noise is equivalent to
dˆ = arg min
d∈{−1,+1}K
{‖e−HUL · d‖2} . (28)
4.2 Potentials of nonlinear JT
The significant performance improvements by nonlinear JD, see
Section 4.1, directly lead to the question whether it is possible
also to improve JT by exploiting the knowledge of the modula-
tion alphabet (1) in the transmitter. In general this would lead
to nonlinear transmitters. In the present paper a first answer to
this question based on a scenario with two MTs, two APs and
the parametric MIMO channel described by the channel matrix
HUL =
(
1 ρ1
ρ2 1
)
, (29)
see Fig. 2, is given.
As the channel matrix of (29) is real and only the real parts of
the received signals e(k), k = 1, 2, are relevant in the consid-
ered case of BPSK modulation, only the real parts of the trans-
mit signals s(k), k = 1, 2, can cause useful received signals.
Thus, only real transmit signals s(k), k = 1, 2, need to be
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Figure 2: Exemplary DL scenario
considered in the following. Furthermore, only the real part of
the Gaussian noise n(k), k = 1, 2, is effective and the data
symbols d(k), k = 1, 2, and their estimates dˆ(k), k = 1, 2,
are real. The transmit signals s(k), k = 1, 2, are in general
nonlinear functions of the data symbols d(k), k = 1, 2, to be
transmitted. These nonlinear functions have to be optimized in
the following.
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Figure 3: Bit error probabilities as a function of the transmitted
signal characterized by ϕ; Parameters:
√
T
σ2
= 1, ρ1 = 0.9,
ρ2 = 0.0, d
(1) = +1, d(2) = −1;
For a fair optimization the transmit energy should be fixed
in the first step. This means that the two dimensional transmit
signal s(k), k = 1, 2, with the total transmit energy 2T for the
two data symbols d(k), k = 1, 2, can be described by a single
parameter ϕ:
s(1) = 2
√
T cos (ϕ) ,
s(2) = 2
√
T sin (ϕ) . (30)
With the variance σ2 of the Gaussian noise one can calculate
the resulting bit error probabilities
P
(1)
b =
1
2
erfc
(
±
√
2T
cos (ϕ) + ρ1 sin (ϕ)
σ
)
, for d(1) = ±1,
(31)
P
(2)
b =
1
2
erfc
(
±
√
2T
ρ2 cos (ϕ) + sin (ϕ)
σ
)
, for d(2) = ±1,
(32)
and the average bit error probability
P b =
1
2
(
P
(1)
b + P
(2)
b
)
. (33)
These bit error probabilities are depicted in Fig. 3 versus ϕ for
one exemplary scenario and data vector to be transmitted. The
parameter values ϕ characterizing transmit signals for
1. minimum bit error probability P (1)b of user 1,
2. minimum bit error probability P (2)b of user 2,
3. linear JT with fixed transmit energy and
4. minimum average bit error probability P b
are marked. For linear JT with fixed transmit energy
ϕ = atan
(
d(1) − ρ2d(1)
d(1) − ρ1d(2)
)
(34)
holds [8].
In contrast to optimum JD it is obviously not possible to si-
multaneously minimize the bit error probabilities for all users
in JT, i.e., one has to find a compromise. One possible compro-
mise is to design the transmit signal in such a way that the bit
error probabilities are the same for all users, or equivalently to
minimize the maximum bit error probability. This is achieved
by linear JT. Another compromise, which is studied in the fol-
lowing, is to minimize the average bit error probability P b.
In general the transmit signal for minimum average bit er-
ror probability P b can only be found by numerical minimiza-
tion [10]. In the considered scenario only the optimum value
for ϕ has to be found and thus the numerical minimization is
a quite simple one dimensional minimization problem. For a
fixed channel and variance σ2 of the noise the minimization
has to be done only once and the outcome is a table describ-
ing which transmit signal has to be used for the transmission of
each of the possible data vectors.
Whereas the total transmit energy in JD is always indepen-
dent of the data vector d to be transmitted, one has to distin-
guish JT schemes with fixed transmit energy, i.e., a transmit
energy independent of the data vector d, and JT schemes with
variable transmit energy, i.e., a transmit energy which depends
on the data vector d with only a given average transmit energy
for all possible data vectors d. One example for a JT scheme
with variable transmit energy is the linear JT described in Sub-
section 3.3 and an example for a JT scheme with fixed transmit
energy is the optimum nonlinear JT described in this Section.
However, it is also possible to scale the transmit signal s ob-
tained by linear JT in such a way that the transmit energy is
fixed, i.e., the transmit energy is independent of the actual value
of the data vector d to be transmitted. Furthermore one can also
think of optimum nonlinear JT schemes with variable transmit
energy. The average bit error probability can be further reduced
by using different transmit energies for different values of the
data vector d. Of course the average transmit energy for all
possible data vectors d must remain the same in order to allow
a fair comparison. Practically this means that one has to si-
multaneously optimize the transmit signals for all possible data
vectors d and the transmit energies under the side condition of
a fixed average transmit energy. Even in the considered simple
scenario this clearly is multi dimensional opimization problem.
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5 Numerical results
In Fig. 4 the different transmission schemes are compared for
the exemplary MIMO channel described by (29) and (10) with
ρ1 = 0.9 and ρ2 = 0.0. It can be seen from Fig. 4 that
all JT schemes with fixed transmit energy show approximately
the same performance which is the worst of all transmission
schemes. So it is crucial to allow a variable transmit energy for
JT. In the case of variable transmit energy the performance of
optimum JT is significantly better than the performance of the
linear transmission schemes but the performance of optimum
JD can not be reached.
10−1 100 101
10−3
10−2
10−1
100
T
σ2
P
b
JT with fixed transmit energy
linear JD and linear JT
opt. JT with var. transmit energy
optimum JD
Figure 4: Average bit error probability P b; Parameters ρ1 =
0.9, ρ2 = 0
6 Conclusions
In the present paper it is shown that linear JD in the UL and
linear JT in the DL are dual and yield the same performance.
However, if optimum nonlinear signal processing techniques
are taken into consideration the UL with JD and the DL with
JT are not dual anymore. It is shown that it is crucial to only
fix the average transmit energy for all possible data vectors in
order to obtain a good performance of JT. Nevertheless the per-
formance of the DL with optimum nonlinear JT is worse than
the performance of the UL with optimum nonlinear JD.
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Kapitel 3
Suboptimale lineare Verfahren der
gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
3.1 Modell linearer empfa¨ngerorientierter U¨ber-
tragungssysteme
Da das in Kapitel 2 behandelte optimale Verfahren der gemeinsamen Sendesignalerzeu-
gung sehr aufwendig ist, wurden bereits in Unterkapitel 1.4 aufwandsgu¨nstige linearen
Verfahren der gemeinsamen Sendesignalerzeugung fu¨r konventionelle Empfa¨nger ange-
sprochen. Bei diesen linearen Verfahren la¨ßt sich der Modulatoroperator M{·} nach
(1.13) gema¨ß (1.31) durch die Modulatormatrix M eindeutig beschreiben. Im Rahmen
dieser Schrift soll vorrangig die in der Literatur bedeutende Ausgestaltung des Detek-
toroperators D{·} nach Bild 1.9 betrachtet werden. Werden daher senderseitig lineare
Verfahren der gemeinsamen Sendesignalerzeugung eingesetzt, so ko¨nnen diese Verfah-
ren Entscheidungen, die empfa¨ngerseitig durch den Quantisierungsoperator Q{·} ge-
troﬀen werden, infolge ihrer linearen Natur nicht beru¨cksichtigen. Dies hat zur Folge,
daß sa¨mtliche linearen Verfahren der gemeinsamen Sendesignalerzeugung ausschließ-
lich auf die Gestaltung mo¨glichst zuverla¨ssiger wertekontinuierlichen Scha¨tzungen d̂
(k)
n
nach (1.17) der u¨bertragenen Datensymbole d(k)n , n = 1 . . .N , k = 1 . . .K, abzie-
len und daher hinsichtlich des in Kapitel 1 erla¨uterten Ziels des Minimierens von
U¨bertragungsfehlerwahrscheinlichkeiten suboptimal sind.
Durch Kombinieren der linearen Wahl des Modulatoroperators M{·} nach (1.31),
des vereinfachten Modells der Funkkommunikation innerhalb einer Referenzzelle nach
Bild 1.7 und der Ausgestaltung des Detektoroperators D{·} nach Bild 1.9 ergibt sich
das in Bild 3.1 wiedergegebene vereinfachte lineare Modell der Funkkommunikation
innerhalb einer Referenzzelle. Dabei wird der Zusammenhang zwischen totalem Da-
tenvektor d nach (1.12) und dessen wertekontinuierlicher Scha¨tzung d̂ nach (1.18) in
Abha¨ngigkeit von der Modulatormatrix M nach (1.31), der totalen Kanalmatrix H
nach (1.5) und der totalen Demodulatormatrix D nach (1.19) veranschaulicht.
Ausgehend von dem in Bild 3.1 dargelegten vereinfachten Modell la¨ßt sich der einfache
Zusammenhang
d̂ = DHMd +Dn (3.1)
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Demodulator
n
t e rd
H
︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸
Modulator Mobilfunkkanal
M D
d̂
Bild 3.1. Vereinfachtes lineares Modell der Funkkommunikation innerhalb
einer Referenzzelle
zwischen totalem Datenvektor d nach (1.12) und dessen wertekontinuierlicher
Scha¨tzung d̂ nach (1.18) angeben. Die Scha¨tzung d̂
(k)
n eines jeden Datensymbols d
(k)
n ,
n = 1 . . . N , k = 1 . . .K, setzt sich im allgemeinen aus den drei Komponenten
d̂
(k)
useful,n =
[
DHM
]
N(k−1)+n,N(k−1)+n
d(k)n , (3.2)
d̂
(k)
int,n =
[
diag (DHM)d
]
N(k−1)+n
(3.3)
und
d̂
(k)
noise,n =
[
Dn
]
N(k−1)+n
(3.4)
gema¨ß
d̂ (k)n = d̂
(k)
useful,n + d̂
(k)
int,n + d̂
(k)
noise,n (3.5)
zusammen. Diese Komponenten beschreiben den gewu¨nschten, das heißt auf die
U¨bertragung des betrachteten Datensymbols d(k)n zuru¨ckgehenden Beitrag d̂
(k)
useful,n,
den auf die U¨bertragung anderer Datensymbole d
(k′)
n′ , n
′ = 1 . . . N , k′ = 1 . . .K,
n = n′ ∨ k = k′, zuru¨ckgehenden Interferenzbeitrag d̂ (k)int,n und den Beitrag d̂ (k)noise,n
des totalen Rauschens n nach (1.6) zu d̂
(k)
n .
3.2 Verfahren der gemeinsamen Sendesignalerzeu-
gung
Basierend auf dem vereinfachten linearen Systemmodell nach (3.1) und Bild 3.1 lassen
sich verschiedene linearen Verfahren der gemeinsamen Sendesignalerzeugung ﬁnden,
die die Beitra¨ge d̂
(k)
useful,n, d̂
(k)
int,n, und d̂
(k)
noise,n nach (3.2) bis (3.4) zu d̂
(k)
n nach (3.5)
nach jeweils unterschiedlichen Gesichtspunkten ausbalancieren. Im einzelnen sind da-
bei vorrangig die Verfahren TxMF, TxZF und TxMMSE, zu nennen, die bereits in
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Tabelle 3.1. Wesentliche Unterschiede der Notationen nach Tabelle 1.2 und der
Notation nach [MBW+00, MBL+00, BMWT00, TMW00, MTJ02]
dargestellte nach nach Bemerkung/
Gro¨ße Tab. 1.2 [ · ] geltend fu¨r
Anzahl der Teilnehmer K U [BMWT00]
totales Sendesignal t s [MBW+00],[MBL+00],
[BMWT00],[TMW00],[MTJ02]
totale Demodulatormatrix D C∗T [MBW+00, MBL+00]
Unterkapitel 1.4 eingefu¨hrt wurden. In den folgenden Vero¨ﬀentlichungen [MBW+00,
MBL+00, BMWT00, TMW00, MTJ02, MBQ04] werden diese linearen Verfahren der
gemeinsamen Sendesignalerzeugung fu¨r konventionelle Empfa¨nger detailliert betrach-
tet. Dabei wird unter anderem folgendes beleuchtet:
• Es wird erla¨utert, nach welchen Gesichtspunkten die oben genannten Beitra¨ge
d̂
(k)
useful,n, d̂
(k)
int,n, und d̂
(k)
noise,n nach (3.2) bis (3.4) zu d̂
(k)
n nach (3.5) durch die ge-
meinsamen Sendesignalerzeugung ausbalanciert werden.
• Die Berechnung der den jeweiligen Verfahren zugeho¨rigen Modulatormatrizen M
wird mathematisch erla¨utert, wobei dabei auch die Verwendung von mehreren
Sendeantennen an der Basisstation und/oder mehreren Empfangsantennen an
den Mobilstationen beru¨cksichtigt wird.
• Dualita¨ten zwischen den aus dem Bereich der Empfa¨ngerorientierung stammen-
den Verfahren der gemeinsamen Sendesignalerzeugung TxMF, TxZF und TxMM-
SE und den aus der Literatur [Kle96, Ver98] bekannten, aus dem Bereich der
Senderorientierung stammenden Verfahren der gemeinsamen Sendesignalverar-
beitung (engl. joint data detection)
”
empfa¨ngerseitige signalangepaßte Filte-
rung (engl. receive matched ﬁlter, RxMF)“,
”
empfa¨ngerseitige Interferenzelimi-
nierung (engl. receive zero forcing, RxZF)“ und
”
empfa¨ngerseitiges Minimieren
des mittleren quadratischen Scha¨tzfehlers (engl. receive minimum mean squa-
re error, RxMMSE)“ werden aufgezeigt sowie vergleichende Untersuchungen der
Leistungsfa¨higkeit durchgefu¨hrt.
Im Gegensatz zu dem aus Tabelle 1.2 bekannten Systemmodell werden in [MBW+00,
MBL+00, BMWT00, TMW00, MTJ02] einige wenige Gro¨ßen durch eine modiﬁzierte
Notation beschrieben. Tabelle 3.1 listet die wesentlichen Unterschiede in kompakter
Form auf.
3.2 Verfahren der gemeinsamen Sendesignalerzeugung 77
[MBW+00] Meurer, M.; Baier, P. W.; Weber, T.; Lu, Y.; Papathanassiou, A.: “Joint transmission:
advantageous downlink concept for CDMA mobile radio systems using time division
duplexing”. IEE Electronics Letters, Bd. 36, 2000, S. 900–901.
78
Kap. 3 : Suboptimale lineare Verfahren der gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
3.2 Verfahren der gemeinsamen Sendesignalerzeugung 79
TD-CDMA Downlink:
Optimum Transmit Signal Design
Reduces Receiver Complexity and Enhances
System Performance
Michael Meurer, Paul Walter Baier, Yang Lu, Apostolos Papathanassiou, Tobias Weber
Research Group for RF Communications, University of Kaiserslautern
P.O. Box 3049, D–67653 Kaiserslautern, Germany
phone/fax: +49 631 205 2084/3612; e–mail: meurer@rhrk.uni–kl.de
Abstract— In the  rd Generation Partnership Project (3GPP)
Time Division CDMA (TD–CDMA) has been selected as the air in-
terface for the TDD (Time Division Duplexing) bands of  rd gen-
eration mobile radio systems (3G systems). In the case of TDD the
same channel impulse responses are valid for both uplink and down-
link. In state–of–the–art TD–CDMA characterized by joint data
detection (JD) this equality cannot be exploited for enhancing sys-
tem performance and reducing system complexity. In the paper a
novel TD–CDMA downlink transmission scheme is proposed. This
scheme is termed joint transmission (JT). It utilizes the knowledge
of the channel impulse responses gained by channel estimation at
the base station in such a way that at the mobile stations channel
estimators are no longer required and the computational expense of
data detection is dramatically reduced.
Keywords— TD–CDMA downlink, joint transmission, TDD in
3G systems, signal processing for wireless communications.
I. INTRODUCTION
T
D-CDMA is a promising air interface for third gen-
eration mobile radio systems (3G systems). Among
other advantages, TD-CDMA easily lends itself to the ap-
plication of joint detection (JD) [1], which, by eliminat-
ing intracell multiple access interference (MAI) and in-
tersymbol interference (ISI), considerably enhances sys-
tem performance [2] as compared to single user detection.
Thanks to its TDMA component, TD-CDMA is especially
suited for applications in unpaired frequency bands. No
wonder that TD-CDMA has been selected by 3GPP [3]
as the standard for the Time Division Duplexing (TDD)
mode of the 3G system International Mobile Telecommu-
nications 2000 (IMT-2000), and that also the Chinese 3G
air interface TD-SCDMA [4], where S stands for syn-
chronous, relies on time slotted CDMA. In the case of
TDD the same channel impulse responses are valid for
both the uplink and the downlink, if – and this is assumed
in what follows – the time elapsing between uplink and
downlink transmissions is sufficiently small compared to
the coherence time of the mobile radio channels. How-
ever, this equality of uplink and downlink channel im-
pulse responses cannot be exploited in state–of–the–art
TD-CDMA operation, which requires channel estimators
at the receivers of both the base stations (BS) and the mo-
bile stations (MS). This is true because the knowledge of
the channel impulse responses is needed for performing
JD. In this paper, a novel TD-CDMA downlink transmis-
sion scheme is proposed, which utilizes the knowledge of
the channel impulse reponses at the BS transmitter in such
a way that channel estimators are no longer required at
the receivers of the MSs. In addition, compared to con-
ventional TD-CDMA, the computational expense of data
detection in the MSs is dramatically reduced and simulta-
neously system performance is enhanced by this transmis-
sion scheme. The crux of the proposed approach consists
in determining at the BS one common transmit signal for
the service of all MSs which, after having passed the mo-
bile radio channels, at each MS yields the data sent for
this MS by simple filtering. The authors propose to term
this approach joint transmission (JT), because its rationale
is the inverse of the one followed in JD, where a received
signal common to all users is jointly processed at the re-
ceiver. In a way JT is related to known CDMA concepts
using transmit signals which originate by predistortion of
CDMA coded signals [5, 6]. However, JT is much more
general because the transmit signals are directly generated
and do not result by first generating and then distorting
CDMA coded signals.
The paper is structured as follows. In Section II the
signal transmission model of JT is developed. Section III
deals with data transmission and detection in TD-CDMA
systems utilizing JT. In Section IV a performance as-
sessment method of JT in TD-CDMA is proposed. This
method is applied in Section V, where simulation results
for an example scenario are presented. Finally, the paper
is concluded by Section VI. In the paper the time discrete
equivalent low–pass representation of signals is chosen.
Consequently, signals and channel impulse responses are
represented by complex vectors or matrices [1], which are
printed in bold face.
[MBL+00] Meurer, M.; Baier, P. W.; Lu, Y.; Papathanassiou, A.; Weber, T.: “TD-CDMA
downlink: Optimum transmit signal design reduces receiver complexity and enhan-
ces system performance”. Proc. 7th International Conference on Telecommunications
(ICT’00), Bd. 1, Acapulco, 2000, S. 300–305.
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II. SIGNAL TRANSMISSION MODEL
At the BS an array of K
a
transmit antenna elements
is utilized, whereas each MS  
k
, k      K, disposes
of a single element receiving antenna. For each MS this
situation can be modeled by a MS specific network with
K
a
input ports and a single output port, see Fig. 1. In this
network the channel impulse response
h
 k k
a

 
 
h
 k k
a


   h
 k k
a

W

T
 k      K
k
a
     K
a
(1)
of lengthW characterizes signal transmission between the
input of the transmit antenna element k
a
and the output
of the receiving antenna of MS  
k
. Into each of the K
a
transmit antenna elements a signal
s
 k
a

 
 
s
 k
a


   s
 k
a

S

T
 k
a
     K
a
 (2)
of length S is fed. The K
a
signals s ka of (2) can be
compiled to form the total transmit signal
s  
 
s
 
T
  s
 K
a

T

T
(3)
of length K
a
S. s of (3) represents the transmission of one
TDMA burst of TD–CDMA. With the channel impulse
responses h k ka of (1) the S W    S matrices
H
 k k
a

 
 
H
 k k
a

i j

 i       S W   
j       S
H
 k k
a

i j
 

h
 k k
a

i j
for   i  j   W
 otherwise
(4)
k      K k
a
     K
a
 (5)
can be formed. The K
a
matricesH k ka valid for a given
value k , that is for a given MS  
k
, can be arranged in an
    

 
      
    	 µ	 

 


 




Fig. 1. Network withK
a
input ports and one output port modeling the
channel between the inputs of the K
a
BS array elements and
the antenna output of MS  
k
S W    K
a
S
matrix
H
 k
 
 
H
 k 
   H
 k K
a


 k      K  (6)
Now, the signal originating in s of (3) and received at MS
 
k
becomes
e
 k
 H
 k
s k      K  (7)
The K received signals e k of (7) can be arranged in a
vector
e  
 
e
 
T
  e
 K
T

T
(8)
of length KS  W   , which is termed the total re-
ceived signal and corresponds to one TDMA burst of TD–
CDMA. The K matrices H k of (6) can be arranged in
the KS W    K
a
S matrix
H  
 
H
 
T
  H
 K
T

T
 (9)
Then, the total received signal of (8) can be concisely ex-
pressed as
e  H s  (10)
Note that the signal e of (10) cannot be observed at a sin-
gle MS. It consists of K sections e k, see (8), which are
received at the K different MSs.
III. DATA TRANSMISSION AND DETECTION
In Section II no specifications concerning the compo-
nent values s ka
s
, s       S, k
a
     K
a
, of the trans-
mit signals s ka of (2), and, consequently, the compo-
nent values of the total transmit signal s of (3) were es-
tablished. Now, these signals shall be determined in such
a way that data transmission from the BS to the MSs  
k
,
k      K, can be performed. It is assumed that per
burst N data symbols have to be transmitted from the BS
to each MS  
k
, k      K. The data symbols for MS  
k
are arranged in the data vector
d
 k
 
 
d
 k

   d
 k
N

T
 k      K  (11)
The K data vectors d k are put together to form the total
data vector
d  
 
d
 
T
  d
 K
T

T
  d

   d
KN

T (12)
of length KN .
In the downlink of conventional TD–CDMA [1] one
of K CDMA codes
c
 k
 
 
c
 k

   c
 k
Q

T
 k      K  (13)
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of length Q is uniquely assigned to each MS  
k
,
k      K, with all K CDMA codes c k, k      K,
constituting an orthogonal set. Then, in the case of
AWGN transmission, the optimum linear detector at each
MS  
k
would consist of a filter matched to the CDMA
code ck. As a main feature of the proposed scheme JT
this simple and unexpensive detector shall be maintained
also if the radio channels are no longer AWGN channels,
but show multipath behaviour, and if antenna arrays are
employed at the BSs. Nevertheless, it shall be required
like in the case of employing JD that ISI and intracell
MAI do not occur at the detector outputs. In what fol-
lows it will be shown that these goals can be achieved by
properly designing the total transmit signal s of (3). Like
in conventional TD-CDMA [2], the length of the signals
s
 k
a
 of (2) is assumed to be
S   QN  (14)
Consequently, the lenght of s of (3) becomes
K
a
S   K
a
QN  (15)
As mentioned above, it is required that filtering of the
signal e k of (7) received by MS  
k
with a filter matched
to CDMA code c k yields the data vector d k of (11)
intended for MS  
k
. With the CDMA codes c k of (13)
the CDMA code matrix
C   blockdiag
h
C
 
  C
 K
i
(16)
with
C
 k
 
 
C
 k
i j

 i       S W   
j      N k      K (17)
C
 k
i j
 

c
 k
i Q j 
for   i Qj     Q
 else
can be established. Using this matrix, said filtering of the
received signals e k is equivalent to forming the matrix–
vector–product C Te with e of (10). Then, the require-
ment that filtering of e k of (7) yields the data vectors
d
 k of (11) at Ms  
k
can be expressed in the form
C
 T
e

  d  (18)
Substituting (10) in (18) and introducing the KN 
K
a
QN matrix
B   C
 T
H (19)
which is termed system matrix yields
B s   d  (20)
In the BS transmitter the system matrix B as well as the
total data vector d to be transmitted are known. Conse-
quently, (20) can be considered as a system of equations
by the solution of which the unknown components of s
can be determined. According to (15) the number of un-
knowns in this system of equations is equal to K
a
QN .
On the other hand, the number of equations is equal to the
numberKN of elements of d of (12). In what follows we
assume
K
a
QN  KN  (21)
which is also a reasonable requirement in conventional
TD–CDMA employing JD in order to keep the SNR–
degradation sufficiently low [7]. (21) means that the sys-
tem of equations given by (20) is under–determined, and,
consequently, has infinitely many solutions s. The solu-
tion of minimum energy ksk is obtained by setting
s   B
 T
 
BB
 T


d (22)
[8]. This solution is favoured in this paper, because it is
optimum in the sense that the transmit power and, con-
sequently, multiple access interference are minimized. In-
terestingly, to each component d
i
of d of (12) corresponds
a partial transmit signal s i. In order to determine s i
we introduce the partial data vector d i of length KN ,
the components of which are all zero with the exception
of the ith component, which is equal to the ith component
d
i
of d, see (12). Then, we obtain
s
 i
  B
 T
 
BB
 T


d
 i
 (23)
and the total transmit signal can be written as
s  
KN
X
i
s
 i
 (24)
IV. PERFORMANCE ASSESSMENT OF JOINT
TRANSMISSION TD–CDMA
As shown in Section III, the complexity of the TD–
CDMA receivers in the MSs is greatly reduced if JT is ap-
plied instead of JD. However, besides receiver complexity
also system performance is an important issue when com-
paring JT and JD in a fair manner. As the basis for such
a comparison the average transmit energies per TDMA
burst required in both cases for obtaining the same SIR
(Signal to Interference Ratio) at the detector outputs are
suited. In this comparison the following assumptions are
made:
 For the elements of the data vector d of (11) holds
kd
i
k    k      KN  (25)
82
Kap. 3 : Suboptimale lineare Verfahren der gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
  For the elements of the CDMA codes c k of (13) holds
kc
 k
q
k     q      Q  k      K  (26)
  From TDMA burst to TDMA burst the total data vector
d of (11) fluctuates in such a way that the data symbols
d
i
are all statistically independent of each other.
  The channel impulse responses h k ka of (1) are sub-
ject to stationary fast fading, whereas slow fading is
eliminated by transmit power control.
  Intercell MAI at the receiver inputs of the MSs is mod-
elled as uncorrelated complex Gaussian noise with the
same variance  of real and imaginary part at all MSs

k
, k      K.
Under the above assumptions we obtain the SIR

JT
 

Q

(27)
at the outputs of the filters utilized, according to (18), as
detectors in the case of JT at the MS receivers. In order
to determine the average transmit energy T
JT
per TDMA
burst required to obtain the SIR of (27), first the channel
impulse responses h k ka of (1) are kept fixed, and aver-
aging is performed only with respect to the data vectors d
of (11). Due to the assumed statistical independence of the
data symbols d
i
the average energy of the total transmit
signal s of (22) is equal to the sum of the average energies
of the partial transmit signals s i of (23). Therefore, with
E
d
fg symbolizing averaging with respect to the fluctuating
d of (11), we obtain for the average energy T
JT
of s

T
JT
 


E
d
 
s
T
s

 


KN
X
i
E
d
n
s
 iT
s
 i
o
 (28)
Due to (28) the energies of the partial transmit signalss i
do not fluctuate and are given by the corresponding diag-
onal elements of the matrix

B
T

BB
T



T
B
T

BB
T


 


BB
T



T
 (29)
Then, with  
i i
designating the ith diagonal element of
the matrix in brackets, (28) can be rewritten in the form

T
JT
 


KN
X
i


BB
T



i i
 (30)
Now, an additional averaging with respect to the channel
impulse responses h k ka, see (1), of the fast fading chan-
nels is performed, which is symbolized by E
h
fg. Then we
finally obtain from (30) the average transmit energy
T
JT
  E
h
n

T
JT
o
 


KN
X
i
E
h



BB
T



i i

(31)
per burst of TD–CDMA employing JT.
The usual TD–CDMA downlink transmission scheme
when utilizing conventional JD is shown in Fig. 2 [9].
With d k of (11) and c k of (13) the convolution prod-
ucts d k   c k are formed at the BS. Each of these prod-
ucts is fed to a power amplifier of power gain g k. The
output signal of each of these amplifiers is put into one of
the K input ports of a weighting network with K
a
output
ports. At each output port k
a
, k
a
     K
a
, of this net-
work a linear combination of the K input signals appears,
which is then passed to the transmit antenna element k
a
,
k
a
     K
a
. The K
a
linear combinations are deter-
mined by the K signal specific weight vectors
w
 k
 

w
 k

   w
 k
K
a

  k      K   (32)
with each weight vector being assigned to one of the si-
gnals d k   c k generated and then amplified at the BS.
The K
a
signals fed into the transmit antenna elements are
then radiated to each of the K MSs 
k
, k      K, via a
network as shown in Fig. 2. A method to advantageously
determine the weight vectors w k of (32) is presented in
[9].
As shown in [9] the transmission from the BS to MS

k
can be described by a system matrix  A k which is
determined by the CDMA codes c k, k      K, of
(13), the power gains g k, k      K, the weight vec-
tors w k, k      K and the K
a
channel impulse re-
sponses h k ka, k
a
     K
a
, of (1). With  A k and d
of (12) the signal generated at the antenna of MS 
k
by
the BS can be expressed as [9]
e
 k
 
 
A
 k
d  (33)
The system matrix for the special case that all power gains
g
 k
, k      K, are set to  is termed A k.
With

 k
 


A
 k
T
A
 k



intN k  intN k
(34)
the SIR of the estimate d
 k
of the data vector d k desired
at the JD output of MS 
k
can be well approximated by
the expression [7]

 k
JD
 
g
 k



 k
 (35)
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Fig. 2. TD-CDMA downlink transmission scheme suited for utilizing
conventional JD at the MS receivers
In (35) it is assumed that the SNR degradations [7], which
are slightly different for the data symbols in d k are re-
placed by the SNR degradation valid for the central data
symbols of the TDMA burst.
As mentioned earlier in this section, JT and JD shall
be compared based on equal SIRs at the detector outputs.
Therefore,   k
JD
of (35) has to be brought to the value of
 
 k
JT
of (27) by choosing the values
g
 k
 

Q

 k (36)
for the power gains. With (36) the energy transmitted by
the BS to serve MS 
k
is [9]
T
 k
 


Ng
 k
c
 k T
c
 k
w
 k T
w
 k
 
N
Q

 k
c
 k T
c
 k
w
 k T
w
 k
 (37)
From (37) follows the total transmit energy

T
JD
 
K
X
k
T
 k (38)
and the average transmit energy
T
JD
  E
h
n

T
JD
o
 
N
Q
K
X
k
c
 k T
c
 k
w
 k T
w
 k
E
h
n

 k
o
(39)
per TDMA burst in the case of JD.
The average transmit energies T
JT
of (31) and T
JD
of
(39), respectively, required to obtain the same SIRs at the
detector outputs when applying JT and JD, respectively,
are suitable measures of the performance of these two
transmission schemes. In Section V T
JT
and T
JD
will
be determined by simulations for an example scenario.
V. SIMULATION RESULTS
As a basis for a fair comparison of time slotted CDMA
employing JT and JD, respectively, the total transmit ener-
gies T
JT
of (28) and T
JD
of (38) required in both cases for
obtaining the same SIR of (27) at the detector outputs will
be determined. For the simulations the same assumptions
as already described in Section IV are made. Further, the
BS is equipped with a single antenna, that isK
a
is equal to
1 and w k

  , k      K. The channel model utilized
for the simulations is the well known rural area channel
model (RA) proposed in [10].
For each possible realization of the channel impulse
responses h k ka according to (1), a corresponding total
transmit energy T
JT
for JT and T
JD
for JD, respectively,
can be determined. For N    and Q   , Fig. 3
shows the cumulative distribution function (CDF) of T
JT
and T
JD
, respectively, if the channel impulse responses
h
 k k
a
 are randomly varied according to the RA chan-
nel model. The number K of served MSs is chosen be-
tween 2 and 8. In order to fairly compare T
JT
and T
JD
for several K, the total transmit energies depicted in Fig.
3 are normalized by the total number of transmitted data
symbols. That is, the transmit energies T
JT
NK and

T
JD
NK per data symbol are considered. Evidently,
for both, JT and JD, the transmit energies T
JT
NK and

T
JD
NK per data symbol increase with increasing K.
In the case of JT, this effects directly results from (20).
With increasing K, the number of individual equations
in (20), that is the number of restrictions for s, also in-
creases while the number of unknowns is fixed. Conse-
quently, as the minimization of the energy ksk of the
total transmit signal s has to be performed with regards
to the increasing number of restrictions for s, that is the
algorithm for determining s has less degrees of freedom
to minimize ksk, the achieved minimum energy for s
according to (22) also increases. For JD, the increasing
transmit energy T
JD
NK per data symbol results from
the increasing SNR-degradation [7].
When comparing JT and JD for a fixed K, almost no
differences between JT and JD can be observed if K   
orK    . ForK    andK   	, JD is slightly superior
to JT with respect to the transmit energy per data symbol.
Fig. 4 shows the average transmit energies
T
JT
NK and T
JD
NK per data symbol with N  
 and Q    depending on the number K of MSs.
As already depicted in Fig. 3, for K    and K   ,
T
JT
NK and T
JD
NK are very similar. In the case
of K    and K   	, respectively, JT needs a slightly
higher transmit energy T
JT
NK per data symbol than
84
Kap. 3 : Suboptimale lineare Verfahren der gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
0,00 0,02 0,04 0,06 0,08 0,10 0,1210
-3
10-2
10-1
100
K = 8
K = 6
    Joint Detection
    Joint Transmission
K = 4
K = 2
  NK
P
r
o
b
n

T
 
 
o
Fig. 3. CDF Prob
n
 
T   
o
of  T   T
JD
and  T   T
JT
;
N  , Q  , channel model RA
0 2 4 6 8 10
0,00
0,02
0,04
0,06
0,08
0,10
0,12
0,14
    Joint Detection
    Joint Transmission
number K of MSs
T
 

N
K

Fig. 4. Average transmit energy T  T
JD
of JD and T  T
JT
of
JT;N  , Q  , channel model RA
JD which can for example be characterized by the ratio
T
JT
 T
JD
  for K  .
VI. CONCLUSIONS
In this paper a novel downlink scheme for time slotted
CDMA is proposed, which utilizes the knowledge of the
channel impulse responses at the BS transmitter in such
a way that at the receivers of the MSs channel estimators
are no longer required. Consequently, the computational
expense of the data detection is dramatically reduced. Be-
sides to lower receiver complexity, the presented scheme
simultaneously enhances the system capacity, because no
system resources are spent for the transmission of training
signals.
When comparing JT with the state-of-the-art concept
JD, it can be shown that the necessary average transmit
energies of both schemes for obtaining the same SIR at
the detector outputs are very similar. Only for K  
and K  , respectively, the average transmit energy for
JT is slightly higher than the average transmit energy for
JD. This is the low prize which must be paid for the sim-
ple receiver structure and enhancement of system capac-
ity when applying JT as mentioned before. Overall, the
advantages of JT predominate very much. JT is a very at-
tractive approach for the downlink of time slotted CDMA.
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Abstract   In the  
rd
Generation Partnership
Project  GPP Time Division CDMA TDCDMA
has been selected as the air interface for the TDD
Time Division Duplexing bands of  
rd
generation
 G mobile radio systems  In the case of TDD the
same channel impulse responses are valid for both the
uplink and the downlink In stateoftheart TD
CDMA characterized by joint data detection JD
this equality cannot be exploited for enhancing sys
tem performance and reducing system complexity In
the paper a novel TDCDMA downlink transmission
scheme is proposed This scheme is termed joint
transmission JT It utilizes the knowledge of the
channel impulse responses gained by channel estima
tion at the base station in such a way that channel
estimators are no longer required at the mobile sta
tions and the computational expense of data detection
is dramatically reduced The scheme easily lends itself
to the utilization of multielement transmit antennas
Further its application is not restricted to systems of
the type TDCDMA
I  Introduction
TDCDMA  is based on time slotted CDMA  which utilizes
a combination of the basic multiple access schemes FDMA 
TDMA and CDMA  and is a promising air interface for third
generation G mobile radio systems This air interface has
been selected by GPP  as the standard for the Time Divi
sion Duplexing TDD mode of the G system International
Mobile Telecommunications  IMT Also the Chi
nese G air interface TDSCDMA  relies on time slotted
CDMA and TDD and is closely related to TDCDMA In the
case of TDD the same channel impulse responses are valid for
both the uplink and the downlink  if  and this is assumed in
what follows  the time elapsing between uplink and downlink
transmissions is suciently small compared to the coherence
time of the mobile radio channels This equality of uplink and
downlink channel impulse responses cannot be exploited in
stateoftheart TDCDMA   which requires channel esti
mators at the receivers of both the base stations BS and the
mobile stations MS This is true because the knowledge of
the channel impulse responses is needed for performing joint
detection JD   which is the preferred detection scheme in
conventional TDCDMA  because JD completely eliminates
intracell multiple access interference MAI and intersymbol
interference ISI  In this paper  a novel downlink transmis
sion technique for TDCDMA is proposed  which needs chan
nel estimators only in the uplink receivers and which for the
downlink transmission utilizes the knowledge of the channel
impulse reponses at the BS transmitter in such a way that
channel estimators are no longer required at the receivers of
the MSs In addition  compared to conventional TDCDMA
characterized by using JD  the computational expense of data
detection in the MSs is dramatically reduced  and simultane
ously system performance  especially capacity  is enhanced by
this transmission scheme The crux of the proposed scheme
consists in determining one common transmit signal at each
BS for the service of all MSs to be supported by this BS 
which  after having passed the mobile radio channels  at each
MS yields the data sent for this MS by simple linear ltering
with a time invariant lter The authors term this approach
joint transmission JT Its rationale is the inverse of the one
follow
ed in JD  where a received signal common to all users
is jointly processed at the receiver in order to obtain the data
sent by the individual transmitters In a way JT is related to
known CDMA concepts using transmit signals which originate
by predistortion of CDMA coded signals under consideration
of the known channel impulse responses 	         How
ever  JT is more general  because the transmit signals are
directly generated and do not result by rst generating and
then distorting CDMA coded signals Therefore  the applica
tion of the proposed scheme JT is not restricted to time slotted
CDMA systems  but is also applicable to other systems which
have a TDMA component
The paper is structured as follows In Section II the si
gnal transmission model of JT is developed Section III deals
with data transmission and detection in a general downlink
system utilizing JT In Section IV the application of JT in
the TDCDMA downlink is considered The topic of Section
V is a brief performance assessment of JT in TDCDMA Fi
nally  the paper is concluded by Section VI In the paper the
time discrete equivalent lowpass representation of signals is
chosen Consequently  signals and channel impulse responses
are represented by complex vectors or matrices   which are
printed in bold face
II  Signal Transmission model
At the BS an array of K
a
transmit antenna elements is uti
lized  whereas each MS  
u
  u      U   disposes of a one
element receiving antenna For each MS this situation can be
modeled by a MS specic network with K
a
input ports and
a single output port  see Fig  In this network the channel
impulse response
h
 u k
a


 
h
 u k
a


   h
 u k
a

W

T
 u      U
k
a
     K
a

of length W characterizes signal transmission between the in
put of the transmit antenna element k
a
and the output of the
receiving antenna of MS  
u
 Into each of the K
a
transmit
[BMWT00] Baier, P. W.; Meurer, M.; Weber, T.; Tro¨ger, H.: “Joint transmission (JT), an alterna-
tive rationale for the downlink of time division CDMA using multi-element transmit
antennas”. Proc. IEEE 6th International Symposium on Spread Spectrum Techniques
& Applications (ISSSTA’00), Bd. 1, Parsippany, 2000, S. 1–5.
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antenna elements a signal
s
 k
a

 
 
s
 k
a


      s
 k
a

S

T
 k
a
         K
a
 
of length S is fed The K
a
signals s
 k
a

of  can be compiled
to form the total transmit signal
s  
 
s
 
T
      s
 K
a

T

T

of length K
a
S s of  represents the transmission of one
TDMA burst With the channel impulse responses h
 u k
a

of
 the S W    S matrices
H
 u k
a

 
 
H
 u k
a

i j

 i          S W   
j          S
H
 u k
a

i j
 

h
 u k
a

i j
for   i  j   W
 otherwise
	
u          U k
a
         K
a
 

can be formed The K
a
matrices H
 u k
a

valid for a given
value u that is for a given MS 
u
 can be arranged in an
S W    K
a
S matrix
H
 u
 
 
H
 u 
      H
 u K
a


 u          U   
Now the signal originating in s of  and received at MS 
u
can be represented by a column vector
e
 u
 H
 u
s u          U 
of length S W    The U received signals e
 u
of  can
be arranged in a vector
e  
 
e
 
T
      e
 U
T

T

of length US W    which is termed the total received
signal and corresponds to the reception of one TDMA burst
The U matrices H
 u
of  can be arranged in the US 
W    K
a
S matrix
H  
 
H
 
T
     H
 U
T

T
 
    

 
      
    	 µ	 

 


 




Fig   Network with K
a
input ports and one output port mod
eling the channel between the inputs of the K
a
BS array
elements and the antenna output of MS  
u
which is termed channel matrix In the case of time variant
channels the elements ofH
are nonconstant When designing
a system it should be taken care that the correlation duration
of the channels is suciently larger than the duration of the
TDMA bursts With H of  the total received signal of 
can be concisely expressed as
e  H s   
Note that the whole signal e of  cannot be observed at
a single MS It consists of U received partial signals e
 u
 see
 with each of these signals being received only at the cor
responding MS 
u

III  Data transmission and detection
General case
In Section II the component values s
 k
a

s
 s          S k
a
 
       K
a
 of the transmit signals s
 k
a

of  and therefore
the component values of the total transmit signal s of  have
not yet been specied In this section these values shall be
determined in such a way that data transmission from the BS
to the MSs 
u
 u          U  can be performed It is assumed
that per TDMA burstN
u
data symbols have to be transmitted
from the BS to the MS 
u
 u          U  The N
u
data symbols
meant for MS 
u
are arranged in the data vector
d
 u
 
 
d
 u

      d
 u
N
u

T
 u          U   
The U data vectors d
 u
of  are put together to form with
the total number
N
t
 
U
X
u
N
u

of data symbols the total data vector
d  
 
d
 
T
     d
 U
T

T
 

d

      d
N
t

T

of length N
t
 With s of  d of  and a K
a
SN
t
matrix
M to be determined in what follows the linear modulation
process to be performed at the transmitter can be represented
by a matrixvector operation
s  M d  	
The matrix M is termed modulator matrix and has to be
known at the transmitter as a prerequisite for performing
modulation
In order to perform data detection at the MS 
u
a N
u

S W    matrix D
 u
is multiplied by the partial signal
e
 u
 see  received at this MS The matrix D
 u
has to be
a priori agreed upon by the BS and MS 
u
 Therefore D
 u
can be assumed to be known both at the transmitter and the
receiver However a great variety of possibilities to choose
this matrix exists This implies a high degree of freedom to
the system designer and nding optimum matrices D
 u
is a
challenge for further research One of the possibilities to chose
the matricesD
 u
is considered in Section IV Concerning the
total transmit signal s of  this signal has to be chosen such
that said matrixvector multiplication yields the desired data
vector d
 u
free from ISI and intracell MAI that is
d
 u
 D
 u
e
 u
 u          U  

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Fig   Structure of the detector matrix D for the example given by 
Substituting   in   yields
d
 u
D
 u
H
 u
s  u      U  
The U matrices D
 u
  u      U  can be put together to form
the N
t
  U S 	W  
 matrix
D  blockdiag
h
D
 
  D
 U
i
 
which is termed detector matrix As an example the special
case
S 	W      U    N

   N

   N

   
is briey considered In this case the detector matrix takes
the form illustrated in Fig 
With the matrix D of   and the matrix H of   the
matrix
B D H  
can be established which is termed system matrix Because
both D and H are known at the transmitter this is also true
for B of   With B the U matrixvector equations given by
  can be put together to the single matrixvector equation
d  B s  
In   B and d are known at the transmitter Therefore  
can be considered as a system of equations by the solution of
which the modulator matrixM appearing in   and based
on d of   the component values of the total transmit signal
s of   can be determined
In   the total number of equations is N
t
and the total
number of unknowns is K
a
S When determining the mod
ulator matrix M and the component values of s the three
cases
N
t
S K
a
S   
have to be distinguished If  holds in   the system of
equations   is underdetermined and has innitely many
solutions s One possible solution is in this case
s  B
 T
 
B B
 T


 z 
M
d  
This is the solution of minimum energy ks
k

 
 and is
optimum in the sense that the transmit power and conse
quently the multiple access interference caused by each BS in
the cellular system are minimized
If  is true in   the system of equations   is de
termined and has the unique solution
s  B

z
M
d  
Finally if  is true in   the system of equations  
is overdetermined and can be in the Gaussian sense approx
imately solved by
s 
 
B
 T
B


B
 T
 z 
M
d  
By   to   the problem posed by   concerning the
determination of the modulator matrixM has been solved
In Fig  the conventional transmission scheme which for
instance is applied in conventional TDCDMA and the novel
transmission scheme JT are compared with each other As
shown in Fig a and b in both cases the transmission is de
termined by the three processes modulation transmission over
the mobile radio channel and detection which are described
by the matrices M  H and D respectively Prior to detec
tion a noise signal given by a vector n of length U S	W 
and representing thermal noise and intercell MAI is fed into
the system At the detector output an estimate

d of the total
data vector d of   is obtained
In the well known case of conventional transmission see
Fig a the modulator matrixM is a priori given and deter
mines together with the channel matrixH the systemmatrix


A H M   
The detector matrix is derived from A of   and takes for
instance the form 

D 
 
A
 T
A


A
 T
   
if zero forcing linear equalization is utilized If a multielement
antenna is applied at the BS that is K
a
  the antenna
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Fig   Transmission schemes
a conventional used e g  in stateoftheart TDCDMA
b novel scheme joint transmission JT
weights have to be included in the channel matrix  see eg
 In the considered downlink situation only a section A
 u
of the matrix A of  and only a section e
 u
of the total re	
ceived vector e of 
 are available at each MS  
u
  u      U 
This has to be considered  if the system shall be modeled in a
realistic way
In the case of JT the detector matrix D is a priori given
and determines  together with the channel matrixH  the sys	
tem matrix B of  The detector matrix D is chosen for
instance according to 
IV  Data transmission and detection
Special case TDCDMA
Now
N
u
 N  u      U 
is assumed In the downlink of conventional TDCDMA 
one of U CDMA codes
c
 u

 
c
 u

   c
 u
Q

T
 u      U  

of length Q is uniquely assigned to each MS  
u
  u      U  
with all U CDMA codes c
 u
  u      U   constituting an
orthogonal set Then  in the case of AWGN channels  the
optimum linear detector at each MS  
u
would consist of a
lter matched to the CDMA code c
 u
 As a main feature of
the proposed scheme JT in connection with TDCDMA 
this simple and inexpensive detector shall be maintained also
if the radio channels are no longer AWGN channels  but show
multipath behaviour Nevertheless  it shall be required like
in the case of employing JD that ISI and intracell MAI do
not occur at the detector outputs Like in conventional TD	
CDMA   the length of the K
a
signals s
 k
a

of  is assumed
to be
S  QN  
Consequently  the lenght of s of  becomes
K
a
S  K
a
QN  
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N 	  Q 	  channel model RA 
As shown in  the matrix D of   which appears in
  now takes the form
D  blockdiag
h
C
 
  C
 U
i
 T

with
C
 u
D
 u
 T

and
C
 u

 
C
 u
i j

 i      S W  
j      N u      u 
C
 u
i j


c
 u
iQ j
for   iQj    Q
 else
According to  the number of unknowns in the system of
equations  is equal to K
a
QN  On the other hand  the
number of equations is equal to the number UN of elements
of d of  In what follows we assume
K
a
QN  UN  
which is also a reasonable requirement in conventional TD
CDMA employing JD in order to keep the SNRdegradation
suciently low   means that the system of equations
given by  is underdetermined
V  Performance Assessment of Joint
Transmission in TDCDMA
As shown in Section IV  the complexity of the TDCDMA re	
ceivers in the MSs is greatly reduced if JT is applied instead of
JD However  besides the receiver complexity also the system
performance is an important issue when comparing JT and
JD in a fair manner As the basis for such a comparison the
average transmit energies T
JT
and T
JD
  respectively  required
per symbol in each case for obtaining the same SIR Signal to
Interference Ratio at the detector outputs are suited In this
comparison the following assumptions are made
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  For the elements of the data vector d of   holds
kd
i
k    i      UN   
  For the elements of the CDMA codes c
 u
of   holds
kc
 u
q
k    q      Q  u      U   
  From TDMA burst to TDMA burst the total data vec	
tor d of   
uctuates in such a way that the data sym	
bols d
i
are all statistically independent of each other
  The channel impulse responses h
 u k
a

of   are sub	
ject to stationary fast fading whereas slow fading is
eliminated by transmit power control
  Intercell MAI at the receiver inputs of the MSs is mod	
elled as uncorrelated complex Gaussian noise with the
same variance 

of real and imaginary part at all MSs

u
 u      U 
The average transmit energies T
JT
and T
JD
cannot be deter	
mined in closed form but have to be determined by simula	
tions Up to now simulation results for the following case are
available 
  Only one antenna element is utilized at the BS that is
K
a
is equal to 
  The well known rural area  RA channel model pro	
posed in  is chosen
  The length Q of the CDMA codes c
 u
is  and N
equal to  symbols are transmitted per burst and MS
In Fig  the average required transmit energies T
JD
and T
JT
are depicted versus the number U of MSs For U equal to
 and  the values of T
JT
and T
JD
are very similar In the
cases U equal to  and  JT needs a slightly higher transmit
energy per data symbol than JD This increase of the required
transmit energy can for example be characterized by the ratio
T
JT
T
JD
equal to  in the case U equal to 
VI  conclusions
A novel scheme joint transmission  JT for the downlink of
mobile radio systems employing TDD is proposed which uti	
lizes the knowledge of the channel impulse responses at the
BS transmitter in such a way that at the receivers of the MSs
channel estimators are no longer required Consequently the
computational expense of the data detection is dramatically
reduced Besides a lower receiver complexity the presented
scheme simultaneously enhances the system capacity because
no system resources have to be spent for the transmission
of training signals JT is especially suited for time slotted
CDMA systems like TDCDMA and easily lends itself to the
application of multi	element transmit antennas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Kap. 3 : Suboptimale lineare Verfahren der gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
A novel generalized optimization criterion for
transmit signal design in Joint Transmission (JT)
multiuser downlinks
M. Meurer, H. Tro¨ger, C.A. Jo¨tten
Research Group for RF Communications, University of Kaiserslautern,
P.O. Box 3049, D–67653 Kaiserslautern, Germany
e–mail: meurer@rhrk.uni-kl.de
Abstract— Joint Transmission (JT), a novel downlink transmission
scheme, was introduced and described in recent papers. The crux of JT
consists in exploiting channel state knowledge at the base stations to jointly
generate a common transmit signal for the support of all mobile terminals,
with the aim to directly eliminate intersymbol interference and intracell
multiple access interference while transmitting. The transmit signal de-
sign process offers further degrees of freedom for transmit signal opti-
mization, which have only been insufficiently exploited yet. In this paper
a generalized more sophisticated approach to transmit signal optimiza-
tion is presented and demonstrated how to adapt the JT transmit signal
design process correspondingly. A discussion of application aspects and
exemplary numerical results completes the paper.
I. INTRODUCTION
The conventional downlink transmission scheme in multi-user
radio systems with multi-element transmit antennas can be
characterized as follows [1]:
  In the base station (BS) the data to be transmitted to the mo-
bile terminals (MTs) are modulated onto carrier signals ac-
cording to an a priori determined modulation scheme, which
also includes symbol mapping and, in the case of CDMA,
spectral spreading.
  The modulated carrier signals are subject to antenna element
specific and MT specific weighting, which can be consid-
ered as a part of the modulation, and then fed to the transmit
antenna elements (AEs).
  At the MTs the received signals are demodulated with the
goal to obtain estimates as accurate as possible of the trans-
mitted data. The demodulators to be utilized result a posteri-
ori from the modulation scheme chosen at the BS and from
the impulse responses of the channels between the transmit
AEs and the MTs.
This conventional approach to downlink transmission has the
following disadvantages:
  The demodulators at the MTs need estimates of the channel
impulse responses. This requires the transmission of training
signals, which unfortunately consume part of the transmis-
sion capacity, and the implementation of rather expensive
channel estimators at the MTs.
  The a posteriori determined demodulators may turn out to
be rather complex, especially if the modulation comprises
spectral spreading in the sense of CDMA, see for instance
[1].
In [2, 3, 4, 5] an alternative rationale for downlink trans-
mission termed Joint Transmission (JT) was presented, which
is capable of avoiding the mentioned disadvantages. As ex-
plained in more detail in [2, 3, 4, 5], the term JT was chosen,
because one common transmit signal for the support of all MTs
is jointly generated at the BS. The crux of JT consists in
  setting out from a priori selected low cost demodulators,
  determining the modulator in the BS a posteriori based on
the properties of the selected demodulators and the channel
impulse responses, which are assumed to be known at the BS,
in such a way that intersymbol interference (ISI) and intracell
multiple access interference (MAI) are totally eliminated.
The knowledge of the channel impulse responses required at
the BS in the case of JT can be assumed to be available – at
least approximately – if we consider radio systems employing
the duplexing scheme Time Division Duplex (TDD). In such
systems the same channel impulse responses are valid for both
the uplink and the downlink, which means that the channel im-
pulse response estimates obtained at the BS as a prerequisite
for uplink reception can be also utilized to perform JT in the
downlink. Consequently, JT would be especially suited for the
downlink of radio transmission systems employing TDD. In
JT the transmit signal design ist based on channel state knowl-
edge. In this sense JT is related to transmit signal preprocessing
schemes published in [6, 7] for fixed wired transmission and in
[8, 9, 10, 11, 12] for wireless transmission.
Besides to the elimination of ISI and MAI, JT offers the
possibility to take further transmit signal optimization crite-
ria into account while generating the common transmit signal.
Whereas in [2, 3, 4, 5] only transmit signal energy minimiza-
tion is pursued, in this paper, a novel generalized optimization
criterion is presented and it is demonstrated how to incorpo-
rate this critrion into the JT transmit signal design. The pa-
per is structured as follows: In Section II the basics of JT are
briefly recapitulated in order to conveniently familiarize the
reader with the contents of [2, 3, 4, 5] to a degree which is
sufficient to follow the reasoning of this paper. In Section III a
generalized optimization criterion for transmit signal design is
proposed, and it is demonstrated how to adapt the JT transmit
signal design process correspondingly. Transmit signal opti-
mization with respect to the spatial characteristics of the radi-
ated transmit signal in general is the topic of Section IV, and in
Section V some special cases are considered. Section VI deals
with application aspects of the proposed schemes for transmit
signal design. In Section VII the results of an exemplary sys-
tem evaluation are presented. Finally, Section VIII concludes
the paper. In the paper the time discrete equivalent low-pass
representation of signals is chosen. Consequently, signals and
channel impulse responses are represented by complex vectors
or matrices [13], which are printed in bold face.
[MTJ02] Meurer, M.; Tro¨ger, H.; Jo¨tten, C. A.: “A novel generalized optimization criterion
for transmit signal design in joint transmission (JT) multiuser downlinks”. Proc. 9th
International Conference on Telecommunications (ICT’02), Bd. 1, Peking, 2002, S.
26–31.
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Fig. 1. Downlink multiple input/multiple output (MIMO) channel
of a multi-user radio system with a multi-element transmit
antenna.
II. BASICS OF JT
Fig. 1 shows the downlink multiple input/multiple output
(MIMO) channel of a multi-user radio system with a multi-
element transmit antenna. The BS equipped with  
 
transmit
AEs supports   MTs 
 
        , which possess a sin-
gle element receive antenna each. The  
 
AEs at the BS are
assumed to be perfectly decoupled. In the structure shown in
Fig. 1 the AE specific channel impulse responses [2, 3, 4, 5]
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 (1)
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
of dimension  characterize the signal transmission between
the input of the transmit AE 
 
 
 
      
 
, and the out-
put of the receiving antenna of MT 
 
        . It is as-
sumed that  data symbols have to be transmitted to each MT

 
        . The data symbols for MT 
 
are arranged in
the column vector
 
 
 
 

 

   
 



         (2)
of dimension  termed partial data vector. In total


    (3)
data symbols have to be transmitted to the ensemble of  MTs.
The stack
   
 
 


   




 
 


   




(4)
of the  partial data vectors            , of (2) is termed
the total data vector, which has the dimension 

, see (3).
In the BS, based on   a partial transmit signal    
 
 
    
 
, of dimension	 is generated for each of the 
 
trans-
mit AEs by a process termed modulation. If these  
 
partial
transmit signals    
 
      
 
, are compiled to the to-
tal transmit signal
  
 



   

 




 
 



   


 



(5)
of dimension  
 
	, then, in the case of linear modulation, the
process of modulation can be described by the  
 
	   

modulator matrix  , which still has to be determined. With
the modulator matrix  and   of (4) for the total transmit
signal
     (6)
follows. Due to the transmission of  of (6) a partial received
signal   of dimension 	 arrives at each MT 
 
   
    , [2, 3, 4, 5]. The   partial received signals      
    , can be stacked to form the total received signal
  
 



   




(7)
of dimension  	. As shown in [2, 3, 4, 5] the par-
tial channel convolution matrices           , of di-
mension 	   
 
	 can be obtained by properly ar-
ranging the AE specific channel impulse responses     of
(1), and the matrices    can be composed to form the total
channel convolution matrix of dimension  	 
 
 
	. Then, in the case of absence of disturbing noise at the
receiver inputs, the total received signal of (7) can be expressed
as [2, 3, 4, 5]
    (8)
At each MT 
 
the corresponding partial received signal  
is demodulated with the goal to obtain the corresponding par-
tial data vector   . In the case of a linear demodulator the
demodulation process at MT 
 
can be described by a demod-
ulator matrix  of dimension  	 [2, 3, 4, 5]:
 
 
 
 

 
         (9)
(9) implies the requirement already formulated in Section I that
the data vector    of (2) intended for MT 
 
is detected with-
out ISI and intracell MAI.
By combining the   modulator matrices   ,        ,
the total demodulator matrix
   blockdiag



  


(10)
of dimension 

   	 is obtained. With (10) we
can stack the  equations of (9) and obtain under consideration
of (8) the single equation
       
  

 (11)
As already mentioned, in the case of JT the demodulators char-
acterized by the total demodulator matrix  of (10) are a pri-
ori agreed upon and, therefore, are also known at the BS. Also
the AE specific channel impulse responses     of (1) and,
therefore, the channel convolution matrix are assumed to be
known at the BS, see Section I. Then, the matrix  defined
in (11) is known at the BS as well. Consequently, (11) can be
considered as a system of equations which determine the ele-
ments of the total transmit signal  of (5) to be transmitted by
the BS. From a mathematical point of view, (11) formulates
the necessary condition for  of (5) to obtain the desired partial
data vectors    at the MTs 
 
        , without any ISI
and intracell MAI. If the dimension  
 
	 of  is chosen larger
than the dimension 

of   and if has maximum rank, i.e. if
rank    

  
 
	 (12)
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holds – and this is assumed in the following – then the neces-
sary condition expressed by (11) is an underdetermined system
of equations with the set of solutions
   
 
  
 
 




     

(13)
of infinite cardinality. To definitely identify a certain solution
      , i.e. to define a necessary and sufficient condition for
the choice of   of (5), in addition to fulfilling (11) a further
condition for   has to be introduced. The degree of freedom of
choosing the further condition for   offers the possibility of a
further transmit signal optimization. In [2, 3, 4, 5] the solution
    
  

 
  


  

 (14)
out of   of (13) is chosen, which has minimum energy
     

 (15)
(14) describes the construction of the modulator matrix  in-
troduced in (6) and to be a posteriori determined in the BS
transmitter [2, 3, 4, 5], see Section I.
III. JT WITH GENERALIZED OPTIMIZATION CRITERION
As explained in Section II, while determining the total trans-
mit signal   the necessary condition (11) leads to an infinite
number of solutions      , c.f. (13), offering the potential for
further transmit signal optimization. The choice of   accord-
ing to (14) and introduced in [2, 3, 4, 5] allows to minimize
the energy   of (15), but is suboptimal with respect to other
optimization criteria, i.e. other sufficient conditions. For this
reason, the optimization criterion employed in JT and the corre-
sponding transmit signal design of (14) should be generalized.
As further motivated in Sections IV and V, the minimization of
the hermitian form
  


 
  
   (16)
is an attractive choice for the optimization criterion, where 
of (16) is an hermitian matrix of dimension 

 

.
By minimizing  of (16) the total transmit signal
     	

 
 
 


 

  
  
 (17)
follows, which satisfies the necessary condition expressed by
(11) and optimizes the hermitian form of (16). Obviously, the
minimization of the energy   of (15) introduced in Section II
can be interpreted as a special case of (17) characterized by
choosing
   
 
 

    (18)
where     denotes the identity matrix of dimension




. (17) represents an optimization problem with
the side condition (11) and complex-valued unknowns. This
kind of optimization problem can be transformed into an op-
timization problem without side condition by employing the
Lagrange multiplier technique [14]. This proceeding leads to
the Lagrange cost function


 


 
  
      
  
 (19)
which has to be minimized.  in (19) is termed Lagrange mul-
tiplier. With the complex Nabla operator

 

 


	













 

	





.
.
.


 

 
 


 

	

 

 
 







(20)
originally introduced as Wirtinger derivative in [15], the cost
function of (19) is minimized, if

 



    (21)
Substituting (19) in (21) yields

 




 
  
      
  


(22)
 


  
  
    
Assuming that  of (22) is of full rank, (22) can be simplified
to
    


  
 (23)
Substituting   of (23) in (11),
 


  
    (24)
follows. If      is of full rank, and that is assumed
in the following,
  



 


  


 (25)
holds for the Lagrange multiplier of (19). Finally, by combin-
ing (23) and (25) the total transmit signal becomes
    


  

 


  


 (26)
  

(26) describes the construction of the modulator matrix  of
(6) to be a posteriori determined in the BS transmitter, if JT is
generalized utilizing transmit signal optimization with respect
to the hermitian form of (16). For the fore mentioned special
choice of  expressed in (18), which corresponds to the con-
ventional JT approach studied in [2, 3, 4, 5] and discussed in
Section II, the expressions for   of (26) and for   of (14) are
identical. A still open question concerns the proper choice of
the hermitian matrix . In the following sections some attrac-
tive approaches to this choice are discussed.
IV. OPTIMIZATION OF SPATIAL CHARACTERISTICS OF THE
TOTAL TRANSMIT SIGNAL, GENERAL CASE
In what follows it is assumed that at the BS a microstructure
[16] consisting of 

transmit AEs is employed. The relativ
position of each transmit AE 

 

     

, to the refer-
ence point (RP) is described by the position vector   , see
Fig. 2. With the direction of departure (DOD) characterized by
the angle 	 relative to the reference line (RL) and the vector


	

 




	 	
 	

 
 (27)
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RP
  RL
 
  
 

DOD

 
 

  

  

  
Fig. 2. Employed multi-element transmit antenna with  
 
an-
tenna elements (AEs), reference point (RP), reference line
(RL) and DOD  .
where   is the wavelength of the used radio waves, the steering
vector
   
 

  

 

 


   
  

 

 

 




(28)
is introduced. Setting out from (28) and (5) a directional trans-
mit signal


  

  
 
 


 (29)
can be defined, which describes the signal radiated into the
DOD  by the antenna configuration of Fig. 2. In (29) the oper-
ator   denotes the Kronecker product of matrices and vectors
[17], respectively. When optimizing the spatial characteristics
of the total transmit signal  of (5), the directional transmit sig-
nal 

  of (29) has to be analyzed. An attractive optimization
approach consists in minimizing the average energy 

radi-
ated into certain DODs or DOD regions. Setting out from the
normalized weighting function   

,   , with



    (30)
which describes the relevance of the DOD  for the minimiza-
tion of 

, 

can always be expressed as










 
 


   (31)
Substituting (29) in (31) yields






 


	





    
 
 


  



  
 



 (32)
with

	




    
 
  (33)

	
in (32) and (33) is termed spatial covariance matrix and has
the dimension





. For the elements 
	
	

,      


,
	     


, of 
	
follows

	
	






 

 

 





	
   (34)
Comparing (32) and (16) reveals that minimizing 

of (32)
can be interpreted as a special case of minimizing the hermitian
form of (16). Consequently, the total transmit signal  which
minimizes 

of (31) can be obtained by substituting of (32)
in (26). According to the analysis presented in Section III, it
has to be kept in mind that  of (32) has to be of full rank.
V. OPTIMIZATION OF SPATIAL CHARACTERISTICS OF THE
TOTAL TRANSMIT SIGNAL, SPECIAL CASES
A. Discrete directions of departure
Let us assume that the average energy 
	
radiated into 

discrete DODs , 


    

, should be minimized.
Setting out from the weighting function
  









Æ

 




(35)
describing the 

discrete DODs, with (33) the spatial covari-
ance matrix

	










 






 






 
(36)
with the elements

	
	












 
 
 




 





	
 (37)
     


 	     



follows. Utilizing
	
of (36) to obtain of (32) the total trans-
mit signal  can be determined by (26) by which minimum av-
erage energy is radiated into said 

discrete DODs. To ensure
that of (32) is of full rank, 

has to be greater than or equal
to 


.
B. Omnidirectional uniform distribution of directions of de-
parture
The average energy 

radiated in the azimuth should be
minimized. Utilizing the weighting function
  


(38)
to describe the omnidirectional uniform distribution, with (33)
the corresponding spatial covariance matrix

	






    
 
 (39)
with the elements [14]

	
	

 


 

 





 





  	     


 (40)
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can be obtained.  
 
  in (40) denotes the Bessel function of
first kind and zero order. (40) shows that each element  


 
,
      

,      

, of  

only depends on the wave-
length  and the distance     between two AEs   and
. Setting out from  

of (39), the total transmit signal  can
be determined in analogy to the proceeding presented in Sub-
section V-A. In contrast to  

of (36),  

of (39) is always
of full rank if     for all       

,      

,
   .
VI. APPLICATION ASPECTS
In the previous sections novel optimization criteria are pre-
sented and incorporated into the JT transmit signal design pro-
cess. Up to now, the motivation for these new approaches is not
discussed in detail. In this section such a discussion follows.
In principle, the generalized optimization criterion presented
in Section III offers the potential to exert more influence on
the total transmit signals as compared to conventional JT intro-
duced in [2, 3, 4, 5]. Especially the spatial optimization criteria
studied in Sections IV and V allow to directly control the di-
rectional distribution of the radiated energy originating in the
total transmit signals. Several applications of a control mech-
anism which is based on that kind of signal optimization are
imaginable. In the following, one attractive application will be
presented.
A cell of a cellular mobile radio system, termed reference
cell, is considered. The MTs assigned to the reference cell
are served by the BS of the reference cell by means of JT.
Besides, around the reference cell other cells termed cochan-
nel cells with MTs termed cochannel MTs are located, which
use the same frequency bands as the reference cell. The total
transmit signal radiated by the BS of the reference cell to serve
the assigned MTs produces intercell interference and disturbes
the data detection at the cochannel MTs. Especially cochannel
MTs located close to the BS of the reference cell, e.g. which
are at the cell borders, are disturbed by strong intercell inter-
ference. For this reason, in the following these cochannel MTs
are termed relevant cochannel MTs. When designing a cellu-
lar mobile radio system, it has to be guaranteed that a certain
upperbound for the service outage probability will no be ex-
ceeded. The service outage probability is massively influenced
by the relevant cochannel MTs.
With the proposed technique for transmit signal optimization
these relevant cochannel MTs can be explicitly taken into ac-
count. For instance, if at the BS of the reference cell the DODs
of the paths leading to the relevant cochannel MTs are known,
then the energy radiated into these directions can be controlled
by the approach dicussed in Subsection V-A.
Often the BS of the reference cell has no knowledge about the
DODs of the paths leading to the relevant cochannel MTs. In
this case, it is admissible to assume that, seen from the BS of
the reference cell, on the average the relevant cochannel MTs
are uniformly distributed along the azimuth which leads to the
approach discussed in Subsection V-B. Such an approach al-
lows to minimize the mean intercell interference produced by
the BS of the reference cell. Minimizing the mean intercell in-
terference allows to significantly increase the capacity of the
cellular mobile radio system.
TABLE I
DODS      , 

      , RELATIVE TO THE RL


1 2 3 4


 

	 
  
 

VII. EXEMPLARY SYSTEM EVALUATION
A. Scenario and evaluation quantities
In this section, three approaches for transmit signal optimiza-
tion for JT introduced in Sections II and V are evaluated by
means of simulations. The following approaches are discussed:
JT including transmit signal optimization with respect to
  minimum transmit energy  (approach 1), c.f. Section II,
  minimum average energy 

radiated into 

equal to
four discrete directions (approach 2), c.f. Subsection V-A,
characterized by  , 

     
, of Table I,
  minimum average energy 
	
radiated in the azimuth
(approach 3), c.f. Subsection V-B.
In the evaluation the following assumptions are made:
  At the BS a circular array with 

equal to four AEs is pro-
vided. The distance between adjacent AEs is one half of the
wavelength .
   equal to two MTs are assigned to the BS and are uniformly
distributed on a circle around the BS in the farfield of the
AEs.
  A set of fixed single-direction channels of dimension 	
equal to three with exponentially descending power delay
profile is assumed between the RP of the transmit antenna of
the BS and each MT 


,       . The details on these
channels can be found in [5]. Based on the channels and on
the geometry of the configuration, the channel convolution
matrix of (8) is determined.
  For each MT 


,       , a demodulator matrix 
which is based on a MT specific CDMA signature , is
employed. The details on   and ,       , are
presented in [5].
  The simulations are performed for the case that  equal to
five data symbols 

with 

  ,       , are
transmitted per MT 


,       .
For the numerical evaluation four quantities are studied:
  directional distribution of the radiated energy


 




as function of   ,
 energy  of the total transmit signal,
 average energy 

radiated into the 

desired discrete
DODs of Table I.
 average energy 
	
radiated into the azimuth.
B. Simulation results
Table II shows the total transmit energy  , the average energy


radiated into the discrete DODs of Table I and the aver-
age energy 
	
radiated into the azimuth, when applying
approaches 1, 2 and 3 for transmit signal optimization. Each
approach minimizes that quantity  , 

or 
	
, respec-
tively, for which it is optimized, see Sections II and V. How-
ever, the results for one certain quantity and several approaches
show disparate behaviour. Whereas  only varies moderately
when changing the approach for transmit signal optimization,


and 
	
show dramatic changes. Approach 1 shows
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 
  

 

 
  

 

 

 

  
: discrete DOD
of Table I
: position of MT 
 
 
  
  
  

a) b)
c)
Fig. 3. directional distribution of the radiated energy  
 
  
 
 
 
  
as function of the angle      to the RL when applying
a) approach 1, b) approach 2 and c) approach 3.
the poorest performance and yields energies  
   
and  
  
which are more than 2000% and 700%, respectively, larger
than the minimum energies  
   
and  
  
obtained by ap-
proach 2 and 3, respectively. The energies  
   
and  
  
for the approaches 2 and 3 show only marginal changes. This
observation circumstantiates that approach 3 is an attractive
one for transmit signal optimization, if no knowledge about the
relevant DODs of Subsection V-A is available, see Section VI.
Fig. 3 shows the directional distribution of the radiated energy
 
 
 
 
 
 
  for the three approaches introduced above.
The DODs leading to the MTs to be served by the BS are
marked with small crosses. The discrete DODs of Table I
are indicated by arrows. These diagrams endorse the insights
gained before. Focusing on Fig. 3a, the average energy radiated
into the four given discrete DODs and radiated in the whole az-
imuth is obviously high, because the radiation pattern has very
broad beams and no sharp nulls. In contrast to that, in Fig. 3b
the average energy radiated into the four given discrete DODs
is very low. The average energy radiated in the whole azimuth
is small, but larger than in the case of Fig. 3c, which shows the
directional distribution of the radiated energy when applying
approach 3.
VIII. CONCLUSIONS
In this paper a generalized approach to transmit signal opti-
mization in JT multiuser downlinks is presented. Based on the
proposed generalized optimization criterion it is shown how to
adapt the JT transmit signal design process correspondingly. A
TABLE II
ENERGIES  , 
   
AND 
  
FOR APPROACHES 1,2 AND 3.
approach    
   
 
  
1   	

2  	 
3   
discussion of application aspects and numerical results reveals
that the intercell interference situation in cellular mobile radio
systems employing the proposed scheme can be significantly
improved.
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3.3 Analyse der U¨bertragungsqualita¨t
Zum gerechten Bewerten der Leistungsfa¨higkeit der in Unterkapitel 3.2 vorgeschlagenen
linearen Verfahren der gemeinsamen Sendesignalerzeugung, werden in diesem Unter-
kapitel im Rahmen der Vero¨ﬀentlichungen [TWMB01b, Meu04b, Meu04a, PMWB00]
die Gu¨temaße
• SNR-Degradation,
• Sendungseﬃzienz (engl. transmission eﬃciency),
• Sendeeﬃzienz (engl. transmit eﬃciency),
• die fu¨r eine vorgegebene U¨bertragungsqualita¨t beno¨tige totale Sendeenergie T
nach (1.30) sowie
• spektrale Eﬃzienz (engl. spectrum eﬃciency)
vorgeschlagen. In diesen Werken wird die Leistungsfa¨higkeit empfa¨ngerorientierter
Funkkommunikation auf Basis dieser Gu¨tekriterien fu¨r exemplarische Mobilfunksze-
narien bewertet. Dabei werden sowohl analytische als auch numerische Methoden ein-
gesetzt.
Im Gegensatz zu dem aus Tabelle 1.2 bekannten Systemmodell werden in [TWMB01b,
PMWB00] einige wenige Gro¨ßen durch eine modiﬁzierte Notation beschrieben. Tabel-
le 3.2 listet die wesentlichen Unterschiede in kompakter Form auf.
Tabelle 3.2. Wesentliche Unterschiede der Notationen nach Tabelle 1.2 und der
Notation nach [TWMB01b, PMWB00]
dargestellte Formelzeichen Formelzeichen nach
Gro¨ße nach Tab. 1.2 [TWMB01b, PMWB00]
totales Sendesignal t s
3.3 Analyse der U¨bertragungsqualita¨t 109
[TWMB01b] Tro¨ger, H.; Weber, T.; Meurer, M.; Baier, P. W.: “Performance assessment of joint
transmission (JT) multi-user downlinks with multi-element transmit antennas”. Eu-
ropean Transactions on Telecommunications, Bd. 12, 2001, S. 407–415.
110
Kap. 3 : Suboptimale lineare Verfahren der gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
3.3 Analyse der U¨bertragungsqualita¨t 111
112
Kap. 3 : Suboptimale lineare Verfahren der gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
3.3 Analyse der U¨bertragungsqualita¨t 113
114
Kap. 3 : Suboptimale lineare Verfahren der gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
3.3 Analyse der U¨bertragungsqualita¨t 115
116
Kap. 3 : Suboptimale lineare Verfahren der gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
3.3 Analyse der U¨bertragungsqualita¨t 117
118
Kap. 3 : Suboptimale lineare Verfahren der gemeinsamen Sendesignalerzeugung bei
konventionellen Empfa¨ngern
On the transmit efficiency of
multi-user MIMO transmission utilizing
transmit zero-forcing
Michael Meurer, Member
Abstract—Recently, receiver oriented transmission has attracted signifi-
cant attention as a means to reduce receiver complexity and to increase the
data throughput in mobile radio downlinks. Receiver oriented transmission
is based on a suitable transmit signal design exploiting channel knowledge
at the transmitter. In several contributions transmit signal design by Trans-
mit Zero-Forcing (TxZF) is proposed. Up to now, the performance analysis
of TxZF for scenarios with time-variant mobile radio channels has almost
exclusively been performed by means of computer simulations. In this con-
tribution an alternative analytical evaluation technique is proposed which
relies on the achievements of random matrix theory. The analysis focuses
on the quality criterion transmit efficiency and its statistical characteris-
tics. The results obtained show that both the expectation and the variance
of said criterion are primarily influenced by the system load.
Keywords—Receiver orientation, transmit zero-forcing, MIMO
I. INTRODUCTION
In [1–4] and the references therein, the transmit signal de-
sign strategy Transmit Zero-Forcing (TxZF) has been proposed
which allows to totally avoid interferences while transmitting.
This strategy is especially suited for the downlink of mobile ra-
dio communications systems, i.e., broadcast situations, includ-
ing MIMO (Multiple Input Multiple Output) systems [4]. Up
to now, the performance analysis of TxZF for scenarios with
time-variant mobile radio channels has mainly been performed
by means of computer simulations [5–8]. Only few contribu-
tions exist [9–11] which address this issue by means of analyt-
ical methods. These contributions are limited to the asymptotic
analysis of transmitted energies [10, 11] or even to the analy-
sis of mean transmitted energies [9]. The mentioned transmitted
energies are mainly influenced by the channel attenuations, if
time-variant mobile radio channels are considered. However,
the price to be paid for interference avoidance itself is not quan-
tified by these results. Therefore, in this contribution, especially
this price should be studied by analytical methods for time-
variant mobile radio channels. The instruments used to obtain
the desired results are based on random matrix theory [12, 13].
The paper is organized as follows: In Section II a generic
model of linear multi-user MIMO transmission systems is de-
veloped. Section III deals with a short survey of the transmit
signal design strategies Transmit Matched Filter (TxMF) and
TxZF in order to conveniently familiarize the reader with the
basics of these transmit signal design strategies to a degree suf-
ficient to follow the reasoning of the paper. The crux of this pa-
Dr. M. Meurer is with the Research Group for RF Communications, Uni-
versity of Kaiserslautern, P.O. Box 3049, D–67653 Kaiserslautern, Germany.
Contact via email: meurer@rhrk.uni-kl.de
per is concentrated in Section IV, where the quality criterion for
the performance of TxZF is introduced and analytically studied.
This criterion is termed transmit efficiency. Section V concludes
the paper.
The investigations are performed in the time discrete equiva-
lent low pass domain under utilization of a vector-matrix repre-
sentation [14]. Consequently, signals and system components
are represented by complex vectors or matrices, respectively,
which are printed in bold face. In the analysis, [·]n,m desig-
nates the element in the n-th row and m-th column of the matrix
in brackets, [·]n stands for the n-th row of the matrix or the n-th
element of the vector in brackets and ‖·‖2 denotes the Euclidean
norm.
II. MULTI-USER MIMO TRANSMISSION MODEL
A. Data Transmission
We consider a downlink situation, where an access point (AP)
supports K mobile terminals (MTs) k, k = 1 . . .K . The AP is
equipped with KB transmit antennas, and each of the K MTs
employs KM receive antennas. Therefore, each link between the
AP and one of the K MTs constitutes a MIMO structure, and the
total system is a multi-user MIMO structure. N data symbols
d(k)n , n = 1 . . .N , have to be transmitted from the AP to each
MT k, k = 1 . . .K . The N data symbols d(k)n , n = 1 . . .N ,
intended for MT k are arranged in the MT specific data vector
d(k) =
(
d
(k)
1 . . . d
(k)
N
)T
(1)
of dimension N . The K MT specific data vectors d(k) , k =
1 . . .K , of (1) are stacked to the total data vector
d =
(
d(1)
T
. . .d(K)
T
)T
=
(
d1 . . . dNt
)T
(2)
of dimension
Nt = KN. (3)
d of (2) is assumed to be wide sense stationary with zero mean
and the covariance matrix
Rd = E
d
{
ddH
}
= Ed · I(Nt). (4)
By linear modulation based on d of (2) for each of the KB trans-
mit antennas an antenna specific transmitted signal
t(kB)=
(
t
(kB)
1 . . . t
(kB)
Qt
)T
∈ CQt , kB = 1 . . .KB, (5)
[Meu04b] Meurer, M.: “On the transmit eﬃciency of multi-user MIMO transmission utilizing
transmit zero-forcing”. Submitted for publication in IEEE Transactions on Wireless
Communications, 2004.
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is generated. The KB transmitted signals t(kB), kB = 1 . . .KB,
of (5) are stacked in the signal
t =
(
t(1)
T
. . . t(KB)
T
)T
∈ C(KBQt) (6)
termed (total) transmitted signal. The synthesis of t of (6) based
on d of (2) is described by the (KBQt)×Nt-matrix M termed
modulator matrix [2]. With M one obtains
t = Md. (7)
The ratio
κ =
Nt
KBQt
(8)
which describes the ratio between the number N t of columns
and the number KBQt of rows of M of (7) is termed system
load. Via (7) the Nt components of d of (2) are mapped onto the
KBQt components of t of (6). Setting out from (7) the energy
invested to transmit t, which is termed transmitted energy in the
following, becomes
T =
1
2
tHt. (9)
The frequency selective MIMO channel between the AP and
MT k is assumed to be linear and is characterized by the
KKBKM channel impulse responses [14]
h(k,kB,kM) =
(
h
(k,kB,kM)
1 . . . h
(k,kB,kM)
W
)T
∈ CW, (10)
where h(k,kB,kM) describes the channel between the kB-th trans-
mit antenna, kB = 1 . . .KB, of the AP and the kM-th receive an-
tenna, kM = 1 . . .KM, of MT k, k = 1 . . .K . With h(k,kB,kM)
of (10) and Qt, see (5), the KKBKM MT transmit antenna and
receive antenna specific channel matrices
H(k,kB,kM) =
(
H
(k,kB,kM)
i,j
)
∈ C(Qt+W−1)×Qt , (11)
i = 1 . . .Qt + W − 1, j = 1 . . .Qt,
H
(k,kB,kM)
i,j =
{
h
(k,kB,kM)
i−j+1 , 1 ≤ i− j + 1 ≤W,
0, else,
k = 1 . . .K, kB = 1 . . .KB, kM = 1 . . .KM,
are established. With the KKBKM matrices H(k,kB,kM) of (11)
we form the KKB MT and transmit antenna specific channel
matrices
H(k,kB)=
(
H(k,kB,1)
T
. . .H(k,kB,KM)
T
)T
∈C[KM(Qt+W−1)]×Qt ,
k = 1 . . .K, kB = 1 . . .KB, (12)
the K MT specific channel matrices
H(k) =
(
H(k,1) . . .H(k,KB)
)
∈ C[KM(Qt+W−1)]×(KBQt),
k = 1 . . .K, (13)
and the total channel matrix
H =
(
H(1)
T
. . .H(K)
T
)T
∈ C[KKM(Qt+W−1)]×(KBQt). (14)
With H(k) of (13) the transmitted signal t of (6) yields in the
noisefree case the received signal
e(k) =
(
e
(k)
1 . . . e
(K)
KM(Qt+W−1)
)T
= H(k)t ∈ C[KM(Qt+W−1)] (15)
of MT k, k = 1 . . .K . With H of (14) the signals e(k), k =
1 . . .K , are stacked in the total signal
e =
(
e(1)
T
. . .e(K)
T
)T
= Ht ∈ C[KKM(Qt+W−1)] (16)
received in the noisefree case. If e(k) of (15) is corrupted by an
additive noise signal
n(k) =
(
n
(k)
1 . . . n
(K)
KM(Qt+W−1)
)T
∈ C[KM(Qt+W−1)], (17)
then we obtain the noisy received signal
r(k) = e(k) + n(k) = H(k)t+ n(k) ∈ C[KM(Qt+W−1)], (18)
of MT k and the total noisy received signal
r =
(
r(1)
T
. . . r(K)
T
)T
= e + n = Ht+ n, (19)
where
n =
(
n(1)
T
. . .n(K)
T
)T
(20)
denotes the total noise signal.
B. Data Detection
The demodulator of each MT k, k = 1 . . .K , determines
based on r(k) of (18) a linear estimate dˆ(k) of d(k) of (1). Stack-
ing the estimates dˆ
(k)
, k = 1 . . .K , results in a total data esti-
mate
dˆ=
(
dˆ
(1)T
. . . dˆ
(K)T
)T
=
(
dˆ1 . . . dˆNt
)T
, (21)
of the total data vector d of (2). In analogy to the procedure of
(7) the generation of dˆ(k) based on r(k) can be described by a
MT specific N×[KM(Qt+W−1)] matrix termed demodulator
matrix by
dˆ
(k)
= D(k)r(k). (22)
With dˆ
(k)
, k = 1 . . .K , of (22), one obtains the total data esti-
mate
dˆ =
(
dˆ
(1)T
. . . dˆ
(K)T
)T
=
(
dˆ1 . . . dˆNt
)T
. (23)
With the total demodulator matrix
D = blockdiag
(
D(1). . .D(K)
)
∈C(KN)×[KKM(Qt+W−1)] (24)
(22) and (23) can be written in the comprehensive form
dˆ = Dr. (25)
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Finally with (7), (19) and (25) one obtains
dˆ = DH︸︷︷︸
B
Md + Dn (26)
for the relation between dˆ of (23) and d of (2). In (26) the ma-
trix B of dimension Nt × (KBQt) is termed system matrix and
is composed of the data symbol specific combined signatures
bn, n = 1 . . .Nt, as follows:
B=
(
bT1 . . .b
T
Nt
)T
. (27)
According to (4) and (7) the mean transmitted energy invested
for the data symbol dn becomes
Tn =
1
2
∥∥∥[MT]
n
∥∥∥2
2
· Ed = 12
[
MHM
]
n,n
· Ed. (28)
III. SHORT REVIEW OF THE TRANSMIT MATCHED FILTER
AND THE TRANSMIT ZERO-FORCING FILTER
The idea behind the Transmit Matched Filter (TxMF) is the
minimization of Tn of (28) for each data symbol dn , n =
1 . . .Nt, under the side condition that interference is neglected
and unbiased data transmission is desired. This leads to the
modulator matrix [15–18]
MTxMF = B
H
[
diag
(
BBH
)]−1
. (29)
Due to the design criterion of TxMF explained above, the choice
of (29) for the modulator matrix is optimum with respect to the
minimization of the data symbol specific transmitted energies
Tn of (28), if unbiased data transmission is established. The
respective minimum data symbol specific transmitted energies
read
TMF,n =
1
2
([
BBH
]
n,n
)−1
Ed. (30)
However, if multiple data symbols are transmitted in parallel,
quite strong interferences might occur.
TxZF totally eliminates interferences. Therefore, the inter-
ference contributions to d̂n, n = 1 . . .Nt, of (21) are nulled.
While ensuring unbiased data transmission, the remaining de-
grees of freedom in the choice of MTxZF are exploited for the
minimization of the required transmitted energy T of (9) and
simultaneously the minimization of the data symbol specific en-
ergies Tn, n = 1 . . .Nt, of (28). Following this idea one obtains
MTxZF = B
H
(
BBH
)−1
(31)
for the modulator matrix M of (7) [2, 17, 18]. The price to be
paid for the elimination of interferences is an increase of the data
symbol specific energies
TZF,n =
1
2
[(
BBH
)−1]
n,n
Ed (32)
of (28) as compared to the TxMF.
IV. TRANSMIT EFFICIENCY FOR TXZF
The just mentioned price is quantified by the transmit (Tx)
efficiency ηTxZF,n [19] which is defined as the ratio
ηTxZF,n =
TMF,n
TZF,n
=
1[ (
BBH
)−1 ]
n,n
·
[
BBH
]
n,n
(33)
of the symbol specific transmitted energies TMF,n of (30) and
TZF,n of (32), n = 1 . . .Nt, for TxMF and TxZF, respectively.
Quite generally, as the Tx efficiency describes the degrading im-
pact of interference suppression, it can be interpreted as a mea-
sure dual to the asymptotic multi-user efficiency [20], a mea-
sure which is quite common in the field of transmitter oriented
transmission and multi-user detection, and which was originally
introduced by Verdu [21]. Likewise, the transmit efficiency
ηTxZF,n takes values from 0 to 1, with 1 being the optimum.
The quantity ηTxZF,n of (33) depends on the number of addi-
tional constraints, which have to be satisfied to avoid interfer-
ences while designing the transmitted signal t of (5), and on
the total number of degrees of freedom for this design process.
Unfortunately, a closed form analysis of these dependencies is
not yet available in literature for Rx oriented transmission. In
[9–11] some insights concerning the transmit energies TZF,n of
(32) have been gained. However, this insights do not allow to
assess the impact of interference. In this paper this open point
will be addressed by analyzing the transmit efficiencies ηTxZF,n,
n = 1 . . .Nt. The instruments to derive the mentioned results
are based on random matrix theory [12] and are related to the
procedure described in [13].
With the diagonal scaling matrix
√
P of dimension Nt ×Nt
and the matrix B˜ with normalized rows b˜n the system matrix B
of (27) can be decomposed as
B = diag
(√
P1 . . .
√
PNt
)
︸ ︷︷ ︸√
P
·
(
b˜
T
1 . . . b˜
T
Nt
)T
︸ ︷︷ ︸
 B
. (34)
Each row b˜n, n = 1 . . .Nt, of B˜, can be thought of being the
result of normalizing a row vector
g˜
n
=
(
g˜
n,1
. . . g˜
n,KBQt
)
(35)
to norm one, i.e.,
b˜n = g˜n
/∥∥g˜
n
∥∥
2
(36)
holds. If the mobile radio channels are time-variant with ran-
dom block-fading and/or the demodulator D changes, B of (27)
varies with time and can, therefore, be regarded as a random
matrix. Consequently, ηTxZF,n of (33) is a random quantity.
Therefore, an analysis of ηTxZF,n can only be made on a sto-
chastical basis taking the stochastical properties of B and, there-
fore, of
√
P of (34) and g˜
n
, n = 1 . . .Nt, of (35) into account.
In the following it should be assumed that all elements g˜
n,s
,
s = 1 . . .KBQt, of g˜n, n = 1 . . .Nt, are independent identi-
cally distributed (i.i.d.) Gaussian variables with zero mean and
unit standard deviation. This assumption is quite common for
MIMO transmission systems [22] and holds in good approxi-
mation, e.g., if
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Fig. 1. pdf pηTxZF,n (η) of (38) for KB = 1, Qt = 16, Nt = 2 . . . 16
• for each k the elements h(k,kB,kM)w , kB = 1 . . .KB, kM =
1 . . .KM, of (10) are i.i.d. Gaussian variables and
• the elements of each row of the MT specific demodulator
matrices D(k) are independent random binary quantities with
identical uniform distribution.
With the above made assumptions for g˜
n
, n = 1 . . .Nt, b˜n of
(34) is spherically uniformly distributed [22]. Substituting (34)
in (33) yields
ηTxZF,n = 1
/[(
B˜ B˜
H
)−1]
n,n
. (37)
Obviously, ηTxZF,n of (37) is independent of
√
P of (34) and,
consequently, also independent of its probability distribution.
Therefore,
√
P does not have to be considered in what follows.
Using (37) and the assumptions made above for the distribution
of the elements of B, the probability density function (pdf)
pηTxZF,n(η) =
{
ηKBQt−Nt(1−η)Nt−2
B(KBQt−Nt+1,Nt−1) , 0 ≤ η ≤ 1,
0, else,
(38)
of ηTxZF,n can be derived as shown in the appendix. The func-
tion
B(z, w) =
∫ 1
0
tz−1(1− t)w−1dt = Γ(z) · Γ(w)
Γ(z + w)
(39)
in (38) denotes the beta-function [23]. Therefore, ηTxZF,n of
(37) is termed to be beta distributed [23]. Fig. 1 shows the pdf
pηTxZF,n(η) of (38) for KB equal to one and Qt equal to 16 for
different Nt. Obviously, with increasing Nt, the maximum of
the pdf pηTxZF,n(η) tends to be shifted to lower η.
Based on (38) the m-th moment of ηTxZF,n of (33) can be
expressed as
E
{
ηmTxZF,n
}
=
Γ(KBQt−Nt+m+1)
Γ (KBQt −Nt + 1)
Γ (KBQt)
Γ(KBQt+m)
. (40)
Using (40), the mean
ηTxZF = E{ηTxZF,n} =
KBQt − (Nt − 1)
KBQt
(41)
and the variance
var (ηTxZF,n) = E
{
η2TxZF,n
}− η2TxZF
=
[KBQt−(Nt−1)] (Nt−1)
(KBQt)
2 (KBQt+1)
(42)
of ηTxZF,n follow. Obviously, as already presumed before,
ηTxZF depends on the difference of two quantities,
• the number KBQt of degrees of freedom for the transmit
signal design, i.e., the number of elements of the total
transmitted signal t of (5), and
• the number (Nt − 1) of restrictions due to interference
avoidance when designing the contribution of each data
symbol dn, n = 1 . . .Nt, to t.
If the number KBQt of degrees of freedom is large compared
to (Nt − 1), then ηTxZF tends to be close to one; otherwise it is
between zero and one. For a fixed system load κ of (8), (41) and
(42) can be rewritten as
ηTxZF = 1−
(
κ− 1/(KBQt)
)
, (43a)
var (ηTxZF,n) =
(
1− κ + 1KBQt
)(
κ− 1KBQt
)
1 + KBQt
. (43b)
(43) discloses, if the system load κ is kept constant and KBQt is
quite large, ηTxZF,n tends to the asymptotic transmit efficiency
η∞TxZF with its mean
η∞TxZF = lim
KBQt→∞
ηTxZF = 1− κ (44)
and its variance
var (η∞TxZF) = lim
KBQt→∞
var (ηTxZF,n) = 0, (45)
respectively. Therefore, for large systems with given system
load κ the mean of the asymptotic transmit efficiency η∞TxZF
is only a function of the system load κ, while the variance
var (η∞TxZF) of ηTxZF,n asymptotically goes to zero, resulting
in the pdf
pη∞TxZF (η) = δ
(
η − (1 − κ)) (46)
of the asymptotic transmit efficiency η∞TxZF. This asymptotic
behaviour is verified by the results depicted in Fig. 2 which
shows the pdf pηTxZF,n(η) of (38) for a fixed system load κ of
0.5 and different values KBQt.
V. CONCLUSIONS
Up to now, for scenarios with time-variant mobile radio chan-
nels the performance analysis of receiver oriented transmission
systems has primarily been conducted by computer simulations.
However, as shown in this contribution, also analytical methods
are applicable to quantify this performance, e.g., in terms of the
quality measure transmit efficiency – a measure quantifying the
price for interference suppression. In contrast to performance
results obtained by simulations, the analytically derived closed-
form expressions for the statistical characteristics of the trans-
mit efficiency allow a deeper understanding of the fundamental
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Fig. 2. pdf pηTxZF,n (η) of (38) for κ = 0.5, KBQt = 8 . . . 128 and
KBQt →∞
interdependencies between system performance and system pa-
rameters. Especially the influences of the system load κ and
the dimension KBQt of the total transmitted signal t onto the
system performance have been clarified. The insights gained
are not only restricted to the analysis of TxZF but also have a
significant importance for a profound understanding of recently
proposed, more sophisticated non-linear transmit signal design
strategies like for instance Transmit Nonlinear Zero-Forcing
(TxNZF) [19] or Tomlinson-Harashima Precoding (THP) [24].
Those strategies can be interpreted as stepwise partially apply-
ing TxZF and, consequently, show a performance which is lim-
ited by the performance of those partial processing steps. Using
the derived closed-form expressions for TxZF also the perfor-
mance of said non-linear transmit signal design strategies can
be demystified.
APPENDIX
DERIVATION OF THE PDF pηTxZF,n(η) OF (38)
Based on (37) and using the auxiliary real-valued positive
scalar s it can be shown by means of the matrix inversion lemma
[25] that ηTxZF,n of (33) can be written as
ηTxZF,n=lim
s→0
[
b˜n
([
BHB− bHnbn
]
︸ ︷︷ ︸
R
 B
/s + I(KBQt)
)−1
b˜
H
n
]
.
(47)
By Eigenvalue decomposition follows
R
 B = UλU
H (48)
for the Hermitian matrix R
 B of (47), whereU is a unitary matrix
and
λ = diag(λ1 . . . λNt−1, 0 . . . 0︸ ︷︷ ︸
(KBQt−Nt+1)−times
) (49)
is a diagonal matrix with (Nt−1) non-zero Eigenvalues λn, n =
1 . . .Nt − 1. Substituting (49) in (47), the transmit efficiency
ηTxZF,n of (33) reads
ηTxZF,n = lim
s→0
[
b˜n
(
U
(
λ/s+ I(KBQt)
)
UH
)−1
b˜
H
n
]
= lim
s→0
[
b˜nU︸ ︷︷ ︸
 
 b
n
(
λ/s + I(KBQt)
)−1 (
b˜nU
)H
︸ ︷︷ ︸
 
 b
H
n
]
.
(50)
As already explained, b˜n of (36) is spherically uniformly dis-
tributed. Therefore, this assumption also holds for the row vec-
tor ˜˜bn in (50) of dimension KBQt, as multiplying a spherically
distributed vector by a unitary matrix U does not change its
probability distribution [22]. Therefore, in analogy to (35) and
(36), ˜˜bn of (50) can also be represented by
˜˜bn = b˜nU = ˜˜gn/∥∥˜˜gn∥∥2, ˜˜gn = (˜˜gn,1 . . . ˜˜gn,KBQt)T , (51)
where the elements ˜˜g
n,s
, s = 1 . . .KBQt, of ˜˜gn, n = 1 . . .Nt,
satisfy the same probability distribution as g˜
n
of (35). Substi-
tuting (49) in (50), the transmit efficiency can be calculated to
be
ηTxZF,n =
˜˜bn lim
s→0
[
diag
(
1+
λ1
s
. . . 1+
λNt−1
s
, 1 . . . 1
)]−1˜˜bHn
= ˜˜bn lim
s→0
[
diag
(
s
s+λ1
. . .
s
s+λNt−1
, 1 . . . 1
)]˜˜
b
H
n
= ˜˜bndiag(0 . . . 0, 1 . . . 1)˜˜bHn . (52)
Using (51) and the quantities
X1 =
KBQt∑
s=Nt
∣∣∣˜˜g
n,s
∣∣∣2 , X2 = Nt−1∑
s=1
∣∣∣˜˜g
n,s
∣∣∣2 , (53)
ηTxZF,n of (52) can be simplified to
ηTxZF,n =
KBQt∑
s=Nt
∣∣∣˜˜g
n,s
∣∣∣2
KBQt∑
s=1
∣∣∣˜˜g
n,s
∣∣∣2 =
X1
X1 + X2
. (54)
As stated in [23], both X1 and X2 are centrally χ2-distributed
random variables with 2(KBQt−Nt+1) and 2(Nt−1) degrees
of freedom, respectively. Thus, as shown in [23], ηTxZF,n of
(54) is beta distributed with the pdf pηTxZF,n(η) of (38).
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An analytical view on receiver oriented
multi-user MIMO transmission over dispersive
Rayleigh fading channels
Michael Meurer, Member, IEEE
Abstract— Receiver orientation is a transmission conception
which reduces receiver complexity and allows to increase the
data throughput in mobile radio downlinks. The crux of receiver
oriented transmission consists in a suitable transmit signal design
exploiting channel knowledge at the transmitter. In numerous
contributions transmit signal design by Transmit Zero-Forcing
(TxZF) has been proposed. Up to now, the performance analysis
of TxZF for scenarios with time-variant mobile radio channels
has almost exclusively been performed by means of computer
simulations. In this contribution an alternative analytical ap-
proach is proposed which relies on instruments borrowed from
random matrix theory. The analysis focuses on the quality criteria
transmitted energy and transmit efficiency and their statistical
characteristics. The results obtained show that both these quality
criteria are primarily influenced by the system load.
Index Terms— Receiver orientation, MIMO, transmit zero-
forcing, transmitted energy, transmit efficiency.
I. INTRODUCTION
It is not long ago, since the transmit signal design strategy
Transmit Zero-Forcing (TxZF) – also known as channel inver-
sion [1–4] or Joint Transmission [5–8] – has been proposed,
see [9–14], [15] and the references therein. This strategy
belongs to the class of receiver (Rx) oriented transmission
techniques [15] and allows to totally avoid interferences at the
receiver side by proper measures at the transmitter side. In [6,
14] it has been shown that this strategy is especially suited
for the downlink of mobile radio communications systems,
i.e., broadcast situations [16], including multiple input multiple
output (MIMO) systems [15, 17]. Up to now, the performance
analysis of TxZF for scenarios with frequency selective time-
variant mobile radio channels has mainly been performed
by means of computer simulations [7, 12, 18, 19]. Only
few contributions exist [1–3] which address this issue by
means of analytical methods. These contributions are limited
to the asymptotic analysis of transmitted energies for non
frequency selective channels [2, 3] or even to the analysis
of mean transmitted energies [1]. To the author’s knowledge,
for frequency selective time-variant channels no analytical
performance results are available in the literature. In this
contribution, this lack of analytical results shall be eliminated.
Therefore, the performance of TxZF is systematically studied
by means of instruments borrowed from random matrix theory
[20, 21].
For a given noise situation at the receivers unbiased trans-
mission by TxZF always yields the same performance [22] –
The material in this paper was presented in part at the 4th symposium of
the ITG expert group ”Angewandte Informationstheorie (applied information
theory)”, Kiel, Oct. 2004. Dr. M. Meurer is with the Research Group for
RF Communications, University of Kaiserslautern, P.O. Box 3049, D–67653
Kaiserslautern, Germany. Contact via email: meurer@rhrk.uni-kl.de
both in terms of bit error probability and signal-to-noise-ratio
(SNR). However, depending on the random channel condi-
tions, e.g. the channel attenuation, and further conditions to be
discussed in the following, different transmitted energies are
required. Therefore, these energies are appropriate quantities
for the evaluation of TxZF and will be analyzed in this paper.
However, the price to be paid for interference avoidance itself
in multi-user MIMO scenarios considered here is not totally
quantified by transmitted energies – the transmitted energies
are also significantly influenced by the channel attenuations
for instance. Therefore, in this contribution also an alterna-
tive performance measure termed transmit efficiency [23] is
derived and is studied by analytical methods for time-variant
mobile radio channels.
The paper is organized as follows: In Section II a generic
model of linear multi-user MIMO transmission systems is
developed. Section III deals with a short survey of the transmit
signal design strategies Transmit Matched Filter (TxMF) and
TxZF in order to conveniently familiarize the reader with the
basics of these transmit signal design strategies to a degree
sufficient to follow the reasoning of the paper. The crux of
this paper is concentrated in Sections IV and V. These sections
present the performance analysis of TxZF based on transmitted
energies and based on transmit efficiencies, respectively. The
analytical results obtained in Sections IV and V are verified by
some exemplary simulation results in Section VI. Section VII
concludes the paper.
The investigations are performed in the time discrete
equivalent low pass domain under utilization of a vector-
matrix representation [24]. Consequently, signals and system
components are represented by complex vectors or matrices,
respectively, which are printed in bold face. In the analysis,
[·]n,m designates the element in the n-th row and m-th column
of the matrix in brackets, [·]n stands for the n-th row of the
matrix or the n-th element of the vector in brackets, and ‖ ·‖ 2
denotes the Euclidean norm.
II. MULTI-USER MIMO TRANSMISSION MODEL
A. Data Transmission
We consider a downlink situation, where an access point
(AP) supports K mobile terminals (MTs) k, k = 1 . . .K . The
AP is equipped with KB transmit antennas, and each of the
K MTs employs KM receive antennas. Therefore, each link
between the AP and one of the K MTs constitutes a MIMO
structure, and the total system is a multi-user MIMO structure.
N data symbols d(k)n , n = 1 . . .N , have to be transmitted
from the AP to each MT k, k = 1 . . .K . The N data symbols
d(k)n , n = 1 . . .N , intended for MT k are arranged in the MT
[Meu04a] Meurer, M.: “An analytical view on receiver oriented multi-user MIMO transmis-
sion over dispersive Rayleigh fading channels”. Submitted for publication in IEEE
Transactions on Communications, 2004.
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specific data vector
d(k) =
(
d
(k)
1 . . . d
(k)
N
)T
(1)
of dimension N . The K MT specific data vectors d(k) , k =
1 . . .K , of (1) are further stacked to the total data vector
d =
(
d(1)
T
. . .d(K)
T
)T
=
(
d1 . . . dNt
)T
(2)
of dimension
Nt = KN. (3)
d of (2) is assumed to be wide sense stationary with zero
mean and the covariance matrix
Rd = E
d
{
ddH
}
= Ed · I(Nt). (4)
By linear modulation based on d of (2) for each of the KB
transmit antennas an antenna specific transmitted signal
t(kB)=
(
t
(kB)
1 . . . t
(kB)
Qt
)T
∈ CQt , kB = 1 . . .KB, (5)
is generated. The KB transmitted signals t(kB), kB = 1 . . .KB,
of (5) are stacked in the signal
t =
(
t(1)
T
. . . t(KB)
T
)T
∈ C(KBQt) (6)
termed (total) transmitted signal. The synthesis of t of (6)
based on d of (2) is described by the (KBQt) × Nt-matrix
M termed modulator matrix [6]. With M one obtains
t = Md. (7)
The ratio
κ =
Nt
KBQt
(8)
of the number Nt of columns and the number KBQt of rows
of M of (7) is termed system load. Via (7) the N t components
of d of (2) are mapped onto the KBQt components of t of
(6). Setting out from (7) the energy invested to transmit t,
which is termed transmitted energy in the following, becomes
T =
1
2
tHt. (9)
The frequency selective MIMO channel between the AP
and MT k is assumed to be linear and is characterized by the
KKBKM channel impulse responses [24]
h(k,kB,kM) =
(
h
(k,kB,kM)
1 . . . h
(k,kB,kM)
W
)T
∈ CW. (10)
h(k,kB,kM) of (10) describes the channel between the kB-th
transmit antenna, kB = 1 . . .KB, of the AP, and the kM-th
receive antenna, kM = 1 . . .KM, of MT k, k = 1 . . .K . With
h(k,kB,kM) of (10) and Qt, see (5), the KKBKM MT transmit
antenna and receive antenna specific channel matrices
H(k,kB,kM) =
(
H
(k,kB,kM)
i,j
)
∈ C(Qt+W−1)×Qt ,
i = 1 . . .Qt + W − 1, j = 1 . . .Qt,
H
(k,kB,kM)
i,j =
{
h
(k,kB,kM)
i−j+1 , 1 ≤ i− j + 1 ≤ W,
0, else,
k = 1 . . .K, kB = 1 . . .KB, kM = 1 . . .KM, (11)
are established. With the KKBKM matrices H(k,kB,kM) of
(11) we form the KKB MT and transmit antenna specific
channel matrices
H(k,kB)=
(
H(k,kB,1)
T
. . .H(k,kB,KM)
T
)T
∈C[KM(Qt+W−1)]×Qt ,
k = 1 . . .K, kB = 1 . . .KB, (12)
the K MT specific channel matrices
H(k) =
(
H(k,1) . . .H(k,KB)
)
∈ C[KM(Qt+W−1)]×(KBQt) (13)
and the total channel matrix
H =
(
H(1)
T
. . .H(K)
T
)T
∈ C[KKM(Qt+W−1)]×(KBQt). (14)
With H(k) of (13) the transmitted signal t of (6) yields in the
noisefree case the received signal
e(k)=
(
e
(k)
1 . . . e
(K)
KM(Qt+W−1)
)T
= H(k)t∈C[KM(Qt+W−1)] (15)
of MT k, k = 1 . . .K . With H of (14) the signals e(k) , k =
1 . . .K , are stacked in the total signal
e =
(
e(1)
T
. . . e(K)
T
)T
= Ht ∈ C[KKM(Qt+W−1)] (16)
received in the noisefree case. If e(k) of (15) is corrupted by
an additive noise signal
n(k) =
(
n
(k)
1 . . . n
(K)
KM(Qt+W−1)
)T
∈ C[KM(Qt+W−1)], (17)
then we obtain the noisy received signal
r(k) = e(k) + n(k) = H(k)t + n(k) ∈ C[KM(Qt+W−1)], (18)
of MT k and the total noisy received signal
r =
(
r(1)
T
. . . r(K)
T
)T
= e + n = Ht + n, (19)
where
n =
(
n(1)
T
. . .n(K)
T
)T
(20)
denotes the total noise signal.
B. Data Detection
The demodulator of each MT k, k = 1 . . .K , determines
based on r(k) of (18) a linear estimate dˆ(k) of d(k) of (1).
Stacking the estimates dˆ
(k)
, k = 1 . . .K , results in a total
data estimate
dˆ=
(
dˆ
(1)T
. . . dˆ
(K)T
)T
=
(
dˆ1 . . . dˆNt
)T
, (21)
of the total data vector d of (2). In analogy to the procedure
of (7) the generation of dˆ(k) based on r(k) can be described
by an MT specific N × [KM(Qt + W − 1)] matrix termed
demodulator matrix by
dˆ
(k)
= D(k)r(k). (22)
With dˆ
(k)
, k = 1 . . .K , of (22), one obtains the total data
estimate
dˆ =
(
dˆ
(1)T
. . . dˆ
(K)T
)T
=
(
dˆ1 . . . dˆNt
)T
. (23)
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With the total demodulator matrix
D=blockdiag
(
D(1) . . .D(K)
)
∈C(KN)×[KKM(Qt+W−1)] (24)
(22) and (23) can be written in the comprehensive form
dˆ = Dr. (25)
Finally with (7), (19) and (25) one obtains
dˆ = DH︸︷︷︸
B
Md+ Dn (26)
for the relation between dˆ of (23) and d of (2). In (26)
the matrix B of dimension Nt × (KBQt) is termed system
matrix and is composed of the data symbol specific combined
signatures bn, n = 1 . . .Nt, as follows:
B=
(
bT1 . . .b
T
Nt
)T
. (27)
According to (4) and (7) the mean transmitted energy invested
for the data symbol dn becomes
Tn =
1
2
∥∥∥[MT]
n
∥∥∥2
2
· Ed = 12
[
MHM
]
n,n
·Ed. (28)
III. SHORT REVIEW OF TRANSMIT MATCHED FILTER
(TXMF) AND TRANSMIT ZERO FORCING (TXZF)
A. Transmit Matched Filter (TxMF)
The idea behind the Transmit Matched Filter (TxMF) is
the minimization of Tn of (28) for each data symbol dn , n =
1 . . .Nt, under the side condition that interference is neglected
and unbiased data transmission is desired. This leads to the
modulator matrix [25–28]
MTxMF = B
H
[
diag
(
BBH
)]−1
. (29)
Due to the design criterion of TxMF explained above, the
choice of (29) for the modulator matrix is optimum, with
respect to the minimization of the data symbol specific trans-
mitted energies Tn of (28), if unbiased data transmission is
established. The respective minimum data symbol specific
transmitted energies read
TMF,n =
1
2
([
BBH
]
n,n
)−1
Ed. (30)
However, if multiple data symbols are transmitted in parallel,
quite strong interferences might occur.
B. Transmit Zero forcing (TxZF)
TxZF totally eliminates interferences. Therefore, the inter-
ference contributions to d̂n, n = 1 . . .Nt, of (21) are nulled.
While ensuring unbiased data transmission, the remaining
degrees of freedom in the choice of MTxZF are exploited
for the minimization of the required transmitted energy T of
(9) and simultaneously the minimization of the data symbol
specific energies Tn, n = 1 . . .Nt, of (28). Following this idea
one obtains
MTxZF = B
H
(
BBH
)−1
(31)
for the modulator matrix M of (7) [6, 27, 28]. The price to
be paid for the elimination of interferences is an increase of
the data symbol specific energies
TZF,n =
1
2
[(
BBH
)−1]
n,n
Ed (32)
of (28) as compared to the TxMF, i.e.,
TZF,n ≥ TMF,n (33)
holds for all n = 1 . . . Nt. Although this increase is somehow
intuitively clear, to the author’s knowledge the formal proof
of this proposition (33) is not available in literature up to now.
Therefore, as an additional novel achievement of this paper, the
proof is included in Appendix I. The detailed further analysis
of this increase is the topic of Section V.
IV. ANALYSIS OF THE SYMBOL SPECIFIC TRANSMITTED
ENERGIES FOR TXZF
Obviously, TZF,n of (32) depends on the number of addi-
tional constrains, which have to be satisfied to avoid interfer-
ences while designing the transmitted signal t of (5) and on
the total number of degrees of freedom for this design process.
Unfortunately, a full analytical analysis of these dependencies
for Rx oriented transmission is not yet available in literature.
Therefore, in the following the symbol specific transmitted
energies TZF,n of (32), n = 1 . . .Nt, will be analyzed. The
instruments to derive the mentioned results are based on
random matrix theory [20] and are related to the procedure
in [21].
If the mobile radio channels are time-variant random block-
fading channels and/or the demodulator D changes, B of (27)
varies with time and can, therefore, be regarded as a random
matrix. Consequently, TZF,n of (32) is also a random quantity,
and an analysis of TZF,n can only be made on a statistical
basis taking the statistical property of B into account. As B
is a function of D and H, the joint probability distribution of
the elements of B is in general a non-trivial function which
is directly related to the considered statistics of H, i.e., the
channel model, and the chosen model of the demodulator
matrices D(k) of (22). However, as a simplification in the
first step, in the following it will be assumed that all elements
bn,s, s = 1 . . .KBQt, of bn, n = 1 . . . Nt, are independent
identically distributed (i.i.d.) Gaussian variables with zero
mean and variance 2σ2n. This supposition is quite common for
MIMO transmission systems [29]. Especially, the assumption
of identically distributed Gaussian variables is fulfilled, if the
following conditions are satisfied:
• For each MT k the elements h(k,kB,kM)w , kB = 1 . . .KB,
kM = 1 . . .KM, of (10) are independent Gaussian vari-
ables with zero mean and such variances, that
KM∑
kM=1
E
{∥∥∥h(k,kB,kM)∥∥∥2
2
}
= const. ∀kB = 1 . . .KB. (34)
(34) is especially fulfilled if all elements h(k,kB,kM)w , kB =
1 . . .KB, kM = 1 . . .KM, of (10) have the same variance
2σ(k)h
2
, i.e., if the power delay profile is flat.
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Fig. 1. pdf pTZF,n (T ) of (37) for KB = 2, Qt = 8, Ed = 2, σ2n =
1/22 and Nt = 1 . . . 14
• The elements of each row n, n = 1 . . .N , of the MT spe-
cific demodulator matrices D(k) are random independent
identically uniformly distributed binary quantities of zero
mean and variance 2σ2d,n, i.e., the entirety of all elements
of each row n, n = 1 . . .N , form a data symbol specific
random binary code [6].
If the above described conditions are fulfilled, then
σ2n = σ
2
d,n
KM∑
kM=1
E
{∥∥∥h(k,kB,kM)∥∥∥2
2
}
(35)
holds; for the special case of a flat power delay profile one
obtains
σ2n = 2σ
2
d,nσ
2
hKMW. (36)
Furthermore, any two elements bn+(k−1)N,s and
bn′+(k′−1)N,s′ , n, n′ = 1 . . .N , k, k′ = 1 . . .K ,
s, s′ = 1 . . .KBQt, n = n′ ∨ k = k′ ∨ s = s′, can be
shown to be pairwise uncorrelated. However, pairwise
statistical independence is in general only given if k is not
equal to k′. Nevertheless, as an approximation it will be
assumed in the following that statistical independence holds
for all elements of B. It will become clear in Section VI that
this simplification is well justified by simulation results.
With the assumptions made above for the distribution of the
elements of B, the probability density function (pdf)
pTZF,n(T )=
⎧⎨⎩ 4σ2n e
− Ed
4σ2nT
Ed(KBQt−Nt)!
(
Ed
4σ2nT
)KBQt−Nt+2
, T ≥ 0,
0 , otherwise,
(37)
of TZF,n of (32) can be derived as shown in Appendix II.
Note that the pdf of (37) – which to the author’s knowledge
is not available in literature up to now – is not only a tool
to evaluate the performance of the considered Rx oriented
transmission transmission; it can also be used to determine
the performance variability of TxZF based transmission and
to study the fundamental impacts of system parameters on that.
Studies on the performance variability were previously only
available through simulations [12, 7, 18, 19]. Fig. 1 shows the
pdf pTZF,n(T ) of (37) for KB equal to two, Qt equal to eight,
Ed equal to two, σ2n equal to 1/22 and different Nt. With (37)
the mean
TZF =
Ed
4σ2n
1
KBQt −Nt (38)
and the variance
var (TZF) =
(
Ed
4σ2n
)2 1
(KBQt −Nt)2(KBQt −Nt + 1) (39)
of TZF,n of (32) can be calculated. (38) confirms the statement
made right at the beginning of this section: If the number
KBQt of degrees of freedom for transmit signal design is
large compared to the number Nt of constrains, then T ZF is
low. If Nt comes closer to KBQt, TZF diverges to infinity.
The result for the mean T ZF of (38) has already been derived
for the asymptotic case of infinitely large systems in [1–3] but
is now proven to be a special case of the more general analysis
presented in this paper, which incorporates frequency selective
channels and more realistic finite dimensional systems.
V. ANALYSIS OF THE TX EFFICIENCY FOR TXZF
The data symbol specific transmitted energy TZF,n mas-
sively depends on ‖bn‖22, i.e., besides other influences on the
channel attenuation which changes with time. Therefore, TZF,n
is not an adequate measure to quantify the price which has
to be paid in TxZF solely due to interference avoidance. This
price can be quantified by normalizing TZF,n in an appropriate
way, e.g., by normalizing it by TMF,n. This leads to the
transmit efficiency [23]
ηTxZF,n =
TMF,n
TZF,n
=
1[ (
BBH
)−1 ]
n,n
·
[
BBH
]
n,n
, (40)
which is the ratio of the symbol specific transmitted energies
TMF,n of (30) and TZF,n of (32), n = 1 . . .Nt, for TxMF
and TxZF, respectively. Quite generally, as the Tx efficiency
describes the degrading impact of interference suppression, it
can be interpreted as a measure dual to the asymptotic multi-
user efficiency [30], a measure which is quite common in
the field of transmitter oriented transmission and multi-user
detection, and which was originally introduced by Verdu [31].
Likewise, the transmit efficiency ηTxZF,n takes values from
0 to 1, with 1 being the optimum. The quantity ηTxZF,n of
(40) depends on the number of additional constraints, which
have to be satisfied to avoid interferences while designing the
transmitted signal t of (5), and on the total number of degrees
of freedom for this design process. Unfortunately, a closed
form analysis of these dependencies is not yet available in
literature for Rx oriented transmission if B is a random matrix,
see Section IV. In this paper this open point will be addressed
by analyzing the transmit efficiencies ηTxZF,n, n = 1 . . .Nt.
The instruments to derive the mentioned results are related to
those described in Section IV.
With the diagonal scaling matrix
√
P of dimension Nt×Nt
and the matrix B˜ with normalized rows b˜n the system matrix
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Fig. 2. pdf pηTxZF,n (η) of (45) for KB = 2, Qt = 8, Nt = 2 . . . 16
B of (27) can be decomposed as
B = diag
(√
P1 . . .
√
PNt
)
︸ ︷︷ ︸√
P
·
(
b˜
T
1 . . . b˜
T
Nt
)T
︸ ︷︷ ︸
 B
. (41)
Each row b˜n, n = 1 . . .Nt, of B˜, can be thought of being the
result of normalizing a row vector
g˜
n
=
(
g˜
n,1
. . . g˜
n,KBQt
)
(42)
to norm one, i.e.,
b˜n = g˜n
/∥∥g˜
n
∥∥
2
(43)
holds. Again the assumptions mentioned in Section IV for the
statistical properties of the matrix B should hold. Then also
all elements g˜
n,s
, s = 1 . . .KBQt, of g˜n, n = 1 . . .Nt, are
independent identically distributed (i.i.d.) Gaussian variables
with zero mean and unit standard deviation. With the above
made assumptions for g˜
n
, n = 1 . . .Nt, b˜n of (41) is
spherically uniformly distributed [29]. Substituting (41) in (40)
yields
ηTxZF,n = 1
/[(
B˜ B˜
H
)−1]
n,n
. (44)
Obviously, ηTxZF,n of (44) is independent of
√
P of (41) and,
consequently, also independent of its probability distribution.
Therefore,
√
P does not have to be considered in what
follows. Using (44) and the assumptions made above for
the distribution of the elements of B, the probability density
function (pdf)
pηTxZF,n(η) =
{
ηKBQt−Nt (1−η)Nt−2
B(KBQt−Nt+1,Nt−1) , 0 ≤ η ≤ 1,
0, else,
(45)
of ηTxZF,n can be derived as shown in Appendix III. The
function
B(z, w) =
∫ 1
0
tz−1(1− t)w−1dt = Γ(z) · Γ(w)
Γ(z + w)
(46)
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Fig. 3. pdf pηTxZF,n (η) of (45) for κ = 0.5, KBQt = 8 . . . 128 and
KBQt →∞
in (45) denotes the beta-function [32]. Therefore, ηTxZF,n of
(44) is termed to be beta distributed [32]. Fig. 2 shows the pdf
pηTxZF,n(η) of (45) for KB equal to two, Qt equal to eight and
different Nt. Obviously, with increasing Nt, the maximum of
the pdf pηTxZF,n(η) of (45) tends to be shifted to lower η.
Based on (45) the m-th moment of ηTxZF,n of (40) can be
expressed as
E
{
ηmTxZF,n
}
=
Γ(KBQt−Nt+m+1)
Γ (KBQt −Nt + 1)
Γ (KBQt)
Γ(KBQt+m)
. (47)
Using (47), the mean
ηTxZF = E{ηTxZF,n} =
KBQt − (Nt − 1)
KBQt
(48)
and the variance
var (ηTxZF,n) = E
{
η2TxZF,n
}− η2TxZF
=
[KBQt−(Nt−1)] (Nt−1)
(KBQt)
2 (KBQt+1)
. (49)
of ηTxZF,n follow. Obviously, as already presumed before,
ηTxZF depends on the difference of two quantities, namely
• the number KBQt of degrees of freedom for transmit
signal design, i.e. the number KBQt of elements of the
total transmitted signal t of (5), and
• the number (Nt − 1) of restrictions due to interference
avoidance while designing the contribution of each data
symbol dn, n = 1 . . .Nt, to t.
If the number KBQt of degrees of freedom is large compared
to (Nt − 1), ηTxZF tends to be close to one, otherwise it is
between zero and one. For a fixed system load κ of (8), (48)
and (49) can be rewritten as
ηTxZF = 1−
(
κ− 1/(KBQt)
)
, (50a)
var (ηTxZF,n) =
(
1− κ + 1KBQt
)(
κ− 1KBQt
)
1 + KBQt
. (50b)
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(50) discloses, if the system load κ is kept constant and KBQt
is quite large, then ηTxZF,n tends to the asymptotic transmit
efficiency η∞TxZF with its mean
η∞TxZF = lim
KBQt→∞
ηTxZF = 1− κ (51)
and its variance
var (η∞TxZF) = lim
KBQt→∞
var (ηTxZF,n) = 0, (52)
respectively. Therefore, for large systems with given system
load κ the mean of the asymptotic transmit efficiency η∞TxZF
is only a function of the system load κ, while the variance
var (η∞TxZF) of ηTxZF,n asymptotically goes to zero, resulting
in the pdf
pη∞TxZF (η) = δ
(
η − (1− κ)) (53)
of the asymptotic transmit efficiency η∞TxZF. This asymptotic
behaviour is verified by the results depicted in Fig. 3 which
shows the pdf pηTxZF,n(η) of (45) for a fixed system load κ
of 0.5 and different values KBQt.
VI. SIMULATIVE VERIFICATION OF ANALYTICAL RESULTS
In the previous Sections IV and V analytical results for both
the pdf pTZF,n(T ) of TZF,n of (32) and for the pdf pηTxZF,n(η)
of ηTxZF,n of (40) have been derived. One key assumption
made in the derivations was the statistical independence of
the elements bn,s, s = 1 . . .KBQt, of bn, n = 1 . . .Nt,
of (27). As already explained in Section IV this statistical
independence is in general not fulfilled in a strict mathematical
sense. However, it will become clear in this section that the
assumption of independence is a quite accurate approximation
of reality. This perception is in full agreement with similar
results often reported in the field of random matrix theory
[33, 34].
To justify the mentioned approximation, in the following the
theoretical results are validated by simulation results, which
are based on realistic channel models. In the simulations the
author restricts himself to the analysis of Rx oriented trans-
mission systems operating over uncorrelated MIMO channels
[29]. However, the results obtained, both by simulations and by
the theoretical considerations of Sections IV and V, can also be
regarded as an upper bound of the performance of Rx oriented
MIMO transmission systems operating over correlated MIMO
channels. The detailed analysis of systems of that kind is
the topic of further research and is beyond the scope of this
contribution.
For the simulations the following assumptions are made:
• The demodulator matrices D(k) of (22) are chosen ac-
cording to the assumptions described in Section IV on
page 4. For the variance σ2d,n introduced in Section IV
σ2d,n =
1
2KM(Qt + W − 1) , n = 1 . . . Nt, (54)
holds, i.e., each row of D(k) of (22) is normalized to one.
• The author considers an uncorrelated multi-user MIMO
channel described by the channel impulse responses
h(k,kB,kM), k = 1 . . .K , kB = 1 . . .KB, kM = 1 . . .KM,
of (10). Each element h(k,kB,kM)w of h(k,kB,kM) is a
Gaussian distributed independent random variable with
zero mean. The impulse responses h(k,kB,kM) are nor-
malized in such a way that
E
{∥∥∥h(k,kB,kM)∥∥∥2
2
}
= 1 (55)
holds for all k=1. . .K , kB=1. . .KB, kM=1. . .KM. The
variances of the elements h(k,kB,kM)w of each h
(k,kB,kM)
are assumed to fulfill with the constant α
E
{∣∣∣h(k,kB,kM)w ∣∣∣2
2
}
=αE
{∣∣∣h(k,kB,kM)w+1 ∣∣∣2
2
}
,w=1. . .W−1,
(56)
while satisfying (55). The constant α in (56) describes
the power delay profile (pdp) of the considered radio
channel. For the simulations in this section the following
two exemplary models are utilized:
– α = 1 (model 1 – flat pdp) and
– α = 2 (model 2 – exponentially decreasing pdp).
The motivation for chosing these two models is based on
the fact that, for a given dimension W of the channel
impulse responses h(k,kB,kM), model 1 describes the
worst case multipath situation, whereas model 2 is related
to typical channel models often used in literature for
quantitative performance analysis [35]. Therefore, both
model 1 and model 2 are of special interest, when
analyzing scenarios with dispersive multi-user MIMO
channels. In the simulations W is assumed to be four.
• The temporal spreading factor Qt is equal to eight, Ed
is equal to two and N is equal to one.
With the above assumptions σ2n of (35) becomes 1/22, which
is also the figure which was considered for the numerical
example in Section IV, c.f. Fig. 1.
Figs. 4 to 6 show both simulation results and analytical
results for the pdf pTZF,n(T ) of TZF,n for KB equal to two
and different numbers KM of receive antennas at the MTs.
Comparing the results shown, one can make the following
observations:
• Whereas the theoretical result of (37) is independent of
KM, the simulations yield different results for different
KM. However, for all KM the simulation results and the
theoretical result agree quite well. The reason for the re-
maining discrepancies is the already mentioned statistical
independence of the elements bn,s n = 1 . . .Nt, s =
1 . . .KBQt, of B. In the realistic scenarios considered
in the simulations this statistical independence is only
approximately fulfilled. However, this approximation gets
more accurate the more Rx antennas are available at
the MTs. Therefore, the mentioned discrepancy between
theory and simulations vanishes with increasing KM.
• The simulation results obtained for both channel models
1 and 2 do not differ significantly. The remaining slight
differences between the obtained results trace back to the
different grades of dispersion described by the models
and, as a consequence of that, the different grade of
the already mentioned remaining weak statistical depen-
dencies between the elements bn,s n = 1 . . .Nt, s =
1 . . .KBQt, of B. From that result it can be concluded
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Fig. 4. comparison of simulation results ( ) and of the theoretical
result ( ) of (37) for pdf pTZF,n (T ) with KB = 2, Qt = 8,
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Fig. 5. comparison of simulation results ( ) and of the theoretical
result ( ) of (37) for pdf pTZF,n (T ) with KB = 2, Qt = 8,
Ed = 2, K = 8, N = 1, W = 4, model 1
that the theoretical result of (37) is suitable to assess
the performance of TxZF based transmission for a large
variety of channel models. As explained, details of the
considered channel model, like the pdp, do not play a
significant role. Therefore, for simplicity only model 1
will be considered in the following within the simulative
validation of the theoretical results.
• Comparing Figs. 4 and 5 shows that the congruence
between the theoretical results and the simulation results
does not depend significantly on the number K of MTs.
In Fig. 7 the average transmitted energy T ZF is depicted versus
the number KB of transmit antennas for channel model 1
and different KM. K is set to four and eight, respectively.
As could be expected from the results presented right before,
the simulation results and the theoretical results of (38) for
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Fig. 6. comparison of simulation results ( ) and of the theoretical
result ( ) of (37) for pdf pTZF,n (T ) with KB = 2, Qt = 8,
Ed = 2, K = 4, N = 1, W = 4, model 2
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Fig. 7. comparison of simulation results ( ) and of the theoretical
result ( ) of (38) for TZF vs. KB for Qt = 8, Ed = 2,
K = 4, 8, N = 1, W = 4, model 1
TZF match quite well for all considered KM. The remaining
differences between both kinds of results converge to zero with
increasing KM.
In analogy to Figs. 4 to 7, Figs. 8 to 11 show both analytical
results and simulation results for pηTxZF,n(η) of (45) and
ηTxZF of (48), respectively. The system parameters are chosen
identical to those valid for Figs. 4 to 7. The most important
observations to be made are:
• For all considered parameter combinations the theoretical
results and the simulation results match almost perfectly.
Even for a very low number KM of receive antennas, e.g.
KM equal to one, the discrepancies between both results
are negligibly small.
• The differences between the simulation results obtained
for the channel models 1 and 2, respectively, are negligi-
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ble. The theoretical results of (45) and (48) are valid for
both types of channels.
Summarizing, the results presented in this section show that
the theoretical results of Sections IV and V match quite well
with the obtained simulation results. Therefore, as already
claimed in Section IV, the assumption of statistical indepen-
dence of the elements bn,s n = 1 . . .Nt, s = 1 . . .KBQt, of
B is fully justified and turns out to be tolerable.
VII. CONCLUSIONS
Up to now, for scenarios with time-variant mobile radio
channels the performance analysis of receiver oriented trans-
mission systems has primarily been conducted by computer
simulations. However, as shown in this contribution, also
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analytical methods are applicable to quantify this performance,
e.g., in terms of the quality measures transmitted energy and
transmit efficiency – a measure quantifying the price for
interference suppression. In contrast to performance results
obtained by simulations, the analytically derived closed-form
expressions for the statistical characteristics of the transmit-
ted energies and of the transmit efficiencies allow a deeper
understanding of the fundamental interdependencies between
system performance and system parameters. Especially, the
influences of the system load κ and the dimension KBQt
of the total transmitted signal t on the system performance
have been clarified. The insights gained are not restricted to
the analysis of TxZF but also have a significant importance
for a profound understanding of recently proposed, more
sophisticated non-linear transmit signal design strategies like
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for instance Transmit Nonlinear Zero-Forcing (TxNZF) [23] or
Tomlinson-Harashima Precoding (THP) [36]. Those strategies
can be interpreted as stepwise partially applying TxZF and,
consequently, show a performance which is limited by the per-
formance of those partial processing steps. Using the derived
closed-form expressions for TxZF also the performance of said
non-linear transmit signal design strategies can be demystified.
APPENDIX I
PROOF OF THE PROPOSITION OF (33)
In order to proof (33), we have to show that with the
hermitian matrix
RB = BB
H (57)
for all n = 1 . . .Nt,[
(RB)
−1]
n,n
≥
(
[RB]n,n
)−1
(58)
holds. In the following, only n equal to one is considered, the
proof for n = 2 . . .Nt is straightforward. RB of (57) is an
hermitian matrix of dimension Nt×Nt. If Nt is equal to one
the proof of (58) is trivial as both sides of that equation are
identical. If Nt is larger than one – and that is basically the
case we are interested in – with the column vector rB and the
hermitian matrix R′B of dimension (Nt − 1)× (Nt − 1), RB
may be partitioned as
RB =
(
[RB]1,1 r
H
B
rB R
′
B
)
. (59)
The vector rB in (59) denotes the first column of RB with-
out its first element [RB]1,1. Then, according to the matrix
inversion lemma for partitioned matrices [37], with
ζ = rHBR
′
B
−1rB (60)
the element
[
R−1B
]
1,1
of R−1B can be expressed as[
R−1B
]
1,1
=
1
[RB]1,1 − ζ
. (61)
Since B is assumed to be a non-singular matrix, R−1B is a
positiv hermitian matrix. Therefore, ζ of (60) is an hermitian
form which is by definition always non-negative, i.e.,
ζ ≥ 0. (62)
With (61) and (62) follows[
R−1B
]
1,1
=
(
[RB]1,1 − ζ
)−1
≥
(
[RB]1,1
)−1
(63)
which had to be shown. 
APPENDIX II
DERIVATION OF THE PDF pTTxZF,n(T ) OF (37)
Let us consider the scaled inverse
Xn =
1
2TZF,n
· Ed
σ2n
=
1[(
BBH
)−1]
n,n
1
σ2n
(64)
of the symbol specific transmitted energy TZF,n of (32). It can
be shown that using the auxiliary real-valued positive scalar s
and the matrix inversion lemma [37] that Xn of (64) can be
rewritten as
Xn=
1
σ2n
lim
s→0
[
bn
([
BHB− bHnbn
]
︸ ︷︷ ︸
 RB
/s + I(KBQt)
)−1
bHn
]
.
(65)
By Eigenvalue decomposition follows
R˜B = UλU
H (66)
for the Hermitian matrix R˜B of (65), where U is a unitary
matrix and
λ = diag(λ1 . . . λNt−1, 0 . . . 0︸ ︷︷ ︸
(KBQt−Nt+1)−times
) (67)
is with probability one a diagonal matrix with (N t − 1) non-
zero Eigenvalues λn, n = 1 . . .Nt − 1. Substituting (67) in
(65), Xn of (64) reads
Xn=
1
σ2n
lim
s→0
[
bn
(
U
(
λ/s2 + I(KBQt)
)
UH
)−1
bHn
]
=
1
σ2n
lim
s→0
[
bnU︸ ︷︷ ︸
b′
n
(
λ/s+ I(KBQt)
)−1
(bnU)
H︸ ︷︷ ︸
b′H
n
]
. (68)
bn is Gaussian i.i.d. Therefore, this assumption also holds for
the row vector
b′n = bnU =
(
b′n,1 . . . b
′
n,KBQt
)T (69)
in (68) of dimension KBQt, as multiplying a Gaussian i.i.d.
vector by a unitary matrix U does not change its probability
distribution [29]. Substituting (67) in (68), Xn of (64) can be
calculated to be
Xn =
1
σ2n
b′n lim
s→0
[
diag
(
1+
λ1
s
. . . 1+
λNt−1
s
, 1 . . . 1
)]−1
b′Hn
=
1
σ2n
b′n lim
s→0
[
diag
(
s
s+λ1
. . .
s
s+λNt−1
, 1 . . . 1
)]
b′Hn
=
1
σ2n
b′ndiag
(
0 . . . 0, 1 . . .1
)
b′Hn . (70)
Xn of (70) can be simplified using (69) to
Xn =
KBQt∑
s=Nt
∣∣∣∣∣b
′
n,s
σ2n
∣∣∣∣∣
2
. (71)
The real and imaginary parts of b ′n,s, s = 1 . . .KBQt,
are independent Gaussian distributed random variables with
variances σ2n, which has the consequence that both real and
imaginary part of b′n,s/σ2n are independent Gaussian dis-
tributed random variables with zero-mean and unit variance.
Therefore, Xn of (71) is centrally χ2-distributed with
ν = 2(KBQt −Nt + 1) (72)
degrees of freedom. As stated in [32], Xn fulfills the pdf
pXn(X) =
⎧⎨⎩
1
2
ν
2 Γ( ν2 )
X
ν
2−1e−
X
2 , X ≥ 0,
0 otherwise.
(73)
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Xn is a function of the data symbol specific energy the TZF,n,
c.f. (64). Therefore, based on (73) by a simple transforma-
tion of the random variable Xn and plugging in (72) the
pdf pTTxZF,n(T ) of (37) follows. 
APPENDIX III
DERIVATION OF THE PDF pηTxZF,n(η) OF (45)
The way to derive (45) is quite similar to the one used in
Appendix II. Again, based on (44) and using the auxiliary real-
valued positive scalar s it can be shown by means of the matrix
inversion lemma [37] that ηTxZF,n of (40) can be written as
ηTxZF,n=lim
s→0
[
b˜n
([
BHB− bHnbn
]
︸ ︷︷ ︸
 RB
/s+ I(KBQt)
)−1
b˜
H
n
]
.
(74)
Using the Eigenvalue decomposition of R˜B of (66) described
in Appendix II and substituting (67) in (74), the transmit
efficiency ηTxZF,n of (40) reads
ηTxZF,n= lim
s→0
[
b˜n
(
U
(
λ/s + I(KBQt)
)
UH
)−1
b˜
H
n
]
= lim
s→0
[
b˜nU︸ ︷︷ ︸
 
 bn
(
λ/s+ I(KBQt)
)−1 (
b˜nU
)H
︸ ︷︷ ︸
 
 b
H
n
]
.(75)
As already explained in Section V, b˜n of (43) is spherically
uniformly distributed. Therefore, this assumption also holds
for the row vector ˜˜bn in (75) of dimension KBQt, as multi-
plying a spherically distributed vector by a unitary matrix U
does not change its probability distribution [38]. Therefore, in
analogy to (42) and (43), ˜˜bn of (75) can also be represented
by˜˜bn = b˜nU = ˜˜gn/∥∥˜˜gn∥∥2, ˜˜gn = (˜˜gn,1 . . . ˜˜gn,KBQt)T , (76)
where the elements ˜˜g
n,s
, s = 1 . . .KBQt, of ˜˜gn, n = 1 . . .Nt,
satisfy the same probability distribution as g˜
n
of (42). Substi-
tuting (67) in (75), the transmit efficiency can be calculated
to be
ηTxZF,n=
˜˜bn lim
s→0
[
diag
(
1+
λ1
s
. . . 1+
λNt−1
s
, 1 . . . 1
)]−1˜˜bHn
= ˜˜bn lim
s→0
[
diag
(
s
s+λ1
. . .
s
s+λNt−1
, 1 . . . 1
)]˜˜
b
H
n
= ˜˜bndiag(0 . . . 0, 1 . . .1)˜˜bHn . (77)
Using (76) and the quantities
X1 =
KBQt∑
s=Nt
∣∣∣˜˜g
n,s
∣∣∣2 , X2 = Nt−1∑
s=1
∣∣∣˜˜g
n,s
∣∣∣2 , (78)
ηTxZF,n of (77) can be simplified to
ηTxZF,n =
KBQt∑
s=Nt
∣∣∣˜˜g
n,s
∣∣∣2
KBQt∑
s=1
∣∣∣˜˜g
n,s
∣∣∣2 =
X1
X1 + X2
. (79)
As stated in [32], both X1 and X2 are centrally χ2-distributed
random variables with 2(KBQt−Nt+1) and 2(Nt−1) degrees
of freedom, respectively. Thus, as shown in [32], ηTxZF,n of
(79) is beta distributed with the pdf pηTxZF,n(η) of (45). 
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Abstract
In the  rd Generation Partnership Project (3GPP) Time
Division CDMA (TD–CDMA) has been selected as the air
interface for the TDD (Time Division Duplexing) bands of
 
rd Generation (3G) mobile radio systems. In this paper,
a novel multiuser transmission scheme for the TD–CDMA
downlink is presented, which in contrast to state of the art
TD–CDMA transceivers utilizes the reciprocity of the mo-
bile radio channels of the uplink and the downlink. It is
shown that according to this scheme no channel estimation
is necessary at the MSs and the data detection effort is dra-
matically reduced. The theoretical analysis of the paper is
supported by computer simulation results which illustrate
the superiority of the novel scheme in terms of the BER (bit
error rate) performance and the system spectrum efficiency
in the downlink of TD–CDMA.
1. Introduction
Time Division CDMA (TD–CDMA) is a time–slotted
CDMA air interface, which is based on the combina-
tion of the multiple access schemes FDMA, TDMA and
CDMA [1]. This air interface has been selected by the
 
rd Generation Partnership Project (3GPP) as the standard
for the TDD (Time Division Duplexing) mode of the  rd
Generation (3G) mobile radio system IMT-2000 (Interna-
tional Mobile Telecommunications 2000) [2]. In the case of
TDD the channel impulse response between a mobile sta-
tion (MS) and a base station (BS) is valid for both the uplink
and the downlink, as long as the time elapsing between up-
link and downlink transmission is sufficiently smaller than
the coherence time [3] of the mobile radio channel. When
the downlink of TD–CDMA is considered, the fact that
this equality is not exploited by the state of the art TD–
CDMA transceivers leads to two fundamental requirements,
which can also be viewed as the main drawbacks of the TD–
CDMA downlink.
These requirements can be described as follows:
  A user specific training sequence is mandatory in the
burst format, which enables channel estimation at the
MSs. However, since the support of high data rates up to
2 Mbit/s is required for 3G mobile radio systems [2], the
use of training sequences considerably reduces the useful
data rate in the downlink of TD–CDMA.
  A considerable computational effort has to be made for
channel estimation [4] at the MS. In addition to this ef-
fort, the use of joint detection [1] for data detection re-
sults in a further increase of the computational effort re-
quired at the MSs. Although channel estimation and joint
data detection fulfill the performance requirements for
3G mobile radio systems [1], their high computational
effort constitutes a severe drawback for the implementa-
tion of low–cost mobile handsets.
The above described drawbacks of the TD–CDMA down-
link can be overcome by the novel multiuser transmission
scheme presented in the paper. The novelty of this scheme
consists in determining a common transmit signal for the
service of all MSs assigned to the considered BS by ex-
plicitly using the information about the channel impulse
responses of all MSs assigned to the considered BS. Due
to the rationale of this approach, the name Joint Transmis-
sion (JT) has already been proposed for the novel multiuser
transmission scheme by the authors [5]. The information
about the channel impulse responses is obtained from the
previous time slot assigned to the uplink, i.e., this scheme
takes advantage of the equality of the mobile radio chan-
nel impulse responses between the uplink and the downlink
valid in the TDD mode. Then, the transmit signal from the
BS, after passing through the mobile radio channels, yields
the data sent for a specific MS by simple linear filtering of
the received signal at that MS. In this way, two goals are
achieved:
[PMWB00] Papathanassiou, A.; Meurer, M.; Weber, T.; Baier, P. W.: “A novel multiuser trans-
mission scheme requiring no channel estimation and no equalization at the mobile
stations for the downlink of TD-CDMA operating in the TDD mode”. Proc. IEEE
52nd Vehicular Technology Conference (VTC’00-Fall), Bd. 1, Boston, 2000, S. 203–
210.
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  First, no user specific training sequences are required in
the burst format, which allows an increase of the offered
useful data rate, compared to the use of the state of the
art burst format in the TD–CDMA downlink [1].
  Second, since no channel estimation is necessary and
only a single filter is needed at each MS in order to per-
form data detection, a dramatic reduction of the receiver
computational effort is achieved, compared to the one re-
quired by the state of the art TD–CDMA receivers at the
MSs.
As a final remark, although the novel multiuser transmis-
sion technique is presented in this paper for the downlink
of TD–CDMA, its application is also feasible to other air
interfaces having a TDMA component.
The paper is structured as follows: In Section 2 the
system model is developed, where the case of using multi-
ple antennas at the BS is also treated. In Section 3 the said
common transmit signal at the BS is determined and data
detection at the MSs is presented according to the novel
multiuser transmission scheme. In Section 4 simulation
results for the BER (bit error rate) performance and the
system spectrum efficiency achieved by the novel scheme
are presented and compared to the ones obtained by using
the state of the art TD–CDMA downlink scheme. Finally,
Section 5 summarizes the basic results and concludes the
paper.
2. System model
In this section a time discrete system model in the equiv-
alent lowpass domain is described for the downlink of TD–
CDMA. A single cell of the cellular network is considered
and the number of MSs served by the BS of this cell is equal
to K. Further, the transmission of one TDMA burst in the
downlink is treated. It is assumed that N data symbols have
to be transmitted for each MS from the BS. The N data
symbols from each user are arranged to the user specific
data vector
d
 k
 
h
d
 k

      d
 k
N
i
T
 k         K (1)
and all K data vectors are stacked to form the total data
vector
d  
h
d
 T
     d
 KT
i
T
(2)
of length KN . Furthermore, as commonly assumed for
TD–CDMA [1], a user specific CDMA code
c
 k
 
h
c
 k

      c
 k
Q
i
T
 k         K (3)
of length Q is assigned to each MS k, k         K. The
CDMA codes c k, k         K, see (3), are arranged to the
K matrices C k, k         K, of dimension NQW  
N the elements of which are given by
h
C
 k
i
qQ n  n
 
 






c
 k
q
 q         Q
n         N
  otherwise 
(4)
The K matrices C k, k         K, of (4) are combined to
the KNQW   KN block diagonal matrix
C   blockdiag
h
C
 
     C
 K
i
  (5)
In the rest of this section, the signal transmission model
is described. In a first step, a single antenna is assumed to
be used at the BS. Then, the system model is extended to
include the use of multi–antenna configurations at the BS.
When a single antenna is used at the BS, the mobile ra-
dio channel can be characterized by K channel impulse re-
sponses [1]
h
 k
 
h
h
 k

      h
 k
W
i
T
 k         K (6)
each one valid for the connection of the BS and MS k, k  
      K. The BS is assumed to transmit a signal
s
s
 

s
s 
      s
s S

T (7)
of length S, which represents the transmission of one
TDMA burst. s
s
of (7) will be termed the total trans-
mit signal, since it is valid for all MSs assigned to the
considered BS. With the channel impulse responses h k,
k         K, see (6), a S W     S Toeplitz matrix
H
 k
s
, k         K, is formed, the elements of which are
given by
h
H
 k
s
i
sw  s
 
 






h
 k
w
 w         W
s          S
  otherwise 
(8)
All K matrices H k
s
, k         K, are arranged to the ma-
trix
H
s
 
h
H
 T
s
     H
 KT
s
i
T
 (9)
with the dimension KS W     S. Then, the signal
originating from s
s
, see (7), and received at MS k, k  
      K, is expressed as
e
 k
s
  H
 k
s
s
s
 k         K (10)
and has length S W   . The K received signals e k
s
,
k         K, of (10) are arranged to the vector
e
s
 
h
e
 T
s
      e
 KT
s
i
T
(11)
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of lengthK SW . e of (11) corresponds to the recep-
tion of one TDMA burst from all K MSs. With the channel
impulse response matrix H
s
, see (9), and the transmit sig-
nal s
s
, see (7), the total received signal at all K MSs can be
written as
e
s
H
s
s
s
  (12)
Note that the total received signal e
s
of (12) cannot
be observed by a single MS k, k        K. A MS k,
k        K, can only observe e k
s
, k        K, of (10).
However, the representation of the total received signal e
s
in (12) will appear useful when determining the transmit
signal s
s
of (7), which is common for all MSs assigned to
the considered BS.
When multi–antenna configurations of K
a
antenna el-
ements are used at the BS, the method for deriving the total
received signal at all MSs is the same as the one presented
above in this section for the use of a single antenna at the
BS. However, in the case where multi–antenna configu-
rations are used at the BS, the total transmit signal is the
combined transmit signal from all K
a
antenna elements
expressed by
s
m

h
s
 T
m
      s
 K
a
T
m
i
T
 (13)
where s ka
m
, k
a
       K
a
, represents the transmit sig-
nal from antenna k
a
and its structure is as the one in (7).
Further, the mobile radio channel is characterized by KK
a
channel impulse responses h k ka, k        K, k
a

      K
a
, each valid for the connection of antenna k
a
and
MS k [1, 4]. All KK
a
channel impulse responses h k ka,
k        K, k
a
       K
a
, are arranged to the matrix
H
m

h
H
 T
m
     H
 KT
m
i
T
 (14)
H
 k
m

h
H
 k 
m
     H
 k K
a

m
i
 (15)
k        K, where the structure of the  S W    S
matrix H k ka
m
, k        K, k
a
       K
a
, is as the one in
(8). Then, with H
m
, see (14), and the total transmit signal
s
m
, see (13), the total received signal at all K MSs can be
written as
e
m
 H
m
s
m
(16)
for the case where multi–antenna configurations are used at
the BS.
Note that e
s
of (12), which holds for the case that a single
antenna is used at the BS, and e
m
of (16), which holds for
the case that multi–antenna configurations are used at the
BS, have the same number of componentsK S W   .
This observation will be used in the following section in or-
der to provide a common analysis for determining the total
transmit signal s
s
, see (7), or s
m
, see (13), independent of
the numberK
a
of antennas used at the BS. For this purpose,
in the rest of the paper the total received signal at all MSs is
expressed by
e H s (17)
where e, H and s of (17) stand for e
s
, H
s
and s
s
, respec-
tively, see (12), when a single antenna is used at the BS,
and for e
m
, H
m
and s
m
, respectively, see (16), when multi–
antenna configurations are used at the BS.
3. Determination of the total transmit signal
and data detection at the MSs
In Section 2 it is shown that the total received signal
e at all MSs is given by (17), which describes both the
single antenna and the multi–antenna case. In this section
the total transmit signal s, see (17), is determined so that
the goals stated in Section 1 are achieved, i.e., no training
sequences are needed in the format of the transmitted burst,
no channel estimation is necessary at the MSs and data
detection is performed by simple linear filtering of the
received signals at the MSs.
Setting out from (17), the above mentioned goals, see
also Section 1, can be achieved by requiring that each MS k
is equipped with a single linear filter matched to the CDMA
code c k assigned to MS k, k        K, and the output of
the filter at MS k directly yields the data transmitted from
the BS for MS k, k        K. It is reminded that the data
for MS k is contained in the data vector d k, k        K,
see (1). Concerning the length S of the transmit signal from
antenna k
a
of the BS, it will be assumed in the following
that
S  N Q   (18)
In this way, a direct comparison of the proposed scheme
with the state of the art TD–CDMA downlink transmission
scheme [1] is possible. When the total received signal e, see
(17), at all K MSs is considered, the above stated require-
ment is mathematically described for all K MSs assigned
to the considered BS by
C
 T
e  d (19)
where C is defined in (5) and d is given by (2). By sub-
stituting e in (19) by its representation in (17), (19) can be
equivalently written as
C
 T
H s  d  (20)
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Under the assumption that the time elapsing from the previ-
ous time slot assigned to the uplink of TD–CDMA is suffi-
ciently smaller than the coherence time of the mobile radio
channel, in (20) C, H and d are known at the BS. Since
K N   K
a
N Q (21)
is a state of the art assumption for TD–CDMA indepen-
dently of the number K
a
of antenna elements used at the
BS [1], (20) constitutes an optimization problem [6], where
the numberKN of restrictions, contained in the vector d of
length KN , is smaller than the number K
a
NQ of degrees
of freedom, expressed by the vector s of lengthNQ. There-
fore, the validity of (21) implies that (20) has infinitely
many solutions s.In the following the solution s with mini-
mum energy will be used. It can be obtained from (20) by
following standard Lagrange techniques [6]
s   H
 T
C
 
C
 T
HH
 T
C

  
d (22)
Minimizing the energy of s means that the multiple access
interference caused by a BS of the cellular network is also
minimized. This advantageous property of the total trans-
mit signal s given by (22) will be illustrated by computer
simulation results in Section 4, where the system spectrum
efficiency achieved by the novel scheme presented in
the paper is compared to the system spectrum efficiency
achieved by the state of the art scheme for the TD–CDMA
downlink [1].
Concerning data detection at the MSs, if the vector nk
of length NQ  W    expresses the influence of the
additive intercell multiple access interference (MAI) at the
input of MS k, k      K, it is easily shown from (20)
and (22) that the estimate of the data vector dk, see (1),
transmitted for MS k, k      K, is given by

d
k
  d
k
C
k
T
n
k
 k      K (23)
As a final remark, if the input intercell MAI vector
n
k
, k      K, in (23) is white and Gaussian distributed
with each component of nk having variance equal to ,
i.e., if its covariance matrix equals the NQ W    
NQW   identity matrix multiplied by , the covari-
ance matrix of the output intercell MAI vector CkTnk,
k      K, see (23), equals jjckjj IN. This means
that according to the presented scheme at the output of the
matched filter of MS k, k      K, uncorrelated noise is
present, whereas according to the state of the art scheme for
TD–CDMA the output intercell MAI vector is highly cor-
related, since the latter scheme does not take advantage of
the information about the channel impulse responses when
determining the total transmit signal at the BS. This ad-
vantageous property of the presented scheme will be illus-
trated by computer simulation results in Section 4, where
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Figure 1. Coded BER P
b
of user k    ver-
sus E
s

; perfectly known channel impulse re-
sponses used at the BS; COST207 RA channel
model; K    users; mobile speed: 3 km/h
the BER performance of the novel scheme is compared to
the BER performance of the state of the art scheme for the
TD–CDMA downlink [1].
4. Simulation results
4.1. General
In this section the performance of the presented mul-
tiuser transmission scheme for the downlink of TD–CDMA
is investigated by simulations and compared to the state
of the art transmission scheme of the TD–CDMA down-
link [1], which will be addressed as the conventional
scheme from now on. First, in Section 4.2 the BER per-
formance of the novel scheme is evaluated and compared
to the performance of the conventional downlink scheme
for TD–CDMA. This evaluation will illustrate the potential
of the scheme presented in the paper for performance im-
provement, compared to the use of the conventional scheme
for the TD–CDMA downlink. However, when consider-
ing a cellular mobile radio system, the ultimate goal should
be the investigation of the applied scheme with respect to
the system efficiency [7, 8]. The efficiency of mobile radio
systems is evaluated through widely accepted performance
measures, such as the spectrum efficiency. In addition to
the possibility of comparing different mobile radio systems,
the spectrum efficiency enables the comparison of differ-
ent concepts within the same mobile radio system [7, 8].
Therefore, in Section 4.3 the spectrum efficiency of the TD–
CDMA downlink is determined for both the novel and the
conventional scheme for the downlink of TD–CDMA.
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4.2. BER performance
In this section the BER performance of the novel
scheme presented in the paper is evaluated by Monte Carlo
simulations [9] and compared to the performance of the
conventional downlink scheme for TD–CDMA [1]. In the
simulations a single antenna is used at the BS and K equal
to two users are assumed to be active within each TDMA
burst. Each user moves with velocity equal to 3 km/h.
The length Q of each CDMA code c k, k     , see (3),
is equal to 16. Furthermore, a channel impulse response
valid for the link between the BS and each of the two MSs
is created according to the COST 207 channel model for
transmission over Rural Area (RA) [10]. Since the BER
performance is investigated, the influence of the intercell
MAI is modelled by choosing the components of n k,
k     , see (23), to be samples of independent complex
Gaussian random variables with zero mean and variance
equal to . The remaining parameters for TD–CDMA can
be taken from [11].
In a first step, the channel impulse responses valid for
the transmission of one downlink TDMA burst, i.e., for a
single experiment, are assumed to be perfectly known at the
BS. Although this assumption is somewhat optimistic for
the real–time operation of TD–CDMA in the downlink, it
offers the possibility of obtaining upper bounds for the per-
formance of both the novel and the conventional downlink
transmission scheme for TD–CDMA. In Fig. 1 the average
coded BER P
b
for MS k    is illustrated versus the ratio
of the average transmitted energy E
s
per symbol and user
to  in dB, when the novel and the conventional scheme
for the downlink of TD–CDMA are used. From Fig. 1,
the dramatic performance improvement of the TD–CDMA
downlink achieved by the novel scheme is obvious, com-
pared to the use of the conventional downlink transmission
scheme for TD–CDMA [1]. First, this improvement is
expressed by an E
s

 gain of approximately 9 dB at a
coded BER P
b
equal to  . Second, there is a more rapid
decrease of P
b
as E
s

 increases, which is mainly due
to the fact that uncorrelated noise is present at the CDMA
code matched filter output prior to the implementation of
channel decoding, see the analysis presented in the last
part of Section 3, whereas the output intercell MAI vector
in the conventional scheme is highly correlated due to the
presence of ISI and MAI [1].
In a second step, a realistic operating situation for the
downlink of TD–CDMA is considered with respect to
the application of the novel scheme. According to this
operating situation, the channel impulse responses of
the two users are estimated in the previous TDMA burst
assigned to the uplink. In order to obtain useful results for
the downlink case, it is assumed that the signal–to–noise
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Figure 2. Coded BER P
b
of user k    versus

E
s

; estimated channel impulse responses from
the uplink used at the BS; COST207 RA channel
model; K    users; mobile speed: 3 km/h
ratio (SNR) at the input of the BS receiver during the uplink
transmission takes values high enough so that an average
coded BER P
b
between   and   is achieved. In this
way, the downlink BER performance can be investigated
under the assumption that in the uplink of TD–CDMA
the BER performance requirements for, at least, voice
transmission [8] are met. Then, the total transmit signal
s is determined according to (22) by using the estimated
channel impulse responses from the previous TDMA
burst assigned to the uplink of TD–CDMA. The use of
the estimated channel impulse responses from the uplink
when determining s from (22) constitutes a first source
of error compared to the situation valid for the simulation
results presented in Fig. 1. Furthermore, compared to the
channel impulse responses valid for the transmission of
the uplink TDMA burst, the channel impulse responses
valid for the transmission of the downlink TDMA burst
have slightly changed since the users move with velocity
3 km/h. This change constitutes a second source of error
compared to the situation valid for the simulation results
presented in Fig. 1. Under the described operating situation
for the novel scheme, its BER performance is compared in
Fig. 2 to the case where the channel impulse responses are
perfectly known at the BS, see also the simulation results
in Fig. 1 for the novel scheme. The remaining simulation
parameters are as the ones valid for Fig. 1. From Fig. 2, a
performance degradation of the novel scheme is observed
when the estimated channel impulse responses from the
uplink are used for determining the total transmit signal s
from (22), compared to the ideal case where the channel
impulse responses are perfectly known at the BS prior to
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the downlink transmission. This degradation compared to
the ideal case is expressed by an increase of the required
 
E
s
 
  of approximately 2.5 dB in order to achieve an
average coded BER P
b
equal to  , see Fig. 2. However,
this degradation is in the order of the one observed in the
uplink of TD–CDMA when estimated channel impulse
responses are used for data detection, compared to the case
where the channel impulse responses are perfectly known
at the BS uplink receiver [11]. Therefore, the simulation
results of Fig. 2 illustrate the feasibility of using the novel
multiuser transmission scheme presented in the paper for
the downlink of TD–CDMA.
The simulation results presented in this section illustrate
rather impressively that the BER performance of the novel
scheme is superior to the BER performance of the con-
ventional downlink transmission scheme for TD–CDMA. It
may be argued though that one of the main reasons for this
performance difference is related to the fact that in the sim-
ulations concerning the conventional scheme for the TD–
CDMA downlink no kind of power control for the MSs as-
signed to the BS of the considered cell is applied, whereas
in the simulations concerning the novel scheme the explicit
use of the channel impulse responses, which do not have
equal energies, when determining the transmit signal from
the BS manages to overcome the problem of unequal re-
ceived powers at the MSs in the downlink transmission.
Therefore, in Section 4.3 the spectrum efficiency in the
downlink of TD–CDMA is determined for both schemes.
Thus, since the situation in the complete cellular network
in the downlink is treated, a fair comparison of the two
schemes is enabled.
4.3. Spectrum efficiency
One of the most widely accepted performance measures
of a cellular mobile radio system is its spectrum efficiency
 [7, 8]. In order to determine the spectrum efficiency, a sin-
gle cell of the cellular network is considered. The spectrum
efficiency relates the total available information rate within
the considered cell to the total used system bandwidth [7, 8].
Based on the analysis presented in [7, 8], if r denotes the
reuse factor, K is the total number of users active within
each time slot and frequency band of bandwidth B and R
stands for the information rate per active user in its assigned
time slot, the spectrum efficiency of TD–CDMA operating
in the TDD mode is given by
 
K R
r B
(24)
and measured in bit/(s   Hz) per cell. (24) shows that, for
given values of R and B [12],  is determined by K and r.
However, when choosing r andK such that  is maximized,
the side condition of keeping the system performance suf-
ficiently high has to be simultaneously fulfilled [7, 8]. To
quantify the system performance, a quality of service (QoS)
criterion is chosen which is defined as follows [7, 8]: The
QoS criterion is met if the bit error probabilityP
b
exceeds a
given upper bound PM
b
with a probability not greater than a
given value PM
o
. The values PM
b
and PM
o
determine the re-
quired QoS. For each pair rK, a cumulative distribution
function (CDF) ProbfP
b
 g holds. Then, the outage
probability P
o
is defined as [8]
P
o
 P
o
  ProbfP
b
 g  ProbfP
b
 g (25)
In order to test whether the QoS criterion specified by PM
b
and PM
o
is met, the value P
o
P
M
b
 has to be determined.
Then, the following decision rule holds [7, 8]:
P
o
P
M
b
  P
M
o
 QoS criterion not fulfilled
P
o
P
M
b
  P
M
o
 QoS criterion fulfilled (26)
If the QoS criterion is not fulfilled, r has to be increased
and/or K has to be decreased until the QoS criterion is met.
On the other hand, if the QoS criterion is met with a certain
pair rK, one should try to increase K and/or decrease
r with the goal to arrive at another pair rK, for which
the QoS criterion is still fulfilled, however, with a larger
spectrum efficiency , see (24).
The above described procedure to determine  cannot
be performed in a closed analytical way [7]. Extensive
computer simulations are required to reach this goal. For
the purpose of this section, the simulation method pre-
sented in [8], see also [13] for a detailed analysis, is used
for determining the spectrum efficiency  in the downlink
of TD–CDMA for both investigated downlink transmission
schemes. The determination of  depends, on the one hand,
on the pair rK and, on the other hand, on a number of
parameters which must be held fixed during the simulations.
These parameters are [13]
 the propagation environment established by the used
channel model,
 the mobile user velocity, and
 the antenna configuration used at the BS receiver,
and are addressed as the system operation situation [13].
The used simulation method [8] determines the outage
probability P
o
of (25) by Monte–Carlo simulations of data
transmission in a reference cell embedded in a cellular envi-
ronment. Each simulation experiment, which is performed
for a certain combination rK and a certain system oper-
ation situation, may be split into three steps [8]:
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1. First, based on a Hata–like model for slow fading, an in-
homogeneous directional distribution of the intercell in-
terference is generated for the reference cell of the cel-
lular network regarding both the average power and the
DOA (Direction–Of–Arrival) associated with each inter-
ferer. The average power and the DOA associated with
each interferer are available in the form of databases
which contain different interference situations. These
databases are distinguished by the combination  r K.
The main assumptions made when producing the said
databases are listed in the following, see also [14, 13]
for a more detailed analysis:
  The locations of the BSs are chosen to form a regular
hexagonal grid and at least two tiers of BSs around the
reference cell are considered.
  The locations of the MSs are randomly and uniformly
distributed within the cellular network. The locations
of any two MSs are statistically independent from each
other.
  The slow fading is described by a simple but
widespread Hata–like link gain model which accounts
for shadowing effects [14].
  A power control algorithm is implemented for the
complete cellular network. According to this algo-
rithm, the transmit power at the BS for each MS is
chosen in such a way that the average received carrier
power at that MS has a constant value. This power con-
trol algorithm compensates only for large–scale varia-
tions of the received signals due to slow fading.
  Handover is assumed to be perfectly power controlled.
2. Second, based on the COST 207 channel models [10]
modeling the fast fading characteristics of the mobile ra-
dio channel, channel impulse responses are generated for
the intracell interference, i.e., the connections between
the MSs and the BS of the considered reference cell.
3. Third, data transmission is simulated for a small time du-
ration T
sim
under consideration of both the intercell in-
terference, see the first step of the method, and the intra-
cell interference, see the second step of the method. It
is noted that the time duration of the data transmission is
selected such that, on the one hand, the shadowing con-
ditions do not change significantly within T
sim
and, on
the other hand, the number of counted bit errors is suf-
ficiently large for determining a reliable value of P
b
for
each user active in the reference cell.
The outcome of each experiment is the value of P
b
for
each user from the third step. Then, after a great number
of experiments is performed, the values of P
b
from each
experiment can be used for approximating the outage
probability P
o
, see (25). Certainly, if the outage probability
Table 1. Spectrum efficiency  of the TD–CDMA
downlink according to (24) for the two
investigated system operation situa-
tions; novel scheme
system operation situation r K
 in bit s
Hz
per cell
COST 207 RA;
v   km/h; K
a
 
1 1 0.078
COST 207 BU;
v   km/h; K
a
 
1 2 0.156
Table 2. Spectrum efficiency  of the TD–CDMA
downlink according to (24) for the two
investigated system operation situa-
tions; conventional scheme
system operation situation r K
 in bit s
Hz
per cell
COST 207 RA;
v   km/h; K
a
 
4 2 0.030
COST 207 BU;
v   km/h; K
a
 
4 4 0.06
P
o
is available, then it can be decided if the QoS criterion,
see (26), is fulfilled for the considered combination  r K
and system operation situation. The combination which
maximizes , see (24), should be used for determining the
spectrum efficiency for the considered system operation
situation.
The goal of the simulations performed by the described
method is the fair comparison between the novel and the
conventional scheme for the downlink of TD–CDMA in dif-
ferent macrocellular propagation environments. The param-
eters of TD–CDMA used in the simulations can be found
in [13, 11]. Furthermore, the following system operation
situations are investigated for both downlink transmission
schemes:
  COST 207 rural area (RA) channel model, v   km/h,
K
a
 ,
  COST 207 bad urban (BU) channel model, v   km/h,
K
a
 .
For specifying a QoS criterion, PM
b
and PM
o
, see above in
this section, are chosen to be equal to    and     ,
respectively. The chosen values for PM
b
and PM
o
are typical
for speech services and are in accordance with [7, 8, 13].
Further, half of the time slots of a frame are used for
downlink transmission. Finally, since the novel scheme
does not require training sequences in the burst format,
the information rate per user of the novel scheme, see the
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parameter R in (24), equals 1.3 times the information rate
per user of the conventional scheme.
The combinations  r K which maximize the spectrum
efficiency , see (24), as well as the values of  achieved by
the novel scheme for the two investigated system operation
situations are presented in Table 1. The corresponding val-
ues achieved by the application of the conventional scheme
for the two investigated system operation situations are pre-
sented in Table 2. By comparing Table 1 with Table 2 the
superiority of the novel scheme with respect to the achieved
system spectrum efficiency is obvious, compared to the con-
ventional scheme. The improvement factor of the spectrum
efficiency equals 2.6 for both COST 207 RA and COST 207
BU channel models, compare Table 1 with Table 2. Cer-
tainly, the increased diversity offered by the COST 207 BU
channel models compared to the COST 207 RA channel
models [1] leads to higher values of the spectrum efficiency
for both the novel and the conventional scheme, see Table 1
and Table 2. As a final remark, the significant improve-
ment of the spectrum efficiency of the TD–CDMA down-
link achieved by the novel scheme, compared to the con-
ventional one, is in accordance with the simulation results
presented in Section 4.2 regarding the BER performance,
i.e., the improvement achieved by the novel scheme con-
cerning the BER performance of the TD–CDMA downlink,
compared to the conventional scheme, is translated into an
improvement of the spectrum efficiency of the TD–CDMA
downlink.
5 Conclusions
In this paper, a novel multiuser transmission scheme is
presented for the downlink of TD–CDMA operating in the
TDD mode, which utilizes the equality of the mobile ra-
dio channel impulse responses between the uplink and the
downlink, when TDD is applied. According to this scheme,
no training sequences are mandatory in the downlink burst
format, no channel estimation is necessary at the MSs and
the data detection effort is dramatically reduced, compared
to the the conventional TD–CDMA downlink concept. In
addition to these advantages, the novel scheme outperforms
the conventional one in terms of both the BER performance
and the achieved spectrum efficiency. Therefore, the pro-
posed multiuser transmission scheme constitutes a promis-
ing method for increasing the capacity of the downlink of
TD–CDMA, while the implementation of low–cost mobile
handsets is also feasible.
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Kapitel 4
Optimale Verfahren der gemeinsamen
Sendesignalerzeugung bei
unkonventionellen Empfa¨ngern
Das vorliegende Kapitel befaßt sich mit dem optimalen Verfahren der gemeinsamen
Sendesignalerzeugung fu¨r unkonventionelle Empfa¨nger, das als optimale senderseiti-
ge nichtlineare Interferenzeliminierung (engl. optimum transmit nonlinear zero for-
cing, opt. TxNZF) bezeichnet wird. Ausgehend von den in den Kapiteln 2 und
3 behandelten Verfahren der gemeinsamen Sendesignalerzeugung fu¨r konventionelle
Empfa¨nger wird im Rahmen der Vero¨ﬀentlichung [MWQ04b] verdeutlicht, infolge wel-
cher Grundprinzipien die Leistungsfa¨higkeit von Empfa¨ngerorientierung durch den Ein-
satz unkonventioneller Empfa¨nger gesteigert werden kann. Fu¨r den allgemeinen Fall
eines empfa¨ngerseitig eingesetzten allgemeinen unkonventionellen Quantisierungssche-
mas wird gezeigt, wie die gemeinsame Sendesignalerzeugung in einer hinsichtlich der
Erzielung minimaler U¨bertragungsfehlerwahrscheinlichkeiten optimalen Art und Wei-
se zu erfolgen hat. Dabei wird vereinfachend davon ausgegangen, daß Interferenz bei
der empfa¨ngerorientierten Funkkommunikation vollsta¨ndig vermieden werden soll. Ein
hinsichtlich des genannten Ziels optimales Verfahren der gemeinsamen Sendesignaler-
zeugung, das nicht auf totale Interferenzeliminierung abzielt, ist nach Kenntnis des
Verfassers bisher nicht bekannt und Gegenstand weiter Forschungsaktivita¨ten.
Im einzelnen werden in [MWQ04b] die folgenden wichtigen Aspekte behandelt:
• Ausgehend von empfa¨ngerorientierter Funkkommunikation mit konventionellen
Empfa¨ngern werden die Prinzipien der Leistungssteigerung durch Verwenden un-
konventioneller Empfa¨nger aufgezeigt.
• Das zum Erzielen dieser Leistungssteigerung zu verwendende Verfahren der ge-
meinsamen Sendesignalerzeugung fu¨r unkonventionelle Empfa¨nger opt. TxNZF
wird mathematisch beschrieben und durch den zugeho¨rigen Modulatoroperator
M{·} beschrieben.
• Die Gewinne, die durch das optimale Verfahren der gemeinsamen Sendesignaler-
zeugung fu¨r unkonventionelle Empfa¨nger im Vergleich zu Verfahren der gemein-
samen Sendesignalerzeugung fu¨r konventionelle Empfa¨nger erzielbar sind, werden
sowohl analytisch abgescha¨tzt als auch durch detaillierte Simulationen beurteilt.
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Abstract—For the downlink of MIMO TDD/CDMA mobile radio sys-
tems transmission schemes were recently proposed, which can be clas-
siﬁed as receiver (Rx) oriented. A main asset of these schemes is their
low receiver complexity. In addition, they do without sacriﬁcing downlink
transmission resources to training signals for channel estimation, which
is beneﬁcial for capacity. First investigations concerned linear transmit-
ter (Tx) algorithms and nonlinear Tx algorithms based on the principle of
Tomlinson-Harashima Precoding, which both, especially in scenarios with
high system loads, show an unsatisfactory performance. Optimum nonlin-
ear Tx algorithms studied later by Peel et al. circumvent this performance
drawback but have been shown to be far from being feasible in today’s
mobile radio systems. In this paper we try to ﬁll the gap between the feasi-
ble Tx algorithms with their performance drawback and the optimum Tx
algorithm by a scalable nonlinear transmitter algorithm termed Transmit
Nonlinear Zero Forcing (TxNZF). The crux of said Tx algorithm consists
in designing the transmitted signal at the access point (AP) groupwise by
a nonlinear approach, and in using multiply connected decision regions
in the detectors of the mobile terminals (MT). Doing so TxNZF achieves
almost optimum performance.
Keywords—CDMA, multi-user MIMO downlinks, Rx orientation, pre-
coding
I. INTRODUCTION
Conventional transmission schemes can be classiﬁed as Tx
oriented [1]. The opposite to Tx orientation is Rx orientation
[1], in which the receiver algorithms are a priori given and
made known to the transmitter, whereas the transmitter algo-
rithms, possibly under consideration of channel information,
are a posteriori adapted correspondingly. Although ideas simi-
lar to the rationale Rx orientation came up more than ﬁve years
ago [2–7], it was only recently that this rationale was clearly
formulated and a systematical study has begun. This late per-
ception of Rx orientation is astonishing, because each of the
two approaches has its distinct pros. The most important advan-
tage of Rx orientation might be that the a priori chosen receiver
algorithms can be chosen with a view to arrive at particularly
simple receiver structures. Therefore, if we consider as an im-
portant example of radio transmission, mobile radio systems,
the quasi natural choice in the downlink (DL) would be Rx ori-
entation, because this leads to low cost receivers at the mobile
terminals (MTs) [8].
For multi-user CDMA mobile radio downlinks, the ﬁrst pro-
posals for Rx oriented transmission concerned linear transmis-
sion schemes which base on the rationales Transmit Matched
Filter (TxMF) [2, 3, 9], Transmit Minimum Mean Square Error
(TxMMSE) [4,9] or Transmit Zero Forcing (TxZF) [4,5,7] and
which were later extended to multi-user MIMO structures [1].
These three linear schemes differ from each other by the way in
which the problems of intersymbol interference (ISI) and mul-
tiple access interference (MAI) are addressed when designing
the transmitted signals [10]. Whereas in TxMF both ISI and
MAI are totally neglected while maximizing the useful ener-
gies at the receivers, in TxZF both kinds of interferences are
perfectly avoided for the price of reduced useful energies at the
receivers. In TxMMSE a well balanced equilibrium between
residual interferences and useful energies at the receivers is es-
tablished. To summarize, there seems roughly speaking to be a
rule, telling us, the less distinct the impact of residual interfer-
ences at the MTs, the smaller the useful energies at the MTs for
a given energy of the transmitted signal.
For the robustness of the data transmission against transmis-
sion errors both the useful energies at the receivers, here at the
MTs – which should be as high as possible – and the amount
of residual interferences – which should be kept as small as
possible – are important. Therefore, independent of which of
the three mentioned approaches TxMF, TxMMSE or TxZF is
chosen for data transmission, the mentioned robustness is lim-
ited by at least one of the two aforementioned factors. This
drawback can only be overcome by investing sufﬁciently high
transmit energies at the access point (AP) side, although in mo-
bile radio applications these transmit energies should be as low
as possible to keep intercell interferences low and, thereby, ca-
pacity high, and also with respect to the growing electro-phobia
of the public.
To circumvent said drawback it was only recently [11, 12]
that for Rx oriented transmission nonlinear approaches, which
exploit the discrete nature of the data symbol alphabet and
which focused on simply connected quantization schemes at the
receivers attained attraction. However, it turned out that these
techniques alone can not combat the problem of possibly high
transmit energies [11, 12] [11, 12].
To overcome this problem Fischer et al. [13] and Erez et
al. [14] proposed to further develop the idea of Tomlinson-
Harashima Precoding (THP) already published more then 30
years ago [15, 16]. The crux of these approaches consists in
resorting to lattice structured or, more generally, to multiply
connected quantization schemes. It will become clear in the pa-
per that this choice for the quantization scheme in combination
with a suitable nonlinear signal processing at the transmitter
is crucial to overcome the aforementioned problem of possi-
bly high transmit energies. However, both approaches of [13]
and [14] are known to be suboptimum [17], i.e., still show a
rather moderate transmission performance, due to the symbol-
by-symbol processing strategy followed therein. Peel et al. [18]
have recently introduced a “vector perturbation technique” that
[MWQ04b] Meurer, M.; Weber, T.; Qiu, W.: “Transmit Nonlinear Zero Forcing: Energy eﬃ-
cient receiver oriented transmission in MIMO CDMA mobile radio downlinks”. Proc.
IEEE 8th International Symposium on Spread Spectrum Techniques & Applications
(ISSSTA’04), Sydney, 2004, S. 260–269.
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circumvents this problem by jointly optimizing the transmitted
signal taking simultaneously into account all data symbols to
be transmitted. However, the technique proposed in [18]
• is only suitable for lattice structured quantization schemes
and
• can only perform the mentioned joint optimization with a
rather high signal processing effort if several MTs have to
be served simultaneously.
In the present work we show how one might overcome these
two problems by going to a novel more general framework for
transmit signal design termed Transmit Nonlinear Zero Forcing
(TxNZF). The crux of TxNZF consists in
• establishing a general framework which comprises both the
suboptimum THP based approaches of Fischer et al. [13] and
Erez et al. [14] and the optimum solution proposed by Peel
et al. [18] as special cases,
• generalizing these results for arbitrary unconventional multi-
ply connected quantization schemes and
• resorting in a novel way to a scalable groupwise process-
ing strategy allowing to almost freely balance computational
complexity versus transmission performance.
It turns out that this approach is particularly effective, i.e.,
achieves an almost optimum transmission performance with,
compared to the approach of Peel et al. [18], a massively re-
duced computational complexity, if the channel attenuations
from the AP to the individual MTs differ signiﬁcantly, as it is
usually the case in real world systems.
II. GENERIC MULTI-USER MIMO DOWNLINK
TRANSMISSION MODEL
A. Data transmission
We consider a situation, where an access point (AP) supports
K MTs k, k = 1 . . .K . The AP is equipped with KB transmit
antennas and each of the K MTs employs KM receive antennas.
The N data symbols d(k)n , n = 1 . . .N , to be transmitted from
the AP to each MT k, k = 1 . . .K , are arranged in the MT
speciﬁc data vector
d(k) =
(
d
(k)
1 . . . d
(k)
N
)T
(1)
of dimension N and are stacked to the total data vector
d =
(
d(1)
T
. . .d(K)
T
)T
=
(
d1 . . . dNt
)T
(2)
of dimension Nt equal to KN . The elements dn , n = 1 . . .N ,
of d of (2) are taken from a ﬁnite data symbol alphabet
Vd =
{
ν1 . . . νM
}
(3)
of cardinality M . Therefore each element dn , n = 1 . . .Nt,
of (2) is equal to a speciﬁc realization νmn , where mn,mn∈{1 . . .M}, is a data symbol speciﬁc index describing which of
the possible realizations the respective data symbol dn takes. d
of (2) is assumed to be wide sense stationary with zero mean
and the covariance matrix
Rd = E
d
{
ddH
}
= Ed · I(Nt). (4)
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Fig. 1. Generic multi-user MIMO downlink transmission model
By modulation based on d of (2) for each of the KB transmit
antennas an antenna speciﬁc transmitted signal t(kB) of dimen-
sion Qt is generated, which are stacked to the signal
t =
(
t(1)
T
. . . t(KB)
T
)T
∈ C(KBQt) (5)
termed (total) transmitted signal. The synthesis of t of (5) based
on d of (2) can generally be described by
t =M{d}, (6)
where M{·} denotes an operator termed modulator operator.
Via (6) the Nt components of (2) are mapped onto the KBQt
components of t of (5). Setting out from (6) the energy in-
vested to transmit t, which is termed transmitted energy in the
following, becomes
T =
1
2
tHt. (7)
The frequency selective MIMO channel between the AP
and MT k is assumed to be linear and is characterized by the
KKBKM channel impulse responses h(k,kB,kM) of dimension
W [1]. Using h(k,kB,kM) the K MT speciﬁc channel matrices
H(k) of dimension [KM(Qt + W − 1)]× (KBQt) and the to-
tal channel matrix
H =
(
H(1)
T
. . .H(K)
T
)T
∈C[KKM(Qt+W−1)]×(KBQt) (8)
can be established. The total transmitted signal t of (5)
leads to the noisefree received signals e(k) of dimension
[KM(Qt + W − 1)] of the MTs k, k = 1 . . .K , which are
stacked in the total noisefree received signal
e =
(
e(1)
T
. . . e(K)
T
)T
= Ht ∈ C[KKM(Qt+W−1)]. (9)
If e(k) is corrupted by an additive noise signal n(k) then we
obtain the noisy received signal r(k) of MT k. By stacking
r(k), k=1 . . .K , follows the total noisy received signal
r =
(
r(1)
T
. . . r(K)
T
)T
= e + n = Ht+ n, (10)
where n denotes the concatenation of n(k) , k=1 . . .K , termed
total noise signal. n of (10) is assumed to be Gaussian, wide
sense stationary with zero mean, independent of d of (2), and
to have the covariance matrix
Rn = En
{
nnH
}
. (11)
The signal transmission model developed in (1) – (10) is sum-
marized in Fig. 1.
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B. Data Detection
The detector of each MT k, k = 1 . . .K , determines based
on r(k) of (10) an estimate d̂(k)Q of d(k) of (1). Stacking the
estimates d̂
(k)
Q , k = 1 . . .K , results in a total data estimate
d̂Q=
(
d̂
(1)T
Q . . . d̂
(K)T
Q
)T
=
(
d̂Q,1 . . . d̂Q,Nt
)T
∈VNtd , (12)
of the total data vector d of (2). In analogy to the procedure of
(6) the generation of d̂Q based on r can generally be described
by a detector operatorD {·} by
d̂Q = D
{
r
}
. (13)
In this contribution we focus on Rx oriented transmission
which aims at a rather simple design of the receivers at the
MTs. Therefore we assume that the generation of each ele-
ment d̂Q,n, n = 1 . . .Nt, of d̂Q is performed in a quite simple
two-step manner:
1. In a ﬁrst step for each data symbol d(k)n , n = 1 . . .N , of MT
k, k = 1 . . .K , a continuous-valued estimate d̂
(k)
n is gen-
erated by linear ﬁltering of r(k) , i.e., the continuous-valued
estimate d̂
(k)
of d(k) of (2) results from
d̂
(k)
= D(k)r(k), (14)
where D(k) is a matrix of dimension [N×KM(Qt+W−1)]
termed MT speciﬁc demodulator matrix. As we focus on
CDMA mobile radio systems, the choice of D(k) depends on
the CDMA code assigned to that MT k [8]. With d̂(k), k =
1 . . .K , of (14), one obtains the total continuous-valued data
vector
d̂ =
(
d̂
(1)T
. . . d̂
(K)T
)T
=
(
d̂1 . . . d̂Nt
)T
. (15)
2. In a second step, to obtain d̂Q,n, each continuous-valued es-
timate d̂n, n = 1 . . .Nt, is quantized according to
d̂Q,n = Q
(
d̂n
)
(16)
and therefore mapped to one of the elements of Vd of (3) by
means of the quantization function Q(·).
Using the total demodulator matrix
D = blockdiag
(
D(1) . . .D(K)
)
∈ C(KN)×[KKM(Qt+W−1)] (17)
both steps can be described in the comprehensive form
d̂ = Dr, d̂Q = Q
(
d̂
)
= Q
(
Dr
)
, (18)
where the notation Q
(
d̂
)
in (18) means that the quantization
function Q(·) of (16) is applied to each of the N t components
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Fig. 2. Example of an unconventional quantization scheme for M = 3,
P (1) = P (3) = 2, P (2) = 1; same symbols correspond to the
same realization νm
of the vector d̂. Finally with (6), (10) and (18) one obtains the
total description
d̂ = DH︸︷︷︸
B
M{d}+ Dn (19)
of the relation between d̂ of (15) and d of (2). In (19) the matrix
B of dimension Nt × (KBQt) is termed system matrix.
C. Quantization scheme
Concerning the quantization function Q
(
d̂n
)
of (16) for
each possible realization νm,m = 1 . . .M , of a data symbol
dn, n = 1 . . .Nt, in general multiple, here P (m) representa-
tives q
m,p
, p = 1 . . . P (m), exist. The entirety of all these rep-
resentatives q
m,p
, p = 1 . . . P (m), valid for a certain realization
νm of a data symbol is represented by the data symbol realiza-
tion speciﬁc set
Vq,m =
{
q
m,1
. . . q
m,P (m)
}
. (20)
The Voronoi regions Qm,p of the representatives qm,p, p =
1 . . . P (m),m = 1 . . .M , are termed partial decision regions
in the following. Setting out from the P (m) partial decision re-
gions Qm,p, p = 1 . . . P (m), corresponding to the realization
νm of a data symbol, one obtains the respective decision region
Qm =
P (m)⋃
p=1
Qm,p. (21)
Qm of (21) describes a region consisting of P (m) non-
connected partial decision regions. Therefore Qm is termed
a P (m)-fold, or generally multiply, connected decision region.
For the special case P (m) equal to one, Qm is termed simply
connected. We term a quantization scheme, in which
• all decision regions Qm,m=1 . . .M , are simply connected
and
• each representative q
m,1
,m=1 . . .M , is equal to the corre-
sponding data symbol value νm,
a conventional simply connected quantization scheme. Other-
wise we term it an unconventional multiply connected quantiza-
tion scheme. Having the M decision regionsQm,m=1 . . .M ,
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the quantization function Q
(
d̂n
)
of (16) can easily be written
as
Q
(
d̂n
)
= νmwith d̂n ∈ Qm. (22)
Fig. 2 shows an example for an unconventional quantization
scheme.
III. TRANSMIT SIGNAL DESIGN FOR CONVENTIONAL
QUANTIZATION SCHEMES
A. General
Techniques meanwhile quite well known to determineM{·}
based on H andD{·} can be classiﬁed as linear techniques and
nonlinear techniques [11]. Nonlinear techniques allow to take
the discrete nature of the data symbol alphabet Vd of (3) into
account and therefore have the potential to improve the trans-
mission quality compared to linear techniques [11, 12]. How-
ever, it was shown in [11,12] that the achievable gains for typi-
cal mobile radio scenarios are not signiﬁcant. Moreover, it was
one of the outcomes of [12] that the computational complexity
is prohibitive for a practical implementation. Therefore, in this
contribution the authors restrict themselves to linear techniques
for transmit signal design if conventional quantization schemes
are used at the MTs. It will become clear in the following Sec-
tions IV to VI why this focus is sufﬁcient for the reasoning of
the paper.
Linear techniques for transmit signal design are described by
a linear modulator operator M{·} of (6). With the (KBQt) ×
Nt-matrix M termed modulator matrix, one can write
M{d} = Md. (23)
In what follows, [·]n,n designates the n-th diagonal element of
a square matrix in brackets, and [·]n stands for the n-th row of
a matrix in brackets. Then, according to (4), (6) and (23) the
mean transmitted energy invested for data symbol dn becomes
Tn =
1
2
∥∥∥[MT]
n
∥∥∥2
2
·Ed = 12
[
MHM
]
n,n
· Ed. (24)
B. Transmit Matched Filter (TxMF)
The idea behind TxMF is the minimization of Tn for each
data symbol dn, n = 1 . . .Nt, under the side condition that
interference is neglected and unbiased data transmission is de-
sired. This leads to the modulator matrix [2, 3, 9, 10]
MTxMF = B
H
[
diag
(
BBH
)]−1
. (25)
Due to the design criterion of TxMF explained above, the
choice of (25) for the modulator matrix is optimum, with re-
spect to the minimization of the data symbol speciﬁc transmit-
ted energies TMF,n of (24), if unbiased data transmission is es-
tablished. However if multiple data symbols are transmitted in
parallel quite strong interferences might occur.
C. Transmit Zero forcing (TxZF)
TxZF totally eliminates interferences, both ISI and MAI.
Therefore the inference contributions to d̂n, n = 1 . . .Nt, are
made zero. While ensuring unbiased data transmission, the re-
maining degrees of freedom in the choice of MTxZF are ex-
ploited for the minimization of the required transmitted energy
T of (7) and simultaneously the minimization of the data sym-
bol speciﬁc energies Tn, n = 1 . . .Nt, of (24). Following this
idea one obtains
MTxZF = B
H
(
BBH
)−1
(26)
for the modulator matrix M of (23) [8–10]. The price to
be paid for the elimination of interferences is an increase of
the data symbol speciﬁc energies TZF,n of (24) as compared
to TxMF. This price is quantiﬁed by the transmit efﬁciency
ηTxZF,n which is deﬁned as the ratio
ηTxZF,n =
TMF,n
TZF,n
=
1[ (
BBH
)−1 ]
n,n
·
[
BBH
]
n,n
(27)
of the symbol speciﬁc transmitted energies TMF,n and TZF,n,
n = 1 . . .Nt, for TxMF and TxZF, respectively. The trans-
mit efﬁciency ηTxZF,n takes values from zero to one with one
being the optimum. If the mobile radio channels are time-
variant randomly block-fading channels and/or the demodula-
tor D changes, B of (19) varies with time and can therefore be
regarded as a random quantity. Consequently ηTxZF,n of (27)
is also a random quantity. An analysis of ηTxZF,n preferably
has to be done on a stochastical basis taking the stochastical
properties of B into account. If the elements of each row of
B are independent identically distributed (i.i.d.) Gaussian vari-
ables with zero mean and the same standard deviation, then the
probability density function (pdf) of ηTxZF,n can be derived in
a closed form. As shown in detail in a further paper, one obtains
pηTxZF,n(η) =
{
ηKBQt−Nt(1−η)Nt−2
B(KBQt−Nt+1,Nt−1) , 0 ≤ η ≤ 1,
0, else,
(28)
for the pdf of ηTxZF,n of (27), where B(·, ·) denotes the beta-
function [19]. Based on (28) the mean of ηTxZF,n follows to
be
ηTxZF = E{ηTxZF,n} =
KBQt − (Nt − 1)
KBQt
(29)
and the variance of ηTxZF,n to be
var (ηTxZF,n)=
[KBQt−(Nt−1)] (Nt−1)
(KBQt)
2 (KBQt+1)
. (30)
Obviously, ηTxZF depends on the difference of two quantities,
• the number KBQt of degrees of freedom for transmit signal
design, i.e., the number of elements of the total transmitted
signal t of (5), and
• the number (Nt−1) of restrictions due to interference avoid-
ance while designing the contribution of each data symbol
dn, n = 1 . . . Nt, to t.
If the number KBQt of degrees of freedom is large compared
to (Nt − 1), ηTxZF tends to be close to one, otherwise it is be-
tween zero and one. A similar result to (29) has already been
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derived for the asymptotic case of inﬁnitely large systems in
[20] but is now proven to be a special case of the more gen-
eral analysis presented in this paper. The result of (29) allows,
roughly speaking to conclude a very fundamental rule which is
also valid for other kinds for transmit signal design than TxZF:
The more constrains have to be satisﬁed while designing the
transmitted signal t and the less degrees of freedom are avail-
able for this design process, the more transmitted energy has
to be invested to achieve a desired transmission quality, i.e.,
the less energy efﬁcient [1] is a technique for transmit signal
design. Therefore, in order to achieve a desired transmission
quality with moderate transmitted energy, in the following sec-
tions several measures are taken
• to decrease the number of constraints to be satisﬁed while
designing the transmitted signal t and
• to increase the number of degrees of freedom for transmit
signal design.
IV. TRANSMIT SIGNAL DESIGN FOR UNCONVENTIONAL
QUANTIZATION SCHEMES: OPTIMUM APPROACH
A. Interference free transmission
If high quality data transmission between the AP and at least
one MT should be established, the power of the noise at the
inputs of the MTs has to be rather small compared to the avail-
able transmit powers. Therefore, interferences are the dominant
performance limiting effects and have to be avoided. In the
previous Section III it was shown that TxZF totally eliminates
interferences. However, the dilemma of this and also other lin-
ear and nonlinear techniques for transmit signal design for re-
ceivers based on conventional quantization schemes is that it is
generally not possible to simultaneously keep
• the impact of interferences low – or to totally avoid them –,
• the useful energies at the MTs high and
• the total transmitted energy T of (7) low.
This results, as already detailed in Section III, from the interac-
tion between the number of degrees of freedom for transmit sig-
nal design and the number of restrictions to be satisﬁed thereby.
If interference free transmission is desired, the number of re-
strictions is a ﬁxed quantity. Therefore, the only possibility
to relax the aforementioned dilemma is to increase the num-
ber of degrees of freedom for transmit signal design, prefer-
ably by resorting to multiply connected quantization schemes,
which were already detailed in Section II. If multiply connected
quantization schemes are applied, generally several representa-
tives q
m,p
are available for each data symbol realization νm. A
technique for transmit signal design can exploit this additional
degree of freedom in an advantageous way. About one year
ago Peel et al. [18] proposed to go that way and showed how
to exploit this potential in an optimal way, i.e., with the aim
to invest a minimum transmitted energy T of (7). However,
they only focused on multiply connected quantization schemes
which base on a lattice structure. In this work we extend this
idea to arbitrary multiply connected quantization schemes and
use the gained insights to come up with a low-complexity near-
optimum approximation termed Transmit Nonlinear Zero Forc-
ing (TxNZF) detailed in the following Section V.
Mopt{·}
d t
MTxZF
q
opt
∀q ∈ Vq
argmin‖MTxZFq‖
Fig. 3. Optimum transmit signal design for interference free transmission
If interference free unbiased data transmission should be es-
tablished, then by properly designing the total transmitted sig-
nal t of (5), for the expectation
q
n
= E
n
{
d̂n
∣∣∣ dn} (31)
of each continuous-valued estimate d̂n, n = 1 . . .Nt, qn ∈
Vq,mn has to hold. Stacking the Nt values qn, n = 1 . . .Nt,
one obtains a vector q of dimension Nt, which describes the
combination of selected representatives used to transmit a cer-
tain data vector d without interferences. If d is ﬁxed, Nq equal
to P (m1) · . . . · P (mNt) different combinations of Nt represen-
tatives exist for q, which can be composed to the set
Vq=
{(
q
1
. . . q
Nt
)T∣∣∣ q
n
∈Vq,mn , ∀n=1 . . .Nt
}
(32)
of cardinality Nq. Using the result of Section III for each pos-
sible choice of q ∈ Vq a total transmitted signal
t = MTxZFq (33)
can be compiled by TxZF. As shown in Section III, this choice
for t is optimum for the selected q with respect to the mini-
mization of the invested transmitted energy T of (7) and, at the
same time, satisﬁes (31).
B. Optimum choice of q
The freedom of choosing for given d a single combination
q out of Nq alternatives can be used to minimize the energy T
of (7) of the transmitted total signal t of (33). Doing so one
obtains for the optimum choice
q
opt
= arg min
∀q∈Vq
‖MTxZFq‖ (34)
allowing to determine the corresponding optimum total trans-
mitted signal
t = MTxZFqopt. (35)
These two steps of (34) and (35) in combination with (20) and
(32) deﬁne the mapping between the total data vector d and the
total transmitted signal t and therefore constitute the optimum
modulator operatorMopt{·} for interference free transmission.
Fig. 3 summarizes this results.
Generally the minimization problem of (34) can only be
solved by exhaustive search over all Nq possible choices for
q, c.f. (32). Therefore the computational complexity increases
exponentially in Nt and polynomially in P (m), m = 1 . . .M .
In [18] Peel et al. proposed to slightly relax this problem by
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using sphere-decoding strategies. Unfortunately, this approach
still has exponential complexity [18] and is only applicable if
the chosen multiply connected quantization scheme is based on
a lattice structure [13]. However, for typical CDMA mobile ra-
dio systems where Nt is rather large, the complexity aspects are
still prohibitive for the utilization of the optimum strategy for
transmit signal design presented in this section. It is one of the
main goals of this contribution to show how one might close
the gap between the quite practical linear techniques of Section
III with the explained performance drawbacks and the optimum
strategy of this section with the mentioned complexity problem.
V. TRANSMIT SIGNAL DESIGN FOR UNCONVENTIONAL
QUANTIZATION SCHEMES: LOW-COMPLEXITY
NEAR-OPTIMUM APPROACH
A. Basic concept
As motivated in Section IV, the usage of unconventional
multiply connected quantization schemes is advantageous to
overcome the problem of possibly high transmitted energies
T . However, the optimum approach of Section IV suffers from
its high computational complexity. Unfortunately, alternative
strategies described in literature which base on extensions of
THP [13, 14] and which show a signiﬁcantly lower computa-
tional complexity than the optimum approach, show massive
performance degradations compared to the optimum approach
[17]. It is desirable to ﬁnd a scalable technique which combines
the advantages of both optimum approach and THP based ap-
proaches and which allows to almost freely balance computa-
tional complexity versus transmission performance.
In the following such a technique termed Transmit Nonlinear
Zero Forcing (TxNZF) is described. The name TxNZF is mo-
tivated by the fact that both ISI and MAI are forced to zero by
some sort of nonlinear signal processing.
The crux of TxNZF consists in a groupwise processing of the
data symbols dn, n = 1 . . .Nt. For this reason the set
G =
{
d1 . . . dNt
} (36)
containing all data symbols dn, n = 1 . . .Nt, to be transmitted
from the AP to the K MTs is partitioned into G disjoint non-
empty subsets Gg , g = 1 . . .G, termed groups, so that G is
equal to G1 ∪ . . . ∪ GG. Fig. 4 shows an example for such
a partition for the case Nt equal to 8. For each group g, g =
1 . . .G, a group speciﬁc transmitted signal t(g)G is generated. By
superposition of all G group speciﬁc transmitted signals t(g)G ,
g = 1 . . .G, one obtains the total transmitted signal
t =
G∑
g=1
t(g)G . (37)
To answer the question how each group speciﬁc transmitted sig-
nal t(g)G is generated, the data symbols dn, dn ∈ Gg , assigned
to one and the same group g are combined to the group speciﬁc
data vector
d(g)G = S
(g)
G d (38)
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Fig. 4. Partition of set Gg of all data symbols into disjoint subsets Gg ,
g = 1 . . . G, termed groups
of dimension ‖Gg‖. The mapping between the total data vector
d of (2) and d(g)G is expressed by a ‖Gg‖ × Nt-matrix S(g)G
termed selection matrix which has several properties:
• In each row of S(g)G all elements are zero except of exactly
one element which is one.
• Each column of S(g)G only contains one element at most
which is non-zero.
Even if a ﬁxed partition Gg , g = 1 . . .G, of G of (36) is con-
sidered, generally different possibilities exist for the choice of
the selection matrix S(g)G due to different sorting orders of the
data symbols dn, dn ∈ Gg .
Based on S(g)G of (38) the group speciﬁc system matrices
B(g)G = S
(g)
G B (39)
are established which contain all rows of B of (19), which are
related to the data symbols dn, dn ∈ Gg , assigned to group g,
g = 1 . . .G. The continuous-valued estimate d̂
(g)
G of d
(g)
G of
(38) follows by
d̂
(g)
G = S
(g)
G d̂ (40)
using the continuous-valued estimate d̂ of the total data vector
d of (2). If the transmission of the data symbols dn , dn ∈
Gg, assigned to group g, g = 1 . . .G, should be unbiased and
interference free then, in analogy to (31), for the expectation
q(g)
G
=
(
q(g)
G,1
. . . q
(g)
G,‖Gg‖
)T
= E
n
{
d̂
(g)
G
∣∣∣∣d(g)G } (41)
of the continuous-valued estimate d̂
(g)
G of (40) the necessary
and sufﬁcient condition
q(g)
G
= S(g)G q, q ∈ Vq, (42)
has to be fulﬁlled. Quite generally, each component q (g)G,n
of q(g)G of (41), which represents a speciﬁc data symbol dn ′ ,
dn′ ∈ Gg , comes about as the sum of an interference compo-
nent i(g)G,n resulting from the transmission of other data symbols
and a component ∆(g)G,n intended for the transmission of this
data symbol, i.e.,
q(g)
G,n
= i(g)G,n +∆
(g)
G,n, n = 1 . . . ‖Gg‖. (43)
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If (42) should be fulﬁlled, ∆(g)G,n of (43) can be interpreted as
the correction component necessary to obtain q (g)G,n under the
inﬂuence of the interference i(g)G,n.
By stacking i(g)G,n, n = 1 . . . ‖Gg‖, and ∆(g)G,n, n =
1 . . . ‖Gg‖, to the vectors
i(g)G =
(
i
(g)
G,1 . . . i
(g)
G,‖Gg‖
)T
(44)
and
∆(g)G =
(
∆(g)G,1 . . .∆
(g)
G,‖Gg‖
)T
, (45)
respectively, the ‖Gg‖ relations of (43) are combined to
q(g)
G
= i(g)G + ∆
(g)
G . (46)
This representation allows to deﬁne the following strategy for
transmit signal design: The group speciﬁc transmitted signals
t(g)G , g = 1 . . . G, of (37) are generated one by another, starting
with t(1)G . This sorting order implies no lack of generality as
any sorting order could be achieved by appropriately relabeling
the groups g, g = 1 . . .G. The group speciﬁc transmit signal
t(g)G for a certain group g, g = 1 . . . G, is designed in such a
way that t(g)G
• produces no interferences to all data symbols dn , dn ∈ Gg ,
assigned to that group,
• produces no interferences to all data symbols dn , dn ∈ Gg′ ,
g′ < g, of subsequently processed groups and
• may produce interferences to all data symbols dn , dn ∈ Gg′ ,
g′ > g, of groups to be processed in the following.
As a consequence of this procedure, the interference i (g)G of (44)
only results from the transmission of the group speciﬁc trans-
mitted signals t(g
′)
G , g
′ < g, i.e., can be calculated to be (step
1)
i(g)G = B
(g)
G
g−1∑
g′=1
t(g
′)
G , g > 1. (47)
After choosing for the considered group g, g = 1 . . .G, a cer-
tain q(g)G of (46) (step 2) – this choice will be detailed in Sub-
section V-B – with i(g)G of (47) the correction component ∆(g)G
has to be adjusted (step 3) to be
∆(g)G = q
(g)
G
− i(g)G , (48)
if (42) should be satisﬁed. (48) can be fulﬁlled by appropri-
ately designing the group speciﬁc transmitted signal t(g)G ; at the
same time the above listed constrains concerning interference
avoidance have to be taken into account. It is desirable that
for given ∆(g)G the corresponding t
(g)
G should have the lowest
possible transmitted energy. Therefore, in order to fulﬁll the
above explained interference constrains, using the cumulative
matrices
Bg =
(
B(1)G
T
. . .B(g)G
T
)T
, g = 1 . . .G, (49)
for g := 1 . . . G

yes
g = 1


no
i
(g)
G := 0 i
(g)
G := B
(g)
G
g−1∑
g
′=1
t
(g′)
G
Determination of q(g)
G
based on d(g)G and i
(g)
G
Calculation of ∆(g)G by (48)
Determination of M(g)G by (51), t
(g)
G :=M
(g)
G ∆
(g)
G
t =
G∑
g=1
t
(g)
G
Fig. 5. Nassi-Shneiderman diagram describing the modulator operator
MTxNZF{·} for TxNZF, i.e., the generation of the transmitted
signal t in TxNZF
one obtains the optimum t(g)G by resorting to TxZF. Let us des-
ignate by [·]ji a matrix consisting of columns i to j of the matrix
in brackets. Then the group speciﬁc transmitted signal t (g)G of
group g can be calculated (step 4) as
t(g)G = M
(g)
G ∆
(g)
G (50)
with
M(g)G =
[
Bg
H
(
BgBg
H
)−1]‖G1∪...∪Gg−1‖+1
‖G1∪...∪Gg‖
(51)
being the group speciﬁc modulator matrix. The efﬁcient calcu-
lation of the matrix M(g)G of (51) can be performed by means of
QR-decomposition and will be the topic of a further contribu-
tion. Repeating the steps 1 to 4 for all groups g, g = 1 . . .G, G
group speciﬁc transmitted signals t(g)G are determined. Then,
based on (38) and (50) follows the total transmitted signal
(step 5) by applying (37). Based on (37) the energy
T =
1
2
tHt =
G∑
g=1
1
2
t(g)G
H
t(g)G︸ ︷︷ ︸
T
(g)
G
(52)
of the total transmitted signal t of (5) can be determined. Sur-
prisingly, the energy T of the total transmitted signal is only
the sum of the energies T (g)G of the group speciﬁc transmitted
signals t(g)G . This results from the fact that due to the design
strategy followed in TxNZF the group speciﬁc transmitted sig-
nals t(g)G and t
(g′)
G of two different groups g and g ′, g = g′,
respectively, are orthogonal.
The entire algorithm constituted by the steps 1 to 5 form the
mapping between the total data vector d and the total trans-
mitted signal t in the case of TxNZF. Therefore, these steps
describe the corresponding modulator operatorMTxNZF{·} of
(6). MTxNZF{·} is illustrated in a self explanatory comprehen-
sive form by the Nassi-Shneiderman diagram [21] of Fig. 5.
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B. Choice of representatives q
B.1 General
For q(g)G of (42) different realizations S(g)G q, q ∈ Vq, are al-
lowed which represent the group speciﬁc data vector d(g)G to be
transmitted. In the following two different strategies are pre-
sented to chose one of these realizations. The described strate-
gies relay on evaluating i(g)G of (44) and d(g)G of (38) to ﬁnd the
best choice for q(g)G .
B.2 Optimum choice
The transmitted energy T of (7) can be expressed by (52)
for TxNZF, i.e., a sum of group speciﬁc transmitted energies
T
(g)
G . Therefore, if T of (7) should be minimized for the given
partition of G, each group speciﬁc transmitted energy T (g)G ,
g = 1 . . .G, has to be minimized. This can be achieved by ap-
propriately choosing q(g)G . One obtains for the optimal choice
q(g)
G,opt
= arg min
∀q
G
= S
(g)
G q,
q ∈ Vq
∥∥∥M(g)G (qG − i(g)G )∥∥∥ . (53)
Again, as already mentioned for the optimum approach of Sec-
tion IV, the minimization problem in (53) can only be solved
by exhaustive search. However, its computational complexity
is only exponential in ‖Gg‖ which is typically much smaller
than that of the optimum approach, c.f. Section IV, making it,
in contrast to the optimum approach of Section IV also feasible,
if Nt is quite large. For the degenerated case of G equal to one,
i.e., all data symbols are in one and the same group, TxNZF
converges towards the optimum approach of Section IV.
B.3 Low-complexity suboptimum choice
If complexity reasons do not allow to determine q(g)G,opt of
(53) one can resort to a symbol-by-symbol strategy which can
be expressed as
q(g)
G,n
= arg min
∀q = [S(g)G ]nq,
q ∈ Vq
∥∥∥q − i(g)G,n∥∥∥ . (54)
(54) means to take this representative q that has minimum dis-
tance to the interference i(g)G,n. Performing (54) for all dn,
dn ∈ Gg , representatives q(g)G,n′ , n′ = 1 . . . ‖Gg‖, for all data
symbols dn, dn ∈ Gg , can be determined. In contrast to (34)
and (53) the minimization problem of (54) has a rather low
complexity, which is linear in ‖Gg‖. However, (54) is only a
very rough approximation of the optimum choice of (53). For G
equal to Nt TxNZF degenerates to the well-known THP based
strategy of Fischer et al. [13] or Erez et al. [14]. Therefore,
THP can be interpreted as a special case of TxNZF; however
this special case with lowest performance potential [17].
C. Beneﬁts and potentials of TxNZF
As already explained in Subsection V-A, TxNZF may serve
as a framework for several techniques for transmit signal de-
sign. It allows to almost freely balance computational complex-
ity versus transmission performance. To inﬂuence this equilib-
rium in TxNZF one has several degrees of freedom, namely
• the number and sizes of groups,
• the assignment of data symbols dn , n = 1 . . .Nt, to the
groups,
• the design of the unconventional quantization scheme,
• the choice of representatives q (g)G,n out of Vq,m.
TxNZF has a high potential with respect to the achievable trans-
mission performance –, e.g. in terms of the necessary trans-
mitted energy T of (7) to meet a required transmission quality,
– as can be seen by the fact that even the optimum approach
for transmit signal design introduced in Section IV is only a
special case of TxNZF. The high potential of TxNZF mainly
results from the friendly ratio between number of constrains
to be fulﬁlled while designing the transmitted signal t and the
number of degrees of freedom available to do that. When de-
signing the group speciﬁc transmitted signal t(g)G of group g,
for each data symbol dn , dn ∈ Gg, only interferences produced
to (‖G1 ∪ . . . ∪ GG‖ − 1) other data symbols dn′ , dn′ ∈ Gg′ ,
g′ ≤ g, n′ = n, have to be taken into account, which is for most
groups g a much smaller number than (N t − 1), the number of
interference constrains per data symbol to obey in TxZF. The
group speciﬁc transmitted signals t(g)G , g = 1 . . .G, are gener-
ated based on TxZF. Therefore using the results of Subsection
III-C for the transmit efﬁciency ηTxZF,n, each group speciﬁc
transmitted signal t(g)G can be evaluated. With (29) one obtains
for the average transmit efﬁciency of t(g)G ,
η
(g)
TxNZF =
KBQt − (‖G1 ∪ . . . ∪Gg‖ − 1)
KBQt
≥ ηTxZF. (55)
(55) allows several conclusions:
• The average transmit efﬁciency η (g)TxNZF is always larger than
or at least equal to ηTxZF of TxZF.
• Groups g which are processed ﬁrst, i.e., which have low
group indices g, are processed with transmit efﬁciencies
η
(g)
TxNZF of almost one.
• Groups g which are processed last, i.e., which have rather
high group indices close to G are processed with lower trans-
mit efﬁciencies η(g)TxNZF. However, η
(g)
TxNZF is never smaller
than ηTxZF.
These conclusions are a strong motivation to have a closer look
at a rather usual situation in typical mobile radio systems, where
the channel attenuations
α(k) =
(
KM∑
kM=1
KB∑
kB=1
∥∥∥h(k,kB,kM)∥∥∥2)−1 (56)
for the channels between the AP and the different MTs k,
k=1 . . .K , differ signiﬁcantly from each other – sometimes by
orders of magnitude –, which is usually the case due to shad-
owing and/or largely different distances between AP and MTs.
Let us assume that the K MTs are labeled in such a way that
α(k) decreases with increasing k. Then a favorable choice for
the partition of G would be to use G equal to K groups, where
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Fig. 6. Cummulative distribution functions of the normalized re-
quired transmitted energy T/TTxZF for case 1 and case 2
each group g, g = 1 . . .G, corresponds to a single MT g and
combines the data symbols dn , n = (k − 1)N . . . kN , of that
MT g, i.e.,
Gg =
{
d(k−1)N+1 . . . dkN
}
. (57)
Doing so, in TxNZF there is the tendency that the energies T (g)G
of the group speciﬁc transmitted signals t(g)G , g = 1 . . .G, in-
crease with decreasing g, due to the necessity to overcome the
increasing channel attenuations. However, as explained above
also the transmit efﬁciencies increase with decreasing g, so that
the group speciﬁc transmitted signals t(g)G of basically high en-
ergies are endowed with high transmit efﬁciencies. This combi-
nation of originally high required transmitted energies and high
transmit efﬁciencies is one of the keys to the aspired reduction
of the required transmitted energy T typical of TxNZF.
VI. SIMULATION RESULTS
In order to illustrate the advantage of TxNZF over TxZF with
respect to the required transmit energy, comparative system
simulations are performed for the partition Gg of (57). For the
choice of the representatives q(g)G of (48) the low-complexity
variant of TxNZF proposed in Subsection V-B.3 is chosen. The
system parameters considered in the simulations are listed in
Table I. A large number of statistically independent snapshots
is evaluated according to the following side conditions:
• The N(Qt + W − 1) elements of D(k) of (14) are derived
from an orthonormal set of N binary sequences of dimension
Qt + W − 1. The N rows of D(k) are obtained by scram-
bling the N sequences of this set by a random MT-speciﬁc
scrambling code of dimension Qt +W − 1. The elements of
this scrambling code have magnitude one.
• The KKBW elements of the channel impulse responses
h(k,kB,1) are obtained by randomly generating independent
bivariate Gaussian numbers with identical variance and ex-
pectation zero. However, in order to model the different
channel attenuations α(k) of (56) the generated channel im-
−10 0 10 20 30 40
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Fig. 7. Bit error rate Pb versus the pseudo SNR γ of (60) for case 1
and case 2
pulse responses h(k,kB,1) are normalized in such a way that∥∥∥h(1,kB,1)∥∥∥2 = 1, kB = 1 . . .KB, (58)
and for all k, k=2. . .K ,
10log10
⎛⎜⎝
∥∥∥h(k,kB,1)∥∥∥2∥∥∥h(k−1,kB,1)∥∥∥2
⎞⎟⎠={ 0 dB (case 1),3 dB (case 2), (59)
hold.
The conventional and unconventional quantization schemes of
Subsection II-C considered in the simulations for TxZF and
TxNZF, respectively, are based on the Voronoi regions of the
symbol constellation in QPSK modulation and the lattice struc-
ture based thereon, as e.g. described in [13].
The average required transmitted energy of TxZF obtained
by averaging the transmitted energy T of (7) for TxZF
over many snapshots characterized by randomly determined
h(k,kB,1) and D(k), see above, is termed T TxZF. Fig. 6 shows
for both cases of (59) the cumulative distribution functions of
the ratio T/TTxZF for the schemes TxZF and TxNZF, respec-
tively. As expected, TxNZF does with signiﬁcantly lower trans-
mitted energies than the TxZF. This superiority of TxNZF in-
creases with increasing differences between consecutive chan-
nel attenuations α(k), k = 1 . . .K , of (56), because, when pro-
ceeding from MT k to MT k + 1, see the explanation in Sub-
section V-C, the decrease of the transmit efﬁciency is more and
more mitigated by an simultaneously decreasing channel atten-
uation.
TABLE I
SYSTEM PARAMETERS FOR THE SIMULATIONS
M N Qt K KB KM W
4 4 16 8 2 1 5
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It is well known [13] that in the case of two consistently cho-
sen conventional and unconventional quantization schemes –
and this is the case considered here – which are subject to iden-
tical noise, the latter exhibits a somewhat larger error proba-
bility, because the demodulator output signals are more prone
to land in a wrong decision region. To a certain degree this
effect counteracts the energy advantage of TxNZF over TxZF
illustrated in Fig. 6 and should therefore be studied. To this
purpose the authors again consider the cases 1 and 2 of (59).
We designate the average of the transmitted energy T as T and
assume that the total received noise n of (10) is Gaussian with
covariance matrix Rn of (11) equal to σ2I. Then, the pseudo
Signal-to-Noise-Ratio (SNR) which the authors deﬁne as the
average ratio of the transmitted bit energy to σ 2, becomes
γ =
T/ [ld(M)KN ]
σ2
. (60)
In Fig. 7 the bit error rate Pb is shown versus γ of (60) for the
cases 1 and 2 of (59). From these curves we can conclude the
following:
• For sufﬁciently large values of γ of (60), TxNZF always out-
performs TxZF.
• As in the case of the required transmitted energies, see Fig. 6,
the superiority of TxNZF increases with increasing differ-
ences of consecutive channel attenuations α(k)of (56).
• At low values of γ of (60) and low increments of the chan-
nel attenuations α(k) of (56), TxZF may outperform TxNZF.
However, this occurs only for values of Pb so large that they
are of no practical interest.
The results presented above give a ﬁrst impression of the poten-
tial performance gains of TxNZF compared to TxZF although
only the suboptimum low-complexity variant of TxNZF intro-
duced in Subsection V-B.3 has been considered in the simu-
lations. Presently, extensive simulations of TxNZF are being
performed by the authors to additionally analyze the potentials
of TxNZF also for the optimum variant of Subsection V-B.2
especially in comparison with the non-practical optimum ap-
proach proposed by Peel et al. in [18] and generalized in this
contribution in Section IV. Shortly the simulation results shall
be presented in an extended paper. This contribution has the
intention to initiate a critical discussion on TxNZF.
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Kapitel 5
Suboptimale aufwandsgu¨nstige Verfahren
der gemeinsamen Sendesignalerzeugung
bei unkonventionellen Empfa¨ngern
5.1 Vorbemerkung
Wie in Kapitel 4 erla¨utert, ist das optimale Verfahren der gemeinsamen Sendesigna-
lerzeugung nach Kapitel 4 im allgemeinen sehr komplex. Daher bescha¨ftigt sich dieses
Kapitel mit aufwandsgu¨nstigen suboptimalen Verfahren der gemeinsamen Sendesigna-
lerzeugung bei unkonventionellen Empfa¨ngern.
In der Literatur [FTH01, Fis02, FWLH02b, FWLH02a, FWLH02c, HSB03, FW03,
WF03, WVF03a, WVF03b, BHMW04, CM04d, JBU04, JBVU04, Joh04, NJU04,
Win04] wurden in letzten vier Jahren suboptimale Verfahren der obigen Art vorgeschla-
gen, wobei diesen Verfahren meist ein heuristischer Ansatz zugrunde liegt und in fast
allen Fa¨llen, sei es aus Unwissenheit oder anderen Gru¨nden, nicht einmal das optimale
Verfahren der gemeinsamen Sendesignalerzeugung nach Kapitel 4 als Meßlatte herange-
zogen wird. Sa¨mtliche obigen der Literatur entstammenden Vorschla¨ge sind ausschließ-
lich fu¨r spezielle unkonventionelle Empfa¨nger gestaltet, die insbesondere Quantisierer
verwenden, die auf dem in Abschnitt 1.3.3 eingefu¨hrten Lattice-Quantisierungsschema
aufbauen. Es ist das Ziel dieses Kapitels, die gemachten Vorschla¨ge zu verallgemei-
nern und ein aufwandsgu¨nstiges Verfahren der gemeinsamen Sendesignalerzeugung fu¨r
unkonventionelle Empfa¨nger vorzustellen, das die zuvor genannten Vorschla¨ge als Spe-
zialfa¨lle beinhaltet.
5.2 Verfahren der gemeinsamen Sendesignalerzeu-
gung
Ausgehend von den Grundprinzipien, die dem aus Kapitel 4 bekannten optimalen
Verfahren der gemeinsamen Sendesignalerzeugung fu¨r unkonventionelle Empfa¨nger zu-
grunde liegen, wird in diesem Unterkapitel im Rahmen der Werke [MQBW04, WMZ04a]
das aufwandsgu¨nstige suboptimale Verfahren der gemeinsamen Sendesignalerzeugung
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Tabelle 5.1. Wesentliche Unterschiede der Notationen nach Kapitel 1 und der No-
tation nach [MQBW04, WMZ04a]
dargestellte nach nach Bemerkung/
Gro¨ße Kap. 1 [ · ] geltend fu¨r
Entscheidungsgebiet Qm Gm [MQBW04]
Repra¨sentant q
m,p
g
m,p
[MQBW04]
Datensymbolalphabet Vd D [WMZ04a]
totales Sendesignal t s [WMZ04a]
totales Empfangssignal r e [WMZ04a]
wertekontinuierliche Scha¨tzung von d d̂ q̂ [WMZ04a]
”
senderseitige nichtlineare Interferenzeliminierung (engl. transmit nonlinear zero for-
cing, TxNZF)“ vorgeschlagen. Dieses Verfahren basiert auf einer Gruppenbildung und
erzeugt das totale Sendesignal t in einer iterativen gruppenweisen Art. Wie sich
herausstellt, sind die oben erwa¨hnten, aus der Literatur [FTH01, Fis02, FWLH02b,
FWLH02a, FWLH02c, HSB03, FW03, WF03, WVF03a, WVF03b, BHMW04, CM04d,
JBU04, JBVU04, Joh04, NJU04, Win04] bekannten Verfahren Spezialfa¨lle des vorge-
nannten Verfahrens, bei denen die Gruppengro¨ße zu eins gewa¨hlt ist. Im einzelnen
werden in [MQBW04, WMZ04a] die folgenden wichtigen Aspekte behandelt:
• Das auf Gruppenbildung basierende aufwandsgu¨nstige Verfahren der gemeinsa-
men Sendesignalerzeugung wird mathematisch hergeleitet und beschrieben.
• Das Potential der Leistungssteigerung gegenu¨ber Verfahren der gemeinsamen
Sendesignalerzeugung fu¨r konventionelle Empfa¨nger wird analytisch und durch
Simulationen abgescha¨tzt.
• Eine wesentliche Motivation des Verfahrens TxNZF ist die Reduktion der sen-
derseitigen Implementierungskomplexita¨t. Daher wird fu¨r das Verfahren TxNZF
in [WMZ04a] gezeigt, wie dieses auf Basis des mathematischen, aus der linea-
ren Algebra entstammenden Kunstgriﬀes der QR-Zerlegung [HJ85, ZF86, ZF97,
PTVF92] aufwandsgu¨nstig implementiert werden kann.
Im Gegensatz zu der aus Kapitel 1 bekannten Notation werden in [MQBW04, WMZ04a]
einige wenige Gro¨ßen durch eine modiﬁzierte Notation beschrieben. Tabelle 5.1 listet
die wesentlichen Unterschiede in kompakter Form auf.
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Abstract— For the downlink of TDD/CDMA mobile radio sys-
tems linear transmission schemes were recently proposed, which
can be classified as receiver (Rx) oriented, because the receiver al-
gorithms are a priori determined, whereas the transmitter (Tx) al-
gorithms follow a posteriori. A main asset of these schemes is their
low receiver complexity. In addition, they do without sacrificing
downlink transmission resources to training signals for channel
estimation, which is beneficial for capacity, and their combination
with MIMO antenna structures is straightforward. In this pa-
per a nonlinear modification of the mentioned linear Rx oriented
schemes is presented with a view to reduce the required transmit
power considerably, a feature mitigating intercell interference in
cellular systems and, thereby, further enhancing capacity, and be-
ing also attractive with respect to the growing electro-phobia of
the public. The crux of said modification consists in designing the
transmit signal at the base station (BS) user-wise by a nonlinear
approach, and in using multiply connected decision regions in the
detectors of the mobile terminals (MT). The proposed scheme is
particularly effective in the case of relatively large attenuation dif-
ferences of the channels between the BS and the individual MTs.
In practical systems such differences, due to shadowing and to
largely different distances between the BS and the MTs, prevail.
Keywords—CDMA, multi-user MIMO downlinks, Rx orienta-
tion, precoding
I. INTRODUCTION
For multi-user CDMA mobile radio downlinks, lin-
ear transmission schemes with modulators based on the
rationales Transmit Matched Filter, Transmit Minimum
Mean Square Error or Transmit Zero Forcing were pro-
posed in [1], [2], [3]. For these schemes the acronyms
TxMF, TxMMSE or TxZF, respectively, were coined
[4]. They can be classified as receiver (Rx) oriented, be-
cause the Rx algorithms to be applied in the mobile ter-
minals (MTs) are a priori determined, whereas the algo-
rithms utilized in the transmitter (Tx) of the base station
(BS) result a posteriori. As opposed to conventional,
that is Tx oriented schemes, the main assets of Rx ori-
ented schemes are their low receiver complexity and the
fact that they do without sacrificing downlink transmis-
sion resources to training signals for channel estimation.
In addition, the inclusion of MIMO antenna structures
in Rx oriented schemes is straightforward [2], [3]. As
a prerequisite of Rx orientation, the knowledge of the
downlink channel impulse responses has to be available
in the transmitter of the BS. This knowledge can be par-
ticularly easily gained in mobile radio systems applying
Time Division Duplexing [2], [3].
In linear radio transmission systems each data symbol
to be transmitted is represented by an individual trans-
mitted signal termed here transmitted symbol signal. In
order to produce at the receiver inputs the symbol en-
ergies necessary to offer the desired transmission qual-
ity, certain energies of the transmitted symbol signals
have to be invested. In mobile radio applications these
transmitted symbol energies should be as low as pos-
sible with a view to keep intercell interference low and,
thereby, capacity high, and also with respect to the grow-
ing electro-phobia of the public. For the energy-wise
characterization of the transmission from the BS to each
MT, quantities termed energy efficiencies [2] are suited,
which compare how efficiently transmitted symbol en-
ergies are transformed into received symbol energies
in the system under consideration and in an optimum
reference system. The transmitted symbol energies re-
quired for the support of a certain MT are inversely pro-
portional to the corresponding energy efficiencies and
proportional to the channel attenuation (in linear scale)
from the BS to this MT. In practice, the channel atten-
uations are given by the environment and cannot be in-
fluenced by the system design. Therefore, a key to the
reduction of the required transmitted symbol energies
lies in enhancing the energy efficiencies.
The three linear schemes TxMF, TxMMSE and TxZF
mentioned above differ from each other by the way in
which the problems of intersymbol interference (ISI)
and multiple access interference (MAI) are addressed
when designing the transmitted signals [3], [4], [5]. ISI
and MAI
• are totally neglected in the case of the TxMF,
• are admitted to a certain degree and beneficially bal-
anced against the received noise in the case of the
TxMMSE, and
• are strictly eliminated in the case of the TxZF.
Quite generally, the energy efficiencies decrease with
increasing the degree of mitigation of mutual interfer-
ences in the form of ISI and MAI, because such an in-
crease goes along with growing constraints on the de-
[MQBW04] Meurer, M.; Qiu, W., Baier, P.W., Weber, T.:Transmit power reduction in CDMA mo-
bile radio downlinks by nonlinear receiver oriented transmission combined with mul-
tiply connected quantization schemes. Technische Mitteilung 15/04, Research Group
for RF Communications, University of Kaiserslautern, 2004.
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sign of the transmitted symbol signals. In the case of the
TxMF the symbol signals are generated independently
of each other, and, therefore, no such constraints ex-
ist. The TxMMSE and the TxZF imply such constraints,
which are more stringent in the case of the TxZF than in
the case of the TxMMSE. This means that, when pro-
ceeding from the TxMF over the TxMMSE to the TxZF,
the energy efficiencies tend to go down. With the num-
ber K of MTs to be supported by the BS and the number
N of data symbols to be transmitted to each MT, the to-
tal number of data symbols to be transmitted is KN .
Therefore, in the case of the TxMMSE and the TxZF,
the number of constraints to be considered when gen-
erating the KN symbol signals becomes KN − 1. As
a consequence, the energy efficiencies of the TxMMSE
and the TxZF decrease with an increasing number K of
supported MTs and an increasing number N of transmit-
ted data symbols per MT. To summarize, there seems to
be a rule telling us, the larger the energy efficiencies, the
more distinct the impact of ISI and MAI. In the present
paper we pursue the idea to overcome this rule, that is,
we aim at enhancing the energy efficiencies without si-
multaneously putting up with an increased impact of ISI
and MAI. The crux of the envisaged approach consists
in
• reducing the above mentioned constraints when de-
signing the symbol signals, and
• dealing with the simultaneously growing interference
in an appropriate way.
Of course, in the case of the TxMF no such constraints
exist. In the case of the TxMMSE and the TxZF the
number of constraints shall be reduced by designing the
transmitted symbol signals not as an entirety compris-
ing KN symbol signals, but in groups with less than
KN symbol signals. In addition, to tackle the problem
of increased interference, ISI and MAI occurring in the
data estimates are no longer considered as detrimental,
but are exploited as contributions to the data estimates.
Such an attitude towards interference is enabled – as an
extension of ideas first presented in [6], [7], [8], [9], [10]
– by resorting to multiply connected decision regions in
the detectors of the receivers of the MTs. In the case
of mobile radio downlinks utilizing the TxMMSE or the
TxZF one obvious way to design the transmitted sym-
bol signals in groups would rely on groups being con-
stituted by subsets of the entirety of the K MTs. This
approach will turn out particularly effective, if the chan-
nel attenuations from the BS to the individual MTs dif-
fer significantly, as it is usually the case in real world
systems. It will become clear in the paper that the out-
lined generation of each transmitted symbol signal has
to be performed under consideration of the data values
carried by other symbol signals in a nonlinear way. The
following considerations could be based on each of the
three schemes TxMF, TxMMSE and TxZF with the re-
sult of slightly different performances of the obtained
transmission schemes. However, for the sake of brevity,
we restrict ourselves to the TxZF as a basis and term the
corresponding downlink transmission scheme Transmit
Nonlinear Zero Forcing (TxNZF).
In Section II the generic model of linear transmission
systems introduced in [2], [3] is briefly recapitulated.
The topic of Section III is the determination of the en-
ergy efficiencies. The nonlinear transmission scheme
TxNZF is developed in Section IV. Section V presents
simulation results, and Section VI summarizes the pa-
per. As in [2], [3] the discrete time equivalent lowpass
formalism is adopted, and complex vectors and matrices
are represented by underlined bold face symbols.
II. DOWNLINK SYSTEM MODEL
We consider a downlink situation where a BS sup-
ports K MTs numbered with k = 1 . . .K . The BS is
equipped with KB antennas, and each of the K MTs
employs a single antenna. Fig. 1 illustrates this situa-
tion by a block diagram, which will be explained and
mathematically described in what follows.
It is assumed that a sequence (a(k)1 . . . a
(k)
N ) of N mes-
sage elements has to be transmitted from the BS to each
MT k, k = 1 . . .K . For transmission the message ele-
ment a(k)n is represented by the complex transmit value
∆(k)n . The N transmit values intended for MT k are ar-
ranged in the MT specific transmit vector
∆(k) =
(
∆(k)1 . . .∆
(k)
N
)T
∈ CN×1. (1)
The K MT specific transmit vectors ∆(k) of (1) are
stacked in the (total) transmit vector
∆ =
(
∆(1)
T
. . .∆(K)
T
)T
=
(
∆1 . . .∆n . . .∆KN
)T
∈ C(KN)×1. (2)
By linear modulation based on ∆ of (2) and the KB
antenna specific modulator matrices
M(kB) ∈ CQt×(KN), kB = 1 . . .KB, (3)
KB antenna specific transmitted signals
t(kB) =
(
t
(kB)
1 . . . t
(kB)
Qt
)T
= M(kB) ∆ ∈ CQt×1, kB = 1 . . .KB, (4)
are generated. The KB transmitted signals t(kB), kB =
1 . . .KB, of (4) can be stacked in the signal
t=
(
t(1)
T
. . . t(KB)
T
)T
=
(
M(1)
T
. . .M(KB)
T
)T
︸ ︷︷ ︸
M
∆=M∆ ∈C(KBQt)×1 (5)
termed (total) transmitted signal. M in (5) is termed (to-
tal) modulator matrix and has the dimension (KBQt)×
(KN).
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Fig. 1. Downlink system model
The frequency selective radio channel between the BS
antenna kB and the antenna of MT k is characterized by
the channel impulse response [2]
h(k,kB) =
(
h
(k,kB)
1 . . . h
(k,kB)
W
)T
∈ CW×1. (6)
With h(k,kB) of (6) and Qt, see (3), the KKB MT and
antenna specific channel matrices
H(k,kB) =
(
H
(k,kB)
i, j
)
∈ C(Qt+W−1)×Qt ,
i = 1 . . .Qt + W − 1, j = 1 . . .Qt,
H
(k,kB)
i, j =
⎧⎨⎩ h
(k,kB)
i−j+1 1 ≤ i− j + 1 ≤ W,
0 else,
k = 1 . . .K, kB = 1 . . .KB, (7)
are established. With the KKB matrices H(k,kB) of (7)
we form the K MT specific channel matrices
H(k)=
(
H(k,1) . . .H(k,KB)
)
∈C(Qt+W−1)×(KBQt),
k = 1 . . .K, (8)
and the total channel matrix
H =
(
H(1)
T
. . .H(K)
T
)T
∈ C[K(Qt+W−1)]×(KBQt).
(9)
With H(k) of (8) the transmitted signal t of (5) leads to
the noisefree received signal
e(k) =
(
e
(k)
1 . . . e
(k)
Qt+W−1
)T
= H(k)t ∈ C(Qt+W−1)×1
(10)
of MT k, k = 1 . . .K . With H of (9) these signals can
be stacked in the total noisefree received signal
e =
(
e(1)
T
. . . e(K)
T
)T
= H t ∈ C[K(Qt+W−1)]×1.
(11)
Finally, with (5) follows from (11)
e = Ht = HM∆. (12)
If e(k) of (10) is corrupted by an additive noise signal
n(k) =
(
n
(k)
1 . . . n
(k)
Qt+W−1
)T
∈ C(Qt+W−1)×1,
(13)
then we obtain for the noisy received signal of MT k
r(k) = e(k) + n(k)
= H(k)t + n(k) ∈ C(Qt+W−1)×1, (14)
and for the total noisy received signal
r =
(
r(1)
T
. . . r(k)
T
)T
= e + n = H t + n, (15)
where
n =
(
n(1)
T
. . .n(k)
T
)T
(16)
denotes the total noise signal.
The detector of each MT k consist of a demodulator
and a decision unit described which is detailed in Sec-
tion IV. The demodulator of each MT k is described by
a demodulator matrix
D(k) ∈ CN×(Qt+W−1) (17)
[2], [3]. At the output of the demodulator of MT k we
obtain the MT specific estimate
∆̂
(k)
=
(
∆̂
(k)
1 . . . ∆̂
(k)
N
)T
(18)
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of ∆(k) of (1). If we stack the MT specific estimates
∆̂
(k)
of (18) in the total estimate
∆̂ =
(
∆̂
(1)T
. . . ∆̂
(K)T
)T
(19)
and the MT specific demodulator matrix D(k) of (17) in
the total demodulator matrix
D = blockdiag
(
D(1). . .D(K)
)
∈C(KN)×[K(Qt+W−1)],
(20)
then, with r of (15),
∆̂ = Dr = DHM∆ + Dn (21)
holds. With H of (9) and D of (20) the modulator ma-
trices of the TxMF and the TxZF are given by
M =
⎧⎪⎨⎪⎩
(DH)H
[
diag
(
DH (DH)H
)]−1
(TxMF),
(DH)H
[(
DH (DH)H
)]−1
(TxZF),
(22)
[2], [3]. With the modulator matrices M of (22) the
contribution of the transmit value ∆(k)n to the estimate
∆̂
(k)
n becomes equal to ∆(k)n [2], [3].
For determining the modulator matrix M of the
TxMMSE, we assume that the components n(k)n ,
n = 1 . . .N , of the additive noise signals n(k) , k =
1 . . .K , of (13) are independent of each other and have
the same variance σ2, i.e.
1
2
E
{
n nH
}
=
1
2
σ2I(K[Qt+W+1]) (23)
holds. We further assume that all components ∆(k)n , n =
1 . . .N, of ∆(k) of (1) are independent and have the
same variance σ2∆. Then, with the energy
T =
1
2
E
∆
{
tHt
} (24)
of t of (5) and a real scalar κ the modulator matrix of
the TxMMSE takes the form [3], [4], [5]
M=κ (DH)H
[
DH (DH)H+σ
2
2T trace
(
DDH
)
I(N)
]−1
,
s.t. 12σ
2
∆trace
{
MHM
}
= T (TxMMSE) (25)
by proper choice of κ.
III. ENERGY EFFICIENCY
Let us designate the dominant singular value of the
MT specific channel matrix H(k) of (8) as
√
λ(k). Then,
as shown in [2], in the case of the TxZF being focused in
what follows the energy efficiency of the transmit value
∆(k)n becomes
η(k)n =
([(
DH (DH)
)−1]
ν,ν
· λ(k)
)−1
,
ν =
(
k − 1)N + n. (26)
In order to promote the understanding of the benefits
of the scheme TxNZF to be developed in Section IV it
would be convenient to make use of an average value
of the KN values η(k)n of (26). Such an average value
ηTxZF should be studied in the following. Basically, the
energy efficiency η(k)n of (26) is determined by two in-
dependent major effects. These two effects, which will
be detailed in what follows, can be quantified by the two
efficiencies
η(k)a,n =
1[ (
D H (D H)H
)−1 ]
ν,ν
·
[
D H (D H)H
]
ν,ν
,
ν = (k − 1)N + n, 0 ≤ η(k)a,n ≤ 1, (27)
and
η
(k)
b,n =
[
D H (D H)H
]
ν,ν
λ(k)
,
ν = (k − 1)N + n, 0 ≤ η(k)b,n ≤ 1. (28)
η
(k)
a,n of (27) describes the price which has to be paid for
avoiding MAI and ISI. As mentioned before, if MAI and
ISI should be nulled, more or less stringent restrictions
have to be obeyed while designing the transmitted sym-
bol signals, which typically leads to an η (k)a,n smaller than
one.
η
(k)
b,n of (28) only depends on the match between the
demodulator matrix D(k) of MT k and the frequency
selective radio channel between the BS antennas and the
antenna of MT k and is therefore independent of η (k)a,n.
For η(k)b,n equal to one, D
(k) of MT k would be per-
fectly matched to the radio channel, if η (k)b,n were zero, a
complete mismatch would occur.
Setting out from (27) and (28), η (k)n of (25) can be
decomposed as
η(k)n = η
(k)
a,n · η(k)b,n. (29)
Based on (29) the average value
ηTxZF = E
D,H
{
η(k)n
}
(30)
of the KN values η(k)n of (25) can be studied. For this
purpose we assume the following:
• The KKBW elements of the channel impulse re-
sponses h(k,kB) of (6) are independent unbiased
Gaussian random complex numbers with the same
variance.
• The N(Qt +w − 1) elements of D(k) of (17) are de-
rived from an orthonormal set of N orthonormal bi-
nary sequences of dimension Qt + W − 1. The N
rows of D(k) are obtained by scrambling the N se-
quences of this set by a common randomly generated
scrambling code of dimension Qt +W − 1. The ele-
ments of this scrambling code have a fixed magnitude
of one.
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Fig. 2. Example of a quantization scheme with multiply connected
decision regions Gm consisting of partial decision regions
Gm,p; M = 4
Based on results of the free probability theory [11] it can
be shown that using
ηa = E
D,H
{
η(k)a,n
}
(31)
and
ηb = E
D,H
{
η
(k)
b,n
}
(32)
the average energy efficiency ηTxZF of (30) can be ex-
pressed as
ηTxZF = ηa · ηb. (33)
To obtain ηa of (31) and ηb of (32) simulations are car-
ried out. Therefore a large set of matrices D and H
are randomly generated according to the way described
above, for which, the equations (27), (28), (31) and (32)
are evaluated. As a result of these simulations a very
accurate expression for ηa can be obtained which reads
ηa =
KBQt −NK + 1
KBQt −N + 1 . (34)
Obviously, ηa, i.e., the price which has to be paid for
avoiding MAI and ISI, is a linear function of K and in-
dependent of the dimension W of the channel impulse
responses h(k,kB) of (6). A related result for the case of
Qt, N and W equal to one, which is based on asymp-
totic analysis of random matrices [12] can be found in
[13], [14].
Concerning ηb the simulation results disclose that,
generally, ηb is a non-trivial function ηb(W,Qt,KB) of
W,Qt and KB, i.e., ηb does neither depend on the num-
ber K of MTs to be supported nor on the number N
of data symbols per MT. Therefore, for given parame-
ters W,Qt and KB, ηb of (33) can be regarded as a con-
stant. Especially for W equal one – that is in the case
of non-frequency selective fading – it can be shown by
analysing (28) that ηb becomes one, i.e. ηTxZF of (33)
is totally described by (34).
Let us designate the required received symbol energy
as R and the attenuation of the channel between the BS
and MT k as α(k). Then, if TxZF is applied, with ηTxZF
of (34) the required average transmitted energy can be
approximated as
TTxZF =
RN
ηTxZF
K∑
k=1
α(k)
=
KBQt −N + 1
KBQt−NK+1 ·
RN
ηb(W,Qt,KB)
K∑
k=1
α(k).(35)
If we now for example design the transmitted symbol
signals MT-wise, then, based on (30), (33) and (34) for
K equal to one, we would obtain for the average energy
efficiency
ηTxNZF = ηb(W,Qt,KB) > ηTxZF, (36)
which would approximately lead to the reduced required
average transmitted energy
TTxNZF =
RN
ηTxNZF
K∑
k=1
α(k)
=
RN
ηb(W,Qt,KB)
·
K∑
k=1
α(k)< TTxZF. (37)
IV. PROPOSED DOWNLINK TRANSMISSION SCHEME
TXNZF
A. Multiply connected decision regions
We assume that the realizations of the message ele-
ments a(k)n to be transmitted from the BS to the MTs
are taken from a message element set {G1 . . .GM} of
cardinality M . The decision devices in the MTs, see
Section II, can be characterized by a complete pavement
of the complex plane by M non-overlapping decision
regions Gm, m = 1 . . .M , with each of these regions
enclosing a specific representative g
m
, m = 1 . . .M ,
[15]. It is aspired that in the noiseless case a message
element a(k)n of realization Gm would lead to the repre-
sentative g
m
at the demodulator output. Conventionally,
the decision regions Gm are simply connected. An es-
sential aspect of what follows is the utilization of P -fold
connected decision regions [8]
Gm = Gm,1 ∪ . . . ∪Gm,p ∪ . . . ∪Gm,P (38)
with each partial decision region Gm,p containing its
own representative g
m,p
. Fig. 2 shows an example
with multiply connected decision regions for the case
M equal to four.
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Let us now assume that the message element a(k)n
has the realization Gm. Then, in the noiseless case, the
demodulator should deliver one of the P values g
m,p
,
p ∈ {1 . . . P}. Quite generally, this value comes about
as the sum of an interference component i(k)n resulting
from the transmission of other message elements a(k
′)
n′ ,
k′ = k ∨ n′ = n, and a component being equal to the
corresponding transmit value ∆(k)n of (1). We then can
write
∆(k)n = gm,p − i(k)n (39)
and term ∆(k)n as the correction component necessary to
obtain g
m,p
under the influence of the interference i(k)n .
In conventional TxZF the interference components i(k)n
are a priori nulled [1], [2], whereas in the following con-
siderations such components are deliberately conceded.
As will be shown below, they depend on the realizations
of the transmit message elements a(k)n and influence the
choice of the correction components ∆(k)n . This way of
generating ∆(k)n constitutes the nonlinear feature of the
proposed scheme TxNZF.
In the case of the P -fold connected decision regions
provided in TxNZF, for a given value i (k)n of the inter-
ference and a given realization Gm of a(k)n , according to
(39), P options for ∆(k)n exist, of which, with a view
to radiate minimum energy for a(k)n , the one with the
smallest magnitude |∆(k)n | should be chosen, that is
a(k)n = Gm ⇒ ∆(k)n = gm,p′ − i(k)n , (40)
p′ = arg min
p∈{1...P}
{∣∣∣i(k)n − gm,p∣∣∣2
}
.
The quantities ∆(k)n , n = 1 . . .N, constitute the vector
∆(k) of (1), and the quantities i(k)n can be stacked in the
vector
i(k) =
(
i
(k)
1 . . . i
(k)
n . . . i
(k)
N
)T
. (41)
B. Construction of the transmit signal of TxNZF
In Section II we introduced the MT specific matrices
H(k) and D(k), k =1 . . .K , of the channel and the de-
modulator, respectively. These matrices are now stacked
in the matrices
Hk =
(
H(1)
T
. . .H(k)
T
)T
(42)
and
Dk = blockdiag
(
D(1) . . .D(k)
)
, (43)
which we term cumulative matrices. Let us designate by
[ · ]ji a matrix consisting of columns i to j of the matrix
in brackets. Then, in TxNZF we a posteriori determine
the MT specific modulator matrices
M(k) =
[
(DkHk)
H
[
DkHk (DkHk)
H
]−1]kN
(k−1)N+1
, (44)
k=1 . . .K,
for k := 1 . . .K


yes
k = 1



no
i(k) := 0 i(k) :=
D(k) H(k)
k−1∑
k′=1
t(k
′)
Calculation of ∆(k) by (40) and (1)
Determination of M(k) by (44)
t(k) :=
N∑
n=1
t(k)n = M
(k) ∆(k)
t =
K∑
k=1
t(k)
Fig. 3. Nassi-Shneiderman diagram describing the generation of
the transmit signal t in TxNZF
with Hk of (42) and Dk of (43). The basis of this way
of determining the matrices M(k) is a modified version
of the algorithm TxZF of (22).
In conventional TxZF to each transmit message ele-
ment a(k)n corresponds a transmitted symbol signal t(k)n
[1], [2]. This situation shall be maintained in the case of
TxNZF. The transmitted symbol signals yield the K MT
specific transmit signals t(k) , k= 1 . . .K , and the total
transmit signal
t =
K∑
k=1
N∑
n=1
t(k)n︸ ︷︷ ︸
t(k)
=
K∑
k=1
t(k). (45)
In conventional TxZF the transmitted symbol signals
t(k)n are designed to have minimum energies under the
side condition that ISI and intracell MAI are nulled [2],
[3]. In TxNZF the MT specific transmit signals t(k) and
the total transmit signal t are determined by the MT-
wise algorithm illustrated in a self-explanatory way by
the Nassi-Shneiderman diagram [16] of Fig. 3. In this
algorithm we assume that the mobile terminals MT k,
k = 1 . . .K , are arranged in the order of decreasing
channel attenuations α(k).
C. Benefits of TxNZF
As mentioned in Section I, with the total number KN
of transmit message elements the zero forcing condition
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Fig. 4. Cumulative distribution functions of the required total
transmit energy ratio T/TTxZF, case 1
of the TxZF leads to KN − 1 constraints on each trans-
mitted symbol signal t(k)n , and the larger the number of
such constraints, the smaller the energy efficiency, c.f.
(34). In TxNZF, see Fig. 3, the transmitted symbol sig-
nals t(k)n , n=1 . . .N , for a certain MT k are constructed
in such a way that, by zero forcing, ISI within the trans-
mission for MT k as well as MAI to the MT 1 . . . (k−1)
are avoided. However, MAI to the MTs (k + 1) . . .K
is allowed. Therefore, the number of constraints on the
transmitted symbol signals t(k)n , n= 1 . . .N , for MT k
is kN − 1. Consequently, the energy efficiencies of the
transmitted symbol signals t(k)n are highest for the MT
with lowest value k.
As mentioned above, the MTs are arranged in the or-
der of decreasing channel attenuation α(k). Therefore,
both in conventional TxZF and in TxNZF there is the
tendency that the energies of the transmitted symbol sig-
nals t(k)n , n=1 . . .N , increase with decreasing k. How-
ever, in TxNZF also the energy efficiencies increase with
decreasing k so that the transmitted symbol signals of
basically high energy are endowed with high energy ef-
ficiencies. This combination of originally high required
transmit energies and high energy efficiencies leads to
the aspired reduction of the required transmit energies
typical of TxNZF. This energy reduction is particularly
distinct thanks to the utilization of multiply connected
decision regionsGm, m=1 . . .M , and the energy min-
imizing generation of the correction components ∆(k)n ,
see (40).
V. SIMULATION RESULTS
Simulations of the transmission scheme TxNZF de-
veloped in Section IV are performed for the system pa-
rameters of Table I. A large number of snapshots is con-
sidered, in which the channel impulse responses h(k,kB)
of (6) and the demodulator matrices D(k) of (17) are
basically generated as described in Section III. How-
ever, in order to model the different channel attenuations
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Fig. 5. Cumulative distribution functions of the required total
transmit energy ratio T/TTxZF, case 2
α(k) the generated channel impulse responses h(k,kB)
are normalized in such a way that∥∥∥h(1,kB)∥∥∥2 = 1, kB = 1 . . .KB, (46)
and
10 log10
⎛⎜⎝
∥∥∥h(k,kB)∥∥∥2∥∥∥h(k−1,kB)∥∥∥2
⎞⎟⎠ =
⎧⎨⎩
0 dB (case 1),
3 dB (case 2),
6 dB (case 3),
(47)
k = 2 . . .K,
hold. The considered multiply connected quantization
scheme is a quadratic scheme as mentioned for instance
in [10]. Figs. 4 to 6 show for the three cases of (47) the
cumulative distribution functions of the ratio T/T TxZF
of the required total transmitted energy T of (24) for the
conventional TxZF and the novel TxNZF, respectively,
and the average transmitted energy T TxZF for the con-
ventional TxZF. Obviously, as expected, see (37), the
scheme TxNZF is superior to the scheme TxZF with
respect to the required transmitted energies. As also
expected, this superiority of TxNZF increases with in-
creasing differences of the channel attenuations.
It is well known that the application of multiply con-
nected instead of simply connected decision regions
TABLE I
SYSTEM PARAMETERS FOR THE SIMULATIONS
M N Qt KB K W
4 4 16 2 8 5
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Fig. 6. Cumulative distribution functions of the required total
transmit energy ratio T/TTxZF, case 3
goes along with a slight increase of the symbol error
probabilities. However, this disadvantage of TxNZF is
inferior as compared to the significant transmit energy
reductions offered by this scheme.
VI. SUMMARY
The recently proposed linear Rx oriented transmis-
sion schemes for CDMA mobile radio downlinks ex-
cel by low receiver complexity, and they work without
sacrificing downlink transmission resources for training
signals, which is beneficial for capacity. These schemes
can be modified in a nonlinear way by constructing the
transmit signals MT-wise and by using multiply con-
nected decision regions in the detectors of the MTs. The
nonlinear Rx oriented transmission schemes obtained in
this way require significantly less transmit power than
conventional linear schemes, a desirable feature with re-
spect to intercell interference mitigation in cellular sys-
tems, and to the growing electro-phobia of the public.
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Kap. 5 : Suboptimale aufwandsgu¨nstige Verfahren der gemeinsamen Sendesignalerzeugung
bei unkonventionellen Empfa¨ngern
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5.3 Analyse der U¨bertragungsqualita¨t
Dieses Unterkapitel bescha¨ftigt sich mit der Analyse der Leistungsfa¨higkeit des im
vorherigen Unterkapitel 5.2 eingefu¨hrten aufwandsgu¨nstigen suboptimalen Verfahrens
der gemeinsamen Sendesignalerzeugung TxNZF. Im Rahmen von [QMBW04] wird die
Leistungsfa¨higkeit dieses Verfahrens anhand von
• Bitfehlerwahrscheinlichkeiten und
• Verteilungsfunktionen (engl. cumulative distribution functions) der zum Erzielen
einer vorgegebenen U¨bertragungsqualita¨t notwendigen totalen Sendeenergie T
nach (1.30)
fu¨r exemplarische Szenarien bewertet.
Im Gegensatz zu der aus Unterkapitel 1.3 bekannten Notation werden in [QMBW04]
einige wenige Gro¨ßen durch eine modiﬁzierte Notation beschrieben. Tabelle 5.2 listet
die wesentlichen Unterschiede in kompakter Form auf.
Tabelle 5.2. Wesentliche Unterschiede der Notationen nach Unterkapitel 1.3
und der Notation nach [QMBW04]
dargestellte Formelzeichen Formelzeichen
Gro¨ße nach Unterkap. 1.3 nach [QMBW04]
Entscheidungsgebiet Qm Gm
Repra¨sentant q
m,p
g
m,p
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Power efficient CDMA broadcast system doing without any channel knowledge at the
receivers, a non-obvious modification of THP
W. Qiu, M. Meurer, P.W. Baier, T. Weber
Research Group for RF Communications, University of Kaiserslautern,
P.O. Box 3049,D-67653 Kaiserslautern, Germany
email: wqiu@rhrk.uni-kl.de
Abstract— For CDMA broadcast transmission recently the linear re-
ceiver oriented scheme Transmit Zero Forcing (TxZF) was proposed, in
which the receiver algorithms are a priori determined, whereas the trans-
mitter algorithms follow a posteriori. A main asset of this scheme is its
low receiver complexity. In addition, it does without sacrificing downlink
transmission resources to training signals for channel estimation, which is
beneficial for capacity, and its combination with MIMO antenna struc-
tures is straightforward. In this paper a nonlinear modification of the
scheme TxZF termed Transmit Non-linear Zero Forcing (TxNZF) is pre-
sented with a view to reduce the required transmit power considerably, a
feature mitigating intercell interference in cellular systems and, thereby,
further enhancing capacity, and being also attractive with respect to the
growing electro-phobia of the public. The crux of TxNZF consists in using
multiply connected decision regions in the detectors of the receivers and in
advantageously selecting the partial decision regions from the possible set
of such regions depending on the messages to be transmitted. TxNZF is
particularly effective in the case of relatively large attenuation differences
of the channels between the transmitter and the individual receivers. The
envisaged practical application of the scheme TxNZF are CDMA mobile
radio downlinks. In such systems due to shadowing and to largely different
distances between the base station and the mobile terminals, large attenu-
ation differences prevail. The ideas presented in this paper are related to
the well known concept of Tomlinson-Harashima Precoding (THP).
Keywords— CDMA broadcast systems, multi-user MIMO downlinks,
receiver orientation, precoding
I. INTRODUCTION
In [1–3] the linear scheme Transmit Zero Forcing (TxZF)
was proposed for CDMA broadcast systems with blockwise
transmission, where the emphasis was on CDMA mobile ra-
dio downlinks consisting of a base station (BS) and a number
of mobile terminals (MT). Without restricting the general ap-
plicability of the results of this paper, also here the focus will
be on mobile radio downlinks. The scheme TxZF totally elim-
inates multiple access interference (MAI) and intersymbol in-
terference (ISI). It can be considered as receiver (Rx) oriented
[2], because the Rx algorithms to be applied in the MTs are
   given, whereas the algorithms utilized in the transmit-
ter (Tx) of the BS result   . As a prerequisite of Rx
orientation, the downlink channel impulse responses must be
known in the BS transmitter, whereas the receivers in the MTs
do without any channel knowledge [2]. The BS can gain the
channel knowledge particularly easily in mobile radio systems
separating uplink and downlink transmissions by Time Divi-
sion Duplexing (TDD) [2]. As compared to conventional, that
is Tx oriented schemes, the main assets of Rx orientation are
a potentially very low receiver complexity and the fact that no
downlink transmission resources have to be sacrificed to train-
ing signals for channel estimation. The inclusion of MIMO an-
tenna structures in Rx oriented schemes would be straightfor-
ward [2]. Besides TxZF, other linear Rx oriented transmission
schemes would be the Transmit Matched Filter (TxMF) and the
Transmit Minimum Mean Square Error Modulator (TxMMSE)
[3,4]. Basically, the following considerations could be based on
any of the schemes TxZF, TxMF or TxMMSE, which in each
case would lead to somewhat different system performances,
but would result in the same principal findings. Here, for the
sake of brevity, we restrict ourselves to the TxZF.
Let us assume that we have in total  MTs, and that, with
the definition of a message as in [5], to each MT 	, 	  
 
 
,
a block   


 
 
 
  

 of  messages have to be transmitted.
Then, the total number of messages to be transmitted from the
BS to the MTs is  . The realizations of the messages   

are taken from a realization set  


 
 


 of cardinality  .
The realizations 

,     
 
 
 , can be considered as gen-
eral abstract objects and are not necessarily complex numbers
in the sense of data symbols [5]. The detectors of the MTs
can be characterized by a quantization scheme constituted by
a complete tiling of the complex plain by  non-overlapping
decision regions  

,     
 
 
 , with each of these regions
enclosing a specific representative 

,     
 
 
 [5]. Fig. 1
shows an example of such a quantization scheme for the case
equal to four. We require that in the noisefree case a transmitted
message   

of realization 

would yield the signal value 

,
that is the value of the correct representative of    

at the de-
modulator output of MT 	. This requirement is exactly fulfilled
by jointly taking into account all  messages   

by TxZF
[2]. The set of representatives 

corresponding to a certain
realization of the message set   

,     
 
 
 , 	    
 
 
,
is termed correct set of representatives of this message set.
In this paper we deal with the radiated energy required to
support the  MTs. This energy should be as low as possi-
ble with a view to keep  in the case of cellular systems 
intercell interference low and, thereby, capacity high, and also
with respect to the growing electro-phobia of the public. Under
the condition of totally avoiding MAI and ISI, TxZF minimizes
this energy, that is for a given quantization scheme, given radio
channels and given system parameters, see [2], there is no pos-
sibility to arrive at a transmit energy lower than the one required
by TxZF unless MAI and/or ISI are allowed.
With a view to reduce the required transmit energy, it is
well known under the designation Tomlinson-Harashima Pre-
coding (THP) [6,7] that, instead of using quantization schemes
with simply connected decision region (QS) as the one shown
[QMBW04] Qiu, W.; Meurer, M.; Baier, P. W.; Weber, T.: “Power eﬃcient CDMA broadcast
system doing without any channel knowledge at the receivers, a non-obvious modiﬁ-
cation of THP”. Proc. IEEE joint conference (APCC/MDMC’04) of 10th Asia-Pacific
Conference on Communications (APCC2004) and 5th International Symposium on
Multi-Dimensional Mobile Communications (MDMC2004), Peking, 2004, S. 793–799.
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Fig. 1. Example of a quantization scheme with simply connected de-
cision regions  
 
;    
in Fig. 1, modulo quantization schemes , or more generally,
quantization schemes with multiply connected decision regions
(QM)
 
 
   
  
           
 
           
 
(1)
may be used, where each decision region  
 
consists of 
partial decision region  
 
. Each partial decision region
 
 
contains its own representative 
 
. The idea of QM
is adopted in what follows. Fig. 2 shows an example of such a
QM, again for the case  equal to four. If now a message  

takes on the realization 
 
, then, in the noisefree case, the cor-
responding demodulator should deliver any one of the  values

 
,          , what again can be achieved by jointly
treating all  messages 

by TxZF. For a certain set of re-
alizations of the messages 

we now have  options
of correct sets of representatives instead of only one as in the
case of a QS. In general, for each of these options, the required
transmit energy is different. In order to minimize the transmit
energy, the option entailing the lowest transmit energy would
be optimum and should be chosen. Unfortunately, a straight-
forward procedure to perform this selection is not yet known,
even though first steps into this direction have been undertaken
[8]. An alternative would be the exhaustive search through all

 options, which, however, would be prohibitively expen-
sive. In this paper we propose a low cost iterative procedure
to choose the correct set of representatives in the case of QMs.
This procedure does not yield the optimum correct set of rep-
resentatives, but it, nevertheless, allows a significant transmit
energy reduction as compared to TxZF utilizing a QS. With
respect to the well known application of TxZF, the proposed
procedure is linear; however, a non-linear feature is introduced
when selecting the correct set of representatives. The proposed
scheme is termed Transmit Non-linear Zero Forcing (TxNZF)
by the authors in order to take into account both its being based
on TxZF and its non-linear feature.
In Section IV it will become evident that the main ideas of
TxNZF are the MT-wise generation of the radiated signals and
the application of QMs. Basically, these ideas are not new
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Fig. 2. Example of a quantization scheme with multiply connected de-
cision regions  
 
each consisting of partial decision regions
 
 
;    
[6,7,9–13]. However, their specific way of utilization followed
in this paper is novel. In particular, in the mentioned literature
the radiated signals are generated message-wise and not MT-
wise, and channel knowledge is not only required in the BS,
but at least to a certain degree also in the receivers of the MTs
[9, 11, 12]. Also, in the published schemes [11, 12], the trans-
mit energies are limited, which may result in different QoSs
for different MTs and, thus, to an unfair resource allocation.
Further, in the case of frequency selective channels, the liter-
ature [11–13] covers only schemes for the case of continuous
transmission, even though, as mentioned above, in the case of
Rx orientation the favorite duplexing scheme should be TDD,
which would imply a block-wise transmission as considered in
this paper. Finally, the authors believe that their illustrative way
of explaining the transmit energy reduction enabled by TxNZF
by not only stressing mathematical arguments would be helpful
to the reader to grasp the basic conception of advantageously
utilizing QMs.
The paper is structured as follows. After this introduction
a brief review of TxZF is given in Section II. In order to well
understand the concept of TxNZF, in Section III a quantity is in-
troduced which describes how efficiently the invested transmit
energy is used in the system. Then, Section IV presents the pro-
posed scheme TxNZF in verbal description and in mathemati-
cal form. The energy-wise advantageous behavior of TxNZF is
demonstrated by simulation results in Section V. Finally, Sec-
tion VI concludes the paper. As in [2], the time discrete equiv-
alent lowpass formalism is adopted, and complex vectors and
matrices are represented by underlined bold face symbols.
II. BRIEF REVIEW OF TXZF
In the considered downlinks the BS is equipped with 

an-
tennas, and each of the MTs employs a single antenna. Fig. 3
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illustrates this situation by a block diagram, which is described
in detail in [2] and, therefore, will be only briefly treated in what
follows. For convenience, quantities helpful to understand this
paper and/or occurring in the system of Fig. 3 are listed and
explained in Table I.
Let us assume that the message    

has the realization  

and that TxZF is employed. Then, at the transmitter input of
the system of Fig. 3,    

has to be mapped on a complex input
value

  


 
 

    


 (2)
By (2), depending on  , both QSs and QMs are covered.
Again, the crux of minimizing the transmit energy in the case of
a QM would consist in the proper selection of a correct repre-
sentative from the set in (2) for each message    

, which then
via (2) would yield the proper input value   

. The  input
values for MT  are arranged in the MT specific input vector
 
  

 

  

  
  



 (3)
The  MT specific input vectors    of (3) are stacked in the
total input vector
 
 
 
 

   
 




 


  

  



 (4)
With , ,, and  explained in Table I, feeding  of (4)
into the BS input leads to
    (5)
at the outputs of the MT demodulators [2]. In the case of
the TxZF featured here, the total modulator matrix results
  from the total demodulator matrix  and the to-
tal channel matrix according to
  

 
 


 
(6)
[2]. Then, we obtain from (5) at the outputs of the MT demod-
ulators
   (7)
that is, see (2), the selected correct representatives are reached.
Due to the linear character of TxZF, each input value   

has
BS mobile radio channels MTs
MT  
MT 
 
 
 
  
 
       
       
  
 

 

 
 


 

  


 

  


 

 

 
 

  


 

  


 

  

 

  
Fig. 3. Downlink system model [2]
TABLE I
QUANTITIES IN THE SYSTEM MODEL OF FIG. 3 [2]
quantities designations
 
 
temporal spreading factor
     
 
 
  total modulator matrix




 
 





   



 
 


antenna specific Tx signal
  
 



   






total Tx signal
 number of channel taps




 
 





   






channel impulse response




   
 
 
  
 
MT and Tx antenna spe-
cific channel matrix


 
 


  



 MT specific channel ma-
trix
  
 



  




total channel matrix


  


MT specific undisturbed
Rx signal
  
 



   




total undisturbed Rx signal


received MT specific noise
signal
  
 



  




total received noise signal


  

 

MT specific disturbed Rx
signal
  
 



   



total disturbed Rx signal


   
  
 

MT specific demodulator
matrix
   	

 


  


total demodulator matrix
no other effect than generating a correct representative for the
message    

at the corresponding demodulator output, and in
particular has no impact on the demodulator outputs for other
messages    
 


 
, 
 
     
 
.
III. ENERGY EFFICIENCY OF TXZF
In TxZF to each message   

and, consequently, to each
input value  

of (2) an energy efficiency can be assigned [2],
which quantifies the percentage to which the energy radiated for
the transmission of    

is transformed into useful energy at MT
. As shown in [2],
  	
  

  (8)
holds. The closer 	  

to one, the lower the energy to be radi-
ated for the transmission of    

.
If we have in total MTs, then, in the case of usual TxZF, all
these MTs are jointly supported [2]. However, it would also be
possible to jointly support only a subset of 


  MTs by
TxZF. In this paper, it would be desirable to have informations
on the dependency of 	   

of (8) on the parameters

, , ,


and 

. In order to obtain such informations, the authors
studied the average value
	  	
 

	
  


(9)
of the 

 energy efficiencies 	  

for a large number of
different matrices  and , which were randomly chosen ac-
cording to the following scheme:
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  The  
 
  elements of   , see Table I, are derived
from an orthonormal set of  binary sequences of dimension

 
   . The   rows of    are obtained by scram-
bling the   sequences of this set by a random MT-specific
scrambling code of dimension 
 
   . The elements of
this scrambling code have magnitude one.
  The 



 elements of the channel impulse responses

  
 

, see Table I, are randomly picked independent bi-
variate Gaussian numbers with identical variance and expec-
tation zero.
Based on results of free probability theory [14] it can be shown
that  of (9) can be approximated by [15]
 



 
  

 



 
    
 

 
 


 (10)
with a non-trivial function 

 
 


 of  , 
 
and 

.
Specifically, this function neither depends on 

nor   .
The derivation of (10) will be treated in [15]. According to
(10), for given values of 

, 
 
,   and  ,  attains its
maximum 

 
 


 for 

equal to one and decreases
monotonously with an increasing number 

of MTs to be
jointly supported by TxZF.
IV. PROPOSED TRANSMISSION SCHEME TXNZF
A. Illustrative explanation
In this subsection the proposed scheme TxNZF for advan-
tageously selecting the correct representatives of the messages

 

in Rx oriented CDMA systems with QM is explained in an
illustrative way.
In mobile radio communications the attenuations of the chan-
nels between the BS and the individual MTs may differ signif-
icantly. With the channel impulse responses    , see Table
I, we introduce the quantity

 

 

 

 
 





  
 




	

 
(11)
as a measure of the attenuation of the channel between the BS
and MT . In what follows we assume that the  MTs are
ordered in such a way that


 
	
 	 	 	  
 (12)
holds.
In TxNZF first the support of MT  is considered. For the
messages 

, 
   	 	 	  , the representatives closest to the
origin are chosen, an obvious choice with respect to low trans-
mit energy. In order to generate signal values equal to these
representatives at the demodulator output of MT , TxZF with
consideration of solely the messages 

, 
   	 	 	  , and un-
der neglection of the existence of MTs  	 	 	 is performed.
This gives for each message 

an input value Æ

to be fed
into the BS transmitter. When supporting MT  in this way, the
average energy efficiency   for this MT follows from (10)
by setting 

equal to one, which means that   attains the
largest possible value 

 
 


. With respect to achiev-
ing low transmit energy, this maximization of especially   is
particularly rewarding, because the communication with MT 
suffers from the highest channel attenuation, see (12).
Next the support of MT  is considered, for which the mes-
sages 	

, 
   	 	 	  , have to be transmitted. When sup-
porting MT  by TxZF the existence of MTs  	 	 	 was ne-
glected. Therefore, the support of MT  causes interference
values 	

, 
   	 	 	  , at the demodulator output of MT .
Now, by TxZF under consideration of both MT  and MT  a
transmit signal is generated for the support of MT  which is
not visible at the demodulator output of MT  and which com-
plements each interference value 	

, 
   	 	 	  , by a value
Æ
	

, 
   	 	 	  , in such a way that the closest correct rep-
resentative of 	

, 
   	 	 	  , is reached at the demodulator
output of MT . In order to achieve this complementing effect,
the values Æ	

have to be fed as input value into the BS trans-
mitter. Also here, choosing the closest correct representative of

	

, 
   	 	 	  ,   closest now not to the origin but to the in-
terference value 	

, 
   	 	 	  ,   helps to keep the transmit
energy low. When supporting MT  by TxZF under the con-
dition not causing a signal at the demodulator output of MT ,
now 

in (10) has to be set equal to two, which results in
an average energy efficiency  	 for MT  smaller than 
valid for MT . However, the impact of this efficiency decay
experienced by MT  is mitigated because the required energy
tends to be smaller for the support of MT  than for the support
of MT  due to 	  .
When supporting MT , interference values 


, 
 
 	 	 	  , caused at the demodulator output of MT  by support-
ing MTs  and  are compensated by values Æ 


, 
   	 	 	  ,
with a view to reach the closest correct representatives of the
messages 


, 
   	 	 	  . Again, we have an efficiency de-
cay as compared to MTs  and , which, however, is counter-
acted by the fact that 
 is smaller than  and 	.
The procedure described for the case of MTs  to  is con-
tinued in an analogue way until all  MTs are considered.
As mentioned at the end of Section II, each of the input val-
ues  

of (3) is exclusively responsible for achieving the cor-
rect representative of the corresponding message   

at the de-
modulator output of MT . As opposed to this, in TxNZF the
message value Æ 

contributes to reaching the correct represen-
tative at the outputs of the demodulators of MTs    	 	 	.
In order to express this difference between  

and Æ 

, the
latter quantities are termed complementing values in the fol-
lowing.
B. Mathematical description
The interference values  

, 
   	 	 	  , caused at the de-
modulator output of MT  by the support of MTs  	 	 	     
are stacked in the interference vector

 



 

	 	 	 
 



	 (13)
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
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 
  
 
 
  
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
  
  
 



  


Calculation of Æ   by (14)
Determination of   by (18)

  

  
Æ
  
 

 
 

  
Fig. 4. Nassi-Shneiderman diagram [16] describing the generation
of the transmit signal   in TxNZF
According to the verbal description in Subsection IV-A, the
complementing values Æ 

,         , for MT  are de-
termined as follows:

 

   

 
 

  


 
 

 (14)

 
   

 




 

 







These values are stacked in the MT specific complementing
vector
Æ
 
 

Æ
 

   Æ
 


	
 (15)
In order to generate the complementing vector Æ   at the
demodulator output of MT  without causing interference at
the demodulator outputs of MTs     	  
, we proceed as
follows:
In Table I we introduced the MT specific matrices   and
 
 
,       , of the channels and the demodulators, re-
spectively. These matrices are now stacked in the matrices

 
 



	
  
 
	

	
(16)
and
 
 
  

 

   
 

 (17)
which we term cumulative matrices. Let us designate by   	


a matrix consisting of columns  to 	 of the matrix in brack-
ets. Then, in TxNZF we   determine the MT specific
modulator matrices

 
 

	 
 

 





 
 

 
	 
 

 







 
 
 (18)
    
Now, in order to produce Æ   at the demodulator output of MT
, we transmit the signal

 
 
 
Æ
 
 (19)
The algorithm to determine the MT specific transmit signals

  of (19) and the total transmit signal
  

	
 

  (20)
is illustrated in a self-explanatory way by the Nassi-
Shneiderman diagram [16] of Fig. 4. In another paper presently
in preparation the efficient implementation of this algorithm
based on the QR-decomposition will be presented.
V. SIMULATION RESULTS
In order to illustrate the advantage of TxNZF over TxZF with
respect to the required transmit energy, comparative system
simulations are performed. The system parameters considered
in these simulations are listed in Table II. A large number of
snapshots is evaluated, in which the channel impulse responses

  

 and demodulator matrices    , see Table I, are ran-
domly generated as described in Section III. However, in or-
der to model the different channel attenuations 
   of (11) and
(12), the generated channel impulse responses    are nor-
malized in such a way that







 









   

     

 (21)
and
 

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  

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  

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



 



  	 

  	 

  	 

(22)
      
hold.
The QM considered in the simulations is a quadratic modulo-
scheme as for instance described in [10], and for the sake of
comparability the considered QS corresponds to the modula-
tion scheme QPSK. The QM and the QS are made consistent in
the sense that the four representatives of the QM closest to the
origin and the four representatives of the QS are chosen identi-
cal.
With the total transmit signal  which is obtained as de-
scribed in Section IV in the case of TxNZF and as described in
[2] in the case of TxZF, the required transmit energy becomes
  





 (23)
TABLE II
SYSTEM PARAMETERS FOR THE SIMULATIONS
  



 
4 4 16 2 8 5
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a)
b)
c)
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
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



Fig. 5. Cumulative distribution functions of the normalized re-
quired transmit energy   
 
,
a) case 1; b) case 2; c) case 3
The average required transmit energy of TxZF obtained by av-
eraging over many snapshots characterized by randomly deter-
mined      and  , see above, is termed 

. Figs. 5a
to c show for the three cases of (22) the cumulative distribu-
tion functions of the ratio  

for the schemes TxZF and
TxNZF, respectively. As expected, the TxNZF does with signif-
icantly lower transmit energies than the TxZF. This superiority
of TxNZF increases with increasing differences between con-
secutive channel attenuations  ,       , of (11) and
(12), because, when proceeding from MT  to MT    , see
the explanation in Subsection IV-A, the decrease of the energy
efficiency is more and more mitigated by an simultaneously de-
creasing channel attenuation.
a)
b)
c)
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−10 −5 0 5 10 15 20 25 30 35
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10−2
10−1
100
TxZF
TxNZF
−10 −5 0 5 10 15 20 25 30 35
10−3
10−2
10−1
100
TxZF
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  
 
 dB


Fig. 6. Bit error rate 

vesus the pseudo SNR  of (24),
a) case 1; b) case 2; c) case 3
It is well known [17] that in the case of two consistently cho-
sen schemes QS and QM subject to identical noise, the latter
exhibits a somewhat larger error probability, because the de-
modulator output signals are more prone to land in a wrong
decision region. To a certain degree this effect counteracts the
energy advantage of TxNZF over TxZF illustrated in Fig. 5a
to c and should be studied. To this purpose the authors again
consider the cases 1 to 3 of (22). We designate the average of
the transmit energy  as  and assume that the total received
noise , see Table I, is white and Gaussian with variance 		 and
zero expectation [2]. Then, the pseudo SNR which the authors
define as the average ratio of the transmitted bit energy to 	 	,
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becomes
   
  

 
 (24)
In Figs. 6a to c, the bit error rate 

is shown versus   of (24)
for the cases 1 to 3 of (22). From these curves we can conclude
the following:
  For sufficiently large values of   of (24), TxNZF always out-
performs TxZF.
  As in the case of the required transmit energies, see Figs. 5a
to c, the superiority of TxNZF increases with increasing dif-
ferences of consecutive channel attenuations 	  of (11) and
(12).
  As becoming apparent by Fig. 6a, at low values of   of (24)
and low increments of the channel attenuations 	   of (11)
and (12), TxZF may outperform TxNZF. However, this oc-
curs only for values of

so large that they are of no practical
interest.
VI. SUMMARY
The recently proposed linear Rx oriented transmission
scheme TxZF for CDMA broadcast transmission excels by low
receiver complexity, and it works without sacrificing transmis-
sion resources to training signals, which is beneficial for ca-
pacity. TxZF can be modified in a nonlinear way, which leads
to the Rx oriented CDMA broadcast concept TxNZF. The crux
of this scheme consists in using quantizers with multiply con-
nected decision regions in the detectors of the receivers and in,
depending on the messages to be transmitted, beneficially se-
lecting the partial decision regions. TxNZF requires signifi-
cantly less transmit energy than conventional linear TxZF, and,
therefore, is attractive with respect to intercell interference mit-
igation in cellular systems, and to the growing electro-phobia
of the public.
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Kapitel 6
Problem der Verfu¨gbarkeit akkurater
senderseitiger Kanalzustandsinformation
6.1 Vorbemerkung
Sa¨mtliche im Rahmen dieser Schrift betrachteten Verfahren der gemeinsamen Sende-
signalerzeugung basieren auf dem senderseitigen Vorliegen von Kanalzustandsinforma-
tion (engl. transmitted sided channel state information, TxCSI). Diese Information ist
typischerweise auf Seiten der Basisstation nicht a priori vorhanden, sondern muß durch
geeignete Maßnahmen verfu¨gbar gemacht werden. Dieses Kapitel bescha¨ftigt sich da-
her mit dem zur Verfu¨gung Stellen derartiger Information. Prinzipiell lassen sich dabei
verschiedene Herangehensweisen unterscheiden, die im folgenden Unterkapitel 6.2 im
Grundsa¨tzlichen beleuchtet werden.
Bei allen Vorgehensweisen des Bereitstellens von Kanalzustandsinformation sind die
Zeitpunkte des Erfassens der Kanalzustandsinformation und des Nutzens dieser Infor-
mation zur gemeinsamen Sendesignalerzeugung typischerweise nicht gleich. Bei zeitva-
rianten Mobilfunkkana¨len ist daher ein Verwenden von mehr oder weniger veralteter
Kanalzustandsinformation zur gemeinsamen Sendesignalerzeugung, das heißt fu¨r den
Zeitpunkt des Sendens fehlerhafter Kanalzustandsinformation, nicht vermeidbar. Da-
her sind weitere Ziele dieses Kapitels
• den durch Zeitvarianz entstehenden Fehler der verfu¨gbaren Kanalzustandsinfor-
mation abzuscha¨tzen und
• die Auswirkungen dieser inakkuraten Kanalzustandsinformation auf die Lei-
stungsfa¨higkeit empfa¨ngerorientierter Funkkommunikation zu bewerten.
Die Gliederung dieses Kapitels richtet sich nach den zuvor genannten Zielen.
6.2 Prinzipien des Bereitstellens senderseitiger Ka-
nalzustandsinformation
6.2.1 Kanalreziprozita¨tsbasiertes Gewinnen von Kanalzu-
standsinformation
In zellularen Mobilfunksystemen ist typischerweise, wie bereits in Abschnitt 1.1.1
erla¨utert, eine Duplexu¨bertragung realisiert. Dieses kann genutzt werden, um die fu¨r
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die Abwa¨rtsstreckenu¨bertragung beno¨tigte Kanalzustandsinformation mit Hilfe der
Aufwa¨rtsstreckenu¨bertragung zu gewinnen. Ein derartiges Vorgehen setzt voraus, daß
die Mobilfunkkana¨le, die in beiden U¨bertragungsrichtungen genutzt werden, reziprok
sind [Par92]. Dies ist, wie bereits in Kapitel 1 angerissen, unter gewissen im folgenden
noch genauer beleuchteten Nebenbedingungen genau dann gegeben, wenn zur Organi-
sation der Aufwa¨rtsstrecken- und Abwa¨rtsstreckenu¨bertragung [Web02]
• das Zeitduplexverfahren (engl. time division duplex, TDD) eingesetzt wird oder
• das Frequenzduplexverfahren (engl. frequency division duplex, FDD) ein-
gesetzt wird und die Diﬀerenz der Mittenfrequenzen der fu¨r die beiden
U¨bertragungsrichtungen verwendeten Frequenzba¨nder deutlich kleiner als die
Koha¨renzbandbreiten der wirksamen Mobilfunkkana¨le ist.
Ist einer der beiden oben dargelegten Fa¨lle gegeben, so kann die angesprochene Ka-
nalzustandsinformation in Form der totalen Kanalmatrix H nach (1.5), die fu¨r eine
Abwa¨rtsstreckenu¨bertragung gema¨ß Empfa¨ngerorientierung beno¨tigt wird, am Ort der
Basisstation durch Scha¨tzen wa¨hrend der Aufwa¨rtsstreckenu¨bertragung verfu¨gbar ge-
macht werden. Erfolgt die Aufwa¨rtsstreckenu¨bertragung gema¨ß Senderorientierung —
und dies ist, wie bereits in Unterkapitel 1.2 erla¨utert, der Vorschlag des Verfassers —,
so ist die Kenntnis dieser totalen Kanalmatrix H ohnehin fu¨r die mit Senderorien-
tierung einhergehende an der Basisstation durchgefu¨hrte Empfangssignalverarbeitung
no¨tig und daher auch fu¨r die Abwa¨rtsstreckenu¨bertragung verfu¨gbar.
Typischerweise sind die Zeitpunkte Test des Scha¨tzens der Kanalzustandsinformation in
der Aufwa¨rtsstrecke und Tuse des Nutzens dieser Information zum gemeinsamen Sende-
signalerzeugen nicht gleich. Bei zeitvarianten Mobilfunkkana¨len ist daher die in der
Aufwa¨rtsstrecke gescha¨tzte totale Kanalmatrix H(Test) im allgemeinen nicht identisch
mit der fu¨r die Abwa¨rtsstrecke geltenden totalen Kanalmatrix H(Tuse). Folglicherweise,
ist ein Verwenden von mehr oder weniger veralteter Kanalzustandsinformation zur
gemeinsamen Sendesignalerzeugung nicht vermeidbar, was im allgemeinen mit einer
Degradation der Leistungsfa¨higkeit empfa¨ngerorientierter Funkkommunikation einher
geht. Im folgenden Abschnitt 6.2.3 wird daher auf das Problem der Zeitvarianz im
Detail eingegangen und der aus der Zeitvarianz folgende Fehler
E(Test, Tuse) = H(Test)−H(Tuse) (6.1)
der zur Abwa¨rtsstreckenu¨bertragung verwendeten Kanalzustandsinformation quanti-
tativ abgescha¨tzt.
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6.2.2 Ru¨cksignalisieren empfa¨ngerseitig gewonnener Kanalzu-
standsinformation
Ist ein auf Kanalreziprozita¨t basierendes Bereitstellen der fu¨r die Abwa¨rtsstrecken-
u¨bertragung beno¨tigten Kanalzustandsinformation nicht mo¨glich, so kann nach
dem oben geschilderten Prinzip keine Kanalzustandsinformation u¨ber die Mobil-
funkkana¨le in der MIMO-Abwa¨rtsstrecke in Form der totalen Kanalmatrix H
nach (1.5) verfu¨gbar gemacht werden. Dies ist beispielsweise dann gegeben, wenn
das Frequenzduplexverfahren eingesetzt wird und die fu¨r Abwa¨rtsstrecken- und
Aufwa¨rtsstreckenu¨bertragung verwendeten Frequenzba¨nder frequenzma¨ßig voneinan-
der um mehr als die Koha¨renzbandbreite mindestens eines der wirksamen Mobilfunk-
kana¨le separiert sind. Die zum Scha¨tzen der beno¨tigten Kanalzustandsinformation ver-
wendbaren Beobachtungen der Mobilfunkkana¨le ko¨nnen dann lediglich an den Orten
der Empfa¨nger, also den Mobilstationen, gemacht werden und mu¨ssen somit auf eine
geschickte Art und Weise an den Sender, das heißt die Basisstation, ru¨cksignalisiert
werden.
Das Hauptproblem bei der beschriebenen Vorgehensweise besteht darin, daß typischer-
weise die zum Ru¨cksignalisieren dieser Information von einer Mobilstation zur Basissta-
tion zur Verfu¨gung stehenden Kapazita¨ten in der Aufwa¨rtsstrecke stark begrenzt sind
[JBM+02]. Die folgenden beiden Vero¨ﬀentlichungen [JBMW02b, JBM+02] bescha¨ftigen
sich daher mit dem Problem, des ressourceneﬃzienten akkuraten Ru¨cksignalisierens von
Kanalzustandsinformation. Ressourceneﬃzient heißt dabei, daß die Kapazita¨ten, die in
der Aufwa¨rtsstrecke beno¨tigt werden, um die Kanalzustandsinformation mit einer ge-
forderten Genauigkeit zuru¨ckzusignalisieren, mo¨glichst gering sind.
Auch im Falle des Bereitstellens von Kanalzustandsinformation durch das oben ge-
schriebene Ru¨cksignalisieren sind die Zeitpunkte Test des Scha¨tzens der Kanalzustands-
information an den Mobilstationen und Tuse des Nutzens dieser Information zum ge-
meinsamen Sendesignalerzeugen an der Basisstation nicht gleich. Das bedeutet, daß
auch beim Bereitstellen von Kanalzustandsinformation durch Ru¨cksignalisieren das im
vorherigen Abschnitt 6.2.1 erla¨uterte und sich in (6.1) manifestierende Problem der
Zeitvarianz auftritt. Fu¨r eine Analyse dieses Problems sei der interessierte Leser daher
auf die detaillierte Analyse in Abschnitt 6.2.3 verwiesen.
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Abstract 
In recent years radio communications systems, which utilize antenna arrangements consisting of several trans-
mit and receive antennas, have inspired theorists and are now on the verge of practical application, for instance 
in future mobile radio systems. In order to fully benefit of the potential offered by such MIMO (Multiple Input 
Multiple Output) systems, the knowledge of the radio channels should be available and considered in the signal 
processing algorithms both at the transmitter and the receiver. At the receiver this knowledge can be gained by 
state of the art training sequence based, semi-blind or blind channel estimation. However, at the transmitter the 
channel knowledge is not readily available and has to be obtained for instance by signalling the channel informa-
tion gained at the receiver back to the transmitter. Unfortunately, this back signalling consumes transmission 
resources. In the paper a cost efficient signalling concept for this purpose is proposed, which relies on subspace 
methods. 
Übersicht 
In den vergangenen Jahren fanden Funkübertragungssysteme, die sender- und empfängerseitig Antennen-
konfigurationen mit mehreren Einzelantennen verwenden (engl. MIMO, Multiple Input Multiple Output), das 
Interesse der Theoretiker, und inzwischen denkt man an die praktische Anwendung solcher Konfigurationen, 
z. B. in künftigen Mobilfunksystemen. Um das Potential des MIMO-Konzepts voll ausschöpfen zu können, sollte 
die Kenntnis der Funkkanäle sowohl im Sender als auch im Empfänger verfügbar sein und in die Signalverarbei-
tungsalgorithmen einbezogen werden. Am Empfänger kann die Kanalkenntnis durch trainingssequenzbasierte, 
halbblinde oder blinde Kanalschätzverfahren gemäß dem Stand der Technik gewonnen werden. Dagegen ist 
die Kanalkenntnis am Sender nicht ohne weiteres verfügbar und muß z. B. dadurch bereitgestellt werden, daß 
die vom Empfänger gewonnene Kanalinformation vom Empfänger zum Sender zurücksignalisiert wird. Diese 
Rücksignalisierung beansprucht allerdings Übertragungsressourcen. In dem Beitrag wird ein aufwandsgünsti-
ges Konzept zur Rücksignalisierung der Kanalinformation vorgeschlagen, das auf Unterraumverfahren beruht. 
Für die Dokumentation
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Subspace Related Signalling 
of Feedback Information 
for Low Rank MIMO Channels 
Unterraum-basiertes Rücksignalisieren von Kanalzustandsinformation 
für niederrangige MIMO-Kanäle
1. Introduction 
Fig. 1a shows an antenna arrangement consisting of KB transmit 
antennas and KM receive antennas. For such arrangements the at-
tribute MIMO (Multiple Input Multiple Output) has been coined 
[1, 2]. In order to optimize the performance of radio transmis-
sion systems utilizing MIMO antenna arrangements, the signal 
processing algorithms employed at the transmitter and receiver 
should take into consideration the properties of the KBKM radio 
channels between the inputs of the KB transmit antennas and the 
outputs of the KM receive antennas. As a prerequisite of such a 
consideration the channel impulse responses should be known 
both at the transmitter and the receiver [3]. At the receiver this 
knowledge can be obtained by state of the art channel estimation 
techniques relying on transmitted training signals [4], where in 
the case of multi-antennas at the transmitter for each transmit an-
tenna an antenna specific training signal has to be provided [5]. 
At the transmitter the channel information is not immediately 
available except for the case of duplex transmission systems ap-
plying TDD (Time Division Duplex) [6], where the same chan-
nel impulse responses, due to the reciprocity theorem, are valid 
for both the uplink and the downlink. In all other cases the chan-
nel information gained at the receiver has to be signalled back 
to the transmitter. Due to the time variance of mobile radio sce-
narios a single transmission of channel information is not suffi-
cient. Rather this information has to be updated more or less fre-
quently. The required rate of these updates grows with decreasing 
coherence time [7] of the mobile radio channels. The back sig-
nalling of channel information requires transmission resources, 
and it would be desirable to develop cost efficient concepts for 
representing and signalling this information. In this paper such a 
concept will be proposed. The concept relies on the observation 
that the basic structural properties of mobile radio scenarios as 
e. g. the propagation directions of the relevant waves vary – in the 
sense of slow fading – rather slowly with time, whereas other phe-
nomena as e. g. the superposition of partial waves exhibit – in the 
sense of fast fading – more rapid fluctuations. As the crux of the 
proposed concept the total channel information is split up into a 
partial information Islow representing said basic structural prop-
erties on the one side and a partial information Ifast representing 
said rapid phenomena on the other side. Islow can be determined 
and signalled back at a low rate, whereas Ifast requires frequent up-
dates. In the paper, first the representation of the total channel 
information by Islow and Ifast is treated. Then, signalling back Ifast 
is considered during time periods, in which Islow can be assumed 
to be unaltered. 
The situations to be considered in the paper are visualized by 
scenarios of the type shown in Fig. 2. It is assumed that in these 
scenarios the possible receiver locations are restricted to a frac-
tion of the total service area termed observation domain, and that 
the receiver randomly takes each position within this domain 
with a certain probability. For a given observation environment 
the basic structural properties of the total service area (Islow) are 
determined by the shape and the location of an observation do-
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Fig 1: Antenna arrangements: a) MIMO, b) MISO 
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main and by the probability with which the receiver appears at 
each location. These properties remain unaltered as long as the 
receiver stays within the observation domain. The rapid fluctua-
tions of the channel information represented by Ifast take place 
by the movements of the receiver within the observation domain. 
The larger the observation domain relative to the total service ar-
ea, the larger the information content of Ifast. 
The channel information characterizing the MIMO arrange-
ment of Fig. 1a is equivalent to the channel information of KM 
MISO (Multiple Input Single Output) arrangements of the type 
shown in Fig. 1b. In order to provide the transmitter with the 
channel information of the MIMO arrangement of Fig. 1a, sim-
ply the channel information of KM MISO arrangements must be 
determined at the receiver and signalled back to the transmitter. 
Therefore, the following considerations, which are performed in 
the discrete time equivalent lowpass domain [7], can be restricted 
to the MISO arrangement of Fig. 1b. Such an arrangement can be 
characterized by KB time variant Tx antenna specific channel im-
pulse responses [8]. It should be emphasized that these antenna 
specific channel impulse responses are generally determined by 
a multitude of scatterers both within and outside the observation 
domain. If it is assumed that the receiver takes all random posi-
tions within the observation domain, the entirety of the KB chan-
nel impulse responses can be considered as a sample function of 
a multi-dimensional wide sense stationary ergodic process. 
In the succeeding Sections 2–4 a simplified scenario is consid-
ered which is characterized as follows: 
• A number of
K Kd B≤  (1)
directions of departure (DODs) common to all KB transmit an-
tennas and termed relevant DODs lead – via scatterers in the 
propagation environment – from the transmitter to the receiver 
[8]. 
• The Kd relevant DODs are only subject to slow fading, that is 
they vary slowly with time. 
• The channel impulse responses valid for each of the Kd relevant 
DODs exhibit – in the sense of fast fading – fast time variance. 
2. Cost efficient representation of channel impulse responses 
Let us assume that a reference point (RP) is placed in the neigh-
borhood of the KB transmit antennas, see Fig. 3. Only waves 
launched by the transmitter into the Kd relevant DODs intro-
duced can generate output signals at the receive antenna. To each 
of these relevant DODs a directional channel impulse response 
[8] 
hd d d d d
d d dk k
W
k
T
h h k K
( ) ( ) ( )
= …
⎛⎝ ⎞⎠ = …, , ,,1 1  (2)
 
of dimension W can be assigned, which would be valid for the 
channel between the input of a virtual omni antenna placed at 
RP and the output of the receive antenna of the MISO arrange-
ment of Fig. 1b. In compliance with the conditions formulated be-
fore it is assumed that the elements hd,w(kd) of hd(kd) of (2) are subject 
to fast fading. The Kd directional channel impulse responses hd(kd) 
of (2) can be arranged in a matrix 
H h hd d d
d= º( )( ) ( )1 K  (3) 
of dimension W ¥ Kd termed directional channel matrix. 
As shown in [8] a matrix A of dimension Kd ¥ KB termed steer-
ing matrix can be introduced, which is determined by the Kd rele-
vant DODs and by the geometrical arrangement as well as the ra-
diation patterns of the KB transmit antennas. For a given arrange-
ment of transmit antennas,  A remains unaltered as long as the 
Kd relevant DODs remain the same. The directional channel im-
pulse response valid for transmit antenna KB and DOD Kd can be 
expressed as the product of hd(kd) of (2) and the element [A ]kd,kB of 
the matrix A, see Fig. 3. The channel impulse response between 
the input of the transmit antenna KB and the output of the receive 
antenna of the MISO arrangement of Fig. 1b can be described by 
a vector 
h
k k
W
k
T
h h k K
B B B
B B
( ) ( ) ( )
= …( ) = …1 1, ,  (4) 
of dimension W termed antenna specific channel impulse re-
sponse. The KB antenna specific channel impulse responses of (4) 
can be compiled to form the spatial channel matrix 
H h h= º( )( ) ( )1 KB  (5) 
of dimension W ¥ KB. 
With  A the spatial channel matrix  H of (5) can be expressed 
by the directional channel matrix  Hd of (3) as follows [8]: 
H H A= d .  (6) 
Due to the fact that  A is of the size Kd ¥ KB, 
R K KA d Brank= { } £ ( )A min ,  (7) 
holds for the rank RA of A. (7) together with (6) yields for the 
rank RH of  H 
R W K KH d Brank= { } £ ( )H min , , .  (8) 
With (7) and (8) also the relation 
observation
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Tx
 
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1
2

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Fig. 2: Scenario with observation domain. Tx: Transmitter with KB an-
tenna elements; Rx: Receiver 
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Fig. 3: Transmit side of the considered MISO antenna arrangement 
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R RH A£  (9) 
holds. On account of (8) an infinite number of pairs (U, G) of 
RA ¥ KB matrices 
U u u= º
Ê
Ë
Á ˆ
¯
˜( ) ( )1
T T
R
T
A
 (10) 
consisting of RA orthogonal rows u(l), l = 1…RA , and W ¥ RA ma-
trices G exist, which allow to express H of (5) as 
H GU=  (11) 
The subspaces spanned by the rows of  A and by the rows of U 
of (10) are identical, and the rows of H of (5) lie in this subspace. 
This implies that all matrices H of (5) which can occur under 
the influence of fast fading for a given set of Kd relevant DODs 
can be expressed via (11) by a fixed matrix U of (10) and a matrix 
G which only depends on the momentary configuration of H. 
Now a specific choice of the matrices U and G is introduced. 
As mentioned above, the rows of H of (5) are situated in the 
space spanned by the rows of U of (10). Therefore, determining 
the covariance matrix  H*TH of H for a sufficiently large num-
ber of successive samples of H and averaging yields an average 
covariance matrix 
—
 H—*T—H , the rows of which span the same space 
as the rows of U of (10). In order to determine the specific U 
mentioned above the matrix 
—
 H—*T—H  is subject to eigenvalue de-
composition. Then, the rows of U can be obtained as the complex 
conjugate transposed eigenvectors corresponding to the non-van-
ishing eigenvalues of the matrix 
—
 H—*T—H  [9]. The number of these 
non-vanishing eigenvalues is equal to the rank RA of A, see (7). 
3. Signalling the channel information back to the transmitter 
Let us assume that, due to fast fading, updates of the channel in-
formation are required at the transmitter at a rate of 1/Tfast. Be-
cause H of (5) has KBW elements, this updating, if performed in a 
straightforward manner, would require a transmission rate of 
R K W TH B fast=  (12) 
complex numbers per time unit. Instead of signalling the infor-
mation on  H back to the transmitter, alternatively the informa-
tion on U and G could be signalled back, see (11). Let us now as-
sume that, due to slow fading, the Kd relevant DODs change at a 
rate of only 1/Tslow, which means that the matrix U of (10) should 
be updated at the transmitter at this rate. This updating would re-
quire a signalling rate of 
R R K TU A B slow=  (13) 
complex numbers per time unit. Now, the crux of the proposed 
cost efficient back signalling concept consists in signalling U of 
(10) at the rate 1/Tslow and G of (11) at the rate 1/Tfast. Because G 
has RA W elements, the rate required for the signalling of G is 
R R W TG A fast= .  (14) 
With RH of (12), RU of (13) and RG of (14) the reduction of the 
transmission rate offered by the proposed scheme can be quanti-
fied as 
r
R R
R
R K T R W T
K W T
R
W
T
T K
=
+
=
+
= +
Ê
Ë
Á
ˆ
¯
˜˜
U G
H
A B slow A fast
B fast
A
fast
slow B
1 1
.  (15)
It is desirable that r of (15) becomes as small as possible. Ac-
cording to (15), r decreases with increasing values of W, Tslow and 
KB, and it grows with increasing values of RA and Tfast. As an ex-
ample, let us consider the case 
K R W T
T K
d A fast
slow B
ms
s
= = = =
= =
2 10 1
1 8
, , ,
, .  (16) 
With these values we obtain from (15) 
r = 0 25. ,  (17) 
which means a significant reduction of the resources required for 
signalling the channel information back to the transmitter. 
4. MISO antenna structure with weighting network 
In the foregoing sections the MISO arrangement of Fig. 1b was 
considered as a subset of the MIMO arrangement of Fig. 1a. In 
some applications as for instance in the downlink of mobile radio 
systems the utilized antenna arrangement is of the type MISO 
and not of the type MIMO. Such a situation will be considered 
in this section. An obvious concept how to utilize MISO arrange-
ments in practical transmission systems is illustrated in Fig. 4. 
In this concept the KB transmit antennas are fed from a common 
feeding input via a weighting network characterized by the weight 
vector 
w = º( )w wK T1 B  (18) 
of dimension KB. With H of (5) and w of (18) the channel be-
tween the input and the output of the MISO structure of Fig. 3 
has the impulse response 
h Hw= .  (19) 
According to (11) the rows of H of (5) are linear combinations 
of the orthonormal rows u(l), l = 1…RA , of U of (10). With a vec-
tor G of dimension RA and a vector worth of dimension KB and be-
ing orthogonal to the space spanned by the rows of U, any con-
ceivable weight vector w to be utilized at the transmitter can be 
written – by a proper choice of G and worth – as the sum 
w U g w= +* .T orth  (20) 
worth does not contribute to h of (19) and represents transmitted 
signal components which have no impact on the received signal. 
In order to avoid the radiation of energy, which does not arrive at 
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Fig. 4: Combination of weighting network and MISO antenna arrange-
ment 
6.2 Prinzipien des Bereitstellens senderseitiger Kanalzustandsinformation 183
Frequenz
56 (2002)
7–8
149
the receiver, worth should be zero. Then, the substitution of H of 
(11) and w of (20) into (19) yields 
h GUU g GUw Gg
G g
= + =* .T
1 24 34 1 24 34orth
0
 (21) 
Let us now consider the task to generate a certain h by properly 
choosing the weight vector w at the transmitter. If W ≤ RA holds, 
an infinite number of vectors g– can be found, which, when substi-
tuted into (21), result in any demanded channel impulse response 
h Œ CW. The vector g– which leads to the desired h under the side 
condition of minimum transmit energy is given by [9] 
g G GG h= ( )−* * .T T 1  (22) 
If W > RA holds, a vector g– to enforce a demanded channel im-
pulse response h Œ CW generally does not exist. In this case a vec-
tor G resulting in an impulse response —h~ which, in the Gauss-
ian sense, best matches the demanded impulse response h can be 
found as [9] 
g G G G h= ( )−* * .T T1  (23) 
The vector g– is generated at the receiver and then signalled 
back to the transmitter. Then, at the transmitter w can be deter-
mined by substituting g– into (20). Because g– consists of only RA 
complex numbers, this back signalling is very cost efficient. 
Instead of choosing w in such a way that a specific desired h 
of (19) is achieved, one can also choose a vector w by which the 
energy h*Th of h relative to the transmitted energy w*Tw is maxi-
mized, see also [10]. From (20) and (21) follow 
w w g UU g g g* * * * ,T T T T= =  (24) 
where vanishing worth is assumed, and 
h h g G G g* * * ,T T T=  (25) 
respectively. From (24) and (25) we obtain 
g
g G Gg
g gg C
=
È
Î
Í
Í
˙
˙Œ
arg max
* *
*K
T T
T
M
 (26) 
The vector g– which fulfills (26) is the eigenvector correspond-
ing to the largest eigenvalue of the matrix G*TG [9]. This vector 
has to be determined at the receiver and signalled back to the 
transmitter. There it can be substituted into (20) in order to ob-
tain the required w. 
5. Summary
A cost efficient concept for signalling the channel information 
from the output to the input of MIMO systems is presented. This 
concept is based on subspace methods. It is applicable, when-
ever few and slowly varying directions of departure lead from the 
transmitter to the receiver. 
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Abstract
In order to fully benefit from the potential offered by the ap-
plication of Multiple-Input-Multiple-Output (MIMO) config-
urations in mobile radio systems, the knowledge of the ra-
dio channels should be available and considered in the sig-
nal processing algorithms both at the transmitter and the
receiver. At the receiver this knowledge can be gained by
state of the art training sequence based, semi–blind or blind
channel estimation. However, at the transmitter the chan-
nel knowledge is not readily available and has to be im-
parted from the receiver by signaling the relevant informa-
tion back to the transmitter, which ties up transmission re-
sources. Therefore, a cost efficient signaling concept for this
purpose is proposed, which relies on subspace methods. A
quantitative example is discussed to show how this concept
can be applied and how it performs in different scenarios.
INTRODUCTION
In order to optimize the performance of radio transmission
systems utilizing Multiple-Input-Multiple-Output (MIMO)
antenna arrangements, see Figure 1a, the signal processing
algorithms employed at the transmitter and receiver should
take into consideration the properties of the KBKM radio
channels between the inputs of the KB transmit antennas
and the outputs of the KM receive antennas [1, 2]. The po-
tential for performance improvement depends on the grade
of channel knowledge at the transmitter [3]. Knowledge of
the spatial correlation properties of the DL channels allows
to increase the capacity compared to the case where no chan-
nel knowledge is available at the transmitter [4]. If the exact
channel impulse responses are known at the transmitter the
performance can be enhanced further. At the receiver channel
knowledge can be obtained by state of the art channel estima-
tion techniques, e.g., relying on transmitted training signals
[5], where in the case of multiple antennas at the transmitter
for each transmit antenna an antenna specific training signal
has to be provided [6]. At the transmitter the channel infor-
mation is not immediately available except for the case of
duplex transmission systems applying TDD (Time Division
Duplex) [7], where, due to the reciprocity theorem, the same
channel impulse responses are valid for both transmission
and reception. In all other cases the channel information
gained at the receiver has to be signaled back to the trans-
mitter. Due to the time variance of mobile radio scenarios a
single re-transmission of the channel information is not suffi-
cient. Rather this information has to be updated more or less
frequently. The required rate of these updates grows with
decreasing coherence time [8] of the mobile radio channels.
The back signaling of the channel information requires trans-
mission resources, and it would be desirable to develop cost
efficient concepts for representing and signaling this infor-
mation. In this paper such a concept will be proposed. This
concept relies on the observation that the basic structural
properties of mobile radio scenarios as, e.g., the propagation
directions of the relevant waves vary - in the sense of slow
fading - rather slowly with time, whereas other phenomena
as, e.g., the superposition of partial waves exhibit - in the
sense of fast fading - more rapid fluctuations. The basic idea
of the proposed concept is to split up the total channel infor-
mation into a long term information Islow representing said
basic structural properties on the one hand and a short term
information Ifast representing said rapid phenomena on the
other hand [9]. Islow can be determined and signaled back
at a low rate, whereas Ifast requires frequent updates. In the
paper, first the representation of the total channel information
by Islow and Ifast is treated. Then, signaling back Ifast is con-
sidered during time periods, in which Islow can be assumed
to be unaltered.
REPRESENTATION OF SPATIAL CHANNELS
The MIMO arrangement of Figure 1a can be considered as
a set of KM parallel Multiple-Input-Single-Output (MISO)
arrangements of the type shown in Figure 1b. In order to
provide the transmitter with the channel information of the
MIMO arrangement of Figure 1a, simply the channel in-
formation of KM MISO arrangements could be determined
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Figure 1. Antenna arrangements: a) MIMO, b) MISO
[JBM+02] Jo¨tten, C. A.; Baier, P. W.; Meurer, M.; Weber, T.; Haardt, M.: “Eﬃcient repre-
sentation and feedback signaling of channel state information in frequency division
duplexing MIMO systems”. Proc. of 5th International Symposium on Wireless Per-
sonal Multimedia Communications (WPMC’02), Honolulu, 2002, S. 444–448.
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at the receiver and then be signaled back to the transmit-
ter. Therefore, the following considerations, which are per-
formed in the discrete time equivalent lowpass domain [8],
can be restricted to the MISO arrangement of Figure 1b. Let
us now assume that the considered mobile radio channels are
non frequency selective and that the spatial channel impulse
response of Figure 1b is described by the vector
hs(t) =
(
h(1)(t) . . . h(kB)(t)
)T
∈ CKB . (1)
During time periods where the basic structural properties of
the considered mobile radio scenarios remain approximately
unaltered the spatial covariance matrix
R = E
{
hs(t)hs
H(t)
}
∈ CKB×KB (2)
can be derived by temporal averaging. Thus, R of (2) repre-
sents the long term information Islow.
Eigenvalue decomposition [10] of R of (2) yields the or-
thonormal unitary KB×KB matrix U termed eigenvector
matrix, the columns of which are the unit norm eigenvectors
of R, and the real eigenvalue matrix
Λ = diag (λ1 . . . λKB) ∈ CKB×KB , (3)
where the eigenvalues are arranged in descending order, i.e.,
λ1 ≥ λ2 ≥ · · · ≥ λKB . (4)
The sorted representation of eigenvalues according to (4) is
termed eigenvalue profile throughout the paper.
Now, R of (2) can be displayed as
R = UΛUH. (5)
As R of (2), the matrices U and Λ of (5) represent the long
term information Islow. Throughout the paper it is assumed
that these matrices are known at the transmitter. Efficient
schemes for tracking and feedback of U are proposed and
discussed , e.g., in [11].
Now, with a vector
x(t) =
(
x1(t) . . . xKB(t)
)T ∈ CKB (6)
each realization of hs(t) of (1) can be expressed as a linear
combination of the columns of U of (5) as
hs(t) = Ux(t). (7)
If hs(t) is known, x(t) can be determined directly by in-
version of (7). From (7) it becomes obvious that the rapid
fluctuations of hs(t) are directly reflected in the vector x(t).
Thus, x(t) represents the short term information Ifast.
FEEDBACK OF CHANNEL STATE INFORMATION
Each realization of hs(t) of (1) can be directly expressed
by its KB components h(kB)(t), kB=1. . .KB. As an al-
ternative to this trivial approach, if U of (5) is known at
the receiver and the transmitter, the KB components xkB(t),
kB=1. . .KB, of x(t) of (6) can serve to represent hs(t)
of (1), see (7). Signaling of the KB components h(kB)(t),
kB=1. . .KB, would mean that the total channel informa-
tion Islow + Ifast is transmitted, whereas signaling of the KB
components xkB(t), kB=1. . .KB, would restrict the trans-
mission to Ifast. Obviously, signaling x(t) of (7) instead of
signaling directly hs(t) of (1) tends to be more cost efficient.
However, the question to be treated in what follows is, how
much transmission capacity could be saved by signaling only
Ifast instead of Islow + Ifast.
Substitution of (7) into (2) yields
R = UE
{
x(t)xH(t)
}
UH. (8)
The comparison of (5) and (8) shows that the components
xkB(t) of x(t) are uncorrelated with each other and that the
variances of the real and imaginary parts of the component
xkB(t) of x(t) in (7) are [10]
σ2x,kB =
1
2
E
{
x∗kB(t)xkB(t)
}
= λkB/2, (9)
and for the sum of these variances follows
KB∑
kB=1
σ2x,kB =
1
2
KB∑
kB=1
λkB . (10)
For the sum of the KB variances σ2h,kB , kB=1. . .KB, of
the real and imaginary parts of the components h(kB)s of the
vector hs(t) of (1) holds
KB∑
kB=1
σ2h,kB =
1
2
E
{
xH(t)UHUx(t)
}
=
1
2
KB∑
kB=1
λkB . (11)
Therefore, both in the case of signaling the vector x(t) of (7)
and of directly signaling the vector hs(t) of (1), KB com-
plex quantities or 2KB real quantities have to be transmitted,
where the sum of the KB variances σ2x,kB on the one side
and of the KB variances σ2h,kB on the other side is the same
in both cases. A difference between the two cases can be
observed in the following respect: The variances σ2x,kB tend
to decrease with increasing kB, whereas the variances σ2h,kB
do usually not show this tendency. Before signaling back the
channel information to the transmitter, the component values
xkB(t) of x(t) from (7) and h(KB)(t) of hs(t) from (1) have
to be quantized. Let us assume that bkB bits are provided for
quantizing each the real part and imaginary part of the com-
ponent xkB(t) of x(t) in (7) or for quantizing the real part
and imaginary part of the component h(kB)(t) of hs(t) from
(1), respectively. Let us further assume that the total number
of bits available for quantizing the real and imaginary parts
each has the fixed value
B =
KB∑
kB=1
bkB . (12)
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Figure 2. Considered scenario
If a continuous valued real quantity of variance σ2 is quan-
tized with b bits, this entails a quantization error which can
be written as σ2f(b). The function f(b) depends on the
shape of the probability density function of the quantity to be
coded and on the chosen quantization scheme [12]. In what
follows f(b) shall be chosen in an optimum way [12] which
means that the quantization error is minimized for the given
probability density function of the quantity to be quantized
and for the given number b of bits.
Let us now assume that hs(t) is approximated by substituting
a quantized version x̂(t) of x(t) into (7), where the real and
imaginary parts of the component xkB(t) are quantized with
bkB bits each, and where the optimum quantization scheme
is used. Then under consideration of (9) the mean relative
quantization error of the spatial channel impulse response
given by the vector hs(t) of (1) becomes
εx =
E
{
|hs(t)−Ux̂(t)|2
}
E
{
|hs(t)|2
} =
KB∑
kB=1
λkBf(bkB)
KB∑
kB=1
λkB
. (13)
Under consideration of the constraint (12) the achievable
minimum of εx of (13) is given by
εx,min=
1
KB∑
kB=1
λkB
min
bkB
∀kB∈{1...KB}
[
KB∑
kB=1
λkBf(bkB)
]
. (14)
If, instead of signaling the components xkB(t) of the vector
x(t) of (7), the components h(kB) of the vector hs,kB of (1)
would be directly transmitted, then the minimum achievable
mean quantization error of the total channel impulse response
would become, subject to the constraint (12),
εh,min=
1
KB∑
kB=1
σ2h,kB
min
bkB
∀kB∈{1...KB}
[
KB∑
kB=1
σ2h,kBf(bkB)
]
. (15)
For given B of (12), depending on the values εx,min of (14)
and εh,min of (15), the benefit of signaling only Ifast instead
of Islow + Ifast strongly depends on the considered scenario.
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Figure 3. Eigenvalue profile versus DOD spread Ω
EXAMPLE
In order to illustrate the theoretical considerations performed
in the previous sections a specific scenario is quantitatively
investigated in the present section. The considered scenario
is depicted in Figure 2. KB = 4 transmit antennas are ar-
ranged in a uniform circular array. The spacing between
adjacent antennas is ∆, see Figure 2. The channel coef-
ficients h(kB)(t), kB=1. . .KB, characterizing the channels
from the KB transmit antennas to the receive antenna are
constituted by Kd independent scatterers, see Figure 2. As
seen from the transmitter, these scatterers are distributed in
such a way that for a given direction of departure (DOD)
spread Ω, see Figure 2, they appear under the DODs
φkd = Ω
(
−1
2
+
kd − 1
Kd − 1
)
, kd=1. . .Kd. (16)
For a fictitious omni antenna placed at the reference point
(RP), see Figure 2, each of the Kd scatterers delivers a con-
tribution h(kd)d (t), kd = 1 . . .Kd, to the channel coefficient
h(kB)(t) characterizing the channel between the input of said
omni antenna at RP and the output of the receive antenna.
The Kd quantities h(kd)d (t) are assumed to be independent
complex Gaussian with the variance σ2 of their real and
imaginary parts, i.e.,
E
{∣∣∣h(kd)d (t)∣∣∣2} = 2σ2, kd=1. . .Kd. (17)
From the independence of the Kd quantities h(kd)d (t) follows
E
{∣∣∣h(kB)s (t)∣∣∣2} = 2σ2h,kB = Kd2σ2, kB=1. . .KB, (18)
for the KB variances of the antenna specific channel impulse
responses h(kB)s (t), kB=1. . .KB, cf. (11). With the array
steering vectors [13] a(kd), kd=1. . .Kd, relevant for the
DODs φkd , kd=1. . .Kd, the spatial impulse response hs(t)
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Figure 4. Bit numbers bkB , kB = 1. . .4, versus DOD
spread Ω for the antenna spacings ∆ = λ/8, λ/2, 2λ.
b1: , b2: , b3: , b4: .
can be expressed as
hs(t) =
Kd∑
kd=1
a(kd)h(kd)d (t). (19)
For the expectation of the respective spatial covariance ma-
trix follows with (19)
R = E
{
hs(t)h
H
s (t)
}
= E
{
Kd∑
kd=1
2σ2a(kd)a(kd)
H
}
.
(20)
In Figure 3 for the observed antenna arrangement and dif-
ferent antenna spacings ∆ the eigenvalue profiles, cf. (4),
are depicted versus the DOD spread Ω, that is, each graph
in Figure 3 represents the evolution of a certain eigenvalue
λkB , kB=1. . .KB, when the antenna spacing ∆ is fixed and
the DOD spread Ω takes values in the range Ω/◦∈ [1, 360].
For small DOD spreads Ω the eigenvalue λ1 is dominant,
whereas the other KB−1 eigenvalues are negligibly small.
λ1 decreases with increasing DOD spread Ω, whereas the
lower eigenvalues λkB , kB = 2. . .KB, increase. This be-
havior can be quantified by the decrease of the eigenvalue
spread λ1/λKB [10] with increasing DOD spread Ω and it
is visualized in Figure 5, where the reciprocal of the eigen-
value spread, that is, the ratio λKB/λ1, is depicted versus
the DOD spread Ω for different antenna spacings ∆. In gen-
eral the ratio λKB/λ1 becomes larger if the DOD spread Ω
or the antenna spacing ∆ is increased. For fixed antenna
spacings ∆ and for small DOD spreads Ω the ratio λKB/λ1
increases approximately linearly with Ω. For larger DOD
spreads Ω→ 360◦ the ratio λKB/λ1 converges to an upper
bound, with this bound depending on the antenna spacing
∆. The smaller the antenna spacing ∆, the larger the DOD
spread Ω, for which the ratio λKB/λ1 converges, and the
lower the upper bound.
Now a total number of 2B equal to sixteen bits is utilized
for quantizing either the components of the vector x(t) in (7)
or the components of the vector hs(t) from (1). In Figure 4
the bit numbers bkB allocated according (14) for the repre-
sentation of the components xkB , kB = 1. . .4, are depicted
versus the DOD spread Ω for the analyzed antenna spacings
∆. In Table 1 the bit numbers bkB , kB = 1. . .4, are listed for
significant DOD spreads Ω where the bit allocation changes.
In Figure 6 the mean relative quantization error εx,min of (14)
is depicted versus the DOD spread Ω, cf. (16), for different
antenna spacings ∆. As a reference also the mean relative
quantization error εh,min of (15) is depicted. Due to the fact
that the variance σ2 depends neither on the DOD spread Ω
nor on the antenna spacing ∆, εh,min is identical for all DOD
spreads Ω/◦ ∈ [1, 360] and all considered antenna spacings
∆; in our example εh,min takes the value -9.3dB. For all con-
sidered antenna spacings ∆, εx,min increases with growing
DOD spread Ω. As to be expected, in all cases εx,min is
lower than or equal to εh,min. A comparison of the mean
relative quantization errors εx,min of Figure 6 with the re-
spective ratios λ1/λ4 in Figure 5 shows that the error εx,min
increases linearly withΩ as long as the respective ratio λ1/λ4
increases with Ω. Only in the case ∆=2λ and Ω>75◦ the
error εx,min becomes as large as the error εh,min.
SUMMARY AND OUTLOOK
A cost efficient concept for signaling the channel informa-
tion from the output to the input of MIMO systems is pre-
sented. A quantitative example has been given to show how
the concept can be applied and how it performs in different
scenarios. The example shows, that in most of the con-
Table 1. Bit numbers bkB , kB = 1. . .4, for certain DOD
spreads Ω and different antenna spacings ∆.
∆ = λ/8
Ω/◦ b1 b2 b3 b4
1 8 0 0 0
6 7 1 0 0
19 6 2 0 0
73 5 3 0 0
109 5 2 1 0
167 4 3 1 0
202 4 2 2 0
∆ = λ/2
Ω/◦ b1 b2 b3 b4
1 8 0 0 0
2 7 1 0 0
5 6 2 0 0
18 5 3 0 0
46 4 3 1 0
89 3 3 2 0
∆ = 2λ
Ω/◦ b1 b2 b3 b4
1 7 1 0 0
2 6 2 0 0
5 5 3 0 0
13 4 3 1 0
23 3 3 2 0
58 3 2 2 1
76 2 2 2 2
117 3 2 2 1
121 2 2 2 2
146 3 2 2 1
174 2 2 2 2
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Figure 5. Reciprocal ratio of the eigenvalue spread ver-
sus DOD spread Ω for different antenna spacings ∆
sidered scenarios the quantization error for a given feedback
rate could be significantly decreased by the application of the
proposed method. In the case that the conjugate of the recon-
structed spatial channel impulse response is used to steer a Tx
weighting network the introduced signaling concept can be
interpreted as a downlink Eigenbeamformer with quantized
combination of Eigenbeams [14]. The proposed concept can
be straightforwardly extended for the case of frequency se-
lective channels [9]. Due to the fact that a prerequisite for
the proposed scheme is the knowledge of the slowly varying
channel properties at both the receiver and the transmitter,
further research should be performed with respect to the ef-
ficient signaling of the slowly varying channel properties.
ACKNOWLEDGMENT
The authors are indebted to Deutsche Forschungsgemein-
schaft (DFG) and Siemens AG for sponsoring part of this
work.
REFERENCES
[1] E. Telatar, “Capacity of multi antenna gaussian
channels,” European Transactions on
Telecommunications (ETT), vol. 10, pp. 585–595,
1999.
[2] G. J. Foschini and M. J. Gans, “On limits of wireless
communications in a fading environment when using
multiple antennas,” Wireless Personal
Communications, vol. 6, pp. 311–335, 1998.
[3] S. A. Jafar and A. Goldsmith, “On optimality of
beamforming for multiple antenna systems with
imperfect feedback,” in Proc. International
Symposium on Information Theory, Washington D.C.,
2001.
[4] E. Visotsky and U. Madhow, “Space–time transmit
precoding with imperfect feedback,” IEEE
100 101 102
−45
−40
−35
−30
−25
−20
−15
−10
−5
   
  
	  

     
     
 

dB
Figure 6. Quantization error εmin versus DOD spread Ω
for different antenna spacings ∆
Transactions on Information Theory, vol. 47, pp.
2632–2639, 2001.
[5] B. Steiner and P. W. Baier, “Low cost channel
estimation in the uplink receiver of CDMA mobile
radio systems,” Frequenz, vol. 47, no. 11–12, pp.
292–298, 1993.
[6] “3rd generation partnership project (3GPP); technical
specification group (TSG) RAN WG4, spreading and
modulation (FDD),” Technical Specification TS
25.213, V. 3.1.0, 3GPP, 1999.
[7] Technical specification of IMT-2000 CDMA TDD
(TD-SCDMA), “China Wireless Telecommunications
Standard (CWTS),” URL: http://www.cwts.org, 1999.
[8] J. G. Proakis, Digital Communications, McGraw-Hill,
New York, 3. edition, 1995.
[9] C. A. Jo¨tten, P. W. Baier, M. Meurer, and T. Weber,
“Cost efficient representation and signaling of channel
information in MIMO systems,” in Proc. IEEE 56th
Vehicular Technology Conference (VTC’02 Fall),
Vancouver, 2002.
[10] S. Haykin, Adaptive Filter Theory, Prentice-Hall,
Upper Saddle River, 1996.
[11] W. Utschick, “Tracking of signal subspace projectors,”
IEEE Transactions on Signal Processing, vol. 50, pp.
769–778, 2002.
[12] S. P. Lloyd, “Least squares quantization in PCM,”
IEEE Transactions on Information Theory, vol. 28, pp.
129–137, 1982.
[13] L. C. Godara, “Applications of antenna arrays to
mobile communications, part II: Beam-forming and
direction-of-arrival considerations,” Proceedings of
the IEEE, vol. 85, no. 8, pp. 1195–1245, 1997.
[14] M. Haardt, C. F. Mecklenbra¨uker, M. Vollmer, and
P. Slania, “Smart antennas for UTRA TDD,” European
Transactions on Telecommunications (ETT), vol. 12,
pp. 393–406, 2001.
6.2 Prinzipien des Bereitstellens senderseitiger Kanalzustandsinformation 189
6.2.3 Problem der Zeitvarianz
Sind die zwischen Basisstation und Mobilstationen wirksamen Mobilfunkkana¨le zeit-
variant, so ist die totale Kanalmatrix H nach (1.5) im allgemeinen eine von der Zeit t
abha¨ngige Matrix H(t), siehe auch Abschnitt 1.1.2, mit den zeitvarianten Elementen
hi,j(t) =
[
H(t)
]
i,j
, ∀i, j. (6.2)
Wird fa¨lschlicherweise die fu¨r einen Zeitpunkt Test gu¨ltige totale Kanalmatrix H(Test)
fu¨r die gemeinsame Sendesignalerzeugung und Abwa¨rtsstreckenu¨bertragung zum Zeit-
punkt Tuse eingesetzt, so ergibt sich der in (6.1) eingefu¨hrte Fehler E(Test, Tuse) der an
der Basisstation verwendeten Kanalzustandsinformation mit den Elementen
ei,j(Test, Tuse) =
[
E(Test, Tuse)
]
i,j
, ∀i, j. (6.3)
Durch Kombinieren von (6.2), (6.3) und (6.1) ergibt sich somit der von Test und Tuse
abha¨ngige Fehler
ei,j(Test, Tuse) = hi,j(Test)− hi,j(Tuse) (6.4)
eines jeden Elements hi,j(Tuse) der fu¨r die Abwa¨rtsstreckenu¨bertragung gu¨ltigen totalen
Kanalmatrix H(Tuse).
In den folgenden Betrachtungen soll ausschließlich ein Element hi,j(t) der totalen Ka-
nalmatrixH(t) und das zugeho¨rige Element ei,j(Test, Tuse) der Fehlermatrix E(Test, Tuse)
auf einmal betrachtet werden. Daher wird im folgenden der U¨bersichtlichkeit halber
auf die Verwendung der Indizes
”
i, j“ verzichtet.
Im folgenden soll des weiteren angenommen werden, daß die zwischen Basisstation und
Mobilstationen wirksamen zeitvarianten Mobilfunkkana¨le hinreichend genau durch das
wohl bekannte WSSUS-Kanalmodell (engl. wide sense stationary uncorrelated scatte-
ring channel model, WSSUS channel model) [Bel63, Pro95] beschrieben werden ko¨nnen.
Dann gilt, daß jedes Element h(t) von H(t) als schwach stationa¨re Zufallsgro¨ße betrach-
tet werden kann. Betrachtet man den auf die beschriebene Zeitvarianz zuru¨ckgehenden
Fehler e(Test, Tuse) nach (6.4), so hat dies die Konsequenz, daß infolge der schwachen
Stationarita¨t von h(t) der Erwartungswert
E {e(Test, Tuse)} = E {h(Test)} − E {h(Tuse)} = 0 (6.5)
identisch null wird. Vereinfachend ausgedru¨ckt bedeutet dies, daß im Mittel der aus der
Zeitvarianz folgende Fehler e(Test, Tuse) nach (6.4) eines jeden Elements h(Tuse) der fu¨r
die Abwa¨rtsstreckenu¨bertragung gu¨ltigen totalen Kanalmatrix H(Tuse) verschwindet.
Leider gilt dies ausschließlich im Mittel, so daß eine genauere Bewertung des Fehlers
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e(Test, Tuse) nach (6.4) no¨tig wird. Als kompaktes Maß der Bewertung eignet sich die
Varianz
σ2h(Test, Tuse) = E
{|e(Test, Tuse)|2} (6.6)
= E
{|h(Test)|2} + E{|h(Tuse)|2}− 2Re {E {h∗(Test)h(Tuse)}}
des Fehlers e(Test, Tuse) nach (6.4). Infolge der bereits angesprochenen Stationarita¨t
lassen sich die beiden ersten in (6.6) eingehenden Summanden durch die mittlere Ka-
nalenergie
Eh = E
{|h(Test)|2} = E{|h(Tuse)|2} (6.7)
beschreiben. Des weiteren folgt mit der WSSUS-Kana¨le beschreibenden Zeitkorrelati-
onsfunktion (engl. spaced-time correlation function) [Bel63]
ρ
F
(0,∆t) =
1
2
E {h∗(t)h(t + ∆t)} (6.8)
und der Eigenschaft der Stationarita¨t von h(t) fu¨r die in (6.6) eingehenden Summanden
E {h∗(Test)h(Tuse)} = 2ρF
(
0, Tuse − Test︸ ︷︷ ︸
=Ttot
)
(6.9)
und
Eh = 2ρF
(
0, 0
)
. (6.10)
In (6.9) bezeichnet Ttot die Diﬀerenz zwischen dem Zeitpunkt Tuse der Verwendung der
Kanalzustandsinformation zur Abwa¨rtsstreckenu¨bertragung und dem Zeitpunkt Test
der Bereitstellung der Kanalzustandsinformation. Diese Diﬀerenz Ttot wird im folgen-
den als Totzeit bezeichnet. Unter der Annahme, daß die zeitliche Vera¨nderung von h(t)
einem Jakes-Doppler-Spektrum [Pro95] mit dem minimalen Wert Sc,min entspricht —
und dies ist im Bereich der Analyse von Mobilfunksystemen als hinreichend gute Appro-
ximation anerkannt und in Realita¨t in typischen Mobilfunkszenarien na¨herungsweise
gegeben — so lassen sich mit der maximalen Geschwindigkeit der Mobilstationen v, der
Mittenfrequenz f0 des zur Abwa¨rtsstreckenu¨bertragung eingesetzten Frequenzbandes
und der Ausbreitungsgeschwindigkeit c0 der Funkwellen die maximale Dopplerfrequenz
fd,max =
vf0
c0
(6.11)
und die Zeitkorrelationsfunktion
ρ
F
(
0,∆t
)
= Sc,min fd,max πJ0
(
2π∆tfd,max
)
(6.12)
nach (6.8) angeben. In (6.12) bezeichnet J0(·) die Besselfunktion erster Art und nullter
Ordnung [BS79]. Mit Hilfe der Umkehrfunktion J−10 (·) dieser Besselfunktion la¨ßt sich
die Korrelationsdauer
Tcor = J
−1
0
(1
2
) 1
2πfd,max
(6.13)
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Bild 6.1. Normierte Varianz σ2h/Eh des Fehlers e(Test, Tuse) nach (6.4) infolge von
Zeitvarianz als Funktion der normierten Totzeit Ttot/Tcor
als Funktion der maximalen Dopplerfrequenz fd,max nach (6.11) bestimmen. Durch
Einsetzen von (6.7), (6.9), (6.10), (6.12) und (6.13) in (6.6) erha¨lt man schließlich die
normierte Varianz
σ2h
(
Ttot
)
Eh
= 2
(
1− J0
(
2πTtotfd,max
))
= 2
(
1− J0
(
Ttot
Tcor
J−10
(1
2
)))
(6.14)
des Fehlers e(Test, Tuse) nach (6.4) infolge von Zeitvarianz als Funktion der normier-
ten Totzeit Ttot/Tcor. Der Zusammenhang nach (6.14) ist in Bild 6.1 graphisch ver-
deutlicht. Dabei wird deutlich, daß ausschließlich fu¨r Totzeiten Ttot, die signiﬁkant
kleiner als die Korrelationsdauer Tcor des Mobilfunkkanals sind, akzeptable Fehler
e(Test, Tuse) nach (6.4) zu erwarten sind. Anschaulich ist somit klar, daß das Ein-
satzgebiet von Empfa¨ngerorientierung in der Abwa¨rtsstrecke zellularer Mobilfunksy-
steme massiv durch die Variationsgeschwindigkeit der in der Abwa¨rtsstrecke wirksa-
men Mobilfunkkana¨le begrenzt ist. Praktisch bedeutet dies, daß bei gegebener Totzeit
Ttot — und diese ha¨ngt ausschließlich vom Entwurf des Mobilfunksystems ab — und
gegebener Mittenfrequenz f0 des zur Abwa¨rtsstreckenu¨bertragung eingesetzten Fre-
quenzbandes die Geschwindigkeiten v der Mobilstationen limitiert sind. Die fu¨r die
Geschwindigkeiten geltenden sich in Bild 6.1 manifestierenden weichen Grenzen las-
sen sich durch geeignete Verfahren wie beispielsweise Kanalpra¨diktionsverfahren [DH-
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JU03, Win04, CM04a, CM03, Lay00] nach oben verschieben, sind jedoch prinzipiell
stets vorhanden und unumga¨nglich.
6.3 Konsequenzen imperfekter senderseitiger Ka-
nalzustandsinformation
Als Essenz der Betrachtungen des vorherigen Unterkapitels 6.2 ist klar, daß in Mobil-
funksystemen die zur gemeinsamen Sendesignalerzeugung beno¨tige Kanalzustandsin-
formation in Form der totalen Kanalmatrix H in der Praxis nie genau, sondern lediglich
in Form einer mehr oder weniger genauen Scha¨tzung Ĥ vorliegt. Die Ursachen fu¨r die
sich zwischen Ĥ und H ergebenden Unterschiede sind dabei vorrangig
• die begrenzte Genauigkeit der durch Verfahren des Kanalscha¨tzens erzielbaren
Kanalscha¨tzungen, wenn die zum Kanalscha¨tzen eingesetzten Empfangssignale
Sto¨rungen, wie beispielsweise Rauschen, unterworfen sind und
• die zeitliche Separierung der Zeitpunkte Test des Ermittelns der Kanalzustands-
information und Tuse des Verwendens derselben im Falle zeitvarianter Mobilfunk-
kana¨le, siehe auch Abschnitt 6.2.3.
Derartige imperfekte Kanalzustandsinformation hat grundsa¨tzlich zur Folge, daß
die Leistungsfa¨higkeit empfa¨ngerorientierter Funkkommunikation beeintra¨chtigt wird
[KM00, WLMM03, HvHJ+02, DHJU03, JN98, CM04a, CM04c, CM03, Skl04, RIF02,
IHRF04a]. Die folgenden Vero¨ﬀentlichungen [MW04a, MW04b, WSM04, WM04a] ha-
ben daher zum Ziel, derartige Beeintra¨chtigungen quantitativ zu bewerten. Zu diesem
Zweck werden sowohl analytische wie auch numerische Untersuchungen angestellt.
Im Gegensatz zu dem aus Tabelle 1.2 bekannten Systemmodell werden in [WSM04,
WM04a] einige wenige Gro¨ßen durch eine modiﬁzierte Notation beschrieben. Tabel-
le 6.1 listet die wesentlichen Unterschiede in kompakter Form auf.
Tabelle 6.1. Wesentliche Unterschiede der Notationen nach Tabelle 1.2 und der
Notation nach [WSM04, WM04a]
dargestellte Formelzeichen Formelzeichen nach
Gro¨ße nach Tab. 1.2 [WSM04, WM04a]
totales Empfangssignal r e
totales Sendesignal t s
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′=1 . . .Nt> +$& T%8% 8)%7.6"..",7 ". (7-"%.&T "3 %7T
,7'; "3 8$& T"%V,7%' &'&6&78. ,3 DHM %)& &\(%' 8, ,7&>
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U7 W$%8 3,'',W.* [·]n,n T&."V7%8&. 8$& nS8$ T"%V,7%'
&'&6&78 ,3 % .\(%)& 6%8)"A "7 -)%#R&8.* %7T [·]n .8%7T. 3,)
8$& nS8$ ),W ,3 % 6%8)"A "7 -)%#R&8. ,) 8$& nS8$ &'&6&78
,3 % #,'(67 :&#8,) "7 -)%#R&8.> [##,)T"7V 8, YDZ %7T YHZ
8$& 6&%7 )%T"%8&T &7&)V; "7:&.8&T 3,) 8$& T%8% .;6-,' dn
-&#,6&.
Tn =
∥∥∥[MT]
n
∥∥∥2 Ed = [MHM]
n,n
Ed. YNHZ
@; %:&)%V"7V ,:&) %'' Nt T%8% .;6-,'. dn* n=1 . . .Nt*
W& ,-8%"7 8$& 6&%7 )%T"%8&T &7&)V;
T =
1
Nt
Nt∑
n=1
Tn =
Ed
Nt
trace
{
MH M
}
YNIZ
2&) T%8% .;6-,'> +$& &.8"6%8& d̂n ,3 8$& 8)%7.6"88&T T%8%
.;6-,' dn #,7.".8. ,3 8$& .(6 ,3 % (.&3(' 2%)8
duse,n = E
d,n
{
d̂n
∣∣∣ dn} = [D H M]n,n dn, YNPZ
,3 %7 "78&)3&)&7#& 2%)8
dint,n =
[
diag (D H M)d
]
n
, YNEZ
%7T ,3 % 7,".& 2%)8
dnoise,n = [D n]n , YOCZ
.&& %'., ]NJ^> U7 YNEZ %7T YOCZ 8$& 8&)6. "7 -)%#R&8. %)&
#,'(67 :&#8,).> +, &:%'(%8& 8$& "62%#8 ,3 8$& "78&)3&)&7#&
2%)8 dint,n ,3 YNEZ %7T ,3 8$& 7,".& 2%)8 dnoise,n ,3 YOCZ
,7 8$& T%8% &.8"6%8& d̂n* 8$& &.8"6%8",7 &)),)
! = d̂− (duse,1 . . . duse,Nt)T = d̂− diag (D H M)d
= diag (D H M)d + D n YONZ
". #,7."T&)&T> d ,3 YOZ %7T n ,3 YNCZ %)& )%7T,6 :&#8,).
W"8$ 8$& %-,:& &A2'%"7&T .8%8".8"#%' 2),2&)8"&.* #>3> YDZ %7T
YNOZ> +$&)&3,)&* ! ,3 YONZ ". %'., % )%7T,6 :&#8,)> X&88"7V
,(8 3),6 YDZ %7T YNOZ* ! $%. c&),S6&%7 %7T 8$& #,:%)"%7#&
6%8)"A
R !=E
d,n
{
! !H
}
=
[
diag (D H M)
(
diag (D H M)
)H]
Ed︸ ︷︷ ︸
interference
+D Rn D
H︸ ︷︷ ︸
noise
. YOOZ
[ \(%'"8; 6&%.()& 3,) 8$& &.8"6%8&. d̂n ,3 YNBZ %)& 8$&
."V7%'S8,S7,".&S2'(.S"78&)3&)&7#&S)%8",. YXeU0Z γo,n W$"#$
%)& -%.&T ,7 R ! ,3 YOOZ ]NJ^> /"8$ YDZ* YNOZ* YNPZ* YNEZ*
YOCZ %7T YOOZ W& ,-8%"7
γo,n=
E
d,n
{∣∣duse,n∣∣2}
E
d,n
{∣∣dnoise,n∣∣2}+E
d,n
{∣∣dint,n∣∣2}=
∣∣∣[D H M]n,n∣∣∣2Ed
[R !]n,n
=
∣∣∣[D H M]n,n∣∣∣2 Ed[
D Rn D
H
]
n,n
+
∥∥[diag (D H M)]
n
∥∥2 Ed. YOBZ
3 Receiver oriented transmission
3.1 Fundamentals
[. %')&%T; 6&78",7&T "7 X&#8",7 N* "7 0A ,)"&78&T 8)%7.S
6"..",7 8$& )&#&":&) %'V,)"8$6.* ">&>* 8$& !+ .2&#"!#
T&6,T('%8,) 6%#8)"#&. D(k) * k=1 . . .K* ,3 YNBZ %7T*
8$&)&3,)&* 8$& 8,8%' T&6,T('%8,) 6%8)"A D ,3 YNDZ %)& a
priori #$,.&7> ?7 8$& ,8$&) $%7T* 8$& 8)%7.6"88&) %'V,S
)"8$6.* ">&>* 8$& 6,T('%8,) 6%8)"A M ,3 YHZ* ". a posteriori
%T%28&T (7T&) #,7."T&)%8",7 ,3 8$&.& T&6,T('%8,) 6%8)"#&.
%7T #$%77&' "73,)6%8",7* $&)& )&2)&.&78&T -; 8$& #$%77&'
6%8)"A H ,3 YNCZ> [22),%#$&. 6&%7W$"'& \("8& W&''
R7,W7 8, T&8&)6"7& M -%.&T ,7 8$& R7,W'&TV& ,3 H
%7T D %)& 8$& +)%7.6"8 !%8#$&T 4"'8&) Y+A!4Z ]N^* ]J^
G %'., R7,W7 %. 2)&S)%R& ]NH^* ]NI^ G %7T 8$& +)%7.6"8
b&), 4,)#&) Y+Ab4Z ]N^* ]O^* ]J^> ?8$&) ,28",7. 3,) 0A
,)"&78%8",7 %)& :%)",(. R"7T. ,3 +)%7.6"8 !"7"6(6 !&%7
X\(%)& a)),) !,T('%8,). Y+A!!XaZ %.* &>V>* 2(-'".$&T
"7 ]J^> U7 8$& 2)&.&78 2%2&) ,7'; 8$& +Ab4 .$,('T -&
#,7."T&)&T* -&#%(.& 8$". #$,"#& 3,) 8$& 6,T('%8,) M ".
&.2&#"%''; 3%:,)%-'& "3 $"V$ X"V7%'S8,Se,".&S0%8",. YXe0.Z
%8 8$& "72(8 ,3 8$& !+. %)& #,7."T&)&T %7T )&.('8. "7 %
',W&) #,62'&A"8; 8$%7 8$& +A!!Xa ]J^>
3.2 Performance analysis of the Transmit
Zero Forcer
4,) 8$& +Ab4 8$& 6,T('%8,) 6%8)"A ". a posteriori T&8&)S
6"7&T %. 3,'',W. ]N^L
M = (D H)H
[
D H (D H)H
]︸ ︷︷ ︸
RB
−1
. YODZ
U3 M ". #$,.&7 %##,)T"7V 8, YODZ 8$& T%8% 8)%7.6"..",7 ".
(7-"%.&T* ">&>*
[D H M]n,n = 1, ∀n, n=1 . . .Nt, YOJZ
$,'T.> X&88"7V ,(8 3),6 YODZ %7T .8"'' $%:"7V "7 6"7T 8$%8
W& %..(6& 8$%8 -,8$ H %7T D %)& 2&)3&#8'; R7,W7 %8
8$& 8)%7.6"88&)* 8$& -%."# -&$%:",() ,3 0A ,)"&78&T T%8%
8)%7.6"..",7 (."7V +Ab4 #%7 -& .8(T"&T -; 8%R"7V % 8W,S
.8&2 2),#&T()&L U7 % !).8 .8&2* 8$& \(%'"8; ,3 8$& T%8%
&.8"6%8& d̂ ,3 YNDZ T&.#)"-&T -; 8$& #,:%)"%7#& 6%8)"A
R ! ,3 YOOZ ,3 8$& &.8"6%8",7 &)),) ! ,3 YONZ $%. 8,
-& .8(T"&T> U7 % .&#,7T .8&2 8$& 6&%7 .;6-,' .2&#"!#
8)%7.6"8 &7&)V"&. Tn* n = 1 . . .Nt* ,3 YNHZ $%:& 8, -&
#,7."T&)&T> /"8$ YODZ* YOOZ ;"&'T.
R ! = D RnD
H, YOHZ
">&>* 8$& "78&)3&)&7#& 8&)6 "7 YOOZ :%7".$&.> X(-.8"8(8"7V
YOJZ %7T YOHZ "7 YOBZ* 8$& XeU0 γo,n ,-8%"7&T* "3 +Ab4 ".
%22'"&T* )&%T.
γo,n =
Ed[
D Rn D
H
]
n,n
. YOIZ
YOIZ %'',W. 8$& 3,'',W"7V #,7#'(.",7.L
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• 5$%7V&. ,3 8$& #$%77&' 6%8)"A H $%:& 7, "7"(&7#&
,7 γo,n ,3 YOIZ %. ',7V %. YODZ ". 3('!''&T %7T D* Ed
%7T Rn %)& R&28 #,7.8%78>
• γo,n ". 2),2,)8",7%' 8, Ed>
• e,".& ". 8$& ,7'; 2&)3,)6%7#& '"6"8"7V &33&#8>
• X#%'"7V 8$& nS8$ ),W ,3 8$& T&6,T('%8,) 6%8)"A D
-; % 3%#8,) β )&.('8. "7 6('8"2';"7V γo,n -; % 3%#8,)
,3 1/β2>
• 4,) !A&T D* Ed* Rn %7T (7T&) 8$& )&\(")&6&78
,3 (7-"%.&T T%8% 8)%7.6"..",7* #>3> YOJZ* 8$& +Ab4
6%A"6"c&. γo,n* n = 1 . . .Nt> +$& )&%.,7 3,) 8$".
-&$%:",() ". 8$%8 8$& +Ab4 8,8%''; &'"6"7%8&. "78&)S
3&)&7#& ]N^>
0&"&#8"7V 8$& ,-.&):%8",7. 6%T& %-,:&* ,7& 6%; V&8
8$& "62)&..",7 8$%8 +Ab4 %'W%;. .$,W. %7 ,28"6(6
-&$%:",() W"8$ )&.2&#8 8, γo,n ,3 YOIZ %7T 8$& #,7.8)%"7.
6&78",7&T "7 8$& '%.8 ,3 8$& %-,:& "8&6.> +$". #,7#'(.",7 ".
#,))&#8> `,W&:&)* 8$& 2)"#& 8, -& 2%"T 8, %#$"&:& 8$". V,%'
$%. 8, -& R&28 "7 6"7TL 8$& 6&%7 .;6-,' .2&#"!# 8)%7.6"8
&7&)V"&. Tn* n = 1 . . .Nt* ,3 YNHZ 6%; V&8 :&); '%)V&>
+$&)&3,)&* "7 8$& 3,'',W"7V 8$&.& 6&%7 .;6-,' .2&#"!#
8)%7.6"8 &7&)V"&. Tn* n = 1 . . .Nt* %)& .8(T"&T 8, #'%)"3;
8$& "7"(&7#& ,3 D %7T H ,7 Tn> X(-.8"8(8"7V YODZ "7 YNHZ
;"&'T. ]B^
Tn =
[
R−1B
]
n,n
Ed, n=1 . . .Nt. YOPZ
?7& ,-.&):&. 8$%8 8$& 6&%7 .;6-,' .2&#"!# 8)%7.6"8
&7&)V"&. Tn* n = 1 . . .Nt* T&2&7T ,7 8$& .#%'"7V ,3 H
%7T D> U3* &>V>* 8$& %-.,'(8& :%'(&. ,3 %'' #,62,7&78. ,3
H ,)* &\(":%'&78';* %'' #,62,7&78. "7 8$& nS8$ ),W ,3 D
%)& .#%'&T -; % 3%#8,) β* 8$&7 Tn ". 6('8"2'"&T -; 1/β2>
+$&)&3,)&* &:&7 "3 γo,n ,3 YOIZ T,&. 7,8 T&2&7T ,7 H* Tn
,3 YOPZ 6%..":&'; #$%7V&. "3 H ". #$%7V&T> 5,7.&\(&78';*
8, 3%")'; %..&.. 8$& \(%'"8; ,3 8$& T%8% &.8"6%8& d̂ "7 % 0A
,)"&78&T T%8% 8)%7.6"..",7 .;.8&6 Ed "7 YOIZ $%. 8, -&
&A2)&..&T %. % 3(7#8",7 ,3 Tn '&%T"7V 8,
γo,n =
Tn[
R−1B
]
n,n
[
D Rn D
H
]
n,n
. YOEZ
+$& %-,:& 8$&,); ". :%'"T (7T&) 8$& "62'"#"8 (7T&).8%7T"7V
8$%8 8$& 6%8)"#&. 8, -& "7:&)8&T "7 YODZ* YOPZ %7T YOEZ
%)& 7,7S."7V('%)> +$". #,7T"8",7 ". (.(%''; 3('!''&T* "3
KB ". 7,8 .6%''&) 8$%7 Nt %7T 8$& #,7."T&)&T .;.8&6 ".
)&%.,7%-'; T&."V7&T>
U7 8$& .2&#"%' #%.& ,3 f=X< .;6-,' 6,T('%8",7 8$&
%-,:& T&.#)"-&T ,-.&):%8",7 %'',W. 8, !7T % #',.&T %7S
%';8"#%' &A2)&..",7 3,) 8$& -"8 &)),) 2),-%-"'"8; ,3 8$& 8W,
-"8. -&"7V #%))"&T -; T%8% .;6-,' dn > [. .$,W7 %-,:&* "7
8$& #%.& ,3 8$& +Ab4 8$& ,7'; T".8()-"7V #,62,7&78 ,3 d̂n
". dnoise,n> dnoise,n .%8".!&. % 1%(.."%7 T".8)"-(8",7> +$&)&S
3,)&* 8$& -"8 &)),) 2),-%-"'"8; ,3 8$& 8W, -"8. #,6-"7&T "7
T%8% .;6-,' dn -&#,6&. ]NP^
Pb,n =
1
2
erfc
⎛⎜⎝√√√√ Tn
2
[
R−1B
]
n,n
[
D Rn D
H
]
n,n
⎞⎟⎠ . YBCZ
U8 .$,('T -& .8)&..&T 8$%8 8$& #,7:&78",7%' W%; ,3 %..&.."7V
8$& 2&)3,)6%7#& ,3 #,66(7"#%8",7 .;.8&6. -%.&T ,7 8$&
-"8 &)),) 2),-%-"'"8; Pb,n* n=1 . . .Nt* %. % 3(7#8",7 ,3 8$&
)%8", ,3 )&#&":&T &7&)V; 2&) -"8 %7T 7,".& 2,W&) .2&#8)%'
T&7."8; ". 7,8 .("8%-'& W$&7 #,7."T&)"7V 0A ,)"&78&T
T%8% 8)%7.6"..",7> +$". ". 8)(&* -&#%(.&* W$&7 .8(T;"7V
0A ,)"&78&T T%8% 8)%7.6"..",7* 7,8 ,7'; 8$& 2&)3,)6%7#&
T&V)%T"7V "62%#8 ,3 7,".& -(8 %'., 8$& "7:&.8&T 6&%7
.;6-,' .2&#"!# 8)%7.6"8 &7&)V"&. Tn* n=1 . . .Nt* $%:& 8,
-& 8%R&7 "78, %##,(78> +$&)&3,)&* Pb,n ". #,7."T&)&T %. %
3(7#8",7 ,3 Tn "7 YBCZ> YBCZ %'',W. % 8)%T&,33 -&8W&&7 8$&
"7:&.8&T 6&%7 .;6-,' .2&#"!# 8)%7.6"8 &7&)V; Tn ,3 YOPZ
%7T 8$& )&.('8"7V -"8 &)),) 2),-%-"'"8; Pb,n> U7 8$& .2&#"%'
#%.& ,3 W$"8& %TT"8":& 1%(.."%7 7,".&* ">&>* "3
Rn = σ
2I(KKM) YBNZ
$,'T.* % 3%") &:%'(8",7 ,3 0A ,)"&78&T T%8% 8)%7.6"..",7
.;.8&6. #%7 -& T,7& -; %7%';c"7V 8$& -"8 &)),) 2),-%-"'"8;
Pb,n %. % 3(7#8",7 ,3 8$& )%8",
γi,n =
Tn
σ2
YBOZ
,3 8$& 6&%7 .;6-,' .2&#"!# 8)%7.6"8 &7&)V; Tn* n =
1 . . .Nt* %7T 8$& 7,".& :%)"%7#& σ2> γi,n ,3 YBOZ ". 8&)6&T
2.&(T,SXe0 ,3 T%8% .;6-,' dn * n = 1 . . .Nt> /"8$ γi,n
,3 YBOZ 3,) 8$& XeU0 γo,n ,3 YOEZ 3,'',W.
γo,n =
γi,n[
R−1B
]
n,n
[
D DH
]
n,n
, YBBZ
W$"#$ %'',W. 8, 3()8$&) ."62'"3; YBCZ 8,
Pb,n =
1
2
erfc
⎛⎜⎜⎝
√√√√ γi,n
2
[
R−1B
]
n,n
[
D DH
]
n,n
⎞⎟⎟⎠ YBDZ
4 Influence of imperfect channel
knowledge on the transmission
performance
4.1 Model and assumptions
U7 X&#8",7 B 8$& -%."#. ,3 0A ,)"&78&T T%8% 8)%7.6"..",7
%)& )&#%2"8('%8&T W"8$ .2&#"%' &62$%.". ,7 8$& +Ab4> 92
8, 7,W* "8 W%. %..(6&T 8$%8 8$& 8)%7.6"88&) $%. 2&)3&#8
R7,W'&TV& ,3 8$& T&6,T('%8,) 6%8)"A D %7T ,3 8$& #$%7S
7&' 6%8)"A H* W$"'& a posteriori %T%28"7V 8$& 6,T('%8,)
6%8)"A M> 973,)8(7%8&';* "7 )&%'SW,)'T T%8% 8)%7.6"..",7
.;.8&6. #$%77&' R7,W'&TV& ". 7,8 a priori %:%"'%-'& -(8
$%. 8, -& ,-8%"7&T -; #$%77&' &.8"6%8",7 %'V,)"8$6. ]H^*
]I^> [. % #,7.&\(&7#& ,3 8$".* (.(%''; 7,8 H -(8 % 6,)&
,) '&.. %##()%8& &.8"6%8& Ĥ ,3 H ". %:%"'%-'& %8 8$&
8)%7.6"88&)> U7 8$". .&#8",7 8$& 2&)3,)6%7#& T&V)%T%8",7
". %7%';c&T W$"#$ )&.('8. -; (."7V Ĥ "7.8&%T ,3 H W$&7
a posteriori %Tg(.8"7V M "7 8$& 8)%7.6"88&)>
1&7&)%'';* 8$& #$%77&' 6%8)"A &.8"6%8& Ĥ #%7 -& #,7S
."T&)&T %. 8$& .(6 ,3 8$& 8)(& #$%77&' 6%8)"A H %7T 8$&
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#$%77&' &.8"6%8",7 &)),) 6%8)"A
E =
(
Ei,j
)
, i = 1 . . .KKM, j = 1 . . .KB, YBJZ
8$%8 ".
Ĥ = H + E. YBHZ
[. 8$& 8)%7.6"88&) T,&. 7,8 R7,W 8$& #$%77&' &.8"6%8",7
&)),) 6%8)"A E* 8$& &'&6&78. E i,j ,3 E #%7 ,7'; -& 8)&%8&T
%. )%7T,6 :%)"%-'&.> U7 8$& 3,'',W"7V "8 ". %..(6&T 8$%8
8$&.& )%7T,6 :%)"%-'&. E i,j
• %)& (7#,))&'%8&T*
• $%:& c&), 6&%7*
• $%:& (7#,))&'%8&T* "T&78"#%''; T".8)"-(8&T )&%' %7T
"6%V"7%); 2%)8.*
• %)& "7T&2&7T&78 ,3 n %7T d* %7T
• %)& "T&78"#%''; T".8)"-(8&T>
+$&7* 8$& .&#,7T ,)T&) .8%8".8"#%' 2),2&)8"&. ,3 8$& &'&S
6&78. Ei,j ,3 E %)& 8,8%''; T&.#)"-&T -; 8$& :%)"%7#&
E
E
{
Ei,jE
∗
i,j
}
= σ2h, i = 1 . . .KKM, j = 1 . . .KB, YBIZ
,3 8$& #$%77&' &.8"6%8",7 &)),). E i,j > +$& %-,:& 6&7S
8",7&T )&\(")&6&78. %)& (.(%''; 3('!''&T* &.2&#"%''; "3
2"',8S%"T&T g,"78 #$%77&' &.8"6%8",7 ]I^ ". %22'"&T> @&."T&.*
"7 8$". ."8(%8",7* "3 8$& 7,".& &33&#8":& T()"7V #$%77&'
&.8"6%8",7 ". 1%(.."%7* 8$& )&%' %7T "6%V"7%); 2%)8. ,3
Ei,j .%8".3; 8$& .%6& 1%(.."%7 2),-%-"'"8; T".8)"-(8",7> U7
8$& 3,'',W"7V #,7."T&)%8",7. 8$". %..(628",7 W"'' 7,8 -&
V&7&)%''; 6%T&* -(8 ,7'; W$&7 &A2'"#"8'; .8%8&T>
4.2 Analytical performance evaluation
U3 Ĥ ,3 YBHZ ". (.&T 8, a posteriori %T%28 M ,3 YHZ* YODZ
$%. 8, -& )&W)"88&7 %.
M˜ =
(
D (H+E)
)H(
D (H+E) (H+E)H DH
)−1
. YBPZ
+$& 8"'T& (.&T "7 YBPZ %7T ,8$&) &\(%8",7. "7 8$& 3,'',W"7V
"7T"#%8&. 8$%8 8$& )&.2&#8":& \(%78"8; V,&. -%#R 8, 8$&
"62&)3&#8 &.8"6%8& Ĥ ,3 8$& #$%77&' 6%8)"A H> M˜ ,3 YBPZ
#%7 V&7&)%''; -& )&2)&.&78&T -; %7 "7!7"8& +%;',) .&)"&.
%),(7T 8$& T&:&',26&78 2,"78
E0 = 0. YBEZ
+$&7*
M˜=(D H)H R−1B +
KKM∑
i=1
KB∑
j=1
[
∂M˜
∂Re
{
Ei,j
}∣∣∣∣∣
E=0
Re
{
Ei,j
}
+
∂M˜
∂Im
{
Ei,j
}∣∣∣∣∣
E=0
Im
{
Ei,j
}]
+O(E2) YDCZ
$,'T.* W$&)& O(E2) T&7,8&. $"V$&)S,)T&) &'&6&78. ,3 8$&
+%;',) .&)"&.> U3 W& #,7."T&) .6%'' #$%77&' &.8"6%8",7 &)S
),). G %7T 8$". $%. 8, -& 8$& #%.&* -&#%(.& W& %)& 3,#(."7V
,7 $"V$ Xe0. %8 8$& "72(8 ,3 8$& !+. %7T ',W -"8 &)),)
2),-%-"'"8"&. Pb,n ,3 YBCZ* W$"#$ #%7 ,7'; -& %#$"&:&T
"3 8$& #$%77&' &.8"6%8",7 &)),). %)& .6%'' #,62%)&T 8,
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On the impact of imperfect channel knowledge on
transmit zero forcing based receiver oriented
multi-user MIMO transmission
Michael Meurer, Tobias Weber
Abstract
In conventional transmission schemes the transmitter algorithms are a priori given, whereas the
algorithms to be used by the receivers have to be a posteriori adapted. Such schemes can be termed
transmitter (Tx) oriented. The opposite to Tx orientation would be receiver (Rx) orientation, in which
the receiver algorithms are a priori given, and the transmitter algorithms have to be a posteriori adapted
under consideration of channel knowledge. A question still open concerns the impact of imperfect
channel knowledge on the transmission quality of Rx oriented data transmission, especially if radio
transmission systems with multi-antennas both at the transmitter and receiver are considered. In the paper,
after the introduction of adequate models for such MIMO (Multiple Input Multiple Output) systems,
this question is analytically studied. To that purpose closed form expressions for signal-to-noise-plus-
interference-ratios and bit error probabilities are derived which show a good match to simulation results.
Index Terms
Receiver orientation, imperfect channel state information, transmit zero-forcing, MIMO
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I. INTRODUCTION
In conventional transmission schemes the transmitter (Tx) algorithms are a priori given and made
known to the receivers (Rx), whereas the algorithms to be used by the receivers are a posteriori
adapted, possibly under consideration of channel information. For this approach the authors have
coined the term Tx orientation [1]. The opposite to Tx orientation is Rx orientation, in which
the receiver algorithms are a priori given and made known to the transmitter, and the transmitter
algorithms, again possibly under consideration of channel information, are a posteriori adapted
correspondingly. It was not before the 1990s that the first ideas of Rx orientation came up [2]–[7].
It took another couple of years to clearly formulate this rationale in 2000 [8]. From then on it
attracted broader attention so that a systematical study could begin. This late perception of Rx
orientation is astonishing, because this approach offers some quite interesting advantages [1]:
• The a priori determined receiver algorithms can be chosen with the aim to obtain particularly
simple receiver structures. Therefore, if we consider mobile radio systems, the quasi natural
choice in the downlink (DL) would be Rx orientation, because this leads to low cost receivers
at the mobile terminals (MTs) [8].
• Channel information is only required at the transmitter, i.e., if we focus on the downlink of a
mobile radio system, at the access point (AP). Therefore, no downlink transmission resources
have to be sacrificed for training signals, and no channel estimators are required at the MTs.
Both Tx orientation and Rx orientation have in common that at the receivers or at the transmitter,
respectively, channel knowledge has to be used. This channel knowledge is a priori not available
but has to be made available at the receivers or at the transmitter, respectively, by channel estimation
[9], [10]. By this procedure in general only imperfect channel knowledge can be made available for
further signal processing. For Tx oriented data transmission the impact of such imperfections onto
the performance of the data transmission has been well-studied [9], [10]. However, for Rx oriented
data transmission this impact is still an open question, which is still not satisfactorily answered.
In [3] a special SISO (single input single output) system is considered and it is shown by few
simulations which impact imperfect channel measurements have onto the transmission quality in
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the considered special scenario. The focus of [6] still lies on a special SISO system but, in contrast
to [3], the impact of out-dated channel knowledge onto the transmission quality is discussed. Out-
dated channel knowledge is a severe problem if the mobile radio channels are time-variant and the
time elapsing between channel estimation and data transmission is not sufficiently small compared
to the coherence time of the mobile radio channels. In [11] these simulation based insights are
extended to MISO (multi input single output) systems, still focusing on the same special scenario.
In all three contributions [3], [6] and [11] no generally valid analysis is presented which allows to
apply the obtained simulation results to a large variety of scenarios. A somewhat more general view
on MIMO (multiple input multiple output) configurations, where Rx oriented data transmission is
applied, is presented in [12], [13] and [14]. These contributions, especially [13] and [14], focus
on the fact that imperfect channel knowledge may go back to a feedback scheme which only
allows to track slowly varying channel properties. A more basic information theoretic perspective
of the same topic for MIMO systems is given in [15]. However, in none of the three contributions
[13]–[15] other kinds of channel knowledge imperfections than those due to feedback restrictions
are considered. Especially, an analytical performance evaluation of Rx oriented transmission is not
available. Therefore, in [16] the authors of this contribution gave a first brief analytical answer
to the question raised above. In this paper these insights are deepened and extended aiming at a
more fundamental view, i.e., we do not focus on the reason of imperfect channel knowledge like
out-dated channel estimation but on the fact itself. The focus of the analysis lies on linear Rx
oriented transmission based on the Transmit Zero Forcer (TxZF) [1], [14], [17].
The paper is organized as follows: In Section II a generic model of linear MIMO transmission
systems is developed. The topic of Section III is the detailed description of the rationale Rx
orientation with special emphasis on the linear algorithm TxZF [1]. The crux of this paper is
concentrated in Section IV, where the influence of imperfect channel knowledge on the performance
of the linear algorithm introduced in Section III is scrutinized. Section V illustrates and deepens
the insights of Section IV for an exemplary scenario. The investigations are performed in the
time discrete equivalent low pass domain under utilization of a vector-matrix representation [1].
Consequently, signals and system components are represented by complex vectors or matrices,
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respectively, which are printed in bold face. In the analysis, [·]n×m designates the element in the
n-th row and m-th column of the matrix in brackets, [·]n stands for the n-th row of the matrix or
the n-th element of the vector in brackets and ‖ · ‖ denotes the Euclidean norm. Moreover, the
operation diag(·) yields a copy of a square matrix with the diagonal elements being set to zero.
II. GENERIC MODEL OF LINEAR MIMO TRANSMISSION SYSTEMS
We consider a situation, where an AP supports K MTs k, k=1 . . .K. The AP is equipped with
KB transmit antennas, and each of the K MTs employs KM receive antennas. Therefore, each link
between the AP and one of the K MTs constitutes a MIMO structure, and the total system is a
multi-user MIMO broadcast structure. We further assume that the radio channel between the AP
and each MT k, k=1 . . .K, is a flat blockfading MIMO channel. N data symbols d(k)n , n=1 . . . N ,
taken from a finite symbol alphabet V have to be transmitted from the AP to each MT k, k=1 . . .K.
These N data symbols are arranged in the MT specific data vector
d(k) =
(
d
(k)
1 . . . d
(k)
N
)T
∈ VN . (1)
The K MT specific data vectors d(k), k=1 . . .K, of (1) are stacked to the total data vector
d =
(
d(1)
T
. . .d(K)
T
)T
=
(
d1 . . . dNt
)T
∈ VNt, Nt = KN. (2)
d of (2) is assumed to be wide sense stationary with zero mean and the covariance matrix
Rd = E
d
{
d dH
}
= EdI
(Nt). (3)
By linear modulation based on d of (2) a transmit signal t of dimension KB is generated. The
modulation process is described by a KB ×Nt-matrix M termed modulator matrix [8], i.e.,
t = Md. (4)
The MIMO channel between the AP and MT k, k=1 . . .K, is assumed to be linear. Therefore,
the MT specific noise-free received signal e(k) at the MT k, k=1 . . .K, of dimension KM is a
linear function of the transmit signal t, i.e., with the MT specific channel matrix H(k) ∈ CKM×KB
e(k) = H(k)t (5)
holds. Taking the noise n(k) at the input of MT k, k=1 . . .K, into account, one obtains
r(k) = e(k) + n(k) = H(k)t+ n(k) (6)
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for the MT specific received signal and
r =
(
r(1)
T
. . . r(K)
T
)T
=
(
H(1)
T
. . .H(K)
T
)T
︸ ︷︷ ︸
H
t+
(
n(1)
T
. . .n(K)
T
)T
︸ ︷︷ ︸
n
∈ CKKM (7)
for the total received signal [8]. Substituting (4) in (7) yields
r = HMd+ n. (8)
H in (8) is termed (total) channel matrix. n of (7) and (8), which is termed (total) noise signal,
is assumed to be Gaussian, wide sense stationary with zero mean, independent of d of (2), and to
have the covariance matrix
Rn = E
n
{
n nH
}
. (9)
At MT k, k=1 . . .K, the received signal r(k) of this MT, see (6), is fed to a MT specific
demodulator in order to obtain a value-continuous estimate d̂
(k)
of d(k) of (1). The estimate d̂(k)
is fed to a decision unit to map the value-continuous estimates d̂
(k)
n of the data symbols d(k)n ,
n = 1 . . . N , onto valid elements of the symbol alphabet V. In the case of linear demodulation
considered in this paper, the demodulation process performed at MT k, k=1 . . .K, is described
by a MT specific demodulator matrix D(k) of dimension N ×KM as follows [1]:
d̂
(k)
=
(
d̂
(k)
1 . . . d̂
(k)
N
)T
= D(k)r(k). (10)
By properly stacking the K equations (10), we obtain with (2) and (7)
d̂ =
(
d̂
(1)T
. . . d̂
(K)T
)T
=
(
d̂1 . . . d̂Nt
)T
= blockdiag
(
D(1) . . .D(K)
)
︸ ︷︷ ︸
D
r. (11)
D of (11) has the dimension Nt×KKM and is termed (total) demodulator matrix. Substituting (8)
in (11) yields
d̂ = DHMd+Dn. (12)
The system model described above is summarized in Fig. 1. A brief recapitulation of the most
important quantities can be found in Table I.
According to (3) and (4) the mean radiated energy invested for the data symbol dn , n=1 . . . Nt,
becomes
Tn =
∥∥[MT]
n
∥∥2 Ed = [MHM]n,n Ed. (13)
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By averaging over all Nt data symbols dn, n=1 . . . Nt, we obtain the mean radiated energy
T =
1
Nt
Nt∑
n=1
Tn =
Ed
Nt
trace
{
MH M
} (14)
per data symbol. The estimate d̂n of the transmitted data symbol dn consists of the sum of a useful
part
duse,n = E
d,n
{
d̂n
∣∣∣ dn} = [DHM]n,n dn, (15)
of an interference part
dint,n =
[
diag (DHM)d
]
n
, (16)
and of a noise part
dnoise,n = [Dn]n , (17)
see also [16]. In (16) and (17) the terms in brackets are column vectors. To evaluate the impact
of the interference part dint,n of (16) and of the noise part dnoise,n of (17) on the data estimate d̂n,
the estimation error
! = d̂− (duse,1 . . . duse,Nt)T = d̂− diag (DHM)d = diag (DHM)d +Dn (18)
is considered. d of (2) and n of (7) are random vectors with the above explained statistical
properties, c.f. (3) and (9). Therefore, ! of (18) is also a random vector. Setting out from (3)
and (9), ! has zero-mean and the covariance matrix
R ! = E
d,n
{
! !H
}
=
[
diag (DHM)
(
diag (DHM)
)H]
Ed︸ ︷︷ ︸
interference
+DRn D
H︸ ︷︷ ︸
noise
. (19)
A concise and obvious quality measure for the estimates d̂n of (10) are the signal-to-noise-plus-
interference-ratios (SNIR) γo,n which are based on R ! of (19) [16]. With (3), (9), (15), (16), (17)
and (19) we obtain [16]
γo,n=
E
d,n
{∣∣duse,n∣∣2}
E
d,n
{∣∣dnoise,n∣∣2}+E
d,n
{∣∣dint,n∣∣2}=
∣∣∣[DHM]n,n∣∣∣2Ed
[R !]n,n
=
∣∣∣[DHM]n,n∣∣∣2 Ed[
DRn D
H
]
n,n
+
∥∥[ diag (DHM)]
n
∥∥2Ed. (20)
III. RECEIVER ORIENTED TRANSMISSION
A. Fundamentals
As already mentioned in Section I, in Rx oriented transmission the receiver algorithms, i.e., the
MT specific demodulator mactrices D(k), k=1 . . .K , of (10) and, therefore, the total demodulator
matrix D of (11) are a priori chosen. On the other hand, the transmitter algorithms, i.e., the
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modulator matrix M of (4), is a posteriori adapted under consideration of these demodulator
matrices and channel information, here represented by the channel matrix H of (7). Approaches
meanwhile quite well known to adjust M based on H and D are the Transmit Matched Filter
(TxMF) [1], [14] – also known as pre-rake [2], [5] – and the Transmit Zero Forcer (TxZF) [1],
[4], [14]. Other options for Rx orientation are various kinds of Transmit Minimum Mean Square
Error Modulators (TxMMSE) as, e.g., published in [14]. In this paper only the TxZF is considered,
because this choice for adjusting M is especially favorable if high signal-to-noise-ratios (SNRs) at
the input of the MTs are considered and results in a lower complexity than the TxMMSE [14].
B. Performance analysis of the Transmit Zero Forcer
For the TxZF the modulator matrix is a posteriori determined as follows [8], [1]:
M = (DH)H
[
DH (DH)H
]︸ ︷︷ ︸
RB
−1
. (21)
If M is chosen according to (21) the data transmission is unbiased, i.e., all diagonal elements of
DHM are equal to one. Setting out from (21) and still having in mind that we assume that both H
and D are perfectly known at the transmitter, the basic behaviour of TXZF based data transmission
can be studied by taking a two-step procedure: In a first step, the quality of the data estimate d̂
of (11) described by the covariance matrix R ! of (19) of the estimation error ! of (18) has to be
studied. In a second step the mean symbol specific transmit energies Tn, n=1 . . . Nt, of (13) have
to be considered. With (21), (19) yields
R ! = DRnD
H, (22)
i.e., the interference term in (19) vanishes. Substituting (21) and (22) in (20), the SNIR γo,n obtained,
if TxZF is applied, reads
γo,n =
Ed[
DRn D
H
]
n,n
. (23)
(23) allows the following conclusions:
• Changes of the channel matrix H have no influence on γo,n of (23) as long as (21) is fulfilled
and D, Ed and Rn are kept constant, because noise is the only performance limiting effect.
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• γo,n is proportional to Ed.
• Scaling the n-th row of the demodulator matrix D by a factor β results in multiplying γo,n by
a factor of 1/β2.
• For fixed D, Ed, Rn and under the requirement of unbiased data transmission, TxZF maximizes
γo,n. The reason for this behaviour is that the TxZF totally eliminates interference [1].
Reflecting the observations made above, one may get the impression that TxZF always shows an
optimum behaviour with respect to γo,n of (23) and the constraints mentioned in the last of the
above items. This conclusion is correct. However, the price to be paid to achieve this goal has to
be kept in mind: the mean symbol specific transmit energies Tn, n=1 . . . Nt, of (13) may get very
large. Therefore, in the following these mean symbol specific transmit energies Tn, n= 1 . . . Nt,
are studied to clarify the influence of D and H on Tn. Substituting (21) in (13) yields [8]
Tn =
[
R−1B
]
n,n
Ed, n=1 . . . Nt. (24)
One observes that the mean symbol specific transmit energies Tn, n = 1 . . .Nt, depend on the
scaling of H and D. Therefore, even if γo,n of (23) does not depend on H, Tn of (24) massively
changes if H is changed. Consequently, to fairly assess the quality of the data estimate d̂ in a Rx
oriented data transmission system Ed in (23) has to be expressed as a function of Tn leading to
γo,n =
Tn[
R−1B
]
n,n
[
DRn D
H
]
n,n
. (25)
In the special case of QPSK symbol modulation the above described observation allows to find
a closed analytical expression for the bit error probability of the two bits being carried by data
symbol dn. As shown above, in the case of the TxZF the only disturbing component of d̂n is
dnoise,n. dnoise,n satisfies a Gaussian distribution. Therefore, the bit error probability of the two bits
combined in data symbol dn, n=1 . . . Nt, becomes [18]
Pb,n =
1
2
erfc
⎛⎜⎝√√√√ Tn
2
[
R−1B
]
n,n
[
DRn D
H
]
n,n
⎞⎟⎠ . (26)
(26) allows a tradeoff between the invested mean symbol specific transmit energy Tn of (24) and
the resulting bit error probability Pb,n. In the special case of white additive Gaussian noise, i.e., if
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Rn is equal to σ2I(KKM), a fair evaluation of Rx oriented data transmission systems can be done
by analyzing the bit error probability Pb,n as a function of the ratio
γi,n =
Tn
σ2
, n=1 . . . Nt, (27)
of the mean symbol specific transmit energy Tn and the noise variance σ2. γi,n of (27) is termed
pseudo-SNR (PSNR) of data symbol dn. With γi,n of (27) for the SNIR γo,n of (25) follows
γo,n =
γi,n[
R−1B
]
n,n
[
DDH
]
n,n
, (28)
which allows to further simplify (26) to
Pb,n =
1
2
erfc
⎛⎜⎜⎝
√√√√ γi,n
2
[
R−1B
]
n,n
[
DDH
]
n,n
⎞⎟⎟⎠ (29)
IV. INFLUENCE OF IMPERFECT CHANNEL KNOWLEDGE ON THE
TRANSMISSION PERFORMANCE: THE GENERAL CASE
A. Model and assumptions
In Section III it was assumed that the transmitter has perfect knowledge of the demodulator
matrix D and of the channel matrix H, while a posteriori adapting the modulator matrix M.
Unfortunately, in real-world data transmission systems channel knowledge is not a priori available
but has to be obtained by channel estimation [9], [10]. As a consequence, usually not H but a more
or less accurate estimate Ĥ of H is available at the transmitter. In this section the performance
degradation is analyzed which results by using Ĥ instead of H when a posteriori adjusting M in
the transmitter.
Generally, the channel matrix estimate Ĥ can be considered as the sum
Ĥ = H+ E (30)
of the true channel matrix H and the channel estimation error matrix
E =
(
Ei,j
)
, i = 1 . . .KKM, j = 1 . . .KB. (31)
As the transmitter does not know E, the elements E i,j of E can only be treated as random variables.
In the following it is assumed that these random variables E i,j
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• are uncorrelated and identically distributed with zero mean,
• have uncorrelated, identically distributed real and imaginary parts and
• are independent of n and d.
Then, the second order statistical properties of E i,j are totally described by their variance
E
E
{
Ei,jE
∗
i,j
}
= σ2h, i = 1 . . .KKM, j = 1 . . .KB. (32)
The above mentioned requirements are usually fulfilled, especially if pilot-aided joint channel
estimation [9], [10] is applied. Besides, in this situation, if the noise effective during channel
estimation is Gaussian, the real and imaginary parts of E i,j satisfy the same Gaussian probability
distribution. In the following considerations this assumption will not be generally made, but only
when explicitly stated.
B. Analytical performance evaluation
If Ĥ of (30) is used to a posteriori adapt M of (4), (21) has to be rewritten as
M˜ =
(
D (H+E)
)H(
D (H+E) (H+E)HDH
)−1
. (33)
The tilde used in (33) and other equations in the following indicates that the respective quantity
goes back to the imperfect estimate Ĥ of the channel matrix H. M˜ of (33) can generally be
represented by an infinite Taylor series around the development point 0. Then,
M˜=(DH)HR−1B +
KKM∑
i=1
KB∑
j=1
[
∂M˜
∂Re
{
Ei,j
}∣∣∣∣∣
E=0
Re
{
Ei,j
}
+
∂M˜
∂Im
{
Ei,j
}∣∣∣∣∣
E=0
Im
{
Ei,j
}]
+O(E2) (34)
holds, where O(E2) denotes higher-order elements of the Taylor series. If we consider small channel
estimation errors – and this has to be the case, because we are focusing on high SNRs at the input
of the MTs and low bit error probabilities Pb,n of (26), which can only be achieved if the channel
estimation errors are small compared to the elements of H –, i.e., if σ2h is small compared to the
components of H, M˜ can be well approximated by (34), even if the Taylor series is truncated after
the linear terms [16], i.e.,
M˜≈(DH)HR−1B +
KKM∑
i=1
KB∑
j=1
[
∂M˜
∂Re
{
Ei,j
}∣∣∣∣∣
E=0
Re
{
Ei,j
}
+
∂M˜
∂Im
{
Ei,j
}∣∣∣∣∣
E=0
Im
{
Ei,j
}]
. (35)
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The calculation of the derivatives in (35) can be found in Appendix I. Using the results obtained
therein, (35) can be rewritten as
M˜= (DH)HR−1B + E
HDHR−1B− (DH)HR−1B
(
DEHHDH+DHEHDH
)
R−1B . (36)
Using M˜ of (36), the performance of the Rx oriented data transmission based on TxZF is studied
in the following, in a way analog to the procedure in Subsection III-B. With M˜ of (36) one can
calculate the estimate ˜̂
d = d−DEHH DHR−1B d+Dn (37)
of (12), but now taking the imperfect channel knowledge into account. If E and n change randomly,
but the data symbol dn is fixed, then the estimate
˜̂
dn also changes randomly. (37) allows the
conclusion that in this situation
E
E,n
{˜̂
dn
∣∣∣∣ dn} = dn (38)
holds. This means that even if the channel matrix H is not perfectly known, the estimate ˜̂dn of dn,
n=1 . . .Nt, is still unbiased, see the consideration in Subsection III-B. Setting out from (37) and
(38) the estimation error
!˜ = ˜̂d− d = −DEHHDHR−1B d+ Dn. (39)
of (18) is recalculated. !˜ of (39) describes the estimation error, if
• not H but Ĥ is used at the transmitter and
• the noise n is present at the input of the MTs, see Fig. 1.
With !˜ of (39)
R˜ ! = DRnD
H︸ ︷︷ ︸
R˜ !,n
+DDH · σ2hEdtrace
{
R−1B
}︸ ︷︷ ︸
R˜ !,i
. (40)
follows for the covariance matrix R˜ ! of (19). The proof of (40) can be found in Appendix II. The
result in (40) allows several conlusions:
• The estimation errors due to noise and imperfect channel knowledge are uncorrelated. Therefore,
the covariance matrix R˜ ! is a superpostition of a partial matrix R˜ !,n related to noise and a partial
matrix R˜ !,i related to imperfect channel knowledge.
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• R˜ !,n is identical to R ! of (22) obtained in Section III for the case of perfect channel knowledge.
• The structure of the partial matrix R˜ !,i is only determined by the structure of D of (11).
• R˜ !,i is proportional to σ2h of (32) and Ed of (3). Therefore, the lower the accuracy of Ĥ, the
larger the absolute values of the elements of R˜ !,i.
• The scaling of R˜ !,i does not only depend on the statistical properties of the channel estimation
error matrix E, but also on the channel under consideration itself.
To describe the quality of the obtained estimate ˜̂d of (37) in a concise form, one can resort to the
SNIR γ˜o,n of (20). Using (38) and (40), (20) yields
γ˜o,n =
Ed[
DRn D
H
]
n,n
+
[
DDH
]
n,n
· σ2hEdtrace
{
R−1B
} . (41)
In analogy to the procedure in Subsection III-B, the mean symbol specific transmit energies Tn,
n = 1 . . .Nt, of (13) are studied in the following. Having in mind that we are now considering
the case of imperfect channel knowledge, where an additional random quantity E comes into the
play, the definition of the mean symbol specific transmit energy Tn, n = 1 . . .Nt, of (13) has to
be thought about again: M˜ is a function of E. Therefore, according to (13), Tn would also be a
function of E and, consequently, a random variable with a certain distribution. In the following we
are only interested in the expectation
T˜n = EdE
E
{[
M˜
H
M˜
]
n,n
}
= Ed
[
E
E
{
M˜
H
M˜
}]
n,n
(42)
with respect to E of this random variable which, for reasons of simplicity, is referred to as mean
symbol transmit energy T˜n in the following. Using M˜ of (36) and the definition of T˜n of (42) one
obtains after some calculations detailed in Appendix III
T˜n =
[
R−1B
]
n,n
[
1 + σ2htrace
{
R−1B DD
H
}]
Ed +
[
R−1B DD
HR−1B
]
n,n
· σ2h(KB −Nt)Ed. (43)
Comparing Tn of (24) and T˜n of (43) the ratio
T˜n/Tn = 1 + σ
2
htrace
{
R−1B DD
H
}
+
[
R−1B DD
HR−1B
]
n,n[
R−1B
]
n,n
· σ2h(KB −Nt) (44)
can be introduced, which describes the extent to which the mean symbol specific transmit energy Tn
is influenced, when coming from the case of perfect channel knownledge to the case of imperfect
channel knowledge at the transmitter. (44) allows some quite interesting conclusions:
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• T˜n/Tn is always larger than or equal to one. Therefore, – if the assumptions for E made in
Subsection IV-A hold and if unbiased TxZF based data transmission is considered – in the
case of imperfect channel knowledge always higher mean symbol specific transmit energies T˜n,
n=1 . . .Nt, are needed than in the case of perfect channel knowledge.
• The relative increase T˜n/Tn−1 is proportional to the variance σ2h of the elements of the channel
estimation error matrix E of (31) and, moreover, depends on the considered channel matrix H
and the chosen demodulator matrix D.
A question still open is the interdependence between the mean symbol specific transmit energy T˜n
of (43) and the quality of the estimate ˜̂d of (37). To describe this quality, the SNIR γ˜o,n of (41) is
an appropriate measure. Using (43) to substitute Ed in (41), the SNIR γ˜o,n of (41) reads
γ˜o,n = T˜n
/([
DRn D
H
]
n,n
( [
R−1B
]
n,n
·
[
1 + σ2htrace
{
R−1B DD
H
} ]
+
[
R−1B DD
HR−1B
]
n,n
·σ2h(KB −Nt)
)
+
[
DDH
]
n,n
σ2hT˜ntrace
{
R−1B
})
. (45)
(45) shows an important difference to γo,n of (23) obtained for the case of perfect channel knowl-
edge: even if T˜n is very large – or mathematically speaking if T˜n goes towards infinity –, γ˜o,n of
(45) is limited by the upper bound
γ˜ ∞o,n = lim
T˜n→∞˜
γo,n =
1[
DDH
]
n,n
σ2htrace
{
R−1B
} . (46)
γ˜∞o,n of (46) depends on the variance σ2h of the elements Ei,j of E – and, therefore, the quality of the
estimate Ĥ of the channel matrix H –, on the channel matrix H itself and on the demodulator matrix
D. If we further assume that the elements E i,j of E satisfy a Gaussian probability distribution –
and this is the case if joint channel estimation in the sense of Subsection IV-A is applied to obtain
Ĥ –, then based on (45) the bit error probability can be analyzed in a closed form. For reasons of
simplicity we consider again the case of QPSK symbol modulation introduced in Subsection III-B.
With the above mentioned assumptions the elements of the estimation error !˜ of (39) satisfy a
Gaussian probability distribution. Consequently, the bit error probability P˜b,n of the bits carried by
the data symbol dn, n=1 . . . Nt, can be immediately calculated using (45) to be
P˜b,n =
1
2
erfc
(√
γ˜o,n
2
)
. (47)
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With the observation that γ˜o,n is limited by the upper bound γ˜ ∞o,n of (46), P˜b,n is lower bounded
by the minimum bit error probability
P˜ ∞b,n = lim
T˜n→∞˜
Pb,n=
1
2
erfc
(√
1
2
[
DDH
]
n,n
σ2htrace
{
R−1B
}). (48)
For high T˜n, P˜b,n converges towards the lower bound P˜ ∞b,n of (48) resulting in an error-floor. This
observation is well known and understood for Tx oriented data transmission [9], [10], but up to now
still not analytically studied for Rx oriented data transmission. (47) and (48) are the first available
analytical answers to this question raised in Section I.
For the special case of white Gaussian noise n, which is already considered in Subsection III-B
and with the PSNR
γ˜i,n =
T˜n
σ2
, (49)
which is related to γi,n of (27), but which takes the mean symbol specific transmit energy T˜n of
(42) into account, P˜b,n of (47) reads
P˜b,n =
1
2
erfc
((
γ˜i,n
/(
2
[
DDH
]
n,n
( [
R−1B
]
n,n
· [1+σ2htrace{R−1B DDH}]+ [R−1B DDHR−1B ]n,n
·σ2h(KB−Nt)
)
+2
[
DDH
]
n,n
σ2hγ˜i,ntrace
{
R−1B
})) 12)
. (50)
Comparing (29) and (50) the degradation due to the imperfect knowledge of H at the transmitter
can be quantified: To achieve a certain bit error probability
Pb,n = P˜b,n (51)
in a situation with a fixed channel matrix H and fixed demodulator matrix D, on the one hand in
the case of perfect channel knowledge and, on the other hand, in the case of imperfect channel
knowledge, respectively, in general different PSNRs γi,n and γ˜i,n, respectively, are required. By
equating (29) and (50) it follows that in both cases the same bit error probability is obtained if
γ˜i,n =
([
R−1B
]
n,n
[
1 + σ2htrace
{
R−1B DD
H
}]
+
[
R−1B DD
HR−1B
]
n,n
σ2h(KB −Nt)
)
γi,n/([
R−1B
]
n,n
− σ2hγi,ntrace
{
R−1B
}) (52)
is chosen. (52) allows several conclusions:
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• γ˜i,n of (52) is always larger than γi,n. Therefore, as expected, imperfect channel knowledge only
leads to a degraded transmission quality or, equivalently, to an increased necessary PSNR γ˜i,n.
• Only if the denominator in (52) is positive, i.e., if[
R−1B
]
n,n
trace
{
R−1B
} > σ2hγi,n (53)
holds, a PSNR γ˜i,n can be found which leads in the case of imperfect channel knowledge to the
same bit error probability as the PSNR γi,n in the case of perfectly known channel matrix H.
The relation (52) can be considered as one of the central results of this paper. Because – setting
out from an Rx oriented transmission system where perfect channel knowledge is available and
a certain γi,n is utilized – this relation directly allows to calculate which increased γ˜ i,n has to be
invested to achieve the same transmission performance. Therefore, (52) quantifies the price to be
paid due to the imperfect channel knowledge – and this is the answer to one of the central questions
posed in this contribution.
V. INFLUENCE OF IMPERFECT CHANNEL KNOWLEDGE ON THE
TRANSMISSION PERFORMANCE: THE SPECIAL CASE
A. Model and assumptions
In Section IV basic relations between the performance of TxZF based Rx oriented transmission
and imperfect channel knowledge at the transmitter have been worked out. These results are quite
general and – as long as the assumptions described in Section IV hold – are valid for all kinds of
channels. In the further study these analytical results should be briefly illustrated for an exemplary
quite simple scenario and validated by some simulations. In the following, we look at the situation,
where we have KB equal to Nt transmit antennas at the AP, and in total Nt data symbols are
transmitted. Altogether the K MTs introduced in Section II are equipped with Nt receive antennas.
The demodulator matrices D(k) of the MTs k, k=1 . . .K, are chosen to be identity matrices, so
that the total demodulator matrix D also becomes the identity matrix of dimension N t ×Nt. The
total noise signal n of (7) over all receive antennas of the K MTs is assumed to be white with
the covariance matrix Rn introduced in Subsection III-B. To allow a fundamental analysis of the
dominant effect when considering imperfect channel knowledge, the channel matrix H is chosen
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according to the very simple parametric ρ-model introduced in [10] for basic studies, i.e.
H =
(
Hi,j
)
, H i,j =
⎧⎪⎨⎪⎩
1/
√
1 + (Nt − 1)x2, i = j,
x/
√
1 + (Nt − 1)x2, i = j,
, x∈ [−1 . . . 1[. (54)
It is well known that H of (54) massively differs from channel matrices describing real-world
channels. However, the authors have the opinion that using such a simple model, which allows to
analyze both channels with severe cross-talk –, i.e., |x| is close to one – and without cross-talk –,
i.e., x equal to zero – is favorable for basic studies. To describe the quality of the estimate Ĥ of
(30) the average signal-to-noise-ratio
γh =
1
Ntσ2h
(55)
of the individual elements of Ĥ is introduced.
B. Analytical performance evaluation
Using the assumption for D and Rn detailed above R˜ ! of (40) can be simplified to
R˜ ! =
(
σ2 + σ2hEdtrace
{(
HHH
)−1})
I(Nt). (56)
For the matrix product HHH in (56) follows with (54)
[
HHH
]
n,n′ =
⎧⎪⎨⎪⎩1, n = n
′,
ρ, n = n′,
n, n′ = 1 . . . Nt, ρ =
2x + (Nt − 2)x2
1 + (Nt − 1)x2 , 0 ≤ ρ ≤ 1, (57)
where ρ is the cross-correlation coefficient between two different rows of H of (54). The inverse
of
(
HHH
)
of (57) can be determined to be
[(
HHH
)−1]
n,n′
=
⎧⎪⎨⎪⎩
ξ︷ ︸︸ ︷
(1 + (Nt − 2)ρ)/(1 + (Nt − 2)ρ− (Nt − 1)ρ2), n = n′,
−ρ/(1 + (Nt − 2)ρ− (Nt − 1)ρ2), n = n′.
(58)
Substituting (55) and (58) in (56) yields for the covariance matrix
R˜ !=
(
σ2+
1
γh
Ed
1 + (Nt − 2)ρ
1 + (Nt − 2)ρ− (Nt − 1)ρ2
)
I(Nt) (59)
of the estimation error !˜ of (39). Using (59) the SNIR γ˜o,n at the output of the demodulator reads
γ˜o,n =
Ed
σ2+ 1
γh
Ed
1+(Nt−2)ρ
1+(Nt−2)ρ−(Nt−1)ρ2
. (60)
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For the case that a fixed Ed is considered, (60) allows the following conclusions:
• Increasing γh and decreasing σ2 leads to an increase of γ˜o,n.
• If the number Nt of data symbols is increased, γ˜o,n decreases – which is due to the fact that
one has to accept interference originating in an increasing number of data symbols if imperfect
channel knowledge is considered – and asymptotically converges to the lower bound
γ˜mino,n = lim
Nt→∞
γ˜o,n =
Ed
σ2 + 1
γh
1
1−ρEd
. (61)
• Increasing |ρ| results in a decrease of γ˜o,n.
As explained in detail in Section IV, γ˜o,n of (60) can only be obtained by – compared to the case
of perfect channel knowledge – an increased mean symbol specific transmit energy
T˜n = ξEd
(
1 +
1
γh
ξ
)
. (62)
For the factor T˜n/Tn of (44) describing this increase,
T˜n/Tn = 1 +
1
γh
1− (Nt − 2)ρ
1 + (Nt − 2)ρ− (Nt − 1)ρ2 (63)
holds. (63) implies the following consequences:
• T˜n/Tn is – as already stated in Section IV – always larger than or equal to one.
• T˜n/Tn decreases with increasing γh, i.e., the more accurate the estimate Ĥ of H, the less transmit
energy increase has to be accepted.
• For large Nt the ratio T˜n/Tn of (63) increases, converging to the asymptotic upper limit
lim
Nt→∞
T˜n/Tn = 1 +
1
γh
1
1− ρ. (64)
Using (49), (62) and ξ of (58) one obtains
γ˜o,n =
γ˜i,nγh
ξ(γ˜i,n + γh) + ξ2
(65)
for the SNIR of (60) at the output of the demodulator, where ξ is chosen according to (58). For
comparison,
γo,n =
γi,n
ξ
(66)
would be the output SNIR if perfect channel knowledge would be available, c.f. (25). (65) discloses:
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• If γ˜i,n is very large, then γ˜o,n converges to the upper limit γh/ξ.
• If γh increases, γ˜o,n of (65) also increases, converging towards the upper limit γ˜i,n/ξ, c.f. (66).
On the other hand, comparing (65) and (66) allows us an interesting insight into Rx oriented
transmission systems: We consider two Rx oriented transmission systems based on TxZF, where
in the first system (system 1) perfect channel knowledge is available at the transmitter, and we
achieve with a given γi,n a certain γo,n. The second system (system 2) suffers from imperfect
channel knowledge. Therefore, we achieve with a given γ˜i,n a certain γ˜o,n. Then, if we want to
achieve the same γo,n and γ˜o,n with both systems, we can express the necessary
γ˜i,n =
γi,n(γh + ξ)
γh − γi,n (67)
in system 2 as a function of γi,n in system 1. A sufficiently high γ˜i,n of (67) can only be found, if
γh is larger than γi,n. Considering (67) from a different point of view, one can find
γi,n =
γ˜i,nγh
γ˜i,n + γh + ξ
. (68)
γi,n of (68) is this PSNR of system 1 which is equivalent – with respect to γo,n and γ˜o,n, respectively
– to γ˜i,n in system 2. (68) is a quite interesting result, because for the considered case of small
channel estimation errors, see Subsection IV-B, where γh is high compared to ξ, the equivalent
PSNR γi,n of (68) is the harmonic mean of the PSNR γ˜i,n in the Rx oriented transmission system
with imperfect channel knowledge at the transmitter and the SNR γh of the estimate Ĥ of the
channel matrix H. Fig.2 shows the relation of (68) for x equal to 0.4 and Nt equal to 4. One can
observe that with increasing γ˜i,n the equivalent γi,n converges to an upper limit γh.
To complete the picture of the transmission quality in the exemplary Rx oriented data transmis-
sion system considered in this section, in the following an analysis of the bit error probability in the
respective system is presented. The aim of this study is, on the one hand, to get an impression of the
quality of the estimate ˜̂d of (37) in terms of bit error probabilities and, on the other hand, to allow
an assessment of the accuracy of the analytical expressions presented in this paper by comparing
analytically obtained results with simulation results. Considering again the case of QPSK symbol
modulation introduced in Subsection III-B and also used in Subsection IV-B, the bit error probability
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of the two bits combined in data symbol dn, n=1 . . . Nt, can be directly calculated based on (50),
leading to
P˜b,n =
1
2
erfc
(√
1
2
γ˜i,nγh
ξ(γ˜i,n + γh) + ξ2
)
. (69)
Figs. 3 and 4 show P˜b,n of (69) for Nt equal to 4 and x equal to 0.0 and 0.4, respectively. To get
an impression of the accuracy of the analytical results derived in this contribution also simulation
results are shown. These results follow from Monte-Carlo simulations comprising 100000 individual
experiments. In each experiment
• Ĥ is randomly generated according to (54) and (30),
• M˜ is calculated according to (33), i.e., no Taylor approximation is made,
• n and d are randomly generated according to the models defined in Section III and
• the number of erroneously detected bits and totally transmitted bits is logged.
The analytical results are depicted in Figs. 3 and 4 by lines, where the markers represent the
simulation results. Comparing the curves in Figs. 3 and 4, respectively, one observes that the Taylor
based analysis presented in this contribution yields a good approximation of the performance of
the Rx oriented transmission scheme under consideration. Although the above described example
is quite simple, it can be expected that – as long as the assumptions described in Section IV hold
– the observations made can be verified in more complex scenarios. It will be the topic of an
additional paper to clarify this aspect.
APPENDIX I
DERIVATION OF THE LINEAR TAYLOR EXPANSION OF M˜
In the following for E equal to 0 the derivatives ∂M˜/∂Re
{
Ei,j
}
and ∂M˜/∂Im
{
Ei,j
}
con-
tributing to (34) and (35) are derived. With (33) one obtains
∂M˜
∂Re
{
Ei,j
}∣∣∣∣∣
E=0
=
∂
(
(D(H+ E))H
)
∂Re
{
Ei,j
} ∣∣∣∣∣
E=0
R−1B + (DH)
H
∂
((
D(H+ E)(H+ E)HDH
)−1)
∂Re
{
Ei,j
} ∣∣∣∣∣
E=0
.
(70)
Using the notation
1i,j = (αµ,ν) , µ = 1 . . .KKM, ν = 1 . . .KB, αµ,ν =
⎧⎪⎨⎪⎩1 µ = i ∧ ν = j,0 else, (71)
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the first term in (70) reads
∂
(
(D(H+ E))H
)
∂Re
{
Ei,j
} ∣∣∣∣∣
E=0
= 1Hi,jD
H. (72)
Using the relation [19]
∂
(
A−1
)
∂z
= −A−1∂A
∂z
A−1, (73)
where A is a full-rank square matrix and z a real-valued scalar, the second derivative in (70) is
simplified to
∂
((
D(H+ E)(H+ E)HDH
)−1)
∂Re
{
Ei,j
} ∣∣∣∣∣
E=0
= −R−1B
(
D 1i,j H
HDH +DH 1Hi,jD
H
)
R−1B . (74)
Substituting (72) and (74) in (70) one obtains
∂M˜
∂Re
{
Ei,j
}∣∣∣∣∣
E=0
= 1Hi,jD
HR−1B − (DH)HR−1B
(
D 1i,j H
HDH +DH 1Hi,jD
H
)
R−1B . (75)
In analogy to (75) the derivative
∂M˜
∂Im
{
Ei,j
}∣∣∣∣∣
E=0
= −j1Hi,jDHR−1B − j (DH)HR−1B
(
D 1i,j H
HDH −DH 1Hi,jDH
)
R−1B (76)
can be calculated straight forward. Substituting (75) and (76) in (35) yields
M˜ ≈ (DH)HR−1B +
∑
∀i,j
1Hi,jE
∗
i,jD
HR−1B − (DH)HR−1B
(
D
∑
∀i,j
1i,jEi,jH
HDH
+DH
∑
∀i,j
1Hi,jE
∗
i,jD
H
)
R−1B , (77)
which is simplified to the desired result of (36).
APPENDIX II
DETERMINATION OF THE COVARIANCE MATRIX R˜ ! OF !˜
Setting out from (39) the covariance matrix R˜ ! of (19) reads
R˜ ! = E
d,E,n
{
DEHHDHR−1B d d
HR−1B DHE
HDH
}
+ E
d,E,n
{
Dn nHDH
}
= DRnD
H +D E
E
{
EHHDHR−1B RdR
−1
B DHE
H
}
DH. (78)
Using the relation
E
E
{
EHAE
}
= σ2htrace {A} · I(KB), (79)
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where A is a square matrix, (78) can be simplified to
R˜ !=D RnD
H+D DH · σ2htrace
{
HHDHR−1B RdR
−1
B DH
}
. (80)
With [19]
trace {ABC} = trace {BCA} , (81)
(80) yields
R˜ ! = DRnD
H +DDH · σ2htrace
{
R−1B Rd
}
. (82)
By substituting (3) in (82), one obtains (40).
APPENDIX III
DERIVATION OF THE MEAN TRANSMIT ENERGY T˜n
By substituting M˜ of (36) in (42) and considering that
E
E
{EAE} = E
E
{
EH AEH
}
= 0, (83)
the expectation in (42) can be rewritten as
E
E
{
M˜
H
M˜
}
= R−1B + E
E
{
R−1B DEE
HDHR−1B
}
+ E
E
{
R−1B DHE
HDHR−1B DEH
HDHR−1B
}
−E
E
{
R−1B DEH
HDHR−1B DHE
HDHR−1B
}
. (84)
Using (79) the expectation operations in (84) can be evaluated, leading to
E
E
{
M˜
H
M˜
}
= R−1B +R
−1
B D D
HR−1B · σ2hKB +R−1B · σ2htrace
{
DHR−1B D
}
−R−1B DDHR−1B · σ2htrace
{
HHDHR−1B DH
}
. (85)
Applying (81) and simplifying (85) one obtains
E
E
{
M˜
H
M˜
}
= R−1B
[
1 + σ2htrace
{
R−1B DD
H
} ]
+ R−1B DD
HR−1B · σ2h(KB −Nt). (86)
Considering the diagonal elements of (86), (43) follows.
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TABLE I
DIMENSIONS OF THE VECTORS AND MATRICES USED IN THE STRUCTURE OF FIG. 1
vector or matrix, resp. dimensions
d = (d1 . . . dNt)
T CNt×1
t =
(
t1 . . . tKB
)T
CKB×1
M CKB×Nt
H CKKM×KB
e CKKM×1
n CKKM×1
r CKKM×1
D CNt×KKM
d̂ CNt×1
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Fig. 1. Generic model of a linear multi-user MIMO transmission system with an additional decision unit
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Fig. 2. Relation between γ˜i,n of (49), γh of (55) and γi,n of (68) for Nt = 4 and x = 0.4
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Fig. 3. P˜b,n versus γ˜i,n for Nt = 4 and x = 0; comparison between simulation results ( ∗ ) and analytical results (—)
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Fig. 4. P˜b,n versus γ˜i,n for Nt = 4 and x = 0.4; comparison between simulation results ( ∗ ) and analytical results (—)
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Kapitel 7
Ausblick und Potential fu¨r
Weiterentwicklungen
7.1 Kanalorientierte Funkkommunikation
7.1.1 Vorbemerkung
Dieses Kapitel betrachtet mo¨gliche Weiterentwicklungen des Grundkonzepts der
Empfa¨ngerorientierung. Ein wesentlicher leistungsbegrenzender Faktor bei der
Empfa¨ngerorientierung besteht in der von Kanalzustandsinformation unabha¨ngigen A-
priori-Wahl der Empfa¨nger. Es gilt na¨mlich, daß aufgrund fehlender Kanalzustandsin-
formation an den Empfa¨ngern ein Adaptieren der Empfa¨nger an die sich bietenden zeit-
lichen und ra¨umlichen Eigenschaften der wirksamen relevanten Mobilfunkkana¨le nicht
mo¨glich ist. Daher ist es denkbar, daß die empfa¨ngerseitige mobilfunkkanalunabha¨ngige
Signalverarbeitung ausschließlich solche Komponenten des totalen Empfangssignals r
auswertet, die, je nach Mobilfunkkanal, senderseitig nur schwer, das heißt mit großer
totaler Sendeenergie T oder gar nicht beeinﬂußt werden ko¨nnen.
Optimale Verfahren der Funkkommunikation [FG98, Tel99] nutzen daher Kanalzu-
standsinformation sowohl auf der Senderseite als auch auf der Empfa¨ngerseite. Der-
artige optimale Verfahren sind jedoch bisher nur fu¨r Funkkommunikation der Grund-
architektur Punkt-zu-Punkt bekannt. Fu¨r Funkkommunikation der Grundarchitektur
Punkt-zu-Mehrpunkt — diese ist, wie bereits mehrfach dargelegt, im Falle der
Abwa¨rtsstrecke eines zellularen Mobilfunksystems gegeben — sind jedoch solche opti-
malen Verfahren nach Kenntnis des Verfassers nicht bekannt.
In der Literatur [JVP98, YR94, IF02b, MTWB01b, MTWB01a, BQT+03, MT03,
QTMJ03] wurden bereits suboptimale Verfahren vorgestellt, die das oben geschilderte
Problem durch beidseitiges Nutzen von Kanalzustandsinformation umgehen. Da bei
diesen Konzepten Kanalzustandsinformation auf beiden Seiten der Funku¨bertragung
verwendet wird und sich sowohl die Senderverarbeitung, siehe auch Abschnitt 1.1.2, als
auch die Empfa¨ngerverarbeitung, siehe auch Abschnitt 1.1.2, nach der Kanalzustands-
information zu richten haben, charakterisiert man derartige Funkkommunikation mit
dem Attribut kanalorientiert [BQT+03, BZT+03].
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7.1.2 Exemplarische Verfahren der kanalorientierten Funk-
kommunikation
Ausgehend von der in den Kapitel 1 bis 6 behandelten empfa¨ngerorientierten Funkkom-
munikation sollen in diesem Abschnitt Wege aufgezeigt werden, das Grundkonzept der
Empfa¨ngerorientierung in Richtung des Grundkonzepts der Kanalorientierung zu ent-
wickeln, um so die im vorherigen Abschnitt 7.1.1 dargelegten Probleme der ungu¨nstigen
A-priori-Wahl der Empfa¨nger zu umgehen.
In den folgenden Vero¨ﬀentlichungen [MTWB01b, BQT+03, QTMJ03] werden daher
• exemplarisch zwei prinzipielle Ausgestaltungsmo¨glichkeiten der kanalorientierten
Funkkommunikation aufgezeigt, die unmittelbar auf der in den Kapitel 1 bis 6
behandelten empfa¨ngerorientierten Funkkommunikation aufbauen, und
• anhand geeigneter Gu¨tekriterien dargelegt, welches Potential fu¨r Leistungsstei-
gerungen durch das Verfolgen der beschriebenen kanalorientierten Konzepte der
Funkkommunikation erschlossen wird.
Im Gegensatz zu dem aus Tabelle 1.2 bekannten Systemmodell werden in [MTWB01b]
einige wenige Gro¨ßen durch eine modiﬁzierte Notation beschrieben. Tabelle 7.1 listet
die wesentlichen Unterschiede in kompakter Form auf.
Tabelle 7.1. Wesentliche Unterschiede der Notationen nach Tabelle 1.2 und der
Notation nach [MTWB01b]
dargestellte Formelzeichen Formelzeichen nach
Gro¨ße nach Tab. 1.2 [MTWB01b]
totales Sendesignal t s
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[MTWB01b] Meurer, M.; Tro¨ger, H.; Weber, T.; Baier, P. W.: “Synthesis of joint detection (JD)
and joint transmission (JT) in CDMA downlinks”. IEE Electronics Letters, Bd. 37,
2001, S. 919–920.
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Abstract— The topic of the paper are mobile radio downlinks in
which an access point (AP) supports a number of mobile terminals
(MTs). As a special feature of the considered downlinks, both the AP
and each MT are equipped with multi-antennas so that each of the
partial downlinks from the AP to one of the MTs has a MIMO (Multi-
ple Input Multiple Output) structure, and the total downlink is of the
type multi-user MIMO. First a generic mathematical model for such
downlinks is developed, which allows the inclusion of frequency selec-
tive channels. Then, based on this model, receiver oriented multi-user
MIMO downlinks are introduced which are characterized by the fact
that, in contrast to conventional downlinks, the algorithms to be uti-
lized in the receivers are a priori determined, whereas the transmitter
algorithms result a posteriori based on the receiver algorithms and on
channel state information. The rationale behind receiver orientation
implies the opportunity to transfer implementation complexity from
the MTs to the AP and is especially suited for mobile radio systems
utilizing the duplexing scheme TDD (Time Division Multiplexing). A
favourable choice of the receiver algorithms is proposed, and the the-
oretical ﬁndings are completed by some illustrative simulation results.
I. INTRODUCTION
In the paper mobile radio downlinks are considered in
which an access point (AP) supports
 
mobile terminals
(MTs). As a special feature of the considered downlinks,
both the AP and each MT are equipped with multi-antennas
so that each of the
 
partial downlinks from the AP to one
of the
 
MTs has a MIMO (Multiple Input Multiple Out-
put) structure, and the total system constitutes a multi-user
MIMO downlink. As a further feature of the considerations,
linear transmission is assumed. The ﬁrst goal of the paper
is the development of a generic model for linear multi-user
MIMO downlinks, which also allows the inclusion of fre-
quency selective channels.
Conventional transmission schemes are transmitter ori-
ented, which means that the transmitter algorithms are a
priori given, whereas the algorithms to be used at the re-
ceivers have to be a posteriori adapted under consideration
of channel state information [1], [2]. In contrast to trans-
mitter orientation, in receiver oriented systems the receiver
algorithms are a priori given, and the transmitter algorithms,
again under consideration of channel state information, have
to be a posteriori adapted correspondingly. Recently, re-
ceiver oriented schemes have been proposed as promising
approaches for mobile radio downlinks which utilize the du-
plexing scheme TDD [3] – [11]. In such applications the
rationale receiver orientation may offer the following advan-
tages [3] – [11]:
 The a priori determined receiver algorithms can be chosen
with a view to arrive at particularly simple receiver struc-
tures. In this way, as compared to transmitter oriented
systems, complexity can be transferred from the MTs to
the AP.
 Channel information is only required at the AP. There-
fore, no downlink transmission resources have to be sac-
riﬁced for training signals, and no channel estimators are
required at the MTs.
To the authors knowledge, up to now linear receiver ori-
ented multi-user MIMO downlinks are not considered in lit-
erature. Therefore, the second goal of the paper is the de-
tailed description of such downlinks with special emphasis
on concepts termed Transmit Zero Forcing (TxZF) [12]. In
TxZF ISI (Intersymbol Interference) andMAI (Multiple Ac-
cess Interference) are a priori avoided in the MTs, and si-
multaneously the required transmit energies are minimized
[8], [9], [10], [11].
Further goals of the paper are the introduction of a per-
formance criterion for multi-user MIMO downlinks and a
proposal how to beneﬁcially choose the receiver algorithms
in the case of TxZF. The paper is completed by the presen-
tation and discussion of some simulation results.
II. MULTI-USER MIMO DOWNLINK MODEL
We consider a situation where an AP supports
 
MTs
  ,   	   
 
. The AP is equipped with
  
transmit an-
tennas, and each of the
 
MTs employs
  
receive anten-
nas. Fig. 1 illustrates this situation by a transmission model,
which will be explained and mathematically described in
what follows.
It is assumed that  data symbols have to be transmitted
from the AP to each MT   ,   	   
 
. The  data
symbols intended for MT   are arranged in the MT speciﬁc
data vector  
 

 

 
ﬁ
  


 
ﬂ ﬃ  (1)
of dimension  . The
 
MT speciﬁc data vectors
 
 
of
(1) are stacked to the (total) data vector



 
ﬁ

   
  "

 
ﬃ
 
 #

ﬁ
  
 $
  

"
ﬂ &
 
(2)
of dimension
 
 . By linear modulation based on

of
(2) a transmit antenna speciﬁc transmit signal '

 ( 
, 


[BQT+03] Baier, P. W.; Qiu, W.; Tro¨ger, H.; Jo¨tten, C. A.; Meurer, M.; Lehmann, G.: “Modelling
and optimization of receiver oriented multi-user MIMO downlinks for frequency selec-
tive channels”. Proc. 10th International Conference on Telecommunications (ICT’03),
Bd. 2, Papeete, 2003, S. 1547–1554.
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Fig. 1. Model of multi-user MIMO downlink
B D D D
G H
, of dimension I is generated for each of the
G H
transmit antennas. This linear modulation can be described
by the
G H
transmit antenna speciﬁc modulator matrices
K
L
M O P
, Q
H
R B D D D
G H
, of dimension I U W
G
X
Y as fol-
lows:
Z
L
M O P
R
[ \
L
M O P
ﬁ
D D D
\
L
M O P
^
ﬃ `
R
K
L
M O P
a b
Q
H
R B D D D
G H
D (3)
The
G H
equations of (3) can be stacked to form the equation
Z R
[
Z
L
ﬁ
P
`
D D D Z
L f
O P
`
ﬃ
`
R
[
K
L
ﬁ
P
` D D D
K
L f
O P
`
ﬃ
`
g h j k
K
a
R
K
a
D (4)
Z is termed (total) transmit signal and has the dimension
G H
I .
K
in (4) is termed (total) modulator matrix and has
the dimension W
G H
I
Y
U W
G
X
Y . Via (4) the
G
X compo-
nents of
a
of (2) are mapped on the
G H
I components of Z .
In what follows we assume
G H
I o
G
X
b
(5)
that is the data symbols
p q
of (2) are spread. This spreading
consists of a spatial and spectral component quantiﬁed by
G H
and I , respectively.
The frequency selective channel between the transmit an-
tenna Q
H
of the AP and the receive antenna Q
r
of MT s M is
characterized by the channel impulse response
t
L
M v M O v M w P
R
[ y
L
M v M O v M w P
ﬁ
D D D
y
L
M v M O v M w P
| ﬃ ` (6)
of dimension } . With this channel impulse response and
the dimension I of Z
L
M O P
of (3) the W I  }  B Y U I channel
convolution matrix

L
M v M O v M w P
R
[ 
L
M v M O v M w P

v 
ﬃ
b

R B D D D I  }  B
b 
R B D D D I
b

L
M v M O v M w P

v 
R 
 
y
L
M v M O v M w P
 
 
ﬁ
B 



 B  }
b

else
b
Q R B D D D
G
b
Q
H
R B D D D
G H
b
Q
r
R B D D D
G r
b
(7)
is established. In total
G G H G r
such matrices exist. With
the
G H
matrices

L
M v M O v M w P
obtained from (7) for Q
H
R
B D D D
G H
and for given values Q , Q
r
and with (4) the signal
received by antenna Q
r
of MT s M can be expressed as

L
M v M w P
R
f
O

M O  
ﬁ

L
M v M O v M w P
Z
L
M O P
R
[

L
M v
ﬁ
v M w P
D D D

L
M v
f
O v M w P
ﬃ
g h j k

L
M v M w P
Z
R

L
M v M w P
Z R

L
M v M w P
K
a
D (8)

L
M v M w P
has the dimension I  }  B . Stacking the
G r
signals 
L
M v M w P
, Q
r
R B D D D
G r
, of (8) received by MT s M
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yields the space-time receive signal
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(9)
of MT   .  

 
has the dimension
 
  ! # % '
( .  

 
and


 
of (9) are termed MT speciﬁc receive signal and
MT speciﬁc channel convolution matrix, respectively. The

signals  

 
, )  '   

, of (9) can be arranged in a
vector
 


 

ﬁ

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(10)
of dimension
  
  ! # % '
( .   and

of (10) are termed
(total) receive signal and (total) channel convolution matrix,
respectively. (10) describes the transmission model of Fig. 1
from the data input to receive antenna outputs.
At MT   the receive signal  

 
of this MT, see (9), is
fed to a demodulator in order to obtain an estimate 4


 
of 
 
of (1). In the case of linear demodulation considered
in this paper the demodulation process performed at MT  
can be described by a MT speciﬁc demodulator matrix 7

 
of dimension 8 : <
 
  ! # % '
( B as follows:
4


 
 7

 
 

 
 (11)
By properly stacking the

equations (11) we can obtain
with (2) and (10)
4

 D F G I K L M N P Q 7

ﬁ

   7
 
 S
 
 7
 
 (12)
7 of (12) has the dimension 

8
(
: <
  
  ! # % '
( B
and is termed (total) demodulator matrix. Substituting (10)
in (12) yields
4

 7
 
 Y
(13)
which describes the model of Fig. 1 from the data input to
the data output.
Up to now the noise free case is considered. If we now
assume that   of (10) is corrupted by an additive noise signal
Z

 [
ﬁ
  
[
 


]
^
_ ` ﬁ

ﬃ 
 (14)
of dimension
  
  ! # % '
( , then we obtain instead of
(13)
4

 7 
 

!
Z
(
 (15)
If we further assume stationary

and Z , we can determine
from (15) the signal-to-noise-plus-interference ratio (SNIR)
b
c
of the estimate 4
d c
of
d c
in (2). Let us designate by < e B f
the component
g
of the column vector in brackets and by
< e
B
f

f the diagonal element
g
of the square matrix in brackets.
Then, we obtain [1]
b
c
 i
i
i
< 7
 
B
c

c
i
i
i
j l m n
d c
n
j p
l m n
< 7
Z
B
c
n
j p
!
l m
i
i
q
L M N P  7
 
(
 s
c
i
i
j
p

(16)
III. NORMALIZATIONS
It would be desirable that the transmission model intro-
duced in Section II could be adjusted in the following re-
spects:
t Pre-determining of the transmit energies u
c
,
[

'   

8 , invested for the transmission of the data sym-
bols
d c
,
[
 '   

8 , see (2).
t Scaling of the attenuations of the channels from the AP to
the individual MTs   , )  '   

.
t Introduction of ampliﬁers in the individual MTs   , ) 
'   

.
In this section it is shown how such adjustments could
be achieved by utilizing normalized versions of the matrices

,

and 7 introduced in Section II. To this purpose the
transmission model of Fig. 1 is concisely re-drawn as shown
in Fig. 2. In this ﬁgure it is also indicated how the matrices

,

and 7 can be expressed by normalized matrices {

,
{

and |7 and by real valued diagonal matrices } , ~  , ~ 
and  , respectively. According to Fig. 2

 {

~
 }
Y
(17)


~
 {

(18)
and
7   |7 (19)
hold. With the elements
d c
,
[
 '   

8 , of

of (2) }
in (17) is deﬁned as the diagonal matrix
}    L M N P

  
ﬃ 
` ﬁ
 (20)
 in (17) is constituted by the transmit energies u
c
,
[

'   

8 :
  L M N P  u
ﬁ
   u

ﬂ
(
 (21)
Both } and  have the dimension 

8
(
: 

8
( . The
normalized modulator matrix {

in (17) shall fulﬁll
L M N P

{


{

ﬃ
 
 
ﬂ

 (22)
In order to obtain
{

in (18), ﬁrst the

normalized MT
speciﬁc channel convolution matrices {


 
, )  '   

,
are introduced which are characterized by the fact that they
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Fig. 2. Multi-user MIMO downlink with normalized matrices 

, 

and 

allow to express


 
of (9) by the largest eigenvalue ß

 
ﬁ
of


 



 
as


 
  ß

 
ﬁ
!


 
" (23)
By stacking the matrices !


 
deﬁned by (23) we obtain the
normalized (total) channel convolution matrix
!

  !


ﬁ
 
" " " !

 %
  
&
" (24)
We now introduce the diagonal matrix
'
(  + - / 1   ß

ﬁ

ﬁ
2 " " "  ß
 %

ﬁ
2

4
(25)
where the unit matrix 2 in (25) has the dimension 5
6 8
9 ; <
= > ?
@ B
C 5
6 8
9 ; < = > ?
@ B . Substitution of
!

of (24)
and ' ( of (25) in (18) yields

. Finally, the normalized
demodulator matrix IJ in (19) is chosen such that
+ - / 1
N
I
J
I
J

ﬃ
 2
 %
ﬂ

(26)
holds. The SNIRs Q
R
of (16) are independent of the element
values of the diagonalmatrix S in (19). However, by proper
choice of these elements it can be for instance achieved that
the desired portions of the demodulator outputs are unbi-
ased.
IV. TRANSMIT MATCHED FILTER AND TRANSMIT
ZERO FORCER
As already mentioned, in receiver oriented systems [3]–
[11] the demodulator matrix J introduced in (12) is
	  
T 

T
chosen; then, based on this choice and the knowl-
edge of the channel convolution matrix

of (10), the mod-
ulator matrix
U
introduced in (4) is 	 
 
V 

T 

T
deter-
mined. Two promising options for determining
U
are the
Transmit Matched Filter (TxMF) and the Transmit Zero
Forcer (TxZF) [12], for which
U
 X
Y Z
9 J

@

9    
@
9 J

@

[ 9 J

@
9 J

@

\
] ﬁ
9   ﬁ 
@
(27)
hold. In the case of the TxMF the transmitted symbol ener-
gies ^
R
,
_
 ? " " "
6
b , see (21), are transformed into use-
ful received energies at the MTs in an optimum way; how-
ever, ISI and MAI may occur. In the case of the TxZF, ISI
ﬃ

ﬃ
 !"
#
Fig. 3. Normalized multi-user MIMO downlink
and MAI are 	  
T 

T
avoided; however, for given transmit
energies
^
R
the useful received energies are smaller than in
the case of the TxMF. As a topic of further research, ad-
equate compromises between TxMF and TxZF should be
found, possibly based on a rationale similar to the one fol-
lowed when deriving the MMSE (Minimum Mean Square
Error) estimator in transmitter oriented systems. In this pa-
per the focus is on TxZF.
In the case of the TxZF we obtain from (17), (18), (19)
and (27) the normalized modulator matrix
!
U
 
N
I
J !

ﬃ
 '
N
I
J !

ﬃ
N
I
J !

ﬃ
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] ﬁ
c e + + - / 1
'
N
IJ !

9 IJ !

@

ﬃ
] ﬁ
)
g
] ﬁ
"
(28)
Then, if unbiased data estimates h
i R
,
_
 ? " " "
6
b
, would
be required, S in (19) should be chosen as follows:
S  j
] ﬁ
N
'
k
ﬃ
] ﬁ
c
blockdiag ,   ß

ﬁ

ﬁ

] ﬁ
2

ﬂ

" " "   ß
 %

ﬁ

] ﬁ
2

ﬂ
 /
c + + - / 1
'
N
IJ !

9 IJ !

@

ﬃ
] ﬁ
)
" (29)
V. PERFORMANCE ASSESSMENT
Let us consider the transmission of a single data symbol
i

 
R
,
_
 ? " " " b , from the AP to MT n  . For this trans-
mission the AP invests the energy ^


] ﬁ

ﬂ
o
R
, see (21).
This transmitted energy leads to the useful received en-
ergy 1

 R
p 2 4 5 6 2 8 at MT n  . For comparison the same energy
^


] ﬁ

ﬂ
o
R
could also be radiated by the AP in the form
of a transmit signal which would, after having passed the
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8
for the single symbol/single MT case
channel from the AP to MT   , produce maximum received
energy 9

 
: ; = at MT   . With the largest eigenvalue ß

 
ﬁ of
the matrix


 



 
we obtain
9

 
: ; =
 ß

 
ﬁ



 ﬁ

ﬂ

ﬁ
 (30)
Now, a quantity suitable to assess the performance of the
transmission system related to the data symbol


 

would
be the ratio ?

 


9

 
 @ B D E @ F
9

 
: ; =

(31)
which is termed energy efﬁciency of the transmission sys-
tem for this data symbol. For the values of the energy efﬁ-
ciency


?

 

  (32)
holds, and it is desirable that these values come as close to 1
as possible.
In order to determine the energy efﬁciencies
?

 

of (31) it
is sufﬁcient to consider the normalized transmission model
shown in Fig. 3. Let us designate by     the column
!
of the
matrix in brackets. Then, in the system model of Fig. 3
"9

 
 @ B D E @ F

#
#
#
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#
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'

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 ﬁ

ﬂ


H
&
(


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$ (
*
'


 ﬁ

ﬂ


#
#
#
#
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(33)
holds. Further, the largest eigenvalue of the matrix
(


  I
(


 
and the transmitted energy are equal to 1.
Therefore,
"9

 
: ; =
  (34)
is valid. Substitution of (33) and (34) into (31) yields
?

 

 "9

 
 @ B D E @ F
 (35)
In the case of the TxZF we obtain due to (28)
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
 


#
#
#
#
-
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
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
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(36)
where U
 ; = > 
@
A C
D
 (37)
VI. BENEFICIAL CHOICE OF THE
DEMODULATOR MATRIX %
Let us consider the expression (36) for the energy efﬁ-
ciencies
?

 

valid in the case of TxZF. According to this
expression, for a given normalized channel convolution ma-
trix (

of (18) the values
?

 

are determined by the chosen
normalized demodulator matrix "% of (19). "% should be
chosen in such a way that the values
?

 

come as close to
1 as possible. Unfortunately, an analytical method for de-
termining the optimum "% is not known yet. Therefore, an
heuristic approach to arrive at a suitable matrix "% is pro-
posed in what follows. This approach relies on
E ﬁrst determining optimum demodulator matrices for the
single symbol/single MT downlink, which is termed ref-
erence downlink, and then
E constituting "% for the multi-symbol/multi MT case based
on these optimum matrices.
In the reference downlink A is equal to 1, and each of the
F
partial reference downlinks is considered without taking
into account the other
F
>  reference downlinks. The refer-
ence downlink is marked by the index ”0”. In the considered
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original TxZF downlink the dimension of the transmit sig-
nal is
  
 , see (4). In the reference downlink we choose
the dimension
  
   for the transmit signal 

 

 in order
to have the same symbol speciﬁc spatial-spectral spreading
factor as in the original downlink. Then, the
 
normal-
ized channel convolution matrices 


 

 have the dimension

  
       
 
 
  
  
 .
In the case of the reference downlink the transmit sig-
nal 

 

 maximizing the energy transfer from the AP to
MT   is determined by the eigenvector 

 

 of the matrix



 
 




 

 corresponding to the largest eigenvalue ß

 



ﬁ of
this matrix - again the normalization is chosen such that
ß

 



ﬁ becomes equal to 1. 

 

 can be termed space-time
eigen-signature of the channel between the AP and MT   .
The corresponding normalized MT speciﬁc modulator ma-
trix reads

!

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
" 

 


"


 





 



$
(38)
which leads to the received signal
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Let us now choose '(

 

 as the impulse response of a ﬁlter
matched to %

 

 of (39), that is
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& (40)
Then, the energy efﬁciency of the reference downlink
reaches the upper limit given in (32), that is


 



8
" '(

 


%

 


"  & (41)
Let us now consider the case that the AP communicates
with all
 
MTs   , ; "  & & &
 
, and that  ?  data
symbols are transmitted to each MT with each of these data
symbols being spectrally spread by a signature of dimension
   . The authors propose to construct the normalized de-
modulator matrices '(

 

based on the normalized demod-
ulator matrices '(

 

 of (40). For MT   , the  rows of
the demodulator matrix '(

 

of (19) are obtained as shifted
versions of '(

 

 of (40) according to the scheme
'
(

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"

'
	

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MT  AP
1 1
2 2
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1
2
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RPRP RP
: antenna element
Fig. 5. Considered multi-user MIMO scenario with one AP and ! # %
MTs
where
 " 
F
   
C
 

  
 '
T V      

 
$
(43)
and
(
" 
F
   
C
 

  
 '
T V      

 
        

[ +
F
 
     -
& (44)
In (44) . [ / denotes the integer part of the real-valued num-
ber in brackets. The structure of '(

 

of (42) to (44) is
illustrated in Fig. 4.
The
 
transmit signals 

 

 , ; "  & & &
 
, of (38) and
the demodulator matrices '(

 

 of (40) derived for the sin-
gle symbol/single MT case are optimum with respect to the
energy transfer. It is expected that by generating the demod-
ulator matrices '(

 

for the multi data symbol/multi user
case based on the matrices '(

 

 according to (42), (43) and
(44), the optimality of the reference downlink may be con-
served to a certain degree. It should be mentioned that by
choosing '( based on channel state information the ratio-
nale of pure receiver orientation is watered-down.
VII. NUMERICAL RESULTS
In this section, a TxZF downlink utilizing the demodula-
tor proposed in Section VI is evaluated by numerical anal-
ysis. The considered arrangement is illustrated in Fig. 5
[13]. At the AP
  
transmit antennas are placed on a cir-
cle around the reference point (RP).
 
equal to 2 MTs are
supported by the AP and are point symmetrically situated
relative to the AP in the far ﬁeld of the transmit antennas.
Each MT   , ; " 
$ 0
, has a circular array with
  
receive
antennas around an RP. The distance between two adjacent
antennas both at the transmitter and the receivers is one half
of the carrier wavelength ß . The mobile radio channel be-
tween the AP and each MT  
$
; " 
$ 0
, is assumed to be a
single direction channel in the line-of-sight direction and is
characterized by the channel impulse response
\

 

"
] _

 

ﬁ
& & &
_

 

6 ﬃ a
$
; "  & & &
 
$
(45)
between the RP of the AP and the RP of MT   [14]. The
channel impulse responses
\

 

, ; "  & & &
 
, of (45) are
independently generated based on the 3GPP channel model
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Fig. 6. CDF of energy efﬁciency % & ' )* of (36) of the third data symbol + & ' )* of
MT ,
'
for - / 1 , 2 / 5 7 and 8 / : ; parameters: ; < and ; >
case 3 [15]. Based on
 

 
of (45) and on the geometry of
the conﬁguration shown in Fig. 5 the channel impulse re-
sponses
 

      
 
of (6) can be determined [16]. For the
numerical analysis,  equal to ﬁve data symbols per MT
are transmitted and  @  is chosen equal to 16. We study
the performance of the central, that is the third data symbol


ﬁ

A of MT  ﬁ , for a large number of snapshots. The channel
impulse response
 

 
of (45) randomly varies from snap-
shot to snapshot. Fig. 6 shows the cumulative distribution
function of the energy efﬁciency
B

ﬁ

A of (36) with
 
and
 
as parameters. In more than 80% of all cases the TxZF
downlink utilizing the normalized demodulator matrix 

 
of (42) to (44) proposed in Section VI performs near opti-
mum, that is
B

ﬁ

A comes close to one. In about 20% of the
cases the eigenvectors C

ﬁ

D and C



D of the MTs  ﬁ and  
introduced in Section VI are highly correlated. Then, a dra-
matic reduction of the values of
B

ﬁ

A can be observed, that isB 
ﬁ

A F
 , see Fig. 6. The closer study of the effects leading
to the form of the curves in Fig. 6 will be the topic of further
research. In snapshots characterized by a high correlation
between the two eigenvectors C

 
D

  
 H
, an opportu-
nity to obtain values of
B

 

of (36) closer to 1 may consist
in choosing for the determination of 

 
D for one of the two
MTs  

  
 H
, the eigenvector corresponding to the sec-
ond largest eigenvalue ß

 
D

 of the matrix #
$

  I
D
#
$

 
D .
With an increasing number
 
of transmit antennas, the
energy efﬁciency
B

ﬁ

A of (36) is improved. The number
 
of receive antennas at the MTs  

  
 H
, has no impact
on the energy efﬁciency
B

ﬁ

A in the case of the considered
channel model of Fig. 5, because an increasing number
 
of receive antennas enhances the efﬁciency of the energy
transfer in both the TxZF and the reference downlink to the
same degree. Nevertheless, to achieve a certain transmission
quality the required transmit energy decreases with increas-
ing
 
and intercell MAI will decrease correspondingly.
VIII. SUMMARY
Previous work on receiver oriented multi-user downlinks
is extended by providing multi-antennas both at the AP and
at the MTs. In this way multi-user MIMO downlinks are
obtained. A system model for such downlinks is presented,
and for assessing the system performance the criterion en-
ergy efﬁciency is proposed. Concerning the choice of the de-
modulator matrices an approach based on space-time eigen-
signatures of the mobile radio channels is proposed.
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Abstract— Recently, receiver oriented transmission schemes
have been proposed for multi-user MIMO (multiple input
multiple output) mobile radio downlinks. In such systems the
receiver algorithms are a priori chosen and the transmitter
algorithms are a posteriori adapted under consideration of
channel information and the receiver algorithms. This leads to the
advantage of particularly simple receivers. A certain drawback
of such schemes consists in a slight transmit energy increase as
compared to conventional transmitter oriented systems. In order
to overcome this drawback, in this paper a beneficial choice
of the receiver algorithms based on space-time eigen-signatures
is proposed for the receiver oriented transmission scheme Joint
Transmission (JT). In this approach, not only the transmitter,
but also the receivers exploit channel information, which leads
to a channel oriented multi-user MIMO downlink. The analysis
shows that the system performance strongly depends on the
cross-correlation coefficients of the space-time eigen-signatures.
Consequently, dependencies of these coefficients on the system
performance are studied intensively. Analytical and numerical
results show that the presented channel oriented multi-user
MIMO downlink system performs near optimum with respect
to the efficient use of the radiated transmit energy.
I. INTRODUCTION
In the paper mobile radio downlinks are considered in which
an access point (AP) supports   mobile terminals (MTs). Both
the AP and each MT are equipped with multiple antennas
so that each of the
 
partial downlinks from the AP to one
of the
 
MTs has a MIMO structure, and the total system
constitutes a multi-user MIMO downlink. Concerning such
links, Joint Transmission (JT) [1] as one of the linear receiver
oriented transmission schemes [2] is a promising approach,
in which the receiver algorithms at the MTs are     	  
chosen, whereas the algorithms to be used at the AP have
to be   	      	   adapted under consideration of channel
state information and the receiver algorithms. The favorable
    	   choice of the receiver algorithms is an interesting
task. Recently, an advantageous choice of the receiver algo-
rithms based on space-time eigen-signatures was proposed for
multi-user MIMO JT downlinks [2], [3]. In this approach, each
MT exploits a part of the channel state information, which
leads to a channel oriented multi-user MIMO downlink [3].
Numerical studies of the channel oriented multi-user MIMO
JT downlink show that in most channel realizations the system
performs near optimum with respect to the efficient use of the
radiated transmit energy, but in other cases the system shows
a considerable degradation [2]. Up to now, this phenomenon
was not fully investigated. As shown in this paper, the system
performance strongly depends on the cross-correlation coeffi-
cients of the space-time eigen-signatures. Therefore, in a first
step the cross-correlation coefficients of the space-time eigen-
signatures will be analyzed depending on the relevant system
parameters, and in a second step the system performance will
be evaluated.
Section II describes the system model of multi-user MIMO
downlinks. Then, the beneficial choice of the receiver algo-
rithms originally introduced in [3] is recapitulated in Sec-
tion III in order to familiarize the reader with the contents
of [3] to a degree which is sufficient to follow the reasoning
of the paper. In Section IV an energy based criterion to
evaluate the system performance is introduced. Then, the
cross-correlation coefficients of space-time eigen-signatures
are studied in Section V. Simulation results are given in
Section VI. Section VII concludes the paper.
II. RECEIVER ORIENTED MULTI-USER MIMO
DOWNLINKS
We consider a situation where an AP supports   MTs   ,
   ﬁ ﬁ ﬁ  
. The AP is equipped with    transmit antennas,
and each of the   MTs employs   " receive antennas. It is
assumed that # data symbols $
%
 '
( , )
  ﬁ ﬁ ﬁ
# , which are
arranged in a column vector ,
%
 '
, have to be transmitted from
the AP to each MT   ,
   ﬁ ﬁ ﬁ  
. The
  data vectors ,
%
 '
,
   ﬁ ﬁ ﬁ  
, are stacked to the total data vector
,
 .
,
% 0
' 1
ﬁ ﬁ ﬁ
,
% 3
' 1 4
1 (1)
of dimension   # [2]. By linear modulation based on an
5
   7 8 :
5
 
#
8
matrix ; termed modulator matrix, , of
(1) is mapped on a 5    7 8 :  spatially and spectrally spread
transmit signal=
 .
=
% 0
' 1
ﬁ ﬁ ﬁ
=
% 3 @
' 1
4
1

; , A (2)
where
=
%

@
' is the 7 :

partial signal transmitted by transmit
antenna

 
,

 
  ﬁ ﬁ ﬁ    [2].
The frequency selective channel between the transmit an-
tenna
  
of the AP and the receive antenna
 "
of MT   is
characterized by the channel impulse response
D
%
 E 
@
E  G '
 . H
%
 E 
@
E  G '
0
ﬁ ﬁ ﬁ H
%
 E 
@
E  G '
J
4
1 (3)
of dimension K . With this channel impulse response and the
dimension 7 of
=
%

@
' the
5
7 M
K O

8 : 7
channel convolution
matrix Q
%
 E 
@
E  G ' [2] is established. The signal received by
antenna
 "
of MT   can be expressed as
R
%
 E  G '

3 @
S

@ U 0
Q
%
 E 
@
E  G '
=
%

@
'
ﬁ (4)
[QTMJ03] Qiu, W.; Tro¨ger, H.; Meurer, M.; Jo¨tten, C. A.: “Performance analysis of a channel
oriented concept for multi-user MIMO downlinks with frequency selective channels”.
Proc. IEEE 57th Vehicular Technology Conference (VTC’03-Spring), Bd. 1, Jeju,
2003, S. 539–543.
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     has the dimension 	 
  

. Stacking the
 
signals
 

    
,


  ﬁ ﬁ ﬁ  
, of (4) received by MT   yields the
space-time receive signal
 

 
 
 

 

 
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 

 

  





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of MT   .  

  has the dimension
 
#
	 

 

%
. The MT
specific channel convolution matrix 

  is a
  &  ' block
matrix, in which the block element
#


(

' %
is 

  
*
   
.
The

signals  

 
,
   ﬁ ﬁ ﬁ 
, of (5) can be arranged in a
vector
 
 
 
 
 
ﬁ ﬁ ﬁ
 
 
 


 

 
 
ﬁ ﬁ ﬁ

 
  

    

 

 ! " (6)
of dimension   
#
	 

 

%
.
  and  of (6) are termed
total receive signal and total channel convolution matrix,
respectively.
At MT   the receive signal  

 
of this MT, see (5), is fed
to a demodulator in order to obtain an estimate

"

 
of "

 
.
In the case of linear demodulation considered in this paper the
demodulation process performed at MT   can be described
by a MT specific demodulator matrix


 
of dimension 1 &

 
#
	 

 

% 	
as follows:

"

 
 

 
 

 
ﬁ (7)
By properly stacking the

equations (7) we obtain with (1)
and (6)

"
 
          
 

ﬁ ﬁ ﬁ 
 
 ﬁ
 
 
 
ﬁ (8)

of (8) has the dimension #  1 % &     # 	 
    % 	
and is termed total demodulator matrix. Substituting (6) in (8)
yields

"
 
 ! " ( (9)
which describes the transmission model from the data input at
the AP to the data outputs at the MTs.
Up to now the noise free case was considered. If we now
assume that   of (6) is corrupted by an additive noise signal

 
4

ﬁ ﬁ ﬁ
4
 

  "
5 $



 (10)
of dimension
  
#
	 

 

%
, then we obtain instead of
(9)

"
 
#
 ! "



%
ﬁ (11)
For the receiver oriented transmission scheme, the matrices


 
of (7) are 6 7 9 : ; 9 : determined at the MTs, which results
in an 6 7 9 : ; 9 : determined  of (8), whereas ! has to be
6 7 ; = > @ 9 : ; 9 : adapted at the AP under consideration of

and
 . In this paper we focus on the JT technique presented in
[2]. We introduce a diagonal matrix % in which the diagonal
element & 

$

 (
"
B is the energy invested at the AP for the
)
* + ,
- /
)
* + 0 1 ,
-
)
* + 0 2 ,
-
)
* + 0 3 4 ,
-
5
-
5
-
5
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5
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Fig. 1. Constitution of the J MT specific demodulator matrices K L N O based
on the MT specific space-time eigen-signatures P L N OQ
transmission of the data symbol C

 
B . Then, we obtain the
modulator matrix
!

#


% S

#


%
#


% S
ﬁ
$

T U
    
#


%
#


% S
ﬁ
$
 V
$ X
Y Z
%
ﬁ (12)
If ! is chosen according to (12), ISI (Intersymbol Inter-
ference) and MAI (Multiple Access Interference) are totally
eliminated at the MTs [1].
III. BENEFICIAL CHOICE OF THE DEMODULATOR MATRIX
– A WAY TO CHANNEL ORIENTED SYSTEMS
Concerning the receiver oriented transmission system in-
troduced in Section II, the question is how to save transmit
energy while guaranteeing a certain SNR at the output of
the MTs. In other words, if we invest the energy & for the
transmission of one data symbol, then the received energy
[ ] ^ _ ` ] b
useful for the estimation of this data symbol should
maximize the ratio
[ ] ^ _ ` ] b d
& , i.e. we aim at efficient energy
transfer. Corresponding to the receiver oriented transmission
system introduced in Section II, a suitable choice of  might
lead to an efficient energy transfer. Unfortunately, an analytical
method for determining the optimum  is not yet known. An
heuristic approach to obtain a suitable  originally proposed
in [3] can be described as follows:
We first consider a single symbol/single MT downlink,
termed reference downlink (RD), in which the AP commu-
nicates only with one of the

MTs, e.g. MT   , and only a
single data symbol is transmitted. The RD is marked by the
index ”0”. In the RD, we choose the dimension 	 f

	 d
1
for the partial signal
 


*

f
,

'
  ﬁ ﬁ ﬁ  '
. Therefore, the MT
specific channel matrix 

 
f
of the RD has the dimension

 
#
	 f 

 

% 	 &
#
  	 f %
. The heuristic approach to
determine 

  is based on the principal eigenvector g

 
f
of
the matrix 

 
f
S


 
f
, which is termed space-time eigen-
signature in the following.
Fig. 1 illustrates the constitution of the MT specific demod-
ulator matrix


 
, in which


 
f
 


 
f
g

 
f
d h


 
f
g

 
f
h

S
(13)
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holds. As already indicated in (8),   is a block diagonal
matrix with the diagonal blocks
 
 
 
,
   ﬁ ﬁ ﬁ 
.
IV. ENERGY EFFICIENCY
Let us consider the transmission of the data symbol 
 
 

from the AP to MT   . For this transmission the AP invests the
energy   



 

 , see (12). This transmitted energy leads to
the useful received energy

 
 


 	 
   
at MT   . For comparison
the same energy   



 

 could also be radiated by the AP
in the form of a transmit signal which would, after having
passed the channel from the AP to MT   , produce maximum
received energy 
 
 
    at MT   . With the largest eigenvalue

 
 
 of the matrix 
 
 


 
 
we obtain [2]

 
 
   
 
 
 


 



 


ﬁ (14)
Now, a quantity suitable to assess the performance of the
transmission system related to the data symbol 
 
 
 is the ratio
[2]

 
 



 
 


 	 
   

 
 
   
 (15)
which, by the authors, is termed energy efficiency of the
transmission system for this data symbol. Let


 

and


 




designate the column  and the diagonal element  of the
matrix in brackets, respectively. Then, concerning the receiver
oriented system model of (11) and (12),

 
 




 
 

 




   

ﬁ




 
 












 
 

 
       


 

 


  

 
  
(16)
holds, where 








 (17)
Due to the structure of
 
 
 
shown in Fig. 1, when ! 
is chosen much larger than " , the ISI between successive
transmitted data symbols can be neglected. This will also be
shown by simulation results later. Therefore, for the perfor-
mance analysis we only consider the situation where only a
single data symbol is transmitted to each MT, i.e. ! 

!
and

 
 


 
 

. Then, the demodulator matrix of MT   has
the form
 
 
 
  
 
 

 

 
 

 
 
 

! "

 
 

 
 
 

"


ﬁ (18)
Substituting (18) into (16) and noticing that  
 
 
 is the prin-
cipal eigenvector of the matrix 
 
 



 
 

, with the matrix
ﬀ  
 
  


ﬁ ﬁ ﬁ
 
  %



 (19)
we obtain

 
 

 
      ﬀ

ﬀ


  

 
  
ﬁ (20)
Obviously, the energy efficiency of the transmitted data symbol
strongly depends on the cross-correlation coefficients ﬂ
 
   ﬃ 
of the space-time eigen-signatures  
 
 

and  
 
 ﬃ 

. In the case
of
  !
, it can for instance be shown based on (20) that

  



 


 



 ﬂ
  







(21)
holds. It can be observed that high cross-correlation coeffi-
cients ﬂ
 
   ﬃ  lead to a low energy efficiency. In the following
the cross-correlation coefficients ﬂ
 
   ﬃ 
will be studied for
different MIMO channel models.
V. CROSS-CORRELATION COEFFICIENTS OF THE
SPACE-TIME EIGEN-SIGNATURES
A. Line-of-Sight MIMO Channel
At both the AP and each MT a circular array is placed
around a reference point (RP). The distance between two
adjacent antennas is one half of the carrier wavelength  . All
the MTs are in the far field of the AP. The mobile radio
channels between the AP and MT   ,
   ﬁ ﬁ ﬁ 
, are
single direction channels in the Line-of-Sight (LOS) direction.
Then, the channel impulse response
*
 
  
,
  . 
of (3) can be
expressed by the channel impulse response
*
 
 
#
  0
 
 
#

ﬁ ﬁ ﬁ 0
 
 
# 1

 (22)
between the RP of the AP and the RP of MT   multiplied
by a steering factor 2
 
 
$

, [2] of the transmit antenna  3 for
MT   and a steering factor 2
 
 
4
 .
[2] of the receive antenna
 4
at MT   :
*
 
  
,
  . 

2
 
 
$

,
2
 
 
4
 .
*
 
 
#
ﬁ (23)
We denote the Kronecker product [4] with % in the following.
Then, with the steering vectors
&
 
 
$
 
2
 
 
$

ﬁ ﬁ ﬁ
2
 
 
$
% ,


 (24)
&
 
 
4
 
2
 
 
4

ﬁ ﬁ ﬁ
2
 
 
4
%
.

 (25)
and the

!  
" 

 6 ! 
channel convolution matrix 
 
 
#
[2] constituted by *
 
 
# of (22) the channel convolution matrix

 
 



&
 
 
4
%
&
 
 
$


% 
 
 
# (26)
of the RD mentioned in Section III is obtained. Consequently
[4],

 
 



 
 

  4

&
 
 
$ (
&
 
 
$


%


 
 
#


 
 
#

(27)
holds. The principal eigenvector  
 
 

of 
 
 



 
 
 is the
Kronecker product of the principal eigenvector

)
% ,
&
 
 
$ ( of
&
 
 
$ (
&
 
 
$

and the principal eigenvector  
 
 
# of 
 
 
#


 
 
#
.
Then, the cross-correlation coefficient of the space-time eigen-
signatures  
 
 

and  
 
 ﬃ 
 becomes
ﬂ
 
   ﬃ 

 
 
 


 
 
 ﬃ 



 3

&
 
 
$

&
 
 ﬃ 
$
(


 
 
 
#

 
 
 ﬃ 
#

% & ( )
+ , . 0 . ﬃ 2
3
 (28)
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Fig. 2. Magnitude #    $  ﬃ % of the cross-correlation coefficient #    $  ﬃ % versus
& (
 $ 
ﬃ *
(
    ,
(
  
ﬃ

i.e. ﬂ
 
   ﬃ  depends on the geometrical properties of the
transmit antenna array, the direction-of-departure to MT  
and 

ﬃ
and the cross-correlation coefficient ﬂ
 
   ﬃ 

. In the
following, the cross-correlation coefficient ﬂ
 
   ﬃ 
 of (28) can
be studied for the very simple case that

 
 
 ,
	 
  ﬁ ﬁ ﬁ 
,
has only 

 
elements. Then, the matrices 
 
 



 
 
 ,
	 
  ﬁ ﬁ ﬁ 
, are tridiagonal Hermitian Toeplitz matrices. With
a normalization factor
- 
 /

  
  (29)
the principal eigenvector of 
 
 



 
 
 becomes [5]

 
 
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and only depends on   and the argument :
 
 


 ;  < 
 
 





 
 


 >
. Therefore, we obtain the cross-correlation
coefficient
ﬂ
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
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which is a periodic function of D :
  
ﬃ


:
 
 
 :
 
 ﬃ 
with the period

3 . In the case of randomly time variant
channels considered here, D :
  
ﬃ
is a random variable. Fig. 2
shows the magnitude ﬂ
 
   ﬃ 
 of the cross-correlation coefficient
ﬂ
 
   ﬃ 
 versus D :
  
ﬃ
in the region


3


3

with   as the
parameter. The probability of large ﬂ
 
   ﬃ 
 depends on the
width of the lobe of the curves in Fig. 2. This figure gives
an impression of the probability of highly correlated 
 
 
 and

 
 ﬃ 

. Obviously, ﬂ
 
   ﬃ 
 is large only in a small region around
D :
  
ﬃ

 I
, and this region gets smaller with increasing   .
In other regions of D :
  
ﬃ
the cross-correlation coefficient is
near to zero. Because
I J

  





 
 



 
 ﬃ 






J  (32)
is valid, we obtain with (28)
ﬂ
 
   ﬃ 
J
ﬂ
 
   ﬃ 

ﬁ (33)
This means that with multiple transmit antennas the problem of
highly correlated space-time eigen-signatures is mitigated. We
can also observe from (28) that the fact that multiple receive
antennas are employed at the MTs has no influence on the
cross-correlation coefficients ﬂ
 
   ﬃ 
of the space-time eigen-
signatures.
B. Semi-Correlated MIMO Channel
Again, circular arrays are placed at both the AP and the
MTs as described in Section V-A, and the MTs are in the far
field of the AP. It is assumed that the
  
impulse responses
of the channels from each of the
  
antennas of the AP to
a certain MT antenna
	
!
are fully correlated, whereas the
impulse responses of the channels to different MT antennas
are uncorrelated. Such a situation may for instance occur if the
antennas of the AP are relatively closely spaced and the MT
antennas are far apart from each other. It is further assumed
that all
 !
antennas of a certain MT are reached under
the same direction-of-departure from the AP. We assume the
channel impulse response

 
   $ 


 % 
 
   $ 


ﬁ ﬁ ﬁ 
 
   $ 
 &
'


	 ! 
  ﬁ ﬁ ﬁ  !
 (34)
between the RP of the AP and receive antenna
	
!
of MT   ,
	 
  ﬁ ﬁ ﬁ 
. The channel impulse response

 
  
*
  $ 
of (3)
can be simplified to

 
  
*
  $ 


,
 
 


*

 
   $ 

ﬁ (35)
,
 
 


* is the steering factor of transmit antenna
	  
for MT
  . With the

  
 

 .  
channel convolution matrices

 
   $ 
 ,
	 ! 
  ﬁ ﬁ ﬁ  !
, constituted by

 
   $ 
 of (34) , the
channel convolution matrix 
 
 

of the RD can be written as

 
 
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Consequently,

 
 



 
 
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(37)
The principal eigenvector 
 
 

of 
 
 



 
 
 is the Kro-
necker product of the principal eigenvector


1 *

 
 
 
of 
 
 
 

 
 


and the principal eigenvector 
 
 
 of
K
1
$
 $
 

 
   $ 



 
   $ 

. Analogously to the discussion in
Section V-A,
K
1
$
 $
 

 
   $ 



 
   $ 
 ,
	 
  ﬁ ﬁ ﬁ 
, if we
again assume that  is equal to 2, are tridiagonal Hermitian
Toeplitz matrices, and the situation of the cross-correlation
coefficient is similar to that discussed in Section V-A. In
most channel realizations, the space-time eigen-signatures
are weakly correlated. Only in a few channel realizations,
there exist highly correlated space-time eigen-signatures. The
utilization of multiple receive antennas has no influence on
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the cross-correlation coefficients ﬂ
 
   ﬃ 
of the space-time
eigen-signatures. The application of multiple transmit antennas
will decrease the cross-correlation coefficients, and therefore,
improve the system performance.
The study of the cross-correlation coefficients ﬂ
 
   ﬃ 
of the
space-time eigen-signatures for the totally uncorrelated MIMO
channel, where the channel impulse responses of different
pairs of receive and transmit antennas are totally uncorrelated,
will be the topic of further research.
VI. SIMULATION RESULTS
In this section the presented channel oriented multi-user
MIMO downlink is evaluated by simulation results for both
the LOS MIMO channel and semi-correlated MIMO channel
introduced in Section V. For the simulations, circular antenna
arrays as described in Section V are considered.
  
MTs
are randomly distributed on a circle around the AP in the far
field of the transmit antennas. The channel impulse responses

 
 
 ,
	  
 ﬁ ﬁ ﬁ 
, of (22) for the LOS MIMO channel
and

 
    
 ,
	  
 ﬁ ﬁ ﬁ 
,
	

 
 ﬁ ﬁ ﬁ  
, of (34) for the
semi-correlated MIMO channel are independently generated
based on the 3GPP channel case 3 [6].   
 or   
data symbols per MT are transmitted, and 
 
 is chosen
equal to 16. We study the central data symbol of MT  
for a large number of snapshots. The related channel impulse
responses vary from snapshot to snapshot. Figs. 3 and 4 show
the cumulative distribution functions of the energy efficiency

  

 with
 
and   as parameters for the LOS MIMO
channel and the semi-correlated MIMO channel, respectively.
As analyzed in Section V, in most channel realizations the
space-time eigen-signatures are weakly correlated. Therefore,
the system performs near optimum, that is 
  

 comes close to
one. In other cases the space-time eigen-signatures are highly
correlated. Then, a dramatic degradation can be observed, that
is 
  

 


, see Figs. 3 and 4. With an increasing number
 
of transmit antennas the energy efficiency is improved.
The utilization of multiple receive antennas has no influence
on the energy efficiency.
VII. CONCLUSIONS
In this paper we present a channel oriented multi-user
MIMO downlink. To assess the system performance the
criterion energy efficiency is proposed. The theoretical per-
formance analysis shows that the energy efficiency of the
presented system strongly depends on the cross-correlation
coefficients of space-time eigen-signatures. Therefore, the
behavior of these cross-correlation coefficients are studied
for different MIMO channels. Simulation results justify the
analysis.
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Hall, 1987.
[6] “3rd generation partnership project (3GPP); technical specification group
radio access network, UTRA (BS) TDD, radio transmission and recep-
tion,” 3GPP, Technical Specification TS 25.105 Version 3.5.0, 2000.
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7.2 Opportunistische U¨bertragung
In Mobilfunksystemen sind die Mobilfunkkana¨le der K zu einer Referenzzelle geho¨rigen
Mobilstationen typischerweise zeitvariant und variieren in guter Na¨herung unabha¨ngig
voneinander. Besteht die Mo¨glichkeit der freien zeitlichen Organisation der Informati-
onsu¨bertragung der Basisstation an diese K Mobilstationen — und dies ist beispiels-
weise der Fall, wenn keine Dienste mit strikten Forderungen hinsichtlich der einzu-
haltenden U¨bertragungsverzo¨gerungen angeboten werden sollen —, so ko¨nnen weitere
Erho¨hungen der Leistungsfa¨higkeit der empfa¨ngerorientierten Funkkommunikation auf
Basis des geschickten Ausnutzens dieser zeitlichen Vera¨nderungen erzielt werden. Es
ist na¨mlich mo¨glich, eine Mobilstation k, k = 1 . . .K, in einem gewissen Zeitintervall
nur dann (gema¨ß Empfa¨ngerorientierung) zu versorgen, wenn der zwischen den Sende-
antennen der Basisstation und den Empfangsantennen dieser Mobilstation k wirksame
Mobilfunkkanal in diesem Zeitintervall eine gewisse Mindestqualita¨t aufweist. Wird
hingegen diese Mindestqualita¨t fu¨r eine Mobilstation k, k = 1 . . .K, im betrachte-
ten Zeitintervall nicht erreicht, so wird diese Mobilstation k fu¨r diese Zeit von der
Funkkommunikation ausgeschlossen. Sind die Mobilfunkkana¨le der K zur Referenz-
zelle geho¨rigen Mobilstationen zeitvariant, so wechselt die Menge der Mobilstationen,
deren Mobilfunkkana¨le der genannten Mindestqualita¨t genu¨gen, mit der Zeit, so daß
prinzipiell jede Mobilstation k, k = 1 . . .K, der Referenzzelle fru¨her oder spa¨ter mit
den fu¨r sie bestimmten Daten versorgt werden kann. Die beschriebene zeitliche Orga-
nisation der Funku¨bertragung wird als opportunistisches U¨bertragen (engl. opportu-
nistic transmission) bezeichnet. Da in jedem der genannten Zeitintervalle prinzipiell
ausschließlich solche Mobilstationen versorgt werden, deren Mobilfunkkana¨le die gefor-
derte Mindestqualita¨t aufweisen oder u¨berschreiten, ist opportunistische U¨bertragung
sehr leistungseﬃzient.
Das Konzept der opportunistischen U¨bertragung betriﬀt ausschließlich die zeitliche
Organisation der U¨bertragungen zwischen der Basisstation und den K Mobilstationen
der Referenzzelle, wohingegen Empfa¨ngerorientierung die Organisation der gegebenen-
falls gleichzeitigen U¨bertragung mehrerer Daten betriﬀt. Beide Konzepte sind daher
hervorragend miteinander vereinbar und kombinierbar.
Die folgende Vero¨ﬀentlichung [BM02] erla¨utert das Konzept der opportunistischen
U¨bertragung im Detail.
278 Kap. 7 : Ausblick und Potential fu¨r Weiterentwicklungen
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Kapitel 8
Zusammenfassung
8.1 Deutsch
In heutigen Mobilfunksystemen wird ausschließlich senderorientierte Funkkommunika-
tion eingesetzt. Bei senderorientierter Funkkommunikation beginnt der Systementwurf
mit dem Sender. Dies bedeutet, daß man a priori die senderseitig verwendeten Algo-
rithmen der Sendesignalerzeugung auswa¨hlt und in Abha¨ngigkeit davon a posteriori
den im Empfa¨nger zum Datenscha¨tzen verwendeten Algorithmus gegebenenfalls unter
Einbeziehen von Kanalzustandsinformation festlegt. Dies ist no¨tig, um beispielswei-
se einen mo¨glichst großen Anteil der senderseitig investierten Energie empfa¨ngerseitig
auszunutzen, das heißt energieeﬃzient zu sein, und dabei gleichzeitig das Entstehen
scha¨dlicher Interferenzsignale zu vermeiden oder zu begrenzen. Im Falle der Senderori-
entierung kann man senderseitig sehr einfache Algorithmen wa¨hlen und implementie-
ren, wobei dieser Vorteil typischerweise durch eine ungleich ho¨her Implementierungs-
komplexita¨t der a posteriori festzulegenden empfa¨ngerseitigen Algorithmen aufgewogen
werden muß. Betrachtet man die wirtschaftlich bedeutenden zellularen Mobilfunksyste-
me, so ist eine derartige Funkkommunikation in der Aufwa¨rtsstrecke vorteilhaft, denn
in der Aufwa¨rtsstrecke sind die Endgera¨te der mobilen Teilnehmer, die Mobilstationen,
die einfachen Sender, wohingegen die ortsfesten Basisstationen die Empfa¨nger sind —
und dort kann typischerweise eine gro¨ßere Komplexita¨t in Kauf genommen werden.
In der Abwa¨rtsstrecke derartiger Mobilfunksysteme hingegen, sind die Basisstationen
die einfachen Sender, wohingegen die Mobilstationen die aufwendigen Empfa¨nger sind.
Dies ist nicht vorteilhaft, da in praktischen Mobilfunksystemen Gewicht, Volumen,
Energieverbrauch und Kosten der Endgera¨tehardware und damit der Mobilstationen
mit der Implementierungskomplexita¨t steigen.
Wie der Verfasser in der vorliegenden Schrift vorschla¨gt, la¨ßt sich dieses Problem jedoch
umgehen, denn die Funkkommunikation in Mobilfunksystemen kann auch in neurar-
tiger Weise empfa¨ngerorientiert gestaltet werden. Empfa¨ngerorientierte Funkkommu-
nikation ist dadurch gekennzeichnet, daß der Systementwurf auf der Empfa¨ngerseite
beginnt. In diesem Fall werden die empfa¨ngerseitig verwendeten Algorithmen des
Datenscha¨tzens a priori festgelegt, und die senderseitig einzusetzenden Algorithmen
der Sendesignalerzeugung ergeben sich dann daraus a posteriori durch Adaption
wiederum gegebenenfalls unter Einbeziehen von Kanalzustandsinformation. Durch
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Empfa¨ngerorientierung kann man empfa¨ngerseitig sehr einfache Algorithmen wa¨hlen
und implementieren, muß dafu¨r jedoch eine ho¨here Implementierungskomplexita¨t
auf der Senderseite tolerieren. Angesichts der erwa¨hnten Komplexita¨tscharakteristika
von Sender- beziehungsweise Empfa¨ngerorientierung schla¨gt der Verfasser daher fu¨r
ku¨nftige Mobilfunksysteme vor, Empfa¨ngerorientierung in der Abwa¨rtsstrecke und Sen-
derorientierung in der Aufwa¨rtsstrecke einzusetzen. Dies ist insbesondere deshalb vor-
teilhaft, da Empfa¨ngerorientierung in der Abwa¨rtsstrecke neben anderen noch die fol-
genden weiteren Vorteile gegenu¨ber herko¨mmlicher Senderorientierung aufweist:
• Die Leistung der von den Basisstationen abgestrahlten Signale kann reduziert
werden. Dies erlaubt performanzhemmende systeminherente Sto¨reinﬂu¨sse, die als
Interzellinterferenz bezeichnet werden, zu reduzieren und ist im u¨brigen auch
wu¨nschenswert im Hinblick auf die zunehmende Elektrophobie der Bevo¨lkerung.
• Kanalzustandsinformation wird empfa¨ngerseitig nicht beno¨tigt, so daß auf das
Senden resourcenbindender Trainingssignale verzichtet und anstelle dessen das
Sende von Nutzdaten ermo¨glicht werden kann.
• Empfa¨ngerseitig ist kein Kanalscha¨tzer vorzusehen, was des weiteren der Imple-
mentierungskomplexita¨t des Empfa¨ngers zu gute kommt.
Mobilfunksysteme lassen sich demzufolge durch Einsetzen des Grundkonzepts der
Empfa¨ngerorientierung maßgeblich aufwerten. Dieses ist eine klare Motivation die
Grundzu¨ge, das Potential und die Ausgestaltungen dieses Grundkonzepts in der Mo-
bilkommunikation in dieser Schrift eingehend zu studieren.
Zur Kla¨rung dieser Punkte im Kontext von Mobilkommunikation ist es entschei-
dend, die Frage der Wahl der Empfa¨nger und die der Adaption der Sender zu
beantworten. Die Frage nach der Adaption der Sender ist dabei gleichbedeutend
mit der Frage nach der im allgemeinen auf Basis aller Daten erfolgenden ge-
meinsamen Sendesignalerzeugung. Nach der Einfu¨hrung eines geeigneten allgemei-
nen Modells der Abwa¨rtsstreckenu¨bertragung eines zellularen Mobilfunksystems, das
auch erst in ju¨ngster Vergangenheit vorgeschlagene Mehrantennenkonﬁgurationen an
den Basisstationen und Mobilstationen einschließt, wird hinsichtlich der A-priori-
Wahl der Empfa¨nger herausgestellt, daß, im Hinblick auf die bereits oben an-
gesprochene mo¨glichst geringe Implementierungskomplexita¨t die Ausgestaltung der
empfa¨ngerseitigen Signalverarbeitung als serielle Verkettung einer linearen Signalver-
arbeitung und eines nichtlinearen Quantisierers vorteilhaft ist. Die Prinzipien, die bei
der Wahl sowohl der linearen Signalverarbeitung als auch des nichtlinearen Quantisie-
rer gelten, werden im folgenden herausgearbeitet. Als Ergebnis dieser Betrachtungen
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stellt sich heraus, daß ein Gestalten der empfa¨ngerseitigen linearen Signalverarbei-
tung gema¨ß Codemultiplex hinsichtlich der ausnutzbaren Frequenz-, Zeit- und Raum-
diversita¨t vorteilhaft ist, jedoch leistungsfa¨hige Verfahren der gemeinsamen Sendesi-
gnalerzeugung voraussetzt, die die Entstehung scha¨dlicher Interferenzsignale verhin-
dern. Des weiteren wird klar, daß sich die nichtlinearen Quantisierer sinnvollerweise
in die Klasse der konventionellen und die der unkonventionellen Quantisierer unter-
teilen lassen; gleiches gilt fu¨r die diese Quantisierer verwendenden Empfa¨nger. Kon-
ventionelle Quantisierer basieren auf einfach zusammenha¨ngenden Entscheidungsge-
bieten, wobei jedes Entscheidungsgebiet eindeutig einer mo¨glichen Auspra¨gung eines
u¨bertragenen Nachrichtenelements zugeordnet ist. Demgegenu¨ber weisen unkonven-
tionelle Quantisierer mehrfach zusammenha¨ngende Entscheidungsgebiete auf, die sich
jeweils aus mehreren Teilentscheidungsgebieten zusammensetzen. Das Vorhandensein
mehrerer Teilentscheidungsgebiete pro Entscheidungsgebiet und damit pro Auspra¨gung
eines u¨bertragenen Nachrichtenelements stellt einen bei unkonventionellen Quantisie-
rern verfu¨gbaren zusa¨tzlichen Freiheitsgrad dar, der bei der gemeinsamen Sendesignal-
erzeugung vorteilhaft genutzt werden kann, um die angesprochene Leistung der von
den Basisstationen abgestrahlten Signale zu reduzieren.
Ein Schwerpunkt der vorliegenden Schrift ist das Studium von Verfahren der gemeinsa-
men Sendesignalerzeugung. Diese werden daher systematisch gegliedert und erarbeitet.
Es stellt sich heraus, daß Verfahren der gemeinsamen Sendesignalerzeugung prinzipi-
ell unterteilt werden ko¨nnen in solche Verfahren fu¨r konventionelle Empfa¨nger und
solche fu¨r unkonventionelle Empfa¨nger. Hinsichtlich Verfahren der erstgenannten Art
wird herausgearbeitet, wie eine optimale gemeinsame Sendesignalerzeugung zu erfol-
gen hat, die unter gewissen Nebenbedingungen eine optimale U¨bertragungsqualita¨t im
Sinne minimaler U¨bertragungsfehlerwahrscheinlichkeit erzielt. Eine derartige gemein-
same Sendesignalerzeugung ist im allgemeinen recht aufwendig, so daß im Folgeverlauf
die suboptimalen linearen Verfahren der gemeinsamen Sendesignalerzeugung Trans-
mit Matched Filter (TxMF), Transmit Zero-Forcing (TxZF) und Transmit Minimum-
Mean-Square-Error (TxMMSE) vorgeschlagen werden, die jeweils einen mehr oder
weniger guten Kompromiß zwischen Implementierungskomplexita¨t, Interferenzunter-
dru¨ckung und Robustheit hinsichtlich Rauschens aufweisen. Der Verfasser schla¨gt vor,
die Leistungsfa¨higkeit derartiger suboptimaler Verfahren unter anderem durch die bei
gegebener Zeitdauer abgestrahlte totale Energie der Sendesignale, die totale Sende-
energie, — denn diese ist nicht nur im technischen, sondern auch im gesellschaftlichen
Sinn ein wichtiger Aspekt, — und das Kriterium der Sendeeﬃzienz zu bewerten. Sen-
deeﬃzienz beurteilt das Zusammenspiel aus Interferenzunterdru¨ckung einerseits und
energieeﬃzienter U¨bertragung andererseits. Es stellt sich durch analytische und nu-
merische Betrachtungen heraus, daß beide Gro¨ßen vorrangig von zwei Einﬂußfaktoren
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bestimmt werden: der Anzahl der Freiheitsgrade bei der gemeinsamen Sendesignaler-
zeugung — und das ist die Anzahl der zu bestimmenden Abtastwerte aller Sendesi-
gnale — und der Anzahl der dabei einzuhaltenden Restriktionen. Da die Anzahl der
Restriktionen bei der Forderung einer mo¨glichst geringen wechselseitigen Interferenz
nicht beeinﬂußbar ist, schla¨gt der Verfasser daher zum Erho¨hen der Leistungsfa¨higkeit
der empfa¨ngerorientierten Funkkommunikation vor, die Anzahl der Freiheitsgrade zu
erho¨hen, was sich vorzugsweise durch Verfolgen des Prinzips der unkonventionellen
Empfa¨nger umsetzen la¨ßt. Es wird gezeigt, wie unter gewissen Nebenbedingungen eine
hinsichtlich der U¨bertragungsfehlerwahrscheinlichkeiten optimale gemeinsame Sende-
signalerzeugung prinzipiell erfolgen muß, und welche erheblichen Performanzgewinne
im Sinne der totalen Sendeenergie und der Sendeeﬃzienz mo¨glich werden. Diese op-
timale Vorgehensweise ist sehr aufwendig, so daß daru¨ber hinaus aufwandsgu¨nstige
suboptimale hochperformante Alternativen der gemeinsamen Sendesignalerzeugung fu¨r
unkonventionelle Empfa¨nger vorgeschlagen und betrachtet werden.
Die gemeinsame Sendesignalerzeugung setzt senderseitiges Vorliegen von Kanalzu-
standsinformation voraus. Daher werden die prinzipiellen Mo¨glichkeiten des zur
Verfu¨gung Stellens dieser Information behandelt, wobei dabei das Bereitstellen dieser
Information auf Basis gegebenenfalls vorliegender Kanalreziprozita¨t im Falle von Du-
plexu¨bertragung favorisiert wird. Dabei wird die in der Aufwa¨rtsstrecke gewonnene Ka-
nalzustandsinformation zur gemeinsamen Sendesignalerzeugung in der Abwa¨rtsstrecke
genutzt. Ist die dabei genutzte Kanalzustandsinformation nicht exakt, so hat dieses
prinzipiell eine Degradation der Leistungsfa¨higkeit der empfa¨ngerorientierten Funk-
kommunikation zur Folge. Analytische und/oder numerische Betrachtungen erlauben,
die Degradation zu quantiﬁzieren. Es stellt sich heraus, daß diese Degradation vergleich-
bar mit der von konventionellen senderorientierten Funkkommunikationssystemen be-
kannten ist. Eine Betrachtung mo¨glicher Weiterentwicklungen des Grundprinzips der
Empfa¨ngerorientierung komplettieren die in dieser Schrift angestellten Betrachtungen.
Die Ergebnisse dieser Schrift belegen, daß Empfa¨ngerorientierung ein interessanter
Kandidat fu¨r die Organisation der Abwa¨rtsstreckenu¨bertragung ku¨nftiger Mobilfunk-
systeme ist. Daru¨ber hinaus wird klar, welche grundsa¨tzlichen Prinzipien und Eﬀekte
bei der empfa¨ngerorientierten Funkkommunikation wirksam sind und durch welche
Vorgehensweisen bei der Gestaltung derartiger Funkkommunikation die Einﬂu¨sse der
verschiedenen Eﬀekte gegeneinander ausbalanciert werden ko¨nnen. Fu¨r den Systemde-
signer morgiger Mobilfunksysteme steht mit dieser Schrift daher ein wertvolles Nach-
schlagewerk zur Verfu¨gung, daß dabei unterstu¨tzt, die genannten prinzipiellen Vorteile
von Empfa¨ngerorientierung in Funktechnologien der Praxis umzumu¨nzen.
290 Kap. 8 : Zusammenfassung
8.2 English
Nowadays mobile radio systems only use transmitter oriented radio transmission. In
the case of transmitter orientation the system design starts from the transmitter. That
means that the transmitter-sided algorithms for transmission signal generation are a
priori chosen, whereas, depending on that choice, the algorithms used at the receivers
for data estimation are determined a posteriori possibly under consideration of channel
state information. This a posteriori determination has for instance the aim to use
as much of the energy invested at the transmitter as possible for receiver-sided data
estimation, that is, to be energy eﬃcient, and, at the same time, to avoid or limit the
occurrence of harmful interference. In case of transmitter orientation the transmitter-
sided algorithms can be chosen to be very simple, however, this advantage will come
typically at the cost of a much higher implementation complexity of the a posteriori
determined receiver-sided algorithms. With reference to the economically important
cellular mobile radio systems, such a radio transmission is advantageous in the uplink.
Because in the uplink, the terminals of the mobile users, the mobile stations, are the
simple transmitters, whereas the ﬁxed base stations are the receivers — and, typically,
a higher complexity can be accepted there. However, in the downlink of such mobile
radio systems, the base stations are the simple transmitters, whereas the mobile stations
have to act as complex receivers. This is not beneﬁcial, since in practical mobile radio
systems, weight, volume, energy consumption and the cost of terminal hardware and,
therefore, of the mobile stations, increase with implementation complexity.
As proposed by the author of this thesis, this drawback can be circumvented, as the
radio transmission in mobile radio systems can alternatively be designed in a novel
receiver oriented way. Receiver oriented radio transmission is characterized by the fact
that the system design starts from the receiver side. In this case the algorithms used
at the receiver side for data estimation are a priori chosen, and the algorithms utilized
at the transmitter for transmission signal generation follow a posteriori by adaption,
possibly again under consideration of channel state information. Receiver orientation
allows the use of simple algorithms at the receiver side, but a higher implementation
complexity at the transmitter side has to be accepted. In regard to the complexity
features of both transmitter orientation and receiver orientation mentioned above, the
author proposes the use of receiver orientation in the downlink and transmitter ori-
entation in the uplink of future mobile radio systems. This is favorable since receiver
orientation has, besides others, the following advantages when compared to transmitter
orientation:
• The power of the signals radiated by the base stations can be reduced. This
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allows to reduce system inherent disturbing inﬂuences, which are termed intercell
interference and which degrade the performance of the mobile radio system, and,
moreover, is desirable with respect to the growing electro-phobia of the public.
• Channel state information is not necessary at the receiver side, which allows to
do without resource consuming training signals.
• No channel estimator is needed at the receiver side which further reduces the
implementation complexity of the receivers.
Thus, mobile radio systems can be signiﬁcantly enhanced by the utilization of receiver
orientation. This is a clear motivation for deeply studying the basics, potentials and
the embodiment of this rationale in mobile communications within this thesis.
To clarify these aspects in the context of mobile communications, it is important, to
consider the choice of the receivers as well as the adaption of the transmitter. The
question concerning the adaption of the transmitter is equivalent to the question of
joint transmission signal generation based on the entirety of all data. After introdu-
cing a suitable general model of the downlink transmission in a cellular mobile radio
system, which also includes multi-antenna conﬁgurations at the base stations and at
the mobile stations, it is pointed out that, concerning the a priori choice of the receiver
in connection with the low implementation complexity mentioned afore, the design of
the receiver-sided signal processing as a serial concatenation of a linear signal proces-
sing and a nonlinear quantizer is favorable. The principles, underlying the choice of
the linear signal processing as well as the nonlinear quantizer are elaborated. As a
result it becomes apparent that the design of the receiver-sided linear signal proces-
sing according to code multiplex is advantageous in terms of frequency diversity, time
diversity and space diversity but, requires powerful techniques for joint transmission
signal generation, which avoid the occurrence of harmful interference. Moreover, it be-
comes evident that nonlinear quantizers can be divided into the class of conventional
and unconventional quantizers; the same applies to receivers utilizing such quantizers.
Conventional quantizers rely on simply connected decision regions, where each decisi-
on region is uniquely assigned to a single possible value of a data message element. In
contrast, unconventional quantizers are based on multiply connected decision regions,
which are composed of several partial decision regions. The availability of multiple
partial decision regions per decision region and, therefore, per value of the transmitted
data message element in the case of unconventional quantization constitutes a degree
of freedom, which can be utilized beneﬁcially for joint transmission signal generation
in order to reduce said powers of the radiated signals.
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A focal point of this thesis is the elaboration of techniques for joint transmission signal
generation. Therefore, theses techniques are systematically classiﬁed and elaborated. It
turns out that techniques for joint transmission signal generation can be divided into
techniques for conventional receivers and techniques for unconventional receivers. Con-
cerning the former mentioned techniques it is shown, in which way an optimum trans-
mission signal generation can be established, which under certain constraints achieves
optimum transmission quality in terms of minimum transmission error probabilities.
Such an optimum transmission signal generation is typically very complex, which is the
motivation for certain suboptimum linear techniques for transmission signal generati-
on, which are considered in the following. Especially the techniques transmit matched
ﬁlter (TxMF), transmit zero-forcing (TxZF) and transmit minimum mean square error
(TxMMSE) are proposed, which provide a more or less satisfying compromise between
implementation complexity, interference suppression and robustness against noise. The
author proposes to quantify the performance of such techniques by, among others, the
total energy of the transmission signals, which are radiated by the base station during
a certain time interval — this total transmit energy is an important aspect not only
due to technical but also social reasons —, and by the criterion transmit eﬃciency. The
transmit eﬃciency evaluates the interaction between interference suppression on the
one hand and energy eﬃcient transmission on the other hand. By means of analytical
and numerical considerations it is shown that both quantities are primarily determined
by two factors: the number of degrees of freedom for transmission signal generation
— that is the number of samples of the transmitted signals to be determined — and
the number of restrictions to be satisﬁed thereby. Since the number of restrictions can
hardly be inﬂuenced if interference suppression is required, the author proposes to in-
crease the performance of receiver oriented transmission by increasing the number of
degrees of freedom, which, in particular, can be accomplished by using unconventional
receivers. It is shown, how, with respect to certain constraints and a minimum probabi-
lity of transmission errors, an optimum transmission signal generation has to be carried
out and which signiﬁcant performance improvements in terms of total transmit energy
and transmit eﬃciency are achievable. This optimum transmission signal generation is
typically of high complexity, and, therefore, suboptimum less complex techniques for
transmission signal generation for unconventional receivers are considered which still
guarantee a high transmission performance.
Joint transmission signal generation requires transmitter-sided channel state informati-
on. Therefore, the basic principles of providing such information are presented, whereby
the provision of such information based on channel reciprocity in the case of duplex
transmission is favored. In this case, the channel state information obtained in the up-
link is used for joint transmission signal generation in the downlink. If the channel state
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information is not accurate, then this will lead in principle to a degradation of the per-
formance of receiver oriented transmission. Analytical and/or numerical considerations
allow to quantify theses degradations. It turns out that the mentioned degradations are
comparable to those known from the conventional transmitter orientation. An outline of
further possible developments on the subject of the basic principle receiver orientation
completes the considerations within in this thesis.
The results of this thesis prove that receiver orientation is an attractive choice for the
organization of the downlink transmission in future mobile radio systems. Moreover,
it becomes clear, which basic principles and eﬀects govern the receiver oriented radio
transmission and which techniques for designing such radio transmission enable the
best balance of the mentioned eﬀects. Thus, this thesis may act as a valuable refe-
rence for system designers of tomorrow’s mobile radio systems, which encourages the
transformation of the basic advantages of receiver orientation worked out into practical
radio technology.
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