Regionale Mortalitätsunterschiede in Baden-Württemberg by Gaudecker, Hans-Martin von
 mea – Mannheimer Forschungsinstitut Ökonomie und Demographischer W
andel 


































































Mannheimer Forschungsinstitut O¨konomie und demographischer Wandel (MEA)
Mai 2004
Diese Arbeit untersucht die zum Teil erstaunlich hohen Mortalita¨tsun-
terschiede in Baden-Wu¨rttemberg. Zuna¨chst wird die Mo¨glichkeit aus-
geschlossen, dass diese allein auf Zufallsschwankungen oder Fehlern im
Meldewesen beruhen. Es schließen sich einige methodische U¨berlegungen
an, bevor eine Ursachenanalyse durchgefu¨hrt wird. Als Haupterkla¨rungs-
grund fu¨r die Sterblichkeitsunterschiede konnte der sozioo¨konomische
Status herausgearbeitet werden: In Kreisen mit hohem Einkommen leben
die Menschen im Durschschnitt la¨nger als in Kreisen mit geringem Ein-
kommen. Der Einfluss des sozioo¨konomischen Status auf die Mortalita¨t
scheint durch ho¨here Bildung versta¨rkt oder sogar verursacht zu werden.
Luftbelastung und Gesundheitsversorgung konnten nicht als diskrimi-
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Die menschliche Lebenserwartung bietet ein faszinierendes Forschungsfeld, weil sie von
unza¨hligen Faktoren der verschiedensten Disziplinen beeinflusst wird. Individuen treffen je-
den Tag sterblichkeitsrelevante Entscheidungen, die von ihrem sozialen und o¨konomischen
Kontext bestimmt sind. Die Mortalita¨t ha¨ngt ebenfalls zusammen mit ihren genetischen
Voraussetzungen, dem Stand medizinischen Wissens, dem Zugang zum Gesundheitssy-
stem und den Umweltbedingungen, um nur einige Beispiele zu nennen. In dieser kurzen
und weit von der Vollsta¨ndigkeit entfernten Liste klingen bereits viele Fragestellungen der
Wirtschafts- und Sozialwissenschaften, der Biologie, Medizin und Epidemiologie an. Die
Lebenserwartung ist von ho¨chster Relevanz sowohl fu¨r die individuelle Lebensplanung, als
auch fu¨r die Organisation vieler gesellschaftlicher Institutionen, wie der Ausgestaltung des
Rentensystems, der Krankenversicherung oder des Bedarfs an Pflege- und Altenheimen.
Besonders spannend ist der Alterungsprozess, der sich in den Industrienationen seit dem
Ende des zweiten Weltkriegs scheinbar unaufhaltsam fortsetzt. Auch dieser la¨sst sich wie-
derum in unterschiedlichen Dimensionen betrachten. Die La¨ngsschnittbetrachtung stellt die
Frage, warum ein heute neugeborenes Kind eine ho¨here Lebenserwartung hat als seine El-
tern, als diese auf die Welt kamen. In der Querschnittsbetrachtung wird nach Erkla¨rungen
dafu¨r gesucht, dass zwei am selben Tag geborene Personen unterschiedliche Sterbewahr-
scheinlichkeiten aufweisen. Selbstredend erga¨nzen und befruchten sich beide Herangehens-
weisen gegenseitig.
Die Demografie na¨hert sich beiden Fragestellungen auf aggregierter Ebene und fragt nach
den Sterblichkeitsunterschieden zwischen Bevo¨lkerungen. In den Wirtschafts- und Sozial-
wissenschaften ergibt sich in der Frage nach der geeigneten Analyseebene ein Abwa¨gen
zwischen verschiedenen U¨beln.
Auf individueller Ebene sind sozioo¨konomische Indikatoren in vielen seit den achtzi-
ger Jahren erhobenen Paneldatensa¨tzen sehr detailliert enthalten, meist fehlt jedoch eine
Kontrolle fu¨r den ko¨rperlichen Zustand der befragten Personen. Da sozioo¨konomische Ent-
scheidungen eng mit diesem zusammen ha¨ngen, ko¨nnen sich insbesondere fu¨r alte Menschen
große Verzerrungen ergeben. Allerdings ist gerade die Sterblichkeit dieser Bevo¨lkerungs-
gruppe in der momentanen Phase des Alterungsprozesses von entscheidender Bedeutung.
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1. Einleitung
Erst in letzter Zeit erhobene Paneldatensa¨tze wie der HRS und AHEAD in den Vereinigten
Staaten oder der europa¨ische SHARE lassen eine ausreichende Kontrolle fu¨r den Gesund-
heitszustand zu. Hier liegt jedoch noch keine genu¨gend große Zeitdimension vor, als dass
fundierte Ru¨ckschlu¨sse auf die Lebenserwartung mo¨glich wa¨ren.
Auf der Aggregatsebene hingegen kann aufgrund des Gesetzes der großen Zahl gehofft
werden, dass die ko¨rperlichen Zusta¨nde u¨ber die Bevo¨lkerungen hinweg weitgehend ho-
mogen sind. Es stellt sich die Frage, ob sich trotz der weniger scharfen Informationen zu
sozioo¨konomischen Variablen beobachtbare Regelma¨ßigkeiten feststellen lassen, die Morta-
lita¨tsunterschiede erkla¨ren ko¨nnen. Falls ein signifikanter Einfluss von kontextuellen Fak-
toren wie dem Umwelteinfluss oder der Gesundheitsversorgung nachgewiesen werden kann,
so ha¨tten die Ergebnisse vor dem Hintergrund des Grundsatzes der Chancengleichheit auch
direkt politikrelevante Konsequenzen.
In der vorliegenden Arbeit wurde der Kreis als Analyseeinheit fu¨r eine Querschnitts-
betrachtung gewa¨hlt. Kapitel 2 stellt den verwendeten Datensatz vor und entha¨lt eine
knappe Beschreibung der regionalen Mortalita¨tsunterschiede in Baden-Wu¨rttemberg. Die
bloße Feststellung von Unterschieden in der Lebenserwartung hat vor dem Hintergrund end-
lich großer Populationen keine statistische Aussagekraft, wenn das Sterblichkeitsgeschehen
stochastischer Natur ist. Mit der statistischen Validierung der differenziellen Mortalita¨t
bescha¨ftigt sich das dritte Kapitel. Zuna¨chst wird die Sterblichkeit als ein stochastischer
Prozess modelliert und mittels Simulationen gezeigt, dass systematische Unterschiede der
Lebenserwartungen vorliegen. Die Mo¨glichkeit, dass Messfehler deren Ursache darstellen,
wird ebenfalls u¨ber einen Simulationsansatz ausgeschlossen. Nachdem die Befunde auf diese
Weise untermauert sind, wird im Rest der Arbeit versucht, Einflussfaktoren der Mortalita¨t
herauszuarbeiten.
Kapitel 4 entha¨lt zuna¨chst einen U¨berblick u¨ber die theoretische Literatur zu den De-
terminanten der Sterblichkeit. Ferner wird auf die Mo¨glichkeiten und Grenzen der Analyse
aggregierter Daten eingegangen. Abschließend findet sich ein Regressionsmodell, welches
in Kapitel 5 mit Daten des Statistischen Landesamts Baden-Wu¨rttemberg zur Anwendung
kommt. Dieses bildet den eigentlichen Schwerpunkt der Arbeit und entha¨lt verschiedene
Modellspezifikationen zum Einfluss von sozioo¨konomischen Charakteristika, der Wande-
rungsbewegungen, des Gesundheitswesens, der Siedlungsstruktur sowie der Umwelt. Die
Resultate zeigen deutlich den herausragenden Einfluss des sozioo¨konomischen Status auf
die Lebenserwartung. Einkommen und ho¨here Bildung weisen eine signifikant negative Kor-
relation mit der Sterblichkeit auf. Zu den restlichen Einflussfaktoren finden sich gemischte
Ergebnisse. Die Arbeit endet mit einer Zusammenfassung und einigen Schlussfolgerungen.
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2. Mortalita¨tsdaten und deskriptive
Analyse
Dieses Kapitel stellt die verwendeten Daten kritisch dar und liefert eine Beschreibung der
nach Kreisen und Jahren differenzierten Sterblichkeit. Weiterhin wird auf die Methodik
eingegangen, welche zur Berechnung der zugrundeliegenden Mortalita¨tskennziffern gewa¨hlt
wurde.
2.1. Beschreibung der Sterblichkeits- und
Wanderungsdaten
Datenquelle Sa¨mtliche fu¨r diesen Abschnitt relevanten Daten wurden vom Statistischen
Landesamt Baden-Wu¨rttemberg zur Verfu¨gung gestellt. Sie beinhalten fu¨r jeden der 44
Kreise des Bundeslandes den Bevo¨lkerungsstand zum Jahresende von 1980 bis 2001, die
innerhalb des betreffenden Jahres Gestorbenen, sowie die Wanderungsbewegungen mit Ziel
bzw. Herkunft (bei Wanderungen innerhalb Baden-Wu¨rttembergs den Kreis, ansonsten ei-
ne Untergliederung nach Deutschland / Ausland). Alle Daten sind aufgeschlu¨sselt nach
Alter, Geschlecht und Staatsangeho¨rigkeit (Deutsche / Ausla¨nder). Die mindestens 100
Jahre alten Personen werden in einer Gruppe zusammengefasst. Auf einer ho¨heren Ag-
gregationsebene werden diese Daten regelma¨ßig vero¨ffentlicht und sind im Wesentlichen
verfu¨gbar unter Statistisches Landesamt Baden-Wu¨rttemberg (2003).
Die Daten sind insgesamt von hervorragender Qualita¨t, perfektes Zahlenmaterial ist je-
doch immer nur eine Wunschvorstellung und so gilt es, vor der Analyse einige wichtige
Aspekte zu beachten. Alle Daten sind anonymisiert, d. h. Charakteristika ko¨nnen immer
nur auf Kreisebene erfasst, aber nicht einzelnen Personen zugeordnet werden. Fu¨r die in
diesem Abschnitt vorgenommene Beschreibung der Sterblichkeitsverha¨ltnisse ist dabei rele-
vant, dass ra¨umliche Wanderungsbewegungen nicht auf der Individualebene erfasst werden.
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Falls jemand seinen Wohnort wechselt und kurz darauf stirbt, wird der Sterbefall im Ziel-
kreis erfasst und dort in die Statistik einbezogen. Dies ist nicht sinnvoll fu¨r eine geographi-
sche Beschreibung der Mortalita¨t, aber aufgrund der Datenstruktur unumga¨nglich. Sa¨mt-
liche hier durchgefu¨hrten Analysen beinhalten somit die Annahme ra¨umlich-stationa¨rer
Bevo¨lkerungen, die selbstversta¨ndlich nicht erfu¨llt ist und als unvermeidbare Approximati-
on angesehen werden sollte. Insbesondere im Fall von Umwelteinflu¨ssen als Kovariate muss
diese Vorgehensweise kritisiert werden, da man nur bei einer langfristigen Exposition Wir-
kungen auf die Mortalita¨t erwarten wu¨rde. Im Zusammenhang damit soll auch bereits an
dieser Stelle vor dem o¨kologischen Fehlschluss gewarnt werden: Zusammenha¨nge, die fu¨r be-
stimmte Gruppen (hier: Kreisbevo¨lkerungen) gefunden werden, mu¨ssen nicht zwangsla¨ufig
fu¨r alle dazugeho¨rigen Individuen gelten (Robinson 1950). Abschnitt 4.2 geht auf dieses
Problem na¨her ein.
Der Bevo¨lkerungsbestand bezieht sich auf alle Personen, die in dem betreffenden Kreis
mit sta¨ndigem Wohnsitz gemeldet sind. Alle Daten basieren auf den offiziellen Ergebnissen
der Volksza¨hlungen 1970 und 1987. Zu den dort ermittelten Besta¨nden werden ja¨hrlich die
Zuga¨nge durch Geburten und Zuwanderungen addiert, sowie die Abga¨nge durch Tod und
Abwanderungen subtrahiert. Mit der Problematik dieser Fortschreibung befassen sich die
na¨chsten beiden Absa¨tze. Alle nicht gesondert gekennzeichneten Informationen zum Da-
tenerhebungsprozess entstammen Gespra¨chen mit Herrn Ivar Cornelius vom Statistischen
Landesamt Baden-Wu¨rttemberg.
Natu¨rliche Bevo¨lkerungsbewegung Hierunter versteht man die Zu- und Abga¨nge durch
Geburten und Tod. Diese werden dem Statistischen Landesamt von den Standesa¨mtern
der Gemeinden gemeldet. Die Qualita¨t der Daten zu Neugeborenen und Sterbefa¨llen in-
nerhalb der Bundesrepublik Deutschland ist als sehr hoch einzustufen, da in jedem Fall
vom Standesamt eine Urkunde erstellt wird. Lediglich im Zeitraum bis einschließlich 1994
ko¨nnten unsystematische Fehler durch manuelle Weiterverarbeitung in den Daten vorhan-
den sein, da diese erst seit 1995 elektronisch aufbereitet an das Statistische Landesamt
Baden-Wu¨rttemberg geliefert werden.
Sterbefa¨lle im Ausland werden in aller Regel keinen Eingang in den Datensatz finden.
Zwar existiert ein offizieller Meldeweg, von diesem wird allem Anschein nach jedoch selten
Gebrauch gemacht. Falls diese Annahme stimmt, werden zu wenige Sterbefa¨lle erfasst und
der Bevo¨lkerungsbestand in darauffolgenden Jahren zu hoch ausgewiesen. Wenn die Wahr-
scheinlichkeit im Ausland zu sterben fu¨r verschiedene Subpopulationen unterschiedlich ist
(hohe Werte wu¨rde man z.B. fu¨r mobile Personen oder Ausla¨nder erwarten), so kommt es
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bei den Mortalita¨tsindikatoren zu systematischen Verzerrungen. Diesem Problem tra¨gt das
Messfehlermodell in Abschnitt 3.2 im Rahmen des Mo¨glichen Rechnung.
Ra¨umliche Bevo¨lkerungsbewegung Die gro¨ßte Fehlerquelle im Rahmen der Fortschrei-
bung ist bei der Erfassung von Zu- und Fortzu¨gen zu erwarten. Bei allen Wanderungsbe-
wegungen innerhalb Deutschlands basieren sa¨mtliche Daten auf den Meldungen der Zielge-
meinde (vgl. Statistisches Landesamt Baden-Wu¨rttemberg (2000)). Folglich gru¨nden sich
die Fortzugszahlen auf schwer u¨berpru¨fbare Angaben der betreffenden Personen, in welche
sich leicht Fehler einschleichen ko¨nnen. Tabelle 2.1 illustriert ein einfaches Beispiel: eine
Person aus dem Ortenaukreis beginnt ihr Studium in Heidelberg, ohne sich umzumelden.
Bei Beginn des Berufslebens in Stuttgart meldet sie sich dort an und gibt als Herkunftsort
Heidelberg an, wo sie jedoch nie gemeldet war. In den vorliegenden Daten wa¨re von diesem
Moment an eine Person zu viel im Ortenaukreis und eine Person zu wenig in Heidelberg
gefu¨hrt.
Tabelle 2.1.: Beispiel fu¨r Fehler im Meldewesen
Periode Ta¨tigkeit Ort Anmeldung Angegebener Fehler
Herkunftsort
1 Schulbesuch Ortenaukreis ja - +1
2 Studium Heidelberg nein - -1
3 Anstellung Stuttgart ja Heidelberg keiner
In Statistisches Landesamt Baden-Wu¨rttemberg (2000) werden weitere anschauliche
Mo¨glichkeiten fu¨r Fortschreibungsfehler beispielhaft aufgefu¨hrt. Es la¨sst sich festhalten,
dass Anmeldungen eher korrekt und vollsta¨ndig erfasst werden als Abmeldungen. Damit
fu¨hrt dieses System tendenziell zu einer U¨berscha¨tzung des Bevo¨lkerungsbestandes. Eine
weitere potenzielle Quelle dafu¨r entspringt dem kommunalen Finanzausgleich, welcher auf
den Bestandsdaten des Statistischen Landesamtes beruht. Fu¨r jede erfasste Person erha¨lt
eine Gemeinde bis zu EUR 1175 (Werte von 2000, vgl. Statistisches Landesamt Baden-
Wu¨rttemberg (2000)). Damit bestu¨nde fu¨r diese ein finanzieller Anreiz, den Bevo¨lkerungs-
bestand als zu hoch auszuweisen.
Tabelle A.1 im Anhang fu¨hrt die Jahresendbesta¨nde der deutschen und ausla¨ndischen
Bevo¨lkerung in Baden-Wu¨rttemberg auf. Die Kreise haben dabei eine Gro¨ße von 48.622
(Stadtkreis Baden-Baden, 1984) bis 599.415 Einwohner (Stadtkreis Stuttgart, 1992). Die
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geringste Ausla¨nderzahl findet sich mit 3.306 im Stadtkreis Baden-Baden (1980), die
ho¨chste im Stadtkreis Stuttgart mit 145.907 (1996). Einigen Aufschluss u¨ber fehlerhaf-
te Daten vermo¨gen die Zahlen in Tabelle A.2 zu geben. Hier sind die mindestens 65 Jahre
alten Personen gegliedert nach Nationalita¨t und Geschlecht fu¨r ganz Baden-Wu¨rttemberg
aufgefu¨hrt. Interessant in Bezug auf die Fortschreibung sind insbesondere die Werte vor
und nach der Volksza¨hlung 1987, deren absolute Differenz und prozentuale Vera¨nderung
in den letzten beiden Zeilen aufgefu¨hrt sind. Die starken Ru¨ckga¨nge bei der ausla¨ndischen
Bevo¨lkerung um rund ein Viertel sind konsistent mit der Hypothese, dass viele nach Been-
digung des Berufslebens in ihr Heimatland zuru¨ckkehren ohne sich abzumelden. Ein a¨hn-
liches, jedoch nicht so stark ausgepra¨gtes, Bild ergibt sich bei den Bevo¨lkerungsbesta¨nden
u¨ber alle Altersgruppen hinweg.
Manuelle Eingriffe Die gesamten Rohdaten sind Jahresendbesta¨nde. Zur Berechnung
der aktuariellen Mortalita¨tsraten sind jedoch die in einer Periode Gestorbenen auf die
in dieser Periode von der Risikobevo¨lkerung verlebten Personenjahre zu beziehen (vgl.
Preston, Heuveline, und Guillot (2000), S. 19). Bei einja¨hrigen Altersintervallen bietet sich
das Jahresmittel der Bevo¨lkerung als Approximation fu¨r die verlebten Personenjahre an.
(vgl. Preston, Heuveline, und Guillot (2000), S. 15). Die Approximation gilt exakt, wenn
die Vera¨nderung der Bevo¨lkerung durch Geburten, Wachstum und Tod durch eine lineare
Funktion gegeben ist.
Die u¨berwiegende Mehrheit der Daten weist keine sichtbaren Fehler auf. In wenigen
Fa¨llen trifft dies nicht zu und manuelle Korrekturen wurden erforderlich. In 3189 Fa¨llen
(0,85 %) treten negative Bevo¨lkerungsbesta¨nde auf, womit keine Berechnung von Morta-
lita¨tsraten mo¨glich ist. Die Kreisbevo¨lkerungen wurden hier gleich Null gesetzt. Der Fehler
tritt seit 1999 nicht mehr auf, da dass Statistische Landesamt einen Negativausgleich ein-
gefu¨hrt hat, welcher seinerseits zu Verzerrungen in hohen Altersklassen fu¨hren kann. Die
Korrektur geht aus von der Hypothese, dass in der Fortschreibung lediglich das Alter falsch
erfasst wurde. Bei Fortzug oder Tod einer Person in einer nicht besetzten Altersklasse, wird
in den fu¨nf Jahrga¨ngen darunter nach Besta¨nden gesucht und die Bewegung dort erfasst.
Dieses Vorgehen ist insbesondere im Rahmen der nach oben hin offenen Altersklasse zu
kritisieren und wird zur Zeit einer Revision unterzogen.
Ferner war in 501 Fa¨llen (0,13 %) die Zahl der Gestorbenen gro¨ßer als der mittlere
Bestand. Zwar kann dies beispielsweise auftreten, wenn alle Mitglieder einer Altersklasse im
Verlauf des betreffenden Jahres sterben; die hohe Zahl von negativen Besta¨nden legt jedoch
nahe, dass auch hier Messfehler die gewichtigere Rolle spielen du¨rften. Die Formel zur
Konversion von Mortalita¨tsraten in Sterbewahrscheinlichkeiten (s. u. auf S. 8) beinhaltet
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ferner die Restriktion, dass die Mortalita¨tsrate kleiner oder gleich zwei ist, was nicht in
immer gegeben war. In all diesen Fa¨llen wurde die Zahl der Lebenden gleich der Zahl der
Gestorbenen gesetzt, da erstgenannte eher falsch gemessen wurden. Eine feinere Justierung
des Eingriffs erschien nicht gerechtfertigt.
2.2. Berechnung der Kennziffern
Aus den Rohdaten wurden zuna¨chst einfache Mortalita¨tsraten gegliedert nach Altersklasse




In 281 Fa¨llen (0,15%) waren Altersklassen in einem Kreis nicht besetzt, so dass keine
Scha¨tzung der Mortalita¨tsrate mo¨glich war. Als einfache Approximation wurde diejenige
der darunterliegenden Altersklasse verwendet. Angesichts der geringen Zahl des Auftretens
erschien eine kompliziertere Na¨herung nicht notwendig.
Um sinnvolle Vergleiche anhand weniger Kennzahlen zu ermo¨glichen, muss in irgend ei-
ner Form u¨ber die Altersdimension aggregiert werden. In der Literatur werden zu diesem
Zweck verschiedene Verfahren vorgeschlagen, im Wesentlichen fiktive (fernere) Lebenser-
wartungen sowie standardisierte Sterbeziffern (vgl. Esenwein-Rothe (1982), Kapitel 2.3,
oder Mueller (2000), Abschnitt 1.2.3). Erstgenannte sind fiktiver Natur, da sie auf einer
Periodensterbetafel beruhen, wa¨hrend die Lebenserwartung ein Kohortenkonzept ist. Sie
haben somit keinerlei Interpretation im eigentlichen Sinne des Wortes, sondern sind nur
als ein pragmatischer Indikator fu¨r die Sterblichkeit einer Bevo¨lkerung zu einem gegebenen
Zeitpunkt anzusehen. Beispielsweise fließt in die Berechnung der fiktiven Lebenserwartung
bei Geburt im Jahr 2003 die Sterblichkeit eines Neugeborenen und die eines heute Sech-
zigja¨hrigen ein. Letztere sagt aber nicht viel daru¨ber aus, wie die Sterblichkeitsverha¨ltnisse
in sechzig Jahren sein werden, welche fu¨r die Lebenserwartung des Neugeborenen rele-
vant sind. Theoretisch sauberer ist die standardisierte Sterbeziffer, welche von vornherein
Lebende und Gestorbene im Querschnitt betrachtet. Konkret werden die in einer Alter-
sklasse Gestorbenen mit einer vorher definierten Standardbevo¨lkerung gewichtet. Selbst
wenn diese sinnvoll gewa¨hlt wird, kann es im Zeitablauf zu starken Verzerrungen kommen
(vgl. Mueller (2000), S. 40). Aus dem Grund wurde die fiktive Lebenserwartung bei Ge-
burt vorgezogen. Gegen diese wird gelegentlich angefu¨hrt, dass Zufallsschwankungen in den
unteren Altersklassen die Ergebnisse stark beeinflussen ko¨nnen, da sie sich in den Sterbe-
tafeln fortpflanzen. Diese Kritik ist in der vorliegenden Untersuchung aus zwei Gru¨nden
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wenig relevant. Einerseits ist die Zeitreihe lang genug, um
”
Ausreißerjahre“ zu identifizie-
ren. Zweitens wird dieses Problem in Abschnitt 3.1 aufgegriffen und gezeigt, dass solche
Schwankungen nicht fu¨r die beobachteten Unterschiede in den Mortalita¨tskennziffern ver-
antwortlich sein ko¨nnen. Die standardisierte Sterbeziffer wurde auf der Grundlage der Ge-
samtbevo¨lkerung Baden-Wu¨rttembergs im Jahr 1991 berechnet, jedoch aus Gru¨nden der
U¨bersichtlichkeit nicht aufgefu¨hrt, zumal beide Kennziffern qualitativ gleichwertige Ergeb-
nisse lieferten. Schließlich wurde die fernere fiktive Lebenserwartung im Alter von 65 Jahren
berechnet. Dies stellt einerseis die Vergleichbarkeit der Ergebnisse mit einer Studie fu¨r Hes-
sen sicher (Wittwer-Backofen 1999), andererseits sind in dieser Altersklasse praktisch nur
noch natu¨rliche Todesursachen relevant (vgl. z. B. Gro¨ner (2002)), auf welche diese Analyse
im Wesentlichen abzielt. Bei der Interpretation der Ergebnisse ist jedoch beachtenswert,
dass die Bevo¨lkerung u¨ber 65 Jahren bereits mit Selektionsproblemen behaftet ist. So bele-
gen Studien einen besonders großen Effekt des Einkommens- und Bildungsniveaus auf die
Sterblichkeit in der Klasse der 25 bis 64-ja¨hrigen (Kitagawa und Hauser 1972).
Lebenserwartungen sind Funktionen von Sterbetafeln. Um diese zu berechnen, wurde auf
das Verfahren von William Farr zuru¨ckgegriffen (vgl. Esenwein-Rothe (1982), S. 248), da es
von der amtlichen Statistik verwendet wird und somit die Vergleichbarkeit sichergestellt ist.
Dafu¨r mu¨ssen die Mortalita¨tsraten zuna¨chst in ja¨hrliche bedingte Sterbewahrscheinlichkei-
ten umgewandelt werden. Die grundlegende Annahme dabei ist, dass Sterbefa¨lle u¨ber das
Jahr gleichverteilt sind (ax =
1
2
fu¨r x > 0). Dies fu¨hrt zu der folgenden Formel (Herleitung
z.B. bei Preston, Heuveline, und Guillot (2000), S. 43):
1− px,j,k,s = mx,j,k,s
1 + 0,5 ·mx,j,k,s fu¨r x > 0
Nach Preston, Heuveline, und Guillot (2000) liefert diese Daumenregel bei der hier ge-
gebenen Datenstruktur sehr pra¨zise Ergebnisse, abgesehen von der untersten Altersklasse
(vgl. ebenda, S. 46). Fu¨r Neugeborene wurde aufgrund des Einflusses der Sa¨uglingssterb-
lichkeit und der resultierenden stark rechtsschiefen Verteilung der Sterbefa¨lle eine modifi-
zierte Formel verwendet. Die geschlechtsspezifischen Formeln wurden von Coale, Demeny,
und Vaughen (1983) auf der Basis sehr detaillierter Sterbedaten berechnet und werden von
Preston, Heuveline, und Guillot (2000), S. 48, fu¨r Datensa¨tze wie den hier verwendeten
empfohlen:
1− p0,j,k = m0,j,k
1 + (0,45 + 2,684 ·m0,j,k) ·m0,j,k , fu¨r Ma¨nner
1− p0,j,k = m0,j,k
1 + (0,53 + 2,8 ·m0,j,k) ·m0,j,k , fu¨r Frauen
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Damit ist die erwartete Zahl der Lebensjahre in jeder Altersklasse gegeben als:
Lx,j,k,s = px,j,k,s + (1− px,j,k,s) · ax,j,k,s
Die fiktive Lebenserwartung ergibt sich nun als deren gewichtete Summe, wobei die Wahr-
scheinlichkeit, die Altersklasse x zu erreichen, die Gewichte bildet:














Die ho¨chste Altersklasse wurde wie eine einja¨hrige behandelt. Das von Preston, Heu-
veline, und Guillot (2000) vorgeschlagene Verfahren fu¨hrte insbesondere bei Ausla¨ndern
aufgrund von stellenweise sehr geringen in dieser Altersklasse gemessenen Mortalita¨tsraten
zu Fantasiewerten (e0 = 160 und mehr). Proberechnungen mit ho¨heren Werten fu¨r die im
Alter 100 verbleibende Lebenserwartung ergaben keine wesentlichen Unterschiede, so dass
dieses Vorgehen aus pragmatischen Gru¨nden gerechtfertigt erscheint.
2.3. Darstellung der Mortalita¨tsunterschiede
In diesem Abschnitt soll die Analyse der differenziellen Mortalita¨t durch eine kurze Darstel-
lung der regionalen Unterschiede motiviert werden. Detailliertere Ausfu¨hrungen ju¨ngeren
Datums finden sich bei Cischinsky (2000) und Gro¨ner (2002). Ein Vergleich der Tabellen
A.3 bis A.6 sowie der Abbildungen 2.1 und 2.2 zeigt, dass beide Kennziffern a¨hnliche re-
gionale Muster der Mortalita¨t liefern. Aus diesem Grund wird hier im Wesentlichen die
fiktive Lebenserwartung bei Geburt thematisiert und kurz auf systematische Unterschiede
eingegangen. Zuna¨chst sei jedoch auf die Tabelle 2.2 verwiesen, welche die Gro¨ßenordnung
der Effekte kurz verdeutlicht. Die fiktive Lebenserwartung bei Geburt liegt bei Frauen
um fu¨nf bis sechs Jahre ho¨her als bei Ma¨nnern, wobei die Ma¨nner jedoch ho¨here prozen-
tuale Verbesserungsraten aufweisen. Hier la¨sst sich ein leichter Aufholprozess feststellten.
Die A¨nderungsraten von Mittelwert, Minimum und Maximum liegen fu¨r Frauen sehr dicht
beieinander, so dass sich hier keine eindeutigen Konvergenz- oder Divergenztendenzen ab-
zeichnen. Bei Ma¨nnern findet sich leichte Konvergenz, die Vera¨nderungsrate des Minimums
liegt u¨ber derjenigen des Maximums. Im Alter ergibt sich ein a¨hnliches Bild. Die fernere
fiktive Lebenserwartung ist fu¨r Frauen drei bis vier Jahre ho¨her als bei Ma¨nnern, die prozen-
tualen Vera¨nderungsraten sind im letzten Fall ho¨her. Hier la¨sst sich fu¨r beide Geschlechter
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eine gewisse Konvergenz feststellen. Die sta¨rkere Verbesserung der Lebenserwartung fu¨r
Ma¨nner ko¨nnte auf kriegsbedingte negative Selektionseffekte zuru¨ckzufu¨hren sein, welche
im Zeitablauf abnehmen (Dinkel 1985). Allerdings ist weder klar, ob die Differenzen stati-
stisch signifikant sind, noch ob andere Effekte, zum Beispiel biologischer Natur, eine Rolle
spielen.
Tabelle A.3 beinhaltet die fiktive Lebenserwartung bei Geburt fu¨r Ma¨nner in den Jahren
1981 und 2001, das arithmetische Mittel der ja¨hrlichen prozentualen Vera¨nderungen, so-
wie den Mittelwert aller 21 Jahre. Aufgrund der relativ homogenen Vera¨nderungsraten ist
ein Vergleich auf Basis der letzten Spalte am aufschlussreichsten. Die im Mittel ho¨chsten
Werte finden sich im Bodenseekreis und in den Landkreisen Tu¨bingen, Bo¨blingen, Esslin-
gen und Breisgau-Hochschwarzwald. Die Schlusslichter bilden der Stadtkreis Mannheim,
der Neckar-Odenwald-Kreis, die Landkreise Freudenstadt und Rastatt, sowie die beiden
Karlsruher Kreise. Bei den Frauen (Tabelle A.4) ergibt sich ein a¨hnliches Bild. Der Bo-
denseekreis und die Landkreise Tu¨bingen und Breisgau-Hochschwarzwald bilden auch hier
die Spitzengruppe, gefolgt von den Stadtkreisen Ulm und Stuttgart. Die geringste Lebens-
erwartungen sind wiederum im Neckar-Odenwald-Kreis, im Stadtkreis Mannheim und in
den Karlsruher Kreisen zu finden, hinzu kommt der Landkreis Heilbronn.
Ein Vergleich u¨ber die Indikatoren hinweg ergibt, dass die Stadtkreise bei der ferneren
Lebenserwartung im Alter 65 (Tabellen A.5 und A.6) durchweg besser abschneiden als im
Fall derjenigen bei Geburt. So ist die Sterblichkeit von Frauen u¨ber 65 Jahren in Stuttgart
am geringsten, Ulm und Freiburg liegen auch unter den ersten fu¨nf. Das Muster gilt auch
auf allen weiteren Positionen und ebenso fu¨r Ma¨nner.
Beachtung verdient auch die große Differenz der fiktiven Lebenserwartung bei Geburt
zwischen Ausla¨ndern und Deutschen, die in Tabelle A.7 dargestellt ist. Eine U¨bersterb-
lichkeit der einheimischen Bevo¨lkerung la¨sst sich theoretisch u¨ber die Theorie heterogener
Populationen begru¨nden (Vaupel und Yashin 1985), exzellente Diskussionen dieses Themas
finden sich bei Wittwer-Backofen (1999) und Cischinsky (2000). Die Gro¨ßenordnung von
bis zu elf Jahren erscheint jedoch unplausibel, was durch den Vergleich der durchschnittli-
chen fiktiven Lebenserwartungen vor und nach der Volksza¨hlung untermauert wird (ganz
unten in Tabelle A.7). Die Daten suggerieren, dass die Sterblichkeit von Frauen im ersten
Zeitraum geringer ist als im letzteren, bei Ma¨nnern ist keine Vera¨nderung festzustellen.
Auch dies muss nicht zwangsla¨ufig auf Messfehlern beruhen: so schwa¨cht sich zum einen
der positive Selektionseffekt fu¨r
”
alteingesessene“ Ausla¨nder ab, zum anderen ko¨nnte sich
die Zusammensetzung der zuwandernden Bevo¨lkerung gea¨ndert haben (die Bu¨rgerkriegs-
flu¨chtlinge aus dem ehemaligen Jugoslawien in den neunziger Jahren zeichneten sich mo¨gli-
cherweise nicht durch eine besonders robuste Gesundheit aus). Nichtsdestotrotz erscheinen
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Tabelle 2.2.: Zusammenfassung der fiktiven Lebenserwartungen
Fiktive Lebenserwartung bei Geburt, Ma¨nner
Kreis 1981 2001 ja¨hrliche Mittelwert
A¨nderung (%)
Mittelwert 71,33 77,03 0,37 74,19
Minimum 68,93 75,08 0,41 72,51
Maximum 73,75 78,64 0,31 75,63
Standardabweichung 0,94 0,77 0,57
Fiktive Lebenserwartung bei Geburt, Frauen
Kreis 1981 2001 ja¨hrliche Mittelwert
A¨nderung (%)
Mittelwert 77,76 82,66 0,29 80,43
Minimum 76,11 80,77 0,28 79,17
Maximum 79,40 83,80 0,26 81,35
Standardabweichung 0,74 0,63 0,49
Fiktive fernere Lebenserwartung im Alter 65, Ma¨nner
Kreis 1981 2001 ja¨hrliche Mittelwert
A¨nderung (%)
Mittelwert 14,06 17,11 0,94 15,39
Minimum 12,89 16,02 1,04 14,63
Maximum 15,04 17,92 0,84 16,07
Standardabweichung 0,45 0,49 0,33
Fiktive fernere Lebenserwartung im Alter 65, Frauen
Kreis 1981 2001 ja¨hrliche Mittelwert
A¨nderung (%)
Mittelwert 17,30 20,48 0,81 18,94
Minimum 16,14 19,29 0,85 17,81
Maximum 18,54 21,15 0,63 19,83
Standardabweichung 0,53 0,40 0,43
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Abbildung 2.1.: Fiktive Lebenserwartung bei Geburt, Mittelwert 1981-2001.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
die Differenzen sehr hoch und legen eine U¨berscha¨tzung der Basisbevo¨lkerung aufgrund
von Problemen des Meldewesens nahe. Bei der fiktiven ferneren Lebenserwartung im Alter
65 treten diese Effekte noch deutlicher zu Tage, aufgrund der geringen Ausla¨nderzahlen in
dieser Altersklasse (s. Tabelle A.2) wurden diese jedoch nicht aufgefu¨hrt. Das im letzten
Absatz angesprochene Muster der geringeren Alterssterblichkeit in den Stadtkreisen bleibt
jedoch auch fu¨r die deutsche Bevo¨lkerung bestehen und liegt nicht an ho¨heren Ausla¨nderan-
teilen.
12
2.3. Darstellung der Mortalita¨tsunterschiede
Abbildung 2.2.: Fiktive fernere Lebenserwartung im Alter 65, Mittelwert 1981-2001.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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In diesem Kapitel soll untersucht werden, ob die Mortalita¨tsunterschiede notwendiger Weise
auf regionalen Unterschieden beruhen. Dazu werden zwei alternative Mo¨glichkeiten durch-
gespielt. Zum einen wird u¨berpru¨ft, ob Zufallsschwankungen aufgrund von kleinen Kreis-
bevo¨lkerungen zu den beobachteten Unterschieden fu¨hren ko¨nnen. Zum anderen legt die
oben aufgefu¨hrte Fortschreibungsproblematik die Mo¨glichkeit systematischer Messfehler
nahe, welche in Abschnitt 3.2 simuliert werden.
3.1. Simulation von Zufallsschwankungen
Dieser Abschnitt untersucht, ob die oben dargestellten Mortalita¨tsunterschiede daraus
resultieren ko¨nnten, dass der Sterblichkeitsprozess stochastischer Natur ist und kleine
Grundgesamtheiten in den Kreisen zu unterschiedlichen Realisationen fu¨hren. Zu diesem
Zweck werden Zufallsziehungen aus einer Binomialverteilung simuliert, wobei die Ster-
bewahrscheinlichkeit im ganzen Land Baden-Wu¨rttemberg als gleich angenommen wird.
Anschließend werden die wahre und die simulierte Dispersion der fiktiven Lebenserwar-
tungen verglichen. Wenn die wahre Streuung signifikant gro¨ßer ist als die simulierte, so
mu¨ssen andere Ursachen fu¨r die Mortalita¨tsunterschiede vorliegen. Eine zweite Mo¨glich-
keit zur statistischen U¨berpru¨fung wa¨re die direkte Berechnung von Konfidenzintervallen
der fiktiven Lebenserwartungen (fu¨r eine Herleitung vgl. Smith (1992), Abschnitt 4.8, fu¨r
eine Anwendung in Baden-Wu¨rttemberg vgl. Scholz (2002)). Falls sich diese nicht in allen
Fa¨llen u¨berlappten, so la¨gen statistisch signifikante Differenzen in der Sterblichkeit vor. Pro
Jahr mu¨sste man mit diesem Verfahren 44! Vergleiche auswerten und u¨berpru¨fen, wie viele
dieser Konfidenzintervalle sich u¨berlappen. Mit dem Simulationsverfahren erha¨lt man di-
rekt eine Kennzahl, anhand derer man die Nullhypothese u¨berpru¨fen kann. Letztgenannte
lautet folgendermaßen:
H0 : Die jahres- und geschlechtsspezifischen Kennziffern der Mortaltita¨t (e0, e65) sind in
ganz Baden-Wu¨rttemberg gleich.
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Ausgehend davon wurden zuna¨chst fu¨r jedes Jahr (1981-2001) und beide Geschlechter
landesweite, altersspezifische Mortalita¨tsraten berechnet. Diese wurden mit oben beschrie-
ben Formelapparat in Sterbewahrscheinlichkeiten umgewandelt. Die Zahl der Gestorbenen
einer Altersklasse jedes Kreises la¨sst sich nun als das Resultat eines stochastischen Prozes-







f ∼ U(0, 1) simuliert mit einem Zufallszahlengenerator
N = N(j, k, s, a) gemessene Zahl der Lebenden
p = p(j, s, a) landesweit einheitliche U¨berlebenswahrscheinlichkeit
X = X(j, k, s, a) simulierte Zahl der Gestorbenen
Die resultierenden Sterbefa¨lle wurden zusammen mit den gemessenen Bevo¨lkerungs-
besta¨nden dazu verwendet, die beiden fiktiven Lebenserwartungen zu berechnen. Insge-
samt wurden 1000 Sterbetafeln fu¨r jedes Jahr und jeden Kreis berechnet. Die scheinbar
kleine Zahl der Wiederholungen wird dadurch relativiert, dass die Indikatoren gewichtete
Summen aus 101 bzw. 36 Ziehungen sind (e0 bzw. e65). Um die Kreisebene zu eliminieren,
wird als Dispersionsmaß die Standardabweichung u¨ber die Kreise berechnet. Deren Vertei-
lung in der Simulation wird nun mit den tatsa¨chlichen Standardabweichungen verglichen.
Wenn die real gemessenen Werte signifikant ho¨her sind als die simulierten, so kann auf
Unterschiede in der Sterblichkeit geschlossen werden, die nicht auf Zufallsschwankungen
beruhen.
Die Ergebnisse finden sich in den Tabellen A.8 bis A.11 und den dazugeho¨rigen Ab-
bildungen 3.1 bis 3.4. In der ersten Spalte der Tabellen ist die empirische Standardab-
weichung der Kennziffern aufgefu¨hrt, in den weiteren der Mittelwert, das einseitige 95%-
Konfidenzintervall und das Maximum der simulierten Werte. In der letzten Zeile werden
diese Werte noch einmal u¨ber die Jahre gemittelt, um einen schnellen U¨berblick zuzulas-
sen. Die Grafiken stellen diese Zeitreihen anschaulich dar. Fu¨r beide Geschlechter liegen
die realen Standardabweichungen der fiktiven Lebenserwartung bei Geburt nur vereinzelt
innerhalb des 95%-Konfidenzintervallls. Im Falle von e65 ist selbst dies nie gegeben, bei
den Frauen liegt der empirische Wert sogar immer oberhalb des maximalen Simulations-
ergebnisses. Somit kann die Nullhypothese verworfen werden: die Mortalita¨tsunterschiede
zwischen den einzelnen Kreisen sind nicht mit Zufallsschwankungen zu erkla¨ren.
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Abbildung 3.1.: Simulation: Standardabweichung e0 u¨ber die Kreise, Ma¨nner














Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
Abbildung 3.2.: Simulation: Standardabweichung e0 u¨ber die Kreise, Frauen














Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Abbildung 3.3.: Simulation: Standardabweichung e65 u¨ber die Kreise, Ma¨nner














Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
Abbildung 3.4.: Simulation: Standardabweichung e65 u¨ber die Kreise, Frauen















Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Zeitliche Varianz der kreisspezifischen Sterblichkeit Die Simulationsdaten wurden wei-
terhin verwendet, um zu u¨berpru¨fen, ob Zufallsschwankungen die Variation der fiktiven
Lebenserwartungen in einem Kreis u¨ber die Zeit erkla¨ren ko¨nnen. In diesem Fall lautet die
Nullhypothese:
H0 : Die Variation der kreis- und geschlechtsspezifischen Kennziffern der Mortalita¨t (e0,
e65) u¨ber die Zeit wird durch landesweit einheitliche Vera¨nderungsraten und Zufalls-
schwankungen erkla¨rt.
Der einzige Unterschied zur vorhergehenden Analyse besteht darin, dass die Standard-
abweichungen der fiktiven Lebenserwartungen nicht u¨ber die Kreise, sondern u¨ber die Zeit
berechnet wurden. In den landesweit einheitlichen Mortalita¨tsraten sind ja¨hrliche Vera¨nde-
rungen enthalten. Wenn diese in einzelnen Kreisen gro¨ßer ist, so sollten die Standardab-
weichungen ho¨her sein und umgekehrt. Exemplarisch sind die Ergebnisse fu¨r die fiktive
Lebenserwartung bei Geburt von Frauen in Tabelle A.12 aufgefu¨hrt. Die ersten beiden
Spalten sind wiederum wahrer Wert und simuliertes Mittel, es folgen die obere und un-
tere Grenze des beidseitigen 95%-Konfidenzintervalls. In drei Vierteln aller Fa¨lle liegt die
tatsa¨chliche Standardabweichung innerhalb des Annahmebereichs. Die Nullhypothese kann
somit nicht abgelehnt werden, was die Ergebnisse aus Abschnitt 2.3 untermauert. Trotz der
Unzula¨nglichkeiten in der Methodik bleibt festzuhalten, dass der angenommene stochasti-
sche Prozess eine hinreichend gute Beschreibung des Sterblichkeitsgeschehens darzustellen
scheint. Die Verbesserungsraten der Mortalita¨t sind landesweit weitgehend einheitlich, die
Sterblichkeitsunterschiede zwischen den einzelnen Kreisen sind im gesamten Zeitraum ge-
geben.
3.2. Simulation von Messfehlern
Wie bereits in Abschnitt 2.1 dargelegt wurde, sind die Bevo¨lkerungsbestandsdaten eindeu-
tig mit Fehlern behaftet. An dieser Stelle soll der Frage nachgegangen werden, ob sich die
Mortalita¨tsunterschiede allein mit systematischen Messfehlern erkla¨ren lassen. Dazu wird
ausgehend von Informationen zum Datenerfassungsprozess ein Simulationsmodell aufge-
baut, welches in die entgegengesetzte Richtung des Messfehlers wirkt. Falls sich die Disp-
ersion der fiktiven Lebenserwartungen reduziert, so kann auf einen signifikanten Einfluss
von Messfehlern geschlossen werden.
Aus den oben aufgefu¨hrten Informationen zur Fortschreibungsmechanik
(s. Abschnitt 2.1) wurden die folgenden stilisierten Fakten abgeleitet:
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• Die Volksza¨hlungsergebnisse sind fehlerfrei.
• Geburten und Todesfa¨lle in Deutschland werden korrekt erfasst.
• Bei der Erfassung vonWanderungsbewegungen treten Fehler auf, die tendenziell zu ei-
ner U¨berscha¨tzung des Bevo¨lkerungsbestandes fu¨hren. Zuwanderungen werden ha¨ufi-
ger korrekt erfasst als Abwanderungen.
• Die Fehler sind bei Ausla¨ndern gravierender als im Falle von deutschen Staatsan-
geho¨rigen.
Diese vier Punkte wurden fu¨r das Simulationsmodell parametrisiert. Da keine geschlossene
Zeitreihe fu¨r Sterblichkeits-, Bestands- und Migrationsdaten seit der Volksza¨hlung 1970
vorlag, konnte die Scha¨tzung nur fu¨r den Zeitraum von 1987 bis 2001 durchgefu¨hrt werden.
Ausgehend von den Volksza¨hlungsdaten wurde die Fortschreibung manuell durchgefu¨hrt,
wobei die Wanderungsdaten mit einem normalverteilten Messfehler behaftet sind. Konkret
sieht das Modell wie folgt aus:
Bestandt+1 = Bestandt +Geburtent − Sterbefa¨llet
+ Zuwanderungent − Abwanderungent
− Messfehlert















Vt,n = 5 · Et,n
Mit anderen Worten, unter dieser Annahme wird jeder fu¨nfzigste Fortzug von Deutschen
wird erwartungsgema¨ß nicht erfasst, entsprechend ist jede fu¨nfhundertste Zuwanderung in
den Daten fehlerhaft. Die erwarteten Fehlergro¨ßen vervierfachen sich fu¨r Ausla¨nder, die
Varianz ist linear-positiv mit dem erwarteten Fehler korreliert (d. h. je mehr Wanderungen
anfallen, desto mehr Fehler treten auf; es bestehen sozusagen negative Skaleneffekte). Die
Fehler kumulieren sich u¨ber die Zeit. Die Zahlenwerte wurden aufgrund von Plausibilita¨ts-
annahmen gewa¨hlt, selbstversta¨ndlich wurden auch andere Parametrisierungen getestet.
Nicht direkt beru¨cksichtigt sind U¨berscha¨tzungen des Bevo¨lkerungsbestandes, die durch
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nicht erfasste Todesfa¨lle im Ausland zu Stande kommen. Der Fall, dass Ausla¨nder nach
Beendigung ihres Berufslebens in ihr Heimatland zuru¨ckkehren und dort sterben, wird je-
doch approximativ von den erho¨hten Erwartungswerten fu¨r Ausla¨nder beim Bestandsfehler
abgedeckt. Dies gilt exakt unter der plausibel erscheinenden Annahme, dass in Deutsch-
land verweilende und in die Heimat zuru¨ckkehrende Ausla¨nder dieselbe Lebenserwartung
haben. Anders ausgedru¨ckt, die Entscheidung zur Ru¨ckkehr ist unabha¨ngig vom Gesund-
heitszustand. Alle anderen Todesfa¨lle im Ausland entziehen sich einer systematischen Mo-
dellierung. Die Wahrscheinlichkeit eines Todes im Ausland wu¨rde sich zum Beispiel fu¨r
sehr mobile Personen erho¨hen - Daten zu Reisegewohnheiten sind jedoch nicht vorhanden.
Der Messfehler wurde verbal so dargestellt, wie er annahmegema¨ß auftritt. Da er jedoch
in den Daten bereits vorhanden ist, wird er im Simulationsmodell von der Fortschreibungs-
gleichung subtrahiert und wirkt in die entgegengesetzte Richtung. Es wird also versucht,
ausgehend von den fehlerhaften Daten der tatsa¨chlichen Bevo¨lkerung na¨her zu kommen.
Da alle Aussagen aufgrund der willku¨rlichen Parametrisierung notwendiger Weise rein
qualitativer Natur sind, ko¨nnen Basiseffekte vernachla¨ssigt werden. Aus der simulierten
Bevo¨lkerung und den erfassten Todesfa¨llen wurden neue Sterbetafeln berechnet und die
Standardabweichung u¨ber die Kreise mit den gemessenen Werten verglichen. Ein Absinken
wa¨re ein Indiz fu¨r einen positiven Einfluss von Messfehlern auf die Unterschiede in den
fiktiven Lebenserwartungen.
Es wurde eine Reihe von verschiedenen Parametrisierungen durchgefu¨hrt, die hier be-
schriebene hat rein exemplarischen Charakter. Andere Spezifikationen fu¨hrten entweder zu
a¨hnlichen oder sehr unrealistischen Ergebnissen. Die Modelle wurden anhand von zwei Kri-
terien bewertet: zum einen die Vera¨nderung der Standardabweichung der fiktiven Lebens-
erwartungen, zum anderen die Entwicklung der offensichtlichen Fehler als Anhaltspunkt
fu¨r die Kalibrierung. Eine starke Erho¨hung des Proportionalita¨tsfaktors fu¨r die Varianz
fu¨hrt zum Beispiel zu einer sehr hohen Zahl von negativen Besta¨nden. Zwar wu¨rde man
aufgrund des negativen Erwartungswertes des Fehlers im Simulationsmodell eine gro¨ßere
Steigerung im Vergleich zur Realita¨t erwarten, zehnmal so hohe Werte wie die gemessenen
erschienen dem Autor jedoch unplausibel. Das erste Kriterium war nie in einer Gro¨ßenor-
dung erfu¨llt, die auf signifikante Einflu¨sse eines solchen Messfehlers schließen la¨sst. Bei der
oben beschriebenen Spezifikation ließ sich ein leichter Ru¨ckgang nur fu¨r e65 bei Ma¨nnern
feststellen, in allen anderen Fa¨llen erho¨hte sich die Standardabweichung sogar oder blieb
gleich. Die exemplarisch aufgefu¨hrten Ergebnisse finden sich in Tabelle A.13 und Abbildung
3.5. Auffa¨llig ist, dass die simulierten Werte trotz des kumulierten Fehlers auch am Ende
des Zeitraums nur ein sehr schmales Konfidenzintervall aufweisen und sich weitgehend im
Einklang mit den gemessenen Werten bewegen.
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Abbildung 3.5.: Simulation von Messfehlern: Standardabweichung e65 u¨ber die Kreise,
Ma¨nner








Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
Aus den Ergebnissen kann geschlossen werden, dass ein Messfehler wie der hier angenom-
mene keine Erkla¨rung fu¨r die Sterblichkeitsunterschiede bieten kann, eher wirkt er in die
entgegengesetzte Richtung. Obwohl vieles an der Methodik zu kritisieren bleibt, erscheint
ein weiteres Vorgehen auf diesem Wege (zum Beispiel andere Verteilungsannahmen oder
grundlegend verschiedene Spezifikationen von Fehlern fu¨r beide Staatsangeho¨rigkeiten) aus
mehreren Gru¨nden wenig erfolgversprechend. Zum einen la¨sst sich in den Daten kein Mu-
ster erkennen, dass zum Zeitpunkt der Volksza¨hlung eine deutlich geringere Dispersion der
fiktiven Lebenserwartungen aufweist als in den Folgejahren. Dies sollte man aber erwarten,
wenn sich die Messfehler im Zeitablauf fortpflanzen. Zum anderen liegt vor allem eine starke
U¨berscha¨tzung des Ausla¨nderbestandes nahe. In den Kreisen mit hohen Ausla¨nderantei-
len haben die Indikatoren aber in aller Regel eine relativ geringe Auspra¨gung. Mannheim
hat beispielsweise eine der niedrigsten fiktiven Lebenserwartungen und eine der ho¨chsten
Ausla¨nderquoten. Wu¨rde der Bestand hier relativ stark u¨berscha¨tzt, so sa¨nken die Indika-
toren noch weiter und die Varianz u¨ber das Land hinweg stiege. Entsprechendes gilt fu¨r
die meisten Stadtkreise.
Vorausgreifend sei bereits ein Hinweis auf Kapitel 5 erlaubt, wo sich aus einem anderen
Ansatz heraus Anhalstpunkte finden, die gegen einen solchen Messfehler sprechen (vgl.
S. 46). Abschließend la¨sst sich festhalten, dass Messfehler zweifellos auftreten, in den vor-
stellbaren Gro¨ßenordnungen scheinen sie jedoch keinen systematischen Effekt auf die hier
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betrachteten Sterblichkeitsmaße auszuu¨ben. Die Suche nach
”
realen“ Gru¨nden fu¨r die be-
obachteten Mortalita¨tsunterschiede ist damit endgu¨ltig gerechtfertigt.
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Dieses Kapitel dient der theoretischen Fundierung des Hauptteils der Arbeit. Zuna¨chst
wird ein knapper U¨berblick u¨ber die theoretische und empirische Literatur zur Erkla¨rung
von Mortalita¨tsunterschieden gegeben. Anschließend wird auf die Analyse aggregierter Da-
ten eingegangen und ein einfaches Regressionsmodell fu¨r die gegebene Datenstruktur ent-
wickelt.
4.1. Erkla¨rungen fu¨r Mortalita¨tsunterschiede
Im Wesentlichen finden sich in der Literatur zwei Herangehensweisen zur Erkla¨rung der
Sterblichkeit: die medizinisch-biologische und die sozialwissenschaftliche (Klein (1993),
S. 712). In den Sozialwissenschaften wird dabei in der Regel die medizinisch-biologische
Komponente als
”
black box“ verstanden, so dass beiden Herangehensweisen unterschiedli-
che Kausalita¨tsbegriffe zugrunde liegen (vgl. Theurl (1991), S. 186-188). Wittwer-Backofen
(1999) beleuchtet in theoretischer Sicht beide Aspekte, kann die medizinisch-biologische
Determinanten mit ihren Daten empirisch jedoch nicht beru¨cksichtigen. Die Erhebung von
sozioo¨konomischen Daten bei groß angelegten Studien zur medizinischen Wirksamkeit von
Therapien ist noch keine ga¨ngige Praxis (Smith 1999), eine Ausnahme bildet die WHO-
MONICA-Studie (Klein, Schneider, und Lo¨wel 2001).
Die vorliegende Arbeit ha¨lt sich an den sozialwissenschaftlichen Ansatz. Fu¨r die o¨kono-
metrische Analyse der Daten ist entscheidend, ob die Regressoren im strukturellen Modell
individuenspezifischer Natur sind oder kreisweite (kontextuelle) Faktoren darstellen (vgl.
z. B. Greenland (2002), S. 390, Na¨heres in Abschnitt 4.2). Das strukturelle Modell auf indi-
vidueller Ebene mit einem Mortalita¨tsindikator Yik als abha¨ngiger Variable, individuellen
Kovariaten Xik und kreisweit einheitlichen Regressoren Zk la¨sst sich fu¨r Kreis k und Indi-
viduum i als ein generalisiertes lineares Modell wie folgt schreiben:
E[Yik] = µik = f(α +Xikβ + Zkγ) .(4.1)
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Anhand dieser Unterscheidung sollen nun die wesentlichen Faktoren dargestellt werden,
welche aus theoretischer Sicht die Mortalita¨t beeinflussen. Im Zuge dessen werden auch
ausgewa¨hlte empirische Ergebnisse aufgefu¨hrt. Unter den individuellen Faktoren hat der
sozioo¨konomische Status eine besondere Stellung in der Literatur erhalten, weswegen er
zuna¨chst gesondert behandelt wird. Die weiteren Kategorien umfassen sonstige individuelle
Einflu¨sse und kreisspezifische Merkmale.
Sozioo¨konomischer Status Es gibt breite internationale Evidenz fu¨r einen negativen
Zusammenhang zwischen sozialer Lage und Sterblichkeit (fu¨r einen U¨berblick vgl. Hum-
mer, Rogers, und Eberstein (1998)). Insbesondere der Einfluss des Einkommens ist in
der Literatur stark vertreten, ein umfassender U¨berblick findet sich bei Smith (1999), fu¨r
knappere Darstellungen mit umfangreichen Literaturangaben vgl. Reil-Held (2002) oder
Klein (2001). Direkte darauf aufbauende Effekte sind zum Beispiel Wohnverha¨ltnisse oder
der Zugang zu Einrichtungen des Gesundheitswesens (Klein 2001). Indirekte Wirkungs-
hypothesen, die allerdings auch stark von mit dem Einkommen korrelierten Faktoren wie
Bildung oder beruflicher Stellung zusammenha¨ngen, gru¨nden sich unter anderem auf Fa-
milienhintergrund, schichtspezifische Erna¨hrungs- und Lebensgewohnheiten, Arbeitsplatz-
verha¨ltnisse, Behandlung wa¨hrend der Schwangerschaft und in der fru¨hesten Kindheit,
sowie psycho-sozialen Stress durch Einkommensunterschiede in der Gesellschaft (Smith
(1999), S. 157ff.). Wa¨hrend einige der genannten Hypothesen besta¨tigt werden konnten, be-
steht die Diskussion u¨ber die Gro¨ßenordnung der Effekte unvermindert fort (Smith (1999),
S. 145-146). Vor allem O¨konomen weisen immer wieder auf die entgegengesetzte Kausalita¨t
hin, d. h. vom Gesundheitszustand (der stark mit der Lebenserwartung korreliert ist) auf
das Einkommen (fu¨r eine ausfu¨hrliche Diskussion dieser Effekte vgl. Smith (1999)). Neuere
Panelstudien mit US-Daten belegen eher schwach ausgepra¨gte Kausaleffekte in beide Rich-
tungen (Hurd et al. 2003). Einen gegenteiligen Effekt machen Snyder und Evans (2002) aus,
denen eine exogene Verringerung des Renteneinkommens in den USA als natu¨rliches Ex-
periment zur Verfu¨gung steht. Die betroffene Kohorte reagierte mit einer moderaten Aus-
weitung des Arbeitsangebots im Rentenalter, was zu einer geringeren Sterblichkeit fu¨hrte.
Dies gilt natu¨rlich nur fu¨r eine sehr kleine selektive Gruppe von Individuen, verdeutlicht
allerdings die potentiellen Nichtlinearita¨ten und Interaktionen. Lleras-Muney (2002) weist
fu¨r die USA einen signifikanten Kausaleffekt des Bildungsniveaus auf die Lebenserwartung
nach, dort findet sich auch ein U¨berblick u¨ber die entsprechende Literatur. In Deutschland
finden Klein, Schneider, und Lo¨wel (2001) einen positiven Zusammenhang von Bildung
und Lebenserwartung.
Fu¨r die Zwecke dieser Arbeit bleibt die Assoziation von sozialer Lage und Mortalita¨t
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festzuhalten, weitergehende U¨berpru¨fungen der genannten Kausalita¨tsmechanismen sind
mit dem gegebenen Datenmaterial nicht mo¨glich. Der Einfluss sozioo¨konomischer Deter-
minanten auf die Lebenserwartung hat in Deutschland in den letzten 15 Jahren zuneh-
mende Beachtung gefunden (Klein 1993), eine positive Korrelation wurde auch fu¨r die
Bundesrepublik eindeutig nachgewiesen (fu¨r U¨berblicke und Analysen ju¨ngeren Datums
auf Kohortenbasis vgl. Klein (2001) oder Reil-Held (2002)).
Sonstige individuelle Faktoren Ein tautologischer Einflussfaktor ist das Alter, welches
positiv mit dem Mortalita¨tsrisiko korreliert ist. Ausnahmen bilden lediglich die Sa¨uglings-
sterblichkeit und der sogenannte
”
Unfallknick“ bei jungen ma¨nnlichen Erwachsenen (vgl.
z. B. Gro¨ner (2002)). Falls fiktive Lebenserwartungen oder standardisierte Sterbeziffern
als abha¨ngige Variablen verwendet werden, so ist eine weitere Beachtung des Altersauf-
baus der Bevo¨lkerung nicht notwendig. Dies kann jedoch zu o¨konometrischen Problemen
fu¨hren, wenn die erkla¨renden Variablen anderweitig standardisiert sind (Rosenbaum und
Rubin (1984), s. a. Abschnitt 4.2). Weithin bekannt ist auch die ma¨nnliche U¨bersterblich-
keit, fu¨r einen knappen U¨berblick vgl. Anson (2003). Ihr wird Rechnung getragen, indem
die Regressionen nach Geschlechtern getrennt durchgefu¨hrt werden.
Die medizinisch-biologische Literatur betont die genetische Ausstattung von Individuen,
die hier jedoch nicht weiter verfolgt werden kann. Einerseits sind im Rahmen dieser Analyse
keine Daten verfu¨gbar, andererseits erscheint die Annahme homogener genetischer Dispo-
sitionen auf Kreisebene wenig restriktiv (vgl. Wittwer-Backofen (1999), S. 243-244). Damit
zusammen ha¨ngt die ethnische Zugeho¨rigkeit, die im Datensatz jedoch auch nur unzurei-
chend erfasst ist. Die Differenzierung nach deutscher und ausla¨ndischer Staatsangeho¨rigkeit
ist nicht hinreichend, da viele Mitglieder ausla¨ndischer ethnischer Gruppen die deutsche
Staatsangeho¨rigkeit besitzen und die Zugewanderten eine sehr selektive Stichprobe dar-
stellen (s. Abschnitt 2.3). Auch der Einfluss ethnischer Zugeho¨rigkeit auf die Mortalita¨t
muss somit als kreisweise homogen angenommen werden. Ferner ist eine geringere Sterb-
lichkeit von Verheirateten belegt, wofu¨r es verschiedene Erkla¨rungen gibt (Ga¨rtner 1990).
Die Ehegemeinschaft ko¨nnte eine
”
Kontrollfunktion“ ausu¨ben, die zu einer gesu¨nderen
Lebensweise fu¨hrt. Todesursachenvergleiche legen nahe, dass Verheiratete deutlich selte-
ner an beeinflussbaren Todesursachen wie Lungenkrebs, Leberzirrhose oder Selbstmord
sterben (Fuchs 1974). Die Hypothese, dass die Unterschiede daraus resultieren, dass nur
Gesu¨ndere u¨berhaupt heiraten, erscheint wenig stichhaltig, da die Sterberaten Verwitweter
und Geschiedener in den meisten Altersgruppen ho¨her sind als die von Ledigen (Dorbritz
und Ga¨rtner 1995). Leider liegen keine Daten zum Familienstand vor, wiederum muss eine
Homogenita¨tsannahme auf Kreisebene gelten.
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Aufgrund der Datenverfu¨gbarkeit sollten als reine Kontrollfaktoren auf individueller Ebe-
ne solche beru¨cksichtigt werden, die als Indikatoren fu¨r den Gesundheitszustand taugen,
obwohl sie aus theoretischer Sicht keinen eigenen Einfluss darauf ausu¨ben. Dies gilt insbe-
sondere fu¨r die Mobilita¨t. Ein direkter Einfluss von Umzu¨gen auf das individuelle Morta-
lita¨tsrisiko erscheint eher unwahrscheinlich, jedoch werden wa¨hrend des Berufslebens ten-
denziell gesu¨ndere Menschen umziehen. Unter dieser Annahme bo¨ten sich die Wanderungs-
bewegungen als ein Indikator der Sterblichkeitsverha¨ltnisse an. Dieser Trend ko¨nnte sich
im Rentenalter umkehren, wenn a¨ltere Menschen aufgrund von Pflegebedu¨rftigkeit in eine
entsprechende Einrichtung oder zu ihren Kindern ziehen (Klein 1998). Der erstgenannte
Selektionseffekt gilt, wie bereits in Abschnitt 2.3 angesprochen, fu¨r Ausla¨nder in a¨hnlicher
Form. Eine weitere wu¨nschenswerte Kontrollvariable fu¨r kreisspezifisch unterschiedliche
Zusammensetzungen der Bevo¨lkerung wa¨re der Behindertenanteil (vgl. Cischinsky (2000),
S. 66), da trotz homogener genetischer Anfangsausstattungen eine ungleiche Verteilung von
Pflegeheimen oder A¨hnliches zu unterschiedlichen Anteilen fu¨hren ko¨nnte.
Kreisweite Faktoren Hier sind hauptsa¨chlich Umweltbedingungen und das Gesundheits-
system zu nennen. Die Wirkungen von Umweltbelastungen auf den Gesundheitszustand
sind ein wichtiges Forschungsgebiet der Epidemiologie, die eine Reihe von Methoden zu ih-
rer Erfassung entwickelt hat (Eis 1997). Große Probleme bestehen in der Feststellung von
Expositionsraten, der Isolierung von Faktoren und der Bestimmung von Wirkungslags. So
wurde der Einfluss von Luftverunreinigungen durch Schwebsta¨ube (PM10) auf die Morta-
lita¨t von Individuen fu¨r die USA erst ju¨ngst in einer groß angelegten Studie belegt (vgl.
Samet et al. (2000) und Dominici et al. (2003)). Die mo¨glichen Wirkungsrichtungen sind
jedoch weitgehend klar, so ko¨nnen Luft-, Boden- oder Trinkwassserverunreinigungen un-
mittelbar zu Beeintra¨chtigungen der Gesundheit von Individuen fu¨hren, dies wird auch als
direkter Effekt der Umwelt bezeichnet. Ein indirekter Effekt entsteht, wenn die Individu-
en ihr Verhalten aufgrund von Umweltbelastungen a¨ndern (beide Begriffe nach Wille und
Ried (1996), S. 176). Das Vorzeichen des zweiten Effekts ist unbestimmt, jedoch liefern die
meisten Theorien einen negativen Gesamteffekt auf die Lebenserwartung (Wille und Ried
(1996), S. 177-178). Empirische Untersuchungen legen ebenfalls einen negativen Gesamtef-
fekt der Umwelt nahe, fu¨r einen knappen U¨berblick vgl. Wille und Ried (1996), S. 178ff.
Umwelteinflu¨sse erscheinen ferner aufgrund von Interaktionen mit den sozioo¨konomischen
Variablen als Kontrollvariable relevant. So haben wohlhabendere Personen gro¨ßere Mo¨glich-
keiten, den Wohnort zu wechseln. Ho¨here Bildung kann zu einer besseren Einscha¨tzung des
durch die Umweltbelastung entstehenden Risikos sowie geeigneten Gegensteuerungsmaß-
nahmen fu¨hren. Entsprechend ist ein negativer Selektionseffekt zu erwarten.
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Die Gesundheitsinfrastruktur ist eine weitere kreisspezifische Determinante. Ein vielfa¨lti-
ges Angebot an medizinischen Dienstleistungen sollte sich positiv auf die Mortalita¨t auswir-
ken (Cischinsky 2000). Insbesondere fu¨r a¨ltere Menschen mit eingeschra¨nktem Bewegungs-
radius ist die gu¨nstige Erreichbarkeit von entsprechenden Einrichtungen von Bedeutung
(Wittwer-Backofen (1999), S. 159). A¨hnliches gilt auch fu¨r ein gut ausgebautes Rettungs-
dienstnetz. Auch in diesem Fall entstehen wieder Interaktionen mit sozioo¨konomischen
Variablen und insbesondere mit dem Gesundheitsstatus. Es ist leicht vorstellbar, dass gut
informierte Individuen sowie morbide Personen einen relativ hohen Wert auf die Qualita¨t
der Einrichtungen des Gesundheitswesens legen. Entsprechend ist das Vorzeichen des Se-
lektionseffektes unbestimmt.
Einen mo¨glichen Einfluss ko¨nnte auch die Siedlungsstruktur ausu¨ben, deren Effekte bei
Wittwer-Backofen (1999), S. 140, und Cischinsky (2000), S. 66, diskutiert werden. So wird
unter anderem der Stressfaktor in Sta¨dten als eine mo¨gliche Ursache fu¨r erho¨hte Morta-
lita¨tsraten genannt, dem entgegen wirkt eine bessere Gesundheitsversorgung. Wie in diesem
Beispiel bleibt in allen Fa¨llen das Vorzeichen a priori unbestimmt, die Effekte erscheinen
eher schwach und du¨rften aufgrund von Interaktionen mit sozioo¨konomischen Faktoren
sehr schwer zu bestimmen sein.
4.2. O¨konometrische Analyse aggregierter Daten
Dieser Abschnitt versucht, eine kurze Einfu¨hrung in die besondere Problematik der Ana-
lyse aggregierter Daten (im folgenden auch o¨kologische Analyse) zu geben. Genau wie das
in Abschnitt 4.3 folgende Regressionsmodell ist er im Wesentlichen technischer Natur und
kann nach diesem Absatz u¨bersprungen werden, wenn der Leser nur an den Ergebnissen
der Arbeit interessiert ist. Es sei lediglich ein kleiner Hinweis zur begrenzten Reichweite
einer solchen Analyse gegeben, der anhand des beru¨hmten Beispiels von Durkheim (1897)
illustriert werden soll. Durkheim untersuchte die Selbstmordraten in preußischen Provinzen
und fand heraus, dass sie in denen mit einem hohen protestantischen Bevo¨lkerungsanteil
und wenigen Katholiken ho¨her lagen als in jenen mit umgekehrten Bevo¨lkerungsverha¨lt-
nissen. Sein Schluss, dass Protestanten ho¨here Selbstmordraten aufweisen, ist jedoch un-
zula¨ssig (Robinson 1950). Eine alternative Erkla¨rung wa¨re zum Beispiel, das Katholiken
stark suizidgefa¨hrdet waren, wenn sie eine marginale Bevo¨lkerungsgruppe darstellten. Das
fundamentale Problem in der o¨kologischen Analyse besteht somit darin, dass die Outco-
mes aufgrund der Datenstruktur nicht direkt den erkla¨renden Variablen zugeordnet wer-
den ko¨nnen (Sheppard 2003). Dies fu¨hrt dazu, dass sich die hier verwendeten Modelle
mit Annahmen helfen mu¨ssen, die oft recht weit hergeholt erscheinen. Dazu za¨hlen strenge
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Linearita¨t und eine additive Struktur, Umgang mit Messfehlern und problematische Alters-
standardisierungen. Die Ergebnisse des Kapitels 5 sind also nur als grobe Anhaltspunkte
fu¨r Korrelationen zu werten und taugen nicht fu¨r Kausalinterpretationen.
Ein wenig technischer ausgedru¨ckt stellt sich das Fundamentalproblem wie folgt dar. Es
sind nur marginale Verteilungen gegeben, wa¨hrend fu¨r valide Inferenz ohne ad-hoc An-
nahmen gemeinsame Verteilungen notwendig sind (Greenland 2001). So ko¨nnen einzelne
Effekte nicht sauber getrennt werden. In Tabelle 4.1 ist ein Beispiel fu¨r die komplette Ver-
wechslung von individuellen und kontextuellen Effekten gegeben. Das Beispiel und die Dar-
stellung im Rest dieses Absatzes sind mit leichten Modifikationen u¨bernommen aus Green-
land (2001). Angenommen, man mo¨chte u¨berpru¨fen, ob Mortalita¨tsunterschiede zwischen
den Regionen Stadt und Land vorliegen. Als Kontrollvariable fu¨r die Bildungsstruktur
steht die Bevo¨lkerung mit Gymnasialabschluss zur Verfu¨gung. Die Kovariate wird nur fu¨r
die Grundgesamtheit, nicht aber fu¨r die Gestorbenen beobachtet. Einheitliche Sterblichkeit
wu¨rde bedeuten, dass der relative Effekt der Stadt gegenu¨ber dem Land gleich eins ist. Die
beobachteten Daten sind jedoch mit einer weiten Bandbreite von Mo¨glichkeiten kompati-
bel, zwei davon sind in Tabelle 4.1 aufgefu¨hrt. Im ersten Fall hat das Abitur einen negativen
Effekt, die Stadt einen positiven, im zweiten Fall gilt die Umkehrung. Anhand der gegebe-
nen Daten kann keine Aussage u¨ber die wahren Wirkungsmechanismen getroffen werden.
Eine Regression wu¨rde zu dem Ergebnis kommen, dass keine Unterschiede vorla¨gen: die
unbedingten Sterbeziffern sind in beiden Fa¨llen gleich, der Koeffizient der Abiturquote
wa¨re Null. Eine direkte Interpretation dieser Regression wu¨rde zu falscher Inferenz fu¨hren,
weil sie nicht beachtet, dass der Koeffizient anhand der Daten nicht identifiziert ist. Zur
Identifikation wu¨rde entweder die gemeinsame Verteilung von Abitur und Sterblichkeit
beno¨tigt, oder Informationen u¨ber den Regionseffekt. Hier wird auch deutlich, dass das
holistische Argument zur Verteidigung o¨kologischer Studien (Achen und Shively 1995), in-
dividuenspezifische Information sei nicht no¨tig, wenn sich das Interesse auf Kontexteffekte
konzentriert, nicht haltbar ist. Der Kontexteffekt scheint in dieser o¨kologischen Regression
Null zu sein. Tatsa¨chlich ist er mit dem individuellen Effekt perfekt negativ korreliert.
Die Kovariate wird nur scheinbar konstant gehalten, da die Verbindung zur abha¨ngigen
Variable gekappt ist. Die folgenden Abschnitte formalisieren einige Probleme, die bei der
Analyse aggregierter Daten entstehen, und zeigen Ansa¨tze von Lo¨sungsmo¨glichkeiten auf.
Formale Darstellung der o¨kologischen Analyse Die Problematik der Analyse aggre-
gierter Daten wird in diesem Abschnitt anhand des Querschnittsmodells illustriert. Erst
im folgenden Teil 4.3 werden die Notationen und Begrifflichkeiten auf Paneldaten erwei-
tert, um an dieser Stelle die Konzentration auf die o¨kologische Analyse zu ermo¨glichen.
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Tabelle 4.1.: Beispiel fu¨r die Verwechslung von individuellen und kontextuellen Effekten
Stadt Land
Abitur Abitur Gesamt Abitur Abitur Gesamt
ja nein ja nein
Daten
Gestorbene ? ? 560 ? ? 560
Personenjahre (Tausend) 60 40 100 40 60 100
Rate ? ? 5,6 ? ? 5,6
Mo¨glichkeit 1:
REAbi = 2; RES,L = 7/8
Gestorbene 420 140 560 320 240 560
Personenjahre (Tausend) 60 40 100 40 60 100
Rate 7 3,5 5,6 8 4 5,6
Mo¨glichkeit 2:
REAbi = 1/2; RES,L = 8/7
Gestorbene 240 320 560 140 420 560
Personenjahre (Tausend) 60 40 100 40 60 100
Rate 4 8 5,6 3,5 7 5,6










f(α+Xikβ + Zkγ) .(4.2)
Nk bezeichnet die Bevo¨lkerung des Kreises k. Fu¨r β 6= 0 ha¨ngt µ¯k von der innerkreis-
lichen Verteilung von X, den individuenspezifischen Effekten β und den kontextuellen
Effekten γ ab (Greenland 2002). An dieser Stelle sei zur Vereinfachung angenommen, dass
Zk = X¯k ∀ k. Dies gilt in der vorliegenden Problemstellung zum Beispiel, falls das Einkom-
men der einzige Regressor ist. β wa¨re dann der Effekt einer Erho¨hung des individuellen
Einkommens auf die Sterblichkeit, γ derjenige einer Erho¨hung des durchschnittlichen Krei-
seinkommens, gegeben das individuelle Einkommen ist konstant.
Ein naives o¨kologisches Regressionsmodell in einer generalisierten linearen Spezifikation
wa¨re (Greenland 2002):
Ek[Y¯ ] = µ¯k = g(a+ X¯kb) .(4.3)
Fu¨r den Spezialfall eines individuellen Modells, welches linear in den Parametern und
Variablen ist, gilt:
µik = α+Xikβ + X¯kγ(4.4)
und
µ¯k = α+ X¯k(β + γ) .(4.5)
Das im letzten Abschnitt angesprochene Identifikationsproblem liegt an ausgelassenen Va-
riablen. Wenn im linearen Modell (4.5) allgemeine Gleichgewichtseffekte oder andere mit
den individuenspezifischen Regressoren korrelierte kontextuelle Variable vorhanden sind,
so ist der aus (4.3) resultierende Scha¨tzer fu¨r den individuellen Effekt verzerrt und inkon-
sistent. Das Problem verschlimmert sich, falls Gleichung (4.5) keine hinreichende Appro-
ximation fu¨r das wahre Modell darstellt. In diesem Fall ist die gesamte Verteilung von X
in den Kreisen vonno¨ten, um den wahren Effekt zu identifizieren.
Identifikation und ausgelassene Variable Gleichung (4.5) verdeutlicht, dass in einer
Analyse mit aggregierten Daten der individuelle Effekt β und der kontextuelle Effekt γ
nicht separat identifiziert sind (Firebaugh 1978). Die zur Identifikation oft getroffene An-
nahme γ = 0 wa¨re in der volkswirtschaftlichen Terminologie die Abwesenheit allgemeiner
Gleichgewichtseffekte (Dow, Gonzalez, und Rosero-Bixby 2003). In dem Einkommensbei-
spiel wu¨rde dies bedeuten, dass das durchschnittliche Kreiseinkommen keinerlei Einfluss auf
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die Mortalita¨t der Individuen hat. Wie Dow, Gonzalez, und Rosero-Bixby (2003) anmer-
ken, ist fu¨r viele Politikinterventionen jedoch der gemeinsame Effekt β+γ von Interesse, so
dass eine o¨kologische Regression die gewu¨nschten Ergebnisse liefern kann. Dies gilt jedoch
nur bei individueller Linearita¨t in den Variablen und g(v) = v in Gleichung (4.3).
Dow, Gonzalez, und Rosero-Bixby (2003) zeigen fu¨r das einfache lineare Modell sehr
scho¨n, welchen Einfluss ausgelassene Variable ausu¨ben. Ausfu¨hrlichere Diskussionen fu¨r
nichtlineare Modelle finden sich zum Beispiel bei Sheppard (2003) sowie Neuhaus und
Kalbfleisch (1998), diese werden hier jedoch nicht na¨her behandelt. Entscheidend ist, dass
der Scha¨tzer fu¨r den gemeinsamen Effekt β+γ fast ausschließlich auf der between-Variation
(d. h. derjenigen zwischen den Kreisen) beruht (Sheppard 2003), wa¨hrend in einem indivi-
duellen Modell die within-Variation ein ho¨heres Gewicht hat. Entsprechend fallen ausge-
lassene Variable, die auf verschiedenen Ebenen variieren, unterschiedlich stark ins Gewicht.
Zur Illustration seien die beiden Spezialfa¨lle aus Dow, Gonzalez, und Rosero-Bixby (2003)
aufgefu¨hrt.
Falls die ausgelassene Variable ausschließlich zwischen den Kreisen variiert, so verschlim-
mern sich die Verzerrungen in der o¨kologischen Analyse relativ zur Arbeit mit Individual-
daten. Allgemein ausgedru¨ckt gilt dies fu¨r den Fall, in dem die between-Variation einen
hohen Anteil an der Gesamtvariation der ausgelassenen Variable ausmacht. Im Rahmen
der regionalen Sterblichkeitsanalyse gilt dies zum Beispiel fu¨r Umweltbelastungen oder
Siedlungsstrukturen. Rk bezeichne diese ausgelassene Variable, δ ihren wahren Effekt. Zur
Vereinfachung gebe es nur einen weiteren Regressor Xik, welcher mit Rk korreliert sei. Dann
ergibt sich asymptotisch fu¨r den Scha¨tzer aus dem individuellen Modell (4.4):
βˆind − β = δ · cov[Xik, Rk]
var[Xik]
= δ · cov[X¯k, Rk]
var[Xik]
.
Fu¨r die o¨kologische Regression aus (4.5) folgt asymptotisch:
βˆagg − β = δ · cov[X¯k, Rk]
var[X¯k]
.
Die Differenz beider Gleichungen entsteht im Nenner, da die Varianz von Xik gro¨ßer ist als
diejenige von X¯k. Die Verzerrung von βˆind relativ zu βˆagg fa¨llt umso geringer aus, je gro¨ßer
der Anteil der within-Variation des Einkommens ist.
Der zweite Spezialfall ergibt sich, wenn die ausgelassene Variable auf der individuellen
Ebene variiert, u¨ber die Kreise hinweg jedoch homogen ist. Dies kann approximativ fu¨r die
genetischen Dispositionen angenommen werden (vgl. Wittwer-Backofen (1999), S. 243-244).
Formal gilt




cov[X¯k, R¯] = 0 und somit βˆagg = β 6= βˆind .
Bei dieser Konstellation ergibt sich, dass der aggregierte Scha¨tzer konsistent ist, wa¨hrend
der individuelle asymptotisch verzerrt ist. Der Extremfall illustriert den allgemeineren, dass
der o¨kologische Scha¨tzer weniger verzerrt ist als der individuelle, wenn die within-Variation
einer ausgelassenen Variable einen relativ großen Anteil an ihrer Gesamtvariation hat (Dow,
Gonzalez, und Rosero-Bixby 2003).
Nichtlinearita¨ten im individuellen Modell Das o¨kologische Regressionsmodell (4.3) ist
mit dem aggregierten Modell (4.2) nur dann identisch, wenn letzteres linear in den Para-
metern und Variablen ist. Mit anderen Worten, weder die Regressoren noch die abha¨ngige
Variable du¨rfen im individuellen Modell einer Transformation unterliegen. Dies gilt auch
fu¨r Interaktionen zwischen den Regressoren (Greenland und Morgenstern 1989). Ange-
nommen, das Einkommen sei im strukturellen Modell die einzige erkla¨rende Variable mit
positiver Wirkung auf die Mortalita¨t, allgemeine Gleichgewichtseffekte sind nicht vorhan-
den. Der Effekt sei jedoch nicht linear, sondern nehme mit steigendem Einkommen ab, so
dass ein quadratischer Term im Modell enthalten ist:
µik = α +Xikβ1 +X
2
ikβ2
Das aggregierte Modell ergibt sich als












la¨sst sich das Modell ohne das zweite Moment der kreisinternen Verteilung von X nicht
scha¨tzen. Fu¨r Interaktionen zwischen zwei Regressoren wird sogar die entsprechende ge-
meinsame Verteilung beno¨tigt. Einen genaueren U¨berblick der Effekte von Nichtlinearita¨ten
liefern Greenland und Robins (1994), eine Anwendung im demografischen Bereich findet
sich bei Vaupel, Manton, und Stallard (1979).
Lo¨sungsmo¨glichkeiten Wenn theoretisch relevante Variable ausgelassen werden mu¨ssen,
sollte man sich zuna¨chst die potentielle Korrelationsstruktur verdeutlichen. Wie oben dar-
gelegt, kann es sogar sein, dass der Aggregationsprozess die Verzerrung abmildert. Scheint
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das Gegenteil der Fall zu sein, sollten die Ergebnisse nach Mo¨glichkeit mit Individualdaten
verifiziert werden.
Um die aufgrund von Nichtlinearita¨ten entstehenden Probleme in den Griff zu bekom-
men, sollte mo¨glichst viel Information u¨ber die within-Verteilung der Kovariaten herange-
zogen werden. Die einfachsten Mo¨glichkeiten bestehen in der mehrdimensionalen Erfassung
von Kovariaten und in der Aufnahme ho¨herer Momente. Ein vielversprechender und ge-
nauerer Ansatz ist die Mehrebenenanalyse.
Falls eine Kovariate mehrdimensional ist, so sollten mo¨glichst alle Dimensionen in die Re-
gressionsgleichung aufgenommen werden (vgl. Greenland und Robins (1994) oder Guthrie
und Sheppard (2001)). Rauchen als erkla¨rende Variable beispielsweise variiert innerkreis-
lich hinsichtlich der Zahl der Raucher und der Intensita¨t des Tabakkonsums. Zusa¨tzlich zu
u¨blichen im Aggregat gemessenen Variablen wie Zigarettenverka¨ufen pro Kreis wa¨re der
Prozentsatz der Raucher als Regressor wu¨nschenswert (Greenland und Robins 1994). Bei
eindimensionalen Regressoren ko¨nnen die Probleme auch durch eine Taylor-Approximation
ho¨herer Ordnung abgemildert werden (vgl. Lasserre, Guihenneuc-Jouyaux, und Richard-
son (2000) oder Guthrie und Sheppard (2001)). In der Regel sollte eine Entwicklung zwei-
ter Ordnung genu¨gen (Plummer und Clayton 1996), so dass die Aufnahme der Varianz
des Regressors in die Scha¨tzgleichung dieses Ziel erreicht. Unter zusa¨tzlichen Annahmen
(log-lineares Modell, X multivariat normalverteilt mit bekannter Varianz) beseitigt der
zusa¨tzliche Term die Verzerrung (Richardson, Stucker, und Hemon 1987).
Die Nu¨tzlichkeit dieser zusa¨tzlichen Informationen u¨ber die Verteilung von X ha¨ngt sehr
von der Anwendung ab, fu¨r wenig sinnvolle Ergebnisse vgl. zum Beispiel die Simulationen
in Guthrie und Sheppard (2001), S. 147. Der im Kontext dieser Arbeit vermutlich optimale
Ansatz wurde von Prentice und Sheppard (1995) entwickelt. Die Autoren verwenden ein
log-lineares Modell der Form
µ¯k = ηkexp(α+Xikβ + Zkγ)
und setzen voraus, dass fu¨r die individuenspezifischen Variable Xik eine Stichprobe aus
jedem Kreis vorliegt. Die Identifikation wird durch Annahmen bezu¨glich der regionsspe-
zifischen Baseline-Raten ηk erreicht, ohne dass Individualdaten zur abha¨ngigen Variable
vorliegen (Greenland 2001). Der Ansatz ist besonders geeignet, wenn die abha¨ngige Varia-
ble sehr kleine Werte annimmt, wie zum Beispiel Erkrankungs- oder Sterberaten. Guthrie
und Sheppard (2001) zeigen in Simulationsstudien, dass diese Form der Mehrebenenanalyse
selbst bei relativ kleinen Stichproben gute Ergebnisse liefert.
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Nicht vergleichbare Standardisierung Rosenbaum und Rubin (1984) zeigen, dass es zu
erheblichen Verzerrungen kommen kann, wenn erkla¨rende und abha¨ngige Variable auf ver-
schiedene Weise standardisiert sind. Dies gescha¨he zum Beispiel mit Alter und Einkommen,
wenn standardisierte Sterbeziffern oder Lebenserwartungen als abha¨ngige Variable gewa¨hlt
wu¨rden. Die Daten zum Einkommen stehen nicht altersabha¨ngig zur Verfu¨gung (s. Ab-
schnitt 5.1), so dass sie unstandardisiert verwendet werden mu¨ssten. Das Argument von
Rosenbaum und Rubin (1984) ist eine einfache Anwendung des Frisch-Waugh-Theorems.
Wenn Sterblichkeit und Einkommen vom Alter abha¨ngen, so ko¨nnen beide Variable durch
Regressionen auf das Alter standardisiert werden. Eine Regression der Residuen aufein-
ander liefert unverzerrte Koeffizienten. Wird nur die Sterblichkeit in irgendeiner Form
standardisiert, so ist der Scha¨tzer fu¨r den Einfluss des Einkommens verzerrt. Fu¨r die hier
gegebene Datenstruktur schlagen Rosenbaum und Rubin (1984) vor, rohe Sterbeziffern
als abha¨ngige Variable zu verwenden und die ersten J Momente der Altersverteilung als
Regressoren aufzunehmen. Dieser Weg wird auch in dieser Arbeit beschritten, wobei sich
Werte fu¨r J von drei oder vier als sinnvoll erwiesen.
4.3. Ein einfaches Regressionsmodell
Die meisten der in dieser Arbeit verwendeten Daten liegen im Panelformat vor, wobei der
Kreis die Beobachtungseinheit bildet. Die unterschiedliche Bedeutung der Termini between-
und within-Variation in den Zusammenha¨ngen von Paneldaten auf Individualebene, ag-
gregierten Querschnittsdaten und o¨kologischen Paneldaten kann zu einigen Verwirrungen
fu¨hren. Tabelle 4.2 versucht, ein wenig Klarheit in die Begrifflichkeit zu bringen. Im fol-
genden wird ein o¨kologisches Panelmodell aus einem individuellen Panel- und o¨kologischen
Querschnittsmodell hergeleitet. Grundvoraussetzung ist dabei die Linearita¨tsannahme, die
im vorhergehenden Abschnitt ausfu¨hrlich kritisiert wurde. Im Rahmen der vorliegenden
Arbeit kann sie jedoch nur dahingehend aufgeweicht werden, dass einige ho¨here Momente
von Regressoren in die Scha¨tzgleichung aufgenommen werden. Erweiterungen mit allgemei-
neren Spezifikationen mu¨ssen zuku¨nftigen Projekten auf breiterer Datenbasis vorbehalten
bleiben.
Ein lineares Panelmodell auf individueller Ebene mit unbeobachteten Effekten (Woold-
ridge (2002), S. 251) ist gegeben als:
Yit = α+Xitβ + ci + uit .(4.6)
In der vorliegenden Anwendung bezeichnet Yit eine Sterbewahrscheinlichkeit, somit stellt
(4.6) ein Lineares Wahrscheinlichkeitsmodell dar. Ein Querschnittsmodell mit unbeobach-
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Tabelle 4.2.: Between- und within-Variation in Paneldaten und o¨kologischen Regressionen
Datentyp between-Variation within-Variation
individuelles Variation zwischen Individuen u¨ber die Zeit
Panel
Beobachtungseinheit individuelle Mittelwerte einzelne Individuen
(u¨ber die Zeit)
o¨kologischer Variation zwischen Kreisen zwischen Individuen
Querschnitt
Beobachtungseinheit kreisspezifische Mittelwerte einzelne Individuen
(u¨ber Individuen) (innerhalb eines Kreises)
o¨kologisches Variation zwischen Kreisen u¨ber die Zeit
Panel
Beobachtungseinheit kreisspezifische Mittelwerte kreisspezifische Mittelwerte
(u¨ber Individuen und die Zeit) (u¨ber Individuen)
teten Effekten auf Kreisebene la¨sst sich schreiben als:
Yik = α+Xikβ + dk + uik .(4.7)
Zusammen ergeben die beiden Gleichungen ein Paneldatenmodell, welches Clustereffekte
beru¨cksichtigt:
Yitk = α +Xitkβ + cik + dtk + uitk .(4.8)
Der individuenspezifische Effekt cik kann nun in zwei Komponenten partitioniert werden
cik = c1ik + c2i. c1ik ha¨ngt sowohl vom Kreis als auch vom Individuum ab, c2i ist kon-
stant u¨ber die Kreise. Analog kann man den kreisspezifischen Effekt in eine zeitabha¨ngige
und eine zeitkonstante Komponente aufteilen: dtk = d1tk + d2k. Beide Partitionierungen
eingesetzt in (4.8) und u¨ber die Individuen aggregiert ergibt:
Y¯tk = α+ X¯tkβ + c¯1k + c¯2 + d1tk + d2k + u¯tk .(4.9)
Mit ψ = α+ c¯2, λk = c¯1k + d2k und εtk = u¯tk + d1tk la¨sst sich dies schreiben als:
Y¯tk = ψ + X¯tkβ + λk + εtk .(4.10)
Die abha¨ngige Variable ist die rohe Sterberate in der Kreisbevo¨lkerung, X¯tk kann Mo-
mente von individuellen Regressoren und kreisspezifische Effekte enthalten. Beide ko¨nnen
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Tabelle 4.3.: Beispiele fu¨r die unbeobachteten Effekte, welche fu¨r die Annahmen von Ran-
dom Effects relevant sind
Formales Art des Beispiele
Symbol unbeobachteter Faktors
u¯tk Individuell, zeitabha¨ngig Stress am Arbeitsplatz,
Freizeitaktivita¨ten
c¯1k Individuell, zeitkonstant, Erna¨hrungsgewohnheiten,
variiert auf Kreisebene (approximativ zeitkonstant)
d1tk Kreisweit, zeitabha¨ngig Trinkwasserqualita¨t,
Rettungsdienstversorgung,
Kriminaltita¨tsrate
d2k Kreisweit, zeitkonstant sozialer Kontext,
klimatische Grundbedingungen
zeitabha¨ngig sein. Aus Gleichung (4.9) wird erneut deutlich, dass solche Effekte, die indi-
viduell variieren, aber zwischen den Kreisen konstant sind, die aggregierten Scha¨tzkoeffizi-
enten nicht beeinflussen: c¯2 wird Teil der Konstante.
Zur Scha¨tzung von (4.10) bietet sich ein Random Effects-Ansatz an. Die dazu notwen-
digen Annahmen bestehen aus (Wooldridge (2002), S. 257ff.):









wobei Ω ≡ E[(λk + εk)(λk + εk)′]. L sei die Anzahl der Elemente in X (zur Vereinfachung
der Notation beinhalte X in diesem Fall ausnahmsweise eine Konstante) und T die Zahl
der Perioden. IT bezeichne die Identita¨tsmatrix der Dimension T , iT den Einheitsvektor
mit T Elementen. Tabelle 4.3 schlu¨sselt die fu¨r diese Annahmen relevanten unbeobachteten
Effekte na¨her auf.
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Tabelle 4.4.: Aufschlu¨sselung der Regressoren
Formales Variablentyp Klassifizierung der
Symbol vorhandenen Regressoren




X2tk Kreisweit, zeitabha¨ngig Luftbelastung, Bettenversorgung
Fla¨chennutzung,
X3k Kreisweit, zeitkonstant Dummy fu¨r die Stadtkreise
Analog zu der Partitionierung der unbeobachteten Effekte lassen sich auch die vorhan-
den Regressoren aufteilen. Dies geschieht in Tabelle 4.4. Die kritischen Annahmen fu¨r
den Random Effects-Scha¨tzer sind (4.11) und (4.12). Bei der ersten Annahme erscheint
insbesondere die strikte Exogenita¨t der Regressoren restriktiv. So darf beispielsweise eine
Vera¨nderung des Einkommens in Periode 1 keinen Einfluss auf die sterblichkeitkeitsrele-
vanten Freizeitaktivita¨ten in Periode 2 haben. Dies erscheint auf individueller Ebene eher
unwahrscheinlich, auf aggregiertem Niveau ist es jedoch durchaus mo¨glich, dass sich die
Effekte ausgleichen. Ferner stellt sich die Frage nach der gesuchten Kausalita¨t: in dieser
Untersuchung erscheint es angebracht, vom Einkommen als Kausaleffekt auszugehen, un-
abha¨ngig davon, ob es direkt (z. B. Zugang zum Gesundheitswesen) oder indirekt (z. B.
Golfspielen statt Sportklettern in der Freizeit) wirkt. Die Interpretation der gescha¨tzten
Koeffizienten sollte sich aufgrund der in Abschnitt 4.1 genannten Simultanita¨tsproblematik
ohnehin auf eine partielle Korrelation beschra¨nken, von Kausalita¨t kann nicht gesprochen
werden. Bei der gegebenen Datenmenge ist Annahme (4.11) jedoch nahezu unverzichtbar,
da die Zahl der Beobachtungen fu¨r dynamische Paneldatenmodelle nicht ausreicht.
Annahme (4.12) wird in der Paneldatenliteratur ebenfalls sehr kritisch beleuchtet
(Wooldridge (2002), S. 265). Im gegebenen Kontext erscheint sie aufgrund der Durch-
schnittsbildung jedoch nicht so restriktiv wie im Falle von Individualdaten. Der proble-
matischste Fall im Rahmen der in Tabelle 4.3 genannten Beispiele ist die potenzielle Kor-
relation von Einkommen und Bildung sowie sozialem Kontext. Congdon (1995) findet in
37
4. Theoretische U¨berlegungen
einer Analyse der kleinra¨umigen Mortalita¨t in London Effekte des sozialen Kontextes auch
wenn sozioo¨konomische Charakteristika konstant gehalten werden. Da die Beobachtungs-
einheiten hier deutlich gro¨ßer sind, bleibt zu hoffen, dass durch die Aggregation heterogener
Distrikte und die Verwendung der Stadtkreisdummys die Annahme approximativ erfu¨llt
ist. Alternativ wa¨re eine Fixed Effects-Scha¨tzung mo¨glich. Diese ist jedoch fu¨r die Frage-
stellung dieser Arbeit nicht geeignet, da sie lediglich die Variation innerhalb der Kreise
u¨ber die Zeit verwendet. Von Interesse im Sinne einer Querschnittsbetrachtung sind hier
jedoch die Unterschiede zwischen den Kreisen.
Die Rangbedingung (4.13) dient lediglich der Identifikation und ist in aller Regel erfu¨llt
(Wooldridge (2002), S. 154). Die Homoskedastieannahme (4.14) ist notwendig fu¨r stati-
stische Inferenz auf Basis der verwendeten Modelle. Auch sie erscheint im Kontext von
aggregierten Daten weniger restriktiv als auf individueller Ebene, kann jedoch fu¨r ein li-
neares Wahrscheinlichkeitsmodell per definitionem nicht erfu¨llt sein. Dies kann lediglich
approximativ der Fall sein.
Als Essenz dieses Abschnitts bleibt festzuhalten, dass fu¨r die Analyse der vorliegenden
Daten eine Menge Annahmen notwendig sind, die wenig plausibel erscheinen. Dies trifft
insbesondere auf die strenge Linearita¨t und Additivita¨t des Modells zu. Einige der u¨blichen
Probleme der o¨kologischen Analyse konnten auf theoretischer Ebene abgemildert werden,
so zum Beispiel der versta¨rkte Einfluss von Messfehlern. Mit diesen Ergebnissen und der
damit beschra¨nkten Interpretationsreichweite im Hinterkopf wendet sich die Arbeit nun
der konkreten Datenauswertung zu.
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In diesem Kapitel wird versucht, den Einfluss der in Abschnitt 4.1 dargelegten Faktoren zu
u¨berpru¨fen. Zuna¨chst werden die hier verwendeten Daten des Statistischen Landesamtes
Baden-Wu¨rttemberg, welche in Panelform vorliegen, na¨her beschrieben. Im Zuge dessen
werden die Hypothesen bezu¨glich der einzelnen Regressoren formuliert. Es folgt die Dar-
stellung der Ergebnisse.
5.1. Datensatzbeschreibung und Hypothesenformulierung
In Tabelle 5.1 wird ein knapper U¨berblick u¨ber die nach Jahren vorhandenen Daten gege-
ben. Es wird deutlich, dass die Sterblichkeits- und Wanderungsdaten zwar in einer langen
Zeitreihe vorliegen, die Mehrzahl der Regressoren jedoch nur fu¨r einige Abschnitte vor-
handen sind. Insgesamt kristallisieren sich fu¨r die Regressionen drei interessante Zeitreihen
heraus. Am interessantesten ist der Zeitraum 1999 bis 2002, wo die besten Daten zu so-
zioo¨konomischen Charakteristika vorliegen, insbesondere die Bildung am Wohnort und das
geschlechtsspezifische Renteneinkommen. Auch die Immisionsstatistiken gibt es nur fu¨r
diesen Zeitraum. Interessant sind auch die Zeitreihen von 1983 bis 1995, wo Bildung am
Arbeitsort und die Daten der Einkommensteuerstatistik vorliegen. Beide sind jedoch nicht
geschlechsspezifisch vorhanden. Abschließend zu nennen bleibt der Zeitraum von 1995 bis
2002, wo relativ viele Regressoren vorhanden sind. Gro¨ßtes Manko ist hier das Nichtvor-
handensein einer Einkommensgro¨ße.
Sofern mo¨glich wurden alle Variablen geschlechtsspezifisch und fu¨r drei verschiedene
Altersgruppen berechnet: sa¨mtliche Alter, die 18- bis 65-ja¨hrigen, sowie die Personen ab
66 Jahren. Die gemeinsamen Verteilungen lagen jedoch nicht fu¨r alle Regressoren vor, so
dass die in Abschnitt 4.2 dargestellte Kritik von Rosenbaum und Rubin (1984) zutrifft. In
diesen Fa¨llen besteht jedoch ein Trade-off zwischen zwei Fehlern. Eine Stratifizierung der
abha¨ngigen Variable, ohne dasselbe fu¨r den Regressor zu tun, beinhaltet die Annahme, dass
letztgenannter unkorrreliert mit Alter und Geschlecht ist. Aggregiert man alle Daten und
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ha¨lt die demografischen Charakteristika konstant, so gehen durch die Aggregation hetero-
gener Risiken wertvolle Informationen verloren. All dies la¨uft auf ein Abwa¨gen zwischen
zwei Messfehlern hinaus, welches nur im Einzelfall entschieden werden kann. Die folgenden
Absa¨tze beschreiben die Daten zu den verwendeten Variablen detailliert. In Tabelle A.14
finden sich die entsprechenden deskriptiven Statistiken.
Sterblichkeit und Altersaufbau Aus den bereits in Kapitel 2 dargestellten Bevo¨lkerungs-
und Sterblichkeitsdaten wurden rohe Sterbeziffern sowie die ersten vier Momente der Al-
tersverteilung berechnet. Wie oben diskutiert wurde, sind die Daten fu¨r Deutsche als hin-
reichend gut einzustufen. Fu¨r Personen mit ausla¨ndischer Staatsbu¨rgerschaft scheinen die
Sterbeziffern jedoch zu gering zu sein. Dies ko¨nntezu systematischen Verzerrungen fu¨hren,
welche durch die Aufnahme des Ausla¨nderanteils als Regressor mo¨glicherweise nur unzurei-
chend kontrolliert werden. Daher wurden die genannten Kennziffern fu¨r die deutsche und
fu¨r die Gesamtbevo¨lkerung berechnet. Eine Analyse ausschließlich fu¨r Ausla¨nder verbot
sich aufgrund der geringen Fallzahl in vielen Kreisen.
Einkommen Zu den Einkommensverha¨ltnissen der Kreisbewohner stehen Daten aus der
Lohn- und Einkommensteuerstatistik der Jahre 1983, 1986, 1989, 1992 und 1995 zur
Verfu¨gung. Die Daten sind leider mit mehreren Messfehlern behaftet, welche in den
na¨chsten Absa¨tzen sukzessive behandelt werden. An jede Illustration schließt sich die zur
Lo¨sung der Messfehlerproblematik notwendige Annahme an.
Das erste Problem betrifft den erfassten Personenkreis. Dieser besteht aus allen Perso-
nen, die in einem nicht geringfu¨gigen abha¨ngigen Bescha¨ftigungsverha¨ltnis stehen, sowie
denjenigen, die eine Einkommensteuererkla¨rung abgegeben haben. Damit du¨rften insbeson-
dere die Einku¨nfte von Personen am unteren Ende der Einkommenskala schlecht abgebildet
sein, weil zum Beispiel Sozialhilfeempfa¨nger in der Statistik nicht erfasst werden.
Die nicht erfassten Personen stellen einen nicht zu korrigierenden Messfehler dar. Es
bleibt nur die Annahme, dass die Lu¨cken in allen Kreisen gleichma¨ßig sind. Eine gewisse
Milderung der Heterogenita¨t in dieser Beziehung kann durch die Aufnahme der Quoten
von Arbeitslosenunterstu¨tzungs- und Sozialhilfeempfa¨ngern in die Regression erreicht wer-
den. Allerdings verbietet sich die Interpretation des Einkommenskoeffizienten als globa-
le Korrelation von Einkommen und Sterblichkeit, da Nichtlinearita¨ten zu erwarten sind
(Klein 2001) und der Bereich mit der vermutlich sta¨rksten Korrelation (d.h. sehr geringe
Einkommen) nicht erfasst ist.
Die Beobachtungseinheiten in der Einkommensteuerstatistik sind nicht uneingeschra¨nkt
miteinander vergleichbar. Zwischen Einzelpersonen, Ehepaaren, Haushalten mit Kindern
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etc. wird nicht unterschieden. Daher kann auch nicht berechnet werden, wie viele Personen
in der Einkommensteuerstatistik erfasst sind. Die rohe Zahl der Steuerpflichtigen dividiert
durch die Bevo¨lkerungszahl ergibt Werte zwischen 0,36 und 0,47. Diese sind jedoch nicht
aussagefa¨hig, da hinter einem Steuerpflichtigen eine ganze Familie stehen kann.
Die Nichtvergleichbarkeit der Beobachtungseinheiten la¨sst sich durch die Annahme lo¨sen,
dass nur das Haushaltseinkommen fu¨r die Sterblichkeit relevant ist. Dafu¨r wu¨rden Wir-
kungshypothesen wie diejenigen u¨ber den Lebensstil oder Erna¨hrungsgewohnheiten spre-
chen, dagegen jedoch Argumente, die auf dem Zugang zum Gesundheitswesen basieren.
Alternativ kann angenommen werden, dass die gemeinsame Verteilung von Haushaltsstruk-
tur und Einkommen u¨ber die Kreise gleich ist, nachdem die anderen Regressoren konstant
gehalten wurden.
Der dritte und letzte wichtige Messfehler betrifft die Einkommensho¨he. Das steuerpflich-
tige Jahreseinkommen steht nur in sechs (1983, 1986) bzw. elf (1989, 1992, 1995) Klassen
zur Verfu¨gung, wobei die nach oben hin offene Klasse in allen Jahren bei 100.000DM be-
ginnt. Ferner ist das steuerpflichtige Einkommen aufgrund von Steuerfreibetra¨gen, nicht
angegebenen Zinsertra¨gen im Ausland o. A¨. nicht unbedingt mit dem tatsa¨chlich relevanten
Einkommen identisch. Durch den Abzug von Kinderfreibetra¨gen und die Nichtberu¨cksichti-
gung des Kindergeldes im steuerpflichtigen Einkommen wird die Mehrpersonenproblematik
fu¨r Haushalte mit Kindern zumindestens abgemildert.
Zur Berechnung der Verteilungsmomente aus dem klassenweise erfassten Einkommen
wurde eine Gleichverteilungsannahme innerhalb der Kategorien getroffen. In den mittle-
ren Klassen erscheint diese insbesondere fu¨r die spa¨teren Jahrga¨nge wenig restriktiv, da die
Gruppen hinreichend klein wirken. Problematisch ist sie jedoch in den beiden extremen Ka-
tegorien. In der untersten (1DM bis 8000DM bzw. 5000DM) werden mit dieser Annahme
zu viele extrem geringe Einkommen erzeugt. Sie la¨sst sich allerdings dadurch rechtfertigen,
dass viele Einkommen in dieser Klasse u¨berhaupt nicht erfasst sind. Wenn die Zahl der
nicht beru¨cksichtigten Einkommen mit den vorhandenen korreliert ist, so ist die Verwen-
dung von zu geringen Werten ein Proxy fu¨r eine zu geringe Zahl solcher Einkommen. In der
ho¨chsten Einkommensklasse mit der unteren Grenze 100.000DM wurden drei verschiedene
obere Beschra¨nkungen gewa¨hlt: 125.000, 150.000 und 200.000DM. Dies erscheint zwar als
ungenu¨gende Approximation, jedoch sprechen zwei pragmatische Gru¨nde gegen genauere
Verfahren. Einerseits legen fru¨here Forschungsergebnisse nahe (Klein 2001), dass der Ein-
kommenseffekt insbesondere im niedrigen Bereich groß ist. In diesem Fall spricht Einiges
dafu¨r, den Einfluss von extremen Auspra¨gungen auf Mittelwert und Varianz zu begrenzen.
Dagegen wu¨rde fu¨r das zweite Moment lediglich die Hypothese sprechen, dass Ungleichheit
zu ho¨herer Sterblichkeit in den unteren Einkommensklassen fu¨hrt (Wilkinson 1996). Aller-
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dings ist unklar, was die Referenzebene ist (Smith (1999), S. 165). Intuitiv erscheinen die
unmittelbare Nachbarschaft oder die gesamte deutsche Gesellschaft plausibler als die Krei-
sebene. Nach der Logik der in Abschnitt 4.2 aufgefu¨hrten Diskussion wu¨rde der Fehler dann
durch die kreisweite Aggregation abgemildert oder wa¨re fu¨r innerdeutsche Interpretationen
nicht vorhanden. Schließlich sind die Einkommensdaten mit so vielen Fehlern behaftet, dass
der Einsatz von aufwa¨ndigen Verfahren zur Korrektur dieser vergleichsweise kleinen Un-
gereimtheit nicht gerechtfertigt erscheint. Sinnvoller wirkt eine Konzentration auf andere
Datenquellen, wie die unten beschriebenen Daten vom VDR oder aus stichprobenma¨ßigen
Erhebungen wie der Einkommens- und Verbrauchsstichprobe oder dem Sozioo¨konomischen
Panel.
In den Regressionen werden Mittelwerte und Varianzen auf Basis der Preise von 1981
verwendet, die mit dem Verbraucherpreisindex bzw. dem Preisindex fu¨r die Lebenshaltung
aller privaten Haushalte errechnet wurden (Statistisches Bundesamt 2003). Die Daten wur-
den auf monatliche Einkommen in Euro umgerechnet, damit sie in derselben Einheit wie die
Renteneinkommen (s. na¨chster Absatz) vorliegen. Ferner wurden die Werte mit einer ein-
fachen arithmetischen Mittelung interpoliert, so dass eine geschlossene Zeitreihe von 1983
bis 1995 vorliegt. Diese Maßnahme erscheint nicht besonders restriktiv, da das Einkommen
auf Kreisebene geringen Zufallsschwankungen unterliegen sollte. Alternative Spezifikatio-
nen nur mit vorhandenen Werten sowie Dreijahresmitteln der restlichen Variablen lieferten
gleichwertige Ergebnisse. Die Hypothese bezu¨glich der Einku¨nfte ist klar: Sie sollten eine
negative Korrelation mit der Sterblichkeit aufweisen. Sowohl die vermuteten Nichtlinea-
rita¨ten im unteren Bereich als auch die Ungleichheitshypothese deuten auf eine positive
Korrelation mit der Varianz des Einkommens hin.
Renteneinkommen Vom Verband der Deutschen Rentenversicherungstra¨ger wurde fu¨r
das Jahr 2002 die Zahl der Rentner und das durchschnittliche Renteneinkommen differen-
ziert nach Alter und Geschlecht bereitgestellt.
Zum einen wurde fu¨r jeden Kreis das durchschnittliche Einkommen aus Altersrenten
fu¨r Personen u¨ber 65 Jahren berechnet. Dies ignoriert zwar viele interessante Aspekte
der Daten ebenso wie Selektionseffekte, sollte aber eine wichtige Messgro¨ße der Einkom-
menssituation der Rentnergeneration bieten, da sie auf deren Lebenseinkommen beruht.
Falls keine Kohorteneffekte vorliegen, so ko¨nnen die Daten auch fu¨r vorhergehende Jahre
verwendet werden und bieten zudem einen Anhaltspunkt fu¨r die Einku¨nfte der sozialver-
sicherungspflichtig Bescha¨ftigten. Wenn die Annahme nur na¨herungsweise gilt, so entsteht
ein Messfehler. Die Werte fu¨r 2002 wurden fu¨r die Jahre 1999 bis 2001 unvera¨ndert u¨ber-
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nommen. Die Hypothese ist wiederum eindeutig: Durchschnittliche Renteneinkommen und
Sterblichkeit sollten eine negative Korrelation aufweisen.
Weiterhin wurde aus den VDR-Daten die Zahl der Empfa¨nger von Erwerbsminderungs-
renten im Alter von 18 bis 65 Jahren berechnet, fu¨r die Jahre 1999 bis 2001 u¨bernommen
und als Quote an der Gesamtzahl der Bevo¨lkerung diesen Alters in die Regression auf-
genommen. Ein hoher Anteil der Bezieher von Erwerbsminderungsrenten wu¨rde auf eine
U¨berrepra¨sentation von gesundheitsscha¨digenden Berufen hindeuten, das Vorzeichen sollte
entsprechend positiv sein.
Bildung Die Daten zur Bildung entstammen der Bescha¨ftigtenstatistik und beinhalten
drei Kategorien: Personen ohne abgeschlossene Berufsausbildung, mit abgeschlossener Be-
rufsausbildung und solche mit Universita¨ts-, Fachhochschul-, oder ho¨herem Fachschulab-
schluss. Damit wird nur die Bildung der sozialversicherungspflichtig Bescha¨ftigten erfasst
und diese nur zu etwa 90%, fu¨r den Rest liegt in der Bescha¨ftigtenstatistik keine Bil-
dungsangabe vor. Die in dieser Bevo¨lkerungsgruppe gemessene Verteilung der Bildungs-
abschlu¨sse muss fu¨r die Gesamtbevo¨lkerung gelten, damit individuelle Effekte der Ausbil-
dung identifiziert werden ko¨nnen. Der Fall ist mit Sicherheit nicht gegeben, da Akademiker
und Personen mit abgeschlossener Berufsausbildung in der Gruppe der Selbsta¨ndigen und
Freiberufler u¨berrepra¨sentiert sind, gegenteiliges gilt allerdings fu¨r Arbeitslose und Sozi-
alhilfeempfa¨nger. Ferner ist der Anteil der Personen mit ho¨heren Bildungsabschlu¨ssen im
Zeitablauf gestiegen, so dass sich die Werte nicht ohne weiteres auf die Rentnergenerati-
on u¨bertragen lassen. Allgemein gesprochen ist ein erheblicher Messfehler in den Daten
vorhanden. Unter der Annahme, dass dieser sich gleichma¨ßig u¨ber die Kreise verteilt, sind
jedoch qualitative Aussagen mo¨glich. Daten zum Bildungsabschluss der Arbeitnehmer am
Wohnort differenziert nach Geschlecht und Staatsangeho¨rigkeit sind nur fu¨r die Jahre 1999
bis 2002 vorhanden. La¨ngere Zeitreihen existieren nur fu¨r die Bildungsindikatoren am Ar-
beitsort. Von 1983 an liegen nach Staatsangeho¨rigkeit differenzierte Daten vor, ab 1995
ist auch eine Unterscheidung nach Geschlecht mo¨glich. Ausgehend davon wurden fu¨r die
beiden Arten von Abschlu¨ssen Quoten der Gesamtbescha¨ftigtenzahl berechnet, die Arbeit-
nehmer ohne Bildungsabschluss bilden die ausgelassene Kategorie.
Die Auspra¨gungen der Indikatoren sind zum Teil abha¨ngig davon, ob sie am Wohnort
oder am Arbeitsort gemessen sind. In dieser Arbeit ist nur die Bildung am Wohnort rele-
vant. Fu¨r den Zeitraum von 1999 bis 2002 wurden daher vergleichende Regressionen mit
allen drei Variablen durchgefu¨hrt. Alle Spezifikationen lieferten a¨hnliche Resultate. Die
Vorzeichen der Koeffizienten unterschieden sich nur in einer sehr geringen Zahl von Fa¨llen,
Signifikanzniveaus und Gro¨ßenordnungen waren weitgehend vergleichbar. Alle drei Krite-
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rien hingen weit mehr von den zusa¨tzlichen Kovariaten ab als von der Spezifikation der
Bildungsvariable. Nichtsdestotrotz sollte bei der Verwendung der Bildungsindikatoren am
Arbeitsort beru¨cksichtigt werden, dass sie nicht die gewu¨nschte Variable konstant halten.
In weiter zuru¨ckliegenden Jahren muss die A¨quivalenz der Ergebnisse nicht zwangsla¨ufig
halten.
Da die niedrigste Bildungskategorie ausgelassen ist, sollten beide in den Regressionen
verwendeten Quoten ein negatives Vorzeichen aufweisen. Der Koeffizient fu¨r den Anteil
der Personen mit Universita¨ts-, Fachhochschul- oder ho¨herem Fachschulabschluss sollte im
Betrag gro¨ßer sein.
Erwerbsta¨tige Aus den soeben beschriebenen Daten der Bescha¨ftigtenstatistik wurde
zusa¨tzlich die Quote der abha¨ngig Bescha¨ftigten an der Bevo¨lkerung zwischen 18 und 65
Jahren gewonnen. Diese bietet zumindestens den Ansatz einer Beru¨cksichtigung der Tatsa-
che, dass die fu¨r die Arbeitnehmer gemessenen Bildungscharakteristika nicht fu¨r die restli-
che Bevo¨lkerung gelten. Allerdings bildet die Erwerbsta¨tigenquote nicht nur die Bildung ab:
Allgemein stellt sie die durchschnittlichen Charakteristika der sozialversicherungspflichtig
Bescha¨ftigten im Vergleich zur restlichen Bevo¨lkerung im entsprechenden Alter dar. Da
letztere aus ho¨chst unterschiedlichen Personen besteht, ist das Vorzeichen a priori un-
klar. Wa¨hrend die Mehrzahl der Selbsta¨ndigen, Freiberufler und Beamten bessere Risiken
darstellen du¨rfte, ist dies fu¨r die Bescha¨ftigten ohne Bildungsangabe und Sozialleistungs-
empfa¨nger vermutlich umgekehrt. Die letztgenannten ko¨nnen jedoch beru¨cksichtigt werden.
A priori unklar ist die Sterblichkeit der Hausfrauen und -ma¨nner relativ zu den abha¨ngig
Bescha¨ftigten.
Arbeitslosenunterstu¨tzung und Sozialhilfe Daten zu den Arbeitslosen liegen in einer
geschlossenen Zeitreihe von 1985 bis 2002 vor, es wurden Stichtagsdaten jeweils zum 30.6.
verwendet. Die Daten des ersten vorhandenen Jahres wurden in die Jahre 1983 und 1984
fortgeschrieben, um die Zeitreihe der Bildungsvariablen voll ausnutzen zu ko¨nnen. Dies
erscheint gerechtfertigt, da kurzfristige Schwankungen der Arbeitslosigkeit aus theoreti-
scher Sicht keinen starken Effekt auf die Sterblichkeit haben sollten. Wie Proberechnungen
zeigten, a¨nderten sich Koeffizienten und Signifikanz der Arbeitslosigkeit nicht durch die
Extrapolation im Vergleich zu ku¨rzeren Zeitreihen. Als Regressor verwendet wurde der
Anteil der Arbeitslosen an der Bevo¨lkerung zwischen 18 und 65 Jahren, a priori ist eine
positive Korrelation mit der Sterblichkeit zu erwarten.
Die Empfa¨nger laufender Hilfe zum Lebensunterhalt liegen fu¨r die Jahre 1995 bis 2002
jeweils zum Stichtag 1.1. vor. Eingang als Regressoren finden deren Quoten bezogen auf
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die Gesamtzahl der Frauen bzw. Ma¨nner, zu erwarten ist ein positiver Zusammenhang mit
der Sterblichkeit.
Wanderung Die Wanderungsdaten wurden bereits oben in Kapitel 2 beschrieben und
fu¨r die Regressionen lediglich in Quoten umgewandelt, wobei fu¨r die drei Altersgruppen
jeweils geschlechtsspezifische Werte berechnet werden konnten. Mehrere Spezifikationen
wurden berechnet, Verwendung fanden nach umfangreichen Proberechnungen letztlich die
Quoten der Zu- und Abwanderung. Nur die Gesamtwanderung oder Salden zu verwenden
erschien zu undifferenziert. Die Aufnahme der Herku¨nfte bzw. Ziele (Deutschland/Ausland)
in die Zu- und Abwanderungen lieferte keine zusa¨tzlichen Erkenntnisse, sondern lediglich
Multikollinearita¨tsprobleme. Letzteres spricht gegen die Existenz eines Messfehlers der in
Kapitel 3 simulierten Form (vgl. S. 18 ff.). Wa¨ren unberu¨cksichtigte Abwanderungen ins
Ausland mit den erfassten korreliert, so sollte der entsprechende Koeffizient aufgrund der
U¨berscha¨tzung des Bestandes ein negatives Vorzeichen aufweisen, wobei der Effekt un-
abha¨ngig von den anderen Wanderungsbewegungen sein sollte.
A priori ist wa¨hrend der Berufsta¨tigkeit aufgrund des guten Gesundheitszustandes der
mobilen Personen ein negatives Vorzeichen fu¨r die Zuwanderungsquote zu erwarten, analog
ein positives fu¨r die Fortziehenden. Wie oben in Abschnitt 4.1 bereits angedeutet, ko¨nnten
sich die Gru¨nde fu¨r einen Umzug im Alter verschieben und die erwarteten Vorzeichen
wu¨rden sich umkehren.
Gesundheitswesen Als Proxy fu¨r die Versorgung mit Gesundheitsdienstleistungen wur-
de die Zahl der aufgestellten Krankenhausbetten pro Kreis verwendet. Die Betten-
zahl der in den Landeskrankenhausplan aufgenommenen Krankenha¨user wurde fu¨r 1999
aus einer Vero¨ffentlichung des baden-wu¨rttembergischen Sozialministeriums u¨bernommen
(Sozialministerium Baden-Wu¨rttemberg 2003). Diese Vorgehensweise verursacht einen
Messfehler, da einige Krankenha¨user es aufgrund der Unabha¨ngigkeit von der staatlichen
Bedarfsplanung vorziehen, nicht in den Plan aufgenommen zu werden. Eine komplette
Statistik existiert beim Statistischen Landesamt Baden-Wu¨rttemberg in Papierform, diese
ist jedoch sehr detailliert und ha¨tte einen u¨berproportional hohen Bearbeitungsaufwand
erfordert. Die Daten fu¨r 1999 wurden im gesamten Zeitraum 1995 bis 2002 verwendet,
was aus zwei Gru¨nden mo¨glich erscheint. Erstens stellt die Bettenzahl eine kurzfristig fi-
xe Gro¨ße dar, Neubauten oder Schließungen großer Kliniken du¨rften in dieser Zeit kaum
vorgekommen sein. Zweitens ist die gesuchte Korrelation nicht zwischen Bettenzahl und
Sterblichkeit, sondern zwischen medizinischer Versorgung und Sterblichkeit. Aufgrund des
medizinisch-technischen Fortschritts ist die innerkreisliche Variation der Zahl der Betten
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u¨ber die Zeit kein sinnvoller Indikator fu¨r die Qualita¨t der medizinischen Versorgung. Inso-
fern erscheint es gerechtfertigt, von vornherein nur die ra¨umliche Variation zu verwenden.
Um dem Fakt Rechnung zu tragen, dass Krankenha¨user in Stadtkreisen oft das Umland
mitversorgen, wurden mehrere Spezifikationen der Bettenzahl berechnet. Fu¨r die Konstruk-
tion der Variable bett stadt wurde in Landkreisen, welche direkt an einen Stadtkreis gren-
zen, die Summe der Bettenzahlen beider Kreise verwendet. Stadtkreise und Landkreise, die
nicht an einen Stadtkreis grenzen, blieben unvera¨ndert. Diese Variable du¨rfte in etwa das
Bettenangebot abbilden, welches den Bewohnern im Bedarfsfall zur Verfu¨gung steht. Die
zweite Spezifikation definiert Regionen als Stadtkreise und alle direkt angrenzenden Land-
kreise. Alle pro Region vorhandenen Betten wurden aufsummiert und in jedem darin ent-
haltenen Kreis verwendet, Landkreise ohne angrenzenden Stadtkreis blieben unvera¨ndert.
Die resultierende Variable bett reg ko¨nnte ein Indikator fu¨r das Spezialisierungspotenzial
und damit die Qualita¨t der Gesundheitsversorgung sein. Alle Variablen zur Bettenzahl wur-
den sowohl roh als auch bezogen auf die Einwohnerzahl in den Regressionen verwendet. Die
Hypothese ist eindeutig: Ein hohe Zahl aufgestellter Betten sollte die Sterblichkeit negativ
beeinflussen. Dies ko¨nnte jedoch durch einen Selektionseffekt (s. Abschnitt 4.1) u¨berlagert
werden, so dass das Vorzeichen a priori unbestimmt bleibt.
Fla¨chennutzung/Siedlungsstruktur Fu¨r die Jahre 1981, 1987, 1993, 1997 und 2001 ste-
hen Daten zu den Anteilen der Geba¨ude- und Frei-, Verkehrs-, Wald- und Landwirtschafts-
fla¨chen an der Gesamtfla¨che der Kreise zur Verfu¨gung. Die Kategorie
”
Sonstiges“ ist ver-
nachla¨ssigbar. Einen signifikanten direkten Effekt wu¨rde man nur bei der Verkehrsfla¨che
erwarten, die einen Proxy fu¨r Umwelt- und La¨rmbelastung durch den Straßenverkehr dar-
stellt und einen positiven Effekt auf die Sterblichkeit haben sollte. Bei allen anderen Va-
riablen du¨rften Selektionseffekte etwaige direkte Effekte dominieren, die Vorzeichen sind a
priori unbestimmt.
Umwelt Daten zur Luftbelastung liegen in zwei Formen vor: Emissionen von Schwefel-
dioxid, Kohlenmonoxid und Staub fu¨r die Jahre 1990, 1995 und 2000 (Staubemissionen
fehlen fu¨r 2000) und die Immissionen von Schwefeldioxid, Kohlenmonoxid und Ozon fu¨r
die Jahre 1999-2002. Der sinnvollere Indikator ist die Immissionsbelastung der Luft, da
Emissionen aufgrund von Luftstro¨mungen und Klimaverha¨ltnissen nicht zwangsla¨ufig an
der Quelle belastend wirken. Leider sind die Daten jedoch nur in einer relativ kurzen
Zeitreihe vorhanden und das Netz von Umweltmessstationen deckt nicht alle Kreise ab.
So fehlen der Landkreis Heilbronn, der Enzkreis, der Landkreis Emmendingen, der Zol-
lernalbkreis und der Landkreis Sigmaringen in den Daten, hier liegt also die Struktur
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eines unbalanced panel vor. Die Annahme eines von der Sterblichkeit unabha¨ngigen Selek-
tionsprozesses erscheint nicht besonders restriktiv, so dass diese Kreise ignoriert werden
ko¨nnen, ohne dass die Scha¨tzer inkonsistent werden. Es ensteht nur ein Problem aufgrund
der geringeren Beobachtungszahl. Von den halbstu¨ndlichen Messungen der Luftbelastung
wurden die Mittelwerte und das 98%-Quantil verwendet, um die durchschnittliche sowie
die Spitzenbelastung abzubilden.
Aus den Emissionsdaten wurde durch Inter- und Extrapolation eine geschlossene Zeitrei-
he von 1990 bis 2002 gewonnen, im Falle von Staub nur bis 1995. Diese Vorgehensweise
versta¨rkt einen mo¨glichen Messfehler, der ohnehin schon erheblich sein du¨rfte, da beispiels-
weise die vom Straßenverkehr verursachten Belastungen nur gescha¨tzt werden ko¨nnen. Die
Hypothese fu¨r sa¨mtliche Umweltbelastungen ist eindeutig, sie sollten positiv mit der Sterb-
lichkeit korreliert sein. Etwaige Selektionsmechanismen, die auf sozioo¨konomischen Cha-
rakteristika beruhen (d.h. reiche und gut gebildete Personen ziehen in Kreise mit geringer
Luftbelastung), ko¨nnten diesen Effekt noch versta¨rken.
Sonstiges In alle Spezifikationen wurden Dummyvariable fu¨r die Stadtkreise und sa¨mtli-
che Jahre aufgenommen. Erstgenannte bilden mo¨gliche Besonderheiten von Sta¨dten ab, die
nicht von den anderen Regressoren erfasst werden. Ihr Vorzeichen ist a priori unklar. Die
Jahresdummys bilden den landesweiten Durchschnitt der ja¨hrlichen Mortalita¨tsvera¨nde-
rung ab, da der Versuch einer Erkla¨rung der durchschnittlichen Sterblichkeitsverbesserung
mit den vorliegenden Daten nicht sinnvoll erscheint, weil hier komplizierte Lagstrukturen,
qualitative Variable wie Lebensgewohnheiten und externe Einflu¨sse wie Kriegseffekte ei-
ne dominierende Rolle spielen du¨rften. Diese Probleme sind in der Querschnittsdimension
weniger relevant, da sie sich im ganzen Land weitgehend homogen vera¨ndern du¨rften.
5.2. Ergebnisse
In nahezu allen Fa¨llen lieferten die Random Effects-Scha¨tzungen mit Stata gleichwertige
Ergebnisse fu¨r die Gesamtbevo¨lkerung und die deutsche Bevo¨lkerung. Die meisten der im
Anhang aufgefu¨hrten Tabellen beziehen sich auf die letztgenannte. Dies liegt zum einen an
der zweifelhaften Qualita¨t der Sterblichkeitsdaten fu¨r die ausla¨ndische Bevo¨lkerung, zum
anderen an der oftmals gro¨ßeren Pra¨zision der Scha¨tzergebnisse. Falls die Resultate stark
voneinander abwichen, wird im Text darauf hingewiesen. Vorab erscheinen einige Hinweise
zur Interpretation der Regressionen angebracht.
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• Die zum Teil sehr hohen Werte von R2within du¨rften vor allem durch die Jahresdummys
zu Stande kommen, im Falle von R2between spielen die Momente der Altersverteilung
eine große Rolle. Ru¨ckschlu¨sse auf den Erkla¨rungsgehalt der relevanten Regressoren
sollten daher nur mit besonderer Vorsicht gezogen werden.
• Die Linearita¨tsannahme ist bestenfalls als eine lokal erfu¨llte Approximation zu sehen,
Interpretationen der Koeffizienten sollten sich daher auf Vorzeichen und Signifikanz
beschra¨nken.
• Falls Variable Verwendung fanden, die nicht nach Geschlecht differenziert vorlagen,
so wurden zusa¨tzlich entsprechend des Ansatzes von Rosenbaum und Rubin (1984)
Modelle fu¨r die Gesamtbevo¨lkerung berechnet, wobei die Frauenquote als Regressor
aufgenommen wurde. Die Ergebnisse waren denen der stratifizierten Regressionen
sehr a¨hnlich, so dass eine separate Auflistung der Resultate nicht gerechtfertigt er-
schien.
Der verbleibende Teil dieses Kapitels beschreibt die Regressionsergebnisse und orientiert
sich dabei an den einzelnen Wirkungskomplexen. Eine Zusammenfassung der Ergebnisse
findet sich in Tabelle 5.2. Hier wird gleich deutlich, dass sich die pra¨zisesten Ergebnisse fu¨r
die Einkommensgro¨ßen, bescha¨ftigte Hochschulabsolventen am Wohnort, die Quote der so-
zialversicherungspflichtig Bescha¨ftigten am Wohnort und die Wanderungsbewegungen bei
Frauen im Alter ergeben. Die folgenden Abschnitte befassen sich na¨her mit den einzelnen
Einflussfaktoren.
Ausfu¨hrliche Darstellungen ausgewa¨hlter Regressionen beinhaltet der Anhang in den Ta-
bellen A.15 bis A.29. Die Spezifikationen orientieren sich dabei stark an der in Tabelle 5.1
abgebildeten Datenverfu¨gbarkeit. Tabellen A.15 bis A.19 basieren auf einem Panel mit der
Zeitdimension 1999 bis 2002, fu¨r welche die sinnvollsten Daten vorliegen. Allerdings ist die
Zahl der Beobachtungen gering. Die folgenden Tabellen A.20 bis A.22 nutzen insbesondere
die Verfu¨gbarkeit der Einkommensteuerstatistik aus, Tabellen A.23 bis A.25 orientieren
sich am Vorhandensein der Krankenhaus- und Sozialhilfestatistiken. Die Regressionen in
den Tabellen A.26 und A.27 versuchen, einige Effekte anhand mo¨glichst großer Zeitdimen-
sionen herauszuarbeiten. Abschließend finden sich zwei einfache Spezifikationen mit den
Immissionsvariablen in den Tabellen A.28 und A.29. Diese sind die einzigen Tabellen, in
denen nicht die Struktur von balanced panels vorhanden ist.
Sozioo¨konomische Variable Fu¨r die Zeitreihen 1983 bis 1995 und 1999 bis 2002 liegen
sowohl Bildungs- als auch Einkommensvariable vor, insofern bieten die Tabellen A.15 bis
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Tabelle 5.2.: Zusammenfassung der Regressionsergebnisse: Vorzeichen und Signifikanz
Alle Alter U¨ber 65
Ma¨nner Frauen Ma¨nner Frauen
Einkommen (VDR) (− ) 0 (− ) ∗∗∗ (− ) ∗∗ (− ) ∗∗∗
Einkommen (EkSt) (− ) ∗∗ (− ) 0 (− ) ∗∗∗ (− ) 0
Uni, Wohnort (− ) ∗∗ (− ) ∗∗∗ (+ ) ∗ (+ ) ∗
Uni, Arbeitsort (− ) 0−∗∗ (− ) 0 (− ) 0 (− ) 0
Ausbildung, Wohnort (+ ) 0−∗∗ (− ) 0−∗∗ (+ ) 0 (− ) ∗
Ausbildung, Arbeitsort (− ) 0−∗∗∗ (− ) 0 (− ) 0 (+ ) 0 / (− ) ∗∗
Bescha¨ftigte1, Wohnort (+ ) ∗∗∗ (+ ) ∗∗ (+ ) ∗ (+ ) ∗∗
Bescha¨ftigte1, Arbeitsort (+ ) 0−∗∗ / (− ) 0 (− ) 0 (+ ) 0 (− ) 0
Erwerbsminderungsrenten (+ ) ∗ (+ ) 0 (+ ) ∗ (+ ) ∗∗
Arbeitslosenunterstu¨tzung (+ ) 0 (− ) 0 (+ ) 0 (+ ) 0
Sozialhilfeempfa¨nger (+ ) ∗∗ (+ ) ∗ (+ ) 0 (+ ) 0
Zuwanderung (− ) 0−∗∗ (+ ) / (− ) (+ ) 0 (+ ) ∗∗−∗∗∗
Abwanderung (+ ) 0−∗ (+ ) / (− ) (− ) 0 (− ) ∗∗−∗∗∗
Krankenhausbetten (− ) ∗∗ (− ) ∗ (+ ) 0 (− ) 0
Siedlungsstruktur (+ ) / (− ) (+ ) / (− ) (+ ) / (− ) (+ ) / (− )
Umwelt (+ ) / (− ) (+ ) / (− ) (+ ) / (− ) (+ ) / (− )
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, VDR, Sozialministerium
Baden-Wu¨rttemberg, eigene Berechnungen.
1Sozialversicherungspflichtig Bescha¨ftigte.
0 insignifikant, * signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
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A.22 die besten Datenstrukturen zur U¨berpru¨fung des Einflusses der sozioo¨konomischen
Faktoren. Fu¨r die letzten Jahre des Untersuchungszeitraums ko¨nnen die Bildungsvariablen
am Wohnort differenziert nach Geschlecht verwendet werden, welche die beste vorhandene
Messgro¨ße fu¨r das Bildungsniveau darstellen. Dasselbe gilt auch fu¨r das Einkommen im
Falle der Alterssterblichkeit. Fu¨r ju¨ngere Personen ist unklar, ob die Probleme der Ein-
kommensteuerstatistik oder die Verwendung des Renteneinkommens als Indikator fu¨r das
gesamte Kreiseinkommen gro¨ßere Messfehler mit sich bringen.
Tabelle A.15 beinhaltet die Einflu¨sse der Bildungsvariablen und des Einkommens auf die
Gesamtsterblichkeit deutscher Ma¨nner, wobei als weitere Kontrollvariable die Erwerbsta¨ti-
genquote und Stadtdummys verwendet wurden. Das Einkommen hat einen insignifikanten
sterblichkeitsmindernden Effekt. Dasselbe Vorzeichen ergibt sich auch fu¨r die Quote der
Arbeitnehmer in der ho¨chsten Bildungsklasse, der Koeffizient ist signifikant auf dem 5%-
Niveau. Ein insignifikanter Effekt mit positivem Vorzeichen ergibt sich fu¨r die Quote der
Arbeitnehmer mit abgeschlossener Berufsausbildung, letzteres entspricht nicht den Erwar-
tungen. Die Erwerbsta¨tigtenquote hat einen signifikant sterblichkeitserho¨henden Einfluss.
Demnach herrscht in der Gruppe der nicht abha¨ngig Bescha¨ftigten eine geringere Sterb-
lichkeit vor: Beamte, Selbsta¨ndige und Studenten scheinen sta¨rker ins Gewicht zu fallen
als Arbeitslose und Sozialhilfeempfa¨nger. Hinzufu¨gen oder Auslassen von einzelnen Re-
gressoren a¨nderte nichts Wesentliches am Ergebnis, gleiches gilt fu¨r die Betrachtung der
Gesamtbevo¨lkerung.
Die folgende Tabelle A.16 betrachtet nur die Sterblichkeit der Bevo¨lkerung im ar-
beitsfa¨higen Alter. Die ho¨chste Bildungskategorie und das Einkommen tauschen die Si-
gnifikanz, in Sta¨dten findet sich eine ho¨here Sterblichkeit als in den Landkreisen. In dieser
Altersgruppe lassen sich signifikant positive Effekte des Anteils der Bezieher von Erwerbs-
minderungsrenten und derer von Arbeitslosenunterstu¨tzung nachweisen. Beides entspricht
den Erwartungen. Tabelle A.17 entha¨lt die entsprechenden Regressionsergebnisse fu¨r die
Alterssterblichkeit. Auch hier la¨sst sich eine signifikant negative Korrelation von Einkom-
men und Mortalita¨t feststellen. Entgegen den Vorhersagen und den bisherigen Resultaten
ist das Vorzeichen beider Bildungsindikatoren positiv, zum Teil sogar leicht signifikant.
Mo¨gliche Erkla¨rungen liegen in der ungerechtfertigten U¨bertragung der Bildungsindika-
toren aus der arbeitenden Bevo¨lkerung oder in einer ungenu¨genden Beru¨cksichtigung der
Altersverteilung (die Verwendung ho¨herer Momente a¨nderte nichts am Ergebnis). Beim
Vergleich der drei Regressionen sticht vor allem die Tatsache ins Auge, dass das Einkom-
men in den letzten beiden Spezifikationen einen signifikanten Einfluss hat, jedoch nicht in
der ersten. Diese stellt jedoch einen Oberfall im Vergleich zur Stratifizierung nach Alter dar.
Falls das lineare Modell tatsa¨chlich gelten sollte und die Kindersterblichkeit keinen signifi-
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kanten Einflss ausu¨bt, so du¨rfte eine solche Konstellation nicht auftreten. Mo¨glicherweise
ist wiederum die Abbildung der Altersverteilung nicht ausreichend.
In den Tabellen A.18 und A.19 finden sich die entsprechenden Analysen fu¨r die Gesamt-
und Alterssterblichkeit deutscher Frauen. Die erste Spezifikation liefert exakt die erwarte-
ten Ergebnisse. Zuna¨chst findet sich eine signifikant negative Korrelation von Einkommen
sowie ho¨herer Bildung und Sterblichkeit. Der Koeffizient des Anteils der Personen mit
niedrigem Bildungsabschluss ist ebenfalls negativ, jedoch kleiner und insignifikant. Wie
schon bei der ma¨nnlichen Bevo¨lkerung ist die Sterblichkeit der sozialversicherungspflichtig
Bescha¨ftigten ho¨her als diejenige der restlichen Bevo¨lkerung, zwischen Stadt und Land fin-
den sich keine signifikanten Unterschiede. Im Fall der in Tabelle A.19 aufgefu¨hrten Einflu¨sse
auf die Alterssterblichkeit ist als erheblicher Unterschied die Umkehrung der Vorzeichen
der Bildungsvariablen zu nennen. Mo¨gliche Ursachen sind dieselben wie bei den Ma¨nnern.
Der Anteil der Bezieher von Erwerbsminderungsrenten ist auch hier signifikant und posi-
tiv. Da diese nur fu¨r die 18 bis 65-ja¨hrigen erfasst werden, deutet dies darauf hin, dass
sich die Verteilung von gesundheitsscha¨digenden Berufen u¨ber die Kreise im Zeitablauf
nur wenig a¨ndert. Eine Analyse der weiblichen Mortalita¨t zwischen 18 und 65 Jahren hielt
keine neuen Erkenntnisse bereit, auch hier ergibt sich ein positiv signifikanter Koeffizient
der Arbeitslosenquote.
Die Tabellen A.20 bis A.22 beziehen sich auf Zeitreihen der Gesamtsterblichkeit von
1983 bis 1995 und beinhalten als wesentlichen Bestandteil die Daten der Einkommensteu-
erstatistik. Die Spezifikation des Mittelwerts mit der oberen Grenze des Einkommens bei
125.000 DM erwies sich als die sinnvollste Alternative, insbesondere gegenu¨ber derjenigen
mit 200.000 DM. Letztere lieferte in einer sehr viel geringeren Zahl der Fa¨lle signifikante
Koeffizienten. Dies spricht fu¨r einen abnehmenden Steigungsparameter des Zusammen-
hangs von Einkommen und Sterblichkeit, was auch intuitiv Sinn macht. Das so bestimmte
mittlere Kreiseinkommen u¨bt bei Ma¨nnern aller Altersklassen einen signifikant sterblich-
keitsverringernden Einfluss aus. Die Bildungsindikatoren sind sowohl fu¨r die Gesamt- als
auch fu¨r die Alterssterblichkeit negativ und insignifkant. Letzteres ko¨nnte daran liegen,
dass die Bildungsvariablen nur am Arbeitsort vorliegen. Dies wirkt sich mo¨glicherweise
auch auf die Erwerbsquote aus, welche in beiden Fa¨llen ein negatives Vorzeichen hat, oh-
ne jedoch signifikant zu sein. Vergleiche mit den Resultaten fu¨r am Wohnort gemessene
Variable sollten daher nicht gezogen werden.
Die in Tabelle A.22 aufgefu¨hrten Ergebnisse gelten exemplarisch fu¨r sa¨mtliche Regres-
sionen auf die weibliche Sterblichkeit, welche auf dieser Zeitreihe beruhen: Wa¨hrend die
Koeffizienten die erwarteten Vorzeichen besitzen, bleiben sie in allen Fa¨llen insignifikant.
Der wesentliche Grund du¨rfte in der fehlenden Geschlechtsdifferenzierung der Einkommens-
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und Bildungsindikatoren liegen. Beide beruhen weitgehend auf der erwerbsta¨tigen Bevo¨lke-
rung. In dieser Gruppe sind Ma¨nner jedoch u¨berrepra¨sentiert, so dass auch die Indikatoren
sta¨rker ma¨nnliche als weibliche Charakteristika abbilden. Die Insignifikanz sollte entspre-
chend kein Anlass zu vergleichenden Interpretationen sein. Gleiches gilt auch dafu¨r, dass
die Varianz des Einkommens wechselnde Vorzeichen aufwies und in keiner Spezifikation sig-
nifikant wurde. Die Daten der Einkommensteuerstatistik sind vermutlich am unteren Rand
zu lu¨ckenhaft, als dass ein hinreichend gutes Streuungsmaß vorla¨ge. Gegen die Ungleich-
heitshypothese von Wilkinson (1996) spricht jedoch, dass auch die Varianzsspezifikationen
mit hohen Obergrenzen des Einkommens keine signifikant positiven Effekte zeigten.
Anhand der Tabellen A.23 bis A.25 kann der Einfluss von Sozialhilfeempfa¨ngerquoten
u¨berpru¨ft werden. Wie erwartet ergibt sich ein positives Vorzeichen, welches nur im Fal-
le der Gesamtsterblichkeit signifikant ist. Der Anteil der Empfa¨nger von Arbeitslosenun-
terstu¨tzung weist nur im Falle der ma¨nnlichen Sterblichkeit zwischen 18 und 65 Jahren
(nicht aufgefu¨hrt) einen signifikant positiven Koeffizienten auf. Hinsichtlich der sozioo¨ko-
nomischen Variablen ruft der signifikant positive Einfluss der mittleren Bildungskategorie
in Tabelle A.23 Erstaunen hervor. Die Theorie bietet hierfu¨r wenig Erkla¨rungen, vermutlich
liegt es an dem Messfehler, der durch die Erfassung der Indikatoren am Arbeitsort auftritt.
Das negative Vorzeichen der Arbeitslosenquote in Tabelle A.24 ko¨nnte erneut durch die
fehlende Differenzierung des Indikators nach dem Geschlecht hervorgerufen werden. Die
Bildungsvariablen in den langen Zeitreihen der Tabellen A.26 und A.27 haben wiederum
die erwarteten Vorzeichen und sind weitgehend signifikant.
Zusammenfassend la¨sst sich festhalten, dass sowohl das Einkommen als auch ho¨here Bil-
dung einen sterblichkeitsmindernden Einfluss ausu¨ben. Die Ergebnisse sind nicht immer
einheitlich, was aber zum Großteil an der Datenqualita¨t liegen du¨rfte. Fu¨r die mittlere Bil-
dungskategorie lassen sich keine Effekte feststellen. Die Erwerbsta¨tigenquote am Wohnort
wies immer ein positives Vorzeichen auf, was auf eine ho¨here Sterblichkeit der sozialversi-
cherungspflichtig Bescha¨ftigten relativ zu den anderen Personengruppen hindeutet. Wurde
sie am Arbeitsort erfasst, so finden sich wechselnde Vorzeichen und Signifikanzniveaus.
Die Quote der Empfa¨nger von Arbeitslosenunterstu¨tzung ist nur im Fall der Bevo¨lkerung
im arbeitsfa¨higen Alter signifikant. Der Anteil der Sozialhilfeempfa¨nger ist in allen Alters-
gruppen positiv mit der Sterblichkeit korreliert, jedoch nicht in allen Fa¨llen signifikant.
Ein solcher Zusammenhang findet sich auch fu¨r die Quote der Bezieher von Erwerbsmin-
derungsrenten.
Wanderung Die interessantesten Effekte von Wanderungsbewegungen finden sich in den
Tabellen A.26 und A.27. Fu¨r die ma¨nnliche Sterblichkeit findet sich ein sterblichkeits-
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mindernder Effekt von Zuwanderungen und ein gegenteiliger von Abwanderungen. Dies
entspricht den Erwartungen insofern, als dass mobile Personen vergleichsweise gesund sein
du¨rften. Die Variablen scheinen relativ stark mit der Bildung korreliert zu sein, beide
steigen deutlich sowohl hinsichtlich der Gro¨ße als auch der Signifikanz, wenn das Bildungs-
niveau keine Beru¨cksichtigung in der Regression findet. Wird die Bildung am Wohnort
konstant gehalten, so sind die Wanderungsbewegungen insignifkant, allerdings liegt in die-
sem Fall nur eine sehr kleine Zeitdimension zugrunde.
Diese Selektionseffekte scheinen bei Frauen weniger ausgepra¨gt zu sein, im Fall der Ge-
samtsterblichkeit und jener zwischen 18 und 65 Jahren bleiben alle Wanderungsbewegun-
gen bei wechselnden Vorzeichen insignifikant. Dabei macht es keinen Unterschied, ob die
Bildung in der Regression beru¨cksichtigt wird. Um so sta¨rker schlagen die Effekte in umge-
kehrter Richtung fu¨r die Alterssterblichkeit zu Buche (Tabelle A.27): Die Abwanderungen
haben einen negativen, die Zuwanderungen einen positiven Effekt auf die Mortalita¨t, beide
sind hochsignifikant. Die Umkehrung der Vorzeichen la¨sst sich meist auch bei Ma¨nnern
beobachten, die Effekte bleiben jedoch insignifikant. Diese Befunde decken sich mit der
Intuition, dass Umzu¨ge in dieser Altersklasse vor allem aufgrund von einsetzender Pflege-
bedu¨rftigkeit geta¨tigt werden. Da Ehema¨nner aufgrund der geringeren Lebenserwartung
ha¨ufiger im eigenen Haushalt gepflegt werden ko¨nnen, ist der Effekt fu¨r Frauen deutlich
sta¨rker ausgepra¨gt.
Gesundheitswesen Den Effekt des Gesundheitswesens auf die Sterblichkeit untersuchen
die Tabellen A.23 bis A.25. Von allen sechs getesteten Spezifikationen wies nur die Zahl der
Betten pro
”
Region“ eine signifikant negative partielle Korrelation auf, und zwar nur fu¨r die
Gesamtsterblichkeit. Dies ko¨nnte als Indiz dafu¨r gewertet werden, dass eine hohe regionale
Konzentration von Betten zu einer deutlichen Verbesserung der medizinischen Versorgung
fu¨hrt, mo¨glicherweise aufgrund des erho¨hten Spezialisierungspotenzials oder erleichtertem
Wissenstransfer. Die Ergebnisse stehen jedoch auf wenig soliden Fundamenten, fu¨r solch
weitgehende Interpretationen wa¨ren weitere Kontrollvariable zum Gesundheitswesen not-
wendig.
Die anderen Spezifikationen lieferten keine pra¨zisen Resulate. Die urspru¨ngliche rohe
Bettenzahl wies ein positives Vorzeichen auf, die Variable bett stadt ein negatives. Beide
blieben in allen Fa¨llen insignifikant. Die auf die Einwohnerzahl bezogenen Bettenzahlen
waren bei wechselnden Vorzeichen in allen Varianten meist insignifikant. Nur bei der Al-
terssterblichkeit traten einige signifikant positive Koeffizienten auf. Diese deuten auf einen
Selektionseffekt dahingehend hin, dass gesundheitlich beeintra¨chtigte Personen die Na¨he
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von Kliniken suchen. Die umgekehrte Richtung wa¨re ebenfalls denkbar: Eine hohe Betten-
zahl ko¨nnte die Reaktion auf eine vergleichsweise ungesunde Bevo¨lkerung sein.
Fla¨chennutzung Informationen u¨ber den Einfluss der Siedlungsstruktur finden sich in
den Tabellen A.23 bis A.27. Die Kategorien Landwirtschaftsfla¨che und Sonstiges sind aus-
gelassen. Der Anteil der Verkehrsfla¨che hat in aller Regel ein positives Vorzeichen, ist jedoch
nur selten signifikant. Aus der Reihe fa¨llt nur das negative Vorzeichen in Tabelle A.25, was
aufgrund der hohen Standardabweichung jedoch nicht u¨berbewertet werden sollte. Auf
den ersten Blick verwunderlich ist auch der positive Effekt der Waldfla¨che, welcher in den
la¨ngeren Zeitreihen auch signifikant ist. Hier du¨rfte jedoch ein Selektionseffekt vorliegen
und mangelnde Abbildung der sozioo¨konomischen Charakteristika eher eine Rolle spielen,
als ein direkter Effekt von Wa¨ldern auf die Sterblichkeit. Der Anteil der Geba¨ude- und
Freifla¨che liefert keine einheitlichen Ergebnisse.
Umwelt Exemplarisch fu¨r den Einfluss von Luftbelastungen sind in den Tabellen A.28
und A.29 die Ergebnisse der Auswertungen zu den Immissionsdaten aufgefu¨hrt. Es machte
keinen Unterschied, ob die sozioo¨konomischen Charakteristika in die Regression aufgenom-
men wurden oder nicht. A priori wu¨rde man einen negativen Selektionseffekt erwarten, so
dass negative Einflu¨sse der Luftbelastung ohne Beru¨cksichtigung der sozioo¨konomischen
Variablen ho¨her erscheinen du¨rften. Obwohl dies in den aufgefu¨hrten Tabellen der Fall
war, findet sich keinerlei Einfluss der Umweltbelastungen. Das 98%-Quantil der Kohlen-
monoxidbelastung scheint sogar eine negative Korrelation mit der Mortalita¨t aufzuweisen.
Sa¨mtliche anderen Spezifikationen sowohl der Immissions- als auch der Emissionsdaten wie-
sen ebenfalls keine signifikanten Effekte auf, unabha¨ngig von den verwendeten Kovariaten.
Auch diese Ergebnisse sollten nicht u¨berbewertet werden, da alle Variable die tatsa¨chliche
Exposition von Individuen mit Luftbelastungen nur unzureichend abbilden. Insbesondere
im Fall von Ozon reicht die Verwendung des 98%-Quantils vermutlich nicht aus, um die
medizinisch relevante Spitzenbelastung abzubilden. Zudem ist die Zeitreihe der Immissi-
onsstatistik sehr kurz, die Werte der Emissionen sind mit mehreren Messfehlern behaftet.
Sonstiges Der Stadtdummy ist fu¨r die Gesamtsterblichkeit in nahezu allen Fa¨llen positiv,
unabha¨ngig von den gewa¨hlten Kovariaten und Zeitpunkten. Interessant ist sein Verhalten
im Falle der Alterssterblichkeit, da in Abschnitt 2.3 bereits eine relativ bessere Positi-
on der Stadtkreise fu¨r die fiktive fernere Lebenserwartung im Alter 65 festgestellt wurde.
Tatsa¨chlich weist der Stadtdummy ein negatives Vorzeichen auf, wenn nicht auf sozioo¨kono-
mische Variable konditioniert wird (die entsprechenden Regressionen sind nicht aufgefu¨hrt).
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Falls jedoch geschlechtsspezifische Bildungsindikatoren in der Regression enthalten sind, so
wechselt das Vorzeichen und der Koeffizient ist nur selten signifikant. Entsprechend schei-
nen keine systematischen Unterschiede zwischen Stadt und Land vorhanden zu sein, die
geringere Alterssterblichkeit in den Stadtkreisen erkla¨rt sich offensichtlich durch sozioo¨ko-
nomische Charakteristika.
Bei den Regressionen fu¨r die Gesamtbevo¨lkerung erwies es sich als entscheidend, den
Ausla¨nderanteil als Regressor aufzunehmen. Seine Nichtberu¨cksichtigung hatte insbeson-
dere starke Vera¨nderungen bei Vorzeichen und Signifikanz der Bildungsvariablen zur Folge.
Wie erwartet hatte die Ausla¨nderquote in allen Fa¨llen ein negatives Vorzeichen, die Signi-
fikanz schwankte je nach Spezifikation.
Der Erkla¨rungsgehalt der Regressionen zur Gesamtsterblichkeit ist ausnahmslos sehr
hoch, das fu¨r diese Analyse besonders interessante R2between liegt bei rund 0,9. Wie oben
bereits angedeutet, liegt dies jedoch wesentlich an den Momenten der Altersverteilung.
Durch die Verwendung der sozioo¨konomischen Charakteristika in Tabelle A.15 anstelle der
Immissionen in Tabelle A.28 steigt es beispielsweise nur um 0,04. Die Varianz der Sto¨rter-
me erkla¨rt sich zu jeweils rund der Ha¨lfte aus zeitkonstanten und zeitvariablen Effekten.
Bei der Alterssterblichkeit liegt das R2between zwischen 0,2 und 0,5, die zeitkonstanten un-
beobachteten Effekte haben einen geringeren Einfluss auf die Varianz der Sto¨rterme.
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Diese Arbeit versuchte, Determinanten der Sterblichkeit auf aggregierter Ebene heraus-
zuarbeiten. Ausgangspunkt waren die im zweiten Kapitel dargestellten regionalen Mor-
talita¨tsunterschiede in Baden-Wu¨rttemberg auf Kreisebene. Der folgende Teil der Arbeit
zeigte, dass Zufallsschwankungen allein als Erkla¨rung nicht ausreichen. Ein signifikanter
Einfluss der in der amtlichen Statistik zu erwartenden Fehler konnte ebenfalls ausgeschlos-
sen werden. Interessant wa¨re eine weitergehende Analyse, inwieweit Messfehler fu¨r die
deutlich ho¨here Lebenserwartung der Ausla¨nder verantwortlich sein ko¨nnten. Zwar ist eine
U¨bersterblichkeit der einheimischen Bevo¨lkerung aufgrund von Selektionseffekten zu er-
warten, die vorgefundenen Unterschiede sind jedoch außerhalb der vorstellbaren Bereiche.
Aufgrund der oftmals geringen Ausla¨nderzahlen in den Kreisen mu¨sste eine solche Arbeit
auf einer ho¨heren Aggregationsebene erfolgen.
Nach dem Ausschluss dieser trivialen Ursachen wurde ein knapper U¨berblick der theo-
retischen und empirischen Literatur zu Mortalita¨tsunterschieden gegeben. Dabei lag ein
besonderes Augenmerk auf sozioo¨konomischen Faktoren. Anschließend wurde auf die Ana-
lyse aggregierter Daten eingegangen und ein einfaches o¨kologisches Regressionsmodell vor-
gestellt, welches auf die Datenlage zugeschnitten ist. Aufgrund der notwendigen Linea-
rita¨tsannahme sollten sich die Interpretationen auf qualitative Effekte beschra¨nken.
In Kapitel 5, welches den Hauptteil der Arbeit bildet, wurde dieses Modell in verschie-
denen Spezifikationen angewendet. Schlagwortartig lauten die Ergebnisse wie folgt:
• Der Zusammenhang zwischen Einkommen und Mortalita¨t ist signifikant negativ.
• Gleiches gilt fu¨r ho¨here Bildung, zumindestens im Fall der Gesamtsterblichkeit. Die
Ergebnisse fu¨r die Alterssterblichkeit sind uneinheitlich, was jedoch seine Ursache in
Messfehlern haben ko¨nnte.
• Die Sterblichkeit von sozialversicherungspflichtig Bescha¨ftigten ist ho¨her als die der
restlichen Personengruppen.
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• Ein hoher Arbeitslosenanteil ist positiv mit der Mortalita¨t der Bevo¨lkerung im ar-
beitsfa¨higen Alter korreliert, fu¨r die Gesamtbevo¨lkerung oder a¨ltere Menschen lassen
sich keine Effekte nachweisen.
• Die Quoten der Bezieher von Erwerbsminderungsrenten und der Sozialhilfeempfa¨nger
weisen eine positive Korrelation mit der Sterblichkeit auf, die Signifikanzniveaus
wechseln jedoch.
• Abwanderungen weisen eine positive, Zuwanderungen eine negative, Korrelation mit
der Gesamtsterblichkeit auf. Sie schwa¨cht sich jedoch deutlich ab, wenn fu¨r sozioo¨ko-
nomische Variablen kontrolliert wird. Ein umgekehrter und fu¨r Frauen hochsignifi-
kanter Effekt ergibt sich fu¨r die Alterssterblichkeit, was an vera¨nderten Gru¨nden fu¨r
Umzu¨ge liegen du¨rfte.
• Bezu¨glich der Einrichtungen des Gesundheitswesens lassen sich keine einheitlichen
Aussagen treffen.
• Es konnte kein Einfluss von Umweltbelastungen nachgewiesen werden. Angesichts der
du¨nnen Datenlage und ungesicherter Expositionsraten sollte dieses Ergebnis jedoch
nicht u¨berbewertet werden.
Diese Ergebnisse stehen nicht im Widerspruch zu vorangegangen Studien in Baden-Wu¨rt-
temberg (Cischinsky 2000) und anderen Bundesla¨ndern (Wittwer-Backofen (1999), Hen-
ke und Mu¨ller (2002)), deren Resultate konnten jedoch aufgrund der besseren Datenlage
hinsichtlich der sozioo¨konomischen Indikatoren zumindestens in dieser Beziehung verfei-
nert werden. Insbesondere konnte kein signifikanter Einfluss von politikrelevanten Fak-
toren wie Umweltbelastungen oder der Gesundheitsversorgung festgestellt werden. Dies
bedeutet natu¨rlich nicht, dass diese Variablen per se keinen Einfluss auf die Lebenser-
wartung haben. Aber offenbar sind in Baden-Wu¨rttemberg Luftverschmutzung oder Ge-
sundheitsversorgung auf Kreisebene so einheitlich, dass sie keine Auswirkungen auf die
Gesamtsterblichkeit haben. Die Unterschiede scheinen sich u¨berwiegend aus individuellen
Verhaltensweisen und Charakteristika zu ergeben, auf die politische Maßnahmen nur we-
nig Einfluss nehmen ko¨nnen. Dies gilt auch fu¨r die Bildung: zwar kann die Politik Einfluss
auf das Bildungsniveau einer Gesellschaft nehmen, allerdings ha¨ngt nur wenig von ihr ab,
welchen Wohnort die Menschen im weiteren Verlaufe ihres Lebens wa¨hlen.
58
A. Tabellen
Tabelle A.1.: Vergleich der Bevo¨lkerung Baden-Wu¨rttembergs
Jahr Deutsche Ausl. Ausla¨nder- Deutsche Ausl. Ausla¨nder-
Ma¨nner Ma¨nner anteil Frauen Frauen anteil
1980 3940574 523278 11,72 4392047 403045 8,41
1981 3949649 527986 11,79 4395875 414408 8,62
1982 3956441 507486 11,37 4397323 409355 8,52
1983 3955776 491903 11,06 4393697 401922 8,38
1984 3975047 470848 10,59 4405602 389586 8,12
1985 3989102 476068 10,66 4412333 393867 8,19
1986 4008210 490382 10,90 4422049 406139 8,41
1987 4029485 482961 10,70 4429155 388887 8,07
1988 4058595 509555 11,15 4448988 415571 8,54
1989 4131960 538208 11,52 4505968 442560 8,94
1990 4209564 574088 12,00 4565643 472732 9,38
1991 4250233 631342 12,93 4597066 523199 10,22
1992 4274915 691682 13,93 4616455 565656 10,92
1993 4292544 715399 14,29 4629226 596857 11,42
1994 4307109 715476 14,25 4637256 612228 11,66
1995 4324198 722649 14,32 4647039 625481 11,86
1996 4344410 732310 14,42 4659688 638097 12,04
1997 4386686 701947 13,79 4693460 614517 11,58
1998 4412176 693357 13,58 4710036 610471 11,47
1999 4440873 691492 13,47 4729884 613683 11,48
2000 4481180 679701 13,17 4759093 611129 11,38
2001 4519243 679872 13,08 4786789 617039 11,42
1987-1986 21275 -7421 7106 -17252
% +0,53 -1,51 +0,16 -4,25
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.2.: Vergleich der Bevo¨lkerung Baden-Wu¨rttembergs u¨ber 65 Jahren
Jahr Deutsche Ausl. Ausla¨nder- Deutsche Ausl. Ausla¨nder-
Ma¨nner Ma¨nner anteil Frauen Frauen anteil
1980 474678 7944 1,65 832459 9928 1,18
1981 463475 8375 1,77 825072 10397 1,24
1982 450826 8584 1,87 815111 10566 1,28
1983 437934 8883 1,99 805201 10919 1,34
1984 436967 9342 2,09 813214 11489 1,39
1985 442919 10174 2,25 833814 12365 1,46
1986 449337 10969 2,38 852924 13235 1,53
1987 455421 8087 1,74 870455 8415 0,96
1988 459509 9154 1,95 883365 9678 1,08
1989 463358 10377 2,19 894824 11048 1,22
1990 472299 11617 2,40 907490 12756 1,39
1991 482194 13261 2,68 916574 15455 1,66
1992 494227 14826 2,91 924193 17120 1,82
1993 509927 16817 3,19 931889 19316 2,03
1994 525745 19051 3,50 938962 21696 2,26
1995 541929 21359 3,79 946133 23829 2,46
1996 554737 23956 4,14 949369 25666 2,63
1997 568214 25010 4,22 953554 25218 2,58
1998 579687 27891 4,59 955348 26961 2,74
1999 598466 31719 5,03 965072 29643 2,98
2000 622377 34850 5,30 979662 32064 3,17
2001 647840 38665 5,63 997232 34642 3,36
1987-1986 6084 -2882 17531 -4820
% +1,35 -26,27 +2,06 -36,42
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.3.: Fiktive Lebenserwartung bei Geburt, Ma¨nner
Kreis 1981 2001 ja¨hrliche Mittelwert
A¨nderung (%)
Stadtkreis Stuttgart 72,45 77,71 0,35 74,58
Landkreis Bo¨blingen 72,46 78,30 0,38 75,34
Landkreis Esslingen 72,46 77,68 0,34 75,06
Landkreis Go¨ppingen 71,79 77,42 0,37 74,31
Landkreis Ludwigsburg 71,87 78,28 0,42 74,79
Rems-Murr-Kreis 72,09 77,27 0,34 74,68
Stadtkreis Heilbronn 71,85 77,59 0,38 74,05
Landkreis Heilbronn 70,80 76,22 0,37 74,04
Hohenlohekreis 73,24 77,14 0,25 74,13
Landkreis Schwa¨bisch Hall 71,93 76,31 0,28 73,65
Main-Tauber-Kreis 68,94 76,04 0,47 74,05
Landkreis Heidenheim 70,99 77,16 0,41 73,97
Ostalbkreis 70,55 77,08 0,43 73,67
Stadtkreis Baden-Baden 71,86 76,35 0,28 73,82
Stadtkreis Karlsruhe 71,15 77,26 0,41 73,50
Landkreis Karlsruhe 70,69 76,98 0,42 73,52
Landkreis Rastatt 69,47 76,10 0,45 73,39
Stadtkreis Heidelberg 68,93 76,65 0,51 74,28
Stadtkreis Mannheim 69,45 75,16 0,39 72,51
Neckar-Odenwald-Kreis 71,43 75,08 0,24 73,02
Rhein-Neckar-Kreis 70,90 77,36 0,43 73,97
Stadtkreis Pforzheim 70,73 77,98 0,47 73,79
Landkreis Calw 71,19 77,02 0,39 74,10
Enzkreis 72,39 76,69 0,28 74,53
Landkreis Freudenstadt 70,97 75,80 0,32 73,48
Stadtkreis Freiburg 71,31 77,22 0,39 74,43
Landkreis Breisgau-Hochschwarzwald 71,86 77,66 0,38 75,03
Landkreis Emmendingen 70,85 77,64 0,45 73,98
Ortenaukreis 71,74 76,49 0,32 73,79
Landkreis Rottweil 71,04 76,36 0,35 73,98
Schwarzwald-Baar-Kreis 70,78 75,92 0,34 74,33
Landkreis Tuttlingen 70,48 76,66 0,41 74,04
Landkreis Konstanz 72,67 76,90 0,28 74,73
Landkreis Lo¨rrach 70,75 77,79 0,47 74,35
Landkreis Waldshut 73,57 77,04 0,22 74,68
Landkreis Reutlingen 71,91 77,69 0,38 74,57
Landkreis Tu¨bingen 73,75 78,64 0,32 75,63
Zollernalbkreis 69,27 77,13 0,53 73,97
Stadtkreis Ulm 70,17 77,95 0,50 74,72
Alb-Donau-Kreis 70,67 77,07 0,43 74,22
Landkreis Biberach 71,22 76,65 0,36 74,00
Bodenseekreis 72,16 78,20 0,40 75,27
Landkreis Ravensburg 70,50 77,58 0,47 74,22
Landkreis Sigmaringen 73,06 75,98 0,17 74,28
Mittelwert 71,33 77,03 0,37 74,19
Minimum 68,93 75,08 0,41 72,51
Maximum 73,75 78,64 0,31 75,63
Korrelation mit Verbesserung -0,77 0,33 - -0,06
Korrelation mit Mittelwert 0,55 0,73 - -
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.4.: Fiktive Lebenserwartung bei Geburt, Frauen
Kreis 1981 2001 ja¨hrliche Mittelwert
A¨nderung (%)
Stadtkreis Stuttgart 78,78 83,09 0,26 80,95
Landkreis Bo¨blingen 78,79 83,02 0,26 80,90
Landkreis Esslingen 77,91 82,90 0,31 80,87
Landkreis Go¨ppingen 77,22 81,77 0,28 80,28
Landkreis Ludwigsburg 77,96 83,61 0,35 80,88
Rems-Murr-Kreis 77,53 83,10 0,34 80,61
Stadtkreis Heilbronn 77,45 80,77 0,20 80,38
Landkreis Heilbronn 76,42 82,62 0,39 79,82
Hohenlohekreis 78,26 83,69 0,33 80,36
Landkreis Schwa¨bisch Hall 77,40 82,58 0,32 79,91
Main-Tauber-Kreis 76,94 82,43 0,34 80,36
Landkreis Heidenheim 77,83 83,23 0,33 80,26
Ostalbkreis 78,17 82,78 0,28 79,85
Stadtkreis Baden-Baden 76,83 81,44 0,24 79,88
Stadtkreis Karlsruhe 76,54 82,67 0,38 79,66
Landkreis Karlsruhe 77,40 82,37 0,31 79,81
Landkreis Rastatt 77,32 81,98 0,29 79,95
Stadtkreis Heidelberg 76,78 82,07 0,33 80,78
Stadtkreis Mannheim 76,44 81,36 0,31 79,17
Neckar-Odenwald-Kreis 76,11 81,52 0,33 79,23
Rhein-Neckar-Kreis 77,29 83,24 0,37 80,06
Stadtkreis Pforzheim 77,89 81,34 0,20 80,41
Landkreis Calw 78,08 82,30 0,26 80,13
Enzkreis 79,06 82,54 0,21 80,75
Landkreis Freudenstadt 77,37 82,06 0,29 79,97
Stadtkreis Freiburg 77,47 82,76 0,33 80,88
Landkreis Breisgau-Hochschwarzwald 79,40 82,35 0,18 81,15
Landkreis Emmendingen 77,15 82,46 0,33 80,52
Ortenaukreis 77,33 82,71 0,33 80,39
Landkreis Rottweil 76,97 83,03 0,37 80,39
Schwarzwald-Baar-Kreis 78,13 82,19 0,25 80,47
Landkreis Tuttlingen 76,64 82,20 0,34 80,20
Landkreis Konstanz 78,55 82,82 0,26 80,94
Landkreis Lo¨rrach 79,08 83,21 0,25 80,83
Landkreis Waldshut 78,95 83,36 0,26 80,94
Landkreis Reutlingen 78,37 83,70 0,33 80,94
Landkreis Tu¨bingen 78,05 83,80 0,35 81,30
Zollernalbkreis 79,09 83,45 0,26 80,50
Stadtkreis Ulm 77,78 83,59 0,35 81,12
Alb-Donau-Kreis 78,15 82,87 0,29 80,53
Landkreis Biberach 78,16 82,99 0,29 80,22
Bodenseekreis 78,25 83,70 0,33 81,35
Landkreis Ravensburg 78,07 83,66 0,34 80,76
Landkreis Sigmaringen 77,95 81,68 0,22 80,45
Mittelwert 77,76 82,66 0,29 80,43
Minimum 76,11 80,77 0,28 79,17
Maximum 79,40 83,80 0,26 81,35
Korrelation mit Verbesserung -0,56 0,46 - -0,15
Korrelation mit Mittelwert 0,67 0,56 - -
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
62
Tabelle A.5.: Fiktive fernere Lebenserwartung im Alter 65, Ma¨nner
Kreis 1981 2001 ja¨hrliche Mittelwert
A¨nderung (%)
Stadtkreis Stuttgart 14,42 17,86 1,05 15,82
Landkreis Bo¨blingen 13,88 17,51 1,10 15,62
Landkreis Esslingen 14,38 17,24 0,88 15,75
Landkreis Go¨ppingen 14,54 17,18 0,80 15,48
Landkreis Ludwigsburg 13,77 17,51 1,18 15,50
Rems-Murr-Kreis 14,04 17,19 0,95 15,46
Stadtkreis Heilbronn 14,06 17,92 1,08 15,43
Landkreis Heilbronn 13,56 16,39 0,88 14,99
Hohenlohekreis 14,04 17,20 0,96 15,52
Landkreis Schwa¨bisch Hall 14,16 16,76 0,75 15,27
Main-Tauber-Kreis 14,12 16,90 0,84 15,33
Landkreis Heidenheim 13,59 17,31 1,14 15,31
Ostalbkreis 13,91 16,89 0,93 15,14
Stadtkreis Baden-Baden 14,24 16,86 0,78 15,45
Stadtkreis Karlsruhe 13,85 16,87 0,95 15,06
Landkreis Karlsruhe 12,89 16,81 1,27 14,71
Landkreis Rastatt 14,32 16,76 0,73 15,04
Stadtkreis Heidelberg 13,84 16,99 0,91 15,52
Stadtkreis Mannheim 13,06 16,06 1,00 14,69
Neckar-Odenwald-Kreis 13,71 16,02 0,70 14,63
Rhein-Neckar-Kreis 13,50 16,85 1,08 14,93
Stadtkreis Pforzheim 14,13 17,75 1,08 15,34
Landkreis Calw 13,65 17,13 1,10 15,37
Enzkreis 13,94 16,69 0,85 15,37
Landkreis Freudenstadt 14,35 16,14 0,47 14,98
Stadtkreis Freiburg 14,40 17,66 0,97 15,87
Landkreis Breisgau-Hochschwarzwald 14,68 17,54 0,84 16,07
Landkreis Emmendingen 14,39 17,69 0,96 15,43
Ortenaukreis 13,50 16,79 1,06 15,23
Landkreis Rottweil 13,95 17,11 0,95 15,26
Schwarzwald-Baar-Kreis 14,34 16,65 0,72 15,39
Landkreis Tuttlingen 13,30 17,26 1,24 15,39
Landkreis Konstanz 14,34 17,19 0,88 15,71
Landkreis Lo¨rrach 14,09 17,28 0,97 15,34
Landkreis Waldshut 15,04 17,91 0,79 15,74
Landkreis Reutlingen 14,66 17,10 0,73 15,62
Landkreis Tu¨bingen 14,80 17,85 0,88 15,77
Zollernalbkreis 13,92 17,17 0,99 15,27
Stadtkreis Ulm 14,56 17,79 0,87 15,91
Alb-Donau-Kreis 14,19 17,09 0,89 15,13
Landkreis Biberach 13,99 16,91 0,92 15,27
Bodenseekreis 14,71 17,51 0,84 15,97
Landkreis Ravensburg 13,87 17,26 1,02 15,64
Landkreis Sigmaringen 13,91 16,16 0,53 15,43
Mittelwert 14,06 17,11 0,94 15,39
Minimum 12,89 16,02 1,04 14,63
Maximum 15,04 17,92 0,84 16,07
Korrelation mit Verbesserung -0,54 0,43 - -0,04
Korrelation mit Mittelwert 0,70 0,73 - -
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.6.: Fiktive fernere Lebenserwartung im Alter 65, Frauen
Kreis 1981 2001 ja¨hrliche Mittelwert
A¨nderung (%)
Stadtkreis Stuttgart 18,54 21,10 0,64 19,83
Landkreis Bo¨blingen 17,96 20,68 0,68 19,12
Landkreis Esslingen 17,48 20,65 0,81 19,19
Landkreis Go¨ppingen 17,55 20,28 0,70 18,79
Landkreis Ludwigsburg 17,15 21,00 0,99 19,15
Rems-Murr-Kreis 17,44 20,82 0,87 19,00
Stadtkreis Heilbronn 18,06 20,10 0,50 19,39
Landkreis Heilbronn 16,45 20,09 0,98 18,18
Hohenlohekreis 17,57 20,89 0,84 18,86
Landkreis Schwa¨bisch Hall 17,58 20,23 0,66 18,52
Main-Tauber-Kreis 17,10 20,31 0,83 18,83
Landkreis Heidenheim 16,76 20,59 0,98 18,73
Ostalbkreis 17,56 20,67 0,80 18,63
Stadtkreis Baden-Baden 17,17 20,54 0,84 19,01
Stadtkreis Karlsruhe 16,39 20,27 1,03 18,63
Landkreis Karlsruhe 16,28 20,15 1,04 18,18
Landkreis Rastatt 16,98 20,30 0,87 18,60
Stadtkreis Heidelberg 17,32 20,75 0,87 19,43
Stadtkreis Mannheim 17,05 19,81 0,73 18,56
Neckar-Odenwald-Kreis 16,14 19,29 0,84 17,81
Rhein-Neckar-Kreis 16,75 20,27 0,93 18,49
Stadtkreis Pforzheim 17,65 20,54 0,71 19,09
Landkreis Calw 17,39 20,11 0,69 18,60
Enzkreis 17,90 19,80 0,48 18,84
Landkreis Freudenstadt 17,02 20,18 0,83 18,25
Stadtkreis Freiburg 17,75 21,15 0,85 19,68
Landkreis Breisgau-Hochschwarzwald 17,94 20,41 0,60 19,44
Landkreis Emmendingen 16,50 20,55 1,07 18,87
Ortenaukreis 17,08 20,40 0,87 18,88
Landkreis Rottweil 16,80 20,25 0,89 18,99
Schwarzwald-Baar-Kreis 17,34 20,57 0,82 18,91
Landkreis Tuttlingen 16,66 20,67 1,05 18,94
Landkreis Konstanz 17,78 20,30 0,64 19,41
Landkreis Lo¨rrach 17,91 20,85 0,71 19,13
Landkreis Waldshut 17,56 20,71 0,79 19,26
Landkreis Reutlingen 17,67 21,03 0,85 19,32
Landkreis Tu¨bingen 17,52 20,73 0,82 19,34
Zollernalbkreis 17,20 20,52 0,86 18,94
Stadtkreis Ulm 17,27 21,12 0,96 19,60
Alb-Donau-Kreis 16,89 20,19 0,85 18,52
Landkreis Biberach 17,58 20,43 0,73 18,66
Bodenseekreis 18,09 20,95 0,71 19,55
Landkreis Ravensburg 17,58 21,12 0,88 19,33
Landkreis Sigmaringen 17,01 19,87 0,66 18,85
Mittelwert 17,30 20,48 0,81 18,94
Minimum 16,14 19,29 0,85 17,81
Maximum 18,54 21,15 0,63 19,83
Korrelation mit Verbesserung -0,75 0,21 - -0,27
Korrelation mit Mittelwert 0,72 0,74 - -
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.7.: Fiktive fernere Lebenserwartung bei Geburt in ganz Baden-Wu¨rttemberg
Jahr Deutsche Ausla¨ndische Deutsche Ausla¨ndische
Ma¨nner Ma¨nner Frauen Frauen
1981 71,13 81,99 77,78 86,99
1982 71,44 81,09 78,14 87,57
1983 71,42 81,80 78,39 87,56
1984 72,49 83,13 79,11 89,43
1985 72,60 84,03 79,06 89,53
1986 72,87 83,90 79,55 89,87
1987 73,22 82,49 79,85 88,69
1988 73,43 81,21 80,16 85,80
1989 73,46 81,56 80,10 86,26
1990 73,57 80,18 80,00 86,71
1991 73,79 81,74 80,39 86,46
1992 74,31 82,28 80,67 87,38
1993 74,13 82,00 80,63 87,54
1994 74,66 81,97 81,04 88,01
1995 74,68 82,86 81,11 88,72
1996 75,02 83,68 81,13 88,72
1997 75,55 83,60 81,57 88,45
1998 75,74 83,87 81,81 87,98
1999 76,08 83,28 81,86 88,44
2000 76,57 83,90 82,44 88,78
2001 76,79 85,26 82,61 88,92
Mittelwert 73,95 82,66 80,35 87,99
Verbesserung % 7,96 3,99 6,20 2,22
MW 1981-1986 71,99 82,66 78,67 88,49
MW 1988-2001 74,84 82,67 81,11 87,73
Differenz 2,85 0,01 2,43 -0,77
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.8.: Simulation: Standardabweichung e0 u¨ber die Kreise, Ma¨nner
Jahr STABW MW STABW 95% STABW MAX STABW
wahr simuliert simuliert simuliert
1981 1,1485 0,7200 0,8767 1,0424
1982 0,9015 0,7248 0,9027 1,0912
1983 0,9857 0,7042 0,8588 1,1275
1984 1,0141 0,6837 0,8194 1,1143
1985 1,0968 0,6809 0,8264 1,0618
1986 1,0327 0,6627 0,8011 0,9946
1987 0,8068 0,6666 0,8135 1,0290
1988 0,7238 0,6500 0,7815 1,0086
1989 0,7783 0,6413 0,7759 0,9991
1990 0,8419 0,6344 0,7721 0,9814
1991 0,7305 0,6224 0,7562 0,9547
1992 0,9429 0,6033 0,7341 0,9022
1993 0,8403 0,6075 0,7358 0,8677
1994 0,8045 0,6090 0,7331 0,8676
1995 0,8770 0,5940 0,7181 0,8878
1996 0,5737 0,5837 0,7152 0,8709
1997 0,7176 0,5833 0,7041 0,8099
1998 0,8321 0,5845 0,7030 0,8548
1999 0,8897 0,5924 0,7134 0,8816
2000 0,8117 0,5761 0,7052 0,9344
2001 0,8143 0,5933 0,7338 0,8598
MW 0,8650 0,6342 0,7705 0,9591
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.9.: Simulation: Standardabweichung e0 u¨ber die Kreise, Frauen
Jahr STABW MW STABW 95% STABW MAX STABW
wahr simuliert simuliert simuliert
1981 0,8064 0,6808 0,8292 1,0525
1982 1,0153 0,6809 0,8261 1,1764
1983 1,0296 0,6591 0,7951 0,9338
1984 0,7940 0,6513 0,7891 0,9454
1985 0,8445 0,6565 0,8070 0,9897
1986 1,0172 0,6263 0,7521 0,9131
1987 0,9658 0,6270 0,7527 0,9842
1988 0,7479 0,5997 0,7222 0,8466
1989 0,7952 0,6123 0,7412 0,9967
1990 0,6980 0,6026 0,7343 0,8670
1991 0,7572 0,5843 0,7034 0,8491
1992 0,7057 0,5763 0,7002 0,8440
1993 0,8032 0,5789 0,6933 0,8625
1994 0,8367 0,5737 0,6949 0,9193
1995 0,7548 0,5742 0,6922 0,9173
1996 0,6135 0,5653 0,6932 0,7851
1997 0,7519 0,5497 0,6641 0,7566
1998 0,7446 0,5611 0,6837 0,8403
1999 0,7808 0,5619 0,6763 0,8255
2000 0,7296 0,5324 0,6550 0,7610
2001 0,7443 0,5440 0,6506 0,8135
MW 0,8065 0,5999 0,7265 0,8990
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.10.: Simulation: Standardabweichung e65 u¨ber die Kreise, Ma¨nner
Jahr STABW MW STABW 95% STABW MAX STABW
wahr simuliert simuliert simuliert
1981 0,4485 0,3172 0,3801 0,4585
1982 0,5338 0,3322 0,4039 0,4849
1983 0,4635 0,3390 0,4111 0,4966
1984 0,4965 0,3510 0,4170 0,5111
1985 0,5181 0,3392 0,4048 0,4695
1986 0,6017 0,3415 0,4078 0,4851
1987 0,4829 0,3458 0,4172 0,4828
1988 0,4781 0,3451 0,4120 0,5005
1989 0,4156 0,3447 0,4146 0,4919
1990 0,4430 0,3362 0,4034 0,4672
1991 0,5052 0,3363 0,4015 0,4530
1992 0,5783 0,3355 0,4064 0,4848
1993 0,4964 0,3278 0,3931 0,4704
1994 0,5051 0,3290 0,3919 0,4727
1995 0,4653 0,3224 0,3904 0,5229
1996 0,4498 0,3213 0,3846 0,5065
1997 0,4257 0,3214 0,3860 0,4646
1998 0,4598 0,3209 0,3912 0,4647
1999 0,4459 0,3173 0,3844 0,4708
2000 0,4318 0,3172 0,3847 0,4869
2001 0,4947 0,3167 0,3842 0,4498
MW 0,4828 0,3313 0,3986 0,4807
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.11.: Simulation: Standardabweichung e65 u¨ber die Kreise, Frauen
Jahr STABW MW STABW 95% STABW MAX STABW
wahr simuliert simuliert simuliert
1981 0,5308 0,2786 0,3361 0,3949
1982 0,6485 0,2906 0,3458 0,4019
1983 0,5334 0,2918 0,3507 0,4083
1984 0,5454 0,3013 0,3614 0,4157
1985 0,6194 0,2927 0,3540 0,4049
1986 0,6742 0,2941 0,3522 0,4391
1987 0,5809 0,2985 0,3568 0,4179
1988 0,5567 0,2970 0,3559 0,4204
1989 0,6009 0,2955 0,3554 0,4438
1990 0,5666 0,2867 0,3410 0,4176
1991 0,6134 0,2870 0,3460 0,4073
1992 0,5352 0,2915 0,3503 0,4430
1993 0,6401 0,2888 0,3463 0,3983
1994 0,5432 0,2917 0,3464 0,4311
1995 0,5016 0,2916 0,3507 0,4034
1996 0,4256 0,2892 0,3458 0,3987
1997 0,4476 0,2921 0,3509 0,3996
1998 0,4719 0,2942 0,3562 0,4679
1999 0,5050 0,2926 0,3484 0,4080
2000 0,4355 0,2928 0,3507 0,4003
2001 0,4031 0,2908 0,3482 0,3974
MW 0,5419 0,2919 0,3500 0,4152
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.12.: Simulation: Standardabweichung e0 u¨ber die Zeit, Frauen
Kreis STABW MW STABW 2,5% STABW 97,5% STABW
wahr simuliert simuliert simuliert
Stadtkreis Stuttgart 1,3107 1,4824 1,3217 1,6296
Landkreis Bo¨blingen 1,2951 1,5043 1,3084 1,7083
Landkreis Esslingen 1,4714 1,4854 1,3312 1,6426
Landkreis Go¨ppingen 1,4995 1,5294 1,3058 1,7509
Landkreis Ludwigsburg 1,6162 1,4858 1,3106 1,6495
Rems-Murr-Kreis 1,4723 1,4928 1,3201 1,6671
Stadtkreis Heilbronn 1,4248 1,6203 1,3057 1,9301
Landkreis Heilbronn 1,7217 1,5171 1,3133 1,7267
Hohenlohekreis 1,7472 1,6562 1,3026 2,0030
Landkreis Schwa¨bisch Hall 1,4223 1,5559 1,3016 1,8397
Main-Tauber-Kreis 1,6864 1,6077 1,3322 1,8861
Landkreis Heidenheim 1,5921 1,5855 1,3094 1,8685
Ostalbkreis 1,3436 1,5111 1,2968 1,7068
Stadtkreis Baden-Baden 2,5832 1,8506 1,3686 2,3547
Stadtkreis Karlsruhe 1,7712 1,5202 1,3099 1,7415
Landkreis Karlsruhe 1,5281 1,4960 1,3113 1,6696
Landkreis Rastatt 1,6357 1,5466 1,3106 1,7865
Stadtkreis Heidelberg 1,4082 1,6077 1,3075 1,9305
Stadtkreis Mannheim 1,4580 1,5123 1,2991 1,7244
Neckar-Odenwald-Kreis 1,4409 1,5820 1,3074 1,8853
Rhein-Neckar-Kreis 1,4977 1,4848 1,3331 1,6383
Stadtkreis Pforzheim 1,4215 1,6254 1,3023 1,9668
Landkreis Calw 1,5339 1,5664 1,2843 1,8455
Enzkreis 1,3976 1,5578 1,3100 1,8152
Landkreis Freudenstadt 1,5922 1,6299 1,3092 1,9646
Stadtkreis Freiburg 1,4588 1,5537 1,2978 1,8224
Landkreis Breisgau-Hochschwarzwald 1,2179 1,5356 1,2918 1,7678
Landkreis Emmendingen 1,3992 1,5770 1,2833 1,8633
Ortenaukreis 1,5799 1,4994 1,3118 1,6772
Landkreis Rottweil 1,4590 1,5926 1,3025 1,8719
Schwarzwald-Baar-Kreis 1,1935 1,5400 1,2942 1,7797
Landkreis Tuttlingen 1,9735 1,6082 1,3023 1,9006
Landkreis Konstanz 1,1852 1,5271 1,2933 1,7554
Landkreis Lo¨rrach 1,2356 1,5452 1,3086 1,7959
Landkreis Waldshut 1,2048 1,5711 1,2935 1,8503
Landkreis Reutlingen 1,4797 1,5225 1,3139 1,7507
Landkreis Tu¨bingen 1,6051 1,5486 1,2965 1,8303
Zollernalbkreis 1,8317 1,5510 1,2873 1,8023
Stadtkreis Ulm 1,4458 1,6390 1,3285 1,9643
Alb-Donau-Kreis 1,3636 1,5523 1,3002 1,8172
Landkreis Biberach 1,5116 1,5595 1,2937 1,8364
Bodenseekreis 1,3202 1,5584 1,3122 1,8051
Landkreis Ravensburg 1,5438 1,5278 1,3058 1,7471
Landkreis Sigmaringen 1,4606 1,6112 1,2879 1,9311
Mittelwert 1,5078 1,5599 1,3072 1,8159
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.13.: Simulation von Messfehlern: Standardabweichung e65 u¨ber die Kreise,
Ma¨nner
Jahr STABW MW STABW 2,5% STABW 97,5% STABW
wahr simuliert simuliert simuliert
1988 0,4781 0,4589 0,4576 0,4601
1989 0,4156 0,3843 0,3826 0,3860
1990 0,4430 0,4116 0,4091 0,4142
1991 0,5052 0,4679 0,4651 0,4707
1992 0,5783 0,5671 0,5639 0,5702
1993 0,4964 0,4981 0,4943 0,5020
1994 0,5051 0,5132 0,5093 0,5167
1995 0,4653 0,4554 0,4516 0,4594
1996 0,4498 0,4508 0,4460 0,4561
1997 0,4257 0,4427 0,4380 0,4475
1998 0,4598 0,4224 0,4176 0,4270
1999 0,4459 0,4349 0,4290 0,4408
2000 0,4318 0,4693 0,4624 0,4760
2001 0,4947 0,4896 0,4809 0,5000
MW 0,4711 0,4619 0,4577 0,4662
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.14.: Deskriptive Statistiken zu den verwendeten Variablen in Kapitel 5.
Variable Zahl der Mittelwert Standard- Minimum Maximum
Beobachtungen abweichung
al 880 3,64 1,25 1,39 8,24
auslq f 968 9,40 3,57 3,05 26,36
auslq m 968 11,69 4,50 3,67 28,48
bett reg 352 3468,75 3529,79 360,00 11623,00
co 98 156 1,16 0,37 0,05 2,40
e alt1865 f 968 39,99 0,94 36,79 42,88
e alt1865 m 968 39,41 1,14 35,57 42,44
e alt66p f 968 41,28 1,63 37,15 48,18
e alt66p m 968 37,46 1,48 33,44 43,63
e alter f 968 41,28 1,63 37,15 48,18
e alter m 968 37,46 1,48 33,44 43,63
ek mw 125 572 1647,20 77,77 1417,39 1898,73
ek mw vdr f 176 470,90 54,47 381,28 606,16
ek mw vdr m 176 1044,13 72,70 890,82 1186,79
em 176 2,61 0,48 1,71 4,24
ewq ao f 352 45,80 12,11 29,42 82,09
ewq ao m 352 57,38 13,24 36,95 101,13
ewq wo f 176 43,64 3,37 34,23 52,58
ewq wo m 176 55,39 6,45 36,43 66,77
gebfrei 968 8,86 6,61 2,80 33,10
k alt66p f 968 2,07 0,08 1,86 2,35
k alt66p m 968 2,27 0,11 1,98 2,75
k alter f 968 2,07 0,08 1,86 2,35
k alter m 968 2,27 0,11 1,98 2,75
ma ao 880 64,20 4,62 45,37 73,27
ma ao f 352 66,70 3,25 53,27 72,83
ma ao m 352 67,62 4,02 55,49 75,33
ma wo f 176 66,88 3,63 55,69 73,09
ma wo m 176 65,75 5,55 46,78 73,89
r stz 1865f 968 194,30 33,99 105,46 351,45
r stz 1865m 968 386,97 53,82 191,98 620,16
r stz 66plus f 968 4646,21 363,12 3259,52 5896,29
r stz 66plus m 968 5882,24 799,13 4003,87 8146,11
r stzf 968 1012,70 134,24 634,69 1691,57
r stzm 968 954,83 128,58 603,18 1638,57
sh f 352 2,82 1,31 0,07 8,01
sh m 352 2,28 1,22 0,03 6,84
sk alt1865 f 968 0,12 0,10 -0,09 0,53
Fortsetzung auf der na¨chsten Seite.
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Variable Zahl der Mittelwert Standard- Minimum Maximum
Beobachtungen abweichung
sk alt1865 m 968 0,16 0,09 -0,08 0,55
sk alt66p f 968 0,17 0,08 -0,10 0,42
sk alt66p m 968 0,25 0,10 -0,04 0,57
sk alter f 968 0,17 0,08 -0,10 0,42
sk alter m 968 0,25 0,10 -0,04 0,57
so2 mw 148 0,01 0,00 0,00 0,01
stadt dummy 968 0,20 0,40 0,00 1,00
std alt1865 f 968 13,52 0,40 12,64 14,62
std alt1865 m 968 13,25 0,32 12,29 14,12
std alt66p f 968 23,20 0,42 22,05 24,08
std alt66p m 968 21,14 0,52 19,54 22,56
std alter f 968 23,20 0,42 22,05 24,08
std alter m 968 21,14 0,52 19,54 22,56
uni ao 880 5,93 3,39 1,77 20,11
uni ao f 352 4,53 2,35 1,95 13,42
uni ao m 352 9,72 4,96 3,79 25,62
uni wo f 176 5,70 3,81 2,43 22,42
uni wo m 176 11,56 5,55 5,44 32,62
verkehr 968 6,12 2,75 2,70 15,90
wald 968 36,68 11,79 11,70 62,60
wand ab 66pf 968 1,40 0,70 0,62 10,79
wand ab 66pm 968 1,28 0,72 0,53 11,39
wand ab f 968 4,76 2,07 2,31 25,06
wand ab m 968 5,95 2,63 2,64 26,70
wand zu 66pf 968 1,61 0,76 0,65 10,51
wand zu 66pm 968 1,43 0,77 0,59 10,55
wand zu f 968 5,37 2,20 2,45 24,19
wand zu m 968 6,58 2,74 2,65 25,63




Tabelle A.15.: Sterblichkeit deutscher Ma¨nner, Zeitreihe 1999-2002. Abha¨ngige Variable





e alter m*** 148,614 20,041
std alter m* -47,240 25,504
sk alter m*** 1162,062 322,713
ek mw vdr m -0,230 0,160
ma wo m 1,594 3,144
uni wo m** -5,912 2,680
ewq wo m*** 6,026 1,607










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, VDR, eigene Berechnungen.
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Tabelle A.16.: Sterblichkeit deutscher Ma¨nner zwischen 18 und 65 Jahren, Zeitreihe 1999-





e alt1865 m*** 52,553 18,867
std alt1865 m -21,706 26,521
sk alt1865 m 315,408 192,193
ek mw vdr m** -0,212 0,088
ma wo m 1,733 1,952
uni wo m -0,840 1,754
ewq wo m*** 3,284 0,874
em** 16,593 7,847
al*** 15,842 4,574










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, VDR, eigene Berechnungen.
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Tabelle A.17.: Alterssterblichkeit deutscher Ma¨nner, Zeitreihe 1999-2002. Abha¨ngige Va-





e alt66p m 120,420 334,118
std alt66p m -15,055 383,924
sk alt66p m -298,196 1022,075
ek mw vdr m** -1,709 0,780
ma wo m 17,492 19,488
uni wo m* 30,048 18,151
ewq wo m* 17,684 9,332
em* 168,421 88,371
stadt dummy* 332,850 187,971
wand zu 66pm -25,899 123,321










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, VDR, eigene Berechnungen.
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Tabelle A.18.: Sterblichkeit deutscher Frauen, Zeitreihe 1999-2002. Abha¨ngige Variable





e alter f*** 141,259 22,119
std alter f -40,801 37,198
sk alter f*** 1230,939 400,332
ek mw vdr f*** -0,654 0,238
ma wo f -4,851 3,197
uni wo f*** -15,398 5,640
ewq wo f** 7,073 3,205










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, VDR, eigene Berechnungen.
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Tabelle A.19.: Alterssterblichkeit deutscher Frauen, Zeitreihe 1999-2002. Abha¨ngige Varia-





e alt66p f 7,391 382,685
std alt66p f 398,222 590,454
sk alt66p f -515,841 3119,961
k alt66p f 30,509 1161,710
ek mw vdr f*** -2,942 1,082
ma wo f 0,359 9,817
uni wo f* 26,575 15,021
ewq wo f** 36,024 14,156
em** 173,905 77,103
stadt dummy** 323,948 158,271
wand zu 66pf*** 291,393 84,006










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, VDR, eigene Berechnungen.
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Tabelle A.20.: Sterblichkeit deutscher und ausla¨ndischer Ma¨nner, Zeitreihe 1983-1995.














e alter m*** 68,043 11,025
std alter m*** 102,455 14,949
sk alter m 114,727 143,756
ek mw 125** -0,156 0,065
ewq ao -0,531 0,711
ma ao -1,101 1,562
uni ao -1,136 2,859
stadt dummy** 80,493 37,497










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.21.: Alterssterblichkeit deutscher und ausla¨ndischer Ma¨nner, Zeitreihe 1983-














e alt66p m 67,682 77,281
std alt66p m -64,021 106,550
sk alt66p m -231,400 1025,482
ek mw 125*** -1,512 0,485
ewq ao -5,676 4,808
ma ao -17,006 10,763
uni ao -22,149 19,708
stadt dummy 221,021 251,957










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.22.: Sterblichkeit deutscher und ausla¨ndischer Frauen, Zeitreihe 1983-1995.














e alter f*** 84,334 13,563
std alter f*** 105,623 24,241
sk alter f** 451,455 202,186
ek mw 125 -0,046 0,087
ewq ao -1,236 0,931
ma ao -0,267 1,938
uni ao -1,568 3,807
stadt dummy 18,856 50,360










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
81
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Tabelle A.23.: Sterblichkeit deutscher Ma¨nner, Zeitreihe 1995-2002. Abha¨ngige Variable









e alter m*** 114,598 15,333
std alter m -46,430 31,489
sk alter m*** 678,457 248,023
k alter m -146,696 202,958
stadt dummy -48,452 39,131
wand zu m -3,824 3,839




ma ao m** 5,866 2,304
uni ao m -4,191 2,641
ewq ao m** 1,504 0,646
al 4,232 5,837
sh m** 11,454 5,592










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.24.: Sterblichkeit deutscher Frauen, Zeitreihe 1995-2002. Abha¨ngige Variable









e alter f*** 98,038 18,158
std alter f -3,810 42,485
sk alter f 390,251 295,459
k alter f 61,506 307,552
stadt dummy 29,182 70,074
wand zu f 2,945 4,678




ma ao f -1,824 2,720
uni ao f** -13,545 6,209
ewq ao f -0,554 1,456
al -5,254 7,311
sh f* 10,529 6,202










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.




Tabelle A.25.: Alterssterblichkeit deutscher Frauen, Zeitreihe 1995-2002. Abha¨ngige Varia-









e alt66p f 106,632 262,007
std alt66p f 38,040 391,158
sk alt66p f -1378,015 1796,877
k alt66p f 299,071 650,629
stadt dummy 14,930 233,651
wand zu 66pf** 101,453 40,691




ma ao f q 4,482 8,866
uni ao f q -24,478 17,496
ewq ao f -3,452 4,730
al 6,474 27,735
sh f 22,848 24,954










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, Sozialministerium
Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.26.: Sterblichkeit deutscher Ma¨nner, Zeitreihe 1983-2002. Abha¨ngige Variable





















e alter m*** 89,818 10,565
std alter m*** 62,052 18,908
sk alter m** 365,083 162,875
k alter m -101,164 95,199
stadt dummy 32,629 38,407
wand zu m** -6,834 2,736




ma ao*** -3,373 1,276
uni ao** -4,704 2,208










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Tabelle A.27.: Alterssterblichkeit deutscher Frauen, Zeitreihe 1983-2002. Kovariate Wan-






















e alt66p f*** 481,28743 125,999
std alt66p f 73,893384 179,0140302
sk alt66p f 996,61463 872,0004186
k alt66p f*** -759,37044 281,4944547
stadt dummy* -275,04213 158,4415539
wand zu 66pf*** 152,48515 27,72251864




ma ao -7,5530314 5,766136922
uni ao** -22,315427 9,566368695










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.86
Tabelle A.28.: Sterblichkeit deutscher und ausla¨ndischer Ma¨nner, Zeitreihe 1999-2002.





e alter m*** 61,263012 19,08573053
std alter m*** 71,191332 19,95276071
sk alter m 95,689528 312,2793493
auslq m*** -8,3533626 2,277078787
stadt dummy** 99,835585 42,17341698
so2 mw 4296,5457 3594,491619










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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A. Tabellen
Tabelle A.29.: Sterblichkeit deutscher und ausla¨ndischer Frauen, Zeitreihe 1999-2002.





e alter f*** 70,802865 17,09194693
std alter f** 60,850136 25,07003371
sk alter f 153,94465 277,509117
auslq f*** -11,906249 3,132474294
stadt dummy* 80,830022 47,80233781
so2 mw 4026,1496 4239,973703










* signifikant auf dem 10%-Niveau, ** 5%-Niveau, *** 1%-Niveau.
Quelle: Statistisches Landesamt Baden-Wu¨rttemberg, eigene Berechnungen.
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Abku¨rzungsverzeichnis
ax Durchschnittliche Zahl der zwischen x und x+ 1 verlebten
Lebensjahre der in dieser Altersklasse gestorbenen Personen.
al Arbeitslose, Quote der Personen zwischen 18 und 65 Jahren.
alter Alter in Jahren.
auslq f Ausla¨nderquote, Frauen.
auslq m Ausla¨nderquote, Ma¨nner.
bett reg Zahl der aufgestellten Betten pro
”
Region“ (s. Abschnitt 5.1).
bett1000 Aufgestellte Krankenhausbetten auf 1000 Einwohner.
co 98 98%-Quantil der Kohlenmonoxidimmissionen.
e65 fiktive fernere Lebenserwartung im Alter 65.
e0 fiktive Lebenserwartung bei Geburt.
e alt1865 m Erwartungswert der Altersverteilung zwischen 18 und 65 Jahren,
Ma¨nner.
e alt66p f Erwartungswert der Altersverteilung u¨ber 65 Jahren, Frauen.
e alt66p m Erwartungswert der Altersverteilung u¨ber 65 Jahren, Ma¨nner.
e alter f Erwartungswert der Altersverteilung, Frauen.
e alter m Erwartungswert der Altersverteilung, Ma¨nner.
ek mw 125 Mittelwert der Einkommen auf Basis der Einkommensteuerstatistik,
obere Grenze der Einkommen 125.000DM.
ek mw vdr f Mittelwert der Einkommen auf Basis der Rentenzahlungen, Frauen.
ek mw vdr m Mittelwert der Einkommen auf Basis der Rentenzahlungen, Ma¨nner.
EkSt Einkommensteuer.
em Quote der Bezieher von Erwerbsminderungsrenten an der
Bevo¨lkerung zwischen 18 und 65 Jahren.
ewq ao Erwerbsta¨tigenquote am Arbeitsort, gesamt.
ewq ao f Erwerbsta¨tigenquote am Arbeitsort, Frauen.
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ewq ao m Erwerbsta¨tigenquote am Arbeitsort, Ma¨nner.
ewq wo f Erwerbsta¨tigenquote am Wohnort, Frauen.
ewq wo m Erwerbsta¨tigenquote am Wohnort, Ma¨nner.
gebfrei Anteil der Geba¨ude- und Freifla¨che an der Gesamtfla¨che.
j Indikator fu¨r die Periode.
k Indikator fu¨r den Kreis.
k alt66p f Kurtosis der Altersverteilung u¨ber 65 Jahren, Frauen.
k alt66p m Kurtosis der Altersverteilung u¨ber 65 Jahren, Ma¨nner.
k alter f Kurtosis der Altersverteilung, Frauen.
k alter m Kurtosis der Altersverteilung, Ma¨nner.
Lx Erwartete Zahl der Lebensjahre in der Altersklasse x,
bedingt auf das Erreichen des x. Geburtstags.
mx Mortalita¨tsrate in der Altersklasse x.
ma ao Quote der Bescha¨ftigten mit abgeschlossener Berufsausbildung
am Arbeitsort, gesamt.
ma ao f Quote der Bescha¨ftigten mit abgeschlossener Berufsausbildung
am Arbeitsort, Frauen.
ma ao m Quote der Bescha¨ftigten mit abgeschlossener Berufsausbildung
am Arbeitsort, Ma¨nner.
ma wo f Quote der Bescha¨ftigten mit abgeschlossener Berufsausbildung
am Wohnort, Frauen.
ma wo m Quote der Bescha¨ftigten mit abgeschlossener Berufsausbildung
am Wohnort, Ma¨nner.
n Indikator fu¨r die Nationalita¨t.
o3 98 98%-Quantil der Ozonbelastung.
px Bedingte U¨berlebenswahrscheinlichkeit von der Altersklasse x
zur Altersklasse x+ 1.
PM10 Schwebsta¨ube mit einem aerodynamischen Durchmesser von weniger
als 10µg/m3 (PM steht fu¨r Particulate Matter).
r stz 1865m Rohe Sterbeziffer der Bevo¨lkerung von 18 bis 65 Jahren, Ma¨nner.
r stz 66plus f Rohe Sterbeziffer der Bevo¨lkerung u¨ber 65 Jahren, Frauen.
r stz 66plus m Rohe Sterbeziffer der Bevo¨lkerung u¨ber 65 Jahren, Ma¨nner.
r stzf Rohe Sterbeziffer, Frauen.
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r stzm Rohe Sterbeziffer, Ma¨nner.
s Indikator fu¨r das Geschlecht.
sh f Quote der Sozialhilfeempfa¨nger an der Gesamtbevo¨lkerung, Frauen.
sh m Quote der Sozialhilfeempfa¨nger an der Gesamtbevo¨lkerung, Ma¨nner.
sk alt1865 m Schiefe der Altersverteilung zwischen 18 und 65 Jahren, Ma¨nner.
sk alt66p f Schiefe der Altersverteilung u¨ber 65 Jahren, Frauen.
sk alt66p m Schiefe der Altersverteilung u¨ber 65 Jahren, Ma¨nner.
sk alter f Schiefe der Altersverteilung, Frauen.
sk alter m Schiefe der Altersverteilung, Ma¨nner.
so2 mw Mittelwert der Schwefeldioxidimmissionen.
stadt dummy Dummy fu¨r die Stadtkreise.
std alt1865 m Standardabweichung der Altersverteilung
zwischen 18 und 65 Jahren, Ma¨nner.
std alt66p f Standardabweichung der Altersverteilung u¨ber 65 Jahren, Frauen.
std alt66p m Standardabweichung der Altersverteilung u¨ber 65 Jahren, Ma¨nner.
std alter f Standardabweichung der Altersverteilung, Frauen.
std alter m Standardabweichung der Altersverteilung, Ma¨nner.
uni ao Quote der Bescha¨ftigten mit ho¨herem Bildungsabschluss
am Arbeitsort, gesamt.
uni ao f Quote der Bescha¨ftigten mit ho¨herem Bildungsabschluss
am Arbeitsort, Frauen.
uni ao m Quote der Bescha¨ftigten mit ho¨herem Bildungsabschluss
am Arbeitsort, Ma¨nner.
uni wo f Quote der Bescha¨ftigten mit ho¨herem Bildungsabschluss
am Wohnort, Frauen.
uni wo m Quote der Bescha¨ftigten mit ho¨herem Bildungsabschluss
am Wohnort, Ma¨nner
VDR Verband der Deutschen Rentenversicherungstra¨ger e. V..
verkehr Anteil der Verkehrsfla¨che an der Gesamtfla¨che.
wald Anteil von Wa¨ldern an der Gesamtfla¨che.
wand ab 66pf Abwanderungsquote u¨ber 65 Jahren, Frauen.
wand ab 66pm Abwanderungsquote u¨ber 65 Jahren, Ma¨nner.
wand ab f Abwanderungsquote, Frauen.
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wand ab m Abwanderungsquote, Ma¨nner.
wand zu 66pf Zuwanderungsquote u¨ber 65 Jahren, Frauen.
wand zu 66pm Zuwanderungsquote u¨ber 65 Jahren, Ma¨nner.
wand zu f Zuwanderungsquote, Frauen.
wand zu m Zuwanderungsquote, Ma¨nner.
x Indikator fu¨r die Altersklasse: Alter am letzten Geburtstag.
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