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EXISTENCE AND UNIQUENESS RESULTS FOR LINEAR
SECOND-ORDER EQUATIONS IN THE HEISENBERG GROUP
PABLO OCHOA AND JULIO ALEJO RUIZ
Abstract. In this manuscript, we prove uniqueness and existence results of vis-
cosity solutions for a class of linear second-order equations in the Heisenberg
group. We state uniqueness by proving a comparison result to our class of equa-
tions, and existence via an application of Perron’s method adapted to our frame-
work. We also provide the explicit construction of the appropriate sub- and super-
solutions employed by Perron’s method for a variety of domains in the Heisenberg
group.
1. Introduction and main results
Throughout the paper, we shall consider linear second-order differential equations
in non-divergence form:
(1.1) −tr(A(p)∇2H0u(p))+ 〈b(p),∇Hu(p)〉 = f(p), p ∈ Ω,
where Ω is a bounded and smooth domain in the first-order Heisenberg group H,
A : Ω → R2×2 and b : Ω → R3. For definitions and notation, we refer the reader to
Section 2. Observe that equation (1.1) does not depend on the variable u explicitly.
This is because the u-dependence has been already treated in the literature ([20],
[22], [21]).
The Heisenberg group is one of the simplest models which fit into the category of
Carnot groups. These structures are connected, finite-dimensional, nilpotent, and
simply connected Lie groups whose Lie algebras admit a stratification in terms of
vector spaces. Moreover, one of these vector spaces generates, as a Lie algebra, the
whole Lie algebra of the group and it is called the horizontal distribution. In this
way, the relevant structures, such as the differential and the topological ones, are
then defined in terms of the horizontal distribution. We refer the reader to [6] and
[7] for further details.
The geometry of the Heisenberg group may be applied in different contexts. The
differential operators defined in H can be used to model non-commutative quantum
operators, as position and momentum, in the framework of Quantum Mechanics
([6], [26]). Also, the analysis on the Heisenberg group may be used in mathematical
finance, for instance to derive closed form of solutions for distributions of stock prices
([25]). In these applications, the subelliptic Laplacian operator appears naturally.
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Observe that this operator arises in the right hand side of (1.1) when A equals the
identity matrix field and b is identically zero.
In this work we are interested in deriving general comparison and existence results
for viscosity solutions of equations like (1.1). In spite of the fact that equation (1.1)
is a relatively simple model, to the best of our knowledge, there are no comparison
and uniqueness results that may be applied to the full form (1.1) (compare with
the recent works [22] and [21]). Indeed, for the available comparison principles for
second-order elliptic equations F (x, u,∇Hu,∇2H0u) = 0, the following assumptions
appear, in general, as essential tools:
• F is independent of the gradient of u
• the derivative ∂F/∂u is bounded away from zero, that is, there is a constant
γ > 0 so that:
∂F
∂u
> γ.
• the p-derivative of F grows at most quadratically in the gradients and lin-
early in the Hessians, that is, there are constants R > 0, CR > 0 and τ ∈ [0, 1]
so that
|F (p, u, η,X )− F (q, u, η,X )| ≤ CR + ωR(|p− q|)|p− q|τ+2 + µR(|p− q|‖X‖),
for all p, q ∈ Ω, |u| ≤ R, all vector η ∈ Rn and matrix X . Moreover, ωR and
µR are modulus of continuity satisfying
´
0+(µR(σ)/σ)dσ <∞.
For precise statements of the above assumptions and other sufficient conditions for
comparison and maximum principles, see the references [20], [14] and [9]. Observe
that the operator F driving equation (1.1) takes the form:
F (p, η,X ) = −tr(A(p)X ) + 〈b(p), η〉 − f(p).
Hence, in general, the above listed assumptions are not satisfied for (1.1). It
is worth mentioning that most of the comparison results obtained for second-order
and non-degenerate linear elliptic equations in the Heisenberg group are derived from
the corresponding adaptation of the hypothesis and strategies presented mainly in
[14]. We refer to [20] for an illustration of this observation and for an overview of
maximum, comparison and uniqueness results in the Heisenberg scenario.
Based on the above comments, we firstly face this lack of general comparison
principles for (1.1), by stating a uniqueness result for viscosity solutions. This will
achieve by using the argument of perturbing a given viscosity (sub-) supersolution to
obtain a strict viscosity (sub-) supersolution. Hence by an application of subelliptic
principles and by the nature of (1.1), it is possible to derive the result. This strategy
is also presented in [14] but it was used, in the Euclidean framework, in conjunction
with additional hypothesis on the equation under study that we do not have in (1.1).
In addition to the application to uniqueness of viscosity solutions, comparison
principles have been also used to study the connection between different notions
of weak solutions. For instance, the relation between distributional and viscosity
solutions for the p-Laplace equations has been obtained in [19] and [17] for the
Euclidean case, and in [4] for the Heisenberg group. In these studies, comparison
principles for, from one side, distributional solutions and, from the other one, for
viscosity solutions were useful tools. Moreover, the knowledge of that relation is
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interesting since it allows for the formulation of Rado´ type theorem for p-harmonic
functions (see [18]). Therefore, the comparison result developed in the present work
is also potentially useful from that point of view.
On the other hand, existence of solutions in H has been recently treated in di-
fferent works [1], [10], [24], etc, employing different procedures including approxi-
mation schemes, Perron’s method, stochastic games, among others. In the present
article, we study the problem of existence of viscosity solutions to (1.1) via the
celebrated Perron’s method adapted to the theory of viscosity solutions (see [16])
and to the Heisenberg group. As it is well known, Perron’s method readily yields
the existence of solutions with prescribed boundary conditions provided we are able
to construct appropriate sub- and supersolutions having the right boundary values.
Moreover, to conclude the existence of continuous solutions, the method requires a
comparison result for semicontinuous solutions. This is another application of our
contribution in getting comparison results for (1.1). Finally, we shall also provide
the appropriate sub- and supersolutions for general continuous Dirichlet boundary
values under different assumptions on the underlying domain Ω.
Throughout the article, we shall refer to the following set of assumptions on the
data:
(H1) A : Ω → R2×2, b : Ω → R3 and f : Ω → R are continuous in Ω, and A is
symmetric and positive definite.
(H2) A is uniformly elliptic, that is, there exists a constant γ > 0 so that:
〈A(p)ξ, ξ〉 ≥ γ‖ξ‖2, for all p ∈ Ω, ξ ∈ Rn.
(H3) For each p0 ∈ Ω, there exist a neighbourhood U of p0, a constant C > 0 and
an even m ≥ 4 such that:
‖b(p)− b(q)‖ ≤ Cφ(p · q−1)1/m, for all p, q ∈ U,
where φ is given by:
(1.2) φ(p · q−1) := (p1 − q1)m + (p2 − q2)m + (p3 − q3 + 2(p1q2 − q1p2))m.
For notational purposes, we let:
F (p, η,X ) := −tr(A(p)X )+ 〈b(p), η〉 − f(p),
for (p, η,X ) ∈ Ω×R3 × S2(R). The main contributions of our article are contained
in the following
Theorem 1.1. Suppose that (H1)-(H3) hold and let u0 ∈ C(Ω). Then there exists
a unique solution to the following boundary value problem:
(1.3)
{
F (p,∇Hu,∇2H0u) = 0 in Ω
u = u0 on ∂Ω.
The above result will be a direct consequence of the comparison principle stated
in Section 3 and the Perron’s method implemented in Section 4. Additional assump-
tions on the domain will be imposed in order to construct the appropriate sub- and
supersolutions required by the method.
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Finally, observe that hypothesis (H1) and (H2) are standard in the theory of
elliptic differential equations. Moreover, (H3) imposes a Ho¨lder-like regularity on
the linear term.
We mention now that our results apply, among many other equations, to the
subelliptic Laplace equation and to more general linear equations in divergence form
as:
(1.4) −divH0
(
M(p)∇H0u(p)
)
= f(p).
where M : Ω→ R2×2 is a C1H-symmetric and positive definite matrix field. Observe
that solving equation (1.4) is equivalent to finding solutions of:
−tr(A(p)∇2H0u(p))+ 〈b(p),∇Hu(p)〉 = f(p),
where:
A(p) = M(p), b(p) = −divH0M(p).
Under assumptions (H1)-(H3) on A and b, which translate to additional conditions
on the field M and its first-order derivatives, we may apply Theorem 1.1. Interesting
cases appear when M is divergence-free or a constant matrix.
The paper is organized as follows. Section 2 is devoted to the preliminary def-
initions and results needed in the sequel. Precisely, we introduce the Heisenberg
group, the notion of viscosity solutions and the subelliptic maximum principle. In
Section 3, we provide the proof of the uniqueness part of Theorem 1.1, by means of
a comparison principle. Finally, in Section 4, we show the existence of a viscosity
solution to the boundary value problem (1.3) by means of Perron’s method. We also
provide specific sub- and supersolutions for different domains.
2. Preliminaries
Basic notation. We shall use the following standard notation in the work. The
set of positive real numbers is denoted by R+. For real numbers a and b, we let:
a ∧ b := min{a, b}, a ∨ b := max{a, b}.
The Euclidean interior product is denoted by 〈·, ·〉. If γ, β ∈ Rn, the vector γ ⊕ β
is defined as the vector in R2n whose first n entries are those of γ, followed by the
components of β. The canonical basis in Rn is {e1, ..., en}. For matrices, we consider
the following partial order:
A  B
if and only if B − A is positive semi-definite. By A ≺ B we mean that B − A is
positive definite. Also, we denote by Sn(R) the set of n× n symmetric and positive
semi-definite matrices with real coefficients. The trace of a matrix A is denoted
by tr(A). By Ω we shall always denote an open, bounded, connected and smooth
domain in R3. We also introduce the following functional spaces:
LSC(Ω) = {u : Ω→ R : u is lower semicontinuous in Ω}.
USC(Ω) = {u : Ω→ R : u is upper semicontinuous in Ω}.
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Finally, for u : Ω → R ∪ {−∞,∞}, we denote by u∗ and u∗ the lower- and upper
semicontinuous envelopes of u, respectively. defined as follows for p ∈ Ω:
u∗(p) = lim
r→0
sup {u(q) : |p− q| < r, q ∈ Ω}
u∗(p) = lim
r→0
inf {u(q) : |p− q| < r, q ∈ Ω} .
Recall that the envelopes are defined in Ω.
2.1. Heisenberg group. We denote by H the first-order Heisenberg group whose
underlying manifold is R3, and whose group operation is given by:
p · q = (x0 + x1, y0 + y1, z0 + z1 + 2(x1y0 − x0y1)),
for all p = (x0, y0, z0), q = (x1, y1, z1) ∈ R3. The group H is a Lie group with Lie
algebra h generated by the left-invariant basis:
X1 =
∂
∂x
+ 2y
∂
∂z
X2 =
∂
∂y
− 2x ∂
∂z
X3 =
∂
∂z
= −1
4
[X1, X2],
(2.1)
where p = (x, y, z) ∈ R3. We equip h with an interior product (a Riemann structure)
so that the frame (2.1) is orthonormal. We recall that the exponential mapping is
a global diffeomorphism that takes the vector xX1 + yX2 + zX3 in the Lie algebra
h to the point (x, y, z) in the Lie group H. This allows us to identify vectors in h
with points in H.
The two dimensional linear space generated by the vectors X1(p) and X2(p) is
denoted by H0,p. The distribution H0 is called the horizontal distribution.
The metric structure on H is given by the Carnot-Carathe´odory distance (CC
distance in brief) which is defined as following: an absolutely continuous curve
γ ∈ W 1,2((0, 1),R3) is said to be horizontal if there is a control v ∈ L2((0, 1),R3)
such that:
γ′(t) =
2∑
i=1
vi(t)Xi(γ(t))
for a. e. t in (0, 1). For any p, q ∈ H, the CC distance between p and q is defined as:
dCC(p, q) := inf
{ˆ 1
0
|v(t)|dt
}
where the infimum is taken over all horizontal curves γ, with associated control v,
so that γ(0) = p and γ(1) = q.
For computational purposes, we shall also use a smooth gauge out of the diagonal,
called the Heisenberg gauge, which is equivalent to the CC distance, and it is defined
as follows:
|p|H :=
(
(x2 + y2)2 + z2
)1/4
, for p = (x, y, z) ∈ H.
The corresponding distance is:
dH(p, q) := |q−1 · p|H, for all p, q ∈ H.
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Also, for any p ∈ H and δ > 0, we write:
BH(p, δ) := {q ∈ H : |q−1 · p|H < δ},
to denote the ball in the Heisenberg group with center at p and radius δ.
Having established the basic structure on H, our attention turns to differentiation
and calculus. Given a smooth function u in R3, and a multi-index I = (i1, i2, i3),
the derivative XIu is defined by:
XIu = Xi11 X
i2
2 X
i3
3 u.
The function u belongs to CkH(Ω) if XIu is continuous in Ω for all multi-indices I
such that:
d(I) := i1 + i2 + 2i3 ≤ k.
Remark 2.1. Observe that, in general, the class of CkH functions is larger than the
class of Euclidean Ck(Ω). Indeed, let f(x, y, z) = x− g(y, 2xy + z), where:
g(a, b) =
|a|αb
a4 + b2
, if (a, b) 6= (0, 0), and g(0, 0) = 0.
Hence, f ∈ C1H in the Heisenberg group for α ∈ (3, 4) but it does not have continuous
partial derivatives in the Euclidean sense (see [12, Remark 5.9]).
For an Euclidean smooth function u : R3 → R, Taylor expansion around 0 implies:
(2.2) u(p) = u(0) + 〈∇u(0), p〉+ 1
2
〈∇2u(0)p, p〉+ o(|p|2),
for p→ 0, and where ∇u and ∇2u stand for the Euclidean gradient and Hessian of
u, respectively. Recalling that terms containing z2, xz or yz are of order o(|p|2H), we
derive from (2.2) the horizontal Taylor expansion of u at 0:
u(p) = u(0) + 〈∇Hu(0), p〉+ 1
2
〈∇2H0u(0)p, p〉+ o(|p|2H),
where the gradient of u with respect to the frame (2.1) is:
∇Hu := (X1u)X1 + (X2u)X2 + (X3u)X3,
and the symmetrized horizontal second derivative matrix, denoted by ∇2H0u, is given
by:
∇2H0u :=
[
X21u
1
2(X1X2u+X2X1u)
1
2
(X1X2u+X2X1u) X
2
2u
]
.
In addition, it will be useful to introduce the projection of ∇Hu onto the horizontal
distribution:
∇H0u := (X1u)X1 + (X2u)X2.
Finally, for a vector field V = (V1, V2), its horizontal divergence operator is defined
by:
divH0V := X1V1 +X2V2,
while for a smooth matrix field:
M =
[
M11 M12
M21 M22
]
,
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we let:
divH0M :=
[
X1M11 +X2M12
X1M21 +X2M22
]
.
For a more complete discussion of the Heisenberg group and more general Carnot
groups, we refer the reader to [7], [11] and [20].
2.2. Viscosity solutions. The basic reference in what follows is [5]. Let u ∈
USC(Ω). The second-order superjet of u at p is defined as follows:
J 2,+(u, p) :=
{
(η,X ) ∈ R3 × S2(R) such that
u(q) ≤ u(p) + 〈η, p−1 · q〉+ 1
2
〈X (p−1 · q)0, (p−1 · q)0〉+ o(dH(p, q)2)},
as q → p. Here, (p−1 · q)0 is the projection of p−1 · q onto the horizontal distribution
H0. Similarly, if v ∈ LSC(Ω), we define the second-order subjet of v at the point p
as:
J 2,−(v, p) :=
{
(η,Y) ∈ R3 × S2(R) such that
v(q) ≥ v(p) + 〈η, p−1 · q〉+ 1
2
〈Y(p−1 · q)0, (p−1 · q)0〉+ o(dH(p, q)2)},
as q → p. It is well-known (see [5]) that subelliptic jets may be seen as appropriate
derivatives of test functions touching the given function by above or below. More
precisely, if u is upper semicontinuous, let us consider:
K+,2(u, p) :=
{(∇Hφ(p),∇2H0φ(p)) : so that φ is C2H and
(u− φ)(q) ≤ (u− φ)(p) for all q close to p
}
and similarly define K−,2(v, p) for test functions touching the lower semicontinuous
function v from below around p. Hence, by the results in [5], it follows that:
J 2,+(u, p) = K2,+(u, p)(2.3)
and:
J 2,−(v, p) = K2,−(v, p).(2.4)
Finally, we shall also consider the theoretic closure of the sets defined above. We
define J 2,+(u, p) as the set of (η,X ) in R3 × S2(R) so that there exists a sequence
(pn, u(pn), ηn,Xn) converging to (p, u(p), η,X ) satisfying (ηn,Xn) ∈ J 2,+(u, pn) for
all n. In a similar way, we define J 2,−(v, p).
In the next definition, we introduce the notion of viscosity solutions of general
second-order equations driven by an operator F . Afterwards, we give the notion of
solution of a boundary value problem.
Definition 2.2. Let F be a continuous function in Ω×R×R3 × S2(R). An upper
(resp. lower) semicontinuous function u : Ω → R ∪ {−∞} (resp. R ∪ {+∞}) is a
subsolution (resp. supersolution) of:
F(p, u,∇Hu,∇2H0u) = 0,
in Ω if for any p ∈ Ω:
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(1) u(p) < +∞ (resp. u(p) > −∞);
(2) for every (η,X ) ∈ J 2,+(u, p)(resp. (η,Y) ∈ J 2,−(v, p)) there holds:
F(p, u, η,X ) ≤ 0,
(resp. F(p, u, η,Y) ≥ 0).
Finally, a viscosity solution is both a viscosity subsolution and a viscosity superso-
lution.
Remark 2.3. In view of Remark 2.1 the set of C2H test functions is larger than the
set of Euclidean C2 test functions. Therefore, by (2.3) and (2.4), the set of viscosity
solutions from Definition 2.2 is larger than the set of viscosity solution to the same
equation, thought as depending on Euclidean gradient and hessian, obtained by
testing with Euclidean test functions.
Definition 2.4. Let u0 ∈ C(Ω) and consider the Dirichlet boundary value problem:
(2.5)
{ F(p, u,∇Hu,∇2H0u) = 0 in Ω (E)
u = u0 on ∂Ω (BD).
We say that u ∈ USC(Ω) is a viscosity subsolution to (2.5) if u is a subsolution
to equation (E) in Ω and u ≤ u0 on ∂Ω. Similarly, we define the notion of vis-
cosity supersolution. Finally, a viscosity solution to (2.5) is a viscosity sub- and
supersolution.
Observe that the boundary condition in (2.5) is attained pointwise on ∂Ω.
2.3. The subelliptic maximum principle in H. The following version of the
subelliptic maximum principle is a consequence of the Euclidean Crandall-Ishii
Lemma (see [8] and also [9]) and the passage from Euclidean jets into subjets [5]. It
is extracted from [3, Lemma 3.6].
Theorem 2.5. Let u ∈ USC(Ω) and v ∈ LSC(Ω). Consider the function φ as
defined in (1.2), and assume that for each τ > 0, pτ and qτ are points in Ω× Ω at
which u(p)− v(p)− τφ(p · q−1) has a local maximum. Moreover, suppose that u− v
has an interior maximum so that:
sup
Ω
(u− v) > 0.
Then, there exist vectors ητ = ∇pHφ(pτ · q−1τ ) and matrices Xτ , Yτ in S2(R) so that:
(τητ ,Xτ ) ∈ J 2,+(u, pτ ),
(τητ ,Yτ ) ∈ J 2,−(v, qτ )
and:
(2.6) 〈Xτξ, ξ〉 − 〈Yτξ, ξ〉 ≤ τ‖Mτ‖2‖ξ||2,
where Mτ is the following matrix of Euclidean derivatives:
Mτ :=
[∇2ppφ(pτ · q−1τ ) ∇2pqφ(pτ · q−1τ )
∇2pqφ(pτ · q−1τ ) ∇2qqφ(pτ · q−1τ )
]
.
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3. Proof of Theorem 1.1: uniqueness.
The uniqueness of solutions to (1.3) will be a corollary of the next comparison
principle. Its proof is based on a perturbation argument to obtain strict supersolu-
tions.
Theorem 3.1 (Comparison principle). Assume (H1)-(H3). Let u ∈ USC(Ω) be a
subsolution of (1.1) and v ∈ LSC(Ω) be a supersolution of (1.1) so that u ≤ v on
∂Ω. Then:
u ≤ v in Ω.
Proof. Reasoning by contradiction, suppose that:
sup
Ω
(u− v) > 0.
Since Ω ⊂ H is bounded, there exists r0 > 0 such that Ω ⊂ (−r0, r0)3. Define
ϕ : Ω→ R by:
ϕ(p) := ϕ(x, y, z) = − exp
(
2
κ
γ
x
)
− exp
(
2
κ
γ
y
)
+ 2 exp
(
2
κ
γ
r0
)
,
where κ > 0 so that ‖b(x)‖ ≤ κ for all x ∈ Ω. We note that ϕ is a positive function
in Ω. For latter reference, we compute:
∇Hϕ(p) = −2κ
γ
(
exp
(
2
κ
γ
x
)
, exp
(
2
κ
γ
y
)
, 0
)
,
and:
∇2H0ϕ(p) = −4
(
κ
γ
)2 exp
(
2
κ
γ
x
)
0
0 exp
(
2
κ
γ
y
)
 ≺ 0,
in Ω. Let vδ = v + δϕ. Note that for δ small enough, the function u− vδ satisfies:
(3.1) sup
Ω
(u− vδ) > 0.
We note that the function vδ is a strict supersolution of the equation (1.1). Indeed,
let ψ ∈ C2H(Ω) be a smooth test function touching vδ from below at p0 ∈ Ω:
ψ(p0) = vδ(p0),
ψ(p) < vδ(p), p 6= p0.
Then ψ(p)− δϕ(p) is a smooth test function that touches v from below at p0. As v
is a supersolution of (1.1), we derive:
(3.2) F
(
p0,∇Hψ(p0)− δ∇Hϕ(p0),∇2H0ψ(p0)− δ∇2H0ϕ(p0)
) ≥ 0.
Moreover, observe that:
−δ tr(A(p0)∇2H0ϕ(p0)) ≥ −γδ tr(∇2H0ϕ(p0))
= 4
δκ2
γ
[
exp
(
2
κ
γ
x
)
+ exp
(
2
κ
γ
y
)]
,
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and:
δ 〈b(p0),∇Hϕ(p0)〉 ≥ −δκ ‖ ∇Hϕ(p0) ‖≥ −2δκ
2
γ
[
exp
(
2
κ
γ
x
)
+ exp
(
2
κ
γ
y
)]
.
Therefore, the difference:
F (p0,∇Hψ(p0),∇2H0ψ(p0))− F (p0,∇Hψ(p0)− δ∇Hϕ(p0),∇2H0ψ(p0)− δ∇2H0ϕ(p0))
may be estimated from below by the scalar:
α := 2
δκ2
γ
exp
(
− 2κ
γ
r0
)
.
The above, together with (3.2), imply:
F (p0,∇Hψ(p0),∇2H0ψ(p0)) ≥ α > 0.
Since ψ was arbitrary and F is continuous, we conclude that:
(3.3) F (p, η,X ) ≥ α > 0
holds for all (η,X ) ∈ J 2,−(vδ, p). Now we apply the subelliptic maximum principle
to u− vδ. In order to do so, we shall check that if pτ , qτ ∈ Ω are so that:
(3.4) Mτ := sup
Ω×Ω
{
u(p)− vδ(q)− τφ(p · q−1)
}
= u(pτ )− vδ(qτ )− τφ(pτ · q−1τ ),
then we indeed have that pτ and qτ belong to Ω. The proof is standard, we quote it
for completeness. To prove the statement, observe that in view of the compactness
of Ω, there exist p0, q0 ∈ Ω so that, up to a subsequence that we do not re-label:
(3.5) pτ → p0 and qτ → q0 as τ →∞.
To reach a contradiction, assume that p0 ∈ ∂Ω. Observe that by (3.4), we have for
any p ∈ Ω:
(3.6) u(pτ )− vδ(qτ )− τφ(pτ · q−1τ ) ≥ u(p)− vδ(p),
which, together with the boundedness of u and −vδ from above in Ω, imply that
there is a constant C > 0 independent of τ so that:
τφ(pτ · q−1τ ) ≤ C, for all τ.
Hence, we must have:
lim
τ→∞φ(pτ · q
−1
τ ) = 0.
Thus p0 = q0 in (3.5). Moreover, by (3.6), it follows:
τφ(pτ · q−1τ ) ≤ u(pτ )− vδ(qτ )− u(p0) + vδ(p0).
Taking limsup and recalling (3.5), we certainly derive:
(3.7) lim
τ→∞ τφ(pτ · q
−1
τ ) = 0.
By (3.1), there is p˜ ∈ Ω so that (u − vδ)(p˜) > 0. Another application of (3.4),
together with (3.7), give:
u(p0)− v(p0)− δϕ(p0) ≥ lim sup
τ→∞
{
u(pτ )− v(qτ )− δϕ(qτ )− τφ(pτ · q−1τ )
}
≥ u(p˜)− v(p˜)− δϕ(p˜) > 0,
(3.8)
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where the latter inequality follows by the choice of p˜. Hence we arrive at u(p0) −
v(p0) > 0, which contradicts the boundary assumption. Then p0 ∈ Ω and we derive
pτ , qτ ∈ Ω for all sufficiently large τ .
By Theorem 2.5, for each τ > 0, there exist ητ ∈ R3 and symmetric matrices
Xτ ,Yτ ∈ S2(R) such that:
(τητ ,Xτ ) ∈ J 2,+(u, pτ ),
(τητ ,Yτ ) ∈ J 2,−(vδ, qτ ).
By (3.3), the following holds:
(3.9) 0 < α ≤ F (qτ , τητ ,Yτ ), for each τ .
Adding and subtracting tr(A(pτ )Xτ ), 〈b(pτ ), τητ 〉 and f(pτ ) give:
(3.10)
F (qτ , τητ ,Yτ ) ≤ tr(A(pτ )Xτ −A(qτ )Yτ ) + 〈b(qτ )− b(pτ ), τητ 〉+ f(pτ )− f(qτ ),
where we have used the fact that (τητ ,Xτ ) ∈ J 2,+(u, pτ ). Our goal is to arrive to a
contradiction to (3.9) by showing that the right-hand side in (3.10) converges to 0.
Hence, we proceed to estimate the right-hand side of (3.10). Firstly, we have:
〈b(pτ )− b(qτ ), τητ 〉 ≤ τ‖b(pτ )− b(qτ )‖‖ητ‖
= τ‖b(pτ )− b(qτ )‖‖∇pHφ(pτ · q−1τ )‖.
Since Ω is bounded, we derive the bounds:∣∣∣ ∂φ
∂xi
(pτ , qτ )
∣∣∣ ≤ Cφ(pτ , qτ )(m−1)/m, for i = 1, 2, 3.
Therefore using (H3) and recalling (3.7), we deduce:
〈b(pτ )− b(qτ ), τητ 〉 ≤ o(1).
We next estimate the second-order term. Observe that (2.6) means:
Xτ − Yτ  τ‖Mτ‖2I.
Therefore:
tr(A(pτ )Xτ −A(qτ )Yτ ) = tr(AτZτ ) ≤ Cτ‖Mτ‖2‖Aτ‖,
where Aτ = diag(A(pτ ), A(qτ )) and Zτ = diag(Xτ ,−Yτ ). To estimate the norm of
Mτ , we appeal to the following second-derivative bounds:∣∣∣ ∂2φ
∂xi∂xj
(pτ , qτ )
∣∣∣ ≤ Cφ(pτ , qτ )(m−2)/m, for i, j = 1, 2, 3.
Therefore, using again (3.7), we obtain:
tr(A(pτ )Xτ −A(qτ )Yτ ) ≤ Cτφ(pτ , qτ )(2m−4)/m
converges to 0 as τ → ∞ for m ≥ 4. Letting τ → ∞ in (3.10) and recalling (3.9),
we arrive at a contradiction. This ends the proof of the theorem.
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Remark 3.2. Observe that the comparison principle implies the statement:
M ≥ sup
∂Ω
(u∗ − v∗) ⇒ u− v ≤M in Ω,
for u and v bounded viscosity sub- and supersolutions to (1.1). This is a version of
the so called maximum principle.
4. Proof of Theorem 1.1: Perron’s Method
The classical Perron’s method adapted to viscosity solutions may be formulated
as follows:
Theorem 4.1. Suppose that there exist a viscosity subsolution u ∈ USC(Ω) and a
viscosity supersolution u ∈ LSC(Ω) such that:
(4.1) (u)∗ = (u)∗ = u0
on ∂Ω. Then:
(4.2) u(p) := sup
{
v(p) : u ≤ v ≤ u in Ω and v is a subsolution of (1.3)}
for p ∈ Ω, is a continuous viscosity solution of (1.3).
As it is well-known, the proof of the above theorem relies on two steps:
(I) Closedness under supremum: the function u∗ is a viscosity subsolution in Ω
of (1.1).
(II) Maximal solution: if u∗ is not a supersolution at some point p0 ∈ Ω, then
for all  small, there exists a viscosity subsolution v so that:
v(x) ≥ u(x), for all x ∈ Ω, sup
Ω
(v − u) > 0
and:
v(x) = u(x) for all x ∈ Ω \BH(p0, ).
The proofs of these properties in the Euclidean case are standard (see [13, Chap-
ter 2] or [9] for further details) and their adaptations to the Heisenberg group are
straightforward. With the help of the comparison principle, the proof of Theorem
4.1 is simple. We give it here just for completeness.
Proof of Theorem 4.1. By (I), the function u∗ is a subsolution of equation (1.1) in
Ω. By construction:
(u)∗ ≤ u∗ ≤ u ≤ u∗ ≤ (u)∗
in Ω. Hence u∗ = 0 on ∂Ω. By comparison principle, u∗ ≤ u in Ω which yields
u = u∗ and then u is a subsolution of (1.3) (by definition, u ≤ 0 on ∂Ω). On the
other hand, if u∗ is not a supersolution at some p0 ∈ Ω, by (II) and for  small
enough, we can find a subsolution v so that v = 0 on ∂Ω and v(p) > u(p) for
some p in Ω. Observe v ≥ u ≥ u in Ω. Moreover, by comparison again v ≤ u in Ω.
Therefore, v belongs to the set defining u in (4.2), and we arrive at the contradiction
v ≤ u in Ω. We conclude that u∗ is a supersolution, and by comparison u ≤ u∗ in
Ω. This shows that u is a continuous viscosity solution of (1.3).
Perron’s method ends the proof of Theorem 1.1. In the next section, we shall
focus the question of how to find u and u satisfying the boundary values (4.1).
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4.1. Construction of u and u. The next proposition allows us to reduce the issue
of constructing the appropriate sub- and supersolutions satisfying (4.1) for (1.3) to
the framework of homogeneous boundary values. This is another application of the
maximum principle.
Proposition 4.2. The problem of solving (1.3) is equivalent to find the solutions of
a sequence of appropriate homogeneous boundary value problems.
Proof. Suppose first that u0 ∈ C2(Ω). Observe that if u solves (1.3), then v := u−u0
solves the homogeneous boundary value problem:{ −tr(A(p)∇2H0v(p))− 〈b(p),∇Hv(p)〉 = f˜(p) if p ∈ Ω
v(p) = 0 for p ∈ ∂Ω,
where:
f˜(p) := f(p) + tr (A(p)∇H0u0(p))− 〈b(p);∇Hu0(p)〉 ,
and conversely. The solution v, and consequently u, may be obtained by Perron’s
method with zero boundary values.
If u0 is only continuous in Ω, then there exists a sequence u0,ε ∈ C2(Ω) which
converges, uniformly in Ω, to u0. According to the above argument, there exists a
unique solution uε to (1.1) with boundary values u0,ε. In view of Remark 3.2, we
have for all 1 and 2:
sup
Ω
|u1 − u2 | ≤ sup
∂Ω
|u1 − u2 | ≤ sup
∂Ω
|u0,1 − u0,2 |.
Thus, u converges uniformly to a function u ∈ C(Ω). By standard stability results
(see Proposition 2.1 in [15]), u is the solution to (1.3).
In what follows, we shall assume that u0 ≡ 0 in Ω. In general terms, in order to
find solutions satisfying
(4.3) (u)∗ = (u)∗ = 0 on ∂Ω,
we shall start with a subsolution and a supersolution of (1.1) in Ω and then we shall
modify them near the boundary ∂Ω.
Throughout this section, we shall assume (H1) and (H2) from Section 1, and
moreover:
(D) There exist a function g and scalars c ∈ R and λ0 > 0 so that ∂Ω =
{p ∈ H : g(p) = c}, the set:
Ωλ0 :=
{
p ∈ Ω : c− g(p) < 1
λ0
}
is an open neighborhood of ∂Ω in Ω, and g ∈ C2(Ωλ0).
We also introduce the characteristic set:
Cg := {p ∈ ∂Ω : ∇H0g(p) = 0} .
In the sequel, we divide the exposition into two main cases according to the
scenarios Cg = ∅ or Cg 6= ∅.
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Case I. Suppose:
(DI) the characteristic set Cg is empty, that is, the surface ∂Ω is non-characteristic.
Then we have the following
Proposition 4.3. Assume (D) and (DI). Then there exist a subsolution u ∈ C(Ω)
and a supersolution u ∈ C(Ω) to (1.1) in Ω so that (4.3) holds.
Proof. As Ω is a bounded domain, there exists r > 0 such that Ω ⊂ [−r, r]3. Fur-
thermore, let C > 0 so that:
‖b‖L∞(Ω), ‖f‖L∞(Ω) ≤ C.
We start with the following function:
u1(p) = − exp[α(p)] + exp(N),
where p = (x, y, z) ∈ Ω, α(p) := −N
(
x− r
2r
)
and N > 0 to be determined. We
shall prove that u1 is a supersolution of (1.1) in Ω. Firstly, notice that:
∇Hu1(p) = N
2r
(
eα(p), 0, 0
)
, ∇2H0u1(p) = −
N2
4r2
[
eα(p) 0
0 0
]
.
A straightforward calculation and the uniform ellipticity of A show that:
F (p,∇Hu1(p),∇2H0u1(p)) ≥
N
2r
(
eNN
γ
2r
− C
)
− C ≥ 0
if N is sufficiently large. Hence, u1 is a supersolution of F = 0 in Ω. In order to
produce (4.3), we modify u1 near the boundary. Choose λ ≥ λ0 so that ∇H0g 6= 0
in Ωλ. Define:
(4.4) v1(p) = M(1− e−λd(p)), p ∈ Ωλ,
where d(p) := c− g(p) and M > 0 is chosen so that:
(4.5) u1(p) ≤M(1− e−1/2) for all p ∈ Ω.
Observe that v1 = 0 on ∂Ω. Moreover for any p ∈ Ωλ we have:
F (p,∇Hv1(p),∇2H0v1(p))
= λMe−λd(p)
[
λ 〈A(p)∇H0d(p),∇H0d(p)〉 − tr
(
A(p)∇2H0d(p)
)
+ 〈b(p),∇Hd(p)〉
]− f(p)
= λMe−λd(p)
[
λ 〈A(p)∇H0g(p),∇H0g(p)〉+ tr
(
A(p)∇2H0g(p)
)− 〈b(p),∇Hg(p)〉]− f(p).
Since ∇H0g 6= 0 in Ωλ, we may choose λ large so that v1 is a supersolution. Define:
(4.6) u(p) =
{
v1(p) ∧ u1(p) in Ωλ
u1(p) in Ω \ Ωλ.
By (4.5), the localization property of supersolutions and the property of closedness
under minimum of supersolutions, u is a viscosity supersolution of (1.1) in Ω. Finally,
since u1 ≥ 0 in Ω, there holds u = v1 = 0 on ∂Ω.
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On the other hand, to construct the subsolution u satisfying (4.3), we start with:
u2(p) = exp
[
N
(x+ r
2r
)]
− exp(N),
and we show as before that u2 is a subsolution of F . Pick M > 0 so that:
(4.7) u2(p) ≥ −M(1− e−1/2) for all p ∈ Ω.
Introducing the function:
v2(p) = −M(1− e−λd(p)),
for p ∈ Ωλ, λ ≥ λ0, we obtain:
F (p,∇Hv2(p),∇2H0v2(p))
= −λMe−λd(p) [λ 〈A(p)∇H0g(p),∇H0g(p)〉+ tr(A(p)∇2H0g(p))− 〈b(p),∇Hg(p)〉]− f(p).
By proceeding as before, we deduce that v2 is a subsolution in Ωλ. Define:
u(p) =
{
v2(p) ∨ u2(p) in Ωλ
u2(p) in Ω \ Ωλ.
Hence, u is a viscosity subsolution of (1.1) in Ω, and, since u2 ≤ 0 in Ω, we have
u = v2 = 0 on ∂Ω.
Remark 4.4. For non-characteristic boundary surfaces, we may choose for c − g
the Heisenberg distance function d∂Ω to the boundary defined as:
d∂Ω(p) := inf {dCC(p, q) : q ∈ ∂Ω} , p ∈ Ω.
Indeed, in view of [2, Theorem 1.1], for Euclidean C2 boundaries ∂Ω, the horizontal
gradient of the distance function and the distance function itself are of class C1 in
a neighbourhood of ∂Ω. Moreover, by the results obtained in [23], d∂Ω satisfies
the Eikonal equation on ∂Ω, hence we may perform the arguments in the proof of
Proposition 4.3 to obtain u and u.
Next, we shall give examples of domains whose boundaries have no characteristic
points.
• Torus. Let Ω := {(x, y, z) ∈ H : g(x, y, z) < r}, where g(x, y, z) = z2 +
(
√
x2 + y2 −R)2 and R > r > 0. Observe:
∇H0g(p) =
2√
x2 + y2
[
x(
√
x2 + y2 −R) + 2yz
√
x2 + y2
y(
√
x2 + y2 −R)− 2xz
√
x2 + y2
]
.
By straightforward calculations, ∇H0g(p) 6= 0 for all p ∈ ∂Ω. Indeed, sup-
pose that for some boundary point p, we have ∇H0g(p) = 0. Then we may
distinguish the following scenarios:
(1) If x = 0, then: {
2yz
√
y2 = 0
y(
√
y2 −R) = 0
which imply y = 0 or z = 0, and y = 0 or |y| = R. Since y 6= 0 because
(0, 0, z) /∈ ∂Ω, we derive that |y| = R and z = 0 is the only plausible
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choice. However, z = 0 implies |y| = R − r or |y| = R + r, which is a
contradiction. Hence we conclude x 6= 0. In a similar way, y 6= 0.
(2) Suppose further that x 6= 0 and y 6= 0. Then:{
x(
√
x2 + y2 −R) + 2yz
√
x2 + y2 = 0
y(
√
x2 + y2 −R)− 2xz
√
x2 + y2 = 0
⇔
{
xy(
√
x2 + y2 −R) + 2y2z
√
x2 + y2 = 0
xy(
√
x2 + y2 −R)− 2x2z
√
x2 + y2 = 0
⇒ 2y2z
√
x2 + y2 = −2x2z
√
x2 + y2
⇒ y2z = −x2z
⇔ (x2 + y2)z = 0.
Hence z = 0, which in turn implies:{
x(
√
x2 + y2 −R) = 0
y(
√
x2 + y2 −R) = 0
since x 6= 0 and y 6= 0, we obtain
√
x2 + y2 = R. Thus |z| = r which
contradicts that z = 0.
This shows that the torus is non-characteristic.
• Solid of revolutions around the vertical axis. This is a generalization
of the above example. Let Ω := {(x, y, z) ∈ H : g(x, y, z) < 1} where
g(x, y, z) = h(±
√
x2 + y2, z), h smooth so that γ : h(x, z) = 1 is a C2 closed
curve satisfying that there is  > 0 such that:
(4.8) h(x, z) > 1 for all (x, z) ∈ (−ε, ε)× R;
(4.9)
∂h
∂z
6= 0 and ∂h
∂x
6= 0 in ∂Ω.
Observe that (4.8) says that the curve γ does not intersect the z axis in the
xz-plane. Moreover:
∇H0g(x, y, z) =
1√
x2 + y2

∂h
∂x
x+ 2y
√
x2 + y2
∂h
∂z
∂h
∂x
y − 2x
√
x2 + y2
∂h
∂z
 ,
where
∂h
∂x
and
∂h
∂z
are evaluated at (
√
x2 + y2, z). Note that the horizontal
gradient is null on ∂Ω if and only if:
∂g
∂u
x+ 2y
√
x2 + y2
∂g
∂z
= 0
∂g
∂u
y − 2x
√
x2 + y2
∂g
∂z
= 0.
Reasoning as in the previous example we arrive at a contradiction with
x2 + y2 6= 0 on ∂Ω in view of (4.8) and (4.9).
Case II. In this framework, we shall make use of the following set of assumptions:
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(DII) The characteristic set Cg is not empty, that is, the surface ∂Ω has charac-
teristic points.
(DII)A tr
(
A(p)∇2H0g(p)
)
> 0 in Cg, and either b3 = 0 or b3X3g < 0 in the closure
of a neighbourhood of Cg.
(DII)B ∇2H0g(p) = 0 in Cg, and b3X3g < 0 in the closure of a neighbourhood of Cg.
Firstly, we have the following
Proposition 4.5. Under hypothesis (D), (DII) and (DII)A, there exist a subsolution
u ∈ C(Ω) and a supersolution u ∈ C(Ω) to (1.1) in Ω so that (4.3) holds.
Proof. As in the proof of Proposition 4.5, take the functions u1 and u2, with the
same choices for M . We derive first preliminaries assertions, which are consequences
of (DII)A. Since the set Cg is compact, for the function:
p→ tr(A(p)∇2H0g(p)),
which is continuous and positive in Cg, there is c > 0 so that:
tr
(
A(p)∇2H0g(p)
)
> c,
for all p ∈ Cg. Hence, there is an open neighbourhood W of Cg such that:
(4.10) tr
(
A(p)∇2H0g(p)
) ≥ c,
for all p ∈ W . Moreover, there exists a smaller open neighbourhood U ⊂ W of Cg
so that:
(4.11) ‖b‖L∞(Ω)‖∇H0g‖L∞(U) < c/2.
On the other hand, if p ∈ Ωλ0 \ U , then:
〈A(p)∇H0g(p),∇H0g(p)〉 > 0.
Therefore, by the compactness of Ωλ0 \ U and by continuity, there is a constant
c∗ > 0 so that:
(4.12) 〈A(p)∇H0g(p),∇H0g(p)〉 > c∗,
for all p ∈ Ωλ0 \ U . As in the previous case, introduce:
(4.13) v1(p) = M(1− e−λd(p)), p ∈ Ωλ,
with d(p) := c− g(p), M as in (4.5) and λ ≥ λ0, to be specified below. Also:
Ωλ ⊂
(
Ωλ0 \ U
) ∪ U.
Firstly, if p ∈ U , then by (DII)A, (4.10) and (4.11), we derive:
F (p,∇Hv1(p),∇2H0v1(p)) ≥ λMe−λd(p) (c− 〈b(p),∇Hg(p)〉)−f(p) ≥
cλMe−1
2
−f(p).
Making λ large so that:
cλMe−1
2
− ‖f‖L∞(Ω) > 0,
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we have:
F (p,∇Hv1(p),∇2H0v1(p)) ≥ 0.
Finally, if p belongs to the compact set Ωλ0 \ U , then we have to choose λ large
enough so that:
(4.14) λMe−1
(
λc∗ + tr
(
A(p)∇2H0g(p)
)− 〈b(p),∇Hg(p)〉)− ‖f‖L∞(Ω) > 0.
In both cases, λ may be chosen independent of p, and we take the larger one to
define v1. In that way, we conclude that v1 is a viscosity supersolution in Ωλ. We
conclude by defining u as in (4.6). Reasoning as before, it is also possible to get a
subsolution u satisfying (4.1).
Next, we provide examples of domains where the hypothesis in Proposition 4.5
are satisfied.
• Ellipsoids. Let p0 = (x0, y0, z0) and consider a, b and c as positive constants.
Define:
Ω :=
{
(x, y, z) :
(x− x0)2
a2
+
(y − y0)2
b2
+
(z − z0)2
c2
= 1
}
.
Letting:
g(x, y, z) :=
(x− x0)2
a2
+
(y − y0)2
b2
+
(z − z0)2
c2
,
we have
∇2H0g(x, y, z) = 2
[
1
a2
+ 4
c2
y2 − 4
c2
xy
− 4
c2
xy 1
b2
+ 4
c2
x2
]
,
which is a positive definite matrix. As A is uniformly elliptic, assumption
(DII)A is satisfied for appropriate b3. In particular, (DII)A holds true in the
Euclidean ball.
On the other hand, calling now hypothesis (DII)B, we derive the following result.
Proposition 4.6. Under the assumptions (D), (DII) and (DII)B, there exist a
subsolution u ∈ C(Ω) and a supersolution u ∈ C(Ω) to (1.1) in Ω so that (4.3) holds.
Proof. As in the proof of Proposition 4.5, take the functions u1 and u2. We now
modify them near ∂Ω. By assumption (DII)B, there exists an open neighbourhood
V of Cg so that:
(4.15) ‖b‖L∞(Ω)‖∇H0g‖L∞(V ) + ‖A‖L∞(Ω)‖∇2H0g‖L∞(V ) <
c
2
,
where c > 0 satisfies:
(4.16) −b3(p)X3(p) ≥ c,
for all p in Ωλ0 . Next, define v1 as in (4.13), for λ ≥ λ0 to be determined a posteriori.
Then, if p ∈ V , we derive from (4.15) and (4.16), the following:
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F (p,∇Hv1(p),∇2H0v1(p))
= λMe−λd(p)
[
λ 〈A(p)∇H0g(p),∇H0g(p)〉+ tr
(
A(p)∇2H0g(p)
)− 〈b(p),∇Hg(p)〉]− f(p)
≥ cλMe
−1
2
− ‖f‖L∞(Ω).
Choosing λ large enough, and independent of p ∈ V , we get:
F (p,∇Hv1(p),∇2H0v1(p)) ≥ 0.
Moreover, when p ∈ Ωλ0 \ U , we choose λ so that (4.14) holds, where c∗ > 0 is
chosen now so that (4.12) is valid in Ωλ0 \ V . We conclude as in the previous cases.
As an example we quote the following.
• Heisenberg ball. Let:
Ω := BH(0, 1) =
{
(x, y, z) : (x2 + y2)2 + z2 < 1
}
.
Taking g(x, y, z) := (x2 + y2)2 + z2, we obtain:
∇H0g(x, y, z) = 4
[
x(x2 + y2) + yz
y(x2 + y2)− xz
]
∇2H0g(x, y, z) = 12
[
x2 + y2 0
0 x2 + y2
]
.
Observe that∇H0g(x, y, z) = 0 implies x = 0 and y = 0. Hence∇2H0g(x, y, z) =
0. Moreover, X3g(x, y, z) = 2z 6= 0 in a neighbourhood of Cg. Hence, for
appropriate b, assumption (DII)B holds true.
Remark 4.7. In the case where there is no linear term in (1.1), that is b ≡ 0 in
Ω, we may apply the above reasoning assuming that, in a neighbourhood of Cg, we
have f ≡ 0 and ∇2H0g  0. For instance, this is the case of the subelliptic Laplace
equation in BH with arbitrary continuous boundary values and with a source term
f compactly supported in BH.
Remark 4.8. Observe that in view of the left invariant property of the vector fields
X1, X2 and X3, to solve the problem (1.3) in a domain Ω it is equivalent to solve:{ −tr(A0(p)∇2H0v(p))− 〈b0(p),∇Hv(p)〉 = f0(p) if p ∈ Ω0
v(p) = v0(p) for p ∈ ∂Ω0,
where:
Ω0 := {p0 · p : p ∈ Ω} ,
and A0, b0, f0 and v0 are the corresponding left translation of A, b, f and u0,
respectively. As a corollary, we derive that if Proposition 4.3, Proposition 4.5 or
Proposition 4.6 hold in a domain Ω, then the same conclusion is valid in the trans-
lated set Ω0.
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