Introduction
Multiattribute decision analysis is a methodology for providing information to a decision maker for comparing and selecting between complex alternatives. The methodology of multiattribute decision analysis is derived from the techniques of operations research, statistics, economics, mathematics, and psychology. Thus,researchers from a wide range of disciplines have participated in the development of multiattribute decision analysis. The first books and papers on the subject appeared in the late 1960's [1] [2] [3] [4] . The most practical, extensive, and complete presentation of an approach to multiattribute decision analysis is given in the 1976 work of Keeney and Raiffa [5] . While several approaches to multiattribute decision analysis have been developed [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , the principal method described in this Report corresponds to that of Keeney and Raiffa [5] . 1 t
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The Decision Analysis Paradigm
The paradigm for any decision analysis is depicted in Figure 1 . A problem or a requirement exists. A set of alternative actions, called "alternatives," are available. The decision maker must select one, and only one, alternative. Examples of alternatives might relate to a corporate policy decision, a capital budgeting decision, selection of a system design, or a personnel decisi;:;n. The selected alternative is an input to a system model which is a set of descriptions or mathematical equations relating the selected alternative to the resultant "outcome." When no uncertainty exists in the system model, then the selection of a specific alternative results in a prescribed outcome. For example, the investment of $1,000 in a Federally insured savings account at 6% interest compounded annually will result in an outcome for certain of $1,060 after one year. If uncertainty exists, then the selection of a specific alternative could result in any one of several outcomes. Investing in the stock market would be a prime example. The alternative would be the investment portfolio selected. The system model would include all of the economic forces and uncertainties that act on the stock market.
The outcome would be the value of the investment portfolio at the time it was sold plus any dividends that had accrued. This is an extreme example r of a systeti model dominated by uncertainty, because no valid system model of the actions of the stock market presently exists [18, 191. The problems to which decision analysis can be most usefully applied lie somewhere between these two extremes. For example, an advanced energy system is to be developed. Certain engineering principles and experience with prhtotype designs give a good indication of how the system will perform. However, some uncertainties will still exist such as the cost of the energy system in mass production or the reliability in commercial operation.
In the decision analysis paradigm, the outcomes of the system model provide the input to the decision maker's value model. [5, [20] [21] [22] [23] . There exist axiomatic formulations for obtaining group preferences, based on concepts of rationality, fairness, and efficiency, but they ultimately all contain one or more logical assumptions that can be seriously questioned.
Even the selection of a group decision model is in itself a group decision.
An extensive discussion of a group decision analysis where the members of the group had disparate preferences is that of Dyer and Miles .
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The multiattribute aspect of decision analysis appears because, for most complicated problems or complex systems, the outcomes must be evaluated in terms of several objectives (also called "goals" or "criteria"). A specific occurrence of an attribute is called a "state" of the attribute.
Objectives of a decision analysis are stated
An "attribute state" for the objective "minimize fuel consumption" might be x3 -35 miles per gallon.
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Aggregating Objectives into a Value Model
Once attributes have been assigned to all the objectives and attribute states have been determined for all the outcomes, it is then necessary to aggregate the Attribute states of each outcome through tradeoffs into a single unit of measurement that will correctly represent the preference ordering of the decision maker for the outcomes.
One common method for aggregating the attribute states is the "willingness to pay" or "pricing out" technique [5] . One attribute is case, x -(xl ,x2), the correct formula, assuming utility independence, is [5, 33] :
The correct mathematical derivation shows that a multiplicative term ul (xl) u2 (x2) with a weighting factor of (1 -k I -k2 ) appears.
A simple example can illustrate why the weighted sum can yield incorrect orderings of outcome preference. Consider the selection of an aircraft with the two attributes of concern being x = payload weight and x2 -aircraft range. A weighted sum could incorrectly give preferential ranking to an aircraft with a very large payload weight, but whose range was less than the majority of the routes being considered. In the twoattribute formula just given, assigning small values to k and k 2 results in a formula approximately of the form:
It is in this multiplicative term that the preferred states is correctly modeled.
Keeney has developed a practical algebraic expression for combining the attribute utility functions to obtain an outcome utility function.
Rather than testing each attribute for utility independence, Keeney has
shown that it is only necessary to test one attribute for utility indepe:idente (call it the reference attribute), and then to verify that the pair- For the details of the proof, the reader is referred to Keeney [34] and Keeney and Raiffa [5] .
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The n scaling constants, ki , determine the relative importance of be stressed that this "technical dependence" has no effect on the value model and is not to be confused with the utility and preferential independence conditions required of the Keeney and Raiffa formulation of the value model.
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The lottery method, first introduced by von Neumann and Morgenstern [35] , serves three purposes in the Keeney and Raiffa formulation [5] of the multiattribute decision problem. It permits the construction of outcome or attribute utility functions, given the preferences of the decision maker for various outcome or attribute states; it permits the determination of the attribute scaling constants; and it permits uncertainty to be treated in a straightforward manner such that utility function values can be assigned to alternatives with uncertain outcomes.
A lottery is a gamble between a set of outcomes in which a single outcome will result. Associated with each outcome is a probability of the occurrence of that outcome. Lotteries are diagrammed as follows:
The diagram is to be interpreted as requiring that Outcome A will occur with probability pA , Outcome B will occur with probability p B , and Outcome C will occur with probability p C . Only one outcome can result (mutually exclusive) and one of the outcomes will result for certain, i.e., p + p + p = 1.0 (collectively exhaustive). The probabilities may not be at all easy to assess, especially if the probability of the occurrence of an outcome is extremely small, or is based entirely on subjective judgment with little supporting data [36] . There are also a number of psychological biases that enter into the estimation of probabilities [37] .
Ultimately, if the value model is to represent the decision maker's preferences, the probabilities used in the decision analysis must correspond to the judgment of the decision maker.
The most common use of the lottery method is for handling uncertainty and it is for this purpose that von Neumann and Morgenstern [35] introduced the method. Lotteries are used to represent the uncertainty that the decision maker may have with respect to the outcomes that could result from the selection of a specific alternative. Von Neumann and Morgenstern assumed that lotteries and outcomes could be rank ordered in preference. They proved that the correct numerical representation of the decision maker's preference for a lottery is simply the expected value of the utilities of the outcomes of the lotteries, i.e.. for a lottery that yields
Outcome A with probability p and Outcome C with probability 1-p, the correct numerical assignment of utility to the lottery is just:
Several other axiomatic formulations and proofs of the decision criterion of expected utility have appeared in the literature [38] [39] [40] [41] [42] [43] . Elementary proofs are given in Hadley [44] and Luce and Raiffa [45] . See also other i References [46] [47] [48] [49] [50] .
Lotteries are used in the following manner to establish outcome and attribute utility functions. The decision maker (or his representative)
is first asked to rank order in preference three or more outcomes (or attribute states). Let us assume that Outcome A is preferred to Outcome B, which is in turn preferred to Outcome C. Then the decision maker is asked 15 for a probability p such that he is indifferent between receiving Outcome B for certain, or a lottery which yields Outcome A with probability p and Outcome C with probability 1-p. In terms of the following diagram, the decision maker is asked to assign a probability p to the following lottery such that he is indifferent between receiving ( a) or (b): 
1-ki x° }
The probability k is the attribute scaling constant for the ith attribute.
This procedure is discussed in detail in Keeney and Raiffa [5] .
unique outcome. Instead it specifies a lottery over a set of outcomes.
Since the decision maker cannot have the most-preferred outcome for certain, the best that can be done is to select the alternative that results in the most-preferred lottery. Thus, a decision alternative can be assigned a utility, namely the expected utility of its corresponding lottery, and the most-preferred alternative is that for which the utility is maximized. The decision would be made based on a value model that includes as objectives such factors as annualized cost, environmental effects, coal availability, and the probability p that the R&D program would be successful.
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Summary
Multiattribute decision analysis is a technique for aiding the decision maker in comparing and selecting between complex alternatives.
The complexity may arise for several reasons: (1) the system model may be inherently complex, (2) the value model of the decision maker may contain many objectives, and trade-offs need to be made between these objectives, and (3) uncertainties may exist that prevent the selection of a specific alternative from uniquely determining the outcome. Multiattribute decision analysis has the analytical capability to handle all of these complexities with a practical and theoretically consistent approach.
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