AbstracI-We consider the prohleni nf applying aggregate eongestion contrnl to a class of distributed niultimedia applications known as Clnster-to-Cluster (C-Io-C) applications. Flows in such an application share a coninion intermediary path that is the primary source of netwurk delay and packet loss.
I. INTRODUCTION
As multimedia applications of the future become increasingly diverse and sophisticated, so too will their networking needs. Where one or two data streams was sufficient. future applications will require many streams to handle an evergrowing number of media types and modes of interactivity. Where the endpoints of communication were once single computing hosts. future endpoints will be collections of communication and computing devices. Examples of such applications include distributed sensor arrays. tele-immersion [I] , computer-supported collaborative workspaces (CSCW) [2] , ubiquitous computing environments [3], and complex multistream. multimedia presentations [41.
In this paper, we are interested in a class of distributed multimedia applications that we call Clri.strr-to-Clttst~r (Ctu-Cj applications. The hallmark o l a C-to-C application is that it is distributed over many computing and communication devices. or endpoints. within some local environment and communicates with a set of endpoints located in some remote environment. Consider. as an example. a tele-immersion application. In such an application. tens of cameras are used to capture video data irom a number of different angles and Endpoint A,
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Fip. 1. C-to-C application model viewpoints. These video streams (along with other sensor information such as spatiaiized audio and 3D tracking information) are sent to a remote environment where they are consumed by a distributed set of processes which may. for example. he driving an immersive multi-projector 3D display.
C-to-C applications exhibit a number of interesting and important characteristics. Figure I illustrates the abstract C-to-C applicaiton model and some of its identifying characteristics.
including:
A natural aggregation point. Data communicated between clusters will typically pass through a natural agpgarion point (AP) as data leaves one environment on route to the remote environment.
A cotntiiun internet path across pous. While few flows in a C-to-C application share the exact same end-toend path, all flows will share a common Internet path between clusters. While the network within a cluster can be provisioned to support the needs of the application. the path between clusters is shared with other Internet flows. We call this the cluster-tu-cluster (lata path.
independent. but set~iunticallv rcluted pons of rlara. An application may need to priortize its many streams in a particular way. or divide complex media ohjects bandwidth require coordinated adaptation decisions that take into account the global ohjectives of the application. its current state. the nature of various Rows. and relationship between Hows.
An import:int issue for C-to-C applications is that of congestion control. While individual flows within the application may use a variety of transport-level protocols. including those without congestion control, it is essential that aggregare application rruffrc is congestion responsive [ 5 ] .
While application traliic must he responsive to network congestion at an aggregate level, how this responsiveness is achieved should depend entirely on the application. Thus. the sending behavior of individual Hows in response to congestion may vary widely according to an arhitrarily complex scheme defined by the application. For example. certain Hows may halt sending altogether. while others make media encoding adjustments. and still others continue to send at their original sending rate. Important only is the effectiveness of the scheme in responding to changes in available bandwidth on an aggregate level.
This paper addresses the problem of applying congestion control tn aggregate C-to-C application traffic. In particular, we are interested in leveraging existing single-How congestion control schemes for C-to-C aggregate Hows such that:
Cliisrrr endpoinrs are infuriiietl of Danrlnidth awiluble Io tlie C-rorC application as a whole.
. Endpoinrs ius? respond lo this itforination in applicnliundefined wa~s.
End-to-end seiiiantics are presenied for each indh~irliial pun.
Aggregatr application trufjic is congestion 1-esponsive. In addition. we helieve that an aggregate congestion control scheme should support iiiiilr;/~le,/loM:sliares. In other words. if we consider a single Howshare to he the bandwidth utilized by a single congestionvxmfolled flow (i.e., a single TCP connection). then a C-to-C application that involves multiple Hows should receive multiple flowshares. Several approaches discussed in Section II ([6] . [71. [XI) apply congestion control to aggregate flows such that the total handwidth used is the equivalent of a single Rowshare. We helieve that this unduly restricts the handwidth available to any given flow in a multi-How application.
We propose applying congestion control to aggregate C-to-C application traffic such that an application with in Rows may receive the eqriisnlml of 111 flow.hires. Furthermore. how available bandwidth is actually divided among Rows is left entirely to the C-to-C application. For example, some application Hows may take more than a single flowshare.
while others take less. The decoupling of aggregate congestion control from individual Row behavior is a novel feature of our approach. and of tremendous utility to applications with diverse ohjectives and networking needs.
The main contributions of this paper are: A protocol is descriDrrl rliat supports global iiieasiir-einenl of nework conditions a~:ross ullpun~s of a C-to-C appli-ivtiun. We call this protocnl the Cuordiriorion Protocol (CPJ because these measurements enahle application endpoints to make coordinated adaptation decisions. A i i i~t l i i i i l for upplying rate-bused ,>ingle,flonI Icongeslion control ulgui-ithriis tu a,ogrrgote C-to-C ~i-aflc is described mil e~oliinteii. To illustrate. we implement and examine experimentally TFRC [9], niis iirerlioil is menileil to allow uggr-?gate corigesrion control for the rqirii'ulent of in flonsliares. A new technique called bnndnidtli filtered loss cletection (BFLD) is presented that allows bandwidth availability to he calculated correctly regardless of the aggrepate sending rate.
We describe an iispleriientation of olir un:hilec~trir-e rising FreeBSD and Linirr and muhiore its prrJorriiance rinrler iarioirs conditions. Our results demonstrate ihe overaH success of our approach. The organization of this paper is as follows. Section II discusses various approaches to managing congestion conuol in Row aggregates. In Section HI. we describe the Coordination Protocol (CP) and discuss how it supports the application of existing single-How congestion control algorithms to the Cto-C application context. Simulation results evaluating these methods for a single Rowshare are presented in Section IV. In Section V. we consider how this technique can be extended to support m flowshares. In Section VI. we describe our implementation of CP and present performance evaluation results under various network conditions. Section VI1 summarizes this paper and discusses future directions.
RELATED WORK
The problem of managing congestion conuol for flow aggregaes has heen addressed by a number of other researchers. most notably in lhe Congestion Manager (CM) work of Balakrishnan 161. In this section. we discuss several such apprmaches and assess their applicability to the C-to-C application context.
A. Flow Segnienrution
One approach for applying congestion control to How aggregates is to multiplex a single congestion responsive Row among individual Hows sharing the same transmission path.
In the C-to-C context. this could be done using a single flow between aggregation points. with an application-or transportlevel multiplexer/demultiplexor al cach AP. This approach is taken hy [8] in their work on TCP tnmking for connections that traverse a common backbone path.
Another variation of this approach. known as a,egregulrrl TCP ( A T P ) , is presented in 171. In this approach. multiple connections from a set of endpoints to a cnmmou remote endpoint are each divided into a local .siibconnectioii between an endpoint and its portal router and a shared I-eiirole rribconnrction Whether executed at the application-level or transparently a in TCP-trunking. there are a number of problems with How segmentation in the C-to-C context. First. the approach reduces 0-7803-8355-9D4lS20.00 02034 IEEE.
aggregate application traffic to a single Howshare. We argue in Section I that limiting aggregate C-to-C application traffic to a single congestion responsive flow is unfairly restrictive in circumstances where the application employs numerous Hows or is competing with numerous flows at the bottleneck link. Second_ this approach fails to inform C-to-C application endpoints of aggregate networking performance. Without this information, application endpoints cannnt fully exploit specific intersueam adaptation schemes. Third. this approach may result in additional network delay as application packets are buifcred at the trunk source witing to be forwarded in a congestion controlled manner. Finally. end-to-end transportlevel protocol semantics are not preserved for individual flows if communication is segmented into multiple connections (e.g._ endpoint to AP. AP 10 AP. AP to endpoint).
B. Congestion Monoger(CM)
The congestion icionager (CM) architecture. proposed by Balakrishnan et al. in [6] . provides a compelling solution to the problem of applying congestion control to aggregate traffic where flows share the same end-to-end path. Unlike the above schemes. CM emphasizes application control by informing flows of bandwidth available to them and avoiding the buffering of How data during the forwarding process.
While the CM architecture proposes many useful concepts and mechanisms for managing congestion control for flow aggregates, we believe that it is not a good match for the C-to-C problem context as described in this paper.
First. CM's use of a How scheduler to apportion bandwidth among flows is problematic. Because C-lo-C applications can have complex schemes for accommodating ad hoc flow mivals and departures. and for responding to changes in available bandwidth and changes in application state. we expect adaptation strategies to result in very dynamic rate adjustments for individual flows. Thus, characterizing each How's rate requirements is din'icult to do o priori. This kind of characterization is required with CM because individual flow rate requirements are reconciled within a hierarchical fairservice curve (HFSC) scheduler. The HFSC scheduler at the core of CM also serves to police the aggregate sending rate and ensures that the resulting traffic conforms to the calculated congestion conuolled rate. Thus. while CM is able to take a set of individual Hows that are well-characterized, and a set of static interflow priorities, and build a hierarchical schedule for handwidth allocation, this approach is less suitable in the more dynamic C-to-C context. Furthermore. CM is designed to multiplex a single congestion responsive llowshare among flows that have the same endto-end path. Again. as in the multiplexing approach. it may he undesirable to constrain a C-to-C application to il single flowshare. Our solution allows aggregate C-to-C traffic to use multiple Howshares while remaining congestion responsive.
COORDINATION PROTOCOL (CP)
In this section. we brieHy describe our proposed solution, the Coordination Protocol (CP). Our focus here will he on C P mechanisms for aggregate congestion control. The reader is referred to 1101. [ I l l for a more complete presentation of CP.
A. Overview
C P is implemented between the network layer (IP) and the transport layer (TCP, IJDP, etc.). The network stacks of each cluster endpoint and their associated AP are modified to process CP packet headers, while all other nodes along the C-to-C data path require no special modifications. Figure 2 illustrates the CP architecture from a stack implementation point ol view.
Using the CP header. a cluster AP identifies C-to-C application packets and attaches network probe information to each. The remote AP receives and processes this infnrmation. This exchange is bi-directional. By exchanging p r o k information in this manner. each AP builds a picture of current network conditions. including round-trip time ( R 7 T ) and loss rates for the application as a whole. This information. along with an estimated available bandwidth value. is passed to application endpoints using the CP header on a per-packet basis. An AP uses aggregate measurements of R l T and loss to drive a rate-based congestion control algorithm (e.g.. TFRC or RAP). Our design o l C P allows a large class of congestion control algorithms to be used, bringing to bear the work of others instead of inventing new algorithms. The result of the congestion control algorithm is an ongoing aggregate sending rate calculation. This estimate predicts the bandwidth that would he used by a single How employing the same congestion control algorithm under similar network conditions. When C-to-C endpoints receive this estimate. they respond by modifying their sending rate in an application-defined manner. A C-to-C application is free to employ any response scheme it wishes in order to realize an aggregate sending rate that reflects the bandwidth available to the application. In addition. the application need not limit iisclf to a single llowshare of bandwidth, but may use up to r n flowshares. where 111 is the number of application Hows. Within this aggregate rate. applications are free to manage individual flows in any manner. In particular. individual Hows may not be congestion responsive as long as application traffic as an aggregate is. In Section V we discuss how the use of multiple Rowshares is realized in greater detail.
The benefits of this approach include:
. Afflsffonrarding poth since traffic shaping and How segmentation are avoided. APs do simple accounting across all application flows and a small number of calculations to obtain prohe results. . Presenrd end-to-md senwntics for transport-level protocols.
. Conipletc ~ipplication control over the manner in which an aggregate congestion response is realized.
Support for iiiiiltiple flonshares.
B. Why A New Protocol L a y ?
The decision to insert CP between the network and transport layers requires some justification. First, we note that placing CP below the transport-layer preserves the end-to-end semantics of individual transport-level protocols. Second. we argue that C P logically belongs in this position because managing the aggregate C-to-C application traffic is conceptually above the next-hop forwarding concerns of IP and below the endto-end concerns of the transport layer. Third. application-layer handling of CP packets at the A P would affect forwarding performance.
We point out. however. that our decision is merely one of implemenvation. It is certainly possible to implement the mechanisms we describe at the application-level. Indeed.
Section VI describes a hybrid UDP-based implementation using C P headers nested within UDP packet data and "deep" processing by kernel-level forwarding code at the APs. Figure 3 shows a CP data packet. CP encapsulates transportlevel packets by prepending a 16-byte header and. in turn. IP encapsulates C P packets. Each CP header contains an application identifier associating the packet with a C-to-C application: allowing the AP to identify which packets are part of an aggregate flow. The header also contains a version number and a Hags field. The remaining contents of the CP header vary according t o the changing role played by the header as it traverses the network path from source endpoint to destination endpoint. The basic operation of CP is as follows: As packets originate from source endpoints:
C. CP Operotiun
The endpoint stack places information in the CP header identifying the C-to-C application and Row.
The AP processes the identification information arriving in the CP header. Bandwidth usage statistics and other A s packets arrive at the local A P state information associated with the C-to-C application are updated. Part of the C P header is overwritten. allowing the AP to communicate congestion probe information to the remote AP. As the packet is forwarded to the remote AP. the header now contains timestamps used to measure RTT. a sequence number to detect losses. and loss rate and available handwidth estimates.
As packets arrive at the remote A P
The CP header is used to measure network delay and loss. Again, part of the CP header is overwritten. this time to communicate network condition information. aggregate bandwidth usage. and other aggregate measures of performance to the remote endpoint.
As packets arrive at the destination endpoint:
The endpoint stack processes network condition information from the C P header and makes it available to the transport-level protocol and the application.
D. Aggregate Congestion Control
Implementing aggregate congestion control in C P involves several mechanisms. The APs use fields in the CP header to measure R?T and detect loss. In addition. the APs maintain an average packet size calculation. This information is made available to the congestion control algorithm. The algorithm is expected to estimate the available bandwidth for a single flowshare. The estimate is maintained by the receh'ing AP. For example. in Figure 1 . the A P for Cluster B maintains an estimate for available bandwidth from Cluster A to Cluster B and reports this estimate back to endpoints in Cluster A within the C P header of packets traveling back in the other direction. In the same manner. Cluster A maintains an estimate of available handwidth from Cluster B to Cluster A.
To measure RTT. the AP's use a timestamp-based mecha-
nism. An AP inserts a timestamp into each packet which is echoed along with the delay since that timestamp was received.
When the echo is received by the original AP. a Kn' sample is constructed as RTT = cirrrent tinufiniestunip d i uecho (/day. The RTT sample is used to maintain a smoothed weighted average estimate of KIT and RTT variance. To detect loss. each AP inserts a monotonically increasing sequence number in the C P header. At the receiving AP. losses are detected as a gap in the sequence number space. These losses are reported to the congestion control dgorithm and a smoothed average loss rate is maintained.
C P can employ any rate-based congestion control algorithm that uses thc current KIT. mem packet size. and individual loss events or loss rates as basic building blocks. We illustrate this in Section IV where our implementation of TFRC is described in some detail.
E. Truniporr-lese1 Protorols
Transport-level protocols are built on top of CP. We have initially considered coordinated versions of TCP (C-TCP) and UDP (C-UDP) implemented using a modified socket API.
With C-UDP. the application is provided an interface to set thc C-to-C application id and flow id, and get the latest estimated RTT. aggregate loss rate. and estimated available bandwidth. The application is responsible for adapting its packet send rate based on this information.
Our coordinated version of TCP (C-TCP) provides the same end-to-end semantics as TCP (i.e.. a reliable byte stream), but relies on the underlying C P protocol to detect congestion and suggest an appropriate sending rate. The application can attenuate the suggested congestion-controlled rate by setting a scale factor.
E Exploifing CP
A C-to-C application may configure its endpoints to respond to changes in bandwidth availability (as well as other information in the CP header) in any way it chooses and modify the configuration at will. For example, it need not be the case that each endpoint responds in a uniform manner. or even that all Rows respond. An application may instead realize a congestion-controlled aggregate send rate by backing off or terminating some Hows, but not others.
Likewise. how an application implements dynamic endpoint configuration is left entirely up to the application itself. Some applications may he statically configured from the onset. 0thers may employ a centralized control process which interprets changing network information and periodically sends configuration messages to each endpoint. Still others may employ a decentralized approach in which endpoints independently evaluate application and network state information and make send rate adjustments accordingly.
IV. SINGLE FLOWSHARES
In this section. we describe our implementation of CP in ns2 [I? ] and discuss simulation results for a mock C-to-C application configured to send at an aggregate rate equivalent to a single flowshare. Our results show that C P performs well when compared to compcting flows of the same protocol type.
A. CP-TFRC
We refer to our ns2 implementation 01' the TFRC congestion control algorithm in CP as CP-TFRC. (Full details of the TFKC algorithm can be found in [13] .) For CP-TFRC. a loss rate is calculated by constructin? a loss history and identifying loss O~P~I S .
These events are then converted to a loss esenr rote. Smoothed which calculates a TCP-compatible transmission rate S (byteskec) where s is the packet size (bytes). I ? is the round trip time (sec). p is the loss event rate; t.,qro is the TCP retransmission timeout (sec), and b is the number of packets acknowledged by a single TCP acknowledgement. Updates in bandwidth availability are made at a frequency of once every RlT, Bandwidth availability is estimated at the remote AP. The resulting bandwidth availability value is placed in the C P header on the reverse path, and simply forwarded by the local AP to application endpoints.
B. Confi&rrrtion  Figure 4 shows our ns-2 simulation topology. Sending agents. labeled SI through &, transmit data to APs where it is forwarded through a bottleneck link to remote AP.4 and ACK agents A I through A,,. For any given simulation. the bottleneck link between Il and 1 2 is shared by C P flows transmitting between clusters and competing (i.e.. non-CP) TFRC flows. Table I summarizes topology parameters. Links between ACK agents A1 through A, are assigned delay values that vary in order to allow some variation in R l T for different end-to-end Hows.
Flows in our simulated C-to-C application are configured to take m equal portion of the current bandwidth available to the application. That is. if 11 C-to-C endpoints share bandwidth Howshare B, then each endpoint sends at a rate of Bin. More complex configurations are possible. and the reader is referred to [ I I] for further illustrations.
C. Esalirarion
Our goal in this section is to compare agyepate CP-TFRC traffic using a single Howshare with competing TFRC flows sharing the same C-to-C data path. Our concern is not evaluating the properties (e.g.. TCP-compatibility) of the R @ + t R~0 ( : 3 @)p( 1 + :Ep2) 0-7803-8355-9/04/$20.00 07.004 IEEE. The performance of TFRC flows is presented in two ways. First. normalized bandwidth of a single run is presented as a series ol' points representing the normalized handwidth received by a each competing How. These points illustrate the range in values realized within a trial. Second. a line connects points representing the average (mean) bandwidth received by competing TFRC Hows across 20 different trials of the same configuration.
The CP-TFRC line connects points representing the aggregate bandwidth received by 24 CP flows averaged over 20 trials. For each each trial, diis aggregate How compete. a single flowshare within the simulation. We see from this plot that as the number of competing TFRC flows increases. C-to-C Hows receive only slightly less than their fair share. Figure 6 shows per-flow normalized throughput when the number of competing TFRC flows is held constant at 24, and the number of C P flows is increased. but still sharing a single Howshare. Again aggregate CP traffic received very dose to its fair share of available bandwidth, with normalized values greater than 0.8 throughout.
V. MULTIPLE FLOWSHARES
In this section, we consider the problem of supporting multiple Howshares. While numerous approaches for applying aggregate congestion control using single Howshares have been suggested as reviewed in Section 11. we are unaware of any approach that considers the multiple Howshare problem. The reason for this is that single-flow congestion control algorithms break when a sender fails to limit their sending rate to the rate calculated hy the algorithm. Here we use simulation to show how this is the case for CP-TFRC. After discussing lhe problem in some detail. we present a new technique. banrlwirlrlr plfered loss clererrion (BFLD) and demonstrate its effectiveness in enabling multiple Ilowshares.
A. N u i w Appi-oacli
Our goal in this section is to allow C-to-C applications to send the equivalent of I I I flowshares in aggregate traitic. where J U is equal to the numher of flows in thc application. As mentioned in Section I, we believe that limiting a Cto-C application to a single Howshare may unfairly limit bandwidth for an application that would otherwise employ multiple independent flows.
A naivr approach for realizing multiple flowshares is simply to liave each C-to-C application endpoint multiply the estimated handwidth availability value B by a lactor 111. Thus. each endpoint behaves as if the bandwidth available to the application as a whole is mB. One could justify such an approach hy arguing that probe information exchanges between APs maintain a closed feedback loop. That is. an increase in aggregate sending rate heyond appropriate levels will result in increases in network delay and loss. In turn. this will cause calculated values of B to decrease. thus responding to current network conditions. Ideally B would settle on some new value which. when multiplied hy I I I . results in the appropriate congestion-controlled level that would have otherwise been achieved by n i independent flows. Figure 7 shows dial this is not the case. For each simulation. the number of CP-TFRC and competing TFRC Hows is held constant at 24. The number of Howshares used hy CP-TFRC traific is then increased from k = 1 to 111 using thc naive approach. The factor 1: is given by the z-axis. The normalized 0-7803-8355-9/04/S20.00 07.004 IEEE. 
B. The Packer Loss Problem
In the case of CP-TFRC. recall that RTT and loss event rates are the primary inputs to equation I. We note that increasing the C-to-C aggregate sending rate should have no marked effect on RlT measurements since APs simply use any available CP packets for the purpose of probe information exchanges. In iact, increasing the number of available packets should make R l T measurements even more accurate since more packets are available for probing. On the other hand. we note that a large increase in Cto-C aggregate traffic has a drastic effect on loss wenr rule calculations in CP-TFRC. TFRC marks the heginning of a loss evmt when a packet loss P?. is detected. The loss event ends when. after a period of one RTT, another packet loss Pj is detected. An into-loss evmf intenwl I is calculated as the difference in sequence numhers between the two lost packets ( I = j-i) and, to simplify somewhat. a rate R is calculated by taking the inverse of this value ( K = I/[). Here we note that the effect of drastically increasing the number of packets in the aggregate traftic How is to increase the inter-loss event interval I: while the likelihood of encountering a packet drop soon after the R l T damping period has expired increases. the number of packet arrivals during the damping period also increases. The result is a larger interval. or a smaller loss event rate, and hence an intlated available bmdwidth estimation. This situation is depicted in Figure S . In a sense, the algorithm suffers irom the problem of inappropriate feedback. For CP-TFRC, too many packets received in the damping period used to calculate a loss event rate artificially intlates the inter-loss event interval. The algorithm has been tuned for the uppropriare amount of feedback which would he generated hy a packet source that is conformant to a single Howshare only.
Fiy. 9. Vinual packct event SLTSIIIII conaluction by BFLD.
C. BFLD
Our solution to the problem of loss detection in a multiple Howshare context is called 6ari1lu~irltlt filtered loss derection (BFLD). BFLD works by sub-sampling the space of CP packets in the network. effectively reducing the amount of loss feedback to an appropriate level. Essentially, the congestion control algorithm is driven by a "virtual" packet stream which is stochastically sampled from the actual aggregate packet stream.
BFLD makes use of two different bandwidth calculations. First is the oioilable hanrlwirlfh, or BaVaii. which is calculated by the conpestion control algorithm employed at the AP. This represents the congestion responsive sending rate for a single Aowshare. Second is the an-iwl 6an~lu:idrh. or The value B,,,i, is an estimate of the bandwidth currently being generated by the C-to-C application.
From these values. a sariipling fracrion F is calculated as F = B ouni~/Barria. If B,,,,l > BaTTi,. then Iz is set to 1 .O. Conceptually, this value represents the fraction of arriving packets and detected losses to sample in order to create the virtual packet stream that will drive the congestion control algorithm. We refer to this virtual packet stream as thefilrered packet ewnr srrmrii.
To determine whether a packet arrival or loss should he included in the liltered packet event stream, a simple stochastic technique is used. Whenever a packet event occurs (i.e.. a packet arrives or a packet loss is detected), a random nnmher 1 ' is generated in the interval 0 5 I' 5 1.0. If r is in the interval 0 5 r 5 F then an event is generated for the virtual packet event stream. otherwise no virtual packet event is generated.
Packets chosen by this filtering mechanism are given a virtual packet sequence numher that will he used by the congestion control algorithm for loss detection. computing loss rates. updating loss histories. etc. Figure 9 illustrates the effect of this process. In this figure. we see that a subset of the multiple Howshare packet event Stream is stochastically chosen to generate a virtual packet event stream. In this stream. we see virtual sequence numbers assigned to these packet events. As a result. the TFRC calculation for the loss event interval decreases from I: ! to i remedying the problem illustrated in Figure X . An interesting ieature of this technique is that it can be applied r-egordless of the n1irr16er-ofponshorcs used by the C-to-C application. 'Ibis is because the factor F adjusts with the amount of bandwidth used. 0-7803-8355-9/04/$20.00 82004 IEEE. 
D. Evalrration

VI. IMPLEMENTATION AND EVALUATION
In this section. we brieHy describe our implementation of the Coordination Protocol using FreeBSD and Linux, including packet header placement. router modifications. application API. endpoint traffic generation. and experimental setup. We then go on to present results showing how BFLD performs in an experimental network with competing TCP connections and various levels of network delay. bottleneck bandwidth. random loss. and background traffic loads. Overall. we find that CP does quite well in maintaining TCP-compatibility under a wide variety of network conditions.
A. hriplrriimtation
Our implementation of the CP architecture is a compromise between the approach described in Section I11 and an application-level approach. The implementation uses UDP packets with C P packet headers nested within the first 20 bytes of application data. Using UDP'allowed us to avoid the requirement that application endpoints have modified network While the endpoint implementation is handled at the application Icvel. the AP implementation is handled at the kernel level using a dynamically loadable kernel module written for FreeBSD version 4.7. This module extends IP forwarding capahiliries of first and last hop routers to provide full AP functionality. The, module is configured to recognize UDP packets from particular source-destination host pairings as CP packets. triggering "deep processing" ol' the CP packet header nested within UDP application data. All state maintained at the AP is "soft" (i.e.. created on demand and torn down by timeout). An application-level library provides a thin layer of indirection within application send and receive calls at the endpoints.
StdckS.
For send calls. the libary 11andles packetization and inserts a CP header at the beginning of each send buffer. For receive calls. the library first removes and processes the CP header. then passes data to the application. API calls are provided that allow the application to query network and flow information carried by the C P header. To drive the system. we constructed a test application comprised of two endpoint clusters exchanging data as infinite data sources. Each endpoint acts essentially as a rate-based traffic generator. sending mock data to a remote endpoint at :I rate equal to b:B where B is the available bandwidth reported by CP and k is a multiplicative factor and input parameter. Our test application lacks the rich semantic relationships seen in real-world distributed multimedia applications. but provides us with the tools we need to verify system correctness and study overall AP performance. Endpoint hosts include both Linux hosts (version 2.4) and FreeRSD hosts (version 4.5).
B. E.xper.iirrenta1 Srnrp
Our experimental network is shown in Figure 11 . C P hosts and their local AP on each side of the network represent two clusters that are part of the same C-to-C application and exchange data with one another. Each endpoint sends and receives data on a 100 Mbls link to its local AP. a FreeBSD router that has been CP-enabled as described above. Aggreate C-to-C traffic leaves the AP on a I Gb/s uplink. At the center of our testbed are two routers connected using two I00 Mb/s Fast Ethernet links. This creates a bottleneck link, and by configuring traffic from opposite directions to use separate links. emulates the full-duplex behavior seen on wide-area network links.
Competing TCP flows are generated by TCP hosts on opposite sides of the network. These hosts use the well-known utility ;perf [ 151 to generate long-lived flows with unlimited data. Each host is connected to its local switch using 100 Mbls Fast Ethernet. TCP Hows share the same bottleneck link with CP flows and thus compete with them for bandwidth.
Also sharing the bottleneck link are background flows between traffic hosts on each end of the network. More will be said about these flows in Section VI-G.
I'inally, network monitoring during experiments is done in two ways. First. tcpdr~117p is used to capture TCP/IP headers from packets traversing the bottleneck. and then later filtered and processed for-detailed performance data. Second. a soft-0-7803-8355-9/04/$20.00 82004 IEEE.
ware tool is used in conjunction with ALTO [Ih] extensions to FreeBSD to monitor queue size. packet forwarding events. and packet drop events on the outbound interface of the bottleneck routers. The resulting log information providcs packet loss rates with great accuracy.
C. Perjiuriiiance iiiefrics
Overall, our goal is to compare aggregate C P flow performance to that of TCP under various network conditions to see whether the CP architecture can successfully maintain compatibility when the number of Howshares is scaled. Toward this end. we make use of two comparative meuics closely related to those described in L91.
First is i?oriiiuiized t/iroriglrpiit rutio defined as the ratio of normalized average throughput for a single TCP How to the normalized average throughput for a single C P tlowshare.
Here 
D. Dduy erperiinents
To test CP under various network delay conditions. we made use of the dumzy?et [I81 traffic shaper found in FreeBSD 4.5. Dern!iiynet provides support for classifying packets and dividing them into flows. A pipe abstraction is then applied that emulates link characteristics including bandwidth. propagation delay. queue size, and packet loss rate. 
E. Bottleneck hun~lwi~lrli experiinents
To Figure 15 shows a very balanced throughput variance for all equal How disuibutions. and a strikingly unbalanced throughput variance for unequal Hows distributions. In particular, the 7-35 set shows TCP flow throughput variation to be nearly double that of CP. For the 35-7 set. CP shows signilicantly more variation.
E Randoin loss e.rperiiiients
To test C P under variws loss levels we once again used the dii~irri~nrr traffic shaper on bottleneck FreeBSD routers.
We varied random loss levels from 1 to SB. meanwhile mainvainin: a constant 40 ms round trip time.
Normalized throughput results in Figure 16 show a marked drop in ratio values as loss levels are increased, indicating 0-7803-8355-9/04/520,00 02004 IEEE. that TCP is increasingly losing bandwidth to CP. This is a known problem with T1XC that has been described in [19] .
Widmer theorizes that higher packet loss rates increasingly interfere with TCPs ability to maintain self-clocking since timeouts become more frequent. SACK TCP would likely perform better than FreeBSD's New Reno implementation but unfortunately is not supported by FreeBSD version 4.5.
G. TraBc I O~I r.iperiwnrs
While testing CP performance under various dummynet loss conditions is instructive. a random loss model is wholly unrealistic. In reality. losses induced by drop tail queues in Internet routers are bursty and correlated. To better capture this dynamic. we tested CP performance against various background traffic workloads using a Web traffic generator known as thttp.
T1itt.p uses empirical distributions from [20] to emulate the behavior of Web browsers and the traffic that browsers and servers generate on the Internet. Distributions are sampled to determine the number and size of HTTP requests for a given page. the size of a response. the amount of "think time" heiore a new page is requested. etc. A single instance o f f http may be configured to emulate the behavior of hundreds of Web browsers and significant levels of TCP traffic with realworld characteristics. Among these characteristics are heavytailed distributions in flow ON and OFF times. and significant long range dependence in packet arrival processes at network routers.
We ran iour t.ht.tp servers and four clients on each set of traffic hosts seen in Resulting loss rates are shown in Figure 18 as measured at bottleneck router queues. Figure 19 shows normalized throughput ratios for both experiment sets. Results look much improved over clriiniiiwel random loss trials shown in Figure 16 . TCP flows average slightly more bdndwidith than CP llowshares at low load levels for the 35-35 set. while the reverse is true for die 14-14 set. Figure 20 show very similar levels of throughput variation in TCP and CP. with only a slight difference at the lowest load levels 00151 ..,. 
C.O.V. ratio results in
VII. S U M M A R Y A N D FUTURE W O R K
In this paper. we have discussed the need for aggregate congestion control for a class of distributed multimedia applications called Chtsfer-to-Cluster (C-lo-CJ applications. The Coordination Proroml (CP) was presented ils a framework for applying rae-based. single-How congestion control schemes to this context. It works by providing network probe mechanisms that measure round lrip time and packet loss for aggregate application traffic traversing the shared intermediary path.
Using this information. CP estimates an available bandwidth for a single Howshare and informs application endpoints of this value.
We have shown how this framework can be extended to support ~rir~lliple Jlouslrares. In particular. we show that:
. Single How congestion control algorithms do not scale naively to support multiple Rowshares.
Bandwidfh filtered loss defection (BFLD) is a technique for stochastically sampling a packet arrival event stream to provide single flow congestion control algorithms with an appropriate amount of loss feedback.
Using HIXD. aggregate C-to-C traffic can effectively realize multiple Aowshares. After demonstrating that CP performs reasonably well when compared to TFKC using ns2 simulation. we go on to evaluate the performance of an actual CP implementation using FeeBSD and Linux under a wide variety of network conditions. Our results show the overall success of our approach. 0-7803-8355-9/04/$20.00 02004 EEE.
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Finally. an issue we have considered for future work is the use of wireless endpoints within a C-to-C application cluster.
In this case. the assumption that endpoint-to-AP communication takes place with little loss or delay is not true. One idea is to design application endpoints andlor transport-level protocols that can use the C P framework to discriminate between local (i.e._ wireless) and AP-lo-AP sources of delay and loss. This can be done by cnmparing end-lo-end measurements of network conditions with reported CP measurements and using discrepancies as an indication of conditions on the wireless portion of the path.
