Abstract-Raman spectroscopy has proved to have potential in deep surface analytical applications. We present here, to the best of our knowledge, the first time depth analysis of semi-transparent media by a depth-resolving Raman spectrometer based on an adjustable time-correlated CMOS SPAD (singlephoton avalanche diode) line sensor that can measure the depth of target samples embedded in a centimeter-scale semi-transparent medium simultaneously with a normal Raman depth profiling operation and suppress the fluorescence background by means of adjustable picosecond time gating. The variability of the depth derivation was measured to be ± 0.43 cm at depths ranging from 2 to 9 cm. In addition, the advantages of the adjustable picosecond time gating in terms of depth derivation and fluorescence background suppression performance were shown by comparing gate widths ranging from 100 ps to 13 ns. We believe that the technology concerned could pave the way for a new kind of compact, practical depth-resolving Raman spectrometer for deep subsurface analytical applications.
I. INTRODUCTION
R AMAN spectroscopy is a commonly used powerful non-invasive technique for resolving the molecular structure and chemical content of a material. Its potential for subsurface probing of turbid media in analytical applications has led to the development of various deep subsurface Raman spectroscopy techniques (DSRS), including confocal Raman microscopy, spatially offset Raman spectroscopy (SORS) and its daughter techniques (inverse SORS, surface enhanced SORS, µ-SORS and temperature SORS), transmission Raman spectroscopy, off-confocal Raman spectroscopy, cone-shell Raman spectroscopy, time-correlated Raman spectroscopy (TCRS), a combination of TCRS and SORS, frequency offset Raman spectroscopy (FORS) and hybrid FORS-SORS [1] - [14] . Most DSRS research to date has been concentrated on distinguishing the Raman spectra from different layers of diffusive bilayer samples with millimeter-scale layer thicknesses. The potential of DSRS has been demonstrated e.g. in medical diagnosis and disease monitoring, in the authentication of pharmaceutical products through packaging, the non-invasive detection of explosives, non-destructive food monitoring, the analysis of artworks and the analysis of multi-layered mineral samples [15] - [21] . The two most common DSRS techniques mentioned above are SORS (and its derivatives) and TCRS. A problem with SORS is that it requires multiple different spatial offset configurations to resolve the whole Raman depth profile of a sample [3] . Another problem with SORS, and with Raman spectroscopy in general, is the high fluorescence background of some samples, such as biological, mineral and explosive samples, that can partly or even totally mask the weaker Raman signal [22] - [24] . One method for overcoming the fluorescence problem is to use a pulsed laser and a time-gated detector, e.g. a gated intensified charged-coupled device (ICCD), or Kerr gate with a detector [25] , [26] . Because the time responses of Raman scattering and fluorescence emission are different, the number of fluorescence photons can be effectively reduced if photons are collected only during a short time gate, as shown in Fig. 1(a) .
Besides fluorescence suppression, these time-correlated techniques can also be used to probe and resolve the Raman depth profile of turbid and diffusive media [3] , [11] , [27] . The main aim of subsurface probing and Raman depth profiling is to distinguish the Raman spectra of different parts of a sample [3] , [12] , [28] . In time-correlated techniques, this Raman depth profiling is based on the temporal characteristics of photon migration in a medium, as depicted in Figs. 1(b) and 1(c) with two different time gate widths. Basically, the delay between the laser pulse and the times-of-arrival of the backscattered Raman photons (Rayleigh scattered photons are filtered by means of the dichroic filter and thus they are not shown in Fig. 1 (b) to keep this principled figure as simple as possible) depends on the depth of the targeted part of the sample. An attempt is made to distinguish the Raman spectra of different parts of a sample (the top and bottom layers in Figs. 1(b) and 1(c)) by sweeping the time gate through the sample so that the delay between the trigger signal and the time gate opening is increased by means of delay unit until the Raman spectra of all the parts can be distinguished. In Fig. 1(c) , for example, this means that during the time gate sweeping the Raman signal is mainly measured from the top layer of the bilayer sample when the first delay values are used (red pulse in Figs. 1(b) and 1(c)), and likewise it is mainly measured from the bottom layer of the bilayer sample (blue pulse in Figs aim is simply to distinguish the Raman spectra of the different parts of the sample, the actual depths of the parts are not resolved in Raman depth profiling applications. To do this, precise information on the temporal distributions of the Raman photons would need to be measured, as will be shown later in this paper. In addition, the net (Raman) photon forward migration velocity inside the sample, which is affected by the random nature of the scattering in highly diffusive turbid samples, must be derived to resolve the depths of the different parts of a sample [12] , [29] . The scattering and absorption caused by a turbid medium also affect the probability density function of the detected photons, because they modify both the ascending and descending edges of the probability density function and spread it as a function of depth, as illustrated with the Raman echo pulses in Figs. 1(b) and 1(c) [29] , [30] .
As can be seen from the time gate positions and Raman photon distributions in Fig. 1(c) , the first gate position collects not only the Raman signal from the top layer but also some of the first Raman photons from the bottom layer, and likewise the second gate position collects not only the Raman signal from the bottom layer but also some of the late Raman photons from the top layer [12] . This effect is obviously much greater with longer time gate widths, as can be seen between the 250 ps and 1 ns time gates in Fig. 1(c) , so that by the 1 ns time gate the whole Raman photon distributions of both layers fit inside the time gate. As mentioned above, the pure Raman spectra of the various parts of a sample need to be resolved to identify the different parts in Raman depth profiling. Therefore, a shorter time gate width can be said to enhance the depth profiling performance of a Raman spectrometer. Moreover, narrower instrument response functions (IRFs) can be obtained by means of a shorter time gate (with short laser pulses) and thus the depth of a Raman signal source can be derived more precisely, as shown in section III. B. of this paper. On the other hand, if a too short time gate is used, the total Raman photon distribution from the targeted part of the sample may not fit inside the time gate, as shown in the case of 250 ps gating in Fig. 1(c) , leading to Raman signal loss, which may become a problem when measuring samples with low Raman signal levels.
Even though TCRS can yield more direct and precise depth information than SORS, the complexity of TCRS systems has hindered their widespread usage [30] , [31] . Two recently suggested solutions for reducing the complexity of TCRS devices are a time-correlated single photon counting (TCSPC) silicon photomultiplier (SiPM) detector and a novel TCSPC camera, which works on the principle of a microchannel plate-based photomultiplier tube (MCP-PMT) [28] , [32] , [33] . The SiPM detector was a single-pixel detector that lacked simultaneous broadband spectrum acquisition and the system had some problems with the high noise of the detector, which might mask the weak Raman signal [32] . The limitations of the novel TCSPC camera were the need for additional acquisition electronics (because of the limited integration capability of MCP-PMT) and cooling to keep the thermal counts (noise) of the detector low enough [33] .
To construct an even more compact, practical and costeffective TCRS device, time-gated CMOS single-photon avalanche diodes (SPADs) could be used as the detector instead of the earlier mentioned techniques [34] , [35] . The main advantages of CMOS SPAD-based detectors are that SPADs are able to detect digitally even single photons, synchronized measurements in which SPADs are biased to the Geiger mode (the mode in which SPADs can detect single photons) only during the laser pulse can be performed "more easily" compared to for example ICCDs, time gate resolution better than 100 ps can be achieved and the required TCSPC electronics can be integrated into the same die with a SPAD array (enabling broadband spectral acquisition) that will even further reduce the size and complexity of the whole device [34] , [36] - [40] . Furthermore, we have already demonstrated the Raman radar functionality of a time-correlated CMOS SPAD-based Raman spectrometer with a distance resolution of 3.75 cm [41] . The same kind of time gate sweeping as described with the Raman depth profiling was used in that earlier study to gain the Raman radar functionality and thus, the earlier study gives some bases for this present study where Raman depth profiling by means of CMOS SPADbased TCRS is studied. However, this paper presents more complex measurements compared to Raman radar operation. The Raman depth profiling requires a much better resolution of time gate sweeping than the Raman radar operation because the depth differences of samples were aimed to be measured with mm-level accuracy. In addition, there is only one object, which distance is derived based on the backscattered Raman photons traveling in the air, in radar operation, but in depth profiling, there can be multiple objects and different media, which optical properties affect to the trajectories of the photons, making the measurements much more complex. Furthermore, we are investigating here also how the different time gate widths are affecting the Raman depth profiling results with several samples, with and without fluorescence, embedded inside a medium.
We present here a depth-resolving Raman spectrometer based on a pulsed laser and an adjustable time-correlated CMOS SPAD line sensor with an off-chip delay unit that allows sweeping of the time gate position with small delay steps (here 34 ps) and adjustment of the time gate width not only before the measurements but also in the data postprocessing phase. The main aim is to demonstrate for the first time, to the best of our knowledge, the ability of such a device to assess the depths of target samples embedded in a centimeter-scale semi-transparent medium during a normal Raman depth profiling operation. In addition, different time gate widths and targets, with and without fluorescence, were used to show the advantages of the adjustable picosecond gating developed here in terms of depth derivation, Raman depth profiling (Raman spectra of different parts of a sample without any actual depth information) and fluorescence background (including the noise of the device) suppression performance. The concerned technique could open new possibilities for deep subsurface Raman spectroscopy in some application areas where transparent and semi-transparent media are analyzed, such as quality control in the food industry and nanocellulose manufacturing, and pave the way for the development of compact, practical depth-resolving Raman spectrometers that could measure the depths of target samples inside a centimeter-scale semi-transparent medium at the same time as performing a normal Raman depth profiling operation.
II. THE DEPTH-RESOLVING RAMAN SPECTROMETER AND TEST METHODS

A. A Time-Correlated CMOS SPAD Line Sensor-Based Depth-Resolving Raman Spectrometer
Block and timing diagrams of the developed depth-resolving Raman spectrometer based on an adjustable time-correlated SPAD line sensor are shown in Figs. 2(a) and 2(b), respectively. The spectrometer was originally designed to measure samples through a microscope objective, but in this work the objective was removed to be able to inject a collimated laser beam into a semi-transparent medium. The absence of the objective reduces the excitation and photon collection efficiency, but the main aim of this paper was to show the functionality of the mm-level depth-resolving Raman spectrometer based on time-correlated CMOS SPAD line sensor as a proof-of-concept. The excitation and photon collection efficiency without the objective could be improved by proper design of the optics.
The spectrometer consists of a 532 nm pulsed laser (Teem Photonics, model ANG500P-CHS), the necessary optics (a collimator, mirrors, beam splitters etc.), an optical detector, a laptop-controlled adjustable coaxial delay unit, a digital off-chip delay unit, a diffraction grating, a 16×256 CMOS SPAD-based line sensor with a 256-channel, 3-bit on-chip time-to-digital converter (TDC) and a computer and fieldprogrammable gate array (FPGA) circuit. The pulse width, pulse energy, pulse rate and bandwidth of the laser were 160 ps (full width at half maximum, FWHM), 0.6 µJ, 350 kHz and 0.11 nm, respectively, and the pitch of the line sensor was 35.2 µm (active area of a single SPAD = 18 µm×18 µm), resulting in a wavenumber resolution of ∼6 cm −1 (∼0.2 nm). The FWHM of the IRF of the whole Raman spectrometer setup was measured to be 230 ps in [37] where is also a given detailed description of the 16×256 CMOS SPAD-based line sensor with a 256-channel, 3-bit TDC. The sample is illuminated by collimated short laser pulses to derive a Raman spectrum. Raman scattered photons have different wavelengths and thus they diverge upon facing the diffraction grating so that the position of each SPAD in the line sensor corresponds to a specific range of wavelengths. The illumination of the sample and collection of the backscattered Raman photons happen through the same optical axis (reflectance configuration with zero source-to-detector distance). A small portion of the laser pulse is guided via a beam splitter to an optical detector coupled with a comparator that generates a logic level trigger signal passed through the delay units (coaxial delay unit and delay unit shown in Fig. 2 (a)) with a low jitter to the CMOS SPAD line sensor. CMOS logic circuits integrated into the same die with the SPAD line sensor are used to bias the SPADs to the Geiger mode (CMOS logic circuits provide just the 3.3 V excess bias above the breakdown voltage of the SPADs). Neither the optical detector nor the delay units cause significant widening of the IRF of the whole Raman spectrometer setup because the IRF is dominated by the laser pulse width and the jitter of the SPADs (FWHM = 125 ps) resulting in √ (160 2 + 125 2 ) = 203 ps, which is only 27 ps less than the FWHM of the total IRF of the system. This remaining width of the IRF is mainly explained by the jitter of the integrated TDCs.
To achieve depth scanning, the trigger signal can be delayed in arbitrarily defined steps by means of the adjustable airinsulated coaxial delay unit to collect only the photons arriving from the depth to be targeted, as shown in Fig. 2 (b) where delay steps of 34 ps are used, for example. The length of the delay unit is adjusted by using a laptop-controlled stepper motor that rotates a thread rod enabling high-resolution low-jitter delay adjustment [42] . The dynamic range of the coaxial delay unit is only 850 ps and thus, to be able to use the whole dynamic range, an off-chip digital delay unit is used to compensate for the offset between the optical and electrical delays of the system and to roughly define the start location of the depth scans (start delay in Fig. 2(b) ). Because the Raman spectrometer was originally designed to measure samples through a microscope objective, and thus the depth scanning functionality was not previously needed, the adjustable coaxial delay unit and the digital off-chip delay unit were added afterwards to achieve this scanning functionality.
Measurement of the time-of-arrival of the photons is started by means of the SPAD bias signal and ended by the photons of the echo pulse arriving in the bins of the TDCs located at each spectral point. The time domain histograms shown in Fig. 2(b) can be derived after several thousand laser pulses. The bins of the TDCs numbered from 1 to 6 are stabilized by a reference-locked delay line and their width can be adjusted to range from ∼50 ps to ∼200 ps. In addition, there is a longer bin 0, the width of which can be adjusted on a nanosecond scale due to the electrical structure of the time-correlated SPAD line sensor and bin 7 that is the over range bin used to detect the quenching signal generated by the CMOS logic to end the ongoing measurement cycle. Furthermore, the bins to be analyzed can be chosen in the post-processing phase, enabling different time-gate widths to be used in order to prove the advantages of the adjustable picosecond time gating in terms of depth derivation, Raman depth profiling and fluorescence background suppression performance as explained in more detail in section II C. A computer and an FPGA circuit control the programming of the detector electronics and read the measured time domain data from the detector chip. Postprocessing of the measured data is performed by a Matlab (MathWorks) program to derive the basic raw Raman spectra and to smooth these spectra by removing the dark count noise and by filtering, for example.
B. Test Principles for Proving the Ability to Derive Depth Information on Targets Embedded in a Semi-Transparent Medium 1) Depth Scanning of Semi-Transparent Media:
The semi-transparent media used in this work were colloidal firm jellies made up from water, gelatin and milk. The amount of water and gelatin in the media was constant but the amount of milk slightly varied between the media so that the milk-towater ratio of the media varied from 4% to 5%. The absorption and reduced scattering coefficients of a medium with 5% milk-to-water ratio were estimated by using the time-domain diffuse optics method with the same laser as in the Raman measurements and a single-photon avalanche diode (Micro Photon Devices: PD100CTC) with a time-correlated single photon counting unit (Becker & Hickley GmbH: TCSPC Module SPC-130 EMN). The absorption and reduced scattering coefficients were estimated to be 0.01 mm −1 and 0.17 mm −1 , respectively. The derivation of the coefficients was based on the method presented in [43] . The refractive indices of the media with 5% and 4% milk-to-water ratio were estimated to be 1.40 and 1.31, respectively and the estimation procedure is presented below in section II. B. 2).
To prove that depth information on targets embedded in a semi-transparent medium can be derived by means of the timecorrelated CMOS SPAD-based Raman spectrometer during normal Raman depth profiling, one target was embedded inside a jelly which the milk-to-water ratio was 5%, and another target was placed in contact with the rear edge of the jelly as shown in Fig. 3(a) . The target inside the medium was pure ethanol in a cuvette (∅ ∼1 cm) and the other target was titanium dioxide (TiO 2 ) powder in a cuvette (∅ ∼1 cm). Reference Raman spectra for ethanol and TiO 2 can be found in [44] and [45] , respectively. These targets do not have significant fluorescence emission and have the dynamic range of Raman intensity of 1:117. At the beginning of each depth scan, the start delay was adjusted by means of the digital delay unit so that the bins of the TDCs would collect photons from the medium before the ethanol target (it should be noted in Figs 3(a) and 3(b) that the time gate sweeping does not start at 0 cm but at 0.5 cm to be able to derive also the longest depth difference (6.6 cm) between the targets). After this, the bins were swept through the medium by increasing the delay in steps of ∼34 ps by means of the coaxial delay unit and a Raman spectrum was measured at each step by shooting 2 million laser pulses at the sample, resulting in acquisition times of ∼6 s with a pulse rate of 350 kHz. The total number of delay steps in each scan was 26, this being limited by the 850 ps dynamic range of the coaxial delay unit. After each scan a 0.4-0.6 cm (slice-to-slice variability) slice was cut from the rear edge of the medium. The TiO 2 target was then moved along the rear edge of the medium and the procedure was repeated. The total number of the depth scans was 11 and the sample configuration is depicted in Fig. 3(a) where the dashed lines indicate the depth difference between the targets at each depth scan. Photon counts for selected bins at a single spectral point were measured as a function of the delay steps to derive IRFs of the 881 cm −1 and 635 cm −1 Raman peaks of ethanol and TiO 2 , respectively, as depicted in Figs. 3(a) and 3(b) with the 635 cm −1 Raman peak of TiO 2 . The pulse energy of the laser was reduced to 0.3µJ in these measurements by means of a neutral density filter, because higher pulse energy, which can cause damage to some samples, was not needed here.
To further investigate the depth derivation capability of the time-correlated SPAD-based Raman spectrometer, four targets were embedded in a medium having a milk-to-water ratio of 4%. The targets (in order from the front edge of the medium) were ethanol, a mixture of toluene and acetonitrile (Tol/A), another ethanol target and TiO 2 . The depths of the centres of the targets and the diameters of the targets were in the same order 1.5 cm, 4.25 cm, 7.5 cm and 10.5 cm and 1 cm, 2.5 cm, 1 cm and 1 cm, respectively. The sample configuration is also depicted in Fig. 3(c) . The bins of the TDCs were swept through the medium and a Raman spectrum was measured at each step in the same way as for the measurement of two embedded samples described above, except that besides the IRFs of the Raman peaks of TiO 2 and ethanol, an IRF of 782 cm −1 Raman peak of Tol/A was also derived from the spectra. A reference Raman spectrum for Tol/A can be found in [46] . The bin width in both measurement set-ups described above was set to 100 ps and the measured data were analyzed using the photon count of a single bin (time gate width of 100 ps).
2) Derivation of Depth Information on Targets Embedded in a Semi-Transparent Medium: As our media were homemade, semi-transparent and the estimations for reduced scattering and absorption coefficients were quite low and thus they do not have a significant effect on the computation of depth information, we decided to derive the depth information on the targets simply based on the refractive indices of the media and targets and ignore the effects of low scattering of our media on the net photon migration velocity in the media. Statistics on photon penetration depths in random media and more sophisticated analytical forward solvers for Raman signals detected from homogenous diffusive media can be found in [29] and [30] , respectively and these methods should be applied when media with higher scattering properties are measured.
The refractive indices of ethanol, toluene, acetonitrile and TiO 2 (rutile) for the laser wavelength used here (532 nm) are 1.36, 1.34, 1.50 and 2.54, respectively, and the mean of the refractive indices of acetonitrile and toluene, which is 1.42, was used as an estimate for the refractive index of Tol/A [47] , [48] . The refractive indices of the semi-transparent media were estimated by measuring the IRFs of the 635 cm −1 Raman peak of TiO 2 through the media (target in contact with the rear edge) and from the same distance without the media. The speed of light in a medium was derived based on the length of the medium (round trip length) and on the differences between the delays in the peaks of the IRFs (difference in round-trip time-of-flight). The refractive index of a medium was derived from the speed of light in the medium by means of the equation n = c/v. The measured refractive indices of the media with 5% and 4% milk-to-water ratios were 1.40 and 1.31, respectively, and the sizes of the various components in the samples (the medium and the cuvettes) were considered when the average refractive indices of the whole samples were derived for a particular depth scan. The speed of light in a sample was derived based on this average refractive index of the sample and on the speed of light in a vacuum, after which the depths of targets were derived based on this estimated speed of light in the sample and on the delays in the peaks of the IRFs of the targets (round-trip time-of-flight). In addition, the depths of the centres of the targets were measured with a ruler as a "standard method".
C. Test Principles for Evaluating the Effects of Time Gate Width on Depth Derivation, Raman Depth Profiling and Fluorescence Background Suppression Performance
Data from the depth scans of the medium in which the ethanol and TiO 2 targets were embedded and the medium was cut after every scan were analyzed not only by using the photon count of a single bin but also by taking the summed photon count of the bins 1-6, resulting in time gate width of ∼600 ps in order to investigate the effects of time gate width on depth derivation and Raman depth profiling performance. As mentioned in the introduction, the main difference between these two terms is that in normal Raman depth profiling the absolute depths of the targets are not resolved but efforts are only made to distinguish the Raman spectra from different parts of the sample. To evaluate the fluorescence background suppression performance and to investigate further the effects of time gate width on Raman depth profiling performance, different time gate widths were used to measure the Raman spectra of the targets (Ø∼1cm) with high fluorescence levels embedded alternately in a 9.5 cm long jelly medium with a milk-to-water ratio of 4% and a TiO 2 target was placed in contact with the rear edge of the medium as shown in Fig. 4(a) . The targets with high fluorescence levels were olive oil and sesame seed oil, which have fluorescence-to-Raman photon ratios of 33 and 333 and fluorescence lifetimes of 2.5 ns and 2 ns, respectively [49] . Reference spectra for olive oil and sesame seed oil can be found in [37] .
As can be seen from Fig. 4(a) , the fluorescence decay of a fluorescent sample can mask the Raman signal of a deeper embedded target. The effect of fluorescence background on the Raman signals of the embedded targets can be suppressed by time gating the bins to the depths of the targets as shown in Fig.4(b) . In addition, from Fig. 4(b) can be realized how the time gate width affect the fluorescence suppression, Raman signal-to-noise ratio (SNR) and Raman depth profiling performance. For example, if too wide time gate width is used (i.e. too wide and too many bins are summed to derive Raman spectrum), the sum of fluorescence photons can exceed the sum of Raman photons from a target and thus, totally mask the Raman signal. Too wide time gate width can also collect Raman photons from both targets at the same time weakening the Raman depth profiling performance, but on the other hand, too narrow time gate does not collect the whole Raman signal from a target and thus the SNR decreases as was explained in the introduction. The time gate widths used in these measurements were 100 ps, 400 ps, 1.2 ns and 13 ns and these different time gate widths were achieved by modifying the widths of the bins of the TDCs and by selecting the bins to be analyzed in the data post-processing phase. The purpose of these configurations was to so show the advantages of the adjustable picosecond time gating achieved with the depthresolving Raman spectrometer developed here relative to the longer constant-sized time gates used with time-gated ICCDs, for example.
III. RESULTS AND DISCUSSION
A. Results of the Depth Derivation Measurements
The Raman spectra from selected depth scans of the medium in which the ethanol and TiO 2 targets were embedded and the medium was cut after every scan are shown in Figs. 
5(a)-5(d).
The depth difference between the targets in the selected depth scans were 5.2, 4.2, 3.4 and 2.4 cm, respectively. Since the intensity of the 144 cm −1 Raman peak of TiO 2 is much higher than that of any other, only the wavenumber range from 278 cm −1 to 1682 cm −1 is shown in the Figs., to make the spectra more readable. The spectra were obtained using only the photon count of bin 3 of the TDCs, resulting in a time gate width of ∼100 ps. As can be seen from the spectra, the intensity of the Raman spectrum of ethanol is the first to start increasing when the delay is increased, and after some point this intensity starts to decrease and that of the Raman spectrum of TiO 2 in turn starts to increase. When the delay has increased sufficiently, the intensity of the Raman spectrum of TiO 2 also starts to decrease, except in Fig. 5(a) , where the limited range of the coaxial delay unit prevents the delay from increasing further. These findings are explained quite simply by the fact that the maximum intensity of the Raman signal is observed when the time gate position matches the depth of the target best, as this is where the Raman photons are generated by the peak amplitude of the laser pulse. This can also be clearly seen in the behavior of the spectra from the depth scan of the medium in which the Tol/A, TiO 2 , and two ethanol targets were embedded, as shown in Fig. 5(e) . These spectra were also obtained using only the photon count of bin 3. In addition, it can be seen from the spectra in Figs. 5(a)-5(d) that the intensity of the Raman spectrum of ethanol and the delay at which the maximum intensity of the spectrum is observed remain roughly the same between the depth scans but the intensity of the Raman spectrum of TiO 2 increases and the delay at which the maximum intensity of the spectrum is observed decreases when the medium is cut and the TiO 2 target brought closer, as could be predicted.
The IRFs of the 881 cm −1 and 635 cm −1 Raman peaks of ethanol and TiO 2 from the depth scans of the medium in which the ethanol and TiO 2 targets were embedded are shown in Fig. 6 to further emphasize the observations described above. The low variability seen in the IRFs of the ethanol target was expected, as the ethanol target was kept at a red lines) , respectively. The IRFs were obtained using the photon count of bin 3 of the TDCs (bin width ∼100 ps) and only the IRFs of every other depth scan are shown. Note that the depth scale is computed by using an average refractive index for all the depth scans and thus depth differences in this figure slightly vary from the actually derived depth differences that are computed by using weighted refractive indices for each depth scan as described in section II. B. 2).
constant depth, and likewise the high systemic variability seen in the IRFs of the TiO 2 target was expected, as the depth of the TiO 2 target was changed between the depth scans. These results show that it is possible to derive the depth of a target based on information on the delay in the peak of the IRF.
The IRFs of the 881 cm −1 , 635 cm −1 and 782 cm −1 Raman peaks of ethanol, TiO 2 and Tol/A, respectively, from the depth scan of the medium in which the Tol/A, TiO 2 and two ethanol targets were embedded are shown in Fig. 7 . The IRFs in Fig. 7 were obtained by combining the photon counts of bins 2, 3, and 4 to enlarge the time range, which is limited to 850 ps when only one bin is used due to the limited dynamic range of the coaxial delay unit. The enlargement of the time range was achieved by covering the time range 0-102 ps by the photon count of bin 2, the time range 102-952 ps by the photon count of bin 3 and the time range 952-1054 ps by the photon count of bin 4. This idea can be understood by examining Figs. 3(a) and 3(b) where bin 1 could be used to cover the beginning (0-102 ps) of the time range, bin 2 could be used to cover the midrange (102-952 ps) and bin 3, which is not shown, could be used to cover the end (952-1054 ps) of the time range. Note that bins 1 and 3 would also cover most of the midrange and thus, this overlapping could be used in the averaging of results as discussed more detailed below. Not only do these IRFs further confirm the concept of depth derivation explained above, but they also show that it is possible to derive the depths of targets made from the same substance (here ethanol) based on information on the delays in the local peaks of the IRF. As can be seen in Fig. 7 , the local peak in the IRF caused by the first ethanol target has already decreased to around its minimum value before the second peak caused by the second ethanol target starts to increase, implying that the depth separation of the ethanol targets could have been much less than the 6 cm used here and the local peaks would have been still distinguished. One more observation regarding the IRFs shown in Fig. 6 and 7 concerns the widening of the IRFs (IRF of the spectrometer ∼230 ps), which indicate the presence of absorption and scattering in the samples even if the reduced scattering and absorption coefficient of the samples were estimated to be quite low.
The depth information in this work was derived between two targets and not from the front edge of the medium, as this is a proof-of-concept paper and it is easier and more convenient to derive the depths of targets based on delays in the peaks of IRFs than to determine the location of the front edge of a medium. The media used do not have (observable) Raman peaks as can be noticed from Fig. 5 , and thus the IRFs caused by the media cannot be derived in the same way as with the targets. The background level of the media, which is mainly caused by the faint fluorescence of the media that is not even observable in Fig. 5 , is higher than that of pure air. Therefore, the IRF caused by a medium could be possibly derived based on this difference in background level, and thus the location of the front edge of the medium could be derived from the rising edge of this IRF.
The depth differences between the ethanol and TiO 2 targets in the measurements where these two targets were embedded in the medium and the medium was cut after each depth scan were derived from the delay differences between the peak values of the IRFs of the targets (TiO 2 -ethanol), as explained in section II. B. 2). The variability of the depth derivation was measured to be ± 0.43 cm in these depth scans. The left-right arrows in Fig. 7 show to derived and real depth differences between the targets in the depth scan of the medium in which the four targets were embedded. The variability of the depth derivation was measured to be ± 0.41 cm in this depth scan when the IRFs were obtained by using the combined photon counts of bins 2, 3 and 4 as explained above. If the depth differences between targets are first derived only by using single bins 2, 3 and 4 and then averaged, the variability of the depth derivation is only ± 0.18 cm in this depth scan. The averaging is possible due to overlapping of the time ranges of the bins in the time gate sweeping as explained above.
The most obvious reason for variability in the derived depth information is the finite size of the delay steps that defines the resolution of the depth scans. Smaller steps could have led to a better resolution and thus more accurate results. Other possible means of improving the precision and accuracy of the determination of the peaks of the IRFs would have been to fit, for example, a Gaussian model based on the measurement points to describe the IRFs and/or to use narrower laser pulses and a shorter time gate. Another possible reason for variability in the derived depth information could have been error in the estimation of the refractive indices of the media and of the whole samples. Estimation of the refractive indices of the samples also imposes a limitation on the method used to derive the depths of targets from the application point of view, as it requires additional information on the dimensions of the different components of the sample. It is therefore evident that more adequate techniques are needed for estimating the refractive indices. One possibility would be to employ the methods that could derive the depth information based on the measured estimations of the absorption and reduced scattering coefficients [29] , [30] . This would have been necessary if samples with higher scattering properties, such as biological tissues, would have been measured.
B. Effects of Time Gate Width on Depth Derivation, Raman Depth Profiling and Fluorescence Background Suppression Performance
The IRFs of the 881 cm −1 and 635 cm −1 Raman peaks of ethanol and TiO 2 obtained from the depth scan of the medium in which the ethanol and TiO 2 targets were embedded and the medium was cut after every scan are shown in Fig. 8 . These IRFs were obtained by summing the photon counts of bins 1-6 resulting in time gate width of 600 ps. Comparing  Fig. 8 with Fig. 6 it becomes noticeable how the IRFs spread as the time gate width is increased. The explanation for this observation is that a shorter time gate follows the shape of the Raman echo pulse better than a longer time gate does. Thus, the peaks of the IRFs flatten out with a longer time gate because a longer time gate collects the same quantity of Raman photons from the target over a longer time during the time gate sweeping than a shorter time gate does. The flattening of the peaks is obviously problematic when deriving depth information, because we cannot conveniently derive the locations of the peaks in the IRFs, as can be observed in Fig. 8 .
The longer time gate width also leads to a situation in which the delay range from which photons are gathered from both targets at different depths is longer. In other words, this means that the delay range in which the intensity of the IRFs of both the ethanol and TiO 2 targets is high is longer with a longer time gate, as can be seen in Fig. 8 . Overlapping of the IRFs is problematic in Raman depth profiling of samples as it means that the signal is gathered from both targets and pure spectra, which are desired in Raman depth profiling, are unachievable. This effect can be seen also in Figs. 9(c) and 9(d) , where the Raman spectra of the TiO 2 and olive oil targets embedded in the semi-transparent medium at depths of 3.5 cm and 9.5 cm, respectively, were obtained using a time gate width of 400 ps first time-gated to the olive oil target (Fig. 9(c) ) and then to the TiO 2 target (Fig. 9(d) ). Even if the time gating was applied to a specific target, some features of the spectra of both targets can be seen in both measured spectra.
Figures 9(a)-9(l) shows the spectra from the measurements in which alternately olive oil (Figs. 9 (a)-9(f)) and sesame seed oil targets (Figs. 9(g)-9 (l), a decade higher fluorescenceto-Raman ratio compared to olive oil) were embedded in the medium alongside the TiO 2 target and the spectra were obtained using time gate widths of 100 ps (Figs. 9(a), 9(b), 9(g), 9(h)), 400 ps (Figs. 9(c), 9(d), 9(i), 9(j)), 1.2 ns (Figs. 9(e), 9(k)) and 13 ns (Figs. 9(f), 9(l)) to investigate the effects of time gate width not only on Raman depth profiling performance but also on the fluorescence background suppression performance. From all the spectra shown in Fig. 9 can be noticed the overlapping of the fluorescence decay of the oil targets with the Raman scattering from the deeper TiO 2 target (see Fig. 4 (a) in section II. C.) that causes the seen increase of the overall intensity level, which steepens towards higher wavenumbers because of the fluorescence emission profiles of oil targets.
Distinguishable spectra of TiO 2 were achieved with the time gate widths of 100 ps and 400 ps time-gated to TiO 2 with both fluorescence background levels as can be seen in Figs. 9(b), 9(h), 9(d) and 9(j), but as mentioned above, the purity of the spectra is lost with the gate width of 400 ps. In addition, the two highest Raman peaks of olive oil can be distinguished using the time gate widths of 100 ps and 400 ps time-gated to olive oil as shown in Figs. 9(a) and 9(c). The Raman spectrum of sesame seed oil cannot be distinguished with certainty with any of the time gate configurations, but some hints as to its Raman peak at 1442 cm −1 can be obtained with the 400 ps time gating, as shown in Fig. 9(i) . With the 1.2 ns gating the Raman signal of olive oil can be said to be totally lost under the background, even though there is small hillock at 1434-1452 cm −1 , as shown in Fig. 9(e) . The Raman signal of TiO 2 also starts to sink beneath the background with the 1.2 ns time gating, and with the 13 ns time gating, even the strong peak at 635 cm −1 can only questionably be distinguished from the measured spectra, as shown in Figs. 9(e), 9(k), 9(f) and 9(l). Furthermore, the best SNR was achieved with the 400 ps time gating, as shown in Figs. 9(c), 9(d) and 9(j), but as mentioned above, this "long" time gate already has some unpleasant effects on depth derivation and Raman depth profiling performance. Thus, when selecting the time gate width in a certain situation it is important to consider what kind of information (depth or clear Raman spectra) will be of the most value at that time.
These results show the advantages of the adjustable picosecond time gating relative to the longer constant-sized time gates that are used in time-gated ICCDs, for example. It is also possible to construct short time gate structures by techniques other than CMOS technology, but the integration capability, compactness and "simplicity" of CMOS technology in this area is hard to beat. The weak spot that is usually related to SPAD sensors is the high dark count rate (DCR) of the detector, which may become a problem when samples with lower Raman signal levels are measured. The SPAD-based line sensor of the Raman spectrometer developed here was manufactured in a 0.35 µm high-voltage CMOS technology and the mean measured DCR of the sensor has been reported to be 128 Hz/µm 2 [37] . Nevertheless, median DCRs as low as 0.4 and 0.3 Hz/µm 2 have been reported with more modern 150 nm and 130 nm CMOS technologies, respectively [50] , [51] . Therefore, one method for achieving a better SNR in future depth-resolving Raman spectrometers would be to use CMOS technologies and SPAD structures that have better noise performance in the sensor design. With better SNR either more difficult media with higher scattering properties could be measured, or smaller time gate widths could be used that would result in higher depth derivation and better Raman depth profiling performance.
IV. CONCLUSIONS This paper presented a depth-resolving Raman spectrometer based on a pulsed laser, an adjustable time-gated 16×256 CMOS SPAD line sensor with a 256-channel TDC, a digital off-chip delay unit and a laptop-controlled adjustable coaxial delay unit. The technology concerned enables depth scanning with a verified variability of ± 0.43 cm in the derivation of depth information with samples embedded in a centimeter-scale semi-transparent medium simultaneously with normal Raman depth profiling. By virtue of the CMOS technology it is possible to integrate the delay and TCSPC electronics on the same die with the adjustable SPAD sensor and even time gate widths as short as 50 ps have already been achieved [37] . The technology developed here also allows modification of the width of the time gate not only before the measurements but also in the data post-processing phase. Thus, the size and complexity of the whole depth-resolving spectrometer would be markedly smaller if CMOS technology were used, and the adjustable picosecond time gating and delay scanning would be achieved more conveniently than with time-gated ICCDs, for example, in which longer constant-sized time gates are usually used. The short time gating obtained here was shown not only to increase the depth derivation and improve the Raman depth profiling performance but also to effectively suppress the fluorescence background even when samples having nanosecond-scale fluorescence lifetimes were measured. We believe that this kind of technology could pave the way for a new depth-resolving Raman spectrometer device for use in analytical applications involving the subsurface probing of semi-transparent media where a compact, practical device with a depth range of several centimeters is needed. Possible application areas for this technology could be e.g. quality monitoring in the food industry and nanocellulose manufacturing since Raman spectroscopy is already used in these areas and some of the analyzed media in these areas are transparent or semi-transparent [52] , [53] .
The SPAD sensor circuit was originally designed for being used with an earlier designed Raman microscope in which accurate time gate position scanning in small steps was not needed, and thus the digital off-chip delay unit and the adjustable coaxial delay unit were added to the system afterwards to achieve the necessary scanning functionality. Our main aim here was to show the depth-derivation capability and high performance of Raman depth profiling and fluorescence background suppression that is achievable with a CMOS technology-based SPAD line sensor as a proof of concept for depth-resolving Raman spectrometry. Future work will concentrate on development of the SPAD line sensor in order to narrow the IRF of the device, reduce the DCR of the detector and increase the level of integration of the line sensor with a high precision time gate position scanning functionality. A stabilized high resolution digital delay unit with a large delay range will be integrated into the same die with the SPAD sensor to achieve stable, accurate and wide scanning functionality. In addition, 3D Raman imaging of targets embedded in semi-transparent media and analysis of more turbid media with higher scattering properties than in the media used in this work will be on the agenda in the future to further investigate the possibilities of the concerned technology.
