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Spectral densityAbstract In time series analysis, comparing spectral densities of several processes with almost peri-
odic spectra is an interested problem. The contribution of this work is to give a technique to com-
pare and to cluster the spectral densities of some independent almost periodically correlated
(cyclostationary) processes. This approach is based on the limiting distribution for the periodogram
and the discrete Fourier transform. The real world examples and simulation results indicate that the
approach well acts.
 2020 The Authors. Published by Elsevier B.V. on behalf of Faculty of Engineering, Alexandria
University. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/
4.0/).1. Introduction
Comparing spectral densities of several processes is an impor-
tant topic that has many applications in signal processing,
engineering, physics and other fields. The researchers like to
explore if stochastic mechanism of some observed time series
are similar or not. Many references have considered the clus-
tering, classification and comparison of two or several time ser-
ies. For example, the Refs. [1–25] studied these subjects for
stationary time series. But the stationarity assumption is not
satisfied in many situations, specially for the periodically
2556 M.R. Mahmoudi et al.rhythmic processes. Cyclostationary and almost cyclostation-
ary (CS and ACS) time series can be naturally applied in these
situations. The ACS time series are non-stationary processes
with almost periodic mean and auto-correlation functions.
These processes included CS and stationary processes. In view
of frequency domain, the spectral square of ACS processes is
supported with the main diagonal and parallel lines to the
main diagonal, Tj xð Þ ¼ x aj; j ¼ 1; 2;    ; in spectral square
0; 2p½ Þ  0; 2p½ Þ. Different problems of ACS time series have
been studied in previous researches [26–50]. Some statisticians
considered the comparison of two CS time series [51–53]. Ref.
[54] proposed an approach to detect the cycles in the move-
ment in motion of a walking person using Fourier transform
techniques and auto-correlation of the smoothed spatio-
temporal curvature function. Ref. [55] reviewed and reported
past researches that studied the time series data clustering in
various fields. Ref. [56], using the log spectrum, introduced a
new distance measure, called cepstral distance measure, to
compare and cluster of some time series. Ref. [57] combined
k-means clustering technique and discriminant analysis to
introduce an iterative algorithm to classify the cyclic time ser-
ies. Ref. [58] studied a new spectral clustering method, called
transfer spectral clustering (TSC). Ref. [59] proposed an
autoregressive tree-based ensemble approach, called multivari-
ate autoregressive forest, to classify some multivariate
processes.
In this research, we will apply the asymptotic distribution
of the periodogaram and discrete Fourier transform of ACS
processes to construct an approach to compare and classify
several ACS processes. Section 2 is devoted to notations and
preliminaries. The technique to compare and classify the
ACS processes is presented in Section 3. The ability of the
introduced technique is investigated by means of extensive
Monte Carlo simulations, and real world problems, in Sections
4 and 5, respectively.
2. Notations and preliminaries
A second order time series Xt : t 2 Zf g is an ACS time series if
for every s 2 Z, its mean function, l tð Þ ¼ E Xtð Þ; and its auto-
covariance function, B t; sð Þ ¼ cov Xt;Xtþsð Þ; are almost peri-
odic functions at t [50,60].
As Ref. [50], assume that the following assumptions are
satisfied.
(A1) X t : t 2 Zf g is a real-valued ACS time series with mean
of zero.
By (A1), we have
B t; sð Þ
X
x2Wt
a x; sð Þeixt;
where






B j; sð Þeixt
 !
;
and for fixed s. Also as [60,61] indicated, the set
Ws ¼ x 2 0; 2p½ Þ : a x; sð Þ–0f g is countable.
(A2) The set W ¼ Ss2ZW s; is finite and the spectral square
of X t is supported with the main diagonal and parallel linesto the main diagonal, T j xð Þ ¼ x aj; j ¼ 1; 2;    ; in spec-
tral square 0; 2p½ Þ  0; 2p½ Þ.
Thus we have
B t; sð Þ ¼
X
x2W
a x; sð Þeixt;
and the set S ¼ Sx2W m; cð Þ 2 0; 2p½ Þ2 : c ¼ m xn o supports
the spectral measure of Xt.
Moreover, the coefficients




are the Fourier transforms of the measures rx Â
 
:
(A3) r0 is an absolute continuous measure with respect to
the Lebesgue measure.
The Ref. [61] indicated by considering this assumption andP1
s¼1 a x; sð Þj j < 1; for any x 2 W, there exist a spectral
density function fx Â
 
such that





a x; sð Þeims:
Therefore, we can represent an ACS time series, with finite




eitxf dxð Þ; t 2 Z;
where f is a random spectral measure on 0; 2p½ Þ with the fol-
lowing property:
E f dhð Þ f dh0
  !
¼ 0; h; h0
 
R S:
The spectral distribution matrix and the spectral density
matrix of f; are given by




f kð Þ ¼ dF
dk




Fk;j dkð Þ ¼ E f dkþ akð Þ f dkþ aj
  	
; k; j ¼ 1;    ;m;
and fk;j is the spectral density function of Fk;j.
Assume a sample X0;    ;XN1; from ACS process
Xt : t 2 Zf g. The discrete Fourier transform (DFT) and peri-
odogram of the observations X0;    ;XN1, are respectively
given by




itk; k 2 0; 2p½ Þ;
and
IX kð Þ ¼ dX kð Þj j2; k 2 0; 2p½ Þ:
Fig. 1 The spectral square of the process, Left: xi ¼ 0:5, Middle: xi ¼ 1, and Right:xi ¼ 2:
On comparing and clustering the spectral densities of several almost cyclostationary processes 2557The study the asymptotic properties of periodogram and
DFT of ACS time series, see the Refs. [41–42,49,50].
3. Methodology
Suppose X 1ð Þt ; t ¼ 1;    ; n1

 
; X 2ð Þt ; t ¼ 1;    ; n2

 
;    ;
X lð Þt ; t ¼ 1;    ; nl

 
; are l independent ACS processes with m
spectral cycles.
Commonly, the researchers explore to test the null hypoth-
esis H0 : X
1ð Þ
t  X 2ð Þt      X lð Þt ; that is equivalent to
H0 : f1 ¼ f2 ¼    ¼ fl, such that f1;    ; andfl are the spectralTable 1 The values of ba and bp for the introduced approach.
n1; n2; n3ð Þ
x1 x2 x3 100; 50; 75ð Þ


























2.25 0.052density matrices respectively corresponding to X 1ð Þt ; . . ., and
X lð Þt . If the null hypothesis H0 is not accepted then it can be
concluded that at least two time series of the l time series have
different rhythms, and if H0 is accepted consequently the
stochastic behaviours of all time series are similar.
The periodogram for ACS time series is introduced [50] by
ImX kð Þ ¼ dmX kð ÞdmX kð Þ;
such that
dmX kð Þ ¼ dX T1 kð Þð Þ; dX T2 kð Þð Þ    ; dX Tm kð Þð Þð Þ
0




























Fig. 2 Spectral frequency square (Left: Part 1, Middle: Part 2, Right: Part 3).
Table 2 Testing the equality of differ-
ent parts.
Test Statistic P-Value
v2 ¼ 4:193 0.651
Fig. 3 Seasonal RDI time series of 16 I
2558 M.R. Mahmoudi et al.where dmX kð Þ is the complex conjugate transpose of dmX kð Þ.
Lemma 3.1. Let Xt; t 2 Zf g is an ACS time series with
corresponding spectral density f kð Þ; k 2 0; 2p½ Þ. Assume the
frequencies k1 <    < kJ 2 0; 2pÞ. Thenb ImX kð Þ




; j ¼ 1;    ; J ; have the asymptotic and indepen-
dent m-variate complex normal distributions,





; j ¼ 1;    ; J ; have the asymptotic and indepen-






j ¼ Re dmX kð Þ kj
  
; j ¼ 1;    ; J; k ¼ 1; 2;    ; l; and
Z
kð Þ
j ¼ Im dmX kð Þ kj
  
,j ¼ 1;    ; J; k ¼ 1; 2;    ; l; such that
dm
X kð Þ kj
 
; is the dTX kj
 
corresponding to kth time series. As a
On comparing and clustering the spectral densities of several almost cyclostationary processes 2559result of Lemma 3.1, it can be concluded that for
k ¼ 1; 2;    ; l; the asymptotic distribution of
W
kð Þ




















, VAB ¼ COV A;Bð Þ: Consequently, the asymp-
totic distribution of U kð Þ ¼PJj¼1W kð Þj is N2m 0;R kð Þ , such thatFig. 4 Periodogram for seasonal RDI time series of Iranian synoptic
Bottom: Boushehr. Right: Top: Bam, Middle: Bandar Lengeh, Botto
Right: Top: Iranshahr, Middle: Kerman, Bottom: Shahre Babak. Left:R kð Þ ¼ R kð Þ1 þ    þ R kð ÞJ :
3.1. Test of hypothesis
As previous discussion, usually, the researchers want to test
the null hypothesis H0 : f1 ¼ f2 ¼    ¼ fl, that is equivalent
to H0 : R
1ð Þ ¼ R 2ð Þ ¼    ¼ R lð Þ. It can be concluded that thestations (1980–2010). Left: Top: Abadeh, Middle: Bandar Abbas,
m: Chabahar. Left: Top: Fasa, Middle: Jask, Bottom: Saravan.
Top: Shiraz, Bottom: Zabol. Right: Top: Sirjan, Bottom: Zahedan.
Fig. 4 (continued)
2560 M.R. Mahmoudi et al.asymptotic distribution of U ¼ U 1ð Þ þU 2ð Þ þ    þU lð Þ
isN2m 0;Rð Þ, such that R ¼ R 1ð Þ þ R 2ð Þ þ    þ R lð Þ:
Therefore the asymptotic distribution of statisticv2 ¼ Uð Þ0 Rð Þ1 Uð Þ;is chi-square with 2 m degrees of freedom, v2 2mð Þ.The asymptotic distribution of statistic v2 can be applied to
establish test of hypothesis about the null hypothesis H0. As
can be seen, the statistic v2 is related to the unknown parame-
ter R.Remark 3.1. To produce a sample of size Ni for the discrete
Fourier transform of ith process, different bootstrap
approaches can be applied. In this research we used the
Fig. 4 (continued)
On comparing and clustering the spectral densities of several almost cyclostationary processes 2561moving block bootstrap (MBB) (more details are given in
[62]).
Let S ¼ N11ð ÞS 1ð Þþ N21ð ÞS 2ð Þþþ Nl1ð ÞS lð Þ
N1þN2þþNll ; as the pooled covari-
ance matrix of S 1ð Þ;    ;S lð Þ; such that
S kð Þ ¼ S kð Þ1 þ    þ S kð ÞJ ;S kð Þj ¼
bV kð ÞYjYj bV kð ÞYjZjbV kð ÞZjYj bV kð ÞZjZj
24 35, and
bVAB ¼ dCOV A;Bð Þ: If the null hypothesis
H0 : R
1ð Þ ¼ R 2ð Þ ¼    ¼ R lð Þ, be true, then the covariance
matrix R can be consistently estimated by S, and consequently
by using the Weak Law of Large Numbers, the asymptotic dis-
tribution of the test statistic
v2 ¼ Uð Þ0 Sð Þ1 Uð Þ;
is v2 2mð Þ. Therefore, for a given size a, H0 is rejected if
v2 > v2a 2mð Þ:
3.2. Clustering and classifying the processes
In Section 3.1, the rejection of H0 is equivalent to that at least
two time series significantly differ from each other. Multiple
comparisons should be applied to compare each pair of
observed ACS time series.Therefore, to classify and cluster the ACS processes, the
following can be applied:
Step 1: First, we test the null hypothesis
H 0 : f1 ¼ f2 ¼    ¼ fl.
If H0 is not rejected, consequently the stochastic behaviours
of all processes are similar and we have only one cluster con-
tained all of time series X 1ð Þt ; . . ., and X
lð Þ
t ; and the clustering
procedure is stopped.
If the null hypothesis H0 is rejected then it can be concluded
that at least two time series of the l time series have different
rhythms, and we will continue next steps.
Step 2: For ; i; j ¼ 1;    ; l; we test the null hypothesis
H 0 : fi ¼ fj and compute the P-values.
Step 3: If the comparison test of the ith and jth processes is
not significant (P-value greater than 0.05), then there is no
significant difference between two processes and they fall
into one cluster. If else (P-value < 0.05), these two pro-
cesses significantly differ from each other and consequently
they fall into separate clusters.
Step 4: The APC time series are clustered based on all
comparisons.
2562 M.R. Mahmoudi et al.4. Simulation study
To analyze the accuracy of proposed method, we generated
n1; n2; n3ð Þ ¼ 100; 50; 75ð Þ; 150; 75; 100ð Þ; 200; 150; 100ð Þ; 500; 250; 300ð Þf g
observations from the ACS processes
X ið Þt ¼ 1þ cos xitð Þð ÞY ið Þt ;x 2 0;1ð Þ; i ¼ 1; 2; 3;
where
Y ið Þt ¼ Z ið Þt þ 0:5Z ið Þt1;
and Z ið Þt ; i ¼ 1; 2; 3; are independent sequences of IIDN(0,1).
The spectral supports of X ið Þt is as following lines:
T1 xð Þ ¼ x;T2 xð Þ ¼ xþ xi;T3 xð Þ ¼ x xi;T4 xð Þ
¼ x 2xi;T5 xð Þ ¼ xþ 2xi:
Fig. 1 indicates the spectral plane 0; 2p½ Þ2; for
xi ¼ 0:75; 1:5; 2:25f g:Fig. 5 Spectral frequency square for seasonal RDI timFirst, we estimated the Type I error probability (ba) and
power bpð Þ based on 1000 replications and 1000 iterations, as
the percent of iterations that the assumption H0 is rejected.
Then we graph Q–Q plot for the test statistic v2 based on
the computed values of the simulation runs.
Table1 report the values of ba (in rows: 1th, 14th and 27th)
and bp (other rows). The results indicates that the values of ba is
very close to the considered size (a ¼ 0:05), especially when
n1; n2; n3ð Þ grows. Also the power studies show that the pro-
posed method excellently discriminate H0 from H1.
5. Real data
This section is devoted to illustrate the ability of introduced in
practical cases.
Example 1. The dataset includes the first difference of centered
moving average filter 2  12 moving average (MA) applied for
logarithm of industrial production index (IPI) in Poland
(2005 = 100%) since January 1995 untile December 2009, [43].e series of 16 Iranian synoptic stations (1980–2010).
Fig. 5 (continued)
Table 4 Multiple comparisons between seasonal RDI time
series of 16 Iranian synoptic stations (1980–2010).

















Table 3 Testing the equality of sea-
sonal RDI time series of 16 Iranian
synoptic stations (1980–2010).
Test Statistic P-Value
v2 ¼ 22:545 0.004
On comparing and clustering the spectral densities of several almost cyclostationary processes 2563We split this dataset in three parts with equal sizes. The
spectral frequency squares of these parts are given in Fig. 2.
The results detect ACS time series with spectra on the lines
Tj xð Þ ¼ x a; a 2 0:062; 0:153; 0:258f g: This result verifies the
given result in [43]. Then the introduced technique is used to
test the the hypothesis R 1ð Þ ¼ R 2ð Þ ¼ R 3ð Þ (or equivalently,
f1 ¼ f2 ¼ f3Þ. Table 2 summarizes the results. As can be seen,
since the P-value is more than 0.05, thus the null hypothesis
cannot be rejected and consequently the stochastic behaviours
of all processes are similar.Example 2. In agricultural and environmental sciences, the
drought is an important subject. Droughts have many effects
on crop, urban water supply, degradation and desertification.To evaluate the rate of drought, researchers introduced many
different drought indices [63–65]. In this work, the datasets
contain the seasonal reconnaissance drought index (RDI)
values from 16 Iranian synoptic stations from 1980 to 2010
(Fig. 3). The periodogram and the spectral frequency squares
of these datasets are given in Figs. 4 and 5, respectively. As can
be seen in Fig. 4, the periodogram of all datasets detect PC
processes with periods 4 (T = 124/31 = 4, p < 0.05). This
2564 M.R. Mahmoudi et al.result also confirms by the spectral frequency squares of these
datasets, where the spectral squares are supported by the lines
Tj xð Þ ¼ x 2pj4 ; j ¼ 0;    ; 3:
Now, the introduced technique is used to test the the
hypothesis R 1ð Þ ¼    ¼ R 16ð Þ (or equivalently, f1 ¼    ¼ f16Þ.
Table 3 summarizes the results. As can be seen, since the P-
value is<0.05, thus the null hypothesis is rejected and conse-
quently at least the stochastic behaviours of two processes
are different.
Now, we are interested in clustering these stations. To
response this question, the proposed approach has been
applied. Table 4 summarized the result for the multiple com-
parisons. As Table 4 indicates, these stations can be classified
in 2 clusters; Cluster 1: Abadeh, Boushehr, Fasa, Kerman,
Shahre Babak, Shiraz, Sirjan; Cluster 2: Bam, Bandar Abbas,
Bandar Lengeh, Jask, Zabol, Zahedan; Cluster 3: Chabahar,
Iranshahr, Saravan.
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