Abstract
Introduction
A time series is a sequence of data points such as stock prices, exchange rates, and weather data measured typically at successive times and spaced at (often uniform) time intervals [1] . An outlier in time series is an observation or a point that is considerably dissimilar to or inconsistent with the remainder of the series [2] . Outliers often play a more significant role than that of the common ones. Thus, detection of outliers is important for many applications and has recently attracted much attention in the data mining research community.
Traditional research of outlier detection mainly deals with static data, such as clustering, informatics, rough set and cloud etc [3] [4] [5] [6] [7] [8] [9] . He et al. [8] proposed a new method for detecting outliers by discovering the frequent itemsets. They define a measure called FPOF (Frequent Pattern Outlier Factor) to detect the outlying objects and propose the FindFPOF algorithm to discover them from data. Zhou et al [8, 10] improved the frequent pattern based outlier factor, and used it to detect outliers of the time-series data streams.
In this paper, we proposed a new approach for high-dimensional time-series data streams detection. The basic idea is simple. If a data object contains more frequent patterns, it means that it is unlikely to be an outlier. Any non-null subset of the maximal frequent pattern is a frequent pattern, and it means that the maximal frequent itemsets already implicitly contain frequent itemsets. The number of frequent patterns in maximal frequent itemsets is much less than that in frequent itemsets. We defined a measure called MFPOF (Maximal Frequent Pattern Outlier Factor) to detect the outlying objects and propose an algorithm called OODFP (online outlier detection for high-dimensional time series based on maximal frequent pattern) to discover them from high dimensional time-series data streams. The range of D i is defined as A i . Let X = (x 1 ,x 2 ,…,x t ) be a dataset of data streams (DS) when the t-th data arrived, where x i = (x i1 ,x i2 ,…,x ik ) (x ij ∈A j ) is the i-th of X. The data streams are also called as Kdimensional categorical attributes data streams.
Problem description and definitions
The support number, support, and maximal frequent pattern in a DS are described as follows:
( (3) If the support of pattern p is larger than the minimum support: sup(p)≥minisup, the pattern p is a frequent pattern. The set of all frequent patterns is a complete frequent itemsets, frequent itemsets for short. If there are no frequent supersets of pattern p, the pattern p is a maximal frequent pattern. The set of maximal frequent patterns is maximal frequent itemsets. Thus, with the increasing of data volume in data streams, the maximal frequent itemsets changed.
Maximal Frequent Pattern Outlier Factor
He [8] defined the FPOF as:
where X x and X FPS D minisupport
where D is the dataset; x is a transaction; and FPS is the set of all frequent patterns. Zhou [10] improved the FPOF and defined the weighted frequent pattern outlier factor (WFPOF) as:
where |p| is the length of pattern p, k is the dimension of data space.
Both the above definitions of outlier factor use frequent itemsets. As the calculation of frequent itemsets is time consuming, it is difficult to process the online data streams with the above factors. In this study, we propose a novel outlier factor with maximal frequent itemsets. The maximal frequent itemsets implicitly contain frequent itemsets, any non-null subset of the maximal frequent pattern is a frequent pattern. Thus, if a data object has more intersection with maximal frequent patterns, it means that this data object is unlikely to be an outlier. Furthermore, the number of frequent patterns in maximal frequent itemsets is much less than that in frequent itemsets. Thus, the computational complexity of the method with maximal frequent itemsets is much lower than that of frequent itemsets. The maximal frequent pattern based outlier factor (MFPOF) is defined as:
where MFPS(D,minisupport) is the maximal frequent itemsets of the dataset D, ||MFPS(D, minisupport)|| is the number of patterns in this maximal frequent itemsets.
The major difference between MFPOF and other outlier factors is that MFPOF uses maximal frequent itemsets instead of frequent itemsets. The maximal frequent itemsets is ordinarily a small part of the frequent itemsets and computational complexity can be reduced.
Outlier Detection Algorithm
In this study, we proposed an outlier detection algorithm (OODFP) based on our previous work (intersection pruning algorithm, IPA) [11] . The main idea of IPA is to find the maximum frequent itemsets from maximum frequent patterns of a transaction's itemset. It is used for static data while the main task of OODFP in this paper is to dynamically maintain the maximal frequent itemsets of the data streams.
Firstly, we use IPA to discover the maximal frequent itemsets in the first window and create an additional maximal frequent itemsets for candidate. Then we will keep modifying the maximal frequent itemsets while the window slides. The support of the patterns in the maximal frequent itemsets will be changed when the window slides. If the support of pattern p is greater than or equal to the predefined minimum support (minisup), it should be added to the maximal frequent itemsets; otherwise, it should be removed from the maximal frequent itemsets to the candidate maximal frequent itemsets.
The algorithm of OODFP is described in two parts: the algorithm for outlier detection shown in Figure 1 and the algorithm for maximal frequent itemsets mining shown in Figure 2 . 
Algorithm

j++){ items=intersect(D[i].items,D[j].items);//intersection of the two itemset intersections.add(items);//add items to transaction database intersections }//end for (j)
sort intersections descendingly according to patterns length; calculate pattern's support in intersections; move patterns whose support≥minisup from intersections to mfps, and delete all its subset; move patterns whose support≥minisup _c from intersections to infs; call getMfps using intersections as a parameter; }//end for (i) delete non-maximal frequent patterns from mfps; Return mfps; End 
Experimental Results
We used two real datasets (Wisconsin Breast Cancer dataset [8] and KDD-CUP-99 dataset [10] ) to demonstrate the effectiveness of our algorithm. The experiment is operated on a computer with Intel 2.01GHz CPU and 1G memory.
Experiment with Wisconsin Breast Cancer Dataset
In this experiment, we use the Wisconsin Breast Cancer dataset from the UCI Machine Learning Depository. The problem is to distinguish malignant (cancerous) from benign (non-cancerous) examples. The data has 699 examples, 458 benign and 241 malignant. Each example has 9 integer attributes. All attribute values were discretized into 10 units.
For the limited size of Wisconsin Breast Cancer dataset, the number of windows is set to 1, window width is set to 699, and the minimum support is set as minisup=1.5%. As there is only one window, no candidate set is needed; thus, the candidate minimum support is set as minisup_c=100%.
We measured outlier detection quality by quality metrics such as recall and precision. Recall and precision have long been used to assess the quality of literature searches. In this study, recall and precision could be used as indicators of the quality of outlier detection. Precision is the proportion of the returned outliers having the correct answers; recall is the proportion of the correct answers returned.
We compared two algorithms for outlier detection, FindFPOF algorithm and our OODFP algorithm. Experimental results are shown in Table 1 and Figure 3 . From Table 1 , it can be said that the accuracy of our algorithm is slightly lower than FindFPOF algorithm. From Figure 3 , it can be said that the cost time of our algorithm is much lower than FindFPOF algorithm. It is well known that the number of maximal frequent itemsets is much less than that of frequent itemsets. We noted that the cost time seems to be related to the minimum support. We proposed comparison of the algorithms. Results are shown in Figure 4 and it is clear that mining maximal frequent itemsets is faster than mining the complete itemsets; and the smaller the minimum support, the slower will be the mining of the complete itemsets. 
Experiment with KDD-CUP-99 Dataset
In this experiment, we focus on the effect of minimum support and window width using the wellknown Dataset for the KDD-Cup-99 network intrusion detection competition. The task of the competition was to build a network intrusion detector, a predictive model capable of distinguishing between "bad" connections, called intrusions or attacks, and "good" normal connections. This database contains a standard set of data to be audited, which includes a wide variety of intrusions simulated in a military network environment. This dataset contains 311028 records of which 60592 records are nonattack data (labeled as "normal"); the rest are labeled as one of the 37 types of attack; the dataset dimension is 41, two of which are single valued attributes that are useless in our test and are discarded. In this study, we pre-processed the KDD-Cup-99 Dataset: classifying all of the "normal" labeled data as normal data, and five types of attack data (neptune, nmap, portsweep, saint, satan) as outlier data. The top 300 records of each attack type are picked out, for where there are only 84 "nmap" labeled records the total number of outlier records is 1284. Figure 5 and Figure 6 illustrate the effect of minimum support. The top 1284 records and the top 1412 records are returned respectively for outlier analysis, shown in Figure 3 and Figure 4 . It can be seen that the best minimum support should be set to 1% or 1.5%. Recall(%) 400 600 800 Figure 6 . Recall of top 1412 data Figure 7 illustrates the effect of window width. When the window width is larger than 400, the effect is limited. As shown in Figure 8 , it can be seen that the cost time becomes smaller and smaller as we increase the window width. As a result, we set the window width to 400 records, minimum support to 1.5%, and candidate minimum support to 0.9%. With these parameters, our algorithm was able to recover 93.14% recall, and the cost time was 68.9 seconds.
Conclusion
We have proposed a novel scheme for outlier detection based on maximal frequent itemsets. While there are some issues with this approach, such as the issue of outlier factor, we believe that our maximal frequent pattern outlier factor will gain better performance than that with complete frequent pattern. In addition to the fair rate of accuracy detected in our experiments, the proposed approach has the advantage of being efficient and suitable for online high-dimensional time-series outlier detection. We have found this to be very important in real-world applications of outlier detection. In the near future, we would like to apply this approach to real world applications.
