The chord method for the determination of nonconvex workspaces of planar parallel manipulators  by Hay, A.M. & Snyman, J.A.
An International Journal 
computers 4% 
mathematics 
wwl appllcf#tbns 
PERGAMON Computers and Mathematics with Applications 43 (2002) 1135-1151 
www.elsevier.com/locate/camwa 
The Chord Method 
for the Determination 
of Nonconvex Workspaces of Planar 
Parallel Manipulators* 
A. M. HAY AND J. A. SNYMAN+ 
Multidisciplinary Design Optimization Group (MDOG) 
Department of Mechanical and Aeronautical Engineering 
University of Pretoria, Pretoria 0002, South Africa 
jan.snyman@eng.up.ac.za 
(Received December 2000; accepted January 2001) 
Abstract-An extension of a novel optimization approach for the determination of accessible out- 
put sets of planar manipulators is presented. The optimization approach provides a general method 
for the determination of workspaces and has the advantage that it allows for the easy and system- 
atic implementation of constraints acting on manipulators. The previously proposed optimization 
methodologies, the ray method and modified ray method, were unable to map the boundaries of 
nonconvex planar workspaces automatically. A new chord method is proposed in this paper, which 
allows for the efficient and automated mapping of most nonconvex workspaces. The chord method is 
illustrated by application to three degree of freedom planar parallel manipulators of varied geometry. 
In oarticular. as an extreme test and illustration of its canabilitv. the chord method is also applied 
to manipulators exhibiting redundant behavior. @ 2002 Elsevie; Science Ltd. All rights reserved. 
Keywords-Parallel manipulator, Optimization, Workspace, Redundancy. 
1. INTRODUCTION 
This paper presents an extension to a novel optimization approach for the determination of 
accessible output sets of planar manipulators. The original optimization method was proposed 
by Snyman et al. [l] as a possible alternative to well-established geometrical methods [2,3] and 
continuation methods [4,5]. The proposed optimization method should not be confused with the 
more cumbersome and computationally intensive discretization methods [6,7]. The outstanding 
feature of the optimization approach is that it provides an efficient technique for the determination 
of workspaces that may easily be automated. In this respect, the optimization method is superior 
to previously proposed continuation methods. Furthermore, the optimization approach allows for 
the easy and systematic implementation of various physical constraints acting on manipulators. 
*A much-abbreviated version of this paper was presented at the Seventh International Symposium on Advances 
in Robot Kinematics, Piran-Portoroz, Slovenia, 26-30 June, 2000. 
t Author to whom all correspondence should be addressed. 
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Simply stated, the original optimization methodology, called the my method, consists of finding 
a suitable initial radiating point, and then finding the points of intersection of a pencil of rays, 
emanating from this point with the boundary of the accessible output set. The main disadvantage 
of this approach is that extremely nonconvex workspaces cannot readily be determined. 
To counteract this problem, a modified ray method has been proposed by Hay and Snyman [8]. 
In this modification, if due to nonconvexity any sections of workspace boundary cannot be de- 
termined using the ray method, then the missing sections are mapped using the ray method 
with suitably chosen new radiating points. This approach has proven capable of mapping most 
nonconvex workspaces. Since the modified ray method requires significant user interaction, the 
stated advantage of the optimization approach in allowing automated mapping of the workspace 
is counteracted. 
For this reason and as a continuation of the previous paper [8], a new chord method, which 
allows the automated mapping of most nonconvex manipulator workspaces, is proposed in this 
paper. Although the new method is illustrated here by application to planar parallel manipula- 
tors, it is sufficiently general to be applied, with some slight modifications to the methodology, 
to spatial cases as well. 
2. DESCRIPTION OF THE METHOD 
2.1. Coordinates 
As described by Haug et al. [9], generalized coordinates q = [qi, . . . , q,,]’ E RnQ are defined 
that characterize the position and orientation of each body in the mechanism and which, in the 
vicinity of an assembled configuration, satisfy m independent holonomic kinematic constraint 
equations of the form 
Q(q) = 0, (I) 
where G : Rnq -+ Rm is a smooth function. 
The generalized coordinates are again divided into the input coordinates, v = [vi, . . . , TJ,,]~, 
output coordinates, u = [pi, . . . , u,JT, and intermediate coordinates w = [WI,. . . , UJ,,,,]~. The 
constraint equations (1) are rewritten in terms of these partitioned generalized coordinates q = 
(UT, VT, WT]T as follows: 
@(u, v, w) = 0. (2) 
2.2. Constraints and the Accessible Output Set 
Inequality constraints are often imposed on the input variables and intermediate variables. 
These take the form 
vmin < v < Pax, - - (3) 
wmin < w < wmax. - - (4 
There may also be additional inequality constraints acting on the system, representing relation- 
ships between the input, output, and intermediate coordinates, that must be satisfied and which 
take the general form 
g min < g(u, v, w) I gmax. (5) 
The accessible output set of the manipulator is the collection of all possible output coordinates 
of the manipulator. To present this more precisely, the generalized coordinates are partitioned 
as follows: 
q = [UT,VT,WT]T. (6) 
The constraint equation (1) may be rewritten in terms of this partitioning of generalized coordi- 
nates 
@(u, v, w) = 0. (7) 
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The accessible output set A is defined as 
A z {u E Rn” : Q(u,v,w) = 0; v satisfying (3); w satisfying (4); 
g(u, v, w) satisfying (5)). (3) 
The boundary aA of the accessible output set may then be defined as 
dA E {u E Rn” : u E A and 3 an s E Rn” such that for u’ = u + Xs, 
X E R arbitrarily small and either positive or negative, no v and w exist (9) 
that satisfy @(u’, v, w) = 0 as well as inequalities (3)-(5)). 
The discussion below will be restricted to parallel manipulators, but the general methodology is 
equally applicable to serial manipulators as well. 
2.3. Finding an Initial Point on 8A 
If m = nw, given u and w, system (7) may easily be solved to give v in terms of u and w, 
v = v(u, w). (19) 
This is typically the case for a parallel manipulator, where the inverse kinematics can easily be 
solved. 
Assume a planar manipulator with a two-dimensional accessible output set A. Depending on 
the particular geometry of the manipulator, a suitable choice for a radiating point u”, inside the 
accessible output set, may be self-evident. If not, then u” may be obtained from equation (10) 
by solving for u in 
V = v(u, *), (ii) 
where 
i;= 
@n + +nax Wmin + Wmax 
2 ’ 
*= 
2 . 
In practice, this can be done by solving the least squares optimization problem 
minLmize Ilv(u,\?I) - V112. (12) 
Consistent with the definition of 6’A in equation (9), an initial point ubo = (zbo,ybo)T on the 
boundary in an arbitrarily chosen direction, designated by a unit vector s1 E R”“, from u" may 
be determined by solving the following constrained optimization. 
PROBLEM A. 
maxi:ize 111~ - u”\l , such that vmin < v(u, w) 5 vmax, wmin 5 w 5 wmax, 
and gmin I g(u, v(u, w), w) I gmax, 
and subject to equality constraints h (u, s’) = 0, h E RnUT1. 
The solution of Problem A is illustrated in Figure 1. 
Figure 1. Finding an initial point on aA. 
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Figure 2. Mapping the workspace boundary. 
2.4. Basic Methodology for Mapping the Boundary of the Workspace 
Starting at the initial boundary point u”), the workspace boundary is traced by successive 
circular searches with constant chord length 1 as depicted in Figure 2. 
Consider any boundary point ubi with an associated unit vector sli pointing out of the 
workspace. A vector s2i from ubi to an arbitrary output point u = (2, P)~, corresponding 
to the position of the working point P, is 
(13) 
s2i = 
Dropping the superscript i, the angle w between the unit vector s1 and the vector s2, defined in 
the right-hand sense, is 
ifa10, 
w= (14) 
, ifcr<O, 
where s1 x s2 = ai and f is the unit vector in the z-direction. Clearly, w is a function of the 
output coordinates u. 
The next boundary point ubci+l) may then be found by solving the following optimization 
problem. 
PROBLEM B. 
minimize w, such that vmin 5 v(u,w) 5 vmax, wmin 5 w < wmax, - u>w 
and gmin I g(u, v(u, w), w) I gmax, 
and subject to the equality constraint, h(u, I) = (X - xbi) 2 + (y - gbi)2 - l2 = 0. 
Having solved Problem B, s2i with components spi and SF is precisely known, and the new 
reference vector sI(~+‘) associated with the new boundary point ubci+‘) can be determined as 
(15) 
which defines a vector perpendicular to s2i and pointing out of the workspace. 
‘The function tan 2-l has two input arguments and returns an angle in the range [0,27r]. 
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Since it has already been shown how a initial radiating point u”) and reference vector sr” can 
be found, it follows that the boundary of the workspace aA may be mapped numerically by 
successively solving the above optimization Problem B for i = 0, 1,2,. . . , and each time using 
the solution to the previous problem as the starting point for the new optimization problem. 
Equation (15) is used to determine the associated reference vector for each new point. 
The algorithm is terminated when a specified maximum number of iterations is exceeded or 
when 
IIubi - u”)II 5 1 and IIubi - ublII 5 1. (16) 
The area corresponding to the termination condition (16) is shown as the shaded region in 
Figure 3. Termination in this area is an indication of closure of the boundary, as is evident for 
the example depicted in the figure. 
Figure 3. Termination of the algorithm. 
The algorithm formulation given above maps the workspace boundary in a counterclockwise 
manner. In order to map in the clockwise direction, it is necessary to modify the definition of w 
in equation (14) to 
ifo<O, 
w= (171 
if 0 > 0, 
where sr x s2 = c~ui, and to change calculation (15) of the reference vector s’(~+‘) to 
&i+l) - 
-cos(,an2-‘(g) +$ 
1 
- sin(tan2-l(g) +G) ’ 
(18) 
The same termination conditions (16) apply. 
2.5. Bifurcation Paths and Bifurcation Points 
Whenever the manipulator moves along a trajectory such that motion is restricted in some 
direction, the manipulator is said to be moving along a b$~rcation path. For the planar manip- 
ulators considered in this paper, this will occur either when two legs remain at extreme lengths 
1140 A. M. HAY AND J. A. SNYMAN 
Figure 4. A projection-intersection point. 
while the third varies between extreme values or when one leg is at an extreme length and re- 
mains colinear with the working point while the others vary between extreme values. As is to 
be expected, the boundary of the maximal workspace consists of portions of bifurcation paths. 
The remaining portions of the bifurcation paths are internal bifurcation paths, which correspond 
to positions within the workspace where the manipulator motion is restricted [lo]. Points of 
intersection of bifurcation paths in the output space usually correspond to bifurcation points. 
(The exception are P-I points, discussed in the next section.) 
Bifurcation points are positions in the output space where the manipulator can branch or 
change directly from following one bifurcation path to another. It is necessary to determine the 
exact positions of bifurcation points to ensure accurate mapping of the workspace boundary. The 
precise determination of bifurcation points is done by having identified the constraints active at 
the bifurcation point during the mapping procedure, and then solving for the point of intersection 
of these constraints using an optimization approach. 
2.6. Projection-Intersection Points 
At certain positions of the working point P of a manipulator within the workspace, and of 
particular interest on the workspace boundary, it may occur that it is physically impossible for P 
to move directly to an adjacent workspace point. In such a case, it is necessary for the working 
point to first move away from the initial point, so that a different orientation can be attained 
before motion to the adjacent point can be achieved. Figure 4 shows an example of such an 
occurrence during the mapping of the boundary. 
For the example shown in this figure, point I can be approached moving along the workspace 
boundary in a continuous manner by bifurcation path B1, from one side. From the other side, 
point I can be approached along bifurcation path Bz. There exists, however, no normal bi- 
furcation point at the apparent point of intersection of these two bifurcation curves, because 
the configuration reached from the one side differs in a discontinuous manner from the other 
with respect to the orientation angle cp. If (xx, y’) denote the position of point I, then the two 
configurations at I are given by (x1, y’, (pB1) and (x1, y’, (pB2), where the respective orientation 
angles cpBl and (pB2 may differ drastically. Point I does not, therefore, correspond to a normal 
bifurcation branch point where the paths B1 and B2 intersect in the x-y-q space. Here, inter- 
section only appears to occur at I when the two paths are projected onto the xy-plane. An 
intersection point such as I will be named a projection-intersection point (P-I point). 
Since in the optimization approach, the previous solution point is used as the starting point for 
each optimization Problem B, the paths traced correspond to the continuous physical bifurcation 
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Figure 5. Void in the workspace. 
paths followed by the manipulator as it moves along the workspace boundary. Thus, if the 
manipulator follows a bifurcation path to the inside of the workspace, as depicted by the dashed 
lines in Figure 4, the algorithm will also trace this path to the inside of the workspace. 
The occurrence of a P-I point on the boundary can be dealt with by mapping the workspace 
boundary near to the P-I point in both clockwise and anticlockwise directions, as described in 
Section 2.4. The coordinates of the P-I point can then be obtained by determining the projected 
point of intersection of these two boundary curves in x-y space. 
If there are no P-I points or only one P-I point on the boundary, then the workspace can 
be completely determined by mapping in clockwise and counterclockwise directions, and then 
superposing the solutions to determine the intersection point. 
The presence of more than one P-I point will be apparent if, after clockwise and counter- 
clockwise mapping, there is no projected point of intersection of the two solutions. Some user 
interaction is then required. 
2.7. Voids in the Workspace 
It may occur that there are infeasible regions, or voids, within the boundaries of the maximal 
workspace. The boundary of such a void will be referred to as the void boundary. The dashed 
line in Figure 5 shows a void boundary. 
As the existence of such a void is not known a priori, the main challenge lies in detecting 
whether there are voids within the workspace or not. It is proposed that once the external 
workspace boundary has been mapped, voids may be identified by an application of the ray 
tracing principle as shown in Figure 5. Problem A of Section 2.3 is applied to successive rays 
emanating from a suitably chosen feasible radiating point u ‘. The starting point for each of these 
optimization problems is chosen as the radiating point u ‘. If there is no void between the radiating 
point and the workspace boundary, then the workspace boundary will generally be found, as is 
the case with points ubm and ubq. If, however, there is a void between the radiating point and 
the workspace boundary, the optimizer will converge to a strong local minimum corresponding 
to the void boundary (points ubn and ubP). By comparing the results of the ray search with the 
actual workspace boundary, it is possible to determine the approximate location of voids within 
the workspace. 
If a void is present, the first boundary point and associated reference vector used by the chord 
method are directly obtained from the ray search, and the void boundary may be determined by 
application of the chord method. 
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2.8. Scaling the Optimization Problem 
In any optimization problem, it is necessary to pay attention to the scaling of the problc. _. 
the method presented here, scaling is of particular importance as angles, measured in radia&, 
and lengths, measured in arbitrary units, are combined in the formulation. Scaling should be 
carried out on the leg lengths to ensure that they are of approximately the same order as the 
angular measurement. If incorrectly scaled, the optimization algorithm may take a long time to 
converge, or may not even converge at all. 
2.9. The Chord Algorithm for Mapping the Boundary of a General Workspace 
To summarize, the algorithm consists of the following steps. 
STEP 1. Choose, or calculate using equation (12), a suitable initial radiating point UT. Choose 
a chord length 1. Choose K,,,,,, the maximum number of iterations. Set i = 1. 
STEP 2. For an arbitrarily chosen unit search vector slO, solve Problem A to give an initial 
boundary point ubo. Note that sl’ will always point out of the workspace and is thus a valid 
reference vector to be associated with the initial boundary point. Record the coordinates of ubo 
as well as the constraints active at this point. 
STEP 3. Solve Problem B, with w defined by equation (14) or equation (17) to find the next 
boundary point ubi. Record the coordinates of ubi, as well as the constraints active at this point. 
STEP 4. Determine the new reference vector sli using equation (15) or (18). 
STEP 5. If condition (16) is violated or if i < K,,,, then set i = i + 1 and proceed to Step 3. 
STEP 6. Scan through the calculated boundary points and associated active constraint informa 
tion to determine where bifurcation points occur, and calculate these bifurcation points. Insert 
the coordinates of these points at the correct place in the sequence of boundary points. I 
The optimization problems are solved using the dynamic constrained (LFOPC) algorithm of 
Snyman [ll-131 and Snyman et al. [14]. The LFOPC algorithm is essential to the successful 
implementation of the optimization approach. The trajectory nature of this robust optimizer 
ensures stable and controlled convergence to the optimum. In particular, when solving the 
successive optimization problems inherent in the optimization approach, the trajectory method is 
more reliable than other more established classical optimization techniques in tracking the local 
“optimization valley” which corresponds to the workspace boundary. 
3. APPLICATION TO A GENERAL THREE 
DEGREE OF FREEDOM PLANAR MANIPULATOR 
3.1. Geometry of the Manipulator 
A general three degree of freedom planar parallel manipulator is shown in Figure 6. 
The manipulator consists of a mobile triangular platform with side lengths ~1, r-2, and r3 and 
angle 1-1 between sides ri and rz. Three linear actuators 11, 12, and 13 connect the vertices of the 
platform to the ground by means of revolute joints A-F. In what follows, it is assumed that 
the origin of the global coordinate system x-y is fixed at point D and that point E lies on the 
z-axis (zg = yo = yE = 0). This is only done for convenience and does not affect the general 
applicability of the algorithm in any way. The local coordinate system 5-n is fixed to the platform 
at point P, the working point of the platform. The orientation of the platform cp is defined as 
the angle between the s-axis of the global coordinate system and line going from A to B. 
With respect to the definitions given in Section 2.1, the actuator leg lengths form the input 
coordinates v = [Ii, 12, /SIT. The global coordinates of the working point P form the output 
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Figure 6. General planar parallel manipulator. 
coordinates, i.e., u = \~p,yp]~. The rotation angle of the platform is the only intermediate 
coordinate, i.e., w = 9, The generalized coordinates for the platform are given by 
q = [UT,“T,W]T T = [ZP,?/P,llrl2,/3,(P] . (19) 
3.2. Constraint Equation Formulation 
In this analysis, only the kinematic and leg length constraints will be considered, although 
there is no reason why other physical constraints, such as leg interference or limits on the passive 
joint angles, cannot be used. 
3.2.1. Kinematic constraints 
In the platform local coordinate system, the coordinates of leg-platform attachment points A, 
B, and C are ([A, VA), (CB, 77~)) and (EC, qc), respectively. The standard transformation from a 
local coordinate system with origin at (zp, yp) and orientation cp to the global coordinate system 
is 
(20) 
Using transformation (20), the global coordinates of points A, B, and C can easily be obtained. 
The inverse kinematics of the platform can then be performed to give the actuator leg lengths in 
terms of the position and orientation of the platform 
1: = (xA(zP, YP, ‘p) - d2 + (YAbP, YP, ‘p) - Yd2> 
1; = (xB(xP,YP,(P) - x.d2 + (YB(~P,YP,(P) - !&J2, 
132 = (W(2P, YP, cp) - d2 + (YCbP, YP, ‘p) - Yd2. 
(21) 
This can be rewritten in the standard form for the kinematic constraint equations as 
UT - (zA(u,w) - xd2 - (YA(U, w) - YD)2 
@(u, v, w) = u; - (xB(u, w) - xE)2 - (YB(u, w) - YE)2 = 0. 
u3” - (w(u, w) - xd2 - (YC(U, w) - YF)2 1 
3.2.2. Leg length constraints 
The constraints on the leg lengths are 
(22) 
0 < p” I li 5 IS”, i = 1,2,3. (23) 
(24) 
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From equation (21), the explicit expressions for v are 
(xA(U, w) - xD)2 + (YA(u, w) - ?/D)2 
v=v(u,w)= 
[i 
(xB(u, w) - xE)2 + (Y&U, ‘w) - YE)2 . 
(w(u, w) - m)2 + (vc(w w) - YFj2 I 
These may be written in the standard form 
vmin < v(u,‘uI) 5 vmax, - (25) 
where vmin = [I?‘“, lyin, /Ti”]T, vmax = [1y, I,“‘“, /ylT, and with u and ‘w specified, v(u, w) 
is given by equation (24). 
3.3. Results for the General Planar Platform 
Numerical values of the dimensions for the different manipulator geometries considered in 
this paper are given in Table 1. These are purposely chosen to correspond to the manipulators 
considered by Merlet et al. [3]. 
Table 1. General planar parallel manipulator dimensions. 
Manipulator ~1 T2 r3 XE XF YF P 
Ml 25 25 25 20 0 10 60 
M2* 20.839 17.045 16.549 15.91 0 10 52.74’ 
M3 25 25 25 20 10 17.23 60” 
M4 2 2 2 10 5 8.66 60” 
‘In [31, ~-3 = 16.54. 
Workspaces for these manipulators determined using the chord method and with the working 
point positioned at the centroid of the upper platform are shown in Figure 7. In all cases, the 
leg limits used are 2 5 11 < 8, 5 5 12 < 25, and 10 5 1s 5 25. P-I points are indicated by an i. 
The workspace of M3, shown in Figure 7c, is of particular interest as it is both highly nonconvex 
and is an example of a workspace boundary containing two P-I points, indicated by ii and is. 
The respective chord lengths 1 and number of boundary points N for the workspaces shown in 
Figure 7 are given in Table 2. 
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Figure 7. Maximal workspaces of (a) Ml, (b) M2, (c) M3, and (d) M4. 
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Table 2. Chord lengths and number of boundary points. 
It is evident that the computational effort required to determine the workspace of a given ma- 
nipulator will be strongly dependent on the resolution required, i.e., the choice of chord length 1. 
As an indication, the time taken to determine 100 boundary points using a PII-266MHz system 
is approximately 5 s. 
4. REDUNDANCY AND ITS TREATMENT 
BY THE CHORD APPROACH 
4.1. Geometry of the Manipulator 
In the previous section, the optimization approach has been applied to manipulators where 
the extreme reach of the parallel manipulator is dependent on the orientation of the platform. 
In this section, a special case will be studied where the orientation is effectively redundant in 
determining the extreme reach of the manipulator. This will occur when the working point of 
the platform is chosen as one of the leg attachment points A, B, or C. (See Figure 6.) Such 
manipulators, defined here as redundant manipulators, are used by Merlet et al. [3] in illustrating 
the geometrical method. They make no mention of the special behavior associated with such 
manipulators. In this section, it will be assumed that the working point coincides with point C. 
The constraint equations derived in the previous section remain valid for this choice of working 
point. A slight modification to the optimization approach is required in order to determine the 
workspaces of such redundant manipulators. 
4.2. Redundancy on the Workspace Boundary 
For a redundant type manipulator, there exist portions of the workspace boundary for which 
the formulations of Problems A and B do not have unique solutions. Along these boundaries, a 
range of platform orientations is possible. 
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Nonunique boundary portions can be detected by examining the constraints active on the 
workspace boundary. When the only active inequality constraint is the constraint limiting the 
length of the leg associated with the working point of the platform (in this case, leg 3), then 
nonuniqueness will occur. Note that it is possible to have only one active inequality constraint 
and still have a unique solution, as is the case when the only active constraint is associated with 
one of the other legs (in this case, leg 1 or 2). 
When nonuniqueness is detected, a unique solution to the optimization problem may be ob- 
tained by altering the objective function as follows: 
minimize w f cp. 
u,w (26) 
This modified objective function forces the platform to attain either a maximum clockwise or 
counterclockwise orientation, depending on the sign chosen, without affecting the extreme reach 
of the manipulator. Note that it is possible for even the modified objective function not to have 
a unique solution in some cases. This will occur when the manipulator can rotate completely 
about a point without violating any constraints. 
Redundancy, or nonuniqueness, will not necessarily cause a severe problem in the determination 
of the workspace boundary, and using the standard objective function, the correct boundary may 
still be determined in x-y space. However, since the uniqueness of the platform orientation angle 
affects the bifurcation path which the platform follows in x-y-9 space, redundancy may affect 
the bifurcation path followed and thus the projection on the x-y-plane in giving the boundary of 
the workspace. 
4.3. Bifurcation Paths in x-y Space 
To illustrate the effects of redundancy on determining the workspace boundary, consider Fig- 
ure 8 which gives the workspace of manipulator M3 with the working point chosen as point C 
(see Figure 6) and leg limits 5 5 li < 20, i = 1,2,3. This has been determined using the chord 
method with the modified objective function (26) applied as necessary. 
The manipulator is asymmetrical about the line x = 10. It is thus only necessary to map one 
side of the workspace boundary to determine the full maximal workspace. The symmetry has 
further implications on the character of the workspace. Gosselin [15] notes that the stiffness of 
such a manipulator becomes very low when the platform is positioned symmetrically near the 
center of the workspace. Portions of the workspace boundary where nonunique behavior occurs 
are indicated in Figure 8 as lines d-a-d’ and m-n-m. 
Figure 8. Maximal workspace of M3. 
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Figure 9 shows the calculated projected bifurcation paths followed by the platform in x-y space 
as it moves along the workspace boundary from a to h and j to h. These were calculated using the 
chord method with the modified objective function. The bifurcation path followed by the platform 
and projected as the workspace boundary is uniquely decided by the orientation of the platform, 
as it moves from a (or j) and approaches the bifurcation point k. After point k, two different 
boundary curves are mapped depending on the form of the modified objective function (26). 
Figure 9a shows the path followed for a +cp modification and Figure 9b the path followed for a 
-cp modification. If the method is applied without the objective function modification, path (b) 
will always be followed. Superpositioning of boundaries (a) and (b) gives the maximal workspace 
shown in Figure 8. 
I ’ 1 
40 _ 
30 _ 
Y 20. 
10 
:i 
k' CJ 
0 
I I 8 I 
-10 0 10 -10 0 10 
x x 
(4 (b) 
Figure 9. Bifurcation paths in z-y space (a) +‘p modification and (b) -‘p modifica- 
tion. 
4.4. Detailed Analysis of Boundary Bifurcation Paths in x-y-cp Space 
To illustrate why the platform follows different bifurcation paths for different objective function 
modification, consider Figure 10, which shows a plot of the platform orientation cp [rad] versus a 
reference direction 0 [rad] from a fixed radiating point u ’ = (10,25)T to the points determined 
on the workspace boundary. 
The bifurcation points and curves are labeled using the notation proposed by Snyman et al. [l]. 
As stated in Section 2.5, bifurcation curves correspond to trajectories along which either one (with 
an extra condition on the platform alignment), or two of the six inequality constraints (25) are 
active. At bifurcation points, where the bifurcation curves intersect, either two (with an extra 
condition on the platform alignment), or three of these inequality constraints are active. Each 
active constraint corresponds to an actuator leg at either its maximum or minimum length. In 
the proposed notation, the state of each leg i, i = 1,2,3, is indicated by setting X, = 0, 1, or “-“, 
respectively, denoting a leg at a minimum, maximum, or intermediate length. The configuration 
of the manipulator is then indicated and labeled by a triplet enclosed in round brackets (X1X2X3) 
for a bifurcation point, or square brackets [XiXsXs] f or a bifurcation curve. Thus, in the figure, 
for example, d (111) indicates a bifurcation point where all of the actuator legs are at their 
maximum lengths. This is connected to bifurcation point c (011) by the curve [- 111, along which 
legs 2 and 3 remain at their maximum lengths while leg 1 varies between extreme lengths. 
As the search direction 6 varies from 0 to r, the nature of optimization Problem (i) changes. 
Various regions corresponding to the different classes of solution may be identified. 
Figure 11 gives a two-dimensional representation of how the modified chord objective function 
f = w might look in the f-p plane for a number of fixed boundary points corresponding to 
reference directions 0 as one moves from left to right in Figure 10. 
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Figure 10. Bifurcation paths in 0-p space. 
With reference to Figure 10, Figure lla corresponds to a reference direction in the region of 
Ba 5 8 5 2.3.2 In this case, the original objective function f, corresponding to w in the specified 
direction, does not have a unique minimum. Instead, there is flat solution plain of width d*. Note 
that over this region of cp, the x and y coordinates of the workspace boundary (XC, yc) remain 
constant. 
The modified objective function (26) has the effect of sloping the floor of the valley and thus 
forcing the optimization problem to have a unique solution as shown in Figure 12. Depend- 
ing on whether a positive or negative modification is used, the most clockwise or anticlockwise 
orientation of the manipulator may be determined. 
From 0 = 2.3 to ok, the solution plain splits into two separate plain solution regions of width d; 
and d;, respectively, as shown in Figure llb. Once again, the x and y workspace boundary 
coordinates remain constant over both regions, while the platform orientation is nonunique. The 
four bounding values of the platform orientation can be determined by using the objective function 
modification and selecting a suitable starting point. Note that if the starting point is chosen to 
lie in one plain, then a solution will generally be found inside that plain. 
Figure llc gives a representation of the third case (0, 5 0 5 0,) in which one of the plains 
has become a valley with one strong local minimum pi and a nonunique global solution region of 
width dz is the other remaining plain. Once again, the bounds of the nonunique region may be 
determined using the objective function modification. There are distinct coordinates (XC, yc, ‘p) 
corresponding to ~1 and constant (xc, yc) coordinates but varying cp corresponding to the region 
of width d;. 
In the region ed 5 0 5 of, the remaining plain also becomes a valley and there is either one 
strong local minimum pi and one global minimum & as shown in Figure lld or the inverse case 
occurs of a global minimum at ~7; and a strong local minimum at ~pz as shown in Figure lie. 
The final case (0, 5 B 5 en) is shown in Figure lle where one unique solution cp* exists. 
Since in the method used, the starting points for consecutive subproblems are chosen as solu- 
tions to the previous subproblems, and mapping is performed in one direction, it is evideht that 
only one complete valley can be mapped for every run of the program. The valley to be followed 
2The value of 0 for any point n will be denoted 19~ 
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Figure 11. Objective function sections for different fixed 0 values. 
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Figure 12. Objective function modification. 
can be chosen by changing the sign of the objective function modification used in the nonunique 
region. This forces the platform into an extreme clockwise or counterclockwise orientation cor- 
responding to path j-k or a-b-c-d, respectively. From k, path k-l-g-h can be followed and 
from d path d-e-f -g-h. Since we are unsure from the outset as to which portions of each valley 
correspond to the global minimum, it becomes necessary to map both extremes and then compare 
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the results to find the maximal workspace boundary. Note the jump at f, which corresponds to 
the solution moving from a local minimum valley to the global minimum. 
4.5. Maximal Workspace Determination 
The maximal workspaces of the parallel manipulators listed in Table 1 can be determined by 
applying the method for determining nonconvex workspaces, described in the previous chapters, 
to equations (22) with leg length constraints (25). The maximal workspaces of Ml, M2, M3, 
and M4 with the working point of the platform fixed at point C are shown in Figure 13. These 
were determined using the chord approach with the modified objective function and leg length 
limits 2 5 11 < 8, 5 5 1s 5 25, and 10 5 1s 5 25. 
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Figure 13. Maximal workspaces of (a) Ml, (b) M2, (c) M3, and (d) M4. 
Table 3. Chord lengths and number of boundary points for redundant workspaces 
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The chord lengths 1 and number of boundary points N for each of the workspaces given in 
Figure 13 are tabulated in Table 3. 
For the redundant type manipulator, except for M2, the workspaces correspond exactly to 
the workspaces determined by Merlet et al. [3]. The reason for the discrepancy between the 
workspaces for M2 is that the dimensions of the manipulator are not accurately given in the 
paper of Merlet et al. [3]. The basic forms of the respective workspaces are, however, very 
similar. 
5. CONCLUSION 
In its present form, the chord algorithm successfully maps the workspace boundary from a 
starting point until a P-I point is reached. The workspace boundary can be automatically 
mapped if there are no P-I points or one P-I point present. If there are two or more P-I points, 
then some user interaction is required in determining the workspace boundary. 
The workspaces determined are highly nonconvex, proving the effectiveness of the described 
chord optimization methodology. It has been shown that the optimization method can success- 
fully be applied to the detection and determination of voids occurring in workspaces. 
Of great importance is the efficiency of the chord optimization methodology. It has already 
been shown [16], for a specific 6-3 Stewart platform, that the optimization approach can be 
successfully applied to the spatial case. Indications are that the described methodology can also 
be extended to yield a general and efficient method for the determination of spatial manipulator 
workspaces. 
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