Abstract. This paper explores two boosting techniques for cost-sensitive tree classi cations in the situation where misclassi cation costs change very often. Ideally, one would like to have only one induction, and use the induced model for di erent misclassi cation costs. Thus, it demands robustness of the induced model against cost changes. Combining multiple trees gives robust predictions against this change. We demonstrate that the two boosting techniques are a good solution in di erent aspects under this situation.
Introduction
Most research on classi er learning has focused on minimum error classi cation. It aims to minimize the number of incorrect predictions or classi cations made by classi ers. This kind of learning method ignores the di erences between different types of incorrect prediction. It is very common in real world applications that di erent types of incorrect prediction cost di erently. The cost of incorrect predictions is more important than the number of incorrect predictions in many real world domains such as in medical and nancial areas. For example, in medical diagnosis, diagnosing someone as healthy when one has a life-threatening disease is usually considered to be more serious (thus higher cost) than another type of error|of diagnosing someone as ill when one is in fact healthy. Nevertheless, very little attention has been paid to cost-sensitive classi cation where the objective is to minimize the total cost of incorrect predictions or the number of high cost errors.
Moreover, in some cost-sensitive classi cation situations, misclassi cation costs may change very often. For example, in bank loan decision making, managers in di erent branches may assign di erent costs to the same type of incorrect decision. In addition, the costs may change from time to time even within the same branch. To the best knowledge of the authors, this situation has not been investigated. In this paper, we explore cost-sensitive classi cation techniques to handle this type of situation, and focus on decision tree learning in this study.
The most straightforward and simple approach to this problem is to alter the prediction selection process during classi cation, without modifying the classi er learning process. This can be done for a decision tree learning algorithm, such as C4.5 (Quinlan, 1993) , in the following fashion. During the classi cation stage, an example to be classi ed is assigned the class with the minimum expected misclassi cation cost (Michie, Spiegelhalter, & Taylor, 1994) at the leaf to which the example is traced down, rather than the class with the maximum weight.
Because no modi cation to the tree induction process is required, the same tree can be re-used when the misclassi cation costs change. C4.5c is the variant of C4.5 modi ed in this manner and it is used as the base line of this research.
Intuitively, combining multiple models shall give more robust predictions than a single model under the situation where misclassi cation costs change very often. Boosting has been shown to be an e ective method of combining multiple models in order to enhance the predictive accuracy of a single model (Quinlan, 1996; Schapire, Freund, Bartlett, & Lee, 1997) . Thus, it is natural to think that boosting might also reduce the misclassi cation costs of C4.5c. In this paper, we explore two techniques of boosting C4.5c. The rst technique is ordinary boosting combined with the minimum expected cost criterion. The second technique is a variant of ordinary boosting which utilizes the misclassi cation cost information during the induction of decision trees. We call the rst method Boosting, and the second Cost-Boosting. We conduct empirical evaluation to assess the performance of Boosting and Cost-Boosting under the situation.
The next section describes the procedures used in Boosting and Cost-Boosting. Section 3 reports experiments with C4.5c, Boosting, and Cost-Boosting. We summarize our ndings in the nal section.
(iii) The weight vector w (k+1) for the next trial is created from w k as follows:
where the normalizing term z k and k are de ned as
After K trials, the decision trees T 1 ; : : : ; T K are combined to form a single composite classi er. Given an example, the nal classi cation of the composite classi er relies on the votes of all the individual trees. The vote of the tree T k is worth k units. Since we use the expected misclassi cation cost to select the predicted class, the voting is not simply summing up the vote of every individual tree. Instead, the following computation is performed.
Let t k (x) be the leaf of the tree T k where the example x falls into, and W i (t k (x)) be the total weight of class i examples in t k (x). The expected misclassi cation cost for class j with respect to the example x and the composite classi er consisting of trees T 1 ; : : : ; T K is given by:
where cost(i; j) is the misclassi cation cost of classifying a class i example as class j; and I is the total number of classes. To classify a new example x, EC j (x) is computed for every class. The example x is assigned to class j with the smallest value for EC j (x). That is, EC j (x) < EC j 0 (x) for all j 0 6 = j.
From the description above, it can be seen that Boosting only utilizes the misclassi cation cost information during classi cation through Equation (4). Its classi er induction process does not employ the cost information. This allows a single Boosting induction to be used for di erent misclassi cation costs.
One can modify the Boosting procedure so that the weights of misclassi ed examples are updated according to the costs associated with these misclassi cations. Thus, each subsequent tree is cost-sensitive. Based on this idea, Boosting is modi ed to create a variant: Cost-Boosting. Cost-Boosting uses the same procedure as Boosting except the weight adjustment process in step (iii). We assume a unity condition cost(i; j) 1; 8i 6 = j (see details in the next section); and the weight adjustment is re-de ned as follows.
w 0 (k+1) (n) = cost(actual(n); predicted(n)); if actual(n) 6 = predicted(n);
otherwise.
Because all trees (except the rst one) are cost-sensitive, Cost-Boosting needs to perform induction every time the misclassi cation costs change.
During the classi cation stage, Cost-Boosting also uses Equation (4) for selecting the class with the minimum expected cost except that each individual tree in Cost-Boosting is worth 1 unit for voting, that is, k = 1.
As Boosting and Cost-Boosting, the base line algorithm C4.5c also employs the same formulae for selecting the class, in which K = 1 and k = 1.
Note that the rst tree in both Boosting and Cost-Boosting is exactly the same as that produced by C4.5c.
Experiments
In this section, we empirically evaluate Boosting and Cost-Boosting by comparing with C4.5c. Twenty natural domains from the UCI machine learning repository (Merz & Murphy, 1997) are used in the experiments. This test suite covers a wide variety of di erent domains with respect to dataset size, the number of classes, the number of attributes, and types of attributes.
The misclassi cation cost information is provided in the form of a cost matrix of size I I, where I is the number of classes in a domain. The o -diagonal entries contain the costs of misclassi cations, while the entries on the diagonal contain the cost of correct classi cations which are equal to zero. Since no datasets from real-world domains where misclassi cation costs often change are available to us, we simulate this type of situation by arti cially generating cost matrices. A cost matrix for each domain is randomly generated for each experimental run. In each matrix, the costs in the o -diagonal entries are any randomly generated integer between 1 and 10. In two-class domains, one of the two o -diagonal entries must be 1 and the other more than 1. In multi-class domains, at least one of the entries is 1. The only reason using this unity condition is to allow us to measure the number of high cost errors.
One 10-fold cross-validation is carried out in each domain, except in the Waveform domain where 10 pairs of training set of size 300 and test set of size 5000 are randomly generated. In each fold, we conduct 10 runs on the same training and test sets using 10 randomly generated cost matrices to simulate the cost changing situation. In each run, the same cost matrix is employed in training and testing. All reported results are averaged over 100 runs.
We use two measures to evaluate the performance of the algorithms employed for cost-sensitive classi cation. The rst measure is the total cost of misclassi cations made by a classi er on a test set (i.e., P m cost(actual(m); predicted(m))).
The second measure is the number of high cost errors. It is the number of misclassi cations associated with costs higher than 1 made by a classi er on a test set. Note that the lowest misclassi cation cost is 1 in a normalized cost matrix. A good cost-sensitive classi er should have low total misclassi cation cost, or small number of high cost errors, or both. Table 1 shows the misclassi cation costs and the number of high cost errors of C4.5c, and the ratios for the pair-wise comparison among C4.5c, Boosting, and Cost-Boosting are presented in the last three columns. A ratio of less than 1 for Boosting vs C4.5c, for example, represents an improvement due to Boosting. The mean ratios over 20 domains are shown in the last row.
Boosting reduces the misclassi cation costs of C4.5c in 15 out of the 20 domains, and increases the misclassi cation costs of C4.5c in the other 5 domains. On average, Boosting achieves 14% reduction over C4.5c in terms of the misclassi cation costs. Cost-Boosting further reduces the misclassi cation costs of C4.5c. Cost-Boosting obtains lower costs than C4.5c in all 20 domains. The average reduction is 25%. Compared with Boosting, Cost-Boosting has lower costs in 18 domains, and higher costs in only 2 domains. On average, Cost-Boosting achieves 11% lower misclassi cation costs than Boosting. These results clearly show the advantage of Boosting over C4.5c, and the advantage of Cost-Boosting over both C4.5c and Boosting in terms of misclassi cation costs.
In terms of the number of high cost errors, Boosting improves C4.5c dramatically. It achieves 43% reduction over C4.5c on average. In comparison to C4.5c, Cost-Boosting achieves the average reduction of 32%. Comparing Cost-Boosting directly to Boosting, the former has the number of high cost errors 2.43 times larger than the latter. Note that one single domain, Horse, makes a signi cant contribution to this increase. In this domain, Boosting has 0.06 high cost errors, while Cost-Boosting has 1.20 high cost errors. This gives a ratio of 20.00 for Cost-Boosting vs Boosting.
Due to lack of space, results of investigations on some related issues, such as the e ect of K, are not reported here. They can be found in the full report (Ting & Zheng (1998) 
Summary
This paper has explored two techniques for dealing with cost-sensitive decision tree classi cation in the situation where misclassi cation costs change very often. One is Boosting|the ordinary boosting with the minimum expected cost criterion. It makes use of the cost information during classi cation stage by using the minimum expected cost criterion to select the predicted class. Another technique is Cost-Boosting, a variant of Boosting, designed specically for cost-sensitive classi cation in this paper. This technique takes the advantage of the available misclassi cation cost information during training, which makes the boosting procedure more sensitive to the cost of misclassi cation. However, this advantage comes at a price of extra computation|Cost-Boosting needs to create new classi ers every time misclassi cation costs change.
Experimental results show that both Boosting and Cost-Boosting can significantly reduce the misclassi cation cost and the number of high cost errors of a single decision tree under the frequent cost change situation|combining multiple trees in Boosting and Cost-Boosting gives more robust predictions against cost changes. In terms of misclassi cation cost, Cost-Boosting is a better choice than Boosting. When the aim is to minimize the number of high cost errors, we strongly recommend to use Boosting.
