Introduction
International capital flows have grown significantly over the past several decades (Bussière et al (2016) ). Cross-border bank lending has been one of the most important channels for the expansion of such activity, especially in the pre-crisis period (Rey (2015) ; Bruno and Shin (2015a, 2015b) ). In the post-crisis period, international debt securities issuance has also picked up considerably in what has become known as the "second phase of global liquidity" (Shin (2013) ).
It is well documented in the existing literature that international capital flows can be a double-edged sword. On the one hand, a number of benefits are associated with them. For instance, Claessens and van Horen (2014) have shown that they help satisfy domestic credit demand in recipient countries. In addition, international bank flows have helped to improve funding conditions and have promoted stronger competition in destination countries (Claessens et al (2001) ; Beck et al (2004) ).
On the other hand, expanded international capital flows have also brought some challenges. Previous research has shown that excessive credit growth in recipient countries is one of the most visible consequences of international bank flows (Demirgüç-Kunt and Detragiache (1998) ; Laeven and Valencia (2013) ). Others have highlighted the spillovers of banking sector shocks across different jurisdictions (Obstfeld (2012) ; Kalemli-Ozcan et al (2013) ). In addition, the international activities of banks complicate bank regulation and supervision (Cetorelli and Goldberg (2011); Cetorelli et al (2014) ).
In this paper, we investigate how four characteristics of external debt affect the probability of domestic credit booms and busts. In particular, we examine the type of instrument through which external credit is extended, the sector (ie banks versus nonbanks) of the lender and the borrower, as well as the currency composition and the maturity of external debt.
The composition of lending instruments may influence the impact of external debt on domestic credit via several channels. First, bonds are more liquid than loans (Choudhry (2001) ; Bai and Zhang (2012) ). This makes it much easier for external investors to gain exposure to a given fast-growing economy (thus potentially fuelling a credit boom) via bonds than via loans. Second, loans tend to be associated with higher monitoring costs than bonds (Shirai (2001) ). As a consequence, cross-border credit extension via loans is likely to be related to a greater level of commitment and initial costs on the part of external lenders than cross-border credit extension via bonds. Third, bonds tend to be less regulated than loans (Sercu (2009) ). Therefore, one might expect that external bond financing could have a larger and more procyclical impact on credit. All three of the above channels suggest that external bond financing is more strongly associated with periods of an intensified growth in domestic credit than external loan financing. Furthermore, external derivatives assets tend to be much more volatile than loans and bonds (Fight (2004) ). This is especially the case during crisis periods, when the prices of the underlying assets in the respective derivatives contracts can move sharply away from their reference prices. Consequently, one could expect that the value of external derivatives obligations spikes up during bust periods. Finally, derivatives tend to be more complex and opaque than both loans and bonds (Dubil (2008) ). Such opaque instruments might support credit booms, but their contribution might not be immediately apparent.
Regarding the borrowing sector, it has been argued that external lenders' monitoring efforts may be different depending on whether the borrowers are banks or non-banks (Martinez (2015) ). Moreover, distortions related to asymmetric information tend to be less (more) severe during expansions (recessions) (Dell'Ariccia and Marquez (2006) ). And there are barriers to entry and efficiency issues (Kerl and Niepmann (2015) ). On the lending sector side, it is well known that banks tend to be more heavily regulated than non-bank providers of credit. This could make it easier for the latter to engage in speculative cross-border lending, thus potentially helping to fuel credit booms in the recipient countries.
The currency in which external debt is denominated could potentially also have a significant impact on the evolution of the credit cycle in the borrowing economy. A number of recent studies have emphasised the unique role that the US dollar plays as the premier global funding currency in the international financial system (Rey (2015) ; Bruno and Shin (2015a and 2015c) ). Bruno and Shin (2015b) have outlined a mechanism through which fluctuations in the value of the US dollar influence the global financial cycle. More concretely, a depreciation (an appreciation) of the US dollar vis-à-vis the domestic currency of a given country can increase (reduce) the net worth of local borrowers with currency mismatches, thus easing (tightening) financial conditions in the borrowing country.
Finally, the maturity of external debt could also have an impact on domestic credit cycles. In particular, shorter maturities expose borrowers to rollover risk, while providing more flexibility for lenders. Conversely, longer maturities can reduce the rollover risk for borrowers, but at the expense of greater duration risk for lenders (Gruić et al (2014) ). Furthermore, shorter external debt maturities could reduce incentives for time-inconsistent economic policies (Alesina et al (1992) ; Blanchard and Missale (1994) ). This means that a longer average external debt maturity can help mitigate the impact of external shocks, but also creates the conditions for financial imbalances that mount over time. Meanwhile, a shorter average external debt maturity could potentially amplify domestic credit cycles.
Our empirical investigation of the role played by external debt composition in shaping the dynamics of credit cycles consists of two main steps. We first draw on a novel methodology developed by Agnello et al (2015) and Burnside et al (2016) , who identify the various phases of the housing market cycle, and apply it to detect credit booms, credit busts and "normal times" in the credit cycle. Then, using quarterly data for 40 countries over the period 1980-2015, we assess the contribution of the four above-mentioned dimensions of external debt composition (ie instrument, borrowing/lending sector, currency and maturity) in explaining the likelihood of the different phases of the credit cycle.
We find that the instrument composition of external debt has a significant impact on credit cycles. More concretely, greater reliance on external bond financing increases the likelihood of credit booms. Furthermore, a higher share of derivatives in external bank debt raises the probability of credit busts. Finally, a larger proportion of loans tends to be associated with "normal times" in the credit cycle.
The lending and the borrowing sector are also statistically significant determinants of the phase of the credit cycle. A higher interbank share in external lending is associated with a reduced probability of a credit bust. By contrast, when the share of external lending from banks to non-banks is elevated, credit busts are more likely to occur.
Our findings attribute a less prominent role to the currency distribution and the maturity composition of external debt in shaping the dynamics of credit cycles in borrowing countries. Nevertheless, there are some (data-related) caveats associated with these results.
The remainder of the paper is structured as follows. Section 2 reviews the related literature. Section 3 describes the data, the methodology used for the identification of credit cycles, and the general econometric framework. In Section 4, we present the benchmark empirical results, while in Section 5 we provide a summary of the various robustness checks. Finally, Section 6 concludes and presents the main policy implications.
Related literature
The main questions that we address in this paper are related to two main strands of literature.
The first one looks at the determinants of boom-bust credit cycles and tries to disentangle between domestic (ie "pull") and global (ie "push") factors (Calvo et al (1993) ; Chuhan et al (1998) ). Among domestic factors, economic growth is believed to fuel credit expansion, thus potentially leading to crisis episodes (Hofmann (2004) ; Aliber and Kindleberger (2011) ). Changes in the value of the collateral also affect borrowers' constraints, thus impacting credit growth and generating financial vulnerabilities (Kiyotaki and Moore (1997); Iacoviello (2005) ; Iacoviello and Minetti (2008) ). Furthermore, there is empirical evidence that credit booms typically lead to financial crises (Schularick and Taylor (2012) ; Jordà et al (2016) ) and certain dimensions of debt make them particularly "ugly" (Barajas et al (2007) ; Dell 'Ariccia et al (2008) ; Reinhart et al (2016) ).
Global factors also have the potential to impact domestic credit cycles. Credit booms are normally preceded by sharp rises in capital inflows (Kaminsky and Reinhart (1999) ; Kaminsky et al (2004) ). Episodes of US dollar depreciation are associated with increased cross-border bank flows and an overall tightening of global financial conditions (Bruno and Shin (2015a, 2015b) ). There is also evidence that the crossborder component of credit typically outgrows its domestic counterpart during financial booms (Borio et al (2011); Avdjiev et al (2012) ). Finally, there is research supporting the idea that "not all flows are the same". For instance, debt flows are more likely to generate credit booms than other flows (Borio and Disyatat (2011); Jordà et al (2011); Gourinchas and Obstfeld (2012); Rey (2015) ).
The second avenue of research to which our paper is related investigates different aspects of debt composition. For example, some authors focus on the longterm borrowing costs and on the ability of economic agents to finance expenditures or to roll over existing debts. Here, the minimisation of debt service costs can be seen as relevant for dampening financial vulnerabilities (Dell'Erba et al (2015) ; Debrun and Kinda (2016) ). For emerging market economies, the "original sin" (or inability to finance external borrowing in local currency) is also often mentioned as an important macroeconomic drawback. Indeed, high debt yields are normally seen as a source of financial stress (Eichengreen and Hausmann (2002) ; Borensztein et al (2004) ). Debt composition also matters for the design of optimal policy. For instance, some authors highlight that interest payments on debt should be structured in such a way that they are kept low when the output (the government spending) is lower (higher) than expected (De Groot et al (2015) ). Finally, debt composition can be thought as a relevant incentive mechanism device, as the domestic/external ownership of debt can have implications for the probability of default (De Broeck (1997); Drazen (1998) We use the BIS data set on total credit to private non-financial sector in order to identify the different phases of the credit cycle.
To pin down the various dimensions of external debt composition, we combine data from the BIS locational banking statistics (LBS), the BIS consolidated banking statistics (CBS) and the BIS international debt securities statistics (IDSS). The BIS LBS are compiled following principles that are consistent with the balance of payments data. An important advantage of the LBS data is that they allow us to aggregate external bank lending flows and stocks conditional on the country in which the borrower resides. The BIS LBS data also contain a breakdown by borrowing sector (banks versus non-banks) and instrument type (loans, debt securities and other instruments (typically, derivatives). Finally, the LBS data make it possible to distinguish among the various currencies in which external debt to banks is denominated.
We also use the BIS CBS data in our empirical analysis. We take advantage of the fact that the international claims category of the CBS data contains a maturity breakdown, which allows us to decompose bank lending into a short-term component (claims with remaining maturity of up to one year) and a long-term component (claims with remaining maturity of over one year). Strictly speaking, international claims are not equivalent to external lending since, in addition to crossborder claims, they also include the foreign currency-denominated local claims of banks' foreign subsidiaries. Nevertheless, the former series is a fairly good proxy for the latter given that cross-border claims represent over 90% of international claims for most borrowing countries. Furthermore, the growth rates of the two series exhibit positive and strongly statistically significant correlation for the overwhelming majority of countries that we examine.
We complete the construction of our external debt composition measures by using the BIS international debt securities statistics (IDSS). For the purposes of the BIS The countries included in the analysis are: Argentina, Australia, Austria, Belgium, Brazil, Canada, Chile, China, Czech Republic, Denmark, Finland, France, Germany, Greece, Hong Kong, Hungary, India, Indonesia, Ireland, Italy, Japan, Korea, Luxembourg, Malaysia, Mexico, the Netherlands, Norway, Poland, Portugal, Russia, Saudi Arabia, Singapore, South Africa, Spain, Sweden, Switzerland, Thailand, Turkey, the United Kingdom and the United States,
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In the BIS LBS data, the category "other instruments" is a residual category which covers banks' residual claims (ie those not included under "loans and deposits" and "debt securities"). The category tends to be dominated by bank's derivatives instruments with positive market value, as well as their equity holdings and participations.
IDSS data, debt securities are defined as international if they meet at least one of the following three criteria: (i) if they are issued in a market other than the local market of the country where the borrower resides; (ii) if they are traded in a market other than the local market of the country where the borrower resides; and (iii) if they are governed by the law of a country which is different from that of the country in which the borrower resides (Gruić and Wooldridge (2012) ). The IDSS data are compiled on a security-by-security basis and, consequently, contain very detailed breakdowns along a number of dimensions. The breakdowns that we exploit in our empirical analysis are those by borrowing country, borrowing sector, currency and maturity. It should be noted that the universe of international debt securities does not overlap perfectly with the universe of externally held debt securities. That said, for most countries and sectors, the degree of overlap between the two categories is very high (Avdjiev et al (2016) ).
Other data series that we use in our empirical analysis include: 1) real GDP growth; 2) long-term (10-year) interest rates; 3) residential property price growth rates; 4) the inflation rates; and 5) effective exchange rate indices. Finally, we use the Chicago Board Options Exchange (CBOE) Volatility Index (VIX).
Identification of credit cycles
Following the methodology applied by Agnello et al (2015) and Burnside et al (2016) to the case of the housing market cycle, we identify episodes of booms, busts and "normal times" in the credit cycle.
This approach captures three major characteristics of credit cycles: 1) magnitude; 2) persistence; and 3) own history. In fact, it identifies large (magnitude) and persistent (duration) deviations from long-term trends. Moreover, it recognises that while some credit booms are followed by busts, others do not display the same pattern (own history). Finally, it requires the preliminary detection of upturns and downturns in real credit to the non-financial sector: we smooth quarterly real credit growth using a moving average and the (cumulative) real credit growth in a upturn (downturn) is required to exceed (fall below) a minimum (maximum) threshold before it can be labelled as a credit boom (bust).
Let us assume that y t denotes the logarithm of real credit and x t is the centredmoving average of y t , that is, = ∑ . An upturn (downturn) corresponds to an interval of time during which ∆x t >0 (∆x t <0) for all t, and a peak (trough) is the last time period within an upturn (downturn). Consequently, a credit boom (bust) is defined as an upturn (downturn) such that y T -y T-L >z (y T -y T-L <-z), where T is the peak of the boom (the trough of the bust) and L is the duration of the upturn (downturn). To identify booms and busts, we consider a five-quarter centred-moving average (ie n=5) and we assume that z is equal to the average size of upturns and downturns over the full sample.
In summary, the algorithm consists of the following steps:
1. Smooth quarterly real credit growth series using a (five-quarter) moving average.
2. Detect periods of consecutive upturns (downturns) in real credit to the nonfinancial sector.
3. Build on cross-country variation to set (average) thresholds of (cumulative) real credit growth.
4. If a run-up (downturn) exceeds (falls below) a minimum (maximum) bound, then it is a credit boom (bust).
As an illustration, Graph 1 displays the credit booms (blue areas), the credit busts (red regions) and the "normal times" of the credit cycle (non-shaded areas) over time and for a subsample of countries. The solid line corresponds to the smoothed series of real credit to the private non-financial sector.
Three main lessons can be drawn. First, credit cycles are strongly asymmetric. More specifically, credit booms are long and persistent. Our methodology identifies boom episodes as periods of consecutive upturns such that the cumulative real credit growth amounts to, at least, 51% (ie y T -y T-L >0.51). In contrast, credit busts are typically short and sharp. We identify bust episodes as periods of consecutive downturns such that the real credit growth falls by, at least 7%, in cumulative terms (ie y T -y T-L <-0.07). This labelling of the credit boom-bust cycle is consistent with the idea that the financial cycle tends to be much longer than the traditional business cycle (Drehmann et al (2012) ).
Second, credit booms are typically followed by busts. However, there are several periods of large and persistent deviations of credit from its long-run equilibrium that do not materialise into sharp corrections in credit growth. Third, a characterisation of the credit cycle must include credit booms, credit busts, and also "normal" or tranquil times, which may last for extended periods.
Econometric methodology
In order to investigate the impact of debt composition of the credit cycle, we estimate the following probit models:
where Cycle_phase={Boom, Bust, Normal}, α and β and are the vectors of the parameters to be estimated, Prob denotes probability, and Φ is the Cumulative Distribution Function (CDF) of the standard normal distribution.
Given that we rely on panel data, the structural models are as follows:
Cycle_phase it = 1 if Cycle_phase it * > 0, and 0 otherwise,
where Cycle_phase it * is the latent variable, i denotes the country, t corresponds to …, 40, t = 1940, …, 2015 , and  it is the error term.
We focus on various dimensions of debt composition (Debt_Dim), namely: 1) the type of instrument; 2) the lending/borrowing sector; 3) the currency in which debt is denominated; and 4) the maturity.
We also include a set of (economic, external and global) control variables (X t ), namely: (i) the real GDP growth; (ii) the long-term interest rate; (iii) the residential property price growth rate; (iv) the inflation rate; (v) the effective exchange rate; (vi) the VIX index; and (vii) its squared term.
Empirical results

Type of instrument
The first dimension of external debt that we look at is the type of instrument. The data allow us to distinguish among three instruments: 1) bonds; 2) loans; and 3) other instruments (ie mostly derivatives). We start by looking at bonds, whereby, in model (1) The results are summarised in Table 1 , which shows that when the share of bonds in total external bank claims rises, the likelihood of credit booms increases (Columns 1, 4 and 7). Moreover, a rise in the share of bonds in total external bank claims (in particular, when non-banks are the borrowing sector) is associated with a fall in the likelihood of "normal times" in the credit cycle (Columns 3 and 6).
These findings are in line with the fact that bonds tend to be less regulated, more liquid and associated with lower monitoring costs than loans. As a consequence, it is easier for external investors to alter their exposure to a given country at high frequencies via bonds than via loans. This, in turn, makes the impact of external bond financing more procyclical than that of loans. Thus, our empirical finding that an increase in the relative importance of bonds as an instrument for financing external debt is associated with a domestic credit boom is likely to be a manifestation of the combined effect of the above channels.
As for the other economic, external and global determinants of credit cycles, we find that real GDP growth, stronger growth in residential property prices and higher inflation are associated with more frequent credit booms and lower probability of credit busts. Higher long-term interest rates also raise the likelihood of credit busts in a statistically significant manner. Interestingly, the VIX index displays a non-linear (inverted U-shaped) relationship with the probability of credit booms and a U-shaped link with the probability of credit busts. Thus when the VIX index is high, an increase in global risk aversion and uncertainty leads to a fall in the likelihood of credit booms and a rise in the likelihood of credit busts.
Credit cycles and type of instrument (bonds) An important point to bear in mind is that the share of bonds is computed as a fraction of total claims, which includes volatile banks' cross-border derivatives positions (as a part the "other claims" category). This could potentially bias the estimates. In order to tackle this issue, we exclude "other claims" from the computation of Debt_Dim and consider the following variables:
 the share of debt securities (bonds) in total external bank claims (excluding "other claims"), counterparty sector: all (ibs_all_curr_debt_dl_all);  the share of debt securities (bonds) in total external bank claims (excluding "other claims"), counterparty sector: banks (ibs_all_curr_debt_dl_banks); and  the share of debt securities (bonds) in total external bank claims (excluding "other claims"), counterparty sector: non-banks (ibs_all_curr_debt_dl_non-banks).
A summary of the results is presented in Table 2 . They are both qualitatively and quantitatively very similar to the empirical findings in Table 1 , suggesting that the previous empirical findings are robust and not biased due to the presence of derivatives.
Next, we consider the importance of derivative positions. Formally, we use the "other claims" category as a proxy for bank's external derivatives positions. As
Credit cycles and type of instrument (bonds, excluding derivatives) discussed in the Data Section, this category does not approximate external derivatives positions perfectly since it contains additional items (such as banks' cross-border equity holdings). Nevertheless, in the case of most countries in our sample, "other claims" is a reasonably good proxy for banks' derivatives positions since the latter series account for the overwhelming majority of the outstanding stock of claims in the former series. Thus, we redefine Debt_Dim and compute:
 the share of other instruments (derivatives) in total securities, counterparty sector:
 the share of other instruments (derivatives) in total securities, counterparty sector: banks (ibs_all_curr_other_all_banks); and  the share of other securities (derivatives) in total securities, counterparty sector: non-banks (ibs_all_curr_other_all_non-banks).
The results in Table 3 show that when the share of derivatives as a percentage of total instruments issued by non-banks rises, the likelihood of credit busts increases (Column 8). This implies that an increase in the relative importance of derivatives, which tend to be opaque and complex instruments, is associated with periods of sharp decline in the growth rate of domestic credit.
Credit cycles and type of instrument (derivatives) Finally, in Table 4 , we provide the empirical evidence associated with the third type of (external bank claim) instrument: loans. As before, we compute:
 the share of loans in total securities, counterparty sector: all (ibs_all_curr_loans_all_all);  the share of loans in total securities, counterparty sector: banks (ibs_all_curr_loans_all_banks); and  the share of loans in total securities, counterparty sector: non-banks (ibs_all_curr_loans_all_non-banks).
We find that when the share of loans in total instruments rises, "normal times" in the credit cycle are more likely (Columns 3 and 9) and the probability of credit booms and credit busts falls (Columns 1, 7 and 8). This observation should not be interpreted as implying that an increase in loans may not fuel credit booms. Instead, it is the dynamics of the share of loans in total instruments vis-à-vis the dynamics of the share of other instruments that determines the likelihood of the various phases of the credit cycle. Thus, a higher share of loans is associated with a lower probability of credit busts and a higher likelihood of "normal times".
Credit cycles and type of instrument (loans) 
Lending/borrowing sector
The second dimension of interest in the composition of external debt is the lending/borrowing sector. To examine this, we re-estimate model (1), while constructing Debt_Dim as follows: The main findings are summarised in Table 5 . They indicate that a lower share of cross-border interbank lending (as a percentage of total cross-border lending) is associated with a statistically significant increase in the likelihood of credit busts (Column 2). By contrast, when bank-to-non-bank lending becomes relatively more important, the likelihood of credit busts increases (Column 5).
The explanation for this finding may be related to the information asymmetries in financial intermediation (Akerlof (1970) ; Hellmann et al (2000) ). More specifically, banks located in a given country naturally have informational advantages (about both the creditworthiness of local borrowers and the phase of the local credit cycle) over banks located abroad. Thus, cross-border interbank lending is an opportunity for the latter to gain exposure to the respective borrowing economy while benefiting from the informational advantage of the former. This would tend to reduce information asymmetries, thus making credit busts less likely. By contrast, direct cross-border lending from banks to non-banks would not benefit from the above mechanism for reducing information asymmetries and, consequently, would be more likely to pave the way for the occurrence of credit busts. 3 As discussed in the Data Section, the universe of international debt securities does not overlap perfectly with the universe of externally held debt securities. Consequently, our estimated series for non-bank to non-bank lending is an approximation, whose degree of accuracy varies across borrowing countries. Nevertheless, as we demonstrate in Section 5.5, our results are robust to using alternative measures of externally held debt securities.
Credit cycles and lending-borrowing sector Table 5 Booms Busts Normal Booms Busts Normal Booms Busts Normal Booms Busts Normal 
Currency
The third dimension of external debt composition that we assess is the currency of denomination. Here, Debt_Dim in model (1) is defined in three alternative ways:
 the share of debt denominated in US dollars in total debt, counterparty sector: all (ibs_usd_all_curr_all_all);  the share of debt denominated in US dollars in total debt, counterparty sector: banks (ibs_usd_all_curr_all_banks); and  the share of debt denominated in US dollars in total debt, counterparty sector: non-banks (ibs_usd_all_curr_all_non-banks).
We summarise the main findings in Table 6 . None of the variables capturing the currency dimension of the external debt composition is statistically significant. While this result suggests that this dimension does not help explain the dynamics of the domestic credit cycle, it must be interpreted with caution. As most of the bank claims are denominated in US dollars, the existing data do not allow us to capture enough variation in the composition of external debt vis-à-vis the currency of denomination. Moreover, for some countries -in particular, countries in emerging Europe -other currencies, such as the euro or the Swiss franc may play a more prominent role than the US dollar.
Credit cycles and currency Table 6 Booms 
Maturity
Finally, in this Section, we focus on the fourth dimension of the external debt composition: maturity. As before, we re-estimate model (1) while adjusting the computation of Debt_Dim to account for:
 the share of "short-term" international bank lending in total international bank lending (ids_st_all); and  the share of "short-term international credit" in total international credit (itc_st_resid_all).
To compute the share of "short-term" international bank lending in total international bank lending, we rely on the BIS consolidated banking statistics, which allows us to distinguish between the outstanding amount of short-term and long-term debt (ie debt with maturity longer than one year). Thus, we construct the ratio of "short-term" international bank claims in total international bank claims. And in the computation of the "short-term international credit", we use data from the BIS IDSS, which makes it possible to disaggregate between residual (remaining) maturity of up to one year and residual (remaining) maturity of more than one year. Consequently, we construct the share of "short-term" international debt securities in total international debt securities.
Our results are shown in Table 7 . We do not find a statistically significant influence of either the outstanding amount of "short-term" international bank lending (as percentage of total international bank lending) or the "short-term international credit" (as percentage of total international credit) on the likelihood of the various phases of the credit cycle. In fact, in all cases, the coefficients associated with itc_st_all and itc_st_resid_all are not statistically significant.
The above result should be interpreted against the background of an important caveat related to data availability. Namely, the existing (international bank lending) data only allow us to distinguish between debt with residual maturity of up to one year and debt with residual maturity longer than one year. It is possible that the disaggregation using that particular horizon is not the most relevant in the context of examining the impact of external debt composition on domestic credit cycles.
Credit cycles and maturity Table 7 Booms 
Economic significance
How economically significant is the external debt composition for our understanding of the dynamics of the credit cycle? While a number of results are statistically significant, if the magnitude of the estimated coefficients is small, then the variables capturing the various dimensions of debt composition will not really matter in terms of explaining the various phases of the credit cycle.
One complication that arises in the assessment of the economic significance is that we use a limited-dependent variable (probit) model. Hence the estimated coefficients cannot be interpreted as measuring the effect on the conditional mean of the dependent variable of a given (unit) change in each regressor. The signs of the coefficients give an indication of the direction of the effects, but not of the marginal effects; and the magnitude of the estimated coefficients are expressed in units of standard deviation of the errors (Wooldridge (2002) ; Cameron and Trivedi (2005); Long and Freese (2006) ).
For continuous variables, such as the shares computed along a specific dimension of external debt composition, the marginal effects evaluated, for instance, at the means of the different regressors can be retrieved as follows
where ( + + _ + ) is the Probability Density Function (PDF) of the standard normal distribution, _ is the sample mean of a specific variable capturing the dimension of external debt composition and is the vector of the sample means of all the other control variables. Consequently, the marginal effects measure the impact on the probability of the event that we are looking at (ie credit boom, credit bust or "normal time" in the credit market) of an instantaneous change in the regressor.
The economic significance of our results is summarised in Table 8 . For brevity, we only present the marginal effects associated with the different variables that track the dynamics of external debt composition along each of the four dimensions considered in the analysis. We also report the predicted (conditional) probability of the model that includes the "row" variable and the final row of the table provides the unconditional probability of credit booms, credit busts and "normal times" in the credit cycle.
The effects of external debt composition (especially regarding the type of instrument) on the likelihood of the various phases of the credit cycle are economically important. For instance, a 1 percentage point increase in the share of bonds in total external bank claims leads to an increase in the probability of a credit boom of close to 1 percentage point and a fall in the likelihood of "normal times" of about the same magnitude. In contrast, a 1 percentage point increase in the share of loans in total external bank claims is associated with a fall in the probability of a credit boom of around 1 percentage point and a rise in the likelihood of "normal times" of the same magnitude. Finally, a 1 percentage point rise in the share of bank-to bank lending in total lending leads to a fall in the probability of credit busts of 0.08 percentage points and a rise in the probability of credit busts of 0.05 percentage points, approximately. Interestingly, the predictive (conditional) probabilities of booms, busts and "normal times" implied by our models also closely match the unconditional probabilities. In fact, in the data, the unconditional probabilities of booms, busts and "normal times" are 58.0%, 6.8% and 35.1%, respectively. Our models' predictive probabilities range between 55.6% and 56.5% in the case of credit booms, between 0.5% and 3.0% for credit busts, and between 36.3% and 37.7% in the case of "normal times". 
Sensitivity analysis
"Early-warning indicator" literature
Our empirical results demonstrate the existence of a significant "contemporaneous" relationship between some dimensions of external debt composition and credit cycles. But can we actually use the shares of external debt across a specific dimension to make predictions about the future likelihood of credit booms, busts and "normal times"? If so, then external debt composition would not only be the "symptom" of financial imbalances that are already at place, but it would also allow us to consider timely policy responses aimed at preventing adverse outcomes.
To investigate this issue, we consider different lags of Debt_Dim and re-estimate model (1). More specifically, we run the following regressions:
with H =1, …., 8.
Credit cycles and external debt composition -An early warning indicator? Table 9 shows the main results. For brevity, we only present the coefficients associated with Debt_Dim it-H , but organise the results by lags. As can be seen, both the magnitude and the statistical significance of external debt composition remain quite stable over time and broadly unchanged. Therefore, we argue that changes in the composition of external debt can be used as a predictor for the evolution of credit cycles.
Advanced versus emerging market economies
To see whether the impact of composition of external debt differs in advanced economies and emerging markets we re-estimate our models for these two subsamples. A caveat is that a large amount of information is lost from each subsample. This can add a substantial amount of noise and thus affect the quality of the empirical findings.
In Table 10 , we only report, for brevity, the coefficients associated with external debt composition. The empirical results are both quantitatively and qualitatively very similar to those reported in Tables 1-7 , where we make use of the full sample. In particular, they show that when the share of bonds in total external bank claims rises, the likelihood of credit booms also significantly increases for both advanced economies and emerging markets. The same significantly positive effect on the probability of credit busts is observed in the case of emerging markets. A higher share of bonds in total external bank claims is also associated with a fall in the likelihood of "normal times" in the credit cycles of emerging markets. By contrast, the impact is not significant for advanced economies. Interestingly, for emerging market economies, while a higher share of bonds is linked with a lower probability of credit busts when banks are the borrowing sector, in the case of non-banks, the relationship has the opposite sign: a higher share of bonds issued by non-banks is associated with a higher probability of credit busts.
Additionally, we find that, for advanced economies, credit busts are more likely to occur when the share of derivatives in total cross-border bank claims and when the share of derivatives issued by non-banks increases. The empirical results are weaker for the share of bank loans, as this specific external debt instrument loses significance in the various model specifications.
Turning to the lender-borrower relationship, we show that, for advanced economies, an increase in the relative importance of interbank lending is associated with a lower likelihood of credit booms and credit busts and a higher probability of "normal times". By contrast, for the same group of countries, a rise in the relative importance of lending from non-banks to non-banks is linked with a higher probability of credit booms and credit busts and a lower probability of "normal times". For emerging markets, a higher share of cross-border interbank lending is associated with a lower likelihood of credit busts. However, this phase of the credit cycle is also associated with an increase of the relative importance of bank-to-non-bank lending.
Finally, the other two dimensions of external debt composition that we examine (ie currency and maturity) do not seem to affect the different phases of the credit cycle.
Accounting for the presence of international financial centres
International financial centres are also among the countries included in the analysis. The presence of such centres could affect the characterisation of the various dimensions of external debt composition and thus may influence their effect on the dynamics of the credit market cycle. For this reason, we re-estimate our models by excluding them from our sample. More concretely, we consider various subsamples: (i) we exclude Asian international financial centres (Hong Kong SAR and Singapore); Advanced economies versus emerging markets Credit cycles excluding offshore centres (ii) we exclude "small" international financial centres (Hong Kong SAR, Singapore, Ireland and Luxembourg); (iii) we exclude "large" international financial centres (Switzerland and the United Kingdom); and (iv) we exclude both "small" and "large" international financial centres (Hong Kong SAR, Singapore, Ireland, Luxembourg, Switzerland and the United Kingdom). Table 11 presents a summary of the main findings. For brevity, we only show the coefficients associated with Debt_Dim it . The empirical results are both quantitatively and qualitatively similar to those associated with the full sample. Interestingly, the magnitude of the various coefficients and their statistical significance remain broadly unchanged. Some of the variables tracking external debt composition lose significance, but only when we drop all international financial centres from the sample. This is mainly because the number of usable data points falls substantially (by between 20% and 25% depending on the model specification). Therefore, our benchmark results are robust to the exclusion of international financial centres.
Controlling for the size of the "external sector"
We also control for the size of the "external sector" by adding the ratio of external debt to domestic credit to the set of explanatory variables and examining to what extent this affects the results. The rationale for this exercise is that, while for some countries (especially emerging market economies) the external sector may represent an important source of financing (and thus of credit growth), for other countries credit Credit cycles and the size of the "external sector" Table 12 Booms (1), with Deb_Dim captured by the ratio of external debt to domestic credit. Robust standard errors clustered by country in parentheses. *** p<0.01, ** p<0.05, * p<0.1. For brevity, constant term is omitted.
originates mainly from domestic sources (which implies that the external sector plays a minor role in shaping the dynamics of the credit cycle).
As shown in Table 12 , the size of the external sector does not have a significant effect on the various phases of credit cycle. Moreover, our results on the importance of external debt composition are consistent with those of the baseline model.
Using alternative measures for the bank and non-bank sectors
Finally, we combine BIS IDSS data with data on externally held debt securities from the Quarterly External Debt Statistics (QEDS) of the World Bank (WB) and International Investment Position (IIP) data of the International Monetary Fund (IMF) to obtain alternative measures of the lending/borrowing sectors. More concretely, we reconstruct: 1) the share of bank-to-bank flows as percentage of total debt flows, using WB data (qeds_b_b_all4) or IMF data (bopS_b_b_all4); 2) the share of bank-to-nonbank flows as percentage of total debt flows, using WB data (qeds_b_nb_all4) or IMF data (bopS_b_nb_all4); 3) the share of non-bank-to-non-bank flows as percentage of total debt flows, using WB data (qeds_nb_nb_all4) or IMF data (bopS_nb_nb_all4); and 4) the share of non-bank-to-bank flows as percentage of total debt flows, using WB data (qeds_nb_b_all4) or IMF data (bopS_nb_b_all4).
The main results are displayed in Table 13 (WB data) and Table 14 (IMF data). They are in line with our benchmark findings reported in Table 5 , which combines BIS IDSS data with BIS LBS data. More specifically: (i) a lower share of interbank lending is associated with a significantly higher probability of credit busts; and (ii) a higher share of bank-to-non-bank lending is linked with an increase in the likelihood of credit busts. Interestingly, the magnitude of the coefficients is very similar to the ones obtained in the benchmark regressions. Other lending/borrowing relationships are only weakly significant.
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Conclusions
In this paper, we investigate the role that external debt composition plays in shaping credit cycles. We apply a novel methodology to identify credit booms, credit busts and "normal times" in the credit cycle. Then we use quarterly data for 40 countries over the period Q1 1980-Q2 2015 to evaluate how four dimensions of external debt composition (ie instrument type, lending/borrowing sector, currency of denomination and remaining maturity) affect credit cycles.
We show that the breakdown of external debt by instrument type is particularly important. In fact, we find that: (i) a higher share of external bank lending in the form of bonds is associated with a greater likelihood of credit booms; (ii) a higher share of derivatives claims signals a higher probability of credit busts; and (iii) a higher share of bank loans is linked with "normal times" in the credit cycle.
We also find that the sectoral composition of external debt is an important determinant of credit cycles. More concretely, credit busts tend to be associated with: (i) a lower share of interbank lending; and (ii) a higher share of bank-to-non-bank lending.
Our results also suggest that the currency and the maturity of the external debt play a less prominent role. Nevertheless, the findings for currency and the maturity should be interpreted with caution due to caveats related to data availability.
From a policy perspective, it is well known that credit booms and busts have damaging effects on real economic activity. Our work shows that certain dimensions of external debt composition can "signal" mounting financial imbalances. Therefore, an important implication of our results is that policymakers should track closely the instrument and sector composition of their respective countries' external debt. Monitoring the behaviour of these dimensions of external debt can help in the design of policies aimed at managing domestic credit cycles. Credit cycles and lending/borrowing sector, multinomial probit model Tables A3-A9 summarise the main results, which are similar to those of our preferred econometric framework. The main qualitative differences refer to two dimensions of debt composition, where we did not find a significant effect (ie currency and maturity). In the case of currency, the multinomial probit model results show that an increase in the share of debt denominated in US dollars in total debt is significantly associated with a lower probability of credit busts (vis-à-vis "normal times") and a higher probability of credit booms (compared to "normal times"). We uncover the same finding when the counterparty sector in the banking sector, but for non-banks the effect is not significant in the case of credit booms. The empirical evidence is weak in the case of the multinomial logit model, as we still observe a lack of statistical significance of the different variables capturing the dynamics of the currency of the external debt composition.
As for maturity, we find that, in the case of the multinomial probit model, a rise in the share of short-term debt in total debt is significantly and negatively associated with the likelihood of both credit booms and credit busts compared to "normal times". This result suggests that maturity composition acts as an important incentive mechanism device. In countries where there is a large fraction of external debt issued at short-term maturity, the probability of anomalies in the credit market (ie periods Credit cycles and maturity Multinomial probit model Table A9 Busts of prolonged and persistent growth in real credit to the private nonfinancial sector or periods of temporary and sharp declines in real credit growth) is dampened.
A.2. A rare events logit model
One concern is that estimates may be biased because some phases of the credit cycle (in particular, credit busts) are "rare events". Similarly, one could claim that the length of our sample period is not long enough to identify a reasonably large number of credit boom episodes, because these are often very long and persistent. In these circumstances, credit booms would also fill the definition of a "rare event".
To correct for the small sample and rare events bias, we estimate a rare events logit model (King and Zeng (1999a , 1999b , 2001 ). This econometric framework is similar to the standard logit model described by Equation (A1). The relevant parameters are estimated using maximum likelihood, while the variance of the estimated coefficients can be defined as = ( ′ ) , where V is a diagonal matrix, with diagonal entries equal to (•) • 1 − (•) .
For rare events such as the ones that we are analysing, (•) can be fairly small. However, King and Zeng (1999a , 1999b , 2001 highlight that the estimates of (•) and (•) • 1 − (•) among observations for which rare events are observed (ie credit busts or Cycle_phase it =1 with Cycle_phase={Bust}) are larger than those among observations for which rare events are not observed (ie credit booms or "normal times" or Cycle_phase it =1 with Cycle_phase={Boom, Normal}). As a result, their contribution to the variance is smaller, which implies that additional 'rare' events provide more information than other, more 'frequent', events. Consequently, we regress a rare events logit model with a sampling that is random or conditional on Z it .
The results are reported in Table A10 and corroborate our previous findings. Thus, the type of instrument and the lending-borrowing relationship remain particularly relevant; the currency composition of external debt is not statistically significant; and the evidence suggests that maturity plays some role in explaining the likelihood of credit busts. All in all, if anything, the magnitude of the estimated coefficients associated with debt composition is larger than in the case of the probit model, only to confirm the importance of these variables for credit cycles. 
Rare events logit model
