In this paper we take a close look at the Hybrid Neural Network Model. Hybrid model is attained by combining two Artificial Neural Networks (ANNs). In which the first model is used to perform the feature extraction task and the second one performs prediction task. This paper explores the classifying ability of the proposed hybrid model. We analyze the performance of the model, which is a compound characteristic, of which the prediction accuracy is the most important component. If the prediction accuracy of the model can be increased it will result into enhanced performance of the model. The model that has been built is under the umbrella of pattern recognition and incorporates some of the data mining techniques. Kernel Principal Component Analysis (KPCA) has been implemented in the pre-processing stage for easier subsequent analysis. By the end of the paper, the key factors that enhance the accuracy of the model have been identified and their role explained. It also has been shown that single ANN model's performance deteriorates on an unseen problem much more as compared to the hybrid model. The aim is to provide a model having better performance and accuracy. The paper focuses on the real world applications of the model.
INTRODUCTION
The neural network paradigm stemmed from Artificial Intelligence research. The purpose of the research is to develop the machines with cognitive ability. Neural network is aimed to learn just like a human brain, it may be in the form of a computer program or a hardwired machine.
Neural network is a massively parallel adaptive machine that has an ability of storing experiential knowledge and making it available for the future use [1] .
Artificial Neural Network
An artificial neural network is made up of simple elements operating in parallel, called nodes. A neural network is trained to perform a particular function. Training is done by adjusting the values of the connections between elements. Neural networks are trained in a way that a particular input leads to a specific output. Network adjustment is made on the basis of difference between the target and output, until a point comes where the output exactly matches the target [2] . Figure 1 represents the block diagram of a neural network. It represents the pathway of an input. Input is fed to the nodes, and then nodes calculate the output which is then compared with the pre-determined target. If the output fails to match the target, it is fed back to the node and the weights are readjusted. The process goes on until the output exactly matches the input. This is exactly the same as happens in a biological neuron. Commonly, a large dataset formed from many such inputs and targets pairs is used to train the network. This process of training is called supervised learning.
Artificial Neural Networks due to their ability of storing knowledge and making decisions in the future are extensively used in pattern recognition tasks.
Pattern Recognition
Pattern recognition is all about assigning labels to the objects. Objects are described by a dataset generally known as features or attributes. As pattern recognition is confronted with the real-life problems, in spite of decades of productive research, elegant modern theories still coexist with ad hoc ideas, intuition and guessing [3] .
Below are mentioned the two types of pattern recognition, i.e. the supervised pattern recognition (also called supervised learning) and unsupervised pattern recognition (also called unsupervised learning).
Supervised Pattern Recognition
In the category of supervised pattern recognition each object in the dataset comes with a pre-assigned class label. A classifier is trained to do the labeling "sensibly." Machine is supplied with the learning skills and the labeled data is presented to it. The prediction accuracy will be the decisive factor of adequacy of the classifier as the knowledge learned in the process might be obscure. Classification is an example of supervised pattern recognition.
Unsupervised Pattern Recognition
The dataset in this category does not have previously assigned class labels. The primary goal of the unsupervised paradigm is to discover the structure of the data set if there is any. This means that the end user wants to know whether there are clusters in the data, and what characteristics make the objects similar within the cluster and different across the clusters. Clustering is an example of Unsupervised Pattern Recognition.
The Problem Statement
The most frequently encountered decision making task for the humans is Classification [4] . In finance, science and business, analysts are often faced with the task of classifying items based on historical or measured data. For example, Stock market analysts may wish to categorize a group of stocks as buy, sell, or hold.
Neural networks are typically used for classification. Classification problem involves an input, that the classifier has to identify, to which output class the input most likely belongs.
For classification problems, the network training is a supervised one, in which the desired or target response of the network for each input pattern is always known a priori [5] .
For various orthodox classifications methods neural networks are a promising alternative. The usability of neural networks lies in the following facts [6] , 1) Firstly, they are adaptive systems, in which they can conform themselves to the data without any explicit specification of functional form for the underlying model. 2) Secondly, they are non-parametric, in which neural networks can approximate any function with arbitrary accuracy. 3) Furthermore, neural networks are nonlinear models, which make them flexible in modeling real world complex relationships.
The Objective
The objective of this paper is to study the theory of hybrid neural network model. And then develop a model whose prediction accuracy is significantly higher than the baseline model. Prediction accuracy is calculated with the help of a confusion matrix.
Both the models have been built and compared by using MATLAB Neural Network Toolbox. The reason that we opted to work on MATLAB for carrying out the research methodology lies in the fact that its toolboxes allow one to learn and apply the specialized knowledge. Toolboxes are immersive collections of MATLAB (M-files)
The Research Question
The following research questions allow the research to meet the objectives proposed:
 Up to what extent the neural networks can predict accurately?  Can neural networks be used as a practical classification tool by individuals?
Scope and Limitations
The potential architectures, training algorithms and data reduction techniques are virtually limitless. For this reason, the methodology is somehow limited; one training algorithm i.e. the back propagation is used. The most common architecture is the multi-layer feed forward network, which is used mainly for pattern recognition and classification. This allowed the research to validate the previous research as well as provided an insight to the future work.
The datasets used are the benchmarks, obtained from UCI Machine Learning Repository. The UCI Machine Learning Repository is a collection of databases, domain theories, and data generators that are used by the machine learning community for the empirical analysis of machine learning algorithms. As an indication of the impact of the archive, it has been cited over 1000 times, making it one of the top 100 most cited "papers" in all of computer science. Those datasets are typically available for the research purposes. The limitation they impose is that, they are extracted in carefully controlled environment and the results obtained may differ from those of obtained in real world applications.
HYBRID MODEL/ ARCHITECTURE
A hybrid model incorporates the data mining technique. The first ANN performs feature extraction task and the second ANN performs prediction task. The first step is meant to remove the outliers and to select features. The second one then makes predictions far more accurate than single ANN.
Baseline Model
Baseline model is the one that provides basis for making a hybrid model. It is the first step in the hybrid model. It is aimed at performing the feature extraction task and removing outliers. As there is no 100% accuracy, misclassification is inevitable. However, it can be minimized. Therefore, first model is used to do pre-processing. In pre-processing the dataset is made clean free from noise. As the model is extremely sensitive to outliers so they must be discarded. The output of this model is the input for the next model [21] .
(PCA). PCA is meant only for linearly separable problems, which can be separated by a single line on hyperplane. But for linearly non-separable problems, which cannot be separated by a single line on hyperplane kernel trick is used. Kernel tricks are a way of mapping a dataset of observations into a high dimensional space such that the observations become linearly separable. Figure 8 represents the process for converting linearly non-separable to linearly separable problem.
Figure 2: Kernel trick, linearly non-separable to a linearly separable
In figure 2 , mapping from linearly non-separable to a linearly separable data is shown. On the left side in the figure 8 data is shown that cannot be separated by drawing just a single line. There is no clear decision boundary on which the decision can be made. Therefore, kernel trick is applied to it in order to attain a clear decision boundary [22] [23].
Hybrid Neural Network Model
Hybrid means "something having two kinds of components that produce the same or similar results, such as a vehicle powered by both an electric motor and internal combustion engine as sources of power for the drive train".
The output dataset from the first model is used to train the next ANN as it is the clean dataset so training with dataset will result into a better prediction performance. The whole process of forming the hybrid model is represented in the figure 9 (a). In figure 9 (b) steps involved in cross validation are shown.
The dataset taken is split into two proportions of 20% and 80%. 20% of the dataset is retained for testing the model and 80% is used for training the model. After splitting the dataset 5-fold cross-validation (CV) is performed on it in order to prevent overfitting. From the results of cross-validation baseline model is selected followed by the operation of feature extraction on the original dataset. Using the refined dataset the baseline model is trained and then tested on seen as well as unseen data. 
RESEARCH METHODOLOGY
Apart from discussing the procedural framework of the model it takes a closer look at the datasets on which the experiment is performed. This first describes the datasets used, then discusses the steps in development of the model, followed by the evaluation and concludes with the end results.
Datasets
For the purpose of this paper, two different datasets have been considered. The datasets have been taken from the UCI Machine Learning Repository. Specifications of all the datasets are provided under the following headings.
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Two-way Split
The datasets are divided into two parts 80% and 20%. Training set is made up of 80% of the dataset that are presented to the network during training, and the network is adjusted according to its error. The remaining 20% has no effect on training and so provide an independent measure of network performance during and after training [24] .
Model Development-Step 1
The first prepared model is called the baseline model. The baseline model is selected from different models acquired by different parameter settings. The model with the highest accuracy is selected as the baseline model. Apart from this, five-fold cross validation is also performed to prevent the phenomenon called "overfitting". The accuracy calculated is based on the confusion matrix.
In the following sections the baseline model and the hybrid model (ANN+ANN) are discussed along with the details of intermediate steps involved.
The baseline model
At first, we use the original datasets to train a MLP neural network as the baseline ANN model for comparisons [25] [26]. In addition, four different learning epochs (50, 100, 200, and 300) and five different hidden layer nodes (8, 12, 16, 24 , and 32) are used in order to obtain the best ANN baseline model. Table 1 (chapter 5) shows the settings of the learning epochs and numbers of hidden layer nodes. As a result, there are twenty different ANN models developed for comparisons [27] .
Selected baseline model will be further used to develop the hybrid model. The accuracies in the tables (1 and 2) refer to chapter, are very high. This is due to the fact that testing is performed using the same dataset. The dataset that was originally used to train the model is then used to test the model. This is a terrific idea to test the model on the same dataset which was previously used for training. If this practice is carried on continuously then it will eventually lead a phenomenon called "overfitting" [28] .
Overfitting
The concept of overfitting is crucial to machine learning. The model is presented with exemplary dataset in order to learn the patterns and generalize to the unseen situations. Overfitting occurs when a neural network is trained for so long that it begins to memorize the dataset. It then performs excellently on the same dataset but when it is tested using an unseen dataset it simply fails drastically. The model that has been overfit will generally have poor predictive performance, as it can exaggerate minor fluctuations in the data.
The efficacy of the model is determined by its ability to perform well on unseen data. When a model begins to memorize training data rather than learning to generalize from the trend overfitting occurs [29] .
Overfitting has to be avoided somehow. The phenomenon that handles the problem of overfitting most effectively is known as "cross validation". Therefore the next step taken in the paper is the cross validation [30] .
Cross Validation
Cross validation concept is closely related to overfitting. The model is subjected to a training set and it is assumed that the model will reach a state whereby it will be able to generalize to the unseen problems well. In the cases where training dataset is not the representative of every situation that may be encountered or the training was performed for too long the learner may adjust to very specific random features of the training data that have no causal relation to the target function.
Figure 4: 3-fold cross validation
Cross validation is a statistical practice of randomly dividing the dataset into k folds. Folds may also be referred as the subsets. However, the subsets must be disjoint [31] . After that, one of the k folds is picked and retained for the subsequent testing and rest of the four folds are used for training. The process goes on until all the folds are traversed exactly once. By the end of the cross validation each fold must have been used for testing purpose exactly once while remaining k-1 must have been used for training. This process is described in the figure 4.
The figure 4 represents 3-fold cross validation. Upon completion averaging will be used to obtain an aggregate measure of performance metric from these samples.
For the purpose of this paper 5-fold cross validation is considered. As a result there are twenty different MLP baseline models for comparisons.
Now there are twenty different accuracies for each subset. Each subset/fold of highest accuracy is chosen, five folds with highest accuracy provide basis for developing hybrid model. Then these five folds are used for developing the hybrid model.
MODEL DEVELOPMENT-STEP 2
The results obtained from step 1 form basis for the development of hybrid model. The best parameter setting models are selected form twenty different models.
Hybrid Model
The hybrid model is made by cascading two ANNs, in a way that the first model performs the task of data reduction and the
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second one is used to perform prediction hence, determines accuracy.
The term "data reduction" has a very wide meaning that it includes a number of different ways to perform reduction task. It is primarily dependant on the designer's preference that which technique suits best to a specific model [32] . There is no universal measure that what technique will fit best to a particular model. Some of the techniques are: cleaning, normalization, transformation, feature extraction and selection etc. Therefore, it is concluded that the first model performs data reduction referred to as "pre-processing".
Pre-Processing
The first and foremost thing required for a good predictive model is the quality of data given to it. Wherever the word quality comes a phrase comes into mind automatically and that is "garbage in, garbage out". The phrase says it all. If the model is given a data that is not well organized, not representing every possible scenario, having the missing values, having noise/outliers and a number of other such possible reasons results into poor predictive performance of the model [33] .
This happens because the data-collection procedures are loosely controlled and result into out-of-range values (Salary: −200) incorrect data combinations (Gender: Male, Pregnant: Yes). There may be some missing values as well for example, when the questionnaire is returned incomplete or in archaeological survey some parts of the master piece were missing and so on. That is why data pre-processing is the first step performed [34] whose end product is training set.
Data pre-processing is an important step of data mining. Whereas, data mining is the analysis step of "Knowledge Discovery in Databases". Knowledge Discovery results in discovery of patterns in large databases.
Traditional PCA is meant only for linearly separable problem. For the purpose of this paper linearly non-separable problems are considered. Linearly non-separable problems are effectively dealt with Kernel PCA (KPCA). KPCA is an advanced form of conventional PCA [35] .
ANN+ANN cascade
The resultant product of the pre-processing stage is now ready to train neural network. This dataset is a fine dataset free from outliers. The network is then trained using the clean dataset. The network when tested will perform much better than the baseline.
As the dataset was initially split into two parts, 80% was used for training and the remaining 20% was retained for further testing of the model. 20% was reserved for testing the model's ability that how much the model has learned to generalize. Unseen Test Set (UTS) provides a means of determining the model's ability to perform on unseen data. In the figure 5 the procedure of cascading two AANs is illustrated along with the Unseen Test Set (UTS).
This is how the hybrid model is developed and performance is analyzed. Below are represented the prediction accuracies recorded after making the model hybrid. 
Evaluation Method
Up till now it has been shown that how the model is developed. Now is the time to see how the model is evaluated. Before this, the term prediction accuracy has been mentioned time and again without giving any idea about from where does the prediction accuracy is measured and how.
In the following sections the concept of confusion matrix is given along with its calculations. Apart from that, description of the datasets on which testing is performed is also given.
Confusion Matrix
In order to visualize the state attained by a learner a commonly used tool is known as confusion matrix. In a classification problem there are two cases firstly, the accurate
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class and secondly the predicted class. Confusion matrix provides visualization of the results obtained by a predictive model and shows how well or poor is the performance. Confusion matrix as the name indicates is a matrix of the order n×n, where n is the number of classes in the problem. The predicted classes are along the columns whereas the actual classes are represented along the rows. Each column of the matrix represents the instances in a predicted class, while each row represents the instances in an actual class. It is called confusion matrix because it facilitates to see if the system is confusing classes, which is often called mislabeling of one class as another. As an example for the purpose of explanation see figure 6 . Following conclusions are drawn from the above confusion matrix.
 The total number of correct predictions are 1250
(520 + 730)
 The total number of incorrect predictions are 39 (13
 There are total of 1289 cases (1250+39).  The error rate is 39/1289 = 0.0302  The accuracy rate is 1250/1289 = 0.969
Figure6: A Confusion Matrix for Two Class Problem
In the same way the prediction accuracies for the glass dataset and cancer dataset are calculated.
Unseen Test Set (UTS) and Seen Test Set (STS)
After the model is built and training is performed by using clean dataset, testing is done on two different sets. The unseen test set that is the one that was retained initially. When testing is performed on UTS it is seen that the performance of the model deteriorates. The performance of baseline model deteriorates more than the hybrid model. Hence proved that hybrid model outperforms the single one.
Testing is then performed on STS. It has been observed that the performance of hybrid model increases more than the baseline model. Graphical illustration for these two tests is given in figures 13 &14.
It can be seen from the figure 13 that on UTS performance deteriorates. The performance of baseline is much less as compared to the performance of a hybrid model (glass dataset).
It can be concluded from figure 14 that performance of the hybrid model decreases on UTS less than the baseline model (cancer dataset).
EXPERIMENTAL RESULTS
The results obtained are given in tables and now is the time to analyze the results and to draw conclusions. The results are discussed one by one and conclusions drawn are mentioned accordingly.
Results of the baseline model
Refer to table 1 and table 2 . As there is no ground reality against which to choose the number of hidden nodes and learning epochs (iterations) four different epochs and five different numbers of nodes have been used. Results are recorded while training and testing both are performed on the same dataset. So nothing can be said about how well the model has learned to generalize. After this 5-fold cross-validation is performed; its results are discussed under the next heading.
Results after cross-validation
To check the model's generalization ability 5-fold cross validation has been performed. From five subsets, each of the subset with the highest accuracy from twenty different models is selected. See table 3 and table 4 . Then five best baseline models have been selected. These five models have been chosen because they provided highest prediction accuracy thus giving us a chance to determine best settings. Table 3&4 show the results recorded after performing crossvalidation. These are the results of baseline model. Table 5 shows the best baseline model selected for glass dataset from 100 different settings. Similarly, table 6 shows the selected baselines for cancer dataset. These tables show the accuracies of the model on seen test set (STS). For the purpose of showing the performance deterioration on unseen data the baseline models are tested on Unseen Test Set (UTS). The results after performing tests on UTS are shown in the tables 7&8. It can be seen from tables 7&8 that the prediction accuracies decrease on the data that was already not known to the model. Later on, hybrid model will also be tested on the UTS comparisons will be made between the two. When testing was performed on UTS following accuracies were recorded. 
Results after cascading two ANNs
After cascading two ANNs prediction accuracies are recorded again. The first ANN does the task of data reduction (feature extraction) and the second one performs the task of prediction. The comparisons of the accuracies before and after making model a hybrid one are shown. Significant increase in the prediction accuracies has been illustrated.
Comparison between Baseline and Hybrid Model with STS (Glass Dataset)
The difference between the accuracies in the tables 5&9 can be felt easily. The performance of the hybrid model on STS is much higher as compared to the baseline model. 
Comparison between Baseline and Hybrid Model with STS (Cancer Dataset)
By looking at tables 6& 10 it can be concluded that prediction performance for the baseline model is less than hybrid model even on seen data (STS). 
Comparison between Baseline and Hybrid Model with UTS (Glass Dataset)
By looking at the tables 7& 11 it has been that performance of the baseline model deteriorates more on UTS than a hybrid model. 
Comparison between Baseline and Hybrid Model with UTS (Cancer Dataset)
When tables 8& 12 are compared it has been noticed that performance of hybrid model deteriorates less than the baseline model. Same was true for the first dataset. 
GRAPHICAL ILLUSTRATION
Graphs are drawn for the illustration purpose of the comparison results. Figure 13& 14 represent the glass and cancer dataset respectively. Both the graphs show that on STS performance of hybrid was more than baseline model. After performing the test on UTS performance of both the models undergo degradation. The degree of degradation confronted by hybrid model is far less than that of the baseline model. 
CONCLUSIONS AND FUTURE RESEARCH
The extent to which ANNs can predict accurately can be significantly enhanced by using hybrid approaches rather using a single baseline model. The accuracy is tested on using the dataset that is a sample taken from the entire population. The extent to which the ANNs can predict accurately depends on how well is the dataset extracted. The dataset must cover most of the potential situations in a particular problem. The ultimate goal is to enhance the accuracy on the whole population rather than a sample. So, we conclude by saying that the more accurately the dataset is organized and presented the higher is the accuracy.
There are certain steps that an individual has to meticulously follow before using ANNs for their practical considerations. The model must be tested historically. Model should be tested for what has happened in the past. Only that will tell the adequacy of the model. Other indicators must also be used with ANNs.
Future Research
For future work several things can be considered. Firstly, the pre-processing step is very important. As it removes the outliers so it enhances the performance of the model. There are a number of different methods proposed till date for outlier removal. Different methods can be applied and results be analyzed. Feature selection may also be applied in comparison with feature extraction and useful conclusions could be drawn. In feature selection a subset of original variables is selected for classifier design.
The next thing would be the choice of classifier. In this paper we predict the class membership of a pattern based on a single classifier induced from the dataset. In ensemble methods classification techniques are combined, which is related in particular to the problem of combining decisions coming from multiple targets. Ensemble methods (or classifier combination techniques) has been an area of growing research in recent years and is related to developments in the data fusion literature where, in particular, the problem of decision fusion (combining decisions from multiple target detectors) is being addressed extensively. 
ACKNOWLEDGMENTS
We would like to thank our supervisor, Amir Khan for his patience and tremendous guidance. He has helped us get on the track, and has motivated us through the difficulties of research.
