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ON THE REPRESENTATION OF QUADRATIC FORMS BY
QUADRATIC FORMS
RAINER DIETMANN AND MICHAEL HARVEY
Abstract. Using the circle method, we show that for a fixed positive definite
integral quadratic form A, the expected asymptotic formula for the number of
representations of a positive definite integral quadratic form B by A holds true,
providing that the dimension of A is large enough in terms of the dimension of
B and the maximum ratio of the successive minima of B, and providing that
B is sufficiently large in terms of A.
1. Introduction
The study of representing an integral quadratic form by another integral qua-
dratic form has a long history in number theory. In this paper we use matrix
notation for quadratic forms, so let A = (Aij) and B = (Bij) be symmetric positive
definite integer matrices, of dimensions n and m, respectively. We are interested in
finding n×m integer matrices X such that
(1) XTAX = B,
this way generalising the classical problem of representing a positive integer as a
sum of squares. While the Local-Global principle is known to hold true for rational
solutions X of the Diophantine problem (1), existence of solutions over R (here
automatic by positive definiteness) and all local rings Zp is not enough to ensure
existence of an integer solution X . It is therefore natural to look for additional
conditions making sure that the Local-Global principle also holds over Z. The
usual point of view then is to fix m, n and A and try to represent ‘large enough’ B
for dimensionm as large as possible in terms of n. In this context, Hsia, Kitaoka and
Kneser [9] have shown the Local-Global principle to hold true, whenever n ≥ 2m+3
and minB ≥ c1 for some constant c1 depending only on A and n, where as usual
minB denotes the first successive minimum of B, i.e.
minB = min
x∈Zm\{0}
xTBx.
Recent work of Ellenberg and Venkatesh [7] used ergodic theory to show that the
condition on n can be greatly improved to n ≥ m + 5, under the additional as-
sumption that the discriminant of B is square-free. This latter condition has been
refined by Schulze-Pillot [15].
The approaches above do not give any quantitative information about integer
solutions to (1). Let N(A,B) denote the number of integer matrices X satisfying
(1). Note that this quantity is finite as A is positive definite. Siegel [17] gave an
exact formula for a weighted version of N(A,B). Let A be a set of representatives of
all equivalence classes of forms in the genus of A. For such a representative A ∈ A,
let o(A) denote the number of automorphs of A, and let W (A) =
∑
A∈A 1/o(A).
Then Siegel showed that∑
A∈AN(A,B)/o(A)
W (A)
=
{
α∞(A,B)
∏
p αp(A,B) if m < n− 1
1
2α∞(A,B)
∏
p αp(A,B) if m = n− 1,
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where these factors depend only on the genera of A and B, the term
(2) α∞(A,B) = (detA)
−m/2(detB)(n−m−1)/2pim(2n−m+1)/4
∏
n−m<j≤n
(Γ(j/2))−1
corresponds to the density of real solutions to (1), and for any prime p, we have
(3) αp(A,B) = (p
−t)mn−m(m+1)/2#{X mod pt : XTAX ≡ B (mod pt)},
for all sufficiently large integers t. In particular, if the genus of A contains only one
equivalence class, then this gives an exact formula for N(A,B), but if the genus of A
contains more than one class, we only get some upper bound on N(A,B). Our focus
in this paper is on obtaining an asymptotic formula forN(A,B) rather than an exact
one, but valid for all forms A. By asymptotic, in this context we mean asymptotic
in terms of the successive minima of B. Without changing N(A,B), by replacing
B by an equivalent form if necessary, we may assume that B is Minkowski-reduced.
In particular,
0 < minB = B11 ≤ B22 ≤ · · · ≤ Bmm, |Bij | ≤ Bii (1 ≤ i < j ≤ m).
For 1 ≤ i ≤ m, define γi to be the positive real number which satisfies
(4) B11 = B
γi
ii ,
and define
(5) γ :=
m∑
i=1
1
γi
.
Note that γi ≤ 1 (1 ≤ i ≤ m).
Theorem 1.1. Suppose that n > (2γ+m(m− 1))
(
m(m+1)
2 +1
)
. Then there exists
δ > 0 such that
(6) N(A,B) = α∞(A,B)
∏
p
αp(A,B) +O((detB)
n−m−1
2 −δ),
where α∞(A,B), αp(A,B) are defined above, and the implied O-constant does not
depend on B.
For n ≥ 2m+ 3 it was shown by Kitaoka (see [11], Proposition 9) that
(7) 1≪
∏
p
αp(A,B)≪ 1,
whenever (1) is soluble over each Zp, with implicit constants independent of B.
Recalling (2), we find that the main term in (6) is of greater order of magnitude
than the error term, and gives a true asymptotic formula provided that detB is
large enough in terms of m, n and A. Since γ is bounded for fixed m and n, the
latter condition is equivalent to B11 ≥ c2 for some constant c2 depending only on
m, n, and A.
Let us now briefly connect our result to others to be found in the literature:
When m = 1, then as mentioned at the beginning, the equation (1) reduces to the
classical problem of representing a positive integer by a positive definite quadratic
form. One attains such an asymptotic formula for N(A,B) as long as n ≥ 3 (see
[6], [8]). For general m > 1, Raghavan [14] uses the theory of Siegel modular forms
to establish an asymptotic formula whenever n ≥ 2m+ 3, under the assumption
(8) B11 = minB ≥ c3(detB)
1/m,
for some fixed constant c3. We note that there exists some constant c4 depending
only on m such that B11 ≤ c4(detB)
1/m. Therefore Raghavan’s result requires the
successive minima of B to be of similar orders, which essentially translates into the
condition γ = 1 in our setting. Our result does not require this condition, but may
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require a much larger number n of variables when B11 is much smaller than detB.
For m = 2 and n ≥ 7, Kitaoka [11] shows that the condition B11 ≥ c5 for some
constant c5 only depending on n and A suffices, avoiding any further assumptions
and this way paralleling what is known for m = 1. No such result is known so
far for m > 2; see also Schulze-Pillot [16] for more background information on this
topic.
Whereas most previous approaches to this problem were using modular forms,
our strategy is to treat (1) as a system of R := m(m+1)2 quadratic equations, and
apply the circle method; see also [5] and [2] for circle method approaches to related
higher degree problems. The main difficulty is adapting the method to work in a
box with uneven side lengths, and it is exactly here where the dependence on γ
comes in. We obtain a version of Weyl’s inequality in §2 on following the method
of Birch [1] as well as an argument of Parsell (see [13], Lemma 4.1). We then use
this to estimate the minor arcs in §3, before handling the major arcs in §4. Once
this has been accomplished, we need to show that we have the main term in the
Theorem by examining the singular series and singular integral in §§5 and 6.
Notation: As usual, ε will denote a small positive number that may change value
from one statement to the next. All implied constants may depend on A, m, n,
ε. We apply the usual notation that e(z) = e2piiz , eq(z) = e
2piiz
q . We use ‖x‖
to denote the distance of the nearest integer to a real number x. We also set
|x| = max1≤i≤n |xi| for the maximum norm for any vector x ∈ R
n, and we write
(a, b) for the greatest common divisor of two integers (a, b). Summations over vectors
x are usually to be understood as summation over x ∈ Zn, and multidimensional
integrations are usually to be understood to be performed in R-dimensional space.
We sometimes use conditions of the form q ≪ L for a certain quantity L, in partic-
ular in summations and integrals. These are to be understood in the following way:
There exists a suitable constant C, depending at most on A, m, n, ε, such that the
condition q ≪ L can be replaced by q ≤ CL.
Acknowledgements: This work has been supported by grant EP/I018824/1 ‘Forms
in many variables’, funding a one year PostDoc position at Royal Holloway for the
second author.
2. Weyl-type inequalities
By letting X = (x1 · · ·xm), with column vectors xi = (xi1, . . . , xin) ∈ Z
n for
each i ∈ {1, . . . ,m}, we may write (1) as the following system of
R :=
m(m+ 1)
2
equations:
xTi Axj = Bij (1 ≤ i ≤ j ≤ m).
Clearly, since A is positive definite, these equations imply that
|xi| ≪ B
1/2
ii (1 ≤ i ≤ m)
for an implicit constant depending only on A, and since B is positive definite, there
exists a real solution of these equations within that range. Therefore, for sufficiently
large C depending only on A, define
(9) Pi := C
1/γiB
1/2
ii
for each i ∈ {1, . . . ,m}, and note that by (4), we have
(10) 0 < P1 ≤ · · · ≤ Pm, P1 = P
γi
i (1 ≤ i ≤ m).
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For convenience, we shall also define
Π :=
m∏
i=1
Pi.
Note that
(11) Π = P γγii (1 ≤ i ≤ m)
by (5) and (10).
For real α = (αij)1≤i≤j≤m and b = (Bij)1≤i≤j≤m, we define the exponential
sum
S(α,b) :=
∑
|x1|≤P1
· · ·
∑
|xm|≤Pm
e
( ∑
1≤i≤j≤m
αij(x
T
i Axj −Bij)
)
,
and let S(α) := S(α,0). By our choice of C and the Pi we then have
(12) N(A,B) =
∫
[0,1)R
S(α,b)dα.
Our aim is to show that, as long as n is large enough, then S(α) is ‘small’, unless
each αij is well-approximated by a rational number with small denominator. The
next lemma achieves this for the diagonal coefficients αii.
Lemma 2.1. Let 0 < θ < 1. Suppose that S(α) ≫ Πn−k for some positive real
number k. For each i ∈ {1, . . . ,m}, if
(13) n >
2kγiγ
θ
,
then there exists an integer qii ≥ 1 satisfying
qii ≪ P
θ
i , ‖qiiαii‖ ≤ P
−2+θ
i .
Proof. Fix i ∈ {1, . . . ,m}. Then we have
(14) |S(α)| ≤
∑
|x1|≤P1
· · ·
∑
|xi−1|≤Pi−1
∑
|xi+1|≤Pi+1
· · ·
∑
|xm|≤Pm
|Ti(α)|,
where
(15) Ti(α) = Ti(α;x1, . . . ,xi−1,xi+1, . . . ,xm) :=
∑
|xi|≤Pi
e
( m∑
j=1
αijx
T
i Axj
)
,
and for ease of notation we let αij = αji if i > j. By squaring and differencing, it
is clear that on writing z = x˜i − xi, we obtain
|Ti(α)|
2 =
∑
|xi|≤Pi
∑
|x˜i|≤Pi
e


m∑
j=1
j 6=i
αij(x˜
T
i − x
T
i )Axj + αii(x˜
T
i Ax˜i − x
T
i Axi)


=
∑
|z|≤2Pi
∑
|xi|≤Pi:
|z+xi|≤Pi
e


m∑
j=1
j 6=i
αijz
TAxj + αii(z
TAz+ 2xTi Az)

 .(16)
In particular,
|Ti(α)|
2 ≤
∑
|z|≤2Pi
∣∣∣ ∑
|x|≤Pi:
|z+x|≤Pi
e(2αiix
TAz)
∣∣∣
≪
∑
|z|≤2Pi
n∏
u=1
min{Pi, ‖2αii(Au1z1 + · · ·+Aunzn)‖
−1},
uniformly in x1, . . . ,xi−1,xi+1, . . . ,xm.
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Let
N(αii, Pi) := #{z ∈ Z
n : |z| ≤ Pi and
‖2αii(Au1z1 + · · ·+Aunzn)‖ ≤ P
−1
i (1 ≤ u ≤ n)}.
Then by standard techniques (see the proof of Lemma 13.2 in Davenport [4] for
instance), for any ε > 0 we have
|Ti(α)|
2 ≪ N(αii, Pi)P
n+ε
i .
For any real number θ with 0 < θ < 1 define
M(αii, P
θ
i ) := #{z ∈ Z
n : |z| ≤ P θi and
‖2αii(Au1z1 + · · ·+Aunzn)‖ ≤ P
−2+θ
i (1 ≤ u ≤ n)}.
Then we have
M(αii, P
θ
i )≫ P
nθ−n
i N(αii, Pi),
by a standard argument using Davenport [4, Lemma 12.6], as in the proof of [4,
Lemma 13.3]. Therefore
|Ti(α)|
2 ≪ P 2n−nθ+εi M(αii, P
θ
i ),
and hence, by (14), we conclude that
S(α)≪ ΠnP
−nθ/2+ε
i M(αii, P
θ
i )
1/2.
Suppose that S(α)≫ Πn−k for some positive real number k. Then we have
Πn−k ≪ S(α)≪ ΠnP
−nθ/2+ε
i M(αii, P
θ
i )
1/2,
and thus
M(αii, P
θ
i )≫ Π
−2kPnθ−εi
= P−2kγiγ+nθ−εi ,
on using (11).
Our assumption (13) implies that this exponent is strictly positive for small
enough ε, and therefore we have M(αii, P
θ
i ) ≥ 2. Hence there exists some z ∈ Z
n
such that z 6= 0 and
|z| ≤ P θi , ‖2αii(Au1z1 + · · ·+Aunzn)‖ ≤ P
−2+θ
i (1 ≤ u ≤ n).
Now, since z is non-zero and our matrix A is non-singular, we have
Au1z1 + · · ·+Aunzn 6= 0
for some u ∈ {1, . . . , n}. For this u, define qi = 2|Au1z1 + · · ·+ Aunzn| 6= 0. Then
we have 1 ≤ qi ≪ P
θ
i , and ‖qiαii‖ ≤ P
−2+θ
i . 
We deal with the remaining αij where i 6= j in the following lemma, whose proof
is along the lines of [13, Lemma 4.1].
Lemma 2.2. Let δ be a real number satisfying 0 < δ ≤ 1γ . Suppose that S(α) ≫
Πn−k for some positive real number k. For fixed i, j satisfying 1 ≤ i < j ≤ m,
suppose that
(17) n > 2kγiγ.
Then there exists an integer qij ≥ 1 such that
qij ≪ Π
2k
n
+δ, ‖qijαij‖ ≤ Π
2k
n
+δ(PiPj)
−1.
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Proof. Fix i, j ∈ {1, . . . ,m} such that 1 ≤ i < j ≤ m. By an application of the
Cauchy–Schwarz inequality, we have
(18) |S(α)|2 ≤ (ΠP−1i )
n
∑
|xt|≤Pt
(1≤t≤m,t6=i,j)
∑
|xj |≤Pj
|Ti(α)|
2,
where Ti(α) has been defined in (15). Now (16) gives∑
|xj |≤Pj
|Ti(α)|
2 ≤
∑
|y|≤Pi
∑
|h|≤2Pi:
|y+h|≤Pi
∣∣∣ ∑
|xj |≤Pj
e(αijh
TAxj)
∣∣∣
≪
∑
|y|≤Pi
∑
|h|≤2Pi:
|y+h|≤Pi
n∏
u=1
min{Pj , ‖αij(Au1h1 + · · ·+Aunhn)‖
−1}
≪ (Pi)
n
∑
|h|≤2Pi
n∏
u=1
min{Pj , ‖αij(Au1h1 + · · ·+Aunhn)‖
−1}.(19)
Let
zu = Au1h1 + · · ·+Aunhn
for each u ∈ {1, . . . , n}, and set
λ := 2nPi max
1≤i,j≤n
|Aij |.
Note that
Pi ≪ λ≪ Pi.
Then, since A is a non-singular matrix, we have∑
|h|≤2Pi
n∏
u=1
min{Pj, ‖αij(Au1h1 + · · ·+Aunhn)‖
−1}
≪
∑
|z|≤λ
n∏
u=1
min{Pj , ‖αijzu‖
−1}
=
( ∑
|z|≤λ
min{Pj , ‖αijz‖
−1}
)n
.
Combining (18) and (19), we have
|S(α)|2 ≪ Π2n(PiPj)
−n
(
Pj +
∑
1≤z≤λ
min{Pj, ‖αijz‖
−1}
)n
≪ Π2n
(
P−ni +
(
1
q
+
1
Pj
+
q
PiPj
)n
(log 2Piq)
n
)
,
on applying Vaughan [18, Lemma 2.2] provided that |αij −
a
q | ≤ q
−2 for coprime
integers a, q with q ≥ 1.
Let δ be a positive real number with 0 < δ ≤ 1γ . Then we use (5), (10) and (11)
to see that
PiPjΠ
− 2k
n
−δ = P
1+
γj
γi
−
2kγjγ
n
−δγjγ
j > 1,
using γi ≥ γj and (17). By Dirichlet’s theorem, there exist coprime integers qij , a
satisfying
1 ≤ qij ≤ PiPjΠ
− 2k
n
−δ, |qijαij − a| ≤ (PiPj)
−1Π
2k
n
+δ.
Therefore
S(α)≪ Πn+ε
(
P
−n/2
i +
(
1
qij
+
1
Pj
+
qij
PiPj
)n/2)
.
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Now
Πn+εP
−n/2
j ≪ Π
n−k,
provided that Pj ≫ Π
2k
n
+ε. For sufficiently small ε, this follows from (17) because
of
Π
2k
n
+ε = P
2kγjγ
n
+ε
j
by (11). Analogously, we get
Πn+εP
−n/2
i ≪ Π
n−k.
Since qij ≤ PiPjΠ
− 2k
n
−δ, it follows that
Πn+ε
( qij
PiPj
)n/2
≪ Πn−k,
provided ε > 0 is small enough compared to δ. Therefore we obtain
S(α)≪
Πn+ε
q
n/2
ij
+Πn−k.
If qij ≫ Π
2k
n
+δ, then we have S(α) ≪ Πn−k for sufficiently small ε > 0, which
contradicts the hypothesis of the lemma. Hence we have qij ≪ Π
2k
n
+δ. 
Combining the previous two lemmas gives the following Weyl-type inequality for
our exponential sum S(α).
Lemma 2.3. Let 0 < θ < 1 and k > 0. Assume that
(20) n >
2kγ
θ
.
Then either (i) we have
S(α)≪ Πn−k,
or (ii), there exist integers q, aij (1 ≤ i ≤ j ≤ m) that are coprime,
i.e. (q, a) = (q, a11, a12, . . . , amm) = 1, such that
1 ≤ q ≪ Πθ(1+
m(m−1)
2γ ),
|qαij − aij | ≪ Π
θ(1+
m(m−1)
2γ )(PiPj)
−1 (1 ≤ i ≤ j ≤ m).(21)
Proof. Suppose that (i) does not hold. Since (20) implies (13) and (17) for all
i, j ∈ {1, . . . ,m}, we may apply lemmata 2.1 and 2.2 to show that there exist
integers qij , bij (1 ≤ i ≤ j ≤ m) satisfying
(qij , bij) = 1,
qii ≪ P
θ
i , |qiiαii − bii| ≤ P
θ−2
i ,
qij ≪ Π
2k
n
+δ, |qijαij − bij | ≤ Π
2k
n
+δ(PiPj)
−1 (1 ≤ i < j ≤ m),
whenever 0 < δ ≤ 1γ . The condition (20) implies that
2k
n
+ δ <
θ
γ
,
provided we choose δ to be a sufficiently small positive real number.
Define q to be the least common multiple of the qij (1 ≤ i ≤ j ≤ m), and set
aij :=
qbij
qij
. Then q and the aij are coprime: Let p be a prime dividing q, and let p
r
be the maximum power of p dividing at least one of the qij . By definition of q, we
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have r ≥ 1. Then if pr || qij , then p does not divide
q
qij
. Since (qij , bij) = 1, then p
also does not divide bij , whence p does not divide aij . Moreover,
q ≤
m∏
k=1
qkk
∏
1≤k<l≤m
qkl ≪ Π
θ(1+m(m−1)2γ ),
q
qii
≪ (ΠP−1i )
θΠ
θm(m−1)
2γ (1 ≤ i ≤ m),
q
qij
≪ ΠθΠ
θ
γ
(m(m−1)2 −1) (1 ≤ i < j ≤ m),
whence
|qαii − aii| =
q
qii
|qiiαii − bii| ≪
q
qii
P θ−2i ≪ Π
θ(1+m(m−1)2γ )P−2i (1 ≤ i ≤ m),
|qαij − aij | =
q
qij
|qijαij − bij | ≪
q
qij
Πθ/γ(PiPj)
−1
≪Πθ(1+
m(m−1)
2γ )(PiPj)
−1 (1 ≤ i < j ≤ m),
so the bound (21) holds true for all i, j ∈ {1, . . . ,m} such that i ≤ j. 
3. minor arcs
We are now in a position to set up the scene for an application of the circle
method, splitting the α into two subsets, where either S(α) is small, or where each
αij is well-approximated.
For coprime integers q, a := aij (1 ≤ i ≤ j ≤ m), and ∆ > 0, define the major
arc
(22) Ma,q(∆) := {α ∈ [0, 1)
R : |qαij − aij | ≪ Π
∆(PiPj)
−1 (1 ≤ i ≤ j ≤ m)}.
Then we define the major arcsM(∆) to be the union of theMa,q(∆) over all coprime
integers q, a such that 1 ≤ q ≪ Π∆ and 1 ≤ aij < q (1 ≤ i ≤ j ≤ m). We denote
the minor arcs by m(∆) := [0, 1)R \M(∆).
We may split the integral in (12) to see that
(23) N(A,B) =
∫
M(∆)
S(α,b)dα+
∫
m(∆)
S(α,b)dα.
We shall show the latter integral does not contribute to the main term of the
asymptotic formula for N(A,B) using the following corollary of Lemma 2.3.
Lemma 3.1. Let ε > 0 and 0 < ∆ < 2γ+m(m−1)2γ be real numbers. Then either (i)
the bound
S(α)≪ Πn−
n∆
2γ+m(m−1)
+ε
holds true, or (ii), we have
α ∈M(∆).
Proof. This follows by taking k = nθ2γ − ε in Lemma 2.3, for θ =
2γ∆
2γ+m(m−1) , noting
that (20) is therefore satisfied. 
Lemma 3.2. Suppose that n > (2γ+m(m−1))(R+1). Then for any 0 < ∆ < m+1R+1 ,
we have ∫
m(∆)
S(α, b)dα≪ Πn−m−1−δ,
for some δ > 0.
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Proof. We follow the method of Davenport and Birch, see for example §4 in [1]. Let
δ > 0 be a real number satisfying
(24)
n
(2γ +m(m− 1))
− (R+ 1) >
2δ
∆
,
whose existence is guaranteed by the condition on n. Define a sequence ∆0,∆1, . . . ,∆T
such that
0 < ∆ = ∆0 < ∆1 < · · · < ∆T =
m+ 1
R+ 1
,
and has the property that
(25) ∆t+1 −∆t <
δ
(R + 1)
,
for each 0 ≤ t ≤ T − 1. Note that
(26) m(∆) = m(∆T ) ∪ (M(∆T )\M(∆T−1)) ∪ . . . ∪ (M(∆1)\M(∆0)).
By Lemma 3.1, we have for any ε > 0,∫
m(∆T )
|S(α,b)|dα =
∫
m(∆T )
|S(α)|dα
≪Πn−
n∆T
2γ+m(m−1)
+ε
<Πn−∆T (R+1+
2δ
∆ )+ε
<Πn−m−1−2δ+ε,
on using (24), and since ∆ < ∆T . Therefore∫
m(∆T )
|S(α)|dα≪ Πn−m−1−δ,
provided ε is small enough.
For 0 ≤ t ≤ T −1, we haveM(∆t+1)\M(∆t) ⊂M(∆t+1), and hence its measure
is bounded by ∑
q≪Π∆t+1
∑
a( mod q)
∏
1≤i≤j≤m
(
q−1Π∆t+1(PiPj)
−1
)
≪
∑
q≪Π∆t+1
∑
a( mod q)
q−RΠR∆t+1Π−(m+1)
≪Π∆t+1(R+1)−m−1.
We may therefore use Lemma 3.1 to show that, for sufficiently small ε > 0,∫
M(∆t+1)\M(∆t)
|S(α,b)|dα =
∫
M(∆t+1)\M(∆t)
|S(α)|dα
≪Πn−
n∆t
2γ+m(m−1)
+∆t+1(R+1)−m−1+ε
<Πn−m−1−∆t(
n
2γ+m(m−1)
−(R+1))+δ+ε,
on using (25). Now ∆ ≤ ∆t and (24) yield∫
M(∆t+1)\M(∆t)
|S(α)|dα≪ Πn−m−1−δ.
By (26), this completes the proof, on noting that T ≪ 1. 
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4. Major arcs
In dealing with the major arcs, we shall find it more convenient to enlarge the
sets Ma,q(∆) slightly. Let M
′
a,q(∆) denote the set in (22), but with the inequality
|qαij − aij | ≪ qΠ
∆(PiPj)
−1 (1 ≤ i ≤ j ≤ m)
instead, and let M′(∆) denote the corresponding union.
It follows from (23) and Lemma 3.2 that, provided
n > (2γ +m(m− 1))(R+ 1), 0 < ∆ <
m+ 1
R+ 1
,
we have
(27) N(A,B) =
∫
M′(∆)
S(α,b)dα+O(Πn−m−1−δ),
for some δ > 0.
Lemma 4.1. Suppose that 0 < ∆ < 23γ . Then for sufficiently large P1 the major
arcs M′a,q(∆) are disjoint. Similarly, if 0 < ∆ <
1
γ , then for sufficiently large P1
the Ma,q(∆) are disjoint.
Proof. Suppose that there exists α lying in the intersection of two different sets of
the form M′a,q(∆). Then for some i, j with 1 ≤ i ≤ j ≤ m, there exist integers
aij , a
′
ij , q, q
′ with aijq
′ 6= a′ijq, satisfying
q, q′ ≪Π∆,
|qαij − aij | ≪qΠ
∆(PiPj)
−1,
|q′αij − a
′
ij | ≪q
′Π∆(PiPj)
−1.
Hence, using (10), (11) and γ1 = 1, we find that
1 ≤ |aijq
′ − a′ijq| =|q
′(aij − qαij) + q(q
′αij − a
′
ij)|
≤q′|qαij − aij |+ q|q
′αij − a
′
ij |
≪Π3∆(PiPj)
−1
=P
3γ∆− 1
γi
− 1
γj
1 .
This gives a contradiction given our assumption on ∆, and noting that 1γi +
1
γj
≥ 2.
The proof of the second statement is completely analogous. 
Whenever α ∈M′a,q(∆), we may write, for each 1 ≤ i ≤ j ≤ m,
(28) αij =
aij
q
+ βij , |βij | ≪ Π
∆(PiPj)
−1
for suitable integers aij and 1 ≤ q ≪ Π
∆. Define
Sa,q(b) :=
∑
z1 ( mod q)
· · ·
∑
zm ( mod q)
eq
( ∑
1≤i≤j≤m
aij(z
T
i Azj −Bij)
)
,
and let Sa,q := Sa,q(0). Also, define
I(P,β) :=
∫
[−1,1]mn
e
( ∑
1≤i≤j≤m
PiPjβijv
T
i Avj
)
dv1 · · · dvm,
and let
I(β) := I((1, . . . , 1),β).
Lemma 4.2. For α ∈M′
a,q(∆), let (28) hold. Then we have
S(α, b) = q−mnΠnSa,q(b)I(P,β)e
(
−
∑
1≤i≤j≤m
βijBij
)
+O
(
Πn+2∆P−11
)
.
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Proof. Using (28), we have
S(α,b)
=
∑
|x1|≤P1
· · ·
∑
|xm|≤Pm
eq
( ∑
1≤i≤j≤m
aij(x
T
i Axj −Bij)
)
e
( ∑
1≤i≤j≤m
βij(x
T
i Axj −Bij)
)
.
Letting xi = zi + qyi (1 ≤ i ≤ m), we obtain
S(α,b) =
∑
z1,...,zm ( mod q)
eq
( ∑
1≤i≤j≤m
aij(z
T
i Azj −Bij)
)
×
∑
y1,...,ym
e
( ∑
1≤i≤j≤m
βij((zi + qyi)
TA(zj + qyj)−Bij)
)
,
where the sum over y1, . . . ,ym ∈ Z
n is such that |zi + qyi| ≤ Pi for 1 ≤ i ≤ m.
It follows from Iwaniec and Kowalski [10, Lemma 4.1] and a simple induction
argument that the sum∑
y1,...,ym
e
( ∑
1≤i≤j≤m
βij(zi + qyi)
TA(zj + qyj)
)
may be replaced with the integral
(29)
∫
y1,...,ym∈R
n:
|zi+qyi|≤Pi
e
( ∑
1≤i≤j≤m
βij(zi + qyi)
TA(zj + qyj)
)
dy1 · · · dym,
with error
≪ max
1≤s≤m
1≤t≤n
∣∣∣ ∂
∂yst
e
( ∑
1≤i≤j≤m
βij(zi + qyi)
TA(zj + qyj)
)∣∣∣ Πn
qmn
+
Πn
qmn−1P1
.
For any 1 ≤ s ≤ m, 1 ≤ t ≤ n, on substituting ui = zi + qyi we find that
∂
∂ys
∑
1≤i≤j≤m
βij(zi + qyi)
TA(zj + qyj)
=q
∂
∂us
∑
1≤i≤j≤m
βiju
T
i Auj
=q

2βssAus + ∑
1≤i<s
βisAui +
∑
s<j≤m
βsjAuj

 ,
whence (28) and |ui| ≤ Pi (1 ≤ i ≤ m) yield
∂
∂yst
e
( ∑
1≤i≤j≤m
βij(zi + qyi)
TA(zj + qyj)
)
≪q
( ∑
1≤i≤s
|βis|Pi +
∑
s<j≤m
|βsj |Pj
)
≪qΠ∆P−1s ,
and therefore the difference between the sum and the integral is
O
( Πn+∆
qmn−1P1
)
.
Making the change of variables vi = P
−1
i (zi + qyi) (1 ≤ i ≤ m), in (29), we see
that∫
y1,...,ym∈R
n:
|zi+qyi|≤Pi
e
( ∑
1≤i≤j≤m
βij(zi + qyi)
TA(zj + qyj)
)
dy1 · · · dym = q
−mnΠnI(P,β).
The lemma now follows easily on using the trivial bound |Sa,q(b)| ≤ q
mn and
q ≪ Π∆. 
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For Q ≥ 1 define
(30) S(Q;b) :=
∑
q≪Q
q−mn
∑
a ( mod q)
(a,q)=1
Sa,q(b),
and
(31) I(Q; c) :=
∫
|η|≪Q
I(η)e
(
−
∑
1≤i≤j≤m
ηijcij
)
dη,
for c = (cij)1≤i≤j≤m ∈ R
R.
Lemma 4.3. Let 0 < ∆ < 1γ(2R+3) . Then there exists δ > 0 such that
N(A,B) = Πn−m−1S(Π∆; b)I(Π∆; c) +O
(
Πn−m−1−δ
)
,
where cij = (PiPj)
−1Bij for 1 ≤ i ≤ j ≤ m.
Proof. By our assumption on ∆, the observation (27) and Lemma 4.1, for some
δ > 0 we have
N(A,B) =
∫
M′(∆)
S(α,b)dα+O
(
Πn−m−1−δ
)
=
∑
q≪Π∆
∑
a ( mod q)
(a,q)=1
∫
M′
a,q(∆)
S(α,b)dα+O
(
Πn−m−1−δ
)
.
We shall use Lemma 4.2 to approximate S(α,b) on M′a,q(∆). The error term, when
integrated over M′(∆), is bounded by
≪
∑
q≪Π∆
∑
a ( mod q)
(a,q)=1
∫
|βij|≪Π∆(PiPj)−1
Πn+2∆P−11 dβ
≪
∑
q≪Π∆
∑
a ( mod q)
(a,q)=1
Πn+2∆+R∆−(m+1)P−11
≪ Πn−m−1+∆(2R+3)P−11
≪ Πn−m−1−δ
′
,
for some δ′ > 0, by (11), γ1 = 1 and our assumption on ∆. This contributes to the
error term in the lemma. The main term gives
N(A,B) = ΠnS(Π∆;b)
∫
β
I(P,β)e
(
−
∑
1≤i≤j≤m
βijBij
)
dβ,
where the integral is over |βij | ≪ Π
∆(PiPj)
−1 (1 ≤ i ≤ j ≤ m). Substituting
ηij = PiPjβij completes the proof of the lemma. 
Let
S(b) := S(∞;b)
be the singular series and
I(c) := I(∞; c)
be the singular integral, with c as in Lemma 4.3.
Lemma 4.4. Assume that n > (2γ +m(m − 1))(R + 1). Then S(b) is absolutely
convergent. Moreover, we have
|S(b)−S(Π∆; b)| ≪ Π−2δ+ε,
for some δ > 0, uniformly in b.
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Proof. Let (q, a) = 1. We may use Lemma 3.1, with P1 = · · · = Pm = q, γ = m,
and αij =
aij
q for 1 ≤ i ≤ j ≤ m, to see that either
(32) |Sa,q(b)| ≪ q
mn− n∆
m+1+ε,
or that (
aij
q )1≤i≤j≤m ∈ M(∆), for any 0 < ∆ <
m+1
2 . The latter option says that
there exist coprime integers q′, (a′ij)1≤i≤j≤m which satisfy
q′ ≪ qm∆, |q′aij − qa
′
ij | ≪ q
m∆−1 (1 ≤ i ≤ j ≤ m).
Since (q, a) = 1, these conditions are clearly impossible to satisfy if ∆ < 1m , and
therefore (32) must hold. Setting ∆ = 1m − ε for any ε > 0 gives
(33) |Sa,q(b)| ≪ q
mn− n2R+ε.
Therefore we have
∞∑
q=1
q−mn
∑
a ( mod q)
(a,q)=1
|Sa,q(b)| ≪
∞∑
q=1
qR−
n
2R+ε ≪
∞∑
q=1
q−1−
1
2R+ε ≪ 1,
since n ≥ (2γ + m(m − 1))(R + 1) + 1 ≥ 2R(R + 1) + 1, showing that S(b) is
absolutely convergent.
For the second part of the lemma, let δ > 0 be as in (24). Then we use (33) to
see that
|S(b)−S(Π∆;b)| ≪
∑
q≫Π∆
qR−
n
2R+ε
≪
∑
q≫Π∆
qR−
n
2γ+m(m−1)
+ε
≪
∑
q≫Π∆
q−
2δ
∆−1+ε
≪Π−2δ+ε.

Lemma 4.5. We have
I(η)≪ min{1,max |ηij |
− n2R+ε}.
Proof. The first bound here is trivial. We may therefore assume that max |ηij | > 1.
Let P ≥ 1 be a parameter, and define
S′(α) :=
∑
|x1|,...,|xm|≤P
e
( ∑
1≤i≤j≤m
αijx
T
i Axj
)
.
By following the proof of Lemma 4.2 with q = 1, a = 0, we get
S′(α) =Pmn
∫
[−1,1]mn
e
(
P 2
∑
1≤i≤j≤m
αijv
T
i Avj
)
dv1 · · · dvm
+O
( ∑
1≤i≤j≤m
|αij |P
mn+1 + Pmn−1
)
.
It is a simple corollary to Lemma 3.1 (see the corollary to Birch [1, Lemma 4.3] for
instance) that for max |αij | < P
−1, we have
(34) S′(α)≪ Pmn+ε(P 2max |αij |)
− n2R :
If max |αij | ≤ P
−2, then the bound is trivial, otherwise write max |αij | = P
−2+m∆
for a suitable ∆ > 0. Since max |αij | < P
−1, on noting that γ = m in our situation,
we find that ∆ < 1γ . Thus, by Lemma 4.1, the major arcs are disjoint, so α is at
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the boundary of M(∆) and consequently, for any ε > 0, we have α 6∈ M(∆ + ε).
Hence by Lemma 3.1 we have
S′(α)≪ Pmn(1−
∆+ε
2R +ε) ≪ Pmn+ε(P 2max{|αij |})
−n(∆+ε)2∆R ,
confirming the bound (34). Therefore, whenever max |αij | < P
−1, we have
Pmn
∫
[−1,1]mn
e
(
P 2
∑
1≤i≤j≤m
αijv
T
i Avj
)
dv1 · · · dvm
≪
(
P 2
∑
1≤i≤j≤m
|αij |+ 1
)
Pmn−1
+ Pmn+ε(P 2max |αij |)
− n2R .
Substituting ηij = P
2αij , noting that the left-hand side of the previous inequality
is just PmnI(η), we obtain
I(η)≪
(
max |ηij |+ 1
)
P−1 + P ε(max |ηij |)
− n2R .
For given η, we may set P = max |ηij |
1+ n2R > 1, this way defining αij as αij =
ηijP
−2, which implies that max |αij | < P
−1. Hence the bound above gives
I(η)≪ max |ηij |
− n2R+ε.

Lemma 4.6. Assume that n > (2γ + m(m − 1))(R + 1). Then I(c) converges
absolutely, and furthermore, for any Q ≥ 1, we have
|I(c)− I(Q, c)| ≪ Q−1+ε,
uniformly in c.
Proof. Let N := max |ηij |. Then for any 1 ≪ Q1 < Q2, for suitable positive
constants c6 and c7 we have
|I(Q2, c)− I(Q1, c)| =
∫
c6Q1≤N≤c7Q2
I(η)e
(
−
∑
1≤i≤j≤m
ηijcij
)
dη
≪
∫
c6Q1≤N≤c7Q2
min{1, N−R−1−
1
2R+ε}dη,
on using Lemma 4.5 and since n ≥ (2γ +m(m− 1))(R + 1) + 1 ≥ 2R(R + 1) + 1.
Therefore, applying Fubini’s Theorem, and noting that Q1 ≫ 1, we obtain
|I(Q2, c)− I(Q1, c)| ≪
∫ c7Q2
c6Q1
N−2−
1
2R+εdN ≪ Q
−1− 12R+ε
1 .
Both parts of the lemma now follow. 
We now make use of our assumption that B is Minkowski reduced: As is well
known, this implies that
detB ≪
m∏
i=1
Bii ≪ detB,
where the implied O-constant depends only on the dimension m of B. Combining
Lemmas 4.3, 4.4 and 4.6, and noting that S(b) ≪ 1 and I(c) ≪ 1 (see §5, §6, (7)
and (2)) we therefore obtain the following.
Lemma 4.7. Assume that n > (2γ +m(m − 1))(R + 1). Then there exists δ > 0
such that
N(A,B) = Πn−m−1S(b)I(c) +O
(
(detB)
n−m−1
2 −δ
)
,
where cij = (PiPj)
−1Bij for 1 ≤ i ≤ j ≤ m.
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5. Singular Series
The singular series S(b) corresponds to p-adic solutions to the system of equa-
tions, and we shall show that it factors as a product over all primes of αp(A,B).
Lemma 5.1. Suppose that n > (2γ +m(m− 1))(R + 1). Then we have
S(b) =
∏
p
αp(A,B).
Proof. Since S(b) is absolutely convergent by Lemma 4.4, a standard argument
(see Birch [1, Section 7] for example) then gives
S(b) =
∏
p
∞∑
r=0
∑
a ( mod pr)
(a,p)=1
p−rmnSa,pr(b)
=
∏
p
Sp(b),
say. Now, for each prime p, we have
Sp(b) = lim
N→∞
N∑
r=0
∑
a ( mod pr)
(a,p)=1
p−rmnSa,pr (b)
= lim
N→∞
(p−N)mn−R
×#{x1, . . . ,xm (mod p
N ) : xTi Axj ≡ Bij (mod p
N) (1 ≤ i ≤ j ≤ m)}
= lim
N→∞
(p−N)mn−R#{X (mod pN ) : XTAX ≡ B (mod pN )}.
By [12, Lemma 5.6.1], there exists an integer t ≥ 0 such that
(p−N )mn−R#{X (mod pN ) : XTAX ≡ B (mod pN )}
remains constant for all N ≥ t. This is αp(A,B) defined in (3), and so we have
Sp(b) = αp(A,B). 
6. Singular Integral
The proof of Theorem 1.1 will be complete on showing that Πn−m−1I(c) =
α∞(A,B), defined in (2).
Let U ⊂ Rm(m+1)/2 be a real neighbourhood of B. Let V ⊂ Rmn be the set of
real n ×m matrices X such that XTAX lies inside U . Then it is known (see [3,
Chapter A.3] for instance) that α∞(A,B) is equal to the limit of
vol(V )
vol(U)
as the neighbourhood U shrinks to B. Therefore, taking the neighbourhood∏
1≤i≤j≤m
[Bij − εPiPj , Bij + εPiPj ],
for ε > 0, we may deduce that
(35) α∞(A,B) = lim
ε→0
1
Πm+1(2ε)R
∫
|xTi Axj−Bij |≤(PiPj)ε
1≤i≤j≤m
dx1 · · · dxm.
For c = (cij)1≤i≤j≤m with cij = (PiPj)
−1Bij , let V (c) denote the real variety
defined by
xTi Axj − cij = 0 (1 ≤ i ≤ j ≤ m).
Lemma 6.1. The variety V (c) is non-empty and non-singular.
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Proof. By our choice of the Pi in (9), there exist real vectors y1, . . . ,ym such that
yTi Ayj = Bij (1 ≤ i ≤ j ≤ m).
Therefore taking xi = P
−1
i yi for each i ∈ {1, . . . ,m} gives a real point on V (c).
Now consider the Jacobian matrix of this variety. This is an R × mn matrix,
and suppose that there exist real vectors x1, . . . ,xm where this Jacobian has rank
strictly less than R. Therefore the rows of the Jacobian are linearly dependent, and
considering the n columns corresponding to some suitable vector xi, we deduce that
there exist real numbers λ1, . . . , λm, not all zero, such that
A(2λixi +
m∑
j=1
j 6=i
λjxj) = 0.
Since A is non-singular, we must have
2λixi +
m∑
j=1
j 6=i
λjxj = 0.
Therefore the matrix X whose columns are the vectors x1, . . . ,xm does not have
full rank. It follows that XTAX does not have full rank for any vectors x1, . . . ,xm
where the Jacobian does not have full rank. Now the matrix B has full rank, and the
matrix C = (cij)1≤i,j≤m can be written as C = DBD, whereD denotes the diagonal
matrix having entries P−11 , . . . , P
−1
m on the diagonal. Therefore, also C has full rank,
whence we have shown that there cannot be a solution to XTAX = C where X
does not have full rank. This shows that the variety V (c) is non-singular. 
Combining Lemma 4.7, Lemma 5.1, (35) and the following lemma we conclude
the proof of Theorem 1.1.
Lemma 6.2. We have
Πn−m−1I(c) = lim
ε→0
1
Πm+1(2ε)R
∫
|xTi Axj−Bij |≤(PiPj)ε
1≤i≤j≤m
dx1 · · · dxm.
Proof. For simplicity in notation, we shall denote the variety V (c) by
Gi,j(x) = 0 (1 ≤ i ≤ j ≤ m),
for x = (x1, . . . ,xm) ∈ R
mn. By Lemma 6.1, this variety is non-empty and non-
singular. Therefore the variety has positive (mn−R)-dimensional measure, and the
Jacobian matrix (∂Gi,j(x)
∂xst
)
1≤i≤j≤m
1≤s≤m,1≤t≤n
has rank R at all real points. Since A is positive definite, for any ε > 0, the set
V (c, ε) of real x satisfying
|Gi,j(x)| ≤ ε (1 ≤ i ≤ j ≤ m)
is closed and bounded, and hence compact. Moreover, by continuity, for small
enough ε the Jacobian is still non-singular at any point of this set, because this is
true for V (c). Therefore we can partition V (c, ε) into a finite number of measurable
partitions, and on each partition, say ξ, there exists some R-tuple xs1t1 , . . . , xsRtR
with 1 ≤ s1, . . . , sR ≤ m, 1 ≤ t1, . . . , tR ≤ n, such that for
δ := det
(∂Gi,j(x)
∂xsktk
)
1≤i≤j≤m
1≤k≤R
we have
|δ| ≫ 1
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for all points in ξ. In particular, for all 1 ≤ k ≤ R for at least one pair i, j we have
(36)
∣∣∣∣∂Gi,j(y, z)∂xsktk
∣∣∣∣≫ 1
throughout ξ, with an implied constant independent of ε. Since the number of
possibilities to choose the sk and the tk is finite and independent of ε, we can
assume that the number of partitions is independent of ε as well.
We shall write a typical vector x = (x1, . . . ,xm) ∈ ξ as (y, z), where
y = (xs1t1 , . . . , xsRtR),
and z denotes the remaining variables. Suppose that (y(1), z) is a point in ξ which
lies on the variety V (c). Then we have
|Gi,j(y, z)−Gi,j(y
(1), z)| ≤ ε (1 ≤ i ≤ j ≤ m).
By (36) and the mean-value theorem, it follows that |xsktk − x
(1)
sktk | ≪ ε for each
1 ≤ k ≤ R.
Now we may write, by Taylor’s Theorem,
Gi,j(y, z)−Gi,j(y
(1), z)
=
R∑
k=1
(xsktk − x
(1)
sktk)
∂Gi,j(y
(1), z)
∂xsktk
+O(ε2) (1 ≤ i ≤ j ≤ m),
on noting that the second partial derivatives of the Gi,j are all constant. Therefore,
inverting these R linear equations, we see that the conditions |Gi,j(x)| ≤ ε (1 ≤ i ≤
j ≤ m) imply that y lies in a region of volume (2ε)Rδ−1 +O(εR+1).
Hence we have
1
(2ε)R
∫
ξ
dx1 · · · dxm =
∫
V (c)∩ξ
dz
δ
+O(ε).
On summing over all partitions ξ and taking the limit as ε→ 0, the right side above
is I(c), following the argument of [1, Section 6]. The left side becomes
lim
ε→0
1
(2ε)R
∫
|Gi,j(x)|≤ε
1≤i≤j≤m
dx1 · · · dxm
= Π−n lim
ε→0
1
(2ε)R
∫
|xTi Axj−Bij |≤(PiPj)ε
1≤i≤j≤m
dx1 · · · dxm,
on making a change of variables. This completes the proof of the lemma. 
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