In this paper we discuss energy conservation issues related to the numerical solution of the nonlinear wave equation. As is well known, this problem can be cast as a Hamiltonian system that may be autonomous or not, depending on the specific boundary conditions at hand. We relate the conservation properties of the original problem to those of its semi-discrete version obtained by the method of lines. Subsequently, we show that the very same properties can be transferred to the solutions of the fully discretized problem, obtained by using energy-conserving methods in the HBVMs (Hamiltonian Boundary Value Methods) class.
Introduction
In this paper we discuss energy-conservation issues of the nonlinear wave equation. For simplicity, though without loss of generality, we shall consider the 1D case, u tt (x, t) = u xx (x, t) − f (u(x, t)), (x, t) ∈ (0, 1) × (0, ∞),
u t (x, 0) = ψ 1 (x), x ∈ (0, 1), coupled with suitable boundary conditions. As usual, subscripts denote partial derivatives. In (1), the functions f , ψ 0 and ψ 1 are supposed to be suitably regular, so they define a regular solution u(x, t) (f denotes the derivative of f ). The problem is completed by assigning suitable boundary conditions which we shall, at first, assume to be periodic, u(0, t) = u(1, t), t > 0.
Later on, we shall also consider the case of Dirichlet boundary conditions u(0, t) = ϕ 0 (t), u(1, t) = ϕ 1 (t), t > 0,
and Neumann boundary conditions u x (0, t) = ϕ 0 (t), u x (1, t) = ϕ 1 (t), t > 0,
with ϕ 0 (t) and ϕ 1 (t) suitably regular. We set v = u t , and define the functional
We can rewrite (1) as the infinite-dimensional Hamiltonian system (for brevity, we neglect the arguments of the functions u and v)
where
and δH δz = δH δu , δH δv T
is the functional derivative of H. This latter is defined as follows: given a generic functional in the form
L(x, q(x), q (x))dx, its functional derivative δL δq is defined by requiring that, for every function ξ(x),
In particular, by considering a function ξ vanishing at a and b, one obtains: Consequently, δL δq
Exploiting (9) , one easily verifies that (6)- (8) are equivalent to (1):
, or u t (x, t) = v(x, t), (x, t) ∈ (0, 1) × (0, ∞), v t (x, t) = u xx (x, t) − f (u(x, t)),
that is, the first-order formulation of the first equation in (1) . The numerical treatment of Hamiltonian PDEs such as (1) has been the subject of an intense research activity during the past decade (see, e.g., [4] for a survey). The extension of ideas and tools related to geometric integration of ordinary differential equations (ODEs) has led to the definition and analysis of various structure preserving algorithms suitable for specific or general classes of PDEs. Two main lines of investigations are based on a multisymplectic reformulation of the equations or their semi-discretization by means of the method of lines.
Multisymplectic structures generalize the classical Hamiltonian structure of a Hamiltonian ODE by assigning a distinct symplectic operator for each unbounded space direction and time [1] . A clear advantage of this approach is that it allows for an easy generalization from symplectic to multisymplectic integration. Multisymplectic integrators are numerical methods which precisely conserve a discrete space-time symplectic structure of Hamiltonian PDEs [32, 2, 28, 22, 21] (a backward error analysis of such schemes may be found in [33, 29, 30] ).
In the method of lines approach, the spatial derivatives are usually approximated by finite differences or by discrete Fourier transform and the resulting system is then integrated in time by some standard integrator. Spectral methods have revealed very good potentialities especially in the case of periodic boundary conditions [20, 35] . 1 For weakly nonlinear term f in (1), the modulated Fourier expansion technique [23, Chapter XIII] has been adapted to both the semi-discretized and the full-discretized systems to state long time near conservation of energy, momentum, and actions [24, 18] .
In this paper, we focus our attention on numerical techniques able to provide a full discretization of the original system with the discrete energy behaving consistently with the energy function associated with (1) . More precisely, we use a central finite difference to approximate the second order spatial derivative and then we derive a semi-discrete analogue of the conservation law associated with the energy density. 2 As is well known, whatever the boundary conditions, the rate of change of the energy density integrated over an interval depends only on the flux through its endpoints. We show that the use of an energy-preserving method to discretize the time assures a precise reproduction of the above mentioned conservation law of the semi-discrete model. In particular, if there is no net flux into or out of the interval, then the integrated energy density is precisely conserved, meaning that it remains constant over time.
With this premise, the paper is organized as follows. In Section 2 we study the case in which problem (1) is completed by the periodic boundary conditions (2) , whereas the general case (3) will be the subject of Section 3. The case of homogeneous Neumann conditions will be studied in Section 4, whereas the general case (4) will be examined in Section 5. Finally, in Section 6 we report a few numerical tests, whereas Section 7 contains a few concluding remarks.
To the best of our knowledge, only the case of periodic boundary conditions has been studied thoroughly. In such a case, the integral of E (see (5) ) is indeed a conserved quantity and one obtains energy conservation (see, e.g., [31] ). Therefore, it makes sense to look for a corresponding conservation property, when numerically solving the problem.
Nevertheless, also in the other cases, which are of interest in applications, the qualitative properties of the solution can be suitably reproduced in the discrete approximation by slightly generalizing the arguments. This is exactly the main aim of our investigation and we show that it can be achieved by using the energy-conserving methods in the class of methods named Hamiltonian Boundary Value Methods (HBVMs), recently introduced for the numerical solution of Hamiltonian problems [8, 9, 10, 11, 12, 13, 6] . Such methods, based on the concept of discrete line integral, as defined in [25, 26, 27] , have been also generalized in [5, 7, 14, 15, 16] .
The case of periodic boundary conditions
By considering that the time derivative of the integrand function E(x, t) defined at (5) satisfies (see (10) )
one derives the conservation law:
Consequently, because of the periodic boundary conditions (2), one obtainṡ
where, as usual, the dot denotes the time derivative. Therefore (5) is a conserved quantity, so that at t = h one has:
We also recast the Hamiltonian function in a more convenient form to be used in the sequel. In case of the periodic boundary conditions (2), from (5) one has
where [uu x ] 1 x=0 = 0 because of the periodic boundary conditions (2).
Semi-discretization
For numerically solving problem (1)- (2), let us introduce the following discretization of the spatial variable,
and the vectors:
Because of the periodic boundary conditions (2), we also set:
Approximating the second derivative in (10) as
yields the following semi-discrete probleṁ
and the following approximation of the Hamiltonian (12),
where T N is a circulant matrix, 3
Problem (16) is clearly Hamiltonian. In fact, one haṡ
or, by introducing the vector
one obtains the more compact forṁ
where here and in the sequel we use, when appropriate, the notation H(y) = H(q, p).
because J N is skew-symmetric. One then concludes that the discrete approximation (17) to (12) is a conserved quantity for the semi-discrete problem (19) . Writing (17) in componentwise form
one notices that (17) is nothing but the approximation of (12) via the rectangle rule (provided that the second derivative u xx has been previously approximated as indicated at (15)).
Full discretization
Problem (19) can be discretized by using a HBVM(k, s) method which allows for an (at least practical ) conservation of (17), by using a suitably large value k ≥ s [13] , as is shown in the sequel. Let us study the approximation to the solution over the time interval [0, h], representing the very first step of the numerical approximation, to be repeated subsequently. For this purpose, we shall consider the orthonormal polynomial basis over the interval [0,1], {P j }, given by the shifted and scaled Legendre polynomials:
Let us then expand the right-hand side of (19) along this basis, thus obtaininġ
with
It is possible to prove the following result [13] .
Lemma 1 Assume ∇H(y(·)) can be expanded in Taylor series at 0. Then:
Setting the initial condition (see (1))
with ψ j (x), j = 0, 1, the vector whose entries are given by ψ j (x i ), the solution of (20)- (22) is formally then given by:
In order to obtain a polynomial approximation σ ∈ Π s to (23), we consider the following truncated initial value problem [13] ,
where γ j (σ) is still given by (21) by replacing y with σ. The polynomial approximation to (23) is then formally given by:
If H(q, p) in (17) is a polynomial of degree ν ≥ 2 (which means that f ∈ Π ν ) 4 , and k is an integer such that
we can exactly compute the integrals γ j (σ) by means of a Gauss-quadrature formula of order 2k, so that:
due to the fact that J N is skew-symmetric. If f , and then H, is not a polynomial, the use of a quadrature formula of order 2k to approximate the integral in (21) would give [13] 
In such a case, however, we have a different polynomial u ∈ Π s , in place of σ, solution of the problemu
instead of (24) . As a consequence, by taking into account (19) and (27)- (29), the error on the Hamiltonian H, at t = h, is:
where the last equality follows from Lemma 1. Consequently, choosing k large enough allows us to approximate the Hamiltonian H within full machine accuracy. Summing up all the previous arguments and taking into account the results in [13] , the following result can be proved.
Theorem 1 Assume k ≥ s, and define y 1 = u(h) as the new approximation to y(h).
One then obtains:
that is the method has order 2s. Moreover, with reference to (25) , and assuming that f is suitably regular:
Remark 1 From this result, it follows that one can always obtain the conservation of the discrete Hamiltonian (17) when f is a polynomial, by choosing k large enough. Moreover, as (30) suggests, also in the non-polynomial case, a practical conservation of (17) can be gained by choosing k large enough, so that the approximation is within round-off errors (the bulk of the computational effort associated with the implementation of a HBVM is not affected by the choice of k [11, 13, 6] ).
The case of general Dirichlet boundary conditions
Let us now consider the case when the considered problem is given by (1) with the boundary conditions (3). In such a case, by repeating similar steps as done in (12), one obtains:
Moreover, H[z] is no more conserved because formally (11) still holds true and, then, one obtains (see also (5)):
Equation (32) may be interpreted as the instant variation of the energy which is released or gained by the system at time t. Thus, the continuous Hamiltonian (5), though no more conserved, has a prescribed variation in time. From (32), at t = h one easily obtains:
Semi-discretization
In order for numerically solving problem (1)- (3), let us introduce the following discretization of the spatial variable,
with u i (t) and v i (t) formally defined as in (14) . Moreover, because of the boundary conditions (3), one has:
Approximating the second derivatives in (10) as follows,
and, moreover,
we obtain the following semi-discrete approximation to the Hamiltonian (31):
which can be rewritten in vector form as
where e has been defined in (18) and, moreover:
With reference to (39), the corresponding semi-discrete problem is then given by:
which is clearly Hamiltonian, though the Hamiltonian (39) is now non-autonomous, because of the boundary conditions (3). In order to conveniently handle this problem, we at first transform (40) into an enlarged autonomous Hamiltonian system, by introducing the following auxiliary conjugate scalar variables,
and the augmented Hamiltonian (compare with (39)),
The dynamical system corresponding to this new Hamiltonian function is, for t > 0:
with initial conditions given by (see (35) )
The first 3 equations in (43) exactly coincides with (40) (considering thatq ≡ t), whereas the last one allows for the conservation ofH:
Indeed, one readily sees that
by virtue of (43). Consequently, by recalling thatq ≡ t, from (39) and (45) one obtains:
By taking into account (36) and (38), one then obtains the following semi-discrete analogue of (33):
One then concludes that (46) is equivalent to keep constantH(q(t), p(t), t,p(t)) along the solution of (43). In order to simplify the notation, let us set
so that (43)-(44) can be rewritten aṡ
Full discretization
The full discretization of (47)-(48) follows similar steps as those seen in Section 2.2 for (19) . Let us then expand the right-hand side in (48) as done in (20)- (21), and consider the polynomial approximation of degree s given by (24) , by formally replacing H with H. In such a case, one obtains energy conservation, since (compare with (26))
whereJ −T N has the same shape asJ N given in (47) but with 1/∆x replaced by ∆x. Consequently, if one is able to exactly compute the integrals, by means of a quadrature rule based at k ≥ s Gaussian points, with k large enough, energy conservation is gained. This is the case, provided thatH is a polynomial, that is, f ∈ Π ν and ϕ 0 , ϕ 1 ∈ Π ρ , and, moreover, k satisfies:
(we observe that, in case ρ = 0, such bound reduces to the bound (25) , obtained in the case of periodic boundary conditions). Differently, by approximating the integrals by means of a Gaussian quadrature of order 2k, one obtains, with arguments similar to those used in (27) - (28),
In such a case, we have again a different polynomial u ∈ Π s , in place of σ, solution of a problem formally still given by (29) . As a consequence, by taking into account (52), the error in the HamiltonianH, at t = h, is given by (see (47)):
where the last equality follows from (34) and Lemma 1. Consequently, by choosing k large enough, allows us to approximate the HamiltonianH within full machine accuracy. All the above arguments can be summarized by the following theorem, which generalizes Theorem 1 to the present case.
Theorem 2 Assume k ≥ s, and define y 1 = u(h) as the new approximation to y(h), solution of (48). One then obtains:
that is the method has order 2s. Moreover, assuming that f, ϕ 0 , and ϕ 1 are suitably regular:
, and (50) holds true,
Clearly, considerations similar to those stated in Remark 1 can be repeated also in the present situation.
The case of homogeneous Neumann boundary conditions
Let us now discuss the case when the considered problem is given by (1) with homogeneous Neumann boundary conditions:
In such a case, by repeating similar steps as done in (12), one obtains:
where [u(x, t)u x (x, t)] 1 x=0 = 0 because of the boundary conditions (54) and moreover, since (11) still holds true, one obtains: 
Semi-discretization
In order to numerically solve problem (1) with boundary conditions (54), we use again the discretization (34) of the spatial variable, as well as the vectors defined at (35) , with u i (t) and v i (t) formally defined as in (14) . Moreover, taking into account the homogeneous Neumann boundary conditions (54), we set:
providing a first-order spatial approximation. Approximating the second derivatives as done in (37), we then obtain, by virtue of (56), the following semi-discrete approximation of the Hamiltonian (55):
The previous equation can be cast, more compactly, in vector form as:
where e has been defined in (18) and T N is a symmetric matrix defined as
The semi-discrete Hamiltonian problem corresponding to (57) is then given by:
or, by setting
more compactly one has:ẏ = J N ∇H(y).
Consequently,Ḣ (y) = ∇H(y)
because J N is skew-symmetric. As consequence, the following result holds true.
Theorem 3
The semi-discrete approximation (57) to (55) is a conserved quantity for the semi-discrete Hamitlonian problem (59)-(61).
Full discretization
Comparing (57) with (17), we can see that we have the same Hamiltonian function of the case of periodic Dirichlet boundary conditions but with a different definition for the matrix T N (and a slight difference of the state vector). This difference is not relevant throughout the analysis performed in Section 2.2, so we can repeat the same procedure and conclude that Theorem 1, as well as the considerations reported in Remark 1, still hold true in the present case.
The case of general Neumann boundary conditions
Let us consider now the case when our problem is given by (1) with the following Neumann boundary conditions: 5
Let us define the function
where u(x, t) is the solution of (1), with boundary condition given by (62) and U (x, t) is defined as
so that
Consequently, by virtue of (63), one has: 6
which can be written as:
so thatf
and, moreover (see (64)- (65)),
So ω(x, t) satisfies problem (66), wheref and g are defined in (67)-(68), with initial conditions:
and Neumann boundary conditions given by, taking into account (62) and (65):
By setting ζ = ω t , we can rewrite (66) as an infinite-dimensional Hamiltonian system,
where J is defined as in (6),
and the Hamiltonian functional is given by:
Indeed, one obtains, by omitting the arguments x and t, for sake of brevity,
that is,
which is the first-order formulation of (66). Consequently, one has:
Then, because of (70), one obtains:
Except for special cases, as the one for which ϕ 0 = ϕ 1 , the last integral in (73) is nonzero. Consequently, in general the Hamiltonian functional is not conserved:
Finally, we observe that, taking into account the boundary conditions (70), we can rewrite (71) as:
Semi-discretization
In order for numerically solving problem (66)- (70), we use again the discretization (34) of the spatial variable, and the vectors:
Since the spatial derivative ω x vanishes at x = 0 and x = 1 (see (70)), we set, in a similar way as done in (56),
thus obtaining a first-order accurate spatial approximation. Approximating the second derivatives in (72) as follows,
we obtain the following semi-discrete approximation of the Hamiltonian (75):
which, considering (77), can be rewritten in vector form as
where e has been defined in (18) and T N in (58). The semi-discrete Hamiltonian problem generated by (78) is then:
In a similar way as done in the case of general Dirichlet boundary conditions, we now transform the non-autonomous Hamiltonian system (79) into an augmented autonomous Hamiltonian one. This is done by introducing the same auxiliary conjugate (scalar) variables (41), i.e.,q ≡ t,p, and the augmented Hamiltonian (compare with (78)),
(80) Consequently, the associated Hamiltonian system is:
with initial conditions given by (see (63) and (76))
with an obvious meaning of U (x, 0) and U t (x, 0). In this way, the first three equations in (81) match (79) (sinceq ≡ t), whereas the last one allows for the conservation ofH:
In fact, by virtue of (81), we have:
By recalling thatq ≡ t, from (78) and (83) one has:
Consequently, we derive the following semi-discrete analogue of (74):
where the argument of the integral at the right-hand side clearly approximates the inner integral in (74). 7 We can finally define the array y and the matrixJ N as in (47), so that (81)-(82) can be rewritten in the form:
Full discretization
Similarly to what has been done in Section 3.2 for the case of general Dirichlet boundary conditions, we can proceed with the full discretization of (85) by expanding the right-hand side of the equation as done in (20)- (21) and considering the polynomial approximation of degree s given by (24) , with H and J N replaced byH andJ N , respectively, according to (85). By repeating the same steps as in (49), one then obtains thatH is conserved, provided that we can exactly compute the involved integrals. This is, for example, the case whenH is a polynomial, namely whenf and g are polynomials. Initially we assume that f ∈ Π ν , ν ≥ 2 and ϕ 0 , ϕ 1 ∈ Π ρ . Consequently we have that f =f q ∈ Π ν−1 , g ∈ Π ρ and gq ∈ Π ρ−1 . We have defined, so far,f (q, x,q) only through its derivativẽ f q (q, x,q), so we can choosef (q, x,q) as the primitive function off q (q, x,q) in the form:
where c (i) ∈ Π iρ , and, therefore:
is a polynomial of degree
As a consequence, by also considering that gqq ∈ Π ρ−1+s andf q ∈ Π (ν−1) max(ρ,s) , we have that the augmented HamiltonianH is exactly conserved, provided that k satisfies:
We observe that when ρ = 0, such bound reduces to the bound (25) : that is, the same bound obtained in Section 4.2 for the case of homogeneous Neumann boundary condition. Suppose now thatH is not a polynomial. In this case we can approximate the integrals by means of a Gaussian quadrature of order 2k as done in (51)-(52). With similar steps as in (53), by setting as usual u(ch) the new polynomial approximation and y 1 ≡ u(h) ≈ y(h) the new discrete approximation at t = h, we have that
and, by choosing k large enough, we can approximate the Hamiltonian within full machine accuracy. The following result summarizes the previous arguments.
Theorem 4 Assume k ≥ s, and let define y 1 = u(h) the new approximation to y(h), solution of (85). One then obtains:
that is, the method has order 2s. Moreover, assuming that f, ϕ 0 , and ϕ 1 are suitably regular: 
Numerical tests
We now report a few numerical tests which illustrate the results described in the previous sections. In all cases, we shall consider the following instance of the Klein-Gordon type equation (see, e.g., [19] ),
with initial conditions
and different boundary conditions, as specified below. We shall also consider possible different values of the (non-negative) parameters κ and ω, depending on the case. For the semi-discretization of the problem, we shall use a spatial step ∆x defined, according to either (13) or (34) , by N = 200. Consequently, the semi-discretized first-order problem has dimension 2N = 400. We shall consider the following cases of boundary conditions: i) periodic boundary conditions;
ii) homogeneous Neumann boundary conditions;
iii) homogeneous Dirichlet boundary conditions; iv) non-homogeneous Dirichlet boundary conditions.
We shall omit, for sake of brevity, the case of non-homogeneous Neumann boundary conditions for which, however, results similar to case iv) are obtained.
Case i)
In such a case, the complete problem is obtained by coupling (87)-(88) with the periodic boundary conditions (2) . According to the analysis made in Section 2 (see Theorem 1), the semi-discrete Hamiltonian (17) is conserved by using a HBVM(2s, s) method, having order 2s, for all s ≥ 1. In fact, at the right-hand side in (87) a polynomial of degree 3 appears (and, therefore, its primitive is a polynomial of degree 4). We shall consider the following set of parameters for (87)-(88):
The step-size used is h = 5 · 10 −2 , so that 10 4 integration steps are performed. By using the symplectic 2-stages Gauss method, i.e., HBVM(2,2), the numerical Hamiltonian diverges, as is shown in Figure 2 , and the numerical solution blows up (see Figure 1) . Conversely, by using the energy-conserving HBVM(4,2) method, the numerical solution remains bounded and the discrete Hamiltonian is conserved.
Case ii)
In such a case, the complete problem is obtained by coupling (87)-(88) with the homogeneous Neumann boundary conditions (54). Also in this case, according to the analysis made in Section 4, the semi-discrete Hamiltonian (57) is conserved by using a HBVM(2s, s) method, having order 2s, for all s ≥ 1. We shall consider the following set of parameters for (87)- (88):
The step-size used is h = 5 · 10 −2 , so that 10 4 integration steps are performed. By using the (symplectic) HBVM(2,2) method, the numerical solution blows up, as is shown in Figure 3 , and the numerical Hamiltonian diverges, as is shown in Figure 4 . Conversely, by using the energy-conserving HBVM(4,2) method, the numerical solution remains bounded and the discrete Hamiltonian is conserved.
Case iii)
In such a case, the complete problem is obtained by coupling (87)- (88) with homogeneous Dirichlet boundary conditions, i.e.
u(0, t) = u(1, t) = 0, t > 0.
Also in this case, according to the analysis made in Section 3, the semi-discrete Hamiltonian (39) is conserved by using a HBVM(2s, s) method, having order 2s, for all s ≥ 1, due to the fact that ϕ(t) ≡ 0. We shall consider the same set of parameters (90) used in Case ii), with the same step-size h = 5 · 10 −2 , so that 10 4 integration steps are performed. In Figure 5 we plot the discrete numerical Hamiltonian for the (symplectic) HBVM(2,2) method, and the (energy-conserving) HBVM(4,2) method, thus showing that the former method does not preserve H, in contrast with the latter method.
Case iv)
In such a case, the complete problem is obtained by coupling (87)-(88) with the following Dirichlet boundary conditions:
u(0, t) = sin(πt), u(1, t) = − sin(πt), t > 0.
According to the analysis made in Section 3, the semi-discrete Hamiltonian H in (39) is not conserved, while the modified HamiltonianH defined in (42) is precisely conserved. We consider the following set of parameters, m = 2, T = 500,
and use the (symplectic) HBVM(2,2) method, and the HBVM(10,2) method, with step-size h = 10 −1 . According to Theorem 2, this latter method is practically energyconserving, whereas the former method is not. This is confirmed by the plots of the numerical modified HamiltonianH in Figure 6 .
Conclusions
In this paper, we have compared the conservation properties of the nonlinear wave equation with the corresponding ones obtained after semi-discretization of the space variable. This latter properties can be conveniently inherited by the numerical solution provided by energy-conserving methods in the HBVMs class. The arguments can be extended in a quite straightforward way to other Hamiltonian partial differential equations, e.g., the Schrödinger equation, as well as to different space discretizations, which will be the subject of future investigations. (88) and (92), with boundary conditions (91), by using a stepsize h = 10 −1 .
