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Transmit Power Policy and Ergodic Multicast
Rate Analysis of Cognitive Radio Networks in
Generalized Fading
Athira Subhash∗, Muralikrishnan Srinivasan∗, Sheetal Kalyani, Lajos Hanzo
Abstract
This paper determines the optimum secondary user power allocation and ergodic multicast rate of
point-to-multipoint communication in a cognitive radio network in the presence of outage constraints
for the primary users. Using tools from extreme value theory (EVT), it is first proved that the limiting
distribution of the minimum of independent and identically distributed (i.i.d.) signal-to-interference ratio
(SIR) random variables (RVs) is a Weibull distribution, when the user signal and the interferer signal
undergo independent and non-identically distributed (i.n.i.d.) κ − µ shadowed fading. This limiting
distribution is then used for determining the optimum transmit power of a secondary network in an
underlay cognitive radio network subject to outage constraints at the primary network in a generalized
fading scenario. Furthermore, the asymptotic ergodic multicast rate of secondary users is analyzed for
varying channel fading parameters.
Index Terms
extreme value theory, κ− µ shadowed fading, outage probability, cognitive radio
I. INTRODUCTION
With the advances in wireless technology, the presence of wireless devices has become
ubiquitous. Furthermore, with the advent of the Internet of Things (IoT), the number of connected
devices accessing the spectrum is set to increase in the coming times. With the upcoming
increase in devices and hence increasing the traffic, it will be very hard to find free spectrum.
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2Cognitive radio (CR) is one of the promising techniques mitigating spectrum scarcity in wireless
communication systems [1]–[4]. In cognitive radio networks (CRNs), there are three popular
modes of spectrum sharing between primary users (PU) and secondary users (SU) - underlay,
overlay and interweave [5]–[8]. As a further development, the authors of [9], [10] have studied
the security aspects of a CR system in the presence of eavesdroppers.
Throughout this paper, we consider the underlay mode, in which the secondary network is
allowed to access the spectrum allocated to the primary network provided that the interference
caused by the SU transmitter does not unduly deteriorate the performance of the primary network.
An important problem in CRNs is the choice of power policy at the SU-Tx (transmitter), so
that the interference at the PU-Rx (receiver) remains below an admissible threshold. Several
authors [11]–[15] have studied the performance of underlay CRNs under various interference
constraints. In [16], different-power adaptive transmit antenna selection (TAS) schemes were
analyzed for the underlay CRN. Furthermore, the authors of [17] have determined the optimal
rate sharing parameters for both the SU and the PU, so that the achievable rates were maximized.
Similarly, recent contributions [18], [19] have also considered the performance of an interference-
limited underlay CRN relying on continuous power adaptation at the SU. In [19], the secondary
transmitter is assumed to transmit information to the specific SU, having the kth highest signal-
to-interference ratio (SIR). The authors of [18] have also investigated the ergodic capacity of
the secondary network in an underlay CRNs contaminated by the interference arriving from
the primary network in conjunction with various scheduling schemes, including a multicast
scheduling (MS) scheme designed for enhancing the fairness among the users. In Table I, we
provide a bold summary and comparison of the seminal literature relying on system models
similar to our scenario.
The authors of [18], [19] consider the analysis of power policy at the SU and the ergodic
capacity of the SU in Rayleigh fading channels. Our focus in this treatise is on extending these
results to general fading scenarios. At the time of writing, generalized multipath fading models
such as the κ− µ and the η−µ fading distributions are generating significant research interests
[20]. They model the small-scale variations in the fading channel in line of sight (LOS) and
non-line of sight (NLOS) conditions respectively. To investigate the effects of shadowing on the
dominant LOS component, the authors of [21] and [22] have developed a generalization of the
shadowed Rician fading called the κ− µ shadowed fading model. The κ− µ shadowed fading
has been shown to unify the κ− µ and η− µ fading models [23] and to have a wide variety of
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3applications ranging from land-mobile satellite systems to device-to-device communication [22].
Performance metrics conceived for generalized fading have been studied extensively in [24]–
[39]. The exact outage and rate expressions in the presence of co-channel interference (CCI)
were studied in [40] only quite recently.
Our model [19]-2019 [41]-2018 [18]-2016 [42]-2015 [14]-2011
Number of PU-Rx Multiple Single Single Multiple Multiple Single
Number of SU-Rx Multiple Multiple Single Multiple Single Single
Instantaneous(I)/
Statistical(S) CSI
S
Su-Tx to Pu-Rx : I
Rest of the links : S
both S I I
Channel Fading κ− µ shadowed Nakagami Rayleigh Rayleigh Nakagami -
Interference from
PU-Tx
✓ ✓ ✗ ✓ ✗ ✓
Outage constraints
for PU-Rx
✓ ✗ ✗ ✓ ✗ ✓
Usage of EVT ✓ ✓ ✗ ✗ ✗ ✗
Expression for
secondary capacity
✓ ✗ ✗ ✓ ✗ ✗
TABLE I: Comparison with existing literature.
A feature that is common among the above contributions is the complicated nature of the PDF
and the CDF of the SIR [26], [31]–[35], [37], [38], [40]. For example, the recent work [40],
which generalizes all existing results, considers the scenario when the signal of interest (SOI)
and the CCI to undergo i.n.i.d. κ − µ shadowed fading and derives the CDF of SIR in terms
of an infinite summation of the Lauricella function of the fourth kind. This Lauricella function
itself involves an N-fold infinite summation, where N denotes the number of interferers. The
complementary cumulative distribution function (CCDF) of the minimum of independent random
variables (RVs) is given by the product of the CCDF of each of the variables. Hence, in the case
of L independent and identically distributed (i.i.d.) RVs, the CCDF of the minimum is given by
the Lth power of the common CCDF.
Determining the CDF/CCDF of the minimum of L such i.i.d. SIR realizations has a direct
application in SU power control and in deriving the ergodic multicast rate in CRN [18], [19].
Calculating the outage constraints at several PU-Rx requires the knowledge of the CDF of the
minimum SIR. Furthermore, the ergodic rate of the MS scheme in the secondary network is
determined directly by the SIR of the weakest user. However, the need for raising the CCDF of
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4SIR random variables to power L makes the corresponding mathematical analysis very difficult.
In fact, even the evaluation of the exact CCDF of the minimum of two SIR RVs with each SIR
RV having two i.n.i.d interferers in a κ− µ shadowed fading environments takes more than an
hour to compute in Mathematica when one uses the series expansion of [40, Eqn. (8)]. Further
more, the evaluation of the exact CCDF of the minimum of four SIR RVs with each SIR RV
having four i.n.i.d interferers in a κ−µ shadowed fading environment times out in Mathematica.
Hence, it is imperative that a simple limiting distribution is found for the minimum.
Extreme Value Theory (EVT) has been routinely used in the literature for characterizing the
asymptotic maximum or minimum SIR in terms of very simple probability distribution functions
(PDF)/CDFs that are amenable to analysis [43]–[56]. Quite recently, the authors of [57] derived
the statistical upper channel capacity bounds for FAS systems using EVT in the large-scale limit
for Rayleigh fading channels. Furthermore, in [19] EVT is used for determining the average
throughput of the k-th best SU under continuous power adaptation at the SU. Even though these
are asymptotic results, they are observed to hold fairly well even for 20 receivers in the SU
network. In an interference-limited scenario when the source and interferers undergo i.n.i.d.
κ − µ shadowed fading, the authors of [58] use EVT for proving that the limiting distribution
of the maximum of SIR RVs converges to a Frechet distribution [59] and further derives the
corresponding rate of convergence. They also prove the convergence of moments of the true
maximum distribution to the moments of the asymptotic maximum distribution.
Against this backdrop, in this work we use EVT to determine the power adaptation at the SU
underlay in an CRN, subject to specific outage constraints for the primary users. We also use
EVT for determining the ergodic multicast rate of the SUs. Our main contributions in this paper
are as follows:
• Assuming that the user signal and the interferer signal undergo i.n.i.d. κ − µ shadowed
fading, we prove that the limiting distribution of the minimum of L such i.i.d. SIR RVs is
a Weibull distribution.
• Using the limiting distribution derived, we determine a closed form expression for the
optimum power to be used at the SU-Tx while ensuring that the outage constraints at the
PU-Rx are met.
• Further, we derive expressions for the ergodic multicast rate of point-to-multipoint commu-
nications in the secondary network.
Note that the above mentioned results hold for Rayleigh, Rician, Nakagami-m, κ−µ and η−µ
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5faded user and interferer fading scenarios since all of these are special cases of κ−µ shadowed
fading. Since we assume i.n.i.d. interferers, we also account for interferers having different
path-loss or having unequal powers.
II. SYSTEM MODEL
We consider a CR scenario where the PU network consists of a PU-Tx serving M multicast
PU-Rxs and a SU network that consists of a SU-Tx serving L multicast SU-Rxs. Here, all the
devices have a single antenna for transmission/reception. Furthermore, here we assume that the
SU-Tx sends common multicast information to all the SU-Rxs in the underlay mode. Since an
underlay mode is considered, the SU-Tx has to rely on continuous power adaptation strategy for
satisfying the instantaneous interference constraints at the PU-Rxs. The channel power gains of
the links PU-Tx → PU-Rxm, for m = 1, 2, . . . ,M and SU-Tx → SU-Rxl, for l = 1, 2, . . . , L
are denoted by hm, for m = 1, 2, . . . ,M and gl, for l = 1, 2, . . . , L, respectively. Similarly,
αm and βl are the channel power gains of the interference links SU-Tx→PU-Rxm and PU-Tx
→ SU-Rxl, respectively. All the channels are considered to undergo κ − µ shadowed fading.
Furthermore, we consider an interference-limited system, where the noise power at each of the
SU-Rx (or PU-Rx) is negligible compared to the interference power received from the PU-Tx (or
SU-Tx). The authors of [18], [19] consider a similar system model except for the fact that they
assume Rayleigh faded channels. Furthermore, the authors of [19] consider only one PU-Rx.
The instantaneous SIRs at the mth PU-Rx and lth SU-Rx are
γm,p =
Pphm
Psαm
, m = 1, ...,M, (1)
and
γl,s =
Psgl
Ppβl
, l = 1, ..., L, (2)
respectively. Here, Pp is the PU-Tx transmit power, Ps is the instantaneous SU-Tx transmit power
and {hm, αm, gl, βl;m = 1, 2, . . . ,M, l = 1, 2, . . . , L} are κ− µ shadowed random variables. A
κ− µ shadowed random variable X with parameters (κ, µ,m, x¯) has the following pdf [21]:
fX(x) =
xµ−1
θµ−mλmΓ[µ]
e−
x
θ 1F1
(
m,µ,
x
θ
−
x
λ
)
, (3)
where 1F1(.) is the confluent hypergeometric function, Γ[.] is the gamma function, θ =
x¯
µ(1 + κ)
,
λ =
(µκ+m)x¯
µ(1 + κ)m
and x¯ = E[x]. Here, E[.] represents the expectation of a RV. Throughout this
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6paper we assume that the CSIs of the links are not estimated frequently, but the statistics of the
signal and interference links are known at the transmitters.
III. SECONDARY USER POWER CONTROL POLICY
In the underlay mode, the SU-Tx transmits over the same frequency used by the PU-Tx, even
when the PU-Tx is active. Simultaneous transmission occurs as long as the quality of service
(QoS) degradation at the PU-Rx due to interference from the SU-Tx is tolerable. This QoS
degradation in the primary network is quantified by means of outage constraints at the PU-Rxs.
Therefore, the SU-Tx must transmit at a power that keeps the outage at each of the PU-Rx
below a predetermined level. Thus, transmit power policy at the SU-Tx can be mathematically
formulated as follows [18], [19],
max Ps, (4a)
s.t. Pr{γm,p(Ps) ≤ γ0} ≤ p0, m = 1, ...,M (4b)
Ps ≤ Ps,max, (4c)
where p0 is the maximum tolerable outage at each of the PU-Rx and γ0 is the minimum desired
SIR at the PU-Rx for a fixed PU transmit power Pp. The outage constraint in (4b) is equivalent
to the condition where PU-Rxm with the lowest SIR satisfy the outage constraint. Hence, the
power policy of SU-Tx can be alternatively formulated as
max Ps (5a)
s.t. Pr{min
m
γm,p(Ps) ≤ γ0} ≤ p0 (5b)
Ps ≤ Ps,max. (5c)
Substituting the fading coefficients from (1) into (5b), we obtain
max Ps (6a)
s.t. Pr
{
min
m
hm
αm
≤ γ0
Ps
Pp
}
≤ p0. (6b)
Ps ≤ Ps,max. (6c)
Here, hm and αm are κ−µ shadowed RVs with fading parameters (κp, µp, mp, h¯p) and (κp,s, µp,s,
mp,s, α¯p,s) respectively. To determine the optimum value of Ps that satisfies the outage constraint
in (5b), we have to determine the CDF of the minimum of the SIR in a κ− µ shadowed fading
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7environment. Note that, we can evaluate this using the CDF of the minimum of ratio of two
κ−µ shadowed RVs as given in (6b). The exact distribution of the minimum of any set of i.i.d.
RVs γmin = min{γ1, γ2, · · · , γM}, where γi ∼ Fγ(z); ∀ i ∈ {1, · · · ,M} is given by
Fγmin(z) = 1− (1− Fγ(z))
M . (7)
Hence, to evaluate the CDF in (6b), we have to evaluate the M th power of the CCDF of ratio of
κ−µ shadowed random variables. The exact expression for the CDF of ratio of κ−µ shadowed
random variables is given in terms of an infinite sum of the Lauricella’s function of the fourth
kind in [60, Eq. 3], [40]. However, this method has some serious limitations when M is not
small. Firstly, it will be mathematically intractable to obtain a closed form expression for the
optimum value of Ps using this CDF expression. Secondly, even if we numerically determine the
optimum value of Ps that satisfies (6b) using mathematical tools like Mathematica/MATLAB, it
is a challenge to obtain any useful insights on the power policy.
On the other hand, if we have a simple limiting distribution for (7), which closely approximates
the CDF values for moderate and large values of M , we can obtain a closed form expression for
the optimum Ps that satisfies (6b). Therefore, using tools from EVT, we formulate the following
theorem to determine the limiting distribution of (7), when γ is the SIR in an κ− µ shadowed
fading environment. We then use this theorem to evaluate the probability expression in (6b)
and hence obtain a closed-form expression for the optimum Ps. A similar approach is used
for determining the ergodic multicast rate of the secondary users in [19] for Rayleigh faded
channels. To the best of our knowledge, no previous work has used EVT to simplify the outage
constraints at the PU-RX.
Theorem 1. Consider K i.i.d. SIR RVs of the form
γk =
|gk|
2
N∑
j=1
|hj,k|2
, (8)
where {|gk|
2; 1 ≤ k ≤ K, } are i.i.d. κ − µ shadowed RVs with parameters (κ, µ,m, x¯)
and {|hj,k|
2; 1 ≤ j ≤ N} are i.n.i.d. κ − µ shadowed random variables, with parameters
(κj , µj, mj, x¯j) ∀ k, for j = 1, .., N . The asymptotic distribution of γ
K
min = min(γ1, γ2, ..., γK) is
a Weibull distribution with shape parameter υ =
∑N
j=1 µj and scale parameter aK = F
−1
γ
(
1
K
)
,
where Fγ(z) is the common CDF of i.i.d. RVs γk. Let, γmin = lim
K→∞
γKmin, then we have
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8Fγmin(z) =


1− exp(−(z/aK)
υ), z ≥ 0,
0, z < 0.
(9)
Proof. Please refer to Appendix A for the proof.
Note that the above expression is simpler to evaluate than the actual CDF of the minimum as
given in (7). Fig. 1 shows the simulated and theoretical asymptotic CDF of minima over K = 20
SIR RVs for a variety of system parameters. Here, following cases 1, 2 and 3 correspond to the
simulation parameters of:
Case 1: source parameters (κ = 2, µ = 3, m = 1), no. of interferers N = 3, interferer parameters
(κ1 = κ2 = κ3 = 2, µ1 = µ2 = µ3 = 2, m1 = m2 = m3 = 1),
Case 2: source parameters (κ = 2, µ = 3, m = 1), no. of interferers N = 2, interferer parameters
(κ1 = 2, µ1 = 2, m1 = 1), (κ2 = 2, µ2 = 1, m2 = 1)
Case 3: source parameters (κ = 2, µ = 2, m = 1), no. of interferers N = 1, interferer parameters
(κ1 = 2, µ1 = 1, m1 = 1).
The results indicate that the asymptotic results closely match the true minimum distribution even
for the cases where the minimum is evaluated over moderate-length sequences, such as K = 20.
Using this asymptotic distribution, we can now determine the optimum Ps, when the number
of PU-Rxs K, is moderate to large. To evaluate the CDF of γmin,p := min
m
{
hm
αm
}
given by
(6b), in Theorem 1, we now substitute N = 1, K = M , (κ, µ,m, x¯) := (κp, µp, mp, h¯p),
(κ1, µ1, m1, x¯1) := (κp,s, µp,s, mp,s, α¯p,s), aK = aM = F
−1
γ
(
1
M
)
and υ = µp,s. Hence, we have
1− exp
(
−
(
γ0Ps
PpaM
)µp,s)
≤ p0. (10)
Here, Fγ(z) is evaluated using (23) for N = 1. Further rearrangement of (10) gives,
Ps ≤
PpaM
γ0
[−ln(1 − p0)]
1/µp,s . (11)
The largest Ps that satisfies the above constraint is given by
P+s =
PpaM
γ0
[−ln(1− p0)]
1/µp,s . (12)
Now, using (12) and (5c), the optimal Ps for the SU-Tx power policy is given by
P¯s = min{P
+
s , Ps,max}. (13)
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Fig. 1: CDF of γKmin (simulated) and γmin (using (9)) for different fading scenarios.
Now that we have derived the optimal SU-Tx power, we will analyze the impact of fading
parameters on this power policy. From (13), we can observe that the optimum power at the
SU-Tx, P¯s, is dependent on P
+
s given in (12). The variations in P
+
s are in turn governed by PP ,
γ0, p0, µp,s and aM .
Observation 1: From (12), it is plausible that an increase in either Pp or p0 or alternatively a
decrease in γ0 leads to an increase in P
+
s .
The variation in P+s with respect to the variations in the fading environment of the source
can be studied by directly analyzing the variations in aM . However, the relationship between
various parameters and aM is highly non-linear, therefore interpreting these variations with
respect to changes in the fading parameters is difficult. One way to circumvent this problem
is to use moment matching as in [39], and approximate each of the κ − µ shadowed RV as
a gamma RV. [58] also uses similar approximation for analysis of their asymptotic maxima
distribution. The κ−µ shadowed RV corresponding to the PU’s fading coefficients with param-
eters (κp, µp, mp, h¯p) can be approximated by a gamma RV having the shape parameter ψ1 =
mpµp(1+κp)2
mp+µpκ2p+2mpκp
and scale parameter ψ2 =
h¯p
ψ1
. Similarly, the κ−µ shadowed interferer (the interfer-
ence from the SU-Tx) can also be approximated as a gamma RV with parameters (φ1, φ2). Hence,
we have Fγ(z) = P(γ ≤ z) ≈ P
(
Γ(ψ1, ψ2)
Γ(φ1, φ2)
≤ z
)
= P
(
Γ(ψ1, 1)
Γ(φ1, 1)
≤ z
φ2
ψ2
)
, where Γ(., .) rep-
resents a gamma distributed RV. This ratio of gamma RVs has a beta-prime CDF [61] with
parameters ψ1 and φ1 evaluated at z
φ2
ψ2
. Now, the analysis in [39] can be used to make inferences
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about the approximate variation in Fγ(z), with respect to the changes in κp, µp and mp. Although
we have used the beta-prime approximation of the ratio of κ− µ shadowed RVs to provide an
approximate analysis, using the same approximation to derive the minima distribution will be
counterproductive. This is because, the CDF of the beta prime RV itself involves a Bessel
function and the exact evaluation of the minimum using (7) is still difficult. Secondly, if we try
to derive the asymptotic distribution using this approximate CDF, it will be less accurate due to
approximations in computing aM . Based on the analysis, we give the following observations:
Observation 2 : P+s increases upon increasing µp or mp .
Observe that, an increase in µp or mp results in an increase in ψ1. According to I4 in Section
III of [39], with an increase in ψ1 along with a proportionate increase in h¯p, we can observe
a reduction in Fγ(z). Since the CDF is monotonically increasing function, to obtain the same
CDF value of 1
M
even after an increase in µp or mp, the CDF evaluation point, which in our
case is aM , has to increase. Hence we infer from (12) that P
+
s increases.
Observation 3 : P+s increases upon increasing κp ifmp − µp ≥ 0 and decreases otherwise.
The derivative of ψ1 with respect to κp is given by
2κp(1 + κp)mpµp(mp − µp)(
mp + 2κpmp + κ2pµp
)2 . This shows that
ψ1 increases with an increase in κp if mp − µp > 0 and decreases otherwise. This in turn
implies that the scale parameter F−1γ (M
−1) increases with an increase in κp, if mp − µp > 0
and decreases otherwise. Hence, following the same reasoning given in Observation 2, we can
infer that an increase in κp increases aM , if mp − µp > 0, owing to the increase in ψ1. Hence
P+s increases. Similarly, an increase in κp results in an reduction of aM , if mp−µp < 0. Hence,
P+s decreases.
Thus Observation 2 and Observation 3 offers inferences on the variation of the maximum SU
power P+s with respect to the changes in the source fading environment. Furthermore, Table I of
[23] summarizes the relationship between the κ−µ shadowed fading model and many common
fading models, like Rayleigh, Rician, Nakagami etc. Hence, using these results we can analyze
the variations for any specific fading environment as well.
IV. ERGODIC MUTICAST RATE OF SECONDARY USERS
Here, multiple SU-Rxs receive the same information from the SU-Tx through a single radio
transmission. Such multicast transmissions are useful for group-based services such as audio-
video conferensing, disaster recovery, and military operations [18]. The ergodic multicast rate
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of the secondary network is defined as [18], [62]
Csec = L× E[log2(1 +min
l≤L
γl,s)]. (14)
Substituting the expression for γl,s from (2), we obtain
Csec = L× E[log2(1 +min
l≤L
gl
βl
)]. (15)
Given that the CDF of the ratio of κ−µ shadowed RVs itself is complicated, it is a challenge to
derive any simple expression for (15). Therefore, we propose the following theorem to evaluate
the asymptotic ergodic multicast rate of SUs.
Theorem 2. Consider K i.i.d. SIR RVs of the form
γk =
|gk|
2
N∑
j=1
|hj,k|2
, (16)
where {|gk|
2; 1 ≤ k ≤ K, } are i.i.d. κ − µ shadowed RVs with parameters (κ, µ,m, x¯)
and {|hj,k|
2; 1 ≤ j ≤ N} are i.n.i.d. κ − µ shadowed random variables, with parameters
(κj , µj, mj, x¯j) ∀ k, for j = 1, .., N . If γ
K
min = min(γ1, γ2, ..., γK), then
lim
K→∞
E[log2(1 + γ
K
min)] = E[Rmin], (17)
where Rmin = log2(1+γmin) and γmin is the asymptotic distribution of γ
K
min as given in Theorem
(1).
Proof. Please refer to Appendix B for the proof.
The expectation in (14) can now be evaluated using the pdf of the Weibull RV, whose CDF is
given in (9), after substitutingN = 1, K = L, (κ, µ,m, x¯) := (κs, µs, ms, g¯s), (κ1, µ1, m1, x¯1) :=
(κs,p, µs,p, ms,p, β¯s,p), aK = aL = F
−1
γ
(
1
L
)
and υ = µs,p. The asymptotic minimum ergodic
multicast rate of the SU’s is therefore given by
Csec ≈ L×
∞∫
0
log2
(
1 +
Psx
Pp
)
υ
aL
(
x
aL
)υ−1
exp
(
−
(
x
aL
)υ)
dx. (18)
To analyze the above expression with respect to aL, we propose the following lemma.
Lemma 1. Consider two Weibull RVs P and Q with parameters {aL1, υ} and {aL2, υ} respec-
tively. P is stochastically larger than Q if
P(P < z) < P(Q < z), ∀z > 0. (19)
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In other words, P >st Q if
1− exp
(
−
(
z
aL1
)υ)
< 1− exp
(
−
(
z
aL2
)υ)
. (20)
The above condition is achieved when aL1 ≥ aL2. Also, if P >st Q, E[u(P )] ≥ E[u(Q)] for any
non-decreasing function u [63].
Note that the logarithm function is non-decreasing. Therefore, from the above lemma, we
can conclude that the ergodic rate increases with the increase of aL. Hence, we can make the
following observations, by following arguments similar to those made in Observation 2 and
Observation 3.
Observation 4 : Csec increases upon increasing µp or mp .
Observation 5 : Csec increases upon increasing κp ifmp − µp ≥ 0 and decreases otherwise.
V. NUMERICAL RESULTS AND SIMULATIONS
In this section we present simulations results to validate the results and observations from the
previous sections. The PU’s target rate is chosen to be R0 = log(1+γ0) = 0.03 bps/Hz for all the
simulations. This is to match the performance target for the operational long-term evolution (LTE)
network, which requires the cell edge user throughput to be higher than 0.02 bps/Hz/cell/user
[18], [64], [65]. Furthermore, all the results are generated for the choice of Ps,max = 20 dB,
(κp = 2, µp = 3, mp = 1), (κp,s = 2, µp,s = 2, mp,s = 1), (κs = 1, µs = 1, ms = 1) and
(κs,p = 1, µs,p = 2, ms,p = 1) unless mentioned otherwise.
0.01 0.02 0.03 0.04 0.05 0.06
P0
8
10
12
14
16
18
P s+
Pp=7 dB
Pp=9 dB
Pp=11 dB
Fig. 2: p0 vs P
+
s for M=10 and L=10.
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P0=0.01
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Fig. 3: Pp vs P
+
s for M=10 and L=10.
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Here, Fig. 2 and 3 show the SU-Tx power allocation for various combinations of PU-Tx power
Pp and outage constraint p0 at PU-Rx. In all these figures, the power allocation is computed
using (13). The results indicate that the optimum SU-Tx power P+s increases with an increase of
the PU-Tx power Pp. This is because, upon increasing Pp, the PU-Rxs are capable of handling
more interference from SU-Tx for the same outage constraints. Furthermore, for constant Pp,
P+s decreases with a reduction in p0. This is because, a decrease in p0 results in stricter outage
constraints at the PU-Rxs. In order to maintain the stricter reliability conditions, SU-Tx has to
transmit at a lower power to decrease the interference at the PU-Rx. Note that the optimum
transmit power P+s is limited by Ps,max. This is reflected in the saturation of P
+
s in Fig.3.
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Fig. 4: Pp vs P
+
s for M=10 and L=10.
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Fig. 5: Pp vs P
+
s for M=10 and L=10.
In Figs. 4 and 5, we consider κp,s = 2, µp,s = 1 and mp,s = 1. Fig. 4 shows the effect of µp
and mp on P
+
s . This validates Observation 2, namely that P
+
s increases with any increase in µp
or mp. Similarly, Fig. 5 validates Observation 3, namely that P
+
s increases or decreases upon
increasing κp if mp − µp is positive or negative respectively. Next, in Figs. 6-9 we compare the
simulated and theoretical values of ergodic multicast rate for secondary users under different
system models. Fig. 6 and 7 compares the simulated and theoretical values of Csec/L (computed
using (18)) for different number of PU’s and SU’s respectively with Pp = 7 dB. In both the
cases, we observe that the simulated and theoretical values of ergodic rate are in good agreement.
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Fig. 6: Csec/L vs number of primary
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Fig. 8: Csec/L vs number of secondary
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Fig. 9: Csec/L vs number of secondary
users.
As the values of M and L become higher than 10, the simulated ergodic rate agrees well
with the asymptotic rate. Furthermore, as the number of PU’s/SU’s increases, the minimum SIR
decreases and hence the corresponding rate decreases. Observations 4 and 5 are validated in
Fig. 8 and 9. Both the simulation corresponds to a system with Pp = 7 dB and p0 = 0.01. As
derived in Section. IV, we can observe that Csec increases upon increasing µp, mp. Also, Csec
increases with κp if mp − µp > 0 and decreases otherwise.
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VI. SUMMARY
To summarize, we make use of tools from EVT to characterize the asymptotic distribution
of the minimum of the ratio of κ − µ shadowed random variables and hence derive a simple
expression for the distribution of the minimum SIR of PU/SU in a CR environment. These results
are further used to find the optimal SU power allocation and the ergodic multicast rate of SUs.
Assuming that the Pu-Tx to Pu-Rx link is undergoing κ− µ shadowed fading with parameters
(κp, µp, mp), we use results from stochastic ordering to analyze the impact of various system
parameters on the SU performance and have the following analytical observations1:
Increase in
system parameter
Optimum
SU-Tx power (P+s )
Ergodic MC rate
of SU (Csec/L)
Pp ↑ ↑
p0 ↑ ↑
γ0 ↓ ↓
M ↓ ↓
L − ↓
κp, if mp − µp > 0 ↑ ↑
κp, if mp − µp < 0 ↓ ↓
µp ↑ ↑
mp ↑ ↑
TABLE II: Table of variation in P+s and Csec/L with increase in different system parameters
APPENDIX A
PROOF FOR THEOREM 1
We know that γKmin = min{γ1, · · · , γK} = −max{−γ1, · · · ,−γK}. Now, if we derive the
asymptotic distribution of the maximum of K i.i.d. RVs γˆKmax = max{γˆ1, · · · , γˆK} where γˆl =
−γl; l = 1, · · · , K and γˆl ∼ Fγˆ(z) = 1−Fγ(−z) then we can derive the asymptotic distribution
of γKmin. Now, we make use of the following theorem to derive the limiting distribution of γˆ
K
max.
Theorem 3. Fisher-Tippet Theorem, Limit Laws for Maxima:
Let z1, z2, · · · , zK be a sequence of K i.i.d. RVs and MK = max {z1, z2, · · · , zK}; if ∃ constants
1Here, ↑ and ↓ are used to represent increase and decrease respectively.
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aK > 0 and bK ∈ R and some non-degenerate CDF Gβ so that when K →∞ we have,
a−1K (MK − bK)
D
−→ Gβ, (21)
where
D
−→ denotes convergence in distribution, then the CDF Gυ is one of the three CDFs:
Frechet [59] : Λ1(z) :=


0, z ≤ 0
exp(−z−υ), z > 0,
Reversed Weibull [59] : Λ2(z) :=


exp(−(−z)υ), z ≤ 0,
1, z > 0,
Gumbel [59] : Λ3(z) := exp(−exp(−z)), z ∈ R.
Proof. Please refer to [66] for the proof.
To determine the limiting distribution among these three, we have to first define the Maximum
Domain of Attraction (MDA).
Definition 1. Maximum Domain of Attraction [66]: The CDF F of i.i.d. RVs z1, · · · , zK belongs
to the MDA of the extreme value distribution (EVD) Gυ, if and only if ∃ constants aK > 0
and bK ∈ R, such that (21) holds.
Lemma 2. Let F be a distribution function and x∗ := sup{x : F (x) < 1}. Assuming that F
′′
(x)
exists and F
′
(x) is positive for all x in some left neighborhood of x∗. If
lim
x→x∗
(x∗ − x)f(x)
1− F (x)
= υ; υ > 0, (22)
then F (.) belongs to the MDA of the reversed Weibull distribution.
Proof. Please refer to [66] for the proof.
Now, if we show that the CDF Fγˆ(z) satisfies the relationship in (22), then from the definition
of the MDA of an EVD, we may conclude that there exists aK and bK satisfying (21). A choice
for the corresponding constants of the reversed Weibull distribution is given in [66] as bK = 0
and aK = −F
−1
γˆ (1−K
−1).
Theorem 4. The CDF Fγˆ(z) is in the MDA of the reversed Weibull distribution.
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Proof. From [40, Eqn. (6)], we have
Fγ(z) = 1−K1
(
zθ1
θ + zθ1
) N∑
i=1
µi+µ
×
(1)
(1) E
(2N+1)
D
[
N∑
i=1
µi + µ,m, 1, µ2 −m2, · · · , µN −mN , m1,
· · · , mN , µ, 1 +
N∑
i=1
µi;
(λ− θ)zθ1
(θ + zθ1)λ
,
θ
θ + zθ1
,
θθ2 − θθ1
θ2(θ + zθ1)
, · · · ,
θθN − θθ1
θN (θ + zθ1)
,
θλ1 − θθ1
λ1(θ + zθ1)
,
· · · ,
θλN − θθ1
λN (θ + zθ1)
]
,
(23)
where K1 =
Γ
[
N∑
1=1
µi+µ
](
N∏
i=1
θ
−(µi−mi)
i λ
−mi
i
)
θ
N∑
i=1
µi+m
Γ
[
N∑
1=1
µi+1
]
z
N∑
i=1
µi
λmΓ[µ]
.
Furthermore, the pdf is given by (24) where K2 =
θ
(m+
N∑
i=1
µi)
Γ
[
µ+
N∑
i=1
µi
]
λmΓ[µ]Γ
[
N∑
i=1
µi
]
N∏
i=1
θ
µi−mi
i λ
mi
i
.
fZ(z) = K2z
−(1+
N∑
i=1
µi)
(
1 +
θ
zθ1
)−(µ+ N∑
i=1
µi
)
×
(1)
(1) E
(2N)
D
[
µ+
N∑
i=1
µi, m, µ2 −m2, · · · ,
µN −mN , m1, · · · , mN , µ,
N∑
i=1
µi,
zθ1(λ− θ)
λ(θ + zθ1)
,
θ(θ2 − θ1)
θ2(θ + zθ1)
, · · · ,
θ(θN − θ1)
θN(θ + zθ1)
,
θ(λ1 − θ1)
λ1(θ + zθ1)
,
· · · ,
θ(λN − θ1)
λN (θ + zθ1)
]
.
(24)
For y = −x, by the transformation of RVs we have fY (y) = fX(−y) and P(Y ≤ y) =
P(X ≥ −y). Using these transformation relations and the expressions in (23) and (24), we can
evaluate (22) with x∗ = 0. Splitting the multi-fold summation in the numerator and denominator
of (22) into two terms, one with all the iterating variables zero and the rest as a separate term
we observe that the latter term always goes to zero at the limit x→ 0. Hence, we have
lim
x→x∗
(x∗ − x)f(x)
1− F (x)
=
N∑
i=1
µi. (25)
Now that we know the asymptotic distribution of γˆKmax is a reversed Weibull distribution, we
can conclude that the asymptotic distribution of the minimum of K SIR RVs (γKmin) is a Weibull
distribution with shape parameter υ =
N∑
i=1
µi and shape parameter aK as given in (9).
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APPENDIX B
PROOF OF EQUATION (17)
To prove this, we first utilize the continuous mapping theorem, which is given as follows [67]:
Theorem 5. Let {Xn}
∞
n=1 be a sequence of random variables and X another random variable,
all taking values in the same metric space X . Let Y be another metric space, f : X → Y be
a measurable function and Cf := {x : f is continuous at x}. Suppose that Xn
D
−→ X and
P(X ∈ Cf ) = 1, then f(Xn)
D
−→ f(X).
Let RKmin = log2(1+γ
K
min). Since f(x) = log2(1+x) is a continuous function, using Theorem.
5, RKmin
D
−→ Rmin. Finally, we use the monotonic convergence theorem, which is given below
[68].
Theorem 6. Let gn ≥ 0 be a sequence of measurable functions such that gn(ω) → g(ω) ∀ ω
except maybe on a set of measure zero and gn(ω) ≥ gn+1(ω), n ≥ 1. We then have
lim
n→∞
∫
gn dµ =
∫
g dµ. (26)
Here, we know that γKmin ≥ γ
K+1
min , ∀ K and hence P(γ
K
min ≤ ω) ≤ P(γ
K+1
min ≤ ω) and thus
1−FγKmin(ω) ≥ 1−FγK+1min
(ω). The logarithmic function is monotonic and hence 1−FRKmin(ω) ≥
1− FRK+1min
(ω). For a positive RV X , note that the expectation is given by
E[X ] =
∞∫
0
P(X > x) dx =
∞∫
0
(1− FX(x)) dx. (27)
Thus, making use of Theorem. 6 we have lim
K→∞
E[RKmin] = lim
K→∞
∞∫
0
P(RKmin > ω) dω =
∞∫
0
lim
K→∞
P(RKmin >
ω) dω = E[Rmin]. Thus, we have the required result.
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