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We have used photoluminescence spectroscopy to investigate the influence of interface roughness in GaAs/
AlAs quantum wells on their optical properties over a wide continuous range of well thicknesses. In order to
compare different correlation lengths of the in-plane disorder potential, the wells were fabricated with growth
interruption at both, one, or neither of the interfaces. Growth-interruption increases the correlation length of the
monolayer-island structure on the surface, which gives rise to a long-range interface roughness after over-
growth. The relation between the correlation lengths of the in-plane disorder potential and the exciton local-
ization length determines the spectral shape of the exciton luminescence. When the correlation length of the
in-plane disorder potential is larger than the exciton localization length, the excitonic spectrum splits up into
discrete peaks, stemming from regions differing in effective thickness by an integral number of monolayers.
The energies of monolayers peaks, taking into account the in-plane localization energy, are found to be
reproducible in wafers grown under similar conditions. We conclude that atomically smooth growth islands are
formed on both AlAs and GaAs surfaces after growth interruption. During overgrowth, surface segregation
leads to the generation of an atomic-scale disorder in the first overgrown monolayers. This results in an
additional in-plane disorder potential with a much shorter correlation length than the original surface. It also
modifies the shape of the well potential in the growth direction, as we have modelled by growth simulations,
blueshifting the excitonic transition energies with respect to a square-well model.
I. INTRODUCTION
Interface roughness is an important parameter for the op-
tical and electrical properties of quantum wells and, conse-
quently, for quantum-well based devices. The observed pho-
toluminescence ~PL! spectrum of quantum wells with
imperfect interfaces is largely determined by how the length
scales of the interface roughness compare to the diameter,
localization length and diffusion length of the quantum-well
excitons. When quantum wells are grown with molecular-
beam epitaxy ~MBE!, the interface roughness can be tailored
to some extent by interrupting the growth at the heterointer-
faces, allowing for a restructuring of the free surface, mainly
by surface diffusion. It was realized early on that growth
islands with sizes comparable to or larger than the exciton
diameter can be created in this way, resulting in a splitting of
the PL into several lines of reduced inhomogeneous
linewidth.1 Initially, such narrow luminescence lines were
assigned to laterally extended quantum well regions with a
well-defined monolayer ~ML! thickness.1,2
More detailed investigations on these ‘‘monolayer peaks’’
in growth-interrupted ~GI! quantum wells revealed, however,
that narrow exciton luminescence was not necessarily indica-
tive of quantum wells having perfect interfaces and integer
monolayer widths. Gammon et al.3 demonstrated a wafer-to-
wafer variation in absolute energies of ML peaks in GI
GaAs/AlAs wells grown under identical conditions. War-
wick et al.4 observed a significant variation in peak energy in
Al0.37Ga0.63As/GaAs wells in a single sample, which could
not be explained by alloy fluctuations. The simplest model
which can account for this behavior is that of bimodal inter-
face roughness.4 It is now commonly accepted that discrete
luminescence lines can originate from extended quantum
well regions that differ in effective thickness by approxi-
mately one monolayer and exhibit nanoroughness on a
length scale smaller than the exciton diameter. Optically, the
presence of nanoroughness has been inferred from measure-
ments of GI GaAs quantum wells with AlxGa12xAs
(x<0.4) barriers5–10 as well as pure AlAs barriers.11,12
Scanning tunneling microscopy studies indicate that the
as-grown GaAs surface has atomically-flat islands which, af-
ter growth interruption, can reach lateral sizes of tens or
hundreds of nanometers,13 possibly with a distribution of
ML-deep holes much smaller than the exciton diameter.14
The as-grown AlAs surface exhibits a higher degree of
roughness on the nanometer scale, even after growth inter-
ruption, due to the smaller surface mobility of Al.12 Never-
theless, atomically smooth growth islands as large as
15 nm340 nm on an Al0.35Ga0.65As surface have been
reported.13
In order to clarify the relationship between surface rough-
ness during growth and the final interface structure, we have
used PL and microphotoluminescence (m-PL) spectroscopy
to characterize GaAs/AlAs quantum wells fabricated with
growth interruption at one, both, or neither of the interfaces.
The wells have a wide range of thicknesses, varying continu-
ously between approximately 4 and 11 nm ~for thicknesses
under 4 nm, the indirect barrier material results in the forma-
tion of type-II quantum wells12!. The use of binary barrier
and well materials eliminates the effects of alloy disorder,
making the results more reproducible. By interrupting the
MBE growth, we tune the correlation length of the quantum
well potential through several distinct regimes of interface
roughness. Using recent theoretical results15 we identify
these regimes with approximate length scales. Contrary to
previous work in the field, we demonstrate that when suffi-
ciently large growth islands are formed, reproducible ML
peak positions can be achieved over a large range of quan-
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tum well thicknesses, consistent with the formation of
monolayer-flat islands on both AlAs and GaAs surfaces after
GI. From growth simulations, we deduce that segregation
effects during overgrowth are generating atomic-scale inter-
face roughness, resolving the apparent contradiction between
atomically smooth as-grown surfaces and the observed nano-
roughness of quantum well interfaces.
II. EXPERIMENT
Single GaAs quantum wells, nominally 10, 7, and 5 nm
wide, were MBE grown at 630 °C on two-inch GaAs ~100!
wafers using pure AlAs barriers. One wafer ~Wafer 1! was
grown continuously, without growth interruption. Three wa-
fers were grown with a 120 s GI before ~Wafer 2!, after
~Wafer 3! and both before and after ~Wafer 4! growing the
wells. Short-period GaAs/AlAs superlattices ~SPSL’s! were
grown between wells in order to trap impurities and improve
the surface structure. Rotation of the substrate was stopped
only during the growth of the wells in order to achieve a
continuous variation in well thickness across the wafer while
maintaining a constant barrier width. Growth rates were cali-
brated using reflectance high-energy electron diffraction
~RHEED! on a reference wafer. The nominal growth rates
were 0.8 ML/s and 0.3 ML/s for GaAs and AlAs, respec-
tively, and a 30% variation in growth rate was observed
across the wafer. A standard V/III flux ratio of 8–10 was
used. For comparison, a wafer with four GaAs quantum
wells, growth-interrupted at both interfaces, was fabricated
in a later run, under similar growth conditions ~Wafer 5!.
The nominal quantum well thicknesses were 11, 8.5, 6.5, and
5 nm. Wafer 5 was grown with narrow ~8 nm! AlAs barriers
and 50 nm GaAs spacers but no SPSL’s between wells.
Conventional PL measurements were carried out at
sample temperatures of 10–50 K. In addition, micro-PL
spectra were measured at 10 K on selected samples. The
samples were cooled in a closed-cycle He cryostat and ex-
cited with a He-Ne laser, focused to a 50 mm spot. The PL
was dispersed in a spectrometer and detected with a cooled
charge coupled device array. The spectral resolution of the
detection system was ’1 Å ~0.2 meV!. In m-PL measure-
ments, the excitation beam and PL were passed confocally
through a 0.85 NA objective located inside the cryostat, giv-
ing an excitation spot diameter and a spatial resolution close
to 0.5mm.
III. RESULTS
Figure 1 shows PL spectra from the three single quantum
wells measured at similar positions on Wafers 1 to 4. The
continuously grown Wafer 1 exhibits nearly Gaussian lumi-
nescence lines for all well widths. At first glance, no large
difference is observed in Wafer 2, when MBE growth is
interrupted only at the bottom ~inverted! interface. However,
as shown below, systematic variations in linewidth are ob-
served when the PL is measured at different positions on the
wafer. In the third case, where growth is interrupted only at
the top ~normal! interface, the PL peaks split into a doublet,
most clearly seen in the 7 nm well. Only when growth is
interrupted at both interfaces does the luminescence exhibit
narrow peaks with discrete energies. Such a splitting of the
PL from each well into two or three peaks is observed on
Wafer 4. The highest energy peak is well fitted by a Lorent-
zian function whereas the peaks at lower energies are asym-
metric, with a tail on the high energy side. Identical results
were obtained for Wafer 5 ~not shown!.
The variation of the PL from single quantum wells along
a 5 mm section of each wafer is shown in Fig. 2. The spectra
are taken at comparable positions on Wafers 1 to 4. The total
scan distance corresponds to a quantum well thickness
FIG. 1. PL, measured at 50 K, from quantum wells of equal
thickness but grown with 120-s growth interrupts at neither, one, or
both interfaces, as indicated. The spectra from each well have been
normalized with respect to the peak height.
FIG. 2. Single quantum well PL spectra sampled over a 5 mm
region on the wafers at 50 K. The total scan distance represents a
thickness change of approximately one monolayer. The average
well thickness is 6 nm.
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change of approximately one monolayer. Similar spectra
were recorded for all three wells at 0.5 mm intervals across
the entire surface of the wafers in order to cover the full
range of well widths. In Fig. 3, the position and width of the
luminescence peaks are plotted as a function of distance
across the wafer. The position on the wafer has been con-
verted into an approximate thickness scale. For Wafers 1 and
2, the PL signal was fitted with a single Gaussian peak. In
the case of Wafer 3, the data was fitted with two Gaussian
peaks for intermediate well thicknesses ~5-8 nm!. The posi-
tion and full width at half maximum ~FWHM! of each peak
is indicated in this thickness range. For narrower and wider
wells, the peaks could not be resolved and the position of the
maximum luminescence and the FWHM of the total signal
are given. For Wafer 4, where growth was interrupted at both
interfaces, the positions and FWHM of the individually fitted
Lorentzian peaks are shown.
The left graph in Fig. 4 shows m-PL spectra measured at
10 K on the nominally 7 nm-thick quantum well in Wafer 4.
The PL was excited and detected confocally, with a resolu-
tion of approximately 0.5 mm and the displayed spectra
were recorded at 1 mm intervals along the sample surface.
As the probe is scanned in the direction of decreasing well
thickness, each ML peak in the m-PL spectra first appears as
a single unresolved peak with a FWHM around 1 meV, in-
creasing in intensity to a maximum value without shifting in
energy. As the maximum intensity drops, the peak splits up
into narrow lines with widths below our resolution limit. The
narrow-line pattern varies with position on the sample and
individual lines arise from regions with sizes below our spa-
tial resolution. As the well thickness decreases further, the
single lines spread over a larger energy range, the center of
the distribution shifts to higher energies and the total inten-
sity drops. For m-PL measurements an excitation power of
0.3 mW was used. A significant modification of the narrow-
line spectrum due to saturation of states was observed when
the excitation power exceeded 3 mW. Figure 4 also shows
the exciton optical density of states ~ODOS! for correspond-
ing positions on the sample. The ODOS was obtained from
the 50 K PL spectra assuming a Boltzmann distribution of
carriers. The spectra were shifted in energy to compensate
for the change in the GaAs bandgap with temperature. To
FIG. 3. PL peak positions ~at 50 K! and widths ~FWHM! mea-
sured at various points on the wafers. For clarity, results from the
different wells have been shifted horizontally and the position on
the wafer translated into an approximate well thickness scale.
FIG. 4. Left: 10-K micro-PL spectra from a nominally 7 nm
thick quantum well, growth-interrupted at both interfaces, at an ex-
citation power of 0.3 mW. The spectra were recorded at 1 mm
intervals along the sample surface and are displaced vertically for
clarity. The total scan distance corresponds to a thickness change of
one monolayer. Right: Optical density of states for the same posi-
tions on the sample, determined from 50-K PL spectra and cor-
rected for the temperature dependence of the bandgap.
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confirm that the excitons are in thermal equilibrium at 50 K,
we performed a temperature dependent photoluminescence
study of adjacent ML peaks ~16 and 17 ML! with a relatively
large splitting ~around 11 meV at the position measured!.
The integrated intensity ratio of the two peaks essentially
follows the form given by Melliti et al.16 with a linear tem-
perature dependence above 30 K characterized by an activa-
tion energy of around 8 meV.
Our main observations from the PL spectra can be sum-
marized as follows:
~i! The continuously grown single quantum wells exhibit
a smooth increase in transition energy and linewidth with
decreasing well thickness. The inhomogeneous linewidth
broadening corresponds to an exciton-averaged well thick-
ness variation of less than a monolayer. Anomalously in-
creased linewidth, along with a drop in luminescence effi-
ciency, is observed close to the edges of the wafer. The line
shape is discussed in more detail in the following section.
~ii! Growth interruption at the bottom interface introduces
only a slight modulation of the peak position as a function of
well width. The peak width, however, oscillates strongly
with the well thickness, in some cases dropping below the
corresponding linewidth of the continuously grown well. A
reduction in PL excitation ~PLE! linewidth in similarly pre-
pared samples reported by Zhang et al.17 is consistent with
this observation.
~iii! In the case of growth interruption at the top interface,
the PL is split into a doublet. The average PL energy in-
creases continuously with a weak modulation, similar to the
previously described case. However, when two peaks are re-
solved, each peak shifts to higher energy as it gains intensity
and then stays pinned or moves to lower energies as the
intensity drops again, with a decrease in peak width. Even
more pronounced ‘‘sawtooth’’ behavior of this kind was re-
ported by Gammon et al. in similar quantum wells and at-
tributed to gradients in barrier thickness.3 Our observations
show, however, that the effect persists with AlAs layers of
constant thickness. Furthermore, we note that in the ODOS
calculated from the PL spectra each peak moves monotoni-
cally upwards in energy with decreasing well thickness.
~iv! When growth is interrupted at both top and bottom
interfaces, two or three narrow PL lines are observed simul-
taneously. As the probe is scanned across the surface, the
peak position is generally pinned within 60.2 meV until the
peak has lost approximately half its maximum intensity, then
it broadens and shifts gradually to higher energies. The mini-
mum linewidths stay constant at around 1.3 meV, increasing
to about 5 meV only for the narrowest wells, as also ob-
served in Ref. 18. Similar discrete peaks were also measured
in Wafer 5, with minimum linewidths around 0.8 meV. We
attribute the smaller linewidth in these wells to reduced
exciton-electron scattering,19 confirmed by the observation
of trionic PL in Wafer 4 at low temperatures. Due to the
narrow barriers, charging effects are less important in the
quantum wells of Wafer 5, which do not show trionic PL at
low temperatures.
~v! Micro-PL spectroscopy reveals that the broadening
and shifting of ML peaks is observed simultaneous to their
further splitting into sharp PL lines, arising from spatially
localized exciton states. When compared with the exciton
ODOS, the m-PL curves confirm the localization of the ex-
citons into small islands, in which the in-plane quantization
supersedes the effect of nanoroughness within the islands.
IV. ANALYSIS
To determine the degree of interface roughness and exci-
ton localization in our continuously grown samples we use
the line shape model of Schnabel et al.20 to fit the PL peaks.
This model takes into account the violation of wave-vector
conservation due to partial localization of the exciton’s
center-of-mass wave function. For the ground state transi-
tion, the optical density for a disordered potential with a
mean energy E0 can be calculated to
a¯ ~E !}
1
2h F11erfS E2E0sE 2sE2h D GexpF S sE2h D
2
2
E2E0
h G .
~1!
We estimate a¯ by calculating the ODOS from our 50-K PL
spectra, as previously described, and fit Eq. ~1! to the result.
The relevant fitting parameters are the standard deviation of
the potential variation, sE , and a localization energy param-
eter, h5\2DK2/2M , derived from the wavevector uncer-
tainty DK , with M being the exciton mass. For the narrowest
continuously grown wells, we find a potential variation
around 4 meV, decreasing to 1 meV for the widest wells.
The localization energy parameter follows a similar depen-
dence on well width, with the ratio sE /h being nearly con-
stant for all wells and equal to 0.6760.03. The momentum
uncertainty in the model can be converted to a minimum
localization radius, DR , via the uncertainty relation, yielding
lower limits for localization radii at 3.5 nm for the narrowest
well, increasing to 8 nm for the widest.
Energies of ML peaks measured in Wafers 4 and 5 are
plotted in Fig. 5~a!. The measured data points correspond to
the energies at which the PL peaks are pinned before blue-
shifting as the peaks lose intensity. Since the only periodic
change over the different positions is the well thickness in
monolayers, we assign the neighboring peak positions to
quantum wells differing in thickness by one monolayer. This
assignment is in agreement with the RHEED growth calibra-
tion. From Fig. 3 it is evident that due to the peak shift over
the average well thickness, a submonolayer splitting between
peaks is observed when comparing the positions of the dif-
ferent peaks for the same average thickness, i.e., in the PL
measured at one position. Such submonolayer splitting ~typi-
cally 0.8–0.9 ML! has been previously reported in
literature.2,4,6,8,10 In order to determine the absolute thickness
of the wells, we find the position on the wafer where the
thickness difference between wells ~counted in ML steps in
the PL spectra! matches exactly the RHEED-calibrated
thickness difference. At this position, the actual well thick-
ness equals the nominal thickness and, therefore, we can as-
sign absolute quantum well thicknesses to the series of ML
peaks, accurate to within 1 ML.
We find an excellent agreement between ML peak posi-
tions within each wafer and between wafers. Typical varia-
tions in peak position between Wafers 4 and 5 are of the
same order as the variation within the wafers ~under 0.5
meV!. For intermediate well thicknesses, the agreement is
better than 0.1 meV. For wells with thickness around 7 nm,
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this corresponds to a maximum exciton-averaged thickness
difference of less than 0.02 ML. It should be emphasized that
several months passed between the growth of Wafers 4 and 5
and that the wafers have different barrier configurations and
different nominal well thicknesses. The largest deviations
~up to 0.3 ML! are observed for the narrowest wells
(,16 ML) and for peaks measured close to the wafer
edges.
In order to calculate the transition energies of our quan-
tum wells we used an effective-mass model with two types
of well potentials: ~i! a simple finite-barrier square well po-
tential with integral ML thickness and ~ii! a nonabrupt po-
tential obtained from a surface segregation model, where the
possibility of cation interchange at the interfaces during
overgrowth is taken into account. The calculation of the elec-
tronic states was carried out assuming an isotropic conduc-
tion band and using a six-band kp approximation for the
valence band. The physical parameters used in the calcula-
tion, along with a description of the segregation model, are
provided elsewhere.21 Well-width dependent heavy-hole ex-
citon binding energies were calculated using the interpola-
tion formula provided by Gurioli et al.22 The variation of the
GaAs band gap with temperature was determined from the
shift in the near-bandgap luminescence of the GaAs sub-
strate, giving Eg(0 K)2Eg(50 K)53.0 meV. The results
of the calculations are plotted in Fig. 5~a!. We observe a
significant blueshift of transition energies when segregation
effects are included, up to 27 meV for 14 ML wells. Calcu-
lated ML peak splittings for the two types of well potential
and measured values from Wafers 4 and 5 are plotted as a
function of well thickness in Fig. 5~b!. Excellent agreement
between calculated and measured values of the peak splitting
is obtained when segregation effects are taken into account.
In Fig. 5~a! we also show schematically the calculated inter-
face structure and resulting well potential for a 14 ML quan-
tum well, assuming initially perfect growth surfaces. This
clearly shows the importance of segregation, which intro-
duces nanoroughness on the interface, even in the case of
growth-interrupted QW’s.
In Fig. 6, we show the ODOS for three different well
widths from Wafer 4 on a monolayer energy scale. By care-
fully selecting the positions on the wafer, we compare spec-
tra with average well widths of (n10.3) ML and (n
10.5) ML, with n516, 22, and 33. In the former case, the
low-energy peak shifts to higher energy and becomes less
defined with increasing well thickness while the position of
the high-energy peak remains fixed. In the latter case, peak
positions are unaffected but more states appear between the
monolayer peaks. We note that this modification cannot be
accounted for by the relative increase of the homogeneous
linewidth Ghom&0.7 meV ~Ref. 23!, which is indicated for
reference in the figure. We attribute the observed changes in
the ODOS to the larger localization length in wider wells, as
discussed in the following section.
V. DISCUSSION
In previous literature, simple quantitative models have
generally been employed in order to explain the experimen-
FIG. 5. ~a! Discrete PL peak energies in growth-interrupted Wa-
fer 4 ~squares! and Wafer 5 ~circles, diamonds, and triangles! dem-
onstrating the reproducibility of peak positions measured in differ-
ent wells and on different wafers. Also shown are calculated
transition energies for a square well potential ~dashed line! and a
well potential where segregation effects are included ~solid line!.
The diagram on the right schematically illustrates the calculated
segregation in a 14 ML well with initially flat growth surfaces,
along with the resulting well potential. ~b! Experimental and theo-
retical values for the monolayer peak splitting. The calculated ML
splitting is in excellent agreement with the measured values when
segregation is included. The exciton localization length, determined
from the peak splitting, is also shown.
FIG. 6. Exciton optical density of states in wells of different
thicknesses, plotted on a normalized energy scale. The graphs rep-
resent different island densities; 30% ~top! and 50% ~bottom!. The
spectra are normalized with respect to the total number of states.
Horizontal bars indicate an upper limit of the homogeneous line-
width on each energy scale.
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tally observed ML peak splitting in the exciton luminescence
from growth-interrupted quantum wells. These models as-
sume that one or both interfaces consist of extended
monolayer-high but atomically rough growth islands with
sizes comparable to or larger than the exciton
radius.2–4,7,8,11–13 Sharp transition lines observed in
micro-PL have furthermore been attributed to roughness-
induced localization of exciton states.24–27
The case of a realistic well potential with a disorder cor-
relation length smaller than the exciton radius has been
treated theoretically in some detail.28,29 Due to the small
length scales of the disorder, these studies do not predict a
splitting of the optical exciton density of states. In a recent
work of Castella and Wilkins,15 however, the problem is
studied for a wider range of correlation lengths. Their analy-
sis indicates ~a! that the energy distribution of exciton states
is mainly dependent on the ratio of island size ~correlation
length! to localization length, rather than the ratio of island
size to exciton radius and ~b! that ML peaks appear when the
island size is similar to or larger than the localization length.
The localization length represents the minimum lateral ex-
tension of a disk-shaped potential fluctuation which creates a
bound state in the quantum-well plane,15
j05
p\
A2MV0
. ~2!
V0 is the strength of the confining potential, which is given
by the monolayer peak spacing when the island size is larger
than the exciton diameter. As a result, the localization length
increases considerably with well thickness and larger growth
islands are required in wider wells to observe ML splitting.
In Fig. 5~b! we plot j0 for the quantum wells of Wafers 4
and 5. The localization length varies from 6 nm to 18 nm,
whereas the exciton radius aB5\/A2mEb only changes
from 6 nm to 7 nm in the same well width range ~calculated
using values of exciton binding energies Eb from Ref. 22!.
We note that analysis based on the separation of the exciton
wave function into relative and center-of-mass coordinates
might not be valid in our narrowest wells (,16 ML), where
the confinement potential exceeds the exciton binding en-
ergy.
The simulations of Castella and Wilkins15 show that the
shape of the exciton spectra is sensitive to the ratio between
the correlation length scale j of the disordered quantum well
potential and the localization length j0. We note that a dou-
blet structure in the exciton spectra is expected when the
j/j0’1/2 and a ML splitting occurs when j/j0’1, with the
splitting becoming gradually more defined as the ratio in-
creases. By comparing the shape of our measured spectra
~Figs. 2 and 6! with the simulations of Ref. 15 we can iden-
tify distinct regimes of potential fluctuations, corresponding
to different j/j0 ratios. Using localization lengths deter-
mined from Eq. ~2! we can derive approximate length scales
of interface roughness in our quantum wells.
~i! In the continuously grown quantum wells, the interface
roughness is fully averaged over the exciton area and no
splitting is observed in the PL spectra. By putting V0 in Eq.
~2! equal to the exciton-averaged potential variation, sE ,
determined from the lineshape fit presented in the previous
section, we deduce that j0 varies from 14 nm in narrow wells
to 30 nm in wider wells. The degree of localization was also
deduced independently via the localization energy parameter
h in the lineshape fit. The relationship between the localiza-
tion length and the localization radius is given by DR
5(j0 /p)AsE /h . We observe a constant sE /h ratio for all
well widths, yielding a direct proportionality between DR
and j0. From the fact that we observe a single asymmetric
ODOS peak, even in our narrowest wells where the localiza-
tion length is shortest, we conclude, by comparison with
simulations, that the typical correlation length in continu-
ously grown wells is j&j0/4’3 nm, much smaller than the
localization length.
~ii! Interrupting growth at the bottom interface slightly
changes the luminescence characteristics, most notably in
wells under 7 nm thickness. We are therefore moving out of
the small island regime, where the exciton in insensitive to
the underlying potential fluctuation. Since no evidence of
peak splitting is observed, the localization length in the nar-
row wells can still taken to be around 14 nm. The fact that no
splitting is observed furthermore implies that j0 /j,1/2 so
we estimate the correlation length in this case to be 4–6 nm.
~iii! Wells with GI at the top interface show a weak split-
ting of the exciton peak, but no pinning of peak energies.
The shape of the spectra agrees with simulation results in an
intermediate regime, where island sizes approach half of the
localization length, around 6–8 nm in this case. Here, the
island size is also approaching the exciton diameter and the
averaging of the potential becomes less important.
~iv! When growth is interrupted at both interfaces, islands
become sufficiently large for the ODOS to split into discrete
levels. From Fig. 6 we observe that the ML splitting is more
pronounced in thinner wells, where the localization length is
shorter. Comparison with simulations indicates that correla-
tion lengths comparable to j0 in thicker wells and up to 2j0
in thinner wells match our observations, giving a typical po-
tential correlation length in all wells of 15–20 nm.
Growth-interruption is known to result in the formation of
large growth islands on the GaAs surface, with sizes of more
than 50 nm.12,13 In samples with GI at both interfaces, we
therefore attribute the observed 15–20 nm correlation length
of the quantum well potential to the typical island size on the
GI AlAs surface. When growth is not interrupted at the bot-
tom interface ~case iii!, the island size is reduced to 6–8 nm.
During GI, the AlAs surface therefore relaxes by enlarging
the island size by a factor of 2–3, consistent with a slow
surface diffusion of Al. Using GI only at the bottom interface
~case ii!, the observed potential correlation length is 4–6 nm.
Knowing that typical island sizes on the GI AlAs surface are
significantly larger, this length represents the island size on
the non-GI GaAs surface. This is in agreement with STM
studies on non-GI GaAs surfaces ~grown at 580 °C) which
have shown typical island sizes of 3–6 nm.13 The deduced
roughness length scales of 4–6 nm and 6–8 nm at non-GI
top and bottom interfaces, respectively, are also consistent
with the observed <3-nm combined potential correlation
length in Wafer 1.
From the small variations in ML peak positions within
each wafer and between wafers grown under similar condi-
tions, we conclude that atomically smooth monolayer-high
islands are formed on both AlAs and GaAs surfaces upon GI
during MBE growth. A significant degree of nanoroughness
on the growth islands would necessarily result in greater
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fluctuations of the ML peak positions. Although atomically
smooth AlAs surfaces can be formed during growth, atomic-
scale nanoroughness still arises during overgrowth because
of the segregation of Al atoms into the GaAs quantum well.
This process results in an atomically rough interface, extend-
ing through approximately 2 ML, according to our simula-
tions. Similarly, segregation of Ga atoms into the AlAs bar-
rier also takes place at the top interface. The segregation
length of Ga into AlAs is longer than that of Al in GaAs, but
the effect of Ga segregation on transition energies is smaller
since it occurs in the barrier rather than the quantum well. A
higher degree of segregation might be responsible for a blue-
shift of ML peaks observed with increasing growth
temperatures.11,18 The peak shift reported in these studies,
however, is considerably larger than predicted by our simu-
lations. The combination of surface diffusion during GI re-
sulting in large atomically flat growth islands and atomic-
scale segregation during overgrowth is the origin of the
bimodal character of the interface roughness. In the case of
non-GI quantum wells, the combined effects of small islands
on as-grown surfaces and segregation will result in an nano-
rough interface of increased thickness and a smoother quan-
tum well potential, consistent with a red-shift of lumines-
cence upon GI, observed by us ~Fig. 1! and others, e.g., Ref.
10.
VI. CONCLUSIONS
From the above discussion we stress the following points,
frequently overlooked in the previous literature:
~i! Shifting of ML peaks and observation of sub-ML split-
ting in growth-interrupted quantum wells is due to the finite
quantization energy of excitons localized in monolayer is-
lands with sizes exceeding the exciton localization length.
The localization length, which is determined by the mono-
layer splitting and the exciton mass, can be considerably
larger than the exciton diameter. Positions of ML peaks for
negligible in-plane quantization energy are reproducible in
wafers grown under similar conditions.
~ii! Observation of interface nanoroughness in quantum
wells does not imply nanoroughness on free as-grown sur-
faces. Instead, substantial interface roughness on the atomic
scale is unavoidably introduced through surface segregation
during growth, resulting in a bimodal distribution of the in-
plane disorder potential correlation length, especially impor-
tant in growth-interrupted quantum wells.
~iii! Surface segregation changes the shape of the quan-
tum well potential, increasing ground-state transition ener-
gies as compared to a square quantum well potential with the
same deposited thickness.
In summary, we have argued that atomically smooth
growth islands can be formed on free AlAs and GaAs sur-
faces following growth interruption. The resulting correla-
tion length of the well potential is sufficiently large, com-
pared to the exciton localization length, to cause a monolayer
splitting of the optical density of states. Segregation during
the growth of the wells is responsible for formation of nano-
rough quantum well interfaces. A bimodal interface rough-
ness therefore arises naturally when large atomically smooth
islands are formed during growth. Furthermore, the segrega-
tion modifies the shape of the potential well, causing a blue-
shift of transition energies.
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