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Abstract
Let A be a complete noetherian regular local ring, and suppose that S is a proﬁnite group acting
continuously onA via ring homomorphisms. Let=Mapc(S,A), the algebra of continuous functions
from S to A. Then (A,) has a canonical structure of a complete Hopf algebroid, determined by the
action of S on A. We give necessary and sufﬁcient conditions for a general complete Hopf algebroid
to be of this form. Applications to Morava theory are also discussed.
© 2005 Elsevier B.V. All rights reserved.
MSC: Primary: 16W30; secondary: 55N22; 55S25
1. Introduction
Suppose thatA is a complete noetherian regular local ring and an R-algebra with maximal
ideal m and that S is a proﬁnite group with identity e acting continuously on A (with the
m-adic topology) via R-algebra homomorphisms. Then deﬁne=Mapc(S,A), the algebra
of continuous functions from S to A, and give  them-adic ﬁltration obtained by regarding
 as an A-algebra via the map
R : A→ Mapc(S,A)
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given by R(a)(s) = a for all a ∈ A, s ∈ S. (The regularity of A ensures that the m-adic
ﬁltration on  agrees with the ﬁltration F i ≡ Mapc(S,miA); see Lemma 1.) There are
also ﬁltration preserving maps
L : A→ ,
 : → A,
 : → ⊗̂A,
c : → ,
deﬁned by
L(a)(s) = s−1a,
(f ) = f (e),
c(f )(s) = s−1(f (s−1)).
As for , begin by recalling (cf. [4, Lemma 3.14]) that the map
 : Mapc(S,A) ⊗̂AMapc(S,A)→ Mapc(S × S,A)
deﬁned by
(f1 ⊗ f2)(s1, s2)= s−12 (f1(s1)) · f2(s2)
is an isomorphism. Then deﬁne = −1 · , where
 : Mapc(S,A)→ Mapc(S × S,A)
is induced by the multiplication map S × S → S. With these maps, (A,) becomes a
complete Hopf algebroid over R in the sense of [3].
In this note, we consider the inverse problem. That is, suppose given a complete Hopf
algebroid (A,) over R. With some additional assumptions on the map R → A, we give
necessary and sufﬁcient conditions on  as a right A-algebra for (A,) to be isomorphic
to the complete Hopf algebroid arising as above from the action of a proﬁnite group S on
A. We also explicitly identify the group S.
Here then is our main result.
Theorem. Let A be a complete noetherian regular local ring and R-algebra with maximal
idealm and residue ﬁeld K. Assume also that R is a local ring with residue ﬁeld k, that the
map R → A is a local ring homomorphism, and that K is an algebraic extension of k. Now
suppose that (A,) is a complete Hopf algebroid over R, withm an invariant ideal and 
given the m-adic topology. Then (A,) ≈ (A,Mapc(S,A)) for some proﬁnite group S if
and only if
(i) /mi is ﬂat over A/mi for all i1.
(ii) (K,) ≡ (A/m,/m) = lim→(K,) as Hopf algebroids over k, where each  is
isomorphic, as a K-algebra, to a ﬁnite product of copies of K. (For deﬁniteness, if (B,)
is a Hopf algebroid, we use R to provide  with a B-algebra structure.)
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In such a case,
S = HomA-alg(, A) ≈−→HomK-alg(,K)
as proﬁnite groups (see Remark 2).
Remark 1. Recall that, if L is any ﬁeld, a ﬁnite L-algebra B is said to be separable if
B=∏ti=1Li as L-algebras, where eachLi is a separable ﬁeld extension of L. This condition
is satisﬁed if and only if B/L, the module of Kähler differentials is trivial (see [10, I,
Propositions 3.1, 3.2, 3.5]). Thus, ifK is separably closed, the condition on may be more
simply expressed by requiring it to be a ﬁnite K-algebra with /K = 0.
Remark 2. Let (A,) be a complete Hopf algebroid over R as above, but without the
requirement that K be an algebraic extension of k. Then HomA-alg(, A) has a canonical
monoid structure. Indeed, recall that HomcR-alg(A,A), the set of continuous R-algebra en-
domorphisms of A, is the set of objects of a groupoid with morphisms HomcR-alg(, A).
HomA-alg(, A) is therefore the set of morphisms whose source is the identity map in
HomcR-alg(A,A). If f and g are in HomA-alg(, A), let f ′ be the composition

f−→A L−→ g−→A.
Then the source of f ′ is the same as the target of g, so we may deﬁne the product of f and g
in HomA-alg(, A) to be the composition of the morphisms f ′ and g in the above groupoid.
More explicitly, the product f × g in HomA-alg(, A) is given by
(f × g)(t)=
∑
g(L(f (t
′))g(t ′′),
where  :  → ⊗̂A sends t to∑ t ′ ⊗ t ′′. The reader may check that this operation is
associative and that the structure map  : → A is the identity.
Without further assumptions, HomA-alg(, A) need not be a group. It is a group, however,
if
HomA-alg(, A)→ HomK-alg(,K)
is a bijection and K is an algebraic extension of k. To see this, observe that if f : → K is
a K-algebra homomorphism, then f ◦ L is an endomorphism of K ﬁxing k. Since K is an
algebraic extension, it must be an isomorphism. (If (K,) is a Hopf algebra, then f ◦ L
is the identity, but this condition is not satisﬁed in the situations we are interested in.) The
inverse of f in HomK-alg(,K) is now the composition (f ◦L)−1 ◦f ◦c, where c : → 
is the structure map corresponding to taking the inverse of a morphism.
Finally, if  is the direct limit of ﬁnite K-algebras then HomK-alg(,K) is proﬁnite as a
set. Under the conditions of the theorem, HomK-alg(,K) is a proﬁnite group.
Although this result is purely algebraic, we aremotivated by examples in stable homotopy
theory. Fix a prime p and positive integer n, and letEn denote the Landweber exact spectrum
as in [6].The coefﬁcient ringEn∗ isWFpn [[u1, . . . , un−1]][u, u−1], where |ui |=0, |u|=−2,
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andWFpn denotes the ring ofWitt vectors with coefﬁcients in the ﬁeld Fpn of pn elements.
(En)0 is a complete noetherian regular local ring over the p-adic integers Zp with maximal
ideal In = (p, u1, . . . , un−1). We are interested in graded complete Hopf algebroids over
Zp of the form (En∗,∗), where ∗ is concentrated in even dimensions. In such a case,
we may consider the complete Hopf algebroid ((En)0,0), and, if the hypotheses of the
theorem are satisﬁed, we obtain 0 ≈ Mapc(S, (En)0). Since multiplication by R(u) is
an isomorphism from 2k to 2k+2, it follows that ∗ ≈ Mapc(S,En∗) as En∗-algebras.
Then use this identiﬁcation to deﬁne the action of S on u by su= (L(u))(s−1). With this
action, (En∗,∗) ≈ (En∗,Mapc(S,En∗)) as graded complete Hopf algebroids.
In particular, suppose∗=E∧n∗En=	∗LK(n)(En∧En), whereLK(n) denotes localization
with respect to the nth Morava K-theory K(n). Then 0/I in0 is ﬂat over (En)0/I in for all
i1, and, furthermore,
0 ≈ (Fpn⊗FpFpn)[s0, s−10 , s1, s2, . . .]/(sp
n
0 − s0, sp
n
1 − s1, . . .).
Hence the Hopf algebroid (Fpn,0) is isomorphic to lim→i (Fp
n,
(i)
0 ), where

(i)
0 = (Fpn⊗FpFpn)[s0, s−10 , s1, s2, . . . , si]/(sp
n
0 − s0, . . . , sp
n
i − si).
Since

(i)
0 /Fpn
=0, each(i)0 is a ﬁnite product of separable extensions of Fpn . But xpn=x
for all x ∈ (i)0 . Therefore (i)0 is a ﬁnite product of copies of Fpn , and all the hypotheses
of the main theorem are satisﬁed. Thus
(En∗, E∧n∗En) ≈ (En∗,Mapc(Gn,En∗)),
where
Gn = HomFpn -alg((n),Fpn)
with
(n)= (En)∧0En/In(En)∧0En
≈ (Fpn⊗FpFpn)[s0, s−10 , s1, s2, . . .]/(sp
n
0 − s0, sp
n
1 − s1, . . .).
This reproves the main result of Morava’s theory without using the Lubin–Tate theory of
liftings of formal groups. (The reader may wish to compare this with the approach taken
by Hovey [8].) Of course, Gn may be identiﬁed with the group of automorphisms in the
generalized sense (see [12]) of the height n Honda formal group law over Fpn .
We are also interested in certain quotients of E∧n∗En. Recall that, if G is any closed
subgroup of Gn, one can construct a “continuous homotopy G ﬁxed point spectrum” EhGn
[6], along with a strongly convergent spectral sequence
H ∗∗c (G,En∗X)⇒ EhGn∗ X
for any ﬁnite spectrum X. However, formulas for the action of Gn on En∗ are very com-
plicated (see [5]); this makes the direct calculation of H ∗∗c (G,En∗X) inaccessible, except
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in certain very special cases. (See for example [11]; this is essentially the only nontrivial
situation where En∗ can be explicitly identiﬁed as a G-module.) On the other hand,
H ∗∗c (G,En∗X)= Ext∗∗Mapc(G,En∗)(En∗, En∗X),
the cohomology of the complete Hopf algebroid (En∗,Mapc(G,En∗)) arising from the ac-
tion of G on En∗. Now Mapc(G,En∗) is a quotient of E∧n∗En =Mapc(Gn,En∗), and there
are good—or at least reasonable—formulas for the structure of E∧n∗En, making (at least
partial) calculations of ExtE∧n∗En(En∗, ?) sometimes feasible. An explicit determination of
the quotient Mapc(G,En∗)might then allow one to make computations ofH ∗∗c (G,En∗X).
Our main result does not produce such a description for an arbitrary group G; it does, how-
ever, provide a “recognition principle”; that is, given a quotient Hopf algebroid (En∗,∗),
we can determine whether it is (En∗,Mapc(G,En∗)) for a given closed subgroup G ofGn.
In practice, one often makes calculations of ExtE∧n∗En(En∗, ?) using a Bockstein spectral
sequence. Such a technique can also work for ExtMapc(G,En∗)(En∗, ?) and will be carried
out in a special case in forthcoming work. This approach requires an explicit understanding
of Mapc(G,En∗/m) as a quotient of E∧n∗En/mE∧n∗En, but not one of Mapc(G,En∗).
The organization of this paper is as follows. In Section 2, we prove that the two evident
ﬁltrations of Mapc(S,A) agree; this is the only place where we require that A be regular
and noetherian. In Section 3, we prove a key lifting result, which, among other things, will
allow us to establish that HomA-alg(, A)
≈−→HomK-alg(,K). These ingredients are put
together in Section 4 to complete the proof of the theorem.
2. Filtering Mapc(S,A)
Lemma 1. Suppose that A is a complete noetherian regular local ring with maximal ideal
m, and let S be a proﬁnite set. Then
mj Mapc(S,A)=Mapc(S,mj ),
whereMapc(S,A) is given the evident A-algebra structure.
Proof. We begin with the following recollections. If M is an m-adically complete ﬁnitely
generatedA-module andN is a submodule ofM, thenN is completewith them-adic topology,
and, by theArtin–Rees lemma (see [9, Theorem 15]), this topology agrees with the subspace
topology. The Artin–Rees lemma also implies that M/N is m-adically complete—this in
turn implies that any ﬁnitely generated A-module ism-adically complete. Next observe that
Mapc(S, ?) is exact on the category of ﬁnitely generated A-modules; to prove this, we need
only show that Mapc(S,M) → Mapc(S,M/N) is an epimorphism. But this follows from
the exact sequence
lim←−
j
Mapc(S,M/mjM)→ lim←−
j
Mapc(S,M/N +mjM)
→ lim←−
j
1 Mapc(S,N/N ∩mjM)
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together with the fact that the inverse system {Mapc(S,N/N ∩mjM)} is Mittag–Lefﬂer,
since any continuous map from S into N/N ∩mjM factors through a ﬁnite quotient of S.
Therefore, if I is any ideal of A,
I Mapc(S,A)
≈−→Mapc(S, I )
if and only if
Mapc(S,A)
IMapc(S,A)
≈−→Mapc(S,A/I).
Now write m = (x1, . . . , xd), where x1, . . . , xd is a regular sequence; i.e., for each
i with 1 id , xi is not a zero divisor on A/(x1, . . . , xi−1) ([9, Theorem 36]). Write
Ij = (xj1 , . . . , xjd ). Sincemjd ⊂ Ij , A/Ij is discrete. I claim that
Ij Mapc(S,A)
≈−→Mapc(S, Ij ). (2.1)
Assuming this, we have that
mj Mapc(S,A)
Ij Mapc(S,A)
≈−→mj Mapc(S,A/Ij ),
and, moreover, sincemj /Ij is discrete,
mj Mapc(S,A/Ij )
≈−→Mapc(S,mj /Ij ).
The desired result now follows from the diagram
We will prove (2.1) by showing that
(x
j
1 , . . . , x
j
t )Mapc(S,A)
≈−→Mapc(S, (xj1 , . . . , xjt )) (2.2)
for all t, by induction on t. Indeed, if (2.2) holds for t = i, then
Mapc(S,A)
(x
j
1 , . . . , x
j
i )Mapc(S,A)
≈−→Mapc(S,A/(xj1 , . . . , xji )). (2.3)
Now (xj1 , . . . , x
j
d ) is a regular sequence ([9, Theorem 26]), so multiplication by xji+1 is a
homeomorphism from A/(xj1 , . . . , x
j
i ) to x
j
i+1(A/(x
j
1 , . . . , x
j
i )). Thus
Mapc(S,A/(x
j
1 , . . . , x
j
i ))
x
j
i+1Mapc(S,A/(x
j
1 , . . . , x
j
i ))
≈−→Mapc(S,A/(xj1 , . . . , xji+1)), (2.4)
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and therefore, by (2.3),
Mapc(S,A)
(x
j
1 , . . . , x
j
i+1)Mapc(S,A)
=
Mapc(S,A)
(x
j
1 ,...,x
j
i )Mapc(S,A)
x
j
i+1
[
Mapc(S,A)
(x
j
1 ,...,x
j
i )Mapc(S,A)
]
≈−→Mapc(S,A/(xj1 , . . . , xji+1)).
This completes the inductive step and the proof. 
3. A lifting result
The main result of this section (Proposition 2) is the technical heart of our recognition
principle. Its proof will be immediate to anyone familiar with the basic theory of formally
étale algebras; we, however, include a proof for the convenience of the reader.
In this section, A is a complete local ring with maximal idealm and residue ﬁeld K.
Proposition 2. Let be anm-adically complete A-algebra and write=/m. Suppose
that /mi is ﬂat overA/mi for all i, and suppose further that  is the direct limit of ﬁnite
separable K-algebras. The reduction map
HomA-alg(, C)→ HomK-alg(, C)
is then a bijection whenever C is an m-adically complete A-algebra, and we write C ≡
C/mC.
We ﬁrst separate off a key fact which will be used in the proof.
Suppose that B is a not necessarily commutative algebra over a ﬁeld L and M is a B-
bimodule—that is, a module over the L-algebra Be ≡ B⊗LBop. Note that if B is commuta-
tive, any B-module may be regarded as a B-bimodule in an evident way. In any event, there
is a cochain complex P ∗(B,M) with
Pn(B,M)= HomL(B(n),M)
and differential 
 : Pn(B,M)→ Pn+1(B,M) given by

f (b1, . . . , bn+1)= b1f (b2, . . . , bn+1)+
n∑
i=1
(−1)nf (b1, . . . , bibi+1, . . . , bn+1)
+ (−1)n+1f (b1, . . . , bn)bn+1,
where
B(n) = B⊗L · · · ⊗LB︸ ︷︷ ︸
n times
.
The homology of this complex is the Hochschild cohomologyHH ∗(B,M)=Ext∗Be(B,M)
(see for example [2, Section 2]). The next result gives the main fact we need.
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Lemma 3. Suppose that B is a (commutative) L-algebra which is the direct limit of ﬁnite
separable L-algebras. Then HHi(B,M)= 0 for all i > 0 and B-modules M.
Proof. Write B = lim−→ B, where each B is a ﬁnite separable L-algebra. It is well-known
(and originally proved in [7]) thatHHi(B,M)=0 for all i > 0 andB-bimodulesM. Now
let
∏∗
P t(B,M) denote the (cochain complex associated to the) cosimplicial replacement
of the inverse system {P t(B,M)} ([1, Chapter XI, Section 5]), and consider the double
complex
∏∗
P ∗(B,M). Since
Hi
(∏∗
P t(B,M)
)= lim←−

iP t (B,M)=
{
P t(B,M) i = 0,
0 i > 0
(because HomL(?,M) is exact and lim−→
iB = 0 for all i > 0), it follows from the spectral
sequenceof the double complex that the total cohomologyof
∏∗
P ∗(B,M) isHH ∗(B,M).
On the other hand,
∏s
H i(P ∗(B,M))=
{∏s
M i = 0,
0 i > 0,
where M = {m ∈ M : bm = mb ∀ b ∈ B}. But we are assuming M =M; therefore
the total cohomology of
∏∗
P ∗(B,M) isM, concentrated in degree 0. This completes the
proof. 
Proof of Proposition 2. The proof consists of 3 parts.
Step 1: HomA-module(, C)→ HomK-module(, C) is surjective.
Proof of Step 1. It sufﬁces to show that
HomA-module(, C/mi+1C)→ HomA-module(, C/miC)
is surjective for all i1. For this we only need
Ext1
A/mi+1(/m
i+1,miC/mi+1C)= 0.
But, since /mi+1 is ﬂat over A/mi+1,
Ext∗
A/mi+1(/m
i+1,miC/mi+1C)= Ext∗K(,miC/mi+1C)= 0.
Step 2: HomA-alg(, C)→ HomK-alg(, C) is one-to-one.
Proof of Step 2. We prove that
HomA-alg(, C/mi+1C)→ HomA-alg(, C/miC)
is one-to-one for each i1.
Suppose that h ∈ HomA-alg(, C/miC), and let h¯ :  → C be its modm reduction.
RegardmiC/mi+1C as a -(resp. -) module by pulling back along h¯ (resp. h¯ composed
with the reduction). If f and g are algebra homomorphisms from  to C/mi+1C which
reduce to h, deﬁne d : → miC/mi+1C by d(t)= f (t)− g(t). Then
d ∈ DerA(,miC/mi+1C)= DerK(,miC/mi+1C),
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where, for example, DerA(,miC/mi+1C) denotes the set of A-module derivations from
 tomiC/mi+1C. But
DerK(,miC/mi+1C)= HomK-module(/K,miC/mi+1C)= 0,
so f = g.
Step 3: HomA-alg(, C)→ HomK-alg(, C) is surjective.
Proof of Step 3. Again we prove that
HomA-alg(, C/mi+1C)→ HomA-alg(, C/miC)
is surjective for each i1.
Let g : → C/miC be amap ofA-algebras. By Step 1, there exists anA-modulemap f :
 → C/mi+1C lifting g. Then deﬁne an A-module map cf : ⊗A → miC/mi+1C by
cf (s⊗t)=f (s)f (t)−f (st).Wemay—andwill—regard cf as aK-modulemap⊗K→
miC/mi+1C. NowmakemiC/mi+1C a-module by pulling back along g¯ : → C/mC.
Then one can check that cf is a cocycle in P ∗(,miC/mi+1C). If f ′ is another A-module
lift of g, then cf ′ − cf =
h, where h(t)=f ′(t)−f (t) ∈ miC/mi+1C; from this it follows
that this construction yields a cohomology class dg ∈ HH 2(,miC/mi+1C) depending
only on g. It also follows that if c ∈ P 2(,miC/mi+1C) is a representative of dg , then there
exists an A-module lift f of g such that c= cf . Since cf = 0 if and only if f is an A-algebra
lift, we have that dg = 0 if and only if g lifts to an A-algebra map f : → C/mi+1C. But
by Lemma 3, HH 2(,miC/mi+1C)= 0. This completes the proof. 
4. Proof of main theorem
We begin by separating off the following result, which gives part of the main theorem.
Lemma 4. Suppose that A is a complete noetherian regular local ring and R-algebra with
maximal idealm, and let S be a proﬁnite set. Let=Mapc(S,A)with the evident A-algebra
structure. Then the map
S
h−→HomA-alg(, A)
given by h(s)(f )=f (s) is a bijection. If S is a proﬁnite group acting continuously on A via
R-algebra homomorphisms and HomA-alg(, A) is given the monoid structure of Remark
2, then h is a group isomorphism.
Proof. Write S = lim← S, where each S is ﬁnite. Mapc(S, A)=
∏
S
A, and the map
S
h−→HomA-alg(Map(S, A),A)= HomA-alg
(∏
S
A,A
)
sends an element s ∈ S to the algebra homomorphism which is projection onto the coordi-
nate indexed by s. Let es be the element of
∏
S
Awith a 1 in the coordinate indexed by s and
with 0’s elsewhere. If f ∈ HomA-alg
(∏
S
A,A
)
, then
∑
s∈Sf (es)=1 and f (es)f (et )=0
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whenever s = t . Since A is a domain [9, Theorem 36], this implies that there exists s0 such
that f (es)= 1 when s = s0 and is 0 otherwise. Hence h is a bijection.
To complete the proof of the ﬁrst part, it now sufﬁces to show that the canonical map
HomA-alg(Mapc(S,A),A)→ lim←−

HomA-alg(Map(S, A),A)
is a bijection. By Lemma 1,
HomA-alg(Mapc(S,A),A)= lim←−
j
HomA-alg(Mapc(S,A),A/mj )
= lim←−
j
HomA-alg(Mapc(S,A)/mjMapc(S,A),A/mj )
= lim←−
j
HomA-alg(Mapc(S,A/mj ), A/mj ).
But Mapc(S,A/mj )= lim→Map(S, A/m
j ), so
lim←−
j
HomA-alg(Mapc(S,A/mj ), A/mj )= lim←−

lim←−
j
HomA-alg(Map(S, A/mj ), A/mj )
= lim←−

lim←−
j
HomA-alg(Map(S, A),A/mj )
= lim←−

HomA-alg(Map(S, A),A).
Finally, the reader may check that h is a group homomorphism if S is a proﬁnite group
acting continuously on A via R-algebra homomorphisms. 
Proof of Theorem. First suppose (A,) ≈ (A,Mapc(S,A)) for some proﬁnite group
S = lim← S. By Lemma 1,
/mi=Mapc(S,A/mi )= lim→Map(S, A/m
i )
and is therefore ﬂat over A/mi . For part (ii), let  =Map(S,K). Then  ≈∏SK and
so is a separable K-algebra. The isomorphisms
S ≈ HomA-alg(, A) ≈−→HomK-alg(,K)
follow from Proposition 2 and Lemma 4.
Conversely, suppose (A,) satisﬁes the conditions of (i) and (ii). Let S =
HomK-alg(,K), and let S be the proﬁnite group (see Remark 2) lim←− HomK-alg(,K)=
HomK-alg(,K). By Proposition 2, S = HomA-alg(, A).
Now deﬁne
f :  −→ Map(HomA-alg(, A),A)
by f (t)(h) = h(t). I claim that f is an isomorphism onto Mapc(HomA-alg(, A),A).
Assuming this claim, deﬁne a continuous action of S on A by sa = f (L(a))(s−1). The
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reader may then check that f :  → Mapc(S,A) is in fact an isomorphism of complete
Hopf algebroids.
To prove the claim, start by observing that Map(S,A) ism-adically complete and there-
fore, by Lemma 2, f is the unique algebra homomorphism lifting
f¯ : → Mapc(HomK-alg(,K),K) ⊂ Map(S,K).
But Mapc(S,A) is also m-adically complete (see proof of Lemma 1). Hence there is a
unique lift of f¯ to an algebra map f0 : → Mapc(S,A). This implies that f = f0.
The proof of the claim will now be completed by showing that
f0 : /mi → Mapc(S,A/mi )
is an isomorphism for all i. If i = 1, this follows from the fact (see Remark 1) that  is a
ﬁnite product of copies of K and hence that

≈−→Map(HomK-alg(,K),K).
In general, there is the following commutative diagram, where the rows are exact: 00
0 −→ mi/mi+1 −→ /mi+1 −→ /mi −→ 0


0 −→ Mapc(S,mi /mi+1) −→ Mapc(S,A/mi+1) −→ Mapc(S,A/mi ) −→ 0
But /mi+1 is ﬂat over A/mi+1. Therefore
⊗Kmi/mi+1 ≈−→mi/mi+1,
and the left vertical map may be identiﬁed with the isomorphism f¯⊗Kmi/mi+1.
Hence, if /mi → Mapc(S,A/mi ) is an isomorphism, so is /mi+1 → Mapc
(S,A/mi+1). 
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