Accurate determination of heat flux in the divergent portion of high-area-ratio rocket nozzles is important not only in designing the nozzles but also in predicting their performance. Although much work has been done in obtaining experimental heat-flux values in the chamber and throat sections of rocket engines, little data has been taken in the divergent portion, especially for high-area-ratio nozzles (200: 1 to 1ooO: 1).
Introduction
The design of future rocket engines for space application requires the optimization of many parameters to achieve the most effective configuration. Because of the tradeoffs that must be made between components and systems, predictions must be made of both the performance of these components and the effect of changes in these components on the overall performance of the engine. Because of the large physical size of high-area-ratio nozzles, decisions regarding exact primary nozzle size, size of extensions, and materials needed to achieve desired performance tradeoffs can sometimes become clouded. The predictions of nozzle performance, especially at high expansion area ratios, do not have the accuracy needed. One ingredient necessary for an accurate modeling of nozzle performance is an accurate representation of the heat transfer to the wall of the nozzles. Knowledge of the heat transfer is also important in determining the amount and type of cooling necessary and in selecting materials for the wall of the nozzle. Hence, an experimental program was conducted to obtain some of these data. The tests were perforxed in the altitude test chamber at the NASA Lewis Research Center Rocket Engine Test Facility.
In this report, heat-transfer results are presented from test data obtained for a 1030:l carbon steel nozzle. This nozzle was a heat-sink configuration and had thermocouples placed on the outer surface at several axial locations. The nozzle was test-fired using gaseous hydrogen and gaseous oxygen as propellants. The chamber pressure was nominally 2413 kN/m2 (350 psia), the propellant mixture ratio O / F range was 2.78 to 5.49, and the firing duration was 3 sec. From the measured outer-wall temperature data, inner-wall temperatures and heat fluxes were calculated. From these results, the heat rate to the nozzle wall at specific axial locations was determined. These experimental heat-transfer results were then compared to the values predicted by the December 1984 version of the TDK computer program (ref. 1).
Symbols
A area, m2 
Apparatus Test Facility
Testing was done in the new altitude test capsule at the NASA Lewis Rocket Engine Test Facility (RETF). Figure l(a) shows cutaway views of the test capsule and spray cooler, and figure l(b) is a schematic diagram of the facility. The waterjacketed second throat diffuser connects the test capsule to the spray cooler. The kinetic energy of the rocket exhaust gases was used in this diffuser to accomplish some of the altitude pumping of the test capsule. The facility was able to provide test-capsule pressures of 206.8 to 344.7 N/m2 (0.03 to 0.05 psia) while exhausting the gas into the spray cooler at pressures of 2068.4 to 4136.9 N/m2 (0.3 to 0.6 psia). The exhaust gases 2 were removed from the spray cooler by two means. Approximately half of the exhaust gases (product of hydrogen/oxygen combustion) were condensed to water in the spray cooler. This water, along with the cooling spray water, exited the spray cooler through a vertical drain line into the cylindrical detention tank. This vertical drain line functioned as a barometric leg, allowing water to exit while preventing atmospheric air from entering the spray cooler. The remaining exhaust gases (the noncondensibles) were pumped by the gaseous-nitrogen-driven ejectors shown mounted on top of the spray cooler. Four ejectors, connected in a series-parallel arrangement, provided two trains of two stages each. The exhaust from these ejectors was directed up through two short stacks and vented to the atmosphere.
The test capsule was constructed in two parts. One part was the fixed end onto which the research hardware was mounted. The other part was the movable can, which could be rolled back to provide access to the experiment. The inside of the test capsule can be seen in figure 2 . This photograph shows the horizontal thrust stand with a test nozzle and a combustor installed on the fixed end and the rest of the test capsule rolled back. The nozzle shown is the 1030: 1 nozzle. Mounted above the nozzle are the pressure transducers used to measure nozzle static pressure. Visible alongside the nozzle are some of the wall-temperature thermocouples in the process of being connected.
The thrust stand could measure 13.34 kN (3000 lb) of thrust full scale and was attached to a foundation that was separate from the test capsule bulkhead. The thrust structure passed through the test capsule bulk head by means of isolation ports that were sealed by metal bellows and was attached to the concrete outside the test capsule. The thrust stand was designed to have a 20 variation of less than f 0.1 percent of full-scale thrust. While at altitude the thrust stand could be calibrated remotely against an additional load cell. This calibration load cell had a 2a variation of less than f 0.05 percent of full scale and a calibration traceable to the National Bureau of Standards.
Test Hardware
The carbon steel nozzle that was tested had a 2.54-cm-(1-in.-) diameter throat and expanded to an area ratio of 1030. It was designed by the following procedure. Initially, the Rao nozzle contour program (ref.
2) was run specifying certain properties including a ratio of specific heats y of 1.23, a throat radius of 1.27 cm (0.5 in.), a chamber pressure of 6895 kN/m2 (loo0 psia), an area ratio of 1oo0, and a nozzle length equivalent to 100 percent of a 15" cone. The Rao program uses the method of characteristics to calculate an optimum contour for an ideal-gas, constant-y expansion. Conditions within the Rao contour were predicted using a one-dimensional kinetics analysis program (ref. 3) . The input conditions to the lunetics program included a chamber pressure of 6895 kN/m2 (lo00 psia), a mixture ratio of 6, a throat radius of 1.27 cm (0.5 in.), and hydrogen/oxygen combustion reactions. The one-dimensional kinetics program developed at NASA Lewis uses an implicit finite-difference technique to integrate the differential equations of chemical kinetics. Output from the kinetics program was used with the Boundary-Layer Integral Matrix Procedure (BLIMP-J) computer program (ref. 4) to determine the characteristics of the boundary layer. The BLIMP-J computer program can compute the nonsimilar, chemically reacting laminar or turbulent boundary layer for nonablating internal flow configurations. In addition to the properties calculated in the kinetics program for the 1OOO: 1 nozzle, an estimated inner-wall axial temperature distribution was input to BLIMP-J. Other inputs to this program included the Cebeci-Smith turbulence model, the Buddenber-Wilke mixture formula for viscosity, and the Maxon-Saxena model with a Eucken correction for thermal conductivity. The program estimates the boundary-layer displacement thickness along the nozzle length. This displacement thickness was added to the Rao contour at all stations along the flow axis. Thus, a new contour was produced that had an estimated "inviscid" core in the center with the boundary-layer displacement thickness added to the outside. This was the contour of the test nozzle and is shown in figure 3 .
The nozzle was fabricated in three parts. The first part consisted of the convergent section, the throat, and the divergent section that expanded to an area ratio of 29.9: 1. It was made of 0.635-cm-(0.25-in.-) thick electroformed nickel with an alumina ceramic coating approximately 0.01016-cm (0.004-in.) thick on the inside surface. The second part was an expansion skirt that went from the 29.9: 1 to the 427.5: 1 expansion area ratio. It was made of 0.635-cm-(0.25-in.-) thick carbon steel. The third part was a continuation of the expansion skirt from an area ratio of 427.5 to an area ratio of 1030. It was also made of 0.635-cm (0.25-in.) carbon steel.
The combustor used in this program was uncooled and relied on its thermal inertia to survive the short firings (< 3 sec). Gaseous hydrogen and gaseous oxygen were supplied at ambient temperatures from high-pressure storage bottles and were used as propellants for the combustor. The injector was a gaseous oxygen shower head with gaseous hydrogen flowing through the porous face plate. It had 36 gaseous oxygen streams arranged in a circular pattern. The igniter torch assembly, which also used gaseous hydrogen and gaseous oxygen as propellants, employed a spark plug as an ignition source and was located in the center of the injector.
Instrumentation
Outer-wall temperatures were measured by chromelconstantan thermocouples spot-welded to the nozzle surface. These thermocouples were referenced to a 340 K (150 O F ) oven. Their specified absolute accuracy was f 1.1 K ( f 2 O F ) . The locations of the thermocouples corresponded to the area ratios 5.6,12,20,50 Propellant flow rates were measured by calibrated venturis. The vacuum reference pressure was measured by a thermocouple vacuum gauge, and the rest of the pressures were measured by strain-gauge-bridge pressure transducers. These transducers were of two types: absolute pressure transducers and differential pressure transducers. The very low pressures from the static pressure taps on the nozzle wall and the testcapsule altitude pressure were measured by the differential pressure transducers. These units were then referenced to the vacuum reference pressure tank through a network of automatic shutoff and bypass valves. These transducers had only low ranges of differential pressure, 4.1 and 34.0 kN/m2 (0.60 and 5.0 psi) full scale and could not tolerate a differential pressure of 1 atm across their diaphragms. 5 
Experimental Heat Flux
During the performance testing of the 1030:l nozzle, the nozzle outer-wall temperatures were measured at several axial locations. These thermocouple measurements were taken at a rate of 50/sec, averaged in groups of five, and displayed at 0.1-sec intervals. Table I displays the thermocouple measurements taken immediately before the engine was shut down. At this point in the testing, the engine was at steady state with regard to the static pressure measurements in the nozzle. The following discussion describes the procedure that was used to determine inner-wall temperature and heat flux from the thermocouple measurements in table I. The heat flux and the inner-wall temperature at each thermocouple location can be determined by solving the following differential equation:
A deraiied soiution is shown in appendix A. Xi; deriving equation (l), we assumed that axial conduction along the nozzle wall and heat transfer from the outer wall were negligible. An order-of-magnitude analysis of these two assumptions is presented in appendix B. An assumption of constant properties was also made. Equation (1) was solved by further assuming that the temperature rise with respect to time aT/& is independent of time (quasi-steady-state). It was also assumed that aT/at is constant for both materials (nickel and ceramic) in a twomaterial system. Representative temperature responses from experimental reading 121 are presented in figure 4. This figure shows that the quasi-steady-state assumption is applicable for time greater than approximately 1 sec. Therefore, the values for aT/at that were used to determine inner-wall temperature and heat flux were taken from the last second of firing and were averaged over this 1-sec time period. These values are presented in table 11.
Using the assumptions mentioned previously reduces above the differential energy equation to the following for a twomaterial system (ceramic coating on a nickel wall): 5 The inner-wall temperature and the heat flux can be determined by using equations (2) to (4) and the experimental measurements of the outer-wall temperature To and its time history a u a t . 
Heat Rate
The heat rate Q to the walls of a rocket nozzle between two axial locations can be determined by integrating the heat-flux values with respect to nozzle surface area: Furthermore, the differential surface area can be written and, thus, the heat rate is
Analysis
Experimental results were compared with analytical predictions. The following section contains a description of the analytical computer program and the procedure with which it was used.
The The hardware specifications and experimental test conditions were used to write the input files to TDK so that this program could accurately model the nozzle performance. The input variables that described the nozzle inlet geometry are listed in table 111. The nozzle contour coordinates that were used are shown in figure 3 . Table IV shows experimental values that were also used in the TDK input files: effective chamber pressure, propellant mixture ratio, fuel injection temperature, and oxidizer injection temperature. Each analytical result corresponds to an experimental reading. The experimentally determined inner-wall temperatures, which are listed in table V, were also used in the input files.
Conditions within the combustion chamber and convergent nozzle had to be estimated because no experimental data was available. When inner-wall temperatures for the chamber and convergent section were calculated, transient radial heat conduction and a run time of three seconds were assumed. The temperature, pressure, and velocity distributions of the flow within the combustion chamber (which were used in the boundary-layer analysis) were estimated using one-dimensional equilibrium predictions.
TDK was run initially with the default value for transition to turbulence. This default value made the transition to turbulent flow occur within the combustion chamber. The results from those initial runs indicated that the predicted heat fluxes within the divergent nozzle were significantly higher than the experimentally determined heat fluxes. Also, the overall predicted performance was significantly lower than the measured performance (ref. 7). Therefore, the analysis was performed again with the location of transition set beyond the exit plane of the nozzle (completely laminar flow).
Appendix C contains the input files to TDK which correspond to experimental readings 112 to 115, 120, and 121. Only these experimental readings could be modeled because the TDK program could not run to completion for mixture ratios below 3.84. This version of the TDK program was originally written for much lower area ratio rocket nozzle conditions. The inability of the program to run below an O / F of 3.84 is due to the low-pressure/low-temperature conditions, which are predicted as the flow expands to an area ratio of 1030.
Results and Discussion

Experimental Results
Investigating heat transfer in high-area-ratio nozzles is part of an overall high-area-ratio rocket engine performance program. Results from the performance testing (ref. 8) are presented in table IV. The following is a discussion of the heattransfer results obtained using the experimentally measured outer-wall temperatures. These results are presented in tables V and VI. In figure 5 , the measured outer-wall temperatures and calculated inner-wall temperatures are presented for experimental reading 121. In figure 6 , the variation of local heat flux with respect to area ratio is presented for the same reading. (It should be noted that calculations of heat flux and inner-wall temperature for the two lowest area ratio locations (area ratios of 5.6 and 12) are considered inaccurate because of the proximity of these locations to the water-cooled manifold.) As expected, the heat flux decreases with area ratio. In figure 7 , the data is presented in consideration of only the higher area ratio data points ( 2 50). A best-fit curve to this data has the equation 
' ' = B(E)-
where B = 2.02 X lo7 W/m2 (12.37 Btu/in.2 sec) 10 The curve appears to fit the experimental data, from an area ratio of 100 to 975, very well. Of course, such variables as chamber pressure, mixture ratio, characteristic velocity, and nozzle contour will significantly affect the heat-transfer rate and, hence, the correlation. Consequently, the calculation of heat flux at high area ratios is considerably more complex than indicated in equation (8) .
The total amount of heat transferred from a rocket nozzle is often of interest, especially when a regeneratively cooled engine design is being considered. This total heat transfer, or heat rate, can be determined between two axial locations by calculating the area under the curve in figure 8 . The points which make up this curve are the experimentally determined heat rate per unit of axial length for each thermocouple location. It is readily apparent from this figure that a significant amount of heat transfer occurs even in the high-area-ratio region. In figure 9 , the same data are presented, but the points at area ratios of 5.6, 12, and 20 are omitted. A best-fit curve to this data has the equation This equation was used to determine the heat-rate values over a specified length of the nozzle for each experimental reading. (The accuracy of using this procedure to calculate heat rate is evaluated in appendix D.) These experimentally obtained heat-rate results are compared to the predicted values and are presented in the following section. The term ( v~. )~ represents the adjustment for combustion efficiency based on C* being proportional to the square root of the total chamber temperature. When the adjusted experimental and predicted values for area ratios from 20 to 975 are compared, the TDK predictions for a completely laminar boundary layer are within 15 percent of the experimental values. For the same area ratio range, the predictions for a turbulent boundary layer are approximately 120 percent higher. It should be noted that for the area ratios of 5.6 and 12 the laminar boundary-layer predictions are 87 and 29 percent higher, respectively, than the adjusted experimental results. The corresponding turbulent boundarylayer predictions are 319 and 246 percent higher, respectively. A possible explanation of this large discrepancy is a breakdown of the assumptions used in the experimental heat flux calculation due to the proximity of the water-cooled manifold. Figure 11 presents the variation of heat rate Q with mixture ratio. Each data point corresponds to an experimental reading from table IV. The experimental values were obtained by calculating Q from area ratios of 140 to 1030 and adjusting those values for combustion efficiency as discussed previously.
The theoretical values were calculated by using the TDK computer program and assuming a laminar boundary layer. Overall. the laminar predictions are within 13 percent of the experimental values.
The assumption of a completely laminar boundary layer within the 1030: 1 nozzle appears to be substantiated by both figure 10 , the experimental fluxes are slightly higher than the laminar predictions, but the difference between experiment and prediction decreases as the area ratio increases. If the boundary layer had transitioned to turbulent within the nozzle skirt, this difference would have become greater as the area ratio increased. In figure 1 1, the laminar predicted heat rates are all higher than their corresponding experimental values. Therefore, predicted heat rates for turbulent flow would be significantly larger than the experimental values. To support the predicted results, we performed a study to determine if the conditions within the nozzle were such that a laminar boundary layer could exist. The results of this study are presented in the next section.
Relaminarization Study
Relaminarization is the phenomena whereby a boundary layer reverts from turbulent flow to laminarlike flow. The importance of relaminarization in rocket nozzles results from the need to understand the structure of the boundary layer in the nozzle and thereby the heat transfer across the boundary layer. If a boundary layer relaminarizes, there will be a reduction in heat transfer.
Relaminarization is believed to be associated with the effect of flow acceleration on turbulence. For a given rocket nozzle contour, the parameter which appears to be most strongly related to relaminarization is chamber pressure. Back, Cuffel, and Massier (ref. 9) obtained boundary-layer and heat-transfer measurements for flow through a cooled, conical nozzle at various chamber pressures. At the lower chamber pressures, they found heat transfer was reduced by as much as 50 percent along the convergent section. They also found that when the acceleration parameter K exceeded about 2 x where heat transfer was reduced below values typical of turbulent boundary layers. In another study done by Boldman, Schmidt, and Gallagher (ref. 10) heat-transfer measurements were obtained at various chamber pressures in a cooled nozzle. At the lower chamber pressures, the authors measured a depression in heat transfer from the predicted values for turbulent pipe flow. An axisymmetric acceleration parameter was derived from the integral momentum equation based on a critical momentumthickness Reynolds number of 360. It was found that when this axisymmetric acceleration parameter K, exceeded a value of 2.88X where there was a reduction in heat transfer. Currently, work is being done under contract from NASA Marshall Space Flight Center to improve the BLIMP-J computer code (ref. 11). Specifically, one of the improvements being made to BLIMP-J is the incorporation of the acceleration parameter K into the program as a criteria for relaminarization. Previously, the BLIMP-J code only used the criteria of Reo = 360 as an indication of transition from laminar to turbulent flow.
Initially, to determine if the predicted flow conditions within the 1030: 1 nozzle caused transition of the flow from laminar to turbulent, we calculated the momentum-thickness Reynolds number using the inviscid TDK results and the momentum thickness predicted for a laminar boundary layer. Although the BLIMP-J code uses a transition criteria of Reo = 360, others predict that for compressible flow with a pressure gradient the criteria should be approximately Reo = 400 (ref. 6, p. 332). Figure 12 shows predictions of the momentum-thickness Reynolds number along the nozzle. As indicated by the horizontal line of Reo = 400, the predicted conditions imply that if transition did occur, it would occur at the throat and slightly beyond.
Next, the acceleration parameters K and K , were calculated for the flow along the nozzle using inviscid TDK results. In figure 13, the acceleration parameter K exceeds the 12 critical value of 2 . 0~ lop6 before the throat and at the throat. In figure 14 , the acceleration parameter K , exceeds its critical values of 2 . 8 8~ lop6 at the throat and slightly beyond. Since K , exceeds the critical value in the convergence and throat rcgion, one would expect reiaminarization of the flow in this region. Although the values of K , lie below the critical value for the remainder of the nozzle, the momentum-thickness Reynolds number shown in figure 12 indicates the flow beyond the throat would not be inclined to transition to turbulent until near the exit plane of the nozzle. 
Summary of Results
Outer-wall temperature measurements were taken from a 1030: 1 carbon steel rocket nozzle tested at the NASA Lewis Research Center Rocket Engine Test Facility. The heat-sink nozzle was tested using gaseous oxygen and gaseous hydrogen propellants. The nominal chamber pressure was 2413 kN/m2 (350 psia), and the mixture ratio range was 2.78 to 5.49.
The following results were obtained: 1 . Inner-wall temperatures and heat fluxes were obtained by using experimentally measured nozzle outer-wall temperatures.
2. From the calculated heat fluxes, heat rates to the nozzle wall at specified axial locations were determined.
3. The experimentally determined heat fluxes were compared with those predicted by the TDK computer analysis program. For turbulent boundary-layer flow in the nozzle, the predicted heat fluxes were 120 percent higher than the experimental heat fluxes for area ratios from 20 to 975. The corresponding predictions for laminar boundary-layer flow were within 15 percent of the experimental values.
4. Based on the comparison of experimental and predicted results, we concluded that there was laminar boundary-layer flow within the 1030:l nozzle. 5. To support the prediction of laminar boundary-layer flow, a study was performed to examine the flow conditions. The results of the study indicated that the acceleration of the flow within the nozzle, combined with the low-momentumthickness Reynolds number conditions, supports the existence of laminarlike boundary-layer flow.
Lewis Research Center
National Aeronautics and Space Administration Cleveland, Ohio, May 19, 1987
Appendix A Inner-wall Temperature and Heat Flux Solution
The solution of the equation where it is recognized that c1 and c2 can be functions of time.
The following boundary conditions apply: where subscript 1 indicates the outer material and subscript 2 indicates the inner material.
As the interface temperature of both materials must be equal, the time response of both materials dT/at must be equal. Then, the solution becomes 
Appendix B Examination of Assumptions
An order-of-magnitude analysis can be applied to examine the accuracy of the following assumptions: If a2T/ax2 e e ( l / a ) (aT/at), then axial conduction may be reasonably neglected. The axial conduction term may be approximated as
The subscripts n + 1, n, and n -1 represent outer-wall thermocouple locations. An experimental evaluation of the ratio using the experimental data from a typical performance reading is presented in figure 15 . Axial conduction accounts for less than 2 percent of the transient term.
Radiation Heat Transfer
The amount of heat loss due to radiation from the outer nozzle wall can be estimated as
where q R is the heat flux due to radiation, u the Stefan-Boltzman constant, and T, the ambient temperature.
I,
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Appendix C TDK Input Files
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