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ABSTRACT
With ever increasing data rates produced by modern radio telescopes like LOFAR and
future telescopes like the SKA, many data processing steps are overwhelmed by the
amount of data that needs to be handled using limited compute resources. Calibration
is one such operation that dominates the overall data processing computational cost,
nonetheless, it is an essential operation to reach many science goals. Calibration algo-
rithms do exist that scale well with the number of stations of an array and the number
of directions being calibrated. However, the remaining bottleneck is the raw data vol-
ume, which scales with the number of baselines, and which is proportional to the
square of the number of stations. We propose a ’stochastic’ calibration strategy where
we only read in a mini-batch of data for obtaining calibration solutions, as opposed
to reading the full batch of data being calibrated. Nonetheless, we obtain solutions
that are valid for the full batch of data. Normally, data need to be averaged before
calibration is performed to accommodate the data in size-limited compute memory.
Stochastic calibration overcomes the need for data averaging before any calibration
can be performed, and offers many advantages including: enabling the mitigation of
faint radio frequency interference; better removal of strong celestial sources from the
data; and better detection and spatial localization of fast radio transients.
Key words: Instrumentation: interferometers; Methods: numerical; Techniques: in-
terferometric
1 INTRODUCTION
The science goals of modern radio telescopes are diverse and
require the highest quality data to be delivered to the end
users. In order to achieve this, data are taken at the highest
resolution in time and in frequency, so that radio frequency
interference (RFI) mitigation (Wilensky et al. 2019) can be
carried out satisfactorily. An equally important data pro-
cessing step is the elimination of systematic errors from the
data, also called as calibration. Systematic errors are intro-
duced by the Earth atmosphere and by the instrument itself.
Calibration is essentially an estimation problem and for its
success the data need to have sufficient signal to noise ratio
(SNR), in other words, sufficient number of data samples
need to be considered together (thus increasing the effective
SNR). However, with limited compute memory, the num-
ber of data samples that can be accommodated in compute
memory is limited. Hence, the commonly used practice is to
average the data before any calibration is performed. On the
one hand, this is inevitable due to limited memory but on
the other hand, averaging also loses some valuable informa-
tion.
In this paper, we propose a paradigm shift in the pro-
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cessing of radio interferometric data as shown in Fig. 1. We
re-use a widely used concept in modern machine learning –
i.e., stochastic learning or training, and introduce stochas-
tic calibration of radio interferometric data. We calibrate
data at the highest resolution – i.e., at the same resolution
where RFI mitigation is performed. Normally, calibrating
data at this resolution would require a huge amount of com-
pute memory. We overcome that by working with a subset
of data at each iteration of calibration, we call this subset of
data a mini-batch. These mini-batches are sequentially fed
to the calibration algorithm, and at convergence, we find a
solution that is valid for the full dataset being calibrated.
Note that what we call as the full dataset here is the dataset
that is within a specific time and frequency interval, in other
words, the domain of the calibration solutions is defined by
this time and frequency interval. Moreover, this full dataset
is still only a fraction of the total data being calibrated in
a long observation where multiple calibration solutions are
obtained.
Working with mini-batches of data introduces a funda-
mental problem – increased variance (Wang et al. 2013) due
to the lower SNR compared with the full dataset. This has
already been noticed in calibration as well, for instance by
van der Tol et al. (2007) in their demixed peeling approach
of calibration. There are many ways of reducing this vari-
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ance and we refer the reader to e.g. (Robbins & Monro 1951;
Wang et al. 2013; Kingma & Ba 2014) for some widely used
methods in machine learning. There is however a subtle dif-
ference in most machine learning problems and calibration –
i.e., the size of the data. In most machine learning problems,
the full dataset can be pre-loaded into compute memory
but this is nearly impossible for radio interferometric data
at the highest resolution. Hence the data need to be read
from disk during each iteration of calibration. The number
of times the full dataset (divided into many mini-batches) is
passed through the learning algorithm is called as an epoch
in machine learning jargon and we use the same term here
as well. Because we read the data from disk storage dur-
ing calibration, it is also important minimize the number
of epochs needed for finding a satisfactory solution. With
this objective, we have already introduced a stochastic, lim-
ited memory Broyden Fletcher Goldfarb Shanno (LBFGS)
algorithm in (Yatawatta et al. 2018a, 2019). Compared with
the commonly used gradient descent based algorithms (Rob-
bins & Monro 1951; Kingma & Ba 2014) in machine learn-
ing, the LBFGS algorithm has faster convergence Fletcher
(1987); Liu & Nocedal (1989) and hence need lower number
of epochs in calibration as we show later.
There is a wide variety of calibration algorithms (too
numerous to list here, see e.g. Yatawatta et al. (2019) and
references therein), each having their own merits and demer-
its. However, one common aspect of these algorithms is that
they all operate in full batch mode. By introducing stochas-
tic calibration and enabling calibration of data at the highest
resolution, we get many additional benefits as we describe
below.
• RFI mitigation will work better if the signals from the
celestial sources are subtracted from the data (Wilensky
et al. 2019). Hence, the residual of stochastic calibration
(where the sky is subtracted) will reveal many more weak
RFI signals. One caveat here is that the RFI mitigation is
dependent on the accuracy (and completeness) of the sky
model used in calibration.
• The spatial localization of fast radio bursts (FRB)
(Chatterjee et al. 2017) need calibrated data at the high-
est resolution and stochastic calibration is an obvious choice
to provide this.
• The removal of strong celestial sources (the Sun, Cas-
siopeia A, Cygnus A etc.) that appear far away from the
field of view is best done at the highest resolution of data.
Stochastic calibration is an improvement to (van der Tol
et al. 2007) in this regard.
• Radio polarimetric science (rotation measure synthesis)
Brentjens & de Bruyn (2005); Schnitzeler & Lee (2015) can
also benefit from stochastic calibration. First, by preserving
the frequency resolution of the data, we can maximize the
range of Faraday depth in the data. Secondly, by preserv-
ing the time resolution during calibration, we can overcome
depolarization due to rapid Faraday rotation of the data.
• Low power devices provide an energy efficient alterna-
tive for processing of data by telescopes such as the SKA
(Dewdney et al. 2009; Spreeuw et al. 2019). However, such
devices have limited compute memory and stochastic cali-
bration provides a feasible calibration algorithm in that case.
• Distributed calibration where the data is calibrated us-
ing a network of compute agents that exchange information
available at multiple frequencies is shown to give better re-
sults (Yatawatta 2015; Brossard et al. 2016; Yatawatta et al.
2018b; Ollier et al. 2018) than conventional single-frequency
calibration. For instance, in (Patil et al. 2017), about 300
sub-bands are calibrated using about 60 compute agents.
The data used in this case is averaged by a factor of about
60 in frequency before calibration is performed. If the same
data are calibrated at the original resolution, the number
of compute agents needed would increase from 300 to about
18000 which would overwhelm the network. We propose a
distributed stochastic calibration scheme for this situation
where the number of compute agents that need to commu-
nicate is minimized.
• The calibration for the instrumental pass band (band-
pass calibration) is normally done using large time intervals
because the bandpass is assumed to vary very slowly with
time. With stochastic calibration, we can use large time in-
tervals for bandpass calibration.
We emphasize that as shown in Fig. 1, stochastic cali-
bration is not a replacement for traditional calibration that
is done at a later stage of data processing. On the contrary,
it is an enhancement to traditional data processing where
all existing data processing stages can follow stochastic cal-
ibration.
The rest of the paper is organized is as follows. In section
2, we introduce the data model we use in radio interferom-
etry. In section 3, we present distributed stochastic calibra-
tion of multi-frequency radio interferometric data. In section
4, we compare the performance of the stochastic LBFGS al-
gorithm Yatawatta et al. (2019) to commonly used first order
learning algorithms used in machine learning Kingma & Ba
(2014) in stochastic calibration using PyTorch Paszke et al.
(2017). We also provide an example of distributed stochastic
calibration in section 4. Finally, we draw our conclusions in
section 5.
Notation: Lower case bold letters refer to column vec-
tors (e.g. y). Upper case bold letters refer to matrices (e.g.
C). Unless otherwise stated, all parameters are complex
numbers. The set of complex numbers is given as C and
the set of real numbers as R. The matrix inverse, pseudo-
inverse, transpose, Hermitian transpose, and conjugation are
referred to as (·)−1, (·)†, (·)T , (·)H , (·)?, respectively. The ma-
trix Kronecker product is given by ⊗. The vectorized repre-
sentation of a matrix is given by vec(·). The i-th element of
a vector y is given by y[i]. The identity matrix of size N is
given by IN . All logarithms are to the base e, unless stated
otherwise. The Frobenius norm is given by ‖ · ‖. Rounding
up to the nearest integer is done by d·e.
2 RADIO INTERFEROMETRIC DATA MODEL
In this section, we give an overview of the data model we
use, especially in relation to stochastic calibration. The in-
terferometric signal formed by the receiver pair p and q is
given as (Hamaker et al. 1996)
Vpq =
K∑
i=1
JpiCpqiJHqi + Npq (1)
where we have signals from K directions in the sky being
received. The systematic errors along the i-th direction are
MNRAS 000, 1–9 (2018)
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Figure 1. The proposed calibration of data at highest resolution, compared with traditional data processing.
given by Jpi and Jqi (∈ C2×2) for the p-th and q-th station,
respectively. The source coherency Cpqi (∈ C2×2) is gener-
ally well known and calculated using a sky model (Thomp-
son et al. 2001). The noise Npq (∈ C2×2) is assumed to
have complex circular Gaussian entries. All entries of (1)
are time and frequency dependent and this is implicitly as-
sumed throughout the paper. The total number of stations
is N, therefore p, q ∈ [1, N] and the total number of baselines
per given time and frequency is N(N − 1)/2.
Calibration is the determination of Jpi and Jqi in (1) for
all p, q, i and for the full time and frequency domain of the
data. Since there are too many time and frequency points at
which data are taken, solutions for Jpi and Jqi are obtained
for finite time and frequency intervals, that cover many data
points. In order to use our stochastic LBFGS (Yatawatta
et al. 2019) algorithm for calibration, we need to convert (1)
to a model with real values. First, we vectorize (1) and get
vpq = spq(θ) + npq (2)
where spq(θ) = ∑Ki=1(J?qi⊗Jpi)vec(Cpqi), vpq = vec(Vpq), and
npq = vec(Npq). We represent the parameters Jpi and Jqi
(that are C2×2 matrices) as θ, a vector of real parameters of
length 8NK (∈ R8NK×1, the factor 8 comes from representing
the 4 complex cross-correlations as real values). Consider
that there are T samples in time and B samples in frequency
within the time and frequency interval where calibration is
performed. For a full observation, there will be many such
intervals to cover the full integration time and bandwidth.
We stack all data points within the calibration interval into
vectors as
x = [real(vT12), imag(vT12), real(vT13), . . .]T (3)
m(θ) = [real
(
s(θ)T12
)
, imag
(
s(θ)T12
)
, real
(
s(θ)T13
)
, . . .]T
where x and m(θ) are vectors of size N(N −1)/2×8×T × B (∈
R4TBN (N−1)). In (3), x represents the data being calibrated
and m(θ) represents the predicted model visibilities based
on the current value of θ.
We use a robust noise model for npq as in Kazemi &
Yatawatta (2013) during calibration. For maximum likeli-
hood estimation, the negative log-likelihood of the data is
minimized. Ignoring the terms independent of θ, the cost
function to be minimized becomes
g(θ) =
4TBN (N−1)∑
i=1
log
(
1 +
(x[i] −m(θ)[i])2
ν
)
(4)
where x[i] and m(θ)[i] represent the i-th elements of x and
m(θ), respectively, and ν is the degrees of freedom (Kazemi
& Yatawatta 2013). It is possible to select the most suit-
able value for ν based on the data itself as in (Kazemi &
Yatawatta 2013). However, as we are also after reducing the
computational cost of calibration, we select a low value ν = 2
for improved robustness (note that by making ν → ∞, we
get a Gaussian noise model).
In (4), the total number of data points used to evaluate
the cost function is 4TBN(N − 1), and this is the full batch
size. In time samples, the full batch size is T . In stochastic
calibration, we use M time samples 1 6 M 6 T to obtain
a solution for (4). Therefore, the full batch is divided into
dT/Me mini-batches. In other words, if the i-th mini-batch
has gi(θ) as the cost function,
g(θ) =
dT/M e∑
i=1
gi(θ). (5)
Note also that in (5), in spite of working with mini-batches
of data, we still find one solution for θ that minimizes g(θ),
covering the full 4TBN(N − 1) data points. Therefore, the
time and frequency domain of the solution for θ is deter-
mined by the full batch of data. Because we work with M
time slots instead of T , we require less memory and com-
putation if M  T . The main drawback of this approach
however is increased variance (Robbins & Monro 1951) and
minimizing this has been well studied (e.g., Wang et al.
(2013)). The stochastic LBFGS algorithm we have devel-
oped in (Yatawatta et al. 2019) also takes into account the
increased variance as are other versions of stochastic LBFGS
(Berahas et al. 2016; Bollapragada et al. 2018; Li & Liu
2018). In section 3, we enhance the performance of stochastic
calibration by exploiting the continuity of θ over frequency
and using the full bandwidth of the observation into our
advantage as in Yatawatta (2015).
3 DISTRIBUTED STOCHASTIC
CALIBRATION
Calibration is performed over a small time and frequency
interval compared with the full observation that has a
large integration time and a wide bandwidth. We propose
a scheme where we can work with mini-batches of data and
at the same time, exploit the continuity of systematic er-
rors over frequency as in (Yatawatta 2015; Yatawatta et al.
2018b). We introduce the distributed computing framework
MNRAS 000, 1–9 (2018)
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as shown in Fig. 2, which is a refinement of our previous
work (e.g. Fig. 1 of Yatawatta et al. (2018b)). The main dif-
ference in Fig. 2 compared to our previous work is that we
have D fusion centres instead of just one. On top of this, we
have a higher level centre where only averaging is performed.
The motivation behind the framework shown in Fig.
2 is to handle significantly more frequency channels than in
our previous work (Yatawatta et al. 2018b). As we discussed
before (and as shown in Fig. 1), data at the highest resolu-
tion will have orders of magnitudes more channels than data
that is averaged. Therefore, adopting a strategy with only
one fusion centre as in (Yatawatta et al. 2018b) would be
prohibitive in terms of the network bandwidth required at
the fusion centre. In order to overcome this, we propose a
hierarchy, where we have D fusion centres D > 1 and each
fusion centre is connected to a subset of compute agents. In
Fig. 2 for instance, the 1-st fusion centre is connected to C
compute agents and these C compute agents have access to
data at P frequencies. If we have a similar data distribution
in other fusion centres as well, the top level federated aver-
aging centre gets information only from D agents instead of
PD (or CD with multiplexing) as in our previous schemes.
Each fusion centre and the compute agents connected
to it perform consensus optimization as in (Yatawatta 2015;
Yatawatta et al. 2018b). We describe this for the 1-st fusion
centre in the following, but the same calibration scheme is
also performed by other fusion centres and their compute
agents. The Jones matrices for the k-th direction, at fre-
quency fi , for all N stations are represented in block form
as
Jk fi
4
= [JT1k fi , J
T
2k fi , . . . , J
T
Nk fi
]T , (6)
where Jk fi ∈ C2N×2. We represent the cost function (4) with
Jk fi , k ∈ [1,K] as input by g fi ({Jk fi : ∀k}). It is straightfor-
ward to get g(θ) from gfi ({Jk fi : ∀k}) (and vice versa) by
mapping {Jk fi : ∀k} to θ and we omit the details here.
Following our previous work, we enforce smoothness in
frequency by the constraint
Jk fi = B fiZ
(1)
k
(7)
where B fi ∈ R2N×2FN and Z(1)k ∈ C2FN×2. The polynomial
basis (with F basis functions) evaluated at frequency fi is
given by B fi . The global variable (but local to the fusion
centre 1) is given by Z(1)
k
. We remind the reader that we use
the superscript (·)(1) to denote that Z(1)
k
is local to fusion
centre 1 and its C compute agents. Calibration with the
frequency smoothness constraint is formulated as
{Jk fi , . . . ,Z(1)k : ∀ k, i} = arg min
Jk fi ,...,Z
(1)
k
∑
i
gfi ({Jk fi : ∀k}) (8)
subject to Jk fi = B fiZ
(1)
k
, i ∈ [1, P], k ∈ [1,K]
and Z(1)
k
= Zk, k ∈ [1,K].
The key difference from our previous work is the additional
constraint Z(1)
k
= Zk , where Zk ∈ C2FN×2 is a global variable
that is available to all fusion centres and this is calculated
at the federated averaging centre in Fig. 2. We introduce
Lagrange multipliers for each constraint, namely, Yk fi (∈
C2N×2) for the constraint Jk fi = B fiZ
(1)
k
, and, Xk (∈ C2FN×2)
for the constraint Z(1)
k
= Zk . To find a solution for (8) at
fusion centre 1, we need to minimize the original cost and
the cost due to the constraints and we form the augmented
Lagrangian as
L({Jk fi ,Z(1)k ,Yk fi ,Xk : ∀ k, i}) (9)
=
∑
i
gfi ({Jk fi : ∀k})
+
∑
i,k
(
‖YHk fi (Jk fi − B fiZ
(1)
k
)‖ + ρ
2
‖Jk fi − Bk fiZ(1)k ‖2
)
+
∑
k
(
‖XHk
(
Z(1)
k
− Zk
)
‖ + α
2
‖Z(1)
k
− Zk ‖2
)
.
In (9), ρ ∈ R+ is the regularization factor for smoothness in
frequency and α ∈ R+ is the regularization factor for vari-
able Z(1)
k
over all fusion centres. We use consensus alternat-
ing direction method of multipliers (ADMM) (Boyd et al.
2011) exactly as before (Yatawatta 2015; Yatawatta et al.
2018b) to find solutions for Jk fi and Yk fi . The only differ-
ence is finding a solution for Xk and Z(1)k . The gradient of
L({Jk fi ,Z(1)k ,Yk fi ,Xk : ∀ k, i}) with respect to Z
(1)
k
is
2 × grad(L,Z(1)
k
) = (10)∑
i
BTfi
(
−Yk fi + ρ
(
−Jk fi + B fiZ(1)k
))
+Xk + α
(
Z(1)
k
− Zk
)
and equating this to zero gives
Z(1)
k
= (11)(∑
i
ρBTfiB fi + αI2FN
)† (∑
i
BTfi
(
Yk fi + ρJk fi
)
+ αZk − Xk
)
.
The major difference in (11) from our previous work is that
the solution obtained for Z(1)
k
includes global information
Zk , which is directly fed into the solution by αZk and indi-
rectly by the Lagrange multiplier Xk . The global Zk is up-
dated at regular intervals (not necessarily at each ADMM
iteration) by federated averaging (Brendan McMahan et al.
2016; Savazzi et al. 2019) – i.e.,
Zk =
1
D
D∑
j=1
Z(j)
k
(12)
where the j-th fusion centre sends Z(j)
k
to the federated av-
eraging centre in Fig. 2. There is one caveat that we need
to keep in mind when we find the average as in (12), when
we have a sky model with unpolarized sources (which is the
most common scenario). First, note that the solutions for
(1) – i.e., Jk fi , can have a unitary ambiguity (Yatawatta
2013). In other words, if Jk fi is a valid solution, Jk fiU where
U ∈ C2×2 is an unknown unitary matrix, is also a valid so-
lution. Therefore, if Z(j)
k
is a valid solution for (11) at the
j-th fusion center, then Z(j)
k
U (where U ∈ C2×2 is unitary) is
also a valid solution. Hence, each Z(j)
k
in (12) will have its
own unitary ambiguity and we use an iterative scheme as
proposed by Yatawatta (2013) to find the average Zk . More-
over, fusion centre j gets back Zk which is projected back
to the current value of Z(j)
k
to minimize ‖ZkU − Z(j)k ‖ where
MNRAS 000, 1–9 (2018)
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U ∈ C2×2 is determined by solving the matrix Procrustes
problem (Yatawatta 2013).
We make several remarks regarding (11) here:
• The scheme of local consensus optimization together
with global federated averaging is already being used in
other applications, see e.g., (Savazzi et al. 2019), which we
can use for further enhancement of our algorithm.
• The averaging (12) assumes the number of datasets are
equally distributed between each fusion centre and the as-
sociated compute agents. If this is not the case, a weighted
average can be performed here. Moreover, in order to han-
dle missing data or already flagged data, a similar weighting
scheme can be applied.
• Consider the case where the data available at each fu-
sion centre span a narrow bandwidth, or in other words,
the columns of B fi for all fi local to a fusion centre span a
narrow region (compared to the case where the full set of
frequencies is used to evaluate the basis). In this case, solv-
ing (11) will be highly ill-conditioned. By having α > 0, we
can reduce this ill-conditioning. In other words, via Zk , we
can feed information available at other frequencies (or other
fusion centres) to each fusion centre. In the extreme case, by
making α → ∞, we can force all fusion centres to only use
the federated average as the solution for (11).
• Instead of using (12) for finding Zk , we can use other
sources of information as well. For instance, we can rely
on physical models for the beam shape and the ionosphere
(Yatawatta 2018; Albert et al. 2020) to derive Zk and feed
this to calibration using (11).
• The update (12) does not have to be performed at the
same cadence as the update of (11). Moreover, if one fu-
sion centre does not receive an updated value for Zk , the
calibration can be carried out by using and older value for
Zk or, in the extreme case, by making α = 0. When α = 0,
we revert to our previous calibration schemes (Yatawatta
2015; Yatawatta et al. 2018b). This is useful when the data
are stored in multiple data processing clusters. Each fusion
centre is connected to its compute nodes via a fast and re-
liable local network while the communication between each
fusion centre and the federated averaging centre is through
the slow and unreliable internet. Furthermore, we have to
preserve privacy and security when communicating via the
internet and we can use a specialized communication scheme
between the fusion centres and the federated averaging cen-
tre to achieve this.
We summarize the distributed stochastic calibration
scheme in algorithm 1. There is basically three iterative
loops in algorithm 1. We try to minimize the number of
epochs E since we read the data from disk. We also try to
maximize M, the number of mini-bacthes, because the size
of the data read into memory is proportional to 1/M. We try
to keep the maximum number of ADMM iterations A as low
as possible as well, to cut down the number of times data is
read and also to cut down the network bandwidth use. We
however caution that the best values of A, E and M need to
be determined to suit each situation and it depends on many
variables including the signal to noise ratio of the data, the
number of constraints, the number of directions being cali-
brated K, the network bandwidth, and the memory of each
compute node as well as the disk reading speed.
In section 4, we test the performance of distributed
Algorithm 1 Distributed stochastic calibration
Require: Number of ADMM iterations A, Number of mini-
batches M and Number of epochs E
1: Initialize Yk fi ,Z
(j)
k
,Xk to zero ∀k, i, j
2: for a = 1, . . . , A do
3: {In parallel at all compute agents and fusion centres}
4: for e = 1, . . . , E do
5: for m = 1, . . . ,M do
6: {Using m-th mini-batch of data, ∀k, i, j}
7: Compute agents solve (9) for Jk fi
8: Fusion centres solve (11)
9: Yk fi ← Yk fi + ρ
(
Jk fi − B fiZ(j)k
)
10: end for
11: end for
12: Update federated average (12)
13: Xk ← Xk + α
(
Z(j)
k
− Zk
)
14: end for
stochastic calibration using simulated data. We also compare
the performance of the stochastic LBFGS scheme with com-
monly used first order stochastic optimization algorithms.
4 SIMULATIONS
The workhorse of our distributed stochastic calibration
scheme is the stochastic LBFGS algorithm presented in
(Yatawatta et al. 2019, 2018a). In contrast, there is a multi-
tude of gradient descent based stochastic optimization meth-
ods that are widely used in machine learning (Robbins &
Monro 1951; Kingma & Ba 2014). Therefore, we first com-
pare the performance of the stochastic LBFGS algorithm
with a widely used gradient descent based optimization
method (Adam) Kingma & Ba (2014) in calibration of ra-
dio interferometric data. We have implemented the LBFGS
algorithm in PyTorch (Paszke et al. 2017) 1, a popular ma-
chine learning software.
We simulate an interferometric array with N = 62 sta-
tions, observing a point source of 1 Jy at the phase centre
(K = 1). The full batch size is T = 10 times lots at a single
frequency (B = 1). We generate Jones matrices in (1) with
complex circular Gaussian entries having zero mean and unit
variance. Finally, we add additive white Gaussian noise to
the corrupted data with a signal to noise ratio of 0.1. For
calibration, we minimize the cost (5) for this dataset with
several mini-batch sizes M. The smallest mini-batch size is
M = 1 time slots and the largest is M = 10 = T , which also
corresponds to full batch mode of calibration. The number
of mini-batches for a single epoch is T/M and varies from
10 to 1, respectively. For LBFGS, we use memory size of 7
and 4 iterations per each mini-batch. For Adam, we use a
learning rate of 0.1. We measure the performance in terms of
the robust cost gi(θ), evaluated for each mini-batch number
i, and normalized by 1/M.
We show the results of the comparison between LBFGS
and Adam in Fig. 3. In Fig. 3 (a), we plot the reduction
of the cost with computing time (measured using a single
1 https://github.com/SarodYatawatta/calibration-pytorch-test
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Figure 2. Distributed stochastic calibration framework. Data are distributed across multiple networks. There are D fusion centres
and the 1-st fusion center is connected to C compute agents that access the data stored local to them. The total number of datasets
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Figure 3. Comparison of LBFGS with Adam for various mini-
batch sizes M . (a) The reduction of cost with compute time. (b)
The reduction of cost with mini-batch number. While Adam uses
much less compute time to calibrate each mini-batch, it conver-
gences much slower.
CPU) while in Fig. 3 (b), we show the reduction of the
cost with each mini-batch of data processed. We see that
Adam runs much faster than LBFGS, processing more mini-
batches of data within a given CPU time interval. However,
the convergence (or the reduction of cost) of Adam is slower
than LBFGS, illustrating their first-order and second-order
convergence rates which is well known Fletcher (1987); Liu
& Nocedal (1989). In particular, if we count the number
of mini-batches required for each algorithm to reach con-
vergence, we see in Fig. 3 (b) that LBFGS needs far fewer
mini-batches. As shown in Fig. 2, we need to read each mini-
batch of data from disk, and the cost of reading data is much
less for LBFGS, making it the preferred choice for stochastic
calibration.
Having established the superiority of stochastic LBFGS
for our particular use case, we test the performance of dis-
tributed stochastic calibration in the next simulation. In or-
der to do this, we again simulate an inteferometric array
with N = 62 stations (similar to LOFAR (van Haarlem et al.
2013)). Data is simulated over 8 subbands uniformly dis-
tributed in the frequency range 115 MHz to 185 MHz, and
each subband has 64 channels each, with each channel hav-
ing a bandwidth of 3 kHz. The bandwidth of each subband is
0.192 MHz and the total bandwidth is therefore 1.536 MHz.
The total observation time is 20 minutes, with data sampling
at every 1 second. Therefore, the total number of datapoints
is 1200.
We simulate K = 2 points sources in the sky (with flux
densities 3 Jy and 1.5 Jy) and corrupt their signals with di-
rection dependent systematic errors. The systematic errors
are modeled as Jones matrices with complex circular Gaus-
sian entries with zero mean and unit variance. Moreover,
the systematic errors are randomly varied for every 10 time
samples and also varied smoothly over frequency (by multi-
plying them with low order polynomials in frequency). An
additional 150 weak sources (flux density in the range 0.01
Jy to 0.1 Jy) randomly positioned across a field of view of
7 × 7 square degrees are also added to the simulation, but
without any systematic errors (mainly to check the accuracy
of calibration). Next, the total signal is multiplied by a ran-
dom and smooth bandpass polynomial, per each subband.
Additive white Gaussian noise with a signal to noise ratio
of 0.1 is added to this signal. Finally, Radio frequency in-
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(a)
(b)
Figure 4. Visibility amplitude of XX correlation of one baseline,
showing both narrow band high and broad band low RFI (a)
before calibration, and (b) after calibration.
terference is also added. Both broad band (long duration),
low amplitude as well as narrow band (narrow duration),
high amplitude RFI is randomly simulated and added for
a randomly selected subset of baselines. We show a typical
sample of RFI added to the data in Fig. 4 (a).
For consensus optimization, we construct a Bernstein
basis with F = 3 basis functions. The basis spans the full
frequency range [115, 185] MHz. In order to calibrate this
dataset, we use D = 8 fusion centres (see Fig. 2) and each
fusion centre works with C = P = 16 compute agents. The
original 64 channels of each subband is averaged to B = 16 for
obtaining a solution. We obtain a solution for every T = 10
time samples using a mini-batch size of M = 5 (so 2 mini-
batches in total). We show the performance of calibration in
terms of three criteria in Fig. 5. We measure the primal resid-
ual ‖Jk fi −Bk fiZ(j)k ‖, the dual residual ‖
(
Z(j)
k
)new− (Z(j)
k
)old ‖
and the federated averaging residual ‖Z(j)
k
− Zk ‖ with each
iteration (or mini-batch). We have normalized each quantity
in Fig. 5 by the sizes of the matrices involved and find the
average value for all k, i, j. We have E = 2 and M = 2 and
because of this, the federated averaging residual is updated
at every E×M = 4 mini-batches. We have varied the regular-
Figure 5. Convergence for three different values of α. We show
the dual residual, primal residual and federated averaging residual
from top to bottom.
ization factor for federated averaging – i.e., α = 0.01, 1, 100
while keeping the consensus penalty at ρ = 1.0.
We make several observations from Fig. 5. First, we see
that the primal residual shows no improvement with itera-
tions, this is because our basis functions with F = 3 do not
have enough freedom to completely describe the frequency
behavior of the systematic errors. We remind the reader that
in addition to the global variation within the full band of
[115, 185] MHz, there is local variation within 0.192 MHz of
each subband due to the bandpass shapes we have intro-
duced. Therefore, the systematic errors have more variation
than what is assumed by the consensus polynomials and
the primal residual reflect this. The marked difference in
performance is seen in the dual residual and the federated
averaging residual. For α = 0.01, the regularization is too
low for the federated averaging to come into effect and the
federated averaging residual diverges. In other words, each
fusion centre finds a solution for Z(j)
k
that is much different
from the federated average. When α = 100, the federated
averaging is forced upon each fusion centre and this gives
poor performance as seen in the dual and primal residuals.
The best result is obtained at α = 1, when we see both dual
residual and federated averaging residual go to a low value
together and in this case, we can say that each fusion cen-
tre has a solution Z(j)
k
that is also globally accepted. This is
what we want to achieve in terms of the physical origins of
the systematic errors.
We calibrate the full dataset with the number of ADMM
iterations set to A = 4 and with α = 1. The total number
of mini-batches used for each calibration run is therefore
A × E × M = 4 × 2 × 2 = 16 and this is lower than in Fig.
5. The solutions are initialized with the solution obtained
for the averaged data of the first subband for the first 10
time samples. We show the images of a small area in the
sky surrounding the brightest source being calibrated ( 3 Jy
) in Fig. 6. We see that the contribution from this source
is cleanly removed from the data and in Fig. 6 (b), only
the weak sources and the RFI remain (see Fig. 4 (b)). This
sky-subtracted data can be used for better RFI mitigation
as in (Wilensky et al. 2019). Considering the computational
effort, we use D = 8 fusion centres, each working with a
MNRAS 000, 1–9 (2018)
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Figure 6. Images showing the area around the strongest source 3
Jy peak flux (a) before calibration, and (b) after calibration. Weak
sources and artefacts due to RFI are still present after calibration.
subband of data. Therefore, the network traffic at the feder-
ated averaging centre has to deal with 8 messages at a time.
In contrast, in our previous distributed calibration software,
either we need to use D × P = 8 × 16 = 128 fusion centres
(Yatawatta 2015) (high network traffic) or we need to multi-
plex data by a factor of 1/16 (Yatawatta et al. 2018b) (slow
convergence).
Looking back at Fig. 4, we see that the RFI is well pre-
served even after calibration. This is attributed to the robust
cost function used in calibration Kazemi & Yatawatta (2013)
and this is also confirmed by (Sob et al. 2019). Therefore,
after stochastic calibration, better RFI mitigation can be
achieved using techniques similar to (Wilensky et al. 2019).
5 CONCLUSIONS
We have presented a distributed stochastic calibration
scheme that minimizes the use of compute memory and net-
work traffic for the calibration of large data volumes at their
highest resolution. We have also highlighted the many appli-
cations of this calibration scheme in radio astronomy. Ready
to use software based on this scheme is already available2
and we will explore this further for various science cases in
radio astronomy in future work.
2 http://sagecal.sourceforge.net/
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