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1. Introduction
Let k and M be positive natural numbers; the (k;M)-Capelli polynomial was dened
in [8] as follows:
Ck;M (X ) =
X
=12k
2Sym(kM);j2Sym(M)
sgn()
MY
r=1
x(1)1(r)x
(2)
2(r) : : : x
(k)
k (r)
:
Here X=fx( j)r : 16r6M; 16j6kg is a set of non-commuting indeterminates; for each
j, j2Sym(M) is a permutation of the variables fx( j)r : 16r6Mg and  is the product
of 1; 2; : : : ; k viewed as a permutation of X . The sum is taken over all permutations
arising this way. The special cases k = 1; 2 are well known:
C1;M (X ) =
X
2Sym(M)
sgn()x(1)x(2) : : : x(M)
is the standard polynomial SM , while
C2;M (X; Y ) =
X
;2Sym(M)
sgn( )x(1)y(1)x(2)y(2) : : : x(M)y(M)
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is the double Capelli polynomial in fx1; : : : ; xM ; y1; : : : ; yMg. It follows from a recent
theorem of Domokos that, for any k, Ck;M lies in the T -ideal generated by SM [4].
Now let 
 be any commutative ring with 1 and consider the full matrix ring Mn(
)
of n  n matrices over 
. A classical theorem due to Amitsur and Levitzki states
that SM (X ) = 0 is a polynomial identity on Mn(
) precisely if M>2n (cf. [2]). More
generally, one can ask when is Ck;M = 0 a polynomial identity on Mn(
). The case
k = 2 has been settled by Chang [3] and Giambruno and Sehgal [5] independently,
while the case k = 3 was considered in [8]: if 
 is of even characteristic, the same
condition (viz. M>2n) is both necessary and sucient for C2;M = 0 and C3;M = 0
to be polynomial identities on Mn(
). As to the general case, it is proved in [8] that
Ck;M = 0 is a polynomial identity on Mn(
) if M>2n.
The aim of this paper is to prove the converse: Ck;M =0 is not a polynomial identity
on Mn(
) if M < 2n. We shall in fact prove this for a larger and probably more in-
teresting class, the class of skew Capelli polynomials (for the denition see Section 4).
We shall use the graph-theoretical machinery developed in [8], a generalization of
Swan’s technique used in his elegant proof of the Amitsur{Levitzki Theorem [7].
Our most important tool is the blow-up graph associated with a given specializa-
tion of the variables as matrix units. The proof of our main result will boil down
to showing that the appropriate blow-up graphs have an odd number of Eulerian
paths. To tackle this problem, we shall employ the Aardenne-Ehrenfest{de Bruijn for-
mula (AEB-formula) from [1] which explicitly gives the number of Eulerian paths
in a directed Eulerian graph in terms of the determinant of something like an ad-
jacency matrix; we shall need the value of this determinant only modulo 2. The
parity of the number of Eulerian paths is easily determined by the AEB-formula
if the graph has a vertex of out-degree at least 3. On the way to our main re-
sult in Theorem 1 we treat the case of Eulerian graphs with vertices of at most
two outgoing edges. Combined with the AEB-formula we obtain transparent necessary
and sucient conditions for any Eulerian graph to have an odd number of Eulerian
paths.
We note that for (non-skew) Capelli polynomials, the results to be proved were also
obtained by Kortesi (see [6]) using a dierent approach.
2. Background
Throughout this paper 
 denotes an arbitrary commutative ring of even characteristic.
All our graphs are directed and almost all are connected (if not, we shall say so)
with multiple edges and loops allowed. Let   be a directed graph with vertex set
V( ) = fC1; C2; : : : ; Ckg and edge set E( ) = fx1; x2; : : : ; xNg. (We usually take V( ) =
f1; 2; : : : ; kg.) For each 16r6N , xr is an edge from (r) to (r), both in V( ).
For each pair i; j 2 V( ) we put  (i; j) for the number of edges from i to j. The
number of edges starting (terminating) at a given vertex i is denoted by +  (i) (
−
  (i)).
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Thus,
+  (i) =
kX
j=1
 (i; j) and −  (i) =
kX
j=1
 (j; i):
We write  (i) for maxf+  (i); −  (i)g. A connected directed graph is said to be
Eulerian if one of the following two conditions hold:
(1) +  (i) = 
−
  (i) for all i 2 V( );
(2) 9p; q 2 V( ) such that +  (p)=−  (p)+1; −  (q)=+  (q)+1 and +  (i)=−  (i)
for all i 2 V( ) n fp; qg.
An equivalent characterization of Eulerian graphs is that they contain directed covering
paths (or simply Eulerian paths) and have no isolated vertices. It is easy to see that in
case (1) such a path may start at any (and hence must end at the same) vertex while if
(2) applies, it must start at p and end at q. We shall nd it convenient to x a starting
and an end point (even in case (1)). Thus, for us here, an Eulerian graph  =( ;p; q)
comes with two distinguished vertices p and q (which coincide in case (1)) and we
only consider those Eulerian paths which start at p and end at q. Such a covering path
may be regarded as a  permutation of the edges (or rather their indices) for which
((1)) = p; ((N )) = q;
((r)) = ((r + 1)) for all 16r6N − 1
and
N[
r=1
f(r); (r)g= V( ):
We shall denote the set of all such permutations by ( ;p; q), or simply by ( ),
and call it the path set of  . It is clear that ( )Sym(N ). Let   = ( ;p; q) be
an Eulerian graph. The polynomial P (X ) in the set X = E( ) of non-commuting
indeterminates, induced by  , is dened as follows:
P (X ) =
X
2( )
sgn()x(1)x(2) : : : x(N )
This polynomial is clearly multilinear; thus in order to show that P (X ) = 0 is a
polynomial identity on Mn(
), it suces to check that P (X ) vanishes under sub-
stitutions of nn matrix units. Let S be such a substitution represented by the set map
S :X ! fEab: 16a; b6ng, xSr =Ea(r)b(r). We next dene the blow-up graph  S induced
from   by S. As a set, the edge set remains unchanged: E( ) = E( S). As to the
vertices, we start with the set V( ) f1; 2; : : : ; ng (this may be visualized as blowing
up each vertex into n points) and set S(r) = ((r); a(r)) and S(r) = ((r); b(r)).
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The transformation of E( ) into E( S) may be illustrated as follows:
xr
S7!Eab; 
i
xr!
j
 s
(i; 1) (j; 1)
(i; 2) (j; 2)
:
(i; a) xr! (j; b)
:
(i; n) (j; n)
:
The vertex set can now be dened by setting
V( S) =
N[
r=1
fS(r); S(r)g:
This restriction of V( )  f1; 2; : : : ; ng ensures that  S has no isolated points. The
importance of blow-up graphs is underlined by the following
Proposition 1. Let   be an Eulerian graph and S :E( ) ! fEab: 16a; b6 ng a
substitution. Then the value of P (X ) under S is
P (X S) =
X
16a;b6n
0
@ X
2( S ;(p;a);(q;b))
sgn()
1
AEab:
The statement follows by the proof of [8, Theorem 1].
3. Permutation and adjacency matrices
Let   be a directed graph with vertex set f1; 2; : : : ; kg; the adjacency matrix A( )
associated with   is dened as follows:
A( ) = [ (i; j)]:
We shall need another adjacency-type matrix
A( ) = [gij] where gij =
− (i; j) if i 6= j;
 (i)−  (i; i) if i = j:
It follows, that A( ) and A( ) are k  k matrices over Z.
We can now give the AEB-formula in the form as it was rst used in [9]. Let  
be an Eulerian graph with distinguished points p and q. Then
j( )j= +  (q)!
2
4Y
i 6=q
(+  (i)− 1)!
3
5 det(G);
where G =A( ) if p 6= q (i.e. in case (2)) and G is the (k − 1) (k − 1) minor of
gii if p=q (in case (1)); the value of det(G) in this case is independent of the choice
of 16i6k.
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We next collect a few simple properties of A( ) and A( ). First we need a
denition. Let   be a directed graph. Keeping the vertex set of  , we dene
another directed graph,  ^ by adjoining to E( ) a loop for each vertex i, for which
 (i) = 1:
V( ^) = V( ) and E( ^) = E( )
a
fei :(ei) = (ei) = i;  (i) = 1g:
Lemma 1. Let   be a (connected) directed graph. Then
j( )j= j( ^)j:
If; in addition;
() 16 (i)62 for each i
then
det(A( ))  det(A( ^))mod 2:
(In fact A( ) = 2I − A( ^); where I is the identity matrix.)
Proof: Both statements follow by construction.
Before stating our next result, we recall some notions of matrix theory. Let
P = [pij] 2 Mn(Z) denote the permutation matrix which permutes columns by
postmultiplication according to  2 Sym(n). Using Kronecker ’s, the entries pij can
be written in the form
pij = (i);j; 16i; j6n:
(When dealing with permutation matrices, we write permutations on the right.) Thus
in the ith row of P , the 1 entry stands in column (i), i.e.
P =
nX
i=1
Ei; (i):
The multiplication rule PP=P is now obvious; in particular: P−1 =P−1 . Note that
(i);j = i; ( j)−1 ; this shows that by premultiplication, P permutes rows according to
−1. Now omit the 1 entry of the i0th row of P; we get the matrix D= P − Ei0 ;(i0)
which we shall call an almost-permutation matrix. We can now state our next result
which will prove useful.
Lemma 2. Let D 2 Mn(Z) be the almost-permutation matrix dened above. Then
det(I + D)  1mod 2
if and only if  consists of a single cycle (of length n).
Proof: Let
=
sY
r=1
(c(r)1 ; c
(r)
2 ; : : : ; c
(r)
lr );
sX
r=1
lr = n
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be the cyclic decomposition of . Without loss of generality, we may assume that
c(1)l1 = i0. Putting (i0) = j0, we have c
(1)
1 = j0. As is well known, there exists
2Sym(n), such that
−1 = (1; 2; : : : ; l1)(l1 + 1; : : : ; l1 + l2) : : : (n− ls + 1; : : : ; n)
with (i0) = l1 and (j0) = 1. Now P−1 = P−1PP is of the form
diagfC1; C2; : : : ; Csg=
2
66664
C1 0 0  0
0 C2 0  0
0 0   
    0
0 0  0 Cs
3
77775 ;
where
Cr =
2
66666664
0 1 0 0  0
0 0 1 0  0
0 0 0 1  
     0
0 0  0 0 1
1 0  0 0 0
3
77777775
2 Mlr (Z):
Since P−1Ei0j0P = El11, we have
det(I + D) = det(diagf(I + C1 − El11); (I + C2); : : : ; (I + Cs)g)
= det(I + C1 − El11)
sY
r=2
det(I + Cr):
It is clear that
det(I + C1 − El11) = 1
while
det(I + Cr) =

2 if lr is odd;
0 if lr is even
and this proves the claim.
The rst part of Lemma 1 shows that   and  ^ have the same number of covering
paths. Assume now that   is an Eulerian graph which satises () and is of type
(2); it is easy to see that in  ^, for all i 62 fp; qg we have +(i) = −(i) = 2 while
+(p)=−(q)=2 and +(q)=−(p)=1. It is not hard to show (e.g. by induction) that
A( ^) can be written as P+Q, where Q is an almost-permutation matrix Q=P−Eqp
(whence (q)= p). We note that here  and  are by no means unique.
We can now prove the main result of this section.
Theorem 1. Let   be an Eulerian graph of type (2) which satises () and write
A( ^)=P+Q; where Q is an almost-permutation matrix; Q=P−Eqp: The following
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conditions are equivalent:
(i)   has an odd number of covering paths;
(ii) det(A( ^))  1mod 2;
(iii) −1 consists of a single cycle.
Remark: If (iii) holds, −1 corresponds to a walk covering  ^, with the property that
a step along a -edge is followed by a step along a -edge, the former preserve their
orientation while the latter reverse it.
Proof: In view of the AEB-formula, (i) , (ii) is essentially Lemma 1.
(ii),(iii): Clearly,
det(P + Q)  det[(P + Q)P−1 ] = det(I + QP−1 )mod 2:
Moreover, QP−1 = P−1 − Eq; (p)−1 is again an almost-permutation matrix and now
Lemma 2 completes the proof.
We note that the above theorem also covers Eulerian graphs of type (1). Let   be
such a graph and assume that it satises (). If  (i) = 2 for all i, the AEB-formula
shows that j( )j is even for any choice p= q. Assume  (i0) = 1 and denote by  0
the graph obtained by dropping vertex i0 and the edges starting and terminating at i0
(one each). It is easily checked that j( ; i0; i0)j= j( 0)j and  0 is of type (2).
4. Skew Capelli graphs blown up
Let k, m0 and m00 be natural numbers; the skew Capelli graph   =  (k; m0; m00) is
shown in Fig. 1.
Put M = m0 + m00, then   has kM edges and k vertices. Now put P  = Ck;m0 ;m00 ;
by [8, Theorem 1], if M>2n, Ck;m0 ;m00 = 0 is a polynomial identity on Mn(
) for any
commutative ring 
 with 1. We note that if m0 = 0 or m00 = 0, we have P  = Ck;M .
We can now prove our main result:
Theorem 2. Let m0 + m00 =M < 2n. Then Ck;m0 ;m00 = 0 is not a polynomial identity
on Mn(
).
Proof: We restrict our attention to the crucial case when M=2n−1. If M < 2n−1, then
2t−26M62t−1 for some t6n and the proof presented below will give the stronger
assertion that Ck;m0 ;m00 = 0 is not a polynomial identity on Mt(
). By Proposition 1, it
is clear that it suces to exhibit a blow-up graph  S and two distinguished vertices for
which j( S)j is odd; here S is an evaluation of the kM variables of Ck;m0 ;m00 as nn
matrix units over 
. We shall actually start with the blow-up graph; the evaluation can
easily be recovered. Since M is odd, either m0 or m00 is odd. Without loss of generality,
we may assume that m0 = 2n0 and m00 = 2n00 − 1, it follows now that n0 + n00 = n.
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Fig. 1.
Case 1: m0 6= 0. The vertex set f(i; r): 16i6k; 16r6ng of our blow-up graph can
be written as the union
f(i; r): 16i6k; 16r6n0g [ f(i; n0 + s): 16i6k; 16s6n00g:
In order to simplify our presentation, we shall relabel the vertices belonging to the
second set as follows: instead of (i; n0 + s) we shall write (k + i; s). For k = 1 and 2
our assertion holds. Assume k>3. We distinguish between two cases according to the
parity of k.
Case 1.1: k is odd. When k=3, a slight modication of the construction and calcu-
lations corresponding to the non-skew case given in [8] can be used to nd a blow-up
graph with an odd number of covering paths. Let k>5. The required substitution is
given by the blow-up graph shown in Fig. 2 (disregarding the loops which have been
added to save space required yet another gure for  ^S).
Explicitly,
 S ((i; r); (i − 1; r)) =  S ((1; r); (k; r)) = 1 for 26i6k; 16r6n0;
 S ((2i; r); (2i − 1; r + 1)) =  S ((1; r); (k; r + 1)) = 1
for 16i6
k − 1
2
; 16r6n0 − 1;
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Fig. 2.
 S ((2i + 1; r); (2i; r − 1)) = 1 for 16i6
k − 1
2
; 26r6n0;
 S ((k + i; s); (k + i + 1; s)) =  S ((2k; s); (k + 1; s)) = 1
for 16i6k − 1; 16s6n00;
 S ((k + 2i − 1; s); (k + 2i; s+ 1)) =  S ((2k; s); (k + 1; s+ 1)) = 1
for 16i6
k − 1
2
; 16s6n00 − 1;
 S ((k + 2i; s); (k + 2i + 1; s− 1)) = 1 for 16i6
k − 1
2
; 26s6n00;
 S ((2i; n
0); (k + 2i − 1; n00)) = 1 for 26i6k − 1
2
;
 S ((k + 2i + 1; n
00); (2i; n0)) = 1 for 16i6
k − 1
2
;
 S ((2; n
0); (k + 1; 1)) =  S ((1; n
0); (2k; n00)) = 1;
 S ((i; r); (j; s)) = 0 otherwise:
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Fig. 3.
On adding a loop to each vertex  with  S () = 1 we obtain  ^S as shown in Fig. 2.
Now  S and  ^S coincide except that
 ^S ((2i + 1; 1); (2i + 1; 1)) =  ^S ((k + 2i; 1); (k + 2i; 1)) = 1 for 16i6
k − 1
2
:
We can write E( ^S) as the union of sets E1 of bold edges and E2 of ne edges
and loops in Fig. 2. Put P and Q for the corresponding kn  kn matrices; we have
A( ^S) = P + Q. The structure of A( ^S) is shown in Fig. 3; the bold ‘1’ entries
correspond to edges belonging to E1 while ne ones to those in E2.
On inspecting A( ^S) we nd that P = P and Q = P − E(k+1; n00)(1;1), where  and
 are permutations of the kn vertices of  ^S with (1; 1) = (k + 1; n00). The cyclic
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decompositions of  and  are
=
n0Y
r=1
((k; r); (k − 1; r); : : : ; (1; r))
n00Y
s=1
((k + 1; s); (k + 2; s); : : : ; (2k; s)) (3.1)
and
= ((1; 1); (k; 2); (k − 1; 1); : : : ; (2; 1); (1; 2); (k; 3); (k − 1; 2); : : : ; (2; 2); (1; 3); : : :
...
: : : ; (1; n0 − 1); (k; n0); (k − 1; n0 − 1); : : : ; (2; n0 − 1); (1; n0); (2k; n00);
(k−1; n0); (2k−2; n00); : : : ; (k+3; n00); (2; n0); (k+1;1); (k+2;2); (k+3;1); : : :
: : : ; (2k; 1); (k + 1; 2); (k + 2; 3); (k + 3; 2); : : : ; (2k; 2); (k + 1; 3); : : :
...
: : : ; (k+1;n00−1); (k+2; n00); : : : ; (k+3; n00−1); : : : ; (2k; n00−1); (k+1; n00))
(k−1)=2Y
i=1
((2i + 1; 1))
(k−1)=2Y
j=1
((k + 2j; 1)): (3.2)
It remains to determine the cyclic decomposition of −1 which, in view of (3.1) and
(3.2), is a routine exercise. In terms of  ^S , −1 corresponds to a walk along the
edges with the property that a step along a thin edge is followed by one along a thick
edge and vice versa, and further, steps along thin edges preserve the orientation while
those along thick ones reverse it. We start with vertex (2; 1):
−1 = ((2; 1); (2; 2); : : : ; (2; n0); (2k; 1); (2k; 2); : : : ; (2k; n00);
(k; n0); (k; n0 − 1); : : : ; (k; 1);
(1; 1); (1; 2); : : : ; (1; n0); (2k − 1; n00); (2k − 1; n00 − 1); : : : ; (2k − 1; 1);
(2k − 2; 1); (2k − 2; 2); : : : ; (2k − 2; n00); (k − 2; n0);
(k − 2; n0 − 1); : : : ; (k − 2; 1);
(k − 1; 1); (k − 1; 2); : : : ; (k − 1; n0); (2k − 3; n00);
(2k − 3; n00 − 1); : : : ; (2k − 3; 1);
(2k − 4; 1); (2k − 4; 2); : : : ; (2k − 4; n00); (k − 4; n0);
(k − 4; n0 − 1); : : : ; (k − 4; 1);
(k − 3; 1); (k − 3; 2); : : : ; (k − 3; n0); : : : ; (4; 1); (4; 2); : : : ; (4; n0);
(k + 2; n00); (k + 2; n00 − 1); : : : ; (k + 2; 1); (k + 1; 1);
(k + 1; 2); : : : ; (k + 1; n00)): (3.3)
Thus −1 consists of a single cycle and from Theorem 1 we deduce that ( S; (1; 1);
(k + 1; n00)) has an odd number of Eulerian paths. Our assertion now follows from
Proposition 1.
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Fig. 4.
Case 1.2: k is even. For the 4-fold non-skew Capelli polynomial the assertion has
been proved by Kortesi [6]. The graph representing the required substitution is easily
seen to be isomorphic to the one required in the skew case.
Assume k>6. Our substitution is given by the blow-up graph, without the loops, in
Fig. 4.
This is an Eulerian graph of type (2). In view of the remark following the proof of
Theorem 1, the determination of the parity of j( ; (k+1; n00); (k+1; n00))j is analogous
to the one employed in the odd case; we drop vertex (k + 1; n00). We shall simply list
the calculations:
=
n0−1Y
r=1
((1; r); (k; r + 1); (k − 1; r); : : : ; (2; r + 1))
n00−1Y
s=1
((k + 1; s); (k + 2; s+ 1); (k + 3; s); : : : ; (2k; s+ 1))
((1; n0); (2k; 1); (k − 1; n0); (2k − 2; 1); : : : ; (k + 2; 1))
k=2Y
i=1
((2i; 1))
k=2Y
j=2
((k + 2j − 1; n00)); (3.4)
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=
n0Y
r=1
((k; r); (k − 1; r); : : : ; (1; r))
n00−1Y
s=1
((k + 1; s); (k + 2; s); : : : ; (2k; s))
((k + 2; n00); (k + 3; n00); : : : ; (2k; n00)) (3.5)
and
−1 = ((k+1; n00−1); (k+1; n00 − 2); : : : ; (k+1; 1); (3; n0); (3; n0−1); : : : ; (3; 1);
(2; 1); (2; 2); : : : ; (2; n0); (k + 2; 1); : : : ; (k+2; n00); (k+3; n00); : : : ; (k+3; 1);
(5; n0); : : : ; (5; 1); (4; 1); : : : ; (4; n0); (k + 4; 1); : : : ; (k + 4; n00);
(k + 5; n00); : : : ; (k + 5; 1);
(7; n0); : : : ; (7; 1); (6; 1); : : : ; (6; n0); : : : ; (2k − 4; 1); : : : ; (2k − 4; n00);
(2k − 3; n00); : : : ; (2k − 3; 1); (k − 1; n0); : : : ; (k − 1; 1);
(k − 2; 1); : : : ; (k − 2; n0);
(2k−2; 1); : : : ; (2k−2; n00); (2k−1; n00); : : : ; (2k−1; 1); (1; n0); : : : ; (1; 1);
(k; 1); : : : ; (k; n0); (2k; 1); : : : ; (2k; n00)): (3.6)
Case 2: m0 = 0 or m00 = 0. Without loss of generality, we may assume that m0 = 0;
the arguments given in Cases 1.1 and 1.2 apply.
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