Abstract-Short answers essay typed examination requires the students to write their answers in short sentences. Marking the short answers essay typed examination requires lecturers to compare the similarity of sentences from the answer scripts and marking scheme. Sentence similarity is defined as sentences that have similar meaning but they are different because of the words used or their construction structure. Automatic Marking System for Short Answers Examination (AMS-SAE) is a system that has been developed to grade students' answers based on the given marking scheme. Marks are given to the essays based on the representation of the Grammatical Relations (GRs) extracted from the sentences. The average point different between the marks computed by AMS-SAE and human are 0.049, 0.028 and 0.18. The results show that the scores are low and AMS-SAE could award similar marks as the human awarded.
I. INTRODUCTION
The effort to mark essay-typed examination automatically has started in 1960s. One of the earliest software that is introduced is known as Project Essay Grade (PEG) [1] . To date, there are many software to mark English essay-typed examinations such as C-rater, E-rater, and Latent Semantic Analysis [10] . There are also software to mark Malay essay-typed examination such as the software to mark the History subject examination [7] .
The essay-typed examination can be categorized into two: long essay answers and short essay answers. The long essay answers are free text essays where the students are given a topic to be discussed in a long essay. This type of essay has common features to be marked by the lecturers such as the style of writing and the contents [1] . The style includes the punctuation and spelling. The short essay-typed answers are written in short sentences where the style is not important for marking. Marking short answer essay is relying heavily on the contents of the essays only [7] . Marking short answer essaytyped examination differs from marking the free test essay, where the score of the latter is the total of the style and contents .
II. AUTOMATED MARKING
Teaching staffs around the world are facing problems to minimize the amount of time spent on the test associated with marking the students' essays. Marking the essays will never be as simple as marking multiple-choice answers. With the advent of large student numbers, the marking load has become time consuming. In addition, the subjective nature of essay assessment leads to variation in marks awarded by different human examiners, which in turn is a source of unfairness.
To identify similar sentences is not an easy task but it is very important to the lecturers and teachers when they have to mark the examinations. According to Reference [3] , about 30% of teachers' time is devoted to marking. They can use the time taken to mark the essays, to focus on other important task for teaching such as develop more effective instructional materials to improve reading, writing and other communication abilities so that they can deliver quality knowledge to the students.
Essays are combination of sentences that form information and writing short essays are integral to the examinations and in these circumstances, there is a demand for an automatic marking system [8] . The automatic recognitions, will identify the failure to properly analyze the sentence structure [9] . The main objective discusses in this paper is to mark Malay short answer essay-typed examination. The marking process checks whether the sentences in the answer scripts are similar with the answer in the marking scheme. In order to decide for their similarities, the sentences are compared.
III. RELATED WORKS
C-rater is an application for short answers examination which has been developed by ETS Technologies [2] . The application measures understanding of content materials for the response answers to the questions. It maps the answers onto a model and then demonstrates the correctness of the response or, falling that, its incorrectness or inadequacy [2] . The c-rater consists of the following modules:
i.
Shallow syntactic analysis
ii.
Pronoun resolution iii. Morphology iv.
Morphology and negation v.
Filling in the semantic gaps vi.
Matching
The model has been constructed manually and requires every question to have correct answers. The answers will be mapped automatically in the mapping module. The mapping module enables the c-rater to score specific ideas, such as from science, mathematics, reading comprehension and database management. The c-rater is not suitable for scoring openended essays.
A question is designed to elicit from the student one or more concepts that constitute the correct answer. To cater an enormous number of ways that a single concept can be expressed in natural language, the c-rater scoring engine uses a paraphrase recognizer to identify the set of correct responses as paraphrases.
Much of the variation in responses are due to differences in surface syntax. To recover a canonical syntactic form, the crater first generates a shallow syntactic analysis from which it extracts the predicate argument structure, or tuples, of each sentence in the response. A tuple consists of a verb in each clause along with its arguments such as subject and object, and complements such as prepositional phrases.
Reference [7] investigates computational linguistic techniques in marking short free text responses automatically. Short free text responses have been defined as the students' answers that range between 1 to 5 lines. These answers are for factual science questions that typically ask candidates to state, describe, suggest and explain where there is an objective criterion for right and wrong. The system is to initially develop the patterns manually, based on the patterns of recurring head words or phrases, with syntactic annotation.
There are all phrases of "It is the same fertilized egg/embryo", and variants of what are written above could be captured by pattern like:
Singular_det + <fertilized egg> + {<split>; <divide>; <break> + {in, into} + <two_halves>, where <fertilized egg> = NP with the content of 'fertilized egg' Singular det = {the, one, 1, a, an} <split> = {split, splitting, has split, etc} <divide> = {divides, which divide, has gone, being broken..} <two_halves> = {two, 2, half, halves}
The system relies on part-of-speech tagging and information on noun phrases and verb groups in the data. The Hidden Markov Model and part-of-speech tagger are used to train text on the Penn Treebank corpus. There are also noun phrase (NP) and verb group (VG) finite state machine (FSM) divider to provide the input to the information extraction pattern matching phase.
The first step in the pattern-matching algorithm is that all patterns are compiled. Afterwards, when an answer arrives for pattern-matching, it is first tagged and all phrases are found. These are then compared with each element of each compiled pattern in turn, until either a complete match is found or all patterns have been tried and no match is found to exist.
The approach requires skill, much labor, and familiarity with both domain and tools [8] . To save time and labor, various researchers have investigated the machine learning approaches to learn Information Extraction (IE) patterns. This requires many examples with data to be extracted, and then the use of suitable learning algorithm to generate candidate IE patterns. The research uses a corpus to be annotated, at least to the extent of indicating which sentences in a text contain the relevant information for particular templates. The groups of similar sentences are grouped together and the patterns are extracted from them. This is done by partial syntactic analysis.
There are phrases in which overlapping contents are combined to derive more general pattern. Lastly, the people that are familiar with the domain annotate the text. Since the approach requires skill and much labor, the research employs the name entity recognition stage in order to exploit redundancy in unannotated data. In practice, the noise in these answers is not trivial. Judging from the experience with the manually written method, this noise can be minimized by annotating the data.
Automark is a software that grade free-text answers to openended questions [4] .The system employs a marking scheme that specifies acceptable and unacceptable answers for each question. The system represents marking scheme answers as syntactic-semantic templates. Development of the templates in the marking scheme is an offline process which is achieved using a custom-written system configuration interface.
The marking process progresses through a number of stages. First, the incoming text is pre-processed to standardize the input in terms of punctuation and spelling. Then, a sentence analyzer identifies the main syntactic constituents of the text, and how they are related. The pattern matching module searches for matches between the marking scheme templates and the syntactic constituents of the students' text. The results for the patterns are processed by the feedback module. Feedback will typically be in the form of a mark.
Automated Text Marker (ATM) is a marking system that marks short answer questions that has been developed at University of Portsmouth [1] . The prototype automatically breaks down an expertly written model answer, to a closedended question, into the smallest unit of concepts with their dependencies accounted for by automatically tagging the resultant concepts and their dependencies. The same process is applied to each student's answer and the resultant concepts and their dependencies are then pattern-matched with those of the marking scheme.
The two main components of the ATM are the syntax analyzer and semantic analyzer. The grammar can be augmented to include a wide-coverage, context-free and formalized grammatical description such as the Generalized Phrase Structure Grammar (GPSG). An example of analyzing a sentence is shown in Fig 1 . There are several CL and NLP techniques that have been proposed and used by the applications discussed above. c-rater extracts Grammatical Relations (GRs) to compare sentences in the students' answers and the marking schemes. The GRs that are used in the c-rater provide the semantic links among the meaning in a sentence. The c-rater works by generating a matrix after performing a shallow syntactic analysis. The analysis extracts the predicate argument structure, or tuples, of each sentence in the response.
A computation for the word similarities is based on the overlapping contexts of words. The disadvantage of c-rater is there will be more than one synonym words appear in the list. Therefore there will be a semi-automated process to choose the synonym words from the a million words corpus.
In UCLES, the patterns are actually the GRs which are enriched with extra information such as singular and plural sign. The patterns are recognized by the Information Extraction where the Backus Naur Form (BNF) is used to capture the patterns. UCLES is very much dependent on a corpus that needs to train the answers. The approach require skill, much labor and familiarity with both domain and tools.
The Automark marks four types of item varying degree of open ended. The items are as follows.
Single word generation ii.
Single value generation iii.
Generation of a short explanatory sentence. iv.
Description of a pattern in data.
The application needs to identify the score by using more than one marking scheme templates. The development of the marking template is not an easy work where the lecturer has to spend time to prepare for the template according to the format. The Automated Text Marker (ATM) uses the language structure in order to compare the sentences. A technique called "Generalized phrase structure grammar" is developed to split the sentences into a meaningful pattern. Then, a pattern matching process is performed based on the concepts and their relationships in the pattern. The ATM is an application that depends heavily on the domain. The pattern matching of the concepts is depending on the tagging process which requires it being done manually before it can be done automatically.
IV. LANGUAGE PROCEESING
Based on the related works that has been discussed in the previous section, the marking processes for the examination using Malay language requires techniques to process the language. The techniques will be adopted from the related works to enable the Malay language processing. For example the syntactic annotation and the dependency group would extract the Grammatical Relations from the Malay sentences.
A short answer examination will has a set of questions, marking scheme and answers. The students write the answers in Malay text based on the questions given to them. The marks will be awarded to the students is based on the similarity of the sentences written with the sentences that are prepare in the marking scheme.
A marking scheme is defined in this research as a text that consists of less than five sentences and it will be the correct answer for the question. The sentences could not be directly compared. This is due to the fact that the sentences could be constructed in various ways. To decide the similarity of the sentences, the important components of the sentences such as subjects, verbs and objects will be compared. The overall process to mark students' answers automatically is shown in Fig 2.   Fig 2 illustrates that the sentences from the marking schemes and the students' answers enter the Computational Linguistic System (CLS) to undergo computational linguistic processing such as tokenizing, recognizing, collocating and extracting the GRs. There will be a database that contains a list of Malay words with their Part of Speech (POS) to support the CLS.
The CLS is composed of tokenizer, reconstructer, recognizer, and trimmer. The tokenizer is composed of three major tasks. First, it splits the sentences into a list of words. Second, it inserts the Part of Speech (POS) into the words according to the pola grammar from the POS library. Lastly, the tokenizer will do a lookup process to merge the words that are supposed to be a collocation. The lookup process searches the words in the original sentence to decide whether they are a collocation. At the end of the process, the tokenizer will produce a list of words with its POS. There is an important module inside the tokenizer that cater the collocations of words. The module is called collocation module. The collocation module merges the words such as atur cara and kuala lumpur. The algorithm reads the word from the list that is produced by the tokenizer and look back into the original sentence. The algorithm decides on the collocation depending on the POS and the location of the word. The collocation algorithm works as follows.
I. if token n + token n+1 EXIST (sentence) then a. token n = token n + token n+1 b. n = n + 1 c. coll = true d. while true i. if token n + token n+1 EXIST (sentence) then 1. n = n + 1 2. coll = true ii. else 1. return true iii. end if e. wend II. else a. return false
III. end if
The reconstructer module reconstructs the sentences and prepares a similar sentence in the basic format. The trimmer module scans and trims the output produced by the recognizer to identify the true subjects, verbs, and objects in the sentences. The recognizer module uses parses the list of tokens to group them into their Grammatical Relation classes. The process starts by recognizing the subject and predicate by the POS information that is tagged with the list of tokens. Then, in the predicate, it searches for the sentence's verbs and objects. If there are more words in the list, the recognizer will decide whether the words are adverbs or adjectives. If not, then they are considered as compound sentences and the recognizer will separate the sentence to stand on its own.
V. MARKING
To mark the essays, the Grammatical Relations(GR) that have been extracted from the students' answers will be compared with the GR in the marking scheme. The comparison processes are as follows, I.
Subject to subject comparison. lstO1, lstSub2, n1, n2, gSub) II.
Verbs comparison
When the subjects are identified as similar, a flag is sent to this module. This module checks for negation and passive signs. If the sign is not met, then it will check for similarity. If the verbs are exactly similar, a true flag is returned otherwise, the thesaurus will be opened to check for their synonyms.
III. Objects comparison
A subject of a Malay sentence can also be at an object position in other sentences. To handle this type of situation, this submodule will either receives subject and object, object and subject, or object and object.
IV. Phrase comparion
This sub-module caters for extra phrases in the subject of a sentence. It is very important since a phrase can contribute to the sentence meaning. For example, Fasa analisis sintaksis is captured as a noun phrase instead of a single subject analisis sintaksis. The comparison of a phrase Fasa analisis sintaksis and a subject analisis sintaksis will not result as similar even though they are similar. The existence of this phrase will change the meaning of the subject.
VI. RESULTS OF MARKING SCHEME
To ensure that AMS-SAE is reliable in giving similar mark as the human, three questions have been picked from a compiler examination are chosen to be the sample of the test. The answers are selected randomly, but the types of sentence are controlled, so that varieties of sentence structure from the 30 to 43 students can be obtained.
Each question is marked by both the AMS-SAE and lecturers. The chosen lecturers have experienced in marking Computer Science answers scripts for Universiti Utara Malaysia, Universiti Kebangsaan Malaysia and Ministry of Education, Matriculation division. They are experienced lecturers in marking and moderating the marking scheme. Since the test is to compare whether the AMS-SAE marks are valid as the marks awarded by the human, then, only one human grader is chosen to mark for each of the question. The test shows that the marks computed automatically from the examination scripts using AMS-SAE are closed to the marks computed manually. The average point different between automatically computes marks and manually computed marks are 0.049, 0.028 and 0.18. There is no clear trend on whether the difference is positive or negative. In some cases, the automated marks are higher and in other cases lower. The minimum difference is zero and the maximum is 1.44.
VII.
CONCLUSIONS The paper discusses techniques to mark short answer essaytyped examination. The techniques which encompass of the Natural Language Processing (NLP) elements to compare sentences have enabled the marking process of the short essays.
The marking is performed by extracting the grammatical relations from the student answers and marking scheme. The techniques compare the grammatical relations and the level of the similarity is classified by measuring the number of their present in the essays.
