The OECD is a unique forum where the governments of 30 democracies work together to address the economic, social and environmental challenges of globalisation. The OECD is also at the forefront of efforts to understand and to help governments respond to new developments and concerns, such as corporate governance, the information economy and the challenges of an ageing population. The Organisation provides a setting where governments can compare policy experiences, seek answers to common problems, identify good practice and work to co-ordinate domestic and international policies.
FOREWORD
In terms of radioactive waste transmutation, accelerator-driven systems (ADS) are considered to be efficient minor actinide burners. However, much R&D work is still required in order to demonstrate the desired capability of the system as a whole, and the current methods of analysis and nuclear data for minor actinide burners are not as well established as those for conventionally fuelled reactor systems.
Recognising a need for code and data validation in this area, the Nuclear Science Committee of the OECD Nuclear Energy Agency (NEA) has organised various theoretical benchmarks on ADS burners. Many improvements and clarifications in nuclear data and calculation methods have been achieved. However, following an initial series of benchmarks, some significant discrepancies in important parameters were not fully understood and still required clarification.
Therefore, this international benchmark based on MASURCA experiments, which were carried out under the auspices of the EC 5 th Framework Programme, was launched in December 2001 in co-operation with CEA (France) and CIEMAT (Spain). A total of 16 different institutions participated in this first experiment-based benchmark providing 34 solutions. This report presents the comparative analysis of the results provided against experimental data.
Many of the figures included in this report are quite complex, as are the calculation details; it was thus determined that the figures and appendices mentioned in the text should be included on the enclosed CD-ROM. 
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EXECUTIVE SUMMARY
The efficient and safe management of spent fuel produced during the operation of commercial nuclear power plants is an important issue. In this context, partitioning and transmutation (P&T) of minor actinides and long-lived fission products can play an important role, significantly reducing the burden on geological repositories of nuclear waste and allowing their more effective use.
Various systems, including existing reactors, fast reactors and advanced systems have been considered to optimise the transmutation scheme. Recently, many countries have shown interest in accelerator-driven systems (ADS) due to their potential for transmutation of minor actinides. Much R&D work is still required in order to demonstrate their desired capability as a whole system, and the current analysis methods and nuclear data for minor actinide burners are not as well established as those for conventionally-fuelled systems.
Recognising a need for code and data validation in this area, the Nuclear Science Committee of the OECD/NEA has organised various theoretical benchmarks on ADS burners. Many improvements and clarifications concerning nuclear data and calculation methods have been achieved. However, some significant discrepancies for important parameters are not fully understood and still require clarification.
Therefore, this international benchmark based on MASURCA experiments, which were carried out under the auspices of the EC 5 th Framework Programme, was launched in December 2001 in co-operation with the CEA (France) and CIEMAT (Spain). The benchmark model was oriented to compare simulation predictions based on available codes and nuclear data libraries with experimental data related to TRU transmutation, criticality constants and time evolution of the neutronic flux following source variation, within "liquid" metal fast subcritical systems.
A total of 16 different institutions participated in this first experiment based benchmark, providing 34 solutions. The large number of solutions provided has allowed to analyse the calculation results with many different combinations of simulation methods, including deterministic and Monte Carlo methods, and nuclear databases. The intercomparisons of these results and their direct comparison against experimental results (when available), were helpful to identify the sources of discrepancies observed among different solutions.
Nevertheless, this MUSE-4 benchmark could not answer all the questions raised. A follow-up exercise may be useful for a more thorough investigation on external fast neutron source propagation within the multiplier media and thermal neutron transport in large and nearly transparent reflectors.
INTRODUCTION
Partitioning and transmutation (P&T) of nuclear waste has been proposed to reduce the amount of high-level waste inventory and the associated radiotoxicity inventory in the final repository. This can alleviate the burden on the final repository and improve public acceptance, contributing to ease nuclear waste management and help the sustainability of nuclear energy as a future energy source.
In order to efficiently reduce the radiotoxicity inventory, plutonium as well as minor actinides must be transmuted. This leads to many advanced nuclear fuel cycle scenarios suggesting fuels with a high minor actinide content and a low uranium content for the transmutation reactors. In addition to the flexibility required to achieve an efficient fuel management, the degradation of safety parameters when the new type of fuels is used in conventional critical reactors has lead to the potential use of subcritical reactors to transmute the nuclear waste, in particular for the minor actinide transmutation. To maintain the reactor neutron flux and power an external neutron source is required. In order to generate a sufficient number of neutrons, accelerator-driven spallation neutron sources had been proposed, leading to accelerator-driven subcritical systems (ADS). The optimisation of the ratio of capture over fission during transmutation, which allows to minimise the content of high mass actinides in the final wastes sent to the repository, has suggested the choice of fast neutron spectra for most of the ADS proposed for transmutation.
There is no experience of ADS operation at sizable power, and very little at low power for a realistic ADS representative of the future ADS dedicated to nuclear waste transmutation. For this reason two initiatives were set up. First, new experiments devoted to study the physics of ADS, with its peculiarities as concerns kinetic behaviour and the coupling between the multiplicative assembly and the external source were undertaken. Probably the most relevant experiment is MUSE-4, a project performed by a large collaboration in the MASURCA installation of CEA at Cadarache, in the form of a shared cost action of the 5 th Framework Programme of R&D of the European Commission, FP5. Second, a number of computational benchmarks were organised by the OECD/NEA and the IAEA to compare computer simulations of ADS behaviour.
In particular, the OECD/NEA has set up a Working Party on Scientific Issues in Partitioning and Transmutation (WPPT) within the framework of its Nuclear Science Committee to deal with the status and trends of scientific issues in partitioning and transmutation (P&T), comprising different disciplines such as accelerators, chemistry, material science, nuclear data and reactor physics. The reactor physics and safety subgroup of the WPPT, jointly with the international MUSE-4 collaboration team, decided to launch the present benchmark in 2001 with the intention of joining both efforts by proposing a computational benchmark based on the MUSE-4 experiments. This benchmark, along with the intercomparison of calculated results, will provide a comparative analysis of calculated results against some experimental results aiming at providing a definitive guidance on the evaluation of systematic uncertainties and indications of future development required both in the simulation codes and the associated nuclear databases.
The benchmark model was therefore oriented to compare simulation predictions based on available codes and nuclear data libraries with experimental data related to: TRU transmutation, criticality constants and time evolution of the neutronic flux following source variation, within "liquid" metal fast subcritical systems.
The benchmark has been divided in three steps. The first step will allow an understanding of the simulation methods of the different groups and tuning of the simulation programs with the experimental data of one already-measured configuration (COSMO). Geometrical fluence distributions, spectral index and global parameters such as the k eff and kinetic parameters were evaluated and compared with the already-available experimental results. In the second step, the MUSE-4 reference configuration was proposed to simulate different reactor parameters (criticality constant, flux distribution...) in a nearly critical configuration. Finally, the third step was oriented toward the simulation of reactor response to the external source in the subcritical reference configuration with k eff close to 0.97. The external neutron source was based on the D-T reactions with the tritium target placed in the MASURCA centre. The simulation of the subcritical configuration included the calculation of the same parameters of the critical configurations with additional attention to two specific aspects of the subcritical systems: the propagation and multiplication of the source inside the multiplication assembly, and the kinetic behaviour of the ADS. In the two later phases, the simulations were made blindly before the experimental results became available.
A large participation has allowed analysing the calculation results with many different combinations of simulation methods, including deterministic and Monte Carlo methods, and nuclear databases. The intercomparisons of these results were helpful to identify the sources of discrepancies among different solutions.
A large number of EC FP5 MUSE-4 collaboration teams participated in the benchmarks and also many valuable contributions were provided by the members of the WPPT. The two groups regularly hold joint meetings to discuss and analyse the results together, and this report is the outcome of both the WPPT and the MUSE-4 groups.
For the analysis of the provided results, a huge amount of data was processed. For the sake of simplicity, it was decided to present the results in graphical form, avoiding too many tables with numerical values in the report. All detailed and individual results can be found on the enclosed CD-ROM.
BENCHMARK DESCRIPTION
The MASURCA reactor is an experimental nuclear assembly that can be configured as critical or subcritical by loading a different number of fuel tubes. The core, in the central zone, is based on a uranium/plutonium MOX fuel. The installation was recently modified for the MUSE-4 experiments, with the addition of an external neutron source based on a deuteron accelerator and the deuterium-tritium or deuterium-deuterium reactions in a target placed in the centre of the fuel core. An evacuated aluminium tube allows the deuterons produced outside the reactor to reach the target. In addition the recent MUSE-4 configurations include a central lead region, simulating the spallation target in future ADS. Finally, a reflector region made of a mixture of sodium and steel surrounds the core, and after this a shielding region built exclusively of steel.
Three configurations of the MASURCA facility were simulated in the benchmark. The detailed geometry descriptions and material compositions of each configuration were provided to the participants in the benchmark specifications (Appendix A). A model of the facility has been described and homogenised at the tube level. The errors introduced by the homogenisation approximation were checked by CIEMAT, and they appeared very small, typically from less than 0.1% in k eff to a maximum of 8% in the absolute flux at the worst tube (k eff = 0.995).
COSMO is the first configuration. It corresponds to a critical experiment performed in the past and for which the available experimental data was provided by CEA to the benchmark participants. It is a very simple and symmetrical configuration and has no external source, vacuum tube nor lead buffer. The main aim of this simulation is to tune and verify the different codes and libraries in a "classical" fast reactor exercise.
The second configuration corresponds to the reference critical MUSE-4 configuration with 1 112 fuel cells. This is a full MUSE-4 setup with the evacuated aluminium tube for the external deuteron accelerator and the lead buffer. The only missing element was the tritium/deuterium target itself. This configuration, like the COSMO setup, is able to self-sustain its flux and is operated without an external source. Despite the small intrinsic source produced by the Pu spontaneous fission and the (D,n) reactions, in all the simulations of the COSMO and MUSE-4 critical configurations the flux is assumed to be computed as the transport equation eigenvector. The goal of the simulations for this configuration is to evaluate the effects of the inhomogeneities introduced by the new elements included in the MUSE-4 experiments, but without introducing the effects of a source-operated experiment. The experiments corresponding to the reference critical MUSE-4 experiments were performed in 2001.
The third phase corresponds to the SC2 reference MUSE-4 configuration with 976 fuel cells and the expected k eff was close to 0.97. As for the previous phase, this is a full MUSE-4 configuration but some fuel elements were replaced by reflector elements and the tritium target was put into place. The experiments, which took place during 2002 and 2003, were performed with the help of the deuterium tritium source. For the simulated experiments, the intrinsic source contribution can be ignored. For this reason, it was requested to make most of the simulations of this phase in the source mode. However, for the evaluation of global and kinetic parameters, transport equation eigenvector calculations are requested.
Finally, it should be noted that, in order to isolate the different sources of possible simulation discrepancies, relative values are requested for most cases.
PARTICIPANTS, CODES AND DATA USED
A total of 16 participants, 10 of them members of the MUSE-4 project, provided a total of 34 solutions with several combinations of Monte Carlo and deterministic codes and three libraries (JEF-2.2, ENDF/B-6 and JENDL-3.2) with several variants both in the codes and in the data. The most frequently used code is MCNP in different versions and with more or less options. ERANOS is the most frequently employed deterministic code. The complete list of combinations of codes and libraries of the different solutions is presented in Table 3 .1. Additional calculation details provided by the participants can be found in Appendix B. 
Chapter 4
SPATIAL REACTION RATE DISTRIBUTIONS
Requested results
Horizontal and vertical traverses with thermal and fast detectors were requested. In particular, for the COSMO configuration, reaction rates from detectors based on In the case of the critical configuration, for the normalisation of requested results, the reactor power is defined by setting the 235 U fission rate to 1 in one of the measured positions close to the centre of the reactor. This normalisation also implies that it is unnecessary to define the mass of the 235 U detector. In all cases the detectors are assumed to be very thin, without shelf-shielding, and results are expressed per atom of the active isotope. In the case of the subcritical configuration, the source intensity is also defined by setting the 235 U fission rate to 1 in one of the measured positions close to the centre of the reactor. This will also avoid the first order effects of the possible difference in the reactivity obtained in the different solutions. In this case, special care must also be taken to avoid positions with large direct contributions from the source as a normalisation point. . This observation points to the neutron spectrum as the origin of the discrepancies. It can also be noted that some of the largest discrepancies appear on deterministic calculations with a low number of energy groups.
Comparisons of the COSMO simulations
Comparisons of the MUSE-4 critical configuration simulations
In this case, the simulation results were compared with the existing experimental values. When experimental data were not available, the average of selected solutions was used as a reference for the comparison. 235 U fission rates as a function of position along two vertical channels, C7 and C9, for the MUSE-4 critical configuration. The C7 channel passes very close to the centre of the reactor core, at 5.3 cm from the tritium target position, and crossing the lead buffer. The C9 channel crosses the fuel core but the closest distance to the tritium target is 33.9 cm, and is also far from the lead buffer.
The experimental values are available for points from 45 to 135 cm in the case of the E-W channel and for all simulated positions in N-S, C7 and C9 channels.
The boundaries between the fuel and the reflector regions are more complex in the case of the MUSE configurations. For the N-S horizontal channel, the fuel range is 31.8 < Y (cm) < 137.8 whereas for the E-W horizontal channel in the critical case the fuel covers 47.7 < X (cm) < 132.5 and in the subcritical core 53.0 < X (cm) < 127.2. The ranges for the vertical channels are 41.44 < Z (cm) < 122.72 for C7 and 51.60 < Z (cm) < 112.56 for C9, respectively.
The results for the reference critical MUSE-4 configuration are very similar to those of COSMO. Excellent agreement is found between the different solutions inside the fuel region. All solutions are included within r6% of the mean value. In addition, it should be noted that no special effect is observed in the X = 82.89 cm N-S horizontal channel (see Figure 4 .6) for the proximity of the lead buffer or the evacuated aluminium tube nor in the crossing of the lead buffer at the C7 vertical channel. Larger dispersions are found in the reflector and shielding areas reaching r20% in the Y = 86.71 cm E-W horizontal channel (see Figure 4 .5), and r10% in all the other channels.
Comparisons of the MUSE-4 subcritical configuration simulations
The situation is a bit more complex in the simulation of the configuration with external source. The experimental values, when available (E-W and N-S channels), have been normalised to the average simulation result at the centre of the channel considered. The results for this MUSE-4 subcritical configuration are shown in Figures 4.9 and 4.10 for the two orthogonal horizontal channels (E-W Y = 86.71 cm and N-S X = 82.89 cm) and in Figures 4.11 and 4.12 for the two vertical channels, C7 and C9 (no experimental data available). Note that in this case the normalisation point is the centre of the C9 channel for the simulations. It is also to note that the results from KFKI, RRCK, UMM, PSIejf4 and PSIeral cannot be compared in this section as their results are based on calculations with the hypothetical self-sustained fission source (transport equation eigenvalue). The general pattern for the other solutions is still similar to the critical cases. Most simulations provide excellent results for detectors inside the fuel region, in agreement with the experimental values within 5% ( 235 U fission), and good results in the reflector with differences within 10% (except RRCK and CNRS solutions). Close to the source, however, even for a detector highly sensitive to thermal neutrons ( 235 U fission), the discrepancies in reaction rates are a bit larger, up to 7-10% (except VTTjjdl, which shows a very pronounced source fluence). It is worthwhile to note that there is an overestimation trend present in the N-S channel at the fuel north part, which corresponds to the vacuum tube.
In general, the spatial reaction rate distributions are rather well reproduced by the simulations, with dispersions lower than 5% in the fuel core region. The precision of the simulations becomes worse (typically within r10%) in two cases: in the reflector or shielding region and in the regions very close to the neutron source. The first point looks to be related to the difficulty in correctly describing the neutron spectra in the reflector, and the second might be related to the high neutron energy (14 MeV) of the D-T source and its transport.
SPECTRAL INDEXES AND FLUENCE SPECTRA
Requested results
A number of reaction rates of different isotopes are measured with specific fission chambers and activation foils at different positions in the reactor. These data allow the verification in an integral form of the predicted neutron spectra from the different solutions at different positions in the MASURCA configurations. U fission in the centres of the four (two horizontal and two vertical) channels described for the spatial distributions in the previous chapter.
In addition, to obtain a further understanding of the sources of discrepancies, the neutron fluence spectrum in 172 energy bins was requested, and in the same positions where the spectral index measured, to be normalised in such a way that the integral will be 1. These results were used only for intercomparisons of calculated solutions since no experimental values are available. With very few exceptions, the agreement is rather good and some nuclear data dependencies are observed among the provided results; the results seem to be essentially independent of the codes used for calculations. The fact that the two positions are very close implies that no difference is observed between the corresponding data. The main trends are: x For 238 Pu, all simulations overestimate the experimental data between 5% and 10%.
Comparisons of the COSMO simulations
x For 115 In, the simulations based on ENDF/B-6 and JENDL-3.2 overestimate the reaction rate up to 35% and the simulations based on JEF-2.2 overestimate the reaction rate by 10%.
Comparisons of the MUSE-4 critical configuration simulations
The ratios of the reaction rates for the different isotopes at the centre of the E-W and N-S horizontal channels and the C7 and C9 vertical channels of the MUSE-4 critical reference configuration are presented respectively in Figures 5.5 to 5.8, with comparisons of the results of the different simulations. Figures 5.9 to 5.12 show the comparisons as ratios of each calculated solution to a) the experimental value, or b) to the average value of a group of selected solutions when no experimental data is available. As in the COSMO case, in all these figures the solutions are ordered according to the principal database used in the simulation, starting on the left with the ENDF/B based results, followed by JENDL-3.2 results, and the JEF-2.2 based solutions on the right. The first three positions are very close, although the point in channel C7 is in the lead buffer. The fourth point, however, is slightly more distant from the centre resulting in a flux level of only 80% of that of the others, and a slightly harder spectrum (comparison of the 238 U and 241 Am fission rates). Apart from these differences, the comparison between different solutions presents the same pattern as in the COSMO case. The experimental data are affected by uncertainties ranging from 5% to more than 10%, sometimes larger than the difference between simulations. Most of the time the simulations are compatible with the experiment within errors, though some significant unexplained differences are observed on four C7 channel measurements, where data is about 10% larger than the simulations as compared with the COSMO and the other MUSE-4 critical positions.
Comparisons of the MUSE-4 subcritical configuration simulations
The results for the MUSE-4 critical reference configuration are presented in Figures 5.13 to 5.16, as ratios of the reaction rates of the different isotopes at the centre of the E-W and N-S horizontal channels and the C7 and C9 vertical channels. As already observed in the spatial distributions, the use of an external source introduces variations between close positions for the same solution and between solutions for the same position ranging between 10% and 30%, making the comparisons more difficult than in the critical cases. In addition, different participants have used different normalisation criterion. Pu (E-W and N-S channels), for which experimental data are available. Note that in these graphs the order of the solutions has been changed, displacing to the right the results of solutions based on eigenvalue calculations.
Before any comparison, it should be noted that the results from KFKI, RRCK, UMM, PSIejf4 and PSIeral cannot be completely compared as their results are based on calculations with the hypothetical self-sustained fission source (transport equation eigenvalue), and the contributions from direct source and its multiplication by (n,xn) reactions are not included in the reaction rates. This effect is the largest in the centre of the C7 vertical channel, very close to the 3 H target, a little bit smaller in the centres of the two horizontal channels and significantly smaller in the centre of the C9 vertical channel at 33.9 cm from the 3 H target.
For 239 Pu and 241 Pu, with fission cross-sections (V f ) which are rather similar to that of 235 U, most of the solutions agree within 2% and all results show an agreement better than 5% in the four positions. Compared with the experimental data, simulations agree better than 5% at the N-S channel but overestimate by 15% in the 239 Pu/ 235 U fission spectral index at the E-W channel.
For the fissions in 238 Pu, all solutions agree within 10% without observable dependency on the nuclear data library for the two horizontal channels and for C9. On the centre of C7, close to the source, the solutions with source calculation still agree within 10%, but the eigenvalue solutions systematically underestimate the fission rate between 10% and 20%.
For both 240 Pu and 242 Pu, with the thresholds in V f rather sensitive to fast fission, but non-negligible V f below threshold, the fluctuations between solutions with the same basic libraries are too large in the three positions close to the source, keeping in mind that a difference of 10% was observed in the critical cases. On the other hand, in the C7 channel, the eigenvalue calculations underestimate the fission rate by 35-40%. It should be noted that the spectral index deviations for each solution in these two isotopes are very similar, indicating that these deviations cannot be explained by large statistical uncertainties on the simulation. In the results for the C9 channel centre, the deviations are negligible and the coherence between solutions with the same basic library is shown, providing a difference of 7% in the predicted values based on ENDF/B and JEF-2.2. Pu results. Near the source, C7 channel, it can be observed on the one hand that the eigenvalue calculations underestimate the spectral index by 40%, and on the other hand a 10% overestimation of the spectral index evaluations based on ENDF/B over JEF-2.2 solutions. As for the even Pu isotopes, the results for the C9 channel centre, these effects are negligible and the coherence between solutions with the same basic library is recovered, allowing to observe the 5-10% difference on the prediction based on ENDF/B and JEF-2.2 already observed in the critical cases.
For 238 U with thresholds in the V f around 1 MeV and mainly sensitive to fast fission (and negligible V f below threshold), the analysis is very similar to the previous four isotopes: large fluctuations (> 40%) are found in the centre of the horizontal channels, 60% underestimation of the fission rate for eigenvalue calculations and 5-10% difference between ENDF/B and JEF-2.2 based solutions in the centre of the C7 channel, and the recovery of the coherence at the C9 channel centre with negligible difference between ENDF/B and JEF-2.2 based solutions for the 238 U fission. Compared with the experimental point available, a group of simulations based on JEF-2.2 databases shows an agreement better than 10%.
The interpretation of the last three groups of isotopes can be related to a different contribution from the fast neutrons, in particular those reaching to the detector directly from the source, with a possible (n,xn) multiplication. This fact explains discrepancies due to the fast neutron transport between different codes and libraries.
For
197 Au, with a capture cross-section (V c ) strongly dominated by a resonance close to 5 eV and a non-negligible V c between 100 and 1 000 eV, the results do not show any clear tendency on the basis of source-eigenvalue or data libraries, but do present nearly 30% fluctuations between solutions. With very few exceptions, the fluctuations cannot be explained as statistical fluctuations of the simulations because there is a good agreement between the simulations of the two horizontal channels.
115 In, with a V c strongly dominated by a resonance close to 1.5 eV, there are large fluctuations between results obtained with the same data libraries, but it is still possible to observe the 30% overestimation of the simulations based on ENDF/B with respect to those from JEF-2.2. In addition, in the closest position to the sample, C7 channel, the eigenvalue simulations tend to overestimate the spectral index by 10%. In case, large differences (typically 25%) are shown between the simulations based on ENDF/B and JEF-2.2. Very similar neutron spectra are found by all the solutions at all positions of COSMO, MUSE critical configuration and at the centre of the C9 vertical channel of the subcritical MUSE configuration (far from the source). However, the spectrum in C9 is harder than in C7 or the horizontal channels for the critical MUSE configuration. The apparent difference of the JAERI results is only the effect of a different binning method interpretation, as can be confirmed in Figure 5 .26, where CIEMAT used this alternative interpretation of the benchmark specification to evaluate the difference with the JAERI solution. The ENEA solution provided the results with bins incompatible with the comparison figures.
Comparisons of the neutron fluence spectra
For the closest position of the subcritical MUSE configuration, C7 channel, the source calculations have a dispersion on the direct 14 MeV peak of more than a factor 2. The relative order of the codes (by intensity) gets reversed when the energy decreases from 14 MeV to 1 MeV and remains stable from that point to at least 1 keV. The order at 14 MeV is compatible with the order of the results for the spectral indexes in this position for the fast fissions on Am, confirming the hypothesis made in the previous subsection. Note that although the RIT spatial distribution and spectral indexes calculations in the subcritical MUSE configuration were performed in source mode, the spectra were calculated in eigenfunction mode.
In the energy spectra at the C9 channel the 14 MeV peak has essentially disappeared (< 0.4%). At the centre of the N-S horizontal channel of the subcritical MUSE configuration, the amplitude of the 14 MeV direct peak is only 40% of the peak in the C7 channel. At the centre of the E-W channel the peak amplitude is only 30% of the values in the C7 channel. In both cases the order (by intensity in the peak) of the solution is approximately the same but not exactly as in the C7 channel, resulting in an intermediate situation between the C9 and the C7 channels, in agreement with the spectral index results.
Conclusions
Discrepancies between simulations performed with different nuclear databases in the critical configurations are observed, indicating significant differences among the cross-sections of these libraries. For the fission in 235 Au the discrepancies are smaller than 10%, but for the capture in 55 Mn and 115 In the differences range between 30-40%.
For the subcritical MUSE configuration, there are two kinds of solutions: source driven and eigenvalue calculations. Close to the source, the two types of calculations present large discrepancies that can be attributed to a different evaluation of the fast and high-energy fraction in the neutron fluence. The effect is most pronounced at the closest point to the source (C7 channel), inside the lead buffer. In addition, the solutions with source and with the same basic library show significant discrepancies that are consistent when different isotopes and different positions are compared and cannot be justified by statistical or computation uncertainties. For the time being these differences are attributed to differences in the transport (including multiplication) of the high-energy (14 MeV) neutrons from the source, and it will be very interesting to compare the different source simulations with additional experimental results. All these effects essentially disappeared at 34 cm from the source (C9 channel), where results very similar to those in the critical case are produced.
The large fluctuations in the subcritical simulations do not allow confirming the smaller differences induced by the choice of nuclear data library, but the large effects for the 55 Mn and 115 In spectral indexes are still observable.
The uncertainties concerning the experimental results are in most cases too large to allow indicating a preference between simulation solutions. Further, the very limited experimental data collected on the subcritical configurations is not sufficient to indicate the source of the differences between simulation solutions.
Chapter 6
K eff AND GLOBAL PARAMETERS
Requested results
A small number of global parameters are requested for each configuration. These parameters should allow testing the code and nuclear data effects on the reactivity, kinetics and neutron multiplication and should also allow explaining some of the differences observed in the local parameters.
The neutron multiplication constant K eff , obtained as the eigenvalue of the time-independent transport equation, is requested for every configuration. In addition the kinetic parameters l (mean neutron lifetime birth to birth) and E eff are requested for both the critical and subcritical configurations of MUSE. Finally, for the subcritical configuration, the difference between the eigenvalue and the source (D-T at centre) neutron multiplication constants, K eff and K source , and the total power for a fixed source intensity are also requested.
Results and discussions
Many solutions (up to 34) are provided for K eff for the critical configurations, a few less (30) for the K eff of the subcritical configuration, and still fewer (28) for the K source . These solutions include some variants allowing to check sensitivity to methods or nuclear data. The results are presented in Table 6 .1 grouped by nuclear data library and in Table 6 .2 grouped by simulation method. Globally the absolute value of K eff can be simulated with an uncertainty of approximately 600 pcm, with a dispersion between solutions of approximately 2 000 pcm (2%). On the other hand, the change between two configurations can be better estimated, typically within 250 pcm. In this global comparison the difference between K source and K eff also has a large uncertainty (-1 400 ± 1 300 pcm). Comparing different data libraries, there is a tendency to produce higher K eff values with ENDF/B-6 than with JENDL-3.2 or JEF-2.2. The difference between ENDF/B-6 and JEF-2.2 may be estimated as 500-600 pcm, but the exceptions make it very difficult to reach clearer conclusions.
Not all solutions, however, are equally representative. For a more significant analysis, we selected a group of the most realistic results for each code-library combination. In this selection, a clear and simple library (not necessarily the best) selection, and complete, well-described simulation methods were requested. In addition, cases showing large deviations from the mean value were discarded. The resulting selection is shown in Table 6 .3, and the average values and variation range for the solutions in this selection are shown in Table 6 .4.
For the COSMO configuration, Tables 6.1 and 6.2 show the average difference between the experimental value and the average simulation result of each code-library combination. A small difference of 67 pcm is observed between MCNP (stochastic) and ERANOS (deterministic) simulations, much smaller than the variation range of the measurements within each of these groups. On the other hand, a clear difference of about 600 pcm is observed between the solutions based on ENDF/B-6 and Two neutron multiplication constants are requested for the subcritical MUSE configuration: the eigenvalue solution, K eff , and the K source for the D-T source placed on the centre of the reactor. Tables 6.1 and 6.2 show that the change in K eff from the critical to the subcritical MUSE configurations is evaluated with a much better agreement than the absolute K eff values. For a code/library combination, the dispersion is reduced to less than 70 pcm, and the difference between ENDF/B-6 and JEF-2.2 is less than 100 pcm over a predicted change of 3 200 pcm. The evaluation of the neutron multiplication in the source-driven subcritical configuration shows larger variations within a group, a small difference between MCNP and ERANOS calculations of 150 pcm, and a difference of 300 pcm between the ENDF/B-6 and JEF-2.2 based simulations. These last effects might be partially related to the different treatment of the neutron transport and multiplication in the lead buffer.
These results confirm that there are some small systematic effects on the absolute K eff estimation due to the data and the methodology, but these effects are systematic and compensate in evaluations of the reactivity change between two close configurations. Table 6 .5 presents the results for the mean neutron fission lifetime (birth to birth), l, the E eff for the critical and subcritical MUSE configurations and the time-averaged power produced in the MUSE subcritical core for an average pulse intensity of 10 7 neutrons per pulse and a frequency of 1 KHz. Misunderstandings concerning the definition of the l parameter, have limited the number of solutions compatible with the definition (five). All the solutions agree within 20%, with slightly smaller values for ERANOS than for MCNP both with the JEF-2.2 library, and smaller value for the only ENDF/B-6 simulation, based on LOOP2. In all these cases, higher values are obtained for the mean neutron fission lifetime of the subcritical system, with increments ranging from 3% to 8% with respect to the critical configuration.
The E eff parameter was computed in nearly half of the solutions, however with very different precisions. In general, the uncertainty quoted is between 10-40% and the scatter of results is close to 20% for MUSE critical and 55% for the MUSE subcritical configurations. The large uncertainty does not allow identifying a general tendency for the evolution of E eff with the reactivity. However two MUSE critical solutions quote a much smaller uncertainty for E eff , 1 pcm or about 0.3%. Indeed both solutions, based on MCNP and JEF-2.2 but using different methods to compute E eff , agree within the indicated precision. Only one solution, NRG, provides a high precision estimation of E eff for critical and subcritical configurations. In this solution E eff increases by 9% in the subcritical configuration. The experimental value agrees with these high precision simulations to less than 10 pcm.
Most solutions provide a result for the average power with a pulsed source. Even after discarding the largest and smallest values (very different from the others), the dispersion of results is close to 40% of the mean value. Part of these differences can be attributed to the different source multiplication, but after correction for this effect mainly related to the nuclear data library, a 21% difference is still observed between the largest positive and negative deviation from the mean value (after removing the anomalous points). Two groups are however more coherent between themselves. The four ERANOS calculations of ANL have a maximum-minimum spread of 6% and the PSI MCNP calculations with source have a spread of 1%. The ERANOS simulation predicts 4% lower values than MCNP for the reactivity compensated power (Power*(1 -Ksrc)). These remaining discrepancies show the differences in the central DT source efficiency and in the average mean energy per fission of ERANOS and MCNP, and between different solutions using each code. Important difficulties were found in the definition and understanding of the requested global parameters. The very different methods used to evaluate the requested parameters further led to very different calculation uncertainties. Both effects introduced severe difficulties for the comparisons and identification of code and nuclear data libraries effects on these global parameters.
The only clear parameter was the neutron multiplication or criticality constant, though even for this parameter large differences are found between different solutions, up to 2% for the K eff value. When a selection of more reliable nuclear data choices and simulation methods is analysed, it is possible to identify a clear difference, close to +600 pcm, on the absolute evaluation of K eff using ENDF/B-6 versus JEF-2.2. However, no or negligible effect is detected between stochastic and deterministic codes with the same data library. Finally, a strong reduction on the difference between the nuclear data libraries is observed when computing the change of reactivity between two configurations (100 pcm on 3 200 pcm).
The total power shows a large discrepancy that can be explained as a combination of the different neutron source multiplication with different data libraries and a small difference in neutron source efficiency for ERANOS versus MCNP calculations (4%).
TIME EVOLUTION OF THE ENEUTRON FLUX AFTER A SHORT NEUTRON PULSE
Requested results
The decay of the neutron flux, global fission rate and detector specific reaction rates are probably the most characteristic aspects of the subcritical systems. Furthermore, several proposals inspired by the point kinetics model have suggested the time evolution of the detector reaction rates as the method to measure and control the reactivity of subcritical systems, without the need to use the reference for a critical configuration.
In the benchmark, the time evolution of the 235 U fission detectors placed in the nine monitoring positions is requested. The detector position is specified and the participants are requested to indicate the approximations used for the detector description.
The experimental neutron source has a width smaller than 1 Ps but not completely negligible, which has been modelled for the benchmark as a 1 Ps gate. These pulses are repeated in the experiment with different frequencies, but 1 kHz was selected for the benchmark. As the experiment progresses, after each pulse the detectors observe the prompt neutrons of that pulse plus the delayed neutrons of all the preceding pulses. After a few minutes, the population of delayed neutron precursors reaches equilibrium. For this reason, two time evolutions, one corresponding to the first pulse (without accumulated delayed neutrons) and the time evolution after the equilibrium level has been reached by the delayed neutrons, have been requested. Normally the second one is not directly computed by the simulation, but evaluated as the sum of a calculated delayed neutron constant level (in the ms time scale) plus the response without delayed neutrons.
Simulations for the first pulse
Only 11 solutions, nine based on MCNP with various libraries, and two deterministic (e.g. one based on ERANOS and another on LOOP) were submitted. These simulations are particularly demanding for the Monte Carlo solutions, where large statistics and correspondingly huge computing time are required to reduce the fluctuations. Indeed, all solutions present large statistical uncertainties at long times after the pulse and for detector placed in the reflector. Figures 7.1 to 7 .4 display the results for detectors I and F in the fuel core, A in the reflector and G in the shield, respectively. The other detectors present shapes compatible within errors with the results plotted for the detector in the same region (core, reflector or shield) of the reactor.
The comparisons of the results for the detectors I and F show that the general behaviour is similar for all the solutions, but that the logarithmic slope is different for each simulation. These differences can mostly be explained by the different reactivity estimated for each simulation. Fit on times from 50 to 120 µ s the pulse for the I and F detectors, shown in the same table. Conversely the value for the neutron generation time, /, obtained from the fitted D values and a E eff = 334 pcm show a maximum-minimum spread of less than 15%, including the nine MCNP and the ERANOS simulations. The LOOP simulation gives a slightly higher / value, while the ERANOS simulation shows higher counting rate values than all the other simulations for longer time periods (> 175 Ps).
The statistical fluctuations in the simulations of detectors A and G are too large to allow the interpretation of the fitted D and / values.
The difference in the reactivity of the experimental and simulated configurations makes a direct comparison impossible; thus, a high statistic simulation of the actual experimental configuration was undertaken using the same code, libraries and approximations as for the CIEMAT solution for the benchmark configuration. Figures 7.5 and 7.6 show the comparison between the experiment and the simulation of the time evolution of the 235 U fission rate in a detector in the core and in the shield, respectively, after the first DT pulse in the subcritical MUSE configuration. The simulated fission rate was normalised to the experimental values at t = 0. An excellent agreement is found for the detector in the core. The simulation, however, underestimates the experimental response in the shield detector for long time periods (t > 70 Ps). After several simulations [13] , a better agreement was found for the shield detector by reducing 20% of the Fe capture cross-section from 0 to 1 eV (see Figure 7 .7).
* Td-D shows the fitted D, logarithmic slope for the range from 50 to 120 Ps, for detector d in s -1 . Td-/ the value, in s, of the equivalent mean neutron generation time computed from that D, the K eff from the same simulation and a value of E eff = 334 ppm. The D column shows the expected point kinetic value of the logarithmic derivative, from the K eff obtained in the simulation, E eff = 334 pcm and / = 7.4 u 10 -7 s.
Simulations for the equilibrium pulse
Only five solutions were provided for the time evolution at the equilibrium pulse; they are plotted in Figure 7 .8.
All four Monte Carlo solutions provide the same general trend, and the NRG and CIEMAT solutions show essentially the same results; FZJ and UMM are also quite close. RRCK's deterministic solution apparently does not include the delayed neutron contribution.
The figure includes two "Experiment" series representing the values of detector F in the actual SC2 configuration (U # 8.5$) normalised to both the CIEMAT and UMM simulations at t = 50 Ps. The agreement is good in both cases despite the different configurations simulated, because the reactivity difference is not that great. The result is closer to the UMM simulation as expected by its reactivity U = 8.3$, whereas the CIEMAT/NRG/FZJ simulations, corresponding to U = 9.5$/10.3$/7.6$, show slightly larger deviations.
Conclusions
A clear correlation is observed between the K eff value and the logarithmic slope of the counting rate decay of the 235 U fission detectors located in the fuel core at medium times, 50-120 Ps, after the source pulse. A similar decay rate is observed in the reflector and shield in this time interval, although the large uncertainties do not allow drawing clear conclusions. At shorter times the time evolution is very different at different locations.
These correlations between K eff and the logarithmic slope could be used to evaluate the reactivity of the system. The simulation dispersion in the logarithmic slope for a given reactivity (with the present limited statistics) can be estimated close to 15% from the evaluation of the equivalent neutron generation time, /, of different simulations. No difference is observed between the MCNP and ERANOS time evolutions until 150 Ps, though a slightly equivalent / value is predicted by LOOP.
GENERAL BENCHMARK CONCLUSIONS AND RECOMMENDATIONS
The simulation of fast neutron sources (14 MeV) inside a subcritical reactor introduces greater uncertainties as concerns the reactor behaviour. This is related to a number of factors, including: uncertainties on the nuclear data in the region between 0.5 and 20 MeV, model deficiencies on some codes and lack of experience on the application of the codes to these kinds of problems.
The exercise has been very helpful in identifying the points of the different simulation methodologies that should be improved, and sensitive nuclear data.
MUSE does not provide the answer to all the discrepancies, and additional exercises of comparisons between simulation and data, paying particular attention to the external fast neutron source propagation within the multiplier media and transport of thermal neutrons in large and nearly transparent reflectors, would certainly be of interest.
