In this paper, we consider a variant of solving the problem of recognizing incorrect values of the measured parameters on the power unit of a nuclear power station (NPP) using methods of the theory recognition of images. As initial data, the measured parameters of the primary circuit of a VVER NPP in cold and hot operating conditions are used. The analysis of the data structure and localization of the images of the states of the nuclear island is carried out in the two-dimensional space of the principal components. To classify the input data a decision rule is used ( ) − ( ) > 0.
INTRODUCTION
Today, 35 power units with installed capacity of 27.9 GW are operated in Russia, 18 of them with VVER reactors (12 of them with VVER-1000, 1 with VVER-1200, and 5 with VVER-440 of various modifications) specified in [1] .
Experience of accidents and incidents at nuclear power plants shows that almost all accidents could be prevented by operators with timely recognition of the situation by analyzing the signals of instrumentation. Not the least role in the analysis of the state of the equipment is the evaluation of the reliability of the data [2] [3] .
The purposes of the work: perform an exploratory analysis of the values of the parameters of the main equipment of the primary circuit while the VVER unit is in hot and cold operating states, and testing the hypothesis of the possibility of recognizing in these states incorrect values by image recognition methods.
The solution of the tasks is based on the methodology recognition of images, cluster and discriminant analysis.
The article presents the results of the analysis of the cold and hot states of the power unit. The actual data is used as initial data. They are classified according to the stationary operating conditions of the power unit of the nuclear power plant.
INITIAL DATA
When a nuclear power unit operates in one of the stationary modes, then the parameters of the main equipment of the primary circuit are stabilized [4] . These parameters are presented in Table 1 . Since the primary circuit is a bound and closed system without shut-off valves on hot and cold loops, then the operating modes of the loops is the same. For this reason, the exploratory data analysis uses the average values of the coolant parameters for all loops of the primary circuit.
REDUCTION IN THE DIMENSION OF INITIAL DATA
For each parameter from Table 1 , a data set (sample) with a volume of 60 values is selected, which is also a time series, which within an hour should remain stationary.
For each such sample, in the hot and cold operating state, statistical processing of data is performed.
Preliminary processing of data includes the exclusion of outlying case. For this purpose, the Irwin criterion is used [5] :
, +1 -current and following value of the parameter;
-standard deviation of values from the median ;
n -sample size.
On condition > the value of the parameter is the outlying case.
-critical value of the coefficient at significance level q. In this paper, it is customary = 1.1
at q = 0.05 and n = 60. After exclusion of outlying case, the values и S of those samples in which they were detected are corrected.
The next step is to determine and exclude the trend of the time series for each sample. To check for stationarity of the time series is used the property of the coefficient of autocorrelation dependence from time Δτ [6, 7] . Thus, all processes can be considered stationary after data processing. To identify the individual conditions of the power unit equipment, the initial data sampling was supplemented by measurements up to four hours of operation of the power unit in the cold and hot states.
For a visual representation of the data structure, we reduced the dimension of the initial parameter space using the method of principal components, which allows [8] :
• remove poorly informative signs;
• remove multicollinearity;
• reduce the number of parameters considered from 11 to 2 in the space of principal components for better interpretation;
• find what parameters determine the operational state of the power unit at different times. The initial data were centered and normalized:
-the i measurement of the parameter j;
-standard deviation of the parameter j;
i -measurement number;
j -parameter number.
This step is necessary, because the selected parameters have different nature and units of measurement.
The next step is to determine the correlation matrix for the cold and hot state of the power unit, which consists of correlation coefficients parameters. Next, we find the eigenvalues and ℎ for each correlation matrix from an equation of the form [9] :
-eigenvalues of the correlation matrix ;
-the basic vector, which is the orthonormal eigenvector of the correlation matrix , corresponding to the j eigenvalue.
Next, we define the orthonormal eigenvectors of the correlation matrix , which are the weighting coefficients for the principal components. To visualize the various states of the power unit, the initial parameter space (Table 1) 
CLUSTER ANALYSIS
To formalize the process of separation into classes, a non-hierarchical method of kmeans was used. This method seeks to minimize the total root-mean-square deviation at all points of each cluster. This quality score determines the total sum of squares of deviations in the characteristics of all images, entering a certain cluster, from the corresponding average values for the cluster. At each iteration, a new centroid is calculated for each cluster obtained in the previous step, and then the vectors are divided into clusters again according to which of the new centers is closer to the selected metric. The algorithm is completed when no iteration of clusters occurs at any iteration [10, 11] . 
DISCRIMINANT ANALYSIS AND THE CREATION OF CLASSIFIERS
To create a classifier, the initial sample is divided by volume in a ratio of 2 to 3 into two samples: a training sample and a test sample [8] .
On the training set, the decision rules d(x) are constructed, representing 4 linear functions equal to the number of classes in each of the operational states [11] :
Further, to find the weight vector, we use the generalized perceptron algorithm with error correction, working according to the following algorithm [11] :
There are 4 classes 1 , 2 , 3 , 4 and at the k-th step of the iteration of the learning procedure, the image ( ) ∈ is presented to the system. In this case, 4 decision functions are calculated:
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If the conditions [ ( )] > [ ( )]
are met for all j ≠ i, then the weights do not change:
If the condition
is satisfied from some L-step, then the correction of the weights:
c -positive constant.
After finding the type of decision functions, the definition of the separation boundaries:
The final form of the separation boundaries for the cold and hot states is shown in Fig. 2 (a, b) . At the final stage, decisive rules are defined
i, j = [1, 4] for all i ≠ j.
This means that the recognizable image is checked by the whole set of inequalities and, depending on the characters it receives, it is determined in the region corresponding to one of the four classes. Then they were tested. All images from the test sample were classified correctly in all operational states.
RECOGNIZING OF THE INCORRECT VALUES
In the recognition mode, the classifier is fed with unknown images. Depending on the set of signs of decisive rules received, the new image is determined in the corresponding area that was obtained in the learning stage.
To simulate incorrect values of the measured parameter, a sample was selected from the initial set of values of the hot state of the parameter of the average feed water temperature at the inlet to the steam generator. This parameter is important, because it is used in calculation of reactor power and it influence on the accuracy of the definition. Characteristics of the sample: the volume is 60 values, there are no outlying case, the time series is stationary. New data has also been transferred to the space of the principal components. The recognition result is shown in Fig. 3 . From the scattering diagram of the images, the new sample formed a cluster different in position from all the others, but similar in form to cluster 1. The classifier defined a new sample to class 1, because the signs of the first three dividing borders turned out to be positive. Cluster analysis of recognizable images was also carried out using the k-means method. The results of cluster analysis showed that cluster 5 is a distance from the nearest cluster 1 by a distance exceeding the radius of any one of them. This means that a new set containing incorrect values was recognized as a different state that was not included in the training set.
CONLUSIONS
As a result of this work, the technique and algorithms for recognizing the states of the nuclear island have been developed, and also unreliable data of the measuring system.
During it preliminary results of processing of operational data of hot and cold states of the power unit, which showed the prospect of further use of the proposed approach for the identification and analysis of the state of the power unit.
