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Abstract
We give a new decay framework for general dissipative hyperbolic
system and hyperbolic-parabolic composite system, which allow us to
pay less attention on the traditional spectral analysis in comparison
with previous efforts. New ingredients lie in the high-frequency and
low-frequency decomposition of a pseudo-differential operator and an
interpolation inequality related to homogeneous Besov spaces of neg-
ative order. Furthermore, we develop the Littlewood-Paley pointwise
energy estimates and new time-weighted energy functionals to estab-
lish the optimal decay estimates on the framework of spatially critical
Besov spaces for degenerately dissipative hyperbolic system of bal-
ance laws. Based on the Lp(Rn) embedding and improved Gagliardo-
Nirenberg inequality, the optimal Lp(Rn)-L2(Rn)(1 ≤ p < 2) decay
rates and Lp(Rn)-Lq(Rn)(1 ≤ p < 2 ≤ q ≤ ∞) decay rates are further
shown. Finally, as a direct application, the optimal decay rates for 3D
damped compressible Euler equations are also obtained.
AMS subject classification. 35L60; 35L45; 35F25; 35B40.
Key words and phrases. decay estimates; dissipative systems; Littlewood-
Paley pointwise estimates; Besov spaces.
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1 Introduction
In the following we shall consider a general N -component hyperbolic system
of balance laws, which is given by
Ut +
n∑
j=1
F j(U)xj = G(U) (1.1)
with the initial data
U0 = U(0, x), x ∈ Rn (n ≥ 3), (1.2)
where U = U(t, x) is the unknown N -vector valued function taking values in
an open convex set OU ⊂ RN (called the state space). F j and G are given
N -vector valued smooth functions on OU . The subscripts t and xj refer to
the partial derivatives with respect to t and xj , respectively.
As G(U) ≡ 0, system (1.1) reduces to a system of conservation laws. As
we all known, generally, even for very good initial data, classical solutions
may break down in finite time, due to the appearance of singularities, either
discontinuities or blow-up (see, e.g., [5]). As G(U) 6= 0, system (1.1) describe
a great number of non-equilibrium phenomena. Important examples occur
in the study of gas dynamics with relaxation, chemically reactive flows, radi-
ation hydrodynamics, traffic flows, nonlinear optics and so on. See [30] and
reference cited therein. In this case, the dissipative mechanism due to the
source term G(U), even if it is sometimes partial, could prevent the forma-
tion of singularities. More precisely, G(U) has, or can be transformed by a
linear transformation into, the form
G(U) =
(
0
g(U)
)
,
with 0 ∈ RN1, g(U) ∈ RN2 , where N1 + N2 = N(N1 6= 0). As observed, the
source term is not present in all the components of (1.1).
To the best of our knowledge, the existence of an entropy and the so-called
Shizuta-Kawashima ([SK]) stability condition, which was first formulated
by Shizuta and the second author [19] for symmetric hyperbolic-parabolic
systems, could guarantee the global-in-time existence of classical solutions,
either in the Sobolev spaces H l(Rn) with higher regularity l > 1 + n/2 (see,
e.g, [10], [31]) or in the critical Besov space Bσc2,1(R
n) with σc = 1 + n/2
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(see ourselves [29]). Let us first recall these efforts for the balance laws (1.1)
briefly.
Chen, Levermore & Liu [4] formulated a notion of the entropy for
(1.1), which was a natural extension of the classical entropy due to Go-
dunov [7], Friedrichs and Lax [6] for conservation laws (i.e., G(U) ≡ 0).
Regretfully, the dissipative entropy was not strong enough to develop the
global existence theory for (1.1). Subsequently, a technical requirement was
imposed on the entropy dissipation, and then the global existence of classical
solutions in a neighborhood of a constant equilibrium U¯ ∈ RN satisfying
G(U¯) = 0 was carried out by Hanouzet and Natalini [10] in one space
dimension and Yong [31] in several space dimensions. In the two works, the
[SK] condition was all time assumed. Later, the second author and Yong
[14] removed the technical requirement on the dissipative entropy assumed in
[10, 31] and gave a perfect definition of the entropy for (1.1) (see Definition
2.1) to develop the global-in-time existence of classical solutions, see [15].
However, it should be pointed out that above efforts were established
by the basic local-in-time existence theory of Kato and Majda [12, 16]
for generally symmetric hyperbolic systems, where the regularity index of
spatially Sobolev spaces H l(Rn) is usually required to be high (l > 1+n/2).
It remains a challenging open problem whether classical solutions of (1.1)
still preserve the global well-posedness and stability in the case of the critical
regularity σc = 1 + n/2. To solve it, in the very recent work [29], we have
already introduced a class of mixed space-time Besov spaces (usually referred
to the Chemin-Lerner spaces) which was initialed by Chemin and Lerner
[3], and developed an elementary fact that indicates the relation between
homogeneous and inhomogeneous Chemin-Lerner spaces, which enable us to
capture the degenerate dissipation rates generated from partial source terms
and obtain the global well-posedness on the framework of spatially Besov
spaces B
1+n/2
2,1 (R
n).
Concerning the large-time asymptotic stability of solutions, Umeda, the
second author and Shizuta [26] first employed the pointwise energy esti-
mates in Fourier spaces to show the time-decay property for a general class
of symmetric hyperbolic-parabolic composition system (including the sym-
metric hyperbolic system), provided that the initial data belong to L2(Rn)∩
Lp(Rn)(1 ≤ p < 2), where the low-frequency and high-frequency integrals
were performed respectively, based on the Hausdorff-Young inequality. Sub-
sequently, the second author [13] studied the corresponding nonlinear systems
of a hyperbolic-parabolic composite type and obtained the decay estimates
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of classical solutions in H l(Rn) ∩ Lp(Rn)(l > 2 + n/2, 1 ≤ p < 2), where he
found that the overall decay rate in these norms was the heat kernel rate.
Ruggeri and Serre [21] showed that the constant equilibrium state U¯ is
time asymptotically L2-stable for (1.1), by constructing the Lyapunov func-
tionals. Moreover, it was proved by Bianchini, Hanouzet & Natalini
[2] that classical solutions approach the constant equilibrium state in the Lp-
norm at the rate O(t−
n
2
(1− 1
p
)), as t→∞, for p ∈ [min{n, 2},∞]. Due to the
strong quasilinearity of (1.1), however, the optimal Lp decay rates are valid
only for a few derivatives of solutions. To make up for the deficiency, the
second author and Yong [15] employed the time-weighted energy functional
which was first developed in [17] for compressible Navier-Stokes equations to
obtain the desired Lp decay estimates.
As shown by [29], the harmonic analysis technique allow to reduce signif-
icantly the regularity requirement and establish the global-in-time existence
of classical solutions for (1.1) in spatially critical Besov spaces. As the con-
tinuation study, an interesting problem is how fast does the solution decay
on the new functional framework.
The paper is organized as follows. In Sect. 2, we recall the entropy and
symmetrization about the hyperbolic system as well as the [SK] stability
condition. Main results will also be stated in this section. In Sect. 3, we
introduce the Littlewood-Paley decomposition theory and give the defini-
tion of Besov spaces as well as some useful facts in Besov spaces. Sect. 4
is devoted to develop the L-P pointwise energy estimates, which deduce the
optimal decay estimates for the symmetric hyperbolic system on the frame-
work of Besov spaces. In Sect. 5, we use the modified time-weighted energy
approaches related to the low-frequency and high-frequency decomposition
along with interpolation inequalities to deduce the corresponding decay esti-
mates for the nonlinear symmetric hyperbolic system effectively. As a direct
application of our results, in Sect. 6, we obtain the decay estimates for the
damped 3D compressible Euler equations. The paper will be end with two
Appendixes. In Appendix A, the decay framework for linearized dissipa-
tive systems, either the damped hyperbolic system or hyperbolic-parabolic
composite system, will be shown, provided that the initial data belong to
L2(Rn) ∩ B˙−s2,∞(Rn)(s > 0). It should be a great improvement in compari-
son with the framework in [26] which was given by the second author etc.
thirty years ago, since L1(Rn) →֒ B˙01,∞(Rn) →֒ B˙−n/22,∞ (Rn). Actually, this
is the main motivation for the present work. In Appendix B, for the con-
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venience of readers, some interpolation inequalities related to Besov spaces,
for instance, Lp(Rn) embedding and improved Gagliardo-Nirenberg-Sobolev
inequality, will be presented.
2 Entropy, [SK] condition and main results
It is convenient to state main results of this paper, we first review the dissi-
pative entropy and the stability condition. To begin with, let us set
M = {ψ ∈ RN : 〈ψ,G(U)〉 = 0 for any U ∈ OU}.
Then M is a subset of RN with dimM = N1. In the discrete kinetic the-
ory, M is called the space of summational (collision) invariants. From the
definition of M, we have
G(U) ∈M⊤(the orthogonal complement of M), for any U ∈ OU .
Furthermore, corresponding to the orthogonal decomposition RN = M⊕
M⊤, we may write U ∈ RN as
U =
(
U1
U2
)
such that U ∈ M holds if and only if U2 = 0. We denote by E the set of
equilibrium state for the balance laws (1.1):
E = {U ∈ OU : G(U) = 0}.
2.1 Entropy and symmetrization
In [14], an entropy for (1.1) is defined as follows.
Definition 2.1. Let η = η(U) be a smooth function defined in a convex
open set OU ⊂ RN . Then η = η(U) is called an entropy for the balance laws
(1.1) if the following statements hold:
(•) η = η(U) is strictly convex in OU in the sense that the Hessian D2Uη(U)
is positive definite for U ∈ OU ;
(•) DUFj(U)(D2Uη(U))−1 is symmetric for U ∈ OU and j = 1, ..., n;
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(•) U ∈ E if and only if (DUη(U))⊤ ∈M;
(•) For U ∈ E , the matrix DUG(U)(D2Uη(U))−1 is symmetric and nonpos-
itive definite, and its null space coincides with M.
Here and below, DU stands for the (row) gradient operator with respect to
U . Let η(U) be the entropy and set
W (U) = (DUη(U))
⊤. (2.1)
It was shown in [14] that the mapping W =W (U) is a diffeomorphism from
OU onto its range OW . Let U = U(W ) be the inverse mapping which is also
a diffeomorphism from OW onto its range OU . Then (1.1) can be rewritten
as
A0(W )Wt +
n∑
j=1
Aj(W )Wxj = H(W ) (2.2)
with
A0(W ) = DWU(W ),
Aj(W ) = DWF
j(U(W )) = DUF
j(U(W ))DWU(W ),
H(W ) = G(U(W )).
Moreover, define
L(W ) := −DWH(W ) = −DUG(U(W ))DWU(W ).
In terms of (2.1), we have DWU(W ) = D
2
Uη(U(W ))
−1. Then it was shown
in [14] that (2.2) is a symmetric dissipative system in the sense defined as
follows.
Definition 2.2. The system (2.2) is called symmetric dissipative if the fol-
lowing statements hold:
(•) A0(W ) is symmetric and positive definite for W ∈ OW ;
(•) Aj(W ) is symmetric for W ∈ OW and j = 1, ..., n;
(•) H(W ) = 0 if and only if W ∈M;
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(•) For W ∈M, the matrix L(W ) is symmetric and nonnegative definite,
and its null space coincides with M.
Meantime, H(W ) has a useful expression for any fixed constant state
W¯ ∈M (see [14]):
H(W ) = −LW + r(W ), (2.3)
where L = L(W¯ ), r(W ) ∈M⊤ for all W ∈ OW and satisfies
|r(W )| ≤ C|W − W¯ ||(I −P)W | (2.4)
for W ∈ OW close to W¯ , where I the identity mapping on RN and P the
orthogonal projection onto M.
In order to obtain the effective decay estimates for orthogonal part (I −
P)W , it is convenient to transform (2.2) into a symmetric dissipative system
of normal form in the sense defined below.
Definition 2.3. The symmetric dissipative system (2.2) is said to be of the
normal form if A0(W ) is block-diagonal associated with orthogonal decompo-
sition RN =M⊕M⊥.
Use the partition as
U =
(
U1
U2
)
, W =
(
W1
W2
)
associated with the orthogonal decomposition RN =M⊕M⊥. Consider the
mapping U → V defined by
V =
(
V1
V2
)
=
(
U1
W2
)
withW2 = (DU2η(U))
⊤. This is a diffeomorphism fromOU onto its rangeOV .
Denote by U = U(V ) the inverse mapping which is a diffeomorphism from
OV onto its range OU . Hence, W = W (V ) is the diffeomorphism composed
by W =W (U) and U = U(V ). The straightforward calculation gives
A˜0(V )Vt +
n∑
j=1
A˜j(V )Vxj = H˜(V ) (2.5)
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with
A˜0(V ) = (DVW )
⊤A0(W )DVW,
A˜j(V ) = (DVW )
⊤Aj(W )DVW,
H˜(V ) = (DVW )
⊤H(W ),
whereW is evaluated atW (V ). It was shown by [15] that (2.5) is a symmetric
dissipative system of the normal form. Precisely,
Theorem 2.1. The system (2.5) is a symmetric dissipative system of the
normal form and H˜(V ) = H(W ). It holds W ∈M if and only if V ∈M be-
tween the variables W with V . Furthermore, the matrix L˜(V ) := −DV H˜(V )
can be expressed as
L˜(V ) = (DVW )
⊤L(W )DVW
and satisfies L˜(V ) = L(W ) if V ∈M (i.e., W ∈M).
As a simple consequence, we have an analogue of (2.3)-(2.4) that H˜(V )
has the following expression for any fixed constant state V¯ ∈ M (i.e., U¯ ∈
M):
H˜(V ) = −LV + r˜(V ), (2.6)
where L = L(W¯ ), r˜(V ) ∈M⊤ for all V ∈ OV . Furthermore,
|r˜(V )| ≤ C|V − V¯ ||(I −P)V | (2.7)
for V ∈ OV close to V¯ .
2.2 [SK] condition
As far as we known, the [SK] stability condition play a key role in the study
of generally dissipative systems, which was first formulated by Shizuta and
the second author [19] to deduce the decay estimates of solutions. Here, we
formulate the [SK] condition for (2.5), since we shall deal with the symmetric
dissipative system of normal form in the subsequent analysis. Let V¯ ∈ M
be a constant state and consider the linearized form of (2.5) at V = V¯ :
A˜0Vt +
n∑
j=1
A˜jVxj + LV = 0, (2.8)
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where A˜0 = A˜0(V¯ ), A˜j = A˜j(V¯ ) and L = L(V¯ ). Taking the Fourier trans-
form on (2.8) with respect to x ∈ Rn, we obtain
A˜0Vˆt + i|ξ|A˜(ω)Vˆ + LVˆ = 0, (2.9)
where A˜(ω) :=
∑n
j=1 A˜
jωj with ω = ξ/|ξ| ∈ Sn−1 (the unit sphere). Let
λ = λ(iξ) be the eigenvalues of (2.9), which solves the characteristic equation
det(λA˜0 + i|ξ|A˜(ω) + L) = 0.
Then the stability condition for (2.8) is formulated as follows.
Definition 2.4. The symmetric form (2.8) satisfies the stability condition
at V¯ ∈ M if the following holds true: Let φ ∈ RN satisfies φ ∈ M (i.e.,
Lφ = 0) and λA˜0 + A˜(ω)φ = 0 for some (λ, ω) ∈ R× Sn−1, then φ = 0.
Actually, the [SK] condition was first formulated in [19] for a general class
of symmetric hyperbolic-parabolic composite systems including the present
symmetric hyperbolic system (2.8). Moreover, there is an equivalent charac-
terization for the [SK] condition.
Theorem 2.2. ([19]) The following statements are equivalent to each other.
(•) The system (2.3) satisfies the stability condition at V¯ ∈M;
(•) Reλ(iξ) < 0 for ξ 6= 0;
(•) There is a constant c > 0 such that Reλ(iξ) ≤ −c|ξ|2/(1 + |ξ|2) for
ξ ∈ Rn;
(•) There is an N ×N matrix K˜(ω) depending smooth on ω ∈ Sn−1 satis-
fying the properties:
(i) K˜(−ω) = −K˜(ω) for ω ∈ Sn−1;
(ii) K˜(ω)A˜0 is skew-symmetric for ω ∈ Sn−1;
(iii) [K˜(ω)A˜(ω)]′ + L is positive definite for ω ∈ Sn−1, where [X ]′ de-
notes the symmetric part of the matrix X.
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2.3 Main results
In this paragraph, we state main results of this paper. First, we recall the
global-in-time existence of classical solutions to the Cauchy problem (1.1)-
(1.2), the interesting reader is referred to [29] for the detailed proof. Here
and below, denote by σc the critical regularity σc := 1 + n/2.
Theorem 2.3. ([29]) Suppose the balance laws (1.1) admits an entropy de-
fined as Definition 2.1 and the corresponding symmetric system (2.8) satisfies
the stability condition at V¯ ∈M, where V¯ is the constant state corresponding
to U¯ . There exists a positive constant δ0 such that if
‖U0 − U¯‖Bσc2,1(Rn) ≤ δ0,
then the Cauchy problem (1.1)-(1.2) has a unique global solution U ∈ C1(R+×
Rn) satisfying
U − U¯ ∈ C˜(Bσc2,1(Rn)) ∩ C˜1(Bσc−12,1 (Rn)).
Moreover, there exist two positive constants C0, and µ0 such that the following
energy inequality holds
‖U − U¯‖L˜∞(Bσc2,1(Rn)) + µ0
(
‖(I − P)V ‖L˜2(Bσc2,1(Rn)) + ‖∇V ‖L˜2(Bσc−12,1 (Rn))
)
≤ C0‖U0 − U¯‖Bσc2,1(Rn), (2.10)
where P is the orthogonal projection onto M.
Let us explain the notation of functional spaces appearing in Theorem
2.3. Define
C˜T (Bσc2,1) := L˜∞T (Bσc2,1) ∩ C([0, T ], Bσc2,1)
and
C˜1T (Bσc−12,1 ) := {f ∈ C1([0, T ], Bσc−12,1 )|∂tf ∈ L˜∞T (Bσc−12,1 )},
where the index T can be omitted when T = +∞. For the definition of
mixed space-time Besov spaces (Chemin-Lerner spaces), see, e.g., [1, 3].
A natural question follows. How does the large-time behavior of solutions
exhibit on the framework of spatially critical Besov spaces? Following from
the Gagliardo-Nirenberg-Sobolev inequality and complex interpolation in-
equality related to Besov spaces, the asymptotics of solutions U and (I−P)U
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have been shown (see [29]), however, the definite decay rates are not avail-
able, so we intend to further answer the question.
Based on the decay framework L2(Rn) ∩ Lp(Rn)(1 ≤ p < 2) for lin-
earized dissipative systems (see [26]), the second author [13] further consid-
ered the generally hyperbolic-parabolic composite systems and obtained the
optimal decay estimates in H l(Rn) ∩ L1(Rn)(l > 2 + n/2). The main anal-
ysis ingredients involved the pointwise energy estimates and low-frequency
and high-frequency integrals in Fourier spaces. Lq(q ≥ 2) estimates were
then obtained by the Gagliardo-Nirenberg interpolation inequality. This ef-
fort has been developed great, for instance, by Hoff and Zumbrun [11] for
compressible Navier-Stokes equations. They performed the more elaborate
spectral analysis on the Green’s matrix and a number of Fourier multiplier
and Paley-Wiener theory, which allow to produce the Lq decay rates for any
1 ≤ q ≤ ∞ in H l(Rn) ∩ L1(Rn)(l > 2 + n/2).
In this paper, we give a new decay framework for linearized dissipative
systems in L2(Rn) ∩ B˙−s2,∞(Rn)(s > 0), which improves the classical frame-
work in [26] essentially, since L1(Rn) →֒ B˙01,∞(Rn) →֒ B˙−
n
2
2,∞(R
n). Let us
sketch the technical obstruction and the strategy to overcome it. Firstly,
due to the loss of integrality of B˙−s2,∞(R
n), we have to go considerably beyond
the usual low-frequency and high-frequency integrals based on the Hausdorff-
Young inequality in [13, 26]. A key observation is that the symbol of pseudo-
differential operator (1 − ∆)− 12∇ behaves 1 when |ξ| goes to infinity and ξ
when |ξ| goes to zero, which motivates the different considerations on the
high-frequency part and low-frequency part of solutions. By virtue of the
unit decomposition, we can see the high-frequency part of solutions decays
exponentially in time, however, the low-frequency part of solutions need to be
dealt with more carefully. Fortunately, thanks to the interpolation inequal-
ity related to the Besov space B˙−s2,∞(R
n) and the fact that the B˙−s2,∞-norm
of solutions is preserved along time evolution for the linearized dissipative
equations, the desired differential inequality on the low-frequency of solu-
tions is achieved, which leads to the desired decay estimates. We would like
to point out such decay framework for generally dissipative systems is new,
which allows to pay less attention on the traditional spectral analysis, e.g.,
as in [2, 11, 13, 26], see Appendix A.
Secondly, the low-frequency and high-frequency ideas further inspire us
to use the Littlewood-Paley decomposition and do more elaborate analy-
sis, that is, to develop the L-P pointwise energy estimates and obtain the
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optimal decay estimates on the framework of Besov spaces, either the in-
homogeneous case or the homogeneous case. As shown by Sect. 4, we see
that the proof ideas on the low-frequency part are quite different due to
the restriction use of the interpolation inequality related to B˙−s2,∞(R
n). To
treat the difficulty due to the strong quasilinearity of (1.1), as in [15], the
time-weighted energy approach is mainly used. However, in order to take
care of the topological relation between inhomegeous Besov spaces and ho-
mogeneous Besov spaces, the new energy functional contains different time-
weighted norms according to the derivative index, which is used to overcome
the technical difficulty in subsequent nonlinear analysis. Here, there is a lit-
tle surprising that the energy functional can be regarded as the improvement
of that in [15], where the derivative index of solutions can take all values in
the total interval [0, σc − 1] rather than nonnegative integers only. To get
round the obstruction originated from partially dissipative structures, the
time-weighted energy functional for (I − P)U is also introduced. Further-
more, the Gagliardo-Nirenberg-Sobolev inequality as in [18] is well improved,
which allows to the case of fractional derivatives, see Lemma 8.4. In terms of
the frequency-localization Duhamel principle, the nonlinear decay estimates
are ultimately constructed by using the low-frequencey and high-frequency
decomposition methods and the improved Gagliardo-Nirenberg-Sobolev in-
equality, see Sect. 5 for details.
Denote Λℓf := F−1|ξ|ℓFf . Our main results are stated as follows.
Theorem 2.4. Let U(t, x) be the global classical solution of Theorem 2.3. If
further the initial data U0 ∈ B˙−s2,∞(Rn)(0 < s ≤ n/2) and
E0 := ‖U0 − U¯‖Bσc2,1(Rn)∩B˙−s2,∞(Rn)
is sufficiently small. Then the classical solution U(t, x) satisfies the following
decay estimates
‖Λℓ[U(t, ·)− U¯ ]‖X1(Rn) . E0(1 + t)−
s+ℓ
2 (2.11)
for 0 ≤ ℓ ≤ σc − 1, where X1 := Bσc−1−ℓ2,1 if 0 ≤ ℓ < σc − 1 and X1 := B˙02,1 if
ℓ = σc − 1;
‖Λℓ(I − P)U(t, ·)‖X2(Rn) . E0(1 + t)−
s+ℓ+1
2 (2.12)
for 0 ≤ ℓ ≤ σc − 2, where X2 := Bσc−2−ℓ2,1 if 0 ≤ ℓ < σc − 2 and X2 := B˙02,1 if
ℓ = σc − 2.
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Note that the Lp(Rn) embedding in Lemma 8.5, we can obtain the optimal
decay rates.
Theorem 2.5. Let U(t, x) be the global classical solution of Theorem 2.3. If
further the initial data U0 ∈ Lp(Rn)(1 ≤ p < 2) and
E˜0 := ‖U0 − U¯‖Bσc2,1(Rn)∩Lp(Rn)
is sufficiently small. Then the classical solutions U(t, x) satisfies the following
optimal decay estimates
‖Λℓ[U(t, ·)− U¯ ]‖X1(Rn) . E0(1 + t)−γp,2−
ℓ
2 (2.13)
for 0 ≤ ℓ ≤ σc − 1, and
‖Λℓ(I −P)U(t, ·)‖X2(Rn) . E0(1 + t)−γp,2−
ℓ+1
2 (2.14)
for 0 ≤ ℓ ≤ σc − 2, where X1 and X2 are the same space notations as in
Theorem 2.4. We denote by γp,2 :=
n
2
(1
p
− 1
2
) the Lp(Rn)-L2(Rn) decay rates
for the heat kernerl.
Remark 2.1. Let us mention that Theorems 2.4-2.5 exhibit the various decay
rates of solution and its higher order derivatives. The harmonic analysis
allow to reduce significantly the regularity requirements on the initial data in
comparison with the previous works [2, 11, 13, 26]. It is worth noting that the
derivative index ℓ can take values in the interval, for example, [0, σc−1] rather
than nonnegative integers only. Additionally, the decay of the orthogonal
part (I − P)U of solution is faster at half rate among all the components of
solution.
Remark 2.2. The proofs of Theorems 2.4-2.5 consists several steps. The
first step is to develop L-P pointwise energy estimates, which lead to the decay
estimates for the linearized dissipative hyperbolic system, see Sect. 4. The
next step is to develop the frequency-localization Duhamel principle and time-
weighted energy functionals to construct the decay estimates for nonlinear
dissipative system. A new point is that the low-frequency and high-frequency
decomposition method and improved Gagliardo-Nirenberg-Sobolev inequality
will be firstly used. To close the Lyapunov inequality related to time-weighted
energy functionals, the last step is to construct the decay estimates for the
orthogonal part (I−P)U of solution based on the symmetric hyperbolic system
of norm form.
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As the immediate consequence of Theorems 2.4-2.5, the optimal decay
rates in the usual L2(Rn) space are available.
Corollary 2.1. Let U(t, x) be the global classical solutions of Theorem 2.3.
(i) If E0 is sufficiently small, then
‖Λℓ[U(t, ·)− U¯ ]‖L2(Rn) . E0(1 + t)− ℓ+s2 , 0 ≤ ℓ ≤ σc − 1; (2.15)
‖Λℓ(I − P)U(t, ·)‖L2(Rn) . E0(1 + t)− s+ℓ+12 , 0 ≤ ℓ ≤ σc − 2. (2.16)
(ii) If E˜0 is sufficiently small, then
‖Λℓ[U(t, ·)− U¯ ]‖L2(Rn) . E˜0(1 + t)−γp,2− ℓ2 , 0 ≤ ℓ ≤ σc − 1; (2.17)
‖Λℓ(I − P)U(t, ·)‖L2(Rn) . E˜0(1 + t)−γp,2−
ℓ+1
2 , 0 ≤ ℓ ≤ σc − 2. (2.18)
In terms of improved Gagliardo-Nirenberg-Sobolev inequality (Lemma
8.4), furthermore, we can obtain the optimal Lp(Rn)-Lq(Rn) decay estimates
for (1.1).
Corollary 2.2. Let U(t, x) be the global classical solutions of Theorem 2.3.
Additionally, if E˜0 is sufficiently small, then
‖Λk[U(t, ·)− U¯ ]‖Lq(Rn) . E˜0(1 + t)−γp,q− k2 , (2.19)
for 2 ≤ q ≤ ∞ and 0 ≤ k ≤ σc − 1− 2γ2,q, and
‖Λk(I − P)U(t, ·)‖Lq(Rn) . E˜0(1 + t)−γp,q− k+12 , (2.20)
for 2 ≤ q ≤ n and 0 ≤ k ≤ σc − 2 − 2γ2,q, where γp,q = n2 (1p − 1q ) is the
Lp(Rn)-Lq(Rn) decay rates for the heat kernerl.
Let us point out again that our results for general dissipative systems were
obtained by assuming the standard dissipative entropy in [14] and all the time
[SK] condition, where the degenerate matrix L is symmetric in Definition
2.2. These decay results can be also applied to the 3D damped compressible
Euler equations for perfect gas flow and to obtain the optimal decay rates on
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the framework of spatially Besov spaces, see Sect. 6. Unfortunately, if the
degenerate matrix L is not symmetric, for example, for some concrete models,
like the Timoshenko system and Euler-Maxwell system, etc., then these decay
results including Theorem 2.3 (global-in-time existence) can no longer hold.
Recently, Ueda, Duan and the second author [25] have formulated a new
structural condition and analyze the weaker dissipative structure for general
systems. We expect that the decay framework in the present paper can be
further generalized to the nonstandard but interesting case, which is the next
consideration.
Finally, for readers we would like to mention the recent work [22] for the
Boltzmann equation. Based on the global existence of solutions in weighted
Sobolev spaces of geometric fractional order (see [8]), Sohinger and Strain
first introduced the mixed Besov space B˙−s2,∞L
2
v(s > 0) to investigate the op-
timal time decay rates. In constrast, their arguments need more regularity
and can not work in spatially critical Besov spaces effectively, however, their
efforts provided us the inspiration, when we deduced the decay estimates in
the homogeneous Besov spaces, see Proposition 4.2.
Notations. Throughout the paper, we use (·, ·) to denote the standard
inner product in the real RN or complex CN . f . g denotes f ≤ Cg, where
C > 0 is a generic constant. f ≈ g means f . g and g . f . Denote by
C([0, T ], X) (resp., C1([0, T ], X)) the space of continuous (resp., continuously
differentiable) functions on [0, T ] with values in a Banach space X . For
simplicity, the notation ‖(f, g)‖X means ‖f‖X + ‖g‖X with f, g ∈ X .
3 Littlewood-Paley theory and Besov spaces
The proofs of most of the results presented require a dyadic decomposition
of Fourier variables, so we recall briefly the Littlewood-Paley decomposition
and related Besov spaces, see the recent book [1] for details.
Let us start with the Fourier transform. The Fourier transform fˆ (or Ff)
of a L1-function f is given by
Ff =
∫
Rn
f(x)e−2πx·ξdx.
More generally, the Fourier transform of a tempered distribution f ∈ S ′ is
defined by the dual argument in the standard way.
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We now introduce a dyadic partition of Rn. Choose φ0 ∈ S such that φ0
is even,
suppφ0 := A0 =
{
ξ ∈ Rn : 3
4
≤ |ξ| ≤ 8
3
}
, and φ0 > 0 on A0.
Set Aq = 2
qA0 for q ∈ Z. Furthermore, we define
φq(ξ) = φ0(2
−qξ)
and define Φq ∈ S by
FΦq(ξ) = φq(ξ)∑
q∈Z φq(ξ)
.
It follows that both FΦq(ξ) and Φq are even and satisfy the following prop-
erties:
FΦq(ξ) = FΦ0(2−qξ), supp FΦq(ξ) ⊂ Aq, Φq(x) = 2qnΦ0(2qx)
and
∞∑
q=−∞
FΦq(ξ) =
{
1, if ξ ∈ Rn \ {0},
0, if ξ = 0.
Let P be the class of all polynomials of Rn and denote by S ′0 := S/P
the tempered distributions modulo polynomials. As a consequence, for any
f ∈ S ′0, we have ∞∑
q=−∞
Φq ∗ f = f.
Next, we give the definition of homogeneous Besov spaces. To do this,
we set
∆˙qf = Φq ∗ f, q = 0,±1,±2, ...
Definition 3.1. For s ∈ R and 1 ≤ p, r ≤ ∞, the homogeneous Besov spaces
B˙sp,r is defined by
B˙sp,r = {f ∈ S ′0 : ‖f‖B˙sp,r <∞},
where
‖f‖B˙sp,r =

(∑
q∈Z(2
qs‖∆˙qf‖Lp)r
)1/r
, r <∞,
supq∈Z 2
qs‖∆˙qf‖Lp, r =∞.
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To define the inhomogeneous Besov spaces, we set Ψ ∈ C∞0 (Rn) be even
and satisfy
FΨ(ξ) = 1−
∞∑
q=0
FΦq(ξ).
It is clear that for any f ∈ S ′0, yields
Ψ ∗ f +
∞∑
q=0
Φq ∗ f = f.
We further set
∆qf =

0, j ≤ −2,
Ψ ∗ f, j = −1,
Φq ∗ f, j = 0, 1, 2, ...,
which leads to the definition of inhomogeneous Besov spaces.
Definition 3.2. For s ∈ R and 1 ≤ p, r ≤ ∞, the inhomogeneous Besov
spaces Bsp,r is defined by
Bsp,r = {f ∈ S ′ : ‖f‖Bsp,r <∞},
where
‖f‖Bsp,r =

(∑∞
q=−1(2
qs‖∆qf‖Lp)r
)1/r
, r <∞,
supq≥−1 2
qs‖∆qf‖Lp, r =∞.
For convenience of reader, we present some useful facts as follows. The
first one is the improved Bernstein inequality, see, e.g., [27].
Lemma 3.1. Let 0 < R1 < R2 and 1 ≤ a ≤ b ≤ ∞.
(i) If SuppFf ⊂ {ξ ∈ Rn : |ξ| ≤ R1λ}, then
‖Λαf‖Lb . λα+n(
1
a
− 1
b
)‖f‖La , for any α ≥ 0;
(ii) If SuppFf ⊂ {ξ ∈ Rn : R1λ ≤ |ξ| ≤ R2λ}, then
‖Λαf‖La ≈ λα‖f‖La, for any α ∈ R.
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As a consequence of the above inequality, we have
‖Λαf‖Bsp,r . ‖f‖Bs+αp,r (α ≥ 0); ‖Λαf‖B˙sp,r ≈ ‖f‖B˙s+αp,r (α ∈ R).
The following lemma gives basic embedding properties in Besov spaces.
Lemma 3.2. Let s ∈ R and 1 ≤ p, r ≤ ∞. Then
(1) B˙0p,1 →֒ Lp →֒ B˙0p,∞, B˙0p,1 →֒ B0p,1;
(2) Bsp,r = L
p ∩ B˙sp,r(s > 0);
(3) Bsp,r →֒ B s˜p,r˜ whenever s˜ < s or s˜ = s and r ≤ r˜;
(4) B˙sp,r →֒ B˙
s−n( 1
p
− 1
p˜
)
p˜,r and B
s
p,r →֒ B
s−n( 1
p
− 1
p˜
)
p˜,r whenever p ≤ p˜;
(5) B˙
n/p
p,1 →֒ C0, Bn/pp,1 →֒ C0(p < ∞), where C0 is the space of continuous
bounded functions which decay at infinity.
Let us state the Moser-type product estimates, which plays an important
role in the estimate of bilinear terms.
Proposition 3.1. Let s > 0 and 1 ≤ p, r ≤ ∞. Then B˙sp,r∩L∞ is an algebra
and
‖fg‖B˙sp,r . ‖f‖L∞‖g‖B˙sp,r + ‖g‖L∞‖f‖B˙sp,r .
Let s1, s2 ≤ n/p such that s1 + s2 > nmax{0, 2p − 1}. Then one has
‖fg‖
B˙
s1+s2−n/p
p,1
. ‖f‖B˙s1p,1‖g‖B˙s2p,1.
Finally, we state a result of continuity for the composition function.
Proposition 3.2. Let s > 0, 1 ≤ p, r ≤ ∞ and F ′ ∈ W [s]+1,∞loc (I;R). Assume
that v ∈ B˙sp,r ∩ L∞, then F (v) ∈ B˙sp,r and
‖F (v)‖B˙sp,r . (1 + ‖v‖L∞)n‖F ′‖W [s]+1,∞(I)‖v‖B˙sp,r .
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4 The L-P pointwise energy estimates
In this section, we consider the perturbation system at V¯ of the linearized
dissipative system (2.8) satisfying the [SK] condition in Definition 2.4, which
reads precisely: {
A˜0w˜t +
∑n
j=1 A˜
jw˜xj + Lw˜ = 0,
w˜0 = V0 − V¯ , (4.1)
with w˜ = V − V¯ , where A˜0 = A˜0(V¯ ), A˜j = A˜j(V¯ ) and L = L(V¯ ) are the
constant matrices.
Proposition 4.1. If w˜0 ∈ B˙σ2,1(Rn) ∩ B˙−s2,∞(Rn) for σ ≥ 0 and s > 0, then
the solutions w˜(t, x) of (4.1) has the decay estimate
‖Λℓw˜‖Bσ−ℓ2,1 . ‖w˜0‖B˙σ2,1∩B˙−s2,∞(1 + t)
− ℓ+s
2 (4.2)
for 0 ≤ ℓ ≤ σ. In particular, if w˜0 ∈ B˙σ2,1(Rn) ∩ Lp(Rn)(1 ≤ p < 2), one
further has
‖Λℓw˜‖Bσ−ℓ2,1 . ‖w˜0‖B˙σ2,1∩Lp(1 + t)
−n
2
( 1
p
− 1
2
)− ℓ
2 (4.3)
for 0 ≤ ℓ ≤ σ.
Proof. Applying the inhomogeneous localization operator ∆q(q ≥ −1) to
(4.1) gives
A˜0∂t∆qw˜ +
n∑
j=1
A˜j∆qw˜xj + L∆qw˜ = 0. (4.4)
Then we perform the Fourier transform of (4.4) to get
A˜0∂t∆̂qw˜ + (i|ξ|A˜(ω) + L)∆̂qw˜ = 0, (4.5)
where ω = ξ/|ξ| and A˜(ω) = ΣjA˜jωj .
From Definition 2.2 and Theorem 2.1, there exists a constant c0 > 0 such
that the following inequality holds
1
2
d
dt
(A˜0∆̂qw˜, ∆̂qw˜) + c0|(I −P)∆̂qw˜|2 ≤ 0. (4.6)
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On the other hand, multiplying (4.5) by −i|ξ|K˜(ω), performing the inner
product with ∆̂qw˜ and then taking the real part of each term in the resulting
equality, we obtain
1
2
d
dt
Im(|ξ|K˜(ω)A˜0∆̂qw˜, ∆̂qw˜) + |ξ|2([K˜(ω)A˜(ω)]′∆̂qw˜, ∆̂qw˜)
= |ξ|Im(K˜(ω)L∆̂qw˜, ∆̂qw˜). (4.7)
By Theorem 2.2, it follows from [K˜(ω)A˜(ω)]′ + L is positive definite for
ω ∈ Sn−1 that
|ξ|2([K˜(ω)A˜(ω)]′∆̂qw˜, ∆̂qw˜) ≥ c1|ξ|2|∆̂qw˜|2 − |ξ|2|(I −P)∆̂qw˜|2 (4.8)
for some constant c1 > 0. Moreover, by virtue of Young’s inequality, the
right side of (4.7) can be estimated as∣∣∣|ξ|Im(K˜(ω)L∆̂qw˜, ∆̂qw˜)∣∣∣ ≤ ǫ|ξ|2|∆̂qw˜|2 + Cǫ|(I −P)∆̂qw˜|2 (4.9)
for any ǫ > 0, where Cǫ is a constant depending on ǫ. Combining (4.7)-(4.9),
we can deduce that
1
2
d
dt
Im
( |ξ|
1 + |ξ|2 K˜(ω)A˜
0∆̂qw˜, ∆̂qw˜
)
+
c1
2
|ξ|2
1 + |ξ|2 |∆̂qw˜|
2
≤ C|(I − P)∆̂qw˜|2, (4.10)
where we have chosen ǫ such that ǫ ≤ c1/2.
Therefore, it follows from (4.10) and (4.6) that the symmetric system
(4.1) admits a Lyapunov function of the form
E[∆̂qw˜] =
1
2
(A˜0∆̂qw˜, ∆̂qw˜) +
κ
2
Im
( |ξ|
1 + |ξ|2K(ω)A˜
0∆̂qw˜, ∆̂qw˜
)
, (4.11)
where κ > 0 is a small constant. Actually, by straightforward computations,
we show that
d
dt
E[∆̂qw˜] + (c0 − κC)|(I −P)∆̂qw˜|2 + c1κ|ξ|
2
2(1 + |ξ|2) |∆̂qw˜|
2 ≤ 0, (4.12)
where we choose κ > 0 so small that c0−κC ≥ 0 and E[∆̂qw˜] ≈ |∆̂qw˜|2, since
A˜0 is positive definite. To get the desired decay estimates, in the following,
we divide (4.12) into high-frequency and low-frequency cases, respectively.
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Case 1 (q ≥ 0)
In this case, |ξ| ∼ 2q, there exists a constant c2 > 0 such that the differ-
ential inequality holds
d
dt
E[∆̂qw˜] + c2|∆̂qw˜|2 ≤ 0, (4.13)
which implies that
‖∆qw˜‖L2 . e−c2t‖∆qw˜0‖L2. (4.14)
Then multiplying the factor 2qσ on both sides of (4.14) and summing the
resulting inequality over q ≥ 0, we arrive at∑
q≥0
2q(σ−ℓ)‖∆qΛℓw˜‖L2
. e−c2t
∑
q≥0
2q(σ−ℓ)‖∆qΛℓw˜0‖L2 . e−c2t‖w˜0‖B˙σ2,1 , (4.15)
where we have used Lemma 3.1.
Case 2 (q = −1)
In this case, there exists a constant c3 > 0 such that the differential
inequality holds
d
dt
E[̂˜w−1] + c3|ξ|2|̂˜w−1|2 ≤ 0, (4.16)
where w˜−1 := ∆−1w˜.
Multiplying (4.16) with |ξ|2ℓ and integrating the resulting inequality over
Rnξ , with the aid of Plancherel’s theorem, we arrive at
d
dt
E [w˜−1]2 + c3‖Λℓ+1w˜−1‖2L2 ≤ 0, (4.17)
where
E [w˜−1] :=
( ∫
Rnξ
|ξ|2ℓE[̂˜w−1]dξ)1/2 ≈ ‖Λℓw˜−1‖L2 .
According to the interpolation inequality related the Besov space B˙−s2,∞ (see
Lemma 8.2), we arrive at
‖Λℓw˜−1‖L2 . ‖Λℓ+1w˜−1‖θL2‖w˜−1‖1−θB˙−s2,∞
(
θ =
ℓ+ s
ℓ+ 1 + s
)
. ‖Λℓ+1w˜−1‖θL2‖w˜‖1−θB˙−s2,∞ , (4.18)
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In addition, by applying the homogeneous operator ∆˙q(q ∈ Z) to the
system (4.1) and performing the inter product with ∆˙qw˜, we can infer that
there exists a constant c4 > 0 such that
1
2
d
dt
(A˜0 ̂˙∆qw˜, ̂˙∆qw˜) + c4‖(I − P)∆˙qw˜‖2L2 ≤ 0, (4.19)
which immediately leads to
‖w˜‖B˙−s2,∞ ≤ ‖w˜0‖B˙−s2,∞ . (4.20)
Together with (4.18) and (4.20), we are led to the differential inequality
d
dt
E [w˜−1]2 + C‖w˜0‖−
2
s
B˙−s2,∞
(‖Λℓw˜−1‖2L2)1+
1
ℓ+s ≤ 0, (4.21)
which yields
‖Λℓw−1‖L2 . ‖w˜0‖B˙−s2,∞(1 + t)
− ℓ+s
2 . (4.22)
Hence, it follows from (4.15) and (4.22) that
‖Λℓw˜‖Bσ−ℓ2,1
. ‖w˜0‖B˙−s2,∞(1 + t)
− ℓ+s
2 + ‖w˜0‖B˙σ2,1e
−c2t
. ‖w˜0‖B˙σ2,1∩B˙−s2,∞(1 + t)
− ℓ+s
2 . (4.23)
Based on (4.23), the optimal decay estimate (4.3) follows from the em-
bedding Lp(Rn) →֒ B˙−s2,∞(Rn)(s = n(1/p − 1/2)) in Lemma 8.5. Therefore,
the proof of Proposition 4.1 is complete.
Additionally, if the inhomogeneous operator ∆q(q ≥ −1) is replaced with
the homogeneous operator ∆˙q(q ∈ Z) in the proof of Proposition 4.1, we
can obtain the decay estimates in homogeneous Besov spaces by using the
low-frequency and high-frequency decomposition techniques.
Proposition 4.2. If w˜0 ∈ B˙σ2,1(Rn) ∩ B˙−s2,∞(Rn) for σ ∈ R, s ∈ R satisfying
σ + s > 0, then the solution w˜(t, x) of (4.1) has the decay estimate
‖w˜‖B˙σ2,1 . ‖w˜0‖B˙σ2,1∩B˙−s2,∞(1 + t)
−σ+s
2 . (4.24)
In particular, if w˜0 ∈ B˙σ2,1(Rn) ∩ Lp(Rn)(1 ≤ p < 2), one further has
‖w˜‖B˙σ2,1 . ‖w˜0‖B˙σ2,1∩Lp(1 + t)
−n
2
( 1
p
− 1
2
)−σ
2 . (4.25)
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Proof. Due to the fact that the operator ∆˙q consists with ∆q for q ≥ 0, the
same process leading to (4.15) gives the high-frequency inequality:∑
q≥0
2qσ‖w˜q‖L2 . e−c2t
∑
q≥0
2qσ‖w˜q0‖L2 . e−c2t‖w˜0‖B˙σ2,1 , (4.26)
where w˜q := ∆˙qw˜. However, the low-frequency estimate will be shown by a
different idea inspired by [22], since Lemma 8.2 is not true for all σ, s ∈ R.
More precisely, we first have an analogue of the inequality (4.16):
d
dt
E[̂˜wq] + c3|ξ|2|̂˜wq|2 ≤ 0, (4.27)
where |ξ| ∼ 2q(q ≤ 0). Then it follows from (4.27) that
E[̂˜wq] ≤ e−c322qtE[ ̂˜wq0]. (4.28)
By integrating (4.28) over Rnξ , with the aid of Plancherel’s theorem, we arrive
at
‖w˜q‖L2 . e− 12 c3(2q
√
t)2‖w˜q0‖L2 , (4.29)
that is,
2qσ‖w˜q‖L2 . ‖w˜0‖B˙−s2,∞(1 + t)
−σ+s
2
[
(2q
√
t)σ+se−
1
2
c3(2q
√
t)2
]
, (4.30)
which immediately implies that∑
q<0
2qσ‖w˜q‖L2 . ‖w˜0‖B˙−s2,∞(1 + t)
−σ+s
2 . (4.31)
Therefore, we conclude that
‖w˜‖B˙σ2,1 =
∑
q<0
2qσ‖wq‖L2 +
∑
q≥0
2qσ‖wq‖L2
. ‖w˜0‖B˙−s2,∞(1 + t)
−σ+s
2 + e−c2t‖w˜0‖B˙σ2,1
. ‖w˜0‖B˙σ2,1∩B˙−s2,∞(1 + t)
−σ+s
2 (4.32)
for σ+ s > 0, which deduces (4.24), and (4.25) is followed by the Lp embed-
ding. Hence, the proof of Proposition 4.2 is finished.
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5 Decay estimates for symmetric hyperbolic
systems
The aim of this section is to deduce decay estimates for the nonlinear sym-
metric hyperbolic system with partial source terms. Our main idea is similar
to [13], where the decay rate of solutions could be obtained by using the
Duhamel principle and the time-weighted energy approach. However, due
to the Littlewood-Paley pointwise energy estimates, first of all, we develop
the frequency-localization Duhamel principle, then we introduce the time-
weighted energy functionals containing the decay rates, to obtain the decay
estimates of solutions for the corresponding nonlinear problem. A new ingre-
dient is that the low-frequency and high-frequency decomposition methods
and the improved Gagliardo-Nirenberg-Sobolev inequality are mainly used.
To do this, (2.5) can be written as the following form at V¯ :
A˜0w˜t +
n∑
j=1
A˜jw˜xj + Lw˜ = R, (5.1)
with w˜ = V − V¯ , where A˜0 = A˜0(V¯ ), A˜j = A˜j(V¯ ) and L = L(V¯ ) are the
constant matrices, and R = R1 +R2 with
R1 := −
n∑
j=1
A˜0
(
A˜0(V )−1A˜j(V )− (A˜0)−1A˜j
)
Vxj ,
R2 := A˜0
{
−
(
A˜0(V )−1 − (A˜0)−1
)
LV + A˜0(V )−1r˜(V )
}
.
The initial condition is supplemented by
w˜0 = V0 − V¯ . (5.2)
Next, we denote by G(t, x) the Green matrix associated with the linear
Cauchy problem (4.1):
Ĝf(t, ξ) = etΦ(iξ)fˆ(ξ), (5.3)
where
Φ(iξ) = −(A0)−1[A(iξ) + L]
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with A(iξ) = i
∑n
j=1 A˜
jξj. Then G(t, x)w˜0 is the solution of (4.1). Further-
more, in terms of the Green matrix G(t, x), the solution of (5.1)-(5.2) can be
expressed as by the standard Duhamel principle
w˜(t, x) = G(t, x)w˜0 +
∫ t
0
G(t− τ, x)R(τ)dτ. (5.4)
In addition, we also have the frequency-localization Duhamel principle.
Lemma 5.1. Suppose that w˜ = V (t, x)−V¯ is a solution of (5.1)-(5.2). Then
it holds that
∆qΛ
ℓw˜(t, x) = ∆qΛ
ℓ[G(t, x)w˜0] +
∫ t
0
∆qΛ
ℓ[G(t− τ, x)R(τ)]dτ (5.5)
for q ≥ −1 and ℓ ∈ R, and
∆˙qΛ
ℓw˜(t, x) = ∆˙qΛ
ℓ[G(t, x)w˜0] +
∫ t
0
∆˙qΛ
ℓ[G(t− τ, x)R(τ)]dτ (5.6)
for q ∈ Z and ℓ ∈ R.
Proof. We only show (5.5) and (5.6) follows similarly. Applying the operator
∆qΛ
ℓ to (5.1)-(5.2) gives{
A˜0∆qΛ
ℓw˜t +
∑n
j=1 A˜
j∆qΛ
ℓw˜xj + L∆qΛ
ℓw˜ = ∆qΛ
ℓR,
∆qΛ
ℓw˜|t=0 = ∆qΛℓw˜0. (5.7)
Note that the definition of G in (5.3), the equality (5.5) follows from the
frequency-localization system (5.7) and (5.4) immediately.
In what follows, our task is to prove the decay estimates for nonlinear
problem (5.1)-(5.2). For this purpose, we introduce some time-weighted sup-
norms:
E0(t) := sup
0≤τ≤t
‖w˜(τ)‖Bσc2,1 ;
E1(t) := sup
0≤ℓ<(σc−1)
sup
0≤τ≤t
(1 + τ)
s+ℓ
2 ‖Λℓw˜(τ)‖Bσc−1−ℓ2,1
+ sup
0≤τ≤t
(1 + τ)
s+σc−1
2 ‖Λσc−1w˜(τ)‖B˙02,1 ;
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E2(t) := sup
0≤ℓ<(σc−2)
sup
0≤τ≤t
(1 + τ)
s+ℓ+1
2 ‖Λℓ(I − P)w˜(τ)‖Bσc−2−ℓ2,1
+ sup
0≤τ≤t
(1 + τ)
s+σc−1
2 ‖Λσc−2(I −P)w˜(τ)‖B˙02,1
and further set
E(t) := E1(t) + E2(t).
Here let us note again that the time-weighted sup-norms are different in
regard to the derivative index, since we take care of the topological relation
between homogeneous Besov spaces and inhomogeneous Besov spaces, which
can be regarded as the great improvement of those in [14, 17]. Precisely, we
shall prove the following result.
Proposition 5.1. Let w˜ = V (t, x)− V¯ be the global classical solution in the
sense of Theorem 2.3. Suppose that w˜0 − w¯ ∈ Bσc2,1 ∩ B˙−s2,∞(0 < s ≤ n/2) and
the norm E0 := ‖w0 − w¯‖Bσc2,1∩B˙−s2,∞ is sufficiently small. Then it holds that
‖Λℓw˜(t)‖X1 . E0(1 + t)−
s+ℓ
2 (5.8)
for 0 ≤ ℓ ≤ σc − 1, where X1 := Bσc−1−ℓ2,1 if 0 ≤ ℓ < σc − 1 and X1 := B˙02,1 if
ℓ = σc − 1;
‖Λℓ(I −P)w˜(t)‖X2 . E0(1 + t)−
s+ℓ+1
2 (5.9)
for 0 ≤ ℓ ≤ σc − 2, where X2 := Bσc−2−ℓ2,1 if 0 ≤ ℓ < σc − 2 and X2 := B˙02,1 if
ℓ = σc − 2.
Proposition 5.1 mainly depends on an energy inequality related to those
time-weighted quantities, which is included in the following proposition.
Proposition 5.2. Let w˜ = V (t, x)− V¯ be the global classical solution in the
sense of Theorem 2.3. Additional, if w˜0 − w¯ ∈ B˙−s2,∞(0 < s ≤ n/2), then
E(t) . E0 + E2(t) + E0(t)E(t), (5.10)
where E0 is defined as Proposition 5.1.
Here we plan to divide the proof of Proposition 5.2 into several lemmas for
clarity, since it is a little long. The first result is the nonlinear low-frequency
estimate for solutions.
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Lemma 5.2. Under the assumption of Proposition 5.2, we have
‖∆−1Λℓw˜‖L2 . ‖w˜0‖B˙−s2,∞(1 + t)
− s+ℓ
2 + (1 + t)−
s+ℓ
2 E2(t). (5.11)
for 0 ≤ ℓ < σc − 1, and∑
q<0
‖∆˙qΛσc−1w˜‖L2 . ‖w˜0‖B˙−s2,∞(1 + t)
− s+σc−1
2 + (1 + t)−
s+σc−1
2 E2(t). (5.12)
Proof. We first prove (5.11). From (4.22), we have
‖∆−1Λℓ[G(x, t)w˜0]‖L2 . ‖w˜0‖B˙−s2,∞(1 + t)
− s+ℓ
2 . (5.13)
On the other hand, it follows from (5.5) and (5.13) that
‖∆−1Λℓw˜‖L2
≤ ‖∆−1Λℓ[G(x, t)w˜0]‖L2 +
∫ t
0
‖∆−1Λℓ[G(x, t− τ)R(τ)]‖L2dτ.
. ‖w˜0‖B˙−s2,∞(1 + t)
− s+ℓ
2 +
∫ t
0
(1 + t− τ)− s+ℓ2 ‖R(τ)‖B˙−s2,∞dτ
. ‖w˜0‖B˙−s2,∞(1 + t)
− s+ℓ
2 +
∫ t
0
(1 + t− τ)− s+ℓ2 ‖R(τ)‖Lpdτ, (5.14)
for 1/p = s/n + 1/2, where we used Lemma 8.5 in the last step. Our next
object is to estimate the norm ‖R(τ)‖Lp for partial source terms.
Note that ‖R(τ)‖Lp ≤ ‖R1(τ)‖Lp + ‖R2(τ)‖Lp, so we first deal with the
norm ‖R1(τ)‖Lp . To do this, we need to develop the Gagliardo-Nirenberg-
Sobolev inequality as in [18], which allows to the fractional derivatives, see
Lemma 8.4. In the following, we estimate the norm ‖R1(τ)‖Lp by using
different interpolation inequalities.
Case 1 (0 < s ≤ n/2− 1) Set H1(w˜) := A˜0(V )−1A˜j(V ) − (A˜0)−1A˜j . It
follows from the Ho¨lder’s inequality and Taylor’s formula of first order that
‖R1(τ)‖Lp . ‖H1(w˜)‖Ln/s‖∇w˜‖L2
. ‖w˜‖Ln/s‖∇w˜‖L2 , (5.15)
since the global classical solution V (t, x) takes values in a neighborhood of
V¯ ∈M. Applying Lemma 8.4 (taking r = 2) and Young’s inequality to get
‖R1(τ)‖Lp . ‖Λw˜‖θL2‖Λαw˜‖1−θL2 ‖Λw˜‖L2
. (‖Λw˜‖L2 + ‖Λαw˜‖L2)‖Λw˜‖L2 , (5.16)
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where n/2 − s < α ≤ σc − 1 and θ = α+s−n/2α−1 . Recall the definition of E1(t),
we need to estimate the term of the right side of (5.16) at different manners.
In case that n/2− s < α < σc − 1, it follows from (5.16) that
‖R1(τ)‖Lp . (‖Λw˜‖Bσc−22,1 + ‖Λ
αw˜‖Bσc−1−α2,1 )‖Λw˜‖Bσc−22,1
.
[
(1 + τ)−
s
2
− 1
2 + (1 + τ)−
s
2
−α
2
]
(1 + τ)−
s
2
− 1
2E21 (t)
. (1 + τ)−s−1E21 (t). (5.17)
In case that α = σc − 1, it follows from (5.16) that
‖R1(τ)‖Lp . (‖Λw˜‖Bσc−22,1 + ‖Λ
σc−1w˜‖B˙02,1)‖Λw˜‖Bσc−22,1
.
[
(1 + τ)−
s
2
− 1
2 + (1 + τ)−
s
2
−σc−1
2
]
(1 + τ)−
s
2
− 1
2E21 (t)
. (1 + τ)−s−1E21 (t) (5.18)
Here, let us point out s+1 > 1, which is crucial in the sequent integral with
respect to t.
Case 2 (n/2− 1 < s ≤ n/2) It follows from the Ho¨lder’s inequality, Lemma
8.4 and Young’s inequality that
‖R1(τ)‖Lp . ‖w˜‖Ln/s‖∇w˜‖L2
. ‖w˜‖θL2‖Λw˜‖1−θL2 ‖Λw˜‖L2
. (‖w˜‖L2 + ‖Λw˜‖L2)‖Λw˜‖L2, (5.19)
where θ = 1 + s− n/2. Recall the definition of E1(t), we arrive at
‖R1(τ)‖Lp . (‖w˜‖Bσc−12,1 + ‖Λw˜‖Bσc−22,1 )‖Λw˜‖Bσc−22,1
.
[
(1 + τ)−
s
2 + (1 + τ)−
s
2
− 1
2
]
(1 + τ)−
s
2
− 1
2E21 (t)
. (1 + τ)−s−
1
2E21 (t), (5.20)
where s+ 1/2 > (n− 1)/2 ≥ 1.
Next, we bound the norm ‖R2(τ)‖Lp . For R2, we write R2 := R21+R22.
Set H2(w˜) := −(A˜0(V )−1 − (A˜0)−1). Then
‖R21‖Lp . ‖H2(w˜)‖Ln/s‖(I − P)w˜‖L2 . (5.21)
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Thanks to the time-weighted quantities E1(t) and E2(t), it follows from the
similar analysis as (5.16)-(5.20) that
‖R21‖Lp .
{
(1 + τ)−s−1E1(t)E2(t), 0 < s ≤ n/2− 1;
(1 + τ)−s−
1
2E1(t)E2(t), n/2− 1 < s ≤ n/2.
(5.22)
Recall the useful inequality (2.7), we have
‖R22‖Lp . ‖r˜(V )‖Lp . ‖w˜‖Ln/s‖(I − P)w˜‖L2. (5.23)
Furthmore, in a similar way, we can also arrive at
‖R22‖Lp .
{
(1 + τ)−s−1E1(t)E2(t), 0 < s ≤ n/2− 1;
(1 + τ)−s−
1
2E1(t)E2(t), n/2− 1 < s ≤ n/2.
(5.24)
Together with inequalities (5.17), (5.18), (5.20), (5.22) and (5.24), we con-
clude that
‖R(τ)‖Lp .
{
(1 + τ)−s−1E2(t), 0 < s ≤ n/2− 1;
(1 + τ)−s−
1
2E2(t), n/2− 1 < s ≤ n/2. (5.25)
Therefore, we have∫ t
0
(1 + t− τ)− s+ℓ2 ‖R(τ)‖Lpdτ
.
{∫ t
0
(1 + t− τ)− s+ℓ2 (1 + τ)−s−1E2(t)dτ, 0 < s ≤ n/2− 1;∫ t
0
(1 + t− τ)− s+ℓ2 (1 + τ)−s− 12E2(t)dτ, n/2− 1 < s ≤ n/2;
. (1 + t)−
s+ℓ
2 E2(t). (5.26)
Noticing that (5.14) and (5.26), the desired inequality (5.11) is followed im-
mediately.
Concerning ℓ = σc − 1, from (4.31), we have∑
q<0
‖∆˙qΛσc−1[G(t, x)w˜0]‖L2 . ‖w˜0‖B˙−s2,∞(1 + t)
− s+σc−1
2 . (5.27)
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It follows from (5.6) and (5.27) that∑
q<0
‖∆˙qΛσc−1w˜‖L2
≤
∑
q<0
‖∆˙qΛσc−1[G(t, x)w˜0]‖L2 +
∫ t
0
∑
q<0
‖∆˙qΛσc−1[G(t− τ, x)R(τ)]‖L2dτ.
. ‖w˜0‖B˙−s2,∞(1 + t)
− s+σc−1
2 +
∫ t
0
(1 + t− τ)− s+σc−12 ‖R(τ)‖B˙−s2,∞dτ
. ‖w˜0‖B˙−s2,∞(1 + t)
− s+σc−1
2 +
∫ t
0
(1 + t− τ)− s+σc−12 ‖R(τ)‖Lpdτ, (5.28)
Just doing the same procedure leading to (5.11), we can obtain (5.12).
Hence, the proof of Lemma 5.2 is complete.
Lemma 5.3. Under the assumption of Proposition 5.2, we have∑
q≥0
2q(σc−1−ℓ)‖∆qΛℓw˜‖L2
. ‖w˜0‖Bσc2,1e−c1t + (1 + t)−
s+ℓ
2 E21 (t) + (1 + t)−
s+ℓ
2 E0(t)E1(t) (5.29)
for 0 ≤ ℓ ≤ σc − 1.
Proof. Due to ∆qf ≡ ∆˙qf(q ≥ 0), it is suffice to show (5.29) for the inho-
mogeneous case. From (4.14), we have
‖∆qΛℓG(x, t)w˜0‖L2 . e−c2t‖∆qΛℓw˜0‖L2 (5.30)
for all q ≥ 0. Then it follows from (5.5) and (5.30) that
‖∆qΛℓw˜‖L2
≤ ‖∆qΛℓ[G(x, t)w˜0]‖L2 +
∫ t
0
‖∆qΛℓ[G(x, t− τ)R(τ)]‖L2dτ
. e−c1t‖∆qΛℓw˜0‖L2 +
∫ t
0
e−c1(t−τ)‖∆qΛℓR(τ)‖L2dτ
. e−c1t‖∆qΛℓw˜0‖L2 + ‖∆qΛℓR(t)‖L2 (5.31)
which implies that∑
q≥0
2q(σc−1−ℓ)‖∆qΛℓw˜‖L2 . ‖w˜0‖Bσc2,1e−c1t + ‖ΛℓR(t)‖B˙σc−1−ℓ2,1 (5.32)
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for 0 ≤ ℓ ≤ σc − 1.
Using Propositions 3.1-3.2, and Lemma 3.2, the nonlinear term in the
right side of (5.32) can be estimated as follows:
‖ΛℓR1(t)‖B˙σc−1−ℓ2,1 . ‖H1(w˜)∇w˜‖B˙σc−12,1
. ‖Λℓw˜‖B˙σc−1−ℓ2,1 ‖w˜‖B˙σc2,1
.
{
‖Λℓw˜‖Bσc−1−ℓ2,1 ‖w˜‖Bσc2,1 , 0 ≤ ℓ < σc − 1;
‖Λσc−1w˜‖B˙02,1‖w˜‖Bσc2,1 , ℓ = σc − 1;
. (1 + t)−
s+ℓ
2 E0(t)E1(t). (5.33)
Similarly, we have
‖ΛℓR2(t)‖B˙σc−1−ℓ2,1
≤ ‖ΛℓR21(t)‖B˙σc−1−ℓ2,1 + ‖Λ
ℓR22(t)‖B˙σc−1−ℓ2,1
. ‖H2(w˜)‖B˙σc−12,1 ‖(I − P)w˜‖B˙σc−12,1 + ‖A˜
0(w˜)−1‖B˙σc−12,1 ‖r˜(w˜)‖B˙σc−12,1
.
‖Λ
ℓw˜‖Bσc−1−ℓ2,1 ‖w˜‖Bσc2,1 + ‖Λ
ℓw˜‖2
Bσc−1−ℓ2,1
, 0 ≤ ℓ < σc − 1;
‖Λσc−1w˜‖B˙02,1‖w˜‖Bσc2,1 + ‖Λσc−1w˜‖2B˙02,1 , ℓ = σc − 1;
. (1 + t)−
s+ℓ
2 E0(t)E1(t) + (1 + t)− s+ℓ2 E21 (t). (5.34)
Then it follows from (5.33)-(5.34) that
‖ΛℓR(t)‖B˙σc−1−ℓ2,1 . (1 + t)
− s+ℓ
2 E21 (t) + (1 + t)−
s+ℓ
2 E0(t)E1(t). (5.35)
Finally, together with (5.32) and (5.35), we arrive at (5.29).
Lemma 5.4. Under the assumption of Proposition 5.2, we have
‖(I − P)Λℓw˜‖Bσc−2−ℓ2,1
. e−ct‖(I −P)w˜0‖Bσc−22,1 + (1 + τ)
−s− ℓ+1
2 E21 (t)
+(1 + τ)−s−
ℓ+1
2 E1(t)E2(t), (5.36)
for 0 ≤ ℓ < σc − 2, and
‖(I −P)Λσc−2w˜‖B˙02,1
. e−ct‖(I − P)w˜0‖Bσc−22,1 + (1 + τ)
−s−σc−1
2 E21 (t)
+(1 + τ)−s−
σc−1
2 E1(t)E2(t). (5.37)
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Proof. Let (V1, V2) be the partition of V according to the orthogonal decom-
position Rm =M⊕M⊥. According to Theorem 2.1, we rewrite (2.5) as the
normal form:
A˜0(V )Vt +
n∑
j=1
A˜j(V )Vxj + LV = r˜(V ) (5.38)
with
A˜0(V ) =
(
A˜011(V ) 0
0 A˜022(V )
)
, A˜j(V ) =
(
A˜j11(V ) A˜
j
12(V )
A˜j21(V ) A˜
j
22(V )
)
L =
(
0 0
0 L22
)
, r˜(V ) =
(
0
r˜12(V )
)
.
Furthermore, we have
A˜022(V )V2t +
n∑
j=1
[A˜j21(V )V1xj + A˜
j
22(V )V2xj ] + L22V2 = r˜12(V ). (5.39)
It is convenient to write (5.39) as
A˜022V2t + L22V2 = R˜, (5.40)
where A˜022 = A˜
0
22(V¯ ) and
R˜ = A˜022
{
− A˜022(V )−1
n∑
j=1
[A˜j21(V )V1xj + A˜
j
22(V )V2xj ]
−[A˜022(V )−1 − (A˜022)−1]L22V2 + A˜022(V )−1r˜12(V )
}
:= R˜1 + R˜2 + R˜3.
Applying the operator ∆qΛ
ℓ(q ≥ −1, 0 ≤ ℓ < σc − 2) to (5.40) gives
A˜022∆qΛ
ℓV2t + L22∆qΛ
ℓV2 = ∆qΛ
ℓR˜. (5.41)
Note that (A˜022)
−1L22 is a positive definite matrix. Solving ∆qΛℓV2 from the
ordinary differential equation (5.41) and taking the L2-norm to get
‖(I −P)∆qΛℓw˜‖L2
. e−ct‖(I − P)∆qΛℓw˜0‖L2 +
∫ t
0
e−c(t−τ)‖∆qΛℓR˜(τ)‖L2dτ, (5.42)
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where c is some positive constant. Then multiplying the factor 2q(σc−2−ℓ) on
both sides of (5.42) and summing up the resulting inequality, we immediately
deduce that
‖(I −P)Λℓw˜‖Bσc−2−ℓ2,1
. e−ct‖(I − P)w˜0‖Bσc−22,1 +
∫ t
0
e−c(t−τ)‖R˜(τ)‖Bσc−22,1 dτ. (5.43)
It follows from Lemma 3.2 that ‖R˜(τ)‖Bσc−22,1 = ‖R˜(τ)‖B˙σc−22,1 + ‖R˜(τ)‖L2 ,
since σc − 2 > 0. Using Proposition 3.1 and Lemma 3.1, we have
‖R˜1(τ)‖B˙σc−22,1 = ‖H3(V )∇V ‖B˙σc−22,1
. ‖H3(w˜)‖B˙σc−12,1 ‖∇w˜‖B˙σc−22,1
. ‖w˜‖Bσc−12,1 ‖Λ
ℓ+1w˜‖
B
σc−1−(ℓ+1)
2,1
. (1 + τ)−s−
ℓ+1
2 E21 (t), (5.44)
where we used the constraint ℓ < σc−2, andH3(V ) stands for −A˜022A˜022(V )−1
A˜j21(V ) or −A˜022A˜022(V )−1A˜j22(V ) in R˜1.
For R˜2, we have
‖R˜2(τ)‖B˙σc−22,1 = ‖H4(w˜)L22V ‖B˙σc−22,1
. ‖H4(w˜)‖B˙σc−12,1 ‖(I −P)w˜‖B˙σc−22,1
. ‖w˜‖Bσc−12,1 ‖Λ
ℓ(I − P)w˜‖Bσc−2−ℓ2,1
. (1 + τ)−s−
ℓ+1
2 E1(t)E2(t), (5.45)
where H4(w˜) = −A˜022[A˜022(V )−1 − (A˜022)−1]. Similarly, we can arrive at
‖R˜3(τ)‖B˙σc−22,1 . (1 + τ)
−s− ℓ+1
2 E1(t)E2(t). (5.46)
Therefore, together with (5.44)-(5.46), we can obtain
‖R˜(τ)‖B˙σc−22,1 . (1 + τ)
−s− ℓ+1
2 E21 (t) + (1 + τ)−s−
ℓ+1
2 E1(t)E2(t). (5.47)
In addition, from (2.7), it is not difficult to get
‖R˜(τ)‖L2 . ‖H3(w)‖L∞‖∇w˜‖L2 + ‖w˜‖L∞‖(I − P)w˜‖L2
. ‖Λℓw˜‖B˙σc−1−ℓ2,1
(
‖∇w˜‖Bσc−22,1 + ‖(I −P)w˜‖Bσc−22,1
)
. (1 + τ)−s−
ℓ+1
2 E21 (t) + (1 + τ)−s−
ℓ+1
2 E1(t)E2(t). (5.48)
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Combining (5.43) and (5.47)-(5.48), we conclude that (5.36).
In case that ℓ = σc − 2, by applying the operator ∆˙qΛσc−2(q ∈ Z) to
(5.40) and performing the similar procedure leading to (5.43), we obtain
‖(I −P)Λσc−2w˜‖B˙02,1
. e−ct‖(I − P)w˜0‖Bσc−22,1 +
∫ t
0
e−c(t−τ)‖R˜(τ)‖B˙σc−22,1 dτ. (5.49)
Next, we revise the inequalities (5.44)-(5.46) as follows:
‖R˜1(τ)‖B˙σc−22,1 . ‖H3(w˜)‖B˙σc−12,1 ‖∇w˜‖B˙σc−22,1
. ‖w˜‖Bσc−12,1 ‖Λ
σc−1w˜‖B˙02,1
. (1 + τ)−s−
σc−1
2 E21 (t), (5.50)
‖R˜2(τ)‖B˙σc−22,1 . ‖H4(w˜)‖B˙σc−12,1 ‖(I −P)w˜‖B˙σc−22,1
. ‖w˜‖Bσc−12,1 ‖Λ
σc−2(I −P)w˜‖B˙02,1
. (1 + τ)−s−
σc−1
2 E1(t)E2(t), (5.51)
and
‖R˜3(τ)‖B˙σc−22,1 . (1 + τ)
−s−σc−1
2 E1(t)E2(t), (5.52)
which lead to (5.37) directly.
The proofs of Propositions 5.1-5.2. From Lemmas 5.2-5.3, we get
E1(t) . E0 + E2(t) + E0(t)E1(t). (5.53)
From Lemma 5.4, we get
E2(t) . E0 + E21 (t) + E1(t)E2(t). (5.54)
The time-weighted energy inequalities (5.53)-(5.54) implies (5.10) immedi-
ately, so the proof of Proposition 5.2 is finished ultimately.
Furthermore, from Theorem 2.3, we see that E0(t) . ‖V0 − V¯ ‖Bσc2,1 . E0.
Thus, if E0 is sufficient small, it follows from (5.10) that
E(t) . E0 + E2(t), (5.55)
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which can deduce that E(t) . E0, provided that E0 is sufficient small. Con-
sequently, we obtain the decay estimates in Proposition 5.1. 
Based on Propositions 4.1-4.2 and 5.1, we have a analogue decay estimates
on the framework of Bσc2,1 ∩ Lp(1 ≤ p < 2).
Proposition 5.3. Let w˜ = V (t, x)− V¯ be the global classical solution in the
sense of Theorem 2.3. Suppose that w˜0 − w¯ ∈ Bσc2,1 ∩ Lp(1 ≤ p < 2) and the
norm E˜0 := ‖w0 − w¯‖Bσc2,1∩Lp is sufficiently small. Then it holds that
‖Λℓw˜(τ)‖X1 . E˜0(1 + t)−
n
2
( 1
p
− 1
2
)− ℓ
2 (5.56)
for 0 ≤ ℓ ≤ σc − 1, and
‖Λℓ(I − P)w˜(τ)‖X2 . E˜0(1 + t)−
n
2
( 1
p
− 1
2
)− ℓ+1
2 (5.57)
for 0 ≤ ℓ ≤ σc − 2, where X1 and X2 are the same space notations as in
Proposition 5.1.
As a direct consequence of Propositions 5.1-5.2, the optimal decay esti-
mates in the usual L2 space are available.
Corollary 5.1. Let w˜ = V (t, x) − V¯ be the global classical solution in the
sense of Theorem 2.3.
(i) If E0 is sufficiently small, then
‖Λℓw˜‖L2 . E0(1 + t)−
ℓ+s
2 , 0 ≤ ℓ ≤ σc − 1; (5.58)
‖Λℓ(I − P)w˜‖L2 . E0(1 + t)−
s+ℓ+1
2 , 0 ≤ ℓ ≤ σc − 2. (5.59)
(ii) If E˜0 is sufficiently small, then
‖Λℓw˜‖L2 . E˜0(1 + t)−
n
2
( 1
p
− 1
2
)− ℓ
2 , 0 ≤ ℓ ≤ σc − 1; (5.60)
‖Λℓ(I −P)w˜‖L2 . E˜0(1 + t)−
n
2
( 1
p
− 1
2
)− ℓ+1
2 , 0 ≤ ℓ ≤ σc − 2. (5.61)
Moreover, the optimal Lp-Lq decay rates for solutions are shown by Corol-
lary 5.1 and Lemma 8.4.
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Corollary 5.2. Suppose that w˜0 ∈ Bσ2,1∩Lp(1 ≤ p < 2) and E˜0 is sufficiently
small. Then the solution and various derivatives decay in the Lq norm:
‖Λkw˜‖Lq . E˜0(1 + t)−γp,q− k2 (5.62)
for 2 ≤ q ≤ ∞ and 0 ≤ k ≤ σc − 1− 2γ2,q, and
‖Λk(I − P)w˜‖Lq . E˜0(1 + t)−γp,q− k+12 , (5.63)
for 2 ≤ q ≤ n and 0 ≤ k ≤ σc − 2− 2γ2,q, where γp,q = n2 (1p − 1q ) is the Lp-Lq
decay rate of heat kernel.
Proof. From Lemma 8.4 (taking r = 2), without loss of generality suppose
that m < ̺, then we have
‖Λkw˜‖Lq(Rn) . ‖Λmf‖1−θL2 ‖Λ̺w‖θL2(Rn)
.
{
(1 + t)−
n
2
( 1
p
− 1
2
)−m
2
}1−θ{
(1 + t)−
n
2
( 1
p
− 1
2
)− ̺
2
}θ
= (1 + t)−
n
2
( 1
p
− 1
2
)−m
2
(1−θ)− ̺
2
θ
= (1 + t)−
n
2
( 1
p
− 1
2
)− k
2
−n
2
( 1
2
− 1
q
)
= (1 + t)−
n
2
( 1
p
− 1
q
)− k
2 (5.64)
for k ≥ 0, where we have used the relation k + n(1
2
− 1
q
) = m(1 − θ) + ̺θ.
Finally, it follows from 0 ≤ θ ≤ 1 and 0 ≤ m < ̺ ≤ σc − 1 that
0 ≤ k ≤ σc − 1− n
(1
2
− 1
q
)
.
Similarly, the corresponding decay rates for (I −P)w˜ are also available.
6 Applications
Our decay results for generally dissipative systems have a great potential
for applications, since there are many concrete models satisfy the entropy
assumption and [SK] condition. In this section, we present an application
to the gas dynamics with relaxation, say, the damped compressible Euler
equations, which are given by{
∂tρ+∇ · (ρu) = 0,
∂t(ρu) +∇ · (ρu⊗ u) +∇p(ρ) = −ρu. (6.1)
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Here ρ = ρ(t, x) is the fluid density function of (t, x) ∈ [0,+∞) × R3; u =
u(t, x) = (u1, u2, u3)⊤ denotes the fluid velocity. The pressure P is related
to the density by p(ρ), which satisfies the classical assumption
p′(ρ) > 0, ∀ρ > 0.
An usual simplicity p(ρ) := ργ(γ ≥ 1), where the adiabatic exponent γ > 1
corresponds to the isentropic flow and γ = 1 corresponds to the isothermal
flow, see for example [23].
In the present paper, we investigate the Cauchy problem of 3D compress-
ible Euler equations (6.1) with the initial condition:
(ρ,u)(0, x) = (ρ0,u0). (6.2)
We are interested in the damping effect on the regularity and large-time
behavior of classical solutions of (6.1)-(6.2). For the one-dimensional Eu-
ler equations with damping, the global existence of a smooth solution with
small data was obtained first by Nishida [20]. The large-time behavior was
shown by many papers, see, e.g., the excellent survey paper by Dafermos
[5], the book by Hsiao [9] and references therein. Here, we consider the
multi-dimensional case. It has been shown by [23] and [28] that the damping
term could prevent the development singularities and the Cauchy problem
(6.1)-(6.2) has a unique classical solution which decays in the L2-norm to
the constant background state at the rate of (1 + t)−3/4 in [23], and in the
Lp(1 < p ≤ ∞)-norm at the rate of (1 + t)−n/2(1−1/p) in [28], respectively.
Recently, Tan and Wu [24] performed the spectral analysis to improve the
above decay rates such that the density converges to its equilibrium state at
the rates (1 + t)−
3
4
− s
2 in the L2-norm, and the momentum of the system
decays at the rates (1 + t)−
5
4
− s
2 in the L2-norm, as the initial data (ρ0,u0) ∈
H l ∩ B˙−s1,∞(l ≥ 4, s ∈ [0, 1]). At this stage, we give the optimal decay rates
on the framework of spatially critical Besov spaces Bσc2,1∩ B˙−s2,∞(σc = 5/2, s ∈
(0, 3/2]).
First, let us mention that (6.1) is a class of dissipative hyperbolic equa-
tions which satisfies the entropy assumption and [SK] condition, see [29] for
the rigorous verification. Therefore, we have the following global-in-time
existence result in the critical space with σc = 5/2.
Theorem 6.1. [29] Let ρ¯ > 0 be a constant reference density. Suppose that
ρ0 − ρ¯ and m0 ∈ Bσc2,1, there exists a positive constant δ˜0 such that if
‖(ρ0 − ρ¯,m0)‖Bσc2,1 ≤ δ˜0
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with m0 = ρ0u0, then the Cauchy problem (6.1)-(6.2) has a unique global
solution (ρ,m) ∈ C1(R+ × R3) satisfying
(ρ− ρ¯,m) ∈ C˜(Bσc2,1) ∩ C˜1(Bσc−12,1 ).
Moreover, there exist two positive constants C˜0 and µ˜0 such that the following
energy inequality holds
‖(ρ− ρ¯,m)‖L˜∞(Bσc2,1) + µ˜0
(
‖m‖L˜2(Bσc2,1) + ‖(∇ρ,∇m)‖L˜2(Bσc−12,1 )
)
≤ C˜0‖(ρ0 − ρ¯,m0)‖Bσc2,1 . (6.3)
Based on Theorem 6.1, those decay results for general dissipative systems
can be applied to (6.1)-(6.2), and X1 and X2 are the same space notations
with σc = 5/2. Precisely,
Theorem 6.2. Let (ρ,m)(t, x) be the global classical solutions of Theorem
6.1. If further the initial data (ρ0 − ρ¯,m0) ∈ B˙−s2,∞(0 < s ≤ 3/2) and
E0 := ‖(ρ0 − ρ¯,m0)‖Bσc2,1∩B˙−s2,∞
is sufficiently small. Then the classical solutions (ρ,m)(t, x) satisfies the
decay estimates
‖Λℓ(ρ− ρ¯,m)‖X1 . E0(1 + t)−
s+ℓ
2 (6.4)
for 0 ≤ ℓ ≤ σc − 1 and
‖Λℓm‖X2 . E0(1 + t)−
s+ℓ+1
2 (6.5)
for 0 ≤ ℓ ≤ σc − 2.
Of course, we have also a analogue decay estimates on the framework of
Bσc2,1 ∩ Lp.
Theorem 6.3. Let (ρ,m)(t, x) be the global classical solutions of Theorem
6.1. If further the initial data (ρ0 − ρ¯,m0) ∈ Lp(1 ≤ p < 2) and
E˜0 := ‖(ρ0 − ρ¯,m0)‖Bσc2,1∩Lp
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is sufficiently small. Then the classical solutions (ρ,m) satisfies the following
optimal decay estimates
‖Λℓ(ρ− ρ¯,m)‖X1 . E˜0(1 + t)−
3
2
( 1
p
− 1
2
)− ℓ
2 (6.6)
for 0 ≤ ℓ ≤ σc − 1 and
‖Λℓm‖X2 . E˜0(1 + t)−
n
2
( 1
p
− 1
2
)− ℓ+1
2 (6.7)
for 0 ≤ ℓ ≤ σc − 2.
As a direct consequence of Theorems 6.2-6.3, the optimal decay estimates
in the L2 are available.
Corollary 6.1. Let (ρ,m) be the global classical solutions of Theorem 6.1.
(i) If E0 is sufficiently small, then
‖Λℓ(ρ− ρ¯,m)‖L2 . E0(1 + t)− ℓ+s2 , 0 ≤ ℓ ≤ σc − 1; (6.8)
‖Λℓm‖L2 . E0(1 + t)−
s+ℓ+1
2 , 0 ≤ ℓ ≤ σc − 2. (6.9)
(ii) If E˜0 is sufficiently small, then
‖Λℓ(ρ− ρ¯,m)‖L2 . E˜0(1 + t)−
3
2
( 1
p
− 1
2
)− ℓ
2 , 0 ≤ ℓ ≤ σc − 1; (6.10)
‖Λℓm‖L2 . E˜0(1 + t)−
3
2
( 1
p
− 1
2
)− ℓ+1
2 , 0 ≤ ℓ ≤ σc − 2. (6.11)
Finally, we have the optimal Lp-Lq decay estimates for (6.1)-(6.2).
Corollary 6.2. Suppose that U0 − U¯ ∈ Bσc2,1 ∩ Lp(1 ≤ p < 2) and E˜0 is
sufficiently small. Then the solution and various derivatives decay in the Lq
norm:
‖Λk(ρ− ρ¯,m)‖Lq . E˜0(1 + t)−γp,q− k2 (6.12)
for 2 ≤ q ≤ ∞ and 0 ≤ k ≤ σc − 1− 2γ2,q, and
‖Λkm‖Lq . E˜0(1 + t)−γp,q− k+12 (6.13)
for 2 ≤ q ≤ 3 and 0 ≤ k ≤ σc − 2− 2γ2,q, where γp,q := 32(1p − 1q ).
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Remark 6.1. It is worth noting that we first obtain the various decay rates
for (ρ,m)(t, x) and its derivatives not only on the framework of spatially
critical Besov spaces, but also the derivative index can take values in some
interval, which improve those optimal decay results in [23, 24, 28] heavily.
For instance, from Corollaries 6.1-6.2, we can deduce that the well-known
decay rates for 3D damped compressible Euler equations:
‖ρ− ρ¯‖L2 . (1 + t)− 34 , ‖∇ρ‖L2 . (1 + t)− 54 ,
‖(ρ− ρ¯,m)‖L∞ . (1 + t)− 32 , ‖m‖L2 . (1 + t)− 54 .
Obviously, we see that the momentum has an extra time-decay (1 + t)−1/2 in
L2, which is just the recent decay result of [24].
7 Appendix A (decay framework)
This section can be regarded as an independent one in regard to the present
paper, which is the main motivation of our work, however, we would like to
supplement it for completeness. Additionally, allow us to abuse the notation
for constants a little.
7.1 The damped symmetric hyperbolic system
First, we give the decay framework for the damped symmetric hyperbolic
system, which reads as{
A0∂tw +
∑n
j=1A
jwxj + Lw = 0,
w(0, x) = w0,
(7.1)
where t ≥ 0, x = (x1, x2, · · ·, xn) ∈ Rn and w = w(t, x) is an RN -valued
function; L,Aj(j = 0, 1, 2, · · ·, n) are constant matrices of order N .
We assume that the equation of (7.1) is “symmetric hyperbolic” in the
same sense as in Definition 2.2:
(A1) Matrices Aj(j = 0, · · ·, n) are real symmetric and, in addition, A0 is
positive definite. L is real symmetric and nonnegative definite, and its
null space coincides with M.
Furthermore, we also assume (7.1) satisfies the [SK] condition as in Definition
2.4:
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(A2) Let φ ∈ RN satisfies φ ∈ M (i.e., Lφ = 0) and λA0 + A(ω)φ = 0 for
some (λ, ω) ∈ R× Sn−1, then φ = 0.
Then the result on the decay estimates of solution to the system (7.1) is
stated as follows.
Proposition 7.1. Let the assumptions (A1)-(A2) hold. Suppose w0 ∈ L2(Rn)
∩ B˙−s2,∞(Rn) for s > 0, then the solution of (7.1) has the decay estimate
‖w‖L2(Rn) . (1 + t)−s/2. (7.2)
In particular, suppose w0 ∈ L2(Rn) ∩ Lp(Rn)(1 ≤ p < 2), one further has
‖w‖L2(Rn) . (1 + t)−
n
2
( 1
p
− 1
2
). (7.3)
Proof. Step 1. Perform the Fourier transform of (7.1) to give
A0wˆt +
(
i|ξ|A(ω) + L
)
wˆ = 0, (7.4)
where A(ω) :=
∑n
j=1A
jωj. By performing the inner product of (7.4) with wˆ
and taking the real part of the resulting equation, we get
1
2
d
dt
(A0wˆ, wˆ)t + c0|(I −P)wˆ|2 ≤ 0, (7.5)
where we have noticed that A0, A(ω) and L are real symmetric. P is the
orthogonal projection onto M = KerL and c0 > 0 is some constant.
Step 2. Multiplying (7.4) by −i|ξ|K(ω), performing the inner product with
wˆ and then taking the real part of the resulting equality, we arrive at
1
2
d
dt
Im(|ξ|K(ω)A0wˆ, wˆ) + |ξ|2([K(ω)A(ω)]′wˆ, wˆ)
= |ξ|Im(K(ω)Lwˆ, wˆ). (7.6)
It follows from Theorem 2.2 that [K(ω)A(ω)]′+L is positive definite, so there
exists a constant c1 > 0 such that
|ξ|2([K(ω)A(ω)]′wˆ, wˆ) ≥ c1|ξ|2|wˆ|2 − |ξ|2|(I −P)wˆ|2. (7.7)
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From Young’s inequality, the right side of (7.6) can be estimated as∣∣∣|ξ|Im(K(ω)Lwˆ, wˆ)∣∣∣ ≤ ǫ|ξ|2|wˆ|2 + C(ǫ)|(I −P)wˆ|2. (7.8)
Together with (7.6)-(7.8), we are led to the estimate
1
2
d
dt
Im
( |ξ|
1 + |ξ|2K(ω)A
0wˆ, wˆ
)
+
c1
2
|ξ|2
1 + |ξ|2 |wˆ|
2 ≤ C|(I − P)wˆ|2, (7.9)
where we chosen ǫ > 0 satisfying ǫ ≤ c1/2.
Next, we multiply (7.9) by the constant κ > 0 and add the resulting
inequality and (7.5) to get
d
dt
E[wˆ] + (c0 − κC)|(I − P)wˆ|2 + c1κ|ξ|
2
1 + |ξ|2 |wˆ|
2 ≤ 0 (7.10)
with
E[wˆ] =
1
2
(A0wˆ, wˆ) +
κ
2
Im
( |ξ|
1 + |ξ|2K(ω)A
0wˆ, wˆ
)
,
where we chosen κ > 0 so small that c1 − κC ≥ 0 and E[wˆ] ≈ |wˆ|2, since A0
is positive definite.
Let us consider the unit decomposition: 1 ≡ φ(ξ) + ϕ(ξ), where φ, ϕ ∈
C∞c (R
n) (0 ≤ φ(ξ), ϕ(ξ) ≤ 1) satisfy
φ(ξ) ≡ 1, if |ξ| ≤ R; φ(ξ) ≡ 0, if |ξ| ≥ 2R
with R > 0. Furthermore, set w1 = F−1[φ(ξ)wˆ(ξ)] and w2 = F−1[ϕ(ξ)wˆ(ξ)],
so we have w = w1 + w2.
Case 1 (high-frequency)
Multiplying the inequality (7.10) by ϕ2, we have
d
dt
(ϕ2E[wˆ]) +
c1R
2
1 +R2
|ϕwˆ|2 ≤ 0, (7.11)
which implies
‖w2‖L2 ≤ Ce−c2t‖w0‖L2 , (7.12)
where the constant c2 > 0 depends on R.
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Case 2 (low-frequency)
Multiplying the inequality (7.10) by φ2, we have
d
dt
(E˜[wˆ]2) +
c1
1 +R2
|ξ|2|wˆ1|2 ≤ 0, (7.13)
where E˜[wˆ] := {φ2E[wˆ]}1/2 and E˜[wˆ] ≈ |wˆ1|.
Integrating (7.13) over Rnξ , and using Plancherel’s theorem gives
d
dt
E˜21 + c3‖∇w1‖2L2 ≤ 0, (7.14)
where
E˜1 :=
(∫
Rnξ
E˜[wˆ]2dξ
)1/2
≈ ‖w1‖L2
and the constant c3 > 0 depends on R.
Step 3. Applying the operator ∆˙q(q ∈ Z) to (7.1) and performing the inter
product with ∆˙qw, we can infer that
‖∆˙qw‖L2 + ‖(I −P)∆˙qw‖L2t (L2) ≤ ‖∆˙qw‖L2, (7.15)
which implies that
‖w‖B˙−s2,∞ ≤ ‖w0‖B˙−s2,∞ . (7.16)
Step 4. Noticing that Lemma 8.2, we have (taking k = 0 and ̺ = s)
‖f‖L2 . ‖∇f‖θL2‖f‖1−θB˙−s2,∞
(
θ =
s
1 + s
)
. (7.17)
Applying (7.17) to the low-frequency part w1, furthermore, we obtain the
differential equality from (7.14):
d
dt
E˜21 + C‖w0‖−2/sB˙−s2,∞‖w1‖
2(1+1/s)
L2 ≤ 0, (7.18)
where we used the simple fact ‖w10‖B˙−s2,∞ ≤ ‖w0‖B˙−s2,∞ .
Solve the differential inequality (7.18) to get
‖w1‖L2 . ‖w0‖B˙−s2,∞(1 + t)
−s/2. (7.19)
Finally, together with (7.12) and (7.19), we arrive at the decay estimate
(7.2). Furthermore, (7.3) is followed from (7.2) and the embedding Lp(Rn) →֒
B˙−s2,∞(R
n)(s = n(1/p− 1/2)).
Hence, the proof of Proposition 7.1 is completed.
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7.2 The hyperbolic-parabolic composite system
Consider the following Cauchy problem for hyperbolic-parabolic composite
system {
A0Ut +
∑n
j=1A
jUxj =
∑n
j,kB
j,kUxjxk ,
U(0, x) = U0.
(7.20)
Here U := (u, v)⊤ where u(t, x) and v(t, x) are vectors with N1 and N2
components, respectively. Set N = N1 +N2. A
j(j = 0, · · ·, n), Bj,k are real
constant matrices of order N .where B˜j,k is the real constant matrix of order
N2.
We assume that the equation of (7.20) is “symmetric hyperbolic-parabolic”
in the sense that
(A3) Matrices Aj(j = 0, · · ·, n) and Bj,k are real symmetric and, in addition,
A0 is positive definite. B(ω) ≡ ∑jkBj,kωjωk is nonnegative definite
for any ω ∈ Sn−1 and and its null space coincides with M.
Taking the Fourier transform on (7.20) with respect to x ∈ Rn, we obtain
A0Uˆt + i|ξ|A(ω)Uˆ + |ξ|2B(ω)Uˆ = 0, (7.21)
where A(ω) :=
∑n
j=1A
jωj. Let λ = λ(iξ) be the eigenvalues of (7.21), which
solves the characteristic equation
det(λA0 + i|ξ|A(ω) + |ξ|2B(ω)) = 0.
Similar to Definition 2.4, we assume the following [SK] condition for
(7.20).
(A4) Let φ ∈ RN satisfies φ ∈ M (i.e., B(ω)φ = 0) and λA0 + A(ω)φ = 0
for some (λ, ω) ∈ R× Sn−1, then φ = 0.
Furthermore, it was shown by [19] that the [SK] condition have the fol-
lowing equivalent characterization.
Theorem 7.1. The following statements are equivalent to each other.
(•) The system (7.20) satisfies the [SK] stability condition in (A4);
(•) Reλ(iξ) < 0 for ξ 6= 0;
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(•) There is a constant c > 0 such that Reλ(iξ) ≤ −c|ξ|2/(1 + |ξ|2) for
ξ ∈ Rn;
(•) There is an N ×N matrix K(ω) depending smooth on ω ∈ Sn−1 satis-
fying the properties:
(i) K(−ω) = −K(ω) for ω ∈ Sn−1;
(ii) K(ω)A0 is skew-symmetric for ω ∈ Sn−1;
(iii) [K(ω)A(ω)]′ +B(ω) is positive definite for ω ∈ Sn−1.
Having the above preparation, we also obtain the decay estimates for
(7.20).
Proposition 7.2. Let the assumptions (A3)-(A4) hold. Suppose U0 ∈ L2(Rn)
∩ B˙−s2,∞(Rn) for s > 0, then the solution of (7.20) has the decay rate
‖U‖L2(Rn) . (1 + t)−s/2. (7.22)
In particular, suppose U0 ∈ L2(Rn) ∩ Lp(Rn)(1 ≤ p < 2), one further has
‖w‖L2(Rn) . (1 + t)−
n
2
( 1
p
− 1
2
). (7.23)
Proof. The proof is just similar to that of Proposition 7.1. In order to explain
how the strong dissipative term plays a key role, we give the outline of the
proof.
Firstly, there exists a constant c0 > 0 such that
1
2
d
dt
(A0Uˆ , Uˆ) + c0|ξ|2|vˆ|2 ≤ 0, (7.24)
since A0, A(ω) are real symmetric and B˜j,k is real symmetric and positive def-
inite. Then it follows from the [SK] condition that there exist two constants
c1 ≥ 0 and c2 > 0 such that
d
dt
E[Uˆ ] + c1|ξ|2|vˆ|2 + c2|ξ|
2
1 + |ξ|2 |Uˆ |
2 ≤ 0 (7.25)
with
E[Uˆ ] =
1
2
(A0Uˆ , Uˆ) +
κ
2
Im
( |ξ|
1 + |ξ|2K(ω)A
0Uˆ , Uˆ
)
,
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where κ > 0 is chosen so small that E[Uˆ ] ≈ Uˆ2.
Just doing the same high-frequency and low-frequency decomposition as
(7.11)-(7.14), we arrive at
‖U2‖L2 ≤ Ce−c3t‖U0‖L2 , (7.26)
and
d
dt
E˜22 + c4‖∇U1‖2L2 ≤ 0, (7.27)
where U1 := F−1[φUˆ ], U2 := F−1[ϕUˆ ] and U = U1 + U2, additionally,
E˜2 :=
(∫
Rnξ
φ2E[Uˆ ]2dξ
)1/2
≈ ‖U1‖L2
and the constants c3, c4 > 0 both depend on R.
Finally, with the aid of Lemma 8.2, we can obtain
d
dt
E˜22 + C‖U0‖−2/sB˙−s2,∞‖U1‖
2(1+1/s)
L2 ≤ 0, (7.28)
which leads to the desired decay estimates (7.22) and (7.23).
Remark 7.1. The low-frequency and high-frequency decomposition enable us
to capture the effective pointwise behavior of the pseudo-differential operator
(1 −∆)− 12∇, which is a crucial point in our analysis. It is the first time to
obtain the decay estimates for the low-frequency part of solutions by using the
interpolation inequality related to the Besov space B˙−s2,∞, which is quite differ-
ent in comparison with the classical manner as in [26]. Furthermore, the low-
frequency and high-frequency techniques inspire us to use the Littlewood-Paley
decomposition and do more elaborate analysis, which provides the motivation
on studying decay problems on the framework of spatially Besov spaces for
general damped hyperbolic system or hyperbolic-parabolic composite system.
8 Appendix B (interpolation inequalities)
For the convenience of reader, we present some interpolation inequalities,
actually, which parallel the work of Sohinger and Strain [22]. However,
we make some simplicity for use, since their inequalities are related to the
mixed spaces containing the microscopic velocity.
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Lemma 8.1. Suppose k ≥ 0 and m, ̺ > 0. Then the following inequality
holds
‖f‖B˙k2,1 . ‖f‖
θ
B˙k+m2,∞
‖f‖1−θ
B˙−̺2,∞
with θ =
̺+ k
̺+ k +m
. (8.1)
As a matter of fact, the interpolation inequality (8.1) can hold true for
the general case 1 ≤ p ≤ ∞ rather than p = 2 only. In particular, we have
Lemma 8.2. Suppose k ≥ 0 and m, ̺ > 0. Then the following inequality
holds
‖Λkf‖L2 . ‖Λk+mf‖θL2‖f‖1−θB˙−̺2,∞ with θ =
̺+ k
̺+ k +m
, (8.2)
where (8.2) is also true for ∂α with |α| = k(k nonnegative integer).
The proof follows from the embedding B˙k2,1 →֒ B˙k2,2 →֒ B˙k2,∞ and ‖f‖B˙k2,2 ≈
‖Λkf‖L2 directly.
Lemma 8.3. Suppose that m 6= ̺. Then the following inequality holds
‖f‖B˙kp,1 . ‖f‖
1−θ
B˙mr,∞
‖f‖θ
B˙̺r,∞
, (8.3)
where 0 < θ < 1, 1 ≤ r ≤ p ≤ ∞ and
k + n
(1
r
− 1
p
)
= m(1− θ) + ̺θ.
The proof is just the same one as in [22] without the mixed Hilbert space
related to the microscopic velocity.
Lemma 8.4. Suppose that m 6= ̺. One has the interpolation inequality of
Gagliardo-Nirenberg-Sobolev type
‖Λkf‖Lq . ‖Λmf‖1−θLr ‖Λ̺f‖θLr , (8.4)
where 0 ≤ θ ≤ 1, 1 ≤ r ≤ q ≤ ∞ and
k + n
(1
r
− 1
q
)
= m(1− θ) + ̺θ.
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Proof. Indeed, it is the direct consequence of Lemma 8.3. Due to the homo-
geneous decomposition f =
∑
q∈Z ∆˙qf , we have
‖Λkf‖Lq = ‖
∑
q∈Z
∆˙qΛ
kf‖Lq ≤
∑
q∈Z
‖∆˙qΛkf‖Lq
≈
∑
q∈Z
2qk‖∆˙qf‖Lq = ‖f‖B˙kq,1, (8.5)
where we have used the Minkowski’s inequality and Bernstein’s inequality
(see Lemma 3.1).
In the other hand, note that the embedding Lr →֒ B˙0r,∞(1 ≤ r ≤ ∞) and
the Bernstein’s inequality, we have
‖f‖B˙mr,∞ ≈ ‖Λmf‖B˙0r,∞ . ‖Λmf‖Lr . (8.6)
Hence, (8.4) is followed from Lemma 8.3 immediately.
Lemma 8.5. Suppose that ̺ > 0 and 1 ≤ p < 2. One has
‖f‖B˙−̺r,∞ . ‖f‖Lp (8.7)
with 1/p − 1/r = ̺/n. In particular, this holds with ̺ = n/2, r = 2 and
p = 1.
Proof. It follows from Bernstein’s inequality and Young’s inequality that
2q
n
r ‖∆˙qf‖Lr . 2q
n
p ‖∆˙qf‖Lp . 2q
n
p ‖f‖Lp (8.8)
for all q ∈ Z, which implies (8.7) directly.
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