












Acquisition of stock trading strategy using predicted stock price 
 
渡邉祐太郎 





In recent years, stock price prediction and stock trading using machine learning have become useful. In 
stock trading using machine learning, the present-day stock price is commonly used. However, making a 
profit from reinforcement learning using this stock price is difficult. Therefore, the aim of this research is 
to make a profit by performing reinforcement learning using the predicted stock price. The results show 
that using the predicted stock price can create profits in the Japanese market. 
 




















代表する 225 社のダウ平均をとった値であり, TOPIX と
ならび, 日本株の重要な指標である. 本研究ではテクニ
カル分析で使用される「始値」，「安値」，「高値」，「終
値」の 4 つの値を 1 日分の入力とする. ここで予測する値
は, 日経平均株価の明日の「終値」とする． 




として 5 日移動平均線, 中長期トレンドとして 25 日移動
平均線がよく用いられる. 例えば 5 日移動平均線は今日
を含めた過去 5 日分の終値を合計し, 日数の 5 で割った
数値を 1 日ずつずらしながら計算して線でつないだもの
である. 








本手法ではまず RNN を用いて株価の予測を行う. RNN
とは前の時刻の中間層の状態と次の時刻の入力とを統合
することで, 時系列情報を扱えるようにしたネットワー
ク構造となっている. 時間軸展開すると多層 NN を時間
方向につなげたネットワークとみなすことができる. そ
のため学習に誤差逆伝播法を用いることができる. この
学習方法は Back Propagation Through Time (BPTT)と呼ば




図 1. 強化学習の枠組み 
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値関数Q(𝑠𝑡, 𝑎𝑡)の学習を行う. エージェントは図 1 のよう
にあらかじめ決められた方策で与えられる行動をとり環
境から報酬𝑟𝑡 1と次の状態𝑠𝑡 1を観測し, Q(𝑠𝑡, 𝑎𝑡)を更新
する. 























実験データは 2000 年から 2019 年までのデータの中か
らランダムに 800 日間を取り出し, 学習データとして 500
日, テストデータとして 300日に分割する. さらに検証デ
ータとして学習データの中からランダムに 20日ずつを２
箇所, 計 40日ずつ取り出す.  これを一つのデータセット
とし, 同様の方法で 10 個のデータセットを用意する.  




「高値」，「終値」の 4 つの株価を１日分の入力とし, 出
力 (教師信号)は明日の終値とする. これをコントロー








図 2. 株価予測の結果 
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入力日数を 6, 中間層の素子数を 30 にしてそれぞれの
データセットに対し 5 回実験を行った. 結果の一例を図 3




よって以下では株価の予測値として RNN への入力を 4
つの株価と ViX としたときに得られる出力とする.  










は200万円,  初期所持株数は0株として実験を行った. 評
価はテストデータの最終的な所持金で行う. 5 つの手法に
対し各 5 回ずつ実験を行った. またボンフェロー二法に
よる多重検定を優位水準 5%で行った.  data1~10 に対す
る実験結果を表 1 に示す. 表内の数字はテストデータの
最終資産の 5 回平均である. 実験結果は大きく分けて 2
種類に分類できる. 1 つ目は random と提案手法との間に
有意差があるもの, 2 つ目は random と提案手法の間に有
意差がないものに分けられた. それぞれの結果の代表例



























を用いて強化学習を行えば利益を出せることがわかる.   
しかし data3 と data8 では有意差が見られなかった.  
data3 と data8 に関してテストデータの期間中どこで利益
を出しているか確認した. 代表して data8 のテストデータ
期間中の利益を図 5 に示す. 第 1 軸の青色の線は株を売
却した時の利益を示しており, 第 2 軸のオレンジ色の線
は株価を示している. 図から株価が大きく下降したとこ
ろで大きな損失を出していることがわかる.  原因解明の
ため data8 の株価の変動率のヒストグラムを確認した. 学
習データのヒストグラムを図 6, テストデータのヒスト
グラムを図 7 に示す. 学習データは株価の変動率のばら
つきが少なかったが, テストデータはばらつきが大きい












この時の利益の獲得状況を図 8 に示す. 刻みを変更し











図 3. data1 の実験結果 
 
  










data1 2,226,199 2,259,418 3,120,175 2,641,556 2,500,599 
data2 1,835,887 1,793,647 2,672,627 2,050,128 1,921,141 
data3 1,917,096 1,868,619 2,832,448 1,991,921 1,963,630 
data4 2,017,167 2,041,090 3,005,661 2,519,630 2,064,750 
data5 2,842,176 2,387,657 3,582,199 3,111,905 2,249,855 
data6 2,002,737 1,910,470 2,671,084 2,229,387 2,155,609 
data7 1,882,728 1,948,567 2,737,167 2,333,307 2,168,788 
data8 1,552,731 1,645,850 2,462,527 2,019,763 1,839,193 
data9 1,898,008 1,793,569 2,765,963 2,246,701 2,179,345 
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図 5. 利益の獲得状況 
 
 
図 6. 学習データのヒストグラム 
 
 
図 7. テストデータのヒストグラム 
 
図 8. 利益の獲得状況 
 
６．今後の課題 
RNN の予測値と Persistence Model の平均絶対誤差を比
べると RNN の予測値のほうが良い結果を出すことがで








トワークを Q 学習に応用した Deep Q-Network(DQN)を用
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