Introducing the discrete probability distribution by means of the Prabhakar (or the three-parameter Mittag-Leffler) function, we establish explicit expressions for raw and factorial moments and also general fractional-order moments. Applying an elementary moment inequality we obtain functional upper bounds for the Turánian difference for Prabhakar function. Finally, a Laguerre inequality is proved and functional upper bound has been given for Laguerreian difference for Prabhakar function.
Introduction
The three-parameter Mittag-Leffler function was introduced by Prabhakar [1] in the form Here and in what follows
where the latter case stands for the standard familiar Pochhammer symbol (or shifted factorial) and it is used by convention that (0) 0 := 1. For comprehensive treatment of E γ α,β (z) from the complete monotonicity point of view see [2, 3] .
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For γ = 1, we recover with (1.1) the two-parameter Mittag-Leffler function E α,β (z) defined by [4] E α,β (z) = k≥0 z k (αk + β) , (α) > 0, β ∈ C; z ∈ C.
Moreover, the case β = γ = 1 yields the classical Mittag-Leffler function [4] E α (z) = k≥0 z k (αk + 1)
, (α) > 0; z ∈ C.
Multiparameter (or vector index) generalizations of the Mittag-Leffler function are presented, for example, in the monograph by Yakubovich and Luchko. [5] 
Fractional Poisson process with Prabhakar's three-parameter Mittag-Leffler function
The Mittag-Leffler function appeared as residual waiting time between events in renewal processes already in the sixties of the past century, namely processes with properly scaled thinning out the sequence of events in a power law renewal process. Such a process in essences is a fractional Poisson process [6] [7] [8] [9] [10] which in the recent years has become subject of intensive research. In the article [11] successive to [6] , the authors studied the large deviations also for this kind of processes. In particular in [11, Section 4] , it is shown that the fractional distribution, generalized therein, is a particular form of weighted Poisson process for which we refer to [12, 13] . The telegraph process is a finite-velocity one dimensional random motion of which various probabilistic features are known. The fractional extensions of the telegraph process {T α (t) : t ≥ 0}, whose changes of direction are related to the fractional Poisson process {N α (t) : t ≥ 0} having distribution [6] 
The fractional Poisson process resulting in {N α,β (t) : t ≥ 0} defined with the aid of the two-parameter Mittag-Leffler function E α,β (λt α ) was studied by Herrmann. [14] The related distribution is
for which the related raw moments are obtained in terms of the Bell polynomials, see [14, p.5] .
Here we introduce a more general fractional Poisson process {N 
At this point it is worth to mention that there is a correspondence between the nonhomogeneous Poisson process {N (t) : t ≥ 0} with intensity function λαt α−1 , that is
and the Prabhakar-type fractional Poisson process {N 
where N (t) is a non-homogeneous Poisson process with intensity function λαt α−1 .
, we arrive at the statement.
Return for a while to the alternative version of the weighted fractional Poisson process {A ν,λ (t) : t ≥ 0} considered by Beghin and Macci.[11, Section 4] Actually, in our setting there hold equalities A ν,λ (t) ≡ N ν (t) ≡ N ν,1 (t); finally, the comparison with (2.1) implies that A ν,λ (t) ipso facto coincides with N 1 ν,1 (t). In accordance with (2.1) we shall study the probability distribution associated with the Prabhakar function E γ α,β (λt α ) letting λ = 1 throughout for the sake of simplicity. So, consider a non-negative random variable (rv) X on a standard probability space ( , F , P) having a fractional Poisson-type distribution
where remains min{α, β, γ } > 0. Being k≥0 P γ α,β (k) = 1, the rv X is well defined. This correspondence we quote in the sequel X ∼ ML(α, β, γ ).
Let us remind that the factorial moment of the rv X of order s ∈ N is given by
provided the moment generating function M X (t) = Et X there exists in some neighbourhood of t = 1 together will all its derivatives up to the order s. By virtue of the Viète-Girard formulae for expanding
here e r represents elementary symmetric polynomials:
Theorem 2.2:
For all min{α, β, γ } > 0 the sth raw moment of the rv X ∼ ML(α, β, γ ) reads as follows
Moreover, the sth factorial moment
where the curly braces denote the Stirling numbers of the second kind.
Proof: Recall the connection between the raw and the factorial moments of a rv:
As to the stated result we need only the direct calculation:
which is the statement (2.2). The derivation of (2.3) is now straightforward.
To obtain the fractional-order moments we need the so-called extended Hurwitz-Lerch Zeta (HLZ) function introduced by Gupta et al. [15] (see also [16, 
Proof: By definition, for all s > 0 we have
, since the therm zeroth vanishes. In turn mutatis mutandis 
Remark 1:
It is worth to mention that Herrmann [14, p.5, Equation (3.10)] has been derived the raw integer-order moments for the two-parameter Mittag-Leffler distributed rv which is covered with our Y ∼ ML(α, β, 1) distribution, in the form
Recalling that E 1 α,β (t) = E α,β (t), our relations (2.2) and (2.5) cover this result. Indeed, taking s = 1, γ = 1; t → t 1/α in (2.2) we have
On the other hand, since
we see that EX ≡ EY. Next, by setting s = 1, γ = 1; t → t 1 /α formula (2.5) becomes
The rest is obvious.
Remark 2:
In fact, Theorem 2.3 is the fractional (in s) counterpart of the first claim (2.2) of Theorem 2.2. However, the advantage of preceding is that it consists from a finite s+1-term linear combination of three parameter Mittag-Leffler functions of Prabhakar type. Specifying now s ∈ N 0 in (2.5), we obtain a new set of summation formulae for a special class of extended HLZ functions (1,α) γ +1;α+β (t α , 1 − s, 1) in terms of related Prabhakar function.
Corollary 2.4:
For all min{α, β, γ } > 0 and for all s ∈ N 0 we have
Functional upper bounds for a Turánian difference built by Prabhakar function
Our next goal is to derive a Turán type inequality for the Prabhakar function. In this purpose let us introduce the generalized Turánian difference
which was built with respect to all three parameters in the initial Mittag-Leffler function E γ α,β (t α ). To establish a functional upper bound for T (t) we study firstly the first two raw moments, using Theorem 2.3. The resulting expressions are
Making use of the basic moment property EX 2 ≥ (EX) 2 valid for all finite second-order moment random variables, we deduce:
which is equivalent to 
Here 1 F 1 (a; b; z) stands for the Kummer's confluent hypergeometric function
Proof: As to the proof of (3.4) we only have to remind that in the right half-plane there is the unique min (t 0 ) ≈ 0.885603 at t 0 ≈ 1.46163, say. (Obviously we cannot guarantee
which coincides with (3.5).
Now, combining (3.3), (3.4) and/or (3.5) we arrive at Theorem 3.2: For all min{α, β, γ } > 0 and for all t ∈ (0, 1) we have
,
Moreover, for all α ≥ 1, β ≥ t 0 , γ > 0 and for all t > 0 there holds
where (t 0 , (t 0 )) is the positive minimum of the -function.
To the best of our knowledge there exists a Turán type inequality for the two parameter Mittag-Leffler function E α,β (z) with respect to the parameter β obtained by Sitnik and Mehrez. [17] Bearing in mind that 
Towards Laguerre type inequality results
The Laguerreian difference (see, e.g. the classical paper [18] or the recent related works by Baricz) concerns the subsequent derivatives of certain entire function F of special type. It is
The estimate n L (t) ≥ 0, t ∈ I ⊆ R we call Laguerre inequality of order n.
In turn, taking t → t 1/α in the Prabhakar type model X ∼ ML(α, β, γ ) we get a transformed random variable X 1 , say. Since the characteristic function of X 1 reads
which implies 
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