It is shown that the anatomical, pharmacological, physiological and behavioral data can be integrated by the the aid of computational models to understand the functional organization of the hippocampus.
It is generally agreed that the hippocampal formation has a crucial role in learning and memory process. The hippocampus is reciprocally connected to many neural centers and it is thought to prepare information for long term storage.
The hippocampus has an important role in neurological diseases. Alzheimer disease, epilepsy and ischemia are associated with learning and memory impairment, and are accompanied by selective neuronal death or characteristic changes in the hippocampal circuitry. The integration of anatomical, physiological, neurochemical, pharmacological and behavioral data by the methods of computational neuroscience helps to get a coherent picture about the structure{ function relationship of the hippocampal circuitry and to o er working strategy to control the disorders.
Levels, methods, problems
The hippocampus has been studied on di erent levels and by di erent methods:
i) the anatomical organization of the hippocampus including its a erent and e erent systems and the local circuitry of its components ;
ii) the electrical activity patterns related to global brain states and the underlying single-cell activities iii) the cellular synaptic plasticity that occurs during long term potentiation (LTP) ; iv) the role of the hippocampus of rats learning a spatial environment; and v) the function of hippocampus in human memory.
Computational theories try to understand how the hippocampal neural circuitry and the whole cortico-hippocampal loop, supplemented with speci c subcortical inputs, can implement di erent types of dynamic activity ("brain states") such as theta rhythms and sharp waves, and how these activity patterns elicit long term potentiation (LTP). LTP is assumed to be the cellular basis for memory formation (Bliss & Lomo 1973) . The relationship between the brain states and the enhancement of synaptic modi ability (LTP) can also be established by computational methods.
Anatomical organization 3.1. Global organization
The hippocampal formation is a cortical structure located in the temporal lobe. It is called archicortex for its evolutionary precedence over neocortex, and is relatively simple compared to neocortical structures. It has an elongated C-shaped form, and looks like a tube oriented perpendicular to the corpus callosum. Structurally the hippocampus is the simplest form of cortex, but this simplicity is in stark contrast with its role in processing information from the external world through the sensory systems, and from the "internal world" conveyed by subcortical inputs. Whereas, e.g., primary visual cortex is specialized for processing a single modality, the hippocampus is functionally one of the most complex supramodal association areas, with many routes to many cortical areas. Polymodal association areas converge directly or indirectly on the entorhinal cortex which in turn forms the principal source of a erents to hippocampus. The hippocampus receives re ned information from virtually all sensory modalities, both exteroceptive and interoceptive, via entorhinal cortex, and is thought to prepare information for long term storage elsewhere in cortex with the return projections from hippocampus possibly providing cells in polymodal cortex with a "condensed sketch" of the overall context in which their unimodal input occurred.
The prinicpal cells
The principal cells of the dentate gyrus, the granule cells, generally do not have basal dendrites, but only have spiny apical dendrites. Their axons form the mossy bers, which pass through the hilus (the area contained within the formed by DG) before terminating on the dendrites of the CA3 pyramidal cells. The granule cell axons are considered to form excitatory synapses; the most likely neurotransmitter is glutamate. The hilus itself contains "polymorphic" cells, i.e., cells of varied morphology.
The principal cells of the hippocampus proper, the pyramidal cells, have thick apical dendrites extending through the stratum radiatum up to the stratum lacunosum-moleculare, and shorter and thinner basal dendrites which arborize in the stratum oriens. The thick, myelinated main axons of the CA3 pyramidal cells arising from the soma and terminating in the stratum radiatum and oriens of the CA1 region are the Scha er collaterals. Furthermore, CA3 pyramidal cells have recurrent collaterals terminating in the CA3 region itself. Axons of the CA1 pyramidal cells are thin, and provide part of the hippocampal output, projecting mostly to subiculum, and sometimes straight to the entorhinal cortex. Both CA3 and CA1 pyramidal cells also have collaterals which descend to the septal area via the mbria. For most pyramidal neurons, glutamate is the (excitatory) neurotransmitter, which binds to (at least) three di erent receptor subtypes, metabotropic, AMPA and NMDA. Recently metabotropic excitatory amino acid receptors have also been taken into account.
Interneurons
Hippocampal "nonpyramidal" inteneurons exhibiting local inhibitroy e ects have a decisive role in controlling electrical activity. Freund & Buzs aki (1996) reviewed the anatomical, neurochemical and pharmacological, cellular and system physiological data and showed the diversity of interneurons. Certain types of interneurons locall control the activity of the principal cells, while others may form a network, and collectivly exert the inhibtory e ect. Interneuronal networks may exhibit network oscillations with di erentfrequncies, and they control the synchtonized operation of the principal cells and the formation of plasticity.
Circuitry
According to the nowadays classical scenario (Andersen et al 1971) there is a unidirectional cortico-hippocampo-cortical loop formed by the excitatory pathways. The perforant path originates in the entorhinal cortex and terminates in the granule cells of the dentate gyrus. The axons of the granule cells, i.e. the mossy bers, project to the proximal part of the CA3 pyramidal cell dendrites. There is an extensive axonal arborization within the CA3 region. The axon collaterals of the CA3 pyramidal cells, i.e. the Scha er collaterals, innervate the dendrites of the CA1 pyramidal cells, which further project to the subiculum and then to the entorhinal cortex.
The anatomical organization is far more complex having several other projections. The entorhinal cortex also innervates a sub eld of the CA3 and CA1 regions. The local inhibitory cells can receive innervations from the principal cells of the same (feedback) or a erent (feed-forward) sub eld. They can be innervated also by extrahippocampal a erents as well (Freund & Antal 1988 .
A erents and e erents
It is well established that the major input (the perforant path) to the hippocampus arises from layer II of entorhinal cortex (ENT). The ENT itself is considered as a relay for information coming from multimodal association areas in the temporal, prefrontal, cingulate, and insular regions. It seems likely that olfactory information is relayed through the lateral entorhinal cortex, while the medial entorhinal cortex conveys visual information. The former terminates in the outer third of the molecular layer, the postsynaptic targets being the distal dendritic eld of the granule cells. The latter terminates on the middle third of the molecular layer.
Besides cortical (and commissural) connections Sdi erent subcortical structures are identi ed as hippocampal a erents and e erents. Subcortical inputs, in general, may strongly modify the hippocampal activity patterns. After having a model of the cortico-hippocampo-cortical loop, the speci c e ects of di erent inputs can be studied.
An important input to hippocampus arising from the medial septum. The septohippocampal pathway has two main components. One type of bers, being presumably cholinergic, does not show target-selective innervation. Cholinergic septal a erents are responsible for the generation and maintenance of theta rhythms. (Theta rhythm has remarkable behavioral correlates. It occurs during locomotion and rapid eye movement sleep, among other behavioral states.) The interdependence of lesions of the septohippocampal pathway and the change of the temporal patterns can quantitatively studied by simulation methods.
Another type of bers found to be GABAergic and to exclusively innervate inhibitory interneurons of the hippocampus proper (Freund & Antal 1988 , Gulyas et al 1990 . Since the interneurons contain mostly GABA, as transmitter substance, the GABA{GABAergic interaction implements the phenomenon called disinhibition. Though the number of bers producing disinhibition is relatively low, still their modifying e ects is strong. The quantitative details are not known, and extensive simulation experiments are necessary to discover them.
The raphe nuclei of the midbrain area innervate the hippocampus. The main neurotransmitter of the raphe-hippocampal projections is serotonin. Speci cally, the median raphe-projections selectively innervate a subclass of interneurons in the CA regions ), namely those containing calbindin.
One important output eld of the hippocampus is the subiculum; other projections exist to the presubiculum, parasubiculum and the ENT. The subicular e erents to the deep layers of the entorhinal cortex close the multisynaptic entorhinal cortex-hippocampus-entorhinal cortex loop. Subiculum also generates a massive projection that travels in the fornix to the anterior thalamic nuclei and the mammilary bodies lying at the posterior edge of the hypothalamus. Deep layers of ENT are innervated by the hippocampus and project to neocortex, especially to zones neighboring ENT and to the medial frontal areas.
Global Brain States and Behavioral States
4.1. Electrical activity patterns Global brain states, in both normal and pathological situations, may be associated with spontaneous activities of large populations of neurons. Experimentally, these activities may be detected by recording both from large neural assemblies (as in the EEG) or from a single neuron of the cell population. Generally, behavioral correlates can be de ned for electrophysiologically global brain states.
Two main, normally occurring, global hippocampal states are known: the rhythmic slow activity, called the theta rhythm and the irregular sharp waves (SPW) (Buzs aki 1989). A pathological brain state, associated with epileptic seizures, the epileptiform patterns, is also characteristic of the hippocampus. More precisely, a set of di erent types of collective neural behaviors are qualied as "seizures". Both normal brain states and epileptic states are related to some (not clearly de ned) synchronous activity. While a certain degree of synchronization is characteristic of normal rhythmic activity, highly synchronized cellular activity is more characteristic of clinical disorders. Other oscillations, such as a fast (40-100Hz) gamma oscillation found mostly in the hilus, and transient high-frequency (200Hz) oscillation in the CA1 region have also been reported.
Theta rhythms
The theta rhythm is a population oscillation with large ( 1 mV) amplitude and with 4-12Hz frequency. Originally, the theta rhythm was found to occur whenever the animal engages in such behaviors as walking, exploration, or sensory scanning, as well as in REM sleep. O' Keefe & Nadel (1978) suggested that displacement movements -but not stationary voluntary movements (e.g., bar pressing at low speeds) -in the rat, coincide with theta; moreover, the frequency of theta has been found to correlate with speed of movement (O'Keefe & Recce 1993). It can also be phase-locked to sensory stimuli. Buzs aki et al. (1994) speculated on the double functional role of hippocampal theta rhythm. First, a large-scale oscillation in the entorhinal-hippocampal network induced by the septum is maintained by phase-locking. Second, since the majority of the pyramidal cells are silent during theta, and their membrane voltage is kept close to but below the threshold, relatively few excitatory synapses are su cient to discharge them. In addition, theta is involved in LTP generation.
Sharp Waves
Sharp waves (SPWs) have a very large amplitude (up to 3.5mV), their duration is 40-120ms, and their frequency can be between 0.2 and 5 Hz. Though maximal SPW frequencies do overlap theta frequencies, theta waves are much more regular than SPWs. SPWs also have behavioral correlates: they occur during awake immobility, drinking, eating, face washing, grooming and slow wave sleep. During SPWs, pyramidal and inhibitory cells re with increased frequency. Furthermore, there is a partial synchronous cellular activity of both pyramidal and inhibitory neurons. The degree of synchrony is, however under the threshold for induction of epileptic seizure.
Synchronization
While theta rhythms depend on septal input, SPWs are formed by internal processes. One important precondition for SPW generation is the occurrence of a population burst in a small set of CA3 pyramidal cells. Their synchronization is mediated by excitatory synaptic connections. It is interesting to note that Whittington et al. (1995) found partially synchronous 40 Hz activity in networks of inhibitory neurons in hippocampal and cortical slices. Furthermore, it was shown by mathematical studies (van Vreeswijk et al. 1992 ) that inhibition (and not excitation) synchronizes neural ring in simple networks built from HodgkinHuxley type and 'integrate-and-re' models.
Epileptic activity occurs in a population of neurons when the membrane potentials of the neurons are "abnormally" synchronized. As we already know, a certain degree of synchrony is necessary for normal theta and SPW behavior, and the transition between normal and abnormal degrees of synchrony is not clear. Rather arbitrarily, activity has been considered epileptic if more than 25of the cells re during 100ms . In vitro models of epilepsy (Traub et al. 1987 , Traub & Miles 1991 o er a means to study the cellular mechanisms of the di erent types of epileptic phenomena by combined physiological and simulation methods.
Both experiments and theoretical studies suggest the existence of a general synchronization mechanism in the hippocampal CA3 region. Synaptic inhibition regulates the spread of ring of pyramidal neurons. Inhibition may be reduced by applying drugs to block (mostly) GABA-A receptors. If inhibition falls below a critical level, complete synchrony occurs. Collective properties of networks of pyramidal cells modulated by inhibition have been studied successfully by Traub & Miles (1991) . Gamma oscillation, however, may be the network property of interneurons conneced by the GABA-A mediated inhibiton. (Whittington et al 1995) .
5. Modeling rhythmic activity in the CA3 region of the hippocampus
Complementary strategies
Structure-based bottom-up modeling has two extreme alternatives, namely multi-compartmental simulations, and simulation of networks composed of simple elements. There is an obvious trade-o between these two modeling strategies. The rst method is appropriate to describe the activity patterns of single cells, small and moderately large networks based on data on detailed morphology and kinetics of voltage-and calcium-dependent ion channels. The second o ers a computationally e cient method for simulating large network of neurons where the details of single cell properties are neglected.
Single Cell Models
Traub and Miles (1991) simulate hippocampal (mostly CA3) population activity by building "bottom-up" models from data on anatomic connectivities, ionic conductances and synaptic properties. In most of their simulations the aim is to reproduce the results of physiological measurements made on hippocampal slices. Physiological measurements (both intracellular recording from one cell or, mostly, from a pair of cells, as well as eld potential recording from a localized cell population) and simulations under various circumstances contribute to discovering the mechanism of both normal and pathological phenomena (e.g. epileptogenesis). Neurons in the Traub-Miles networks are modeled with a Hodgkin-Huxley formulation which has been modi ed in numerous ways: i) Structural details of a neuron are taken into account to represent passive properties of the dendrites.
ii) The model includes not only the spike-generating sodium and potassium active channels, but also calcium channels, calcium-dependent potassium channels, and potassium channels.
iii) The non-uniform distribution of channels is taken into account. iv) The kinetics and densities of Na and K channels are altered to describe the spiking patterns of the pyramidal cells.
Two types of action potentials can be generated in the CA3 pyramidal cell: (i) fast, sodium-mediated, localized mostly to the soma, and (ii) slow, calciummediated, mostly in the apical dendrite. The role of the potassium channels is, roughly speaking, repolarization.
The response of CA3 pyramidal cells to injected currents, namely the intrinsic burst discharges, are reproduced by the model. The frequency, even the regularity, of the action potentials depends on the strength of the applied current. A burst consists of a series of fast spikes at intervals of 5-10ms terminating in one or more slower action potentials. The burst is called intrinsic, since isolated neurons can produce it. Some characteristic features of the physiological responses that were reproduced were (i) an intrinsic burst followed by a long after-hyperpolarization (AHP); (ii) the dependence of bursting on the resting potential; (iii) summation of spike afterdepolarization to produce a depolarizing envelope; and (iv) the ability to prevent full burst generation by properly timed hyperpolarizing input.
Population model
The description of large population of neurons requires a di rent methodologicalapproach, namely the application of population theories. Just as collective phenomena emerging in physical systems made from large number of elementary components (spins, molecules, etc.) are treated by statistical mechanics, so, analogously, have statistical dynamic theories of neural populations been established (Wilson and Cowan 1973 , Amari 1974 , Ventriglia 1974 , 1994 . Neuronal population theories establishes till this time have used oversimpli ed single-cell models. One important example is the lack of ability to genertae burts mode.
We developed ( Erdi et al. 1997, Gr} obler et al. (in preparation) ) a population theory of bursting (and non-bursting) neurons, and applied it for simulation of lareg-scale hippocampla activity.
Our kinetic population model has common principles with multicompartmental models in that both models are built from anatomical and physiological data on cell types, network connectivities, unitary synaptic functions. There is, however, a methodological di erence between the two approaches.
From two reasons our model does not contain the details of single cell events (but bene ts from the results of single cell modeling!). First, even if we believed that without very detailed biophysical description of single cell events the understanding of the functional organization of the whole hippocampus was impossible, we could neither nd su cient elementary data to build the model, nor the large-scale and long-term simulation could be done, even by supercomputers. Second, and more emphatically, the statistical theory we apply is based on the hypothesis that the behavior of large neuron populations can most adequately be described by the methods of statistical neurodynamics.
In this framework (i) the activity (di erent levels of subthreshold membrane potential/refractory state) distribution of groups of otherwise not distinguished neurons is considered, and the subpopulations of neurons communicate via packets of impulses (action potentials) which they can emit and absorb; (ii) neurons and impulses (action potentials) form two distinct populations. (iii) The neurons, excitatory and inhibitory, occupy xed positions in the space, and their state is characterized by probability density functions over two continuous variables: their membrane potential and internal calcium concentration. (iv) The impulses can move from the point of emission (a neuron) to the point of absorption (another neuron) either by homogeneous spreading (random connectivity) or along prespeci ed paths (speci c connectivity), carrying a quantum of excitation or inhibition (depending on the character of the emitting neuron). The absorption of impulses by a neuron implies: (A) change of the membrane potential; (B) ring of the neuron with a probability determined by the value of the membrane potential; (C) emission of new impulses as a result of ring.
To have a statistical description of the system a few distribution functions are de ned: the probable number of (excitatory and inhibitory) impulses and neurons, also for neurons being in refractory state. To take into account the actual connectivity structure of the system, a set of absorption coe cients and emission coe cients are given. These values de ne the the strength and e cacy of the excitatory and inhibitory e ects at each point of the neural system. Further parameters incorporated into the model give the possibility to take into account other speci c biological details such as impulse generation from external source, spontaneous decay of subthreshold excitation, refractory period, synaptic delay etc. To evaluate and to visualize the simulation experiments, some macroscopic variables are de ned. Such macroscopic variables are: the local density of impulses, the local mean net excitatory e ect, and the local mean subthreshold excitation. Several normal epileptic activities, as synchronized population burst and synchronized synaptiv potential (the analogue of SPW in slices) and the propagation of the stimulus have been simulated, whil the behaviour of an "averaged" singel neuron wer also shown.
Brain States and Long Term Potentiation
Long-term potentiation (LTP) was rst discovered in the hippocampus and is very prominent there. LTP is an increase in synaptic strength that can be rapidly induced by brief periods of synaptic stimulation and which has been reported to last for hours in vitro, and for days and weeks in vivo. This timecourse may be insu cient to sustain long-term memory, but there appear to be multiple LTP mechanisms, and one dependent on protein synthesis might serve long-term memory: protein synthesis inhibition disrupts the maintenance of LTP, but leaves the induction of LTP relatively or totally intact. It is possible to relate properties and mechanisms of long-term synaptic plasticity in the mammalian brain to learning and memory.
There is now evidence for both homosynaptic and heterosynaptic LTP in area CA1 of the hippocampus, and an associative form of LTP has been reported in hippocampal CA1 and dentate gyrus. Hebbian synaptic modi cation depends on the co-occurrence of pre-and postsynaptic activity, and this e ect was found in the form of LTP occurring in the Scha er collateral/commissural synaptic input to the pyramidal neurons of hippocampal CA1 (Bliss and Collingridge, 1993) . Buzs aki et al. (1994, pp 168) argue that the sequential potentiation mechanisms "ensure that discharge of a given set of entorhinal neurons during subsequent visits to the same part of a] maze (recall) will reactivate the same subsets of neurons in CA3 and CA1. The hierarchy of neuronal ring during the SPW-associated bursts, therefore, is precisely determined by the recent past of the neural network. The rules of burst initiation and reconvergent excitation, subserved by the anatomical-physiological organization of the CA3 region, ensure that the synchronized events during consummatory behaviors and slow wave sleep carry biologically meaningful information..."
Hippocampal Function, Cognitive Maps, Human Memory
The functional view of the hippocampus -its role in the cognitive maps underlying navigation and spatial behavior in rats -should be combined with a dynamic view of synaptic plasticity, seeing how Hebbian-like plasticity may enable hippocampal cells to learn to encode di erent "places" in a cognitive map.
Rats are highly exploratory. In a new environment, they tend rst to explore outward from some base, then to shift to other bases until they become highly adept at navigating from one place to another, visiting sites where food has been taken, and returning to inaccessible hiding places. Rats entering one arm of a T-maze will tend to choose the other arm on the next exposure ("spontaneous alternation"). A landmark is not merely a stimulus to be approached for a reward. Rats remember headings relative to the landmark, and can use the position of a number of objects to navigate towards, e.g., a food source or hiding place. In the "water maze" (Morris 1981 ), a rat can use such cues to swim to a platform located beneath opaque water.
Certain pyramidal cells of the CA1 and CA3 region res when when the rat moves to a particular place in the environment, and these cell are called, as "place dells". Experiments suggest that rats (i) have associative memory for complex stimulus con gurations, (ii) can encode the spatial e ect of their own movements, and (iii) are able to form sequences of actions to go from a starting location to a goal. In other words thaty hae cognitve map (Tolman 1932) . The hippocampus may function as part of a locale navigation system (i.e., cognitive map).
Several neurobiologically (more or less) realistic models and algorithms have been suggested to solve the problem of orientation and navigation. Burgess et al (1994) suggested a multi-layered network of di erent functionally de ned cells (entorhinal, place, subicular, head-direction, and goal cells) supplemented with layer-speci c activity and learning dynamics was constructed. Relevant neurphysiological phenomena (thetha rhythm, phase coding, place elds) are incorporated into the model. Muller & Stead (1996) proposed that place cells connetced by Hebbian synapses can solve classical spatial problems as nding shortest path and to solve the detour problem (i.e. to nd an e cient route around a barrier that has been introduced into a familiar environment).
The role of hippocampal function in human memory is discussed, by introducing the crucial dichotomies of procedural vs. declarative memory and of skill vs. episodic learning. The data suggest that the hippocampus is involved in declarative rather than procedural memory and in episodic rather than skill learning. It is also likely that hippocampus may form but not store memory traces.
Although hippocampus stores information, it seems that it also "installs" this processed information elsewhere in cerebral cortex for long-term availability. Buzs aki (1989) suggested an informal model of memory formation in which cortical information is processed by two stages. First, during the theta brain state, cortical activity -through the granule cells -weakly potentiates the CA3 pyramidal cells associated to a labile form of memory trace. This weak potentiation initiates population bursts implying a transition from theta to SPW state. Under the SPW state, excitatory synapses between pyramidal cells both within the CA3 region and between CA3 and CA1 regions are enhanced. These enhanced synapses would be the substrate of a long-lasting memory trace. Since SPW and associated high-frequency oscillation in the CA1 region yields discharge of neurons of deep layers of entorhinal cortex and, it seems to be likely that hippocampal output may a ect other neocortical targets, thus transferring information stored temporarily in the CA3 region to the neocortex for long-term storage.
This transfer may occur, at least in part, during sleep. Pavlides and Winson (1989) showed that hippocampal cells active during a waking period exhibit increased ring rates in the following sleep period. To investigate this e ect in more detail, Wilson and McNaughton (1994) monitored the simultaneous activity of 50 to 100 CA1 cells during a running period (RUN) and during both the pre-behavioral (PRE) and post-behavioral (POST) sleep periods. During the RUN period, cells with overlapping place elds exhibited highly correlated activity; those with non-overlapping elds did not. Indeed, cells that were coactive during the RUN period showed a far greater correlation than during the PRE period. Moreover, this correlation was reactivated during the POST period, but declined with a time constant of approximately 12 minutes. Wilson and McNaughton see this as support for the hypothesis that hippocampal activity during sleep exhibits a reactivation of population activity from the prior waking period. Since CA1 has little direct connectivity between pyramidal cells, they suggest the correlations arise in CA3 (which has many intrinsic connections) or entorhinal cortex.
In support of the idea that information is transferred from hippocampus to neocortex especially during the synchronized bursts ("ripples") of sharp wave (SPW) activity (Buzs aki 1989), Wilson and McNaughton (1994) found during the POST period that correlations during ripples were signi cantly greater than the correlations in the periods between ripples. Chrobak and Buzs aki (1996) have shown that SPWs and ripples are initiated in CA3 and that the output layers -but not the input layers -of entorhinal cortex exhibit neuronal activity correlated with CA1 SPWs. Wilson and McNaughton thus suggest that the induced correlations during SPWs arise from modi cations within the hippocampus and are propagated to the output layers of entorhinal cortex.
Conclusion
Hippocampus has an important role in the formation and operation of many cognitive functions. Many anatomical, pharmacological, phyisiological and behavioral data have been accumuluted related to the hippocampus. Both structurebased bottom-up and behaviour-based top-down computational models o er indispensable methods to integrate the scattered data into a coherent picture about the functional organization of the hippocampus.
