Abstract-This paper deals with collision and hazard detection for motorcycles via inertial measurements. For this kind of vehicles, the most difficult challenge is to distinguish road's anomalies from real hazards. This is usually done by setting absolute thresholds on the accelerometer measurements. These thresholds are heuristically tuned from expensive crash tests. This empirical method is expensive and not intuitive when the number of signals to deal with grows. We propose a method based on self-organized neural networks that can deal with a large number of inputs from different types of sensors. The method uses accelerometer and gyro measurements. The proposed approach is capable of recognizing dangerous conditions although no crash test is needed for training. The method is tested in a simulation environment; the comparison with a benchmark method shows the advantages of the proposed approach.
I. INTRODUCTION

E
LECTRONIC safety systems are becoming more common in light-duty vehicles and their efficacy in saving human lives has been widely proven by accident statistics [1] - [3] . They are classified in two categories, passive and active safety systems.
Active safety systems try to predict and prevent hazardous conditions by interacting with the driver or acting directly on the vehicle. Antilock braking system (ABS) [4] , traction control [5] , [6] , and electronic stability control [7] are all examples of active systems. They recognize dangerous conditions by monitoring the vehicle state and act on the available control variables (e.g., steering angle, brakes, and engine torque). However, hazardous conditions can be consequence of other vehicles or the environment. Extending the sensor layout to include environment information can further improve safety. For example, vision systems are employed to avoid unwanted lane changes [8] , ultrasonic sensors are used to prevent lateral collisions at low speed [9] and radar-based systems can predict frontal collisions [10] by braking automatically. Another trend of research in active systems is based on the cooperative driving paradigm, according to which vehicles are able to communicate and exchange information with infrastructure and other vehicles helping each other to avoid dangerous situations (see [11] , [12] ).
The primary function of passive safety systems is to mitigate the effects of hazardous conditions after they have happened. Hazardous conditions may lead to occupants injuries; collisions, roll-overs and falls are all examples of hazardous conditions. Passive systems include mechanical solutions, such as safety cells and seat belts, and electronic solutions, such as airbags or pretensioning seat belts. The latter require a detection system that detects the hazard occurrence and activate the system. The efficacy of electronic passive safety systems is thus strongly related to the capability to detect hazards in time. Although lately active systems seem to benefit of most of the research effort, passive systems have margin of improvements especially in the context of light duty vehicles, such as small electric vehicles, narrow track vehicles, and motorcycles.
In the past years, most of the research and industrial efforts have been devoted to cars. Recently, however, safety systems for motorcycles are attracting interests [13] . Motorcycle often requires ad hoc solution because their dynamics is richer than the dynamics of four wheeled vehicles.
Active safety motorcycle systems include ABS, traction control, suspension control, and steering control. With regard to passive systems for motorcycles, some commercial airbaglike solutions have been proposed recently. Airbags can be installed on the vehicle [14] , [15] or can be integrated in riderwore jackets [16] . The in-vehicle solutions are technologically simpler but less effective as the rider can be bucked off the vehicle. The in-jackets solutions guarantee a better level of protection at a cost of a higher integration complexity. For both solutions, timely detection of the hazard occurrence is crucial. In [17] , a method to detect hazards which is based on the measurement of at least one component of the angular velocity is proposed; the angular velocity can be that of the rider or the vehicle. Therefore, the hazard is recognized by setting thresholds on the measurements and an instantaneous risk index computed on the measurements. Alternatively, the vehicle fall can be detected by measuring at least two accelerations, computing a risk index by integrating the acceleration vector and comparing the risk index with a threshold [18] . A different approach, taking advantage of the relation between the front fork displacement and deceleration during front collisions is presented in [19] . Based on the natural oscillation of the front fork, the method divides the fork displacement-deceleration plane in a safe and critical zone.
The sensor technology and layout considerably influence the design of the detection algorithms and their performance. Commercial airbags employ MEMS accelerometers. The closer the accelerometer is to the impact point, the more rapidly the impact is picked up by the sensor. Ideally, one would like to have a number of sensors positioned in different points of the vehicle so to effectively monitor all possible impact points. The drawback is that empirical threshold-based methods are difficultly tuned for a large number of sensors. For example, the methods disclosed in patents [17] , [18] are based on thresholds, but the documents do not provide a systematic approach to tune those activation thresholds. Automatic feature extraction and classification alleviates this issue, making the design of detection system that effectively employ a large number of sensors easier and more cost-effective. The method proposed in this paper implements this idea using a two-phase detection algorithm based on self-organizing maps (SOMs). This approach has several advantages: 1) it automatically handles a large number of inputs; 2) it is capable of discriminating regular driving, from road irregularities (e.g., pot-holes) and hazards (falls and crashes); and 3) it can be trained using only safe driving conditions without the need of executing crashtests. To the best of our knowledge [20] is the only paper that employs a pattern recognition approach for motorcycle hazard detection. The authors propose a three-accelerometer sensor layout: 1) one accelerometer is placed on the driver's head; 2) one on the torso; and 3) one accelerometer is placed on the rear of the motorcycle (i.e., nine acceleration measurements). A maximum a posteriori classifier is trained to classify crashes and normal driving. Although the method is effective in recognizing dangerous events, the paper lacks an analysis of the detection delay, which can be critical due to the sensor layout. In addition, accelerometers placed on rider body measure the crash event after the rider has suffered the crash, and consequently there is a risk for a too late airbag deployment.
The proposed solution is applied to a motorcycle hazard detection system through accelerometer and gyro measurements, nevertheless the presented method is suitable for different vehicles and different types of sensors. The main challenge for inertial based detection algorithms is to distinguish road irregularities (e.g., potholes) from hazards. Both situations generate high accelerations, but different safety systems may need to react differently; for example an airbag should open only in the event of a hazard (crash, motorcycle fall, etc.), whereas other systems may be designed to intervene also for road irregularities. De Filippi et al. [21] described an example of a system that acting during road irregularities. The authors propose a semi-active steering damper aimed at improving two-wheeled vehicles steering stability. Savaresi and Spelta [22] proposed an algorithm for semiactive suspensions control in road vehicles. The classification algorithm achieves this discrimination by implementing a twophase method: the first phase detects anomalous situations, while the second phase carries out a finer event classification distinguishing hazards from known and noncritical anomalies. Both phases are carried out by an SOM.
The results presented in this paper are obtained with a stateof-the-art simulator that is first calibrated and validated using data collected on a real motorcycle. The use of the simulator enables a more detailed explanation of the tradeoffs involved in the design of the system. Crash tests data are extremely costly to obtain and only represent a subset of all possible critical scenarios that a motorcycle rider could encounter; a simulation can better show the advantages of the proposed algorithm. Furthermore, although the algorithm is described using simulation data, the results presented hereafter are directly applicable to experimental data. This paper is organized as follows. Section II describes the vehicle set-up and the roads used to train and test the method and validates the simulation platform. In Section III, the method itself and the SOMs are described. In Section IV, the method is validated. In Section V, the method versatility is shown. First the training dataset is enlarged including vehicle speed information, then the measurement set-up is enlarged introducing roll rate measurement and the comparison with a benchmark method is performed. In Section VI, the statistical properties of the SOM method are analyzed and compared with the benchmark method.
II. SIMULATION AND HARDWARE SET-UP
The vehicle used for this paper is a Piaggio mP3 equipped with four tri-axial MEMS accelerometers (Fig. 1) ; two accelerometers are located on the front wheels, one on the body front and one in the rear of the body. The two wheel accelerometers have a ±100 g measure range and the two body accelerometers have a ±50 g measure range. Twelve acceleration measurements are thus considered. Data are sampled at 3 KHz and filtered with a 5 Hz high-pass filter to eliminate the low frequency components not useful for hazard identification.
Alongside experimental measurements, a simulation environment, with different roads, is employed. The simulation environment used is Bikesim with the three following roads.
1) Baseline Road (B-Road):
This route has a smooth profile without irregularities and hazards. The road profile is generated through a filtered white noise to replicate the level of vertical acceleration recorded in a urban driving test. The spectrum of the front left wheel vertical acceleration obtained in simulation and the spectrum measured during the test are shown in Fig. 2 . This road is used to train the first phase of the method.
2) Road With Irregularities (I-Road): This road is obtained
by adding anomalies to the B-road. The anomalies profiles are shown in Fig. 5 ; they represent typical irregularities that can be found in real city roads and cause high accelerations, but are still noncritical (i.e., they do not cause accidents). Fig. 3 shows the road profile and Table I shows the details of the irregularities. This road is used to train the second phase of the method and determines the situations when an airbag safety system should not act.
3) Road With Hazards (H-Road):
The last road built is used to test the method. It is build as a mix of hazards and irregularities; Fig. 4 shows the road profile, where hazards are highlighted. Here, traverse crossing events are considered as hazards; 3 cm large traverses with a height of 13, 15, 17, and 20 cm are considered. These conditions are chosen as hazards as they are borderline to vehicle fall conditions, that is, higher traverses cause a fall. Distinguishing these borderline conditions from irregularities is the hardest task for triggering algorithms. The method is trained on the I-road and validated on the H-road, analyzing its responsiveness to the introduced hazards.
Being representative of urban usage, the path also considers curves and corners.
III. PROBLEM FORMULATION AND ALGORITHM
The aim of this paper is the identification of dangerous driving conditions. The identification should be insensitive to road irregularities that generate high accelerations, but do not cause falls. The method implements a black-box approach (Fig. 6) ; it elaborates the acceleration measurements and returns a binary value (trigger) that indicates the occurrence of a hazard. The algorithm is organized in two phases ( Fig. 7 ) and the detection of outliers in each phase is based on SOMs. The method is suitable for large number of measurements of different types; here four three-axial accelerometers and the vehicle roll rate measurement are used. The accelerometers measure the acceleration along the vehicle axes of the front body (A BF
and right front wheel (A WR
x , A WR y , A WR z ).
A. Self-Organizing Maps
Both phases can be framed as classification problems [23] , [24] . The objective is that of extracting, from a large data set, some lower dimensionality features that characterize I-roads. Generally speaking, four different approaches exist [25] : 1) multidimensional scale based approaches (MDS); 2) eigen-decomposition based methods; 3) principal curve/surface methods; and 4) neural network based approaches, notably SOMs. MDS methods [26] project the high dimensionality data set onto a lower dimensionality space with the objective of preserving the interpoint distances and they are further classified in metric and nonmetric approaches. MDS methods are extremely useful because they can reveal the overall structure of nonlinear datasets, but this comes at a high computational cost. Eigen-decomposition methods are generally more computationally efficient. The best known eigen-decomposition based method is the principal component analysis (PCA) that projects the data along its principal directions. PCA is extremely efficient and robust, but its applicability is limited by its intrinsic linearity. Several extensions to nonlinear cases have been presented that are based on local decompositions [27] . Principal curve/surface methods [28] , [29] are another nonlinear extension of PCA that are based on the identification of a smooth and selfconsistency curve passing through the middle of the data. The final approach is based on artificial neural networks (ANNs). They stem from an ideal model of the mapping between biological sensory inputs and the cerebral cortex. These methods have the advantage of being nonlinear and to provide generalizing mapping functions. Furthermore, ANNs can progressively learn as new data points are made available and are thus adaptive. SOMs (also known as Kohonen map) are a popular approach in unsupervised learning. SOMs produce a low-dimensional (typically two) representation of highdimensional data. The low-dimensional representation is called map, which is a grid whose nodes are referred to as neurons. SOMs use a neighborhood function to preserve the topological properties of the data, that is, similar data items are identified from nearby neurons. These two properties make SOMs suitable for high-dimensional data visualization, clustering and feature extraction [30] - [32] . SOMs have been widely applied to reduce the computation complexity in the pattern recognition field. SOMs are used for fast data classification; in [33] the authors propose a new prototype reduction method for the K-nearest neighbor (K-NN) algorithm that exploits the potential of SOMs to map high-dimensional data through 2-D feature maps. Another example of SOMs application is the classification of incomplete patterns, where they are employed jointly with the K-NN algorithm to estimate the missing values [34] . SOMs can be used for activity understanding in visual surveillance. Hu et al. [35] proposed a method for learning patterns of object activities in image sequences, detecting anomalies and predicting the activities. SOMs have been shown to provide the same classification performance as nonmetric MDS [36] within a framework that is more easily adapted to accept new data points. In general, SOMs provide a very flexible framework for classification. This has allowed researchers to extend SOMs in several directions; for example, mixture networks [37] - [41] provide the estimation of the underlying probability density while ViSOMs [42] are modified to yield a metric classification. SOMs have been proven to provide better performance than PCA and principal curve/surface methods in [25] . Given the above discussion and the fact that the complexity of the motorcycle dynamics will unlikely give rise to a linear classification problem, SOMs are further explored in what follows.
SOMs can be more precisely understood defining the vector x( j) = [ξ 1j , ξ 2j , . . . , ξ nj ] T ∈ R n where ξ kj represents the kth sensor reading at the discrete-time coordinate j. R n is called input space. We associate a weighting vector w i = [w 1i , w 2i , . . . , w ni ] T ∈ R n to each neuron i in the map (N is the total number of neurons). Now, assuming a general distance measure between x( j) and w i denoted by d(x( j), w i ) (in this case the Euclidean distance), the best matching unit (BMU) of an input vector x( j) is given by c j = arg min i∈ [1,N] {d(x( j), w i )}.
The BMU of a new sample is found by searching for the closest neuron in the input space. The BMU represents the image of an input vector x( j) on the SOM grid and for the topological properties preserving capabilities of the training procedure close input vectors (in the input space) have neighborhood BMU's on the SOM.
The quantization error is an index of the resolution with which the SOM represents the training data. It can be defined for the entire network or for a single neuron [32] , [43] . For a single neuron the quantization error is the mean distance, in the input space, from the weighting vector to the samples for which the neuron is BMU. In this paper, we define the quantization error (ε i ) in a slightly different way, it is the maximum distance between the neuron and the input vectors for which it is BMU
This choice forces the network not to consider as outliers any of the samples in the training data. The quantization error of each neuron is returned by the training phase and used as a threshold for identifying the outliers.
Summarizing, there are two phases as follows. 1) Training Phase: The weighting vectors of the neurons are modified so that the network represents the training data; the weighting vectors are distributed in the input space according to the sample distribution. The training algorithm used in this paper is the batch algorithm of the toolbox in [44] , and requires all the training data to be available at the beginning of the learning process. The training goal is to find the neuron weighting vectors [w i ( j), where j is the discrete-time coordinate] starting from initial vectors w i (0). The training convergence to stable values of the vectors is true if
where w * i is the stationary state of the weighting vectors and h ci is the neighborhood function. Equation (1) can be solved iteratively by the algorithm proposed in [45] . h ci ( j) plays a key role as it determines the way neurons influence each other and may assume different expressions. The neighborhood function used here is
where N c is a topological neighborhood set of the neuron c [i.e., the BMU of the sample x( j)]. That is, for each neuron a set of neighborhood neurons is defined; each training sample modifies the weighting vector of its BMU and the weighting vectors of the neurons included in the BMU's neighborhood set (i.e., the influence of a given training sample on a neuron depends on the distance on the grid between the neuron and the BMU of the sample). Given a neuron c, the set N c is defined by the neurons adjacent to c in the grid. SOMs can be initialized using arbitrary values. However, a random initialization would not be the best policy and different executions of the learning process may generate different final w i for the same training data. Instead, the linear initialization algorithm is used. The algorithm between the sample and all the weighting vectors is computed. The closest neuron is the BMU for the current sample. If the distance between the sample and the computed BMU is greater than the quantization error of the neuron the sample is an outlier (i.e., irregularity or hazard from the SOM1 and hazard from the SOM2).
B. Method and Parameters
Hazard detection is carried out by a two phase method. The first phase detects both irregularities and hazards with an outlier detection approach. These outliers are then processed by the second phase, which performs a finer classification. The first phase is trained on the B-road. The second phase, which is trained on the I-road, is also based on an outlier detection approach and distinguishes hazard conditions from road irregularities. The sample classification is done by SOM2, while a counter (Algorithm 1) forces the trigger to activate only when a certain number of consecutive samples identified as outliers by SOM2 is reached. The reason for this is mainly the transient vehicle behavior, during which high acceleration can be generated. The transient effects generate FPs (i.e., normal conditions or irregularities samples identified as hazards samples) and miss detections (i.e., not identified hazards samples). The counter threshold (CT) value influences the sensitivity of the method and introduces a delay between the time a hazard occurs and the time it can be identified. The method relies on several parameters; three are the most important.
1) Training Data for the SOMs:
The training dataset determines how the SOMs respond to new data. In this paper, two roads that consider a large amount of situations are chosen.
2) Dimension of the Second Level SOM (SOM2): It influ-
ences different aspects. The number of neurons influences the sensitivity of the SOM to outliers. Having more neurons means mapping the training data better, that is being more sensitive to all the samples slightly different from the training data. Hence this parameter depends on the confidence we have on the training data and influences the number of FP and miss detections. A smaller network means a lower probability of FPs but a higher probability of miss detections. Kohonen [32] and Vesanto et al. [44] proposed empirical rules for relating the SOM size with the length of the training data, however we prefer to chose the SOM2 size based on its effects on the results. Furthermore, more neurons mean more computational load, parameter that has to be taken into account for an embedded system implementation. For each sample a distance between the sample and the neuron weighting vectors has to be found. This task requires a maximum of: a) N1 + N2 square root operations, where N1 is the number of neurons of the SOM1 and N2 is the number of neurons SOM2; b) (N1 + N2) · n multiplications, where n is the number of measurements; and c) (N1+N2)·(2n−1) sum operations. 3) CT: A longer CT reduces the probability of FP, but at the same time, increases the probability of miss detections. It also increases the detection delay. A compromise between these parameters has to be found. In Section IV, the influence of the parameters on the method performance is discussed. In particular, we focus on two of them: 1) the dimension of SOM2 and 2) the CT.
IV. METHOD VALIDATION
We present now the results obtained with the method applied to the H-road simulation data. As a first step, the choice of SOMs dimensions and the value of the CT parameter is described. First of all, let us define the characteristics of an ideal hazard sensing algorithm.
1) Identify the hazards in one sample (i.e., the minimum delay). 2) Identify all the hazards. 3) Not act for any irregularity that is not a hazard. Given these objectives, the definition of the following indexes quantifies the performance of the method.
1) Error index defined as
The index combines the number of FP and the number of miss detections (TN). Since the goal is to have a method that recognizes all the hazards and does not act on anomalies, the method performs correctly if e index = 0. 2) Min/Max detection delay are respectively the minimum and the maximum delay which the hazard is detected with. It is worth noting that the indexes behavior depends on the hazard characteristics too. Generally, a more violent hazard is easier to detect and can be detected with lower time delay.
Figs. 8 and 9 show the indexes obtained testing the method with different parameters on the H-road. The shaded areas 1) for small CT values the e index is different from zero as a consequence of FP. That is, for small CT the method detects all the hazards, but tends to react also to transitory and isolated samples which are not caused by hazards. For large CT the method presents the opposite behavior; it does not reacts to transitory effects, but increases TN; 2) a larger SOM2 size improves the SOM2 fitting performance. Indeed, as the SOM2 dimension grows, the region fulfilling the condition e index = 0 expands. However, as the SOM2 size increases, the network tends to overfit the data producing more FP and reducing the region where e index = 0. Therefore the SOM2 20 × 20 presents a smaller useful region compared to the SOM2 10 × 10; 3) the detection delays grow with the counter threshold, until all the hazards are detected. However, some exceptions may occur and the delays can suddenly jump, as it happens in Fig. 9 (c) for CT = 15 samples. For higher CT, the method presents miss detections and these indexes have an unpredictable behavior. Network size and CT should be chosen to have e index equal to zero. 10 shows the results of the method and its efficacy through the output of the SOM1 and SOM2. The method is applied to the data obtained on the H-road with the vehicle running at 40 km/h. As suggested from the previous analysis a 10 × 10 SOM2 is chosen and CT is chosen equal to 18 samples. In the first subplot, the time when the hazards occur is shown. In the second subplot, the output of the SOM1 is shown. It detects both hazards and irregularities. The third subplot shows the output of the SOM2; as expected it performs a finer classification excluding most of the samples caused by anomalies. The last subplot shows the output of the counter which performs the final classification. The results show that the two phase classification procedure is effective in recognizing the hazards. Moreover, Fig. 9 shows that the detection delay for a suitable choice of parameters is below 15 ms, that is the detection delay is faster than the deployment delay requested for an airbag application (≈30 ms).
V. METHOD VERSATILITY
An advantage of the proposed method is its capability to handle a large number of sensors and large training datasets. In this sections, two methods for considering additional effects are shown as follows.
1) Training Dataset Extension:
The effect of the vehicle velocity is considered including runs performed at varying speeds. 2) Measurement Set-Up: Measurements are extended by roll rate. The method adaptation to different measurement set-up is straightforward and does not require any additional effort.
A. Velocity Information
In the previous sections, the results referred to a constant velocity case; in fact vehicle speed has an influence on the measured accelerations. In the present section, we consider the speed influence showing that with an appropriate training dataset the method performance is not altered. The velocity influence on the method effectiveness is shown in Fig. 11 . The method, trained at 40 km/h is tested on the H-road at different speeds. The results show that at speeds other than the training speed the method is ineffective. It presents e index = 0 regardless of the parameters chosen. Figs. 12 and 13 show respectively the minimum detection delay and the maximum detection delay. Both delays are not affected by the vehicle speed.
The method can be extended by taking advantages of the SOM properties; we simulate the I-road at different speeds, merge the datasets and train the SOM2 with the merged data as shown in Fig. 14 . The results presented in Fig. 15 show that enlarging the training dataset to incorporate running conditions at different velocities improves the results. With the new dataset the SOM2 10 × 10 presents the largest region with e index = 0 and is the best choice. As for the single speed case, the SOM2 2 × 2 does not perform correctly and the SOM2 5 × 5 and 20 × 20 present smaller useful regions compared to the SOM2 10 × 10. Figs. 16 and 17 show that the new procedure has not affected the detection delays. Indeed, if CT is chosen in the selected regions the algorithm works correctly and the detection delay is limited to 15 ms. As for the single speed case SOM2 10 × 10 and CT = 18 represent the best choice.
Results indicate that, over-fitting chance can be reduced by reducing the SOM2 dimension or by enlarging the training dataset (here the velocity information was introduced). If possible, the second approach is preferable. 
B. Roll Speed Measurement Inclusion
For motorcycles, in addition to crashes, falls are also important from a safety point of view. In some instances (for example low side [46] ), the vehicle is not subject to abnormal accelerations. The identification of these events, using only accelerometers, is thus difficult. Here we introduce the roll rate measurement in order to reduce the identification delay. The additional measurement is automatically handled by the proposed architecture. In the following, two maneuvers where the accident is not caused by an impact with another object are considered.
1) Front Wheel Braking Torque Disturbance (Fig. 18 ): This condition considers a rider braking during high speed cornering. In this maneuver, as the braking force is increased, the lateral tire grip decreases leading to a loss of maneuverability [46] . 2) Rear Wheel Braking Torque Disturbance (Fig. 19) : Similar to the previous condition, here the rear wheel looses lateral grip and causes the loss of maneuverability. These two scenarios cause two completely different accidents. For both conditions the time difference between the instant the braking occurs (i.e., 3 s) and the instant the vehicle touches the ground is not negligible: 750 ms for front wheel braking and 1450 ms for the rear wheel braking. For both conditions, the method is tested with and without roll rate measurement. The enlarged dataset is composed by 13 measurements and the associated input space is R 13 . The method is trained on the B-road and the I-road as presented in Section III while the braking maneuvers are used only for testing. Furthermore the method is compared with a benchmark method based on thresholds. The benchmark method detects hazards by comparing the modulus of the measurement vector with a threshold; the measurement vector corresponds to the 12-D vector for the test without roll rate and to the 13-D vector for the test with roll rate. The comparison threshold is obtained as the maximum measurement vector magnitude recorded during the I-road test.
Algorithm results are shown in Figs. 20 and 21. Accelerations do not sense the fall condition until the vehicle touches the ground, while the roll rate measurement is informative also for transient behavior and reduces the detection delays. The method can recognize the falls with both method and the benchmark method are tested varying their parameters. The SOM method trained at multiple speed is evaluated for different values of the SOM2 dimension and CT, while the benchmark method is evaluated for different values of the threshold. Results shown in Fig. 22 evidence that the SOM method distribution is above the benchmark method, resulting in a better behavior. 
VII. CONCLUSION
In this paper, an inertial based method for motorcycle hazard identification has been proposed. The method is tailored to an airbag deployment system, nevertheless the proposed solution is suitable for different applications and vehicles.
The method is based on a two-phase outlier identification approach. Each phase is carried out by an SOM. The first phase distinguishes high acceleration conditions given by road irregularities and hazards from low acceleration conditions. The second phase performs a finer classification between hazards and irregularities. The last part is a counter that activates the output trigger after a certain number of hazard samples is identified from SOM2.
The main advantages of the proposed method are as follows.
1) The method is capable of managing a large set of training data. 2) It can manage a high number of sensors and can adapt without additional effort to different measurement set-up. 3) It can be trained without the use of crash tests. The proposed method is shown to be able to detect all impact based hazards in less than 15 ms. The accuracy and responsiveness of the method to accidents that does not involve impacts can be improved by adding the roll rate measurements. It is shown that the method is flexible in accommodating new measurements and thanks for the addition of the roll rate can anticipate the detection of a fall of about 250 ms. The method is tested on a state-of-the-art validated simulator, but can be directly applied to experimental data. Experimental validation should include crash tests from different directions and the sensor layout should be defined accordingly to maximize the detection success and minimize the delays. The method accommodates both aspects. It is flexible to the number of sensors and the layout and does not require crash tests for training. Furthermore, the detection architecture can accommodate different SOM training algorithms and alternative classifiers. Future work should investigate potential practical limitations such as computational time and parallel implementation of SOMs.
