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Introduction
Let k be an algebraically closed field of characteristic p > 0. To begin this
introduction, we describe the main objects of study of this dissertation: regular
singular stratified bundles on smooth k-varieties X.
The notion of a stratification goes back at least to Grothendieck ([Gro68]),
and it has close ties to his formulation of descent theory: A stratification on an
object E of a category fibered over the category of X-schemes is an “infinitesimal
descent datum relative to k” on E. If E is an OX -module, then since X is
smooth, giving a stratification on E is equivalent to giving E the structure of a
left-DX/k-module, where DX/k is the sheaf of differential operators as developed
by Grothendieck in [EGA4, §16]. Of course, in its essence, a DX/k-module is
“just” a conceptual way to describe a system of differential equations on X.
The sheaf of OX -algebras DX/k is filtered by the degree of differential op-
erators, and if k is a field of characteristic 0, then DX/k is generated over OX
by the operators of degree 1, i.e. by derivations of OX into itself. This implies
that giving a stratification on an OX -module E is equivalent to giving a flat
connection on E. Flat connections over smooth k-varieties have been extensively
studied in various contexts; for example in P. Deligne’s version of the so called
Riemann-Hilbert correspondence in [Del70]: If X is a projective, smooth complex
variety, then the category of vector bundles on X with flat connection is (tensor-)
equivalent to the category of finite dimensional complex representations of the
topological fundamental group of the analytic variety X(C). Deligne’s additional
insight was that the projectivity condition can be dropped, once one restricts to
vector bundles with a “regular singular” flat connection. In his formulation, if
X is a projective variety compactifying X, a flat connection is regular singular,
if the growth of its solutions approaching infinity (i.e. approaching X \X) is
“moderate”. If the compactification X is smooth, and if the boundary divisor
D := X \X has strict normal crossings, then this growth condition can be made
precise by requiring that the vector bundle with flat connection extends to a
torsion free OX -module with flat logarithmic connection.
In positive characteristic, flat connections turn out to be not very well-
behaved: For example, if OX is endowed with the trivial connection, then in the
category of vector bundles with flat connection one has End(OX) = OX(1) 6= k,
where X(1) is the first frobenius twist of X. On the other hand, the category
of vector bundles with stratification does have many of the good properties of
the category of flat connections in characteristic 0. In particular, it is a k-linear
tannakian category, so we have at our disposal the tools of representation theory,
and monodromy groups of stratified vector bundles can be discussed in this
framework.
The notion of a regular singular stratified bundle in positive characteristic has
ix
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been defined by N. Katz and D. Gieseker in [Gie75] in the presence of resolution
of singularities: If X is a smooth compactification of X, such that the boundary
divisor D has strict normal crossings, then just as in the classical situation,
one defines a stratified bundle to be regular singular if it extends to a suitable
module over the ring DX/k(logD) of logarithmic differential operators. The
main goal of this dissertation is to systematically develop a theory of regular
singular stratified bundles without relying on resolution of singularities, and
to study the category of these objects. Moreover, part of this dissertation is
concerned with the comparison of Gieseker’s definition of regular singularity
with alternative definitions that are known to be equivalent in characteristic 0.
A major phenomenon appearing only in this characteristic p > 0 context is
the dichotomy between tame and wild ramification. One of the main results of
this text is that a stratified bundle is regular singular with finite monodromy
group if and only if it is trivialized on a tamely ramified covering. This is true
without assuming the validity of resolution of singularities. As a corollary one
obtains that a stratified vector bundle with finite monodromy group is regular
singular if and only if it is regular singular on all curves lying in X. This uses
results from M. Kerz, A. Schmidt and G. Wiesend, [KS10].
Finally, we come back to P. Deligne’s Riemann-Hilbert correspondence:
Together with a theorem of Malcev-Grothendieck, it implies that a smooth
C-variety is e´tale simply connected (i.e. pie´t1 (X) = 0) if and only if on X there
are no vector bundles with nontrivial regular singular flat connection. It is
an interesting question whether an analogous statement for regular singular
stratified bundles in positive characteristic is true. This was conjectured by
Gieseker in [Gie75] for projective X, in which case every stratified bundle is
regular singular. Gieseker’s conjecture is now a theorem of H. Esnault and
V. Mehta ([EM10]). For nonproper X, in light of the results of this thesis
which relate regular singular bundles to tamely ramified coverings, it is most
natural to formulate analogous statements with the tame e´tale fundamental
group pitame1 (X) instead of pi
e´t
1 (X). We can prove partial results: We show that
pitame1 (X) = 0 if every regular singular stratified bundle is trivial, and conversely
that if pitame1 (X) = 0, then there are no nontrivial regular singular stratified
bundles of rank 1. These results do not rely on resolution of singularities.
Leitfaden
In Chapter 1 we study the formal local analog of regular singular stratified bundles
on fields of the form k((x1, . . . , xn)). The guiding picture the reader should keep
in mind is the following: Let X and X be smooth, separated, finite type schemes
over an algebraically closed field of characteristic p > 0, such that X ⊆ X is an
open subscheme, and such that X \X is a strict normal crossings divisor. We
write (X,X) for such a situation and call it good partial compactification of X.
If x ∈ X \X is a closed point, then after choosing coordinates x1, . . . xn around
x, there is a canonical isomorphism Frac ÔX,x = k((x1, . . . , xn)), and there is a
canonical morphism
Spec k((x1, . . . , xn))→ X.
If E is a stratified bundle on X, we can pull back E along this morphism to
get a finite dimensional k((x1, . . . , xn))-vector space with an action of a ring of
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differential operators. These are the objects studied in Chapter 1. For n = 1,
they are called iterative differential equations in [MvdP03].
Special emphasis is put on the tannakian point of view, and we generalize
parts of [Del90, §9] and [MvdP03] to our context. In particular we show how
Picard-Vessiot extensions arise from tannakian theory, and that the tannakian
fundamental group of a stratified bundle E on k((x1, . . . , xn)) is precisely the
group of differential automorphisms of the Picard-Vessiot ring of E. For n = 1
this is mostly done in [MvdP03], and many of the arguments from loc. cit. carry
over.
In Chapter 1 we also give an exposition of Gieseker’s result that a stratified
bundle E on k((x1, . . . , xn)) is regular singular if and only if it is a direct sum of
stratified bundles of rank 1. Using the description of the monodromy group of
E via Picard-Vessiot extensions, we prove that E is regular singular if and only
if its monodromy group is diagonalizable, and we compute various examples.
In Chapter 2 we go back to a global point of view. The sheaves of logarithmic
principal parts are carefully defined for finite type morphisms of fine log-schemes,
and we analyze their structure in case the morphism is of the form (X,MD)→
Spec k, where MD is the log-structure associated with a strict normal crossings
divisor D on a smooth k-variety X, and Spec k carries its trivial log-structure.
From this analysis it follows that in this situation the sheaves of principal
parts give rise to a “formal groupoid” in the sense of P. Berthelot, [Ber74, II.1].
Thus a large part of the basic theory of logarithmic connections, logarithmic
n-connections and logarithmic stratifications follows formally.
Next we define exponents of OX -coherent DX/k(logD)-modules as elements
of Zp and show that they can be computed formally locally as in Chapter 1.
In Chapter 3 we finally define the notion of a regular singular stratified bundle.
This is done in two steps: First one fixes a good partial compactification (X,X)
and defines what it means for a stratified bundle E on X to be (X,X)-regular
singular: E is (X,X)-regular singular if it extends to a torsion free OX -coherent
DX/k(logX \X)-module. It turns out that this notion is fairly well behaved:
We prove that the category of (X,X)-regular singular bundles is a full tannakian
subcategory of Strat(X), and that it is invariant under pullback along universal
homeomorphisms. Since the extension of E to a DX/k(logX \X)-module is not
unique, the exponents no longer lie in Zp, but rather in Zp/Z. We also show that
once one fixes some additional data, an extension of E to a DX/k(logD)-module
is unique: If τ : Zp/Z→ Zp is a section of the canonical projection, then there
exists a unique extension of E with exponents in the image of τ , and we show
that this extension is in fact OX -locally free. This is analogous to a construction
of P. Deligne in characteristic 0.
Once one has a good understanding of (X,X)-regular singular stratified
bundles, one can show that the following general definition of a regular singular
stratified bundle is reasonable: A stratified bundle E on X is called regular
singular if E is (X,X)-regular singular for all partial compactifications (X,X)
of X. Again we show that the category Stratrs(X) of regular singular stratified
bundles is a full tannakian subcategory of Strat(X), and that it is invariant
under universal homeomorphisms. We again define exponents as elements of
Zp/Z, and prove that this definition reduces to the usual one if X admits a good
compactification, i.e. a proper, smooth k-variety X, such that X ⊆ X is an open
subscheme and X \X is a strict normal crossings divisor: In this case a stratified
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bundle E is regular singular if and only if it is (X,X)-regular singular.
In the next section of Chapter 3 we give a discussion of various other notions
of regular singularity for stratified bundles. This is inspired by [KS10], but
unfortunately the results in our context are far less conclusive. The main result
is that if the base field k is uncountable, then a stratified bundle E is regular
singular if it is regular singular on all smooth curves in X, and that all notions
agree if resolution of singularities is true.
At the end of Chapter 3 we consider the following setup: If E is a stratified
bundle on X, ω0 a k-valued fiber functor for the tannakian subcategory of
Strat(X) spanned by E, and G := Aut⊗(ω0) the monodromy group of E, then
tannaka theory canonically associates with E a G-torsor on X, which is smooth
by a theorem of J. P. P. dos Santos ([dS07]). This G-torsor is a global version of
a Picard-Vessiot extension. We analyze how regular singularity of E is reflected
in the properties of the associated torsor.
In Chapter 4 we establish a connection between regular singular stratified
bundles with finite monodromy group and tamely ramified coverings. We prove
that a stratified bundle on X is regular singular with finite monodromy group if
and only if it is trivialized on a finite tamely ramified covering. A main ingredient
is the fact that given a good partial compactification (X,X), a stratified bundle
E is (X,X)-regular singular if and only if its exponents are torsion in Zp/Z, and
regular (i.e. it extends to a stratified bundle on X) if and only if its exponents are
0 in Zp/Z. In particular, there is no analog for a flat connection with nilpotent
residues in our setup.
We derive two corollaries: Firstly, if ΠrsX is the pro-algebraic k-group scheme
associated with Stratrs(X) via tannaka theory, then pi0(Π
rs
X) = pi
tame
1 (X) consid-
ered as a constant k-group scheme. Here we write pi0(G) = G/G
0 for a k-group
scheme G. This is a generalization of a theorem of J. P. P. dos Santos, [dS07].
Secondly, using the results from [KS10], it follows that a stratified bundle with
finite monodromy group is regular singular if and only if it is regular singular
restricted to all curves on X. The proof of this statement only uses resolution of
singularities for surfaces.
In Chapter 5 we give an introduction to Gieseker’s conjecture in the non-
projective case, and solve it for rank 1 bundles. More precisely, as explained in
the introduction, an extension of Gieseker’s conjecture to the nonprojective case
could be the following: If X is a smooth, separated, finite type k-scheme, then
pitame1 (X) = 0 if and only if there are no nontrivial regular singular stratified
bundles on X. It follows from the results of Chapter 4 that pitame1 (X) = 0 if every
regular singular stratified bundle is trivial. In the other direction, we show that
pitame1 (X) = 0 implies that there are no nontrivial stratified line bundles on X.
This is a particular case of the above conjecture, since a stratified line bundle is
automatically regular singular. The proof does not use resolution of singularities,
and its main ingredient is the fact that under these conditions PicX is a finitely
generated abelian group. We prove this using de Jong’s theorem on alterations,
and simplicial techniques.
In the short final chapter we give an outlook, in which the remaining open
questions are collected, and some interesting related problems are posed.
Four appendices containing background information are included for the
reader’s convenience.
Conventions and notations
(a) The letter k will always denote the base field, which is usually algebraically
closed of characteristic p > 0.
(b) By Vectk we denote the category of k-vector spaces, and by Vectfk the
category of finite dimensional vector spaces.
(c) If C is any category, its Ind-category is denoted by Ind(C). For example
Ind(Vectfk) = Vectk.
(d) All schemes are assumed to be locally noetherian.
(e) If X is a scheme, then we write QCoh(X), resp. Coh(X), resp. LF(X)
for the category of quasi-coherent sheaves of OX -modules, resp. coherent
sheaves of OX -modules, resp. locally free sheaves of OX -modules of finite
rank.
(f) If X is a k-scheme, then by a compactification of X we mean a proper
k-scheme Y , such that X ⊆ Y is an open dense subscheme. If X is smooth
over k, then we usually write XN for a normal compactification of X, and
we try to reserve X for a smooth compactification or a smooth partial
compactification, see Appendix A.
(g) If X is a smooth, affine k-scheme, then we say that x1, . . . , xn ∈ Γ(X,OX)
are coordinates on X, if Ω1X/k is free on the basis dx1, . . . , dxn.
(h) If k is a field of characteristic p > 0 and u : X → Spec k a k-scheme, then
we write FX for the absolute frobenius of X, and F
(n)
X/k
: X → X(n) for the
n-fold relative frobenius, defined by the diagram
X
F
(n)
X/k
""
FnX
!!
u
$$
X(n)

//

X
u

Spec k
FnSpec k // Spec k
(i) If X is a connected scheme and x¯→ X a geometric point, we will write
pi1(X, x¯) for the e´tale fundamental group of X based at x¯, and for a
profinite group G, we denote by Gab, G(p), G(p
′) the maximal abelian
xiii
xiv Conventions and notations
quotient, resp. the maximal pro-p-quotient, resp. the maximal pro-prime-
to-p-quotient.
(j) If G is an affine k-group scheme, then we will denote by RepkG the category
of representations of G on k-vector spaces, and by RepfkG the category
of representations of G on finite dimensional k-vector spaces.
(k) If X is a k-scheme and G an affine group scheme over k, then an X-scheme
h : Y → X is called G-torsor if h is faithfully flat, affine, with a G action
Y ×X GX → Y , such that the induced morphism Y ×X G→ Y ×X Y is
an isomorphism.
(l) We assume that the reader is familiar with Grothendieck’s definition of
sheaves of principal parts PnX/S ([EGA4, §16]), and of the sheaves of
differential operators Diff nX/S(M,N) for OX -modules M,N , for X → S a
morphism of schemes; for an overview in an abstract context we refer to
Appendix D. As is customary, we denote by DX/S the sheaf of differential
operators OX → OX . This is a sheaf of rings, which carries left- and
right-OX -algebra structures.
Chapter 1
Formal local theory of
regular singularities
In this chapter we give a detailed overview over the formal local theory of
stratified bundles and regular singular stratified bundles. By “formal local” we
mean that our base field is a field of Laurent series. In characteristic 0, this
situation has been studied in great detail; the relevant terms are “differenial
modules” and “differential galois theory”. For an overview see e.g. [vdP99]. In
positive characteristic, the notion corresponding to a differential module is called
“iterative differential module” in [MvdP03].
1.1 Definitions and basic properties
In this section we denote by k a field of positive characteristic p, but we do
not assume that k is algebraically closed. We write K := k((x1, . . . , xn)) for the
quotient field of R := kJx1, . . . , xnK. All of the results from this section already
appear in [Gie75]. Our exposition partly follows [MvdP03, Sec. 1-6], where the
case n = 1 is treated for arbitrary fields with “iterative derivation”.
1.1.1 Definition.
(a) K comes equipped with the sequence of k-linear maps ∂
(m)
xi : K → K, for
i = 1, . . . , n and m ≥ 0, such that ∂(0)xi = idK for all i, and for n > 0:
∂(m)xi (x
s
j) =
{
0, i 6= j(
s
m
)
xs−mi else.
(b) The ∂
(m)
xi induce k-linear maps δ
(m)
xi := x
m
i ∂
(m)
xi on R.
(c) We write D
(m)
K for the K-algebra
D
(m)
K := K[∂
(r)
xi |i = 1, . . . , n, r ≤ pm],
and D
(m)
R (log) for the R-algebra
D
(m)
R (log) := R[δ
(r)
xi |i = 1, . . . , n, r ≤ pm].
1
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(d) DK := D
(∞)
R := lim−→mD
(m)
R .
(e) DR(log) := D
(∞)
R (log) := lim−→mD
(m)
R (log).
(f) We identify D
(m)
R (log) with a subring of D
(m)
K , for m ∈ N ∪∞. 2
One easily checks the validity of the following Lemma:
1.1.2 Lemma. For m ∈ N ∪ {∞} the following relations hold in D (m)K :
• For all i = 1, . . . , n and f ∈ K:
∂(r)xi · f =
∑
a+b=r
a,b≥0
∂(a)xi (f) · ∂(b)xi
• For all r, s ≥ 0,
∂(r)xi ∂
(s)
xi =
(
r + s
r
)
∂(r+s)xi
in D
(m)
K , and
δ(r)xi δ
(s)
xi =
∑
a+b=r
a,b≥0
(
s
a
)(
s+ b
s
)
δ(s+b)xi .
in D
(m)
R (log).
• For all r, s ≥ 0, and i, j = 1, . . . n
∂(r)xi ∂
(s)
xj = ∂
(s)
xj ∂
(r)
xi ,
in D
(m)
K , and
δ(r)xi δ
(s)
xj = δ
(s)
xj δ
(r)
xi
in D
(m)
R (log). 2
1.1.3 Definition. If E is an D
(m)
K -module, and e ∈ E, then e is called horizontal,
if ∂
(r)
xi (e) = 0 for i = 1, . . . , n and r > 0. The set of horizontal elements is denoted
by E∇, and the k-structure of E induces a k-structure on E∇.
An iterative differential module E of level m, for m ∈ N ∪ {∞}, on K is a
left-D
(m)
K -module E which is finite dimensional as a K-vector space. If m =∞,
we also say that E is a stratified bundle on K.
A morphism of iterative differential modules is a morphism of left-D
(m)
K -
modules. 2
1.1.4 Remark. If we consider K = k((x1, . . . , xn)) as Frac(ÔAnk ,0), then the
situation fits into the general framework of Appendix D, with respect to the
formal groupoid (K,PmAnk ⊗K, . . .). 2
We begin listing the first basic properties of D
(m)
K -modules.
1.1.5 Proposition. Let E,E′ be D (m)K -modules.
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(a) If E,E′ are D (m)K -modules, then E ⊗K E′ is a D (m)K -module via
∂(r)xi (e⊗ e′) :=
∑
a+b=r
a,b≥0
∂(a)xi (e)⊗ ∂(b)xi (e′).
(b) If E is an iterative differential module of level ∞, then E∇ is a finite
dimensional k-vector space and dimk E
∇ ≤ dimK E. 2
Proof. Both statements are standard. For the second, note that if e is a
horizontal element of E, then eK is a D
(m)
K -submodule of E. 
1.1.6 Proposition. Let m <∞. The category of iterative differential module
of level m is equivalent to the category of finite dimensional Kp
m+1
-vector spaces,
via the functor:
E 7→ Em := {e ∈ E|∂(r)xi (e) = 0 for all 0 < r ≤ pm}.
More precisely, the canonical morphism Em ⊗Kpm+1 K → E is an isomorphism.
The category of iterative differential module of level ∞ is equivalent to the
category of sequences (En, σn)n≥0, with En a finite dimensional Kp
n
-vector space
and σn a K
pn+1-linear map En+1 → En, such that
Kp
n ⊗Kpn+1 En+1
id⊗σn−−−−→ En
is an isomorphism. A morphism φ : (En, σn) → (E′n, σ′n) is a sequence of
Kp
n
-linear morphisms φn : En → E′n, such that for every n the squares
2
Kp
n ⊗Kpn+1 En+1
σn //
id⊗
Kp
n+1 φn+1

En
φn

Kp
n ⊗Kpn+1 E′n+1
σ′n // E′n
Proof. We repeatedly apply Cartier’s theorem [Kat70, Thm. 5.1] (although
strictly speaking, in [Kat70, Thm. 5.1] it is formulated in a global situation,
i.e. for smooth morphisms of schemes, but clearly kJx1, . . . , xnK is not smooth.)
Since in our setup (δ
(m)
xi )
p = 0, Cartier’s theorem shows that the proposition is
true for m = 1. If m > 1, on E1 we have the operators ∂
(p)
xi acting as order 1
differential operators. So we can apply Cartier’s theorem again to see that the
theorem is true for m = 2. And so forth.
For a global version of this proposition, see [Gie75, Thm. 1.3]. 
1.1.7 Definition. An iterative differential module M of level∞ is called regular
singular if it contains a torsion free R-lattice which is stable under the action of
D
(∞)
R (log) ⊆ D (∞)K . 2
1.1.8 Remark. One could define a regular singular iterative differential module
of level m < ∞ in the same manner, but that would not be an interesting
definition: By Proposition 1.1.6, any iterative differential module of level m <∞
admits a basis of horizontal sections, and hence is regular singular.
The notion of a D
(m)
R (log)-module on the other hand is interesting (and
useful) if m <∞. 2
4 Chapter 1. Formal local theory
Before we can study regular singular iterative differential modules, we need
to know a few facts about congruences for binimial coefficients in characteristic
p.
1.1.9 Lemma. Let p be a prime number.
(a) Lucas’ Theorem: For a0, . . . , an, b0, . . . , bn integers in [0, p − 1], a :=
a0 + a1p+ . . .+ anp
n, b := b0 + b1p+ . . .+ bnp
n we have(
a
b
)
≡
∏
k
(
ak
bk
)
mod p.
(b) If N,n,m, k are integers such that pk > n, then(
N +mpk
n
)
≡
(
N
n
)
mod p.
Hence the term
(
b
a
) ∈ Z/pZ is well-defined for a, b ∈ Z/pkZ, and it
can be computed by identifying the set Z/pkZ with the set of integers{
0, 1, . . . , pk − 1}. Similarly, (ba) is well-defined for b ∈ Zp and a ∈ Z/pkZ.
(c) If α ∈ Zp, then
α =
∞∑
n=0
(
α
pn
)
pn,
where a means the unique integer in [0, . . . , p− 1] congruent to a.
(d) If α, β ∈ Zp,d ≥ 0, then(
αβ
pd
)
≡
∑
a+b=d
a,b≥0
(
α
pa
)(
β
pb
)
mod p.
Denote by Cd the set of maps of sets Z/pdZ→ Z/pZ. This is an Fp-algebra via
the ring structure on Z/pZ. For a ∈ Z/pdZ, write ha ∈ Cd for the map b 7→
(
b
a
)
.
(e) The ha are a Fp-basis of Cd ([Gie75, Lemma 3.2]).
(f) If pd < pm then for any i = 1, . . . , r the assignment (identifying Z/pdZ
with
{
0, 1, . . . , pd − 1}, using (b))
ha 7→ δ(a)xi ,
gives rise to a well defined morphism φi : Cd → D (m)R (log) of Fp-algebras,
for m ∈ N ∪ {∞} and d ≤ m 2
Proof. (a) This is easily proven by computing the coefficient of xb of
a∑
k=0
(
a
k
)
xk = (1 + x)a ≡
n∏
k=0
(1 + xp
k
)ak mod p.
Chapter 1. Formal local theory 5
(b) This follows from Lucas’ Theorem (a).
(c) First note that for any k ∈ Z≥0 the map x 7→
(
x
k
)
is a polynomial map
Zp → Qp with coefficients in Qp and hence continuous. If we write
α =
∑∞
n=0 αnp
n, then the continuity and (b) imply that(
α
pn
)
≡
(
αn+1p
n+1 + αnp
n + . . .+ α0
pn
)
mod p
But by Lucas’ Theorem (a) the right hand side is congruent to
(
αn
1
)
= αn,
which proves the claim.
(d) This follows directly from (c).
(e) Cd has p
d+1 elements, so it suffices to check that the ha are linearly
independent. Assume
∑
a∈Z/pdZ kaha = 0, with ka ∈ Z/pZ and some
ka 6= 0. Identify the set Z/pZ with {0, 1, . . . , p− 1}. Then k0 = 0, as∑
a∈Z/pZ ka
(
0
a
)
= ka. Assume ka = 0 for every a ∈ [0, b], b < p. Then∑
a∈Z/pZ ka
(
b+1
a
)
= kb+1 = 0. This proves that the ha are a basis of Cd.
(f) This follows from the fact that evaluating δ
(a)
xi at x
b
i precisely gives
(
b
a
)
xbi .
From this we can infer:
1.1.10 Proposition. For the ring D
(m)
R (log) ⊆ D (m)K , m ∈ N ∪ {∞}, the fol-
lowing statements are true:
(a) The δ
(r)
xi commute.
(b) (δ
(r)
xi )
p = δ
(r)
xi .
(c) ([Gie75, Lemma 3.12]) Every iterative differential module of level ∞, which
is 1-dimensional as a K-vector space, is regular singular. 2
Proof. (a) and (b) follow from the composition rules in Lemma 1.1.2. By the
definition of D
(∞)
K , a left-D
(∞)
K -action on K is determined by giving ∂
(r)
xi (1), for
r ≥ 1 and i = 1, . . . , n. Over K, this is equivalent to giving δ(pr)xi (1) for r ≥ 1
and i = 1, . . . , n. By Proposition 1.1.6, for every m ≥ 0, there exists a nonzero
f ∈ K, such that δ(pr)xi (f · 1) = 0 for all i = 1, . . . , n and r ≤ m. But then
δ
(pr)
xi (1) = δ
(pr)
xi (f
−1)f · 1. But δ(pr)xi (f−1)f ∈ R, so the iterative connection is
regular singular. 
1.1.11 Definition. Given α1, . . . , αn ∈ Z/pm+1Z (resp. ∈ Zp) write
OR(α1, . . . , αn)
for the D
(m)
R (log)-module (resp. D
(∞)
R -module) of rank 1 over R given by
δ(r)xi (1) =
(
αi
r
)
.
Similarly, we write
OK(α1, . . . , αn)
for the D
(m)
K -left-module
OR(α1, . . . , αn)⊗R K. 2
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1.1.12 Proposition ([Gie75, Thm. 3.3]). Let E be a left-D
(m)
R (log)-module,
and assume that E is free of finite rank as an R-module. Then there is an
isomorphism of D
(m)
R (log)-modules
(1.1) E ∼=
rankE⊕
j=1
OR(α1,j , . . . αn,j)
for some αij ∈ Z/pm+1Z if m <∞ or αij ∈ Zp if m =∞. 2
Proof. First fix some m < ∞. For notational convenience, we write Es :=
E/(xsi ). Let Cm+1 and hb ∈ Cm+1 be defined as in Lemma 1.1.9. For every s
and for every i, we can define a map φ
(m)
s,i : Cm+1 → D (m)R (log) → Endk(Es),
by sending hb to ∇(δ(b)xi ) ⊗ R/(xsi ), since the operators δ(a)xi act on Es. By
Lemma 1.1.9 the map φ
(m)
s,i is in fact a morphism of Fp-algebras. For α ∈
Z/pm+1Z, write χα ∈ Cm+1 for the characteristic function of α defined by
χα(b) =
{
0 b 6= α
1 else.
The set {χα|α ∈ Z/pm+1Z} is a set of orthognal idempotents in Cm+1, and the
set of their images φ
(m+1)
s,i (χα) ∈ Endk(Es) is also a set of orthognal idempotents.
Thus we obtain a decomposition
(1.2) Es =
⊕
α∈Z/pm+1Z
Vi,s,α,
such that each χα acts as the identity on Vi,s,α and trivially on Vi,s,β if β 6= α.
Since for b ∈ Z/pm+1Z we can write hb =
∑
α∈Z/pm+1Z
(
α
b
)
χα, the operator
φ
(m+1)
s,i (hb) = δ
(b)
xi acts on Vi,s,α by multiplication with the scalar
(
α
b
)
.
Since Es+1 = Es ⊕ xiEs as k-vector space, we get a decomposition
Es+1 =
 ⊕
α∈Z/pm+1
Vi,s,α
⊕ ⊕
α∈Z/pm+1
xiVi,s,α

=
⊕
α∈Z/pm+1
Vi,s+1,α
It is easy to see that δ
(b)
xi acts on xiVi,s,α via
(
α+1
b
)
, so Vi,s+1,α = Vi,s,α⊕xiVi,s,α−1,
and the reduction map Es+1  Es maps Vi,s+1,α surjectively onto Vi,s,α. Thus,
passing to the limit over s we obtain a decomposition
E =
⊕
α∈Z/pm+1
Vi,α
such that hb acts on each Vi,α as multiplication by
(
α
b
)
.
Finally, we can do this construction for i = 1, . . . , r, and since the operators
δ
(a)
xi and δ
(b)
xj commute for all i, j, a, b, we can find a basis f1, . . . , frankE of
E ⊗ R/(x1, . . . , xn), such that each δ(a)xi , i = 1, . . . , r, a ∈ {0, 1, . . . , pm+1 − 1}
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acts on fj by a scalar multiplication with
(
αi,j
a
)
, for αi,1, . . . , αi,r ∈ Z/pm+1.
Since E was assumed to be free, we can lift this basis to a basis of the free
R-module E, and finally get the decomposition
E =
rankE⊕
j=1
O(α1,j , α2,j , . . . , αr,j),
so the proof is complete in the case that m <∞.
Now we have to let m vary. We also have a map φ
(m)
i,s : Cm → Endk(Es),
and we get a commutative triangle
Cm
φ
(m)
i,s
%%
ρ

Endk(Es)
Cm+1
φ
(m+1)
i,s
99
where ρ : Cm → Cm+1 is simply the composition with reduction modulo pm.
Then for αm ∈ Z/pmZ, we have
ρ(χαm) =
∑
β∈Z/pm+1
β≡αm mod pm
χβ
It follows that the decomposition
Es =
⊕
αm+1∈Z/pm+1
Vi,s,αm+1
refines the decomposition (1.2). Since E is of finite rank, this process stabilizes
for m→∞, and we obtain a decomposition
(1.3) Es =
⊕
α∈Zp
Vi,s,α
such that δ
(a)
xj acts via multiplication by
(
α
a
)
on Vi,s,α. The same arguments
as before allow us to first pass to the limit over s, then to do the process for
i = 1, . . . , r, and then to find a basis of E giving the common decomposition
E ∼=
rankE⊕
j=1
OR(α1,j , . . . , αn,j)
with αij ∈ Zp 
1.1.13 Corollary. An iterative differential module of level ∞ is regular singular
if and only if it is a direct sum of iterative differential modules of rank 1, and any
iterative differential module of rank 1 is isomorphic to OK(α) for some α ∈ Zp.2
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Proof. By Proposition 1.1.10, an iterative differential module of level ∞ and
of rank 1 is regular singular. Clearly, a direct sum of regular singular iterative
differential modules of level∞ is regular singular, so the corollary follows directly
from Proposition 1.1.12. 
1.1.14 Corollary ([MvdP03, Prop. 6.3]). If E is an iterative differential
module of level m ∈ N ∪ {∞} and rank > 1, then E contains a nontrivial
iterative differential submodule of level m. 2
Proof. The proof is the same as in [MvdP03, Prop. 6.3] although there it is
only stated for n = 1; we include it for completeness.
For m <∞, there exists a horizontal basis of E by Proposition 1.1.6, so we
are done.
For m =∞, the goal is to produce a nontrivial regular singular submodule
of E and then apply Proposition 1.1.12.
Let E0 be any R-sublattice of E, and define E
(m)
0 to be the subset
E
(m)
0 := {e ∈ E0|δ(r)xi (e) ∈ E0, i = 1, . . . , n, 0 < r ≤ pm}
Then E
(∞)
0 :=
⋂
m≥0E
(m)
0 is a D
(∞)
R (log)-stable sublattice of E. We have to
show that E
(∞)
0 6= 0.
Let m be the maximal ideal of R, and rm the minimal integer such that
mrmE
(m)
0 ⊆ E0. Then mrmE(m)0 6⊆ mE0, and for e ∈ mrmE(m)0 \ mE0, we have
δ
(a)
xi (e) ∈ mrmE(m)0 ⊆ E0 for a ≤ pm, so e ∈ E(m)0 , and hence E(m)0 6⊆ mE0.
Since R is complete in the m-adic topology, it follows that E
(∞)
0 6= 0. 
1.1.15 Definition. If E is a left-D
(m)
R -module which is free of finite rank as an
R-module, then the numbers αij from (1.1) are called exponents of E along xi.
If E is torsion free (but perhaps not locally free), then the exponents of E are
defined to be the exponents of E along xi are the exponents of
E ⊗ k((x1, . . . , xi−1, xi+1, . . . , xn))JxiK
along xi. 2
1.1.16 Remark. Definition 1.1.15 is the reason why we had to drop the assump-
tion that k is algebraically closed (or even perfect) in this section. Otherwise we
could not appeal to a decomposition over
k((x1, . . . , xi−1, xi+1, . . . , xn))JxiK.
This is not explicitly mentioned in [Gie75]. 2
Gieseker also proves the following important result:
1.1.17 Proposition ([Gie75, Thm. 3.5]). Let E be a D
(∞)
R (log)-module and
assume that E is a torsion free R-module of finite rank satisfying Serre’s condition
(S2), i.e. for every point P ∈ SpecR of codimension ≥ 2, we have depthP E ≥ 2.
Then E is free, if the set of exponents injects into Zp/Z. 2
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1.2 Fiber functors and Picard-Vessiot theory
We continue denote by k a field of characteristic p > 0, R = kJx1, . . . , xnK,
K = k((x1, . . . , xn)). From now on we assume that k is algebraically closed.
1.2.1 Definition. We write Strat(K) for the category of iterative differential
modules of level∞ (which we also called stratified bundles) on K, and Stratrs(K)
for the full subcategory of regular singular iterative differential modules of level
∞. 2
For the notions from the theory of tensor categories and tannakian categories
we refer to Appendix C.
1.2.2 Proposition. The category Strat(K) is a tensor category over k (Defini-
tion C.1.1, (f)), and Stratrs(K) is a tensor subcategory (Definition C.1.5) over
k, with identity object the 1-dimensional K vector space IK with the canonical
action of D
(∞)
K .
If E ∈ Strat(K), then the full tensor subcategory 〈E〉⊗ ⊆ Strat(K) generated
by E is a neutral tannakian category. If ι : Stratrs(K) ↪→ Strat(X) is the
inclusion functor, then for E ∈ Stratrs(K), ι restricts to an equivalence 〈E〉⊗ ∼−→
〈ι(E)〉⊗. 2
Proof. The first part is standard: If E,E′, F, F ′ are D (∞)K -modules, one defines
D
(∞)
K -structures on E ⊗K E′ and HomD(∞)K (E,E
′), such that E ⊗K I = E,
End(IK) = k, (E∨)∨ ∼= E and
Hom
D
(∞)
K
(E,E′)⊗Hom
D
(∞)
K
(F, F ′) ∼= HomD(∞)K (E ⊗ F,E ⊗ F
′),
i.e. Strat(K) is a rigid k-linear symmetric monoidal category. It is also abelian:
If φ : E → E′ is a D (∞)K -linear map, then the kernel and cokernel of φ in
VectK can canonically be equipped with a D
(∞)
K -structure. It is also clear that
End(IK) = k.
Moreover, if E,E′ are regular singular, then so are the stratified bundles
E⊗KE′ and HomD(∞)K (E,E
′): One just has to take the tensor product, resp. the
Hom of two D
(∞)
R (log)-stable lattices.
If E is regular singular and E′ ⊆ E an iterative differential submodule of level
∞, then E′ is also regular singular: If E0 is a D (∞)R (log)-stable R-submodule of
E, then E0∩E′ is a D (∞)R (log)-stable R-submodule of E′. Finally, If E′ ⊆ E are
two regular singular stratified bundles, then their quotient is also regular singular:
A D
(∞)
R (log)-stable lattice for E/E
′ is E0/(E0 ∩ E′). This proves that 〈E〉⊗ is
equivalent to 〈ιE〉⊗, and thus that Stratrs(K) ⊆ Strat(K) is a ⊗-subcategory
stable under Hom, ⊗, ⊕ and subquotients.
Finally, since k is algebraically closed, 〈E〉⊗ admits a k-valued fiber functor
by Deligne’s theorem Theorem C.1.7. 
In the rest of this section we recall and generalize [Del90, Sec. 9]:
1.2.3 Definition. First note that K together with its canonical D
(∞)
K -structure
is a ring in the category of D
(∞)
K -modules. A K-algebra A with D
(∞)
K -structure
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is called differential K-algebra if it is an algebra over the D
(∞)
K -ring K in the
category of D
(∞)
K -modules, i.e. its D
(∞)
K -structure extends the canonical structure
of K, and if multiplication A⊗A→ A is a morphism of D (∞)K -modules. In other
words: For x, y ∈ A,
∂(m)xi (xy) =
∑
a+b=m
a,b≥0
∂(a)xi (x)∂
(b)
xi (y)
For a more general context, see also Definition C.3.4. 2
1.2.4 Definition. Let E ∈ Strat(K). A K-algebra A is called Picard-Vessiot
ring for E, if
(a) A carries the structure of a differential K-algebra.
(b) A contains no nontrivial ideals stable under the D
(∞)
K -action.
(c) The D
(∞)
K -module E ⊗K A is generated by horizontal elements.
(d) If e1, . . . , ed is a basis of of E, and f1, . . . , fd a horizontal basis of E ⊗K A,
then A is generated by the coefficients of the associated change of basis
matrix F and 1/ detF .
A field L with K ⊆ L and a D (∞)K -action is called Picard-Vessiot extension for
E, if L = FracA for a Picard-Vessiot ring A, such that the D
(∞)
K -action of L
extends the one of A. 2
1.2.5 Example. Let E be a stratified bundle on K. We explicitly construct a
Picard-Vessiot ring for E. If K = k((t)), then this is [MvdP03, Lemma 3.4]. Let
e1, . . . , ed a basis for E over K. First lets try to rewrite the D
(∞)
K -action as a
set of differential equations for elements of K:
We can write ∂
(m)
xi (ej) =
∑d
k=1 a
(m)
i,k,jek. Write A
(m)
i = (a
(m)
i,k,j)k,j . Now if
y =
∑d
i=1 yiei ∈ E, then
(1.4)
∂(m)xi (y) = (∂
(m)
xi (yj))j +A
(1)
i (∂
(m−1)
xi (yj))j +A
(2)
i (∂
(m−2)
xi (yj))j + . . .+A
(m)
i y,
where (∂
(m)
xi (yj))j is considered as a column vector.
We want conditions for y ∈ E to be horizontal, i.e. for ∂(m)xi (y) = 0 for
all i,m. Define B
(1)
i := −A(1)i . Then ∂(1)xi (y) = 0 if and only if we have an
equality of vectors (∂
(1)
xi (yj))j = B
(1)
i y. Assume we have found matrices B
(r)
i ,
r = 1, . . . ,m − 1, such that ∂(r)xi (y) = 0 for r = 1, . . . ,m − 1 if and only if
(∂
(r)
xi (yj))j = B
(r)
i y for all r = 1, . . . ,m − 1. Then we see from (1.4) that
∂
(r)
xi (y) = 0 for r = 1, . . . ,m if and only if
(1.5) (∂(m)xi (yj))j = −
(
A
(1)
i B
(m−1)
i +A
(2)
i B
(m−2)
i + . . .+A
(m)
i
)
y,
so we can define B
(m)
i via the right hand side of (1.5).
To summarize, we have found matrices B
(m)
i , i = 1, . . . , n, m ≥ 0, such that
y = y1e1 + . . .+ yded ∈ E∇ if and only if (∂(m)xi (yj))j = B(m)i y for all m, i.
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Assume that there is a matrix F = (frs) ∈ GLd(K), such that there is an
equality of matrices
(1.6) (∂(m)xi (frs))r,s = B
(m)
i F for all i = 1, . . . , n and m ≥ 0.
Then, by construction, Fe1, . . . , F ed is a basis of horizontal sections.
Finally, to construct a Picard-Vessiot ring for E, we “formally add” the
coefficients of such a matrix F to K.
More precisely: Let R0 := K[Xij , (det(Xij))
−1|1 ≤ i, j ≤ d], and define
∂
(m)
xi (Xrs) via the matrix equation(
∂
(m)
i (Xrs)
)
0≤r,s≤d
:= B
(m)
i · (Xrs)0≤r,s≤d .
Since the B
(m)
i come from a D
(∞)
K -action, this defines a D
(∞)
K -action on
R0, extending the action on K, and such that R0 is a differential K-algebra.
Clearly, E ⊗K R0 admits a basis of horizontal sections. Now let I be an ideal
of R0, maximal among the ideals stable under the D
(∞)
K -action, then it follows
immediately that R/I is a Picard-Vessiot ring for E. 2
We now connect the notions of Picard-Vessiot rings and fields with the
tannakian theory of the category 〈E〉⊗.
Recall that for a D
(∞)
K -module M , we write M
∇ for the k-vector space of
horizontal elements.
1.2.6 Proposition (Compare to [Del90, §.9]). Let E be a stratified bundle
on K and ρforget : 〈E〉⊗ → VectfK the forgetful functor.
(a) If A is a Picard-Vessiot ring for E, then the functor
E′ 7→ (E′ ⊗K A)∇
is a fiber functor ωA : 〈E〉⊗ → Vectfk.
(b) If ω0 : 〈E〉⊗ → Vectfk is a fiber functor, and G := Aut⊗(ω0), then the
GK-torsor Isom
⊗
K(ω0 ⊗k K, ρforget) is representable by a K-algebra Aω0
which is a Picard-Vessiot ring for E. There is a canonical isomorphism of
functors ω0 ∼= ωAω0 .
(c) These two constructions set up a correspondence{
fiber functors 〈E〉⊗ → Vectfk
}↔ {Picard-Vessiot rings for E} .
2
Proof. This is an instance of general statement about tannakian categories;
see the discussion after Definition C.3.4.
(a) Since E ⊗K A admits a basis of horizontal elements, so does E′ ⊗K A for
every E′ ∈ 〈E〉⊗. Hence for E′ ∈ 〈E′〉⊗, (E′ ⊗K A)∇ ⊗k A = E′ ⊗K A,
which shows that the functor E′ 7→ E′ ⊗K A 7→ (E′ ⊗K A)∇ is a faithful,
exact, k-linear ⊗-functor and hence a fiber functor.
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(b) This is essentially [Del90, Prop. 9.3], although there it is only written for
char(k) = 0 and n = 1. We check that the argument works for arbitrary n
and char(k) = p > 0.
The GK-torsor Pω0 := Isom
⊗
K(ω0 ⊗k K, ρforget) is representable by a K-
algebra Aω0 according to Theorem C.3.2. By the main theorem of the
tannaka formalism, the functor functor ω0 induces an equivalence
ω′0 : Ind(〈E〉⊗) ∼−→ Ind(RepfkG),
where Ind(−) denotes the category of inductive systems. Note that by
Proposition C.2.2, Ind(RepfkG)
∼= RepkG.
The finite type k-group scheme G is affine. If we write G = SpecOG, then
OG, together with the comultiplication ∆ : OG → OG ⊗k OG is the right
regular representation, i.e. it corresponds to G acting on itself from the
right. Note that (OG,∆) is a commutative algebra over the unit object in
the category RepkG.
The forgetful functor ρforget also extends to Ind-categories, and it follows
from Theorem C.3.2 that there is a unique (up to unique isomorphism)
algebra Aω0 over the trivial stratified bundle K in Ind(〈E〉⊗), such that
Pω0 = Isom
⊗
K(ω0 ⊗k K, ρforget) is represented by ρforget(Aω0), and such
that ω′0(Aω0) = (OG,∆). In particular, Aω0 is a differential K-algebra
(Definition 1.2.3) and we show that Aω0 is a Picard-Vessiot ring for E.
Note that under the functor ω′0, the sub-D
(∞)
K -modules of Aω0 correspond
to the subrepresentations of (OG,∆). In particular, A∇ω0 = (OG,∆)G = k.
Similarly, the D
(∞)
K -invariant ideals in Aω0 correspond to closed subschemes
of G, which are invariant under translation. But there are no nontrivial such
subschemes, so Aω0 has no nontrivial ideals stable under the D
(∞)
K -action.
This shows that Definition 1.2.4, (b) holds.
For Definition 1.2.4, (c), denote by
ν1, ν2 : 〈E〉⊗ → Ind(〈E〉⊗),
the functors defined by
ν1(E
′) := ω0(E′)⊗k Aω0 , ν2(E′) := E′ ⊗k Aω0 .
Then by applying ω′0 to Proposition C.2.6, we see that there is a natural iso-
morphism of functors ν1 ∼= ν2. Composing with (−)∇ gives an isomorphism
of functors ω0 ∼= ωAω0 , which means that Aω0 satisfies Definition 1.2.4, (c).
Finally, for Definition 1.2.4, (d), let e1, . . . , ed be a basis for E. A trivial-
ization of E ⊗K Aω0 over Aω0 gives an element
Pω0(Pω0) = Isom
⊗
K(ω0 ⊗k K, ρforget)(Aω0) = Hom(Aω0 , Aω0).
Since Isom⊗K(ω0 ⊗k K, ρforget)⊗K Aω0 is the trivial GAω0 -torsor, we may
assume (by translating if necessary) that id ∈ Pω0(Pω0) corresponds to
a trivialization of E ⊗K Aω0 , i.e. to an isomorphism of D (∞)K -modules
Φ : ω0(E) ⊗k Aω0 → E ⊗K Aω0 . Define fi := Φ(ei). Then f1, . . . , fd is
a horizontal basis for E ⊗K Aω0 and we can consider Φ as the matrix
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changing the basis ei to the basis fi. Define A
′ to be the subalgebra of Aω0
generated by the coefficients of the change of base matrix Φ := (Φij)i,j
and 1/ det Φ. Note that A′ is stable under the D (∞)K -action of Aω0 : There
are matrices Bn,i with entries in K, such that (∂
(n)
xi Φij)i,j = Bn,iΦ, see
Example 1.2.5. Then Φ descends to an isomorphism of D
(∞)
K -modules
Φ′ : ω0(E) ⊗k A′ ∼−→ E ⊗k A′, and thus to a morphism αΦ′ : Aω0 → A′,
arising from
SpecA′ → Isom⊗K(ω0 ⊗k K, ρforget). 
But by construction, the composition Aω0
αΦ′−−→ A′ ↪→ Aω0 is the identity,
so Aω0 = A
′, and we are done.
(c) Let ω0 : 〈E〉⊗ → Vectfk be a fiber functor. We just constructed a Picard-
Vessiot ring Aω0 for E, such that ω0 is canonically isomorphic to the
functor ωAω0 (−) := (−⊗K Aω0)∇.
Conversely, if A is a Picard-Vessiot ring for E, then we saw that ωA is a fiber
functor, so it remains to see that PA := Isom
⊗
K(ωA⊗kK, ρforget) = SpecA.
But this is easy: Let PA = SpecB. Then B is a Picard-Vessiot ring, and
since E⊗KA is trivializable, we get a morphism B → A. This morphism is
injective, since B does not have any D
(∞)
K stable ideals, and it is surjective,
since B and A are generated over K by the same elements.
1.2.7 Corollary. If E is a stratified bundle on K, then all Picard-Vessiot rings
for E are (non-canonically) isomorphic. 2
Proof. By Proposition 1.2.6, we have seen that the Picard-Vessiot rings give
rise to, and are determined by, fiber functors 〈E〉⊗ → Vectfk. If ω1, ω2 are two
such fiber functors, then Isom⊗(ω1, ω2) is a Aut⊗(ω1)-torsor on k. But k is
algebraically closed by assumption, so every torsor over k is trivial, and thus
ω1 ∼= ω2. 
1.2.8 Corollary. If E ∈ Strat(K), then E is regular singular, if and only if a
Picard-Vessiot ring A for E is an increasing union
⋃
iEi with Ei ∈ Stratrs(K).2
Proof. A Picard-Vessiot ring A gives a fiber functor ωA : 〈E〉⊗ → Vectfk.
Let G := Aut⊗(ωA). The functor ωA gives an equivalence ω′A : Ind(〈E〉⊗) →
Ind(RepfkG), where Ind(−) denotes the category of inductive systems. Note
that Ind(RepfkG) = RepkG by Proposition C.2.2. Moreover, by construction
ω′A(A) = OG, the regular representation of G, i.e. G = SpecOG. This shows
that Ind(〈E〉⊗) ∼= 〈A〉⊗, since any representation of G is a subrepresentation of
OnG for some n.
If E is regular singular, then every object of 〈E〉⊗ is regular singular, so A is
a increasing union of regular singular objects.
Conversely, since E ⊆ An for some n, E is regular singular if A is an increasing
union of regular singular objects. 
1.2.9 Remark. For a similar statement as Corollary 1.2.8 in a global context,
see Section 3.5. 2
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1.3 Differential Galois groups
Classically, the differential galois group associated with a differential module
E is the the group of differential autmorphisms of its Picard-Vessiot extension.
By Proposition 1.2.6, this notion is intimately related to tannaka theory. In
this section, we develop this relation, and discuss some properties of differential
galois groups.
We continue to denote by k an algebraically closed field of characteristic
p > 0.
1.3.1 Definition. Let E be a stratified bundle over K, and A a Picard-Vessiot
ring for E. The differential galois group GA of E with respect to A is the group
of K-algebra automorphisms of A which are morphisms of D
(∞)
K -modules.
Since E ⊗K A admits a basis of horizontal sections, GA acts faithfully on
(E ⊗K AE)∇, so GA can be identified with a reduced algebraic subgroup of
GLk((E ⊗K AE)∇). 2
Since the construction of Picard-Vessiot rings in Example 1.2.5 is fairly
explicit, the differential galois group can be computed in many cases. Before
doing this, we want to connect the differential galois group with the tannakian
fundamental group of a stratified bundle E. First a lemma:
1.3.2 Lemma. Let E be a stratified bundle on K. A Picard-Vessiot ring for E
is an integral domain. 2
Proof. For n = 1, this is [MvdP03, Lemma 3.2]. The proof works almost
without change: Let A be a Picard Vessiot ring, and define φ : A→ AJT1, . . . , TnK
by
φ(a) =
∑
(m1,...,mn)∈Nn0
∂(m1)x1 ∂
(m2)
x2 · . . . · ∂(mn)xn (a)Tm11 · . . . · Tmnn .
Let p be a prime ideal of A, and consider the composition
φ¯ : A
φ−→ AJT1, . . . , TnK (A/p)JT1, . . . , TnK.
The ring on the right is an integral domain, so if φ¯ is injective we are done. But
the kernel I := ker(φ¯) is an ideal stable under D
(∞)
K : a ∈ I if and only if ∂(m1)x1 ·. . .·
∂
(mn)
xn (a) ∈ p for all m1, . . . ,mn ≥ 0. If a ∈ I, then ∂(m1)x1 · . . . ·∂(mn)xn (∂(m)xi (a)) ∈ p
for all m,m1, . . . ,mn, because of the composition formulas from Lemma 1.1.2,
so ∂
(m)
xi (a) ∈ I. Thus I = 0 by the definition of a Picard-Vessiot ring, and we
are done. 
1.3.3 Proposition. Let E be a stratified bundle on K, and ω0 : 〈E〉⊗ → Vectfk
a fiber functor. Then the affine k-group scheme Gω0 := pi1(〈E〉⊗ , ω0) is smooth.
If Aω0 is the Picard-Vessiot ring associated with ω0 (Proposition 1.2.6), and
GAω0 the differential galois group of E with respect to Aω0 , then there is a
canonical k-isomorphism Gω0
∼= GAω0 . 2
Proof. By Proposition 1.2.6, we know that the Gω0 -torsor Pω0 := Isom
⊗
K(ω0⊗k
K, ρforget) on K is represented by a Picard-Vessiot ring Aω0 . By Lemma 1.3.2,
Pω0 is reduced, so Gω0 is reduced, hence smooth, because Gω0 is of finite type over
k. We also know that there is an isomorphism of ⊗-functors ω0 = (−⊗K Aω0)∇.
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The differential Galois group with respect to Aω0 is GAω0 = AutD(∞)K
(Aω0),
and thus there is a canonical inclusion j : GAω0 ↪→ Gω0(Aω0). We prove that the
image of j coincides with Gω0(k) ⊆ Gω0(Aω0). This would finish the proof, since
Gω0 and GAω0 are both smooth subschemes of GL(ω0(E)) = GL((E ⊗Aω0)∇)
and k is algebraically closed.
Let e1, . . . , ed be a horizontal basis of E ⊗K Aω0 . We need to show that an
Aω0 -linear automorphism φ of E ⊗K Aω0 is a D (∞)K -morphism if and only if the
matrix of φ with respect to e1, . . . , ed has entries in k. Clearly, such a matrix
gives a D
(∞)
K -morphism. Conversely, if φ(er) =
∑
asres, then for all i = 1, . . . , n,
and m ≥ 0:
0 =
d∑
s=1
∂(m)xi (asr)es,
so ∂
(m)
xi (asr) = 0, since Aω0 is an integral domain. But A
∇
ω0 = k, because Aω0
corresponds to the right regular representation of Gω0 , so the maximal trivial
subobject of Aω0 is K, and K
∇ = k. 
1.3.4 Proposition. Let E be a stratified bundle on K, and ω0 : 〈E〉⊗ → Vectfk
a fiber functor. Then pi1(〈E〉⊗ , ω0) is a closed reduced subgroup of a successive
extension of Gm’s and Ga’s. 2
Proof. This is [MvdP03, Cor. 6.4] if n = 1. The same proof works: Let
dimK E = d. By Corollary 1.1.14 E is an increasing union E1 ⊆ E2 ⊆ . . . ⊆
Ed = E of substratified bundles, such that dimK Ei = i. If Aω0 is the Picard-
Vessiot ring associated with ω0, we get an increasing sequence of k-vector spaces
(E1 ⊗K Aω0)∇ ⊆ (E2 ⊗K Aω0)∇ ⊆ . . . ⊆ (Ed ⊗Aω0)∇
and this flag is fixed by the action of Gω0 ⊆ GLk(ω0(E)). 
1.4 Examples
By Corollary 1.1.14 we know that every stratified bundle E on K is a successive
extension of rank 1 stratified bundles, and by Proposition 1.1.12 we know that E
is regular singular, if and only if it is a direct sum of rank 1 objects. Hence, for
the study of regular singular bundles on K = k((x1, . . . , xn)), the most important
examples to study are rank 1 stratified bundles. In general, the next most
important objects to understand are rank 2 stratified bundles which are not
regular singular:
1.4.1 Proposition. Let E be a stratified bundle which is not regular singular.
Then 〈E〉⊗ contains a rank 2 stratified bundle which is not regular singular, i.e. a
nonsplit extension of two rank 1 stratified bundles. 2
Proof. Let E′ ∈ 〈E〉⊗ be a stratified bundle with minimal rank d among the
objects of 〈E〉⊗ which are not regular singular. Since every rank 1 object is
regular singular by Proposition 1.1.10, E′ has rank ≥ 2, and by Corollary 1.1.14
there exists a rank 1 sub-stratified bundle L ⊆ E′. Then then E′/L is regular
singular by the minimality of rank E′, so E′/L =
⊕d−1
i=1 Li with rankLi = 1 by
Proposition 1.1.12. Since Ext1Strat(K)(L,
⊕d−1
i=1 Li) =
⊕d−1
i=1 Ext
1
Strat(K)(L,Li),
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E′ is a direct sum of extensions of rank 1 stratified bundles. Since E′ is not
regular singular and has minimal rank with this condition, it follows that d = 2
and E′ is nontrivial extension of L1 by L. 
Recall that we denote by OK(α1, . . . , αn) the rank 1 stratified bundle with
basis e such that δ
(m)
xi (e) =
(
αi
m
)
e for αi ∈ Zp. For simplicity, we write OK :=
OK(0, . . . , 0).
1.4.2 Proposition. Let E be a stratified bundle on K.
(a) If E =
⊕d
j=1OK(α1,j , . . . , αn,j) then a Picard-Vessiot ring for E is given
by
K[T±11 , . . . , T
±1
d ]/I
where
I =
Tm11 · · ·Tmdd − xr11 · · ·xrnn
∣∣∣∣∣∣(ri)1≤i≤n =
 d∑
j=1
mjαi,j

1≤i≤n
∈ Zn

and δ
(m)
xi (Tr) =
(
αi,r
m
)
Tr, r = 1, . . . , d.
(b) Accordingly, pi1(〈E〉⊗ , ω0)(k) is isomorphic to the subgroup of (k×)d given
by(ξ1, . . . , ξd) ∈ (k×)n
∣∣∣∣∣∣
d∏
j=1
ξ
mj
j = 1, if
 d∑
j=1
mjαi,j

1≤i≤n
∈ Zn

2
Proof. (a) We follow Example 1.2.5. Everything follows easily, once one
suggestively considers OK(α1,j , . . . , αn,j) as the rank 1 module with basis
x
α1,j
1 · . . . · xαn,jn . Of course, this does not make sense literally, but it shows
what is going on.
To the gritty details: Let e1, . . . , ed be a basis of E, such that δ
(m)
xi (ej) =(
αi,j
m
)
ej . It is straight forward to check that T
−1
1 · . . . · · ·T−1d ej is hori-
zontal for j = 1, . . . , d, so E is trivialized on the differential K-algebra
K[T±11 , . . . , T
±1
d ], given by δ
m
xi(Tr) =
(
αi,r
m
)
Tr.
It remains to show that the ideal I from the claim is a differential ideal,
and maximal amongst the differential ideals: Writing Tm := Tm11 · . . . ·Tmdd
and xr := xr11 · . . . · xrnn , we get
δ(m)xi (T
m − xr) =
(∑d
j=1mjαi,j
m
)
Tm −
(
ri
m
)
xr
=
(
ri
m
)
(Tm − xr)
if Tm − xr ∈ I, so I is indeed a differential ideal.
To prove that I is maximal, one distinguishes two cases: I = 0 and I 6= 0,
and then the computation is very similar to [vdP99, Ex. 3.5].
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(b) This can be read off directly from the description of I. 
1.4.3 Corollary. A stratified bundle E on K is regular singular if and only if
pi1(〈E〉⊗ , ω0) is diagonizable for some (or equivalently any) neutral fiber functor
ω0. 2
Proof. By Corollary 1.1.13, E is regular singular if and only if it is a direct
sum of rank 1 subbundles. Proposition 1.4.2 shows that the differential galois
group of a direct sum of rank 1 bundles is diagonizable.
Conversely, by Proposition 1.4.1, if E is not regular singular, then the
differential galois group pi1(〈E〉⊗ , ω0) has a quotient which is a closed reduced
subgroup of Ga, so pi1(〈E〉⊗ , ω0) cannot be diagonizable. 
1.4.4 Example. Finally some concrete examples; the case n = 1 is due to
[MvdP03], and most of the arguments carry through.
(a) Let α1, . . . , αn ∈ Zp and α1 ∈ Z. Then
OK(α1, . . . , αn) ∼= OK(0, α2, . . . , αn)
as stratified bundles. Indeed, the K-morphism 1 7→ xα1 defines an isomor-
phism of stratified bundles
OK(α1, . . . , αn)→ OK(0, α2, . . . , αn).
Thus, if α1, . . . , αn ∈ Z, then OK(α1, . . . , αn) ∼= OK , which can also be
read off from the description of the monodromy group in Proposition 1.4.2.
(b) Now assume that α1, . . . , αn ∈ Zp, and α1 6∈ Q ∩ Zp. Then the differ-
ential galois group G of OK(α1, . . . , αn) is isomorphic to Gm since by
Proposition 1.4.2,
G(k) =
{
ξ ∈ k× |ξmi = 1, if miαi ∈ Z, i = 1, . . . , n
}
(c) Contrastingly, let α1, . . . , αn ∈ Q ∩ Zp, and αi = ri/si with ri, si ∈ Z,
(ri, si) = 1, (si, p) = 1 and si > 0. If s ≥ 0 is the smallest common
multiple of s1, . . . , sn, then a Picard-Vessiot extension for OK(α1, . . . , αn)
is isomorphic to the Kummer extension of K given by adjoining an s-th
root of x1 · · ·xn, and the differential Galois group of OK(α1, . . . , αn) is µs.
(d) Conversely, consider the field extension E := K(x
1/`1
1 , . . . , x
1/`n
n ). For
simplicity, assume that `1, . . . , `n are pairwise distinct primes which are
also all different from p. The D
(∞)
K -action extends uniquely to E, and E
is a stratified bundle of dimension
∏n
i=1 `i with differential galois group∏n
i=1 µ`i . More precisely:
E ∼=
⊕
0≤ri≤`i−1
OK(r1/`1, . . . , rn/`n).
Indeed, K(x
1/`1
1 ) is the stratified bundle⊕
0≤r1<`1
OK(r1/`1, 0, . . . , 0);
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K(x
1/`1
1 , x
1/`2
2 ) is the stratified bundle⊕
0≤r2<`2−1
O
K(x
1/`1
1 )
(0, r2/`2, 0 . . . , 0);
and so forth.
(e) More generally, let L/K be any finite separable extension. Then L is a
stratified bundle of rank [L : K]: We can uniquely extend the D
(∞)
K -action
of K to L because of the separability of L/K. If L is also galois with group
G over K, then G = Gal(L/K) ∼= pi1(〈L〉⊗ , ω0), for any fiber functor ω0.
In fact, L is the Picard-Vessiot ring for itself, and any automorphism of
the extension L/K is a D
(∞)
K -automorphism. For a global analog with
proof, see Corollary 4.1.5.
(f) As another particular case of the previous example, consider the Artin-
Schreier extension of K given by L := K[u]/(up − u − x−11 ). This is a
separable field extension, and the D
(∞)
K -action extends unquely to E: For
all m > 0, we have
(1.7) up
m+1 − u =
m∑
i=1
x−p
i
1
as can be easily checked via induction. This means we can define
δ(p
m)
xj (u) = −
m∑
i=1
δ(p
m)
xj
(
x−p
i
1
)
=
{
0 j > 1∑m
i=1 x
−pi
1 else
,
because by Lemma 1.1.9(−pi
pm
)
≡
(∑
j≥i(p− 1)pj
pm
)
≡ −1 mod p
if i ≤ m.
Consider the K-subspace E ⊆ L generated by 1 and u. Then E is stable
by the D
(∞)
K -action, and OK = 1 ·K ⊆ E is a substratified bundle. Let E′
be the quotient E/OK . We get a short exact sequence
0→ OK → E → E′ → 0
As a K-vector space E′ is generated by u, and the D (∞)K -structure is given
by δ
(pm)
xi (u) = 0 in E
′. In other words: E′ ∼= OK . We see that E′ is a
nontrivial extension of OK by OK , hence cannot be regular singular.
We compute its Picard-Vessiot extension and its differential galois group
as in Example 1.2.5: An element y = y1 + y2u ∈ E lies in E∇ if and only if(
δ
(pm)
1 (y1)
δ
(pm)
1 (y2)
)
=
(
0 −∑mi=1 x−pi1
0 0
)
· y
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and δ
(pm)
j (y1) = δ
(pm)
j (y2) = 0 for j > 1. Consider the ring R0 :=
K[T11, T12, T21, T22, 1/ det(Tij)] with the D
(∞)
K -action given by(
δ
(pm)
x1 (T11) δ
(pm)
x1 (T12)
δ
(pm)
x1 (T21) δ
(pm)
x1 (T22)
)
=
(
0 −∑mi=1 x−pi1
0 0
)
·
(
T11 T12
T21 T22
)
and δ
(pm)
j (Tij) = 0 for j > 1. Then R0 ⊗ E is trivial with horizontal
basis T11 + uT21, T12 + uT22, and we need to find an ideal in R0 maximal
amongst those which are D
(∞)
K -stable. For example, we can take
I := (T21, T22 − 1, T11 − 1, T p12 − T12 + x−11 ).
It is easily checked that this is a D
(∞)
K -stable, maximal ideal of R0: Only
the generator T p12 − T12 + x−1 requires a little calculation: I claim that for
all r,m ≥ 0:
δ(m)x1 (T
r
11) = T
r
22δ
(m)
x1
((
s∑
i=0
u−p
i
)r)
for ps ≥ m. Then
δ(p
m)
x1 (T
p
11 − T11 + x−11 ) = −T p22 ·
m∑
i=1
x−p
i
1 + T22
m∑
i=0
x−p
i
1 − x−11
= − (T p22 − T22)
m∑
i=1
x−p
i
1 + (T22 − 1)x−11
which lies in I, as T22 − 1 is a factor of T p22 − T22.
It follows that R0/I is isomorphic as a K-algebra to the Artin-Schreier
extension L we started with, and that the differential galois group is
isomorphic to the galois group Gm(Fp) = Z/pZ of L/K.
(g) Now, more generally, we consider an extension
0→ OK → E → OK → 0.
It is clear from tannaka theory, that pi1(〈E〉⊗ , ω0) is a closed reduced
subgroup of Ga, for any fiber functor ω0. Indeed, every automorphism of
ω0 gives an K-linear automorphism of E fixing the subobject OK and the
quotient OK .
Let e1, e2 be a basis of E, such that ∂
(m)
xi (e1) = 0 and ∂
(m)
xi (e2) = a
(m)
i e1
for a
(m)
i ∈ K, i = 1, . . . , n, m ≥ 0. Of course the a(m)i satisfy certain
relations, coming from the relations of differential operators in D
(∞)
K . In
particular, for every i = 1, . . . , n, the sequence (a
(m)
i )m≥0 is determined by
the subsequence (a
(pm)
i )m≥0, and since ∂
(m)
xj ∂
(m′)
xi = ∂
(m′)
xi ∂
(m)
xi , it follows
that
∂(m)xi (a
(m′)
j ) = ∂
(m′)
xj (a
(m)
i ),
Let y = y1e1 + y2e2 ∈ E. Then y ∈ E∇ if and only if ∂(m)xi (y2) = 0 and
∂
(m)
xi (y1) = −y2a(m)i . In particular y2 ∈ k.
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At this point, it is convenient to use the description of Proposition 1.1.6 to
further analyze the extension E, following [MvdP03]: Let E correspond to
(Em, σm)m≥0, and fix bases e
(m)
1 , e
(m)
2 of Em. Then the isomorphism
σ0 ◦ σ1 ◦ . . . ◦ σm : Kpm ⊗Kpm Em+1
∼=−→ E0
is given by a matrix (
1 bm
0 1
)
, bm ∈ K.
We may change the basis of Em+1, but any such base change has the form(
1 cm
0 1
)
, cm ∈ Kpn+1
so bm is well defined modulo K
pm+1 . Moreover, bn ≡ bn+1 mod Kpn .
Thus E corresponds to an element of lim←−m≥0K/K
pm+1 . Moreover, E is
split if and only if it corresponds to an element in
im(K → lim←−
m≥0
K/Kp
m+1
),
so we get a bijection
Ext1Strat(K)(OK ,OK) ∼= coker
(
K → lim←−
m≥0
K/Kp
m+1
)
.
It is not hard so see that this is actually an isomorphism of groups.
We can recover the a
(pm)
i from above:
∂(p
m)
xi (e
(0)
2 ) = ∂
(pm)
xi (e
(m)
1 − bme(m)2 ) = −∂(p
m)
xi (bm).
(h) Finally, in contrast to the situation in characteristic 0 ([Kat87, Lemma
2.3.5]), if L1, L2 are two rank 1 stratified bundles on K, then
Ext1Strat(K)(L1, L2) 6= 0
does not imply that L1 ∼= L2. This follows from [MvdP03, Thm. 6.6]. For
example, loc. cit. implies that there is a rank 2 stratified bundle on k((t)),
the differential galois group of which is the group of matrices of the form(
1 a
0 b
)
,
i.e. the group semi-direct product of Ga oGm with Gm acting on Ga via
µ · a = µa+ 1. 2
Chapter 2
Logarithmic differential
operators, connections and
stratifications
In this chapter we construct the sheaf of logarithmic differential operators with
respect to a strict normal crossings divisor, and define logarithmic connections,
logarithmic n-connections, logarithmic stratifications and their exponents. The
construction is parallel to the classical (“non-logarithmic”) construction: From a
k-scheme X with strict normal crossings divisor D (or more generally, a morphism
of fine log-schemes), we first construct suitable sheaves of “logarithmic principal
parts” PnX/k(logD) as structure sheaves of thickenings of a suitable diagonal,
and show that they satisfy the necessary relations such that DX/k(logD) :=
lim−→HomOX (P
n
X/k(logD),OX) is a sheaf of rings; the sheaf of “logarithmic
differential operators”. Due to the general theory of “groupo¨ıds formels” (which
we will call “formals groupoids”, see Appendix D) developed by P. Berthelot in
[Ber74], the theory of n-connections, stratifications and differential operators
follows, and takes a similar shape to its the non-logarithmic counterpart. A
notable difference is that on a smooth k-variety X, an OX -coherent DX/k(logD)-
module is not necessarily locally free (see e.g. the example after [AB01, Def. 4.4]).
The construction of exponents is due to N. Katz and D. Gieseker, [Gie75].
The content of this chapter is probably well-known to experts, but the author
does not know of a complete reference. We refer however to [Mon02] for the
construction of log-differential operators with divided powers for a morphism of
fine log-schemes.
2.1 A prelude on logarithmic geometry
2.1.1 Generalities about log-schemes
While the explicit use of logarithmic schemes is not needed in later chapters,
they do provide a natural general context for Chapter 2. Nevertheless, the
constructions from this section will be made more explicit in Section 2.2, so the
reader not familiar with logarithmic schemes can skip this Section 2.1 on a first
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reading.
The results of this section are mostly contained in [Mon02] and [AB01,
Appendix 1.B]. Hence we limit ourselves to a brief summary. We do however
give a full construction of the sheaves of principal parts, in part because the
important Remark 2.1.13, (b) is usually not stated explicitly. Lecture notes of
M. Cailotto on logarithmic schemes have been helpful. For details on log-schemes,
see e.g. [Kat89].
Recall the following definitions:
2.1.1 Definition. By a monoid P we mean a set P equipped with a binary
operation, which is associative, commutative, and has a neutral element.
• P× denotes the submonoid of invertible elements of P . It is an abelian
group.
• P gp denotes the abelian group obtained by formally inverting the elements
of P . There is a canonical morphism of groupoids P → P gp.
• P is called integral if P → P gp is injective.
• P int := im(P → P gp) is the integralization of P . It is an integral monoid,
and for every integral monoid Q, every map P → Q, factors uniquely
through P → P int.
• if P is integral, then the saturation P sat of P is the monoid given by
P sat = {a ∈ P gp|∃n ≥ 0 : an ∈ P} .
• P is called saturated if P is integral, and if P = P sat. For every saturated
monoid Q, every map P → Q factors uniquely through P → P sat. 2
2.1.2 Definition. Let X be a scheme. A pre-log-structure (MX , αX) is a sheaf
of monoids MX on the e´tale site Xe´t, and a morphism αX : MX → (OX , ·) of
monoid sheaves. The pair (MX , αX) is called log-structure if α
−1
X O×X
∼=−→ O×X is
an isomorphism. The triple (X,MX , αX) is called log-scheme. If (Y,MY , αY )
and (X,MX , αX) are two log-schemes, then a morphism of log-schemes (f, g) :
(Y,MY , αY ) → (X,MX , αX) is a morphism of schemes f : Y → X, together
with a morphism of sheaves of monoids g : f−1(MX) → MY , such that the
diagram
f−1MX
g //
f−1αX

MX

f−1OX // OY
commutes.
There is a functorial way to associate with a pre-log-structure a log-structure,
and this construction is adjoint to the forgetful functor from the category of
log-structure to the category of pre-log-structures. If f : Y → X is a morphism
of schemes, and MX a log-structure on X, then we write f
∗MX for the log-
structure on Y , associated with the pre-log-structure f−1MX → f−1OX → OY .
We call it the pull-back of MX .
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If f : (X,MX) → (Y,MY ) is a morphism of log-schemes, then f induces a
functorial morphism f∗MY →MX . 2
2.1.3 Remark. • We will usually just write (X,MX) for a log-scheme and
f for a morphism of log-schemes, dropping the morphisms αX and g from
the notation, to increase legibility.
• One can also define (pre)-log-structures with respect to the Zariski topology.
In all of our applications, it will not matter which topology we choose, see
Section 2.1.4. 2
2.1.4 Definition. Let (X,MX), (Y,MY ) be log-schemes, and f : (X,MX) →
(Y,MY ) a morphism of log-schemes.
• (X,MX) is called integral if MX is a sheaf of integral monoids.
• (X,MX) is called coherent if e´tale locally on X, there exists a finitely
generated monoid P and a morphism β : P → OX , such that log-structure
associated with β is isomorphic to MX .
• (X,MX) is called fine if it is integral and coherent.
• (X,MX) is called saturated if (X,MX) is integral and if for every geometric
point x¯ of X, the monoid (MX)x¯ is saturated.
• f is called closed immersion, if the underlying morphism of schemes is a
closed immersion, and if the induced map f∗MY →MX is surjective.
• f is called exact, if for every geometric point x¯ → X the morphism
fx¯ : (f
−1MY )x¯ → MX,x¯ is an exact morphism of monoids, which means
that
(f−1MY )x¯ = (f
gp
x¯ )
−1(MX,x¯) ⊆ ((f−1MY )x¯)gp.
• f is called strict, if the induced morphism f∗MY → MX is an isomor-
phism. 2
2.1.5 Definition. Let P be a monoid and Z[P ] the monoid ring. Then the
morphism of monoids eP : P → Z[P ] defines a pre-log-structure on SpecZ[P ],
and from now on we consider SpecZ[P ] as a log-scheme with the log-structure
associated with eP .
If (X,MX) is a log-scheme, then a chart for (X,MX) is a strict morphism of
log-schemes (X,MX)→ SpecZ[P ]. The log-scheme (X,MX) is coherent if and
only if (X,MX) e´tale locally admits a chart by a finitely generated monoid.
If f : (X,MX)→ (Y,MY ) is a morphism of log-schemes, then a chart for f
is a triple (a, b, c), where a : (X,MX)→ SpecZ[P ], : (Y,MY )→ SpecZ[Q] are
charts for (X,MX) and (Y,MY ), and c : Q→ P a morphism of monoids, such
that the obvious diagram commutes. If (X,MX), (Y,MY ) are fine log-schemes,
then a chart for f always exits e´tale locally [Kat89, 2.10]. 2
2.1.6 Remark.
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• Note that for an exact morphism f : (X,MX)→ (Y,MY ) the morphism
f−1MY → MX is injective. Thus a closed immersion of log-schemes is
exact if and only if f−1MX →MY is an isomorphism of log-structures. In
other words: A closed immersion is strict if and only if it is exact.
• For (X,MX) a coherent log-scheme, there is a fine log-scheme (X,MX)int
and a closed immersion iintX : (X
int,M intX ) ↪→ (X,MX), such that for every
integral log-scheme (Y,MY ), every morphism (Y,MY )→ (X,MX) factors
uniquely through iintX . See [Kat89, Prop (2.7)]. Indeed, if SpecZ[P ] →
(X,MX) is a chart, then X
int := X ×Z[P ] Z[P int], with the pull-back
log-structure.
• For every integral log-scheme (X,MX), there is a saturated log-scheme
(X,MX)
sat and a morphism isatX : (X
sat,M satX ) ↪→ (X,MX) with Xsat → X
finite, such that for every saturated log-scheme (Y,MY ), every morphism
(Y,MY )→ (X,MX) factors uniquely through isatX . Indeed, if SpecZ[P ]→
X is a chart, then Xsat := X×Z[P ]Z[P sat] with the pull-back log-structure.
(Note that if P is finitely generated, then P sat is fine and saturated.) 2
2.1.7 Proposition (follows from [Kat89, Prop. 4.10]). If i : (X,MX) →
(Y,MY ) is a closed immersion of fine log-schemes, then e´tale locally i factors as
(2.1) (X,MX)
i′ // (Z,MZ)
f // (Y,MY )
with i′ an exact (and thus strict) closed immersion, f log-e´tale and MZ fine. 2
Proof. We recall the construction of [Kat89, Prop. 4.10], because we will
need it later on: We may assume that X = SpecB, Y = SpecA and that
there are finitely generated monoids P,Q, and charts (X,MX) → SpecZ[P ],
(Y,MY ) → SpecZ[Q], where the rings Z[P ] and Z[Q] are endowed with their
canonical log-structures. Moreover, we may also assume that there is a morphism
of monoids h : Q→ P , such that the diagram
(X,MX) //
i

SpecZ[P ]
SpecZ[h]

(Y,MY ) // SpecZ[Q]
commutes, see [Kat89, (2.9)]. Define Q′ := (hgp)−1(P ), Z := Y ×Z[Q] Z[Q′], and
MZ as the pull-back of the log-structure of Z[Q′]. MZ is a fine log-structure. As
h induces an exact morphism of monoids Q′ → P , we get an exact morphism
i′ : (X,MX) → (Z,MZ), such that post-composition with the projection f to
(Y,MY ) is equal to i. This gives a factorization (2.1). The projection f is log-
e´tale by [Kat89, (3.5.2)]. It remains to show that i′ is an exact closed immersion:
Exactness follows from the fact that the map Q′ → P is exact, and it is a closed
immersion, because X → Z is a section of the separated map X ×Y Z → X. 
2.1.8 Remark. (a) Let (Y,MY ) be a coherent log-scheme, not necessarily
fine, and iintY : (Y
int,M intY ) ↪→ (Y,MY ), the universal closed immersion (see
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Remark 2.1.6). If (X,MX) is fine and j : (X,MX) ↪→ (Y,MY ) a closed
immersion, then i factors uniquely as
(X,MX)
  j
int
// (Y int,M intY )
  i
int
Y // (Y,MY ) .
We can compute the factorization (2.1) given in the proof of the proposition
for jint in terms of (Y,MY ):
Assume we have global charts
X → SpecZ[P ], Y → SpecZ[Q], h : Q→ P
such that we get a commutative diagram
(X,MX)
j
%%
//

SpecZ[P ]
SpecZ[h]
yy
hint

(Y int,M intY )
iintY

// SpecZ[Qint]

(Y,MY ) // SpecZ[Q]
,
with exact rows. Recall that Qint = im(Q → Qgp). As in the proof
of the proposition, let Q′ := ((hint)gp)−1(P ) = (hgp)−1(P ). Defining
Z := Y int ×SpecZ[Qint] SpecZ[Q′] and MZ as the pull-back of the log-
structure of Z[Q′], we get the factorization (2.1)
(X,MX)
  exact
closed
// (Z,MZ)
log -e´tale// (Y int,M intY ) .
But clearly Z ∼= Y ×Z[Q] Z[Q′], which describes (Z,MZ) solely in terms of
(Y,MY ).
(b) If (X,MX) is saturated and fine, and j : (X,MX) ↪→ (Y,MY ) a closed
immersion, then the construction from the proof of the proposition gives
two factorizations
(X,MX)
  exact
closed
// (Z1,MZ1)
log -e´tale// (Y sat,M satY ) // (Y
int,M intY )
and
(X,MX)
  exact
closed
// (Z2,MZ2)
log -e´tale// (Y int,M intY )
The same argument as in (a) shows that there is an isomorphism φ :
(Z1,MZ1)→ (Z2,MZ2), such that we get a commutative diagram
(X,MX)
  exact
closed
// (Z1,MZ1)
φ∼=

log -e´tale// (Y sat,M satY ) // (Y
int,M intY )
(X,MX)
  exact
closed
// (Z2,MZ2)
log -e´tale // (Y int,M intY )
See also [AB01, Lemma B.4.2]. 2
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2.1.2 Logarithmic principal parts
Construction and basic properties
The factorizations constructed in the previous section allow us to define infinites-
imal neighborhoods in the category of log-schemes:
2.1.9 Proposition (comp. with [Mon02, Prop. 2.1.1]). Let the logarith-
mic scheme (S,N) be fine, and (X,MX) and (Y,MY ) fine log-schemes over
(S,N). Let i : (X,MX)→ (Y,MY ) be a closed immersion. Then there exists a
fine (S,N)-log-scheme (∆nX(Y ),Mn) and a factorization
(X,MX)
  in // (∆nX(Y ),Mn)
fn // (Y,MY )
over (S,N), such that in is an exact closed immersion, fn log-e´tale, satisfying
the following universal property: For any commutative diagram of (S,N)-log-
schemes
(X ′,MX′)
  i′ //

(Y ′,MY ′)
f

f ′
ww
(∆nX(Y ),Mn)
fn
''
(X,MX)
  i //
in
77
(Y,MY )
where i′ is an exact closed immersion of fine log schemes, such that X ′ ↪→ Y ′ is
defined by a sheaf of ideals I ′ with I ′n+1 = 0, there exists a unique dotted arrow
f ′ : (Y ′,MY ′)→ (∆nX(Y ),Mn) making the diagram commutative. 2
Proof. The idea is as follows: Factor i locally via Proposition 2.1.7 as
(X,MX)
i′ // (Z,MZ)
f // (Y,MY ) ,
take ∆nX(Y ) to be the n-th infinitesimal neighborhood of X in Z, and Mn as
the pull-back of MZ . Because of the universal property, these constructions glue
the global object (∆nX(Y ),Mn).
To verify the universal property, note that the log-e´taleness of the morphism
(Z,MZ) → (Y,MY ), implies that the dotted arrow of the following diagram
exists:
(X ′,MX′)

  exact // (Y ′,MY ′)

u
  
(X,MZ)

(Z,MZ)
log -e´tale
// (Y,MY )
As X ′ ↪→ Y ′ is defined by an ideal I ′ with I ′n+1 = 0, u induces a unique
morphism v of schemes Y ′ → ∆nX(Y ), and as Mn is the pull-back of MZ , v
extends (uniquely) to a morphism of log-schemes (Y ′,MY ′)→ (∆nX(Y ),Mn).
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2.1.10 Remark. In particular (∆nX(Y ),Mn) is independent of the chosen local
factorizations. 2
2.1.11 Definition. With the notation from the proposition, we call the log-
scheme (∆nX(Y ),Mn) together with the maps in and fn the n-th logarithmic
infinitesimal neighborhood of X in Y .
2.1.12 Definition. Let (X,MX)→ (S,MS) be a finite type morphism of fine
log-schemes, and consider the diagonal map
∆ : (X,MX)→ (X,MX)×(S,MS) (X,MX)
in the category of log-schemes. The underlying morphism of schemes is the
usual diagonal X → X ×S X (because we took the product in the category of
log-schemes, not fine log-schemes) and it is an immersion; let U ⊆ X ×S X be
an open subset, such that ∆(X) ⊆ U is a closed subset. Let MU be the induced
log-structure on U . Let (U int,M intU ) be the integral log-structure associated with
U and U int ↪→ U the canonical closed immersion. Then ∆ factors via a unique
closed immersion (X,MX) ↪→ (U int,M intU ), and, abusing notation, we write
(∆nX ,M
n
X) for the n-th logarithmic infinitesimal neighborhood of (X,MX) in
(U int,M intU ). We can consider the structure sheaf of (∆
n
X ,M
n
X) as a sheaf on X,
and denote it by Pn(X,MX)/(S,MS) and as an OX -bimodule via the two projections.
We call Pn(X,MX)/(S,MS) the sheaf of n-th logarithmic principal parts. 2
2.1.13 Remark. (a) It is easy to see that Pn(X,MX)/(S,MS) is independent of
the choice of U : If V,U are two an open subsets of X ×S X such that
∆(X) ⊆ V is a closed subset, then we get a commutative diagram
(U int,M intU )
(X,MX)
66
((
// ((U ∩ V )int,M intU∩V )
OO

(V int,M intV )
with open immersions as vertical maps. A factorization of ∆U∩V as in
Proposition 2.1.7 thus gives factorizations of ∆U and ∆V as well, and the
infinitesimal neighborhoods are independent of the chosen factorizations,
see Remark 2.1.10.
(b) If (S,MS) is a fine (resp. fine and saturated) log-scheme and (X,MX) a fine
(resp. fine and saturated) (S,MS)-log-scheme, then the product of (X,MX)
with itself in the category of (S,MS)-log-schemes is as a log-scheme a priori
different from the product in the category of fine (S,MS)-log-schemes
(resp. in the category of fine and saturated (S,MS)-log-schemes). By
Remark 2.1.8, the sheaves of principal parts Pn(X,MX)/(S,MS) do not depend
on the category in which we consider the diagonal morphism. 2
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By construction, for every n ≥ 0, we have exact closed immersions
(∆nX ,M
n
X) ↪→ (∆n+1X ,Mn+1X ),
and accordingly a sequence of surjective morphisms
(2.2) u : Pn+1(X,MX)/(S,MS)  Pn(X,MX)/(S,MS).
This makes (Pn+1(X,MX)/(S,MS))n into a projective system. The two projections
X ×S X → X give morphism dn0 , dn1 : OX → Pn(X,MX)/(S,MS), and multiplication
induces a morphism pin : Pn(X,MX)/(S,MS) → OX . The maps dni , pin commute
with the transition morphisms Pn+1(X,MX)/(S,MS) → P
n+1
(X,MX)/(S,MS)
. Clearly we
have
(2.3) pindn0 = pi
ndn1 = idOX
There is also an automorphism σn of Pn(X,MX)/(S,MS) defined by the automor-
phism of X ×S X which “exchanges the entries”, which satisfies
σndn0 = d1(2.4)
σndn1 = d
n
0(2.5)
pinσn = pin(2.6)
and such that the squares
PnX ⊗A PnX
id⊗σn // PnX PnX ⊗A PnX
σn⊗id // PnX
P2nX
δn,n
OO
pi2n // A
dn0
OO
P2nX
δn,n
OO
pi2n // A
dn1
OO
commute.
2.1.14 Proposition (compare to [Mon02, 2.3.2]). There is a morphism of
rings
δn,m : Pn+m(X,MX)/(S,MS) → Pn(X,MX)/(S,MS) ⊗ Pm(X,MX)/(S,MS)
compatible with the transition morphisms (2.2), such that the following relations
hold:
δn,mdm+n0 = q
m,n
0 d
m+n
0(2.7)
δm,ndm+n1 = q
m,n
1 d
m+n
1(2.8)
(δm,n ⊗ idPq )δm+n,p = (idPm ⊗δn,p)δm,n+p(2.9)
where qm,n0 is the composition
Pn+m(X,MX)/(S,MS)  Pm(X,MX)/(S,MS) → Pm(X,MX)/(S,MS) ⊗ Pn(X,MX)/(S,MS)
x 7→ x¯ 7→ x⊗ 1. Similarly, qm,n1 is the composition
Pn+m(X,MX)/(S,MS)  Pn(X,MX)/(S,MS) → Pm(X,MX)/(S,MS) ⊗ Pn(X,MX)/(S,MS)
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x 7→ x¯ 7→ 1⊗ x.
Moreover, the following relations hold:
(2.10) (pim ⊗ idPn)δm,n : Pn+m(X,MX)/(S,MS) → Pn(X,MX)/(S,MS)
and
(2.11) (idPm ⊗pim)δm,n : Pn+m(X,MX)/(S,MS) → Pm(X,MX)/(S,MS)
are the transition morphisms. 2
Proof. We will not boil down the proof given in [Mon02, 2.3.2] to our situation,
but only give the idea: The cartesian diagram
(∆nX ,M
n
X)×(X,MX) (∆mX ,MnX)


// (∆mX ,M
m
X )
pm0

(∆nX ,M
n
X) pn1
// (X,MX)
defines an exact closed immersion (X,MX) ↪→ (∆nX ,MnX) ×(X,MX) (∆mX ,MmX )
given by an ideal I such that In+m+1 = 0. Then, by Proposition 2.1.9, there
exists a unique morphism
(∆nX ,M
n
X)×(X,MX) (∆mX ,MmX )→ (∆m+nX ,Mn+mX ),
which induces δn,m on the level of sheaves. We refer to Proposition 2.2.7 for the
full construction of the morphism δn,m in the only case which is of interest to
us. 
The upshot of this rather lengthy discussion is the following proposition:
2.1.15 Proposition. If (X,MX)→ (S,MS) is a finite type morphism of fine
log-schemes, then the sheaf of rings OX , together with the projective system
(Pn(X,MX)/(S,MS))n with surjective transition morphisms, and together with the
maps pin, dn0 , d
n
1 , δ
n,m, σn forms a formal groupoid in the zariski topos on X.
For the definition of a formal category, see Definition D.1.1. 2
Informally, this means that the data we constructed is “good enough” to do
differential geometry with. In particular:
2.1.16 Definition. If (X,MX) → (S,MS) is a finite type morphism of fine
log-schemes, then define
D(X,MX)/(S,MS) = lim−→
n
Hom(Pn(X,MX)/(S,MS),OX).
This is a quasi-coherent sheaf on X, and the map δn,m together with the compat-
ibilities proven above, makes D(X,MX)/(S,MS) into a sheaf of (noncommutative)
OX -bi-algebras. 2
We could now formally follow [Ber74, Ch. 2] to define n-connections, stratifi-
cations etc. in this context, and if the sheaves Pn(X,MX)/(S,MS) are locally free of
finite rank, then we formally obtain the habitual result that giving a stratification
on an object E is equivalent to giving a D(X,MX)/(S,MS)-module structure on it,
see Appendix D.
To be more geometric, this will all be done in the sections following Section
2.2 for a smooth k-scheme with a fixed strict normal crossings divisor.
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Logarithmic principal parts for a log-smooth morphism
We compute the local structure of the sheaves Pn(X,MX)/(S,MS) in case (X,MX)
is log-smooth over (S,N).
2.1.17 Definition (Compare to [Mon02, 2.2.2]). We keep the notations of
Definition 2.1.12. The sheaf Pn(X,MX)/(S,MS) is equipped with a canonical map
µn : MX → Pn(X,MX)/(S,MS): Locally we have a factorization
(X,MX)
  j // (Z,MZ) // (U int,M intU )
as before. Let Jn denote the ideal associated with the exact closed immersion
jn : (X,MX) ↪→ (∆nX ,MnX). We have a short exact sequence of monoids
(2.12) 0 // j−1n (1 + Jn)
λn // j−1n M
n
X
j∗n // MX // 0
Here λn is defined as follows: M
n
X comes with a morphism αn : M
n
X → O∆nX ,
inducing an isomorphism α−1n (O×∆X ) → O×∆nX , and thus a map 1 + Jn →
α−1n (O×∆nX )→M
n
X . Applying j
−1
n defines λn.
Let p1, p2 : (∆
n
X ,M
n
X)→ (X,MX) denote the two projections. For i = 1, 2,
we get a map MX = j
−1
n p
−1
i MX → j−1n MnX , and the composition
MX = j
−1
n p
−1
i MX
// j−1n M
n
X
// MX
is the identity for i = 1, 2. Thus, using sequence (2.12), we get a morphism of
sheaves of monoids
µn : MX
p∗0−p∗1−−−−→ j−1n (1 + Jn) λn−−→ j−1n MnX → j−1n O∆nX = Pn(X,MX)/(S,MS)
It is not hard to show that for varying n, the µn are compatible with the
exact closed immersions
(∆nX ,M
n
X) ↪→ (∆n+1X ,Mn+1X ). 2
We use the maps µn to exhibit explicit local generators of Pn(X,MX)/(S,MS) if
(X,MX) is log-smooth over (S,MS).
2.1.18 Proposition (cf. [Kat89, 6.5]). Let (S,N) and (X,MX) be fine log-
schemes, and f : (X,MX) → (S,N) a log-smooth morphism. Let x¯ be a
geometric point of X. Assume that m1, . . . ,mr ∈ MX,x¯ are elements such
that dlog(m1), . . . ,dlog(mr) freely generate Ω
1
(X,MX)/(S,N),x¯
. Defining ηi :=
1−µn(mi), then Pn(X,MX)/(S,N),x¯ is freely generated as either left- or right-OX,x¯-
module by monomials of degree ≤ n in η1, . . . , ηr. 2
Proof. We sketch the proof: Consider the factorization
(X,MX)
  exact
closed
// (Z,MZ)
log -e´tale// ((X,MX)×(S,MS) (X,MX))int
(perhaps we have to replace the product by an open subscheme as before, if X is
not separated over S). Let qi : (Z,MZ)→ (X,MX) denote the two projections.
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As (X,MX) ↪→ (Z,MZ) is exact, we have (q∗iMX)x¯ ∼= MZ,x¯ (here x¯ also denotes
the induced geometric point of Z). Thus, after replacing Z by an e´tale open,
and X by its preimage, we may assume that MZ = q
∗
iMX for i = 1, 2. Then
qi : (Z,MZ)→ (X,MX) is a strict log-smooth morphism, whence the morphisms
of schemes qi : Z → X are smooth in the usual sense. If α : MZ → OZ
is the canonical map, then α(q∗1(mi)q2(mi)
−1) − 1 ∈ OZ is a regular system
with respect to both qi : Z → X. The scheme ∆nX now is the classical n-th
infinitesimal neighborhood of X in Z, and from the classical theory it follows that
ηi = f
∗
n(α(q
∗
1(mi)q2(mi)
−1 − 1) generates Pn(X,MX)/(S,MS) over OX via either q1
or q2, as claimed. 
2.1.19 Proposition. Let (S,N) be a fine log-scheme and f : (X,MX) →
(Y,MY ) an (S,N)-morphism of fine log-schemes. Then there is a canonical
morphism
f−1Pn(Y,MY )/(S,N) → Pn(X,MX)/(S,N)
of sheaves of rings, compatible with the morphisms f−1(d0)n, f−1(d1)n, f−1(pin),
f−1(δm,n), f−1(σn), etc. In other words, f induces a morphism of formal
groupoids
αf : (f
−1OY , f−1Pn(Y,MY )/(S,MS), . . .)→ (OX ,P(X,MX)/(S,MS)n , . . .),
see Example D.1.6.
This induces a morphism of OX-algebras
βf : f
∗Pn(Y,MX)/(S,MS) = f−1Pn(Y,MY )/(S,MS) ⊗f−1OY OX → Pn(X,MX)/(S,MS),
(where the tensor product is taken with respect to the right f−1OY -structure of
f−1Pn(Y,MY )/(S,MS)) which is an isomomorphism if (Y,MY ) is log-smooth over
(S,N) and f log-e´tale. 2
Proof. The morphism f induces a commutative diagram of fine (S,MS)-log-
schemes
(X,MX)
f

  jn,X // (∆nX ,M
n
X)
f∆n

(Y,MX)
  jn,Y // (∆nY ,M
n
Y )
in which all arrows are uniquely determined. This induces the morphism
αf : f
−1Pn(Y,MY )/(S,MS) = j−1n,Xf−1∆nO∆nY
j−1n,Xf
#
∆n// j−1n,XO∆nX = Pn(X,MX)/(S,MS) ,
and since f−1 commutes with tensor products, we get (for example) a commuta-
tive diagram
f−1Pm+nY/S
αf //
f−1δm+n

Pm+nX/S
δm+n

f−1PmY/S ⊗f−1OY f−1PnY/S
αf // PmY/S ⊗OX PnX/S
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The same is true for the other morphisms associated with the formal groupoid
defined by (Y,MY )/(S,MS).
If (Y,MY ) is log-smooth over (S,MS), then e´tale locally on Y , we are in the
situation of Proposition 2.1.18 for Y . To prove that βf is an isomorphism for f
e´tale, we may assume there are m1, . . . ,mr ∈ Γ(Y,MY ), such that the dlogmi
freely generate Ω1(Y,MY )/(S,MS). If f is log-e´tale, , then the induced morphism
f∗Ω1(Y,MY )/(S,MS) → Ω1(X,MX)/(S,MS) is an isomorphism, and dlog f∗mi generate
Ω1(X,MX)/(S,MS) freely. The claim follows from the description of the sheaves of
log-principal parts in Proposition 2.1.18. 
2.1.3 Logarithmic structures and compactifications
We start by giving the main example of interest for our purposes:
2.1.20 Definition. Let X be a scheme and D ⊆ X a Cartier divisor on X.
(a) Then D is called strict normal crossings divisor, if
• For every x ∈ Supp(D), the local ring OX,x is regular.
• If Di, i ∈ I, are the irreducible components of D, considered as
reduced closed subscheme of X, then D =
⋃n
i=1Di, i.e. the closed
subscheme D is reduced,
• For every J ⊆ I, J 6= ∅, the closed subscheme ⋂i∈J Di is regular.
(b) D is called normal crossings divisor if e´tale locally it is a strict normal
crossings divisor. 2
2.1.21 Example. (a) Let k be a field and X = SpecA be an affine k-scheme,
with sections x1, . . . , xn ∈ A, such that Ω1X/k is freely generated by
dx1, . . . , dxn. Then the closed subset D := V (x1 · . . . · xr) ⊆ X, r ≤ n, is
a strict normal crossings divisor. We associate a log-structure on X with
this situation: For an e´tale open h : U → X, we define
MD(U) =
{
a ∈ OU
∣∣∣a|h−1(D) ∈ O×U\h−1(D)} .
In other words: The sections of MD over U are those functions on U ,
which are invertible away from D. We will study this example further in
Example 2.1.24. Note that a chart (X,MD)→ SpecZ[Nr] of (X,MD) is
given by the map Nr → MD(X), ati 7→ xai , if t1, . . . , tr is a basis for Nr.
This shows that MD is coherent and saturated.
(b) More generally, if X is a scheme and D ⊆ X a normal crossings divisor,
then e´tale locally we are in the situation of (a), and since the sheaf of
monoids in the definition of a log-scheme is a sheaf on the e´tale site of X,
we get a log-structure associated with (X,D). 2
2.1.22 Proposition. If X is a scheme and D a normal crossings divisor, then
the associated log-scheme (X,MD) is fine and saturated. 2
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Proof. We may assume that we are in the situation of Example 2.1.21, (a).
Then a global chart for the log-structure is given by X → SpecZ[Nr], where Nr
is the free monoid on r generators t1, . . . , tr, and the map Nr →MD is given by
ati 7→ xai . This is clearly a fine, saturated monoid. 
While the two log-structures from Example 2.1.21 are the main examples
that will be considered in the following sections, it is still worthwile noting that
both are instances of a more general class of examples:
2.1.23 Definition. • If (Y,MY ) is a log-scheme, and f : Y → X a mor-
phism of schemes, then we define the direct image of MX to be the
log-structure on X given by the fiber product of the diagram of sheaves of
monoids
f∗MY
f∗αY

OX // f∗OY
• Let X be a scheme. The trivial log-structure on X is the pair (X,O×X).
• Let X ↪→ X be an open immersion of schemes and equip X with the direct
image MX of the trivial log-structure of X. In [Ogu11], this is called the
compactifying log-structure on X. 2
We see that the log-structure associated with a normal crossings divisor
D ⊆ X as constructed in Example 2.1.21 is the compactifying log-structure
associated with the open immersion X \D ↪→ X. For a general open immersion,
compactifying log-structures can be extremely complicated.
Since Example 2.1.21, (a) will be our main point of interest, we compute the
sheaf of principal parts in this case:
2.1.24 Example. Let k be a field equipped with its trivial log-structure, X =
SpecA an affine smooth k-scheme with coordinates x1, . . . , xn, and D := (x1 ·
. . . · xr) a strict normal crossings divisor. Let MD be the associated fine log-
structure on X, and ∆ : (X,MD)→ (X,MD)×k (X,MD) be the diagonal map
in the category of log-schemes. The underlying scheme of (X,MD)×k (X,MD)
is X ×k X. There is a global chart (X,MD) → SpecZ[Nr], given by ti 7→ xi,
if t1, . . . , tr generates Nr. We compute the factorization from the proof of
Proposition 2.1.7: Writing Q := Nr ⊕ Nr, we have a chart
(X,MD)×k (X,MD) = (X ×k X, p−11 MD ⊕ p−12 MD)→ SpecZ[Q],
and a chart for the diagonal is given by the map of monoids h : Nr ⊕ Nr → Nr,
(ti, tj) 7→ titj . Define Q′ = (hgp)−1(Nr). Then
Q′ =
{
(tα11 · . . . · tαrr , tβ11 · . . . · tβrr )|αi + βi ≥ 0, i = 1, . . . , r
}
.
By Remark 2.1.8 we know that Z = (A ⊗k A ⊗Z[Q] Z[Q′]). Writing Ui :=
(t−1i , ti) ∈ Q′, it is not hard to see that
A⊗k A⊗Z[Q] Z[Q′] ∼= (A⊗k A)[U
±1
1 , . . . , U
±1
r ]
(1⊗ xi − Ui(xi ⊗ 1), i = 1, . . . , r) ,
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and that the factorization (X,MD)→ (Z,MZ) is given by multiplication and
Ui 7→ 1. 2
2.1.4 E´tale vs. Zariski topology
In Example 2.1.21 we saw that even in a relatively simple situation it makes a
difference whether one considers log-structures with respect to the e´tale topology
or with respect to the Zariski topology. The following two propositions show
that in many situations (in almost all situations that will arise in the rest of this
work) we will fortunately be able to use the Zariski topology:
2.1.25 Proposition ([GM71, Lemma 1.8.4]). If X is a scheme and D ⊆ X
a regular normal crossings divisor, i.e. if the reduced closed subscheme defined
by D is regular, then D is a strict normal crossings divisor. 2
2.1.26 Proposition ([dJ96, 2.4]). If X is a scheme and D ⊆ X a normal
crossings divisor, then there exists a blow-up φ : X ′ → X with center on D, such
that the inverse image (φ−1(D))red is a strict normal crossings divisor. 2
2.2 The log-diagonal and logarithmic principal
parts
Throughout this section let X be a smooth, separated scheme of finite type
over an algebraically closed field k, with D =
∑r
i=1Di ⊆ X a strict normal
crossings divisor with irreducible components Di. This defines a fine, saturated
logarithmic structure MD on the scheme X (see Example 2.1.21), and if Spec k
is equipped with its trivial log-structure, then we obtain a log-smooth morphism
(X,MD)→ Spec k.
The goal of this section is to make the construction of the sheaves of principal
parts from Section 2.1.2 precise in this special situation, and then to prove
Corollary 2.2.9. This will allow us to construct logarithmic differential operators
with properties analogous to non-logarithmic differential operators, using the
formal theory of [Ber74, Ch. II]; see Appendix D. Of course, in Proposition 2.1.15
we have already sketched that the conclusion of Corollary 2.2.9 holds in the
much greater generality of Section 2.1, but for the sake of explicitness, we spell
out precisely what this means in the geometric situation of a smooth scheme
with a strict normal crossings divisor.
Note that an alternative approach would be to define DX/k(logD) as a
subsheaf of DX/k and deriving its properties from the properties of DX/k.
2.2.1 Definition. The definitions of the log-diagonal and log-products are taken
from [KS08, Def. 1.1.1].
• Define (X ×k X)′i → X ×k X as the blow-up of X ×k X in Di ×Di, and
(X ×k X)∼i as the complement of the proper transforms of Di ×X and
X ×Di in (X ×k X)′i.
• Define (X ×k X)∼ as the product over X ×k X of all the (X ×k X)∼i .
• The diagonal ∆X induces an immersion
∆(D) : X −→ (X ×k X)∼
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which we call the log-diagonal of X with respect to D.
• As ∆(D) is an immersion, there is some open subset U of (X×kX)∼, such
that ∆(D)(X) is a closed subscheme of U . Define I(D) to be the sheaf of
ideals defining this closed immersion.
• Define the sheaves of logarithmic principal parts PnX/k(logD) as
∆(D)−1
(OU/I(D)n+1) .
• Let dn0 , dni : OX → PnX/k(logD) denote the maps induced by the projections
X×kX → X. This way, PnX/k(logD) is both a left- and a right-OX -module.
• Let pin denote the canonical surjective morphism PnX/k(logD)→ OX . 2
2.2.2 Remark. In Section 2.1 we defined the log-diagonal in the more general
context of log-schemes. 2
Now let us see that the objects we have defined are not so unfamiliar after
all:
2.2.3 Proposition. Let X = SpecA be affine with coordinates x1, . . . xn, such
that Di is cut out by xi, for i = 1, . . . , r. Then the following statements are true.
(a) (X ×k X)∼ is the spectrum of A˜2 := (A⊗kA)[U
±1
1 ,...,U
±1
r ]
(1⊗xi−Ui(xi⊗1),i=1,...r) .
(b) ([KS08, Lemma 1.1.2]) The log diagonal is given by
(2.13)
(A⊗k A)[U±11 , . . . , U±1r ]
(1⊗ xi − Ui(xi ⊗ 1), i = 1, . . . r) −→ A,
with a⊗ b 7→ ab and Ui 7→ 1.
(c) I(D)/I(D)2 ∼= Ω1X/k(logD), with Ui − 1 mod I(D)2 = dxixi .
(d) PmX/k(logD) is free for both its left- and right-OX-structure. If ξi denotes
the image of 1⊗ xi − xi ⊗ 1, then Ui − 1 = ξi/xi and PnX/k(logD) is freely
generated by the monomials(
ξ1
x1
)α1
· . . . ·
(
ξr
xr
)αr
· ξαr+1r+1 · . . . · ξαnn
with αi ≥ 0 and
∑
i αi ≤ m.
(e) The projection maps Pm′X/k(logD)→ PmX/k(logD), for m′ > m, are surjec-
tive and map all the monomials of degree > m to 0.
(f) We have canonical inclusions PnX/k ↪→ PnX/k(logD). 2
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Proof. (a) Let Ji be the ideal of A ⊗k A generated by 1 ⊗ xi and xi ⊗ 1.
(X ×k X)′i is then the blowup of X ×k X in Ji. As 1⊗ xi and xi ⊗ 1 are
regular elements, we have
(X ×k X)′i = Proj
(
(A⊗k A)[Ui, Vi]
(Vi(xi ⊗ 1)− Ui(1⊗ xi))
)
.
This scheme is covered by the two open affine subschemes
Spec
 (A⊗k A)[ ViUi ](
Vi
Ui
(xi ⊗ 1)− (1⊗ xi)
)

and
Spec
 (A⊗k A)[UiVi ](
(xi ⊗ 1)− UiVi (1⊗ xi)
)
 .
Removing the proper transforms of X×kDi and Di×kX makes Ui/Vi and
Vi/Ui invertible, so the two resulting open affines agree and are (X×kX)∼i .
Now, after taking the fiber product over X ×k X of all the (X ×k X)∼i , we
get the formula (2.13).
(b) This is clear, as ∆(D) is the unique lift of ∆, by the universal property of
blow-ups.
(c) I(D)/I(D)2 is generated as a left A-module by elements 1⊗ f − f ⊗ 1 and
Ui − 1. Note that xi(Ui − 1) = Ui(xi ⊗ 1)− xi ⊗ 1 = 1⊗ xi − xi ⊗ 1 in A˜2.
Writing dxi = 1⊗ xi − xi ⊗ 1, the usual proof shows that I(D)/I(D)2 is
freely generated by dxi/xi, i = 1, . . . , r and dxi, i > r, as claimed.
(d) The same argument as in (c).
(e) Clear.
(f) Clear, because the monomials
∏n
i=1 ξ
αi
i of degree ≤ m generate the classical
sheaf of principal parts PmX/k. 
2.2.4 Corollary. Now let X be not necessarily affine.
(a) PmX/k agrees with Pm(X,MD)/k (2.1.12), if MD is the fine log-structure asso-
ciated with D (Example 2.1.21), and if k carries the trivial log-structure.
(b) PmX/k ↪→ PmX/k(logD), where locally ξi maps to ξi.
(c) Ω1X/k(logD)
∼= I(D)/I(D)2.
(d) The diagonal map induces a surjection
PmX/k(logD) OX ,
which is split by d0 and d1. The kernel of this surjection is I(D)/I(D)
m+1;
in particular, if m = 1, then the kernel is Ω1X/k(logD). 2
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Proof. Only (a) needs a proof, but this is Example 2.1.24. 
2.2.5 Proposition. Let Y be a smooth k-scheme and DY ⊆ Y a strict normal
crossings divisor. If f : X → Y is a morphism such that f |X\D factors through
Y \DY , then f induces a canonical morphism
f−1PnY/k(logDY ) −→ PnX/k(logD),
compatible with the canonical projections PnY/k(logDY ) → PmY/k(logDY ), for
m ≤ n. We have a commutative diagram
f−1PnY/k(logDY ) // PnX/k(logD)
f−1PnY/k
?
OO
// PnX/k
?
OO
where the bottom horizontal morphism is the classical one.
If the map on log-schemes induced by f is log-e´tale, then
f∗PnY/k(logDY ) = f−1PnY/k ⊗f−1OY OX → PnX/k(logDX)
is an isomorphism. 2
Proof. This follows from the fact that we obtain a commutative diagram
X
∆(D) //
f

∆nX(D)

  // ∆X(D)n+1

  // (X ×k X)∼
Y
∆(D) // ∆nY (D)
  // ∆Y (D)n+1
  // (Y ×k Y )∼
See Proposition 2.1.19. 
2.2.6 Remark. An important special case of Proposition 2.2.5 is the following:
Let X,Y be smooth k-schemes, DX ⊆ X, DY ⊆ Y strict normal crossings
divisors, and f : X → Y a morphism, such that f |X\DX is a finite morphism
X \DX → Y \DY . Then the canonical map f∗PnX/k(logDX)→ PnY/k(logDY )
is an isomorphism if f is log-e´tale; e.g. if f |X\DX : X \DX → Y \DY is an e´tale
covering and f tamely ramified with respect to DY . 2
2.2.7 Proposition. For each pair (n,m) ∈ N2 there is an OX-linear (with
respect to the both OX-structures) morphism of rings
δn,m : Pn+mX/k (logD) −→ PmX/k(logD)⊗OX PnX/k(logD)
where the right- and left-OX structures of the sheaves of principal parts are used
in the tensor product. The map δm,n satisfies the following properties:
(a) δm,ndm+ni = q
m,n
i d
m+n
i , for i = 0, 1, where q
m,n
0 is the composition
Pm+nX/k (logD)→ PmX/k(logD)→ PmX/k(logD)⊗OX PnX/k(logD)
where the first arrow is the projection, the second ξ 7→ ξ ⊗ 1. The map
qm,n1 is defined analogously, by using the the map ξ 7→ 1⊗ ξ.
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(b) (pim⊗ idPn
X/k
(logD))δ
m,n and (idPm
X/k
(logD)⊗pin)δm,n are the canonical pro-
jections. (Recall that pin : PnX/k(logD) OX denotes the projection).
(c) Finally:
(δm,n ⊗ idPr
X/k
(logD))δ
m+n,r = (idPm
X/k
(logD)⊗δn,r)δm+n,r.
2
Proof. This could be proven by using the triple log-product (X ×k X ×k X)∼.
This is not hard, once one knows categorial properties of log-products (in the
category of log-schemes), see Proposition 2.1.14.
Since we already know that such a map δ exists in the classical setting for
Pm+nX/k , our proof will be easier. Lets denote the classical map for the sake
of this argument by γm,n : Pm+nX/k → PmX/k ⊗OX PnX/k. Recall that locally,
γn,m(a⊗ b) = (a⊗ 1)⊗ (1⊗ b).
We claim that there exists a dotted arrow δm,n as in the following diagram:
Pm+nX/k
γm,n

  // Pm+nX/k (logD)
δm,n

PmX/k ⊗OX PnX/k 
 // PmX/k(logD)⊗OX PnX/k(logD)
But this is clear: The existence can be read off of the local description given
in Proposition 2.2.3; we locally define δm,n by sending ξi/xi to γ
m+n(ξi)/xi, and
this glues to a global morphism, because γm,n does.
We need to check that they have the desired properties: As the structure
maps dni : OX → PnX/k(logD) factor through the analogous structure maps for
PnX/k, property (a) holds. Properties (b) and (c) can be checked locally and then
again follow from local descriptions in Proposition 2.2.3. 
2.2.8 Proposition. For each n, there is an automorphism σn of PnX/k(logD)
satisfying the following properties:
(a) σndn0 = d
n
1 and σ
ndn1 = d
n
0 .
(b) pinσn = pin
(c) The diagrams
PnX/k(logD)⊗OX PnX/k(logD)
id⊗σn // PnX/k(logD)
P2nX/k(logD)
pi2n //
δn,n
OO
OX
dn0
OO
and
PnX/k(logD)⊗OX PnX/k(logD)
σn⊗id // PnX/k(logD)
P2nX/k(logD)
pi2n //
δn,n
OO
OX
dn1
OO
commute. 2
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Proof. In the non-logarithmic case the maps σn are induced by the map
X ×k X → X ×k X, “(x, y) 7→ (y, x)”. This map extends to the log-product
(X ×k X)∼, and to the infinitesimal neighborhoods of the log-diagonal. In the
local description of Proposition 2.2.3, σn is given by
A˜2/I(D)n −→ A˜2/I(D)n
a⊗ b 7−→ b⊗ a
Ui 7−→ U−1i 
2.2.9 Corollary. With the notations from above, the data(
OX ,PnX/k(logD), dn0 , dn1 , pin, δm,n, σn
)
define a formal groupoid (in the sense of Definition D.1.1) in the zariski topos
of X. We thus have at our disposal the whole machinery from [Ber74, Ch. II].
For a summary of the facts relevant to us, see Appendix D. 2
2.3 Logarithmic differential operators
We continue to fix a smooth, separated, finite type k-scheme X and a strict
normal crossings divisor D ⊆ X.
2.3.1 Definition. The following definitions are special cases of the definitions
in Appendix D.3; see in particular Definition D.3.1.
• The sheaf of logarithmic differential operators of order ≤ n is defined to
be the OX -bimodule
DnX/k(logD) := HomOX (PnX/k(logD),OX).
Its sections are called differential operators on OX of order n.
• The projections Pn+1X/k (logD)→ PnX/k(logD) induce inclusions
DnX/k(logD) ↪→ Dn+1X/k (logD).
and we define DX/k(logD) := lim−→nD
n
X/k(logD).
• If E,F are OX -modules, we write Diff nD(E,F ) for the OX -bimodule
HomOX (PnX/k(logD)⊗OX E,F ),
and its sections are called logarithmic differential operators from E to F .2
2.3.2 Proposition.
(a) The maps δm,n from Proposition 2.2.7 induce an associative composition
DnX/k(logD)×DmX/k(logD) −→ Dm+nX/k (logD),
which makes DX/k(logD) into a sheaf of (noncommutative) unitary left-
and right-OX-algebras.
40 Chapter 2. Logarithmic differential geometry
(b) The inclusion PnX/k ↪→ PnX(logD) from Corollary 2.2.4 induces an inclu-
sion DX/k(logD) ↪→ DX/k.
(c) If X = SpecA, and if x1, . . . , xn is a system of local coordinates such that
Di is cut out by xi, i = 1, . . . , r, then DX/k(logD) is generated as a sheaf
of left-OX-algebras by
δ(p
m)
xi
:=
xp
m
i
pm!
∂p
m
∂xp
m
i
for i = 1, . . . , r and ∂(p
m)
xi
:=
1
pm!
∂p
m
∂xp
m
i
for i > r,
where p ≥ 0 is the characteristic of k, and m ≥ 0. See Remark 2.3.3 below.
(d) We have the composition formulas:
∂(m)xi ∂
(n)
xj =
{
∂
(n)
xj ∂
(m)
xi i 6= j(
n+m
n
)
∂
(n+m)
xi else
(2.14)
∂(n)xi f =
∑
a+b=n
a,b≥0
∂(a)xi (f)∂
(b)
xi(2.15)
for f ∈ A, and
δ(n)xi δ
(m)
xj =
{
δ
(m)
xj δ
(n)
xi i 6= j∑
n+m≥k≤m
(
m
n+m−k
)(
k
k−m
)
δ
(k)
xi else
(2.16)
(e) We have DnX/k(logD) = D
n
X/k ∩DX/k(logD).
(f) If E is a OX-module, then Diff nD(E,E) ⊆ Diff n(E,E) is precisely the
subset of operators that locally map x`iE to itself for i = 1, . . . , r and all
` ≥ 0. 2
2.3.3 Remark. The notation
∂(p
m)
xi =
1
pm!
∂p
m
∂xp
m
i
is taken from [Gie75]. Strictly speaking, it does not make sense, but evaluation
of ∂p
m
/∂xp
m
i always yields a binomial coefficient as a factor which is divisible
by a sufficiently high power of p. 2
Proof. (a) This is a formal consequence of Corollary 2.2.9, using Proposi-
tion D.3.4.
(b) This follows from the local description of PnX/k(logD) in Proposition 2.2.3.
(c) This follows from Proposition 2.2.3 (d).
(d) This follows from the fact that DX/k(logD) ⊆ DX/k is a subring and from
the fact that the corresponding formulas in DX/k are well-known.
(e) This follows from (c).
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(f) Let ∂ ∈ Diff n(E,E) be a differential operator. We have a diagram
E
d0

// E
PnX/k ⊗OX E
∂
77

PnX/k(logD)⊗OX E
@@
Saying that ∂ ◦ d0 fixes x`iE for all i, ` now precisely means that ∂ extends
to the dotted arrow, i.e. that ∂ lies in the image of
Diff nD(E,E) −→ Diff n(E,E). 
2.3.4 Definition. If k is of characteristic p ≥ 0, then define D (m)X/k(logD) to
be the subsheaf of OX -algebras of DX/k(logD) generated by operators of order
≤ pm, and call this sheaf the sheaf of operators of level m. 2
2.3.5 Remark. • Of course this is only an interesting definition if k has
characteristic p > 0. Otherwise, using the composition formulas (2.14), it
follows that D
(m)
X/k(logD) = DX/k(logD) for all m ≥ 0.
• Using “partially divided power structures”, P. Berthelot abstractly defines
in [Ber96] sheaves of OX -algebras DBer,(m)X/k , which he calls sheaf of “dif-
ferential operators of level m”. He proves that there is an isomorphism
lim−→mD
Ber,(m)
X/k
∼=−→ DX/k. Moreover, “our” sheaf D (m)X/k is the image of
D
Ber,(m)
X/k under this isomorphism. We will not make use of the abstract
sheaves D
Ber,(m)
X/k , and hence adopt our definition.
The main difference of D
Ber,(m)
X/k and D
(m)
X/k is that if θ ∈ D (m)X/k, then θp
m
= 0,
while this is not necessarily true in D
Ber,(m)
X/k .
• Similarly, following Berthelot, in [Mon02] abstract OX -bialgebras
D
Ber,(m)
X/k (logD)
are defined, such that
lim−→
m
D
Ber,(m)
X/k (logD)
∼= DX/k(logD),
and “our” D
(m)
X/k(logD) is the image of the abstract sheaf under this
isomorphism. 2
2.3.6 Proposition. Let X,Y be smooth, separated, finite type k-schemes, and
DX , DY strict normal crossings divisors on X, resp. Y . Let f : X → Y be a
morphism, such that f−1(DY ) ⊆ DX and write
f∗DX/k(logDX) = OX ⊗f−1OY f−1DY/k(logDY ),
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where the tensor product uses the left-f−1OY -structure of f−1DY/k. Then the
following statements are true:
(a) f∗DY/k(logDY ) is a (DX/k(logDX), f−1DY/k(logDY ))-bimodule.
(b) There is a canonical left-DX/k(logDX)- and right-f
−1OY -linear map
(2.17) f ] : DX/k(logDX)→ f∗DY/k(logDY )
fitting in the commutative diagram
DX/k // f
∗DY/k
DX/k(logDX)
?
OO
// f∗DY/k(logDY )
?
OO
(2.18)
where the top horizontal arrow is the classical morphism induced by f .
(c) If E is a left-DY/k(logDY )-module, then f
∗E = OX ⊗f−1OY f−1E func-
torially carries a left-DX/k(logDX)-structure, and there is a canonical
isomorphism of left-DX/k(logDX)-modules
f∗E = f∗DY/k(logDY )⊗f−1DY/k(logDY ) f−1E,
where the (DX/k(logDX), f
−1DY/k(logDY ))-bimodule structure from (a)
is used.
(d) If f is log-e´tale, then (2.17) is an isomorphism. 2
Proof. For (a) (and also (c)): The left-DX/k(logDX)-structure can be easily
obtained from Definition D.2.8 using stratifications, but we give an explicit proof
below. The right-f−1DY/k(logDY ) structure on f∗DX/k(logDX) arises by the
functoriality of the construction of the tensor product f∗DY/k(logDY ), which
also shows that both structures are compatible.
(b) follows from Proposition 2.2.5: There is a functorial OX -linear map
(2.19) f∗PnY/k(logDY )→ PnX/k(logDX)
which induces a map of the associated inductive systems. In turn we get an
OX -morphism
HomOX (PnX/k(logDX),OX)︸ ︷︷ ︸
=Dn
X/k
(logDX)
→ HomOX (f∗PnY/k(logDY ),OX)
Finally, the canonical map
f∗HomOY (PnY/k(logDY ),OY )︸ ︷︷ ︸
=f∗Dn
Y/k
(logDY )
→ HomOX (f∗PnY/k(logDY ),OY )
is an isomorphism, since the PnY (logDY ) is locally free of finite rank by the
smoothness assumption. Passing to the inductive limit over n gives f ]. The fact
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that f ] fits into the diagram (2.18), follows once one checks, that he morphisms
from above respect the inclusions PnX/k ⊆ PnX/k(logDX), but this is easy.
This also proves (d), since in the log-e´tale case, (2.19) is an isomorphism by
Proposition 2.2.5.
The morphism f ] allows us to describe the DX/k(logDX)-action on f
∗E
more explicitly: If a ⊗ e is a section of f∗E, and θ ∈ D0X/k(logDY ), then
θ(a⊗ e) = (θa)⊗ e. If θ ∈ DnX/k(logDX), then θ acts via the Leibniz rule:
θ(a⊗ e) = af ](θ)(e) + θa(e),
where θa is the operator given by θa(b) = θ(ab) − aθ(b). This defines the
DX/k(logDX)-action by induction, as the order of θa is ≤ n− 1. 
2.4 Logarithmic n-connections
We give the main definitions and properties surrounding n-connections in our
logarithmic context. Most statements will follow from Corollary 2.2.9 and the
general arguments in Appendix D. Again, this can be done in the more general
setup of Section 2.1.
We continue to consider the geometric situation of k an algebraically closed
base field, and X a smooth, separated, finite type k-scheme with D ⊆ X a strict
normal crossings divisor.
2.4.1 Definition. Let E be an OX -module. A logarithmic n-connection on E
is a right-OX -linear morphism
∇ : E −→ E ⊗OX PnX/k(logD),
which reduces to the identity modulo the kernel of the projection
pin : PnX/k(logD)→ OX .
If E,E′ are OX -modules with n-connections ∇,∇′, then an OX -linear mor-
phism f is called horizontal if the obvious square diagram commutes.
See Definition D.2.3 for a more general notion of n-connections, and Proposi-
tion D.2.5 for why this definition is equivalent to the one given here. 2
2.4.2 Proposition. If E is a locally free OX-module, then there is an exact
sequence
(2.20) 0→ E ⊗OX I(D)/I(D)n+1 → E ⊗OX PnX/k(logD)→ E → 0,
where we consider I(D)/I(D)n+1 and E ⊗OX PnX/k(logD) as OX-modules via
their right-OX-structures. Giving a logarithmic n-connection on E is equivalent
to giving a right-OX-linear splitting E → E ⊗OX PnX/k(logD) of this sequence.2
Proof. This is clear, as E is flat, and the sequence
0 // I(D)/I(D)n+1 // PnX/k(logD) // OX // 0
exact. 
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2.4.3 Proposition. Giving a logarithmic 1-connection is equivalent to giving a
logarithmic connection ∇′ : E → E ⊗ Ω1X/k(logD) in the classical sense, i.e. a
k-linear map ∇′, such that ∇(fe) = f∇(e) + e⊗ df for all sections f of OX , e
of E. 2
Proof. For an abstract point of view in the spirit of Appendix D, see also
[Ber74, Lemme 3.2.1].
This is the same proof as [BO78, Prop 2.9]: Given a logarithmic 1-connection
∇, define ∇′(e) = ∇(e) − e ⊗ 1 ⊗ 1. Then ∇′(e) ∈ E ⊗OX Ω1X/k(logD), as ∇
reduces to the identity modulo I(D). A quick calculation using the right-OX -
linearity of ∇ shows
∇′(fe) = ∇(fe)− fe⊗ 1⊗ 1
= ∇(e)(1⊗ f)− e⊗ f ⊗ 1 + e⊗ 1⊗ f − e⊗ 1⊗ f
= (1⊗ f)(∇(e)− e⊗ 1⊗ 1) + e⊗ (1⊗ f − f ⊗ 1)
= (1⊗ f)∇′(e) + e⊗ df
= f∇′(e) + e⊗ df,
because if ω ∈ Ω1X/k(logD), then (1⊗ f)ω = (f ⊗ 1)ω.
Conversely, given ∇′ : E → E ⊗OX Ω1X/k(logD) a logarithmic connection
in the classical sense, defining ∇(e) := ∇′(e) + e ⊗ 1 ⊗ 1 gives a morphism
E → E ⊗OX P1X/k(logD), and the above calculation shows that this morphism
is right-OX -linear. By definition it also reduces to the identity modulo I(D).
2.4.4 Proposition. Giving a logarithmic n-connection on an OX-module E is
equivalent to each of the following data:
(a) A PnX/k(logD)-linear morphism
DnX/k(logD) −→ Diff nD(E,E).
(b) If E is torsion free, a left-OX-linear morphism
DnX/k(logD) −→ Endk(E)
satisfying for any open U ⊆ X, and for any ∂ ∈ DnX/k(logD)(U), f ∈
OX(U), the Leibniz rule
∇(∂)(fe) = f∇(∂)(e) +∇(∂f )(e)
where ∂f is the differential operator [∂, f ].
If E is not torsion free, a logarithmic n-connection still gives rise to the data of
(b). 2
Proof. (a) is Proposition D.3.8, since the kernel of the projection
PnX/k(logDX)→ OX
is nilpotent. Note that the data of (a) gives the data of (b), as any differential
operator E → E satisfies the Leibniz rule, see e.g. [EGA4, 16.8.8].
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Conversely, given the data of (b), we see that the image of ∇ lies in the
subring Diff nX/k(E,E): An endomorphism h of E is a differential operator of
order ≤ n if and only if [h, f ] is a differential operator of order ≤ n− 1 for all
f ∈ OX(U). To see that the image is contained in Diff nD(E,E) note that the
Leibniz rule implies that ∇(∂) maps xkiE to xkiE for every k, i = 1, . . . r, where
x1, . . . , xr are defining equations of D1, . . . , Dr. Hence, by Proposition 2.3.2 (f),
the image of ∇ is contained in Diff nD(E,E).
It remains to show that ∇ is PnX/k(logD)-linear. The morphism
∇ : HomOX (PnX/k(logD),OX)→ HomOX (PnX/k(logD)⊗ E,E)
is additive and left-OX -linear by assumption. Let f be a section of OX , then
(1 ⊗ f) · ∂ = ∂ ◦ m1⊗f = ∂f + f∂, where m1⊗f is multiplication by 1 ⊗ f in
PnX/k(logD). Then we have
∇((1⊗ f)∂)(e) = ∇(∂f )(e) + f∇(∂)(e) = ∇(∂)(fe).
This shows ∇((1⊗ f)∂) = ∇(∂) ◦m1⊗f = (1⊗ f)∇(∂), and hence ∇ commutes
with elements of the subring generated by g ⊗ f (that is PnX/k!). Now if xi is a
defining equation of Di, then ξi = 1⊗ xi − xi ⊗ 1 is in this subring, and we have
xi∇(ξ/xi∂) = ξi∇(∂), and as E is torsion free, this implies ξi/xi∇(∂) = ∇(ξ/xi∂)
which proves the claim. 
2.4.5 Proposition. Let X,Y be smooth separated finite type k-schemes and
DX , DY strict normal crossings divisors on X and Y . Let f : X → Y be a
morphism such that f(X\DX) ⊆ Y \DY . If E is an OX-module with logarithmic
n-connection with respect to DX , then f
∗E is an OY -module with logarithmic
n-connection with respect to DY . 2
Proof. This follows from Proposition 2.2.5: We have morphisms of abelian
sheaves
f−1E ⊗f−1OY OX
f−1∇⊗id−−−−−−→ f−1PnY/k ⊗f−1OY OX → PnX/k
(note that the n-connection ∇ right-OY -linear, but not left-OY -linear) and the
composition is a logarithmic n-connection on f∗E.
Of course on can also just appeal to the construction in Definition D.2.8. 
2.4.6 Proposition. Let E, E′ be OX-modules with logarithmic n-connections
∇, ∇′. Then E ⊗OX E′ and HomOX (E,E′) carry logarithmic n-connections. If
Y is a smooth, separated, finite type k-scheme, DY ⊆ Y a strict normal crossings
divisor, and f : X → Y a morphism such that f(X \DX) ⊆ Y \DY , then the
canonical maps
f∗HomOY (E,E′)→ HomOX (f∗E, f∗E′)
is a horizontal morphism, and
f∗(E ⊗OY E′) ∼= (f∗E)⊗OX (f∗E′)
a horizontal isomorphism.
Moreover, category of OX-modules with logarithmic n-connection and hori-
zontal morphisms is abelian, and formation of kernels, and cokernels commutes
with “forgetting the n-connection”. 2
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Proof. This follows from Corollary 2.2.9 and Proposition D.2.7. 
2.4.7 Definition. A logarithmic n-connection ∇ : E → E ⊗OX PnX/k(logD)
is called very flat or very integrable if the induced OX -linear morphism θ :
DnX/k(logD)→ Endk(E) from Proposition 2.4.4 is a morphism of Lie algebras,
and if it is compatible with composition in the following sense: If ∂1, . . . , ∂r ∈
DnX/k(logD) are operators, such that
∏
i ∂i ∈ DnX/k(logD), then θ(
∏
i ∂i) =∏
i θ(∂)i. 2
2.4.8 Remark.
• Note that a 1-connection is very flat if and only if it is flat of p-curvature
0. We have made the awkward choice of words “very flat” to distinguish
our notion of flatness from the usual notion of integrability.
• A very flat n-connection DnX/k(logD) → Endk(E) on a torsion free OX -
module E extends uniquely to, and is determined by, a morphism OX -
algebras from the subalgebra of DX/k(logD) generated by operators of
order ≤ n to Endk(E). Consequently, if pm ≤ n < pm+1, then the datum
of a very flat n-connection on a torsion free OX -module E is equivalent to
a morphism of OX -algebras D (m)X/k → Endk(E).
• Expanding on Remark 2.3.5, there is a notion of p-curvature for DBer,(m)X/k -
modules, see [LSQ97, Def. 3.1.1]. 2
2.5 Exponents of logarithmic n-connections
In this section let k be an algebraically closed field of characteristic p > 0, X a
smooth d-dimensional k-variety, D ⊆ X a strict normal crossings divisor, such
that D =
∑r
i=1Di, with Di smooth divisors.
Recall that we defined the OX -subalgebras D (m)X/k ⊆ DX/k as the subalgebras
generated by operators of order ≤ pm, and similarly for DX/k(logD), and that
by Remark 2.4.8 the datum of a very flat logarithmic n-connection on E is
equivalent to the datum of a morphism D
(m)
X/k(logD)→ Endk(E) of OX -algebras,
if pm ≤ n < pm+1.
2.5.1 Proposition (compare to [Gie75, Lemma 3.8]). Assume that X is
a smooth, separated, finite type k-scheme, and D a smooth divisor. Let i : D ↪→ X
be the associated closed immersion and for every m ≥ 0 write
D
(m)
:= ker(i∗D (m)
X/k
(logD)→ i∗D (m)X/k),
where the left-OX-structures of D (m)X/k and D (m)X/k(logD) are used.
If E is a torsion free OX-module of finite rank with a very flat (Defini-
tion 2.4.7) logarithmic n-connection ∇ : D (m)X/k(logD) → Endk(E), and m the
unique integer such that pm ≤ n < pm+1, then D (m) acts OD-linearly on E|D,
and there exists a decomposition
(2.21) E|D =
⊕
α∈Z/pm+1
Fα,
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such that if x1 is a local defining equation for D, then δ
(s)
x1 (e) =
(
α
s
)
e, for s ≤ n
and any section e of Fα. This decomposition is independent of the choice of local
coordinates. 2
Proof. The proof is very similar to the proof of Proposition 1.1.12. An operator
θ ∈ D (m)X/k(logD) acts as a differential operator on OD, and we get a map
γ : i∗D (m)X/k(logD)→ DD/k. In fact, the canoncial map i∗D (m)X/k(logD)→ i∗D (m)X/k
factors as follows:
i∗D (m)X/k(logD)
γ−→ D (m)D/k ↪→ i∗DX/k,
as can be seen from the local structures. Thus D
(m)
is precisely the subsheaf
of i∗D (m)X/k(logD), which acts trivially on OD, so we get a OD-linear action of
D
(m)
on E|D. If x1, . . . , xd are local coordinates, such that D = (x1), then the
ideal D
(m)
is spanned by δ
(r)
x1 , for 1 ≤ r ≤ pm, and thus D
(m)
is a locally free
OD-module generated by monomials
(δ(p
m1 )
x1 )
a1 · (∂(pm2 )x2 )a2 · . . . · (∂(p
md )
xd
)ad + x1D
(m)
X/k(logD),
with 0 ≤ mi ≤ m, ai ≥ 0 and a1 > 0.
Now denote by Cm+1 the set of maps Z/pm+1 → Z/p as in Lemma 1.1.9.
We have seen that Cm+1 is an Fp-algebra and that the elements ha ∈ Cm,
ha(b) =
(
b
a
)
, a ∈ Z/pm+1Z, are a basis of this Fp-vector space. We define a map
φm+1 : Cm+1 → D (m) of Fp-vector spaces by sending ha to the class of δ(a)x1 ,
where we identify Z/pm+1 with the set {0, . . . , pm+1−1} (that this identification
is allowed, was again was proven in Lemma 1.1.9). As in Lemma 1.1.9 (f) we see
that φm+1 is in fact a morphism of Fp-algebras, which in turn gives a map
Cm+1 → Endk(E|D)
of Fp-algebras. For α ∈ Z/pm+1, let χα ∈ Cm+1 denote the characteristic
function χα(b) = 0 if b 6= a, χα(α) = 1. Then the elements φm+1(χα) are
commuting orthogonal idempotents in Endk(E|D), so we get a decomposition
E|D =
⊕
α∈Z/pm+1
Fα.
To compute the action of δ
(s)
x1 on Fα, note that hs =
∑
α∈Z/pm+1
(
α
s
)
χα in Cm+1,
so indeed δ
(s)
x1 (e) =
(
α
s
)
e for every section e of Fα.
We have now constructed a decomposition as in the claim, but only for an
open subset of X which admits coordinates x1, . . . , xd, such that Ω
1
X/k is free on
dxi. Thus it remains to show that this decomposition does not depend on the
choice of the parameters xi. Let u be a unit, then ux1 also cuts out D1 and is
part of a system of parameters. We claim that
δ(s)ux1 − δ(s)x1 ∈ x1D (m)X/k(logD)
for all s ≤ pm. This would imply that the operators δ(s)ux1 and δ(s)x1 have the same
image in D
(m)
j , so they woudl give rise to the same decomposition of E|D. We
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compute for every t ∈ N:
δ(s)ux1(x
t
1) = δ
(s)
ux1(u
txt1 · u−t)
=
∑
a+b=s
a,b≥0
δ(a)ux1(u
−t) · ut ·
(
t
b
)
xt1
so
(δ(s)ux1 − δ(s)x1 )(xt1) = xt1
∑
a+b=s
a>0
(
t
b
)
utδ(a)ux1(u
−t)︸ ︷︷ ︸
∈(x1)
∈ (xt+11 )
which completes the proof. 
2.5.2 Definition. Let X be a smooth, separated, finite type k-scheme and
D =
∑
Di a strict normal crossings divisor with smooth components Di on X.
Let E be a coherent torsion free OX -module of finite rank with very flat
logarithmic n-connection ∇. Then by Proposition 2.5.1, if U is an open of X
such that U ∩Di 6= 0 and U ∩Dj = 0 for j 6= i, then we can write
E|Di∩U =
⊕
α∈Z/pm+1Z
Fi,α,
where m is the unique integer such that pm ≤ n < pm+1. If Fi,α 6= 0, then we
say that α is an exponent of E along Di of multiplicity rankFi,α. 2
With the same method, we already obtained a formal local decomposition,
in closed points on the boundary divisor, see Proposition 1.1.12. In fact, we can
construct a decomposition into rank 1 bundles.
2.5.3 Proposition (compare to [Gie75, Thm. 3.3]). Let X be a smooth,
finite type k-scheme, D =
⋃
iDi a strict normal crossings divisor with Di the
smooth components. Moreover, let E be a locally free coherent OX-module
with very flat logarithmic n-connection ∇ : D (m)X/k(logD) → Endk(E), where
m is the integer with pm ≤ n < pm+1. Let P ∈ D a closed point of X, say
P ∈ D1 ∩ . . . ∩ Dr. Fixing local coordinates x1, . . . , xn around P such that
D1 = (x1), . . . , Dr = (xr), and an isomorphism kJx1, . . . , xnK ∼= ÔX,P , there is
an isomorphism
(2.22) E ⊗OX ÔX,P ∼=
rankE⊕
j=1
O(α1,j , . . . , αr,j , 0, . . . , 0︸ ︷︷ ︸
n arguments
),
for some αij ∈ Z/pm+1. 2
Proof. This is Proposition 1.1.12 applied to E ⊗ ÔX,P . 
The exponents defined in Definition 2.5.2 and the αij from Proposition 2.5.3
are related. In fact, we can read off the exponents from the formal local
decomposition (2.22):
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2.5.4 Proposition. Let E be a locally free OX-module of finite rank with a
logarithmic n-connection ∇ and P ∈ Di a closed point. The numbers αij ∈
Z/pm+1, j = 1, . . . , rankE from Proposition 2.5.3 are precisely the exponents of
E along Di, in the sense of Definition 2.5.2.
The mulitplicity of an exponent α of E along Di is the number of αij which
are equal to α. 2
Proof. Let x1, . . . , xn be local coordinates around P , such that Di is cut out
by xi. We can read off both the αij , and the exponents α of E along Di by the
action of δ
(pr)
x1 on E ⊗ k(P ), and it is clear that this action is the same, whether
we think of E ⊗ k(P ) as E|D ⊗ k(P ) or as E ⊗ ÔX,P ⊗ k(P ). 
2.5.5 Remark. Classically, the exponents of a logarithmic connection are the
eigenvalues of residue maps. A similar construction can be made in our setup:
One defines a quotient sheaf Rn(Di) of PnX/k(logD), which is isomorphic to
νi,∗OnDi , where νi : Di ↪→ X is the closed immersion associated with Di. From
this, one obtains residue maps resni : PnX/k(logD)→ νi,∗OnDi .
If (E,∇) is a logarithmic n-connection, then composition gives a map
res∇i : E|Di ∇−→ (E ⊗OX PnX/k(logD))
id⊗ resni−−−−−→ (E|Di)n,
and if x ∈ Di is a closed point of Di, then res∇i induces a linear map res∇i (x) :
E ⊗ k(x)→ (E ⊗ k(x))n, and one checks that for 0 ≤ j ≤ n, δ(j)xi acts on E|Di
as the j-th component of res∇i (x). It follows that the eigenvalues of δ
(j)
xi acting
on E ⊗ k(x) are precisely the eigenvalues of the j-th component of res∇i (x).
Knowing the eigenvalues of δ
(j)
xi for 0 ≤ j ≤ n amounts to knowing the exponents
of E along xi by construction of the exponents. 2
2.6 Logarithmic stratifications
In this section we come to the main definition of this chapter.
2.6.1 Definition. A left-DX/k(logD)-structure on an OX -module E is called
logarithmic stratification if it extends the OX -structure of E.
If E,E′ are OX -modules carrying logarithmic stratifications, then an OX -
linear morphism is called horizontal, if it is also a morphism of left-DX/k(logD)-
modules. 2
2.6.2 Remark. (a) Of course, in general, the notion of a stratification is
different from the notion of of a DX/k-module, see Section D.2. However,
in “smooth situations” these notions agree, see Proposition D.3.8 and
Remark D.3.9. In our setup with X a smooth k-variety and D a strict
normal crossings divisor, the associated log-scheme is log-smooth over
Spec k, equipped with its trivial log-structure.
(b) Just like for logarithmic connections in characteristic 0 (see e.g. [EV86,
App. C]), an OX -coherent DX/k(logD)-module is not necesarrily torsion
free: For example, if X = A2k = Spec k[x, y], D = (xy), and m = (x, y)
the ideal of the origin, then the natural DX/k(logD)-structure of k[x, y]
induces a DX/k(logD)-structure on the ideals m
2 = (x2, y2) ⊆ m ⊆ k[x, y],
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and thus on the quotient k[x, y]/m2 (Proposition 2.6.6), which is a torsion
module. On the other hand m is torsion free, but not locally free. We will
give a criterion for a torsion free OX -coherent DX/k(logD)-module to be
locally free in Theorem 2.7.7. 2
2.6.3 Proposition. If E is a torsion free OX-module, then the datum of a
DX/k(logD)-module structure on E is equivalent to the datum of a logarithmic
n-connection ∇n on E for every n, such that the following hold:
• The diagram
E ⊗OX PnX/k(logD)

E
∇n
77
∇m ''
E ⊗OX PmX/k(logD)
commutes for every n ≥ m, where the vertical arrow is the canonical
projection.
• The diagram
E ⊗OX Pm+nX/k (logD)
idE ⊗δm,n // M ⊗OX PmX/k(logD)⊗OX PnX/k(logD)
E
∇m+n
OO
∇n // E ⊗OX PnX/k(logD)
∇m⊗id
OO
commutes for every pair (n,m).
The logarithmic n-connections ∇n are automatically very flat. 2
Proof. This is a consequence of Corollary 2.2.9, Proposition D.3.8 and Propo-
sition D.2.7. 
2.6.4 Proposition. If E is an OX-module which is also a DX/k(logD)-left-
module via an OX-linear ring homomorphism
∇ : DX/k(logD)→ Endk(E),
then the following are true:
(a) For any U ⊆ X, and any ∂ ∈ DX/k(logD)(U), f ∈ OX(U), e ∈ E(U) we
have the Leibniz-Rule:
∇(∂)(fe) = f∇(e) +∇(∂f )(e)
where ∂f is the differential operator g 7→ ∂(fg)− f∂(g).
(b) If U ⊆ X is an open subscheme with local coordinates x1, . . . , xn, such that
Di is defined by xi, for i = 1, . . . , r, then for any ∂ ∈ DX/k(logD)(U),
∇(∂) maps xaiE|U to xaiE|U , for all a ≥ 0.
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(c) ∇ maps DnX/k(logD) to Diff nD(E,E). If E is torsion free, then these maps
are PnX/k(logD)-linear. 2
Proof. (a) This follows from Proposition 2.4.4.
(b) This follows from (a).
(c) This follows from Proposition 2.6.3 and Proposition 2.4.4.
2.6.5 Corollary. If E is a torsion free OX-module, then giving a DX/k(logD)-
action on E is equivalent to giving compatible DX/k(logD)
(m)-actions on E for
every m ≥ 0. 2
Proof. This is clear, as Dp
m
X/k(logD) generates DX/k(logD)
(m) for every m.
2.6.6 Proposition. If E and E′ are two OX-modules with logarithmic stratifica-
tions ∇, ∇′, then E⊗OX E′ and HomOX (E,E′) carry logarithmic stratifications.
If Y is a second smooth, separated, finite type k-scheme, DY ⊆ Y a strict normal
crossings divisor, and f : X → Y a morphism such that f−1(DY ) ⊆ D, then the
canonical map
f∗HomOY (E,E′)→ HomOX (f∗E, f∗E′)
is a horizontal morphism, and
f∗(E ⊗OY E′) ∼= (f∗E)⊗OX (f∗E′)
a horizontal isomorphism.
Moreover, the category of OX-modules with logarithmic stratification and hor-
izontal morphisms is abelian, and formation of kernels and cokernels commutes
with ”forgetting the stratification”. 2
Proof. This follows from Corollary 2.2.9 and Proposition D.2.7.
2.7 Exponents of logarithmic stratifications
In this section we generalize the results from Section 2.5 to logarithmic stratifica-
tions. Since a logarithmic stratification is a compatible sequence of n-connections
by Proposition 2.6.3, most of the arguments will just be “passing to the limit”.
In particular, the exponents of a logarithmic stratification will be elements of
Zp.
Again we fix a smooth, separated, finite type k-scheme X, and D ⊆ X a
strict normal crossings divisor with smooth components D1, . . . , Dr.
2.7.1 Proposition (compare to [Gie75, Lemma 3.8]). Assume that D is
a smooth divisor. Let i : D ↪→ X be the associated closed immersion, and write
D := ker(i∗DX/k(logD)→ i∗DX/k),
where DX/k(logD)→ DX/k is the canonical inclusion, and i∗(−) is computed
with respect to the left-OX-structures.
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If E is a torsion free OX-module of finite rank together with a logarithmic
connection
∇ : DX/k(logD)→ Endk(E),
then D acts OD-linearly on E|D, and there exists a decomposition
(2.23) E|D =
⊕
α∈Zp
Fα
such that if, x1 is a local defining equation for D, then δ
(s)
x1 (e) =
(
α
s
)
e for any
section e of Fα. 2
Proof. We use the notations from Lemma 1.1.9; in particular: Cm denotes the
Fp-agebra of maps Z/pmZ → Z/pZ, and for a ∈ Z/pmZ, ha ∈ Cm is the map
b 7→ (ba). First assume that there is a global function x1, such that D = (x1).
Then for every m ≥ 0, we get a morphism of Fp-algebras φm : Cm → Endk(E|D),
as in the proof of Proposition 2.5.1, by sending ha to δ
(a)
x1 , for a ∈ Z/pm (here we
again identify Z/pmZ with {0, . . . , pm−1}, which is admissible by Lemma 1.1.9).
If we again denote for αm ∈ Z/pm by χαm the characteristic functions in Cm
associated with αm, then the χαm give a decomposition
(2.24) E|D =
⊕
αm∈Z/pm
Fαm ,
such that each δ
(a)
x1 for a < p
m acts via multiplication by
(
αm
a
)
.
Until now everything was already contained in the proof of Proposition 2.5.1.
What is new is that we have to let m vary. We also have a map φm+1 : Cm+1 →
Endk(E|D), and we get a commutative triangle
Cm
!!
ρ

D
∇ // Endk(E|D)
Cm+1
==
where ρ : Cm → Cm+1 is simply the composition with reduction modulo pm.
Then for αm ∈ Z/pm, we have
ρ(χαm) =
∑
β∈Z/pm+1
β≡αm mod pm
χβ
It follows that the decomposition
E|D =
⊕
αm+1∈Z/pm+1
Fαm+1
refines the decomposition (2.24). Since E is of finite rank, this process stabilizes,
and we finally obtain a decomposition
(2.25) E|D =
⊕
α∈Zp
Fα
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such that δ
(a)
xj acts via multiplication by
(
α
a
)
on Fα. Here we again use the
properties of the function
(−
a
)
proven in Lemma 1.1.9.
Finally, we observe that the decomposition (2.25) does not depend on the
choice of the parameter x1: This follows from the fact that the decompositions
(2.24) are independent of the choice of x1, which was proved in Proposition 2.5.1.
2.7.2 Remark. Proposition 2.7.1 marks a major difference to the situation in
characteristic 0. In fact, it will imply that a DX/k(logD)-action extends to a
DX/k-action, if the exponents along D are 0, see Proposition 4.2.1. In particular,
there are no analogs to connections with “nilpotent residues”. Essentially, this
is true because of the relation (δ
(m)
x1 )
p = δ
(m)
x1 . See also Remark 4.2.2, where an
explicit example is computed. 2
2.7.3 Definition. The elements α ∈ Zp such that Fα 6= 0 in the decomposition
(2.23), are called exponents of E along D. If D is not smooth, but D =
⋃r
i=1Di,
Di a smooth divisor, then the exponents of E along Di are defined by restricting
E to an open set U ⊆ X intersecting Di, but not Dj , for j 6= i. The set of
exponents of E along Di is denoted by ExpDi(E), and the set of exponents of
E by Exp(E). 2
2.7.4 Proposition ([Gie75, Thm. 3.3]). Let X be a smooth, finite type k-
scheme, D =
∑
iDi a strict normal crossings divisor with Di smooth. Moreover,
let E be a locally free coherent OX-module with logarithmic stratification
∇ : DX/k(logD)→ Endk(E).
If P ∈ D a closed point of X, say P ∈ D1 ∩ . . . ∩ Dr, then after fixing local
coordinates x1, . . . , xn around P such that D1 = (x1), . . . , Dr = (xr), and thus
an isomorphism ÔX,P ∼= kJx1, . . . , xnK, there is an isomorphism
(2.26) E ⊗OX ÔX,P ∼=
rankE⊕
j=1
O(α1,j , . . . , αr,j , 0, . . . , 0︸ ︷︷ ︸
n arguments
),
for some αij ∈ Zp. 2
Proof. This is Proposition 1.1.12. 
Also in the case of logarithmic stratifications, the numbers αij appearing in
(2.26) are precisely the exponents of the stratification:
2.7.5 Proposition. Let E be a locally free OX-module of finite rank, with a
logarithmic stratification ∇, and P ∈ Di a closed point, not contained in Dj
for j 6= i. The numbers αij ∈ Zp, j = 1, . . . , rankE from Proposition 2.7.4 are
precisely the exponents of E along Di, in the sense of Definition 2.7.3.
The mulitplicity of an exponent α of E along Di is the number of αij which
are equal to α. 2
Proof. Let x1, . . . , xn be local coordinates around P , such that Di is cut out
by xi. We can read off both the αij , and the exponents α of E along Di by the
action of δ
(m)
x1 on E ⊗ k(P ), and it is clear that this action is the same, whether
we think of E ⊗ k(P ) as E|D ⊗ k(P ) or as E ⊗ ÔX,P ⊗ k(P ). 
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2.7.6 Remark. Since the exponents along Di only depend on the action of
the δ
(m)
xi , a slight modification of the proof of Proposition 2.7.1 shows that the
condition that P 6∈ Dj for j 6= i is not necessary. 2
From this setup we can derive the following important result due to Gieseker.
It is the positive characteristic analogue of a theorem of Ge´rard and Levelt, more
precisely, of a consequence of [GL76, Thm. 3.4].
2.7.7 Theorem (compare to [Gie75, Thm. 3.5]). Let E be a torsion free
OX-coherent DX/k(logD)-module and assume that the set of exponents of E
along Di maps injectively to Zp/Z for every i, i.e. if α and α′ are exponents of
E along Di such that α − α′ ∈ Z, then α = α′. Then E is locally free, if and
only if E is reflexive. 2
Proof. Clearly, if E is locally free, then it is reflexive.
Conversely, assume that E is reflexive. If dimX = 1, then any torsion free
module is locally free, so we may assume dimX ≥ 2. Since E|X\D is a OX\D-
coherent DX/k-module, E is locally free over X \ D, see [BO78, 2.17]. Note
that since E is torsion free, it is locally free over an open subset U ⊆ X such
that X \ U has codimension ≥ 2. Let j : U ↪→ X denote the open immersion,
then E = j∗(E|U ), because E is reflexive by assumption. Indeed, j∗(E|U ) is
the reflexive hull of E. To prove that E is locally free, it suffices to show that
E ⊗ ÔX,P is free for all closed points P ∈ D. Write R := kJx1, . . . , xnK, and fix
an isomorphism R ∼= ÔX,P . Since E = j∗(E|U ), we see that depth(E ⊗R) ≥ 2,
because P is a point of codimension ≥ 2. We can now apply Proposition 1.1.17.
Chapter 3
Regular singular stratified
bundles
In this chapter we introduce the main objects of study of this dissertation:
Regular singular stratified bundles. If X is a smooth k-variety, and E an OX -
coherent DX/k-module, then regular singularity is a condition on what “happens
to the DX/k-structure at infinity”, i.e. along a compactification X
′ of X. Since
we can only make this precise if the complement X ′ \ X is a strict normal
crossings divisor, we proceed in two steps: First, in Section 3.2, we define regular
singularity with respect to a fixed “good” partial compactification, and secondly,
in Section 3.3, we let the partial compactification vary.
In both sections, we show that the respective categories have the good prop-
erties that one would expect. In particular, the category of regular singular
stratified bundles (with or without respect to a fixed partial compactification) is
tannakian, and a “topological invariant”, i.e. pullback along universal homeo-
morphisms is an equivalence.
In Section 3.1 we prepare this discussion by recalling mostly well-known
facts about stratified bundles, and in the final Section 3.5, we give a “tannakian
interpretation” of regular singularity. Of course our approach to defining regular
singular stratified bundles is not the only sensible one; thus, in Section 3.4, we
present other reasonable notions of regular singularity, and compare them to our
definition.
3.1 The category of stratified bundles
We first recall the basic definitions and basic properties of stratified bundles, and
of the category of stratified bundles. In all of this section X denotes a smooth,
connected, separated k-scheme of finite type, and k an algebraically closed field
of characteristic p > 0.
3.1.1 Definition. A stratified bundle on X is a DX/k-module, which is coherent
as an OX -module via the inclusion OX ↪→ DX/k. A morphism of stratified
bundles (also called “horizontal morphism”) is a morphism of DX/k-modules, so
in particular a morphism of OX -modules. We write Strat(X) for the category
of stratified bundles. The trivial line bundle OX together with the canonical
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DX/k-action will be denoted by IX/k, and we say that an object of Strat(X) is
trivial if it is isomorphic to I⊕nX/k for some n ∈ N. 2
Recall the following basic properties:
3.1.2 Proposition. Let X and Y be smooth, finite type k-schemes and f : Y →
X a morphism.
(a) A stratified bundle on X is a locally free OX-module of finite rank.
(b) Pull-back of OX-modules along f induces a functor
f∗ : Strat(X)→ Strat(Y ).
(c) If f is finite and e´tale, then push-forward of OY -modules along f induces
a functor
f∗ : Strat(Y )→ Strat(X),
and f∗ is right-adjoint to f∗.
(d) If E,E′ ∈ Strat(X), then E ⊗OX E′ and HomOX (E,E′) are stratified
bundles in a bifunctorial way. 2
Proof. (a) is e.g. [BO78, 2.17]. Claim (b) follows from Proposition 2.3.6 (for
D = ∅), while claim (d) follows from Proposition 2.6.6. Finally, (c) follows
for example from Example D.2.4, which shows that for f finite e´tale, f∗OY
carries a stratification which is compatible with the OX -algebra structure. Since
f is finite, f∗E is coherent for every OY -coherent E, so if E carries a DY/k-
action, then f∗E is in fact a stratified bundle on X. Alternatively (which in
the end comes down to the same argument), we could also use the isomorphism
f ] : DY/k → f∗DX/k: Recall that f∗DX/k = OY ⊗f−1OY f−1DX/k (i.e. the
left-f−1OX -structure of f−1DX/k is used). The isomorphism f ] is then left-OY -
linear and right f−1OX -linear. Thus, if E is an OY -coherent left-DY/k-module,
then f∗E is a OX -coherent left-f∗DY/k-module. But f ] induces a bi-OX -linear
isomorphsm f∗DY /k
∼=−→ f∗f∗DX/k, and then by adjunction we get a DX/k-action
on f∗E. This argument also shows that for F ∈ Strat(X) and E in Strat(Y ),
every horizontal morphism f∗F → E corresponds to a horizontal morphism
F → f∗E, which finishes the proof. 
3.1.3 Remark. As in the classical situation, the definition of a general direct
image functor (even for proper morphisms) is more complicated, see [Ber02,
§3.4]. We will not make use of this construction. 2
We will be particularly interested in the categorical properties of the k-linear
category Strat(X), and certain subcategories. The most important fact is the
following.
3.1.4 Proposition ([SR72, §VI.1]). With the ⊗-structure and inner Hom-
objects from Proposition 3.1.2, the category Strat(X) is a k-linear tannakian
category, and any rational point a ∈ X(k) gives a neutral fiber functor
ωa : Strat(X)→ Vectk, E 7→ a∗E. 2
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When studying a single stratified bundle E, the ⊗-subcategory generated by
it is a very convenient tool:
3.1.5 Definition. Define 〈E〉⊗ to be the smallest full tannakian subcategory
(see Definition C.1.5) of Strat(X) containing the stratified bundle E ∈ Strat(X).
In other words, 〈E〉⊗ is the full subcategory of Strat(X) whose objects are
isomorphic to subquotients of objects of the form P (E,E∨), with P (x, y) ∈
N[x, y].
If ω : 〈E〉⊗ → Vectfk is a fiber functor, then we denote by pi1(〈E〉⊗ , ω) the
affine k-group scheme associated via Tannaka duality with the tannakian category
〈E〉⊗ ⊆ Strat(X) and ω. This k-group scheme is also called the monodromy
group of E. It is of finite type over k by Proposition C.2.1. 2
It will be important to understand how the category of stratified bundles
behaves under restriction to open subsets. This is fairly straightforward:
3.1.6 Proposition. Let U be an open dense subscheme of X. The following
statements are true:
(a) If E ∈ Strat(X), then the restriction functor ρU,E : 〈E〉⊗ → 〈E|U 〉⊗ is an
equivalence.
(b) The restriction functor ρU : Strat(X)→ Strat(U) is fully faithful.
(c) If ω : Strat(U)→ Vectk is a fiber functor, then the induced morphism of
k-group schemes pi1(Strat(U), ω))→ pi1(Strat(X), ω|Strat(X)) is faithfully
flat.
(d) If codimX(X \U) ≥ 2, then ρU : Strat(X)→ Strat(U) is an equivalence. 2
Proof. Without loss of generality we may assume that X is connected. We
first prove (d). Assume codimX(X \ U) ≥ 2. Denote by j : U ↪→ X the open
immersion. Let E be a stratified bundle on U , in particular a locally free,
finite rank OU -module. Then j∗E is OX -coherent by the assumption on the
codimension ([SGA2, Exp. VIII, Prop. 3.2], note that E is Cohen-Macaulay, since
it is locally free and since OX is Cohen-Macaulay), and it carries a DX/k-action,
since j∗DU/k = DX/k. Thus it is also locally free. If E
′
is any other locally free
extension of E to X, then we get a short exact sequence
0→ E′ ↪→ j∗E → G→ 0,
with G supported on X \ U . Since X is smooth, we have HomOX (G,OX) = 0
and E xt1OX (G,OX) = 0 by [SGA2, Exp. III, Prop. 3.3] (note that depthOX,x =
codimX(x) for all x ∈ X, and thus depthX\U OX ≥ 2). This implies that there
is a canonical isomorphism E
′ ∼= ((j∗E)∨)∨ = j∗E. It follows that the functors
j∗ and j∗ are quasi-inverse to each other, which proves that j∗ is an equivalence.
Now to prove (a), let codimX(X \ U) be arbitrary. Let us first show that
ρU,E : 〈E〉⊗ → 〈E|U 〉⊗ is essentially surjective. If F is an object of 〈E〉⊗, and
F ′ a subobject of ρU (F ) = F |U , then j∗F ′ ⊆ j∗(F |U ). The quasi-coherent OX -
modules j∗F ′ and j∗(F |U ) carry DX/k-actions, such that j∗F ′ ⊆ j∗(F |U ) and
F ⊆ j∗(F |U ) are sub-DX/k-modules. Then F ′X := j∗F ′ ∩ F is an OX -coherent
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DX/k-submodule of F extending F
′. Thus we have seen that the essential image
of ρU is closed with respect to taking subobjects.
But this also shows that F |U/F ′ can be extended to X: We just saw that F ′
extends to F ′X ⊆ F , and since ρU is exact, this means that (F/F ′X)|U = F |U/F ′.
It follows that the essential image of ρU is closed with respect to taking taking
subobjects and quotients.
The objects of 〈E|U 〉⊗ are subquotients of stratified bundles bundles of the
form P (E|U , (E|U )∨), with P (x, y) ∈ N[x, y]. We can lift all of the objects
P (E|U , (E|U )∨) to X, since (E∨)|U = (E|U )∨, so ρU is essentially surjective.
It remains to check that ρU,E : 〈E〉⊗ → 〈E|U 〉⊗ is fully faithful. Let F1, F2 ∈
〈E〉⊗. Since HomStrat(X)(F1, F2) = HomStrat(X)(OX , F∨1 ⊗ F2), and similarly
over U , we may replace F1 by OX . Moreover, we may remove closed subsets of
codimension ≥ 2 from X. Let Wi be open neighborhoods of the codimension 1
points of X which do not lie in U , such that X ⊆ Wi, and such that each Wi
contains precisely one codimension 1 point. Then we may replace X by
⋃
Wi,
and then handle the Wi separately. Thus we may assume that X \U is a smooth
divisor D with generic point η. Next, notice that we may shrink X around η.
Thus we may assume that X = SpecA for some ring A, that F2 corresponds to
a free A-module, say with basis e1, . . . , en, and that we have global coordinates
x1, . . . , xn, such that D = (x1). Then U = SpecA[x
−1
1 ]. Finally assume that
φ : OU → F2|U is a morphism of stratified bundles given by φ(1) =
∑n
i=1 φiei,
φi ∈ A[x−11 ]. We get
0 = ∂x1(φ(1)) =
n∑
i=1
∂x1(φi)ei + φi ∂xi(ei)︸ ︷︷ ︸
∈im(F2→F2⊗A[x−11 ])
and in particular that ∂x1(φi) ∈ φiA ⊆ A[x−11 ]. By induction, we assume
∂
(a)
x1 (φi) ∈ φiA for every a ≤ m. But then we compute
0 = ∂(m)x1 (φ(1)) =
n∑
i=1
∑
a+b=m
a,b≥0
∂(a)x1 (φi)∂
(b)
x1 (ei),
to see that ∂
(m)
x1 (φi) ∈ φiA, so this holds for all m ≥ 1. In particular we see that
the pole order of ∂
(m)
x1 (φi) along D is at most the pole order of φi along D, for
all m ≥ 0. To be precise, we consider the image of φi in Frac (̂Am) for any closed
point on D corresponding to some maximal ideal m ⊇ (x1). After choice of our
local coordinates, this field is canonically isomorphic to K := k((x1, . . . , xn)), and
here we can measure the pole order along x1 via the associated discrete valuation
vx1 . Here we also see that if f ∈ K is an element such that vx1(f) < 0, then
there is an m > 0, such that vx1(∂
(m)
x1 (f)) < vx1(f). This shows that φi ∈ A for
every i, so φ is defined over all of X.
It also extends uniquely: If ψ1, ψ2 are morphisms OX → F2, such that
(ψ1 − ψ2) ⊗ A[x−11 ] = 0, then ψ1 = ψ2, as A is an integral domain and F2 is
torsion free. This finishes the proof of (a).
For (b), let E,E′ ∈ Strat(X) be two stratified bundles. Then E,E′ ∈
Chapter 3. Regular Singular Stratified Bundles 59
〈E ⊕ E′〉⊗, so by (a), we see that
HomStrat(X)(E,E
′) = Hom〈E⊕E′〉⊕(E,E
′)
= Hom〈E|U⊕E|′U〉⊗(E|U , E
′|U )
= HomStrat(U)(E|U , E′|U ),
so the restriction functor Strat(X)→ Strat(U) is fully faithful, and thus (a) is
proved.
To prove (c), let ω : Strat(U) → Vectk be a fiber functor. By Proposi-
tion C.2.3, to show that the induced morphism of k-group schemes is faithfully
flat, it remains to show that for every stratified bundle E ∈ Strat(X), every
substratified bundle of E|U extends to X. But we have just seen that restriction
induces an equivalence 〈E〉⊗ → 〈E|U 〉⊗, so we are done. 
3.1.7 Proposition. Let E be a stratified bundle on X, and let ω be any k-valued
fiber functor of 〈E〉⊗. Then pi1(〈E〉⊗ , ω) is a finite type k-group scheme, and if
ω′ is a second k-valued fiber functor for 〈E〉⊗, then there exists a (noncanonical)
isomorphism ω ∼= ω′. 2
Proof. The first statement is Proposition C.2.1. For the second statement,
note that the functor Isom⊗k (ω, ω
′) is a pi1(〈E〉⊗ , ω)-torsor, representable by an
affine, finite type k-scheme, see Theorem C.3.2. Since k is algebraically closed,
Isom⊗k (ω, ω
′) has a k-point, and thus is trivial. 
The next fact about monodromy groups of stratified bundles is absolutely
crucial and due to J. P. P. dos Santos. For a local analog, see Proposition 1.3.3.
3.1.8 Proposition ([dS07, Cor. 12]). If E ∈ Strat(X), and ω is a k-linear
fiber functor, then the finite type k-group scheme pi1(〈E〉⊗ , ω) is smooth. 2
Proof. In [dS07, Cor. 12] this is only written down for the case in which
pi1(〈E〉⊗ , ω) is finite over k, but the same proof implies our more general assertion:
By [dS07, Thm. 11], the affine group scheme pi1(Strat(X), ω) is perfect, so its
ring of global sections is reduced, and thus any quotient G of pi1(Strat(X), ω) is
reduced. If G is also of finite type over k, then the group scheme G is smooth.
To obtain the important results of [dS07], the following equivalence of cate-
gories is exploited:
3.1.9 Theorem (Katz, [Gie75, Thm. 1.3]). The category Strat(X) of strat-
ified bundles on X is equivalent to the category Fdiv(X), which is defined as
follows:
• Objects of Fdiv(X) are sequences (En, σn)n≥0, with En a vector bundle on
X, and σn an isomorphism σn : F
∗En+1
∼=−→ En, where F : X → X is the
absolute frobenius.
• A morphism φ : (En, σn)n≥0 → (E′n, σ′n) in Fdiv(X) is a collection of
OX-morphisms φn : En → E′n, such that the obvious diagram
F ∗En+1
σn //
F∗φn+1

En
φn

F ∗E′n+1
σ′n // E n
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commutes. 2
We will not reproduce the proof, but recall how the functor Strat(X)→ Fdiv(X)
is defined: Recall that D
(n)
X/k denotes the sheaf of subalgebras of DX/k generated
by operators of degree ≤ pn. For every n ≥ 0 there is a canonical evaluation
morphism D
(n)
X/k → OX , ∂ 7→ ∂(1); let D+,(n)X/k denote its kernel. If we define
En as the subsheaf of E on which D
+,(n)
X/k acts trivially, then En is in a natural
way a OX(n+1)-module, so we can think of it as an OX -module such that the
inclusion En ↪→ E is pn+1-linear. We get a sequence of p-linear inclusions E =
E0 ⊇ E1 ⊇ . . .. Cartier’s theorem [Kat70, Thm. 5.1] implies that F ∗En+1 ∼= En
and that this functor is an equivalence.
An important consequence is:
3.1.10 Proposition. If FnX/k : X → X(n) is the n-th relative frobenius, then
pull-back along FnX/k is an equivalence
(FnX/k)
∗ : Strat(X(n))→ Strat(X).
2
This implies the following analog to the “topological invariance” of the e´tale
fundamental group ([SGA1, IX.4.10])
3.1.11 Theorem (“Topological invariance of Strat(X)”). If f : Y → X
is a universal homeomorphism of smooth, finite type k-schemes, then f induces
an equivalence
f∗ : Strat(X)→ Strat(Y ). 2
3.1.12 Remark. Recall that by [EGA4, 18.12.11], the finite type morphism
f is a universal homeomorphism if and only if it is finite, purely inseparable
(i.e. universally injective) and surjective. 2
Proof. Note that f is a finite morphism of degree pn for some n, and that
there is a morphism g : X → Y (n), such that gf = FnY/k is the relative frobenius.
This is clear when X and Y are affine, but f is an affine morphism, so everything
glues. Now we can use Proposition 3.1.10 to see that the composition f∗g∗ :
Strat(Y (n))→ Strat(Y ) is an equivalence. But this implies that g∗ is essentially
surjective and full. It is also faithful, since g is faithfully flat (X and Y (n) are
regular and g is finite). Thus g∗ is an equivalence, and then f∗ is an equivalence.
3.2 Regular singularities relative to a good par-
tial compactification
In this section we start discussing the notion of a “regular singular stratified
bundle”. Roughly, on a smooth, separated, finite type k-scheme X, for a stratified
bundle E on X, the notion of regular singularity is a condition on how the bundle
E “extends to infinity”, i.e. how it extends to normal compactifications of X.
Since normal compactifications can be complicated, we first study extensions
of E in an easier setup, namely with respect to “good partial compactifications”.
We generalize some results from the previous section to the category of regular
singular stratified bundles.
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3.2.1 Definition.
(a) Let X be a smooth, separated, finite type k-scheme, and X ⊆ X an open
subscheme such that the boundary divisor D := X \X has strict normal
crossings (Definition 2.1.20). We denote such a situation by (X,X) and
call it a good partial compactification.
(b) If (X,X) is a good partial compactification, then a stratified bundle E on
X is called (X,X)-regular if it extends to an OX -coherent DX/k-module.
(c) If (X,X) is a good partial compactification, then a stratified bundle E is
called (X,X)-regular singular if it extends to a torsion free OX -coherent
DX/k(logD)-module E on X. 2
3.2.2 Remark.
• Clearly, a (X,X)-regular bundle is also (X,X)-regular singular.
• The term “(X,X)-regular” is a possible source of confusion: In some texts,
regular singular connections are called “regular connections”. We only use
the distinction of “regular” and “regular singular” relative to a fixed good
partial compactification.
• In Appendix A we study good partial compactifications in more detail. The
idea is that we can describe the behaviour of a stratified bundle at infinity
by describing its extension behavior to all good partial compactifications.2
We connect the notion of (X,X)-regular singular stratified bundles with the
notion of regular singularity from Chapter 1.
3.2.3 Proposition. Let (X,X) be a good partial compactification with X \X
irreducible, and assume that X = SpecA. Assume that on A there exists a system
of parameters x1, . . . , xn such that X = SpecA[x
−1
1 ], and X \X = V (x1) with
x1. Let E be a stratified bundle on X corresponding to the free A[x
−1
1 ]-module
E =
⊕
eiA[x
−1
1 ]. Then the following are equivalent:
(a) E is (X,X)-regular singular.
(b) For every closed point P ∈ X \ X, the k((x1, . . . , xn))-vector space E ⊗
Frac ÔX,P is regular singular in the sense of Definition 1.1.7.
(c) There exists a closed point P ∈ X \X such that E ⊗ Frac ÔX,P is regular
singular in the sense of Definition 1.1.7. 2
Proof. Clearly (a) implies (b) which implies (c). Assume (c) holds. Let
f ∈ A[x−11 ], and write
δ(m)x1 (fei) =
n∑
j=1
b
(m)
ij (f)ej ∈ E
with b
(m)
ij (f) ∈ A[x−11 ]. The stratified bundle E extends to a finite type A-module
stable under the induced action by DX/k(logX \ X) if and only if the poles
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along x1 of the elements b
(m)
ij (f) are uniformly bounded for n ≥ 0, j = 1, . . . , n,
f ∈ A[x−11 ]. Indeed, if N is a common bound, then the DX/k(logX \X)-module
generated by
⊕
eiA is contained in
1
xN1
⊕
eiA and hence finitely generated.
Since A[x−11 ] ⊆ Frac ÔX,P , we can read off the pole order of on
Frac ÔX,P ∼= k((x1, . . . , xn)).
But by assumption E ⊗ k((x1, . . . xn)) is regular singular, which means that the
pole order of the b
(m)
ij (f) along x1 is bounded. This shows that (c) implies (a).
3.2.4 Example. If (X,X) is a good partial compactification and L ∈ Strat(X),
such that L is a line bundle, then L is (X,X)-regular singular. This follows
directly from Proposition 1.1.10 taking into account Proposition 3.2.3. 2
3.2.1 Exponents
Let (X,X) be a good partial compactification. In Section 2.5 we defined expo-
nents of torsion free OX -coherent DX/k(logX \X)-modules. If E is a (X,X)-
regular singular stratified bundle, then by definition it extends to such a torsion
free OX -coherent DX/k(logX \ X)-module of finite rank, but this extension
is not unique. Nonetheless, in this section we show that the exponents of the
different extensions all agree modulo Z, which allows us to define exponents of a
(X,X)-regular singular stratified bundle.
3.2.5 Proposition. Let (X,X) be a good partial compactification such that
D := X \ X is smooth. Let E be a (X,X)-regular singular stratified bundle,
and let E and E
′
two torsion free, OX-coherent DX/k(logD)-modules, such that
E
′|X = E|X = E as DX/k-modules. Write
E|D =
⊕
α∈Zp
Fα and E
′|D =
⊕
α∈Zp
F ′α,
as in Proposition 2.7.1, and write Exp(E) := {α ∈ Zp|Fα 6= 0}, Exp(E′) :=
{α ∈ Zp|F ′α 6= 0}. Then the images of Exp(E) and Exp(E
′
) in Zp/Z are identi-
cal. 2
Proof. It follows from Proposition 2.7.1 that exponents can be computed after
removing a closed subset of codimension ≥ 2 from X, so we may assume that E
and E
′
are locally free. Note that both E and E
′
are DX/k(logD)-submodules of
j∗E, if j : X ↪→ X denotes the inclusion. Consider the intersection G := E ∩E′
in j∗E. This is a locally free OX -coherent DX/k(logD)-module extending E. So
to prove the claim, we may assume that E
′ ⊆ E is a sub-DX/k(logD)-module.
If P is a closed point on D, then it follows from Proposition 2.7.5, that we
can compute the exponents on ÔX,P . This way, after choosing appropriate
coordinates, we may first reduce to inclusions of the form
O(α′, 0, . . .) ⊆
r⊕
i=1
O(αi, 0, . . .)
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on kJx1, . . . , xnK, where D is defined by x1 = 0, and then by projecting to the
summads we may reduce to consider inclusions of the form
O(α′, 0, . . .) ⊆ O(α, 0, . . .).
Since we are only interested in the action of δ
(m)
x1 , we may pass to R :=
k((x2, . . . , xn))Jx1K. This is a discrete valuation ring, so its submodules are
of the form x`11 R for some ` ≥ 0. It is clear that the exponent of (x`1) is α+ `,
which completes the proof. 
3.2.6 Definition. Let (X,X) be a good partial compactification, such that
D := X \ X = ⋃ri=1Di, with Di smooth divisors. If E is an (X,X)-regular
singular bundle on E, let E be a torsion free OX -coherent DX/k(logD)-module
extending E. Then write Expi(E) for the image of the set of exponents of
E along Di in Zp/Z. The set Expi(E) is independent of the choice of E by
Proposition 3.2.5 and it is called the set of exponents of E along Di. Finally,
write Exp(X,X)(E) =
⋃
i Expi(E). 2
3.2.7 Remark. We emphasize that, by definition, the exponents of an (X,X)-
regular singular bundle lie in Zp/Z, while the exponents of a OX -locally free
DX/k(logX \X)-module lie in Zp. 2
3.2.2 An analog of Deligne’s canonical extension
In this section, we study in which ways a given (X,X)-regular singular bundle
E can extend to a OX -locally free DX/k(logX \X)-module.
3.2.8 Definition. Let (X,X) be a good partial compactification, D := X \X
the boundary divisor, and τ : Zp/Z→ Z a section of the projection Zp  Zp/Z.
If E is an (X,X)-regular singular bundle, then a τ -extension of E is a locally
free, OX -coherent DX/k(logD)-module E
τ
such that the exponents of E
τ
lie in
the image of τ .
In particular, no two exponents of E
τ
differ by a nonzero integer. 2
3.2.9 Theorem. If (X,X) is a good partial compactification, D := X \X, E
an (X,X)-regular singular bundle on X, and τ : Zp/Z → Z a section of the
projection, then a τ -extension of E exists and is unique up to isomorphisms
which restrict to the identity E → E on X. 2
Proof. This proof is an extension of the method of [Gie75, Lemma 3.10].
Write D =
∑
Di, with Di smooth divisors, and ηi for the generic point of
Di. Assume that we know that there are open neighborhoods U i of ηi, such
that ηj 6∈ U i for j 6= i, and such that there exists a τ -extension of E|Ui∩X for
the good partial compactification (U i ∩X,U i). If U :=
⋃
i U , then we can glue
to get a τ -extension Eτ of E for (X,X ∪ U). But codimX X \ (X ∪ U) ≥ 2, so
by Theorem 2.7.7 there exists a τ -extension of E for (X,X): If j : X ∪ U ↪→ X
is the open immersion, then j∗Eτ is coherent, reflexive and its exponents map
injectively to Zp/Z.
Similarly, if E1 and E2 are τ -extensions of E for (X,X), and j : U ↪→ X is
an open set which contains all codimension 1 points of X, then Ei = j∗(Ei|U ),
so it suffices to show that there is an isomorphism φ : E1|U ∼= E2|U , such that
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φ|X = idE . Again we take U := X ∪
⋃
U i as above, and to construct φ it suffices
to construct such a φ on every U i.
To summarize: we have shown that we can reduce the theorem to the case
where X is affine, E free, D smooth and cut out by a single global section, lets
call it x. Morover, for the proof we may shrink X around the generic point of D.
We first prove the existence of a τ -extension. Let E be any torsion free
OX -coherent DX/k(logD)-module extending the stratified bundle E. Shrinking
X around the generic point η ∈ D, we may assume that E is free of rank
r. Let Exp(E) = {α1, . . . , αr} be the set of exponents of E along D. Let
b := (b1, . . . , br) ∈ Zr, such that bi = bj whenever αi = αj . It suffices to
construct from E, perhaps after shrinking X around η, an OX -free DX/k(logD)-
module E
(b)
with exponents
Exp(E
(b)
) = {α1 + b1, α2 + b2, . . . , αr + br} .
With a suitable choice of b, E(b) is a τ -extension of E.
We proceed in two steps:
(a) If a ∈ Z+ then, after shrinking X around η, there exists an OX -free
DX/k(logD)-module E
(−a)
with exponents
Exp(E
(−a)
) = {α1 − a, . . . , αr − a} ,
such that E
(−a)|X = E.
Indeed, we can take E
(−a)
:= E(aD) = E ⊗OX OX(aD), because OX(aD)
is defined by x−a if x is the defining equation of D.
(b) From E we construct a OX -free DX/k(logD)-module Ei restricting to E
on X, such that
Exp(Ei) = {αj |αj 6= αi} ∪ {αi + 1} .
Applying the first step for an appropriate a ∈ Z+, and then the second step
repeatedly for various i, we obtain a τ -extension.
Let us construct Ei as in the second step for i = 1. Recall that if αi =∑
j≥0 αijp
j is the p-adic expansion of αi, then
(
α
pj
)
= αij mod p. Define E1 as
the submodule of E generated by xE and the images of the linear maps
δ(p
j)
x − α1j id ∈ Endk(E)
for j ≥ 0. Then E1 is a DX/k(logD)-submodule of E, because if we choose local
coordinates x = x1, x2, . . . , xn, then δ
(m)
x commutes with ∂
(m′)
xi for all m,m
′
and i > 1. After shrinking X around η, E1 is free, since it is OX -coherent and
torsion free. Moreover, it restricts to E so its rank is r.
Assume that α1 = . . . = α` for some ` ∈ [1, r], and that αi 6= α1 for i > `.
Let s1, . . . , sr be a basis of E such that
δ(m)x (si) =
(
αi
m
)
si mod xE
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and define
s′i :=
{
xsi i ∈ [1, `]
si i > `.
Then s′i is a basis of E
′
: In fact, xE is free with basis xs1, xs2, . . ., and⊕
i>`
siOX ⊆ E1
because
δ(p
m)
x (si)− α1msi ≡ (αim − α1m)si mod xE
and for i > ` and large m, αim 6= α1m. Since rankE1 = r it follows that
s′1, . . . , s
′
r is a basis of E1. Finally, for 1 ≤ i ≤ `, we compute
δ(p
k)
x (s
′
i) = xsi ·
(
αi + 1
pk
)
mod x2E = s′i ·
(
αi + 1
pk
)
mod E1
and for i > ` we get
δ(p
k)
x (si) =
(
αi
pk
)
si mod xE =
(
αi
pk
)
si mod E1,
so finally we see
Exp(E1) = {α1 + 1, α`+1, . . . , αr} .
This finishes the proof of the existence of a τ -extension.
The unicity of τ -extensions follows from the following lemma:
3.2.10 Lemma. Let X = SpecA be an affine, smooth k-scheme x1, . . . , xn, and
D = V (x1) local coordinates. Define D := V (x1), X := X \D = SpecA[x−11 ],
and let τ : Zp/Z → Zp be a section of the canonical projection. If E is a free
OX-module of rank r with DX/k-action, and if E1, E2 are free τ -extensions of
E, via φ : E1|X ∼−→ E2|X , then there is a DX/k(logDX)-isomorphim E1 → E1
extending φ. 2
Proof. This argument is an adaption of [AB01, Prop 4.7]. Let M be the free
A-module corresponding to E1 and E2. Denote by
∇i : DX/k(logD)→ Endk(M)
the two DX/k(logD)-actions on M , coming from the actions on E1, E2. By
Proposition 3.2.5 we know that ∇1 and ∇2 have the same exponents α1, . . . , αr
along D. Let s1, . . . , sr be a basis of M such that
∇1
(
δ(k)x1
)
(si) ≡
(
αi
k
)
si mod x1M,
and let s′1, . . . , s
′
r be a basis of M , such that
∇2
(
δ(k)x1
)
(s′i) ≡
(
αi
k
)
s′i mod x1M.
We need to check that φ(si) ∈ M ⊆ M ⊗A A[x−11 ] for all i. Let k(x1) be the
residue field A(x1)/x1A(x1). Fix i ∈ {1, . . . , r}, and write φ(si) =
∑r
j=1 fijs
′
j
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with fij ∈ A[x−11 ]. Assume that there is an integer `i > 0, such that the maximal
pole order of the fij along x1 is `i. Then x
`i
1 φ(si) ∈ M ⊆ M ⊗A A[x−11 ], and
also
x`i1 ∇2
(
δ(k)x1
)
(φ(si)) ∈M ⊆M ⊗A A[x−11 ].
Tensoring the equality
x`i1 φ
(
∇1
(
δ(k)x1
)
(si)
)
= x`i1 ∇2
(
δ(k)x1
)
(φ(si))
with k(x1), we obtain
(3.1) x`i1
(
αi
k
) m∑
j=1
fijs
′
j = x
`i
1
m∑
j=1
∇2
(
δ(k)x1
)
(fijs
′
j).
In the completion of the discrete valuation ring A(x1), we can write fij =∑dij
s=−`i aijsx
s
1, with x1 not dividing in the aijs, and aijs 6= 0 for s = −`i and
some j. But then we can compute
x`i1 ∇2
(
δ(k)x1
)
(fijs
′
j) =
dij∑
s=−`i
aijsx
s+`i
1
(
αj + s
k
)
s′j
Then (3.1) gives in k(x1) the equation
x`i+s1 aijs
(
αi
k
)
= aijsx
`i+s
1
(
αj + s
k
)
, 
both sides of which are 0, except when s = −`i. But this implies
(
αi
k
)
=
(
αj−`i
k
)
for all k, and hence αi = αj − `i by Lucas’ Theorem 1.1.9 (a), which is is
impossible, as α1, . . . , αr lie in the image of τ , and thus map injectively to Zp/Z.
Thus `i = 0 and hence φ(si) ∈M . 
3.2.3 The category of (X,X)-regular singular bundles
In this section we define the category of (X,X)-regular singular stratified bundles
for a good partial compactification (X,X), and generalize some of the results of
Section 3.1 to this context.
We begin by observing that the notion of (X,X)-regular singularity is “local
in codimension 1 points”:
3.2.11 Proposition ([Gie75, Thm. 3.5]). Let (X,X) be a good partial com-
pactification and E a stratified bundle on X. Then the following are equivalent.
(a) E is (X,X)-regular singular,
(b) there exists an open subset U of X, with codimX(X \ (U ∪X) ≥ 2, such
that E|U∩X is (U ∩X,U)-regular singular.
(c) E extends to a locally free, finite rank OX-module with DX/k(logX \X)-
action extending the stratification on E. 2
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Proof. (c) clearly implies (a) which also obviously implies (b). Assume (b)
holds. Let E be a torsion free OU -coherent DU/k(logU \X)-module extending
E. Since E is torsion free, there is an open subset U
′ ⊆ U , such that X ⊆ U ′,
and codimX(X \U
′
) ≥ 2, on which E is locally free. Let j : U ′ ⊆ X be the open
immersion. Then j∗(E|U ′) is an OX -coherent DX/k(logX \X)-module, which
is also reflexive. But then it is also locally free by Theorem 2.7.7, so (b) implies
(c). 
3.2.12 Proposition. Let (X,X) be a good partial compactification, η1, . . . , ηr
the generic points of X \ X, and E a stratified bundle on X. Then E is
(X,X)-regular (resp. (X,X)-regular singular) if and only if there are open
neighborhoods U i of ηi, i = 1, . . . , r, such that E|Ui∩X is (U i ∩X,U i)-regular
(resp. (U i ∩X,U i)-regular singular). 2
Proof. Only the ’if’ direction is interesting. Given open neighborhoods U i of ηi,
i = 1, . . . , r, we may assume, by shrinking the U i if necessary, that ηj 6∈ U i if i 6= j.
Then U i∩U j ⊆ X for i 6= j. Hence, if Ei is a torsion free OUi -coherent extension
of E|Ui∩X to U i as a DUi/k-module (resp. DUi/k(logU i \X)-module), then we
can glue to obtain an extension E
′
on
⋃
i U i. But X\(
⋃
i U i∪X) has codimension
≥ 2 in X, so we can apply Proposition 3.1.6, (d) (resp. Proposition 3.2.11) to
finish the proof. 
3.2.13 Definition. If (X,X) is a good partial compactification, then we define
Stratrs((X,X)) to be the full subcategory of Strat(X) consisting of (X,X)-
regular singular bundles. 2
3.2.14 Proposition. Let (X,X) be a good partial compactification, and E,E′
(X,X)-regular (resp. (X,X)-regular singular) bundles. Then the following
stratified bundles are also (X,X)-regular (resp. (X,X)-regular singular):
(a) Every substratified bundle F ⊆ E.
(b) Every quotient-stratified bundle E/F of E.
(c) E ⊗OX E′.
(d) HomOX (E,E′).
It follows that Stratrs((X,X)) is a tannakian subcategory (Definition C.1.5) of
Strat(X). In particular, if ι : Stratrs((X,X)) ↪→ Strat(X) denotes the inclusion
functor, then for a (X,X)-regular singular bundle E, restriction of ι gives an
equivalence 〈E〉⊗ → 〈ι(E)〉⊗. 2
Proof. Write D := X \X, j : X ↪→ X. For (a), let E be a torsion free OX -
coherent DX/k-module (resp. DX/k(logD)-module) extending E. Then j∗F and
E are both DX/k-submodules (resp. DX/k(logD)-submodules) of j∗E. Let F
be their intersection. This is an OX -coherent DX/k-module (resp. DX/k(logD)-
module) extending F . But then E/F is an OX -coherent DX/k(logD)-module
extending E/F , so (a) and (b) follow.
If E,E′ are OX -coherent DX/k(logD)-modules extending E and E′, then
(c) and (d) follow from the fact that HomOX (E,E
′
) and E ⊗OX E
′
carry
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natural DX/k(logD)-actions extending those coming from E and E
′, see Propo-
sition 2.6.6. 
3.2.15 Remark. (a) In fact it follows from Theorem 3.2.9 that the category
of (X,X)-regular bundles is equivalent to Strat(X). More precisely, it is
the essential image of the restriction functor Strat(X)→ Strat(X).
(b) It is not true that Stratrs((X,X)) is closed under extensions: For example,
there are extensions of OX by OX which are not (X,X)-regular singular:
Take (X,X) = (A1k,P1k), and let T be the coordinate of A1k. Let f : A1k →
A1k be the Artin-Schreier covering T 7→ T p − T . Then f∗OA1k is free of
rank p, and the stratified subbundle spanned by 1, T is an extenion of
OA1k by OA1k which is not regular singular. The proof is the same as in
Example 1.4.4, (f). 2
3.2.16 Proposition. Let (X,X) be a good partial compactification and U ⊆ X
an open subscheme. Then:
(a) There is an open subscheme U ⊆ X such that codimX(X \ (X ∪ U)) ≥ 2
and such that (U,U) is a good partial compactification.
For any (U,U) as in (a), the following statements are true:
(b) The restriction functor ρU : Strat
rs((X,X)) → Stratrs((U,U)) is a fully
faithful, exact ⊗-functor.
(c) If E ∈ Stratrs((X,X)), then ρU induces an equivalence 〈E〉⊗ ∼−→ 〈E|U 〉⊗.
(d) If ω : Stratrs((U,U))→ Vectfk is a neutral fiber functor, then the morphism
of k-group schemes
pi1(Strat
rs((U,U)), ω)→ pi1(Stratrs((X,X)), ω|Stratrs((X,X)))
induced by ρU is faithfully flat.
(e) If codimX(X \ U) ≥ 2, then the restriction functor ρU is an equivalence.2
Proof. If η1, . . . , ηn are the generic points of the components of X \X, and
U i an open neighborhood of ηi, such that ηj ∈ U i if and only if j = i, then we
can take U :=
⋃
i U i ∪ U¿ This proves (a).
The restriction functor ρU is fully faithful, since Strat
rs((X,X)) is a full
subcategory of Strat(X), and Stratrs((U, (U)) is a full subcategory of Strat(U),
and ρU is the restriction of the restriction functor Strat(X)→ Strat(U), which
is fully faithful by Proposition 3.1.6. Hence (b) holds.
By Proposition 3.2.14, if ι : Stratrs((X,X)) ↪→ Strat(X) denotes the inclusion,
then ι induces an equivalence 〈E〉⊗ ∼−→ 〈ι(E)〉⊗, and similarly for U . Since by
Proposition 3.1.6 restriction to U induces an equivalence 〈ι(E)〉⊗ → 〈ι(E)|U 〉⊗,
statement (c) follows.
Claim (d) directly follows from Proposition C.2.3 and (c).
If U ⊆ X has codimension ≥ 2, then again by Proposition 3.1.6, the functor
Strat(X)→ Strat(U) is an equivalence, so all we have to show is that a stratified
bundle E on X is (X,X)-regular singular, if E|U is (U,U)-regular singular. But
this is precisely Proposition 3.2.11, so (e) is also true. 
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Next, we study the functorial behavior of Stratrs((X,X)):
3.2.17 Proposition. Let (X,X), (Y, Y ) be good partial compactifications and
f¯ : X → Y a k-morphism, such that f¯(X) ⊆ Y . Write f := f¯ |Y . Then the
following are true:
(a) For every (X,X)-regular singular stratified bundle on X, the stratified
bundle f∗E is (Y, Y )-regular singular.
(b) If f is finite e´tale and tamely ramified (Definition B.1.1) with respect
to X \ X, then f∗E is (X,X)-regular singular for every (Y, Y )-regular
singular bundle E on Y . 2
Proof. (a) One just has to observe that f¯ induces a morphism of the as-
sociated log-schemes, so if E is a OX -coherent DX/k(logX \X)-module
extending E, then f¯∗E is a OY -coherent DY /k(log Y \Y )-module extending
f∗E, see Proposition 2.3.6.
(b) Write DX := X \X and DY := Y \Y . If f is tamely ramified with respect
to X \X, then the induced morphism of log-schemes is log-e´tale, so by
Proposition 2.3.6, we get a morphism
DX/k(logDX)→ f¯∗f¯∗DX/k(logDX) ∼= f¯∗DY /k(logDY ).
If E is an OY -coherent DY /k(log Y \ Y )-module extending E, then f¯∗E is
an OX -coherent DX/k(logDX)-module extending f∗E, so f∗E is (X,X)-
regular singular. 
3.2.18 Corollary. If (X,X) is a good partial compactification and f : Y → X
a finite, e´tale morphism, tamely ramified with respect to X \X, then f∗OY is
(X,X)-regular singular. 2
Proof. Since we may shrink X around the codimension 1 points in X \X by
Proposition 3.2.12, we may use Lemma B.1.9 to get into a situation where there
is a Y , such that (Y, Y ) is a good partial compactification, and such that f
extends to a finite morphism f¯ : Y → X, tamely ramified over X \X. Then we
apply Proposition 3.2.17. 
3.2.4 Topological invariance of Stratrs((X,X))
For a k-scheme X, we write X(n) for the base change of X along the n-th power
of the absolute frobenius of k, and by F
(n)
X/k
: X → X(n) the associated k-linear
relative frobenius.
We have the following analog of Proposition 3.1.10:
3.2.19 Proposition. If (X,X) is a good partial compactification, then the
pair (X(n), X
(n)
) also is a good partial compactification, and F
(n)
X/k induces an
equivalence
(F
(n)
X/k)
∗ : Stratrs((X(n), X
(n)
))→ Stratrs((X,X)).
2
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Proof. We may assume that n = 1, and write FX/k = F
(1)
X/k.
Write D := X \ X and D(1) := X(1) \ X(1). By Proposition 3.1.10 the
functor F ∗X/k : Strat(X
(1))→ Strat(X) is an equivalence, so it suffices to show
that the essential image of Stratrs((X(1), X
(1)
)) in Strat(X) is Stratrs((X,X)),
i.e. it suffices to show that a stratified bundle E on X(1) is (X(1), X
(1)
)-regular
singular if F ∗X/kE is (X,X)-regular singular.
Assume that F ∗X/kE is (X,X)-regular singular. Let E
′ be any torsion free
coherent extension of E to X
(1)
and E the D
X
(1)
/k
(logD(1))-module generated
by E′. We need to show that E is OX -coherent. Since FX/k is faithfully flat, it
suffices to show that F ∗
X/k
E is OX -coherent, [SGA1, Prop. VIII.1.10]. Define G
to be the DX/k(logD)-module generated by F
∗
X/k
E′. Then G is OX -coherent
by assumption, so the proof is complete if we can show that G = F ∗
X/k
E.
Let j : X ↪→ X be the inclusion. The (quasi-coherent) O
X
(1)-module j
(1)
∗ E
naturally carries a D
X
(1)
/k
(logD(1))-action, and similarly for j∗F ∗X/kE. Then
we can describe F ∗
X/k
E as the image of the (pulled-back) evaluation morphism
F ∗
X/k
(
D
X
(1)
/k
(logD(1))⊗O
X(1)
E′
)
→ F ∗
X/k
j
(1)
∗ E,
and G as the image of the evaluation morphism
DX/k(logD)⊗OX F ∗X/kE′ → j∗F ∗X/kE = F ∗X/kj
(1)
∗ E.
These morphisms fit in a commutative diagram (writing F = FX/k for legibility):
F ∗
(
D
X
(1)
/k
(logD(1))⊗O
X(1)
E′
)
// F ∗j(1)∗ E
F ∗D
X
(1)
/k
(logD(1))⊗F−1O
X(1)
F−1E′
DX/k(logD
(1))⊗F−1O
X(1)
F−1E′
γ⊗id
OO
DX/k(logD)⊗OX F ∗E′ // j∗F ∗E,
where γ : DX/k(logD)→ F ∗X/kDX(1)/k(logD(1)) is the morphism from Proposi-
tion 2.3.6. It follows that G = F ∗
X/k
E, if γ is surjective.
This is a local question, so we may assume that X = SpecA and X =
SpecA[t−11 ], with t1, . . . , tr local coordinates on A. Then X
(1)
= SpecA⊗Fk k,
and t1 ⊗ 1, . . . , tr ⊗ 1 is a system of local coordinates for A⊗Fk k. The relative
frobenius FX/k then maps ti ⊗ 1 7→ tpi , for i = 1, . . . , r.
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Writing
δ
(pm)
ti
:=
tp
m
i
pm!
∂p
m
/∂tp
m
i ,
we claim that
(3.2) γ(δ
(pm)
ti ) = δ
(pm−1)
ti⊗1 ,
which shows that the image of γ contains all the generators of the OX -algebra
F ∗X/kDX(1)/k(logD
(1)), and thus that γ is surjective. As for the claim, it suffices
to observe that for s ≥ 0,
δ
(pm)
ti ((t
p
j )
s) =
{
0 i 6= j(
sp
pm
)
otherwise,
and finally that (
sp
pm
)
≡
(
s
pm−1
)
mod p.

3.2.20 Remark. This proof does not show that OX -coherent DX/k(logD)-
modules descend to O
X
(1)-coherent D
X
(1)
/k
(logD(1))-modules.
Moreover, a statement analogous to Proposition 3.2.19 for O
X
(1)-coherent
D
X
(1)
/k
(logD(1))-modules is false, due to the failure of Cartier’s theorem [Kat70,
§5.] for DX/k(logD)-modules in the form of a logarithmic analog of Theo-
rem 3.1.11 (see [Ogu94] for a discussion, and [Lor00] for a version of Cartier’s
theorem for log-schemes). 2
3.2.21 Corollary. With the notations from Proposition 3.2.19, if E is a locally
free O
X
(1)-coherent D
X
(1)
/k
(logD(1))-module with exponents α1, . . . , αn ∈ Zp,
then F ∗
X/k
E is a DX/k(logD)-module with exponents pα1, . . . , pαn.
Consequently, if E ∈ Stratrs((X(1), X(1))), with exponents α1, . . . , αn ∈
Zp/Z, then F ∗X/kE has exponents pα1, . . . , pαn ∈ Zp/Z. 2
Proof. The claim follows directly from the formula (3.2) and the fact that δ
(1)
t1
acts on F ∗
X/k
E = OX ⊗O(1)
X
E via δ
(1)
t1 (a⊗ e) = δ(1)t1 (a)⊗ e, i.e. the “first part of
the stratification” is regular. 
3.2.22 Remark. Note that multiplication by p is an automorphism of the group
Zp/Z. 2
3.2.23 Theorem. Let (X,X), (Y, Y ) be good partial compactifications and f¯ :
Y → X a universal homeomorphism such that f¯(X) ⊆ Y . If we write f := f¯ |X
then f induces an equivalence
f∗ : Stratrs((X,X)) ∼−→ Stratrs((Y, Y )). 2
Proof. This is the same argument as in the proof of Theorem 3.1.11, using
Proposition 3.2.19 instead of Proposition 3.1.10: There is a morphism g : Y →
X
(n)
, such that g(Y ) ⊆ X(n). Then (gf)∗ is an equivalence, so g∗ is essentially
surjective. Since g is faithfully flat, g∗ is an equvalence, so f∗ is also an
equivalence. 
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3.3 Regular singular bundles in general
Since resolution of singularities is not available in positive characteristic, we
unfortunately cannot define what it means for a stratified bundle on a smooth
k-scheme to be regular singular by considering a compactification X, such that
X \X is a strict normal crossings divisor. In this section we present a definition
that works in general, and we generalize the results from Section 3.2 to this
context.
We freely use the notations and results from Appendix A.
3.3.1 Definition. Let X/k be a smooth, separated, finite type k-scheme and E
a stratified bundle on X. Let ν be a discrete valuation on k(X) and Oν ⊆ k(X)
its valuation ring. Then E is called
(a) ν-regular, if the DX/k⊗k(X)-module E⊗k(X) comes via base change from
a free Oν-module of finite rank, which carries a compatible DOν/k-action.
(b) ν-regular singular, if the DX/k ⊗ k(X)-module E ⊗ k(X) comes via base
change from a free Oν-module of finite rank, which carries a compatible
DOν/k(logmν)-action, if mν is the maximal ideal of Oν .
(c) regular singular, if E is ν-regular singular for all geometric discrete valua-
tions on k(X), i.e. for all discrete valuations coming from codimension 1
points on some normal compactification of X.
Denote by Stratrs(X) the full subcategory of Strat(X) with objects the regular
singular stratified bundles. 2
3.3.2 Remark. Now the separatedness condition on X is really necessary, since
we are using Nagata’s compactification theorem [Lu¨t93]. 2
Next, we show that Definition 3.3.1 is indeed a reasonable definition, i.e. that
it reduces to the usual definition of regular singularity in the presence of a good
resoultion of singularities.
3.3.3 Proposition. Let X be a smooth, separated, finite type k-scheme and E
a stratified bundle on X. Then the following are equivalent:
(a) E is regular singular.
(b) E is (X,X)-regular singular for all good partial compactifications (X,X)
of X.
(c) For any normal compactification XN of X, and any open subset X ⊆ XN
with codimXN (X) ≥ 2, such that X ⊆ X, and such that (X,X) is a good
partial compactification, E is (X,X)-regular singular.
If X admits a good compactification X, i.e. if there exists a smooth proper
k-scheme X, such that X ⊆ X and such that X \X is a strict normal crossings
divisor, then (a)-(c) are equivalent to
(d) E is (X,X)-regular singular. 2
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Proof. Assume E is regular singular and let (X,X) be a good partial compact-
ification. The codimension 1 points η1, . . . , ηr of X lying in X \X correspond
to discrete valuations ν1, . . . , νr, and since E is regular singular, there are
open neighborhoods U i of ηi, such that we can extend E to an OUi-coherent
DUi/k(logU i \X)-module. In other words: E|Ui∩X is (X ∩U i, U i)-regular singu-
lar for every i, but then E is also (X,X)-regular singular by Proposition 3.2.12.
Thus (a) implies (b).
Clearly (b) implies implies (c). To see that (c) implies (a), let ν be a geometric
discrete valuation of k(X), i.e. a discrete valuation ν, such that there exists some
normal compactification XN of X and a codimension 1 point η ∈ XN , with
ν = νη. Then, if (c) holds, E is ν-regular singular. This can be done for every ν,
so E is regular singular.
From now on assume that X has a good compactification X. Then (b)
trivially implies (d), so finally assume that E is (X,X)-regular singular. Let ν
be a geometric discrete valuation of k(X), and XN a normal compactification of
X such that ν corresponds to a codimension 1 point η of XN . If η ∈ X, then
E is trivially ν-regular singular. If η 6∈ X, then we argue as follows: There is
a rational map G : XN 99K X, which is a morphism over some open subset
U ⊆ XN which contains all codimension 1 points of XN . Shrinking U around
η, we may assume that U is smooth over k, X ⊆ U , and that η is the only
generic point of XN \ X contained in U . The pair (X,U) is a good partial
compactification. It then suffices to check that E is (X,U)-regular singular. But
if E is a locally freeOX -coherentDX/k(logX\X)-module extending E, thenG∗E
is a OU -coherent DU/k(logU \X)-module extending E, by Proposition 3.2.17,
so E is (X,U)-regular singular. 
The category Stratrs(X) of regular singular bundles still has many of the
good properties of Stratrs((X,X)) for a good partial compactification (X,X):
3.3.4 Proposition. Let X be a smooth, separated, finite type k-scheme, and
let (X,X1) and (X,X2) be good partial compactifications.
(a) If (X,X1) ∼ (X,X2) (see Definition A.3), then
Stratrs((X,X1)) = Strat
rs((X,X2))
as full tannakian subcategories of Strat(X).
(b) If (X,X1) ≤ (X,X2), then
Stratrs((X,X2)) ⊆ Stratrs((X,X)1)
as full tannakian subcategories of Strat(X).
(c) If we write StratD(X) := Stratrs((X,X)) for D ∈ PC(X) an equivalence
class of partial compactifications, and (X,X) ∈ D, then the set of tannakian
subcategories {StratD(X)|D ∈ PC(X)} is an inductive system with respect
to inclusion.
(d) Stratrs(X) =
⋂
D∈PC(X) Strat
D(X).
(e) Stratrs(X) is a tannakian subcategory of Strat(X).
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(f) In particular, if ι : Stratrs(X) ↪→ Strat(X) is the inclusion, then for every
E ∈ Stratrs(X), ι restricts to an equivalence 〈E〉⊗ ∼−→ 〈ι(E)〉⊗. 2
3.3.5 Remark. Since we are dealing with full subcategories (even strictly full
subcategories) of the fixed ambient category Strat(X), there is no difficulty in
defining a directed system of such subcategories or their intersection. We may
be ignoring set theoretic problems though. 2
Proof (of Proposition 3.3.4). The points (a) to (d) are clear from the defi-
nitions, Corollary A.5 and Proposition 3.3.3.
Claim (e) and (f) follow easily using the characterization from Proposi-
tion 3.3.3, (b) together with Proposition 3.2.14: If E ∈ Stratrs(X) is a regular
singular stratified bundle, then E is (X,X)-regular singular for all good par-
tial compactifications (X,X) of X, so by Proposition 3.2.14 every subquotient
in Strat(X) is (X,X)-regular singular for every good partial compactification
(X,X), so every such subquotient lies in Stratrs(X). The same argument works
for tensor products and internal Homs. This proves (e) and (f). 
3.3.6 Proposition. Let f : Y → X be a dominant k-morphism of smooth,
separated, finite type k-schemes. If E ∈ Stratrs(X) then f∗E ∈ Stratrs(Y ). If
f is finite e´tale and tamely ramified (Definition B.2.1), then f∗E′ ∈ Stratrs(X)
for E′ ∈ Stratrs(Y ). 2
Proof. We first prove the statement about f∗. Let ν be a geometric discrete
valuation on k(Y ). By Proposition A.7 we find good partial compactifications
(Y, Y ), (X,X) and a morphism f¯ : Y → X, such that f¯ |Y = f , and such that
(Y, Y ) realizes the valuation ν. Applying Proposition 3.2.17 shows that f∗E is
ν-regular singular. Since we can do this for every geometric discrete valuation ν,
it follows that f∗E is regular singular.
For the statement about f∗, assume that f is finite e´tale and tamely ramified.
Then f∗E′ is a stratified bundle on X. To check that it is regular singular,
it suffices to consider good partial compactifications (X,X) such that X \X
is smooth, say with generic point η. Using Lemma B.1.9, we reduce to the
situation where (Y, Y ) is a good partial compactification, f¯ : Y → X a finite
sujective morphism, tamely ramified over X \ X and f¯ |Y = f . Then we can
apply Proposition 3.2.17 to show that f∗E′ is (X,X)-regular singular, and since
this works for every such good partial compactification (X,X) we are done. 
3.3.7 Remark. Of course one would expect f∗E to be regular singular, even if
f is not dominant, e.g. if f : C → X is a closed immersion of a curve into X.
At the moment of writing, the author does not know how to prove this. Note
that also in characteristic 0 this is the hardest part of proving that a stratified
bundle is regular singular if and only if it is regular singular on all curves. A
purely algebraic proof has been given only fairly recently; see [And07]. 2
Just like in Proposition 3.1.6 and Proposition 3.2.16, if U ⊆ X is an open
subset, we can analyze the restriction functor ρU : Strat
rs(X)→ Stratrs(U).
3.3.8 Proposition. Let X be a smooth, separated, finite type k-scheme and U
a dense open subset. Then the the following statements are true.
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(a) For E ∈ Stratrs(X), the restriction functor 〈E〉⊗ → 〈E|U 〉⊗ is an equiva-
lence.
(b) The restriction functor ρU : Strat
rs(X)→ Stratrs(U) is fully faithful.
(c) If ω : Stratrs(U)→ Vectfk is a fiber functor, then the induced morphism
of k-group schemes
pi1(Strat
rs(U), ω)→ pi1(Stratrs(X), ω|Stratrs(X))
is faithfully flat.
(d) If codimX(X \ U) ≥ 2, then ρU is an equivalence. 2
Proof. The arguments are almost the same as in Proposition 3.2.16.
(a) follows from Proposition 3.3.4 and Proposition 3.1.6.
(b) is true, as Stratrs(X) and Stratrs(U) are full subcategories of Strat(X),
resp. Strat(U), and, according to Proposition 3.1.6, the restriction functor
Strat(X)→ Strat(U) is fully faithful.
(c) again follows from Proposition C.2.3 and (a).
Finally, to show that (d) is true, we have to show that ρU is essentially
surjective. We know that Strat(X)→ Strat(U) is essentially surjective, so we
have to show that if E is a stratified bundle on X, such that E|U is regular
singular, then E is regular singular. But this follows from Proposition 3.3.3. 
3.3.9 Example. Every stratified line bundle on X is regular singular, because
it is (X,X)-regular singular for every good partial compactification (X,X), see
Example 3.2.4. 2
3.3.1 Exponents
In this section we extend the notion of exponents to general regular singular
stratified bundles. This is fairly straightforward: Let E be a regular singular
bundle on X. We know what exponents of E with respect to a partial compacti-
fication are, and it is easy to show that exponents with respect to two equivalent
partial compactifications agree. Thus for every codimension 1 point in some
normal compactification XN of X we get a well-defined set of exponents, and
we can pass to the union over the directed set of equivalence classes of partial
compacitifications, to get a set of exponents of E.
3.3.10 Proposition. Let X be a smooth, connected, separated, finite type k-
scheme. Let (X,X1) and (X,X2) be two good partial compactifications, such
that there are codimension 1 points η1 ∈ X1, η2 ∈ X2, such that νη1 = νη2 .
Then the set of exponents of E along η1 and the set of exponents exponents of E
along η2 agree.
In particular, if (X,X1) and (X,X2) are good partial compactifications, then
(a) Exp(X,X1)(E) = Exp(X,X2)(E) if (X,X1) ∼ (X,X2),
(b) Exp(X,X1)(E) ⊆ Exp(X,X2)(E) if (X,X1) ≤ (X,X2).
For the definition of Exp(X,Xi)(E), see Definition 3.2.6. 2
76 Chapter 3. Regular Singular Stratified Bundles
Proof. Let XN2 be a normal compactification of X2. Since X
N
2 is proper over
k, there is an open subset U ⊆ X1, such that codimX1(X1 \ U) ≥ 2, and a
morphism f : U → XN2 restricting to the identity on X. We show that f(η1) = η2
and that there is an open neighborhood Uη1 of η1 ∈ U , such that f |Uη1 is an
isomorphism onto its image.
Indeed, if f(η1) 6= η2, then there would be two ways different dotted arrows
in the following diagram:
Spec k(X)

// XN

SpecOν1 //
88
Spec(k)
which cannot happen, since XN is separated over k. This implies that we can
find an open set Uη1 containing X and η1, such that f(Uη1) ⊆ X2. We are now
in the following situation
X1
U
?
OO
f // XN2
η1 ∈ Uη1
?
OO
// X2 3 η2
?
OO
X
2 R
cc
- 
;;
Finally, note that since Uη1 and X2 are both regular schemes of the same
dimension, f is flat at η1. This means there is an open subset U2 of X2
containing X and η2, such that f restricted to the open set f
−1(U2) ⊆ Uη1 is
flat. But since f is birational, this means that f |f−1(U2) is an isomorphism onto
its image. 
3.3.11 Definition. Let X be a smooth, separated, finite type k-scheme, E ∈
Stratrs(X) a regular singular stratified bundle on X, and ν a discrete geometric
valuation on k(X). We define the set of exponents Expν(E) of E along ν to be
the exponents of E along any divisor in a good partial compactification (X,X)
with valuation ν. Proposition 3.3.10 shows that this is a well-defined notion.
We define the set of exponents of E to be
Exp(E) :=
⋃
(X,X)
Exp(X,X)(E) ⊆ Zp/Z
where the union runs over all good partial compactifications of X. 2
3.3.12 Proposition. In the situation of Definition 3.3.11,
Exp(E) =
⋃
D∈PC(X)
ExpD(E) =
⋃
ν∈DValgeom(X)
Expν(E),
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where for D ∈ PC(X), we write ExpD(E) = Exp(X,X)(E) for (X,X) ∈ D. 2
Proof. This is just a reformulation of the definition of Exp(E) and Proposi-
tion 3.3.10. 
3.3.13 Question. If X admits a good compactification and if E a regular sin-
gular stratified bundle on X, then it is easy to show that the subgroup of Zp/Z
generated by the exponents of E is finitely generated (if P is a point lying on
multiple components of the boundary divisor, then the exponents of E along
codimension 1 points in the blowing-up of X in P are a linear combination of
the exponents along the components on which P lies).
Is this also true if one does not assume resolution of singularities? We will
discuss this question further (although unfortunately not conclusively) in Section
3.4. 2
3.3.2 Topological invariance of Stratrs(X)
Just as for (X,X)-regular singular bundles (Section 3.2.4), and for the category
of tamely ramified covers of X, we can show that the category Stratrs(X) is a
“topological invariant” of X.
3.3.14 Theorem. Let f : Y → X be a universal homeomorphism of smooth,
separated, finite type k-schemes. Then f induces an equivalence
f∗ : Stratrs(X) ∼−→ Stratrs(Y ). 2
Proof. Since f∗ : Strat(X)→ Strat(Y ) is an equivalence by Theorem 3.1.11,
we just need to check that if f∗E is regular singular for E ∈ Strat(X), then E
is regular singular.
For this we need to show that for every good partial compactification (X,X),
such that X\X is smooth with generic point η, there exists an open neighborhood
U of η, an open subset V ⊆ Y , and a good partial compactification (V, V ), such
that f¯ induces a universal homeomorphism
g¯ : V → U
with g(V ) ⊆ U := U ∩X. Then we can apply Theorem 3.2.23 to finish.
Let U = SpecA be an affine open neighborhood of η, such that U := U ∩X =
SpecA[x−11 ] for some regular element x1 ∈ A. Because f is finite, V := f−1(U)
is also affine, say V = SpecB, and f |V is a universal homeomorphism. Let
B be the integral closure of A in B. Then fB : SpecB → SpecA is a finite
morphism. By construction, V := SpecB is normal, but perhaps not smooth.
Nevertheless, there is precisely one codimension 1 point in SpecB lying over η
(because k(X) ↪→ k(Y ) is purely inseparable), and we may shrink U around η.
There is an open neighborhood U
′ ⊆ U of η, such that V ′ := f−1
B
(U
′
) is smooth,
and V
′ → U ′ is precisely the universal homeomorphism we were looking for. 
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3.4 Regular singularities with respect to curves
and related notions
This section is inspired by [KS10]. Besides our definition of regular singular
stratified bundles (Definition 3.3.1) there are numerous other possible definitions
that turn out to be equivalent in characteristic 0. Unfortunately we cannot
prove similarly strong comparison theorems in positive characteristic (yet), but
nevertheless, we can prove a few things under additional hypotheses on k.
We continue to denote by k an algebraically closed base field of characteristic
p > 0.
3.4.1 Definition. Let X be a smooth, separated, finite type k-scheme. A
stratified bundle E on X is said to be
(a) curve-r.s. if for every morphism φ : C → X with C a regular curve over k,
the stratified bundle φ∗E is (C,C)-regular singular, where C is the regular
compactification of C.
(b) weakly curve-r.s. if the stratified bundle φ∗E is (C,C∪{P})-regular singular,
for every morphism φ : C → X with C a regular curve, and for every
P ∈ C \ C, with the property that there exists a normal compactification
XNP , such that for the extension φ
′ : C ∪ {P} → XNP , we have φ′(P ) ∈
(((XNP ) \X)red)reg.
(c) divisor-r.s. if E is ν-regular singular for every geometric discrete valuation
(Definition A.1) on k(X).
(d) weakly divisor-r.s., if there exists a normal compactification XN , such that
if η1, . . . , ηr ∈ XN \X are the codimension 1 points of XN \X, then E is
ηi-regular singular for i = 1, . . . , r.
Clearly, a stratified bundle E is weakly divisor-r.s. if it is divisor-r.s., and weakly
curve-r.s. if it is curve-r.s. 2
3.4.2 Remark. Our ultimate goal is to prove that the notions “curve-r.s.” and
“divisor-r.s.” and “weakly divisor-r.s.” are equivalent on smooth, separated, finite
type k-schemes. This is true in characteristic 0, see e.g. [Del70, Prop. 4.4]. For
now we have to content ourselves with the following results. The notion “weakly
curve-r.s.” should be understood as an auxiliary definition. 2
Before we come to the main result of this section, we make an immediate
observation:
3.4.3 Proposition. If X is a smooth curve, i.e. a smooth, separated, finite type
k-scheme of dimension 1, and X the smooth compactification of X, then the
four notions of regular singularity from Definition 3.4.1 agree, and are equivalent
to E being (X,X)-regular singular. 2
Proof. This is trivial. 
3.4.4 Theorem. Let X be a smooth, separated, finite type k-scheme of dimen-
sion ≥ 1. For a stratified bundle E on X, consider the following diagram:
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E is curve-r.s.fn
(δ)
(α)

E is weakly divisor-r.s.
E is weakly curve-r.s. E is divisor-r.s.
(γ)
KS
(β)
ks
(3.3)
The following statements are true:
(a) The solid implications from diagram (3.3) hold unconditionally.
(b) If k is uncountable, then the arrow (β) is an equivalence.
(c) If X admits a smooth compactification X with X \ X a strict normal
crossings divisor, then
• (Proposition 3.3.3) E is divisor-r.s. if and only if E is (X,X)-regular
singular.
• The implication (δ) holds.
• If k is uncountable, then (α), (β) and (δ) are equivalences.
(d) If E has finite monodromy, i.e. if the k-group scheme pi1(〈E〉⊗ , ω) is finite
for some fiber functor ω : 〈E〉⊗ → Vectfk, then (α), (β), and (δ) are
equivalences. 2
3.4.5 Corollary. If X is a smooth, separated, finite type k-scheme, and E a
stratified bundle on X such that φ∗E is regular singular for every k′-morphism
φ : C → Xk′ , for k′ a countable, algebraically closed extension of k and C a
regular k′-curve, then E is regular singular. 2
Proof. We need to show that E is ν-regular singular for every geometric
discrete valuation ν of X, if the condition of the corollary is satisfied. Let ν be
a geometric discrete valuation of X, and (X,X) a good partial compactification
of X realizing ν. As in the proof of Theorem 3.4.4, (b) below, we reduce to X
affine and E free, so that showing that E is (X,X)-regular singular boils down
to showing that the pole order of a certain countable set of functions in k(X) has
a common bound. This is independent of the coefficients, so we may base change
to a field K ⊇ k, K algebraically closed and uncountable (e.g. K := k((t))).
Then we can apply the theorem, to see that EK is regular singular if it is regular
singular along all regular K-curves. But every such curve is defined over a
countable, algebraically closed subfield k′ of K, so the corollary follows. 
3.4.6 Remark. • Theorem 3.4.4, (d) will follow from the results of Chapter
4. In fact, (δ) is an equivalence by Theorem 4.6.5.
Assume that E is weakly curve-r.s. and let (X,X) be a good partial
compactification. We want to show that E is (X,X)-regular singular,
and for this we may assume that X \X is regular. Let φ¯ : C → X be a
morphism with C a (possibly affine) regular curve. Write C := φ¯−1(X) and
φ := φ¯|C . Then by the definition of weakly curve-r.s., φ∗E is (C,C)-regular
singular. Thus Theorem 4.5.1 implies that E is (X,X)-regular singular.
We can do this for all partial compactifications (X,X) with X \X regular,
so we see that the arrow (β) is an equivalence, which implies that (α) is
an equivalence as well.
80 Chapter 3. Regular Singular Stratified Bundles
• The uncountability condition in (b) is annoying and can perhaps be re-
moved.
• The problem in showing that “divisor-r.s.” implies “curve-r.s.” is that
“divisor-r.s.” does not give a good condition for a stratified bundle to be
regular singular in a singular point P in XN \X for a normal compact-
ification XN . So if φ : C → X is a morphism from a regular curve to
X, and Q ∈ C a point of the regular compactification of C, such that
φ(Q) = P , then it is unclear how to connect the (ir)regularity of E at P
to the (ir)regularity of φ∗E at Q. This is why we have to resort to the
notion of “weakly curve-r.s.”.
• Note that an analog of [Del70, Prop. 4.6] in our characteristic p > 0
context fails: loc. cit. says that in characteristic 0, a stratified bundle E on
a smooth, separated, finite type k-scheme is regular singular if and only
if f∗E is regular singular for some dominant morphism f : Y → X, with
Y smooth, separated, and of finite type over k. If char k = p > 0, and
A1k = Spec k[T ], then we can take f : A1k → A1k to be the Artin-Schreier
covering given by T 7→ T p − T . This is a finite e´tale morphism so f∗OA1k
naturally carries the structure of a stratified bundle by Proposition 3.1.2,
and f∗f∗OA1k is the trivial stratified bundle of rank p, because the covering
A1k ×f A1k → A1k is the trivial covering, see e.g. Lemma 4.3.1. But f∗OA1k is
not regular singular: We saw in Example 1.4.4 that formally locally around
∞ ∈ P1k (i.e. on K := k((T−1))), f∗OA1k contains a nontrivial extension ofOK by itself, but f∗OA1k is regular singular if and only if it is a direct sum
of rank 1 objects formally locally around ∞. 2
Proof (of Theorem 3.4.4 (a)). Clearly the implications (α) and (γ) hold.
It remains to show that a divisor-r.s bundle E on X is always weakly curve-r.s.
For this let φ : C → X be a morphism of a regular k-curve to X, C the regular
compactification of C and P ∈ C \ C a closed point such that there exists a
normal compactification X
N
P , such that the canonical extension φ¯ : C → XNP
has the property that φ¯(P ) ∈ ((XNP \X)red)reg. But this means that φ¯(P ) is
a regular point of precisely one component of (XNP \ X)red. In other words,
there is an open subset X ⊆ XNP , such that P ∈ X, and such that (X,X) is
a good compactification. Let C ′ := C ∪ {P}, then φ¯ restricts to a morphism
φ′ : C ′ → X, such that φ′|C = φ. This means φ′ gives a morphism of the
associated log-schemes. Finally, if E is a OX -coherent DX/k(logX \X)-module
extending E, then φ′∗E is a OC′ -coherent DC′/k(logP )-module extending φ∗E,
which proves that φ∗E is (C,C ′)-regular singular. This shows that E is weakly
curve-r.s.. 
For the proof of Theorem 3.4.4 (b), we need the following observation:
3.4.7 Lemma. Let S be a regular noetherian scheme, X → S a smooth mor-
phism, with X = SpecA affine, and U = SpecA[t−1], with t ∈ A \ (A× ∪ {0}).
Assume that the closed subscheme D := V (t) ⊆ X is smooth over S. If g ∈ A[t−1],
then the set
Pol≤n(g) := {s ∈ S| g|Us ∈ Γ(Us,OUs) has pole order ≤ n along Ds}
is a constructible subset of S. 2
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Proof. Note that since D → S is smooth, Ds ⊆ Xs is a smooth divisor for
every s ∈ S, so it makes sense to talk about the pole order of g|Us along Ds.
Since Pol≤n(g) = Pol≤0(tng), it suffices to show that Pol≤0(g) is con-
structible.
The element g defines a commutative diagram of S-schemes
U 
 //
g

X
g

A1S
  // P1S .
The image g(X) ⊆ P1S is a constructible set, so g(X)∩({∞}×S) is a constructible
subset of P1S . If pr : P1S → S is the structure morphism of P1S , then pr(g(X) ∩
({∞} × S)) is a constructible subset of S. Finally note that S \ Pol≤0(g) =
pr((g(X) ∩ ({∞} × S)). 
Proof (of Theorem 3.4.4,(b)). Let k be an algebraically closed field of char-
acteristic p > 0, and assume that k is uncountable. We immediately reduce
to the case where X is connected and dimX ≥ 2. Assume that E is weakly
curve-r.s. and let ν be a divisorial valuation on k(X). By Proposition 3.3.3,
it is enough to check that E is (X,X)-regular singular for some good partial
compactification (X,X)-realizing ν. Then ν corresponds to a generic point
η ∈ D := X \X. By shrinking X around η, we may assume that X \X is a
smooth divisor with generic point η. Shrinking X further, we may assume that
• X = SpecA is affine,
• there exist coordinates x1, . . . , xn ∈ A such that D = V (x1).
• E corresponds to a free A[x−11 ]-module, say with basis e1, . . . , er.
If we write δ
(m)
x1 :=
xm1
m! ∂
m/∂xm1 ∈ DX/k, then for f ∈ A we can also write
δ(m)x1 (fei) =
r∑
j=1
b
(m)
ij (f)ej , with b
(m)
ij (f) ∈ A[x−11 ].
To show that E is regular singular, it suffices to show that the b
(m)
ij (f) have
bounded pole order along x1, because then the DX/k(logD)-module generated
by
∑r
i=1 eiA is contained in x
−N
1
⊕r
i=1 eiA, and thus finitely generated over A,
if N is the bound.
Since A is a finite type k-algebra, say A = k[y1, . . . , yd]/I, it suffices to
show that the pole order of b
(m)
ij (y¯
h
c ) has a common upper bound, for i, j,m,
h = 1, . . . , d, h ≥ 0, and y¯c the image of yc in A. Note that these are countably
many elements of A[x−11 ].
Define S := An−1k = Spec k[x2, . . . , xn]. We get a commutative diagram
X 
 // X
e´tale //
smooth
  
A1S

S
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Now consider the constructible sets Pol≤N (b
(m)
ij (y¯
h
c )) ⊆ S from Lemma 3.4.7 and
define
P≤N :=
⋂
i,j,m,c,h
Pol≤N (b
(m)
ij (y¯
h
c )).
This is a closed subset of S. Now since for every closed point s ∈ S the fiber Xs
is a regular curve over k, we see that by assumption E|Xs is (Xs, Xs)-regular
singular. But this means that there is some Ns ≥ 0, such that s ∈ P≤Ns . In
other words, ⋃
N≥0
P≤N (k) = S(k).
Since k is uncountable and since the P≤N are closed subsets of S, this means
there exists some N0 ≥ 0, such that P≤N0 = S (see e.g. [Liu02, Ex. 2.5.10]). The
definition of P≤N0 and Lemma 3.4.7 imply that the sets Pol≤N0(b
(m)
ij (y¯
h
c )) are
dense constructible subsets of S. But a dense constructible subset of an irreducible
noetherian space contains an open dense subset by [GW10, Prop. 10.14]. This
shows that the pole order of b
(m)
ij (y¯
h
c ) along x1 is bounded by N0, and thus that
E is (X,X)-regular singuar. 
Proof (of Theorem 3.4.4 (c)). Let (X,X) be a good compactification. By
Proposition 3.3.3, we know that a stratified bundle E on X is (X,X)-regular
singular if and only if it is divisor-r.s. Assume that E is (X,X)-regular singular,
then E is also curve-r.s.: Every closed immersion i : C ↪→ X with C a regular
k-curve extends to a morphism i¯ : C → X, so i∗E is (C,C)-regular singular
by Proposition 3.2.17. Note that for this argument to work it is essential that
X \X is a strict normal crossings divisor. It follows that the implication (δ)
from Theorem 3.4.4 holds. 
3.5 The tannakian perspective on regular singu-
larities
We recall the following construction from the theory of tannakian categories; see
also Proposition 1.2.6 and Appendix C.
As usual let k be an algebraically closed field of characteristic p > 0, and
X a smooth, separated, finite type k-scheme. Moreover, let E be a stratified
bundle on X, ω0 : 〈E〉⊗ → Vectfk a neutral fiber functor, and G := Aut⊗(ω0)
the associated monodromy group of E. This is a smooth, finite type k-group
scheme by Proposition 3.1.8. We write ρforget : 〈E〉⊗ → Coh(X) for the functor
which associates to a stratified bundle the underlying coherent sheaf. Then
by Theorem C.3.2 it follows that the GX -torsor Isom
⊗
K(ω0 ⊗k OX , ρforget) is
representable by an X-scheme hE,ω0 : XE,ω0 → X.
More precisely: The fiber functor ω0 induces an equivalence of Ind-categories
ω′0 : Ind(〈E〉⊗)→ Ind(RepfkG) ∼= RepkG.
Note that Ind(RepfkG) is equivalent to RepkG by Proposition C.2.2, and that
the category Ind(〈E〉⊗) is a subcategory of the category of OX -quasi-coherent
DX/k-modules. We also write
ρ′forget : Ind(〈E〉⊗)→ Ind(Coh(X)) ∼= QCoh(X)
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for the extension of ρforget to Ind-categories. Then Theorem C.3.2 shows that
there exists a canonical object Aω0 in Ind(〈E〉⊗), which is an algebra over
the trivial stratified bundle of rank 1, such that ω′0(Aω0) = (OG,∆) is the
right-regular representation of G, and such that XE,ω = Spec(ρ
′
forget(Aω0)).
Here (OG,∆) is OG considered as OG-comodule via the diagonal morphism
∆ : OG → OG ⊗k OG. Note that by Proposition C.2.6, for any E′ ∈ 〈E〉⊗ we
have Aω0 ⊗OX E′ ∼= Anω0 as objects of Ind(〈E〉⊗), for some n ≥ 0.
The following proposition shows how regular singularity of E is reflected in
the GX -torsor hE,ω0 : XE,ω0 → X:
3.5.1 Proposition. In addition to the notations from the preceding paragraphs,
let (X,X) be a good partial compactification.
Then E is regular singular (resp. (X,X)-regular singular) if and only if the
OX-quasi-coherent DX/k-module Aω0 is an increasing union of regular singular
stratified bundles (resp. (X,X)-regular singular stratified bundles). 2
Proof. Just for this proof “regular singular” either means (X,X)-regular sin-
gular or regular singular in the sense of Definition 3.3.1. The argument is the
same.
If E is regular singular, then every object of 〈E〉⊗ is regular singular by
Proposition 3.3.4, and Aω0 is an object of Ind(〈E〉⊗) by definition. Thus the
quasi-coherentDX/k-module Aω0 is an inductive limit of regular singular stratified
bundles, and hence also an increasing union of regular singular stratified bundles.
Conversely, if E is a stratified bundle, then ω′0(E) is a finite dimensional
representation of G, and hence a subrepresentation of (OG,∆)n for some n,
see Proposition C.2.6. Thus the stratified bundle E is a subobject of Anω0 in
Ind(〈E〉⊗). But by assumption Aω0 is an increasing union of regular singular
stratified bundles, so Anω0 is an increasing union of regular singular stratified
bundles. This means that E is a substratified bundle of a regular singular
stratified bundle and hence regular singular itself according to Proposition 3.3.4.
84 Chapter 3. Regular Singular Stratified Bundles
Chapter 4
Finite regular singular
stratified bundles
Let k again denote an algebraically closed field of characteristic p > 0. In this
chapter we study stratified bundles and regular singular stratified bundles having
finite monodromy groups. Recall that by dos Santos’ theorem (Proposition 3.1.8),
a finite monodromy group of a stratified bundle is automatically finite e´tale,
hence constant under our assumption on k. Saavedra [SR72, §VI.1] and dos
Santos [dS07] show how stratified bundles with finite monodromy and finite e´tale
coverings are related: If f : Y → X is a finite e´tale galois morphism with galois
group G, then f∗OY is a stratified bundle on X with monodromy group the
constant k-group scheme associated with G, see Proposition 4.1.4. Conversely, if
E is a stratified bundle with finite constant monodromy group G, then using
techniques going back to Nori, one constructs from E a finite e´tale galois covering
XE → X with group G, which trivializes E.
In this chapter we extend these methods and results to regular singular
bundles, and show that regular singular bundles with finite monodromy group
are related in the above sense to tamely ramified e´tale coverings.
We begin by reviewing some facts about stratified bundles with finite mon-
odromy group.
4.1 Finite stratified bundles
Throughout this section X denotes a smooth, connected, separated, finite type
k-scheme.
4.1.1 Definition. An object E ∈ Strat(X) is said to be finite or is said to have
finite monodromy if there is a rational point a ∈ X(k), such that pi1(〈E〉⊗ , ωa)
is finite over k, where ωa is the neutral fiber functor associated with a. Note
that by Proposition 3.1.7 this is equivalent to pi1(〈E〉⊗ , ω) being finite for all
k-valued fiber functors ω.
Since in our situation 〈E〉⊗ always has k-linear fiber functors by Theo-
rem C.1.7, E is finite if and only if every object of 〈E〉⊗ is isomorphic to a
subquotient of E⊕n for some n, see Proposition C.2.1. 2
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4.1.2 Proposition. If E is a stratified bundle on X, then the following are
equivalent:
(a) E is finite,
(b) E|U is finite for some open dense U ⊆ X,
(c) E|U is finite for any open denseU ⊆ X. 2
Proof. This follows directly from Proposition 3.1.6. 
4.1.3 Proposition. If E is a finite stratified bundle on X, then every object of
〈E〉⊗ is finite. 2
Proof. Let E′ ∈ 〈E〉⊗. If 〈E′〉⊗ ⊆ Strat(X) is the tannakian subcategory
(Definition C.1.5) generated by E′, then 〈E′〉⊗ naturally is is a tannakian
subcategory of 〈E〉⊗; more precisely it is the tannakian subcategory of 〈E〉⊗
generated by E′. If ω : 〈E〉⊗ → Vectfk is a fiber functor, then Proposition C.2.3
shows that the induced morphism of k-group schemes
pi1(〈E〉⊗ , ω)→ pi1(〈E′〉⊗ , ω|〈E′〉⊗)
is faithfully flat. Thus, if E is finite, so is E′. 
The main tool for working with finite stratified bundles is given by the
following proposition.
4.1.4 Proposition. Let S ⊆ Strat(X) be a ⊗-finitely generated, tannakian
subcategory of Strat(X) (see Definition C.1.6), ω : S → Vectk be a fiber functor
and G := pi1(S, ω). Then there exists a smooth G-torsor hS,ω : XS,ω → X with
the following properties:
(a) Every object of S is finite if and only if hS,ω is finite e´tale.
From now on assume that G is a finite (thus constant by Proposition 3.1.8) group
scheme, and hence hE,ω finite e´tale. Then hE,ω has the following properties.
(b) An object E ∈ Strat(X) is contained in S if and only if h∗S,ωE is trivial.
(c) If S ′ is a second tannakian subcategory of Strat(X) such that S ′ ⊆ S, then
there is finite e´tale morphism g such that the diagram
XS,ω
hS,ω

g // XS′,ω
hS′,ω{{
X
commutes.
(d) If ω′ is a second fiber functor on S, then there is an X-isomorphism
XS,ω
∼=−→ XS,ω′ .
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(e) For E ∈ S we have a functorial isomorphism
ω(E) = H0(Strat(Y ), h∗S,ωE) =
(
h∗S,ωE
)∇
.
For the general definition of H0, see Definition C.1.13.
Conversely, if G is a finite constant group scheme and f : Y → X a G-torsor,
i.e. a finite e´tale galois covering with group G, and Y the tannakian subcategory
of Strat(X) generated by those objects which become trivial after pullback allong
f , then:
(f) Y = 〈f∗OY 〉⊗ and there is a fiber functor ωf : Y → Vectk, such that
f = hY,ωf , and such that pi1(〈f∗OY 〉⊗ , ωf ) = G.
(g) If S ⊆ Strat(X) is a full tannakian subcategory such that f∗E is trivial for
every object E ∈ S, then S ⊆ Y, pi1(S, ωf |S) is finite constant and there
is a morphism g : Y → XS,ω, such that f = hS,ω ◦ g. 2
Proof. Recall that S can actually be generated by a single ⊗-generator (Defi-
nition C.1.6), but we work with S for notational convenience.
We again use the construction of Section C.3. The main ingredient not
intrinsic to the theory of tannakian categories is the fact that if E ∈ Strat(X) is
a stratified bundle then pi1(〈E〉⊗ , ω) is a smooth k-group scheme by dos Santos’
theorem Proposition 3.1.8. In particular, if pi1(〈E〉⊗ , ω) is finite, then it is finite
e´tale and hence constant if k is algebraically closed.
Back to the notations of the proposition: Let ρ : Strat(X)→ Coh(X) denote
the forgetful functor. To the fiber functor ω : S → Vectfk we associate in
Section C.3 a quasi-coherent OX -algebra AS,ω with DX/k-action, such that AS,ω
corresponds to the right regular representation of G in RepkG, and such that
SpecAS,ω = Isom⊗k (ω, ρ|S) =: XS,ω.
Write hS,ω : XS,ω → X for this G-torsor. Since G is smooth over k, hS,ω is
smooth, and it is finite if and only if AS,ω is coherent, if and only if S = 〈AS,ω〉⊗
if and only if G is finite. If G is finite, then every object of S is finite by
Proposition 4.1.3, because S admits a ⊗-generator. Conversely, if every object
of S is finite, then in particular a ⊗-generator of S is finite, so G is finite. (a)
follows.
Now assume that G is a finite e´tale group scheme on k, hence constant.
Then hS,ω is a finite e´tale morphism; in particular, AS,ω is an OX -algebra in
the category Strat(X). Moreover, the DXS,ω/k-action on h
∗
S,ωE = E ⊗OX AS,ω
agrees with the tensor product DX/k-action on E⊗OX AS,ω via the isomorphism
DXE,ω/k
∼=−→ h∗S,ωDX/k. In other words, the pull-back functor h∗E,ω factors
through
Strat(X)→ Strat(X), E 7→ E ⊗AS,ω.
Now everything follows fairly directly from general theory: (b) and (c)
follow from Proposition C.2.7; (d) follows from the fact that Isom⊗k (ω, ω
′) is an
fpqc-torsor on k, but k is algebraically closed, so the torsor is trivial.
Statement (e), follows from Proposition C.3.5.
For (f), note that f∗OY is a stratified bundle on X; more precisely, it is an OX -
algebra in Strat(X), see e.g. Example D.2.4, or Proposition 3.1.2. As above we see
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that the DY/k-structure on f
∗E agrees with the DX/k-structure on E⊗OX f∗OY
via the isomorphism DY/k
∼=−→ f∗DX/k. Since f is galois, f∗OY ⊗OX f∗OY ∼=
f∗Odeg fY , so f∗OY is trivialized on Y . Conversely, if f∗E = E ⊗ f∗OY is trivial,
i.e. E ⊗ f∗OY ∼= f∗OnY for some n, then E is a DX/k-submodule of f∗OnY , so we
have proven that the subcategory of Strat(X) spanned by bundles E trivialized
on Y is precisely 〈f∗OY 〉⊗. We define the functor ωf : 〈f∗OY 〉⊗ → Vectfk
by ωf (E) = H
0(Strat(Y ), f∗E) = (E ⊗ f∗OY )∇ (see Definition C.1.13 for the
general definition of H0), and this functor is faithful and exact since f∗E is
trivial for all E. Finally, the fundamental group pi1(〈f∗OY 〉⊗ , ω) is the constant
group scheme associated with G: Since Y ×X Y ∼= Y ×kG, we see that ωf (f∗OY )
is the right regular representation of G.
Lastly, (g) follows immediately from Proposition C.2.7. 
4.1.5 Corollary. If f : Y → X is a finite e´tale morphism, and f ′ : Y ′ → X its
galois closure with galois group G, then
Y := 〈f∗OY 〉⊗ = 〈f ′∗OY ′〉⊗ ⊆ Strat(X),
f ′ = hY,ωf′ , and f
′
∗OY ′ is finite with monodromy group the constant k-group
scheme associated with G. 2
Proof. Clearly Y ⊆ 〈f ′∗OY ′〉⊗ by Proposition 4.1.4, (b), so if hY,ωf′ : XY,ωf′ →
X is the associated galois e´tale morphism, then hY,ωf′ factors through f (because
h∗Y,ωf′ (f∗OY ) is trivial), and then by Proposition 4.1.4, (g), there is a morphism
Y ′ → XY,ωf′ , such that the diagram
XY,ωf′
""
hY,ω
f′

Y ′oo

f ′

Y
f

X
commutes. But since f ′ is the galois closure of f , it follows that Y ′ → XY,ωf′ is
an isomorphism. This shows that pi1(Y, ω′f ) = G. 
4.1.6 Definition. Let E ∈ Strat(X) be a stratified bundle and ω : 〈E〉⊗ →
Vectfk a fiber functor. We write hE,ω : XE,ω → X for the smooth pi1(〈E〉⊗ , ω)-
torsor associated with 〈E〉⊗ and ω in Proposition 4.1.4. If E is finite, then we
call the finite galois covering hE,ω the universal trivializing torsor associated
with E and ω. 2
4.1.7 Remark. A caution is in order: If E is not a finite stratified bundle, then
h∗E,ωE is not necessarily trivial in Strat(XE,ω); it is true that the DX/k-module
E ⊗ AE,ω is isomorphic to ArankEE,ω , but h∗E,ωE also carries an action of the
relative differential operators, which were trivial in the e´tale case. The fact
that there are no “new” differential operators acting on h∗E,ωE when E is finite,
makes the trivializing torsors useful in our context. 2
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4.1.8 Proposition ([EL11, Lemma 1.1]). A stratified bundle E on X is fi-
nite if and only if there exists a finite e´tale covering f : Y → X, such that
f∗E ∈ Strat(Y ) is trivial. 2
Proof. If E is finite, then it is trivialized by the universal trivializing torsor
associated with E and a fiber functor ω.
Conversely, if f : Y → X is finite e´tale such that f∗E is trivial. Then
E ⊆ f∗f∗E ⊆ f∗OnY as stratified bundles for some n. Without loss of generality
we may assume that f is galois e´tale with finite group G, so by Proposition 4.1.4
we know that f∗OY is a finite stratified bundle with monodromy the constant
k-group scheme associated with G. Then by Proposition 4.1.3 we know that
f∗OnY , and finally E ⊆ f∗OnY are finite. 
4.1.9 Corollary. If E is a stratified bundle on X, then the following are equiv-
alent:
(a) E is finite,
(b) E is e´tale locally finite, i.e. for any e´tale morphism f : U → X, with U of
finite type over k, the stratified bundle f∗E is finite,
(c) there exists some e´tale morphism f : U → X, with U of finite type over k,
such that f∗E is finite. 2
Proof. The main ingredient is that if f : U → X is any e´tale morphism
with U of finite type over k, then there is a nonempty open V ⊆ X such that
f |f−1(V ) : f−1(V )→ V is finite e´tale, since X is reduced.
Thus, if f : U → X is e´tale with U of finite type over k, let V ⊆ X be as
above. Then E is finite if and only if E|V is finite by Proposition 4.1.2, and by
Proposition 4.1.8, E|V is finite if and only if (f |f−1(V ))∗E|V = (f∗E)|f−1(V ) is
finite. But again by Proposition 4.1.2, f∗E is finite if and only if (f∗E)|f−1(V )
is finite, so we are done. 
4.2 Exponents of finite (X,X)-regular singular
stratified bundles
We continue to denote by k an algebraically closed field of characteristic p > 0.
4.2.1 Proposition. Let (X,X) be a good partial compactification, and E a
stratified bundle on X.
(a) E is (X,X)-regular if and only if E is (X,X)-regular singular and
Exp(X,X)(E) = {0} ⊆ Zp/Z.
(b) If E is (X,X)-regular singular and finite, then every element of
Exp(X,X)(E) ⊆ Zp/Z
is torsion. 2
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4.2.2 Remark. (a) Proposition 4.2.1, (a) states a major difference to the
situation in characteristic 0: If char(k) = 0, then there exist regular singular
flat connections on X with exponents 0 which are not regular, since the
residues can be nilpotent but nontrivial. As the proof of the proposition
shows, analogous objects do not exist in our characteristic p > 0 context,
essentially because of the existence of the decomposition Proposition 2.7.1.
(b) To illustrate the difference between characteristic 0 and characteristic p
mentioned in (a), let X = Spec k[t], X = Spec k[t±1] and assume that
the OX -module E := OX ⊕ OX with basis e1, e2 is given an action of
DX/k(log 0) with δ
(pn)
t (e1) = 0 and δ
(pn)
t (e2) = fne1 with fn ∈ k[t]. We
claim that δ
(pn)
t (E) ⊆ tp
n
E for every n. Indeed, since in DX/k(log 0) we
have (δ
(pn)
t )
p = δ
(pn)
t , it follows that
(δ
(pn)
t )
p−1(fn) = fn
and hence fn ∈ k[t±pn ]. Thus: every δ(p
n)
t acts trivially on E|0, and the
DX/k(logD)-action extends to a DX/k-action on E.
(c) The argument for Proposition 4.2.1, (b) given below actually shows more:
If there exists, perhaps after replacing (X,X) by an equivalent partial
compactification (see Appendix A), a good partial compactification (Y, Y )
and a finite morphism f¯ : Y → X such that f := f¯ |Y is a finite e´tale
morphism Y → X, and such that f∗E is (Y, Y )-regular, then the exponents
of E are torsion in Zp/Z.
(d) Tempting as it might seem, a converse to Proposition 4.2.1, (b) is not
true: If E is a stratified bundle on X which is not finite, then E|X is
a (X,X)-regular singular stratified bundle with torsion exponents, but
clearly E|X is not finite.
What is true however is the following: After perhaps replacing (X,X) by an
equivalent good partial compactification (see Appendix A), there exists a
good partial compactification (Y, Y ), a finite morphism f¯ : Y → X, tamely
ramified over X \X, such that f := f¯ |Y is a finite e´tale morphism Y → X,
and such that f∗E is (Y, Y )-regular. This follows from the argument in
the proof of Proposition 4.3.2. 2
Proof. Write D := X \X.
(a) We may take care of each component of D separately, so without loss of
generality we may assume that D is irreducible. If E is (X,X)-regular,
then, by definition, E can be extended to an OX -coherent DX/k-module E,
which is then locally free of finite rank. In particular E is regular singular,
and clearly the exponents of E are 0.
Conversely, assume that E is an (X,X)-regular singular stratified bundle
with Exp(X,X)(E) = 0. By Theorem 3.2.9 we may assume that there exists
a locally free OX -coherent DX/k(logD)-module extending E such that the
exponents of E along D are 0. Then E|D = F0 (see Proposition 2.7.1),
which in local coordinates x1, . . . , xn, such that D = V (x1), means that
Chapter 4. Finite regular singular stratified bundles 91
around D, δ
(m)
x1 (E) ⊆ x1E for all m. We prove that in fact δ(p
m)
x1 (E) ⊆
xp
m
1 E for all m ≥ 0. This would prove that the DX/k(logD)-action extends
to a DX/k-action.
Since we know that ∂
(1)
x1 (E) ⊆ x1E, that the logarithmic connection
given by the action of the operators of order ≤ 1 comes from an actual
non-logarithmic connection ∇1 on E. Write E1 = E∇1 for the subsheaf
of E given by sections e such that ∂
(1)
x1 (e) = 0. Then E1 is an OX(1)-
module, and since ∇1 is a connection, Cartier’s theorem [Kat70, Thm. 5.1]
shows that F ∗
X/k
E1 ∼= E, and that ∇1 is the canonical connection on
F ∗
X/k
E1. In particular, E1 is locally free over OX(1) with rankE1 =
rankE. Moreover, E1 carries a DX(1)/k(logD
(1))-action induced by the
one on E: δ
(pm)
x1 acts as an operator of order p
m−1 for all m, and the
exponents are still 0, since pulling back along F ∗
X/k
multiplies exponents by
p, see Corollary 3.2.21 and its proof. More precisely, if y1, . . . , yn are the
coordinates of X
(1)
corresponding to x1, . . . , xn, then δ
(pm)
x1 acts as δ
(pm−1)
y1 .
We can apply Proposition 2.7.1 to the D
X
(1)
/k
(logD(1))-module E1 to see
that δ
(1)
y1 (E1) ⊆ y1E1. Under the isomorphism F ∗X/kE1 ∼= E, this means
that δ
(p)
x1 (E) ⊆ xp1E, so we can give meaning to the operation of ∂(p)x1 on
E. Denoting by E2 the subsheaf of E consisting of sections annihilated by
∂
(1)
x1 and ∂
(p)
x1 , we can redo the same argument to see that δ
(p2)
x1 (E) ⊆ xp
2
1 E
and so on.
(b) Assume that E is finite and (X,X)-regular singular, and let E be a
locally free OX -coherent DX/k(logD)-module extending E. To show that
Exp(X,X)(E) ⊆ Zp ∩Q, we may assume that D is irreducible. Let f : Y →
X be a finite e´tale covering such that f∗E is trivial. Then, after shrinking
X further, we may assume that there is a normal scheme Y such that
Y ⊆ Y , and a finite map f¯ : Y → X, restricting to f over X. Shrinking X
around the generic point η of D, we may further assume that Y is smooth
and that f¯−1(D) is the disjoint union of smooth divisors D′1, . . . , D
′
n. Then
f∗E is (Y, Y )- regular singular, since a DY /k(log f¯
−1(D))-extension of f∗E
is given by f
∗
E. We know that f¯∗E has exponents in Z, so it suffices to
show that the exponent of f¯∗E along D′i are the exponents of E along D
multiplied by the ramification index of D′i over D. This is now a question
about finite extensions g : R ↪→ S of discrete valuation rings, with separable
extension of the fraction fields: Since the extension of fraction fields is
separable, g induces an isomorphism DS/k ⊗ FracS → DR/k ⊗R FracS. If
x is a uniformizer for R, y a uniformizer for S, and uye = x, with u ∈ S×,
then I claim that
(4.1) δ(p
m)
y =
∑
c+d=m
(
e
pc
)
δ(p
d)
x mod y ·DR/k(logD)⊗R S.
This would complete the proof because if a ∈ E ⊗ R is an element such
that δ
(pd)
x acts via
δ(p
d)
x (a) =
(
α
pd
)
a mod xE
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then if (4.1) holds, Lemma 1.1.9, (c) implies that
δ(p
m)
y (a) =
∑
c+d=m
(
e
pc
)(
α
pd
)
a+ yE ⊗ S =
(
eα
pm
)
a+ yE.
To show that (4.1) holds, we compute
δ(p
m)
y (x
r) = δ(p
m)
y (u
ryer)
= yp
m ∑
a+b=pm
a,b≥0
∂(a)y (u
r)∂(b)y (y
er)
=
(
er
pm
)
uryer +
∑
a+b=pm
a>0,b≥0
δ(a)y (u
r)
(
er
b
)
yer
=
(
er
pm
)
xr +
∑
a+b=pm
a>0,b≥0
(
er
b
)
xr
δ
(a)
y (ur)
ur
(4.2)
and ∑
c+d=m
(
e
pc
)
δ(p
d)
x (x
r) =
(
er
pm
)
xr,
where we have again used Lemma 1.1.9, (c).
Finally note that the difference θ := δ
(pm)
y −∑c+d=m ( epc)δ(pd)x is a differ-
ential operator in DR/k(logD) ⊗R S, which is divisible by y: In fact we
computed θ(xr) in (4.2), and
δ
(a)
y (ur)
ur
is always contained in (y), so for all r, we see that θ(xr) ∈ (xry), which
proves that θ ∈ yDR/k(logD)⊗R S. 
4.3 Tamely ramified coverings as regular singu-
lar stratified bundles
We continue to denote by k an algebraically closed field of characteristic p > 0.
Let X be a smooth, separated, finite type k-scheme. The goal of this section
is to relate the structure of an e´tale covering f : Y → X with the structure of
the finite stratified bundle f∗OY on X, see Corollary 4.1.5. We beginn with the
following easy lemma.
4.3.1 Lemma. Let f : Y → X be a finite e´tale covering.
(a) f is the trivial covering if and only if the stratified bundle f∗OY is trivial.
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(b) If g : Z → X is a second e´tale covering such that the projection Z×XY → Z
is the trivial covering, then g factors (nonuniquely) through f , i.e. there is
a commutative diagram
2
Z
h //
g   
Y
f

X
Proof. In Corollary 4.1.5 we saw that the galois closure f ′ : Y ′ → Y of f is a
universal trivializing torsor associated via tannaka theory with the tannakian
category 〈f∗OY 〉⊗ and some fiber functor, so (a) follows. (Of course one can
also give a direct proof: The point is that if f∗OY ∼= OnX is a morphism of
DX/k-modules, then it automatically is an isomorphism of OX -algebras).
Part (b) is a consequence of Proposition 4.1.4, but it is easier to note that
under our assumption the trivial covering Z ×X Y → Z has a section σ∐
Z
gY //


Y
f

Z
h
55
σ
EE
g // X,
so we can define h := (gY ) ◦ σ. 
4.3.2 Proposition. Let (X,X) be a good partial compactification and f : Y →
X a finite e´tale morphism. The following are equivalent:
(a) f is tamely ramified with respect to the strict normal crossings divisor
X \X.
(b) f∗OY is (X,X)-regular singular. 2
Proof. (a) implies (b) by Corollary 3.2.18.
For the converse, we may assume that Y is galois e´tale: If the galois clo-
sure of Y is tamely ramified with respect to D := X \ X, then so is Y , see
Proposition B.1.10.
Let η1, . . . , ηn be the generic points of D, and X1, . . . , Xn open neighborhoods
of η1, . . . , ηn, such that ηj ∈ Xi if and only if j = i. Define Xi := Xi ∩X and
Yi := f
−1(Xi). To show that f : Y → X is tamely ramified with respect to
(X,X), it suffices to show that fi := f |Yi : Yi → Xi is tamely ramified with
respect to ηi for i = 1, . . . , n. Hence we may assume that D is irreducible with
generic point η, and we may always replace X by an open neighborhood X
′
of
η, X by X
′ ∩X and Y by the preimage of X ∩X ′.
To show that f : Y → X is tamely ramified with respect to η, it is enough
to show that (perhaps after shrinking X around η) there exists a finite e´tale
morphism g : W → X, tamely ramified with respect to η, such that the pullback
W ×X Y →W is the trivial covering, because then f is dominated by a covering
tamely ramified with respect to η and hence tame over η itself.
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For readability we write E := f∗OY . By Proposition 4.2.1, the exponents
of E are torsion in Zp/Z, which means that if E is a locally free OX -coherent
DX/k(logD)-module extending E, then the exponents of E are in Q ∩ Zp. This
means we can find a tamely ramified finite e´tale covering g¯ : SpecR→ SpecOX,η
of the discrete valuation ring OX,η, such that the exponents of E ⊗OX,η R along
the components of g¯−1(η) are in Z.
Indeed, let x1 be a uniformizer for OX,η. If α ∈ (Zp ∩ Q) \ Z has the
property that Fα 6= 0 in the decomposition of E|D from Proposition 2.7.1, say
α = r/s, with (s, p) = 1 and (r, s) = 1, then the Kummer covering given by
g¯ : OX,η → R := OX,η[t]/(ts − x1) is tamely ramified, and the exponents of
g¯∗Eη along g¯−1(η) will be the exponents of E along η multiplied by s. We saw
this in the proof of Proposition 4.2.1. Repeating this process for all noninteger
exponents, we obtain the desired tame covering, which we will also denote
by g¯ : SpecR → SpecOX,η, such that the exponents of g¯∗E are contained in
Z ⊆ Zp.
Write g for the restriction of g¯ to g¯−1(Spec k(X)). By construction g is e´tale,
and by Lemma B.1.9 we may also assume that g is galois e´tale. To summarize
the notation:
SpecR
g¯
tame
// SpecOX,η
Spec(FracR)
?
open
OO
g
galois
e´tale
// Spec k(X)
?
open
OO
The fact that g¯∗Eη has integer exponents then implies (by Proposition 4.2.1)
that we find a stratified bundle E
′
on R, such that E
′|Spec(FracR) ∼= g∗E|Spec k(X)
as stratified bundles on k(X) = FracOX,η.
Since g is finite, we may actually spread it out to an open neighborhood U
of η ∈ X, i.e. after replacing X by U , X by U ∩X, Y by f−1(U ∩X) we find
a finite morphism g¯ : V → X, such that writing V := g¯−1(X), and g := g¯|V , it
follows that g is e´tale, g¯ tamely ramified over η, and such that there is a stratified
bundle E
′
on V restricting to the finite bundle g∗E. Note that Proposition 3.1.6
implies that E
′
is also finite. But this means we find a finite e´tale morphism
h¯ : W → V , such that h∗E′ is trivial. Writing W := h¯−1(V ), we see that h∗g∗E
is trivial and gh is tame. Finally, since E = f∗OY , this means by Lemma 4.3.1
that the covering
Y ×X W →W
obtained by pulling back f : Y → X along gh : W → X is trivial, which is what
we wanted to prove. 
Using Proposition 4.3.2 we can derive a similar statment for the general
notion of regular singular stratified bundles from Definition 3.3.1:
4.3.3 Proposition. Let X be a smooth, separated, finite type k-scheme and
f : Y → X a finite e´tale morphism. The following are equivalent:
(a) f is tamely ramified (in the sense of Definition B.2.1).
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(b) f∗E is regular singular for every E ∈ Stratrs(X).
(c) f∗OY is regular singular. 2
Proof. If (a) holds, then (b) follows by Proposition 3.3.6. (b) trivially implies
(c), so assume that (c) holds. We need to show that f : Y → X is tamely ramified.
By Definition B.2.1 this is equivalent to f being tamely ramified with respect to
every good partial compactification (X,X) of X. But if f∗OY is regular singular,
then it is (X,X)-regular singular for every good partial compactification (X,X),
and (a) holds according to Proposition 4.3.2. 
4.4 Finite (X,X)-regular singular stratified bun-
dles
It is now easy to derive the main results about finite regular singular stratified
bundles relative to a fixed good partial compactification:
4.4.1 Theorem. Let (X,X) be a good partial compactification and E a stratified
bundle on X. Then the following are equivalent:
(a) E is finite and (X,X)-regular singular.
(b) There is a finite galois e´tale morphism f : Y → X, tamely ramified with
respect to X \X, such that f∗E ∈ Strat(Y ) is trivial.
(c) There is a finite e´tale morphism f : Y → X, tamely ramified with respect
to X \X, such that f∗E ∈ Strat(Y ) is trivial. 2
Proof. Let ω : 〈E〉⊗ → Vectfk be a fiber functor and G := pi1(〈E〉⊗ , ω).
Assume (a). Then as explained before, e.g. in Proposition 4.1.8, the G-torsor
hE,ω : XE,ω → X is finite galois e´tale, and it trivializes E. Proposition 3.5.1
then shows that (hE,ω)∗OXE,ω is (X,X)-regular singular, and Proposition 4.3.2
shows that hE,ω is a tamely ramified galois covering with with respect to X \X.
Clearly (b) implies (c), so it only remains to prove that (c) implies (a):
Assume that f : Y → X is tamely ramified with respect to X \ X and as-
sume that f trivializes E. Then f∗OY is (X,X)-regular singular according to
Proposition 4.3.2, and E is a substratified bundle of the (X,X)-regular singular
stratified bundle f∗f∗E = f∗OrankEY , which shows that E itself is (X,X)-regular
singular. 
The proof of the theorem actually shows more:
4.4.2 Corollary. With the notation from Theorem 4.4.1, the following are
equivalent:
(a) E is finite and (X,X)-regular singular,
(b) If ω is any neutral fiber functor for 〈E〉⊗, then the trivializing torsor
hE,ω : XE,ω → X is finite e´tale and tamely ramified with respect to X \X.
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Moreover, if one of the above holds, then if f : Y → X is any finite galois
covering, such that f∗E is trivial, and h : Y ′ → X the maximal subcovering
which is tame with respect to X \X, then h∗E is trivial. 2
Proof. The first statement follows directly from the proof of the theorem. For
the second statement, note that f factors through hE,ω : XE,ω → X: Since f∗E
is trivial, f∗(hE,ω)∗OXE,ω is also trivial. By Lemma 4.3.1 this means that the
pullback covering Y ×X XE,ω → Y is the trivial covering, and that f indeed
factors through hE,ω. But hE,ω is tamely ramified with respect to X \X, so
h′ : Y ′ → X also factors through hE,ω, which proves that h′∗E is trivial.
We also obtain a generalization of [dS07, Prop. 13]. For a k-group scheme G,
denote by G0 the connected component of the origin, and write pi0(G) := G/G
0.
This is an e´tale group scheme over k.
4.4.3 Corollary. Let (X,X) be a good partial compactification, and D := X\X.
Let x ∈ X be a closed point. Write Πrs
(X,X)
:= pi1(Strat
rs((X,X)), ωx), for the
fiber functor ωx associated with x. Then there is a quotient map of k-group
schemes
φ : Πrs
(X,X)
 piD1 (X,x),
where piD1 (X,x) is the constant group scheme associated with the profinite group
classifying e´tale coverings of X which are tame with respect to D. This map
factors uniquely through the canonical quotient Πrs
(X,X)
 pi0(Πrs(X,X)), and
induces a continuous isomorphism
pi0(Π
rs
(X,X)
)
∼−→ piD1 (X,x). 2
Proof. To simplify notation, lets write Π0 := pi0(Π
rs
(X,X)
). We first make some
general remarks about the category Repfk(Π0). The quotient Π
rs
X  Π0 induces
an embedding of tannakian categories Repfk(Π0) ↪→ Repfk(Πrs(X,X)) such that
Π0 = Aut
⊗(ωx|Repfk(Π0)). The group scheme Π0 is the inverse limit of the finite
type k-group schemes pi1(〈E〉⊗ , ωx) for E ∈ Repfk(Π0). Note that by dos Santos’
theorem Proposition 3.1.8 the groups pi1(〈E〉⊗ , ωx) are e´tale over k, and thus
also finite e´tale. Hence Π0 is pro-e´tale, and since k is algebraically closed even
profinite. On the other hand, if E is an object of Repfk(Π
rs
(X,X)
), such that
pi1(〈E〉⊗ , ωx) is finite, then the quotient Πrs(X,X)  pi1(〈E〉⊗ , ωx) factors through
Π0, by definition of the functor pi0.
In other words, the essential image of the inclusion functor Repfk(Π0) ↪→
Repfk(Π
rs
(X,X)
) is the smallest tannakian subcategory of Repfk(Π
rs
(X,X)
) contain-
ing every object E with pi1(〈E〉⊗ , ωx) finite. In fact, it is the union of 〈E〉⊗
where E runs through the finite objects.
Let piD1 (X,x)  G be a finite quotient, corresponding to a finite galois
covering f : Y → X tamely ramified with respect to D. We have seen in
Proposition 4.1.4 and Theorem 4.4.1 that f gives rise to an (X,X)-regular
singular bundle f∗OY with pi1(〈f∗OY 〉⊗ , ωf ) = G (abusing notation, we write
G also for the constant k-group scheme associated to G. Recall that k is always
algebraically closed). Here ωf : 〈f∗OY 〉⊗ → Vectfk is the fiber functor given by
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E 7→ (f∗E)∇. If we consider 〈f∗OY 〉⊗ as a tannakian subcategory of Repfk Π0,
then ωf = ωx|〈f∗OY 〉⊗ .
This means that we get a surjective morphism Π0  G for every finite quotient
G of piD1 (X,x), i.e. a surjective morphism Π0  piD1 (X,x), and consequently
inclusions of categories
Repfk
(
piD1 (X,x)
)
↪→ Repfk(Π0) ↪→ Repfk(Πrs(X,X)),
commuting with the forgetful functors.
Finally, if E is an object of Repfk(Π0), then it has finite mondodromy, and
〈E〉⊗ = 〈f∗OY 〉⊗ for some finite e´tale covering f : Y → X, tame with respect to
D (in fact f can be taken to be the trivializing torsor associated to E and ωx).
But this means that E ∈ Repfk
(
piD1 (X,x)
)
, i.e. that the inclusion
Repfk
(
piD1 (X,x)
)
↪→ Repfk(Π0)
is actually an equivalence, which is what we wanted to show. 
4.4.4 Remark. Taking X = X in Corollary 4.4.3, we recover dos Santos’
theorem [dS07, Prop. 13]. 2
4.5 Finite stratified bundles restricted to curves
We continue to denote by k an algebraically closed field of characteristic p > 0.
Let X be a smooth, separated, finite type k-scheme. In Section 3.4 we discussed
the notion “curve-r.s.” for stratified bundles on X. In this section we discuss
the analogous notion relative to a fixed good partial compactification, and we
show that for stratified bundles with finite monodromy we indeed have that
(X,X)-regular singularity is equivalent to regular singularity on curves, in an
appropriate sense.
We generalize the results of this section to the absolute notion of regular
singularity from Definition 3.3.1 in Section 4.6.
4.5.1 Theorem. Let X be a smooth, connected, separated, finite type k-scheme,
and (X,X) a good partial compactification with D := X \ X. Then a finite
stratified bundle E on X is (X,X)-regular singular, if and only if for every
regular k-curve C and every morphism φ¯ : C → X, with φ¯(C) 6⊆ D, writing
C := φ¯−1(X) and φ := φ¯|C , the stratified bundle φ∗E is (C,C)-regular singular.2
Proof. If E is (X,X)-regular singular, the assumption that the image of C is
not contained in the boundary divisor D, implies that Proposition 3.2.17 applies,
so φ∗E is (C,C)-regular singular for every φ¯ from the statement.
Conversely, assume that φ∗E is regular singular for all φ¯ as above. Let ω be
a k-valued fiber functor for 〈E〉⊗, then pi1(〈E〉⊗ , ω) is a finite constant k-group
scheme, because k is algebraically closed, and because pi1(〈E〉⊗ , ω) is e´tale by
Proposition 3.1.8. Write G for the finite group associated with the constant
group scheme pi1(〈E〉⊗ , ω). Let hE,ω : XE,ω → X be the trivializing torsor
associated with ω, e.g. as in Proposition 4.1.8. It is galois e´tale with group
G. The goal is to show that hE,ω is tamely ramified with respect to D since
Theorem 4.4.1 then implies that E is regular singular.
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Consider the fiber product fC,E : XE,ω ×X C → C. This is a finite e´tale
covering, and it is the disjoint union
∐
j Cj → C, with Cj connected regular
curves. Moreover, all Cj are C-isomorphic, say to f : C
′ → C, as they are
permuted by the action of G. To summarize notation, we have the following
commutative diagram
C ′ 
 φ //
f
''
XE,ω ×X C =
∐
C ′
pr //

XE,ω
hE,ω

C
φ // X
(4.3)
Define ωφ : 〈φ∗E〉⊗ → Vectfk by F 7→ H0Strat(C ′, f∗F ) = H0(Strat(C ′), f∗F ),
see Definition C.1.13. This is a k-linear fiber functor since f∗F is trivial for
every F ∈ 〈φ∗E〉⊗ (because f∗φ∗E is trivial by construction), and we obtain a
commutative diagram
〈E〉⊗
φ∗ //
ω
##
〈φ∗E〉⊗
ωφ
zz
Vectfk
Indeed, by Proposition 4.1.4, (e), we know that (with notations from (4.3))
ω(N) = H0(Strat(XE,ω), h
∗
E,ωN︸ ︷︷ ︸
trivial
)
= H0(Strat(C ′), φ∗ pr∗ h∗E,ωN)
= H0(Strat(C ′), f∗φ∗N)
= ωφ(φ
∗N)
Thus we get a morphism of group schemes ψ : pi1(〈φ∗E〉⊗ , ωφ) → pi1(〈E〉 , ω).
Since φ∗E is finite, this is a morphism of constant k-group schemes, and by
Proposition C.2.1 every object of 〈φ∗E〉⊗ ⊆ Strat(C) is a subquotient of φ∗En
for some n. Thus by Proposition C.2.3, ψ is a closed immersion, f : C ′ → C is a
pi1(〈φ∗E〉 , ωφ)-torsor; in fact it is the universal trivializing torsor for φ∗E and
ωφ, according to the following elementary lemma:
4.5.2 Lemma. Let H ⊆ G be finite groups, and R ⊆ G be a set of representa-
tives for G/H. Then k[G] =
⊕
r∈R k[H] in RepfkH. 2
Theorem 4.4.1 then shows that f is tame with respect to C \ C, since by
assumption φ∗E is (C,C)-regular singular. As a disjoint union of copies of f ,
the covering XE,ω ×X C → C then is also tame with respect to C \ C. Finally,
we invoke the theorem of Kerz-Schmidt Proposition B.1.8, which shows that
XE,ω → X is tame with respect to X \X. 
4.5.3 Corollary. Let X be a smooth, proper, connected, finite type k-scheme,
and X ⊆ X an open subscheme such that D := X \X is a strict normal crossings
divisor. Then a finite stratified bundle E on X is (X,X)-regular singular, if and
only if φ∗E is (C,C)-regular singular for every morphism φ : C → X, with C a
regular curve, and C the regular compactification of C. 2
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Proof. This follows directly from Theorem 4.5.1, because any morphism φ
extends uniquely to a morphism φ¯ : C → X by the properness of X. 
4.6 Finite regular singular stratified bundles in
general
In this section we generalize the results about finite bundles which are regular
singular with respect to a fixed good partial compactification to the general
notion of regular singularities form Definition 3.3.1.
We start with a generalization of Proposition 4.2.1.
4.6.1 Proposition. Let X be a smooth, separated, finite type k-scheme and
E ∈ Stratrs(X). If E is finite then the elements of Exp(E) are torsion in Zp/Z.2
Proof. If E is finite, then E is trivialized on a finite e´tale covering f : Y → X.
Let (X,X) be a good partial compactification of X. Then by Proposition 4.2.1,
the exponents of all geometric discrete valuations ν which are realized by (X,X)
are torsion. This is true for every good partial compactification, so Proposi-
tion 3.3.12 shows that Exp(E) is torsion in Zp/Z. 
The main result of this section is a generalization of Theorem 4.4.1:
4.6.2 Theorem. Let X be a smooth, separated, finite type k scheme and E a
stratified bundle on X. Then the following are equivalent:
(a) E is finite and regular singular.
(b) There is a finite tamely ramified galois e´tale morphism f : Y → X, such
that f∗E ∈ Strat(Y ) is trivial.
(c) There is a finite tamely ramified e´tale morphism f : Y → X, such that
f∗E ∈ Strat(Y ) is trivial. 2
Proof. Assume (a) and fix a fiber functor ω for 〈E〉⊗. Since E is (X,X)-regular
singular for every good partial compactification (X,X), Corollary 4.4.2 shows
that the trivializing torsor hE,ω : XE,ω → X is tamely ramified with respect to
every good partial compactification (X,X), which is equivalent to hE,ω being
tame, see Definition B.2.1.
The rest is easy: (b) trivially implies (c), and if (c) holds, then E finite by
Proposition 4.1.8, and it is a substratified bundle of the regular singular bundle
f∗OrankEY (Proposition 3.3.6), so E is regular singular itself by Proposition 3.3.4.
Again, the proof of the theorem shows more:
4.6.3 Corollary. With the notation from Theorem 4.6.2, the following are
equivalent:
(a) E is finite and regular singular,
(b) If ω is any neutral fiber functor for 〈E〉⊗, then the trivializing torsor
hE,ω : XE,ω → X is finite e´tale and tamely ramified.
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Moreover, if one of the above holds, then if f : Y → X is any finite galois covering,
such that f∗E is trivial, and h : Y ′ → X the maximal tame subcovering, then
h∗E is trivial. 2
Proof. The proof of Corollary 4.4.2 holds without change. 
We also obtain a generalization of Corollary 4.4.3.
4.6.4 Corollary. Let X be a smooth, connected, separated k-scheme of finite
type, and x ∈ X(k) a rational point. Write ΠrsX := pi1(Stratrs(X), ωx), for the
fiber functor ωx associated to x. Then there is a quotient map of k-group schemes
φ : ΠrsX  pitame1 (X,x),
where pitame1 (X,x) is the constant group scheme associated to the profinite group
classifying tame e´tale coverings of X, see Section B.2. This map factors uniquely
through the canonical quotient ΠrsX  pi0(ΠrsX), and induces a continuous isomor-
phism
pi0(Π
rs
X)
∼−→ pitame1 (X,x). 2
Proof. First, note that pi0(Π
rs
X) is (the constant k-group scheme associated
with) a profinite group, because it is a quotient of pi0(pi1(Strat(X), ωx)), which
is the constant group scheme associated to pi1(X,x), Remark 4.4.4.
By Corollary A.5 we know that the partially ordered set PC(X) of equivalence
classes of good partial compactifications of X is directed. Also, with the notation
from Corollary 4.4.3: Πrs
(X,X)
= Πrs
(X,X
′
)
if (X,X) and (X,X
′
) are equivalent, so
we can write ΠrsD for D ∈ PC(X) an equivalence class of good partial compact-
ifications. Similarly we can write piD1 (X,x) for the profinite group classifying
finite e´tale coverings tamely ramified with respect to D, see Proposition B.1.5.
By Corollary 4.4.3 we have an canonical continuous isomorphism
(4.4) pi0(Π
rs
D)
∼=−→ piD1 (X,x).
Moreover, if D1, D2 ∈ PC(X) and D2 ≤ D1, then there are canonical
continuous quotient maps
(4.5) pi0(Π
rs
D2) pi0(Π
rs
D1),
and
(4.6) piD21 (X,x) piD11 (X,x).
such that (4.5) induces (4.6) via the isomorphism from Corollary 4.4.3. This
means that the inductive systems (pi0(Π
rs
D))D∈PC(X) and (pi
D
1 (X,x))D∈PC(X)
with the transition morphisms (4.5) and (4.6) are isomorphic.
Next, by Proposition B.2.5 we know that that pitame1 (X,x) = lim−→D pi
D
1 (X,x)
in the category of profinite groups. Likewise, we show that
pi0(Π
rs
X) = lim−→
D∈PC(X)
pi0(Π
rs
D).
Indeed, a profinite group G and a compatible system of continuous maps
(pi0(Π
rs
D)→ G)D∈PC(X),
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gives rise (via the isomorphism (4.4)) to a compatible system of continuous maps
(φD : pi
D
1 (X,x) G)D∈PC(X)
and thus to a tame pro-e´tale galois covering Y → X with group im(φD). The
group im(φD) is profinite and independent of D, since the transition morphisms
of the inductive system are surjective. If im(φD) = lim←−N im(φD)/N with N ⊆
im(φD) normal open subgroups, then Y = lim←−N YN , and each fN : YN → X
corresponds to a regular singular bundle (fN )∗OYN on X. We obtain a continuous
map
pi0(Π
rs
X) lim←−
N
pi1(〈(fN )∗OYN 〉⊗ , ωx) = lim←−
N
im(φD)/N = im(φD) ↪→ G
Conversely, any continuous map pi0(Π
rs
X) → G gives a compatible system of
continuous maps
(pi0(Π
rs
D) pi0(ΠrsX)→ G)D∈PC(X),
and the two constructions are mutually inverse. Thus we have proven:
pi0(Π
rs
X) = lim−→
D
pi0(Π
rs
D))
∼= lim−→
D
piD1 (X,x) = pi
tame
1 (X,x).

Finally we derive a generalization of Corollary 4.5.3:
4.6.5 Theorem. Let X be a smooth, finite type k-scheme, Then a finite strati-
fied bundle E on X is regular singular, if and only if φ∗E is regular singular for
every morphism φ : C → X, with C a regular curve. 2
Proof. Let ω be a neutral fiber functor for 〈E〉⊗, and let hE,ω : XE,ω → X be
the trivializing torsor for E and ω. By Corollary 4.6.3, E is regular singular if
and only if hE,ω is tamely ramified. By Theorem B.2.2 of Kerz-Schmidt, hE,ω is
tame if and only if hE,ω ×X φ : XE,ω ×X C → C is tame for all φ : C → X as in
the claim.
As in the proof of Theorem 4.5.1 it follows that XE,ω×XC is C-isomorphic to
a disjoint union of copies of the trivializing torsor hφ∗E,ωφ : Cφ∗E,ωφ → C, where
ωφ is the fiber functor as defined in the proof of Theorem 4.5.1. So hE,ω ×X φ is
tame if and only if hφ∗E,ωφ is tame. But this is equivalent to φ
∗E being regular
singular, again by Corollary 4.6.3. This completes the proof. 
102 Chapter 4. Finite regular singular stratified bundles
Chapter 5
Regular singular stratified
bundles on simply
connected varieties
In this chapter we start exploring an analog of a consequence of the Riemann-
Hilbert correspondence, as developed by P. Deligne in [Del70]: If C is an
algebraically closed field of characteristic 0, X a smooth, separated, finite type C-
scheme and x ∈ X(C) a rational point, then there is an equivalence of categories
RepfC(pi
top
1 (X(C), x))→ Stratrs(X).
Here usually Stratrs(X) is identified with the category of coherent OX -modules
with flat, regular singular connection, and pitop1 (X(C), x) denotes the fundamental
group of the topological space X(C) with its compex topology. From a tannakian
point of view, if ωx : Strat
rs(X)→ VectfC is the neutral fiber functor associated
with x, this shows that there is an isomorphism of pro-algebraic C-group schemes
pi1(Strat(X), ωx) ∼=
(
pitop1 (X(C), x)
)alg
where for an abstract group G, the C-group scheme Galg is the algebraic hull of
G, i.e. the pro-algebraic C-group scheme associated with RepfCG via tannaka
duality.
A theorem of Malcev [Mal40] (rediscovered and applied by Grothendieck in
[Gro70] in a context very similar to ours) states that for two abstract, finitely
generated groups G, H, a homomorphism f : G→ H induces an isomorphism
falg : Galg
∼=−→ Halg, if f induces an isomorphism fˆ : Ĝ ∼=−→ Ĥ of the profinite
completions of G and H.
In our situation there is a canonical isomorphism
̂pitop1 (X(C), x) ∼= pie´t1 (X,x),
see [SGA1, Exp. XII]. Thus if pie´t1 (X,x) = 0, then (pi
top
1 (X(C), x))alg = 0.
Conversely, every nontrivial finite covering of X gives rise to a nontrivial regular
singular connection on X. We obtain:
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5.0.6 Theorem (Riemann-Hilbert, Deligne, Malcev, Grothendieck).
If X is a smooth, connected, separated, finite type C-scheme and x ∈ X(C) a
rational point, then pie´t1 (X,x) = 0 if and only if every regular singular stratified
bundle on X is trivial. 2
The goal of this chapter is to start an analysis of similar statements in the
context of Chapter 3.
5.0.7 Example. The following is known over an algebraically closed field k of
characteristic p > 0:
(a) In the case that X is smooth, connected, projective, of finite type over k,
then every stratified bundle on X is regular singular, and it was conjectured
by Gieseker in [Gie75] that pie´t1 (X, x¯) = 0 holds if and only if every stratified
bundle on X is trivial. This was proved by H. Esnault and V. Mehta,
[EM10].
(b) It follows directly from Corollary 4.6.4 that pitame1 (X,x) = 0 for some
x ∈ X(k), if every regular singular stratified bundle is trivial. Conversely,
if pitame1 (X,x) = 0, then Corollary 4.6.4 shows that every nontrivial regular
singular stratified bundle E on X has a connected monodromy group.
(c) If X = Ank , then there are no nontrivial regular singular stratifified bundles
on X, see e.g. [Esn12, Rem. 4.4]: By [Gie75, Thm. 5.3], it follows that
every regular singular stratified bundle is a direct sum of rank 1 stratified
bundles.
Let D = Pnk \ Ank . We show that a DPnk/k(logD)-action on a line bundleOPnk (mD), m > 0, automatically extends to a DPnk/k-action and thus is
trivial. Indeed, OPnk (mD) can only carry the canonical logarithmic connec-
tion d given by the inclusion OPn ⊆ OPnk (mD): Any logarithmic connection
on OPnk (mD) is of the form ∇ = d + α, for α ∈ H0(Pnk ,Ω1Pnk (logD)) = 0,
because giving a logarithmic connection is equivalent to giving a splitting
of the exact sequence
0→ Ω1Pnk ⊗OPnk (mD)→ P
1
Pnk/k(logD)⊗OPnk (mD)→ OPnk (mD)→ 0.
Thus the first step of the logarithmic stratification on OPnk (mD) is in fact
regular and we can descend to the frobenius pullback (Pnk )(1) and O∇Pnk .
Here we reapply the argument to see that the second step of the logarithmic
stratification is also regular, etc.
(d) In Section 5.1 we prove that Stratrs(X) does not contain any rank 1
objects if pitame1 (X,x) = 0, extending an argument of [EM10]. Note that
by Example 3.3.9 every rank 1 stratified bundle is automatically regular
singular. 2
These results can be considered as evidence for the existence of a positive
answer to the following question:
5.0.8 Question. Let k be an algebraically closed field of characteristic p > 0, X
a smooth, separated, finite type k-scheme and x ∈ X(k) a rational point. Is it true
that pitame1 (X, x¯) = 0 if and only if every regular singular stratified bundle on X is
trivial, i.e. if and only if pi1(Strat
rs(X), ωx) = 0, where ωx : Strat
rs(X)→ Vectfk
is the fiber functor associated with x? 2
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In fact even the following weaker question is interesting:
5.0.9 Question. With the notations from Question 5.0.8, is it true that there
are non nontrivial stratified bundles if pie´t1 (X,x) = 0? 2
Note that the condition pie´t1 (X,x) = 0 is much stronger condition than requiring
pitame1 (X,x) = 0; for example it implies that X can only have constant global
functions, see Proposition 5.1.2.
According to Proposition 3.3.8, if X is an open subscheme of a smooth finite
type k-scheme X such that X \X has codimension ≥ 2 in X, then the restriction
functor Stratrs(X) → Stratrs(X) is an equivalence. Similarly, pitame1 (X,x) =
pitame1 (X,x), and if X also happens to be projective then Strat(X) = Strat
rs(X)
and pitame1 (X,x) = pi1(X,x). This means that for such X Question 5.0.8 reduces
to the projective case already solved by H. Esnault and V. Mehta, [EM10].
Nevertheless, it is not hard to construct smooth, separated, finite type k-
schemes X with pi1(X,x) = 0 such that X is not embeddable in a smooth
projective variety such that the boundary has codimension ≥ 2:
5.0.10 Example. Blow up P2k in a closed point P to get a regular surface X1
with exceptional divisor E1. Then E1 ∼= P1k, and E21 = −1. Next, blow up X1 in
a closed point of E1 to get X2 with exceptional divisor E2, and let E˜1 be the
proper transform of E1 in X2. Then we have E˜
2
1 = −2: Indeed, the projection
formula implies that
−1 = E21 = E˜1 · (E2 + E˜1) = E˜1 · E2 + E˜21 ,
and E˜1 · E2 = 1, since Q has multiplicity 1 on E1 (see e.g. [Har77, Cor. 3.7]).
Thus, if X2 := X2 \ E˜1, and X ′2 any compactification of X2 such that X ′2 \X2
has codimension ≥ 2, then X ′2 is singular: The curve E˜1 in X2 can be contracted,
but only to a singular point, since E˜21 = −2, and X ′2 is a modification of this
contraction of X2.
Finally, since X2 contains a dense open subset isomorphic to P2k \ {P}, it
follows that pi1(X2, x) = pi
tame
1 (X2, x) = 0. 2
5.1 Stratified bundles of rank 1
As usual, let k denote an algebraically closed field of characteristic p > 0. The
goal of this section is to prove the following theorem:
5.1.1 Theorem. If X is a smooth, connected k-scheme of finite type such that
the maximal abelian pro-prime-to-p quotient pi1(X)
ab,(p′) of pi1(X, x¯) is trivial for
some geometric point x¯ of X, then every stratified line bundle on X is trivial.2
Note that every covering of degree prime to p is tame, so the condition of the
theorem is in particular fulfilled if pitame1 (X, x¯) = 0. Also note that a stratified
line bundle on X is always regular singular by Example 3.3.9, so Theorem 5.1.1
really implies the formulation of Example 5.0.7, (d).
Recall that fundamental groups of connected schemes depend on the choice
of the geometric base point only up to inner automorphism. Thus, whenever we
consider abelian quotients, we drop the geometric base point from the notation.
Before we start to prove Theorem 5.1.1, we need to know a fact about global
functions on simply connected varieties:
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5.1.2 Proposition. If X is a connected normal k-scheme of finite type, such
that the maximal abelian pro-`-quotient pi1(X)
ab,(`) is trivial for some ` 6= p,
then H0(X,O×X) = k×. If k has positive characteristic p, and pi1(X)ab,(p) = 1,
then H0(X,OX) = k. 2
Proof. The neat argument for the first assertion is due to He´le`ne Esnault.
Assume f ∈ H0(X,O×X) \ k×. Then f induces a dominant morphism f ′ : X →
Gm,k ∼= A1k \ {0}, as f ′ is given by the map k[x±1]→ H0(X,OX), x 7→ f , which
is injective if, and only if, f is transcendental over k. Thus f ′ induces an open
morphism pi1(X) → pi1(Gm,k), see e.g. [Sti02, Lemma 4.2.10]. But under our
assumption, the maximal abelian pro-`-quotient of the image of this morphism
is trivial, so the image of pi1(X) cannot have finite index in the group pi1(Gm,k),
as in fact pi1(Gm,k)(`) ∼= Ẑ(`) = Z`.
For the second assertion, if f ∈ H0(X,OX) \ k, then by the same arguments
as above, f induces a dominant morphism X → A1k, and hence an open map
pi1(X)→ pi1(A1k). For k of positive characteristic it is known that pi1(A1k) has an
infinite maximal pro-p-quotient; in fact it is a free pro-p-group of infinite rank
(by [Kat86, 1.4.3, 1.4.4] we have H2(pi1(X),Fp) = 0, so pi1(X)(p) is free pro-p of
rank dimFp H
1(A1k,Fp) = #k). Thus the image of pi1(X) in this group can only
have finite index, if pi1(X)
ab,(p) 6= 1. 
5.1.3 Remark. Proposition 5.1.2 gives a proof of the well-known fact that over
a field k of positive characteristic, unlike in characteristic 0, no affine k-scheme
of positive dimension is simply connected. 2
5.1.4 Corollary. Let X be a smooth, connected k-scheme of finite type and
L ∈ Strat(X) a stratified line bundle. Using Theorem 3.1.9, we identify L with
the datum (Ln, σn)n≥0, where Ln is a line bundle on X and σn : F ∗Ln+1
∼=−→ Ln
an OX-linear isomorphism.
If pi1(X)
ab,(`) = 1 for some prime ` 6= p, then the isomorphism class of L is
uniquely determined by the isomorphism classes of the Ln. 2
Proof. This follows from Proposition 5.1.2, and the argument is essentially
contained in the proof of [Gie75, Prop. 1.7]: Let M := (Mn, τn) be a second
stratified line bundle on X and un : Ln → Mn isomorphisms of OX -modules.
We will construct an isomorphism of stratified line bundles L→M . Consider
the following diagram:
L0
u0 ∼=

σ0 // F ∗L1
M0
τ0 // F ∗M1
The automorphism λ := τ0u0σ
−1
0 F
∗(u−11 ) of F
∗M1 corresponds to a global unit
λ ∈ Γ(X,O×X). By Proposition 5.1.2, X has only constant global units, so
there is a p-th root λ1/p of λ, which defines an automorphism of M1 such that
F ∗λ1/p = λ. Defining f0 := u0 and f1 := λ1/pu1 gives the first two steps of
defining an isomorphism of stratified bundles f : L→M . We can continue this
process. 
The proof of Theorem 5.1.1 relies on the following theorem, which will be
proved in Section 5.1.2:
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5.1.5 Theorem. Let k be an algebraically closed field of characteristic p ≥ 0. If
X is a connected, regular, separated k-scheme of finite type, and if the maximal
abelian pro-` quotient pi1(X)
ab,(`) is trivial for some ` 6= p, then PicX is a
finitely generated abelian group. 2
If we admit the truth of Theorem 5.1.5 for now, we can give a short proof of
Theorem 5.1.1:
Proof (of Theorem 5.1.1.). This is an adaptation of an argument from the
introduction of [EM10]. Let L = (Ln, σn)n≥0 be a stratified line bundle on X.
By Corollary 5.1.4 we only need to show that the classes of Ln in PicX are all
trivial. Note that Ln is infinitely p-divisible in PicX for all n. For smooth X as
in the assertion, we know from Theorem 5.1.5 that PicX is finitely generated.
Since a nontrivial element of a finitely generated abelian group is infinitely
p-divisible if and only if it has finite order prime to p, it follows that Ln is torsion
of order prime to p in PicX. By Kummer theory we know that
Pic(X)[m] = H1e´t(X,Z/mZ(1)) = Homcont(pi
ab,(p′)
1 (X),Z/mZ) = 0
for all m ∈ N with (m, p) = 1. This shows that PicX does not have nontrivial
prime-to-p torsion, so Ln = OX . 
5.1.6 Remark. The difficulty in proving Theorem 5.1.5 is the fact that reso-
lution of singularities is not available in positive characteristic. Let ` 6= p be a
prime and lets assume that X is a smooth, separated, finite type k-scheme with
pi
ab,(`)
1 (X) = 0, and that there is a regular, proper, finite type k-scheme X and
a dominant open immersion j : X ↪→ X. Then by the regularity assumption
the map j∗ : PicX  PicX is surjective, so to prove that PicX is finitely
generated, it suffices to prove that PicX is finitely generated. The induced map
pi
ab,(`)
1 (X) pi
ab,(`)
1 (X) is also surjective. Since X is proper, the relative Picard
functor for X/k is representable by a k-group scheme PicX/k, locally of finite
type over k. The connected component of the origin with its reduced structure
Pic0,red
X/k
is an abelian variety and by Kummer theory we can compute the torsion
subgroup Pic0,red
X/k
[`n] ⊆ PicX:
Pic0,red
X/k
[`n] = Homcont(pi
ab,(`)
1 (X),Z/`
n) = 1.
This implies that the abelian variety Pic0,red
X/k
is trivial, since for an abelian variety
A of dimension g, A[`n] = (Z/`n)2g. Thus PicX = PicX/k(k) = NS(X) is the
Ne´ron-Severi group of X, which is finitely generated by [SGA6, Thm. XIII.5.1].
The strategy of the proof of Theorem 5.1.5 in the general case is to use de
Jong’s theorem on alterations to replace X by a simplicial scheme, which admits
a “smooth compactification” in a suitable sense. We then mimic the argument
from the previous paragraph for simplicial line bundles and the simplicial Picard
group. 2
5.1.1 Simplicial Picard groups
For background on the simplicial techniques used in this section, we refer to
[Del74].
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In [BVS01, 4.1] and [Ram01, 3.1], the simplicial Picard group and the
simplicial Picard functor are defined as follows:
5.1.7 Definition. Let S be a scheme. If δik : Xi → Xi−1 denote the face
maps of a simplicial S-scheme X•, then Pic(X•) is defined to be the group
of isomorphism classes of pairs (L,α) consisting of a line bundle L on X0
and an isomorphism α : (δ10)
∗L → (δ11)∗L on X1, satisfying cocycle condition
(δ22)
∗(α)(δ20)
∗(α) = (δ21)
∗(α) on X2. The simplicial Picard functor PicX•/S is
obtained by fpqc-sheafifying the functor T 7→ Pic(X• ×S T ). 2
It is not hard to check that Pic(X•) is canonically isomorphic to H1(X•,O×X•)
and to the group of isomorphism classes of invertible OX• -modules, see [BVS01,
A.3]. We will use the following representability and finiteness statements.
5.1.8 Theorem. Let k be an algebraically closed field, X a proper k-scheme of
finite type, and X• a proper, simplicial k-scheme of finite type (which means
that all the Xn are proper, and of finite type over k).
(a) The relative Picard functor associated with X → Spec k is representable by
a separated commutative group scheme PicX/k, locally of finite type over
k, which is the disjoint union of open, quasi-projective subschemes, see
[SGA6, Cor. XII.1.2].
(b) The Ne´ron-Severi group NS(X) = PicX/k(k)/Pic
0
X/k(k) is a finitely gen-
erated abelian group, see [SGA6, Thm. XIII.5.1].
(c) If X also normal, then the connected component Pic0X/k of the origin is
projective, see [Kle05, Thm. 5.4, Rem. 5.6], so the reduced subscheme
Pic0,redX/k is an abelian variety.
(d) The simplicial Picard functor is representable by a group scheme PicX•/k,
locally of finite type over k, see [Ram01, Thm. 3.2].
(e) If Xn is reduced for all n, and X0 normal, then the connected component
Pic0,redX•/k of the origin is semi-abelian, see [Ram01, Cor. 3.5]. 2
Statement (b) from above can be generalized to the simplicial situation. In
the case that char(k) = 0, this is sketched in [BVRS09, Sec. 3].
5.1.9 Proposition. Let k be an algebraically closed field. For a proper re-
duced simplicial k-scheme X•, with Xn of finite type for all n and X0 normal,
the simplicial Ne´ron-Severi group NS(X•) := PicX•/k(k)/Pic
0
X•/k(k) is finitely
generated. 2
Proof. Let τ : X• → Spec k denote the structure morphism. The spectral
sequence (see e.g. [Del74, (5.2.3.2)])
Ep,q1 = H
q(Xp,O×Xp) =⇒ Hp+q(X•,O×X•)
gives rise to the exact sequence
0 −→ E1,02 −→ H1(X•,OX•) −→ E0,12 d2−→ E2,02
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and thus, as in [Ram01, p. 284], after sheafifying we get an exact sequence of
fpqc-sheaves (in fact group schemes by the representability of PicX•/k)
0→ T → PicredX•/k → K
d2−→W,
where K := ker(δ∗0 − δ∗1 : PicX0/k → PicX1/k)red,
T :=
ker((τ1)∗Gm,X1
δ∗0−δ∗1+δ∗2−−−−−−→ (τ2)∗Gm,X2)
im((τ0)∗Gm,X0
δ∗0−δ∗1−−−−→ (τ1)∗Gm,X1)
,
and W is affine. The scheme T is an affine k-scheme with finitely many connected
components, and a k-torus as neutral component (compare [Ram01, top of p.
284]). This follows from the fact that τn is proper and Xn reduced, since this
implies that for every k-scheme S we have τn,∗Gm,Xn(S) = O×Xn×kS(Xn×k S) =
Gm,k(S)pi0(Xn), see [Gro63, Prop. 7.8.6].
As X0 is normal, Pic
0,red
X0/k
is an abelian variety, and hence so is K0. Since
W is affine, any homomorphism K0 → W is trivial, so K0 ⊆ ker(d2)0. But
ker(d2)
0 ⊆ K0, so we have equality. Moreover, Pic0,redX•/k maps surjectively to K0.
This shows that the kernel of the map
PicX•/k(k)/Pic
0
X•/k(k) = NS(X•)→ K(k)/K0(k)
is
T (k) Pic0X•/k(k)
Pic0X•/k(k)
,

because, if L maps to M ∈ K0(k), then there is some L0 ∈ Pic0X•/k(k) also
mapping to M , and the difference is in T (k).
As T has only finitely many connected components, this kernel is finite.
The group K(k)/K0(k) maps to the group of connected components NS(X0)
of PicX0/k. The kernel of this map is (Pic
0
X0/k(k)∩K(k))/K0(k), which is finite,
as Pic0X0/k ∩K has only finitely many connected components, and the subgroup
K0 ⊆ Pic0X0/k is the neutral component of Pic0X0/k ∩K. Hence K(k)/K0(k) is
finitely generated, because NS(X0) is finitely generated by Theorem 5.1.8. This
shows that NS(X•) is finitely generated.
Recall that with an X-scheme X0 one can associate an X-augmented simpli-
cial scheme cosk0(X0)•, the 0-coskeleton, defined by taking cosk0(X0)n to be the
n-fold fiber product of X0 over X, with the necessary maps given by the various
projections (resp. diagonals) to (resp. from) cosk0(X0)n−1. The 0-coskeleton has
the following universal property: If Y• is a simplicial scheme with augmentation to
X, then there is a bifunctorial bijection HomX(Y0, X0) ∼= HomX(Y•, cosk0(X0)•).
In particular, if X• is a simplicial scheme, then there is a unique simplicial X-
morphism γ : X• → cosk0(X0)•, with γ0 = idX0 . For the general construction
see, e.g., [Del74, 5.1.1].
5.1.10 Lemma. If τ : X• → X is an augmented simplicial k-scheme such that
Xn is separated and of finite type over k for all n, and γ : X• → cosk0(X0)• the
morphism of augmented simplicial schemes such that τ0 = idX0 , then the kernel
of the induced morphism Pic((cosk0(X0)•)→ PicX• is finitely generated. 2
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Proof. We have the following situation:
γ• : X• //
...
cosk0(X)•
...
X1
δi

γ1 // X ′0
pi

X0
OO
γ0=id

X0
OO

X X
where X ′0 := X0 ×X X0 and pi the projection to the i-th factor.
If (L,α : p∗1L
∼=−→ p∗2L) ∈ Pic(cosk0(X0)•) pulls back to the trivial element in
Pic(X•), then there is some isomorphism β : L→ OX0 , such that the diagram
δ∗0L
γ∗1α //
δ∗0β

δ∗1L
δ∗1β

OX1 id OX1
commutes, and (p∗2β)α(p
∗
1β)
−1 is an automorphism of OX′0 , pulling back the
identity on X1. Hence (p
∗
2β)α(p
∗
1β)
−1 is an element of
ker(γ∗1 : Γ(X
′
0,O×X′0) −→ Γ(X1,O
×
X1
)).
Note that (p∗2β)α(p
∗
1β)
−1 = 1 if and only if (L,α) is trivial in Pic(cosk0(X0)•).
Replacing β by βλ for some λ ∈ ker(δ∗0 − δ∗1 : Γ(X0,O×X0) → Γ(X1,O×X1))
gives a new trivialization γ∗(L,α) ∼= (OX0 , id), and any trivialization can be
reached like this (trivializations of the line bundle L are a Gm-torsor, and to get a
trivialization of the pair γ∗(L,α) = (L, γ∗1α), the condition that 1 = (δ
∗
1λ)
−1(δ∗0λ)
is necessary and sufficient). Next, observe that p∗1 − p∗2 (or rather p∗1/p∗2) induces
a map
ker(Γ(X0,O×X0)
δ∗0−δ∗1−−−−→ Γ(X1,O×X1))→ ker(Γ(X ′0,O×X′0)
γ∗1−→ Γ(X1,O×X1)).
Putting all of this together, we see that we obtain an injective map
ker (Pic((cosk0X0)•)→ Pic(X•))
−→
ker(Γ(X ′0,O×X′0)
γ∗1−→ Γ(X1,O×X1))
(p1 − p2)∗(ker(Γ(X0,O×X0)
δ∗0−δ∗1−−−−→ Γ(X1,O×X1))
.
This implies that ker(Pic(cosk0(X0)•)→ Pic(X•)) is finitely generated. In fact,
pulling back units from k× by γ1 is injective, as k → Γ(X1,OX1) is injective.
Thus ker(Γ(X ′0,O×X′0)
γ∗1−→ Γ(X1,O×X1)) ↪→ Γ(X ′0,O×X′0)/k
×, which is a finitely
generated abelian group. To see this we use the separatedness of X0 to ensure
the existence of a Nagata compactification of X ′0, so that we can apply, e.g.,
[Kah06, Lemme 1]. 
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5.1.11 Proposition. Let U be a regular, connected k-scheme of finite type,
and τ : U• → U a smooth, proper hypercovering such that τ0 : U0 → U is an
alteration (i.e. proper, surjective and generically finite) and U0 is connected.
Then the kernel of τ∗ : PicU → PicU• is finitely generated. In particular, PicU•
is finitely generated, then so is PicU . 2
Proof. If V ⊆ U is the biggest open subset of U such that τ0 restricted to
V0 := τ
−1
0 (V ) is flat, then V 6= ∅, and the complement U \ V has codimension
≥ 2. In fact, as U0 → U is surjective, for any η mapping to a codimension 1
point ξ ∈ U , the morphism OU,ξ → OU0,η is injective, so OU0,η is a torsion free
OU,ξ-module. But as U is regular, OU,ξ is a discrete valuation ring, so τ0 is flat
at η, and ξ ∈ V . Thus Pic(U) = Pic(V ), and τ0|V0 is faithfully flat.
Giving an element of Pic(cosk0(U0)•) is the same thing as giving an (isomor-
phism class of) a pair (L,α) with L a line bundle on U0 and α a descent datum
of L relative to U .
Finally, we see that if a line bundle L on U pulls back to the trivial descent
datum, then restricting it to V0 and using faithful flatness shows that L|V is trivial,
so L is trivial, as U \ V has codimension ≥ 2. Hence PicU → Pic(cosk0(U0)•) is
injective, and by Lemma 5.1.10 this implies that the kernel of τ∗ : PicU → PicU•
is finitely generated. 
5.1.12 Proposition. Let j : U• → X• be a morphism of k-simplicial schemes,
such that
(a) Xp is regular and proper over k for every p,
(b) jp : Up ↪→ Xp is an open immersion with dense image,
(c) the face maps Xi+1 → Xi map Xi+1 \ Ui+1 to Xi \ Ui.
Then the cokernel of the induced map j∗ : PicX• → PicU• is finitely generated.2
Proof. Let KiX := H
0(Xi,O×Xi) and make it into a complex of abelian groups
(KX , δ¯) via δ¯i :=
∑i+1
`=0(−1)`δ∗` : KiX → Ki+1X . Define KU in the analogous
fashion (where, to simplify notation, we write δi for the faces of X• and for
the faces of U•). Note that the complexes KX and KU have finitely generated
cohomology groups: For even i > 0 we have k× ⊆ im(δ¯i−1), so Hi(KX) =
ker(δ¯i)/ im(δ¯i−1) is a subquotient of Γ(Xi,O×Xi)/k×, which is finitely generated,
see e.g. [Kah06, Lemme 1]. The same argument holds for KU . For odd i, we
have k× ∩ ker(δ¯i) = 1, so ker(δ¯i) ↪→ Γ(Xi,O×Xi)/k×, and hence Hi(KX) and
Hi(KU ) are finitely generated as well.
The morphism j induces a morphism of spectral sequences
Ep,q1,X = H
q(Xp,O×Xp) +3

Hp+q(X•,O×X•)

Ep,q1,U = H
q(Up,O×Up) +3 Hp+q(U•,O×U•),
(note that KX = E
·,0
1,X , and similarly for KU ) from which we obtain the morphism
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of short exact sequences
0 // E1,02,X = H
1(KX) //

Pic(X•)
j∗

// ker(d2,X)

// 0
0 // E1,02,U = H
1(KU ) // Pic(U•) // ker(d2,U ) // 0,
where d2,X is the differential
E0,12,X = ker(PicX0
δ∗0−δ∗1−−−−→ PicX1) −→ H2(KX) = E0,22,X ,
and similarly for d2,U . Since H
1(KU ) is finitely generated, coker(H
1(KX) →
H1(KU )) is also finitely generated, so to finish the proof of the proposition, it
remains to show that coker(ker(d2,X)→ ker(d2,U )) is finitely generated.
Consider the diagram
0 // ker(d2,X) //

ker(PicX0
δ∗0−δ∗1−−−−→ PicX1)
d2,X //
φ0

im(d2,X) //

0
0 // ker(d2,U ) // ker(PicU0
δ∗0−δ∗1−−−−→ PicU1)
d2,U // im(d2,U ) // 0.
As im(d2,X) ⊆ H2(KX), we know that ker(im(d2,X) → im(d2,U )) is finitely
generated, so by the Snake Lemma, to finish the proof it suffices to show that the
middle vertical map φ0 : E
0,1
2,X → E0,12,U , φ0(L) = L|U0 from above has a finitely
generated cokernel.
By our regularity assumptions, we have for each i an exact sequence
0 −→ Yi −→ PicXi −→ PicUi −→ 0,
where Yi is the subgroup of PicXi generated by the classes of the (finite number
of) codimension 1 points of Xi \ Ui. In particular, this induces a map
ker(δ¯∗i : PicUi → PicUi+1) −→ Yi+1/δ¯∗iYi,
where δ¯∗i =
∑i+1
`=0(−1)`δ∗` . Indeed, we may extend L ∈ ker(δ¯∗i : PicUi →
PicUi+1) to some L˜ ∈ PicXi, and map it to PicXi+1, where it has support
contained in Xi+1 \ Ui+1, i.e. it is mapped to Yi+1. To get a well-defined map
on PicUi, we have to account for the choice of the extension of L to Xi, that is
we have to divide out by the image of Yi under δ¯∗i which is contained in Yi+1 by
assumption (c).
Next, we show that the kernel of this map is precisely the image of the
restriction
φi : ker(PicXi → PicXi+1) −→ ker(PicUi → PicUi+1).
If L ∈ ker(PicUi → PicUi+1) maps to δ¯∗iM , for some M ∈ Yi, then there is
some extension L˜ of L to Xi, such that δ¯
∗
i (L˜⊗M−1) ∼= OXi+1 , so L˜⊗M−1 ∈
ker(PicXi → PicXi+1). This shows L ∼= φi(L˜ ⊗M−1), as M is supported on
Xi \ Ui. Conversely, if some L ∈ ker(PicUi → PicUi+1) can be extended to
L˜ ∈ ker(PicXi → PicXi+1), then by definition L maps to 0 in Yi+1/δ¯i∗Yi.
This finishes the proof: Specializing the last calculation to i = 1, we see that
coker(φ0) can be embedded into the finitely generated group Y1/(δ∗0 − δ∗1)Y0.
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5.1.2 The Picard group of simply connected varieties
By a simply connected scheme we mean an irreducible scheme X such that
pie´t1 (X, x¯) = 1 for some (or any) geometric point x¯ of X. Often we will suppress
notation of base points and write pi1 for pi
e´t
1 . If X is a k-scheme, for some field
k, then k is necessarily algebraically closed. We will mostly be interested in the
case char(k) = p > 0.
5.1.13 Proposition. If X is a normal, proper, connected k-scheme of finite
type, such that pi1(X)
ab,(`) = 1 for some ` 6= p, and X• → X a proper hypercov-
ering with X0 normal, and Xn reduced for all n, then NS(X•) = Pic(X•). In
particular, Pic(X•) is finitely generated. 2
Proof. This is a consequence of cohomological descent: There is an isomor-
phism 0 = H1e´t(X,µn)
∼= H1(X•, µn,X•) (see e.g. [BVS01, Lemma 5.1.3]), so
Pic0X•/k(k) = Pic
0,red
X•/k
(k) has no `-torsion, and thus is trivial, as Pic0,redX•/k is
semi-abelian by Theorem 5.1.8. In fact, if a semi-abelian variety has no `-
torsion, then it is an abelian variety, as a nontrivial subtorus would have
nontrivial `-torsion. But an abelian variety with trivial `-torsion is trivial.
Hence NS(X•) = Pic(X•) = PicX•/k(k). This group is finitely generated by
Proposition 5.1.9. 
We are ready to prove the main theorem of this section.
Proof (of Theorem 5.1.5.). By Nagata’s theorem there exists a proper va-
riety X admitting U as a dense open subscheme, and since U is normal we
may assume X to be normal. By [dJ96] there exists an augmented proper
hypercovering X• → X with Xn regular and proper over k, such that the
part Zn of Xn lying over X \ U is a strict normal crossings divisor. Write
Un := Xn \ Zn. As U is connected we can pick X• such that X0 and U0 are
connected. Also note that pi1(U)
ab,(`) surjects onto pi1(X)
ab,(`) (see, e.g., [SGA1,
Prop. V.6.9]), so pi1(X)
ab,(`) = 1. We have shown that PicX• is finitely gener-
ated (Proposition 5.1.13), that PicX• maps to PicU• with finitely generated
cokernel (Proposition 5.1.12) and that this implies that PicU is finitely generated
(Proposition 5.1.11). 
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Chapter 6
Outlook
To conclude the main narrative of this dissertation, we use the present chapter to
collect questions which remain unanswered, and to pose some related questions
which extend the content of this text or just appear interesting. For a more
comprehensive overview of the questions surrounding the topic of stratified
bundles, we refer to the forthcoming article [Esn12], which has some overlap
with the discussion in the present chapter.
We divide our exposition into two parts: Foundational problems, which
arise from Chapters 3 to 4, and problems of “Gieseker-type” which, roughly,
are concerned with the question how strongly the category of regular singular
stratified bundles is controlled by its subcategory of finite bundles, i.e. by tamely
ramified e´tale coverings.
6.1 Foundational problems
As always let k be an algebraically closed field of positive characteristic p and X
a smooth, separated, finite type k scheme.
6.1.1 Question. If E is a stratified bundle on X, is it true that E is regular
singular if and only if φ∗E is regular singular for all morphisms φ : C → X with
C a regular curve over k? 2
Using results about tame ramification, we provided an affirmative answer to
Question 6.1.1 for finite bundles E in Theorem 4.6.5. For general E we showed
that E is regular singular if φ∗E is regular singular for all φ, under the additional
assumption that k is uncountable. We can only answer the opposite part of
the question under the assumption that X admits a good compactification
(i.e. under the assumption that there exists a smooth, proper, finite type k-
scheme X, containing X as a dense open subscheme, such that X \X is a strict
normal crossings divisor), and it seems plausible that the proof can be extended
with weaker techniques for the resolution of singularities, e.g. as in [Tem08].
Since the analogous question in characteristic 0 has a positive answer, and
since this answer has an algebraic proof [And07], further investigation of Ques-
tion 6.1.1 in positive characteristic certainly seems worthwhile.
In a similar vein we can ask:
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6.1.2 Question. If E is a regular singular stratified bundle on X, and Exp ⊆
Zp/Z the subgroup generated by the exponents of E, is it true that Exp is a
finitely generated group? 2
This question seems reasonable, because if X admits a good compactification X,
the group Exp is generated by the exponents along the irreducible components
of X \X.
Answers to both of these questions would follow easily from a solution to
the open problem of resolution of singularities in positive characteristic. For
our applications weaker statements than a positive characteristic analogue of
Hironaka’s theorem could be sufficient; for example we would be amiss not to
mention the following question of D. Abramovich and F. Oort, a positive answer
of which would be of tremendous help in the study of regular singular stratified
bundles:
6.1.3 Question ([AO00, Question 2.9]). If X is an integral algebraic vari-
ety, does there exist an alteration f : Y → X with Y regular and k(X) ⊆ k(Y )
purely inseparable? 2
In light of the results on topological invariance of the categories of stratified
bundles and regular singular stratified bundles (e.g. Theorem 3.3.14) a version
of Question 6.1.3 which provides control over boundaries (just as A.J. de Jong’s
original theorem on alteration does) would be almost as good as the knowledge
of full resolution of singularities for the purpose of studying regular singular
stratified bundles.
6.2 Problems surrounding Gieseker’s conjecture
For the sake of this exposition, we systematically ignore base points. A general
motivation to a version of Gieseker’s conjecture for regular singular stratified
bundles has already been given in the introduction to Chapter 5. The main
question raised there, which unfortunately remains unanswered, is:
6.2.1 Question (Question 5.0.8). Is it true that pitame1 (X) = 0 if and only if
every regular singular stratified bundle on X is trivial? 2
It follows from the results of Chapter 4, that pitame1 (X) = 0 if there are no
nontrivial regular singular stratified bundles. In fact, for this conclusion to hold,
it suffices that there are no nontrivial finite regular singular stratified bundles. In
Theorem 5.1.1 we proved a partial converse, namely that there are no nontrivial
stratified line bundles, if pitame1 (X, x¯) = 0. This proof, just like the proof in
[EM10] for the projective case, uses in an essential way moduli methods, in the
form of the picard scheme. Without a striking new idea to approach the problem,
an affirmative answer to Question 6.2.1 seems to require a similar reduction to
the projective case, and then the use of moduli methods.
Even though this is out of reach at the moment, it seems justifiable to dream
on, and formulate a generalization of Question 6.2.1:
6.2.2 Question. Let f : Y → X be a morphism of smooth, separated, finite type
k-schemes. Is it true that f induces an isomorphism f∗ : pitame1 (Y )→ pitame1 (X)
if and only if f induces an equivalence f∗ : Stratrs(X)→ Stratrs(Y )? 2
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This question specializes to Question 6.2.1, if Y = Spec(k). If f∗ : Stratrs(X)→
Stratrs(Y ) is an equivalence, then again by the results of Chapter 4, f induces
an isomorphism on the tame fundamental groups. Note that the results about
“topological invariance” proved in Section 3.3.2 give an affirmative answer to
Question 6.2.2 if f is an universal homeomorphism.
Moreover, because a positive answer to Question 6.2.1 is known in the rank 1
case, a first approach to the relative version would be a positive answer to the
following question:
6.2.3 Question. Let f : Y → X be a morphism of smooth, separated, finite type
k-schemes, and write Picrs(X) for the group of isomorphism classes of stratified
line bundles on X. Is it true that f induces an isomorphism of groups
f∗ : Picrs(X)→ Picrs(Y )
if f induces an isomorphism f∗ : pitame1 (Y )→ pitame1 (X)? 2
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Appendix A
Good partial
compactifications and
discrete valuations
In all of this appendix let k denote an algebraically closed field and X a smooth,
separated, finite type k-scheme, if not stated otherwise. Generally, we are
interested in normal compactifications of X, i.e. in proper normal k-schemes XN
which contain X as a dense open subscheme, and in the generic points of XN \X.
By Nagata’s theorem (see e.g. [Lu¨t93] or [Con07]), such a compactification always
exists because X is separated over k. Unfortunately it is not known in general
whether there always exists a smooth compactification of X. This is known if
k has characteristic 0 (Hironaka’s theorem), or if X is of dimension ≤ 3. For
dimX = 1, it is well-known that there is a unique regular proper model of X.
The 2-dimensional case is also classical; we refer for example to [Lip78]. For
dimX = 3, the result is fairly recent and the proof is very complicated, see
[CP08], [CP09].
Nonetheless, for the sake of studying codimension 1 points “at infinity”, we
can use “good partial compactifications” which can be obtained from a normal
compactification XN as follows: Let XN be any normal compactification of X,
and let η1, . . . , ηn be the codimension 1 points of X
N not contained in X. Then
there are open sets U1, . . . , Un ⊆ XN , such that ηi ∈ Uj if and only if i = j, and
such that Ui is contained in the smooth locus of X
N . Then X :=
⋃n
i=1 Ui ∪X is
smooth and X \X is a strict normal crossings divisor. This will be the model for
the definition of a “good partial compactification” of X given below. Of course
X is not proper, but it enables us to study ηi in a smooth context.
A.1 Definition. We define “good partial compactifications” and make some
conventions regarding valuation theory.
• Let X be a smooth, separated, finite type k-scheme, and X ⊆ X an open
subscheme such that the boundary divisor D := X \X has strict normal
crossings. We denote such a situation by (X,X) and call it a good partial
compactification.
• By a discrete valuation ν we mean a valuation such that the associated
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valuation ring is a discrete valuation ring, in particular one dimensional.
This is a discrete valuation of rank 1 in the language of [KS10].
• If X is a connected, normal, separated k-scheme, then we will call a discrete
valuation ν on k(X) geometric, if there is a normal compactification XN
of X, such that ν corresponds to a codimension 1 point on XN . We write
DValgeom(X) for the set of geometric discrete valuations on k(X).
• If (X,X) is a good partial compactification, and η a codimension 1 point
in X, then we write νη for the discrete valuation associated with η. If ν is
a geometric discrete valuation on k(X) and ν = νη, then we say that the
good partial compactification (X,X) realizes the geometric valuation η.2
A.2 Proposition ([Liu02, §8, Ex. 3.14]). If X is a normal connected, sep-
arated k-scheme, then a discrete valuation ν on k(X) is geometric if and only
if
trdegk k(ν) = dimX − 1,
where k(ν) is the residue field of ν. 2
A.3 Definition. Let X be a normal, separated, finite type k-scheme. We say
that two good partial compactifications (X,X1) and (X,X2) are equivalent and
write (X,X1) ∼ (X,X2) if they realize the same geometric discrete valuations of
k(X). We write (X,X1) ≤ (X,X2) if every geometric discrete valuation realized
on X1 is also realized on X2. Write PC(X) for the set of equivalence classes of
good partial compactifications of X. 2
Lets see that this actually is well-defined:
A.4 Proposition. The notion of equivalence on good partial compactifications
is an equivalence relation, and “≤” defines a partial order on PC(X). For a
finite subset V ⊆ DValgeom(X) there is a good partical compactification (X,X)
such that (X,X) realizes ν ∈ DValgeom(X), if and only if ν ∈ V . The resulting
map
θ : ({finite subsets of DValgeom(X)} ,⊆)→ (PC(X),≤)
is an isomorphism of partially ordered sets. 2
Proof. It is clear that ∼ is an equivalence relation and that ≤ is a partial
ordering. Also, if there is such a map θ, then it is clearly bijective. Thus the
only nontrivial part of the proposition is the statement that for a finite subset
{ν1, . . . , νr} ⊆ DValgeom(X) there is a good partial compactification realizing
precisely ν1, . . . , νr. Moreover, given a good partial compactification, realizing
ν1, . . . , νr, we can just remove possible other codimension 1 points to get a good
partial compactification realizing precisely ν1, . . . , νr.
Thus we need to prove that to a finite set ν1, . . . , νr there exists a good
partial compactification (X,X) realizing ν1, . . . , νr. Let X
N be any normal
compactifcation of X. Since XN is proper, there exist points xi ∈ XN , such
that Oνi ⊇ OXN ,xi . If all xi are codimension 1 points, we are done. If not, we
want to find suitable blow-ups of XN to get into this situation.
Since νi is geometric, we know that trdegk k(νi) = dimX − 1. Since
codimXN {xi} = dimOXN ,xi ,
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we see that
dimX − 1 = trdegk(k(νi)) = trdegk(xi)(k(νi)) + dimX − dimOXN ,xi
so
trdegk(xi)(k(νi)) = dimOXN ,xi − 1.
Then by [Liu02, §8, Ex. 3.14] it follows that there is a finite chain of blow-ups
XNm → XNm−1 → · · · → XN1 → XN
with centers all lying over {xi}, such that νi is centered in a codimension 1 point
of XNm . We replace X
N
m by its normalization, and repeat this process for all i,
to get a normal compactification X˜N of X, such that each νi is centered in a
codimension 1 point of X˜N . We then remove a closed subset of codimension ≥ 2
to get the desired good partial compactification. 
A.5 Corollary. The partially ordered set (PC(X),≤) is directed. 2
A.6 Remark. Due to Proposition A.4 we can and will identify the partially
ordered set PC(X) with the set of finite subsets of DValgeom(X). 2
A.7 Proposition. Let f : Y → X be a dominant morphism of smooth, sepa-
rated, finite type k-schemes. For every good partial compactification (Y, Y ) of
Y , there exists an equivalent good partial compactification (Y, Y
′
), and a good
partial compactification (X,X), such that there is a morphism f¯ : Y → X, with
f¯ |Y = f . 2
Proof. Fix a normal compactification XN of X. Then, after replacing Y by
an open subset with complement of codimension ≥ 2, f extends to a morphism
f¯ : Y → XN . Let η1, . . . , ηr be the codimension 1 points of Y not lying in
Y . If f¯(ηi) ∈ X, for all i, then we can take X = X and we are done. If f¯(ηi)
is a codimension 1 point for all i with f¯(ηi) 6∈ X, we are done: Take X be a
union of sufficently small neighborhoods of f¯(ηi) in X
N containing X. Thus
assume that the closure of xi := f¯(ηi) has codimension ≥ 2 in XN . The discrete
geometric valuation νηi on k(Y ) then induces a discrete valuation on k(X):
Since f¯(ηi) 6∈ X, OY ,ηi does not contain k(X), Oi := OY ,ηi ∩ k(X) is a discrete
valuation ring containing OXN ,xi .
We claim that Oi satisfies
(A.1) trdegk(xi) k(Oi) = dimOXN ,xi − 1.
To prove (A.1) consider the local homomorphism Oi ↪→ OY ,ηi . We always have
the inequality
(A.2)
trdegk(Oi) k(ηi) ≤ trdegk Frac(OY ,ηi)− trdegk Frac(Oi) = dimY − dimX,
see [Mat89, Thm. 15.5]. The ring OY ,ηi is the inductive limit of finitely generatedOi-algebras, so there is some such algebra R and a prime p ∈ SpecR, such that
trdegk(Oi)Rp/p = trdegk(Oi) k(ηi)
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and
trdegFrac(Oi) Frac(R) = trdegFrac(Oi) Frac(OY ,ηi) = dimY − dimX.
But then, since R is finitely generated over Oi, and since Oi is regular and
thus in particular universally catenary, [Mat89, Thm. 15.6] implies (A.2) is an
equality for Oi ↪→ R, i.e. that
trdegk(Oi) k(ηi) = trdegk(Oi)Rp/p = dimY − dimX.
Now (A.1) follows by looking at trancendence degrees in the tower
k(ηi)
k(Oi)
dimY−dimX
k(xi)
k
dimX−dimOXN,xi
dimY−1
Since we know that (A.1) holds, we can argue as in the proof of Proposi-
tion A.4: We apply [Liu02, §8, Ex. 3.14] to see that there is a finite chain of
blow-ups
XNm → XNm−1 → . . .→ XN1 → XN
with centers all lying above {xi}, such that Oi corresponds to a codimension
1 point of XNm , and then of the normalization of X
N
m . Replace X
N
m by its
normalization, and repeat this process for every i, for which f¯(ηi) has codimension
≥ 2.
We obtain a normal compactification X˜N of X, such that (after perhaps
removing a codimension ≥ 2 closed subset from Y ) f extends to f¯ : Y → X˜N ,
and f¯(ηi) is a codimension 1 point because {f¯(ηi)} 6= X by the assumption
that f¯(ηi) 6∈ X. Let X be an open subset of X˜N , such that X contains X
and all codimension 1 points of X˜N , and such that (X,X) is a good partial
compactification. Then the closed set Z := f¯−1(X˜N \X) has codimension ≥ 2
in Y , so (Y, Y ) ∼ (Y, Y \Z), and f¯ restricts to a map f¯ ′ : Y \Z → X, such that
f¯ ′|Y = f . 
A.8 Remark. We can reformulate the results of Proposition A.7 and its proof:
Let f : Y → X be a dominant morphism of smooth, separated, finite type
k-schemes. Define
DValgeom(Y )f := {ν ∈ DValgeom(Y )|Oν 6⊇ k(X)} .
For every ν ∈ DValgeom(Y )f , denote by ν|X the discrete valuation on k(X)
induced by ν. Then the map ν 7→ ν|X induces a map of partially ordered sets
PC(f) : PC(Y )→ PC(X)
{ν1, . . . , νr} 7→ {νi|X |νi ∈ DValgeom(Y )f }
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such that for every equivalence class D ∈ PC(X) there exist a good partial
compactification (X,X) in PC(f)(D), a good partial compactification (Y, Y ) ∈
D, and a morphism f¯ : Y → X such that f¯ |Y = f . 2
A.9 Remark. The rather ad hoc discussion of good partial compactifications
should perhaps be replaced by more conceptual arguments using the Riemann-
Zariski space ([ZS75, Ch.VI, §17]), once one has good notions of regular singu-
larity in nonsmooth points. 2
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Appendix B
Tame ramification in
algebraic geometry
In this appendix we collect the definitions and main properties of tamely ramified
coverings of schemes, which are used in the main text. Then main reference
is [KS10]. In all of this appendix let k be a perfect field, and all schemes are
separated, finite type k-schemes.
B.1 Tameness with respect to a fixed good par-
tial compactification
B.1.1 Definition. Let R be a discrete valuation ring.
(a) If ϕ : R → S is a finite extension of discrete valuation rings, then ϕ is
called tame or tamely ramified, if the associated extensions of fraction fields
and residue fields are separable, and if the ramification index is prime to
the characteristic of the residue field of R.
(b) If ϕ : R→ S is a finite ring extension, then S is a Dedekind domain, and ϕ
is called tame with respect to R or tame with respect to the discrete valuation
defined by R, if for every prime ideal p of S lying over the maximal ideal
R, the extension of discrete valuation rings R→ Sp is tame.
(c) Let κ be the residue field of R, K := FracR and L a finite separable
extension of K, then the integral closure S of R in L is a Dedekind domain,
and L/K is called tame with respect to R or tame with respect to the
discrete valuation defined by R, if R→ S is tame.
(d) If (X,X) is a good partial compactification (see Definition A.1), f : Y → X
a finite e´tale morphism, and η a generic point of X \X, then f is called
tamely ramified over η, if k(Y )/k(X) is tamely ramified with respect to
the discrete valuation ring OX,η ⊆ k(X).
The covering f is called tamely ramified with respect to X \X (or tame
for short) if f is tamely ramified over all generic points of X \X.
We write Cov((X,X)) for the category of e´tale coverings of X which are
tamely ramified with respect to X \X.
125
126 Appendix B. Tame ramification in algebraic geometry
B.1.2 Theorem ([GM71, Thm. 2.4.2]). Let (X,X) be a good partial com-
pactification. Then (after the choice of a fiber functor) Cov((X,X)) is a galois
category in the sense of [SGA1], and it is naturally a subcategory of the category
Cov(X) of all e´tale coverings of X. 2
B.1.3 Definition. Let (X,X) be a good partial compactification and x¯ be a
geometric point of X. Then x¯ induces a fiber functor Cov((X,X))→ FinSet,
and the associated profinite group is denoted by pi1((X,X), x¯) or by pi
D
1 (X, x¯),
if D = X \X. 2
B.1.4 Remark. In the context of logarithmic geometry, there is a vast general-
ization of the notion of coverings which are tamely ramified with respect to a
normal crossings divisor. We refer e.g. to [Sti02] for an exposition. 2
B.1.5 Proposition. If (X,X1) and (X,X2) are good partial compactifications
of X, and (X,X1) ∼ (X,X2) (Definition A.3), then
Cov((X,X1)) = Cov((X,X2)
as subcategories of Cov(X). 2
B.1.6 Definition. If X is smooth, then for D ∈ PC(X) it is well-defined (by
Proposition B.1.5) to write CovD(X) for Cov((X,X)), if (X,X) is any good
partial compactification of X representing D. Similarly, we write piD1 (X, x¯) for
pi1((X,X), x¯). If D = ∅, then pi∅1(X, x¯) = pi1(X, x¯). 2
B.1.7 Proposition. If D1, D2 ∈ PC(X) and D1 ≤ D2, then CovD2(X) ⊆
CovD1(X) as subcategories of Cov(X), and there are canonical continuous quo-
tient maps
pi1(X, x¯) piD11 (X, x¯) piD21 (X, x¯).
These morphisms make (piD1 (X, x¯))D∈PC(X) into an inductive system over the
directed set PC(X) in the category of profinite groups. 2
Proof. This follows from [SGA1, Exp. V, Prop. 6.9], since the inclusion func-
tors CovD2(X) ⊆ CovD1(X) ⊆ Cov(X) map connected objects to connected
objects. 
B.1.8 Proposition ([KS10, Prop. 4.2]). Let (X,X) be a good partial com-
pactification. For a closed curve C ⊆ X write C := C ∩ X and C˜ for the
normalization of C.
Then a finite e´tale covering Y → X is tamely ramified with respect to X \X
if and only if for each closed curve C ⊆ X not contained in X \ X, the base
change Y ×X C˜ → C˜ is tamely ramified along the normal crossings divisor
(X \X)× C˜. 2
We prove the following simple lemma about the local structure of tamely
ramified morphisms.
B.1.9 Lemma. If (X,X) is a good partial compactification with irreducible
boundary divisor D := X \X, and f : Y → X a morphism tamely ramified with
respect to D. Then there exist:
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• an open set U ⊆ X, with U ∩ D 6= ∅. We write U := U ∩ X and
V := f−1(U).
• a good partial compactification (V, V ), such that the restriction of f to V
extends to a finite morphism f¯ : V → U , tamely ramified over D ∩ U ,
• a good partial compactification (W,W ) and a finite morphism g¯ : W → V ,
such that the following diagram commutes
(B.1) W
g¯ // V
f¯ // U
W
tame, finite
galois e´tale
66
?
OO
g¯|W // V
?
OO
f |V // U
?
OO
and such that f |V ◦ g¯|W is galois e´tale and tamely ramified with respect to
U ∩D. 2
Proof. Let η ∈ X be the generic point of the smooth boundary divisor D. Then
R := OX,η is a discrete valuation ring with field of fractions k(X). Let k(X)tame
be the composite (in some fixed algebraic closure of k(X)) of all finite extensions
L of k(X) which are tame with respect to R and unramified with respect to
the discrete valuations coming from codimension 1 points on X. Since f is
tamely ramified with respect to X \X, k(Y ) ⊆ k(X)tame, and k(Y ) corresponds
to an open subgroup H ⊆ Gal(k(X)tame/K). Let N be the intersection of all
conjugates of H in Gal(k(X)tame/k(X)). This is a finite intersection, so N is a
normal open subgroup of Gal(k(X)tame/K) and hence corresponds to a finite
extension L of k(Y ), such that L/k(X) is galois, tame with respect to R, and
unramified with respect to the codimension 1 points of X.
Now let U ⊆ X be an affine open neighborhood of η, say U = SpecA, such
that U ∩X = SpecA[x−1], for some local defining equation x of D. Then A ⊆
k(X). Since f is finite, f−1(U∩X) is also affine, say V := f−1(U∩X) =: SpecB.
Then B is the integral closure of A[x−1] in k(Y ), and let B be the integral closure
of A in k(Y ). Define V := SpecB. Then f extends to f¯ : V → U as claimed.
By construction V is normal, but perhaps not smooth. But we may shrink U to
an affine neighborhood of η, which has smooth preimage under f¯ . We may then
assume that V is smooth, and after further shrinking U we may assume that
f¯−1(D) is a disjoint union of smooth divisors.
We still write U = SpecA, U ∩X = SpecA[x−1], f−1(U ∩X) = SpecB and
V = SpecB′.
Next, let C be the integral closure of A in the extension L from above and C
the integral closure of Ax in L. Then C and C are also the integral closures of
B and B in L/k(Y ), respectively. Defining W := SpecA, W := SpecA gives us
the diagram (B.1), but perhaps with W not smooth. But again we can shrink U
by a suitable affine open neighborhood of η, to make W smooth. This finishes
the proof. 
B.1.10 Proposition. If (X,X) is a good partial compactification and f : Y →
X finite e´tale, then f is tamely ramified with respect to X \X if and only if the
galois closure f ′ : Y ′ → X of f is tamely ramified with respect to X \X. 2
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Proof. Clearly, if f ′ is tamely ramified with respect to X \X then so is f .
The converse follows as in the first part of the proof of Lemma B.1.9: Again
write k(X)tame for the composite of all finite separable extension of k(X) (in
some fixed algebraic closure) which are tamely ramified with respect to the
discrete valuations of the boundary divisor X \X and unramified with respect
to all discrete valuations corresponding to codimension 1 points on X. Then f
corresponds to an open subgroup of Gal(k(X)tame/k(X)) which contains an open
subgroup which is normal in Gal(k(X)tame/k(X)). Thus, f is dominated by a
galois covering f ′′ : Y ′′ → X, tamely ramified with respect to X \X, which then
has to dominate f ′ as well. Thus f ′ is tamely ramified (and in fact f ′ = f ′′).
B.2 Tameness in general
B.2.1 Definition. Let X be a normal, connected finite type k-scheme. A finite
e´tale morphism f : Y → X is called tame or tamely ramified, if for every
geometric discrete valuation ν on k(X), the extension k(X) ⊆ k(Y ) is tamely
ramified with respect to ν in the sense of Definition B.1.1, (c). Note that f is
tame if and only if f is tame with respect to any partial compactification (X,X),
in the sense of Definition B.1.1, (d). 2
We state the special case of the main result of [KS10] which is used in the main
text.
B.2.2 Theorem ([KS10, Thm. 4.4]). Let k be a perfect field, and f : Y → X
an e´tale covering of separated, regular, finite type k-schemes. Then the following
are equivalent:
(a) f is tamely ramified.
(b) For every regular curve C over k, i.e. a regular, separated, finite type
k-scheme of dimension 1, and any morphism C → X, the base change
fC : Y ×X C → C is tamely ramified.
If X admits a good compactification X, i.e. a smooth proper scheme X, such
that X ⊆ X is an open subscheme with complement a normal crossings divisor,
then (a) and (b) are equivalent to
(c) f is tamely ramified with respect to X \X. 2
B.2.3 Theorem ([KS10, Sec. 7]). Let k be a field and X a regular, connected,
separated, finite type k-scheme. Then the category Covtame(X) of tamely ramified
e´tale coverings of X is a Galois category in the sense of [SGA1]. 2
B.2.4 Definition. With the notations from Theorem B.2.3, if x¯ → X is a
geometric point of X and Fx¯ : Cov
tame(X)→ Set the fiber functor Fx¯(f : Y →
X) = Yx¯, then the associated profinite group pi
tame
1 (X, x¯) is called the tame
fundamental group.
For the next proposition, we use the results of Appendix A.
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B.2.5 Proposition. Let X be smooth and x¯ a geometric point. If D ∈ PC(X)
is an equivalence class of good partial compactifications, then the inclusion of
categories CovD(X) ⊆ Covtame(X) induces a quotient map
pD : pi
D
1 (X, x¯) pitame1 (X, x¯).
If D1 ≤ D2 ∈ PC(X), then these maps fit in a commutative diagram
piD11 (X, x¯)

pD1
'' ''
pitame1 (X, x¯)
piD21 (X, x¯),
pD2
77 77
where the vertical map is the quotient map from Proposition B.1.7. This induces
an isomorphism
(B.2) lim−→
D∈PC(X)
piD1 (X, x¯)
∼=−→ pitame1 (X, x¯)
in the category of profinite groups. 2
Proof. To show that (B.2) is an isomorphism we have to show that pitame1 (X, x¯)
satisfies the universal property of an inductive limit of the inductive system
(piD1 (X, x¯))D∈PC(X) (see Proposition B.1.7). In other words, for any profinite
group G, we need to show that the map
(B.3) Hom(pitame1 (X, x¯), G)→ lim←−
D
Hom(piD1 (X, x¯), G)
induced by the surjections pD is a bijection.
Given a compatible system of continuous morphisms φD : pi
D
1 (X, x¯)→ G, the
image H := im(φD) is independent of D, because the transition morphisms in
the system (piD1 (X, x¯))D are surjective, and H is a profinite group, since ker(φD)
is a closed subgroup of piD1 (X, x¯) by continuity. Since for all D1 ≤ D2 we have a
diagram
piD11 (X, x¯)
pD1 && &&
φD1
** **

pi1(X, x¯)
88 88
&& &&
pitame1 (X, x¯) // // H
piD21 (X, x¯)
pD2
88 88
φD2
44 44
it follows that H corresponds to a unique (pointed) finite e´tale covering of X,
which is tamely ramified with respect to every D ∈ PC(X). In other words, the
quotient pi1(X, x¯)  H factors uniquely through pitame1 (X, x¯). Hence (B.3) is
bijective. 
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Appendix C
Tannakian categories
In this appendix we recall the definition of a tannakian category and state the
results that are needed in the main text. The references used are [SR72], [DM82]
and [Del90]. We will mostly be interested in neutral tannakian categories, but
we do make use of the general notion of a fiber functor.
C.1 Tannakian categories
In all of what follows let k be an arbitrary field. We warn the reader that there
is no unity of notation in the literature: For example a “tensor category” in
[DM82] is different from a “tensor category” in [Del90].
C.1.1 Definition ([Del90, 2.1]). Let T be a category.
(a) T is called k-linear if Hom(X,Y ) is a k-vector space for every pair of objects
X,Y ∈ T , and such that the composition maps Hom(Y,Z)×Hom(X,Y )→
Hom(X,Z) are k-bilinear.
(b) A symmetric monoidal category (this is called tensor category in [DM82])
is a tuple (T ,⊗, φ, ψ, (I, λ, µ)) with
• A functor ⊗ : T × T → T , (X,Y ) 7→ X ⊗ Y ,
• The associativity constraint φ, i.e. a natural isomorphism
φX,Y,Z : X ⊗ (Y ⊗ Z)
∼=−→ (X ⊗ Y )⊗ Z
for X,Y, Z objects of T . Moreover φ is required to satisfy the pentagon
axiom, see [DM82, (1.0.1)].
• The commutativity constraint ψ, i.e. a natural isomorphism
ψX,Y : X ⊗ Y
∼=−→ Y ⊗X
which is required to be compatible with φ, i.e. it is required to satisfy
the hexagon axiom [DM82, (1.0.2)].
• The identity object (I, λ, µ), i.e. an object I of T together with natural
isomorphisms (unity constraints)
λX : X ⊗ I
∼=−→ X
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and
µX : I⊗X
∼=−→ X.
For more details see [SR72, Ch. I], [DM82, Ch. 1] or [ML98, Ch. VII].
(c) A symmetric monoidal category is called rigid if for every object X of
T there exists an object X∨ of T and morphisms ev : X ⊗ X∨ → I,
δ : I→ X ⊗X∨, such that the compositions
X
X⊗δ−−−→ X ⊗X∨ ⊗X ev⊗X−−−−→ X
and
X∨ δ⊗X
∨
−−−−→ X∨ ⊗X ⊗X∨ X
∨⊗ev−−−−−→ X∨
are the identity.
(d) If T and T ′ are two symmetric monoidal categories, then a ⊗-functor
ω : T → T ′ is a functor ω together with a natural isomorphism
ω(X ⊗ Y )→ ω(X)⊗ ω(Y ),
compatible with the commutativity, associativity and unity constraints.
A morphism of ⊗-functors α : ω → ω′ is a natural transformation α : ω →
ω′ such that for all objects X,Y of T we have a commutative diagram
ω(X)⊗ ω(Y )
α

∼= // ω(X ⊗ Y )
α

ω′(X)⊗ ω′(Y ) ∼= // ω′(X ⊗ Y )
where the horizontal arrows are the isomorphisms belonging to the datum
of a tensor functor.
(e) If T is an abelian, k-linear, symmetric monoidal category, then a fiber
functor on a k-scheme S is a k-linear, exact ⊗-functor ω : T → QCoh(S).
(f) Following the terminology of [Del90], we say that T is a tensor category
over k, if T is a k-linear, abelian, rigid symmetric monoidal category with
End(I) = k.
(g) If T is a tensor category over k admitting a fiber functor on a k-scheme
S 6= ∅, then T is called tannakian category over k.
(h) If T is a tannakian category over k, then T is called neutral tannakian, if
T admits a fiber functor on the k-scheme Spec(k). 2
We list a few basic facts about these definitions.
C.1.2 Proposition ([Del90, 2.5]). A symmetric monoidal category T is rigid
if and only if
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(a) For every pair of objects X,Y of T there exists an internal Hom-object
Hom(X,Y ) in T , i.e. an object Hom(X,Y ) of T representing the functor
Copp → Set, T 7→ Hom(T ⊗X,Y ).
We write the morphism Hom(X,Y )⊗X → Y corresponding to idHom(X,Y )
as evX,Y .
(b) For Xi, Yi i = 1, 2, objects of T , the morphism
Hom(X1, Y1)⊗Hom(X2, Y2)→ Hom(X1 ⊗X2, Y1 ⊗ Y2)
corresponding to
(Hom(X1, Y1)⊗Hom(X2, Y2))⊗ (X1 ⊗X2)
evX1,Y1 ⊗ evX2,Y2−−−−−−−−−−−−→ Y1 ⊗ Y2
is an isomorphism.
(c) Every object of T is reflexive, i.e. for every object X, writing X∨ =
Hom(X, I), the natural morphism X → (X∨)∨ corresponding to evX,I ◦ψ :
X ⊗X∨ → I is an isomorphism. 2
C.1.3 Proposition. If T is a tannakian category over k, S a k-scheme and
ω : T → QCoh(S) a fiber functor, then:
(a) If f : T → S is a morphism of schemes, then ω induces a fiber functor
f∗ω : T → QCoh(S) f
∗
−→ QCoh(T ). Thus, since S 6= ∅ by definition of
a tannakian category, there always exist an affine scheme S′ and an S-
valued fiber functor; S′ can even be taken as Spec k′ for a suitable (possibly
transcendental) extension field of k.
(b) ([Del90, 2.7]) ω factors through the full subcategory LF(S) of QCoh(S)
whose objects are locally free OS-modules of finite rank.
(c) ([Del90, 2.7]) For every object of T we have a canonical isomorphism
ω(X∨) ∼= ω(X)∨.
(d) ([DM82, Prop. 1.13]) If ω′ : T → LF(S) is a second fiber functor, then
every morphism of ⊗-functors α : ω → ω′ is an isomorphism of ⊗-functors.
(e) ([Del90, 2.13]) Every object of T is of finite length, and for every pair of
objects X,Y of T , the k-vector space Hom(X,Y ) is finite dimensional. 2
C.1.4 Example. The most basic examples to keep in mind are:
• The category Vectfk of finite dimensional k-vector spaces together with
its tensor product is neutral tannakian, and the identity functor Vectfk →
Vectfk is a fiber functor.
• The category RepfkG of representations of an affine k-group scheme G on
finite dimensional k-vector spaces together with its tensor product structure
is neutral tannakian. The functor RepfkG → Vectfk which forgets the
G-structure is a fiber functor. 2
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C.1.5 Definition. If T is a tensor category over k, and T ′ ⊆ T a subcategory,
then T ′ is called tensor subcategory if
• T ′ ⊆ T is strictly full, i.e. T is a full subcategory of T and if X,Y are
objects of T , such that X ∈ T ′ and X ∼= Y , then Y ∈ T ′.
• T ′ is closed under finite tensor products. In particular it contains I as the
“empty” tensor product.
• If X ∈ T ′ then X∨ ∈ T ′.
• T ′ is an abelian subcategory, e.g. if f : X → Y is an arrow in T ′, then the
kernel of f computed in T ′ is isomorphic to the kernel of f computed in
T , etc..
If T is tannakian, then a fiber functor for T induces a fiber functor for T ′, and
we say that T ′ is a tannakian subcategory, instead of using the perhaps more
accurate term “subtannakian category”. 2
For the study of monodromy groups, the notion of a ⊗-generator is essential:
C.1.6 Definition. Let T be a tensor category on k. If X is an object of T ,
then denote by 〈X〉⊗ the tensor category on k generated by X, i.e. the strictly
full subcategory of T with objects isomorphic to subquotients of objects of the
form P (X,X∨) with P (x, y) ∈ N[x, y]. This is the smallest tensor subcategory
of T containing E.
If T = 〈X〉⊗, then X is called ⊗-generator of T .
T is called ⊗-finitely generated if there exist X1, . . . , Xn, such that every
object of T is isomorphic to P (X1, X∨2 , . . . , Xn, X∨n ), for P (xi, yi) ∈ N[xi, yi|i =
1, . . . , n]. Clearly, in this case T = 〈⊕ni=1Xi〉⊗, so⊗-finitely generated tannakian
categories always admit a ⊗-generator. 2
C.1.7 Theorem ([Del90, Cor. 6.20]). If a tannakian category on k has a
⊗-generator, then it admits fiber functor on Spec k′, for k′ a finite extension of
k. 2
C.1.8 Definition. Let T be a tensor category over k and S a k-scheme.
(a) If ω1, ω2 are two fiber functors T → QCoh(S), then we define the functor
Isom⊗S (ω1, ω2) : Sch /S → Set by
Isom⊗S (ω1, ω2)(u : T → S) :=
{
u∗ω1
∼=−→ u∗ω2 isomorphism of ⊗-functors
}
.
(b) If ω1, ω2 are fiber functors on k-schemes S1, S2, then we define
Isom⊗k (ω1, ω2) := Isom
⊗
S1×kS2(pr
∗
1 ω1,pr
∗
2 ω2).
(c) Finally, if ω is a fiber functor on a k-scheme S, then we define
Aut⊗S (ω) := Isom
⊗
S (ω, ω)
and
Aut⊗k (ω) := Isom
⊗
k (ω, ω).
Appendix C. Tannakian categories 135
Note that if ω : T → Vectfk is a fiber functor, then Aut⊗k (ω) is a functor from
the category of k-schemes to the category of groups. 2
The main theorem about neutral tannakian categories for our purposes is:
C.1.9 Theorem ([DM82, Thm. 2.11]). If T is a neutral tannakian category
with fiber functor ω : T → Vectfk, then
(a) The functor Aut⊗k (ω) is representable by an affine k-group scheme G.
(b) ω induces an equivalence T ∼=−→ RepfkG 2
C.1.10 Remark. Theorem C.1.9 is only a special case of a theorem about
Aut⊗k (ω) for a fiber functor ω on an arbitrary k-scheme S 6= ∅. In this case
Aut⊗k (ω) is not necessarily a group functor, but only a groupoid functor, and
in order to state the general version of the main theorem, one has to discuss
representations of groupoids. We do not use this result, so we just refer to [Del90,
Thm. 1.12]. 2
C.1.11 Definition. Let T be a tannakian category over k. We define Ttriv to
be the full tannakian subcategory of T with objects the trivial objects of T ,
i.e. every object of Ttriv is isomorphic to In for some n. 2
C.1.12 Proposition. If T is a tannakian category, then there is a unique fiber
functor ωtriv : Ttriv → Vectfk, and ωtriv is an equivalence.
Every object V of T has a maximal trivial subobject Vtriv, and the assignment
V 7→ Vtriv is a ⊗-functor T → Ttriv.
Similarly: Every object V of Ind(T ) has a maximal trivial subobject Etriv,
and the assigment V 7→ Vtriv defines a ⊗-functor Ind(T )→ Ind(Ttriv). 2
Proof. If V ∈ T , and if T1 and T2 are trivial subobjects of V , then the image
of the induced map T1 ⊕ T2 → V is a trivial subobject of V containing T1 and
T2. But V has finite length by Proposition C.1.3, so there exists a maximal
trivial subobject Vtriv. Alternatively, the the maximal trivial subobject can be
described as Hom(I, V ).
Now if V ∈ Ind(T ), then we can write V as an inductive limit lim−→i∈I Vi of
objects Vi in T , and Vtriv := lim−→i∈I Vi,triv is the maximal trivial subobject of V .
The other statements are clear. 
C.1.13 Definition. We define the functor H0(T ,−) : T → Vectfk to be the
composition E 7→ Etriv 7→ ωtriv(Etriv). 2
C.2 Properties of RepfkG
The main reference for this section is [DM82, Ch. 2], but we also recall some
additional relevant material.
As mentioned in Example C.1.4, if G is an affine k-group scheme, then the
category RepfkG of representations of G on finite dimensional k-vector spaces
is neutral tannkian and the forgetful functor
ω : RepfkG→ Vectfk
136 Appendix C. Tannakian categories
is a fiber functor.
There is a canonical morphism of functors G→ Aut⊗k (ω) from the category
of k-algebras to the category of groups. From Theorem C.1.9 it follows that this
is an isomorphism G
∼=−→ Aut⊗k (ω) of k-group schemes.
C.2.1 Proposition ([DM82, Prop. 2.20]). With the notations from above,
(a) G is of finite type over k if and only if RepfkG has a ⊗-generator (Defi-
nition C.1.6).
(b) G is finite over k, if and only if there exists an object X ∈ RepfkG, such
that every object of RepfkG is isomorphic to a subquotient of X
n for some
n ≥ 0. 2
In Section C.3 it will be crucial to be able to work with infinite dimensional
representations of G, and to relate the category RepkG of all linear representa-
tions of k to the category RepfkG of finite dimensional linear representations.
This is done by the following proposition:
C.2.2 Proposition. We keep the notations from above.
(a) ([DM82, Cor. 2.4]) Every linear representation of G is a directed union of
finite dimensional representations. In other words:
Ind(RepfkG) = RepkG.
In the sequel we will identify RepfkG with a full subcategory of RepkG.
(b) ([DM82, Cor. 2.7]) Every affine k-group scheme G is a directed inverse
G = lim←−iGi, with Gi finite type, affine k-group schemes and surjective
transition maps Gj  Gi, j ≥ i. 2
Let G′ be a second affine k-group scheme and f : G→ G′ a homomorphism.
Then f induces a ⊗-functor ωf : RepfkG′ → RepfkG.
We recall how properties of f are reflected in ωf and vice versa:
C.2.3 Proposition ([DM82, Cor. 2.9, Prop. 2.21]). With the notation of
the preceding paragraph:
(a) If F : RepfkG
′ → RepfkG is a ⊗-functor such that ωGF = ωG
′
, where
ωG denotes the forgetful functor RepfkG→ Vectfk, then there is a unique
homomorphism f : G→ G′, such that F = ωf .
(b) f is faithfully flat if and only if ωf is fully faithful and if ωf induces an
equivalence
〈X ′〉⊗ → 〈ωf (X ′)〉⊗
for every object X ′ of RepfkG
′.
(c) f is a closed immersion if and only if every object of RepfkG is isomorphic
to a subquotient of an object of the form ωf (X ′), for X ′ ∈ RepfkG′. 2
We write G = SpecOG, with OG a k-algebra (not necessarily of finite type).
The group structure on OG induces on OG the structure of a coalgebra.
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C.2.4 Proposition ([DM82, Prop. 2.2]). In addition to the notations from
the previous paragraph, let V be a k-vector space (not necessarily finite dimen-
sional). There is a canonical one-to-one correspondence between the representa-
tions of G→ GL(V ) and the OG-comodule structures on V . 2
Because of this proposition, we will use the terms “G-representation” and
“OG-comodule” synonymously.
C.2.5 Definition. The comultiplication on the k-bialgebra OG is given by the
diagonal ∆ : OG → OG ⊗k OG. This also gives OG the structure of an OG-
comodule, which we call the regular representation (OG,∆). This comodule
corresponds to G acting on itself from the right, and it is an object of RepkG.2
In the rest of this section, we study the special properties of the regular
representation (OG,∆).
C.2.6 Proposition. We identify RepfkG with a full subcategory of RepkG.
(a) If I ∈ RepfkG denotes the trivial representation of rank 1, then (OG,∆)
is an I-algebra in RepkG, and the only trivial subobject of (OG,∆) is I.
(b) ([Wat79, Lemma 3.5]) If V ∈ RepfkG, then there exists an n ≥ 0, such
that V ⊆ OnG.
(c) ([dS07, 2.3.2 (d)]) If dimk V = n, then V ⊗(OG,∆) ∼= (OG,∆)n in RepkG.
More specifically, writing ν1, ν2 : RepfkG→ RepkG for the functors
ν1(V ) = V ⊗k (OG,∆), ν2(V ) = V triv ⊗k (OG,∆)
where V triv denotes the vector space V with the trivial G-action, there
exists a natural isomorphism of functors ν1 ∼= ν2.
(d) The following diagram of functors commutes:
RepfkG
ωG //
−⊗(OG,∆)

Vectfk _

RepkG
(−)G
// Vectk
where V G := H0(G,V ) denotes the k-vector space of G-invariants of V
and ωG the forgetful functor. 2
Proof. (a) follows from the fact that G acting on itself from the right does not
have any invariants. We do not reproduce the proof of for (c), but just mention
that, intuitively, if G is a group and G acts on itself, say from the right via
x 7→ xg−1, then the map defined by φ(v ⊗ g) := g−1v ⊗ g is an isomorphism of
G-modules φ : V triv ⊗G→ V ⊗G, because
φ(h(v ⊗ g)) = hg−1v ⊗ gh−1 = h(g−1v ⊗ g) = hφ(v ⊗ g),
and because it is easy to write down the inverse ψ with ψ(v ⊗ g) = gv ⊗ g.
Finally, (d) follows from (c), since (OG)G = k. 
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C.2.7 Proposition. Let G,G1, G2 be affine k-group schemes and p1 : G G1,
p2 : G  G2 faithfully flat morphisms. We consider RepfkG1,RepfkG2 as
tannakian subcategories of RepfkG (Proposition C.2.3).
(a) The strictly full subcategory RepfkGi ⊆ RepfkG has as objects precisely
those representations V ∈ RepfkG, such that V ⊗ (OGi ,∆) ∼= (OGi ,∆)n
in RepkG for some n ≥ 0, and i = 1, 2.
(b) The following are equivalent:
(i) RepfkG1 ⊆ RepfkG2 as strictly full subcategories of RepfkG.
(ii) There is a faithfully flat morphism p′ : G2  G1, such that the
faithfully flat map p1 : G G1 factors as p′p2.
(iii) For every object V ∈ RepfkG1 the representation V ⊗ (OG2 ,∆) is
isomorphic to (OG2 ,∆)n in RepkG for some n. 2
Proof. For (a), note that by Proposition C.2.6 every object V of RepfkGi has
the property that V ⊗ (OGi ,∆) ∼= (OGi ,∆)n in RepkGi ⊆ RepkG. Conversely,
the canonical map V → V ⊗ (OGi ,∆), v 7→ v ⊗ 1 makes V into a subobject
of V ⊗ (OGi ,∆): There is an inclusion I ↪→ (OGi ,∆), which remains injective
after tensoring with the representation V . This shows that V lies in RepfkGi if
V ⊗ (OGi ,∆) = (OGi ,∆)n, which finishes the proof of (a).
For (b), first assume (i). Denote the inclusion functors as follows:
RepfkG1
  i1 // RepfkG2
  p
∗
2 // RepfkG.
Then p∗2i1 = p
∗
1, and by Proposition C.2.3, for every object V of RepfkG1 the
restriction of i1 to 〈V 〉⊗ can be written as a chain of equivalences
〈V 〉⊗
p∗1−→ 〈p∗1V 〉⊗ = 〈p∗2i1(V )〉⊗
(p∗2)
−1
−−−−→ 〈i1(V )〉⊗ .
But again by Proposition C.2.3, this means that i1 comes from a faithfully flat
morphism p′ : G2  G1, such that p1 = p′p2. This shows that (i) implies (ii).
Now assume that (ii) holds. Then the morphism p′ induces an inclusion
(OG1 ,∆) ⊆ (OG2 ,∆), so if V ∈ RepfkG1, then
V ⊗ (OG2 ,∆) = V ⊗ (OG1 ,∆)⊗(OG1 ,∆) (OG2 ,∆) ∼= (OG2 ,∆)n
for some n, since (OG2 ,∆) is in fact a (OG1 ,∆)-algebra in RepkG. This shows
that (ii) implies (iii).
Finally assume that (iii) holds, i.e. that that for every V ∈ RepfkG1 the
representation V ⊗ (OG2 ,∆) is isomorphic to (OG2 ,∆)n, for some n ≥ 0. By
(a), we see that RepfkG1 ⊆ RepfkG2. 
C.3 Torsors
In this category we fix a neutral tannakian category T over k. We start by
recalling the definition of a torsor:
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C.3.1 Definition. If G is an affine group scheme over k and S a finite type
k-scheme, then a G-torsor on S is a scheme T , faithfully flat and affine over S,
together with a G-action
T ×S G→ T
such that the induced morphism
T ×S G→ T ×S T
is an isomorphism. 2
The following result states that there is an intimate relationship between
fiber functors with values on a scheme S and torsors on S:
C.3.2 Theorem ([DM82, Thm. 3.2]). Let S be a k-scheme, ω : T → Vectfk
a fiber functor and G := Aut⊗k (ω).
(a) For any fiber functor η on T with values on S, the sheaf
Isom⊗k (ω, η)
is representable by an affine scheme faithfully flat over S, and hence an
G-torsor on S.
(b) The functor η 7→ Isom⊗k (ω, η) is an equivalence between the category of
fiber functors on T with values on S and the category of G-torsors over
S. 2
C.3.3 Remark. The proof in [DM82] is only stated for affine schemes S, but
it extends to general schemes S. For a slightly different proof in the scheme
case we refer to the nice write-up in [dS07, Prop. 10], where one should take
T = Fdiv(S). 2
We give some relevant details on the construction going into the proof. The
main difficulty to show that the functor Isom⊗k (ω, ρ) is representable by a G-
torsor. The most conceptual approach starts by generalizing the notions of
algebras, spectra, coalgebras, torsors, etc. for objects of an arbitrary neutral
tannakian category, as is done for example in [Del89, §5].
C.3.4 Definition. Let T be a neutral tannakian category.
• A unital ring in T is an I-algebra in Ind(T ).
• The category of affine schemes in T , denote bye AffT is by definition the
opposite category of the category of unital rings in Ind(T ). The affine
scheme in T associated with a unital ring A is denoted by Sp(A), the
spectrum of A.
• For X,S ∈ AffT we write X(S) := Hom(S,X).
• An affine group scheme in T is an group object in AffT .
• If H is an affine group scheme in T , then P ∈ AffT is called H-torsor if
P 6= Sp(0) and if P is equipped with an H-action ρ : P ×H → P such
that
(pr1, ρ) : P ×H → H ×H
is an isomorphism.
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• If V ∈ T is any object, then Sym(V ∨) is a unital algebra, and we write V
for the associated affine scheme (“sche´ma vectoriel”) in T . 2
Having these notions at our disposal, we apply them first to T = RepfkG. The
group scheme G gives rise to a group scheme G in RepkG (this is an object
of AffRepfk G!) and the right regular representation (OG,∆) is the “ring of
functions” a G-torsor P := Sp((OG,∆)) in RepkG. Then a statement akin
to Proposition C.2.6, (c) shows that the forgetful functor RepfkG→ Vectfk is
naturally isomorphic to the functor
V 7→ V 7→ (V ×P)G.
If T is an arbitrary neutral tannakian category and ω : T → Vectfk a fiber
functor, then ω induces an equivalence ω′ : Ind(T )→ RepkG for G = Aut⊗k (ω).
We can transport the objects constructed above to T via this equivalence (in
fact we can do it canonically, see [DM82, Thm. 3.2]), and we get an affine group
scheme G in T , and a G-torsor P ∈ Ind(T ), such that ω′(P) = Sp(OG,∆) and
such that for an object E ∈ T , ω(E) = (ω′(E ⊗ P))G. We write Aω for the
unital ring in Ind(T ) such that Sp(Aω0) = P.
Finally, if ρ : T → Coh(X) is a fiber functor, then ρ extends to ρ′ : Ind(T )→
QCoh(X), and ρ′(Aω) is a quasi-coherent OX -algebra, such that Pω,ρ := SpecAω
is a GX -torsor.
It remains to see that Pω,ρ = Isom
⊗
k (ω, ρ): By Proposition C.2.6 there is
an isomorphism of fiber functors ω ⊗ ρ(Aω) ∼= ρ ⊗ ρ(Aω), and hence an X-
morphism Pω,ρ. Since Pω,ρ and Isom
⊗
k (ω, ρ) are both G-torsors, it follows that
Pω,ρ = Isom
⊗
k (ω, ρ).
Using this construction, we can translate the properties of (OG,∆) into useful
properties of the torsor Isom⊗k (ω, ρ):
C.3.5 Proposition. Let T be a neutral tannakian category with fiber functors
ω : T → Vectfk and ρ : T → Coh(X). Write Aω for the algebra in Ind(T ) such
that Isom⊗k (ω, ρ) = Spec(ρ(Aω)). Proposition C.2.6 translates to:
(a) For every object E ∈ T there exists an n, such that E ⊆ Anω.
(b) If E ∈ T , then E ⊗Aω ∼= Anω, for some n ≥ 0.
(c) The following diagram of functors commutes:
T ω //
−⊗Aωj

Vectfk _

Ind(T )
H0(Ind(T ),−)
// Vectk
Here H0(Ind(T ), V ) denotes the maximal trivial subobject of V , see Propo-
sition C.1.12. 2
Appendix D
Formal differential
geometry following
Berthelot
In [BO78, Ch. II], P. Berthelot defines a categorical framework, in which it
makes sense to discuss n-connections, stratifications, differential operators etc.
This framework applies to many different setups: To the “classical” notions of
connections and differential operators from [EGA4], to P. Berthelot’s notion of
PD-connections and PD-differential operators, and also to the notion of logarith-
mic connections and differential operators, as shown in Chapter 2. Everything
in this appendix is taken from [Ber74, Ch. II], except for the comments and
example on logarithmic schemes and tannakian categories.
At a few points we simplify the exposition, by reducing the generality. For
example, we do not mention “formal categories” or “pseudo-stratifications”.
D.1 Formal groupoids
D.1.1 Definition ([Ber74, De´f. II.1.13]). Let T be a topos (in a fixed uni-
verse). A formal groupoid X in T consists of the following data:
• A commutative unital ring A in T .
• A projective system (PnX)n∈N of commutative, unital rings in T , with
transition morphism um,n : PmX → PnX for m ≥ n.
• Families of morphisms of rings
◦ dn0 , dn1 : A → PnX (note that dn0 and dn1 make PnX into a left- and
righ-A-algebra),
◦ pin : PnX → A,
◦ δm,n : Pm+nX → PnX ⊗A PmX , where the tensor product is computed
via the right- and left-A-structure of PnX ,
◦ σn : PnX → PnX .
141
142 Appendix D. Formal differential geometry following
These data are subject to the following conditions :
• The transition morphisms um,n of (Pn)n are surjective.
• The morphisms dn0 , dn1 , pin, δm,n, σn commute with the transition mor-
phisms um,n.
• If qm,n0 is the composition
(D.1) Pm+nX
um+n,n−−−−−→ PmX x 7→x⊗1−−−−−→ PmX ⊗A PnX ,
and if qm,n1 is the composition
(D.2) Pm+nX
um+n,m−−−−−→ PnX x 7→1⊗x−−−−−→ PmX ⊗A PnX ,
then the following relations hold:
◦ pindn0 = pindn1 = idA
◦ δm,ndm+n0 = qm,n0 dm+n0
◦ δm,ndm+n1 = qm,n1 dm+11
◦ (pim ⊗ idPnA)δm,n = um+n,n
◦ (idPmX ⊗pin)δm,n = um+n,m
◦ (δm,n ⊗ idPqX )δm+n,q = (idPmX ⊗δn,q)δm,n+q
◦ σndn0 = dn1
◦ σndn1 = dn0
◦ pinσn = pin
and the following squares commute:
2
PnX ⊗A PnX
id⊗σn // PnX PnX ⊗A PnX
σn⊗id // PnX
P2nX
δn,n
OO
pi2n // A
dn0
OO
P2nX
δn,n
OO
pi2n // A
dn1
OO
D.1.2 Example. (a) Let f : X → S be a morphism of schemes. Put A =
OX . This is a ring in the zariski topos of S. The diagonal morphism
∆ : X → X ×S X is an immersion, so there is an open set U ⊆ X ×S X,
such that ∆ gives a closed immersion X ↪→ U . Let I be the ideal of the
closed immersion ∆ : X ↪→ U , and define ∆nX to be the closed subscheme
of U defined by In+1, and
PnX := PnX/S := ∆−1O∆nX .
This is easily seen to be independent of the choice of U . The maps dn0 , d
n
1
are the maps corresponding to the projections ∆nX ⊆ X ×S X → X, pin is
the morphism corresponding to the closed immersion X ⊆ ∆nX , σn arises
from the automorphism of X×SX which switches the components. Finally
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δn,m is defined as follows: There is a closed immersion v : X ↪→ ∆mX×X∆nX ,
defined by the diagram
X
! 
##
 d
''
%%
∆mX ×X ∆nX //


∆nX
pn1

∆mX pm0
// X,
and if J is the ideal of v, then Jn+m+1 = 0, so by the universal property of
infinitesimal neighborhoods, there is a unique map ∆mX ×X ∆nX → ∆m+nX ,
and δm,n is defined to be the corresponding map of sheaves.
We denote this formal groupoid by P̂X/S .
(b) If f : (X,MX) → (S,MS) is a finite type morphism of fine log-schemes,
then we show in Section 2.1.2 that the projective system of logarithmic
principal parts gives rise to a formal groupoid. We write P̂X/S(log) for this
formal groupoid if no confusion is likely. If (S,MS) is Spec k with its trivial
log-structure, and MX the fine log-structure associated to a strict normal
crossings divisor D on X, then we write P̂X/k(logD) for the associated
formal groupoid. 2
D.1.3 Definition. Given two formal groupoids X = (A,PnX , . . .) and X ′ =
(A′,PnX′ , . . .), we define a morphism of formal groupoids to be a morphism of
rings φ : A → A′, and a sequence of morphisms of rings ψn : PnX → PnX′
commuting with all the morphisms used to define a formal groupoid. 2
D.1.4 Example. Let X be a k-scheme and D ⊆ X a strict normal crossings di-
visor. Then the identity OX → OX and the canonical maps PX/k → PX/k(logD)
(Corollary 2.2.4) induce a morphism of formal groupoids
P̂X/k → P̂X/k(logD). 2
D.1.5 Definition ([Ber74, II.1.1.8]). If u : T ′ → T is a morphism of topoi,
and X = (A,PnX , . . .) a formal groupoid in T , then u−1X := (u−1A, u−1PnX , . . .)
is a formal groupoid in T ′, because u−1 commutes with tensor products. 2
D.1.6 Example ([Ber74, Ex. II.1.1.9]). Consider the following commuta-
tive diagram of schemes (resp. fine log-schemes):
X ′ u //

X

S′ // S.
This induces a morphism of zariski topoi, and in turn a morphism of formal
groupoids
u−1P̂X/S → P̂X′/S′
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(resp.
u−1P̂X/S(log)→ P̂X′/S′(log)) 2
D.2 n-connections and stratifications
Let X = (A,PnX , . . .) be a formal groupoid in a topos T . Let Ring(T ) denote
the category of (commutative unital) rings in T . We will stay in great generality
and define n-connections and stratifications on objects of a category FA, where
F is a cofibered category over Ring(T ):
D.2.1 Definition ([SGA1, VI.10]). Let F , E be categories and p : F → E
a functor. F is called cofibered category over E if the opposite functor popp :
F opp → Eopp makes F opp into a fibered category over E. 2
D.2.2 Example. (a) The main example the reader should keep in mind is
the cofibered category Mod of modules over varying rings. The fiber
categories ModA are precisely the categories A-modules.
(b) Another example is less obvious: Let k be a field, and T a tannakian
category over k. Write Fib for the fibered category of fiber functors with
values in k-algebras. Then Fib is cofibered over the category of rings in
the zariski topos Sch /k. We will later see an example of a stratification
on a fiber functor (Example D.2.4,(d)). 2
D.2.3 Definition ([Ber74, De´f. II.1.2.1, II.1.3.1]). Let X = (A,PnX , . . .)
be a formal groupoid in T , and F a cofibered category over Ring(T ). If n ≥ 1,
then an n-connection relative to X on an object M of FA is an isomorphism
n : PnX ⊗AM
∼=−→M ⊗A PnX
in FPnX (in particular PnX -linear), which induces the identity on M via the base
change pin : PnX → A.
A stratification with respect to X on an object M of FA is the datum of an
n-connection n relative to X on M for every n ≥ 1, such that for m ≤ n the
diagrams
PnX ⊗M
n //

M ⊗A PnX

Pm ⊗AM m // M ⊗A PmX
commute, and such that the following cocycle condition holds: Recall the
definition of the morphisms qm,ni : Pm+nX → PmX ⊗A PnX from (D.1) and (D.2).
Then we require that
(δk,n−k)∗(n) = (q
k,n−k
0 )
∗(n) ◦ (qk,n−k1 )∗()
holds in FPkX⊗Pn−kX for every n, k ∈≥ 0. 2
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D.2.4 Example. (a) If f : X → S is a smooth morphism of finite type then
a stratification on an OX -module (i.e. on an object of the ModOX , where
Mod is the cofibered category over the category Ring(Sch /S)) in the
sense of [Gro68] by [Ber74, Prop. II.1.3.3].
(b) Let S be a locally noetherian scheme and X a scheme locally of finite type
over S. Then by [SGA1, Thm. 8.3], pullback along the closed immersion
X ↪→ ∆nX/S induces is an equivalence of categories
E´t(∆nX/S)
∼=−→ E´t(X),
where E´t(X) is the category of e´tale schemes over X. If pn1 , p
n
2 : ∆
n
X/S → X
are the two projections, then both composites
X ↪→ ∆nX/S
pni−→ X
are the identity. Thus, if Y → X is an e´tale morphism, then there is a
canonical ∆nX/S-isomorphism n : (p
n
1 )
∗Y
∼=−→ (pn2 )∗Y : n corresponds to
the identity via the bijection
HomE´t(∆n
X/S
)((p
n
1 )
∗Y, (pn2 )
∗Y )
∼=−→ HomE´t(X)(Y, Y ).
Moreover, if m ≥ n, then pullback along the closed ∆nX/S ↪→ ∆mX/S gives an
equivalence E´t(∆mX/S)→ E´t(∆nX/S), and we get a commutative diagram
of bijections
HomE´t(∆n
X/S
)((p
n
0 )
∗Y, (pn1 )
∗Y )
∼=
**
HomE´t(X)(Y, Y )
HomE´t(∆m
X/S
)((p
m
0 )
∗Y, (pm1 )
∗Y ),
∼=
OO
∼=
44
so we see that the vertical arrow maps m to n.
Finally for the cocycle condition, note that for all n,m we have a closed
immersion v : X ↪→ ∆mX/S ×X ∆nX/S with nilpotent ideal, defined by the
diagram
X
v
''
! 
&&
 h
((
∆mX/S ×pm0 ,X,pn1 ∆nX/S
pr0 //
pr1

∆mX/S
pm0

∆nX/S
pn1 // X
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which induces the closed immersion w : ∆mX/S ×X ∆nX/S ↪→ ∆m+nX/S . We get
a commutative diagram of functors
E´t(∆mX/S)
pr∗0

∼=
''
E´t(∆m+nX/S )
∼=
w∗
// E´t(∆mX/S ×X ∆nX/S)
∼=
v∗
// E´t(X)
E´t(∆nX/S).
pr∗1
OO
∼=
77
It is clear that (v∗)−1 maps idY ∈ HomE´t(X)(Y, Y ) to pr∗0(m) pr∗1(n) ∈
Hom(v∗Y, v∗Y ), and thus that
w∗(m+n) = pr0(m) pr
∗
1(n).
The upshot of this discussion is that if we consider Y as an OX -algebra
object of (Sch /S)opp, then Y carries a stratification. (Note that the
morphism w corresponds to δm,n).
If f : Y → X happens to be an affine morphism, then f∗OY can be
considered as a stratified object of the cofibered category of OX -algebras
in ModOX . But our discussion shows more: The stratification on f∗OY is
compatible with the algebra structure of f∗OY .
(c) Let (S,N) be a fine, saturated, locally noetherian log-scheme, and let
(X,MX) be a fine, saturated, locally notherian log-scheme over (S,NS).
In this situation the same discussion as in the previous example applies
to log-e´tale morphisms over (X,MX): The closed immersions (X,MX) ↪→
∆n(X,MX)/(S,N) constructed in Section 2.1.2 are strict closed immersions,
and hence “Kummer universal homeomorphisms” by [Vid01, Rem. 2.2].
Then [Vid01, Thm. 0.1] shows that pullback induces equivalences
E´t
log
(∆n(X,MX)/(S,N))→ E´t
log
((X,MX)),
here E´t
log
((X,MX)) denotes the category of log-e´tale morphisms from
fine, saturated log-schemes to (X,MX). This is all we need to complete the
argument as above. Thus, log-e´tale schemes naturally carry logarithmic
stratifications.
(d) If k is a field and T = Strat(X/k) the category of OX -coherent modules
with stratification in the above sense, then Strat(X/k) is tannakian, and
the forgetful fiber functor ρ : Strat(X/k)→ Coh(X) carries a stratification
in the sense of Definition D.2.3, see [SR72, IV.1.2.3]. 2
A different characterization
In many cases, giving an n-connection is equivalent to giving a datum that is
very similar to the datum of a classical connection:
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D.2.5 Proposition ([Ber74, Prop. II.1.4.2, Cor. II.1.4.4]). As before, let
X = (A,PnX , . . .) a formal groupoid in T , and F a cofibered category over the
category of rings in T . Then the following statements are true:
(a) If the kernel I of pin : PnX → A is locally nilpotent, then giving an n-
connection on an A-module M is equivalent to giving a dn1 -linear morphism
θ : M →M ⊗A PnX
reducing to the identity modulo I.
(b) If M is an object of FA, then giving a stratification on M is equivalent to
giving a family of dn1 -linear morphisms
θn : M →M ⊗A PnX
such that
• For m ≤ n, the diagram
M ⊗A PnX

M
θn
::
θm $$
M ⊗A PmX
commutes.
• For every n ≥ 0 the composition
M
θn−→M ⊗A PnX idM ⊗pi
n
−−−−−−→M
is the identity.
• For every m,n the diagram
M ⊗A Pm+nX
idm⊗δm,n// M ⊗A PmX ⊗A PnX
M
θm+n
OO
θn // M ⊗A PnX
θm⊗id
OO
commutes. 2
Categories of stratifications
D.2.6 Definition. Let X = (A,PnX , . . .) be a formal groupoid in T and F a
cofibered category over the category of rings in A. If M,M ′ are objects of
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FA with n-connections n, 
′
n (resp. stratifications (n)n≥0 and (
′
n)n≥0), then a
morphism f : M →M ′ in FA is called horizontal morphism if the square
PnX ⊗AM
n //
id⊗f

M ⊗A PnX
f⊗id

PnX ⊗AM ′
′n // M ′ ⊗A PnX
commutes (resp. commutes for all n ≥ 0).
We write Strat(X,F ) for the category with objects pairs (M, (n)n≥0), with
M ∈ FA and (n)n≥0 a stratification on M with respect to X, and morphism
the horizontal morphisms in FA. Similarly, let Conn
n(X,F ) be the category
with objects pairs (M, n), where M ∈ FA and n an n-connection on X with
respect to X, and morphisms the horizontal morphisms of FA. 2
The category of modules with n-connection (resp. stratifications) has a tensor
product, and in “smooth” situations it is abelian with internal Hom-objects:
D.2.7 Proposition ([Ber74, §II.1.5]). Let T be a topos, X = (A,PnX , . . .) a
formal groupoid T . Then the following statements are true:
(a) If M,N ∈ ModA are two A-modules carring two n-connections n, ′n
(resp. stratifications (n)n≥0, (′n)n≥0), then M ⊗A N carries a canonical
n-connection (resp. stratification) via the isomorphism
(PnX ⊗AM)⊗PnX (PnX ⊗N)︸ ︷︷ ︸
∼=PnX⊗A(M⊗AN)
n⊗′n−−−−→ (M ⊗A PnX)⊗PnX (N ⊗A PnX)︸ ︷︷ ︸
∼=(M⊗AN)⊗APnX
.
(b) If the morphisms dn0 , d
n
1 : A → PnX are flat, (resp. flat for every n ≥ 0),
then Connn(X,ModA) (resp. Strat(X,ModA)) is an abelian category and
the kernels and cokernels in Connn(X,ModA) (resp. Strat(X,ModA))
can be computed in ModA.
(c) If the PnX are locally free A-modules via dn0 and dn1 , (resp. locally free
A-modules via dn0 ,d
n
1 for all n ≥ 0), then there are natural isomorphisms
HomA(M,N)⊗A PnX
∼=−→ HomPnX (M ⊗A P
n
X , N ⊗A PnX)
and
PnX ⊗A HomA(M,N)
∼=−→ HomPnX (P
n
X ⊗AM,PnX ⊗N).
Thus if M,N ∈ Connn(X,ModA) (resp. M,N ∈ Strat(X,ModA), then
HomA(M,N) carries a canonical n-connection (resp. stratification) with
respect to X. 2
D.2.8 Definition ([Ber74, II.1.2.5]). Let T be a topos, F a cofibered cate-
gory over the category of rings in T , and X = (A,PnX , . . .), X ′ = (A′,PnX′ , . . .)
two formal groupoids in the topos T , and Φ : X → X ′ a morphism (Defini-
tion D.1.3). Recall that Φ = (φ, ψn), with φ : A → A′ and ψn : PnX → PnX′
homomorphisms of rings, compatible with the morphisms dn0 , d
n
1 , pi
n, δm,n, σn,
etc.
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Let F be a cofibered category over the category of rings in T . For M ∈ FA
write M ′ := M ⊗A A′ for the direct image of M in M ′ along f (in the sense of
cofibered categories). Then there are canonical isomorphisms
(PnX ⊗AM)⊗PnX PnX′
∼=−→ PnX′ ⊗AM
∼=−→ PnX′ ⊗A′ M ′
and
(M ⊗A PnX)⊗PnX PnX′
∼=−→M ⊗A PnX′
∼=−→M ′ ⊗A′ PnX′ .
Thus, if M,N carry n-connections (resp. stratifications) relative to X, then
base change along ψn : PnX → PnX′ defines an n-connection (resp. stratification)
on M ′, N ′ with respect to X ′. 2
D.3 Differential operators
As in [Ber74, §II.2.1], we now restrict to F being the cofibered category Mod of
modules over commutative rings in the topos T .
D.3.1 Definition ([Ber74, De´f. 2.2.1]). Let X = (A,PnX , . . .) be a formal
groupoid in T,M,N two A-modules.
• A differential operator of order ≤ n from M to N is a left-A-linear mor-
phism
f : PnX ⊗AM → N.
Here, as usual, the tensor product PnX ⊗AM is taken with respect to the
right-OX -structure of PnX , and for f to be “left-A-linear”, it means that f
is A linear, when PnX ⊗AM is considered as a left-A-module.
• DiffnX(M,N) is defined to be the set of differential operators of order ≤ n
from M to N with respect to X, and
• Diff nX(M,N) := HomA(PnX ⊗AM,N) is defined to be the sheaf of differ-
ential operators of order ≤ n from M to N . Diff nX(M,N) is a PnX -module,
and thus carries a left- and a right-A-action.
• If m ≥ n, then the transition morphism PmX → PnX induces inclusions
DiffnX(M,N) ↪→ DiffmX(M,N) and Diff nX(M,N) ↪→ Diff mX(M,n), and it
makes Diff nX(M,N) into a sub-PmX -module of Diff mX(M,N).
• We define Diff X(M,N) := lim−→nDiff
n
X(M,N).
• The elements HomA(M,N) can be considered as differential operators of
order 0: Every f ∈ HomA(M,N) gives a differential operator
P0X ⊗AM pi
0⊗id−−−−→M f−→ N,
and since pi0 : P0X → A is surjective, this gives injections HomA(M,N) ⊆
Diff0X(M,N), and HomA(M,N) ⊆ Diff 0X(M,N). 2
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Differential operators as endomorphisms
Let f : PnX ⊗A M → N be a differential operator of order ≤ n. Recall that
dn1 : A → PnX denoted the morphism that gives PnX its right A-structure.
Tensoring with M and precomposing gives rise to a morphism
f [ : M
dn1⊗idM−−−−−→ PnA ⊗M f−→ N.
The map f [ is not necessarily A-linear, and the association f 7→ f [ is not injective
in general.
D.3.2 Example. (a) Let f : X → S be a morphism of schemes, and P̂X/S =
(OX ,PnX/S , . . .) the associated formal groupoid in the zariski topos of
S (see Example D.1.2). Then the map f 7→ f [ gives an injective map
(f−1(OS)-linear)
Diff nX/S(M,N) ↪→ Endf−1(OS)(M,N),
since PnX/S is generated by the image of dn1 .
In fact, if M = N , then it is well-known ([EGA4, Prop. 16.8.8]) that the
image of Diff nX/S(M,M) in Endf−1(OS)(M) is precisely the subsheaf of
endomorphisms φ ∈ Endf−1(OS)(M), such that for all sections a ∈ A, the
endomorphism φa(m) := m 7→ φ(am)− aφ(m) is in Diff n−1X/S(M).
(b) If k is a field and X a smooth, finite type k-scheme with a strict normal
crossings divisor D ⊆ X, and M,N two OX -modules, then we write
Diff nD(M,N) for the differential operators from M to N in the formal
groupoid (OX , P̂nX/k(logD), . . .). Note that PnX/k(logD) is in general not
generated by dn1 (OX): In fact, we have an inclusion PnX/k ↪→ PnX/k(logD).
If X is smooth, say with global coordinates x1, . . . , xm, such that D
is cut out by x1, . . . , xr, then, writing ξi := 1 ⊗ xi − xi ⊗ 1 ∈ PnX/k,
PnX/k is generated (as a left- and as a right-OX -algebra) by monomials of
order ≤ n in ξ1, . . . , ξm, and PnX/k(logD) is generated by monomials in
ξ1/x1, . . . , ξr/xr, ξr+1, . . . , ξm of order ≤ n, see Proposition 2.2.3.
This shows that PnX/k(logD) is not generated by dn1 , but it also shows that
the map f 7→ f [ is an injective map Diff nD(M,N) → Homk(M,N): By
the local description, it follows that every differential operator
f : PnX/k(logD)⊗OX M → N
gives rise to a unique differential operator
f ′ : PnX/k ⊗OX M → N,
and the map f 7→ f [ factors as f 7→ f ′ 7→ f [. 2
The relationship between classical differential operators and logarithmic
differential operators seen in the previous example is an instance of the following
more general fact:
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D.3.3 Proposition ([Ber74, II.2.1.4]). Let Φ = (idA, φ
n) be a morphism
X → X ′ of two formal groupoids X = (A,PnX , . . .), X ′ = (A′,PnX′ , . . .) with
A = A′. Then for A-modules M,N , there is a PnX-linear morphism
Diff (Φ) : Diff nX′(M,N)→ Diff nX(M,N),
where Diff (Φ)(f) is the composition
PnX ⊗AM φ
n⊗idM−−−−−→ PnX′ ⊗AM f−→ N. 2
Ring structure
The map δm,n : Pm+nX → PmX ⊗APnX belonging to the datum of a formal groupoid
induces a ring structure on Diff X(M,M) := lim−→nDiff
n
X(M,M):
D.3.4 Proposition ([Ber74, Prop. 2.1.6]). If f is a differential operator of
order ≤ n and g a differential operator of order ≤ m, then the composition
Pn+mX ⊗AM
δn,m⊗idM−−−−−−−→ PnX ⊗A PmX ⊗AM
idPn
X
⊗g
−−−−−→ PnX ⊗AM f−→M
is a differential operator of order ≤ n + m, and this induces a ring structure
on Diff X(M,M). The PnX-structure of Diff nX(M,M) induces a left-A and a
right-A-algebra structure on Diff (M,M). 2
In the previous section we saw how to associate with a differential operator
f from M to M as an (not necessarily A-linear) endomorphism f [ of M . The
product is compatible with this construction:
D.3.5 Proposition (loc. cit.). The map Diff X(M,M) → End(M), f 7→ f [
is an A-algebra morphism (with respect to both A-structures of Diff X(M,M)).
In other words:
(f · g)[ = f [ ◦ g[. 2
D-modules and stratifications
Let T continue to denote a topos and X = (A,PnX , . . .) a formal groupoid in
T . From an n-connection n on an A-module M , one constructs a canonical
morphism
Diff nX(A,A)→ Diff nX(M,M)
as follows: If f ∈ Diff nX(A,A), then the composition
PnX ⊗AM n−→M ⊗A PnX idM ⊗f−−−−−→M
is an element of Diff nX(M,M), because f is left-A-linear.
D.3.6 Proposition ([Ber74, Cor. II.2.2.2]). Using the same notations as
above, an n-connection n on M defines a PnX-linear morphism
∇n : Diff n(A,A)→ Diff nX(M,M)
which assigns to an element a ∈ A, considered as a differential operator of order
0 (Definition D.3.1), the differential operator of order 0 “multiplication with
a”. 2
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We have an analogous statement about stratifications:
D.3.7 Proposition ([Ber74, Cor. II.2.2.5]). If we keep the previous nota-
tions, then with a stratification  = (n)n≥0 on M there is functorially associated
a morphism of left- and righ-OX-algebras
∇ : Diff X(A,A)→ Diff X(M,M),
sending a section a ∈ A to the differential operator “multiplication by a”. 2
Finally, we are interested under which conditions a converse to Proposi-
tion D.3.7 holds:
D.3.8 Proposition ([Ber74, Prop. II.4.1.2]). Let X be formal groupoid in
T , X = (A,PnX , . . .) and M and A-module. Assume that for n ∈ N, PnX is locally
free of finite rank as an left-A-module. Then the following statements are true:
(a) Giving a stratification  = (n)n≥0 on M relative to X is equivalent to
giving a ring morphism
∇ : Diff X(A,A)→ Diff X(M,M)
reducing to a PnX-linear morphism
∇n : Diff nX(A,A)→ Diff nX(M,M)
for every n.
(b) If the kernel of pin : PnX → A is locally nilpotent, then giving an n-
connection on M relative to X is equivalent to giving a PnX-linear morphism
∇n : Diff nX(A,A)→ Diff nX(M,M)
which maps for every a ∈ A, the differential operator of order 0 associated
with a to the map “multiplication by a”-map M →M . 2
D.3.9 Remark. If f : X → S is a morphism of schemes, and (OX ,PnX/S , . . .)
the associated formal groupoid, then if M is an A-module, we saw that there is
an inlcusion Diff X/S(M,M) ⊆ Endf−1(OS)(M). Given a map of rings
ψ : DX/S = Diff X/S(OX ,OX)→ Endf−1(OS)(M),
which is both left-OX and righ-OX -linear (in particular, sends “multiplication
by a ∈ OX” to “multiplication by a ∈ OX”, then the image of ψ lies in
Diff X/S(M,M). Indeed, if f ∈ ψ(D1X/S), then for every section a of OX , the
adjoint fa given by fa(m) = f(am) − af(m) lies in the image of D0X/S =
OX . Thus, by [EGA4, Prop. 16.8.8], f ∈ Diff 1X/S(M). Now we can continue
inductively.
If k is a field, X a k-scheme, and D is a strict normal crossings divisor on
X, then the same discussion applies to maps DX/k(logD) → Endk(M) (see
Proposition 2.3.2).
It follows that if X → S is smooth (or just “differentially smooth of finite
type”, see [EGA4, §16.10]), then in both examples, giving a stratification on M
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with respect to PnX/S (resp. PnX/k(logD)) is equivalent to giving a DX/S-module
structure (resp. a DX/k(logD)-module structure) on M , compatible with the
OX -structure on M . In other words: Giving a stratification on M is equivalent
to giving a left- and right-OX -linear morphism of rings
DX/S → Endf−1(OS)(M)
resp.
DX/k(logD)→ Endk(M). 2
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