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In the present paper, the eﬀect of random non-uniform axial loading on the buckling behaviour of isotropic thin-walled
imperfect cylindrical shells is investigated. Random initial (out-of-plane) geometric imperfections, thickness and material
property variability, together with a non-uniform stochastic axial loading are incorporated into a cost-eﬀective non-linear
stochastic ﬁnite element analysis using the non-linear TRIC shell element. For this purpose, the concept of an initial
‘imperfect’ structure is introduced involving not only deviations of the shell structure from its perfect geometry but also
a spatial variability of the modulus of elasticity as well as of the thickness of the shell. The initial imperfections as well
as the axial loading are modeled as stochastic ﬁelds with statistical properties that are either based on an available data
bank of measured initial imperfections or assumed, in cases where no experimental data is available. Based on these sim-
ulation features, a simple and realistic approach is proposed for the estimation of the variability (scatter) of the limit loads
by means of a brute-force Monte Carlo Simulation procedure. In addition, ‘worst case’ buckling scenarios are identiﬁed by
means of a sensitivity analysis with respect to assumed parameters used for the description of stochastic ﬁelds that are not
supported by corresponding experimental measurements. In addition it is shown that in the context of such sensitivity
analysis, modeling of the non-uniformity of the axial loading is, from a computational point of view, fully equivalent
to modeling the geometric boundary imperfections. The numerical tests performed demonstrate the signiﬁcant role that
the random varying axial loading plays on the buckling behaviour of imperfection sensitive structures like the axially com-
pressed thin-walled cylinder considered in this study.
 2007 Elsevier Ltd. All rights reserved.
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The problem of buckling of imperfection sensitive shell-type structures has received a great deal of interest
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realized, that the buckling behaviour of imperfection sensitive shells under axial loading is generally inﬂuenced
by their initial geometric imperfections which produced during the manufacturing procedure. Early work on
the subject mainly focused on the treatment of geometric imperfections using the Donnell-type theory together
with Galerkin approximations of the solution that provided asymptotically accurate estimations at the bifur-
cation points (Koiter, 1963; Arbocz and Babcock, 1969; Hoﬀ and Soong, 1969; Libai and Durban, 1977;
Palassopoulos, 1977; Li, 1990; Greenberg and Stavsky, 1995; Li et al., 1997). Both deterministic and proba-
bilistic approaches were implemented in the framework of the aforementioned analytic or semi-analytic meth-
odologies. Probabilistic approaches were mainly implemented by treating the Fourier coeﬃcients obtained by
a series expansion of corresponding experimental measurements as random variables, while the simulation of
the procedure was based on a Cholesky decomposition of the covariance matrix of the Fourier coeﬃcients
(Elishakoﬀ, 1985; Elishakoﬀ and Arbocz, 1985). Additional studies showed that geometric imperfections is
not the only reason of the discrepancy between theory and experiments, and that the eﬀect of thickness var-
iability, material imperfections, imperfect boundary conditions as well as the non-uniformity of the applied
axial load proved to be equally important leading to a further reduction of the predicted buckling loads (Arbo-
cz and Babcock, 1969; Hoﬀ and Soong, 1969; Libai and Durban, 1977; Greenberg and Stavsky, 1995; Li, 1990;
Li et al., 1997; Elishakoﬀ, 2000; Arbocz, 2000; Arbocz and Starnes, 2002; Elishakoﬀ et al., 2001). As clearly
stated in Schenk and Schueller (2003), the main disadvantage of these approaches was that they provided with
limited capability in modeling more complex shell structures, while a realistic description of more general and
combined imperfection patterns in a rational probabilistic context was elusive. As a result, the design process
was -and still is- based on conservative corrections of the analysis via the well known empirical ‘knock-down’
factors.
Even though the reasons of the discrepancy and the scatter of the buckling loads were clearly understood
and demonstrated at the 60’s and 70’s, it is only the last ﬁve to ten years that researchers focused on the com-
bined eﬀect of additional sources of imperfections together with the initial geometric ones. It is nowadays gen-
erally recognized that an accurate prediction of the buckling behaviour of shells requires a realistic description
of all uncertainties involved in the problem and that such task is realizable only in the framework of a robust
Stochastic Finite Element Method (SFEM) formulation that can eﬃciently and accurately handle the geomet-
ric as well as physical non-linearities of shell-type structures (Elishakoﬀ, 2000; Arbocz, 2000; Arbocz and Star-
nes, 2002; Schenk and Schueller, 2003, 2005; Papadopoulos and Papadrakakis, 2004, 2005). Since the access to
powerful computers became easier than ever, the analysis of such structures has been carried out in a prob-
abilistic context through the application of the Finite Element method in conjunction with the Monte Carlo
Simulation, incorporating realistic descriptions of the uncertainties involved in geometric (Schenk and Schu-
eller, 2003) as well as material and thickness imperfections (Papadopoulos and Papadrakakis, 2004, 2005),
which were modeled as stochastic ﬁelds using well established methodologies for their representation, e.g.,
Karhunen-Loeve expansion, Spectral Representation method and statistical properties that were either
assumed, in cases where no experimental results were available, or based on experimental measurements
(Arbocz and Abramovich, 1979). This type of SFEM approaches, however, can provide reasonable estimates
of the scatter of the buckling loads only if the full probabilistic characteristics (marginal pdfs and correlation
structures) of the involved stochastic ﬁelds are derived on the basis of corresponding experimental surveys. In
cases where this is not possible, such approaches can only be implemented as ‘worst case’ studies, based on a
sensitivity analysis with respect to the aforementioned parameters, leading this way to the assessment of the
structural integrity of existing structures or to novel design procedures for new structures. A methodology for
the achievement of an optimum design has recently been proposed in Lagaros and Papadopoulos (2006),
where results of such sensitivity analysis were used in a reliability-based sizing-shape optimization of shell-type
structures with random initial geometric material and thickness imperfections.
Non-uniformity of the axial loading as well as the uncertainty on the boundary conditions, were treated in
the past using mainly the asymptotic theory without taking into account the combined eﬀect of more than one
sources of imperfections (Arbocz and Babcock, 1969; Hoﬀ and Soong, 1969; Libai and Durban, 1977; Green-
berg and Stavsky, 1995; Li, 1990; Arbocz, 2000). Despite the aforementioned disadvantages regarding the lim-
itations of such methodologies, these early researches were pioneering in revealing the important role of these
additional sources of imperfections on the buckling behaviour of shells. The approach used for modeling the
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fections in the sense that both of them resulted in introducing a non-uniform axial load pattern acting on the
cylinders’ edges. This equivalence was made more evident in recent publications (Arbocz, 2000; Schenk and
Schueller, 2005) where imperfections of the boundary conditions were modeled as in-plane geometric edge
imperfections and were combined with the initial out-of-plane geometric imperfections in a non-linear ﬁnite
element analysis using a two-step analysis procedure. As a ﬁrst step, a prescribed displacement ﬁeld was
applied to the cylinders’ edges, assuming full contact condition, and as a next step an incremental uniformly
distributed displacement (Arbocz, 2000) or load (Schenk and Schueller, 2005) pattern was applied at the upper
cylinders’ edge. At this juncture it must be made clear that the use of the aforementioned approach is abso-
lutely necessary in cases where experimentally measured edge imperfections have to be incorporated into the
SFEM modeling. However, in the majority of cases such experimental results are not available. For example,
only one relative experimental measurement of edge imperfections was found in Arbocz (2000) corresponding
to an anisotropic cylinder. In such cases, the aforementioned two-step analysis procedure is not applicable and
a sensitivity analysis has to be performed with respect to assumed parameters describing the probabilistic char-
acteristics of edge imperfections.
In the present paper, a general, simple and realistic approach is proposed for modeling the geometric
boundary imperfections in cases that experimental measurements are unavailable. As mentioned above, in
such cases a sensitivity analysis with respect to assumed parameters describing the probabilistic characteristics
of boundary imperfections, is necessary. The proposed methodology is based on the fact that in the context of
a sensitivity analysis, the previously described two-step analysis procedure is fully equivalent to performing a
sensitivity analysis with respect to the probabilistic characteristics of a random non-uniform axial load distri-
bution applied as incremental load in the non-linear analysis. Thus, an edge deformation pattern is obtained at
the very beginning of an incremental non-linear analysis procedure, which is assumed to correspond to the
actual edge imperfections’ pattern. A one-dimensional homogeneous stochastic ﬁeld is used for modeling
the applied axial load. This varying axial load together with the initial out-of-plane geometric imperfections,
thickness and material properties variability are incorporated in a cost-eﬀective non-linear SFEM analysis
using the non-linear TRIC shell element (Argyris et al., 1997, 1998). The local average method is used for
the derivation of the stochastic stiﬀness matrix (Argyris et al., 2002), while the variability of the limit loads
is obtained by means of a brute-force Monte Carlo Simulation (MCS) procedure.
Furthermore, using the aforementioned approach, the present paper focuses on the study of the relative
eﬀect of a random non-uniform axial loading, or equivalently a random edge imperfection pattern, on the
buckling load of isotropic thin-walled cylinders already possessing geometric out-of-plane, material and thick-
ness imperfections. To the authors’ knowledge, such investigation combining all the aforementioned sources
of imperfections has not been presented so far. The numerical tests performed conﬁrm the signiﬁcant role of
the non-uniform axial loading (or equivalently the random geometric boundary imperfections) on the buck-
ling behaviour of imperfection sensitive structures like the thin-walled cylinder examined. In addition, the
validity of the proposed methodology is enhanced by the reasonably close estimates obtained for the ﬁrst
and second order moments of the computed buckling loads, as well as of the shape of its probability distri-
bution, with respect to experimental results. Finally, it must be mentioned that the proposed approach is gen-
eral and can be applied for the numerical investigation of the buckling behaviour of any shell-type structure
possessing boundary as well as geometric material and thickness imperfections.
2. Description of out-of-plane initial geometric imperfections
For the axially compressed cylinder of Fig. 2, out-of-plane initial geometric imperfections are modeled as a
two-dimensional non-homogeneous stochastic ﬁeld. The mean material and geometric properties of the per-
fect cylinder are also shown in Fig. 2. Following a procedure similar to the one used in Papadopoulos and
Papadrakakis (2005), the mean values as well as the evolutionary power spectra of the aforementioned
non-homogeneous ﬁelds are derived from corresponding experimental measurements (Arbocz and Abramo-
vich, 1979).
The imperfect geometry of the shell is represented by the spatial variation of the radius of the structure as
follows:
Fig. 1. The multilayer triangular TRIC element; coordinate systems.
Fig. 2. Geometry and material data of the axially compressed cylinder.
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where r(x,y) is the varying initial radius at each point of the structure, R is the radius of the perfect cylinder,
a0(x,y) is the mean function of the imperfections with respect to the perfect geometry of the shell and f1(x,y) is
a zero-mean non-homogeneous Gaussian stochastic ﬁeld.
The mean function a0(x,y) as well as the properties of stochastic ﬁeld f1(x,y) are derived from a statistical
analysis of experimentally measured imperfections on seven copper electroplated cylindrical shells, named as
A shells, depicted from a data bank of initial imperfections (Arbocz and Abramovich, 1979). The geometric
and material properties of the corresponding perfect conﬁgurations of these shells as well as the corresponding
experimental buckling loads are presented in Table 1. In Arbocz and Abramovich (1979) the measured initial
imperfections are provided in the form of the following double Fourier series representation:
Table 1
Geometry, material properties and experimental buckling loads of A-shells (Arbocz and Abramovich, 1979)
Shell R (mm) t (mm) L (mm) E (N/mm2) P (N)
A-7 101.6 0.1140 203.20 104110 3036.4
A-8 101.6 0.1179 203.20 104800 3673.8
A-9 101.6 0.1153 203.20 101350 3724.8
A-10 101.6 0.1204 203.20 102730 3196.9
A-12 101.6 0.1204 209.55 104800 3853.0
A-13 101.6 0.1128 196.85 104110 3108.8
A-14 101.6 0.1110 196.85 108940 3442.9
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ð2Þwhere w(x,y) is a function which extrapolates at each point x, y of the domain, the measured, in a grid of
points, deviations from the unfolded cylinder’s perfect geometry. In Eq. (2) Ai0, Akl and Bkl denote the double
Fourier series coeﬃcients calculated for each wave number i, k and l, while L, R and t denote the length, the
radius and the thickness of the perfect shell, respectively (see Fig. 2). A typical pattern of measured out-of-
plane geometric imperfections w(x,y), is plotted in Fig. 3 for the A7 shell specimen. As described in detail
in Schenk and Schueller (2003) and Papadopoulos and Papadrakakis (2005), the interpretation of this pattern
of imperfections as a sample function of the 2D stochastic ﬁeld w(x,y) of Eq. (2), indicates that w(x,y) is
clearly a non-homogeneous stochastic ﬁeld with substantially varying ﬁrst and second order properties.
The mean function a0(x,y) is calculated via ensemble averaging at each point of the unfolded cylinder as
follows:a0ðx; yÞ ¼ e½wðx; yÞ ð3Þ
A plot of a0(x,y) is presented in Fig. 4. From this ﬁgure it can be observed that the mean value varies sub-
stantially along the two directions of the cylinder while, from the comparison of this ﬁgure with Fig. 3, it
can be observed that the ﬁrst order properties of the imperfections are mainly responsible for the amplitudes
as well as for the basic pattern of the imperfections. It must be mentioned here that the value of the absolute
maximum imperfection is selected as origin for the coordinate system in both the axial and the circumferential
direction.
For the description of the non-homogeneous ﬁeld f1(x) in Eq. (1), an evolutionary form of the spectral rep-
resentation method is implemented (Papadopoulos and Papadrakakis, 2005; Lin et al., 2001; Shinozuka and
Deodatis, 1996). The evolutionary power spectrum adopted in the present study is assumed to be uncoupledFig. 3. Fourier series representation of measured initial unfolded shape of shell A7.
Fig. 4. Ensemble average of initial imperfections.
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measurements (refer to Fig. 3). Therefore, the evolutionary power spectrum used for the modeling of stochas-
tic ﬁeld f1(x) is written in the following form:SEðjx; jy ; x; yÞ ¼ SEx ðjx; xÞSEy ðjy ; yÞ ð4Þwhere SEx ðjx; xÞ and SEy ðjy ; yÞ are two independent one-dimensional power spectra for the axial and circumfer-
ential direction, respectively. These power spectra are obtained using a windows’ sampling procedure, as
follows:SEx ðjx; xÞ ¼
R xþa
xa wðx; y ¼ 0Þ exp½2piðjxxÞdx
4pa
ð5aÞ
SEy ðjy ; yÞ ¼
R yþb
yb wðx ¼ 0; yÞ exp½2piðjyyÞdy
4pb
ð5bÞThe intervals 2a and 2b in Eqs. (5a) and (5b), respectively, deﬁne the dimensions of the moving window of the
sample from which the power spectrum is estimated at each point of the discretized structure. Using Eqs. (5a)
and (5b), the separate evolutionary 1D spectra are evaluated over each sample and averaged over the ensem-
ble. The length of the sample used for the calculation of the spectrum at each grid point of the structure is
selected to be a = 0.01L and b = 0.01pR for the axial and the circumferential direction, respectively. TheFig. 5. Evolutionary power spectra of: (a) axial direction and (b) circumferential direction of the cylinder.
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observed that the standard deviation varies substantially along the two directions of the cylinder, while the
correlation length remains almost constant and equal to bx  0.6L for the axial and by  0.06(2pR) for the
circumferential direction. In addition, the evolutionary power spectrum seems to be uniformly modulated,
since, as depicted in Fig. 5, the frequency content remains the same, while from the statistical analysis of
the measured imperfections it occurs that the assumption of normality is in accordance with the experimental
data.
3. Finite element simulation
The ﬁnite element simulation is performed using the TRIC non-linear triangular shell element, which is
based on the natural mode method. The TRIC shear-deformable facet shell element is a reliable and cost-eﬀec-
tive element suitable for linear and non-linear analysis of thin and moderately thick isotropic as well as com-
posite plate and shell structures. The element has 18 degrees of freedom (6 per node) and hence 12 natural
straining modes (Fig. 1). Three natural axial strains and natural transverse shear strains are measured parallel
to the edges of the triangle. The stiﬀness is contributed by deformations only and not by the associated rigid-
body motions. The natural stiﬀness matrix is derived from the statement of variation of the strain energy with
respect to the natural coordinates.
The geometric stiﬀness is based on large deﬂections but small strains and consists of two parts. A simpliﬁed
geometric stiﬀness matrix is generated by the rigid-body movements of the element and the natural geometric
stiﬀness matrix due to the coupling between the axial forces and the symmetric bending modes (stiﬀening or
softening eﬀect). To construct the geometric stiﬀness, small rigid-body rotational increments about the local
Cartesian axes are considered. These rigid-body rotational increments correspond to nodal Cartesian
moments along the same axes. Only the middle plane axial natural forces are included in the stiﬀness matrix,
which fully represent the prestress state within the material. In addition to the geometric stiﬀness correspond-
ing to the rigid-body movements of the element, an approximate natural geometric stiﬀness arising from the
coupling between the axial forces and the symmetric bending mode (stiﬀening or softening eﬀect) is also con-
sidered. A full description of the linear elastic and geometric stiﬀness matrix of the TRIC shell element can be
found in Argyris et al. (1997, 1998), respectively.
3.1. Stochastic stiﬀness matrix due to material and thickness imperfections
The modulus of elasticity and the thickness of the cylinder are considered to vary randomly in space. There-
fore, these parameters are described by two independent 2D homogeneous stochastic ﬁelds as follows:Eðx; yÞ ¼ E0½1þ f2ðx; yÞ ð6Þ
tðx; yÞ ¼ t0½1þ f3ðx; yÞ ð7Þwhere E0 is the mean value of the elastic modulus, t0 is the mean thickness of the structure and f2(x,y), f3(x,y)
are two zero-mean Gaussian homogeneous stochastic ﬁelds modeling the variability of the modulus of elas-
ticity and the thickness of the shell, respectively. The two-sided power spectral density used to model stochas-
tic ﬁelds f2(x,y), f3(x,y) is assumed to correspond to an autocorrelation function of exponential type and is








ð8Þwhere rf denotes the standard deviation of the stochastic ﬁeld and bx, by denote the parameters that inﬂuence
the shape of the spectrum, which are proportional to the correlation distances of the stochastic ﬁelds f2(x,y)
and f3(x,y) along the x and y axes, respectively. The mean value and standard deviation of E and t are
obtained from the corresponding experimental results presented in Table 1. The stochastic stiﬀness matrix
of the TRIC shell element is derived using the local average method as described in detail in Argyris et al.
(2002).
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Taking advantage of the, mentioned in Section 1, equivalence of modeling the non-uniformity of the axial
loading and of modeling the geometric edge imperfections in the context of a sensitivity analysis, a simple and
realistic approach is proposed for the treatment of edge imperfections by assuming that these are produced by
a non-uniform random axial load distribution that can be modeled as a 1D homogeneous stochastic ﬁeld
assigning an equivalent concentrated force at each node of the discretized cylinder’s edge, as follows:P ðxÞ ¼ P 0½1þ f4ðxÞ ð9Þ
where F0 is the ﬁxed (mean) value of the vertical applied load increment and f4(x) is a zero-mean Gaussian
homogeneous stochastic ﬁeld modeled with a two-sided power spectral density corresponding to an autocor-








ð10ÞThus, an edge deformation pattern is obtained at the very beginning of the incremental non-linear analysis
procedure, which is assumed to correspond to the actual edge imperfections’ pattern.
The validity of the aforementioned procedure for modeling the non-uniformity of the axial loading and the
uncertainty on the boundary conditions, assuming that the two phenomena are essentially equivalent, can be
further supported by the following: A ﬂatness survey of one of the loading end rings used in a test setup of a
stiﬀened axially compressed anisotropic cylinder was presented in Arbocz (2000). The results of this survey are
depicted in Fig. 6, where a plot of the trace of the corresponding imperfections at the cylinder’s edges is shown.
Fig. 7 shows an ideal representation of the imperfect contact area of the cylinders’ edge and its corresponding
loading. It is clear that the edge is non-uniformly loaded, due to the in-plane geometric imperfections which do
not allow a complete and solid contact between the cylinder and the loading member. As a result, the vertical
load is applied as a series of point forces, non-uniformly distributed along the deformed edges of the cylinder.
Thus, using the proposed approach, the following eﬀects are taken into account in the modeling: (i) non-
uniformity of the end loads acting on both edges of the cylinder; (ii) contribution of the edge imperfections to
the overall pre-buckling deformations; (iii) rotation of the end loading plates, usually observed in the exper-
iments, which is indirectly represented with the overall bending moment introduced by the non-uniformity ofFig. 6. Measured ﬂatness of the end ring in Koiter (1963).
Fig. 7. Contact area of the cylinder and the loading surface.
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lower out-of-plane edge imperfections. Finally, it must be mentioned that, despite the fact that stochastic
f4(x) used for the modeling of the axial loading is assumed to be homogeneous, the resulting stochastic ﬁeld
of the edge displacements is clearly a non-homogeneous one, since this is obtained as a non-linear transfor-
mation of the homogeneous loading ﬁeld.5. Numerical results
The proposed methodology is implemented in the axially compressed cylinder of Fig. 2. The boundary con-
ditions are speciﬁed as follows: the base edge nodes of the cylinder are ﬁxed against all translations, ﬁxed
against rotations around the Y axis and free against rotations around the X and Z axis. The top edge nodes
of the cylinder are ﬁxed against X and Z translations, ﬁxed against rotations around the Y axis, free against
translations in the Y axis and free against rotations around axis X and Z.
For this problem, an extensive investigation was performed in Schenk and Schueller (2003), where imper-
fections were described as two-dimensional non-homogenous stochastic ﬁelds with statistical properties that
were derived form a data bank of measured imperfections (Arbocz and Abramovich, 1979). An extension
to this investigation that includes, not only the initial imperfect geometry but also the variability of the mod-
ulus of elasticity as well as the thickness of the cylinder, was recently presented in Papadopoulos and Papad-
rakakis (2005) where the concept of an initial ‘imperfect’ structure was adopted involving not only geometric
deviations from its perfect geometry but also a spatial variability of the modulus of elasticity as well as of the
thickness of the shell. In that work a sensitivity analysis was performed with respect to the standard deviation
and correlation structure of the stochastic ﬁelds used for modeling these additional sources of imperfections
since no experimental results were available. This sensitivity analysis focused on the eﬀect of material and
thickness imperfections on the buckling load of the imperfect cylinder with well deﬁned (probabilistically) ran-
dom geometric out-of-plane imperfections.
Mesh convergence studies were performed in Schenk and Schueller (2003) and Papadopoulos and Papad-
rakakis (2005) in order to determine an optimum FE mesh size satisfying the following two requirements: (i)
Accurate prediction of the buckling load(s) of the cylinder and (ii) Accurate representation of the gradients of
the stochastic initial imperfection ﬁeld. The outcome of these studies was that reﬁned meshes were required for
an acceptable ﬁnite element prediction of the buckling load with respect to the ‘exact’ buckling load obtained
with a semi-analytical procedure based on Donnell-type theory. In particular, a mesh of 101 · 191 was selected
in Schenk and Schueller (2003) leading to a prediction of the normalized, with respect to the theoretical one,




3ð1 v2Þp ¼ 5350 N ð11ÞThe numerically predicted critical buckling load corresponded to the load level at which the ﬁrst negative
eigenvalue of the tangent stiﬀness matrix of the structure appears, while the introduced discretization error
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(kexact = 0.8443). The aforementioned ‘exact’ semi-analytic solution was obtained using the software tool
ANALISA (Arbocz and Hol, 1991), which is based on Koiter’s imperfection sensitivity theory (Koiter,
1963). Following a similar procedure, a mesh convergence study was performed in Papadopoulos and
Papadrakakis (2005) using the same ﬁnite element approach with the one adopted in the present paper.
The results of this convergence study are presented in Fig. 8. In this ﬁgure it can be seen that for a mesh
of 51 · 401 the normalized buckling load was computed at kcr = 0.857 resulting in a relative, with respect
to the ‘exact’ semi-analytic solution, error of the order of 1.5%.
The main disadvantage of the convergence studies performed in the aforementioned previous works was
that these were performed with respect to the perfect cylinder’s conﬁguration, leading to possibly erroneous
conclusions with respect to the buckling behaviour of the imperfect cylinder. In an eﬀort to validate the pro-
posed methodology, the same convergence study is repeated herein with respect to the imperfect cylinder and a
randomly selected generation of geometric (out-of-plane) imperfections using Eq. (1). Fig. 9 presents the
results of the convergence study of diﬀerent mesh sizes. It can be observed that the coarse mesh of
51 · 101, produces a very small (1%) relative discretization error of the buckling loads with respect to buck-
ling loads calculated with more reﬁned meshes. As shown in Fig. 8, the same error on the perfect cylinder is of
the order of 15%. This dramatic reduction on the discretization error when the imperfect cylinder is considered
instead of the perfect one can be explained by the fact that buckling modes of the imperfect cylinder are mainly
characterized by the imperfections’ pattern and not by some higher order modes of the perfect cylinder which
require a very reﬁned discretization in order to be captured by the FEM analysis. This observation leads to the
important conclusion that relatively coarse meshes may be used for the buckling analysis of imperfect struc-
tures leading to cost-eﬀective and accurate non-linear FEM simulations. Thus, the mesh of 51 · 101 wasFig. 9. Convergence behaviour of a randomly selected MC simulation of the imperfect cylinder loaded with a non-uniform axial load.
Fig. 8. Convergence behaviour of the perfect cylinder.
Fig. 10. Sample realization of non-homogeneous out-of-plane geometric imperfections using evolutionary power spectra theory and a
mesh of 51 · 101.
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vides a suﬃciently accurate representation of the gradients of the imperfect shape of the cylinder, since this
mesh size is a fraction of the correlation lengths of the stochastic ﬁelds used for both axial and circumferential
directions. This can be seen in Fig. 10 where a sample realization of initial geometric imperfections generated
by Eq. (1) is presented for this particular mesh size.5.1. Sensitivity analysis
5.1.1. Combination 1: non-uniformity of axial loading with out-of-plane geometric imperfections
A sensitivity analysis is performed with respect to the non-uniformity of the axial load on the cylinder
already possessing initial geometric imperfections. This investigation, aiming at predicting ‘worst case’ scenar-
ios, involves the generation of a family of diﬀerent stochastic ﬁelds used for modeling the axial loading, which
are introduced to the ﬁnite element model in addition to geometric out-of-plane imperfections. As will be dem-
onstrated in the following paragraph, this family of stochastic ﬁelds corresponds to various initial edge defor-
mation patterns. Samples of initial geometric out-of-plane imperfections are generated according to Eq. (1)
using evolutionary spectra theory and a moving average model, based on a statistical analysis of experimen-
tally measured initial imperfections (Arbocz and Abramovich, 1979). The family of stochastic ﬁelds used for
modeling the axial loading is produced by the variation of the standard deviation rf and the correlation length
parameter bf of the power spectral density of Eq. (10) which is used for the description of stochastic ﬁeld f4(x).
For each set of selected rf and bf parameters, a complete non-linear analysis (prediction of the buckling load)
of the imperfect cylinder is performed.
Fig. 11 presents sample functions of the ﬁrst load increment distribution P(x) generated from Eq. (9), cor-
responding to four diﬀerent values of the correlation length parameter (bf = 2, bf = 10, bf = 100 and bf = 500)
and rf = 0.1. From this ﬁgure, it can be observed that the diﬀerent spectral density functions used for the para-
metric study cover a wide range of possible scenarios for the stochastic ﬁeld P(x): From the almost random
variable case (bf = 500) to the almost white noise case (bf = 2). Fig. 12 presents the edge deformation patterns
which correspond to the previously described variations of the axial load distributions. From this ﬁgure it can
be deduced that the displacement patterns obtained for bf = 2, bf = 10 and bf = 100 have similar shapes, while
the displacement pattern obtained for bf = 500 is signiﬁcantly diﬀerent. It is particularly interesting to note the
similarities between the shapes of the displacement patterns observed in Fig. 12 and those of Fig. 6 which are
Fig. 11. First load increment distribution on the upper edge of the cylinder for diﬀerent values of the correlation length parameter and
rf = 0.1.
Fig. 12. Edge displacements of the upper edge of the cylinder for rf = 0.2.
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the measured and predicted edge imperfection patterns verify that the basic assumption adopted in this work,
i.e that the initial edge imperfections can be reproduced by a non-uniform random load distribution on the
upper edge of the cylinder, is realistic.
Figs. 13(a) and (b) present plots of the mean value and the coeﬃcient of variation (COV) of the computed
buckling loads respectively, as a function of the standard deviation rf, for various correlation length param-
eters (bf = 2, bf = 10, bf = 100 and bf = 500). From Fig. 13(a) it can be observed that the lowest mean buckling
load for a standard deviation rf = 0.3 is obtained for a medium range of values of the correlation length
parameters, reaching the value of P u ¼ 4068 N and P u ¼ 4221 N for bf = 10 and bf = 100, respectively.
For this range of values, the results obtained for bf = 10 and bf = 100 are very similar. This similarity of buck-
ling behaviour is also observed for the extreme range of values used for the correlation length parameters
bf = 2 and bf = 500. In all cases, an almost linear reduction of the mean buckling load is observed as rf
increases. These lower values of the mean buckling load predicted for the medium range of correlation length
parameters can be explained by the shape of the typical load distributions for bf = 10 and bf = 100 shown in
Fig. 11. As can be seen in this ﬁgure, a series of relatively large concentrated forces acting on half the circum-
ference of the cylinder is accompanied by a series of relatively low values of concentrated forces, acting on the
other half-circumference. This combination of relatively high and low nodal forces results in the maximization
of the resulting overall moment acting on the upper edge of the cylinder leading to a signiﬁcant reduction of
the computed buckling loads. Similar conclusions can be derived from Fig. 13(b) with respect to the COV of
Fig. 13. Combination 1: (a) Mean value and (b) coeﬃcient of variation of critical load factors plotted as a function of the standard
deviation rf.
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the COV appears to be always smaller compared to the COV obtained for the corresponding extreme values
(bf = 2 and bf = 500), while a similarity of the COV behaviour is also observed with the medium or extreme
values of correlation length parameters.
Figs. 14(a) and (b) present the histograms of the buckling loads for the aforementioned selected values
bf = 10 and bf = 100, respectively and standard deviation rf = 0.1. For reasons of comparison, the loads
are normalized with respect to the predicted buckling load of the perfect cylinder using the mesh of
51 · 101 ðP ðperfectÞu ¼ 5350 NÞ. The mean value and the coeﬃcient of variation of the predicted buckling loads
are found to be P u ¼ 5004 N and P u ¼ 5022 N, while the coeﬃcient of variation was calculated at
COV = 0.041148 and COV = 0.055542, respectively. From these ﬁgures it can be observed that the predicted
mean values for the two correlation lengths almost coincide, while for bf = 100 a 25% larger value for the COV
was calculated. Figs. 15(a) and (b) and 16(a) and (b) present similar plots for standard deviations rf = 0.2 and
rf = 0.3, respectively. For rf = 0.2, the mean value of the predicted buckling loads is found to be P u ¼ 4496 NFig. 14. Combination 1: Histograms of critical load factors for (a) bf = 10, (b) bf = 100 and rf = 0.1.
Fig. 15. Combination 1: Histograms of critical load factors for (a) bf = 10, (b) bf = 100 and rf = 0.2.
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and COV = 0.03986, respectively. The corresponding to rf = 0.3 computed values are found to be
P u ¼ 4068 N, P u ¼ 4221 N and COV = 0.04611, COV = 0.04807 for bf = 10 and bf = 100, respectively. From
these ﬁgures, it can be observed that the buckling behaviour of the cylinder for rf = 0.2 and rf = 0.3 is almost
the same for the two selected correlation length parameters, while from the comparison of these ﬁgures with
Figs. 14(a) and (b) a reduction of the predicted mean values can be observed. This reduction can be attributed
to the increase of the standard deviation rf leading to larger amplitudes of the initial in-plane edge
imperfections.
Fig. 17 presents the histogram of the computed in Papadopoulos and Papadrakakis (2005) buckling
loads, where initial out-of-plane geometric imperfections were assumed as a stand alone case. In the afore-
mentioned calculation, the mean value and the coeﬃcient of variation of the predicted buckling loads were
found to be P u ¼ 4800 N and COV = 0.07548, respectively. From the comparison of Figs. 14–16 with
Fig. 17, it can be seen that the incorporation of the imperfections on the boundary conditions into the
model of initial geometric imperfections resulted in a decrease up to 25% in the coeﬃcient of variation,
for all levels of the standard deviation considered, while a reduction of the predicted mean value is
observed for rf = 0.2 and rf = 0.3, reaching the order of 15% for the largest standard deviation
(rf = 0.3). Thus, it can be generally concluded that only medium range correlation length parameters have
a signiﬁcant eﬀect on the buckling behaviour of the imperfect cylinder. This eﬀect corresponds to a sub-
stantial reduction on the mean value of the buckling loads followed by a decrease of the COV with
respect to the imperfect cylinder loaded with a uniformly applied axial load. This can be explained by
the fact that the two extreme cases of bf = 2 and bf = 500 are close to the white noise and the random
value case, respectively, which resemble the case of a uniformly applied axial load. Therefore, the medium
range values of bf = 10 and bf = 100 is selected for all subsequent applications since for these values,
‘worst case’ scenarios are more likely to occur with respect to the lowest values of the predicted buckling
loads.
Fig. 16. Combination 1: Histograms of critical load factors for (a) bf = 10, (b) bf = 100 and rf = 0.3.
Fig. 17. Histograms of critical load factors obtained in Elishakoﬀ et al., 2001 for initial out-of-plane geometric imperfections.
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A sensitivity analysis was performed in Papadopoulos and Papadrakakis (2005) in order to investigate the
eﬀect of material and thickness variability on the buckling behaviour of the uniformly compressed cylinder
with initial out-of-plane geometric imperfections. The basic results of the aforementioned investigation are
repeated here for reasons of completeness. The sensitivity analysis was performed with respect to the correla-
tion length parameters of the stochastic ﬁelds used for the description of material and thickness variability,
since, as in the case of the non-uniformity of the axial loading, no experimental data is available for the var-
iability of these additional imperfection parameters. The standard deviation of modulus of elasticity and thick-
ness are derived from the experimental measurements in Arbocz and Abramovich (1979) (see Table 1) and
found to be 10% and 1%, respectively, while it is assumed that the correlation length parameters are equal
in both directions. As described in Section 3.1, the stochastic ﬁelds used for the modeling of the aforemen-
tioned material properties were assumed to be Gaussian. This Gaussian assumption, although physically
wrong for material properties that cannot assume negative values, is adopted here for reasons of simplicity
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cannot practically occur for the relatively small values depicted for the standard deviations of these parameters
(10% and 1% for the modulus of elasticity and thickness, respectively). The eﬀect of other non-Gaussian ﬁelds
modeling these parameters on the buckling behaviour of shells is a subject of future research.
As a ﬁrst step, the variability of modulus of elasticity and thickness were considered as stand alone cases.
Figs. 18(a) and (b) present the mean value and coeﬃcient of variation of the ultimate load Pu of the perfect
cylinder as a function of the correlation length parameters b1 = b2 for variability of modulus of elasticity and
thickness, respectively. From Fig. 18(a) it can be seen that for the case of the modulus of elasticity the lowest
mean buckling load reaches the value of P u ¼ 4387 N and is obtained for b1 = b2 = 50 mm, while the COV
remains almost constant and equal to COV = 0.1. From Fig. 18(b) it can also be observed that for the case
of thickness variability the mean value of the predicted buckling loads remains constant and equal to
P u ¼ 5085 N, while the coeﬃcient of variation varies from 10% to 20% for b1 = b2 = 50 mm and
b1 = b2 = 500 mm, respectively. Fig. 17 demonstrates the important role of these sources of imperfectionsFig. 18. Mean value and coeﬃcient of variation (COV) of the ultimate load Pu of the perfect cylinder as a function of the correlation
length parameters b1 = b2, for: (a) 2D variation of the modulus of elasticity and (b) 2D variation of the thickness.
Fig. 19. Combination 2: Histograms of critical load factors for correlation length parameters of the modulus elasticity and thickness (a)
b1 = b2 = 50 mm and (b) b1 = b2 = 500 mm.
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of b1 = b2 = 50 mm and b1 = b2 = 500 mm for the correlation length parameters, respectively, were selected
for both modulus of elasticity and thickness, since these values are responsible for the minimum mean and
the maximum variance of the buckling loads of the perfect cylinder when material and thickness imperfections
are considered as stand alone cases.
Material and thickness imperfections were then combined and introduced simultaneously to the model of
the imperfect cylinder. Figs. 19(a) and (b) present the histograms of the buckling loads of the cylinder for cor-
relation lengths of modulus of elasticity and thickness b1 = b2 = 50 mm and b1 = b2 = 500 mm, respectively.
The mean value of the predicted buckling loads is found to be P u ¼ 4250 N and P u ¼ 4550 N, while the coef-
ﬁcient of variation is found to be 0.0945 and 0.1267 for b1 = b2 = 50 mm and b1 = b2 = 500 mm, respectively.
Therefore the values of b1 = b2 = 50 were selected for all subsequent applications since for these values it is are
more likely to occur ‘worst case’ scenarios with respect to lowest buckling loads.5.1.3. Combination 3: non-uniformity of the applied axial load with out-of-plane geometric, material and
thickness imperfections
Last step of the present study is to introduce simultaneously into the model the material and thickness
sources of imperfections and the initial out-of-plane geometric imperfections and imperfections of the bound-
ary conditions. Based on the results presented in previous sections, the correlation length parameter bf = 100
with rf = 0.2 and rf = 0.3 is selected for the description of the stochastic ﬁeld f4(x) used to model the load
distribution on the upper edge of the cylinder. For the description of the modulus of elasticity and thickness
the correlation length parameters b1 = b2 = 50 were selected. Figs. 20(a) and (b) present the histograms of the
buckling loads for the analysis of this last combination for a standard deviation of the axial loading rf = 0.2
and rf = 0.3, respectively. From Fig. 20(a) it can be observed that for rf = 0.2 the mean value of the predicted
buckling loads is found to be P u ¼ 3833 N, the coeﬃcient of variation is found to be COV = 0.08728 and the
lowest buckling load was computed at Pminu ¼ 2825 N. The corresponding computations in Fig. 20(b) for
rf = 0.3 are found to be P u ¼ 3526 N, COV = 0.098 and Pminu ¼2712 N. For both cases, the computed lowest
buckling loads correspond to an almost 50% reduction with respect to the buckling load of the perfect
cylinder.
From the comparison of Figs. 20(a) and (b) with Figs. 15b and 16(b), which present the corresponding
results obtained from the analysis of Combination 1 (geometric out-of-plane imperfections and geometric edge
imperfections), a signiﬁcant decrease of 20% is observed in the predicted mean value, followed by a dramatic
increase of more than 100% in the coeﬃcient of variation, when all four sources of imperfections are simul-
taneously considered. Fig. 21 presents the experimental results reported in Arbocz and Abramovich (1979) forFig. 20. Combination 3: Histogram of critical load factors for standard deviations of the applied axial loading (a) rf = 0.2 and (b)
rf = 0.3.
Fig. 21. Experimental results from 7 specimens in Koiter (1963).
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of variation is 0.0867. From the comparison of Figs. 20(a) and (b) and 21 it can be observed that using the
proposed approach very close estimates of the scatter of the buckling load are obtained with respect to the
experimental measurements. The predicted mean values and coeﬃcient of variations of the buckling loads
are very close to the corresponding ones determined experimentally. Finally, it is very interesting to observe
the similarities in the unimodal shape of the predicted buckling load distribution and the corresponding shape
of the experimental measurements. This observation proves further the validity of the proposed methodology
in the sense that in addition to the ‘worst case’ studies, appropriate selection of parameters can also lead to a
suﬃciently close representation of experimental measurements.
6. Conclusions
In the present paper a simple and realistic approach is proposed for modeling the edge imperfections in the
context of a sensitivity analysis, by assuming that these are produced by a non-uniform random axial load
distribution. Thus, an edge deformation pattern is obtained at the very beginning of an incremental non-linear
analysis procedure, which is assumed to correspond to the actual edge imperfections’ pattern. Several argu-
ments are provided in support of the aforementioned assumption. A one-dimensional homogeneous stochastic
ﬁeld is used for modeling the applied axial load. This varying axial load together with the initial (out-of-plane)
geometric imperfections, thickness and material properties variability are incorporated in a cost-eﬀective non-
linear SFEM analysis using the non-linear TRIC shell element, while the variability of the limit loads is
obtained by means of a brute-force Monte Carlo Simulation procedure. The numerical tests performed, high-
lighted the signiﬁcant role of the non-uniform axial loading (or equivalently the uncertain boundary condi-
tions) on the buckling behaviour of imperfection sensitive structures, like the thin-walled cylinder
examined. Furthermore, reasonably closed estimates of the ﬁrst and second order moments of the computed
buckling loads as well as of the shape of its probability distribution with respect to experimental results were
obtained for certain selected parameters, thus enhancing the validity of the proposed methodology.
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