Abstract. We consider the boundary value problem
Introduction
We consider the boundary value problem
Lu(x) = p(x)u(x) + g(x, u
(0) (x), . . . , u (2m−1) (x))u(x), x ∈ (0, π), ( 
) is superlinear as |u(x)| → ∞).
Superlinear problems of a similar form to (1.1) have been considered in many papers, particularly in the second and fourth order cases, with either separated or periodic boundary conditions, see for example [1, 2, 3, 8] and the references therein Key words and phrases. Superlinear boundary value problems, disconjugate ordinary differential operators, global bifurcation.
(the second order case with separated boundary conditions is considered in [3] , while [2] considers the corresponding periodic problem; the fourth order periodic problem is considered in [1, 8] ). The papers [2, 3, 8] use continuation methods to obtain solutions. In particular, [8] proves the existence of at least one solution of the problem considered there by using a continuation method together with a result that shows that the gaps between nodal zeros of the solutions on the continuation branches tend to zero (such a result is relatively easy to obtain for second order problems, but is much more difficult for higher order problems). An alternative method is used in [1] to obtain infinitely many solutions having specified nodal properties. However, a condition analogous to (1.4) is imposed in [1] but not in [8] .
In this paper we consider a general 2m'th order problem with a disconjugate linear operator L and separated boundary conditions (a precise definition of L is given in the next section -the fourth order operators considered in [1, 8] are of this form). We obtain infinitely many solutions of the problem, having specified nodal properties, by using a general global bifurcation result instead of continuation, together with a result on the limits of the nodal gaps. The latter result is obtained using the general theory of disconjugate differential operators, which enables us to deal with a large class of higher order operators and avoids some of the ad hoc arguments which are often used to deal specifically with fourth order problem. However, both the global bifurcation and the nodal gaps arguments require the condition (1.4). Thus the principal difference between the hypotheses imposed on the nonlinearity in [8] and those imposed here and in [1] is the condition (1.4). This additional hypothesis yields the existence of infinitely many solutions having specified nodal properties both here and in [1] .
Preliminary definitions and results
We first describe the form of the differential operator L and its boundary conditions more precisely. Suppose that for each i = 0, . . . , 2m, we have a function
The functions L i u, i = 0, . . . , 2m − 1, will be called the quasi-derivatives of u. We also consider boundary conditions on u ∈ C 2m [0, π] of the form: 
The operator L : X → Y is now defined by
This definition is similar to that used in [6] , except that the term (−1) m is not included in [6] .
Throughout, we will suppose that ρ r = ρ 2m−r , r = 0, . . . , m − 1, and that the boundary conditions (2.1), (2.2) are such that L is formally self-adjoint, that is,
where
Remark 2.1. If T is a general, 2m'th order, differential operator on [0, π], with sufficiently smooth coefficient functions, then Theorems 2 and 3 in Chapter 3 of [4] show that T has a factorization of the form of L if and only if T is 'disconjugate' (see [4] for the definition of disconjugacy). For the self-adjoint differential operators considered here disconjugacy is closely related to positive definiteness. To state this more precisely we consider the following 'Dirichlet' boundary conditions
and let
It can be seen that the Dirichlet conditions (2.4) can be expressed in the form (2.1)-(2.2) by putting
Now, the results in Section 7, Chapter 2 of [4] (see Theorem 18 in particular) show that if T is formally self-adjoint (with sufficiently smooth coefficients) then T is disconjugate if and only if it is positive definite on X D , in the sense that
Of course, even if T is positive definite with Dirichlet boundary conditions it may not be so with general boundary conditions. However, Corollary 2 of [7] shows that when L has the above form (with the boundary conditions (2.1)-(2.2)) then
and Corollary 3 of [7] (which is restated in Lemma 2.3 below) gives a necessary and sufficient condition for strict positivity in (2.7).
We now recall some standard notation to describe the nodal properties of solutions of (1.1). Define the Banach space
with the norm · 2m−1 which, for convenience, we will write as · . From now on ν will denote an element of {±}, that is, either ν = + or ν = −. For each k ∈ N, ν ∈ {±}, let S k,ν denote the set of functions u ∈ E such that: (i) u has only simple zeros in (0, π) and no quasi-derivative of u is zero at 0 or π, other than those specified in (2.1), (2.2); (ii) u has exactly k − 1 zeros in (0, π); (iii) νu > 0 in a deleted neighbourhood of x = 0 (with the obvious interpretation of νu). From now on we will suppose that the boundary conditions (2.1), (2.2) satisfy the criterion in Lemma 2.3, that is, 0 ∈ σ(L, p) and so the operator L −1 : Y → X exists and is bounded. Note that, in particular, this implies that the set of boundary conditions (2.1), (2.2) must contain at least one of the conditions
In fact, from now on we will suppose that that both these conditions hold.
The next theorem is proved in Corollary 2 and Theorems 1 and 3 of [7] .
The main results
We first consider the bifurcation problem
and look for solutions (λ, u) ∈ R + × X, where λ ∈ R + := {t ∈ R : t > 0} and
, uniformly on compact λ intervals. Equation (3.1) can be rewritten in the form
Now, L −1 can be regarded as a compact operator from Y to E, and it is clear that finding a solution (λ, u) of (3.1) in R + × X is equivalent to finding a solution of (3.2) in R + × E. This problem is now in the form considered in [9] (see also [5] ). We can now prove a global bifurcation result for (3.1). Note that a continuum is a closed, connected set. Theorem 3.1. For each k ∈ N and each ν there exists a continuum C k,ν ⊂ R + × E of solutions of (3.2) with the properties:
Proof. This result is a higher order analogue of Theorem 2.3 in [9] , which considered the second order case. Following the proof in [9] , using the spectral properties of L described in Theorem 2.4, we construct a global continuum C k,ν ⊂ R + × E containing (µ k , 0). To complete the proof it only remains to show that if (λ, u) ∈ C k,ν and u ∈ ∂S k,ν then u = 0 (see Corollary 1.12 and the proof of Theorem 2.3 in [9] ). Now, equation (3.1) has the form Lu = p (λ,u) u, where p (λ,u) = λp + G(λ, u), and it follows from our assumptions on p and G that p (λ,u) satisfies (1.2), so the required result follows immediately from Lemma 2.2.
Remark 3.2. The above positivity conditions on p and G, and the restriction of λ to R + were imposed solely in order that the function p (λ,u) in the proof of Theorem 3.1 should satisfy (1.2), and hence so that we can apply Lemma 2.2 to show that nodal properties are preserved along the bifurcating continua. Any other hypotheses that achieved the same result could also be used.
We now return to the problem (1.1) and prove the following theorem. Proof. We define a mapping
Under our assumptions on g this mapping satisfies the above conditions on G so, for each k ∈ N and ν, Theorem 3.1 shows that there exists a global continuum C k,ν of solutions of (3.1) with this G. Now, it is clear that any solution of (3.1) of the form (1, u) yields a solution u of (1.1). We will show that if µ k > 1 then the continuum C k,ν crosses the hyperplane {1} × E in R + × E and hence yields a solution of (1.1).
We will require the following notation. For any u ∈ E and any
Lemma 3.4. There exists a function
Proof. Suppose that x ∈ [α, β] and q is an integer satisfying 0
2m L 2m u between α and x, repeating this 2m − q times and using
(the integrals are omitted from the term corresponding to i = q in the final summation in (3.4) -similarly below). Now, it is shown on p. 38 of [7] that there is an integer q 0 such that
(c 1 depends only on m and L -likewise c 2 , c 3 below). Now, since the integrand in this integral is positive on [α, β], this result also holds if we replace β with any x ∈ [α, β]. Thus, from (3.4),
Integrating this inequality q 0 times from α to x now gives
and using this estimate in ( 
Lemma 3.5. Suppose that for each
Proof. Suppose that the lemma is false. Then it follows that there exists a number K 1 and a sequence of points
. Now suppose that, after taking a subsequence if necessary, there exist sequences
Then, when n is sufficiently large, there are at least two points in (α n , β n ) such that u n is 'small' and u n is 'large' and positive, and a further two points where u n is 'small' and u n is 'large' and negative. Thus there must be at least two changes of sign of the quasi-derivative L 1 u n = ρ 1 (ρ 0 u n + ρu n ) on the interval (α n , β n ). However, this contradicts Lemma 1 of [7] , which shows that for any n there is exactly one change of sign of L 1 u n in (α n , β n ). Thus, at least one of the sequences y n , z n cannot exist, say y n , and hence there exists a number K 2 such that u n (x) ≤ K 2 for all x ∈ [α n , x n ] (α n < x n for all sufficiently large n). Now, after taking a subsequence, we may assume that the following limits exist,
and clearly
For arbitrary x ∈ (α ∞ , x ∞ ), putting q = 0, α = α n and u = u n in (3.4), dividing this equation by M αn (u n ) and letting n → ∞ yields (since x ∈ [α n , x n ] for all sufficiently large n)
Repeatedly differentiating this formula and taking the limit x → α ∞ , and using the properties of the coefficients ρ i , shows that γ i = 0, for each i = 0, . . . , 2m − 1, which contradicts (3.5), and so completes the proof of the lemma. Proof. Suppose that α ∞ < β ∞ and choose a closed interval I ⊂ (α ∞ , β ∞ ) of positive length. Then, by condition (1.3) and Lemma 3.5, p (λn,un) (x) → ∞ uniformly on I. However, since u n satisfies Lu n = p (λn,un) u n , the proof of Lemma 4 in [7] (see also the remarks in the final paragraph on p. 43 of [7] ) shows that, for all n sufficiently large, u n must change sign on I. However, this contradicts the fact that for all n sufficiently large we have I ⊂ (α n , β n ) and u n > 0 on (α n , β n ). Remark 3.8. Lemmas 3.4-3.7 were stated and proved for intervals on which u > 0 or u n > 0. However, they also hold for similar intervals where u < 0 or u n < 0. Proof. Theorem 3.1 shows that there exists a sequence (λ n , u n ) ∈ C k,ν such that λ n + u n → ∞ or λ n → 0. Suppose firstly that there exists a number K 3 such that 1 < λ n < K 3 for all n, and so u n → ∞. Let 0 = τ (0, n) < · · · < τ(k, n) = π denote the zeros of u n (recall that we have assumed that (2.9) holds, that is, 0 and π are zeros of u n ). After taking a subsequence we must have u n [τ (l,n),τ (l+1,n)] → ∞, for some l = 0, . . . , k−1. It now follows from Lemma 3.4 that M τ (l,n) (u n ) → ∞ and M τ (l+1,n) (u n ) → ∞. Next, it again follows from Lemma 3. (τ (i + 1, n) − τ(i, n)), for all n. On the other hand if, after choosing a subsequence, we have λ n → ∞ then Lemma 3.7 shows that (3.6) again holds, and hence this case is also impossible. Thus we must must have λ n → 0. Since C k,ν is connected and (µ k , 0) ∈ C k,ν , with µ k > 1, it is clear that C k,ν must intersect the hyperplane {1} × E.
The theorem now follows from Lemma 3.9 and the fact that solutions of (3.1) of the form (1, u) yield solutions of (1.1).
