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Introduction générale
1

1.1. Equations aux dérivées partielles non linéaires
1.1 Equations aux dérivées partielles non linéaires
Comparé aux équations aux dérivées partielles linéaires, les équations aux dérivées
partielles non linéaires sont plus difficiles à analyser, tant du point de vue théorique
que du point de vue numérique. Les modèles de séparation de phase et les systèmes
micro-électro-mécaniques (abbr. MEMS) sont deux problèmes non linéaires qui peuvent
être singuliers (lorsque l’on considère un potentiel logarithmique dans le modèles de
séparation de phase).
1.1.1 Modèles de séparation de phase
Les équations de Allen-Cahn et de Cahn-Hilliard sont les deux principales équa-
tions qui modélisent la séparation de phase. L’équation de Allen-Cahn a été introduite
par Allen et Cahn dans [4] pour décrire l’ordonnancement des atomes dans les solides
cristallins. De plus, Cahn et Hilliard ont proposé l’équation de Cahn-Hilliard dans [20]
pour décrire le phénomène de séparation de phase (comme par exemple la décompo-
sition spinodale ou la coalescence) dans les alliages binaires (voir aussi [43], [44] et
[108]). Ces deux équations sont fondamentales en sciences des matériaux et sont basées
sur l’énergie libre de Ginzburg-Landau, qui s’écrit :
ΨGL =
∫
Ω
(
α
2
|∇u|2 + F(u))dx, α > 0, (1.1)
où u représente le paramètre d’ordre, comme par exemple la concentration (relative,
généralement considérée entre -1 et 1) de l’un des deux composants de l’alliage, α est
un coefficient de tension de surface, F est un potentiel à double puits et Ω est le domaine
occupé par le système (on suppose le domaine borné et régulier, de frontière Γ). Ces
modèles sont supposés isotropes, et à température constante. L’équation de Allen-Cahn,
qui correspond à un flot de gradient en norme L2 de l’énergie libre, s’écrit :
∂u
∂t
− α∆u + f (u) = 0, (1.2)
où f est la dérivée du potentiel à deux puits F, alors que l’équation de Cahn-Hilliard,
qui correspond à un flot de gradient dans la norme H−1, s’écrit :
∂u
∂t
+ α∆2u − ∆ f (u) = 0. (1.3)
Conditions aux limites. Parmi les différents choix de conditions aux limites, les condi-
tions de Dirichlet signifient que la condition sur la frontière est fixée, alors que les
conditions au bord de type Neumann impliquent qu’il n’y a pas de perte de masse à tra-
vers la frontière, et par conséquent, entraînent une conservation de la masse. On trouve
aussi les conditions aux limites mixtes, combinaisons entre les conditions de Dirichlet
3
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et de Neumann, ou les condition périodiques. Ces dernières, appliquées à des domaines
réguliers de type parallélipède, signifient que les conditions sur deux murs opposés sont
les mêmes, et ont des valeurs opposées dans la direction des vecteurs normaux orientés
vers l’extérieur du domaine. Plus récemment, des études sont effectuées avec des condi-
tions aux limites dynamiques (cf. [28], [82] and [138]), qui impliquent les dérivées en
temps de l’inconnue u.
Terme non linéaire. Les deux puits du potentiel correspondent aux deux phases du ma-
tériau. Un potentiel pertinent d’un point de vue thermodynamique, dérivant de modèles
à champs moyens (cf., [20] and [36]), est le potentiel logarithmique de la forme
F(s) =
λ1
2
(1 − s2) +
λ2
2
[(1 + s) ln(
1 + s
2
) + (1 − s) ln(
1 − s
2
)], s ∈ (−1, 1), 0 < λ2 < λ1,
(1.4)
donc,
f (s) = −λ1s +
λ2
2
ln
1 + s
1 − s
, (1.5)
où λ1 et λ2 sont respectivement proportionnels à la température critique et à la tempé-
rature absolue, supposées constante pendant le processus. De plus, la condition λ2 < λ1
garantit que F possède un double puits et donc que la séparation de phases peut se pro-
duire. Un système de champs de phase basé sur la loi de conduction de la chaleur de
Maxwell-Cattaneo et avec un potentiel logarithmique a été étudié dans [92], alors que
les auteurs dans [26] ont étudié l’équation de Cahn-Hilliard-Bertozzi-Esedoglu-Gilette
avec une nonlinéarité logarithmique, pour laquelle ils ont obtenu l’existence de solutions
locales (en temps) et ont proposé des applications pour la retouche d’images binaires.
Voir [29], [30], [70], [94], [96], [99] et [102] pour plus de détails.
Le potentiel logarithmique, pertinent d’un point de vue thermodynamique, est sou-
vent approché par un potentiel polynomial, qui s’écrit
F(s) =
1
4
(s2 − 1)2, (1.6)
et
f (s) = s3 − s. (1.7)
Anisotropie. Lorque l’on tient compte du caractère anisotrope des interfaces, d’un
point de vue physique, une anisotropie importante pourrait entraîner que l’énergie sur-
facique devienne si large ou singulière selon certaines orientations que ces orientations
pourraient disparaître dans la forme d’équilibre pour atteindre une énergie bien définie
pour le système. En conséquences, l’interface à l’équilibre peut devenir non lisse, et des
facettes ou des coins peuvent apparaître.
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s
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Figure 1.1 – Le potentiel logarithmique et le potentiel polynomial.
L’anisotropie jouant un role important dans l’équilibre et la dynamique de l’inter-
face, plusieurs travaux ont porté sur ce point. Dans son article (cf. [80]), R. Kobayashi a
étudié la croissance cristalline anisotrope pour deux phases (liquide et solide) pour une
énergie libre de type Ginzburg-Landau modifiée. L’anisotropie est prise en compte dans
la mobilité de l’interface, fonction de l’orientation. Dans cet article, de nombreuses
simulations numériques illustrent les effets de l’anisotropie, notamment la croissance
dendritique et de type flocon de neige.
Une autre modification de l’énergie libre de type Ginzburg-Laudau permet de prendre
en compte l’anisotropie, la différence avec le modèle précédant étant que la température
est omise, (cf. [40], [120], [126] et [133]). L’anisotropie est prise en compte par la fonc-
tion énergie interfaciale γ(n) qui dépend de l’angle de la tangente à l’interface. Taylor
et Cahn (cf. [126]) donnent une idée générale de l’étude du mouvement d’une interface
diffuse avec des coins et des faces et le travail de Sekerta (cf. [120]) donne une idée de
l’étude des formes à l’équilibre, ainsi que des critères analytiques pour les orientations
manquantes des formes à l’équilibre en dimension trois. Wise et al (cf. [133]) et Shen
et al. (cf. [40]) ont effectué l’analyse numérique et des simulations pour ces modèles
anisotropes en se basant sur une régularisation du problème.
Dans la thèse, on introduit l’anisotropie d’une manière encore différente, en considé-
rant l’énergie libre de type Ginzburg-Landau d’ordre élevé, introduite par G. Caginalp
et E. Esenturk dans [23] et qui s’écrit :
ΨHOGL =
∫
Ω
(
1
2
k∑
i=1
∑
|α|=i
aα|Dαu|2 + F(u)) dx, k ∈ , (1.8)
où α = (k1, k2, k3) ∈ ( ∪ {0})3,
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|α| = k1 + k2 + k3
et, pour α , (0, 0, 0),
Dα =
∂|α|
∂xk11 ∂x
k2
2 ∂x
k3
3
(on admet que D(0,0,0)v = v). On remarque que dans (1.8), la température est omise.
L’avantage est que ce type d’énergie libre permet de calculer l’anisotropie de manière
explicite, en supposant que les tensions de surface sont différentes suivant les différentes
orientations. On note alors que l’équation de Cahn-Hilliard d’ordre élevé anisotrope
correspond au flot de gradient dans la norme H−1 de l’énergie libre (1.8) et s’écrit :
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0.
Généralisation. En plus de la séparation de phase, l’équation de Cahn-Hilliard et ses va-
riantes sont aussi utilisées pour modéliser d’autres phénomènes, tels que la dynamique
de populations (cf. [31]), la croissance tumorale (cf. [7] et [86]), les films bactériens
(cf. [81]), les couches minces (cf. [112] et [129]), la retouche d’image (cf. [8], [9], [21],
[27] and [42]) et même les anneaux de Saturne (cf. [130]) et l’agglomérat de moules
(cf. [90]).
En particulier, plusieurs de ces phénomèmes peuvent être modélisés par l’équation
de Cahn-Hilliard généralisée suivante :
∂u
∂t
+ ∆2u − ∆ f (u) + g(x, u) = 0. (1.9)
Nous renvoyons le lecteur à [93] et [98] ( voir aussi [7], [26], [37], [47]) pour des études
détaillées de l’équation (1.9). Etant donné que nous nous intéressons ici aux modèles
d’ordre élevé, l’équation suivante sera utilisée :
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + g(x, u) = 0. (1.10)
Cette équation est basée sur l’énergie libre (1.8) mentionnée ci-dessus. Dans (1.10), α
représente le multi-indice et le potentiel f est supposé non linéaire mais régulier. En ce
qui concerne la fonction g, plusieurs choix sont possibles :
(i) Equation de Cahn-Hilliard-Oono. Dans ce cas,
g(x, s) = g(s) = βs, β > 0.
6
1.1. Equations aux dérivées partielles non linéaires
Cette fonction a été proposée dans [111] pour prendre en compte les interactions de
longue portée (i.e., non locales ), mais aussi pour simplifier les simulations numériques.
Mentionnons aussi que dans [39], les auteurs ont utilisé une équation similaire à celle de
l’équation de Cahn-Hilliard-Oono, pour des applications concernant l’aggrégat de copo-
lymères diblocs, en dessous d’une température critique. Pour plus d’études sur l’équa-
tion de Cahn-Hilliard-Oono, voir aussi [15], [38], [95], [131] et [7].
(ii) Terme de prolifération. Dans ce cas,
g(x, s) = g(s) = βs(s − 1), β > 0.
Cette fonction a été introduite dans [86] en vue d’applications à la biologie et, plus
précisément, pour modéliser la cicatrisation et la croissance tumorale (en dimension 1
d’espace) et l’agglomérat de cellules cancéreuses dans le cerveau (en dimension deux
d’espace) ; voir aussi [7] pour le choix d’un polynôme de degré 4 pour g.
(iii) Terme de fidélité. Dans ce cas,
g(x, s) = λ0χΩ\D(x)(s − ϕ(x)), λ0 > 0, D ⊂ Ω, ϕ ∈ L2(Ω),
où χ est la fonction indicatrice et λ0 est un réel positif. Cette fonction a été proposée
dans [8] et[9] pour des applications en retouche d’images. Dans ce cas, ϕ est une image
binaire, et D est la zone endommagée (à retoucher), de l’image. Le terme de fidélité
g(x, u) est ajouté à l’équation dans le but de garder la solution proche de l’image ori-
ginale hors de la zone à retoucher. L’idée de la méthode consiste à résoudre l’équation
jusqu’à l’état d’équilibre. La solution u obtenue est alors la solution restorée de l’image
ϕ(x).
Hyperbolic relaxation. Une relaxation hyperbolique de l’équation de Cahn-Hilliard
a été proposée dans [55], dans le but de modéliser la solidification rapide d’un alliage
binaire. De plus, S. Gatti et al. ont proposé dans [62] une analyse détaillée du comporte-
ment asymptotique des solutions dans le cas de la relaxation hyperbolique de l’équation
de Cahn-Hilliard en dimension un.
P. Stefanovic et al. ont proposé dans [123] l’équation appelée “modified phase field
crystal equation” (abbr., MPFC), faisant la distinction entre les échelles de temps ca-
ractéristiques de la relaxation élastique (rapide) et la diffusion (plus lente), mais sans
prendre en compte l’anisotropie. Cette équation s’écrit :
β∂ttu + ∂tu − ∆[∆2u + 2∆u + f (u)] = 0. (1.11)
Dans [75] et [76], M. Grasselli et H. Wu ont établi le caractère bien posé de l’équation
MPFC (1.11), ainsi que l’existence d’un attracteur exponentiel, dans le cas de conditions
aux limites périodiques. De plus, dans [72], M. Grasselli et M. Pierre ont proposé un
schéma de discrétisation en espace, et un schéma de discrétisation en temps et en espace
pour le modèle MPFC, et ont notamment établi la convergence de la solution discrétisée
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vers la solution exacte de l’équation MPFC, ainsi que la convergence de la solution
approchée vers une solution stationnaire lorsque le temps tend vers +∞. Nous référons
le lecteur à [135], [136] pour plus de schémas numériques appliqués à l’équation MPFC
et à [45], [50], [56], [79] pour l’étude théorique et numérique de l’équation de phase-
field crystal (sans le terme de relaxation).
Pour tenir compte des effets de l’anisotropie dans l’équation MPFC, l’équation est
modifiée et devient, pour k ∈ , k ≥ 2, x ∈ Ω ⊂ d (d = 1, 2, 3),
β∂ttu + ∂tu − ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0. (1.12)
On considère également la relaxation hyperbolique des équations de Cahn-Hilliard gé-
néralisées, d’ordre élevé et anisotropes, qui s’écrivent :
β∂ttu + ∂tu − ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + γu = 0, (1.13)
où γ ≥ 0. Munie du terme γu, l’équation (1.13) tient compte des interactions de longue-
portée.
1.1.2 Modélisation mathématique de MSEM
Une autre équation aux dérivées partielles non linéaire apparaît dans la modélisation
mathématique de micro-systèmes électro-mécaniques (MSEM en abrégé) tels que, par
exemple, les micro-pompes, les micro-interrupteurs, les micro-valves, ..., cf. [114]. Un
MSEM idéalisé est présenté dans la Fig. 1.2. Le dispositif contient une membrane dé-
formable élastique mince fixée à ses bords et une plaque électrique rigide parallèle sur
le sol. La surface supérieure de la membrane, en principe diélectrique, est recouverte
d’un film conducteur métallique d’épaisseur négligeable. Lorsque qu’une tension est
appliquée au film conducteur, le membrane élastique se déforme vers la plaque rigide.
L’action du système S consiste en l’énergie cinétique Ek, l’énergie d’amortissement Ed
et l’énergie potentielle Ep, à savoir, si L désigne la Lagrangien,
S =
∫ t2
t1
∫
Ω′
Ldx′dy′dt′ := Ek + Ed + Ep, (1.14)
où Ω′ représente le domaine de la membrane. D’un côté, on applique le principe de
Hamilton pour minimiser l’action S, et on obtient un problème élastique. Combinant les
effets électrostatiques, une adimensionalisation et certaines hypothèses raisonnables, un
problème parabolique non linéaire est obtenu, qui s’écrit :
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Figure 1.2 – MSME idéalisé.
∂w
∂t
− ∆w =
λ f (x)
w2
in Ω,
w(t, x) = 1 on ∂Ω; w(0, x) = 1 in Ω,
(1.15)
où w représente la déviation dynamique adimensionalisée, et f (x) décrit la permittivité
diélectrique variable de la membrane élastique. Nous renvoyons le lecteur à [46] pour
les détails de la dérivation du modèle.
1.2 Problèmes et principaux résultats
On étudie dans cette thèse plusieurs équations aux dérivées partielles non linéaires,
telles que les modèles de séparation de phase d’ordre élevé, associés ou non à de l’aniso-
tropie, ainsi qu’une équation aux dérivées partielles singulière issue de la modélisation
mathématique de systèmes micro-électromécaniques.
1.2.1 Modèles d’ordre élevé pour la séparation de phase
On considère dans les chapitres 3 et 4 les modèles d’ordre élevé pour la séparation
de phase, telles que les équations de Allen-Cahn et de Cahn-Hilliard d’ordre élevé qui
s’écrivent :
∂u
∂t
+ P(−∆)u + f (u) = 0, (1.16)
et
∂u
∂t
− ∆P(−∆)u − ∆ f (u) = 0, (1.17)
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respectivement, avec
P(s) =
k∑
i=1
aisi. (1.18)
Les équations (1.16) et (1.17) sont d’ordre élevé en raison du terme P(−∆), ce qui les
rend difficiles à étudier. Le problème sera encore plus difficile à étudier si la nonlinéarité
f (u) est logarithmique. Les conditions aux limites associées à (1.16) et (1.17) sont :
u = ∆u = ... = ∆k−1u = 0 on Γ, (1.19)
et la condition initiale :
u|t=0 = u0. (1.20)
Dans le chapitre 3 nous étudions les équations d’ordre élevé de Allen-Cahn (1.16)
et de Cahn-Hilliard (1.17) avec un potentiel polynomial et les conditions aux limites
(1.19) et donnons pour ces deux problèmes des résultats d’existence et de régularité de
solutions. Plus précisément, nous définissons Ḣm(Ω) ={v ∈ Hm(Ω), v = ∆v = · · · =
∆[
m−1
2 ]v = 0 sur Γ}, où le symbole [·] représente la partie entière. Pour l’équation de
Allen-Cahn d’ordre élevé, nous obtenons :
Théorème 1.2.1. (i) On suppose que u0 ∈ Ḣk(Ω), avec
∫
Ω
F(u0)dx < +∞ lorsque k = 1.
Alors le problème (1.16), (1.19)-(1.20) possède une unique solution u telle que, ∀T > 0,
u ∈ L∞(+; Ḣk(Ω)) ∩ L2(0,T ; Ḣ2k(Ω)), ∂u
∂t ∈ L
2(0,T ; L2(Ω)) et
d
dt
((u, v)) +
k∑
i=1
ai(((−∆)
i
2 u, (−∆)
i
2 v)) + (( f (u), v)) = 0,∀v ∈ C∞c (Ω).
(ii) Si on suppose de plus que u0 ∈ Ḣ2k(Ω), alors u ∈ L∞(+; Ḣ2k(Ω)).
Ensuite on définit le semi-groupe associé et montrons sa dissipativité, ainsi que l’exis-
tence de l’attracteur global qui est compact dans L2(Ω) et borné dans Ḣ2k(Ω). Concer-
nant l’équation de Cahn-Hilliard d’ordre élevé, nous avons le résultat :
Théorème 1.2.2. (i) On suppose que u0 ∈ Ḣk(Ω), avec
∫
Ω
F(u0)dx < +∞ lorsque k = 1.
Alors le probème (1.17),(1.19)-(1.20) possède une unique solution u, ayant la régularité
u ∈ L∞(+; Ḣk(Ω)) ∩ L2(0,T ; Ḣ2k(Ω)) and ∂u
∂t ∈ L
2(0,T ; H−1(Ω)) ;
(ii) Si on suppose que u0 ∈ Ḣk+1(Ω), alors u ∈ L∞(+; Ḣk+1(Ω)) ;
(iii) Si de plus on suppose que f est de classe Ck+1 et u0 ∈ Ḣ2k(Ω), alors u ∈
L∞(+; Ḣ2k(Ω)).
Puis nous obtenons la dissipativité du semi-groupe et l’existence de l’attracteur global,
qui est de plus compact dans L2(Ω) et borné dans Ḣ2k(Ω). De plus, nous expliquons
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comment adapter l’étude pour traiter l’équation de Cahn-Hilliard d’ordre élevé associée
aux conditions aux limites de type Neumann homogène.
De plus, nous considérons au Chapitre 4 l’équation de Allen-Cahn d’ordre élevé
(1.16) avec le potentiel logarithmique (1.7) et obtenons des solutions variationnelles
dans un sens plus faible. Du fait de la singularité du potentiel, nous raisonnons comme
dans [104] et construisons une suite de solutions uN d’approximations régulières du
problème singulier. Dans le même temps, nous définissons la solution variationnelle u
du problème singulier, et prouvons son existence en montrant que la suite de solutions
uN converge (dans un certain sens) vers u. Plus précisément, nous avons le
Théorème 1.2.3. On suppose que u0 ∈ Ḣk(Ω), avec −1 < u0 < 1 a.e. x ∈ Ω. Alors,
pour f définie par (1.5), le problème (1.16), (1.19) et (1.20) possède une unique solution
variationnelle u.
Puis nous définissons le semi-groupe et justifions l’existence de l’attracteur global qui
est compact dans L2(Ω) et borné dans Hk+1(Ω).
1.2.2 Modèles anisotropes d’ordre élevé
Les problèmes anisotropes correspondant aux équations de Allen-Cahn et Cahn-
Hilliard d’ordre élevé, qui sont respectivement les L2− and H−1 flots de gradient de
l’énergie libre de Ginzburg-Landau d’ordre élevé (1.8), s’écrivent
∂u
∂t
+
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu + f (u) = 0 (1.21)
et
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0. (1.22)
Pour des raisons de simplicité, nous considérons au Chapitre 5 un potentiel polynomial
plutôt que le potentiel logarithmique. Les conditions aux limites et la condition initiale
sont données par :
Dαu = 0 on Γ, |α| ≤ k − 1, (1.23)
u|t=0 = u0. (1.24)
En résumé, nos résultats pour le problème d’Allen-Cahn anisotrope et d’ordre élevé
sont :
11
Chapitre 1. Introduction générale
Théorème 1.2.4. (i) On suppose que u0 ∈ Hk0(Ω). Alors, (1.21), (1.23)-(1.24) possède
une unique solution faible u telle que, ∀T > 0, u ∈ L∞(+; Hk0(Ω)) ∩ L
2(0,T ; H2k(Ω) ∩
Hk0(Ω)) et
∂u
∂t ∈ L
2(0,T ; L2(Ω)).
(ii) Si on suppose de plus que u0 ∈ H2k(Ω) ∩ Hk0(Ω), alors u ∈ L
∞(+; H2k(Ω) ∩
Hk0(Ω)).
A partir du théorème précédent, on définit le semi-groupe associé au problème (1.21)
et on montre que le semi-groupe est dissipatif dans H2k(Ω) ∩ Hk0(Ω). On déduit en-
suite l’existence de l’attracteur global, compact dans Hk0(Ω) et borné dans H
2k(Ω). Nous
présentons également des simulations numériques pour le problème de Allen-Cahn ani-
sotrope et d’ordre élevé avec des conditions aux limites périodiques, illustrant l’aniso-
tropie du modèle.
Théorème 1.2.5. (i) On suppose que u0 ∈ Hk0(Ω). Alors le problème (1.22), (1.23)-
(1.24) possède une unique solution faible u telle que, ∀T > 0, u ∈ L∞(+; Hk0(Ω)) ∩
L2(0,T ; H2k(Ω) ∩ Hk0(Ω)) et
∂u
∂t ∈ L
2(0,T ; H−1(Ω)).
(ii) Si de plus on suppose que u0 ∈ Hk+1(Ω) ∩ Hk0(Ω), alors, ∀T > 0, u ∈ L
∞(+;
Hk+1(Ω) ∩ Hk0(Ω)) et
∂u
∂t ∈ L
2(0,T ; L2(Ω)).
(iii) Si de plus on suppose que f est de classe Ck+1 et u0 ∈ H2k(Ω) ∩ Hk0(Ω), alors
u ∈ L∞(+; H2k(Ω) ∩ Hk0(Ω)).
On définit ensuite le semi-groupe associé et on montre qu’il est dissipatif dans H2k(Ω)∩
Hk0(Ω), et on obtient l’existence de l’attracteur global, qui est compact dans H
k
0(Ω) et
borné dans H2k(Ω).
1.2.3 Equations de Cahn-Hilliard généralisées d’ordre élevé
Dans le Chapitre 6, nous étudions les équations de Cahn-Hilliard généralisées d’ordre
élevé introduites dans (1.10) et rappelées ci-dessous :
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + g(x, u) = 0. (1.25)
Dαu = 0 on Γ, |α| ≤ k − 1, (1.26)
u|t=0 = u0. (1.27)
Nous considérons uniquement le cas k ≥ 2, puisque le cas k = 1 peut être traîté comme
dans [93]. En ce qui concerne l’étude théorique, nous obtenons des estimations a priori,
et la régularité de l’unique solution, à savoir :
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Théorème 1.2.6. (i) On suppose que u0 ∈ Hk0(Ω). Alors, (1.25)-(1.27) possède une
unique solution faible u telle que, ∀T > 0, u ∈ L∞(+; Hk0(Ω))∩L
2(0,T ; H2k(Ω)∩Hk0(Ω))
et ∂u
∂t ∈ L
2(0,T ; H−1(Ω)).
(ii) Si on suppose de plus que u0 ∈ Hk+1(Ω) ∩ Hk0(Ω), alors, ∀T > 0, u ∈ L
∞(+;
Hk+1(Ω) ∩ Hk0(Ω)) et
∂u
∂t ∈ L
2(0,T ; L2(Ω)).
(iii) En supposant de plus que f est de classe Ck+1, que g(x, s) = g(s), avec g de
classe Ck−1 et que u0 ∈ H2k(Ω) ∩ Hk0(Ω), on obtient u ∈ L
∞(+; H2k(Ω) ∩ Hk0(Ω)).
Nous définissons alors le semi-groupe et montrons qu’il est dissipatif dans H2k(Ω) ∩
Hk0(Ω). On en déduit l’existence de l’attracteur global, qui est compact dans H
k
0(Ω) et
borné dans H2k(Ω). Dans la partie numérique de l’étude, nous choisissons différentes
fonctions g, et proposons divers résultats numériques correspondant notamment aux
solutions de l’équation de Cahn-Hilliard-Oono, et à celles de l’équation décrivant la
croissance tumorale.
1.2.4 L’équation modifiée de Cahn-Hilliard anisotrope d’ordre élevé
On considère au Chapitre 7 une équation modifiée (relaxation hyperbolique) de
Cahn-Hilliard anisotrope d’ordre élevé qui s’écrit, pour k ∈ , k ≥ 2, x ∈ Ω ⊂ d
(d = 1, 2, 3),
β∂ttu + ∂tu − ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0 (1.28)
u|t=0 = u0; ut|t=0 = v0. (1.29)
On raisonne comme dans l’article de Grasselli et Wu pour l’équation MPFC (cf. [75]
et [76]), la difficulté étant d’étendre leurs résultats à l’équation (1.28), comportant de
l’anisotropie et des termes d’ordre élevé. Néanmoins, dans le cas de conditions aux
limites périodiques, on obtient :
Théorème 1.2.7. (i) Pour toute condition initiale (u0, v0) ∈ Hk0(Ω) × H
−1(Ω), le pro-
blème (1.28)-(1.29) possède une unique solution faible (u, ut) telle que, ∀ T > 0,
u ∈ L∞(+; Hk0(Ω)) et ut ∈ L
2(0,T ; H−1(Ω)).
(ii) Si on suppose de plus que (u0, v0) ∈ (Hk+1(Ω) ∩ Hk0(Ω)) × L
2(Ω), alors u ∈
L∞(+; Hk+1(Ω) ∩ Hk0(Ω)) et ut ∈ L
2(0,T ; L2(Ω)).
(iii) Si on suppose de plus que f est de classe Ck+1 et que (u0, v0) ∈ (H2k(Ω) ∩
Hk0(Ω)) × H
k−1(Ω), alors u ∈ (L∞(+; H2k(Ω) ∩ Hk0(Ω)) et ut ∈ L
∞(0,T ; Hk−1(Ω)).
On peut donc définir le semi-groupe associé et montrer que celui-ci est dissipatif dans
Hk0(Ω) ∩ H
−1(Ω). On en déduit l’existence de l’attracteur global, qui est compact dans
Hk0(Ω)∩H
−1(Ω). De plus, au Chapitre 8 nous proposons des schémas numériques, basés
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sur la méthode des éléments finis ou sur une méthode spectrale pour la discrétisation en
espace, et sur un schéma d’ordre 2 pour la discrétisation en temps, pour l’équation (1.28)
avec un terme additionnel γu, qui s’écrit :
β∂ttu + ∂tu − ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + γu = 0. (1.30)
Nous obtenons des résultats d’existence pour la solution numérique, et des résultats de
stabilité basés sur l’énergie pour le schéma semi-discrétisé (en espace) comme pour le
schéma entièrement discrétisé. Des simulations numériques illustrent et confirment ces
résultats.
1.2.5 Modèles MSEM
Au Chapitre 9, nous étudions le problème parabolique micro-systèmes électro-mécanique
(MSEM) suivant :
∂u
∂t
− ∆u =
λ f (x)
(1 − u)2
in Ω,
u(t, x) = 0 on ∂Ω; u(0, x) = 0 in Ω,
(1.31)
(voir [46] et [114] pour plus de détails). Le problème elliptique associé s’écrit :
−∆u =
λ f (x)
(1 − u)2
in Ω,
u(x) = 0 on ∂Ω; 0 ≤ u < 1 in Ω,
(1.32)
avec u = 1 − w (w a été introduit dans (1.15)) et représente la distance adimention-
nalisée entre la plaque et la membrane, f décrit le profil diélectrique de la membrane
élastique et λ > 0 représente la tension appliquée. On propose des méthodes numé-
riques stables pour résoudre le problème (1.31) et on discute l’influence de la valeur de
λ sur la solution. Plus précisément, on construit un schéma semi-discrétisé (en temps)
et semi-implicite : Pour τ > 0 donné, tn = nτ, n = 0, 1, · · · , un+1 − τ∆un+1 = un +
λτ f (x)
(1 − un)2
in Ω,
un+1 = 0 on ∂Ω,
(1.33)
ainsi qu’un schéma semi-discret et implicite : un+1 − τ∆un+1 = un +
λτ f
(1 − un+1)2
in Ω,
un+1 = 0 on ∂Ω,
(1.34)
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avec un+1 ' u(tn+1, x), un ' u(tn, x) et u0 la condition initiale. On note uλ l’unique
solution minimale du problème (1.32), et λ∗ la tension de traction.
En supposant que λ < λ∗, nous avons le résultat suivant pour le schéma (1.33) :
Proposition 1.2.1. (i) Pour tout n ∈  ∪ {0}, on a 0 ≤ un(x) ≤ uλ(x), a.e. x ∈ Ω; en
particulier, pour tout n ∈  ∪ {0}, un existe et satisfait 0 ≤ un(x) < 1, a.e. x ∈ Ω.
(ii) Si on suppose 11+c0τ
(
1 + 2λτ(1−u)3
)
< 1, où, c0 > 0 est la constante optimale dans
l’inégalité de Poincaré, alors un converge vers uλ dans L2(Ω) lorsque n→ +∞.
(iii) Si la condition initiale vérifie 0 ≤ u0 < uλ, la solution numérique un est crois-
sante et bornée par uλ ; de plus, sous l’hypothèse λ < λ∗, le problème elliptique possède
au moins deux solutions notées uλ, et u+λ , avec uλ < u
+
λ . Si on choisit uλ ≤ u0 < u
+
λ , alors
la solution un est décroissante et minorée par uλ.
Concernant le schéma (1.34), on montre, sous certaines conditions, que un converge
vers uλ dans H10(Ω) lorsque n → +∞ ; en particulier, en 1D, un converge vers uλ dans
C(Ω̄) lorsque n→ +∞.
Toujours en 1D, on construit ensuite le schéma semi-implicite entièrement discré-
tisé, qui peut s’écrire :
AUn+1 = Un + G(Un),
où A est la matrice des différences finies, Un+1 et Un sont les vecteurs solutions aux
(n + 1)ième et nième pas de temps et G est le vecteur associé au terme non linéaire. On
vérifie que, sous des hypothèses raisonnables, la solution numérique Un+1 est majorée
et croissante, et donc converge. Finalement, des simulations numériques correspondant
à différentes conditions initiales et différentes valeurs de λ, sont proposées, pour des
domaines Ω de dimensions 1 et 2.
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2.1. Nonlinear partial differential equations
2.1 Nonlinear partial differential equations
Compared to linear partial differential equations, nonlinear partial differential equa-
tions are more complicated to analyze both theoretically and numerically due to their
nonlinear nature. Phase separation models and the mathematical models of micro-electro-
mechanical systems (abbr. MEMS) are two representatives of nonlinear partial differen-
tial equations, which can be (when considering logarithmic potentials in phase separa-
tion) singular.
2.1.1 Phase separation models
The Allen-Cahn and Cahn-Hilliard equations are the main equations in phase sepa-
ration. The classical Allen-Cahn equation was originally introduced by Allen and Cahn
in [4] to describe the motion of anti-phase boundaries in crystalline solids. Besides,
Cahn and Hilliard established the Cahn-Hilliard equation in [20] to describe the com-
plicated phase separation (for example, spinodal decomposition) phenomena in a solid,
especially binary alloy (see also in [43], [44] and [108]) and coarsening. Both of these
two equations are central equations in material science and are based on the so-called
Ginzburg-Landau free energy, which reads
ΨGL =
∫
Ω
(
α
2
|∇u|2 + F(u))dx, α > 0, (2.1)
where u represents the order parameter, say, the concentration of one of the two me-
tallic components (usually being taken between -1 and 1), α is the surface tension, F
is a double-well potential and Ω is the domain occupied by the system (we usually set
the domain to be bounded and regular, with a boundary of Γ). In this case, isotropy is
assumed and also a fixed temperature. The Allen-Cahn equation, which corresponds to
an L2-gradient flow of the Ginzburg-Landau free energy, then reads
∂u
∂t
− α∆u + f (u) = 0, (2.2)
where f is the derivative of the double-well potential F, while the Cahn-Hilliard equa-
tion, which corresponds to an H−1-gradient flow, reads
∂u
∂t
+ α∆2u − ∆ f (u) = 0. (2.3)
Boundary conditions. Concerning the boundary condition of these models, the Diri-
chlet boundary condition indicates that the condition on the boundary is fixed, while the
homogenous Neumann boundary condition implies that no mass loss occurs across the
boundary walls, which can lead to mass conservation. There is a combination of the Di-
richlet and Neumann boundary conditions, which is called mixed boundary condition.
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The periodic boundary condition is often considered for a symmetric regular domain,
the conditions on two of the symmetric boundary walls are equal in value and oppo-
site in the direction of outer normal vectors. The authors in some references (see [28],
[82] and [138]) also study the Cahn-Hilliard equation endowed with dynamic boundary
conditions which involves the time derivative of dependent function u.
Nonlinear terms. The double-well potential F possesses two wells which correspond
to the phases of the material. A thermodynamically relevant potential F follows from a
mean-field model (see, e.g., [20] and [36]) and is a logarithmic function of the form
F(s) =
λ1
2
(1 − s2) +
λ2
2
[(1 + s) ln(
1 + s
2
) + (1 − s) ln(
1 − s
2
)], s ∈ (−1, 1), 0 < λ2 < λ1,
(2.4)
therefore,
f (s) = −λ1s +
λ2
2
ln
1 + s
1 − s
, (2.5)
where λ1 and λ2 are respectively proportional to a critical temperature and the abso-
lute temperature, which is assumed to be a constant during the process. Moreover, the
condition λ2 < λ1 ensures that F has a double-well form and the phase separation can
occur. A phase-field system based on the Maxwell-Cattaneo heat conduction law with
a logarithemic nonlinearity was studied by the author in [92], while the authors in [26]
studied the Bertozzi-Esedoglu-Gillette-Cahn-Hilliard equation with logarithmic nonli-
near terms in which they obtained the existence of local (in time) solutions and proposed
the applications to binary image inpainting. We refer the reader to [29], [30], [70], [94],
[96], [99] and [102] for more details.
The thermodynamically relevant potential is generally approximated by a polyno-
mial one, which reads
F(s) =
1
4
(s2 − 1)2, (2.6)
and
f (s) = s3 − s. (2.7)
We also note the resemblance and difference between the logarithmic potential and
the polynomial potential in Fig. 2.1. Both of the potentials have a double-well form ; the
wells of the logarithmic potential are at two values of s which are however distinct from
±1, while the wells of the polynomial potential are located exactly at ±1. We also notice
that the wells of the logarithmic potential would approach to ±1 when the absolute
temperature (or λ2) is close to the critical temperature (or λ1). Under this circumstance,
the logarithmic potential gets well approximated by the polynomial one.
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Figure 2.1 – The logarithmic potential and the polynomial potential.
Anisotropy. If we take anisotropy interfaces into account, from a physical point of
view, sufficiently strong anisotropy may cause the surface energy function to become
so large or singular on certain orientations that these orientations may disappear in the
equilibrium shape in order to achieve a well-defined energy for the system. As a re-
sult, the interface of equilibrium may become non-smooth curve, moreover facets and
corners may appear.
As anisotropy is an important factor in interface equilibria and dynamics, there has
been several works on it. In the work of R. Kobayashi (see [80]), the author conside-
red anisotropic crystal growth in two phase field (liquid and solid) based on a modified
thermodynamically relevant Ginzburg-Landau type free energy. The anisotropy was in-
troduced by assuming that the mobility of the interface was a function of orientation. In
this article, many numerical simulations illustrated anisotropy effects, including dendrite
growth and some snowflake-like patterns. Furthermore, one can find more thermodyna-
mically relevant anisotropic phase field models in the works of Wheeler and McFadden
et al (see [101], [132] and [134]).
Another approach to take anisotropy into account is to consider another modified
Ginzburg-Landau type of free energy, the difference compared to the former one is that
temperature has been omitted (see [40], [120], [126] and [133]). The anisotropy was
introduced by the interfacial energy function γ(n), which depends on the tangent angle
on the interface. Taylor and Cahn (see [126]) provided a general outline of an analysis
of the motion of diffuse interfaces with sharp corners and facets and the work of Sekerka
(see [120]) gave an outline of the study of equilibrium shapes and also analytical criteria
for missing orientations on 3D equilibrium shapes. Wise et al (see [133]) and Shen et
al. (see [40]) provided some numerical analysis and simulations on these anisotropic
models based on the regularization of the problem.
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We account for anisotropic phenomenon in a different way (compared to the above)
by considering a higher-order Ginzburg-Landau type of free energy, which was propo-
sed by G. Caginalp and E. Esenturk in [23] and reads
ΨHOGL =
∫
Ω
(
1
2
k∑
i=1
∑
|α|=i
aα|Dαu|2 + F(u)) dx, k ∈ , (2.8)
where, for α = (k1, k2, k3) ∈ ( ∪ {0})3,
|α| = k1 + k2 + k3
and, for α , (0, 0, 0),
Dα =
∂|α|
∂xk11 ∂x
k2
2 ∂x
k3
3
(we agree that D(0,0,0)v = v). We note that, in (2.8), the temperature has been omitted.
The advantage is that such a kind of free energy provides an explicit way to compute the
anisotropy by supposing that the surface tension being different on different orientations.
We then note that the higher-order anisotropic Cahn-Hilliard equation corresponds to the
H−1-gradient flow of the free energy (2.8) and reads
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0.
Generalization. Despite phase separation, the Cahn-Hilliard equation and some of
its variants are also relevant to other phenomenon, such as, population dynamics (see
[31]), tumor growth (see [7] and [86]), bacterial films (see [81]), thin films (see [112]
and [129]), image processing (see [8], [9], [21], [27] and [42]) and even the rings of
Saturn (see [130]) and the clustering of mussels (see [90]).
In particular, several such phenomena can be modeled by the following generalized
Cahn-Hilliard equation :
∂u
∂t
+ ∆2u − ∆ f (u) + g(x, u) = 0. (2.9)
We refer the reader to [93] and [98] (see also [7], [26], [37], [47]) for detailed studies
on equation (2.9). Since we focus on the higher-order models in this part, a higher-order
generalized Cahn-Hilliard equation will be taken into account, which reads
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + g(x, u) = 0. (2.10)
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This equation is actually based on the free energy (2.8) which we mentioned above. In
(2.10), α denotes the multi-index and f is considered to be the regular nonlinear term.
As far as the function g is concerned, we have several assumptions on it, whereas these
assumptions are satisfied in the following cases.
(i) Cahn-Hilliard-Oono equation. In that case,
g(x, s) = g(s) = βs, β > 0.
This function was proposed in [111] in order to account for long-ranged (i.e., nonlocal)
interactions, and also to simplify numerical simulations. We also mention that, in [39],
the authors considered a similar form of Cahn-Hilliard-Oono equation which has ap-
plications in describing the segregation between the subchains of a diblock copolymer
below a critical temperature. We refer the reader to [15], [38], [95], [131] and [7] for
more studies on Cahn-Hilliard-Oono equation.
(ii) Proliferation term. In that case,
g(x, s) = g(s) = βs(s − 1), β > 0.
This function was proposed in [86] in view of biological applications and, more pre-
cisely, to model wound healing and tumor growth (in one space dimension) and the
clustering of brain tumor cells (in two space dimensions) ; see also [7] for other quadra-
tic functions.
(iii) Fidelity term. In that case,
g(x, s) = λ0χΩ\D(x)(s − ϕ(x)), λ0 > 0, D ⊂ Ω, ϕ ∈ L2(Ω),
where χ denotes the indicator function and λ0 is actually a large positive number. This
function was proposed in [8] and [9] in view of applications to image inpainting. Here, ϕ
is a given (damaged) image and D is the inpainting (i.e., damaged) region. Furthermore,
the fidelity term g(x, u) is added in order to keep the solution close to the image outside
the inpainting region. The idea in this model is to solve the equation up to steady state
to obtain an inpainted (i.e., restored) version u(x) of ϕ(x).
Hyperbolic relaxation. A hyperbolic relaxation of the Cahn-Hilliard equation has been
proposed in [55], in order to model rapid solidification of a binary alloy. Furthermore,
S. Gatti et al. provided in [62] a detailed analysis of the longterm properties of the
solutions for a hyperbolic relaxation of the one-dimensional Cahn-Hilliard equation in
the singular limit when the relaxation parameter goes to zero.
P. Stefanovic et al. proposed in [123] a so-called modified phase field crystal equa-
tion (abbr., MPFC) to distinguish between the elastic relaxation and diffusion time scale
without consideration of anisotropy, see also in [124], which reads
β∂ttu + ∂tu − ∆[∆2u + 2∆u + f (u)] = 0. (2.11)
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The MPFC equation incorporates both fast elastic relaxation and slower mass diffusion.
In [75] and [76], M. Grasselli and H. Wu proved the well-posedness and established
the existence of an exponential attractor for the MPFC equation (2.11) endowed with
periodic boundary conditions. Additionally, in [72], M. Grasselli and M. Pierre proposed
a space semi-discrete and a fully discrete finite element scheme for the MPFC model
and established their convergence to equilibrium both theoretically and numerically. We
refer the readers to [135], [136] for more numerical methods to solve the MPFC model
and [45], [50], [56], [79] for the theoretical and numerical study on the phase field
crystal model without a relaxation.
As far as the anisotropy is concerned, we take into account the anisotropic effect in
the modified phase field crystal equation, then the equation becomes, for k ∈ , k ≥ 2,
x ∈ Ω ⊂ d (d = 1, 2, 3),
β∂ttu + ∂tu − ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0. (2.12)
We further consider the numerical approximations for a hyperbolic relaxation of the
higher-order anisotropic generalized Cahn-Hilliard models, which read
β∂ttu + ∂tu − ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + γu = 0, (2.13)
where γ ≥ 0 and with the term γu, equation (2.13) can model, e.g., long-ranged interac-
tions.
2.1.2 Mathematical modeling on micro-electromachanical system
Another nonlinear partial differential equation has arisen in the mathematical mo-
deling of micro-electromachanical system (abbr., MEMS), for example, micropumps,
microswitches, microvalves, shuffle motor, etc., see [114]. An idealized machinery in
MEMS consists of the construction which is shown in Fig. 2.2. The device mainly
contains a thin and deformable elastic membrane with fixed boundary and a parallel
rigid ground electric plate. The upper surface of the membrane, which is normally
dielectric, is coated with a metallic conducting film and the thickness of the film is
considered to be negligible. When applying a voltage to the conducting film, the elastic
membrane deforms towards the ground plate. The action of the system S consists of the
kinetic energy Ek, damping energy Ed and potential energy Ep, namely, if we denote the
Lagrangian by L,
S =
∫ t2
t1
∫
Ω′
Ldx′dy′dt′ := Ek + Ed + Ep, (2.14)
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Figure 2.2 – An idealized MEMS capacitor.
where Ω′ denotes the domain of the membrane. On the one hand, we apply Hamil-
ton’s principle to minimize the action S, and obtain an elastic problem. Combining
the electrostatic effect, after the dimensionless analysis and under certain reasonable
assumptions, a nonlinear parabolic problem can be obtained, which reads
∂w
∂t
− ∆w =
λ f (x)
w2
in Ω,
w(t, x) = 1 on ∂Ω; w(0, x) = 1 in Ω,
(2.15)
where w denotes the dimensionless dynamic deflection and f (x) describes the varying
dielectric permittivity of the elastic membrane. We refer the reader to [46] for the detai-
led derivation.
2.2 Problems and framework
We study in this thesis several nonlinear partial differential equations, including
higher-order models in phase separation endowed or without anisotropy and a typical
singular partial differential equation arising in the mathematical modeling of micro-
electromechanical system.
2.2.1 Higher-order models in phase separation
We consider firstly in Chapter 3 and Chapter 4 the higher-order models in phase se-
paration, namely, the higher-order Allen-Cahn and Cahn-Hilliard equations which read
∂u
∂t
+ P(−∆)u + f (u) = 0, (2.16)
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and
∂u
∂t
− ∆P(−∆)u − ∆ f (u) = 0, (2.17)
respectively, where
P(s) =
k∑
i=1
aisi. (2.18)
Due to P(s), (2.16) and (2.17) may possess higher-order nature, which is the main
difficulty to study both of them. Moreover, if the nonlinearity is the logarithmic one,
there will be some additional difficulty to deal with the nonlinear term. The boundary
condition is set to be
u = ∆u = ... = ∆k−1u = 0 on Γ, (2.19)
and the initial condition is
u|t=0 = u0. (2.20)
In Chapter 3 we work on the higher-order Allen-Cahn equation (2.16) and Cahn-
Hilliard equation (2.17) with a simplified double-well potential and discuss the regula-
rity results for both of the problems endowed with Dirichlet boundary condition (2.19).
More precisely, we set Ḣm(Ω) ={v ∈ Hm(Ω), v = ∆v = · · · = ∆[
m−1
2 ]v = 0 on Γ}, where
[·] denotes the integer part, and for the higher-order Allen-Cahn equation, we obtain the
Theorem 2.2.1. (i) We assume that u0 ∈ Ḣk(Ω), with
∫
Ω
F(u0)dx < +∞ when k = 1.
Then, the problem (2.16), (2.19)-(2.20) possesses a unique solution u such that, ∀T > 0,
u ∈ L∞(+; Ḣk(Ω)) ∩ L2(0,T ; Ḣ2k(Ω)), ∂u
∂t ∈ L
2(0,T ; L2(Ω)) and
d
dt
((u, v)) +
k∑
i=1
ai(((−∆)
i
2 u, (−∆)
i
2 v)) + (( f (u), v)) = 0,∀v ∈ C∞c (Ω).
(ii) If we further assume that u0 ∈ Ḣ2k(Ω), then u ∈ L∞(+; Ḣ2k(Ω)).
Thus, we define the semigroup and deduce the dissipativity of the semigroup, as well as
the existence of the global attractor which is compact in L2(Ω) and bounded in Ḣ2k(Ω).
Furthermore, for higher-order Cahn-Hilliard equation, we have the
Theorem 2.2.2. (i) We assume that u0 ∈ Ḣk(Ω), with
∫
Ω
F(u0)dx < +∞ when k = 1.
Then, the problem (2.17),(2.19)-(2.20) possesses a unique solution u, u ∈ L∞(+; Ḣk(Ω))∩
L2(0,T ; Ḣ2k(Ω)) and ∂u
∂t ∈ L
2(0,T ; H−1(Ω)) ;
(ii) If we assume that u0 ∈ Ḣk+1(Ω), then u ∈ L∞(+; Ḣk+1(Ω)) ;
(iii) If we assume that f is of class Ck+1 and u0 ∈ Ḣ2k(Ω), then u ∈ L∞(+; Ḣ2k(Ω)).
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Therefore, we derive the dissipativity of the semigroup and the existence of the global
attractor, which is also compact in L2(Ω) and bounded in Ḣ2k(Ω). In addition, we give
some details in order to deal with the higher-order Cahn-Hilliard system associated to
the homogenous Neumann boundary condition.
Moreover, we consider the higher-order Allen-Cahn equation (2.16) with the loga-
rithmic nonlinear terms (2.7) in Chapter 4 and also discuss its regularity results in a wea-
ker sense. Due to the singularity of the nonlinearity, we perform as [104] to construct a
sequence of solutions uN under reasonable regular approximations of the singular pro-
blem. Meanwhile, we define the variational solution u to the singular problem, verify the
existence of u by proving that the sequence of solutions aforementioned are convergent
(in some sense) to the variational solution. More precisely, we have the
Theorem 2.2.3. We assume that u0 ∈ Ḣk(Ω), with −1 < u0 < 1 a.e. x ∈ Ω. Then, when
f is defined in (2.5), problem (2.16), (2.19) and (2.20) possesses a unique variational
solution u.
Thus, we define the semigroup and claim the existence of the global attractor which is
compact in L2(Ω) and bounded in Hk+1(Ω).
2.2.2 Higher-order anisotropic models
The corresponding higher-order anisotropic Allen-Cahn and Cahn-Hilliard equa-
tions, which are respectively the L2− and H−1-gradient flow of the higher-order modified
Ginzburg-Landau type of free energy (2.8), read
∂u
∂t
+
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu + f (u) = 0 (2.21)
and
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0. (2.22)
For the reason of simplicity, we consider in Chapter 5 the polynomial type of potential
rather than a thermodynamically relevant potential. The boundary condition and initial
condition are set to be
Dαu = 0 on Γ, |α| ≤ k − 1, (2.23)
u|t=0 = u0. (2.24)
In summary, we have the regularity results for the higher-order anisotropic Allen-Cahn
problem :
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Theorem 2.2.4. (i) We assume that u0 ∈ Hk0(Ω). Then, (2.21), (2.23)-(2.24) possesses a
unique weak solution u such that, ∀T > 0, u ∈ L∞(+; Hk0(Ω))∩L
2(0,T ; H2k(Ω)∩Hk0(Ω))
and ∂u
∂t ∈ L
2(0,T ; L2(Ω)). (ii) If we further assume that u0 ∈ H2k(Ω) ∩ Hk0(Ω), then
u ∈ L∞(+; H2k(Ω) ∩ Hk0(Ω)).
Based on this, we define the semigroup and verify that the semigroup is dissipative in
H2k(Ω)∩Hk0(Ω), also the existence of the global attractor, which is compact in H
k
0(Ω) and
bounded in H2k(Ω). We also display several numerical simulations on the higher-order
anisotropic Allen-Cahn problem endowed with periodic boundary condition which illus-
trate anisotropic effects. For the higher-order anisotropic Cahn-Hilliard problem, we
have the
Theorem 2.2.5. (i) We assume that u0 ∈ Hk0(Ω). Then, (2.22), (2.23)-(2.24) possesses a
unique weak solution u such that, ∀T > 0, u ∈ L∞(+; Hk0(Ω))∩L
2(0,T ; H2k(Ω)∩Hk0(Ω))
and ∂u
∂t ∈ L
2(0,T ; H−1(Ω)).
(ii) If we further assume that u0 ∈ Hk+1(Ω) ∩ Hk0(Ω), then, ∀T > 0, u ∈ L
∞(+;
Hk+1(Ω) ∩ Hk0(Ω)) and
∂u
∂t ∈ L
2(0,T ; L2(Ω)).
(iii) If we further assume that f is of class Ck+1 and u0 ∈ H2k(Ω) ∩ Hk0(Ω), then
u ∈ L∞(+; H2k(Ω) ∩ Hk0(Ω)).
We further define the semigroup and derive that the semigroup is dissipative in H2k(Ω)∩
Hk0(Ω), also the existence of the global attractor, which is compact in H
k
0(Ω) and bounded
in H2k(Ω).
2.2.3 Higher-order generalized Cahn-Hilliard equations
We then study the higher-order generalized Cahn-Hilliard equation in Chapter 6,
which has been shown in (2.10), and is recalled here
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + g(x, u) = 0. (2.25)
Dαu = 0 on Γ, |α| ≤ k − 1, (2.26)
u|t=0 = u0. (2.27)
In this Chapter, we consider only the case k ≥ 2, since the case k = 1 can be treated as
in [93]. In the theoretical analysis, we derive the a priori estimates for the problem and
the regularity of a unique weak solution, namely,
Theorem 2.2.6. (i) We assume that u0 ∈ Hk0(Ω). Then, (2.25)-(2.27) possesses a unique
weak solution u such that, ∀T > 0, u ∈ L∞(+; Hk0(Ω)) ∩ L
2(0,T ; H2k(Ω) ∩ Hk0(Ω)) and
∂u
∂t ∈ L
2(0,T ; H−1(Ω)).
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(ii) If we further assume that u0 ∈ Hk+1(Ω)∩Hk0(Ω), then, ∀T > 0, u ∈ L
∞(+; Hk+1(Ω)∩
Hk0(Ω)) and
∂u
∂t ∈ L
2(0,T ; L2(Ω)).
(iii) If we further assume that f is of class Ck+1, g(x, s) = g(s), g is of class Ck−1 and
u0 ∈ H2k(Ω) ∩ Hk0(Ω), then u ∈ L
∞(+; H2k(Ω) ∩ Hk0(Ω)).
We then define the semigroup and derive that the semigroup is dissipative in H2k(Ω) ∩
Hk0(Ω), also the existence of the global attractor, which is compact in H
k
0(Ω) and boun-
ded in H2k(Ω). In the numerical part, we take several different cases into account and
demonstrate numerical results to Cahn-Hilliard Oono equation, phase field crystal equa-
tion and the equation which describes the tumor growth.
2.2.4 Modified higher-order anisotropic Cahn-Hilliard model
We consider in Chapter 7 the modified higher-order anisotropic Cahn-Hilliard equa-
tions which read, for k ∈ , k ≥ 2, x ∈ Ω ⊂ d (d = 1, 2, 3),
β∂ttu + ∂tu − ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0 (2.28)
u|t=0 = u0; ut|t=0 = v0. (2.29)
Based on the work of Grasselli and Wu (see [75] and [76]), the difficulty here to study
(2.28) is to extend the regularity analysis to higher-order anisotropy terms. Nevertheless,
considering the problem with periodic boundary condition, we have the
Theorem 2.2.7. (i) For any initial data (u0, v0) ∈ Hk0(Ω)×H
−1(Ω), problem (2.28)-(2.29)
possesses a unique weak solution (u, ut), such that, for ∀ T > 0, u ∈ L∞(+; Hk0(Ω)) and ut ∈
L2(0,T ; H−1(Ω)).
(ii) If we assume that (u0, v0) ∈ (Hk+1(Ω) ∩ Hk0(Ω)) × L
2(Ω), then we have, u ∈
L∞(+; Hk+1(Ω) ∩ Hk0(Ω)) and ut ∈ L
2(0,T ; L2(Ω)).
(iii) If we further assume that f is of class Ck+1, and (u0, v0) ∈ (H2k(Ω) ∩ Hk0(Ω)) ×
Hk−1(Ω), then u ∈ L∞(+; H2k(Ω) ∩ Hk0(Ω) and ut ∈ L
∞(0,T ; Hk−1(Ω)).
Therefore, we define the semigroup and claim that the semigroup is dissipative in Hk0(Ω)∩
H−1(Ω), also we have the existence of the global attractor, which is compact in Hk0(Ω)∩
H−1(Ω). Furthermore, in Chapter 8, we develop numerical schemes, which consist of
finite element or spectral method in space and a second-order stable scheme in time for
equation (2.28) with an additional term γu, which we recall here
β∂ttu + ∂tu − ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + γu = 0. (2.30)
29
Chapitre 2. General introduction
We derive the energy stability results and the regularity results for the numerical so-
lution taking both the semi-discrete and fully discrete scheme into account. Numerical
simulations illustrate and support the numerical analysis and also the anisotropy effects.
2.2.5 MEMS model
The following idealized parabolic MEMS problem (see [46] and [114] for more
detail) will be discussed in Chapter 9,
∂u
∂t
− ∆u =
λ f (x)
(1 − u)2
in Ω,
u(t, x) = 0 on ∂Ω; u(0, x) = 0 in Ω,
(2.31)
and the corresponding elliptic problem :
−∆u =
λ f (x)
(1 − u)2
in Ω,
u(x) = 0 on ∂Ω; 0 ≤ u < 1 in Ω,
(2.32)
where u = 1−w (w was introduced in (2.15) which represents the dimensionless distance
between the membrane and the plate), and f describes the dielectric profile of the elastic
membrane and λ > 0 characterizes the applied voltage. We propose stable and efficient
numerical methods to solve problem (2.31) and discuss the influence of the value of λ
on the solution. To be exact, we build the semi-implicit semi-discrete scheme : for τ > 0
given, tn = nτ, n = 0, 1, · · · , un+1 − τ∆un+1 = un +
λτ f (x)
(1 − un)2
in Ω,
un+1 = 0 on ∂Ω,
(2.33)
and the implicit semi-discrete scheme : un+1 − τ∆un+1 = un +
λτ f
(1 − un+1)2
in Ω,
un+1 = 0 on ∂Ω,
(2.34)
where un+1 ' u(tn+1, x), un ' u(tn, x) and u0 is the initial condition. We also note that
the unique minimal solution to problem (2.32) is denoted by uλ and the so-called pull-in
voltage is denoted by λ∗. Then in conclude, assuming that λ < λ∗, we have the following
results for scheme (2.33) :
Proposition 2.2.1. (i) There holds, for all n ∈ ∪ {0}, 0 ≤ un(x) ≤ uλ(x), a.e. x ∈ Ω; in
particular, for all n ∈  ∪ {0}, un exists and satisfies 0 ≤ un(x) < 1, a.e. x ∈ Ω.
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(ii) If we assume 11+c0τ
(
1 + 2λτ(1−u)3
)
< 1, where, c0 > 0 is the optimal constant in the
Poincaré inequality, then, un converges to uλ in L2(Ω) as n→ +∞.
(iii) If we take the initial value 0 ≤ u0 < uλ, the numerical solution un is mono-
tonously increasing and bounded by uλ ; we also note that, under the assumption of
λ < λ∗, the elliptic problem possesses at least two solutions which are denoted by uλ,
u+λ and uλ < u
+
λ . If we take uλ ≤ u0 < u
+
λ , it is verified that the numerical solution un is
monotonously decreasing and bounded by uλ.
For scheme (2.34), we deduce that, under certain assumption, un converges to uλ in
H10(Ω) as n→ +∞ ; in particular, in 1D, un converges to uλ in C(Ω̄) as n→ +∞.
We also construct the fully discretized semi-implicit scheme in one dimension,
which can be written as
AUn+1 = Un + G(Un),
where A is the fully discretized coefficients matrix, Un+1 and Un are the solution vector
at (n + 1)-th and n-th time node and G is the vector associated to the nonlinear term.
We verify that, under reasonable assumption, the numerical solution Un+1 is bounded
and monotone increasing, and converges. Finally, the numerical simulations on the dis-
cussion of λ∗ and the numerical solution associated to different initial conditions and
different λ, both in one dimension and two dimension, are given.
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3.1 Introduction
The Allen-Cahn (see [4]) and Cahn-Hilliard (see [19] and [20]) equations are cen-
tral in materials science. They both describe important qualitative features of binary
alloys, namely, the ordering of atoms for the Allen-Cahn equation and phase separation
processes (spinodal decomposition and coarsening) for the Cahn-Hilliard equation.
These two equations have been much studied from a mathematical point of view ;
we refer the readers to the review papers [36] and [108] and the references therein.
Both equations are based on the so-called Ginzburg-Landau free energy,
ΨGL =
∫
Ω
(
α
2
|∇u|2 + F(u))dx, α > 0, (3.1)
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where u is the order parameter, F is a double-well potential and Ω is the domain oc-
cupied by the system. The Allen-Cahn equation (which corresponds to an L2-gradient
flow of the Ginzburg-Landau free energy) then reads
∂u
∂t
− α∆u + f (u) = 0, (3.2)
where f = F′, while the Cahn-Hilliard equation (which corresponds to an H−1-gradient
flow) reads
∂u
∂t
+ α∆2u − ∆ f (u) = 0. (3.3)
In 3.1, the term |∇u|2 models short-ranged interactions. It is however interesting to note
that such a term is obtained by truncation of higher-order ones (see [20]) ; it can also
be seen as a first-order approximation of a nonlocal term accounting for long-ranged
interactions (see [65] and [66]). Furthermore, G. Caginalp and E. Esenturk recently pro-
posed in [23] higher-order models in the context of phase-field systems. More precisely,
they studied anisotropic higher-order models, which, in the isotropic limit, yield a free
energy of the form
ΨHOGL =
∫
Ω
(
∑
i=1,...,k, i even
ai|(−∆)
i
2 u|2
+
∑
i=1,...,k, i odd
ai|(−∆)
i−1
2 u|2 + F(u))dx, ak > 0, k ≥ 1.
(3.4)
The corresponding higher-order Allen-Cahn and Cahn-Hilliard equations then read
∂u
∂t
+ P(−∆)u + f (u) = 0, (3.5)
and
∂u
∂t
− ∆P(−∆)u − ∆ f (u) = 0, (3.6)
respectively, where
P(s) =
k∑
i=1
aisi. (3.7)
In particular, these models contain sixth-order Cahn-Hilliard models. We can note that
there is currently a strong interest in the study of sixth-order Cahn-Hilliard equations.
Such equations arise in situations such as strong anisotropy effects being taken into
account in phase separation processes (see [128]), atomistic models of crystal growth
(see [8], [9] and [56]), the description of growing crystalline surfaces with small slopes
which undergo faceting (see [122]), oil-water-surfactant mixtures (see [68] and [69])
and mixtures of polymer molecules (see [50]). We refer the reader to [40], [75], [76],
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[79], [84], [85], [95], [96], [97], [99], [115], [116], [117], [118], [135], [136] and [137]
for the mathematical and numerical analysis of such models. They also contain the
Swift-Hohenberg equation (see [96] and [99]).
Our aim in this paper is to study the well-posedness of (3.5) and (3.6). We also prove
the dissipativity of the corresponding solution operators, as well as the existence of the
global attractor.
3.1.1 Notation
We denote by ((·, ·)) the usual L2-scalar product, which associated norm ‖ · ‖. We
further set ‖ · ‖−1 = ‖(−∆)−
1
2 · ‖, where −∆ denotes the minus Laplace operator associated
with (homogeneous) Dirichlet boundary conditions (it is a strictly positive, selfadjoint
and unbounded linear operator with compact inverse (−∆)−1). Note that ‖ · ‖−1 is equi-
valent to the usual H−1-norm on H−1(Ω) = H10(Ω)
′. More generally, ‖ · ‖X denotes the
norm on the Banach space X.
For m ∈ , we set Ḣm(Ω) = {v ∈ Hm(Ω), v = ∆v = · · · = ∆[
m−1
2 ]v = 0 on Γ},
where [·] denotes the integer part. This space, endowed with the usual Hm-norm, is a
closed subspace of Hm(Ω). Furthermore, v 7→ ‖(−∆)
m
2 v‖ is a norm on Ḣm(Ω) which is
equivalent to the usual Hm-norm.
Throughout the paper, the same letters c, c′ and c′′ denote (generally positive)
constants which may vary from line to line. Similarly, the same letter Q denotes (po-
sitive) monotone increasing (with respect to each argument) and continuous functions
which may vary from line to line.
3.2 The Allen-Cahn theory
3.2.1 Setting of the problem
We consider in this section the following initial and boundary value problem in a boun-
ded and regular domain Ω ⊂ n, n = 1, 2 or 3, with boundary Γ :
∂u
∂t
+ P(−∆)u + f (u) = 0, (3.8)
u = ∆u = · · · = ∆k−1u = 0, on Γ, (3.9)
u|t=0 = u0. (3.10)
We assume that the polynomial P is defined by
P(s) =
k∑
i=1
aisi, ak > 0, k ≥ 1, s ∈ . (3.11)
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In particular, for k = 1, we recover the classical Allen-Cahn equation, while, for k = 2,
the model contains the Swift-Hohenberg equation.
Furthermore, as far as the nonlinear term f is concerned, we assume that
f ∈ C1(), f (0) = 0, (3.12)
f ′ ≥ −c0, c0 ≥ 0, (3.13)
f (s)s ≥ c1F(s) − c2 ≥ −c3, c1 > 0, c2, c3 ≥ 0, s ∈ , (3.14)
F(s) ≥ c3s4 − c4, c3 > 0, c4 ≥ 0, s ∈ , (3.15)
where F(s) =
∫ s
0
f (ξ)dξ. In particular, the usual cubic nonlinear term f (s) = s3 − s
satisfies these assumption.
We will often use the interpolation inequality
‖(−∆)
1
2 v‖ ≤ c(i)‖(−∆)
m
2 v‖
i
m ‖v‖1−
i
m ,
v ∈ Ḣm(Ω), i ∈ {1, . . . ,m − 1}, m ∈ , m ≥ 2.
(3.16)
3.2.2 A priori estimates
The estimates derived in this subsection are formal, but they can easily be justified
within a Galerkin approximation.
We multiply (3.8) by ∂u
∂t and have, integrating over Ω and by parts,
d
dt
(
k∑
i=1
ai‖(−∆)
i
2 u‖2 + 2
∫
Ω
F(u)dx) + 2‖
∂u
∂t
‖2 = 0, (3.17)
meaning that the energy decreases along the trajectories, as expected.
We then multiply (3.8) by u to obtain
1
2
d
dt
‖u‖2 +
k∑
i=1
ai‖(−∆)
i
2 u‖2 + (( f (u), u)) = 0, (3.18)
We note that it follows from the interpolation inequality (3.16) that, for i ∈ {i, . . . , k − 1}
and k ≥ 2,
‖(−∆)
i
2 u‖2 ≤ ε‖(−∆)
k
2 u‖2 + c(i, ε)‖u‖2,∀ε > 0. (3.19)
It thus follows from (3.14) and (3.18)-(3.19) that
d
dt
‖u‖2 + c(‖u‖2Hk(Ω) +
∫
Ω
F(u)dx) ≤ c′(‖u‖2 + 1), c > 0. (3.20)
Noting finally that
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‖u‖2 ≤ ε‖u‖4L4(Ω) + c(ε), ∀ε > 0, (3.21)
we deduce from (3.15) and (3.20) that
d
dt
‖u‖2 + c(‖u‖2Hk(Ω) +
∫
Ω
F(u)dx) ≤ c′, c > 0. (3.22)
Summing (3.17) and (3.22), we find, noting that
∑k
i=1 ai‖(−∆)
i
2 u‖2 ≤ c‖u‖2Hk(Ω), a
differential inequality of the form
dE1
dt
+ c(E1 + ‖
∂u
∂t
‖2) ≤ c′, c > 0, (3.23)
where
E1 =
k∑
i=1
ai‖(−∆)
i
2 u‖2 + 2
∫
Ω
F(u)dx + ‖u‖2
satisfies
E1 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u)dx) − c′, c > 0. (3.24)
Indeed, it follows from the interpolation inequality (3.16) that
E1 ≥ c
(
‖u‖2HkΩ +
∫
Ω
F(u)dx
)
− c′‖u‖2 − c′′
and we conclude by employing (3.15) and (3.21).
We then multiply (3.8) by −∆u and have, owing to (3.14),
d
dt
‖∇u‖2 + 2
k∑
i=1
ai‖(−∆)
i+1
2 u‖2 ≤ 2c0‖∇u‖2. (3.25)
Summing (3.23) and δ1 times (3.25), where δ1 > 0 is small enough, we obtain,
employing once more the interpolation inequality (3.16), a differential inequality of the
form
dE2
dt
+ c(E2 + ‖u‖2Hk+1(Ω) + ‖
∂u
∂t
‖2) ≤ c′, c > 0, (3.26)
where
E2 = E1 + δ1‖∇u‖2
satisfies
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E2 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u)dx) − c′, c > 0. (3.27)
In particular, it follows from (3.26)-(3.27) and Gronwall’s lemma that
‖u(t)‖2Hk(Ω) ≤ ce
−c′t(‖u0‖2Hk(Ω) +
∫
Ω
F(u0)dx) + c′′, c′ > 0, t ≥ 0, (3.28)
and
∫ t+r
t
(‖u‖2Hk+1(Ω) + ‖
∂u
∂t
‖2)ds
≤ ce−c
′t(‖u0‖2Hk(Ω) +
∫
Ω
F(u0)dx) + c′′(r), c′ > 0, t ≥ 0,
(3.29)
r > 0 given.
Our aim is now to obtain higher-order estimates. To do so, we will distinguish bet-
ween the cases k ≥ 2 and k = 1.
First case. k ≥ 2.
We multiply (3.8) by (−∆)ku and find, owing to the interpolation inequality (3.16),
d
dt
‖(−∆)
k
2 u‖2 + c‖u‖2H2k(Ω) ≤ c
′‖ f (u)‖2 + c′′‖u‖2, c > 0. (3.30)
We note that it follows from the continuity of f and the continuous embedding H2(Ω) ⊂
C(Ω̄) that
‖ f (u)‖2 ≤ Q(‖u‖H2(Ω)),
hence, owing to (3.28) (recall that k ≥ 2 ; also note that it follows from the continuity of
F that |
∫
Ω
F(u0)dx| ≤ Q(‖u0‖H2(Ω))),
‖ f (u)‖2 ≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ 0. (3.31)
We thus deduce from (3.28) and (3.30)-(3.31) that
d
dt
‖(−∆)
k
2 u‖2 + c‖u‖2H2k(Ω) ≤ e
−c′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0. (3.32)
Summing (3.26) and (3.32), we have a differential inequality of the form
dE3
dt
+ c(E3 + ‖u‖2Hk(Ω) + ‖
∂u
∂t
‖2) ≤ e−c
′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, (3.33)
where
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E3 = E2 + ‖(−∆)
k
2 u‖2
satisfies
E3 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u)dx) − c′, c > 0. (3.34)
We then rewrite (3.8) as an elliptic equation, for t > 0 fixed,
P(−∆)u = −
∂u
∂t
− f (u), u = ∆u = · · · = ∆k−1u = 0 on Γ. (3.35)
We multiply (3.35) by (−∆)ku and obtain, employing the interpolation inequality (3.16),
ak
2
‖(−∆)ku‖2 ≤ c(‖u‖2 + ‖
∂u
∂t
‖2 + ‖ f (u)‖2),
hence, in view of (3.28), (3.31) and standard elliptic regularity results,
‖u‖2H2k(Ω) ≤ c(‖
∂u
∂t
‖2 + e−c
′tQ(‖u0‖Hk(Ω)) + 1), c′ > 0. (3.36)
We now differentiate (3.8) with respect to time to find
∂
∂t
∂u
∂t
+ P(−∆)
∂u
∂t
+ f ′(u)
∂u
∂t
= 0, (3.37)
∂u
∂t
= ∆
∂u
∂t
= · · · = ∆k−1
∂u
∂t
= 0 on Γ, (3.38)
∂u
∂t
(0) = −P(−∆)u0 − f (u0). (3.39)
Note that, if u0 ∈ H2k(Ω), then ∂u∂t (0) ∈ L
2(Ω) and, owing to the continuous embedding
H2k(Ω) ⊂ C(Ω̄) and the continuity of f ,
‖
∂u
∂t
(0)‖ ≤ Q(‖u0‖H2k(Ω)). (3.40)
Multiplying (3.37) by ∂u
∂t , we have, owing to (3.13) and the interpolation inequality
(3.16),
d
dt
‖
∂u
∂t
‖2 ≤ c‖
∂u
∂t
‖2. (3.41)
It then follows from (3.29), say, for r = 1, and the uniform Gronwall’s lemma (see, e.g.,
[127]) that
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‖
∂u
∂t
(t)‖2 ≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ 1. (3.42)
Noting that it follows from (3.40)-(3.41) that
‖
∂u
∂t
(t)‖2 ≤ ectQ(‖u0‖H2k(Ω)), c > 0, t ≥ 0, (3.43)
we finally deduce from (3.42)-(3.43) that
‖
∂u
∂t
(t)‖2 ≤ e−ctQ(‖u0‖H2k(Ω)) + c′, c > 0, t ≥ 0, (3.44)
Having this, it follows from (3.36) and (3.44) that
‖u(t)‖H2k(Ω) ≤ e−ctQ(‖u0‖H2k(Ω)) + c′, c > 0, t ≥ 0. (3.45)
Remark 3.2.1. It also follows from the above that
‖u(t)‖H2k(Ω) ≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ 1. (3.46)
Second case. k = 1.
We take a1 = 1 for simplicity. We again rewrite (3.8) as an elliptic equation, for
t > 0 fixed,
− ∆u + f (u) = −
∂u
∂t
, u = 0 on Γ. (3.47)
We multiply (3.47) by −∆u and obtain, employing (3.13) and standard elliptic regularity
results,
‖u‖2H2(Ω) ≤ c(‖
∂u
∂t
‖2 + ‖∇u‖2). (3.48)
Next, we differentiate (3.8) with respect to time to find
∂
∂t
∂u
∂t
− ∆
∂u
∂t
+ f ′(u)
∂u
∂t
= 0, (3.49)
∂u
∂t
= 0 on Γ, (3.50)
∂u
∂t
(0) = ∆u0 − f (u0). (3.51)
Note that, if u0 ∈ H2(Ω), then ∂u∂t (0) ∈ L
2(Ω) and
‖
∂u
∂t
(0)‖ ≤ Q(‖u0‖H2(Ω)). (3.52)
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Proceeding then exactly as above, i.e., multiplying (3.49) by ∂u
∂t , we can prove that
‖
∂u
∂t
(t)‖ ≤ e−ctQ(‖u0‖H2(Ω)) + c′, c > 0, t ≥ 0, (3.53)
whence, owing to (3.28) for k = 1 and (3.48),
‖u(t)‖H2(Ω) ≤ e−ctQ(‖u0‖H2(Ω)) + c′, c > 0, t ≥ 0. (3.54)
Actually, there also holds, proceeding as above,
‖u(t)‖H2(Ω) ≤ e−ctQ(‖u0‖2H1(Ω) +
∫
Ω
F(u0)dx) + c′, c > 0, t ≥ 1. (3.55)
3.2.3 The dissipative semigroup
We have the
Theorem 3.2.1. (i) We assume that u0 ∈ Ḣk(Ω), with
∫
Ω
F(u0)dx < +∞ when k = 1.
Then, (3.8)-(3.10) possesses a unique solution u such that, ∀T > 0, u(0) = u0,
u ∈ L∞(+; Ḣk(Ω)) ∩ L2(0,T ; Ḣ2k(Ω)),
∂u
∂t
∈ L2(0,T ; L2(Ω))
and
d
dt
((u, v)) +
k∑
i=1
ai(((−∆)
i
2 u, (−∆)
i
2 v)) + (( f (u), v)) = 0,∀v ∈ C∞c (Ω).
(ii) If we further assume that u0 ∈ Ḣ2k(Ω), then
u ∈ L∞(+; Ḣ2k(Ω)).
Proof. a) Existence :
The proof of existence is based on the a priori estimates derived in the previous
subsection and, e. g., a standard Galerkin scheme.
b) Uniqueness :
Let u1 and u2 be two solutions with initial data u0,1 and u0,2, respectively. We set
u = u1 − u2 and u0 = u0,1 − u0,2 and have
∂u
∂t
+ P(−∆)u + f (u1) − f (u2) = 0, (3.56)
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u = ∆u = · · · = ∆k−1u = 0 on Γ, (3.57)
u|t=0 = u0. (3.58)
We multiply (3.56) by u and have, owing to (3.13) and the interpolation inequality
(3.16),
d
dt
‖u‖2 + c‖u‖2Hk(Ω) ≤ c
′‖u‖2, c > 0. (3.59)
It thus follows from Gronwall’s lemma that
‖(u1 − u2)(t)‖ ≤ ect‖u0,1 − u0,2‖, t ≥ 0, (3.60)
hence the uniqueness, as well as the continuous dependence with respect to the initial
data in the L2−norm. 
It follows from Theorem 3.2.1 that we can define the semigroup S (t) : Φ → Φ,
u0 7→ u(t), t ≥ 0 (i.e., S(0)=I (identity operator) and S (t + τ) = S (t) ◦ S (τ), t, τ ≥ 0),
where Φ = Ḣ2k(Ω). Furthermore, S (t) is dissipative in Φ, owing to (3.45) and (3.54),
in the sense that it possesses a bounded absorbing set B0(i.e., ∀B ⊂ Φ bounded, ∃t0 =
t0(B) ≥ 0 such that t ≥ t0 ⇒ S (t)B ⊂ B0).
Actually, it follows from (3.60) that we can extend (by continuity and in a unique
way) S (t) to L2(Ω). Furthermore, it follows from (3.22) that
d
dt
‖u‖2 + c‖u‖2 ≤ c′, c > 0, (3.61)
hence, owing to Gronwall’s lemma,
‖u(t)‖ ≤ e−ct‖u0‖ + c′, c > 0, t ≥ 0, (3.62)
i.e., S (t) is dissipative in L2(Ω). It then follows from (3.22) and (3.62) that∫ t+r
t
‖u‖2Hk(Ω)ds ≤ ce
−c′t‖u0‖2 + c′′(r), c′ > 0, t ≥ 0, (3.63)
r > 0 given, so that, applying the uniform Gronwall’s lemma to (3.23), we have, for
r = 1,
‖u(t)‖Hk(Ω) ≤ ce−c
′t‖u0‖ + c′′, c′ > 0, t ≥ 1. (3.64)
This yields the existence of a bounded absorbing set B1 which is compact in L2(Ω)
and bounded in Hk(Ω) ; actually, it follows from (3.46) and (3.55) that we can take B1
bounded in H2k(Ω). We thus deduce (see, e.g., [103] and [127]) the
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Theorem 3.2.2. The semigroup S (t) possesses the global attractorA which is compact
in L2(Ω) and bounded in Φ.
Remark 3.2.2. (i) We recall that the global attractorA is the smallest (for the inclusion)
compact set of the phase space which is invariant by the flow (i.e., S (t)A = A, ∀t ≥ 0)
and attracts all bounded sets of initial data as time goes to infinity ; it thus appears as
a suitable object in view of the study of the asymptotic behavior of the system. We refer
the reader to, e.g., [103] and [127] for more details and discussions on this.
(ii) We can also prove, based on standard arguments (see, e.g., [103] and [127]) that
A has finite dimension, in the sense of covering dimensions such as the Hausdorff and
the fractal dimensions. The finite-dimensionality means, very roughly speaking, that,
even though the initial phase space has infinite dimension, the reduced dynamics can be
described by a finite number of parameters (we refer the interested reader to, e.g., [103]
and [127] for discussions on this subject).
3.3 The Cahn-Hilliard Theory
We now consider the following initial and boundary value problem :
(−∆)−1
∂u
∂t
+ P(−∆)u + f (u) = 0, (3.65)
u = ∆u = · · · = ∆k−1u = 0, on Γ, (3.66)
u|t=0 = u0. (3.67)
In particular, for k = 1, we recover the classical Cahn-Hilliard equation ; the case k = 2
corresponds to sixth-order Cahn-Hilliard models.
We make here the same assumptions as in the previous section and we further as-
sume that f ∈ C2().
3.3.1 A priori estimates
First, repeating the same estimates as those leading to (3.26), we have a differential
inequality of the form
dE4
dt
+ c(E4 + ‖u‖2Hk+1(Ω) + ‖
∂u
∂t
‖2) ≤ c′, c > 0, (3.68)
where
E4 =
k∑
i=1
ai‖(−∆)
i
2 u‖2 + 2
∫
Ω
F(u)dx + ‖u‖2−1 + δ2‖u‖
2,
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δ2 > 0 being small enough, satisfies
E4 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u)dx) − c′, c > 0. (3.69)
This yields that
‖u(t)‖2Hk(Ω) ≤ ce
−c′t(‖u0‖2Hk(Ω) +
∫
Ω
F(u0)dx) + c′′, c′ > 0, t ≥ 0, (3.70)
and
∫ t+r
t
(‖u‖2Hk+1(Ω) + ‖
∂u
∂t
‖2)ds
≤ ce−c
′t(‖u0‖2Hk(Ω) +
∫
Ω
F(u0)dx) + c′′(r), c′ > 0, t ≥ 0,
(3.71)
r > 0 given.
We now again distinguish between the cases k ≥ 2 and k = 1.
First case. k ≥ 2.
First, proceeding as in the previous section, we obtain an inequality of the form
dE5
dt
+ c(E5 + ‖u‖2H2k(Ω) + ‖
∂u
∂t
‖2−1) ≤ e
−c′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, (3.72)
where
E5 = E4 + ‖u‖2Hk−1(Ω)
satisfies
E5 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u)dx) − c′, c > 0. (3.73)
We then multiply (3.65) by −∆∂u
∂t and find
d
dt
(
k∑
i=1
ai‖(−∆)
i+1
2 u‖2) + ‖
∂u
∂t
‖2 ≤ ‖∆ f (u)‖2. (3.74)
Since f is of class C2, it follows from the continuous embedding H2(Ω) ⊂ C(Ω̄) that
‖∆ f (u)‖2 ≤ Q(‖u‖H2(Ω)), (3.75)
hence, owing to (3.70),
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d
dt
(
k∑
i=1
ai‖(−∆)
i+1
2 u‖2) ≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0. (3.76)
It finally follows from the interpolation inequality (3.16), (3.71) (for r = 1), (3.76) and
the uniform Gronwall’s lemma that
‖u(t)‖Hk+1(Ω) ≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ 1. (3.77)
Remark 3.3.1. Actually, owing again to (3.76), there holds
‖u(t)‖Hk+1(Ω) ≤ e−ctQ(‖u0‖Hk+1(Ω)) + c′, c > 0, t ≥ 0. (3.78)
We now rewrite (3.65) as and elliptic equation, for t > 0 fixed,
P(−∆)u = −(−∆)−1
∂u
∂t
− f (u), u = ∆u = · · · = ∆k−1u = 0 on Γ. (3.79)
Multiplying (3.79) by (−∆)ku, we have, employing the interpolation inequality (3.16),
ak
2
‖(−∆)ku‖2 ≤ c(‖u‖2 + ‖ f (u)‖2 + ‖
∂u
∂t
‖2−1),
hence, since f and F are continuous and owing to (3.70),
‖u‖2H2k(Ω) ≤ e
−ctQ(‖u0‖Hk(Ω)) + c′‖
∂u
∂t
‖2−1 + c
′′, c > 0, t ≥ 0. (3.80)
Next, we differentiate (3.65) with respect to time to obtain
(−∆)−1
∂
∂t
∂u
∂t
+ P(−∆)
∂u
∂t
+ f ′(u)
∂u
∂t
= 0, (3.81)
∂u
∂t
= ∆
∂u
∂t
= · · · = ∆k−1
∂u
∂t
= 0 on Γ. (3.82)
Multiplying (3.82) by ∂u
∂t , we find, employing (3.13) and the interpolation inequality
(3.16),
∂
∂t
‖
∂u
∂t
‖2−1 + c‖
∂u
∂t
‖2Hk(Ω) ≤ c
′‖
∂u
∂t
‖2,
which yields, employing the interpolation inequality
‖v‖2 ≤ c‖v‖−1‖∇v‖, v ∈ H10Ω, (3.83)
the differential inequality
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∂
∂t
‖
∂u
∂t
‖2−1 ≤ c‖
∂u
∂t
‖2−1. (3.84)
It then follows from (3.71) (for r = 1), (3.84) and the uniform Gronwall’s lemma that
‖
∂u
∂t
(t)‖2−1 ≤ ce
−c′t(‖u0‖2Hk(Ω) +
∫
Ω
F(u0)dx) + c′′, c′ > 0, t ≥ 1. (3.85)
We finally deduce from (3.80) and (3.85) that
‖u(t)‖H2k(Ω) ≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ 1. (3.86)
Remark 3.3.2. We further assume that f is of class Ck+1. Multiplying (3.65) by (−∆)k ∂u
∂t ,
we have
1
2
∂
∂t
(
k∑
i=1
ai‖(−∆)
i+k
2 u‖2) + ‖(−∆)
k−1
2
∂u
∂t ‖2 = −(((−∆)
k+1
2 f (u), (−∆)
k−1
2
∂u
∂t
)),
which yields, noting that ‖(−∆)
k+1
2 f (u)‖2 ≤ Q(‖u‖Hk+1(Ω)) and owing to (3.78),
∂
∂t
(
k∑
i=1
ai‖(−∆)
i+k
2 u‖2) ≤ e−ctQ(‖u0‖Hk+1(Ω)) + c′, c > 0, t ≥ 0. (3.87)
It follows from the interpolation inequality (3.16) and (3.87) that
‖u(t)‖H2k(Ω) ≤ Q(‖u0‖H2k(Ω)), t ∈ [0, 1],
so that, owing to (3.86),
‖u(t)‖H2k(Ω) ≤ e−ctQ(‖u0‖H2k(Ω)) + c′, c > 0, t ≥ 0. (3.88)
Second case. k=1.
We now consider the initial and boundary value problem (for simplicity, we take
a1 = 1)
(−∆)−1
∂u
∂t
− ∆u + f (u) = 0, (3.89)
u = 0 on Γ, (3.90)
u|t=0 = u0. (3.91)
Differentiating (3.89) with respect to time, we have
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(−∆)−1
∂
∂t
∂u
∂t
− ∆
∂u
∂t
+ f ′(u)
∂u
∂t
= 0, (3.92)
∂u
∂t
= 0, on Γ. (3.93)
Multiplying (3.92) by ∂u
∂t , we obtain, owing to (3.13),
1
2
d
dt
‖
∂u
∂t
‖2−1 + ‖∇
∂u
∂t
‖2 ≤ c0‖
∂u
∂t
‖2,
which yields, employing the interpolation inequality (3.83),
d
dt
‖
∂u
∂t
‖2−1 ≤ c‖
∂u
∂t
‖2−1. (3.94)
Let us assume that u0 ∈ H3(Ω) ∩ H10(Ω). Then, noting that
(−∆)−
1
2
∂u
∂t
(0) = −(−∆)
3
2 u0 − (−∆)
1
2 f (u0),
we see that (−∆)−
1
2 ∂u
∂t (0) ∈ L
2(Ω) and
‖
∂u
∂t
(t)‖−1 ≤ Q(‖u0‖H3(Ω)). (3.95)
It thus follows from (3.94)-(3.95) and Gronwall’s lemma that
‖
∂u
∂t
(t)‖−1 ≤ ectQ(‖u0‖H3(Ω)), t ≥ 0. (3.96)
Rewriting then (3.89) as an elliptic equation, for t > 0 fixed,
− ∆u + f (u) = −(−∆)−1
∂u
∂t
(t), u = 0 on Γ, (3.97)
we find, multiplying (3.97) by −∆u and employing (3.13),
1
2
‖∆u‖2 ≤ c0‖∇u‖2 + c‖
∂u
∂t
‖2−1. (3.98)
We finally deduce from (3.70) (for k = 1), (3.96) and (3.98) that
‖u(t)‖H2(Ω) ≤ ectQ(‖u0‖H3(Ω)), t ≥ 0. (3.99)
Actually, (3.99) is not satisfactory , in particular, in view of the study of attractors,
and we can do better, namely, we can prove that u0 ∈ H2(Ω) ∩ H10(Ω) suffices.
Indeed, multiplying (3.89) by −∆∂u
∂t , we have
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d
dt
‖∆u‖2 + ‖
∂u
∂t
‖2 ≤ ‖∆ f (u)‖2, (3.100)
which yields, proceeding as above,
d
dt
‖∆u‖2 ≤ Q(‖∆u‖2). (3.101)
We set y = ‖∆u‖2 and consider the differential inequality
y′ ≤ Q(y), y(0) = ‖∆u0‖2. (3.102)
Let z be a solution to the ODE
z′ = Q(z), z(0) = y(0). (3.103)
It follows from the comparison principle that there exists T0 = T0(‖u0‖H2(Ω)) > 0 (say,
belonging to (0, 12 )) such that
y(t) ≤ z(t), t ∈ [0,T0], (3.104)
hence
‖u(t)‖H2(Ω) ≤ Q(‖u0‖H2(Ω)), t ∈ [0,T0]. (3.105)
Next, we multiply (3.92) by t ∂u
∂t and obtain, proceeding as above,
d
dt
(t‖
∂u
∂t
‖2−1) ≤ ct‖
∂u
∂t
‖2−1 + ‖
∂u
∂t
‖2−1. (3.106)
It follows from (3.68) (for k = 1), (3.106) and Gronwall’s lemma that
‖
∂u
∂t
(T0)‖2−1 ≤ Q(‖u0‖H2(Ω)). (3.107)
Then, we deduce from (3.94) and Gronwall’s lemma (between T0 and t ≥ T0) that
‖
∂u
∂t
(t)‖2−1 ≤ e
c(t−T0)‖
∂u
∂t
(T0)‖2−1, t ≥ T0,
so that
‖
∂u
∂t
(t)‖2−1 ≤ e
ctQ(‖u0‖H2(Ω)), t ≥ T0. (3.108)
Returning to the elliptic problem (3.97) and to (3.98), we now find
‖u(t)‖2H2(Ω) ≤ e
ctQ(‖u0‖H2(Ω)), t ≥ T0,
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hence, owing to (3.105),
‖u(t)‖H2(Ω) ≤ ectQ(‖u0‖H2(Ω)), t ≥ 0. (3.109)
We can note that the above estimate is not dissipative, as its right-hand side goes to
+∞ as t goes to +∞. In order to have a dissipative estimate, we now multiply (3.89) by
−∆u, which gives, owing to (3.13),
1
2
d
dt
‖u‖2 + ‖∆u‖2 ≤ c0‖∇u‖2.
This yields, owing to (3.68) (for k = 1),∫ 1
0
‖∆u‖2ds ≤ c(‖u0‖2H1(Ω) +
∫
Ω
F(u0)dx) + c′. (3.110)
There thus exists T ∈ (0, 1) such that
‖u(T )‖2H2(Ω) ≤ c(‖u0‖
2
H1(Ω) +
∫
Ω
F(u0)dx) + c′. (3.111)
Actually, repeating the above estimates (and employing, in particular, (3.109)), but star-
ting from t = T instead of t = 0, we obtain the smoothing property
‖u(1)‖2H2(Ω) ≤ Q(‖u0‖
2
H1(Ω) +
∫
Ω
F(u0)dx). (3.112)
Repeating again the above estimates (leading to (3.112)), we find, for t ≥ 1,
‖u(t)‖2H2(Ω) ≤ Q(‖u(t − 1)‖
2
H1(Ω) +
∫
Ω
F(u(t − 1))dx), (3.113)
where the function Q does not depend on t (note indeed that (3.103) is an autonomous
ODE and that the function Q in (3.113) is thus the same as that in (3.112)). Employing
(3.68) (for k = 1), we finally deduce that
‖u(t)‖H2(Ω) ≤ e−ctQ(‖u0‖2H1(Ω) +
∫
Ω
F(u0)dx) + c′, c > 0, t ≥ 1, (3.114)
hence a dissipative (and also smoothing) estimate.
3.3.2 The dissipative semigroup.
We have the
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Theorem 3.3.1. (i) We assume that u0 ∈ Ḣk(Ω), with
∫
Ω
F(u0)dx < +∞ when k = 1.
Then, (3.65)-(3.67) possesses a unique solution u such that, ∀T > 0, u(0) = u0,
u ∈ L∞(+; Ḣk(Ω)) ∩ L2(0,T ; Ḣ2k(Ω)),
∂u
∂t
∈ L2(0,T ; H−1(Ω))
and
d
dt
(((−∆)−1u, v)) +
k∑
i=1
ai(((−∆)
i
2 u, (−∆)
i
2 v)) + (( f (u), v)) = 0, v ∈ C∞c (Ω).
(ii) If we further assume that u0 ∈ Ḣk+1(Ω), then
u ∈ L∞(+; Ḣk+1(Ω)).
(iii) If we further assume that f is of class Ck+1 and u0 ∈ Ḣ2k(Ω), then
u ∈ L∞(+; Ḣ2k(Ω)).
The proof of Theorem 3.3.1 is very similar to that of Theorem 3.2.1 ; we just mention
that, in order to prove the continuous dependence (with respect to the initial data ; in the
H−1−norm here), we need to use the interpolation inequality (3.83).
Proceeding again as in the previous section, we also have the
Theorem 3.3.2. The corresponding semigroup S (t) possesses the global attractor A
which is compact in L2(Ω) and bounded in Φ, where Φ = Ḣ2k(Ω).
Remark 3.3.3. Actually, the Cahn-Hilliard equation usually is associated with Neu-
mann boundary conditions. In the case of the higher-order Cahn-Hilliard equation
(3.6), these read
∂u
∂ν
=
∂∆u
∂ν
= · · · =
∂∆ku
∂ν
= 0 on Γ,
where ν denotes the unit outer normal vector. Integrating (3.6) over Ω, we note that we
have the conservation of mass,
〈u(t)〉 = 〈u0〉, t ≥ 0, (3.115)
where, for v ∈ L1(Ω), 〈v〉 = 1Vol(Ω)
∫
Ω
vdx. We then rewrite (3.6) in the equivalent form
(−∆)−1
∂u
∂t
+ P(−∆)u + f (u) − 〈 f (u)〉 = 0, (3.116)
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where, here, (−∆)−1 is associated with Neumann boundary conditions and acts on func-
tions with null spatial average. In particular,
v 7→ (‖(−∆)−
1
2 v̄‖2 + 〈v〉2)
1
2
is a norm on H−1(Ω) = H1(Ω)′ which is equivalent to the usual H−1−norm, where
v̄ = v − 〈v〉 and being understood that, for v ∈ H−1(Ω), 〈v〉 = 1Vol(Ω)〈v, 1〉H−1(Ω),H1(Ω). We
further consider the spaces
Ḣm(Ω) = {v ∈ Hm(Ω),
∂u
∂ν
=
∂∆u
∂ν
= · · · =
∂∆[ m−22 ]u
∂ν
= 0 on Γ}, m ∈ , m ≥ 2
(we agree that Ḣ1(Ω) = H1(Ω)), and note that
v 7→ (‖(−∆)−
m
2 v̄‖2 + 〈v〉2)
1
2
is a norm on Ḣm(Ω) which is equivalent to the usual Hm−norm. We can then derive a
priori estimates which are similar to those obtained in the previous subsection. To do
so, in view of the mass conservation (3.115), we assume that |〈u0〉| ≤ M, M ≥ 0 given.
Furthermore, the most delicate step is to multiply (3.116) by ū = u − 〈u0〉 and deal with
the nonlinear terms. This is done by replacing (3.14) by
f (s)(s − γ) ≥ c(γ)F(s) − c′(γ), c(γ) > 0, c′(γ) ≥ 0, s ∈ , γ ∈ , (3.117)
where the constants c(γ) and c′(γ) depend continuously on γ. Note that this assumption
is satisfied by the usual cubic nonlinear term f (s) = s3 − s.The other estimates are
obtained by proceeding as in the previous subsections. Note however that the constants
depend in general on M. Furthermore, in order to have compact attractors, we have to
work on subspaces of the phase space on which |〈u0〉| ≤ M (see, e.g., [127] in the case
of the classical Cahn-Hilliard equation).
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4.1 Introduction
The Allen-Cahn equation describes the ordering of atoms during the phase separa-
tion of a binary alloy (see [4]) and reads
∂u
∂t
− α∆u + f (u) = 0, α > 0. (4.1)
We studied in [32] generalizations of (4.1) of the form
∂u
∂t
+ P(−∆)u + f (u) = 0, (4.2)
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where P(s) =
∑k
i=1 ais
i, ak > 0, k ≥ 1 ; in particular, when k = 1, we recover the
Allen-Cahn equation (4.1) and, when k = 2, the model contains the Swift-Hohenberg
equation (see [96] and [99]). Such higher-order (in space) terms were proposed in [23]
in the context of phase transition models and in the isotropic limit of more general
higher-order terms (also note that a second-order term in phase separation is obtained
by truncation of higher-order ones (see [20])).
In [32], we considered regular nonlinear terms (a typical choice is the usual cubic
nonlinear term f (s) = s3 − s). It is however important to note that, in phase separation,
such a regular nonlinear term actually is an approximation of thermodynamically rele-
vant logarithmic ones of the form f (s) = −λ1s + λ22 ln
1+s
1−s , s ∈ (−1, 1), 0 < λ2 < λ1,
which follow from a mean-field model (see [20] and [36] ; in particular, the logarithmic
terms correspond to the entropy of mixing).
The study of the classical Allen-Cahn equaiton (4.1) (i.e., k = 1 in (4.2)) with lo-
garithmic nonlinear terms is well established (see, e.g., [94]). However, when k ≥ 2 in
(4.2), the situation is much more involved and we are not able to prove the existence of
a solution in a classical sense (meaning in a classical weak/variational sense). Neverthe-
less, we are able to prove the existence of a (weaker) variational solution. This notion
of a variational solution was introduced in [104] for the Cahn-Hilliard equation with
singular nonlinear terms and dynamic boundary conditions and is based on a variatio-
nal inequality (see also [70] for a different, though related, approach based on duality
techniques). It was also applied with success in other situations in [29], [30], [96] and
[99].
Our aim in this paper is to study the well-posedness of (4.2) with a logarithmic
nonlinear term in the variational sense mentioned above. We also prove the dissipativity
of the corresponding solution operator, as well as the existence of the global attractor.
4.2 Setting of the problem
We consider the following initial and boundary value problem in a bounded and
regular domain Ω ⊂ n, n = 1, 2 or 3, with boundary Γ :
∂u
∂t
+ P(−∆)u + f (u) = 0, (4.3)
u = ∆u = · · · = ∆k−1u = 0, on Γ, (4.4)
u|t=0 = u0. (4.5)
We assume that the polynomial P is defined by
P(s) =
k∑
i=1
aisi, ak > 0, k ≥ 1, s ∈ . (4.6)
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As far as the nonlinear term f is concerned, we assume that
f (s) = −λ1s +
λ2
2
ln
1 + s
1 − s
, s ∈ (−1, 1), 0 < λ2 < λ1. (4.7)
In particular, it is not difficult to show that it satisfies the following properties :
f ∈ C∞(−1, 1), f (0) = 0, (4.8)
lim
s→±1
f = ±∞, lim
s→±1
f ′ = +∞, (4.9)
f ′ ≥ −λ1, (4.10)
− c1 ≤ F(s) +
1
2
| f (s)| ≤ f (s)s + c2, c2 ≥ 0, s ∈ (−1, 1), (4.11)
where F(s) =
∫ s
0
f (ξ)dξ. We can also note that F is bounded on (−1, 1) ; indeed, there
holds
F(s) = −
λ1
2
s2 +
λ2
2
((1 + s) ln(1 + s) + (1 − s) ln(1 − s)). (4.12)
Remark 4.2.1. We can note that all properties above easily follow from the explicit
expression of f . Actually, (4.10)-(4.11) follow from (4.8)-(4.9). The only difficulty here
is to prove that F(s) ≤ f (s)s + c2, c2 ≥ 0, s ∈ (−1, 1). To do so, it suffices to study
the variations of the function s 7→ f (s)s − F(s) + λ12 s
2, whose derivative has, owing to
(4.10), the sign of s. We can thus consider more general singular nonlinear terms only
satisfying (4.8)-(4.9). Indeed, the boundedness of F is not necessary and just allows us
to consider more general initial data.
Setting
F(s) = −
λ1
2
s2 + F1(s),
we introduce the following approximated functions F1,N ∈ C4(), N ∈  :
F1,N(s) =

4∑
i=0
1
i!
F(i)1 (1 −
1
N
)(s − 1 +
1
N
)i, s ≥ 1 −
1
N
,
F1(s), |s| ≤ 1 −
1
N
,
4∑
i=0
1
i!
F(i)1 (−1 +
1
N
)(s + 1 −
1
N
)i, s ≤ −1 +
1
N
.
(4.13)
Setting FN(s) = −λ12 s
2 + F1,N(s), f1,N = F′1,N and fN = F
′
N , there holds
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fN ∈ C3(), fN(0) = 0, (4.14)
f ′1,N ≥ 0, f
′
N ≥ −λ1, (4.15)
FN ≥ −c3, c3 ≥ 0, (4.16)
FN(s) ≥ c4s4 − c5, c4 > 0, c5 ≥ 0, s ∈ , (4.17)
fN(s)s ≥ c6(FN(s) + | fN(s)|) − c7, c6 > 0, c7 ≥ 0, s ∈ . (4.18)
Furthermore, all constants can be chosen independently of N. These properties follow
from the fact that we have similar properties for the original singular nonlinear term and
from the explicit expression of F1,N ; we refer the reader to [49], [102] and [104] for
more details. We can also note that FN is bounded, independently of N, in the neighbo-
rhood of ±1.
We then consider the approximated problems
∂uN
∂t
+ P(−∆)uN + fN(uN) = 0, (4.19)
uN = ∆uN = · · · = ∆k−1uN = 0, on Γ, (4.20)
uN |t=0 = u0. (4.21)
The existence, uniqueness and regularity of the solution uN to (4.19)-(4.21) were proved
in [32].
4.2.1 Notations
We denote by ((·, ·)) the usual L2-scalar product, which associated norm ‖ · ‖. More
generally, ‖ · ‖X denotes the norm on the Banach space X.
We then consider the operator −∆ associated with Dirichlet boundary conditions ;
it is a strictly positive, selfadjoint and unbounded linear operator with compact inverse
(−∆)−1, with domain H2(Ω) ∩ H10(Ω). In particular, this allows us (see, e.g., [127]) to
define the operators (−∆)m, m ∈  (being understood that, when m = 0, then (−∆)0 is
the identity operator). For m ∈ , (−∆)m has for domain {v ∈ H2m(Ω), v = ∆v = · · · =
∆m−1v = 0 on Γ}. We set, for m ∈ ,
Ḣm(Ω) = v ∈ Hm(Ω), v = ∆v = · · · = ∆[
m−1
2 ]v = 0 on Γ,
where [·] denotes the integer part. This space, endowed with the usual Hm-norm, is a
closed subspace of Hm(Ω). Furthermore, v 7→ ‖(−∆)
m
2 v‖ is a norm on Ḣm(Ω) which is
equivalent to the usual Hm-norm.
Throughout the paper, the same letters c, c′ and c′′ denote (generally positive)
constants which may vary from line to line and are independent of N. Similarly, the
same letter Q denotes (positive) monotone increasing and continuous functions which
may vary from line to line and are independent of N.
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4.3 A priori estimates
Our aim in this section is to derive uniform (with respect to N) a priori estimates
on uN which will allow us, in the next section, to pass to the limit N → +∞ and prove
the existence of a solution to the original singular problem, in a suitable setting (i.e., as
mentioned in the introduction, based on a proper variational inequality).
Though formal, these a priori estimates can be fully justified in view of the regularity
results obtained in [32].
We assume from now on that −1 < u0(x) < 1 a.e. x ∈ Ω.
Remark 4.3.1. For a more general singular nonlinear term f , we would need a stronger
separation property from the singular values ±1, namely, ‖u0‖L∞(Ω) < 1.
We multiply (4.19) by ∂u
N
∂t and have, integrating over Ω and by parts,
d
dt
(
k∑
i=1
ai‖(−∆)
i
2 uN‖2 + 2
∫
Ω
FN(uN)dx) + 2‖
∂uN
∂t
‖2 = 0. (4.22)
We then multiply (4.19) by uN to obtain
1
2
d
dt
‖uN‖2 +
k∑
i=1
ai‖(−∆)
i
2 uN‖2 + (( fN(uN), uN)) = 0. (4.23)
Employing the interpolation inequality
‖(−∆)
i
2 v‖ ≤ c(i)‖(−∆)
m
2 v‖
i
m ‖v‖1−
i
m , v ∈ Ḣm(Ω), i ∈ {1, . . . ,m − 1}, m ∈ , m ≥ 2,
(4.24)
from which it follows that, for i ∈ {1, . . . , k − 1} and k ≥ 2,
‖(−∆)
i
2 uN‖2 ≤ ε‖(−∆)
k
2 uN‖2 + c(i, ε)‖uN‖2, ∀ε > 0, (4.25)
(4.18), (4.23) and (4.25) yield
d
dt
‖uN‖2 + c(‖uN‖2Hk(Ω) +
∫
Ω
FN(uN)dx + ‖ fN(uN)‖L1(Ω)) ≤ c′(‖uN‖2 + 1), c > 0. (4.26)
Noting finally that
‖uN‖2 ≤ ε‖uN‖4L4(Ω) + c(ε), ∀ε > 0, (4.27)
we deduce from (4.17) and (4.26)-(4.27) that
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d
dt
‖uN‖2 + c(‖uN‖2Hk(Ω) +
∫
Ω
FN(uN)dx + ‖ fN(uN)‖L1(Ω)) ≤ c′, c > 0, (4.28)
Summing (4.22) and (4.28), we find, noting that
∑k
i=1 ai‖(−∆)
i
2 uN‖2 ≤ c‖uN‖2Hk(Ω), a
differential inequality of the form
dE1,N
dt
+ c(E1,N + ‖ fN(uN)‖L1(Ω) + ‖
∂uN
∂t
‖2) ≤ c′, c > 0, (4.29)
where
E1,N =
k∑
i=1
ai‖(−∆)
i
2 uN‖2 + 2
∫
Ω
FN(uN)dx + ‖uN‖2
satisfies
E1,N ≥ c(‖uN‖2Hk(Ω) +
∫
Ω
FN(uN)dx) − c′, c > 0. (4.30)
Indeed, it follows from the interpolation inequality (4.24) that
E1,N ≥ c(‖uN‖2Hk(Ω) +
∫
Ω
FN(uN)dx) − c′‖uN‖2 − c′′
and we conclude by employing (4.17) and (4.27).
We then multiply (4.19) by −∆uN and have, owing to (4.15),
d
dt
‖∇uN‖2 + 2
k∑
i=1
ai‖(−∆)
i+1
2 uN‖2 ≤ 2λ1‖∇uN‖2. (4.31)
Summing (4.29) and δ1 time (4.31), where δ1 > 0 is small enough, we obtain, em-
ploying once more the interpolation inequality (4.24), a differential inequality of the
form
dE2,N
dt
+ c(E2,N + ‖uN‖2Hk+1(Ω) + ‖ fN(u
N)‖L1(Ω) + ‖
∂uN
∂t
‖2) ≤ c′, c > 0, (4.32)
where
E2,N = E1,N + δ1‖∇uN‖2
satisfies
E2,N ≥ c(‖uN‖2Hk(Ω) +
∫
Ω
FN(uN)dx) − c′, c > 0. (4.33)
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In particular, it follows from (4.32)-(4.33) and Gronwall’s lemma that
‖uN(t)‖2Hk(Ω) ≤ ce
−c′t(‖u0‖2Hk(Ω) +
∫
Ω
FN(u0)dx) + c′′, c′ > 0, t ≥ 0, (4.34)
and
∫ t+r
t
(‖uN‖2Hk+1(Ω) + ‖
∂uN
∂t
‖2)ds ≤ ce−c
′t(‖u0‖2Hk(Ω) +
∫
Ω
FN(u0)dx) + c′′(r), c′ > 0, t ≥ 0,
(4.35)
r > 0 given. Actually, noting that FN(u0) is bounded (independently of N and u0), there
holds
‖uN(t)‖2Hk(Ω) ≤ ce
−c′t‖u0‖2Hk(Ω) + c
′′, c′ > 0, t ≥ 0, (4.36)
and
∫ t+r
t
(‖uN‖2Hk+1(Ω) + ‖
∂uN
∂t
‖2)ds ≤ ce−c
′t‖u0‖2Hk(Ω) + c
′′(r), c′ > 0, t ≥ 0, r > 0 given.
(4.37)
We now differentiate (4.3) with respect to time to find
∂
∂t
∂uN
∂t
+ P(−∆)
∂uN
∂t
+ f ′N(u
N)
∂uN
∂t
= 0, (4.38)
∂uN
∂t
= ∆
∂uN
∂t
= · · · = ∆k−1
∂uN
∂t
= 0 on Γ, (4.39)
∂uN
∂t
|t=0 = −P(−∆)u0 − fN(u0). (4.40)
Multiplying (4.38) by ∂u
N
∂t , we have, employing (4.15) and the interpolation inequa-
lity (4.24),
d
dt
‖
∂uN
∂t
‖2 ≤ c‖
∂uN
∂t
‖2. (4.41)
It then follows from (4.37), say, for r = 1, and the uniform Gronwall’s lemma (see, e.g.,
[127]) that
‖
∂uN
∂t
(t)‖2 ≤ ce−c
′t‖u0‖2Hk(Ω) + c
′′, c > 0, t ≥ 1. (4.42)
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Remark 4.3.2. (i) Actually, it follows from the uniform Gronwall’s lemma that
‖
∂uN
∂t
(t + r)‖2 ≤
c(r)
r
e−c
′t‖u0‖2Hk(Ω) + c
′′(r), c′ > 0, t ≥ 0, r > 0 given. (4.43)
(ii) We assume that ‖u0‖L∞(Ω) ≤ 1. We can note that, if u0 ∈ H2k(Ω), then ∂u
N
∂t (0) ∈
L2(Ω) and it follows from the continuity of f and the continuous embedding H2k(Ω) ⊂
C(Ω̄) that, for N large enough (note that f1,N coincides with f1 = F′1 when |s| ≤ 1 −
1
N ),
‖
∂uN
∂t
(0)‖ ≤ Q(‖u0‖H2k(Ω)). (4.44)
It then follows from (4.41) and Gronwall’s lemma that
‖
∂uN
∂t
(t)‖ ≤ ectQ(‖u0‖H2k(Ω)), t ≥ 0. (4.45)
Collecting (4.42) and (4.45) (for t ∈ [0, 1]), we finally deduce that
‖
∂uN
∂t
(t)‖ ≤ e−ctQ(‖u0‖H2k(Ω)) + c′, c > 0, t ≥ 0. (4.46)
We finally rewrite (4.19) as an elliptic equation, for t > 0 fixed,
P(−∆)uN + fN(uN) = −
∂uN
∂t
, uN = ∆uN = · · · = ∆k−1uN = 0 on Γ. (4.47)
Multiplying (4.47) by −∆uN , we find, owing to (4.15) and employing the interpolation
inequality (4.24),
‖uN‖2Hk+1(Ω) ≤ c(‖
∂uN
∂t
‖2 + ‖uN‖2H1(Ω)),
which yields, owing to (4.36) and (4.42),
‖uN(t)‖2Hk+1(Ω) ≤ ce
−c′t‖u0‖2Hk(Ω) + c
′′, c′ > 0, t ≥ 1. (4.48)
Remark 4.3.3. We assume that ‖u0‖L∞(Ω) < 1. There also holds, owing to (4.46) and for
N large enough,
‖uN(t)‖2Hk+1(Ω) ≤ e
−ctQ(‖u0‖H2k(Ω)) + c′, c > 0, t ≥ 0. (4.49)
Of course, we have a similar H2k−estimate on uN (see [32]), but, in that case, the
constants and the function Q a priori depend on N.
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4.4 The dissipative semigroup
We assume in this section that k ≥ 2. For k = 1, i.e., for the classical Allen-Cahn
equation, one can prove the existence (and the uniqueness) of a classical (strong) solu-
tion u, owing to the fact that u is strictly separated from the singular values ±1, meaning
that we essentially have to deal with a regular (and even bounded) nonlinear term (see
[94]).
Our main aim is to prove the existence (and uniqueness) of solutions to (4.3)-(4.5)
in a suitable sense, namely, based on a variational inequality.
To do so, we first derive a variational inequality from (4.3). In this regard, we multi-
ply this equation by u− v, where v = v(x) is smooth enough and satisfies v = ∆v = · · · =
∆k−1v = 0 on Γ. We then have, recalling that f (s) = f1(s) − λ1s, s ∈ (−1, 1),
((
∂u
∂t
, u − v)) +
k∑
i=1
ai(((−∆)
i
2 u, (−∆)
i
2 (u − v))) + (( f1(u), u − v)) − λ1((u, u − v)) = 0.
Noting that f1 is monotone increasing, this yields the variational inequality
((
∂u
∂t
, u−v))+
k∑
i=1
ai(((−∆)
i
2 u, (−∆)
i
2 (u−v)))+ (( f1(u), u−v))−λ1((u, u−v)) ≤ 0, (4.50)
i.e., the nonlinear term now acts on the test functions rather than on the solutions.
Based on this, we give the following definition (see also [104]) :
Definition 4.4.1. We assume that u0 ∈ Ḣk(Ω), with −1 < u0(x) < 1 a.e. x ∈ Ω. Then
u = u(t, x) is a variational solution to (4.3)-(4.5) if, for all T > 0,
(i) −1 < u(t, x) < 1 a.e. (t, x),
(ii) u ∈ C([0,T ]; L2(Ω)) ∩ L∞(0,T ; Ḣk(Ω)) ∩ L2(0,T ; Ḣk+1(Ω)),
(iii) ∂u
∂t ∈ L
2(0,T ; L2(Ω)),
(iv) f1(u) ∈ L1((0,T ) ×Ω),
(v) u(0) = u0,
(vi) the variational inequality (4.50) is satisfied for every t > 0 and every test function
v = v(x) such that v ∈ Ḣk(Ω), with f1(v) ∈ L1(Ω).
We first prove the uniqueness of variational solutions. To do so, we need to define as
admissible test functions the solutions temselves, i.e., we need to define admissible time-
dependent test functions. More precisely, we can admissible any function v = v(t, x)
such that v ∈ C([0,T ]; L2(Ω))∩L∞(0,T ; Ḣk(Ω))∩L2(0,T ; Ḣk+1(Ω)), f1(v) ∈ L1((0,T )×
Ω) and ∂u
∂t ∈ L
2(0,T ; L2(Ω)), ∀T > 0.
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Next, we write (4.50) for v = v(t, ·), for almost every t > 0. Noting that, owing to the
regularity assumptions on u and v, all terms are L1 with respect to time, we can integrate
with respect to time to obtain
∫ t
s
[((
∂u
∂t
, u−v))+
k∑
i=1
ai(((−∆)
i
2 u, (−∆)
i
2 (u−v)))+ (( f1(v), u−v))−λ1((u, u−v))]dξ ≤ 0,
(4.51)
for all 0 < s < t and for every admissible test function v = v(t, x). In particular, since
Hk(Ω) ⊂ C(Ω̄), k ≥ 2, then it follows from the above regularity that (( f1(u), u − v)) ∈
L1(Ω), ∀T > 0.
Remark 4.4.1. We can replace (4.50) by (4.51) in Definition 4.4.1, (vi).
We will actually need a second variational inequality. To do so, let w = w(t, x) be an
admissible test function and set
vη = (1 − η)u + ηw, η ∈ (0, 1].
Noting that
f ′′1 (s)sgn(s) ≥ 0, s ∈ (−1, 1), (4.52)
it follows that | f1| is convex, so that
| f1(vη)| ≤ | f1(u)| + | f1(w)|. (4.53)
This yields that f1(vη) ∈ L1((0,T ) × Ω) and vη is an admissible test function. Taking
v = vη in (4.51) and dividing by η, we find
∫ t
s
[((
∂u
∂t
, u−w))+
k∑
i=1
ai(((−∆)
i
2 u, (−∆)
i
2 (u−w)))+(( f1(vη), u−w))−λ1((u, u−w))]dξ ≤ 0.
Passing finally to the limit η → 0 and employing Lebesgue’s dominated convergence
theorem (see (4.53)), we have
∫ t
s
[((
∂u
∂t
, u−w))+
k∑
i=1
ai(((−∆)
i
2 u, (−∆)
i
2 (u−w)))+(( f1(u), u−w))−λ1((u, u−w))]dξ ≤ 0,
(4.54)
for all 0 < s < t and for every test function w = w(t, x).
Let now u1 and u2 be two variational solutions with initial data u1,0 and u2,0, respec-
tively. We take u = u1 and v = u2 in (4.51) and u = u2 and w = u1 in (4.54) and sum the
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two resulting inequalities. We obtain, after simplifications (recall that f1 is monotone
increasing) and noting that all terms are absolutely continuous from [0,T ] onto L2(Ω),
1
2
‖u1(t) − u2(t)‖2 −
1
2
‖u1(s) − u2(s)‖2 +
∫ t
s
(
k∑
i=1
‖(−∆)
i
2 (u1 − u2)‖2 − λ1‖u1 − u2‖2)dξ ≤ 0.
(4.55)
Employing the interpolation inequality (4.24), we deduce that
1
2
‖u1(t) − u2(t)‖2 −
1
2
‖u1(s) − u2(s)‖2 ≤ c
∫ t
s
‖u1 − u2‖2dξ,
so that, employing Gronwall’s lemma,
‖u1(t) − u2(t)‖ ≤ ec(t−s)‖u1(s) − u2(s)‖,
where the constant c is independent of t, s, u1 and u2. Passing finally to the limit s→ 0,
we find
‖u1(t) − u2(t)‖ ≤ ect‖u1,0 − u2,0‖, t ≥ 0, (4.56)
hence the uniqueness, as well as the continuous dependence with respect to the initial
data in the L2−norm.
We now have the
Theorem 4.4.1. We assume that u0 ∈ Ḣk(Ω), with −1 < u0 < 1 a.e. x ∈ Ω. Then,
(4.3)-(4.5) possesses a unique variational solution u.
Proof. There remains to prove the existence of a variational solution. To do so, we
consider the solution uN to the approximated problem (4.19)-(4.21) (as already mentio-
ned, the existence, uniqueness and regularity of uN is known). Furthermore, proceeding
as above, it is easy to see that uN satisfies a variational inequality which is analogous to
(4.51), namely,
∫ t
s
[((
∂uN
∂t
, uN − v)) +
k∑
i=1
ai(((−∆)
i
2 uN , (−∆)
i
2 (uN − v)))
+(( f1,N(v), uN − v)) − λ1((uN , uN − v))]dξ ≤ 0,
(4.57)
for all 0 < s < t and for every admissible test function v = v(t, x).
It then follows from the uniform (with respect to N) a priori estimates derived in the
previous section ( which are fully justified at this stage) that, up to a subsequence, uN
converges to a limit function u such that, ∀T > 0,
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uN → u in L∞(0,T; Hk(Ω)) weak − ? and in L2(0,T; Hk+1(Ω)) weak,
∂uN
∂t
→
∂u
∂t
in L2(0,T; L2(Ω)) weak,
uN → u in C([0,T]; Hk−ε(Ω)),L2(0,T; Hk+1−ε(Ω)) and a.e. in (0,T) ×Ω, ε > 0.
Our aime is to pass to the limit in (4.57). We can note that the above conver-
gences allow us to pass to the limit in all terms in (4.57), except in the nonlinear term∫ t
s
(( f1,N(v), uN − v))dξ. To pass to the limit in the nonlinear term, we can note that, by
construction,
| f1,N(v)| ≤ | f1(v)|
and we are in a position to use Lebesgue’s dominated convergence theorem (recall that,
since v is an admissible test function, then f1(v) ∈ L1((0,T ) ×Ω) ; also note that u and v
belong to L∞((0,T ) ×Ω)).
We now need to prove the separation property (i). To do so, we note that, owing to
(4.29)-(4.30), f1,N(uN) is uniformly (with respect to N) bounded in L1((0,T )×Ω). Then,
owing to the explicit expression of f1,N , we have
meas{(t, x) ∈ (0,T) ×Ω, |uM(t, x)| > 1 −
1
N
} ≤
c
f1(1 − 1N )
, M ≥ N, (4.58)
where the constant c is independent of M ≥ N and N (note that f1 and f1,N are odd
functions). Indeed, there holds
∫ T
0
∫
Ω
| f1,M(uM)|dxdt ≥
∫
EN,M
| f1,M(uM)|dxdt ≥ c′meas(EN,M)f1(1 −
1
N
),
where
EN,M = {(t, x) ∈ (0,T ) ×Ω, |uM(t, x)| > 1 −
1
N
},
the constant c′ being independent of N and M. Passing to the limit M → +∞ (employing
Fatou’s Lemma) and then N → +∞ (noting that f1(1− 1N )→ +∞ as N → +∞) in (4.58),
it follows that
meas{(t, x) ∈ (0,T) ×Ω, |u(t, x)| ≥ 1} = 0, (4.59)
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hence the separation property.
In order to complete the proof of existence, there remains to prove (iv). To do so, we
note that it follows from the almost everywhere convergence of uN to u, the separation
property (i) and the explicit expression of f1,N again that
f1,N(uN)→ f1(u) a.e. in (0,T) ×Ω.
Then, we deduce from Fatou’s lemma that
‖ f (u)‖L1((0,T )×Ω) ≤ lim inf ‖ fN(uN)‖L1((0,T )×Ω) < +∞,
which finishes the proof of existence. 
Remark 4.4.2. A natural question is whether a solution in the sense of Definition 4.4.1
is a classical variational solution (i.e., it satisfies a variational equality instead of a
variational inequality). To prove this, one solution is to obtain a uniform (with respect
to N) bound on f1,N(uN) in Lp((0,T ) × Ω), for some p > 1 (and not just for p = 1).
Unfortunately, we have not been able to derive such an estimate when k ≥ 2, so that
the question of whether a variational solution is a classical (variational) one is an open
problem.
It follows from Theorem 4.4.1 that we can define the family of operators S (t) : Φ→
Φ, u0 7→ u(t), t ≥ 0, where
Φ = {v ∈ Ḣk(Ω),−1 < v(x) < 1 a.e. x ∈ Ω}.
This family of operators forms a semigroup (i.e., S (0) = I (identity operator) and S (t +
τ) = S (t) ◦ S (τ), t, τ ≥ 0) which is , owing to (4.56), continuous in the L2−topology.
Furthermore, it follows from (4.36) (which also holds in the limit N → +∞) that this
semigroup is dissipative, in the sense that it possesses a bounded absorbing set B0 ⊂ Φ
(i.e., ∀B ⊂ Φ bounded, ∃t0 = t0(B) ≥ 0 such that t ≥ t0 =⇒ S (t)B ⊂ B0).
It then follows from (4.56) that we can actually extend (in a unique way and by
continuity) S (t) to the closure of Φ in the L2−topology, namely,
S (t) : Φ1 → Φ1, t ≥ 0,
where
Φ1 = {v ∈ L∞, ‖v‖L∞(Ω)≤1}.
It also follows from the a priori estimates derived in the previous section that S (t) ins-
tantaneously regularizes, i.e.,
S (t) : Φ1 → Φ, t > 0,
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and that it possesses a bounded absorbing setB1 which is compact in L2(Ω) and bounded
in Hk+1(Ω). We thus deduce from standard results (see, e.g., [103] and [127]) that we
have the
Theorem 4.4.2. The semigroup S (t) possesses the global attractorA which is compact
in L2(Ω) and bounded in Hk+1(Ω).
Remark 4.4.3. We recall that the global attractor A is the smallest (for the inclusion)
compact set of the phase space which is invariant by the flow (i.e., S (t)A = A, ∀t ≥ 0)
and attracts all bounded sets of initial data as time goes to infinity ; it thus appears as
a suitable object in view of the study of the asymptotic behavior of the system. We refer
the reader to, e.g., [103] and [127] for more details and discussions on this.
Remark 4.4.4. An important question is whether the global attractor A has finite di-
mension, in the sense of covering dimensions such as the Hausdorff and the fractal
dimensions. The finite-dimensionality means, very roughly speaking, that, even though
the initial phase space has infinite dimension, the reduced dynamics can be described
by a finite number of parameters (we refer the interested reader to, e.g., [103] and [127]
for discussions on this subject). When k = 1, i.e., for the classical Allen-Cahn equation,
this can easily be established, owing again to the strict separation from the singular
values ±1 (see, e.g., [94]). However, when k ≥ 2, the situation is much more involved
and one idea could be to proceed as in [104]. This will be addressed elsewhere.
Remark 4.4.5. We can adapt the above analysis to the higher-order Cahn-Hilliard mo-
del
(−∆)−1
∂u
∂t
+ P(−∆)u + f (u) = 0, (4.60)
u = ∆u = · · · = ∆k−1u = 0, on Γ, (4.61)
u|t=0 = u0. (4.62)
where P and f are as above. In particular, for k = 1, we recover the classical Cahn-
Hilliard equation which describes phase separation processes (spinodal decomposition
and coarsening) in binary alloys (see [19], [20] and the review papers [36] and [108]
for more details). When k = 2, the model contains sixth-order Cahn-Hilliard models.
We can note that there is currently a strong interest in the study of sixth-order Cahn-
Hilliard equations. Such equations arise in situations such as strong anisotropy effects
being taken into account in phase separation processes (see [128]), atomistic models of
crystal growth (see, [8], [9] and [56]), the description of growing crystalline surfaces
with small slopes which undergo faceting (see [122]), oil-water-surfactant mixtures (see
[68] and [69]) and mixtures of polymer molecules (see [50]). We refer the reader to
[40], [75], [76], [79], [84], [85], [95], [96], [97], [99], [115], [116], [117], [118],
[135], [136] and [137] for the mathematical and numerical analysis of such models.
72
Chapitre 5
Higher-order anisotropic models in
phase separation
Modèles anisotropes d’ordre élevé en
séparation de phase
Ce chapitre est constitué de l’article Higher-order anisotropic models in phase sepa-
ration accepté pour publication dans le journal Advances in Nonlinear Analysis, (2017).
Cet article est écrit en collaboration avec Laurence Cherfils et Alain Miranville.
73

Advances in Nonlinear Analysis (2017)
Higher-order anisotropic models in phase separation
Laurence Cherfils
Université de La Rochelle
Laboratoire des Sciences de l’Ingénieur pour l’Environnement
UMR CNRS 7356
Avenue Michel Crépeau, F-17042 La Rochelle Cedex, France
AlainMiranville and Shuiran Peng
Université de Poitiers
Laboratoire de Mathématiques et Applications, UMR CNRS 7348
Boulevard Marie et Pierre Curie - Téléport 2
F-86962 Chasseneuil Futuroscope Cedex, France
Abstract : Our aim in this paper is to study higher-order (in space) Allen-Cahn
and Cahn-Hilliard models. In particular, we obtain well-posedness results, as well as the
existence of the global attractor. We also give, for the Allen-Cahn models, numerical
simulations which illustrate the effects of the higher-order terms and the anisotropy.
Key words and phrases : Allen-Cahn model, Cahn-Hilliard model, higher-order
models, anisotropy, well-posedness, dissipativity, global attractor, numerical simula-
tions.
2010 Mathematics Subject Classification : 35K55, 35J60
5.1 Introduction
The Allen-Cahn (see [4]) and Cahn-Hilliard (see [19] and [20]) equations are cen-
tral in materials science. They both describe important qualitative features of binary
alloys, namely, the ordering of atoms for the Allen-Cahn equation and phase separation
processes (spinodal decomposition and coarsening) for the Cahn-Hilliard equation.
These two equations have been much studied from a mathematical point of view ;
we refer the readers to the review papers [36] and [108] and the references therein.
Both equations are based on the so-called Ginzburg-Landau free energy,
ΨGL =
∫
Ω
(
α
2
|∇u|2 + F(u)) dx, α > 0, (5.1)
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where u is the order parameter, F is a double-well potential and Ω is the domain oc-
cupied by the system (we assume here that it is a bounded and regular domain of 3,
with boundary Γ ; we can of course also consider bounded and regular domains of 
and 2). The Allen-Cahn equation (which corresponds to an L2-gradient flow of the
Ginzburg-Landau free energy) then reads
∂u
∂t
− α∆u + f (u) = 0, (5.2)
where f = F′, while the Cahn-Hilliard equation (which corresponds to an H−1-gradient
flow) reads
∂u
∂t
+ α∆2u − ∆ f (u) = 0. (5.3)
In (5.1), the term |∇u|2 models short-ranged interactions. It is however interesting
to note that such a term is obtained by truncation of higher-order ones (see [20]) ; it
can also be seen as a first-order approximation of a nonlocal term accounting for long-
ranged interactions (see [65] and [66]).
G. Caginalp and E. Esenturk recently proposed in [23] (see also [22]) higher-order
phase-field models in order to account for anisotropic interfaces (see also [80], [125]
and [132] for other approaches which, however, do not provide an explicit way to com-
pute the anisotropy). More precisely, these authors proposed the following modified free
energy, in which we omit the temperature :
ΨHOGL =
∫
Ω
(
1
2
k∑
i=1
∑
|α|=i
aα|Dαu|2 + F(u)) dx, k ∈ , (5.4)
where, for α = (k1, k2, k3) ∈ ( ∪ {0})3,
|α| = k1 + k2 + k3
and, for α , (0, 0, 0),
Dα =
∂|α|
∂xk11 ∂x
k2
2 ∂x
k3
3
(we agree thatD(0,0,0)v = v).
The corresponding higher-order Allen-Cahn and Cahn-Hilliard equations then read
∂u
∂t
+
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu + f (u) = 0 (5.5)
and
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∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0. (5.6)
We studied in [32] (see also [33]) the corresponding higher-order isotropic models,
namely,
∂u
∂t
+ P(−∆)u + f (u) = 0 (5.7)
and
∂u
∂t
− ∆P(−∆)u − ∆ f (u) = 0, (5.8)
where
P(s) =
k∑
i=1
aisi, ak > 0, k ≥ 1, s ∈ .
In particular, these models contain sixth-order Cahn-Hilliard models. We can note
that there is currently a strong interest in the study of sixth-order Cahn-Hilliard equa-
tions. Such equations arise in situations such as strong anisotropy effects being taken
into account in phase separation processes (see [128]), atomistic models of crystal
growth (see [8], [9], [45] and [56]), the description of growing crystalline surfaces with
small slopes which undergo faceting (see [119]), oil-water-surfactant mixtures (see [68]
and [69]) and mixtures of polymer molecules (see [50]). We refer the reader to [40], [75],
[76], [79], [84], [85], [95], [96], [97], [99], [115], [116], [117], [118], [135], [136] and
[137] for the mathematical and numerical analysis of such models. They also contain
the Swift-Hohenberg equation (see [96] and [99]).
Our aim in this paper is to study the well-posedness of (5.5) and (5.6). We also prove
the dissipativity of the corresponding solution operators, as well as the existence of
the global attractor. We finally give, for the Allen-Cahn models, numerical simulations
which show the effects of the higher-order terms and the anisotropy.
5.2 Preliminaries
We assume that k ∈ , k ≥ 2, and
aα > 0, |α| = k, (5.9)
and we introduce the elliptic operator Ak defined by
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〈Akv,w〉H−k(Ω),Hk0(Ω) =
∑
|α|=k
aα((Dαv,Dαw)), (5.10)
where H−k(Ω) is the topological dual of Hk0(Ω). Furthermore, ((·, ·)) denotes the usual
L2-scalar product, with associated norm ‖ · ‖. More generally, we denote by ‖ · ‖X the
norm on the Banach space X ; we also set ‖ · ‖−1 = ‖(−∆)−
1
2 · ‖, where (−∆)−1 denotes the
inverse minus Laplace operator associated with Dirichlet boundary conditions. We can
note that
(v,w) ∈ Hk0(Ω)
2 7→
∑
|α|=k
aα((Dαv,Dαw))
is bilinear, symmetric, continuous and coercive, so that
Ak : Hk0(Ω)→ H
−k(Ω)
is indeed well defined. It then follows from elliptic regularity results for linear elliptic
operators of order 2k (see [1], [2] and [3]) that Ak is a strictly positive, selfadjoint and
unbounded linear operator with compact inverse, with domain
D(Ak) = H2k(Ω) ∩ Hk0(Ω),
where, for v ∈ D(Ak),
Akv = (−1)k
∑
|α|=k
aαD2αv.
We further note that D(A
1
2
k ) = H
k
0(Ω) and, for (v,w) ∈ D(A
1
2
k )
2,
((A
1
2
k v, A
1
2
k w)) =
∑
|α|=k
aα((Dαv,Dαw)).
We finally note that (see, e.g., [127]) ‖Ak · ‖ (resp., ‖A
1
2
k · ‖) is equivalent to the usual
H2k-norm (resp., Hk-norm) on D(Ak) (resp., D(A
1
2
k )).
Similarly, we can define the linear operator Ak = −∆Ak,
Ak : Hk+10 (Ω)→ H
−k−1(Ω)
which is a strictly positive, selfadjoint and unbounded linear operator with compact
inverse, with domain
D(Ak) = H2k+2(Ω) ∩ Hk+10 (Ω),
where, for v ∈ D(Ak),
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Akv = (−1)k+1∆
∑
|α|=k
aαD2αv.
Furthermore, D(A
1
2
k ) = H
k+1
0 (Ω) and, for (v,w) ∈ D(A
1
2
k )
2,
((A
1
2
k v, A
1
2
k w)) =
∑
|α|=k
aα((∇Dαv,∇Dαw)).
Besides, ‖Ak · ‖ (resp., ‖A
1
2
k · ‖) is equivalent to the usual H
2k+2-norm (resp., Hk+1-norm)
on D(Ak) (resp., D(A
1
2
k )).
We finally consider the operator Ãk = (−∆)−1Ak, where
Ãk : Hk−10 (Ω)→ H
−k+1(Ω);
note that, as −∆ and Ak commute, then the same holds for (−∆)−1 and Ak, so that Ãk =
Ak(−∆)−1.
We have the
Lemma 5.2.1. The operator Ãk is a strictly positive, selfadjoint and unbounded linear
operator with compact inverse, with domain
D(Ãk) = H2k−2(Ω) ∩ Hk−10 (Ω),
where, for v ∈ D(Ãk),
Ãkv = (−1)k
∑
|α|=k
aαD2α(−∆)−1v.
Furthermore, D(Ã
1
2
k ) = H
k−1
0 (Ω) and, for (v,w) ∈ D(Ã
1
2
k )
2,
((Ã
1
2
k v, Ã
1
2
k w)) =
∑
|α|=k
aα((Dα(−∆)−
1
2 v,Dα(−∆)−
1
2 w)).
Besides, ‖Ãk · ‖ (resp., ‖Ã
1
2
k · ‖) is equivalent to the usual H
2k−2-norm (resp., Hk−1-norm)
on D(Ãk) (resp., D(Ã
1
2
k )).
Proof. We first note that Ãk clearly is linear and unbounded. Then, since (−∆)−1 and Ak
commute, it easily follows that Ãk is selfadjoint.
Next, the domain of Ãk is defined by
D(Ãk) = {v ∈ Hk−10 (Ω), Ãkv ∈ L
2(Ω)}.
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Noting that Ãkv = f , f ∈ L2(Ω), v ∈ D(Ãk), is equivalent to Akv = −∆ f , where −∆ f ∈
H2(Ω)′, it follows from the elliptic regularity results of [1], [2] and [3] that v ∈ H2k−2(Ω),
so that D(Ãk) = H2k−2(Ω) ∩ Hk−10 (Ω).
Noting then that Ã−1k maps L
2(Ω) onto H2k−2(Ω) and recalling that k ≥ 2, we deduce
that Ãk has compact inverse.
We now note that, considering the spectral properties of −∆ and Ak (see, e.g., [127])
and recalling that these two operators commute, −∆ and Ak have a spectral basis formed
of common eigenvectors. This yields that, ∀s1, s2 ∈ , (−∆)s1 and A
s2
k commute.
Having this, we see that Ã
1
2
k = (−∆)
− 12 A
1
2
k , so that D(Ã
1
2
k ) = H
k−1
0 (Ω), and, for (v,w) ∈
D(Ã
1
2
k )
2,
((Ã
1
2
k v, Ã
1
2
k w)) =
∑
|α|=k
aα((Dα(−∆)−
1
2 v,Dα(−∆)−
1
2 w)).
Finally, as far as the equivalences of norms are concerned, we can note that, for
instance, the norm ‖Ã
1
2
k · ‖ is equivalent to the norm ‖(−∆)
− 12 · ‖Hk(Ω) and, thus, to the
norm ‖(−∆)
k−1
2 · ‖.

Throughout the paper, the same letters c, c′ and c′′ denote (generally positive) constants
which may vary from line to line. Similarly, the same letter Q denotes (positive) mono-
tone increasing and continuous functions which may vary from line to line.
5.3 The Allen-Cahn theory
5.3.1 Setting of the problem
We consider in this section the following initial and boundary value problem, for
k ≥ 2 (for k = 1, the problem can be treated as in the original Allen-Cahn equation ; see,
e.g., [32]) :
∂u
∂t
+
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu + f (u) = 0, (5.11)
Dαu = 0 on Γ, |α| ≤ k − 1, (5.12)
u|t=0 = u0. (5.13)
Remark 5.3.1. For k = 1 (anisotropic Allen-Cahn equation), we have an equation of
the form
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∂u
∂t
−
3∑
i=1
ai
∂2u
∂x2i
+ f (u) = 0
and, for k = 2 (fourth-order anisotropic Allen-Cahn equation), we have an equation of
the form
∂u
∂t
+
3∑
i, j=1
ai j
∂4u
∂x2i ∂x
2
j
−
3∑
i=1
bi
∂2u
∂x2i
+ f (u) = 0.
We actually rewrite (5.11) in the equivalent form
∂u
∂t
+ Aku + Bku + f (u) = 0, (5.14)
where
Bkv =
k−1∑
i=1
(−1)i
∑
|α|=i
aαD2αv.
As far as the nonlinear term f is concerned, we assume that
f ∈ C1(), f (0) = 0, (5.15)
f ′ ≥ −c0, c0 ≥ 0, (5.16)
f (s)s ≥ c1F(s) − c2 ≥ −c3, c1 > 0, c2, c3 ≥ 0, s ∈ , (5.17)
F(s) ≥ c4s4 − c5, c4 > 0, c5 ≥ 0, s ∈ , (5.18)
where F(s) =
∫ s
0
f (ξ) dξ. In particular, the usual cubic nonlinear term f (s) = s3 − s
satisfies these assumptions.
5.3.2 A priori estimates
We multiply (5.14) by ∂u
∂t and integrate over Ω and by parts. This gives
d
dt
(‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx) + 2‖
∂u
∂t
‖2 = 0, (5.19)
where
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B
1
2
k [u] =
k−1∑
i=1
∑
|α|=i
aα‖Dαu‖2 (5.20)
(note that B
1
2
k [u] is not necessarily nonnegative). We can note that, owing to the interpo-
lation inequality
‖v‖Hi(Ω) ≤ c(i)‖v‖
i
m
Hm(Ω)‖v‖
1− im , (5.21)
v ∈ Hm(Ω), i ∈ {1, ...,m − 1}, m ∈ , m ≥ 2,
there holds
|B
1
2
k [u]| ≤
1
2
‖A
1
2
k u‖
2 + c‖u‖2. (5.22)
This yields, employing (5.18),
‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx ≥
1
2
‖A
1
2
k u‖
2 +
∫
Ω
F(u) dx + c‖u‖4L4(Ω) − c
′‖u‖2 − c′′,
whence
‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) − c′, c > 0, (5.23)
noting that, owing to Young’s inequality,
‖u‖2 ≤ ε‖u‖4L4(Ω) + c(ε), ∀ε > 0. (5.24)
We then multiply (5.14) by u and have, owing to (5.17) and the interpolation inequa-
lity (5.21),
d
dt
‖u‖2 + c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) ≤ c′‖u‖2 + c′′,
hence, proceeding as above and employing, in particular, (5.18),
d
dt
‖u‖2 + c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) ≤ c′, c > 0. (5.25)
Summing (5.19) and (5.25), we obtain a differential inequality of the form
dE1
dt
+ c(E1 + ‖
∂u
∂t
‖2) ≤ c′, c > 0, (5.26)
where
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E1 = ‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx + ‖u‖2
satisfies, owing to (5.23),
E1 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) − c′, c > 0. (5.27)
Note indeed that
E1 ≤ c‖u‖2Hk(Ω) + 2
∫
Ω
F(u) dx
≤ c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) − c′, c > 0, c′ ≥ 0.
It follows from (5.26)-(5.27) and Gronwall’s lemma that
‖u(t)‖2Hk(Ω) ≤ ce
−c′t(‖u0‖2Hk(Ω) +
∫
Ω
F(u0) dx) + c′′, c′ > 0, t ≥ 0, (5.28)
and
∫ t+r
t
‖
∂u
∂t
‖2 ds ≤ ce−c
′t(‖u0‖2Hk(Ω)+
∫
Ω
F(u0) dx)+c′′, c′ > 0, t ≥ 0, r > 0 given. (5.29)
Next, we multiply (5.14) by Aku and find, owing to the interpolation inequality
(5.21),
d
dt
‖A
1
2
k u‖
2 + c‖u‖2H2k(Ω) ≤ c(‖u‖
2 + ‖ f (u)‖2). (5.30)
It follows from the continuity of f and F, the continuous embedding Hk(Ω) ⊂ C(Ω)
(recall that k ≥ 2) and (5.28) that
‖u‖2 + ‖ f (u)‖2 ≤ Q(‖u‖Hk(Ω)) (5.31)
≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ 0,
so that
d
dt
‖A
1
2
k u‖
2 + c‖u‖2H2k(Ω) ≤ e
−c′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, t ≥ 0. (5.32)
Summing (5.26) and (5.32), we have a differential inequality of the form
dE2
dt
+ c(E2 + ‖u‖2H2k(Ω) + ‖
∂u
∂t
‖2) ≤ e−c
′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, t ≥ 0, (5.33)
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where
E2 = E1 + ‖A
1
2
k u‖
2
satisfies
E2 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) − c′, c > 0. (5.34)
We then rewrite (5.14) as an elliptic equation, for t > 0 fixed,
Aku = −
∂u
∂t
− Bku − f (u), Dαu = 0 on Γ, |α| ≤ k − 1. (5.35)
Multiplying (5.35) by Aku, we obtain, owing to the interpolation inequality (5.21),
‖Aku‖2 ≤ c(‖u‖2 + ‖ f (u)‖2 + ‖
∂u
∂t
‖2), (5.36)
hence, owing to (5.31),
‖u‖2H2k(Ω) ≤ c(e
−c′tQ(‖u0‖Hk(Ω)) + ‖
∂u
∂t
‖2) + c′′, c′ > 0. (5.37)
Next, we differentiate (5.14) with respect to time and find
∂
∂t
∂u
∂t
+ Ak
∂u
∂t
+ Bk
∂u
∂t
+ f ′(u)
∂u
∂t
= 0, (5.38)
Dα
∂u
∂t
= 0 on Γ, |α| ≤ k − 1, (5.39)
∂u
∂t
|t=0 = −Aku0 − Bku0 − f (u0). (5.40)
We can note that, if u0 ∈ H2k(Ω) ∩ Hk0(Ω) (= D(Ak)), then
∂u
∂t (0) ∈ L
2(Ω) and
‖
∂u
∂t
(0)‖ ≤ Q(‖u0‖H2k(Ω)). (5.41)
We multiply (5.38) by ∂u
∂t and have, owing to (5.16) and the interpolation inequality
(5.21),
d
dt
‖
∂u
∂t
‖2 + c‖
∂u
∂t
‖2Hk(Ω) ≤ c
′‖
∂u
∂t
‖2, c > 0. (5.42)
It follows from (5.29) (for r = 1), (5.42) and the uniform Gronwall’s lemma that
‖
∂u
∂t
(t)‖2 ≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ 1, (5.43)
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and from (5.41)-(5.42) and Gronwall’s lemma that
‖
∂u
∂t
(t)‖2 ≤ ectQ(‖u0‖H2k(Ω)), t ≥ 0. (5.44)
We finally deduce from (5.37) and (5.43)-(5.44) that
‖u(t)‖H2k(Ω) ≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ 1, (5.45)
and
‖u(t)‖H2k(Ω) ≤ e−ctQ(‖u0‖H2k(Ω)) + c′, c > 0, t ≥ 0. (5.46)
5.3.3 The dissipative semigroup
We have the
Theorem 5.3.1. (i) We assume that u0 ∈ Hk0(Ω). Then, (5.11)-(5.13) possesses a unique
weak solution u such that, ∀T > 0,
u ∈ L∞(+; Hk0(Ω)) ∩ L
2(0,T ; H2k(Ω) ∩ Hk0(Ω))
and
∂u
∂t
∈ L2(0,T ; L2(Ω)).
(ii) If we further assume that u0 ∈ H2k(Ω) ∩ Hk0(Ω), then
u ∈ L∞(+; H2k(Ω) ∩ Hk0(Ω)).
Proof. The proofs of existence and regularity in (i) and (ii) follow from the a priori
estimates derived in the previous subsection and, e.g., a standard Galerkin scheme.
Let now u1 and u2 be two solutions to (5.11)-(5.12) with initial data u0,1 and u0,2,
respectively. We set u = u1 − u2 and u0 = u0,1 − u0,2 and have
∂u
∂t
+ Aku + Bku + f (u1) − f (u2) = 0, (5.47)
Dαu = 0 on Γ, |α| ≤ k − 1, (5.48)
u|t=0 = u0. (5.49)
Multiplying (5.47) by u, we obtain, owing to (5.16) and the interpolation inequality
(5.21),
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d
dt
‖u‖2 + c‖u‖2Hk(Ω) ≤ c
′‖u‖2, c > 0. (5.50)
It follows from (5.50) and Gronwall’s lemma that
‖u(t)‖2 ≤ ect‖u0‖2, t ≥ 0, (5.51)
hence the uniqueness, as well as the continuous dependence with respect to the initial
data in the L2-norm.

It follows from Theorem 5.3.1 that we can define the continuous (for the L2-norm)
semigroup S (t) : Φ → Φ, u0 7→ u(t), t ≥ 0 (i.e., S (0) = I (identity operator) and
S (t + τ) = S (t) ◦ S (τ), t, τ ≥ 0), where Φ = Hk0(Ω). Furthermore, S (t) is dissipative in
Φ, owing to (5.28), in the sense that it possesses a bounded absorbing set B0 ⊂ Φ (i.e.,
∀B ⊂ Φ bounded, ∃t0 = t0(B) ≥ 0 such that t ≥ t0 =⇒ S (t)B ⊂ B0).
Remark 5.3.2. We can also prove the continuous dependence with respect to the initial
data in the Hk- and H2k-norms and it then follows from (5.46) that S (t) is defined,
continuous and dissipative in (H2k(Ω) ∩ Hk0(Ω)).
Actually, it follows from (5.45) that S (t) possesses a bounded absorbing set B1 such
that B1 is compact in Φ and bounded in H2k(Ω). It thus follows from classical results
(see, e.g., [103] and [127]) that we have the
Theorem 5.3.2. The semigroup S (t) possesses the global attractorA which is compact
in Φ and bounded in H2k(Ω).
Remark 5.3.3. It follows from (5.51) that we can extend S (t) (by continuity and in a
unique way) to L2(Ω).
Remark 5.3.4. (i) We recall that the global attractorA is the smallest (for the inclusion)
compact set of the phase space which is invariant by the flow (i.e., S (t)A = A, ∀t ≥ 0)
and attracts all bounded sets of initial data as time goes to infinity ; it thus appears as
a suitable object in view of the study of the asymptotic behavior of the system. We refer
the reader to, e.g., [103] and [127] for more details and discussions on this.
(ii) We can also prove, based on standard arguments (see, e.g., [103] and [127]) that
A has finite dimension, in the sense of covering dimensions such as the Hausdorff and
the fractal dimensions. The finite-dimensionality means, very roughly speaking, that,
even though the initial phase space has infinite dimension, the reduced dynamics can be
described by a finite number of parameters (we refer the interested reader to, e.g., [103]
and [127] for discussions on this subject).
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Remark 5.3.5. We can also consider periodic boundary conditions, namely,
u is Ω − periodic,
in which case Ω = Π3i=1(0, Li), Li > 0, i ∈ {1, 2, 3}. In that case, we consider the operator
Ak = I + Ak (in order to have a strictly positive operator), where Ak is as above, but
based on Sobolev spaces with periodic functions (see, e.g., [127]), and rewrite (5.11) in
the form
∂u
∂t
+ Aku + Bku + g(u) = 0,
where g(s) = f (s)− s (note that g satisfies properties which are similar to (5.15)-(5.18)).
5.4 The Cahn-Hilliard theory
5.4.1 Setting of the problem
We consider the following initial and boundary value problem, for k ∈ , k ≥ 2 (the
case k = 1 can be treated as in the original Cahn-Hilliard equation ; see, e.g., [32]) :
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0, (5.52)
Dαu = 0 on Γ, |α| ≤ k, (5.53)
u|t=0 = u0. (5.54)
Remark 5.4.1. For k = 1 (anisotropic Cahn-Hilliard equation), we have an equation of
the form
∂u
∂t
+ ∆
3∑
i=1
ai
∂2u
∂x2i
− ∆ f (u) = 0
and, for k = 2 (fourth-order anisotropic Cahn-Hilliard equation), we have an equation
of the form
∂u
∂t
− ∆
3∑
i, j=1
ai j
∂4u
∂x2i ∂x
2
j
+ ∆
3∑
i=1
bi
∂2u
∂x2i
− ∆ f (u) = 0.
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Keeping the same notation as in the previous section, we rewrite (5.52) as
∂u
∂t
− ∆Aku − ∆Bku − ∆ f (u) = 0. (5.55)
As far as the nonlinear term f is concerned, we assume that the assumptions of the
previous section hold and that f is of class C2.
5.4.2 A priori estimates
We multiply (5.55) by (−∆)−1 ∂u
∂t . This gives
d
dt
(‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx) + 2‖
∂u
∂t
‖2−1 = 0. (5.56)
We then multiply (5.55) by (−∆)−1u and have, owing to (5.17) and the interpolation
inequality (5.21) and proceeding as in the previous section,
d
dt
‖u‖2−1 + c(‖u‖
2
Hk(Ω) +
∫
Ω
F(u) dx) ≤ c′, c > 0. (5.57)
Summing (5.56) and (5.57), we obtain a differential inequality of the form
dE3
dt
+ c(E3 + ‖
∂u
∂t
‖2−1) ≤ c
′, c > 0, (5.58)
where
E3 = ‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx + ‖u‖2−1
satisfies
E3 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) − c′, c > 0. (5.59)
It follows from (5.58)-(5.59) and Gronwall’s lemma that
‖u(t)‖2Hk(Ω) ≤ ce
−c′t(‖u0‖2Hk(Ω) +
∫
Ω
F(u0) dx) + c′′, c′ > 0, t ≥ 0, (5.60)
and
∫ t+r
t
‖
∂u
∂t
‖2−1 ds ≤ ce
−c′t(‖u0‖2Hk(Ω) +
∫
Ω
F(u0) dx) + c′′, c′ > 0, t ≥ 0, r > 0 given.
(5.61)
Multiplying next (5.55) by Ãku, we find, owing to the interpolation inequality (5.21)
and proceeding as in the previous section,
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d
dt
‖Ã
1
2
k u‖
2 + c‖u‖2H2k(Ω) ≤ e
−c′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, t ≥ 0. (5.62)
Summing (5.58) and (5.62), we have a differential inequality of the form
dE4
dt
+ c(E4 + ‖u‖2H2k(Ω) + ‖
∂u
∂t
‖2−1) ≤ e
−c′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, t ≥ 0, (5.63)
where
E4 = E3 + ‖Ã
1
2
k u‖
2
satisfies
E4 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) − c′, c > 0. (5.64)
We also multiply (5.55) by ∂u
∂t and obtain, noting that f is of class C
2,
d
dt
(‖A
1
2
k u‖
2 + B
1
2
k [u]) + ‖
∂u
∂t
‖2 ≤ e−c
′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, (5.65)
where
B
1
2
k [u] =
k−1∑
i=1
∑
|α|=i
aα‖∇Dαu‖2.
Summing finally (5.63) and (5.65), we find a differential inequality of the form
dE5
dt
+ c(E5 + ‖u‖2H2k(Ω) + ‖
∂u
∂t
‖2) ≤ e−c
′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, t ≥ 0, (5.66)
where
E5 = E4 + ‖A
1
2
k u‖
2 + B
1
2
k [u]
satisfies
E5 ≥ c(‖u‖2Hk+1(Ω) +
∫
Ω
F(u) dx) − c′, c > 0. (5.67)
In particular, it follows from (5.66)-(5.67) that
‖u(t)‖Hk+1(Ω) ≤ e−ctQ(‖u0‖Hk+1(Ω)) + c′, c > 0, t ≥ 0. (5.68)
We then differentiate (5.55) with respect to time and have
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∂
∂t
∂u
∂t
− ∆Ak
∂u
∂t
− ∆Bk
∂u
∂t
− ∆( f ′(u)
∂u
∂t
) = 0, (5.69)
Dα
∂u
∂t
= 0 on Γ, |α| ≤ k. (5.70)
We multiply (5.69) by (−∆)−1 ∂u
∂t and obtain, owing to (5.16) and the interpolation
inequality (5.21),
d
dt
‖
∂u
∂t
‖2−1 + c‖
∂u
∂t
‖2Hk(Ω) ≤ c
′‖
∂u
∂t
‖2, c > 0,
which yields, employing the interpolation inequality
‖v‖2 ≤ c‖v‖−1‖v‖H1(Ω), v ∈ H10(Ω), (5.71)
the differential inequality
d
dt
‖
∂u
∂t
‖2−1 + c‖
∂u
∂t
‖2Hk(Ω) ≤ c
′‖
∂u
∂t
‖2−1, c > 0. (5.72)
In particular, this yields, owing to (5.61) and employing the uniform Gronwall’s lemma,
‖
∂u
∂t
(t)‖−1 ≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ r, r > 0 given. (5.73)
We finally rewrite (5.55) as an elliptic equation, for t > 0 fixed,
Aku = −(−∆)−1
∂u
∂t
− Bku − f (u), Dαu = 0 on Γ, |α| ≤ k − 1. (5.74)
Multiplying (5.74) by Aku, we find, owing to the interpolation inequality (5.21),
‖u‖2H2k(Ω) ≤ c(e
−c′tQ(‖u0‖Hk(Ω)) + ‖
∂u
∂t
‖2−1) + c
′′, c′ > 0. (5.75)
In particular, it follows from (5.73) (for r = 1) and (5.75) that
‖u(t)‖H2k(Ω) ≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ 1. (5.76)
Remark 5.4.2. If we assume that u0 ∈ H2k+1(Ω)∩Hk0(Ω), we deduce from (5.72), (5.75)
and Gronwall’s lemma an H2k-estimate on u on [0, 1] which, combined with (5.76),
gives an H2k-estimate on u, for all times. This is however not satisfactory, in particular,
in view of the study of attractors.
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Remark 5.4.3. We further assume that f is of class Ck+1. Multiplying (5.55) by Ãk ∂u∂t ,
we have
1
2
d
dt
(‖Aku‖2 + ((Aku, Bku))) + ‖Ã
1
2
k
∂u
∂t
‖2 = −((A
1
2
k f (u), Ã
1
2
k
∂u
∂t
)),
which yields, noting that ‖A
1
2
k f (u)‖
2 ≤ Q(‖u‖Hk+1(Ω)) and owing to (5.68),
d
dt
(‖Aku‖2 + ((Aku, Bku))) ≤ e−ctQ(‖u0‖Hk+1(Ω)) + c′, c > 0, t ≥ 0. (5.77)
Combining (5.77) with (5.66), it follows from (5.67) and the interpolation inequality
(5.21) that
‖u(t)‖H2k(Ω) ≤ Q(‖u0‖H2k(Ω)), t ∈ [0, 1],
so that, owing to (5.76),
‖u(t)‖H2k(Ω) ≤ e−ctQ(‖u0‖H2k(Ω)) + c′, c > 0, t ≥ 0. (5.78)
5.4.3 The dissipative semigroup
We have the
Theorem 5.4.1. (i) We assume that u0 ∈ Hk0(Ω). Then, (5.52)-(5.54) possesses a unique
weak solution u such that, ∀T > 0,
u ∈ L∞(+; Hk0(Ω)) ∩ L
2(0,T ; H2k(Ω) ∩ Hk0(Ω))
and
∂u
∂t
∈ L2(0,T ; H−1(Ω)).
(ii) If we further assume that u0 ∈ Hk+1(Ω) ∩ Hk0(Ω), then, ∀T > 0,
u ∈ L∞(+; Hk+1(Ω) ∩ Hk0(Ω))
and
∂u
∂t
∈ L2(0,T ; L2(Ω)).
(iii) If we further assume that f is of class Ck+1 and u0 ∈ H2k(Ω) ∩ Hk0(Ω), then
u ∈ L∞(+; H2k(Ω) ∩ Hk0(Ω)).
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Proof.
The proofs of existence and regularity in (i), (ii) and (iii) follow from the a priori
estimates derived in the previous subsection and, e.g., a standard Galerkin scheme.
Let now u1 and u2 be two solutions to (5.52)-(5.53) with initial data u0,1 and u0,2,
respectively. We set u = u1 − u2 and u0 = u0,1 − u0,2 and have
∂u
∂t
− ∆Aku − ∆Bku − ∆( f (u1) − f (u2)) = 0, (5.79)
Dαu = 0 on Γ, |α| ≤ k, (5.80)
u|t=0 = u0. (5.81)
Multiplying (5.79) by (−∆)−1u, we obtain, owing to (5.16) and the interpolation
inequalities (5.21) and (5.71),
d
dt
‖u‖2−1 + c‖u‖
2
Hk(Ω) ≤ c
′‖u‖2−1, c > 0. (5.82)
It follows from (5.82) and Gronwall’s lemma that
‖u(t)‖2−1 ≤ e
ct‖u0‖2−1, t ≥ 0, (5.83)
hence the uniqueness, as well as the continuous dependence with respect to the initial
data in the H−1-norm.

It follows from Theorem 5.4.1 that we can define the family of solving operators
S (t) : Φ→ Φ, u0 7→ u(t), t ≥ 0,
where Φ = Hk0(Ω). This family of solving operators forms a semigroup which is conti-
nuous with respect to the H−1-topology. Finally, it follows from (5.60) that we have
the
Theorem 5.4.2. The semigroup S (t) is dissipative in Φ.
Remark 5.4.4. (i) Actually, it follows from (5.76) that we have a bounded absorbing
set B1 which is compact in Φ and bounded in H2k(Ω). This yields the existence of the
global attractorA which is compact in Φ and bounded in H2k(Ω).
(ii) It follows from (5.78) that, if f is of class Ck+1, then S (t) is dissipative in H2k(Ω) ∩
Hk0(Ω).
(iii) It follows from (5.83) that we can extend S (t) (by continuity and in a unique way)
to H−1(Ω).
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Remark 5.4.5. The case of periodic boundary conditions is more delicate, since, inte-
grating (formally) (5.52) over Ω, we have the conservation of mass, namely,
〈u(t)〉 = 〈u0〉, t ≥ 0,
where 〈·〉 = 1Vol(Ω)
∫
Ω
· dx. As a consequence, we cannot expect to find compact attractors
on the whole phase space and have to deal with the nonlocal term 〈 f (u)〉 (see, e.g.,
[127]).
5.5 Numerical simulations
-
6
Γ1
Γ2
Γ3
Γ4
Figure 5.1 – Computational domain : Ω = (0, 1) × (0, 1).
In this section, we give numerical simulations which show the effects of the ani-
sotropy for the generalized Allen-Cahn equations when k = 1, 2 and 3 in the domain
Ω = (0, 1) × (0, 1) (see Figure 5.1). In particular, this shows how the coefficients of hi-
ghest orders affect the solutions. Furthermore, we compare the solutions when different
k’s, time steps or coefficients are taken.
The numerical method applied here is a P1−finite element in space and a forward
Euler discretization in time. The numerical simulations are performed with the software
Freefem++ (see [77]).
For instance, when k = 2, the generalized Allen-Cahn equation reads
∂u
∂t
+ a20
∂4u
∂x4
+ a02
∂4u
∂y4
+ a11
∂4u
∂x2∂y2
− a10
∂2u
∂x2
− a01
∂2u
∂y2
+ f (u) = 0, (5.84)
where, here and in all the simulations, f (s) = s3 − s. We further assume that u is
Ω−periodic. Finally, we take as initial condition a cross in the center of the compu-
tational domain, that is, the initial value in the middle cross is −0.8, while, in the com-
plementary set, it is equal to 0.8, as shown in the following Figure 5.2.
Setting ∂
2u
∂x2 = ω and
∂2u
∂y2 = p, then, integrating by parts, the system which needs to
be solved reads
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
(∂u
∂t , v) − a20(
∂ω
∂x ,
∂v
∂x ) − a02(
∂p
∂y ,
∂v
∂y ) − a11(
∂ω
∂y ,
∂v
∂y ) + a10(
∂u
∂x ,
∂v
∂x ) + a01(
∂u
∂y ,
∂v
∂y )
+( f (u), v) = 0,
(ω, ξ) = −(∂u
∂x ,
∂ξ
∂x ),
(p, ζ) = −(∂u
∂y ,
∂ζ
∂y ),
(5.85)
where the test functions v, ξ, ζ all belong to H1per(Ω).
Next, we introduce the discretization Th of Ω̄ and set
Vh = {vh ∈ C0(Ω̄), (vh)|K ∈ P1, ∀K ∈ Th, vh is Ω − periodic} ⊂ H1per(Ω).
As mentioned above, we use a P1−finite element for the space discretization and a for-
ward Euler scheme for the time discretization. Let u0h ∈ Vh. Then, for n ≥ 0, we look for
(un+1h , ω
n+1
h , p
n+1
h ) ∈ Vh × Vh × Vh such that
1
dt (u
n+1
h , v) − a20(
∂ωn+1h
∂x ,
∂v
∂x ) − a02(
∂pn+1h
∂y ,
∂v
∂y )
−a11(
∂ωn+1h
∂y ,
∂v
∂y ) + a10(
∂un+1h
∂x ,
∂v
∂x ) + a01(
∂un+1h
∂y ,
∂v
∂y ) + ( f (u
n
h), v) −
1
dt (u
n
h, v) = 0,
(ωn+1h , ξ) = −(
∂un+1h
∂x ,
∂ξ
∂x ),
(pn+1h , ζ) = −(
∂un+1h
∂y ,
∂ζ
∂y ),
(5.86)
for all v, ξ, ζ ∈ Vh. We proceed in a similar way for k = 1 and 3. In particular, for k = 3,
we have to deal with a system of 5 second-order equations.
As far as the time step dt is concerned, when k = 1, we take dt = 10−7 (in Figure 5.3
and Figure 5.7), dt = 10−6 (in Figure 5.4 ) and dt = 10−5 (in Figure 5.8). When k = 2,
we take dt = 10−7 and, when k = 3, we take dt = 10−10 (in Figure 5.6 and Figure 5.12 )
and dt = 10−8 (in Figure 5.10) or dt = 10−7 (in Figure 5.3 and Figure 5.7). Here, we use
a grid with 1502 points on the domain Ω.
The next figure (Figure 5.2) shows the initial condition.
IsoValue
-0.884211
-0.757895
-0.673684
-0.589474
-0.505263
-0.421053
-0.336842
-0.252632
-0.168421
-0.0842105
2.77556e-17
0.0842105
0.168421
0.252632
0.336842
0.421053
0.505263
0.589474
0.673684
0.884211
Figure 5.2 – Initial condition.
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5.5.1 The isotropic case
When all the coefficients are set equal to 1, then, as expected, there is no isotropy.
The figures below however show the effects of higher-order terms.
IsoValue
-0.95792
-0.821074
-0.729844
-0.638613
-0.547383
-0.456152
-0.364922
-0.273691
-0.182461
-0.0912305
7.49401e-16
0.0912305
0.182461
0.273691
0.364922
0.456152
0.547383
0.638613
0.729844
0.95792
(a) k = 1, dt = 10−7
IsoValue
-0.939551
-0.800044
-0.70704
-0.614036
-0.521032
-0.428028
-0.335024
-0.24202
-0.149016
-0.0560115
0.0369927
0.129997
0.223001
0.316005
0.409009
0.502013
0.595017
0.688022
0.781026
1.01354
(b) k = 2, dt = 10−7
IsoValue
-0.939551
-0.800044
-0.70704
-0.614036
-0.521032
-0.428028
-0.335024
-0.24202
-0.149016
-0.0560115
0.0369927
0.129997
0.223001
0.316005
0.409009
0.502013
0.595017
0.688022
0.781026
1.01354
(c) k = 3, dt = 10−7
Figure 5.3 – Results after 40 iterations with different k’s and the same time step size.
In the next figures, we take a different time step. We also note that the higher k is,
the smaller the time step has to be taken, since the solution evolves faster in time.
IsoValue
-0.884905
-0.75849
-0.674213
-0.589936
-0.50566
-0.421383
-0.337107
-0.25283
-0.168553
-0.0842766
1.22125e-15
0.0842766
0.168553
0.25283
0.337107
0.421383
0.50566
0.589936
0.674213
0.884905
(a) t = 100 × dt
IsoValue
-0.884315
-0.757984
-0.673764
-0.589543
-0.505323
-0.421102
-0.336882
-0.252661
-0.168441
-0.0842204
-5.07927e-15
0.0842204
0.168441
0.252661
0.336882
0.421102
0.505323
0.589543
0.673764
0.884315
(b) t = 250 × dt
IsoValue
-0.883829
-0.75752
-0.673314
-0.589108
-0.504903
-0.420697
-0.336491
-0.252285
-0.168079
-0.0838733
0.000332571
0.0845384
0.168744
0.25295
0.337156
0.421362
0.505568
0.589774
0.673979
0.884494
(c) t = 1000 × dt
IsoValue
-0.777275
-0.658893
-0.579972
-0.501051
-0.422129
-0.343208
-0.264287
-0.185366
-0.106445
-0.0275233
0.0513979
0.130319
0.20924
0.288162
0.367083
0.446004
0.524925
0.603846
0.682768
0.880071
(d) t = 4000 × dt
Figure 5.4 – k = 1, dt = 10−6.
IsoValue
-0.939551
-0.800044
-0.70704
-0.614036
-0.521032
-0.428028
-0.335024
-0.24202
-0.149016
-0.0560115
0.0369927
0.129997
0.223001
0.316005
0.409009
0.502013
0.595017
0.688022
0.781026
1.01354
(a) t = 40 × dt
IsoValue
-0.939636
-0.803696
-0.713069
-0.622442
-0.531815
-0.441188
-0.350561
-0.259934
-0.169307
-0.0786799
0.0119471
0.102574
0.193201
0.283828
0.374455
0.465082
0.555709
0.646336
0.736963
0.96353
(b) t = 400 × dt
IsoValue
-0.437106
-0.335534
-0.26782
-0.200105
-0.13239
-0.0646756
0.00303909
0.0707538
0.138468
0.206183
0.273898
0.341613
0.409327
0.477042
0.544757
0.612471
0.680186
0.747901
0.815615
0.984902
(c) t = 2000 × dt
IsoValue
-0.017358
0.0455337
0.0874615
0.129389
0.171317
0.213245
0.255173
0.2971
0.339028
0.380956
0.422884
0.464812
0.506739
0.548667
0.590595
0.632523
0.67445
0.716378
0.758306
0.863126
(d) t = 5000 × dt
Figure 5.5 – k = 2, dt = 10−7.
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IsoValue
-1.09951
-0.941531
-0.836209
-0.730887
-0.625564
-0.520242
-0.41492
-0.309598
-0.204275
-0.098953
0.00636933
0.111692
0.217014
0.322336
0.427659
0.532981
0.638303
0.743625
0.848948
1.11225
(a) t = 40 × dt
IsoValue
-1.06009
-0.908839
-0.808005
-0.707171
-0.606338
-0.505504
-0.40467
-0.303836
-0.203002
-0.102169
-0.0013349
0.0994989
0.200333
0.301166
0.402
0.502834
0.603668
0.704502
0.805335
1.05742
(b) t = 500 × dt
IsoValue
-1.09219
-0.942813
-0.843227
-0.743642
-0.644056
-0.54447
-0.444884
-0.345298
-0.245712
-0.146126
-0.0465399
0.053046
0.152632
0.252218
0.351804
0.45139
0.550976
0.650562
0.750148
0.999113
(c) t = 1000 × dt
IsoValue
-1.07647
-0.927994
-0.829012
-0.73003
-0.631048
-0.532067
-0.433085
-0.334103
-0.235121
-0.136139
-0.0371573
0.0618245
0.160806
0.259788
0.35877
0.457752
0.556734
0.655716
0.754698
1.00215
(d) t = 2000 × dt
Figure 5.6 – k = 3, dt = 10−10.
5.5.2 Anisotropy in the x−direction
We now illustrate anisotropic situations. We consider the following situations :
(i) k = 1, a10 = 1 and a01 = 0.01 ;
(ii) k = 2, a20 = 1 and the other coefficients are set equal to 0.01 ;
(iii) k = 3, a30 = 1 and the other coefficients are set equal to 0.01.
We first investigate the anisotropy in the x−direction after 40 iterations, comparing
different k’s when the time step is the same.
IsoValue
-0.958049
-0.821185
-0.729942
-0.638699
-0.547456
-0.456214
-0.364971
-0.273728
-0.182485
-0.0912427
5.82867e-16
0.0912427
0.182485
0.273728
0.364971
0.456214
0.547456
0.638699
0.729942
0.958049
(a)
IsoValue
-1.05688
-0.905541
-0.80465
-0.703759
-0.602867
-0.501976
-0.401085
-0.300193
-0.199302
-0.0984108
0.00248055
0.103372
0.204263
0.305155
0.406046
0.506937
0.607829
0.70872
0.809611
1.06184
(b)
IsoValue
-0.924049
-0.784469
-0.691416
-0.598363
-0.50531
-0.412256
-0.319203
-0.22615
-0.133097
-0.0400435
0.0530097
0.146063
0.239116
0.332169
0.425223
0.518276
0.611329
0.704382
0.797435
1.03007
(c)
Figure 5.7 – (a) k = 1, dt = 10−7 ; (b) k = 2, dt = 10−7 ; (c) k = 3, dt = 10−7.
We then illustrate the case when k, as well as the time step, remain unchanged, but
the number of iterations increases.
IsoValue
-0.918988
-0.787661
-0.700111
-0.61256
-0.525009
-0.437458
-0.349907
-0.262357
-0.174806
-0.087255
0.000295799
0.0878466
0.175397
0.262948
0.350499
0.43805
0.525601
0.613151
0.700702
0.919579
(a) t = 50 × dt
IsoValue
-0.833686
-0.710941
-0.629111
-0.547281
-0.465452
-0.383622
-0.301792
-0.219962
-0.138132
-0.0563024
0.0255275
0.107357
0.189187
0.271017
0.352847
0.434677
0.516507
0.598336
0.680166
0.884741
(b) t = 1000 × dt
IsoValue
-0.674009
-0.56303
-0.489044
-0.415058
-0.341072
-0.267086
-0.1931
-0.119114
-0.0451281
0.0288579
0.102844
0.17683
0.250816
0.324802
0.398788
0.472773
0.546759
0.620745
0.694731
0.879696
(c) t = 2000 × dt
IsoValue
-0.374092
-0.28498
-0.225572
-0.166164
-0.106756
-0.0473481
0.0120599
0.071468
0.130876
0.190284
0.249692
0.3091
0.368508
0.427916
0.487324
0.546732
0.60614
0.665549
0.724957
0.873477
(d) t = 5000 × dt
Figure 5.8 – k = 1, dt = 10−5.
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IsoValue
-1.05688
-0.905541
-0.80465
-0.703759
-0.602867
-0.501976
-0.401085
-0.300193
-0.199302
-0.0984108
0.00248055
0.103372
0.204263
0.305155
0.406046
0.506937
0.607829
0.70872
0.809611
1.06184
(a) t = 40 × dt
IsoValue
-1.11752
-0.966069
-0.865104
-0.76414
-0.663176
-0.562212
-0.461247
-0.360283
-0.259319
-0.158354
-0.0573899
0.0435744
0.144539
0.245503
0.346467
0.447432
0.548396
0.64936
0.750325
1.00274
(b) t = 400 × dt
IsoValue
-1.0267
-0.879716
-0.781726
-0.683736
-0.585746
-0.487756
-0.389766
-0.291776
-0.193786
-0.0957956
0.0021945
0.100185
0.198175
0.296165
0.394155
0.492145
0.590135
0.688125
0.786115
1.03109
(c) t = 2000 × dt
IsoValue
-0.657421
-0.544537
-0.469282
-0.394026
-0.31877
-0.243515
-0.168259
-0.0930032
-0.0177475
0.0575082
0.132764
0.20802
0.283275
0.358531
0.433787
0.509042
0.584298
0.659554
0.734809
0.922949
(d) t = 5000 × dt
Figure 5.9 – k = 2, dt = 10−7.
IsoValue
-1.20159
-1.03742
-0.92798
-0.818537
-0.709094
-0.599651
-0.490208
-0.380764
-0.271321
-0.161878
-0.0524351
0.0570081
0.166451
0.275894
0.385337
0.494781
0.604224
0.713667
0.82311
1.09672
(a) t = 40 × dt
IsoValue
-0.864307
-0.731013
-0.64215
-0.553287
-0.464425
-0.375562
-0.286699
-0.197837
-0.108974
-0.0201114
0.0687512
0.157614
0.246476
0.335339
0.424202
0.513064
0.601927
0.69079
0.779652
1.00181
(b) t = 500 × dt
IsoValue
-0.637889
-0.526109
-0.451589
-0.37707
-0.30255
-0.22803
-0.15351
-0.0789903
-0.00447052
0.0700493
0.144569
0.219089
0.293609
0.368128
0.442648
0.517168
0.591688
0.666208
0.740728
0.927027
(c) t = 1000 × dt
IsoValue
-0.359105
-0.267638
-0.20666
-0.145682
-0.084704
-0.023726
0.037252
0.09823
0.159208
0.220186
0.281164
0.342142
0.40312
0.464098
0.525076
0.586054
0.647032
0.70801
0.768988
0.921433
(d) t = 2000 × dt
Figure 5.10 – k = 3, dt = 10−8.
We can note that we would have similar results in the y−direction.
5.5.3 Influence of the off-diagonal terms
We first note that, when k = 1, there is no cross term. We thus consider the following
two cases :
(i) k = 2, a11 = 1 and the other coefficients are set equal to 0.01.
IsoValue
-1.17525
-1.01147
-0.902277
-0.793086
-0.683896
-0.574705
-0.465515
-0.356324
-0.247134
-0.137943
-0.0287525
0.080438
0.189629
0.298819
0.40801
0.5172
0.626391
0.735581
0.844772
1.11775
(a) t = 40 × dt
IsoValue
-1.39267
-1.21336
-1.09381
-0.974273
-0.854732
-0.73519
-0.615649
-0.496108
-0.376567
-0.257026
-0.137484
-0.0179432
0.101598
0.221139
0.34068
0.460222
0.579763
0.699304
0.818845
1.1177
(b) t = 400 × dt
IsoValue
-1.36399
-1.1912
-1.076
-0.960806
-0.845612
-0.730417
-0.615223
-0.500028
-0.384834
-0.269639
-0.154445
-0.0392503
0.0759442
0.191139
0.306333
0.421528
0.536722
0.651917
0.767111
1.0551
(c) t = 2000 × dt
IsoValue
-1.09345
-0.93933
-0.836585
-0.733839
-0.631094
-0.528348
-0.425603
-0.322857
-0.220112
-0.117367
-0.014621
0.0881244
0.19087
0.293615
0.396361
0.499106
0.601852
0.704597
0.807343
1.06421
(d) t = 5000 × dt
Figure 5.11 – k = 2, dt = 10−7.
(ii) k = 3, a21 = 1 and the other coefficients are set equal to 0.01.
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IsoValue
-1.12102
-0.96114
-0.854552
-0.747965
-0.641377
-0.534789
-0.428201
-0.321613
-0.215026
-0.108438
-0.00185006
0.104738
0.211326
0.317913
0.424501
0.531089
0.637677
0.744264
0.850852
1.11732
(a) t = 40 × dt
IsoValue
-1.07482
-0.92106
-0.818552
-0.716043
-0.613534
-0.511026
-0.408517
-0.306009
-0.2035
-0.100992
0.00151706
0.104026
0.206534
0.309043
0.411551
0.51406
0.616569
0.719077
0.821586
1.07786
(b) t = 250 × dt
IsoValue
-1.3494
-1.17357
-1.05634
-0.939121
-0.821897
-0.704674
-0.58745
-0.470227
-0.353003
-0.23578
-0.118556
-0.00133276
0.115891
0.233114
0.350338
0.467561
0.584785
0.702008
0.819232
1.11229
(c) t = 1000 × dt
IsoValue
-1.43805
-1.25675
-1.13589
-1.01502
-0.894154
-0.773288
-0.652422
-0.531556
-0.41069
-0.289823
-0.168957
-0.0480913
0.0727749
0.193641
0.314507
0.435373
0.556239
0.677105
0.797972
1.10014
(d) t = 5000 × dt
Figure 5.12 – k = 3, dt = 10−10 : (a) after 40 iterations ; (b) after 250 iterations ; (c) after
1000 iterations ; (d) after 5000 iterations.
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6.1 Introduction
The Cahn-Hilliard equation,
Chapitre 6. Higher-order generalized Cahn-Hilliard equations
∂u
∂t
+ ∆2u − ∆ f (u) = 0, (6.1)
plays an essential role in materials science and describes important qualitative features
of two-phase systems related with phase separation processes, assuming isotropy and a
constant temperature. This can be observed, e.g., when a binary alloy is cooled down
sufficiently. One then observes a partial nucleation (i.e., the apparition of nucleides in
the material) or a total nucleation, the so-called spinodal decomposition : the material
quickly becomes inhomogeneous, forming a fine-grained structure in which each of the
two components appears more or less alternatively. In a second stage, which is called
coarsening, occurs at a slower time scale and is less understood, these microstructures
coarsen. Such phenomena play an essential role in the mechanical properties of the
material, e.g., strength. We refer the reader to, e.g., [19], [20], [36], [43], [83], [87],
[105], [106], [107] and [108] for more details.
Here, u is the order parameter (e.g., a density of atoms) and f is the derivative of
a double-well potential F. A thermodynamically relevant potential F is the following
logarithmic function which follows from a mean-field model :
F(s) =
θc
2
(1− s2)+
θ
2
[(1− s) ln(
1 − s
2
)+(1+ s) ln(
1 + s
2
)], s ∈ (−1, 1), 0 < θ < θc, (6.2)
i.e.,
f (s) = −θcs +
θ
2
ln
1 + s
1 − s
, (6.3)
although such a function is very often approximated by regular ones, typically,
F(s) =
1
4
(s2 − 1)2, (6.4)
i.e.,
f (s) = s3 − s. (6.5)
Now, it is interesting to note that the Cahn-Hilliard equation and some of its variants
are also relevant in other phenomena than phase separation. We can mention, for ins-
tance, population dynamics (see [31]), tumor growth (see [7] and [86]), bacterial films
(see [81]), thin films (see [112] and [129]), image processing (see [8], [9], [21], [27] and
[42]) and even the rings of Saturn (see [130]) and the clustering of mussels (see [90]).
In particular, several such phenomena can be modeled by the following generalized
Cahn-Hilliard equation :
∂u
∂t
+ ∆2u − ∆ f (u) + g(x, u) = 0. (6.6)
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We studied in [97] and [99] (see also [7], [27], [37] and [47]) this equation.
The Cahn-Hilliard equation is based on the so-called Ginzburg-Landau free energy,
ΨGL =
∫
Ω
(
1
2
|∇u|2 + F(u)) dx, (6.7)
where Ω is the domain occupied by the system (we assume here that it is a bounded
and regular domain of n, n = 1, 2 or 3, with boundary Γ). In particular, in (6.7), the
term |∇u|2 models short-ranged interactions. It is however interesting to note that such
a term is obtained by truncation of higher-order ones (see [20]) ; it can also be seen as
a first-order approximation of a nonlocal term accounting for long-ranged interactions
(see [65] and [66]).
G. Caginalp and E. Esenturk recently proposed in [23] (see also [22]) higher-order
phase-field models in order to account for anisotropic interfaces (see also [80], [125]
and [132] for other approaches which, however, do not provide an explicit way to com-
pute the anisotropy). More precisely, these authors proposed the following modified free
energy, in which we omit the temperature :
ΨHOGL =
∫
Ω
(
1
2
k∑
i=1
∑
|α|=i
aα|Dαu|2 + F(u)) dx, k ∈ , (6.8)
where, for α = (k1, ..., kn) ∈ ( ∪ {0})n,
|α| = k1 + ... + kn
and, for α , (0, ..., 0),
Dα =
∂|α|
∂xk11 ...∂x
kn
n
(we agree that D(0,..,0)v = v). The corresponding higher-order Cahn-Hilliard equation
then reads
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0. (6.9)
We studied in [32] and [33] the corresponding isotropic model which reads
∂u
∂t
− ∆P(−∆)u − ∆ f (u) = 0, (6.10)
where
P(s) =
k∑
i=1
aisi, ak > 0, k ∈ , s ∈ .
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The anisotropic model (6.9) is treated in [34].
Our aim in this paper is to study the higher-order generalized Cahn-Hillard model
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + g(x, u) = 0. (6.11)
In particular, we study the well-posedness and the regularity of solutions. We also prove
the dissipativity of the corresponding solution operators, as well as the existence of the
global attractor. We finally give numerical simulations which show the effects of the
higher-order terms and the anisotropy.
6.2 Setting of the problem
We consider the following initial and boundary value problem, for k ∈ , k ≥ 2 (the
case k = 1 can be treated as in [97]) :
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + g(x, u) = 0, (6.12)
Dαu = 0 on Γ, |α| ≤ k, (6.13)
u|t=0 = u0. (6.14)
We assume that
aα > 0, |α| = k, (6.15)
and we introduce the elliptic operator Ak defined by
〈Akv,w〉H−k(Ω),Hk0(Ω) =
∑
|α|=k
aα((Dαv,Dαw)), (6.16)
where H−k(Ω) is the topological dual of Hk0(Ω). Furthermore, ((·, ·)) denotes the usual
L2-scalar product, with associated norm ‖ · ‖. More generally, we denote by ‖ · ‖X the
norm on the Banach space X ; we also set ‖ · ‖−1 = ‖(−∆)−
1
2 · ‖, where (−∆)−1 denotes the
inverse minus Laplace operator associated with Dirichlet boundary conditions. We can
note that
(v,w) ∈ Hk0(Ω)
2 7→
∑
|α|=k
aα((Dαv,Dαw))
is bilinear, symmetric, continuous and coercive, so that
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Ak : Hk0(Ω)→ H
−k(Ω)
is indeed well defined. It then follows from elliptic regularity results for linear elliptic
operators of order 2k (see [1], [2] and [3]) that Ak is a strictly positive, selfadjoint and
unbounded linear operator with compact inverse, with domain
D(Ak) = H2k(Ω) ∩ Hk0(Ω),
where, for v ∈ D(Ak),
Akv = (−1)k
∑
|α|=k
aαD2αv.
We further note that D(A
1
2
k ) = H
k
0(Ω) and, for (v,w) ∈ D(A
1
2
k )
2,
((A
1
2
k v, A
1
2
k w)) =
∑
|α|=k
aα((Dαv,Dαw)).
We finally note that (see, e.g., [127]) ‖Ak · ‖ (resp., ‖A
1
2
k · ‖) is equivalent to the usual
H2k-norm (resp., Hk-norm) on D(Ak) (resp., D(A
1
2
k )).
Similarly, we can define the linear operator Ak = −∆Ak,
Ak : Hk+10 (Ω)→ H
−k−1(Ω)
which is a strictly positive, selfadjoint and unbounded linear operator with compact
inverse, with domain
D(Ak) = H2k+2(Ω) ∩ Hk+10 (Ω),
where, for v ∈ D(Ak),
Akv = (−1)k+1∆
∑
|α|=k
aαD2αv.
Furthermore, D(A
1
2
k ) = H
k+1
0 (Ω) and, for (v,w) ∈ D(A
1
2
k )
2,
((A
1
2
k v, A
1
2
k w)) =
∑
|α|=k
aα((∇Dαv,∇Dαw)).
Besides, ‖Ak · ‖ (resp., ‖A
1
2
k · ‖) is equivalent to the usual H
2k+2-norm (resp., Hk+1-norm)
on D(Ak) (resp., D(A
1
2
k )).
We finally consider the operator Ãk = (−∆)−1Ak, where
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Ãk : Hk−10 (Ω)→ H
−k+1(Ω);
note that, as −∆ and Ak commute, then the same holds for (−∆)−1 and Ak, so that Ãk =
Ak(−∆)−1.
We have the
Lemma 6.2.1. The operator Ãk is a strictly positive, selfadjoint and unbounded linear
operator with compact inverse, with domain
D(Ãk) = H2k−2(Ω) ∩ Hk−10 (Ω),
where, for v ∈ D(Ãk),
Ãkv = (−1)k
∑
|α|=k
aαD2α(−∆)−1v.
Furthermore, D(Ã
1
2
k ) = H
k−1
0 (Ω) and, for (v,w) ∈ D(Ã
1
2
k )
2,
((Ã
1
2
k v, Ã
1
2
k w)) =
∑
|α|=k
aα((Dα(−∆)−
1
2 v,Dα(−∆)−
1
2 w)).
Besides, ‖Ãk · ‖ (resp., ‖Ã
1
2
k · ‖) is equivalent to the usual H
2k−2-norm (resp., Hk−1-norm)
on D(Ãk) (resp., D(Ã
1
2
k )).
Proof.
We first note that Ãk clearly is linear and unbounded. Then, since (−∆)−1 and Ak
commute, it easily follows that Ãk is selfadjoint.
Next, the domain of Ãk is defined by
D(Ãk) = {v ∈ Hk−10 (Ω), Ãkv ∈ L
2(Ω)}.
Noting that Ãkv = f , f ∈ L2(Ω), v ∈ D(Ãk), is equivalent to Akv = −∆ f , where −∆ f ∈
H2(Ω)′, it follows from the elliptic regularity results of [1], [2] and [3] that v ∈ H2k−2(Ω),
so that D(Ãk) = H2k−2(Ω) ∩ Hk−10 (Ω).
Noting then that Ã−1k maps L
2(Ω) onto H2k−2(Ω) and recalling that k ≥ 2, we deduce
that Ãk has compact inverse.
We now note that, considering the spectral properties of −∆ and Ak (see, e.g., [127])
and recalling that these two operators commute, −∆ and Ak have a spectral basis formed
of common eigenvectors. This yields that, ∀s1, s2 ∈ , (−∆)s1 and A
s2
k commute.
Having this, we see that Ã
1
2
k = (−∆)
− 12 A
1
2
k , so that D(Ã
1
2
k ) = H
k−1
0 (Ω), and, for (v,w) ∈
D(Ã
1
2
k )
2,
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((Ã
1
2
k v, Ã
1
2
k w)) =
∑
|α|=k
aα((Dα(−∆)−
1
2 v,Dα(−∆)−
1
2 w)).
Finally, as far as the equivalences of norms are concerned, we can note that, for
instance, the norm ‖Ã
1
2
k · ‖ is equivalent to the norm ‖(−∆)
− 12 · ‖Hk(Ω) and, thus, to the
norm ‖(−∆)
k−1
2 · ‖.

Having this, we rewrite (6.12) as
∂u
∂t
− ∆Aku − ∆Bku − ∆ f (u) + g(x, u) = 0, (6.17)
where
Bkv =
k−1∑
i=1
(−1)i
∑
|α|=i
aαD2αv.
As far as the nonlinear term f is concerned, we assume that
f ∈ C2(), f (0) = 0, (6.18)
f ′ ≥ −c0, c0 ≥ 0, (6.19)
f (s)s ≥ c1F(s) − c2 ≥ −c3, c1 > 0, c2, c3 ≥ 0, s ∈ , (6.20)
F(s) ≥ c4s4 − c5, c4 > 0, c5 ≥ 0, s ∈ , (6.21)
where F(s) =
∫ s
0
f (ξ) dξ. In particular, the usual cubic nonlinear term f (s) = s3 − s
satisfies these assumptions.
Furthermore, as far as the function g is concerned, we assume that
g(·, s) is measurable, ∀s ∈ , g(x, ·) is of class C1, a.e. x ∈ Ω, (6.22)
∂g
∂s
(., s) is measurable, ∀s ∈ ;
|g(x, s)| ≤ h(s), a.e. x ∈ Ω, s ∈ , (6.23)
where h ≥ 0 is continuous and satisfies
‖h(v)‖‖v‖ ≤ ε
∫
Ω
F(v) dx + cε, ∀ε > 0, (6.24)
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∀v ∈ L2(Ω) such that
∫
Ω
F(v) dx < +∞, and
|h(s)|2 ≤ c6F(s) + c7, c6, c7 ≥ 0, s ∈ ; (6.25)
|
∂g
∂s
(x, s)| ≤ l(s), a.e. x ∈ Ω, s ∈ , (6.26)
where l ≥ 0 is continuous.
Example 6.2.1. We assume that f (s) = s3 − s. Assumptions (6.22)-(6.26) are satisfied
in the following cases.
(i) Cahn-Hilliard-Oono equation (see [95], [111] and [131]). In that case,
g(x, s) = g(s) = βs, β > 0.
This function was proposed in [111] in order to account for long-ranged (i.e., nonlocal)
interactions, but also to simplify numerical simulations.
(ii) Proliferation term. In that case,
g(x, s) = g(s) = βs(s − 1), β > 0.
This function was proposed in [86] in view of biological applications and, more pre-
cisely, to model wound healing and tumor growth (in one space dimension) and the
clustering of brain tumor cells (in two space dimensions) ; see also [7] for other quadra-
tic functions.
(iii) Fidelity term. In that case,
g(x, s) = λ0χΩ\D(x)(s − ϕ(x)), λ0 > 0, D ⊂ Ω, ϕ ∈ L2(Ω),
where χ denotes the indicator function. This function was proposed in [8] and [9] in
view of applications to image inpainting. Here, ϕ is a given (damaged) image and D is
the inpainting (i.e., damaged) region. Furthermore, the fidelity term g(x, u) is added in
order to keep the solution close to the image outside the inpainting region. The idea in
this model is to solve the equation up to steady state to obtain an inpainted (i.e., restored)
version u(x) of ϕ(x).
Throughout the paper, the same letters c, c′ and c′′ denote (generally positive) constants
which may vary from line to line. Similarly, the same letters Q and Q′ denote (positive)
monotone increasing and continuous (with respect to each argument) functions which
may vary from line to line.
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6.3 A priori estimates
We multiply (6.17) by (−∆)−1 ∂u
∂t and integrate over Ω and by parts. This gives
d
dt
(‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx) + 2‖
∂u
∂t
‖2−1 = −((g(·, u), (−∆)
−1∂u
∂t
)),
where
B
1
2
k [u] =
k−1∑
i=1
∑
|α|=i
aα‖Dαu‖2
(note that B
1
2
k [u] is not necessarily nonnegative). This yields, owing to (6.23) and (6.25),
d
dt
(‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx) + ‖
∂u
∂t
‖2−1 ≤ c
∫
Ω
F(u) dx + c′. (6.27)
We can note that, owing to the interpolation inequality
‖v‖Hi(Ω) ≤ c(i)‖v‖
i
m
Hm(Ω)‖v‖
1− im , (6.28)
v ∈ Hm(Ω), i ∈ {1, ...,m − 1}, m ∈ , m ≥ 2,
there holds
|B
1
2
k [u]| ≤
1
2
‖A
1
2
k u‖
2 + c‖u‖2.
This yields, employing (6.21),
‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx ≥
1
2
‖A
1
2
k u‖
2 +
∫
Ω
F(u) dx + c‖u‖4L4(Ω) − c
′‖u‖2 − c′′,
whence
‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) − c′, c > 0, (6.29)
noting that, owing to Young’s inequality,
‖u‖2 ≤ ε‖u‖4L4(Ω) + cε, ∀ε > 0. (6.30)
We then multiply (6.17) by (−∆)−1u and have, owing to (6.20), (6.23), (6.24) and the
interpolation inequality (6.28),
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d
dt
‖u‖2−1 + c(‖u‖
2
Hk(Ω) +
∫
Ω
F(u) dx) ≤ c′‖u‖2 + ε
∫
Ω
F(u) dx + c′′ε , ∀ε > 0,
hence, proceeding as above and employing, in particular, (6.21),
d
dt
‖u‖2−1 + c(‖u‖
2
Hk(Ω) +
∫
Ω
F(u) dx) ≤ c′, c > 0. (6.31)
Summing δ1 times (6.27) and (6.31), where δ1 > 0 is small enough, we obtain a
differential inequality of the form
dE1
dt
+ c(E1 + ‖
∂u
∂t
‖2−1) ≤ c
′, c > 0, (6.32)
where
E1 = δ1(‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u) dx) + ‖u‖2−1
satisfies, owing to (6.29),
E1 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) − c′, c > 0. (6.33)
Note indeed that
E1 ≤ c‖u‖2Hk(Ω) + 2
∫
Ω
F(u) dx
≤ c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) − c′, c > 0, c′ ≥ 0.
It follows from (6.32)-(6.33) and Gronwall’s lemma that
‖u(t)‖2Hk(Ω) ≤ ce
−c′t(‖u0‖2Hk(Ω) +
∫
Ω
F(u0) dx) + c′′, c′ > 0, t ≥ 0, (6.34)
and
∫ t+r
t
‖
∂u
∂t
‖2−1 ds ≤ ce
−c′t(‖u0‖2Hk(Ω) +
∫
Ω
F(u0) dx) + c′′, c′ > 0, t ≥ 0, r > 0 given.
(6.35)
Multiplying next (6.17) by Ãku, we find, owing to (6.23) and the interpolation in-
equality (6.28),
d
dt
‖Ã
1
2
k u‖
2 + c‖u‖2H2k(Ω) ≤ c(‖u‖
2 + ‖ f (u)‖2 + ‖h(u)‖2). (6.36)
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It follows from the continuity of f , F and h, the continuous embedding Hk(Ω) ⊂ C(Ω)
(recall that k ≥ 2) and (6.34) that
‖u‖2 + ‖ f (u)‖2 + ‖h(u)‖2 ≤ Q(‖u‖Hk(Ω)) (6.37)
≤ e−ctQ(‖u0‖Hk(Ω)) + c′, c > 0, t ≥ 0,
so that
d
dt
‖Ã
1
2
k u‖
2 + c‖u‖2H2k(Ω) ≤ e
−c′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, t ≥ 0. (6.38)
Summing (6.32) and (6.38), we have a differential inequality of the form
dE2
dt
+ c(E2 + ‖u‖2H2k(Ω) + ‖
∂u
∂t
‖2−1) ≤ e
−c′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, t ≥ 0, (6.39)
where
E2 = E1 + ‖Ã
1
2
k u‖
2
satisfies
E2 ≥ c(‖u‖2Hk(Ω) +
∫
Ω
F(u) dx) − c′, c > 0. (6.40)
We now multiply (6.17) by ∂u
∂t and obtain, noting that f is of class C
2, so that
‖∆ f (u)‖ ≤ Q(‖u‖Hk(Ω)),
and proceeding as above,
d
dt
(‖A
1
2
k u‖
2 + B
1
2
k [u]) + ‖
∂u
∂t
‖2 ≤ e−c
′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, (6.41)
where
B
1
2
k [u] =
k−1∑
i=1
∑
|α|=i
aα‖∇Dαu‖2.
Summing finally (6.39) and (6.41), we find a differential inequality of the form
dE3
dt
+ c(E3 + ‖u‖2H2k(Ω) + ‖
∂u
∂t
‖2) ≤ e−c
′tQ(‖u0‖Hk(Ω)) + c′′, c, c′ > 0, t ≥ 0, (6.42)
where
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E3 = E2 + ‖A
1
2
k u‖
2 + B
1
2
k [u]
satisfies, proceeding as above,
E3 ≥ c(‖u‖2Hk+1(Ω) +
∫
Ω
F(u) dx) − c′, c > 0. (6.43)
In particular, it follows from (6.42)-(6.43) that
‖u(t)‖Hk+1(Ω) ≤ e−ctQ(‖u0‖Hk+1(Ω)) + c′, c > 0, t ≥ 0. (6.44)
We then rewrite (6.17) as an elliptic equation, for t > 0 fixed,
Aku = −(−∆)−1
∂u
∂t
− Bku − f (u) − (−∆)−1g(x, u), Dαu = 0 on Γ, |α| ≤ k − 1. (6.45)
Multiplying (6.45) by Aku, we have, owing to (6.23) and the interpolation inequality
(6.28),
‖Aku‖2 ≤ c(‖u‖2 + ‖ f (u)‖2 + ‖h(u)‖2 + ‖
∂u
∂t
‖2−1), (6.46)
hence, proceeding as above (employing, in particular, (6.37)),
‖u‖2H2k(Ω) ≤ c(e
−c′tQ(‖u0‖Hk(Ω)) + ‖
∂u
∂t
‖2−1) + c
′′, c′ > 0. (6.47)
In a next step, we differentiate (6.17) with respect to time and obtain
∂
∂t
∂u
∂t
− ∆Ak
∂u
∂t
− ∆Bk
∂u
∂t
− ∆( f ′(u)
∂u
∂t
) +
∂g
∂s
(x, u)
∂u
∂t
= 0, (6.48)
Dα
∂u
∂t
= 0 on Γ, |α| ≤ k. (6.49)
We multiply (6.48) by (−∆)−1 ∂u
∂t and find, owing to (6.19), (6.26), the interpolation
inequality (6.28) and the continuous embedding H2(Ω) ⊂ L∞(Ω),
d
dt
‖
∂u
∂t
‖2−1 + c‖
∂u
∂t
‖2Hk(Ω) ≤ c
′(‖
∂u
∂t
‖2 + ‖l(u)‖‖
∂u
∂t
‖‖(−∆)−1
∂u
∂t
‖L∞(Ω))
≤ c′(‖
∂u
∂t
‖2 + ‖l(u)‖‖
∂u
∂t
‖2), c > 0,
which yields, employing the interpolation inequality
‖v‖2 ≤ c‖v‖−1‖v‖H1(Ω), v ∈ H10(Ω), (6.50)
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and proceeding as above (note that l is continuous), the differential inequality
d
dt
‖
∂u
∂t
‖2−1 + c‖
∂u
∂t
‖2Hk(Ω) ≤ c
′(e−c
′′tQ(‖u0‖Hk(Ω)) + 1)‖
∂u
∂t
‖2−1, c, c
′′ > 0. (6.51)
In particular, this yields, owing to (6.35) and employing the uniform Gronwall’s lemma
(see, e.g., [127]),
‖
∂u
∂t
(t)‖−1 ≤
1
r
1
2
Q(e−ctQ′(‖u0‖Hk(Ω)) + c′), c > 0, t ≥ r, r > 0 given, (6.52)
where the (continuous and monotone increasing) function Q is of the form Q(s) = csec
′s.
In particular, it follows from (6.47) and (6.52) (for r = 1) that
‖u(t)‖H2k(Ω) ≤ Q(e−ctQ′(‖u0‖Hk(Ω)) + c′), c > 0, t ≥ 1. (6.53)
Remark 6.3.1. If we assume that u0 ∈ H2k+1(Ω)∩Hk0(Ω), we deduce from (6.47), (6.51)
and Gronwall’s lemma an H2k-estimate on u on [0, 1] which, combined with (6.53),
gives an H2k-estimate on u, for all times. This is however not satisfactory, in particular,
in view of the study of attractors.
Remark 6.3.2. We assume that, for simplicity, g(x, s) = g(s) and we further assume that
f is of class Ck+1 and g is of class Ck−1. Multiplying (6.17) by Ãk ∂u∂t , we have
1
2
d
dt
(‖Aku‖2 + ((Aku, Bku))) + ‖Ã
1
2
k
∂u
∂t
‖2 = −((A
1
2
k f (u), Ã
1
2
k
∂u
∂t
)) − ((Ã
1
2
k g(u), Ã
1
2
k
∂u
∂t
)),
which yields, noting that ‖A
1
2
k f (u)‖
2 + ‖Ã
1
2
k g(u)‖
2 ≤ Q(‖u‖Hk+1(Ω)) and owing to (6.44),
d
dt
(‖Aku‖2 + ((Aku, Bku))) ≤ e−ctQ(‖u0‖Hk+1(Ω)) + c′, c > 0, t ≥ 0. (6.54)
Combining (6.54) with (6.42), it follows from (6.43) and the interpolation inequality
(6.28) that
‖u(t)‖H2k(Ω) ≤ Q(‖u0‖H2k(Ω)), t ∈ [0, 1],
so that, owing to (6.53),
‖u(t)‖H2k(Ω) ≤ Q(e−ctQ′(‖u0‖H2k(Ω)) + c′), c > 0, t ≥ 0. (6.55)
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6.4 The dissipative semigroup
We first give the definition of a weak solution to (6.12)-(6.14).
Definition 6.4.1. We assume that u0 ∈ L2(Ω). A weak solution to (6.12)-(6.14) is a
function u such that, for any given T > 0,
u ∈ C([0,T ]; L2(Ω)) ∩ L2(0,T ; Hk0(Ω)),
u(0) = u0 in L2(Ω)
and
d
dt
(((−∆)−1u, v)) +
k∑
i=1
∑
|α|=i
ai((Dαu,Dαv)) + (( f (u), v))
+(((−∆)−1g(x, u), v)) = 0, ∀v ∈ Hk0(Ω),
in the sense of distributions.
We have the
Theorem 6.4.1. (i) We assume that u0 ∈ Hk0(Ω). Then, (6.12)-(6.14) possesses a unique
weak solution u such that, ∀T > 0,
u ∈ L∞(+; Hk0(Ω)) ∩ L
2(0,T ; H2k(Ω) ∩ Hk0(Ω))
and
∂u
∂t
∈ L2(0,T ; H−1(Ω)).
(ii) If we further assume that u0 ∈ Hk+1(Ω) ∩ Hk0(Ω), then, ∀T > 0,
u ∈ L∞(+; Hk+1(Ω) ∩ Hk0(Ω))
and
∂u
∂t
∈ L2(0,T ; L2(Ω)).
(iii) If we further assume that f is of class Ck+1, g(x, s) = g(s), g is of class Ck−1 and
u0 ∈ H2k(Ω) ∩ Hk0(Ω), then
u ∈ L∞(+; H2k(Ω) ∩ Hk0(Ω)).
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Proof. The proofs of existence and regularity in (i), (ii) and (iii) follow from the a
priori estimates derived in the previous section and, e.g., a standard Galerkin scheme.
Indeed, we can note that, since the operators −∆, Ak, Ak and Ãk are linear, selfadjoint and
strictly positive operators with compact inverse which commute, they have a spectral
basis formed of common eigenvectors. We then take this spectral basis as Galerkin basis,
so that all the a priori estimates derived in the previous section are justified within the
Galerkin scheme.
Let now u1 and u2 be two solutions to (6.12)-(6.13) with initial data u0,1 and u0,2,
respectively. We set u = u1 − u2 and u0 = u0,1 − u0,2 and have
∂u
∂t
− ∆Aku − ∆Bku − ∆( f (u1) − f (u2)) + g(x, u1) − g(x, u2) = 0, (6.56)
Dαu = 0 on Γ, |α| ≤ k, (6.57)
u|t=0 = u0. (6.58)
Multiplying (6.56) by (−∆)−1u, we obtain, owing to (6.19), (6.26), (6.34) and the
interpolation inequalities (6.28) and (6.50),
d
dt
‖u‖2−1 + c‖u‖
2
Hk(Ω) ≤ Q‖u‖
2
−1, c > 0, (6.59)
where
Q = Q(‖u0,1‖Hk(Ω), ‖u0,2‖Hk(Ω)).
Here, we have used the fact that, owing to (6.26) and (6.34),
‖g(x, u1) − g(x, u2)‖ ≤ Q(‖u1‖Hk(Ω), ‖u2‖Hk(Ω))‖u‖
≤ Q(‖u0,1‖Hk(Ω), ‖u0,2‖Hk(Ω))‖u‖.
It follows from (6.59) and Gronwall’s lemma that
‖u(t)‖2−1 ≤ e
Qt‖u0‖2−1, t ≥ 0, (6.60)
hence the uniqueness, as well as the continuous dependence with respect to the initial
data in the H−1-norm.

It follows from Theorem 6.4.1 that we can define the family of solving operators
S (t) : Φ→ Φ, u0 7→ u(t), t ≥ 0,
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where Φ = Hk0(Ω). This family of solving operators forms a semigroup which is conti-
nuous with respect to the H−1-topology. Finally, it follows from (6.34) that we have
the
Theorem 6.4.2. The semigroup S (t) is dissipative in Φ, in the sense that it possesses
a bounded absorbing set B0 ⊂ Φ (i.e., ∀B ⊂ Φ bounded, ∃t0 = t0(B) ≥ 0 such that
t ≥ t0 =⇒ S (t)B ⊂ B0).
Remark 6.4.1. (i) Actually, it follows from (6.53) that we have a bounded absorbing
set B1 which is compact in Φ and bounded in H2k(Ω). This yields the existence of the
global attractorA which is compact in Φ and bounded in H2k(Ω).
(ii) We recall that the global attractor A is the smallest (for the inclusion) compact set
of the phase space which is invariant by the flow (i.e., S (t)A = A, ∀t ≥ 0) and attracts
all bounded sets of initial data as time goes to infinity ; it thus appears as a suitable
object in view of the study of the asymptotic behavior of the system. We refer the reader
to, e.g., [103] and [127] for more details and discussions on this.
(iii) We can also prove, based on standard arguments (see, e.g., [103] and [127]) that
A has finite dimension, in the sense of covering dimensions such as the Hausdorff and
the fractal dimensions. The finite-dimensionality means, very roughly speaking, that,
even though the initial phase space has infinite dimension, the reduced dynamics can be
described by a finite number of parameters (we refer the interested reader to, e.g., [103]
and [127] for discussions on this subject).
Remark 6.4.2. In the numerical simulations given in the next section below, the equa-
tions will be endowed with periodic boundary conditions. From a mathematical point
of view, these boundary conditions are much more delicate to handle, since we have to
estimate the spatial average of the order parameter 〈u〉 = 1Vol(Ω)
∫
Ω
u dx (see [27], [36]
and [47]). When g ≡ 0, this is straightforward, since we have the conservation of mass,
namely,
〈u(t)〉 = 〈u0〉, ∀t ≥ 0.
However, when g does not vanish, we are not able to estimate this quantity in general.
6.5 Numerical simulations
We give in this section several numerical simulations in order to illustrate the effects
of the higher-order terms on the anisotropy. The computations presented below are per-
formed with the software FreeFem++, for k = 2. We also take Ω bi-dimensional and
rectangular. Finally, the system is associated with periodic boundary conditions.
The problem can be written as, for k = 2,
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
∂u
∂t
+ ∆w +
1
ε
g(x, u) = 0,
w + a20ε
∂4u
∂x4
+ a02ε
∂4u
∂y4
+ a11ε
∂4u
∂x2∂y2
− a10ε
∂2u
∂x2
− a01ε
∂2u
∂y2
+
1
ε
f (u) = 0,
u, w are Ω − periodic,
u(0, x, y) = u0(x, y),
where ε > 0 is introduced to take into account the diffuse interface thickness. Setting
∂2u
∂x2
= p,
∂2u
∂y2
= q,
∂4u
∂x2∂y2
=
1
2
∂2 p
∂y2
+
1
2
∂2q
∂x2
,
then, integrating by parts, the system which needs to be solved reads
Find (u,w, p, q) ∈ H1per(Ω)
4 such that

((
∂u
∂t
, v1)) − ((∇w,∇v1)) +
1
ε
((g(x, u), v1)) = 0,
((w, v2)) − a20ε((
∂p
∂x
,
∂v2
∂x
)) − a02ε((
∂q
∂y
,
∂v2
∂y
))
−
a11ε
2
((
∂p
∂y
,
∂v2
∂y
)) −
a11ε
2
((
∂q
∂x
,
∂v2
∂x
))
− a10ε((p, v2)) − a01ε((q, v2)) +
1
ε
(( f (u), v2)) = 0,
((p, v3)) + ((
∂u
∂x
,
∂v3
∂x
)) = 0,
((q, v4)) + ((
∂u
∂y
,
∂v4
∂y
)) = 0,
where the test functions v1, v2, v3, v4 all belong in H1per(Ω).
The mesh is obtained by dividing Ω into 1492 rectangles, each rectangle being divi-
ded along the same diagonal into two triangles. The computations in Fig. 6.2, 6.3, 6.4
are based on a P1 finite element method for the space discretization, while we used a P2
finite element method for Fig. 6.5, 6.6, 6.7. The time discretization uses a semi-implicit
Euler scheme (implicit for the linear terms and explicit for the nonlinear ones).
We give numerical results concerning a higher-order Cahn-Hilliard-Oono equation
(Fig. 6.2), a higher order phase-field crystal equation (Fig. 6.3, 6.4) and a higher-order
Cahn-Hilliard equation with a mass source for tumor growth(Fig. 6.5, 6.6, 6.7).
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(i) Cahn-Hilliard-Oono equation (See Fig. 6.2)
Ω = [0, 1] × [0, 1], coefficients ai j in Table 6.1,
f (u) = u3 − u, g(x, u) = 0.5u,
u(1)0 randomly distributed between -1 and 1, ε = 1, step size ∆t = 5.10
−8.
(ii) Phase field crystal equation. (See Fig. 6.3)
Coefficients ai j in Table 6.2, ∆t = 10−4,
f (u) = u3 + (1 − 0.025)u, g(x, u) = 2u, ε = 1,
u(2)0 randomly distributed between -0.2 and 0.3, Ω = [−10, 10] × [−10, 10].
(iii) Phase-field crystal equation. (See Fig. 6.4)
Coefficients ai j in Table 6.3, ∆t = 10−3,
f (u) = u3 + (1 − 0.025)u, g(x, u) = 2u, ε = 1,
u(3)0 = 0.07 − 0.02 cos
2π(x − 12)
32
sin
2π(y − 1)
32
+ 0.02 cos2
π(x + 10)
32
cos2
π(y + 3)
32
− 0.01 sin2
4πx
32
sin2
4π(y − 6)
32
, Ω = [0, 32] × [0, 32].
(iv) Tumor proliferation term. (See Fig. 6.5, 6.6, 6.7)
Coefficients ai j in Table 6.4, 6.5, 6.6
f (u) = u3 − u, Ω = [−0.7, 1, 7] × [−1.7, 0.7], ∆t = 10−6
g(x, u) = 46(u + 1) − 280(u − 1)2(u + 1)2, ε = 0.0125,
u(4)0 = − tanh
(
1
√
2ε
( √
2(x − 0.5)2 + 0.25(y + 0.5)2 − 0.1
))
∈ [−1, 1].
The initial conditions u(3)0 and u
(4)
0 are shown in Fig. 9.9.
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(a) Phase-field crystal : u(3)0 (b) Tumor growth : u
(4)
0
Figure 6.1 – Initial conditions u(3)0 and u
(4)
0 .
(a) t = 10−6 (b) t = 10−6 (c) t = 10−6 (d) t = 10−6
(e) t = 5 × 10−6 (f) t = 5 × 10−6 (g) t = 5 × 10−6 (h) t = 5 × 10−6
Figure 6.2 – Initial condition u(1)0 , f = u
3 − u, g = 0.5u, ε = 0.05, ∆t = 5 × 10−8.
Table 6.1 – Coefficients ai j for Fig. 6.2
column a20 a11 a02 a10 a01 Remark
1 0 0 0 1 1 Cahn-Hilliard-Oono
2 1e-2 1e-4 1e-4 1e-4 1e-4 x-direction
3 1e-4 1e-2 1e-4 1e-4 1e-4 cross-direction
4 1e-4 1e-4 1e-2 1e-4 1e-4 y-direction
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(a) t = 2.5 × 10−2 (b) t = 2.5 × 10−2 (c) t = 2.5 × 10−2 (d) t = 2.5 × 10−2
(e) t = 5 × 10−2 (f) t = 5 × 10−2 (g) t = 5 × 10−2 (h) t = 5 × 10−2
(i) t = 7.5 × 10−2 (j) t = 7.5 × 10−2 (k) t = 7.5 × 10−2 (l) t = 7.5 × 10−2
(m) t = 10−1 (n) t = 10−1 (o) t = 10−1 (p) t = 10−1
Figure 6.3 – Initial condition u(2)0 , f = u
3 + (1 − 0.025)u, g = 2u, ε = 1, ∆t = 10−4.
Table 6.2 – Coefficients ai j for Fig. 6.3
Column a20 a11 a02 a10 a01 Remark
1 1 1 1 -2 -2 Phase-field crystal
2 1 0.1 0.1 -2 -2 x-direction
3 0.1 1 0.1 -2 -2 cross-direction
4 0.1 0.1 1 -2 -2 y-direction
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(a) t = 1.5 × 10−2 (b) t = 1.5 × 10−2 (c) t = 1.5 × 10−2
(d) t = 3 × 10−2 (e) t = 3 × 10−2 (f) t = 3 × 10−2
(g) t = 4.5 × 10−2 (h) t = 4.5 × 10−2 (i) t = 4.5 × 10−2
(j) t = 6 × 10−2 (k) t = 6 × 10−2 (l) t = 6 × 10−2
Figure 6.4 – Initial condition u(3)0 , f = u
3 + (1 − 0.025)u, g = 2u, ε = 1, ∆t = 10−3.
Table 6.3 – Coefficients ai j for Fig.6.4
Row a20 a11 a02 a10 a01 Remark
1 1 0.5 0.5 -2 -2 x-direction
2 0.5 1 0.5 -2 -2 cross-direction
3 0.5 0.5 1 -2 -2 y-direction
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(a) t = 1.5 × 10−2 (b) t = 1.5 × 10−2
(c) t = 2.5 × 10−2 (d) t = 2.5 × 10−2
Figure 6.5 – Initial condition u(4)0 , f = u
3 − u, g = 46(u + 1) − 280(u − 1)2(u + 1)2, ε =
0.0125, ∆t = 10−6.
Table 6.4 – Coefficients ai j for Fig. 6.5
Column a20 a11 a02 a10 a01 Remark
1 0 0 0 1 1 Cahn-Hilliard
2 5e-5 5e-5 5e-5 1 1 isotropy
(a) t = 1.5 × 10−2 (b) t = 1.5 × 10−2 (c) t = 1.5 × 10−2
(d) t = 2.5 × 10−2 (e) t = 2.5 × 10−2 (f) t = 2.5 × 10−2
Figure 6.6 – Initial condition u(4)0 , k = 2, f = u
3 − u, g =
46(u + 1) − 280(u − 1)2(u + 1)2, ε = 0.0125, ∆t = 10−6.
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Table 6.5 – Coefficients ai j for Fig. 6.6
Column a20 a11 a02 a10 a01 Remark
1 1.8e-5 5e-6 5e-6 1 1 x -direction
2 5e-6 1.8e-5 5e-6 1 1 cross-direction
3 5e-6 5e-6 1.8e-5 1 1 y-direction
(a) t = 4 × 10−3 (b) t = 4 × 10−3 (c) t = 4 × 10−3
(d) t = 2 × 10−2 (e) t = 2 × 10−2 (f) t = 2 × 10−2
Figure 6.7 – Initial condition u(4)0 , f = u
3 − u, g = 46(u + 1) − 280(u − 1)2(u + 1)2, ε =
0.0125, ∆t = 10−6.
Table 6.6 – Coefficients ai j for Fig. 6.7
Column a20 a11 a02 a10 a01 Remark
1 5e-4 5e-6 5e-6 1 1 x-direction
2 5e-6 5e-4 5e-6 1 1 cross-direction
3 5e-6 5e-6 5e-4 1 1 y-direction
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7.1 Introduction
We study in this paper the modified higher-order anisotropic Cahn-Hilliard equa-
tions which read, for k ∈ , k ≥ 2, x ∈ Ω ⊂ d (d = 1, 2, 3),
β∂ttu + ∂tu − ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0, (7.1)
where Ω is assumed to be a bounded and regular domain occupied by the system with
boundary Γ ; u is the order parameter, for instance, the density of atoms ; f is the deri-
vative of a double-well potential F, and β > 0 is a relaxation time. The Cahn-Hilliard
equation ([19, 20]), which describes important features of binary alloys in phase sepa-
ration processes, such as spinodal decomposition and coarsening,
Chapitre 7. Well-posedness for modified higher-order anisotropic Cahn-Hilliard equations
∂u
∂t
+ ∆2u − ∆ f (u) = 0, (7.2)
is considered as an H−1-gradient flow of the so-called Ginzburg-Landau (see [68, 69])
free energy,
ΨGL =
∫
Ω
(
1
2
|∇u|2 + F(u)
)
dx. (7.3)
In (7.3), the term |∇u|2 models short-ranged interactions. It is however interesting to note
that such a term is obtained by truncation of higher-order ones (see [20]) ; it can also
be seen as a first-order approximation of a nonlocal term accounting for long-ranged
interactions (see [65] and [66]).
Concerning the inertial term (namely, the hyperbolic term : β∂ttu), in fact, a hyperbo-
lic relaxation of the one-dimensional Cahn-Hilliard equation has been proposed in [50],
in order to model rapid spinodal decompositions in a binary alloy. Furthermore, S. Gatti
et al. provided in [62] a detailed analysis of the longterm properties of the solutions for
a hyperbolic relaxation of the one-dimensional Cahn-Hilliard equation in the singular
limit when the relaxation parameter goes to zero.
We notice that, when k = 1, without consideration of anisotropy, the equation be-
comes
β∂ttu + ∂tu − ∆[∆2u + 2∆u + f (u)] = 0, (7.4)
which is a so-called modified phase field crystal equation (abbr., MPFC) and was propo-
sed in [123] by P. Stefanovic et al. (see also in [124]). The MPFC equation incorporates
both fast elastic relaxation and slower mass diffusion which has achieved to distinguish
between the elastic relaxation and diffusion time scales. In [75] and [76], M. Grasselli
and H. Wu proved the well-posedness and established the existence of an exponential
attractor for the MPFC equation (7.4) endowed with periodic boundary conditions. Ad-
ditionally, in [72], M. Grasselli and M. Pierre proposed a space semi-discrete and a fully
discrete finite element scheme for the MPFC model and established their convergence
to equilibrium both theoretically and numerically. We refer the readers to [135, 136] for
more numerical methods to solve the MPFC model and [45, 50, 56, 79] for the theore-
tical and numerical study on the phase field model without a relaxation.
We further studied (7.1) in [140], in which we assumed the well-posedness of so-
lutions, the numerical approximations for a hyperbolic relaxation of the higher-order
anisotropic generalized Cahn-Hilliard models which was inspired by the work of M.
Grasselli and M. Pierre in [72], employing the finite element and spectral methods. In
this article, we will focus on the well-posedness of the hyperbolic equations and their
solutions, more precisely, the existence, uniqueness and regularity.
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Considering the anisotropic phenomenon, recently, G. Caginalp and E. Esenturk
proposed in [23] (see also [22]) higher-order phase-field models in order to account for
anisotropic interfaces (see also [40, 80, 119, 125, 128] and [132] for other approaches
which, however, do not provide an explicit way to compute the anisotropy). More pre-
cisely, these authors proposed the following modified free energy, in which we omit the
temperature :
ΨHOGL =
∫
Ω
(
1
2
k∑
i=1
∑
|α|=i
aα|Dαu|2 + F(u)) dx, k ∈ , (7.5)
where, for α = (k1, k2, k3) ∈ ( ∪ {0})3,
|α| = k1 + k2 + k3
and, for α , (0, 0, 0),
Dα =
∂|α|
∂xk11 ∂x
k2
2 ∂x
k3
3
(we agree thatD(0,0,0)v = v).
The corresponding higher-order anisotropic Cahn-Hilliard equation (it also corres-
ponds to the case when β = 0 in equation (7.1)) then reads
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0. (7.6)
We studied in [32] the corresponding higher-order isotropic models, namely,
∂u
∂t
− ∆P(−∆)u − ∆ f (u) = 0, (7.7)
where
P(s) =
k∑
i=1
aisi, ak > 0, k ≥ 1, s ∈ .
We also refer the readers to [84, 85, 95, 96, 97] (see also [117, 118]) the study on higher-
order Cahn-Hilliard type equations.The anisotropic model (7.6) was analysed in [34],
and the generalized anisotropic model which contains a continuous function g(x, u) was
studied in [35], in both of which, numerical simulations were performed to illustrate the
anisotropic effects.
Taking the nonlinearity into account, the authors in [33] have considered (7.7) (see
also in [30, 36, 41, 70, 96, 99, 104] for other equations) endowed with a thermodynami-
cally relevant potential F which is associated to the mean-field model :
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F(s) =
θc
2
(1−s2) +
θ
2
(
(1 − s) ln(
1 − s
2
) + (1 + s) ln(
1 + s
2
)
)
,
s ∈ (−1, 1), 0 < θ < θc,
(7.8)
i.e.,
f (s) = −θcs +
θ
2
ln
1 + s
1 − s
, (7.9)
where θ and θc are proportional to the absolute temperature and a critical temperature,
respectively. However, in this paper (and also in [72, 75, 76] and [140], etc.), we consider
a polynomial type nonlinearity, for example,
F(s) =
1
4
(s2 − 1)2, (7.10)
i.e.,
f (s) = F′(s) = s3 − s. (7.11)
Our interests in this paper is to study the well-posedness of a hyperbolic relaxation
of the higher-order anisotropic Cahn-Hilliard equation. In Section 2, detailed notations
on operators, spaces and parameters are provided, then in Section 3, the exact problem
is addressed and after which, in Section 4, a priori estimates are derived in detail. In
Section 5, the existence and uniqueness of weak solution are given and proved, as well
as the dissipativity of semigroup.
7.2 Prelimilaries
For a real Banach space X, we set ‖ · ‖X as the norm of X and 〈·, ·〉 as the dua-
lity product between X and the topological dual of X. Generally, ‖ · ‖ denotes the
L2−norm and ‖ · ‖−1 = ‖(−∆)
1
2 · ‖, where (−∆)−1 denotes the inverse minus Laplace
operator associated with Dirichlet boundary conditions. Moreover, for v,w ∈ H−1(Ω),
((v,w))−1 = (((−∆)−
1
2 v, (−∆)−
1
2 w)), where ((·, ·)) denotes the usual L2−scalar product.
Assuming that k ≥ 2 (k ∈ ), and aα > 0 (|α| = k), we define the elliptic operator Ak
as
〈Akv,w〉H−k(Ω),Hk0(Ω) =
∑
|α|=k
aα((Dαv,Dαw)), v,w ∈ Hk0(Ω), (7.12)
where H−k(Ω) is the topological dual of Hk0(Ω). For arbitrary functions v,w ∈ H
k
0(Ω),
we note that
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(v,w) 7→
∑
|α|=k
aα((Dαv,Dαw))
is bilinear, symmetric, continuous and coercive, so that
Ak : Hk0(Ω) 7→ H
−k(Ω) (7.13)
is well defined. It then follows from the elliptic regularity results for linear elliptic ope-
rators of order 2k (see [1], [2] and [3]) that Ak is a strictly positive, selfadjoint and un-
bounded linear operator with compact inverse, with domain D(Ak) = H2k(Ω) ∩ Hk0(Ω),
where, for v ∈ D(Ak),
Akv = (−1)k
∑
|α|=k
aαD2αv.
We further note that D(A
1
2
k ) = H
k
0(Ω) and, for (v,w) ∈ D(A
1
2
k )
2,
((A
1
2
k v, A
1
2
k w)) =
∑
|α|=k
aα((Dαv,Dαw)).
We then note that (see, e.g., [127]) ‖Ak · ‖ (resp., ‖A
1
2
k · ‖) is equivalent to the usual
H2k−norm (resp., Hk−norm) on D(Ak) (resp., D(A
1
2
k )).
Similarly, we can define the linear operator Āk = −∆Ak,
Āk : Hk+10 (Ω) 7→ H
−k−1(Ω)
which is a strictly positive, selfadjoint and unbounded linear operator with compact
inverse, with domain D(Āk) = H2k+2(Ω) ∩ Hk+10 (Ω), where, for v ∈ D(Āk),
Ākv = (−1)k+1∆
∑
|α|=k
aαD2αv.
Additionally, D(Ā
1
2
k ) = H
k+1
0 (Ω) and, for (v,w) ∈ D(Ā
1
2
k )
2,
((Ā
1
2
k v, Ā
1
2
k w)) =
∑
|α|=k
aα((∇Dαv,∇Dαw)).
Besides, ‖Āk · ‖ (resp., ‖Ā
1
2
k · ‖) is equivalent to the usual H
2k+2−norm (resp., Hk+1−norm)
on D(Āk) (resp., D(Ā
1
2
k )).
We finally define the linear operator Ãk = (−∆)−1Ak,
Ãk : Hk−10 (Ω) 7→ H
−k+1(Ω);
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as −∆ and Ak commute, we can note that (−∆)−1 and Ak commute, so that Ãk = Ak(−∆)−1.
Furthermore, according to [34], Ãk is strictly positive, selfadjoint and unbounded linear
operator with compact inverse, with domain D(Ãk) = H2k−2(Ω) ∩ Hk−1(Ω), where, for
v ∈ D(Ãk),
Ãkv = (−1)k
∑
|α|=k
aαD2α(−∆)−1v.
Furthermore, D(Ã
1
2
k ) = H
k−1
0 (Ω) and, for (v,w) ∈ D(Ã
1
2
k )
2,
((Ã
1
2
k v, Ã
1
2
k w)) =
∑
|α|=k
aα((Dα(−∆)−
1
2 v,Dα(−∆)−
1
2 w)).
Besides, ‖Ãk · ‖ (resp., ‖Ã
1
2
k · ‖) is equivalent to the usual H
2k−2−norm (resp., Hk−1−norm)
on D(Ãk) (resp., D(Ã
1
2
k )).
In what follows, the same letters c, c′, c′′ denote (generally positive) constants which
may vary from line to line. Similarly, the same letter Q denotes (positive) monotone in-
creasing and continuous function which may vary from line to line. Furthermore, the
boundary conditions are Dirichlet boundary condition for a sufficiently regular boun-
dary.
7.3 Setting of the problem
We consider the following modified higher-order anisotropic phase field crystal
equation, for k ∈ , k ≥ 2, x ∈ Ω ⊂ d, t ∈ (0,+∞),
βutt + ut − ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0, (7.14)
u|t=0 = u0(x), ut|t=0 = v0(x), t ≥ 0, x ∈ Ω, (7.15)
where the nonlinearity f (s) is the derivative of a double-well potential F. We consider
F(s) in this article as an approximation to the thermodynamically relevant potential F
which is a logarithmic function (see [20, 36]). Typically,
f (s) = F′(s) = s3 − s. (7.16)
More generally, we assume that
f ∈ C2(), f (0) = 0, (7.17)
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f ′ ≥ −c0, c0 ≥ 0, (7.18)
f (s)s ≥ c1F(s) − c2 ≥ −c3, c1 > 0, c2, c3 ≥ 0, s ∈ , (7.19)
F(s) ≥ c4s4 − c5, c4 > 0, c5 ≥ 0, s ∈ , (7.20)
It can be verified that f defined by (7.16) satisfies all the assumptions from (7.17) to
(7.20).
7.4 A priori dissipative estimates
We rewrite problem (7.14) as
βutt + ut − ∆(Aku + Bku + f (u)) = 0, (7.21)
where
Bku :=
k−1∑
i=1
(−1)i
∑
|α|=i
aαD2αu. (7.22)
Then we have
Lemma 7.4.1. Suppose (u, ut) is a regular solution to problem (7.14)-(7.15). Then the
following dissipative estimate holds
‖u‖2Hk(Ω) + ‖ut‖
2
−1 +
∫ t
0
e−c
′(t−s)‖ut(s)‖2−1ds ≤ e
−c′tQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′; (7.23)
Moreover, if we further assume that f is of class Ck+1, the following dissipative estimate
holds
‖ut‖2Hk−1(Ω) + ‖u‖
2
H2k(Ω) ≤ ce
−c′tQ(‖u0‖H2k(Ω), ‖v0‖Hk−1(Ω)) + c′′. (7.24)
Proof. Multiplying (7.21) by (−∆)−1ut, and integrating over Ω, we obtain
1
2
d
dt
(
β‖ut‖2−1 + ‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u)dx
)
+ ‖ut‖2−1 = 0, (7.25)
where
B
1
2
k [u] :=
k−1∑
i=1
∑
|α|=i
aα‖Dαu‖2. (7.26)
133
Chapitre 7. Well-posedness for modified higher-order anisotropic Cahn-Hilliard equations
We can note that, owing to the interpolation inequality
‖v‖Hi(Ω) ≤ c(i)‖v‖
i
m
Hm(Ω)‖v‖
1− im , (7.27)
v ∈ Hm(Ω), i ∈ {1, · · · ,m − 1}, m ∈ , m ≥ 2,
there holds
|B
1
2
k [u]| ≤
1
2
‖A
1
2
k u‖
2 + c‖u‖2. (7.28)
Multiplying (7.21) by (−∆)−1u, we obtain
d
dt
(
β((ut, u))−1 +
1
2
‖u‖2−1
)
− β‖ut‖2−1 + ‖A
1
2
k u‖
2 + B
1
2
k [u] + (( f (u), u)) = 0. (7.29)
Multiplying (7.29) by a sufficiently small coefficient η (in fact, normally, we take η ∈
(0, 12β )), then summing the resulting equation and (7.25), we get the following differen-
tial inequality
d
dt
E1(t) + χ1(t) = 0, (7.30)
where
E1(t) = ηβ((ut, u))−1 +
1
2
E1(u) +
1
2
β‖ut‖2−1 +
1
2
η‖u‖2−1,
χ1(t) = (1 − ηβ)‖ut‖2−1 + η
(
‖A
1
2
k u‖
2 + B
1
2
k [u] + (( f (u), u))
)
,
E1(u) = ‖A
1
2
k u‖
2 + B
1
2
k [u] + 2
∫
Ω
F(u)dx,
(7.31)
and E1 satisfies, owing to (7.20), (7.28) and the Young inequality
c‖u‖2 ≤
c4
2
‖u‖4L4 + c
′ (7.32)
E1 ≥ c
(
‖u‖2Hk(Ω) +
∫
Ω
F(u)dx
)
− c′, c > 0. (7.33)
It follows from the Cauchy-Schwarz inequality that
ηβ|((ut, u))−1| ≤
β
4
‖ut‖2−1 + η
2β‖u‖2−1. (7.34)
We also note that, according to an embedding theorem,
‖u‖2−1 ≤ c‖u‖
2
Hk(Ω). (7.35)
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Thus, for η ∈ (0, 12β ) small enough, we have
Q (‖ut‖−1, E1(u)) ≥ E1(t) ≥
1
2
E1(t) +
β
4
‖ut‖2−1 + (
η
2
− η2β)‖u‖2−1, (7.36)
where, Q(w, z) is a positive monotone increasing function with respect to w and z. Fur-
thermore, owing to the assumption (7.19), it is obvious that
(( f (u), u)) ≥ c
∫
Ω
F(u)dx − c′|Ω|, (7.37)
with which, according to the definition of E1(t) and χ1(t), for a sufficient small coeffi-
cient c > 0, we can obtain
1
2
χ1(t) ≥ cE1(t) + c′‖ut‖2−1 − c
′′. (7.38)
As a result, combining the above inequalities (7.30) - (7.38), we can rewrite (7.30)
as
d
dt
E1(t) + c
(
E1(t) + ‖ut‖2−1
)
≤ c′, (7.39)
where c depends on η and E1 satisfies
E1 ≥ c
(
‖u‖2Hk(Ω) + ‖ut‖
2
−1 +
∫
Ω
F(u)dx
)
− c′, c > 0, (7.40)
where c depends on β. We note that, with the continuity of F and the interpolation
inequality, we have |
∫
Ω
F(u)dx| ≤ Q(‖u‖Hk(Ω)). Combining (7.39) and (7.40), and Gron-
wall’s lemma, we obtain, for c′ > 0, t ≥ 0,
‖ut‖2−1 + ‖u(t)‖
2
Hk(Ω) ≤ ce
−c′tQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′, (7.41)
and ∫ t+r
t
‖
∂u
∂t
‖2−1ds ≤ ce
−c′tQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′, r > 0 given. (7.42)
In addition, applying again Gronwall’s lemma on (7.39), we obtain, for c′ > 0, t ≥ 0,
E1(t) +
∫ t
0
e−c
′(t−s)‖ut(s)‖2−1ds ≤ E1(0)e
−c′t + c′′, (7.43)
more precisely, with the definition of E1(t), there holds that
‖u‖2Hk(Ω) + ‖ut‖
2
−1 +
∫ t
0
e−c
′(t−s)‖ut(s)‖2−1ds ≤ e
−c′tQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′.
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We then multiply (7.21) by ut and integrate over Ω. It gives :
1
2
d
dt
(
β‖ut‖2 + ‖Ā
1
2
k u‖
2 + B̄
1
2
k [u]
)
+ ‖ut‖2 ≤ ‖∆ f (u)‖‖ut‖,
with
B̄
1
2
k [u] =
k−1∑
i=1
∑
|α|=i
aα‖∇Dαu‖2 and |B̄
1
2
k [u]| ≤ c‖u‖
2
Hk .
Noting that f is of class C2, so that for k ≥ 2,
‖∆ f (u)‖ ≤ Q(‖u‖Hk(Ω)), (7.44)
we get from (7.41) that, for c′ > 0,
d
dt
(
β‖ut‖2 + ‖Ā
1
2
k u‖
2 + B̄
1
2
k [u]
)
+ ‖ut‖2 ≤ e−c
′tQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′. (7.45)
We then test (7.21) by u, and integrate over Ω, owing to (7.41) and (7.44), applying
Cauchy-Schwarz inequality, to get
d
dt
(
β((ut, u)) +
1
2
‖u‖2
)
− β‖ut‖2 + ‖Ā
1
2
k u‖
2 + B̄
1
2
k [u]
≤ e−c
′tQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′ + ‖u‖2.
(7.46)
Multiplying (7.46) by a sufficient small positive coefficient η′ ∈ (0, 12β ), and summing
the resulting inequality with (7.39) and (7.45), it leads to
d
dt
Y1(t) +D1(t) ≤ e−c
′tQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′ + ‖u‖2
≤ e−c
′tQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′,
(7.47)
where
Y1(t) = E1 +
β
2
‖ut‖2 +
1
2
‖Ā
1
2
k u‖
2 +
1
2
B̄
1
2
k [u] + η
′β((ut, u)) +
η′
2
‖u‖2,
D1(t) = η′‖Ā
1
2
k u‖
2 + η′B̄
1
2
k [u] + (1 − η
′β)‖ut‖2 + cE1 + c‖ut‖2−1.
(7.48)
Proceeding as above, according to (7.20), the interpolation and Young inequalities
(7.27) and (7.32), it follows that,
Q(‖ut‖, ‖u‖Hk+1(Ω)) ≥ Y1(t) ≥
β
4
‖ut‖2 +
1
4
‖Ā1/2k u‖
2 − c, (7.49)
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with which, therefore, we can deduce from the expressions of Y1 and D1 that there
holds
d
dt
Y1(t) + c0Y1(t) ≤ ce−c
′tQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′. (7.50)
Owing to Gronwall’s lemma and (7.49), we thus obtain
Y1(t) ≤ Y1(0)e−c0t +
∫ t
0
e−c0(t−s)
(
ce−c
′sQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′
)
ds
≤ e−c
′tQ(‖u0‖Hk+1(Ω), ‖v0‖) + c′′,
(7.51)
so that
‖ut‖2 + ‖u‖2Hk+1(Ω) ≤ e
−c′tQ(‖u0‖Hk+1(Ω), ‖v0‖) + c′′. (7.52)
Multiplying then (7.21) by Ãku, and integrating over Ω, owing to the interpolation
inequality (7.27), we have
d
dt
(
β((Ã
1
2
k ut, Ã
1
2
k u)) +
1
2
‖Ã
1
2
k u‖
2
)
− β‖Ã
1
2
k ut‖
2 + ‖Aku‖2 + ((Bku, Aku)) ≤ |(( f (u), Aku))|.
It then follows from the continuity of f and F, and the continuous embedding Hk ⊂
C(Ω) for k ≥ 2, and (7.41), that
d
dt
(
β((Ã
1
2
k ut, Ã
1
2
k u)) +
1
2
‖Ã
1
2
k u‖
2
)
+ c‖Aku‖2 − β‖Ã
1
2
k ut‖
2 + ((Bku, Aku))
≤ e−c
′tQ(‖u0‖Hk(Ω), ‖v0‖−1) + c′′.
(7.53)
Multiplying (7.21) by Ãkut, integrating over Ω and by parts, and noting that the two
operators Ak and Bk commute, we obtain
1
2
d
dt
(
β‖Ã
1
2
k ut‖
2 + ‖Aku‖2 + ((Bku, Aku))
)
+ ‖Ã
1
2
k ut‖
2 ≤ |((Ā
1
2
k f (u), Ã
1
2
k ut))|. (7.54)
We further assume that f is of class Ck+1, which yields ‖Ā
1
2
k f (u)‖
2 ≤ Q(‖u‖Hk+1(Ω)).
Owing to (7.52) and Cauchy-Schwarz inequality, there holds that
1
2
d
dt
(
β‖Ã
1
2
k ut‖
2 + ‖Aku‖2 + ((Bku, Aku))
)
+
1
2
‖Ã
1
2
k ut‖
2
≤ e−c
′tQ(‖u0‖Hk+1(Ω), ‖v0‖) + c′′.
(7.55)
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Multiplying (7.53) by η′′ ∈ (0, 12β ) and summing the resulting inequality with (7.39)
and (7.55), we get
d
dt
Y2(t) +D2(t) ≤ ce−c
′tQ(‖u0‖Hk+1(Ω), ‖v0‖) + c′′, c, c′ > 0, t > 0, (7.56)
where
Y2(t) =E1 + η′′β((Ã
1
2
k ut, Ã
1
2
k u)) +
η′′
2
‖Ã
1
2
k u‖
2 +
β
2
‖Ã
1
2
k ut‖
2
+
1
2
‖Aku‖2 +
1
2
((Bku, Aku)),
D2(t) =(
1
2
− η′′β)‖Ã
1
2
k ut‖
2 + cη′′‖Aku‖2 + η′′((Bku, Aku)).
(7.57)
Applying Cauchy-Schwarz, (7.27) and proceeding as above, it follows that,
|((Bku, Aku))| ≤
1
4
‖Aku‖2 + C‖u‖2.
Then, arguing as previously with (7.20) and (7.32) and for η′′ small enough, we
have :
Q(‖ut‖Hk−1(Ω), ‖u‖H2k(Ω)) ≥ Y2(t) ≥
β
4
‖Ã
1
2
k ut‖
2 +
1
4
‖Aku‖2 − c, (7.58)
with which, we can deduce from the definition of Y2(t) andD2(t) that there holds
d
dt
Y2(t) + c0Y2(t) ≤ ce−c
′tQ(‖u0‖Hk+1(Ω), ‖v0‖) + c′′, c, c′ > 0, t > 0. (7.59)
According to Gronwall’s lemma, the interpolation inequality and (7.52), we finally ob-
tain (7.24), then the proof is complete. 
7.5 The dissipative semigroup
Based on the a priori estimates, we have the
Theorem 7.5.1. (i) For any initial data (u0, v0) ∈ Hk0(Ω)×H
−1(Ω), problem (7.14)-(7.15)
possesses a unique weak solution (u, ut), such that, for ∀ T > 0, u satisfies
u ∈ L∞(+; Hk0(Ω)) and ut ∈ L
2(0,T ; H−1(Ω)).
(ii) If we assume that (u0, v0) ∈ (Hk+1(Ω) ∩ Hk0(Ω)) × L
2(Ω), then we have,
u ∈ L∞(+; Hk+1(Ω) ∩ Hk0(Ω)) and ut ∈ L
2(0,T ; L2(Ω)).
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(iii) If we further assume that f is of class Ck+1, and (u0, v0) ∈ (H2k(Ω) ∩ Hk0(Ω)) ×
Hk−1(Ω), then
u ∈ (L∞(+; H2k(Ω) ∩ Hk0(Ω)) and ut ∈ L
∞(0,T ; Hk−1(Ω)).
Proof. We can prove the existence and the regularities in (i), (ii), (iii) by applying, for
instance, a standard Galerkin scheme and the a priori estimates which have been proved
in the previous section.
Now we assume that there are at least two pairs of solutions to the problem (7.14)-
(7.15), (u1, v1) and (u2, v2) (where v j =
∂u j
∂t , j = 1, 2), respectively associated to the
initial data (u0,1, v0,1) and (u0,2, v0,2). Then we set u = u1 − u2, v = v1 − v2, u0 = u0,1 − u0,2
and v0 = v0,1 − v0,2 to have
βutt + ut − ∆Aku − ∆Bku − ∆( f (u1) − f (u2)) = 0, (7.60)
Dαu = 0, on Γ, |α| ≤ k, (7.61)
u|t=0 = u0, v|t=0 = v0. (7.62)
Multiplying (7.60) by (−∆)−1ut and integrating over Ω and by parts, we obtain, adding
to both parts of the resulting equation the term γ2
d
dt‖u‖
2,
1
2
d
dt
(
β‖ut‖2−1 + ‖A
1/2
k u‖
2 + B
1
2
k [u] + γ‖u‖
2
)
+ ‖ut‖2−1
≤ |(( f (u1) − f (u2), ut))| + γ|((u, ut))|.
(7.63)
Considering the right-hand side, we note that f is of class C2, then we have
∇( f (u1) − f (u2)) = f ′(u1)∇u1 − f ′(u2)∇u2
= ( f ′(u1) − f ′(u2))∇u1 + f ′(u2)∇u
= f ′′(εu1,u2)u∇u1 + f
′(u2)∇u.
Noting that f ′′(εu1,u2), f
′(u2) ∈ L∞(Ω) and u,∇u1 ∈ L4(Ω), then
|(( f (u1) − f (u2), ut))| + γ|((u, ut))| ≤ ‖∇( f (u1) − f (u2))‖‖ut‖−1 + ‖∇u‖‖ut‖−1
≤ Q(‖u0,1‖Hk0(Ω), ‖u0,2‖Hk0(Ω), ‖v0,1‖H−1(Ω),
‖v0,2‖H−1(Ω))(‖u‖L4(Ω) + ‖u‖H1(Ω))‖ut‖−1
≤ c‖u‖Hk(Ω)‖ut‖−1.
Using (7.28) and choosing γ large enough, we deduce that
139
Chapitre 7. Well-posedness for modified higher-order anisotropic Cahn-Hilliard equations
E := β‖ut‖2−1 + ‖A
1/2
k u‖
2 + B
1
2
k [u] + γ
∫
Ω
u2dx
≥β‖ut‖2−1 +
1
2
‖A1/2k u‖
2 ≥ β‖ut‖2−1 + c‖u‖
2
Hk .
Thus, owing to interpolation inequality and Cauchy-Schwarz inequality, we have
d
dt
E + ‖ut‖2−1 ≤ c‖u‖
2
Hk(Ω) ≤ c
′ E. (7.64)
Applying the Gronwall’s lemma, we get
‖ut‖2−1 + ‖u‖
2
Hk(Ω) ≤ ce
c′t(‖u0‖2H1 + ‖v0‖
2
−1), (7.65)
which yields that the solutions are continuously dependent on the initial condition, as
well the uniqueness.

Thus, we can define the family of solving operators :
S (t) : Φ→ Φ, (u0, v0) 7→ (u(t), ut(t)), ∀t ≥ 0,
where Φ = Hk0(Ω) × H
−1(Ω), and u is the solution given by Theorem 7.5.1. This family
of solving operators indeed forms a continuous semigroup for the topology of Hk0(Ω) ×
H−1(Ω) (∀t ≥ 0). It thus follows from (7.23) and (7.41) (see [103] and [127]) that
Theorem 7.5.2. The semigroup S (t) is dissipative in Φ, in the sense that S (t) possesses
a bounded absorbing set B1 which is bounded in Φ.
Remark 7.5.1. (i) Thus, we can proceed as in [75] and have the existence of the global
attractorA which is compact in Φ.
(ii) If we further assume that f is of class Ck+1 and the initial data (u0, v0) ∈
(H2k(Ω) ∩ Hk0(Ω)) × H
k−1(Ω), it follows from (7.24) that the semigroup S (t) is dissi-
pative in (H2k(Ω) ∩ Hk0(Ω)) × H
k−1(Ω).
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8.1 Introduction
The Cahn-Hilliard equation,
∂u
∂t
+ ∆2u − ∆ f (u) = 0, (8.1)
plays an essential role in materials science and describes important qualitative features
of two-phase systems related with phase separation processes, assuming isotropy and a
constant temperature (see, e.g., [19], [20], [36], [100] and [108]).
Here, u is the order parameter (e.g., a density of atoms) and f is the derivative of
a double-well potential F. A thermodynamically relevant potential F is the following
logarithmic function which follows from a mean-field model :
F(s) =
θc
2
(1 − s2) +
θ
2
(
(1 − s) ln(
1 − s
2
) + (1 + s) ln(
1 + s
2
)
)
, s ∈ (−1, 1), 0 < θ < θc,
(8.2)
i.e.,
f (s) = −θcs +
θ
2
ln
1 + s
1 − s
, (8.3)
although such a function is very often approximated by regular ones, typically,
F(s) =
1
4
(s2 − 1)2, (8.4)
i.e.,
f (s) = s3 − s. (8.5)
Now, it is interesting to note that the Cahn-Hilliard equation and some of its variants
are also relevant in other phenomena than phase separation. We can mention, for ins-
tance, population dynamics (see [31]), tumor growth (see [7] and [86]), bacterial films
(see [81]), thin films (see [112] and [129]), image processing (see [9], [8], [21], [27] and
[42]) and even the rings of Saturn (see [130]) and the clustering of mussels (see [90]).
In particular, several such phenomena can be modeled by the following generalized
Cahn-Hilliard equation :
∂u
∂t
+ ∆2u − ∆ f (u) + g(x, u) = 0. (8.6)
We studied in [97] and [99] (see also [7], [27], [37] and [47]) this equation.
The Cahn-Hilliard equation is based on the so-called Ginzburg-Landau free energy,
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ΨGL =
∫
Ω
(
1
2
|∇u|2 + F(u)
)
dx, (8.7)
where Ω is the domain occupied by the system (we assume here that it is a bounded
and regular domain of d, d = 1, 2 or 3, with boundary Γ). In particular, in (8.7), the
term |∇u|2 models short-ranged interactions. It is however interesting to note that such
a term is obtained by truncation of higher-order ones (see [20]) ; it can also be seen as
a first-order approximation of a nonlocal term accounting for long-ranged interactions
(see [65] and [66]).
G. Caginalp and E. Esenturk recently proposed in [23] (see also [22]) higher-order
phase-field models in order to account for anisotropic interfaces (see also [80], [125]
and [132] for other approaches which, however, do not provide an explicit way to com-
pute the anisotropy). More precisely, these authors proposed the following modified free
energy, in which we omit the temperature :
ΨHOGL =
∫
Ω
12
k∑
i=1
∑
|α|=i
aα|Dαu|2 + F(u)
 dx, k ∈ , (8.8)
where, for α = (α1, ..., αd) ∈ ( ∪ {0})d,
|α| = α1 + ... + αd
and, for α , (0, ..., 0),
Dα =
∂|α|
∂xα11 .......∂x
αd
d
(we agree that D(0,..,0)v = v). The corresponding higher-order Cahn-Hilliard equation
then reads
∂u
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) = 0. (8.9)
We studied in [33] and [32] the corresponding isotropic model which reads
∂u
∂t
− ∆P(−∆)u − ∆ f (u) = 0, (8.10)
where
P(s) =
k∑
i=1
aisi, ak > 0, k ∈ , s ∈ .
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The anisotropic model (8.9) is treated in [34] and the generalized anisotropic model
(8.6) was studied in [35] (there, numerical simulations were also performed to illustrate
the effects of the higher-order terms and of the anisotropy). Furthermore, these models
contain sixth-order Cahn–Hilliard models, such as the phase-field crystal model (see,
e.g., [45], [96] and [97]).
Actually, in this paper, we are interested in the hyperbolic relaxation of the equation,
proposed in [57] to model the early stages of spinodal decomposition in certain glasses
and in [56] in the context of the phase-field crystal model (in that case, one speaks of
the modified phase-field crystal model). In particular, the modified phase-field crystal
model was studied in [75].
More precisely, we are interested in the study of numerical approximations for the
hyperbolic relaxation of the higher-order anisotropic generalized Cahn-Hilliard models,
assuming the existence, uniqueness and regularity of solutions ; these issues will be
addressed elsewhere.
A related study, for the modified phase-field crystal model, can be found in [16, 58,
72, 136]. In particular, [58] proposed an unconditionally energy stable (finite element
method in space and second-order accurate in time) scheme, but without any theoretical
analysis. Furthermore, [72] derived a scheme with a space discretization based on a
splitting method and proved its energy stability, as well as its unique solvability. The
schemes used in [16, 136] were based on a convex splitting of the pseudo-energy for the
time discretization.
The scheme considered in this paper is a combination of finite elements or spectral
methods in space and a second-order stable scheme in time. More precisely, the space
is discretized by a splitting approach which is inspired by [58, 71, 72] and it turns out
that the finite element method, as well as the spectral method, which are contained
in an H1 Galerkin approach, are both applicable. As far as the time discretization is
concerned, we apply the modified Crank-Nicolson scheme introduced in [63] which
has been successfully applied to the Cahn-Hillard equation, as well as to gradient-like
equations.
The structure of the paper is as follows. In section 2, we give some assumptions. In
section 3, we discuss the space semi-discrete problem and prove its energy stability and
unique solvability. We investigate the fully discrete problem in section 4 and present the
main analysis, including consistency, energy stability and unique solvability. In section
5, several numerical simulations are carried out to illustrate the theoretical results and,
especially, the effects of the higher-order terms and the anisotropy.
8.2 Setting of the problem and assumptions
In this paper, we consider the following generalized equation which reads, for k ∈ ,
k ≥ 2, x ∈ Ω ⊂ d (d = 1, 2, 3),
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β
∂2u(x, t)
∂t2
+
∂u(x, t)
∂t
− ∆
k∑
i=1
(−1)i
∑
|α|=i
aαD2αu − ∆ f (u) + γu = 0, (8.11)
u(x, 0) = u0(x),
∂u(x, t)
∂t
|t=0 = v0(x), t ≥ 0, x ∈ Ω, (8.12)
with periodic boundary condition for a rectangular (d=2) or cubic (d=3) domain. β > 0
is a relaxation parameter, γ ≥ 0. The additional term γu can model, e.g., long-ranged
interactions (see [111]).
For the sake of simplicity, we assume that
∫
Ω
1dx = |Ω| = 1. Besides, we need some
assumptions on (8.11). Firstly, we assume that
aα > 0, for |α| = k. (8.13)
Secondly, the nonlinearity f is set to be a polynomial of odd degree with positive leading
coefficient and which vanishes at 0, i.e.
f (s) =
2p+1∑
i=1
κisi, s ∈ , (8.14)
with p ∈ + if d = 2 and p ∈ {1, 2} if d = 3. The restriction on p when d = 3 is due to
the use of H1per conforming finite element or spectral spaces (see (8.17)). We denote by
F the antiderivative of f which vanishes at 0, i.e.
F(s) =
2p+2∑
i=2
κi−1
i
si, ∀s ∈ . (8.15)
It can be verified that there exist constants c1, c3 > 0, c2, c4 ≥ 0, such that
(a) | f (s)| ≤ c1F(s) + c2, ∀s ∈ ,
(b) F(s) ≥ c3s4 − c4, ∀s ∈ .
(8.16)
In addition, we will make use of the Sobolev embedding H1per ⊂ L
2p+2(Ω). In parti-
cular, there exists a constant cs = cs(Ω, p) such that
‖u‖L2p+2(Ω) ≤ cs|u|1, ∀u ∈ H1per, (8.17)
where | · |1 is a norm in H1per defined by |u|
2
1 = |〈u〉|
2 + ‖∇u‖20 with 〈u〉 =
∫
Ω
udx, ‖ · ‖0 is
the L2 norm, and (·, ·) is the associated scalar product. The map v 7→ f (v) is Lipschitz
continuous on bounded sets of H1per with values in L
(2p+2)/(2p+1)(Ω) ⊂ H−1per . We also have
H2per ⊂ C
0(Ω̄) with continuous injection.
We introduce the pseudo-energy
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E(u, v) = ΨHOGL +
β
2
‖v̇‖2−1 +
γ
2
‖u̇‖2−1, ∀(u, v) ∈ H
k
per × H
−1
per,
where v̇ = v−〈v〉, ‖·‖−1 = ‖(−∆)−
1
2 ·‖ and (−∆)−1 denotes the inverse minus Laplace ope-
rator associated with periodic boundary conditions with null average ; E(u, v) is indeed
well-defined. Multiplying (8.11) by (−∆)−1u̇t and integrating over Ω, we have
d
dt
E(u, ut) = −‖u̇t‖2−1 < 0,
which guarantees that the pseudo-energy is nonincreasing in time. As mentioned in the
introduction, we will only focus on the numerical approximations in what follows and
will address other issues, such as well-posedness and regularity, elsewhere.
8.3 The space semi-discrete problem
8.3.1 The space semi-discrete scheme
For k = 2, the original equation (8.11) is equivalent to the following system :

ut = v,
βvt = −v + ∆w − γu,
w =
∑
|α|=2
aαD2αu −
∑
|α|=1
aαD2αu + f (u).
(8.18)
For the sake of simplicity, we denote the coefficients aα by
aα =
{
a j, |α| = 1, α j , 0;
ai j > 0, |α| = 2, αi = α j = 1, i = 1, · · · , j; j = 1, · · · , d.
(8.19)
Thus, for d = 2, the coefficients of
∂4u
∂x41
,
∂4u
∂x21∂x
2
2
,
∂4u
∂x42
are a11, a12, a22, respectively, while
the coefficients of
∂2u
∂x21
,
∂2u
∂x22
are a1, a2, respectively.
By introducing the variables pi j = −
∂2u
∂xi∂x j
, i = 1, · · · , j, j = 1, · · · , d, (8.18) can
be rewritten as
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
ut = v,
βvt = −v + ∆w − γu,
pi j = −
∂2u
∂xi∂x j
,
w = −
d∑
j=1
j∑
i=1
ai j
∂2 pi j
∂xi∂x j
+
d∑
j=1
a j p j j + f (u).
(8.20)
We now describe the semi-discrete scheme. Let Vh be a finite dimensional subspace
of H1per(Ω). In practice, Vh could be a space of conforming finite element or a space
with spectral basis. Let {ekh}
Nh
k=1 denote a monic orthonormal basis of Vh for the L
2 scalar
product such that e1h ≡ 1, where Nh is the dimension of Vh.
We multiply each equation in (8.20) by different test functions in Vh and integrate
over Ω and by parts to obtain the space semi-discrete scheme which reads : find uh, vh,
pi j,h, wh : + → Vh, such that :

(∂tuh, φh) = (vh, φh),
β(∂tvh, ψh) = −(vh, ψh) − (∇wh,∇ψh) − γ(uh, ψh),
(pi j,h, ζi j,h) =
(
∂uh
∂x j
,
∂ζi j,h
∂xi
)
,
(wh, ξh) =
d∑
j=1
j∑
i=1
ai j
(
∂pi j,h
∂xi
,
∂ξh
∂x j
)
+
d∑
j=1
a j(p j j,h, ξh) + ( f (uh), ξh),
(8.21)
for all φh, ψh, ζi j,h, ξh ∈ Vh, i = 1, · · · , j, j = 1 · · · , d, with initial conditions :
uh(0) = u0h, vh(0) = v
0
h, u
0
h, v
0
h ∈ Vh. (8.22)
Then (8.21) can be written in the following equivalent system :
Ut = V,
βVt = −V − AW − γU,
Pi j = Ai jU,
W =
d∑
j=1
j∑
i=1
ai jAi jT Pi j +
d∑
j=1
a jP j j + ∇Fh(U),
(8.23)
where
(a). A = (∇ekh,∇e
l
h)1≤k,l≤Nh , Ai j = (
∂ekh
∂xi
,
∂elh
∂x j
)1≤k,l≤Nh ,
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(b). uh(t) =
Nh∑
i=1
ui(t)eih ' U(t) = (u1(t), · · · , uNh(t))
T , vh ' V, pi j,h ' Pi j, wh ' W,
(c). Fh(U) = (F(uh), 1), s.t. ∇Fh(U) = (( f (uh), e1h), · · · , ( f (uh), e
Nh
h ))
T .
(8.24)
We must point out that, for each pair of (i, j), when i , j, Ai j is not symmetric. When
there is no risk of confusion, we denote A j j by A j. Besides, A j and A have the following
relationship :
A =
d∑
j=1
A j. (8.25)
Eliminating V , Pi j, W, (8.23) is equivalent to
βUtt + Ut = −A
 d∑
j=1
j∑
i=1
ai jAi jT Ai jU +
d∑
j=1
a jA jU + ∇Fh(U)
 − γU, t ≥ 0. (8.26)
This corresponds to a space semi-discrete scheme of the original equation. Furthermore,
U denotes a solution of (8.26). Notice that the first row and the first column of A are
filled with 0, hence the first component of U, i.e. u1(t) = (uh(t), 1), satisfies
β∂ttu1 + ∂tu1 + γu1 = 0, t ≥ 0. (8.27)
We consider three cases depending on the sign of the constant 1 − 4βγ : (i) 1 − 4βγ >
0, (ii) 1 − 4βγ = 0, (iii) 1 − 4βγ < 0. We solve (8.27) with the initial conditions u1(0) =
(u0h, 1) =: u
0
1, ∂tu1(0) = (v
0
h, 1) =: v
0
1 and get
(i)
u1(t) =
v01 − λ2u
0
1
λ1 − λ2
eλ1t +
λ1u01 − v
0
1
λ1 − λ2
eλ2t,
∂tu1(t) = λ1
v01 − λ2u
0
1
λ1 − λ2
eλ1t + λ2
λ1u01 − v
0
1
λ1 − λ2
eλ2t,
where
λ1 =
−1 +
√
1 − 4βγ
2β
< 0, λ2 =
−1 −
√
1 − 4βγ
2β
< 0;
(ii)
u1(t) = [u01 + (v
0
1 +
1
2β
u01)t]e
− 12β t,
∂tu1(t) = [v01 −
1
2β
(v01 +
1
2β
u01)t]e
− 12β t;
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(iii)
u1(t) = (u01 cos λt +
u01 + 2βv
0
1√
4βγ − 1
sin λt)e−
1
2β t,
∂tu1(t) = (v01 cos λt −
v01 + 2γu
0
1√
4βγ − 1
sin λt)e−
1
2β t,
(8.28)
where λ =
√
4βγ − 1/2β.
Moreover, by a direct calculation, we find
|∂tu1(t)| ≤ c(u01, v
0
1, t), (8.29)
where
c(u01, v
0
1, t) =

|λ1
v01 − λ2u
0
1
λ1 − λ2
|eλ1t + |λ2
λ1u01 − v
0
1
λ1 − λ2
|eλ2t, 1 − 4βγ > 0,
|v01|e
− 12β t +
1
2β
|v01 +
1
2β
u01|te
− 12β t, 1 − 4βγ = 0,
(|v01| +
1√
4βγ − 1
|v01 + 2γu
0
1|)e
− 12β t, 1 − 4βγ < 0.
(8.30)
For each vector R = (r1, · · · , rN)T ∈ N , we set Ṙ = (r2, · · · , rN)T ∈ N−1. Then
U̇ = (U2(t), · · · ,UNh(t))
T satisfies
βU̇tt + U̇t = −Ȧ
 d∑
j=1
j∑
i=1
ai jȦTi jȦi jU̇ +
d∑
j=1
a jȦ jU̇ + ∇̇Fh(U)
 − γU̇, (8.31)
where Ȧ = (akl)2≤k,l≤Nh , the submatrix of A obtained by deleting the first line and the first
column of A, is symmetric and positive definite.
8.3.2 Discrete energy estimate, existence and uniqueness
We start by introducing some norms. Let | · | denote the Euclidean norm in Nh or
Nh−1. Besides, we will also use the quadratic norm | · |−1 in Nh−1 which is defined by
|Ṙ|−1 = (ṘT Ȧ−1Ṙ)1/2, ∀Ṙ ∈ Nh−1.
It is easy to show that |AsU | = |ȦsU̇ |, ∀s > 0, U ∈ Nh .
Moreover, we define
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(a). Eh(U) =
1
2
d∑
j=1
j∑
i=1
ai j|Ai jU |2 +
1
2
d∑
j=1
a j|A
1
2
j U |
2 + Fh(U),
(b). Eh(U,V) = Eh(U) +
β
2
|V̇ |2−1 +
γ
2
|U̇ |2−1.
(8.32)
For convenience, we set
Eh(t) = Eh(U(t),Ut(t)).
Theorem 8.3.1. Assume that U ∈ C2([0,T );Nh) is a solution of (8.26). Then it satisfies
the energy equality
d
dt
Eh(t) + |U̇t|2−1 = ∂tu1( f (uh), 1), (8.33)
and the energy estimate
Eh(t) +
∫ t
0
|U̇t(s)|2−1ds ≤ (Eh(0) + c
′(ĉ|u01| + č|v
0
1|))e
2c1(ĉ|u01 |+č|v
0
1 |), (8.34)
for all t ∈ [0,T ), where c′ depends on f , a j, a j j, 1 ≤ j ≤ d, ĉ, č given in (8.45).
Proof. Multiplying (8.31) by U̇Tt Ȧ
−1 and using the identity
U̇Tt ∇̇Fh(U) = U
T
t ∇Fh(U) − ∂tu1( f (uh), 1) =
d
dt
Fh(U) − ∂tu1( f (uh), 1),
we obtain
1
2
d
dt
β|U̇t|2−1 + d∑
j=1
j∑
i=1
ai j|Ȧi jU̇ |2 +
d∑
j=1
a j|Ȧ
1
2
j U̇ |
2 + γ|U̇ |2−1
 + |U̇t|2−1 + ddt Fh(U)
= ∂tu1( f (uh), 1).
(8.35)
Note that |Ȧi jU̇ |2 = |Ai jU |2, |Ȧ
1
2
j U̇ |
2 = |A
1
2
j U |
2. Then reorganising (8.35) yields
d
dt
12
d∑
j=1
j∑
i=1
ai j|Ai jU |2 +
1
2
d∑
j=1
a j|A
1
2
j U |
2 + Fh(U) +
1
2
β|U̇t|2−1 +
1
2
γ|U̇ |2−1
 + |U̇t|2−1
= ∂tu1( f (uh), 1),
(8.36)
which is precisely the energy equality (8.33).
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We now prove the energy estimate (8.34). First, by assumption (8.16)(a), (8.33) gives
d
dt
Eh(t) + |U̇t|2−1 ≤ |∂tu1|(c1Fh(U) + c2). (8.37)
Then by the discrete Hölder’s inequality, (8.25), and assumption (8.13), we have
|AU |2 =
∣∣∣ d∑
j=1
A jU
∣∣∣2 ≤ d d∑
j=1
∣∣∣A jU∣∣∣2 ≤ dmin
1≤ j≤d
{a j j}
d∑
j=1
j∑
i=1
ai j|Ai jU |2, (8.38)
which, applying Young’s inequality, yields
∣∣∣ d∑
j=1
a j|A
1
2
j U |
2
∣∣∣ ≤ max
1≤ j≤d
|a j|
d∑
j=1
|A
1
2
j U |
2 = max
1≤ j≤d
|a j|UT AU
≤ κ|AU |2 +
(max1≤ j≤d |a j|)2
4κ
|U |2.
(8.39)
Taking κ = min1≤ j≤d{a j j}d and applying (8.38) yields
∣∣∣ d∑
j=1
a j|A
1
2
j U |
2
∣∣∣ ≤ d∑
j=1
j∑
i=1
ai j|Ai jU |2 + c̄|U |2, with c̄ =
d(max1≤j≤d |aj|)2
4 min
1≤j≤d
{ajj}
.
As a consequence, we obtain
2Eh(U) =
d∑
j=1
j∑
i=1
ai j|Ai jU |2 +
d∑
j=1
a j|A
1
2
j U |
2 + 2Fh(U) ≥ 2Fh(U) − c̄|U |2. (8.40)
Note that
|U |2 = ‖uh‖20 ≤ ‖uh‖
2
L4 ≤
c3
c
‖uh‖4L4 +
c
4c3
, ∀c > 0. (8.41)
Then taking c = c̄ and by assumption (8.16)(b), we find
Fh(U) = (F(uh), 1) ≥ c3‖uh‖4L4 − c4 ≥ c̄|U |
2 − c̀, (8.42)
where c̀ =
c̄2
4c3
+ c4. Hence,
2Eh(t) ≥ 2Eh(U) ≥ Fh(U) − c̀. (8.43)
Plugging (8.43) into (8.37), and note (8.29), we deduce
153
Chapitre 8. Energy stable finite element/spectral method for modified higher-order generalized Cahn-Hilliard equations
d
dt
Eh(t) + |U̇t|2−1 ≤ |∂tu1|(2c1Eh(t) + c
′) ≤ c(u01, v
0
1, t)(2c1Eh(t) + c
′),
where c′ = c1c̀ + c2 depends on f , a j, a j j, 1 ≤ j ≤ d. Then applying Gronwall’s lemma
yields
Eh(t) +
∫ t
0
|U̇t(s)|2−1e
η(t)−η(s)ds ≤ Eh(0)eη(t) +
∫ t
0
c′c(u01, v
0
1, s)e
η(t)−η(s)ds, (8.44)
where η(t) = 2c1
∫ t
0
c(u01, v
0
1, s)ds. According to (8.30), we know that η(t) is a monotone
increasing function which can be bounded by
η(t) ≤ 2c1(ĉ|u01| + č|v
0
1|),
with
(i) 1 − 4βγ > 0, ĉ = 1√
1−4βγ
, č = 2β√
1−4βγ
;
(ii) 1 − 4βγ = 0, ĉ = 1, č = 4β;
(iii) 1 − 4βγ < 0, ĉ = 4βγ√
4βγ−1
, č =
2β(1+
√
4βγ−1)
√
4βγ−1
.
(8.45)
Thus we derive
Eh(t) +
∫ t
0
|U̇t(s)|2−1ds ≤ (Eh(0) + c
′(ĉ|u01| + č|v
0
1|))e
2c1(ĉ|u01 |+č|v
0
1 |),
which finishes the proof. 
Remark 8.3.1. We can also deduce a lower bound for Eh(U,V) : ∀U,V ∈ Nh ,
Eh(U,V) ≥
min1≤ j≤d{a j j}
4d
|AU |2 +
1
2
|U |2 +
β
2
|V̇ |2−1 +
γ
2
|U̇ |2−1 − c, (8.46)
where c depends on F, a j, a j j, 1 ≤ j ≤ d.In fact, by (8.38) and taking κ =
min1≤ j≤d{a j j}
2d in
(8.39), we get
Eh(U) =
1
2
d∑
j=1
j∑
i=1
ai j|Ai jU |2 +
1
2
d∑
j=1
a j|A
1
2
j U |
2 + Fh(U)
≥
min1≤ j≤d{a j j}
4d
|AU |2 − c̄|U |2 + Fh(U).
Taking c = µ := c̄ + 12 in (8.41) and plugging it into (8.42), we have
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Eh(U) ≥
min1≤ j≤d{a j j}
4d
|AU |2 +
1
2
|U |2 − (
µ2
4c3
+ c4),
which gives (8.46).
Remark 8.3.2. If γ = 0, the behavior of u1(t) is straightforward. In fact, in that case,
solving (8.27) yields
∂tu1(t) = v01e
−t/β, u1(t) = βv01 + u
0
1 − βv
0
1e
−t/β,
and the energy estimate (8.34) changes into
Eh(t) +
∫ t
0
|U̇t(s)|2−1ds ≤ (Eh(0) + c
′β|v01|)e
2c1β|v01 |.
Theorem 8.3.2. For every U0, V0 inNh , (8.26) admits a unique solution U ∈ C2(+,Nh)
which satisfies U(0) = U0, Ut(0) = V0.
Proof. First, by the Cauchy-Lipschitz theorem, we know that (8.26) admits a unique
maximal solution U ∈ C2([0,T +),Nh) for the given initial conditions. Moereover, by
the energy estimate (8.34), the definition of Eh(t) in (8.32), and (8.46), |U̇t|−1 and |U | are
uniformly bounded for t > 0. Therefore, this and estimate (8.28) on ∂tu1 = 〈∂tu〉 imply
T + = +∞. 
8.4 The fully discrete problem
8.4.1 The fully discrete scheme
We use the scheme proposed by Gomez and Hughes ([63]) to discretize in time
which can be regarded as a Crank-Nicolson scheme, together with a second-order stabi-
lization term. For this purpose, we use some decomposition for F and f (such a decom-
position is always possible for f satisfying (8.14), see [72]) :
(a) F = F+ + F−, where F+ and F− are polynomials such that
F(4)+ ≥ 0, F
(4)
− ≤ 0, deg(F−) < deg(F).
(b) f = f+ + f−, where f+ = F
′
+, f− = F
′
−, and there exits two constants c5, c6 > 0 such
that
1
2
(| f (r)| + | f (s)|) +
1
12
(s − r)2(| f
′′
+ (r)| + | f
′′
− (s)|)
≤ c5(F(r) + F(s)) + c6, ∀r, s ∈ .
(8.47)
Remark 8.4.1. In particular, for the usual cubic nonlinear term, f (s) = s3 − s, then
f+ = f , f− = 0, so that the above assumptions are automatically satisfied.
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Let τ > 0 denote the time step, (u0h, v
0
h) ∈ Vh × Vh be the initial datum. The fully
discrete scheme reads : for n ≥ 0, find (un+1h , v
n+1
h , p
n+1/2
i j,h ,w
n+1/2
h ) ∈ (Vh)
3d such that

(
un+1h − u
n
h
τ
, φh) = (v
n+1/2
h , φh),
β(
vn+1h − v
n
h
τ
, ψh) = −(v
n+1/2
h , ψh) − (∇w
n+1/2
h ,∇ψh) − γ(u
n+1/2
h , ψh),
(pn+1/2i j,h , ζi j,h) =
∂un+1/2h∂x j , ∂ζi j,h∂xi
 ,
(wn+1/2h , ξh) =
d∑
j=1
j∑
i=1
ai j
∂pn+1/2i j,h∂xi , ∂ξh∂x j

+
d∑
j=1
a j(p
n+1/2
j j,h , ξh) +
(
f (unh) + f (u
n+1
h )
2
, ξh
)
−
1
12
((un+1h − u
n
h)
2( f ′′+ (u
n
h) + f
′′
− (u
n+1
h )), ξh),
(8.48)
for all φh, ψh, ζi j,h, ξh ∈ Vh, i = 1, · · · , j, j = 1, · · · , d. The notation u
n+1/2
h := (u
n+1
h +u
n
h)/2
stands for the appromixation of uh at time tn+1/2 = (n + 1/2)τ. The same holds for p
n+1/2
i j,h ,
vn+1/2h , w
n+1/2
h .
Following the notation in (8.24), we can rewrite the fully discrete scheme in Nh :
let U0, V0 in Nh . For n ≥ 0, find (Un+1,Vn+1, Pn+1/2i j ,W
n+1/2) ∈ (Nh)3d which solves

Un+1 − Un
τ
= Vn+1/2,
β
Vn+1 − Vn
τ
= −Vn+1/2 − AWn+1/2 − γUn+1/2,
Pn+1/2i j = Ai jU
n+1/2,
Wn+1/2 =
d∑
j=1
j∑
i=1
ai jAi jT P
n+1/2
i j +
d∑
j=1
a jP
n+1/2
j j
+
∇Fh(Un) + ∇Fh(Un+1)
2
−G(Un,Un+1),
(8.49)
where G(Un,Un+1) =
1
12
((un+1h − u
n
h)
2( f ′′+ (u
n
h) + f
′′
− (u
n+1
h )), e
i
h)1≤i≤Nh .
Eliminating Pn+1/2i j and W
n+1/2, the scheme becomes
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
Un+1 − Un
τ
− Vn+1/2 = 0,
β
Vn+1 − Vn
τ
+ Vn+1/2 + A(
d∑
j=1
j∑
i=1
ai jAi jT Ai jUn+1/2 +
d∑
j=1
a jA jUn+1/2
+
∇Fh(Un) + ∇Fh(Un+1)
2
−G(Un,Un+1)) + γUn+1/2 = 0.
(8.50)
We now check the consistency of the fully discrete problem.
Proposition 8.4.1. (Consistency). The scheme (8.50) has a second-order consistency
error in time, i.e. any solution of the space semi-discrete problem (8.23) satisfies the
fully discrete problem (8.50) with order O(τ2).
Proof. We need to prove that
U(tn+1) − U(tn)
τ
− Ut(tn+ 12 ) −
(
V(tn+1) + V(tn)
2
− V(tn+ 12 )
)
= O(τ2), (8.51)
and
β(
V(tn+1) − V(tn)
τ
− Vt(tn+ 12 )) +
V(tn+1) + V(tn)
2
− V(tn+ 12 ) + A[
d∑
j=1
j∑
i=1
ai jATi jAi j(
U(tn+1) + U(tn)
2
− U(tn+ 12 )
)
+
d∑
i=1
aiAi
(
U(tn+1) + U(tn)
2
− U(tn+ 12 )
)
+
∇Fh(U(tn)) + ∇Fh(U(tn+1))
2
− ∇Fh(U(tn+ 12 )) −G(U(tn),U(tn+1))]
+ γ
(
U(tn+1) + U(tn)
2
− U(tn+ 12 )
)
= O(τ2).
(8.52)
Let (U,V) be a solution on a finite time [0, T]. Since fh is a polynomial, we infer that
(U,V) ∈ C∞([0,T ]; h ×h) by a bootstrap argument.Using Taylor’s expansion, it is
obvious that the midpoint scheme has a local truncation error of order O(τ2). Also note
that, owing to [72] (see Proposition 4.2, page 16),
|G(U(tn),U(tn+1))|∞ = O(τ
2),
where |·|∞ stands for the maximum norm in h . Hence the proof is complete. 
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8.4.2 Existence and discrete energy estimate
Theorem 8.4.1. (Existence f or any τ). For any (u0h, v
0
h) ∈ Vh × Vh, there exists at least
one sequence (unh, v
n
h, p
n+1/2
i j,h ,w
n+1/2
h ) in (Vh)
3d which complies with (8.48).
Proof. Let (Un,Vn) be fixed in Nh . We eliminate Vn+1 in (8.50) to obtain
2β
τ
(
Un+1 − Un
τ
− Vn
)
+
Un+1 − Un
τ
+ A
[ d∑
j=1
j∑
i=1
ai jAi jT Ai j
Un+1 + Un
2
(8.53)
+
d∑
j=1
a jA j
Un+1 + Un
2
+
∇Fh(Un) + ∇Fh(Un+1)
2
− ∇Hnh(U
n+1)g
]
+ γ
Un+1 + Un
2
= 0,
where ∇Hnh(U
n+1) is defined as follows. First, we introduce a polynomial with two va-
riables
g(r, s) =
1
12
(s − r)2( f ′′+ (r) + f
′′
− (s)), r, s ∈ . (8.54)
By assumption (8.47), we know that g is a polynomial of degree at most 2p + 1 and
its partial degree with respect to the second variable s is strictly less than 2p + 1. Then
g can be written as
g(r, s) =
∑
k,l
bk,lrksl, (8.55)
where the coefficients bk,l ∈  and
0 ≤ k ≤ 2p + 1, 0 ≤ l < 2p + 1, k + l ≤ 2p + 1 and either k ≤ 2 or l ≤ 2.
Secondly, let us assume that
h(r, s) =
∑
k,l
bk,lrk
sl+1
l + 1
, (8.56)
so that ∂sh(r, s) = g(r, s). Then we define Hnh(U) = (h(u
n
h, uh), 1) with uh ' U, so that
∇Hnh(U) = (g(u
n
h, uh), ei)1≤i≤Nh = G(U
n,U), (8.57)
which explains the presence of ∇Hnh(U) in (8.53). Moreover, By (8.56) and Hölder’s
inequality, we have
|Hnh(U)| ≤ Cn(‖uh‖
2p+1
L2p+2(Ω) + 1), ∀U ∈ 
Nh , (8.58)
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where the constant Cn depends on ‖unh‖L2p+2(Ω).
Then we replace U with (u1, U̇) in (8.53) to get
2β
τ
(
un+11 − u
n
1
τ
− vn1
)
+
un+11 − u
n
1
τ
+
γ
2
(un+11 + u
n
1) = 0, (8.59)
2β
τ
Ȧ−1
(
U̇n+1 − U̇n
τ
− V̇n
)
+ Ȧ−1
U̇n+1 − U̇n
τ
+
d∑
j=1
j∑
i=1
ai jȦTi jȦi j
U̇n+1 + U̇n
2
(8.60)
+
d∑
j=1
a jȦ j
U̇n+1 + U̇n
2
+
∇̇Fh(Un) + ∇̇Fh(Un+1)
2
− ∇̇Hnh(U
n+1) +
γ
2
Ȧ−1(U̇n+1 + U̇n) = 0.
Note that (8.59) determines un+11 uniquely. As far as (8.60) is concerned, let us consider
the minimization problem for the function
G :U̇ ∈ Nh−1 7→
β
τ2
|U̇ − U̇n|2−1 −
2β
τ
(V̇n)T Ȧ−1U̇ +
1
2τ
|U̇ − U̇n|2−1
+
γ
4
|U̇ + U̇n|2−1 +
1
4
d∑
j=1
j∑
i=1
ai j|Ȧi j(U̇ + U̇n)|2 +
1
4
d∑
j=1
a j|Ȧ
1
2
j (U̇ + U̇
n)|2
+
(∇̇Fh(Un))T
2
U̇ +
F̃nh(U̇)
2
− H̃nh(U̇),
(8.61)
where F̃nh(U̇) = Fh(u
n+1
1 , U̇), H̃
n
h(U̇) = H
n
h(u
n+1
1 , U̇). We show that the minimization
problem admits a solution which is precisely a solution of (8.60).
In fact, by (8.14), (8.15) and the Cauchy-Schwartz inequality, we have
F̃nh(U̇) =
∫
Ω
2p+2∑
i=2
κi−1
i
(un+11 +
Nh∑
j=2
u je
j
h)
idx
≥
κ2p+1
2p + 2
‖uh‖
2p+2
L2p+2
− c′p(‖uh‖
2p+1
L2p+2
+ 1), ∀U̇ ∈ Nh−1,
(8.62)
where c′p depends on the coefficients of F. Moreover, by the definition of H̃
n
h(U̇) and
Young’s inequality, we have
|H̃nh(U̇)| ≤ cn(‖uh‖
2p+1
L2p+2
+ 1), ∀U̇ ∈ Nh−1, (8.63)
where cn depends on ‖uh‖L2p+2 . Notice that
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|Ȧ−1V̇ |2 ≤ c†|V̇ |2−1, |Ȧ
1
2 V̇ |2 ≤ c‡|V̇ |2, ∀V̇ ∈ Nh−1, (8.64)
where the coefficients c†, c‡ can be chosen to be
c† ≥
1
min
1≤ j≤Nh−1
{λ j}
, c‡ ≥ max
1≤ j≤Nh−1
{λ j},
λ j ( j = 1, · · · ,Nh − 1) being the eigenvalues of Ȧ. This yields, by the Cauchy-Schwartz
inequality, the equivalence of norms in Nh−1 and (8.64),
(a). |(V̇n)T Ȧ−1U̇ | ≤
1
2
|Ȧ−1U̇ |2 +
1
2
|V̇n|2 ≤
c†
2
|U̇ |2−1 +
1
2
|V̇n|2
≤ c|U̇ |2 +
1
2
|V̇n|2 = c‖u̇h‖20 +
1
2
|V̇n|2,
(b). |
d∑
j=1
a j|Ȧ
1
2
j (U̇ + U̇
n)|2| ≤ max
1≤ j≤d
|a j|
d∑
j=1
|Ȧ
1
2
j (U̇ + U̇
n)|2 = max
1≤ j≤d
|a j||Ȧ
1
2 (U̇ + U̇n)|2
≤ c‡ max
1≤ j≤d
|a j||U̇ + U̇n|2 ≤ c(‖u̇h‖20 + ‖u̇
n
h‖
2
0).
(8.65)
Combining (8.62) to (8.65), we obtain
G(U̇) ≥
a2p+1
2(2p + 2)
‖uh‖
2p+2
L2p+2
− (cn +
c′p
2
)‖uh‖
2p+1
L2p+2
− c‖u̇h‖02 − c′′,
where c, c′′ depend on h, F and unh. This implies that G(U̇) tends to +∞ with respect to
|U̇ |. Then the continuous function G admits a minimizer ˜̇U in Nh−1, which implies that
∇G(U̇)|U̇= ˜̇U = 0. Therefore,
˜̇U is a solution of (8.60). 
The first component of the numerical solution at each time step un+11 can be estima-
ted, due to the special basis {ekh}
Nh
k=1 chosen in Vh. More precisely, the following estimate
holds : for γ > 0,
|vn+1/21 | ≤ c̃q
n(|u01| + |v
0
1|), (8.66)
where c̃ and q ∈ (0, 1) are given by
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(i) c̃ =
2γ + 1 +
√
1 − 4βγ√
1 − 4βγ
,
q = max
|4β + 2τ
√
1 − 4βγ − γτ2
4β + 2τ + γτ2
|, |
4β − 2τ
√
1 − 4βγ − γτ2
4β + 2τ + γτ2
|
 ,
(ii) c̃ = (4γ + 2), q = max
{
|
4β + τ − γτ2
4β + 2τ + γτ2
|, |
4β − τ − γτ2
4β + 2τ + γτ2
|
}
,
(iii) c̃ =
2(γ +
√
βγ)√
4βγ − 1
, q = |
β − γτ2 + 2τi
√
4βγ − 1
4β + 2τ + γτ2
|,
(8.67)
based on the sign of 1 − 4βγ : (i) 1 − 4βγ > 0, (ii) 1 − 4βγ = 0, (iii) 1 − 4βγ < 0. See
Appendix for details.
Remark 8.4.2. When γ = 0, estimate (8.66) is simpler. Indeed, taking ψh = 1 in the
second equation of (8.48), we find vn+11 = qv
n
1 with q =
2β − τ
2β + τ
. Thus
|vn+1/21 | ≤ |q|
n|v1/21 | ≤
1 + |q|
2
|q|n|v01|. (8.68)
It is clear that |q| < 1, so that the estimate now only depends on v01.
We now state a Lemma which will be useful in the proof of the energy estimate and
was proved in [72].
Lemma 8.4.1. Let g ∈ C3([0, 1];). Then the following identities hold
∫ 1
0
g(s)ds =
1
2
(g(0) + g(1)) −
1
12
g′′(0) −
1
2
∫ 1
0
k+2 (σ)g
(3)(σ)dσ, (8.69)
∫ 1
0
g(s)ds =
1
2
(g(0) + g(1)) −
1
12
g′′(1) +
1
2
∫ 1
0
k−2 (σ)g
(3)(σ)dσ, (8.70)
where k+2 (σ) = (1 − σ)
2(2σ + 1)/6, k−2 (σ) = σ
2(3 − 2σ)/6 and g(3) denotes the third
derivative of g. In particular, k+2 (σ) ≥ 0 and k
−
2 (σ) ≥ 0 for all σ ∈ [0, 1].
Theorem 8.4.2. (Energy estimate f or any τ). If (Un,Vn, Pn+
1
2
i j ,W
n+ 12 ) (n ≥ 1) is a se-
quence in (Nh)3d which complies with (8.49), then for all n ≥ 0,
Eh(Un+1,Vn+1) − Eh(Un,Vn)
τ
+ |V̇n+1/2|2−1 ≤ v
n+1/2
1 w
n+1/2
1 . (8.71)
As a consequence, for all k ≥ 0, we have
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Eh(UN0+k,VN0+k) +
k−1∑
j=0
τ|V̇N0+ j+
1
2 |2−1
≤ exp(8c5c̃
τqN0
1 − q
(|u01| + |v
0
1|))(Eh(U
N0 ,VN0) + c7c̃
τqN0
1 − q
(|u01| + |v
0
1|)),
(8.72)
where N0 = N0(β, c5, τ, |u01|, |v
0
1|) ∈  satisfies
2c5c̃τqN0(|u01| + |v
0
1|) ≤
1
2
, (8.73)
with c7 depending on f , f+, f−, c̃, q and given in (8.67), 0 < q < 1.
Proof. Throughout the proof, we will assume that γ > 0 ; when γ = 0, the energy
estimate can be proved similarly (in fact, the proof is simpler, see Remark 4.4 below).
Let δunh = u
n+1
h − u
n
h. Since F
′
+ = f+ and F
′
− = f−, we have
F+(un+1h ) − F+(u
n
h) = δu
n
h
∫ 1
0
f+(unh + sδu
n
h)ds, (8.74)
F−(un+1h ) − F−(u
n
h) = δu
n
h
∫ 1
0
f−(unh + sδu
n
h)ds. (8.75)
Setting g(s) = f+(unh + sδu
n
h) in (8.69) and g(s) = f−(u
n
h + sδu
n
h) in (8.70), we get
∫ 1
0
f+(unh+sδu
n
h)ds =
1
2
( f+(unh)+ f+(u
n+1
h ))−
(δunh)
2
12
f ′′+ (u
n
h)−
(δunh)
3
2
∫ 1
0
k+2 (σ) f
′′′
+ (u
n
h+σδu
n
h)dσ,
∫ 1
0
f−(unh+sδu
n
h)ds =
1
2
( f−(unh)+ f−(u
n+1
h ))−
(δunh)
2
12
f ′′− (u
n+1
h )+
(δunh)
3
2
∫ 1
0
k−2 (σ) f
′′′
− (u
n
h+σδu
n
h)dσ.
Then combining (8.74) and (8.75) leads to
F(un+1h ) − F(u
n
h) = δu
n
h[
1
2
( f (unh) + f (u
n+1
h )) −
(δunh)
2
12
( f ′′+ (u
n
h) + f
′′
− (u
n+1
h ))] − α
n, (8.76)
where
αn =
(δunh)
4
2
(
∫ 1
0
k+2 (σ) f
′′′
+ (u
n
h + σδu
n
h)dσ −
∫ 1
0
k−2 (σ) f
′′′
− (u
n
h + σδu
n
h)dσ) ≥ 0,
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with k+2 (σ), k
−
2 (σ) ≥ 0 by Lemma 8.4.1 and f
′′′
+ ≥ 0, f
′′′
− ≤ 0 by (8.47)(a).
Choosing ξh = δunh in the last equation of (8.48) gives
(wn+1/2h , δu
n
h) −
d∑
j=1
j∑
i=1
ai j(
∂pn+1/2i j,h
∂xi
,
∂δunh
∂x j
) −
d∑
j=1
a j(p
n+1/2
j j,h , δu
n
h)
=(F(un+1h ), 1) − (F(u
n
h), 1) + (α
n, 1),
which can be rewritten in vector form and simplified by eliminating Pn+1/2i j ,
Fh(Un+1) − Fh(Un) + (αn, 1) = (Wn+1/2)TδUn
−
1
2
d∑
j=1
j∑
i=1
ai j(|Ai jUn+1|2 − |Ai jUn|2) −
1
2
d∑
j=1
a j(|A
1
2
j U
n+1|2 − |A
1
2
j U
n|2).
(8.77)
Notice that the second equation in (8.48) implies that
− Ẇn+
1
2 = Ȧ−1(β
V̇n+1 − V̇n
τ
+ V̇n+
1
2 + γU̇n+
1
2 ). (8.78)
Plugging (8.78) into (8.77) with δUn = τVn+
1
2 , we deduce
Eh(Un+1) − Eh(Un) + (αn, 1) +
β
2
(|V̇n+1|2−1 − |V̇
n|2−1) + τ|V̇
n+ 12 |2−1
+
γ
2
|U̇n+1|2−1 −
γ
2
|U̇n|2−1 = τv
n+ 12
1 w
n+ 12
1 ,
which yields the energy estimate (8.71). Setting ξh = 1 in the last equation of (8.48)
gives
wn+1/21 =
1
2
(( f (unh) + f (u
n+1
h )), 1) −
1
12
((un+1h − u
n
h)
2( f ′′+ (u
n
h) + f
′′
− (u
n+1
h )), 1). (8.79)
This yields, by (8.71), (8.43), (8.66) and assumption (8.47)(b),
Eh(Un+1,Vn+1) − Eh(Un,Vn) + τ|V̇n+
1
2 |2−1
≤τ|vn+
1
2
1 ||w
n+1/2
1 |
≤τ|vn+
1
2
1 |
(
c5(F(unh) + F(u
n+1
h )) + c6, 1
)
≤τ|vn+
1
2
1 |(2c5(Eh(U
n+1) + Eh(Un)) + c7),
≤τc̃qn(|u01| + |v
0
1|)(2c5(Eh(U
n+1) + Eh(Un)) + c7),
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where c7 = c6 + 2c5c̀ depends on f , f+, f− and ai, j. We set
Enh = Eh(U
n,Vn) = Eh(Un) +
β
2
|V̇n|2−1 +
γ
2
|U̇n|2−1, E
n+1
h = Eh(U
n+1,Vn+1),
and let N0 = N0(β, γ, c5, τ, |u01|, |v
0
1|) ∈  satisfy (8.73). Then for n ≥ N0,
(1 − 2c5c̃τqn(|u01| + |v
0
1|))E
n+1
h + τ|V̇
n+ 12 |2−1
≤ (1 + 2c5c̃τqn(|u01| + |v
0
1|))E
n
h + c7c̃τq
n(|u01| + |v
0
1|).
Dividing this inequality by (1 − 2c5c̃τqn(|u01| + |v
0
1|)) and noting that
1 ≤
1
1 − x
,
1 + x
1 − x
≤ 1 + 4x ≤ e4x, ∀x ∈ (0,
1
2
),
we obtain
En+1h + τ|V̇
n+ 12 |2−1 ≤ e
8c5c̃τqn(|u01 |+|v
0
1 |)(Enh + c7c̃τq
n(|u01| + |v
0
1|)), ∀n ≥ N0.
By induction, for all k ∈ ,
E
N0+k
h +
k−1∑
j=0
τ|V̇N0+ j+
1
2 |2−1 ≤ exp(8c5c̃τ(|u
0
1| + |v
0
1|)
k−1∑
j=0
qN0+ j)EN0h
+
k−1∑
j=0
exp(8c5c̃τ(|u01| + |v
0
1|)
k− j−1∑
i=0
qN0+i)c7c̃τqN0+ j(|u01| + |v
0
1|).
Owing to the fact that
k−1∑
j=0
qN0+ j ≤
qN0
1 − q
, we deduce (8.72) and the proof is complete. 
Remark 8.4.3. If the initial conditions satisfy (〈u0h〉 =)u
0
1 = 0, (〈v
0
h〉 =)v
0
1 = 0, then
estimate (8.71) reads :
Eh(Un+1,Vn+1) + τ|V̇n+
1
2 |2−1 ≤ Eh(U
n,Vn), ∀n ≥ 0,
meaning that the energy decreases. Moreover, the energy estimate (8.72) reduces to, for
any k > 0 :
Eh(Uk,Vk) +
k−1∑
j=0
τ|V̇ j+
1
2 |2−1 ≤ Eh(U
0,V0).
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Remark 8.4.4. Since 0 < q < 1,we infer from the energy estimate (8.72) that, for N0
large enough,
∞∑
n=N0
|V̇n+
1
2 |2−1 < +∞.
Hence, V̇n+
1
2 → 0 as n tends to +∞. This, together with the estimate of vn+
1
2
1 in (8.66),
implies that Vn+
1
2 → 0.
Remark 8.4.5. For the special case γ = 0, as mentioned in Remark 8.4.2, the estimate
for |vn+1/21 | is much simpler. Furthermore, the energy estimate (8.72) can be simplified to
read : for all k ≥ 0,
Eh(UN0+k,VN0+k) +
k−1∑
j=0
τ|V̇N0+ j+
1
2 |2−1 ≤ exp(8c5
τ|q|N0
1 − |q|
|v
1
2
1 |)(Eh(U
N0 ,VN0) + c7
τ|q|N0
1 − |q|
|v
1
2
1 |),
where N0 = N0(β, c5, τ, |v01|) ∈  satisfies 2c5τ|q|
N0 |v
1
2
1 | ≤
1
2
, instead of (8.73). Thus, N0
does not rely on u01 anymore.
8.4.3 Uniqueness
To prove the uniqueness of the solution of the fully discrete scheme (8.48), we need the
following lemma.
Lemma 8.4.2. For the constant q given in (8.67), the term
τ
1 − q
can be bounded by a
constant independent of τ.
Proof. By (8.67), we know that q has three expressions depending on sign sign of
1 − 4βγ. We discuss the three cases separately.
For case (i) 1 − 4βγ > 0, if 0 < τ ≤
√
4β/γ, then
q = max
|4β + 2τ
√
1 − 4βγ − γτ2
4β + 2τ + γτ2
|, |
4β − 2τ
√
1 − 4βγ − γτ2
4β + 2τ + γτ2
|

=
4β + 2τ
√
1 − 4βγ − γτ2
4β + 2τ + γτ2
,
τ
1 − q
=
4β + 2τ + γτ2
2(1 −
√
1 − 4βγ) + 2γτ
≤
4β + 2τ + γτ2
2(1 −
√
1 − 4βγ)
≤
4β +
√
4β
γ
1 −
√
1 − 4βγ
;
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otherwise, if
√
4β/γ < τ < 1 (if
√
4β/γ > 1, it is not necessary to look further, as we
always assume that τ < 1),
q = max
|4β + 2τ
√
1 − 4βγ − γτ2
4β + 2τ + γτ2
|, |
4β − 2τ
√
1 − 4βγ − γτ2
4β + 2τ + γτ2
|

=
−4β + 2τ
√
1 − 4βγ + γτ2
4β + 2τ + γτ2
,
τ
1 − q
=
(4β + 2τ + γτ2)τ
8β + 2τ(1 −
√
1 − 4βγ)
≤
4β + 2τ + γτ2
2(1 −
√
1 − 4βγ)
<
4β + 2 + γ
2(1 −
√
1 − 4βγ)
.
Similarly, for case (ii) 1 − 4βγ = 0, if 0 < τ ≤
1
γ
, then
q = max{|
4β + τ − γτ2
4β + 2τ + γτ2
|, |
4β − τ − γτ2
4β + 2τ + γτ2
|} =
4β + τ − γτ2
4β + 2τ + γτ2
,
τ
1 − q
=
4β + 2τ + γτ2
1 + 2γτ
< 4β + 2τ + γτ2 ≤
4
γ
;
otherwise, if
1
γ
< τ < 1,
q = max{|
4β + τ − γτ2
4β + 2τ + γτ2
|, |
4β − τ − γτ2
4β + 2τ + γτ2
|} =
−4β + τ + γτ2
4β + 2τ + γτ2
,
τ
1 − q
=
(4β + 2τ + γτ2)τ
8β + τ
< 4β + 2τ + γτ2 < 4β + 2 + γ.
For case (iii) 1 − 4βγ < 0, recall that we always assume τ < 1. Then
q = |
4β − γτ2 + 2τi
√
4βγ − 1
4β + 2τ + γτ2
| =
√
4β − 2τ + γτ2
4β + 2τ + γτ2
,
τ
1 − q
=
√
4β + 2τ + γτ2(
√
4β + 2τ + γτ2 +
√
4β − 2τ + γτ2)
4
<
4β + 2τ + γτ2
2
<
4β + γ + 2
2
.
This completes the proof of the lemma. 
Theorem 8.4.3. (Uniqueness for small τ). For any (u0h, v
0
h) ∈ Vh×Vh, by choosing τ suf-
ficiently small, but depending on h, there is a unique sequence (unh, v
n
h, p
n+1/2
i j,h ,w
n+1/2
h )n≥1
which complies with (8.48). Moreover, the choice of τ can be made independent of h if
(u0h, v
0
h) is a family such that
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|〈u0h〉| + |〈v
0
h〉| + |Eh(u
0
h, v
0
h)| ≤ c
∗, (8.80)
for some constant c∗ independent of h.
Proof. As in Theorem 8.4.2, we only consider the case γ > 0. Assume that (unh, v
n
h) is
uniquely determined for some n ≥ 0. By (8.59), we know that un+11 = 〈u
n+1
h 〉 is uniquely
determined, so that it is sufficient to show that u̇n+1h ' U̇
n+1 is uniquely determined by
(8.60). Then vn+1h ' V
n+1 can be recovered by the first equation in (8.50).
Suppose that (8.60) has two solutions u̇n+1h ' U̇
n+1, u̇n+1h ' U̇
n+1. By subtracting the
two resulting systems and multiplying by δU̇ = U̇n+1 − U̇n+1 ' δu̇h = δuh, we deduce
2β
τ2
|δU̇ |2−1 +
1
τ
|δU̇ |2−1 +
1
2
d∑
j=1
j∑
i=1
ai j|Ȧi jδU̇ |2 +
1
2
d∑
j=1
a j|Ȧ
1
2
j δU̇ |
2 +
γ
2
|δU̇ |2−1 (8.81)
= −(δU̇)T
∇̇Fh(Un+1) − ∇̇Fh(Un+1)
2
+ (δU̇)T (∇̇Hnh(U
n+1) − ∇̇Hnh(U
n+1)).
According to (8.14), f ′ is a polynomial of even degree with strictly positive leading
coefficient, so that there exists a constant c f ≥ 0 such that
f ′(s) ≥ −c f , ∀s ∈ . (8.82)
This implies, by the mean value theorem,
(δU̇)T
∇̇Fh(Un+1) − ∇̇Fh(Un+1)
2
=
1
2
( f (un+1h ) − f (u
n+1
h ), δuh) ≥ −
c f
2
|δU̇ |2. (8.83)
By the definition of g(r, s), (8.17) and Hölder’s inequality, we find
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|(δU̇)T (∇̇Hnh(U
n+1) − ∇̇Hnh(U
n+1))| = |(g(unh, u
n+1
h ) − g(u
n
h, u
n+1
h ), δuh)|
=|
2p∑
k+l=0
bk,l((unh)
k((un+1h )
l
− (un+1h )
l), δuh)| = |
2p∑
k+l=0
bk,l((unh)
kδuh
l−1∑
j=0
(un+1h )
j(un+1h )
l− j−1
, δuh)|
≤
2p∑
k+l=0
|bk,l| · |((unh)
k
l−1∑
j=0
(un+1h )
j(un+1h )
l− j−1
, (δu̇h)2)|
≤
2p∑
k+l=0
|bk,l| · ‖(δu̇h)2‖Lp+1‖(unh)
k
l−1∑
j=0
(un+1h )
j(un+1h )
l− j−1
‖
L
p+1
p
≤‖δu̇h‖2L2p+2
2p∑
k+l=0
|bk,l|
l−1∑
j=0
‖(unh)
k(un+1h )
j(un+1h )
l− j−1
‖
L
p+1
p
≤‖δu̇h‖2L2p+2
2p∑
k+l=0
|bk,l|
l−1∑
j=0
(‖(unh)
k p+1p ‖
L
2p
k
‖(un+1h )
j p+1p (un+1h )
(l− j−1) p+1p ‖
L
2p
2p−k
)
p
p+1
=‖δu̇h‖2L2p+2
2p∑
k+l=0
|bk,l|
l−1∑
j=0
‖unh‖
k
L2p+2‖(u
n+1
h )
j(un+1h )
l− j−1
‖
L
2p+2
2p−k
≤‖δu̇h‖2L2p+2
2p∑
k+l=0
|bk,l|
l−1∑
j=0
‖unh‖
k
L2p+2(‖(u
n+1
h )
j 2p+22p−k ‖
L
2p−k
j
‖(un+1h )
(l− j−1) 2p+22p−k ‖
L
2p−k
2p−k− j
)
2p−k
2p+2
=‖δu̇h‖2L2p+2
2p∑
k+l=0
|bk,l|
l−1∑
j=0
‖unh‖
k
L2p+2‖u
n+1
h ‖
j
L2p+2
‖(un+1h )
l− j−1
‖
L
2p+2
2p−k− j
≤‖δu̇h‖2L2p+2
2p∑
k+l=0
|bk,l|
l−1∑
j=0
‖unh‖
k
L2p+2‖u
n+1
h ‖
j
L2p+2
‖un+1h ‖
2p−k− j
L2p+2
,c′n‖δu̇h‖
2
L2p+2 ≤ c
′
n‖δu̇h‖
2
L2p+2 ≤ c
′
nc
2
s |δu̇h|
2
1 = c
′
nc
2
s |Ȧ
1
2 δU̇ |2,
(8.84)
where
c′n =
2p∑
k+l=0
|bk,l|
l−1∑
j=0
‖unh‖
k
L2p+2‖u
n+1
h ‖
j
L2p+2
‖un+1h ‖
2p−k− j
L2p+2
=c′n(‖u
n
h‖L2p+2 , ‖u
n+1
h ‖L2p+2 , ‖u
n+1
h ‖L2p+2)
≤c′n(|u
n
h|1, |u
n+1
h |1, |u
n+1
h |1)
≤c′n(|AU
n|, |AUn+1|, |AUn+1|, |Un|, |Un+1|, |Un+1|),
(8.85)
recall (8.17) and the fact that |vh|21 = |〈vh〉|
2 + ‖∇vh‖20 ≤ |V |
2 + |AV |2, ∀vh ∈ Vh in the last
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inequality, and for simplicity, we use the same constant c′n.
Plugging (8.83) and (8.84) into (8.81), we derive
2β
τ2
|δU̇ |2−1 +
1
τ
|δU̇ |2−1 +
1
2
d∑
j=1
j∑
i=1
ai j|Ȧi jδU̇ |2 +
1
2
d∑
j=1
a j|Ȧ
1
2
j δU̇ |
2 +
γ
2
|δU̇ |2−1
≤
c f
2
|δU̇ |2 + c′nc
2
s |Ȧ
1
2 δU̇ |2.
(8.86)
Owing to Young’s inequality,
|Ȧ
1
2 δU̇ |2 ≤
ε
2
|ȦδU̇ |2 +
1
2ε
|δU̇ |2, ∀ε > 0.
Furthermore, owing to the fact that
(a).
d∑
j=1
j∑
i=1
ai j|Ȧi jδU̇ |2 ≥
min
1≤ j≤d
{a j j}
d
|ȦδU̇ |2,
(b). |
d∑
j=1
a j|Ȧ
1
2
j δU̇ |
2| ≤ max
1≤ j≤d
{|a j|}|Ȧ
1
2 δU̇ |2,
(8.87)
it follows that
2β
τ2
|δU̇ |2−1 +
1
τ
|δU̇ |2−1 +
γ
2
|δU̇ |2−1 ≤ (
c f
2
+ d
(c′nc
2
s +
1
2 max1≤ j≤d
{|a j|})
2
2 min
1≤ j≤d
{a j j}
)|δU̇ |2, (8.88)
where we set ε = min1≤ j≤d {a j j}/d(c′nc
2
s +
1
2 max1≤ j≤d {|a j|}).
Let (u0h, v
0
h) be given initial data. Setting
τ <
1
4c5c̃(|u01| + |v
0
1|)
,
then (8.73) is satisfied for N0 = 0. Therefore, by (8.46), the energy estimate (8.72) and
(8.85), c′n in (8.88) is bounded by a constant C which depends on q, τ,Eh(U
0,V0), i.e.
c′n ≤ C(
τ
1 − q
,Eh(U0,V0)),
By Lemma 8.4.2, we know that τ1−q is bounded by a constant independent of τ, which
means that c′n is bounded by a constant independent of n and τ, but still depending
on h because of Eh(U0,V0). By choosing τ small enough (depending on h) and the
equivalence of | · | and | · |−1 in Nh−1, we deduce from (8.88) that δU̇ = 0.
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Now suppose that (8.80) holds. We estimate (8.86) in a different way. By Young’s
inequality, we have
|Ȧ
1
2 δU̇ |2 ≤
ε1
2
|ȦδU̇ |2 +
1
2ε1
|δU̇ |2
≤
ε1
2
|ȦδU̇ |2 +
1
2ε1
(ε1|Ȧ
1
2 δU̇ |2 +
1
4ε1
|Ȧ−
1
2 δU̇ |2),
i.e.
|Ȧ
1
2 δU̇ |2 ≤ ε1|ȦδU̇ |2 +
1
4ε21
|δU̇ |2−1, ∀ε1 > 0.
Owing to this and using Young’s inequality again, we find
|δU̇ |2 ≤|Ȧ
1
2 δU̇ |2 +
1
4
|δU̇ |2−1
≤ε2|ȦδU̇ |2 + (
1
4ε22
+
1
4
)|δU̇ |2−1, ∀ε2 > 0.
By taking
ε1 =
min
1≤ j≤d
{a j j}
4d(c′nc2s +
1
2 max1≤ j≤d
{|a j|})
, ε2 =
min
1≤ j≤d
{a j j}
2dc f
,
and in view of (8.87), we deduce
2β
τ2
|δU̇ |2−1 +
1
τ
|δU̇ |2−1 +
γ
2
|δU̇ |2−1 ≤
c f2 ( 14ε22 + 14) +
c′nc
2
s +
1
2 max1≤ j≤d
{|a j|}
4ε21
 |δU̇ |2−1. (8.89)
Thanks to (8.80), let τ <
1
4c5c̃c∗
. Then (8.73) is still satisfied for N0 = 0, and c′n is
bounded by a constant independent of n, τ and h. By taking τ small enough (independent
of h), we have δU̇ = 0 and the proof is completed. 
Remark 4.5. For γ = 0, the uniqueness of the solution also holds, and the condition in
(8.80) can be reduced to
|〈v0h〉| + |Eh(u
0
h, v
0
h)| ≤ c
∗,
which is independent of 〈u0h〉.
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8.5 Numerical simulations
8.5.1 The one-dimensional case
In the one-dimensional case, problem (8.11) reads
β∂ttu + ∂tu − a2u(6) + a1u(4) − ( f (u))′′ + γu = 0.
We set Ω = [0, 2π], h = 2πN , xi = ih, i = 0, · · ·N. Let Vh be the space of P1 finite
elements, namely Vh = {v ∈ C([0, 2π]); v|[xi,xi+1] ∈ P1, i = 0, . . .N − 1; vh(0) = vh(2π)},
and let (ϕi)i=1,...,N be the usual corresponding basis. We denote by B and A the matrices
B = (ϕi, ϕ j)i, j=1,...,N and A = (ϕ′i , ϕ
′
j)i, j=1,...,N and we adapt the schemes of Sections 3 and
4 to this basis. (Indeed, we have to take into account the matrix B since the basis is not
orthonormal.)
Mimicking the computations in Section 3, formula (3.14) becomes
βḂU̇tt + ḂU̇t + Ȧ(a2Ḃ−1ȦḂ−1ȦU̇ + a1Ḃ−1ȦU̇ + Ḃ−1∇̇Fh(U)) + γḂU̇ = 0.
Hence, multiplying the latter equation by U̇Tt ḂȦ
−1, we obtain, instead of (3.15),
Eh(U,V) =
a2
2
(U̇T ȦḂ−1ȦU̇) +
a1
2
U̇T ȦU̇ + Fh(U),
Eh(U,V) = Eh(U,V) +
β
2
V̇T ḂȦ−1ḂV̇ +
γ
2
U̇T ḂȦ−1ḂU̇.
The simulations below were performed with the software MATLAB. we chose a1 =
−2, a2 = 1, β = 5,N = 300, τ = 0.05, f (u) = u3 − u. As far as u0h and v
0
h are concerned,
we use the P1 projection of 2 kinds of initial conditions :
(i) u0(x) = ecos x−1 − 0.1 for the case 〈u0〉 , 0 and u0(x) = cos x + 0.3 cos(3x) for the
case 〈u0〉 = 0 ;
(ii) v0 ≡ 0.2 for the case 〈v0〉 , 0 and v0 randomly distributed between −0.05 and
0.05 for the case 〈v0〉 = 0.
In Figure 1, 2, 3, we display Eh(U,V) (in blue) and Eh(U,V) (in black) with respect
to t, for different combinations of γ, u0 and v0. These simulations are consistent with our
theoretical results, namely Theorem 8.4.2 in case γ , 0 and Remark 8.4.5 in case γ = 0
(see also [72]). Indeed, when γ = 0, the energy Eh is decreasing when 〈v0〉 = 0, whatever
the value of 〈u0〉 is, and, when γ , 0, the energy Eh is decreasing when 〈v0〉 = 0 and
〈u0〉 = 0. We recall that in Theorem 8.4.2, u01 = (u0, 1) and v
0
1 = (v0, 1) are now written
as |Ω| 〈u0〉 and |Ω| 〈v0〉.
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(a) γ = 0, 〈v0〉 = 0, 〈u0〉 = 0 (b) γ = 0, 〈v0〉 = 0, 〈u0〉 , 0 (c) γ = 0 , 〈v0〉 , 0, 〈u0〉 , 0
Figure 8.1 – Eh (blue) and Eh (black)
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(a) γ = 2, 〈v0〉 = 0, 〈u0〉 = 0 (b) γ = 2, 〈v0〉 = 0, 〈u0〉 , 0 (c) γ = 2 , 〈v0〉 , 0, 〈u0〉 , 0
Figure 8.2 – Eh (blue) and Eh (black)
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(a) γ = 5, 〈v0〉 = 0, 〈u0〉 = 0
Figure 8.3 – Eh (blue) and Eh (black)
8.5.2 Simulations in two space dimensions
1. Phase-field-crystal simulations (γ = 0)
This time, the computations were performed with the software FreeFem++ [77], using
a slightly different scheme :
Given (u0h, v
0
h) ∈ Vh ×Vh, find (u
n+1
h , v
n+1
h , p
n+1/2
i,h ,w
n+1/2
h ) ∈ (V
h)5, n ≥ 0, i = 1, 2, such
that :
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(a) t = 1000 × 10−1 (b) t = 1000 × 10−2 (c) t = 1000 × 10−2 (d) t = 1000 × 10−2
(e) t = 2500 × 10−1 (f) t = 2500 × 10−2 (g) t = 3000 × 10−2 (h) t = 2500 × 10−2
(i) t = 5000 × 10−1 (j) t = 5000 × 10−2 (k) t = 4000 × 10−2 (l) t = 4000 × 10−2
(m) t = 8000 × 10−1 (n) t = 8000 × 10−2 (o) t = 8000 × 10−2 (p) t = 8000 × 10−2
Figure 8.4 – u0 = u
(1)
0 , β = 0.1, ε = 0.2 (column 1), ε = 0.8 (column 2), ε = 1.4 (column
3), ε = 2 (column 4).
(
un+1h − u
n
h
τ
, φh
)
= (vn+1/2h , φh),
β
(
vn+1h − v
n
h
τ
, ψh
)
= −(vn+1/2h , ψh) − (∇w
n+1/2
h ,∇ψh) − γ(u
n+1/2
h , ψh),
(pn+1/2i,h , ζi,h) = −
∂un+1/2h∂xi , ∂ζi,h∂xi
 , i = 1, 2
(wn+1/2h , ξh) +
2∑
i=1
aii(∂pn+1/2i,h∂xi , ∂ξh∂xi ) + ai(phh,i, ξh)
 + a122
∂pn+1/22,h∂x1 , ∂ξh∂x1

+
a12
2
∂pn+1/21,h∂x2 , ∂ξh∂x2
 = ( f (unh) + f (un+1h )2 , ξh
)
−
1
12
(
(un+1h − u
n
h)
2( f ′′+ (u
n
h) + f
′′
− (u
n+1
h )), ξh
)
,
(8.90)
173
Chapitre 8. Energy stable finite element/spectral method for modified higher-order generalized Cahn-Hilliard equations
(a) t = 2500 × 10−2 (b) t = 5000 × 10−2 (c) t = 2500 × 10−1 (d) t = 2500 × 10−1
(e) t = 4000 × 10−2 (f) t = 6000 × 10−2 (g) t = 5000 × 10−1 (h) t = 5000 × 10−1
(i) t = 8000 × 10−2 (j) t = 8000 × 10−2 (k) t = 8000 × 10−1 (l) t = 8000 × 10−1
Figure 8.5 – u0 = u
(1)
0 , β = 0.1, ε = 2 (column 1), β = 1, ε = 2 (column 2), β =
0.1, ε = 0.2 (column 3), β = 1, ε = 0.2 (column 4).
For all (φh, ψh, ζi,h, ξh) ∈ (Vh)5, i = 1, 2.
Although our theoretical results claimed in the paper actually don’t translate to the
latter scheme, it has the advantages of reducing the computation times (5 unknows to
compute at each time-step instead of 6 unknows for the scheme (8.48)), and the numeri-
cal simulations are consistent with those obtained with (8.48) or in the litterature ([72],
[58]). We choose f (u) = u3 + (1− ε)u, f+ = f , f− = 0, and, in order to deal with a semi-
implicit scheme, we use the approximation (also used in [58]) : u3n+1 ∼ 3u
2
nun+1 − 2u
3
n
and u2n+1 ∼ 2unun+1 − u
2
n. Consequently, the last line of the scheme (8.90) reduces to :
(
un+1(3u2n + 1 − ε) + (1 − ε)un − u
3
n
2
, ξh).
First we test the actual Phase-field crystal equation, corresponding to the coefficients
a11 = 1 = a22, a12 = 2, a1 = −2 = a2. The domain Ω is the square [0, 6π] × [0, 6π]. It is
decomposed in 100 × 100 squares, each square being divided along the same diagonal
into two triangles. We choose u(1)0 = 0.2 + 0.2 cos(x) cos(y) and v0 = 0. The results are
displayed in Figures 8.4 and 8.5. In Figure 8.4, we set β = 0.1 and we compare different
solutions u, corresponding to different values of ε. The time stepsize τ is equal to 10−1 in
the case ε = 0.2 and 10−2 in the other cases. In Figure 8.5, we vary ε (ε = 0.2 and ε = 2)
and β (β = 0.1 and β = 1). In Figure 8.6, we vary the coefficients a11, a12, a22, a1, a2
(see Table (8.1)) to illustrate the anisotropy.
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(a) t = 100 × 10−3 (b) t = 100 × 10−3 (c) t = 100 × 10−3 (d) t = 100 × 10−3
(e) t = 200 × 10−3 (f) t = 200 × 10−3 (g) t = 200 × 10−3 (h) t = 200 × 10−3
(i) t = 400 × 10−3 (j) t = 400 × 10−3 (k) t = 400 × 10−3 (l) t = 400 × 10−3
Figure 8.6 – The anisotropic phenomenon, u0 = u
(1)
0 (column 1, 2) , u0 = u
(2)
0 (column
3, 4), ε = 0.2, β = 0.1, ∆t = 10−3.
Table 8.1 – Coefficients for Figure 8.6 : β = 0.1, ε = 0.2
Column a11 a12 a22 a1 a2 Initial value Remark
1 1 0.2 0.1 -2 -2
u(1)0
x-dir
2 0.1 2 0.1 -2 -2 cross-dir
3 1 0.2 0.1 -2 -2
u(2)0
x-dir
4 0.1 2 0.1 -2 -2 cross-dir
2. Simulations with γ , 0
In this paragraph, the computations have been made with the actual scheme (8.48),
the space Vh (now denoted by VN , N ∈  ) being a space with Fourier spectral basis.
Spectral methods have the advantage of requiring low computation times and the si-
mulations were performed with the software Matlab. More precisely, the domain Ω =
[0, 6π]× [0, 6π] is now decomposed in N2 squares, and the approximate solution (at step
n + 1) un+1N ∈ VN is searched as :
un+1N =
N/2−1∑
kx=−N/2
N/2−1∑
ky=−N/2
ûn+1kx û
n+1
ky e
ikx xeikyy.
We choose again f (u) = u3 + (1 − ε)u, f+ = f , f− = 0, and the nonlinear system at
each step is solved by a Newton algorithm. We take a11 = 1 = a22, a12 = 2, a1 = −2 =
175
Chapitre 8. Energy stable finite element/spectral method for modified higher-order generalized Cahn-Hilliard equations
a2, u
(1)
0 = 0.2 + 0.2 cos(x) cos(y) and v0 = 0. The figures 8.7, 8.8, 8.9 and 8.10 display
the solution uN at different times. In Figure 8.7, we take ε = 2, β = 0.5 and we vary
γ. In Figure 8.8, we take ε = 2, β = 5 and we vary γ. In Figure 8.9, we take ε = 0.2,
β = 0.5 and we vary γ. In Figure 8.10, we take ε = 0.2, β = 5 and we vary γ.
(a) t = 6000 × 0.005 (b) t = 6000 × 0.005 (c) t = 6000 × 0.005
(d) t = 7000 × 0.005 (e) t = 7000 × 0.005 (f) t = 7000 × 0.005
(g) t = 104 × 0.005 (h) t = 104 × 0.005 (i) t = 104 × 0.005
Figure 8.7 – N = 40, τ = 0.005, ε = 2, β = 0.5, γ = 0 (column 1), γ = 0.01 (column 2),
γ = 0.1 (column 3)
8.6 Appendix
We prove (8.66). By choosing φh = 1, ψh = 1 in the first and second equations of
(8.48), respectively, we have
un+11 − u
n
1
τ
=
vn+11 + v
n
1
2
,
β
vn+11 − v
n
1
τ
= −
vn+11 + v
n
1
2
− γ
un+11 + u
n
1
2
.
Solving the linear system gives
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(a) t = 13000 × 0.005 (b) t = 13000 × 0.005 (c) t = 13000 × 0.005
(d) t = 15000 × 0.005 (e) t = 15000 × 0.005 (f) t = 15000 × 0.005
(g) t = 17000 × 0.005 (h) t = 17000 × 0.005 (i) t = 17000 × 0.005
Figure 8.8 – N = 40, τ = 0.005, ε = 2, β = 5, γ = 0 (column 1), γ = 0.01 (column 2),
γ = 0.1 (column 3)
(
un+11
vn+11
)
=
1
4β + 2τ + γτ2
B
(
un1
vn1
)
=
1
(4β + 2τ + γτ2)n+1
Bn+1
(
u01
v01
)
,
where
B =
(
4β + 2τ − γτ2 4βτ
−4γτ 4β − 2τ − γτ2
)
.
Now we decompose B into B = B1 + B2, with
B1 =
(
4β − γτ2 0
0 4β − γτ2
)
, B2 =
(
2τ 4βτ
−4γτ −2τ
)
.
Since B1 and B2 commute, then
Bn+1 =
n+1∑
j=0
(n + 1)!
j!(n + 1 − j)!
Bn+1− j1 B
j
2.
Based on the sign of 1 − 4βγ : (i) 1 − 4βγ > 0, (ii) 1 − 4βγ = 0, (iii) 1 − 4βγ < 0,
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(a) t = 1000 × 0.05 (b) t = 1000 × 0.05 (c) t = 1000 × 0.05
(d) t = 2000 × 0.05 (e) t = 1500 × 0.05 (f) t = 1500 × 0.05
(g) t = 3000 × 0.05 (h) t = 2500 × 0.05 (i) t = 2000 × 0.05
Figure 8.9 – N = 30, τ = 0.05, ε = 0.2, β = 0.5, γ = 0 (column 1), γ = 0.01 (column
2), γ = 0.1(column 3)
we diagonalize B2 to obtain B
j
2 :
(i) B j2 = C
(
ρ
j
1 0
0 ρ j2
)
C−1, ρ1 = 2τ
√
1 − 4βγ, ρ2 = −2τ
√
1 − 4βγ,
C =
1
2β
(
2β 2β√
1 − 4βγ − 1 −
√
1 − 4βγ − 1
)
,
C−1 =
1
2
√
1 − 4βγ
( √
1 − 4βγ + 1 2β√
1 − 4βγ − 1 −2β
)
.
(ii) B j2 = 0, j ≥ 2.
(iii) B j2 = C
(
ρ
j
1 0
0 ρ j2
)
C−1, ρ1 = 2τi
√
4βγ − 1, ρ2 = −2τi
√
4βγ − 1,
C =
1
2β
(
2β 2β
i
√
4βγ − 1 − 1 −i
√
4βγ − 1 − 1
)
,
C−1 =
i
2
√
4βγ − 1
(
−i
√
4βγ − 1 − 1 −2β
−i
√
4βγ − 1 + 1 2β
)
.
(8.91)
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(a) t = 2000 × 0.05 (b) t = 2000 × 0.05 (c) t = 2000 × 0.05
(d) t = 3000 × 0.05 (e) t = 3000 × 0.05 (f) t = 3000 × 0.05
(g) t = 4000 × 0.05 (h) t = 4000 × 0.05 (i) t = 5000 × 0.05
Figure 8.10 – N = 30, τ = 0.05, ε = 0.2, β = 5, γ = 0 (column 1), γ = 0.01 (column
2), γ = 0.1(column 3)
Therefore,
Bn+1 =

n+1∑
j=0
(n + 1)!
j!(n + 1 − j)!
(4β − γτ2)n+1− jB j2I, cases (i), (iii),
Bn+11 + (n + 1)(4β − γτ
2)nB2, case (ii).
Now we derive the expression of vn+1/21 . For cases (i) and (iii), setting C = (ci j)1≤i, j≤2, C
−1 =
(di j)1≤i, j≤2, then
(Bn+1)21 =
n+1∑
j=0
(n + 1)!
j!(n + 1 − j)!
(4β − γτ2)n+1− j(c21d11ρ
j
1 + c22d21ρ
j
2)
=c21d11[(4β − γτ2 + ρ1)n+1 − (4β − γτ2 + ρ2)n+1],
(Bn+1)22 =
n+1∑
j=0
(n + 1)!
j!(n + 1 − j)!
(4β − γτ2)n+1− j(c21d12ρ
j
1 + c22d22ρ
j
2)
=c21d12(4β − γτ2 + ρ1)n+1 + c22d22(4β − γτ2 + ρ2)n+1.
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We thus have
vn+11 =
1
(4β + γτ2 + 2τ)n+1
[(Bn+1)21u
0
1 + (B
n+1)22v
0
1]
=c21d11[(
4β − γτ2 + ρ1
4β + γτ2 + 2τ
)n+1 − (
4β − γτ2 + ρ2
4β + γτ2 + 2τ
)n+1g]u01
+[c21d12(
4β − γτ2 + ρ1
4β + γτ2 + 2τ
)n+1 + c22d22(
4β − γτ2 + ρ2
4β + γτ2 + 2τ
)n+1]v01.
Furthermore,
vn+1/21 =
c21d11
2
[
(
4β − γτ2 + ρ1
4β + γτ2 + 2τ
)n+1 − (
4β − γτ2 + ρ2
4β + γτ2 + 2τ
)n+1 + (
4β − γτ2 + ρ1
4β + γτ2 + 2τ
)n
−(
4β − γτ2 + ρ2
4β + γτ2 + 2τ
)n
]
u01 +
[c21d12
2
(
4β − γτ2 + ρ1
4β + γτ2 + 2τ
)n+1 +
c21d12
2
(
4β − γτ2 + ρ1
4β + γτ2 + 2τ
)n
+
c22d22
2
(
4β − γτ2 + ρ2
4β + γτ2 + 2τ
)n+1 +
c22d22
2
(
4β − γτ2 + ρ2
4β + γτ2 + 2τ
)n
]
v01.
For case (ii), since
(Bn+1)21 = (n + 1)(4β − γτ
2)n(B2)21 = −4γ(n + 1)τ(4β − γτ2)n,
(Bn+1)22 = (4β − γτ
2)n+1 + (n + 1)(4β − γτ2)n(B2)22
= (4β − γτ2)n+1 − 2τ(n + 1)(4β − γτ2)n,
then
vn+11 =
1
(4β + γτ2 + 2τ)n+1
[(Bn+1)21u
0
1 + (B
n+1)22v
0
1]
=
−4γτ(n + 1)(4β − γτ2)n
(4β + γτ2 + 2τ)n+1
u01 +
(4β − γτ2)n+1 − 2τ(n + 1)(4β − γτ2)n
(4β + γτ2 + 2τ)n+1
v01.
(8.92)
Therefore, we get the expression of vn+1/21 :
(i) vn+1/21 = −
γ
2
√
1 − 4βγ
(qn+11 − q
n+1
2 + q
n
1 − q
n
2)u
0
1
+
1
4
√
1 − 4βγ
[(
√
1 − 4βγ − 1)(qn+11 + q
n
1) + (
√
1 − 4βγ + 1)(qn+12 + q
n
2)]v
0
1,
where q1 =
4β + 2τ
√
1 − 4βγ − γτ2
4β + 2τ + γτ2
, q2 =
4β − 2τ
√
1 − 4βγ − γτ2
4β + 2τ + γτ2
.
(8.93)
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(ii) vn+1/21 =
(4β − γτ2)n
2(4β + 2τ + γτ2)n+1
[−4γ(n + 1)τu01 + (4β − 2τ(n + 1) − γτ
2)v01]
+
(4β − γτ2)n−1
2(4β + 2τ + γτ2)n
[−4γnτu01 + (4β − 2τn − γτ
2)v01].
(iii) vn+1/21 =
γi
2
√
4βγ − 1
(qn+13 − q
n+1
4 + q
n
3 − q
n
4)u
0
1
+
1
4
√
4βγ − 1
[(
√
4βγ − 1 + i)(qn+13 + q
n
3) + (
√
4βγ − 1 − i)(qn+14 + q
n
4)]v
0
1,
where q3 =
4β − γτ2 + 2τi
√
4βγ − 1
4β + 2τ + γτ2
, q4 =
4β − γτ2 − 2τi
√
4βγ − 1
4β + 2τ + γτ2
.
We are now ready to estimate vn+1/21 . For case (i), note that |q1| < 1, |q2| < 1. Then
by (8.93), we deduce
|vn+1/21 | ≤
γ√
1 − 4βγ
(|q1|n + |q2|n)|u01| + g(
1 −
√
1 − 4βγ
2
√
1 − 4βγ
|q1|n +
1 +
√
1 − 4βγ
2
√
1 − 4βγ
|q2|ng)|v01|
≤
γ√
1 − 4βγ
(|q1|n + |q2|n)|u01| +
1 +
√
1 − 4βγ
2
√
1 − 4βγ
(|q1|n + |q2|n)|v01|
≤
2γ + 1 +
√
1 − 4βγ√
1 − 4βγ
qn(|u01| + |v
0
1|), q = max{|q1|, |q2|}.
(8.94)
Similarly, the following estimate holds for case (iii) :
|vn+1/21 | ≤
γ√
4βγ − 1
(|q3|n + |q4|n)|u01| +
√
βγ√
4βγ − 1
(|q3|n + |q4|n)|v01|
≤
2(γ +
√
βγ)√
4βγ − 1
qn(|u01| + |v
0
1|), q = |q3| = |q4|.
(8.95)
We mainly discuss case (ii). Here we will frequently use three inequalities obtained
by the mean value theorem :
(a) (4β + τ − γτ2)n+1 − (4β − γτ2)n+1 > τ(n + 1)(4β − γτ2)n, if τ ≤ 4β;
(b) (4β − τ − γτ2)n+1 − (4β − γτ2)n+1 > −τ(n + 1)(4β − γτ2)n, if τ > 4β, n is odd;
(c) (4β − γτ2)n+1 − (4β − τ − γτ2)n+1 > τ(n + 1)(4β − γτ2)n, if τ > 4β, n is even.
(8.96)
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Let
q5 =
4β + τ − γτ2
4β + 2τ + γτ2
, q6 =
4β − γτ2
4β + 2τ + γτ2
, q7 =
4β − τ − γτ2
4β + 2τ + γτ2
.
Then −1 < q7 < q6 < q5 < 1.
If 4β − γτ2 ≥ 0, i.e. τ ≤ 4β, 0 ≤ q6 < q5 < 1, by (8.92), (8.96)(a), we derive
|vn+11 | ≤4γ(q
n+1
5 − q
n+1
6 )|u
0
1| + 2q
n+1
5 |v
0
1|
<4γqn+15 |u
0
1| + 2q
n+1
5 |v
0
1|
<(4γ + 2)|q5|n+1
(
|u01| + |v
0
1|
)
.
If 4β − γτ2 < 0, i.e. τ > 4β, −1 < q7 < q6 < 0, for n odd, by (8.96)(b),
|vn+11 | ≤4γ(q
n+1
7 − q
n+1
6 )|u
0
1| + 2q
n+1
7 |v
0
1|
<4γqn+17 |u
0
1| + 2q
n+1
7 |v
0
1|
<(4γ + 2)|q7|n+1
(
|u01| + |v
0
1|
)
.
For n even, by (8.96)(c),
|vn+11 | ≤4γ(q
n+1
6 − q
n+1
7 )|u
0
1| − 2q
n+1
7 |v
0
1|
<4γ|q7|n+1|u01| + 2|q7|
n+1|v01|
<(4γ + 2)|q7|n+1
(
|u01| + |v
0
1|
)
.
In short, we have
|vn+11 | < (4γ + 2)q
n+1
(
|u01| + |v
0
1|
)
, q = max{|q5|, |q7|}.
This yields
|vn+1/21 | ≤
1
2
[
(4γ + 2)(qn+1 + qn)
(
|u01| + |v
0
1|
) ]
<(4γ + 2)qn
(
|u01| + |v
0
1|
)
.
(8.97)
Combining (8.94), (8.95) and (8.97), we deduce (8.66), with the coefficients satisfying
(8.67).
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9.1 Introduction
MEMS (micro-electromechanical systems) combine electronics and micro-size me-
chanical devices in order to decrease the scaling of electromechanical systems to micro-
scale ; this is similar to NEMS (nano-electromechanical systems) which go to nano-
scale (see [114]). The idea of micro-machineries was presented by Feynman in his
famous lecture (see [48]) at the end of the 1950’s. Several years later, the earliest
micro-machinery, named resonant gate transistor and which served as a tuner for micro-
electronic radios (see [109]), was created by Nathanson and his coworkers (see [110])
at Westinghouse research labs. From then on, MEMS devices have been extensively
applied to many commercial systems, including inkjet printers, MEMS microphones in
portable devices, accelerometers for airbag deployment and electronic stability control
in modern cars, biosensors, silicon pressure sensors, such as disposable blood pressure
sensors, and so on (see more examples in [17] and [114]).
From a mathematical point of view and with the fundamental works by Pelesko and
Bernstein (see [114]), we consider an idealized MEMS device which is described in the
following sketch (Fig. 9.1). The device mainly contains a thin and deformable elastic
membrane with supported boundary and a parallel rigid ground electric plate.
Elas%c	membrane	with	
conduc%ng	film	and		
supported	boundary 
Fixed	ground	
electric	plate 
d 
L 
x’ 
z’ 
y’ 
Figure 9.1 – An idealized MEMS capacitor.
The upper surface of the membrane, which is normally dielectric, is coated with a me-
tallic conducting film and the thickness of the film is considered to be negligible. When
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applying a voltage to the conducting film, the elastic membrane deforms towards the
ground plate. Considering both the dynamics and electrostatic processes (see [46] and
[114] for details) and applying dimensionless analysis, we obtain the following ideali-
zed parabolic MEMS problem :
∂u
∂t
− ∆u =
λ f (x)
(1 − u)2
in Ω,
u(t, x) = 0 on ∂Ω; u(0, x) = 0 in Ω,
(9.1)
and the corresponding elliptic problem :
−∆u =
λ f (x)
(1 − u)2
in Ω,
u(x) = 0 on ∂Ω; 0 ≤ u < 1 in Ω,
(9.2)
where u = 1−d and d corresponds to the dimensionless distance between the membrane
and the plate. Furthermore, f describes the dielectric profile of the elastic membrane and
λ > 0 characterizes the applied voltage.
There are several central problems in the study of problem (9.1) and its corres-
ponding elliptic problem (9.2). For instance, when the applied voltage λ increases to
some threshold, the device cannot remain stable and a touchdown phenomenon appears,
which means that u goes to 1 in finite time. The threshold value is called the pull-in vol-
tage, denoted by λ∗, and is defined by
λ∗(Ω, f ) = sup{λ > 0 | problem (9.2) possesses at least one solution}.
The questions of the evaluation of λ∗ and of how λ, as well as λ∗, influence the solu-
tions to MEMS problems are among the central questions in the mathematical study
of MEMS. Moreover, we list below the definitions of quenching time and quenching
set (see [51], [52] and [88]) which are also important problems in the study of MEMS
parabolic problem.
Definition 9.1.1. We call T the quenching time of problem (9.1) if T satisfies
T = sup{t > 0 | for s ∈ [0, t], sup
Ω
u(·, s) < 1}. (9.3)
Definition 9.1.2. We call Σ the quenching set of problem (9.1) if Σ satisfies
Σ = {x ∈ Ω | ∃(xn, tn) ∈ Ω × (0,T ), xn → x, tn → t, u(xn, tn)→ 1}. (9.4)
Besides, the diversification of materials for the membrane leads to different dielectric
profiles f and corresponding solutions. We refer the readers to [46], [59], [60], [53],
[73], [78], [91], [114] and references therein for more details, including the evaluation
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of λ∗, discussions on the touchdown phenomenon and the existence and properties of the
global solutions to both the elliptic and parabolic problems, as well as the study of the
equations with varying dielectric properties from a theoretical perspective. Furthermore,
we refer the readers to [89] for modified MEMS problems with a non-local term, to
[139] for an advection term and to [24] and references therein for fourth-order problems.
We are interested in this paper in the numerical approximation of problem (9.1). In
particular, we prove that, both for semi-implicit and implicit semi-discrete schemes, the
solutions are monotonically and pointwise convergent to the minimal solution to the
corresponding elliptic partial differential equation, under proper assumptions. We also
study the fully discretized semi-implicit scheme in one space dimension. We finally
give numerical simulations which illustrate the behavior of the solutions, as well as the
touchdown phenomenon, with different schemes and different initial conditions.
9.2 Setting of the problem
We consider the following initial and boundary value problem :
∂u
∂t
− ∆u =
λ f (x)
(1 − u)2
in Ω,
u(t, x) = 0 on ∂Ω; u(0, x) = u0(x) in Ω,
(9.5)
where f describes the permittivity profile of the elastic membrane and λ > 0 characte-
rizes the applied voltage. We make the following assumptions :
- Ω is a bounded and regular domain of N , N = 1, 2 or 3 ;
- f ∈ Cα(Ω) for some α ∈ (0, 1] and f satisfies the condition 0 ≤ f ≤ 1, but is not
reduced to the null function.
- u0 ∈ L2(Ω) and 0 ≤ u0 < 1 a.e..
In particular, when u0 = 0, there exists λ∗ > 0 such that, if 0 ≤ λ ≤ λ∗, then (9.5)
possesses a unique solution which globally converges as t → +∞, monotonically and
pointwise, to its unique minimal steady state. Furthermore, when λ > λ∗, the unique
solution reaches the singular value 1 in finite time. We refer the interested reader to [46]
for more details.
9.3 The semi-implicit scheme
We set, for τ > 0 given, tn = nτ, n = 0, 1, · · · , and consider the semi-implicit
semi-discrete scheme :  un+1 − τ∆un+1 = un +
λτ f (x)
(1 − un)2
in Ω,
un+1 = 0 on ∂Ω,
(9.6)
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where un+1 ' u(tn+1, x), un ' u(tn, x) and u0 is as in (9.5).
We can note that, if un ∈ H2(Ω) ∩ H10(Ω), then un+1 ∈ H
2(Ω) ∩ H10(Ω) and
un+1 = (I − τ∆)−1(un +
λτ f
(1 − un)2
),
as long as this makes sense, i.e., un does not reach the singular value 1. Actually, it
follows from classical elliptic regularity results that, if f ∈ H2(Ω), then un+1 ∈ H4(Ω).
Thus, if u0 ∈ H2(Ω) and f ∈ H2n(Ω), then un ∈ H2n+2(Ω) and, if u0, f ∈ C∞(Ω), then
un ∈ C∞(Ω) (as long as it exists).
We also know that (see [46]), for 0 ≤ λ < λ∗, where λ∗ > 0 denotes the pull-in
voltage and is the same as above, the elliptic problem
− ∆u =
λ f (x)
(1 − u)2
in Ω,
0 ≤ u < 1 in Ω and u = 0 on ∂Ω,
(9.7)
possesses at least one solution u = uλ. Furthermore, we assume that uλ is the unique
minimal solution (see [46]) to (9.7), i.e., for any other solution v to (9.7), there holds
uλ(x) ≤ v(x) a.e. in Ω. Actually, there exists u ∈ (0, 1) independent of λ such that
‖uλ‖L∞(Ω) ≤ u, ∀λ ∈ [0, λ∗). (9.8)
We additionally assume that
0 ≤ u0(x) ≤ uλ(x), a.e. x ∈ Ω. (9.9)
We first establish a number of propositions and corollaries as follows.
Proposition 9.3.1. There holds, for all n ∈  ∪ {0},
0 ≤ un(x) ≤ uλ(x), a.e. x ∈ Ω; (9.10)
in particular, for all n ∈  ∪ {0}, un exists and satisfies
0 ≤ un(x) < 1, a.e. x ∈ Ω.
Proof. We already assumed that (9.9) holds for n = 0. Let us assume that, for a given
n ∈  ∪ {0}, there holds 0 ≤ un(x) ≤ uλ(x), a.e. x ∈ Ω. The function vn+1 = un+1 − uλ
satisfies
vn+1 − τ∆vn+1 = un − uλ +
λτ f
(1 − un)2
−
λτ f
(1 − uλ)2
≤ 0 (9.11)
and
vn+1 = 0 on ∂Ω. (9.12)
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Multiplying (9.11) by v+n+1, where ·
+ = max {0, ·}, we obtain, integrating over Ω and by
parts and owing to (9.12),
‖v+n+1‖
2 ≤ 0,
where ‖ · ‖ denotes the L2-norm. This means that v+n+1 = 0 and un+1 ≤ uλ a.e. x ∈ Ω.
Alternatively, we can note that
uλ − τ∆uλ = uλ +
λτ f
(1 − uλ)2
≥ un +
λτ f
(1 − un)2
,
so that uλ is a supersolution to (9.6). Noticing that 0 is a subsolution to (9.6), it follows
from the sub and supersolutions theorem (see, e.g., [18]) that
0 ≤ un+1 ≤ uλ, a.e. x ∈ Ω,
which completes the proof. 
Proposition 9.3.2. There holds, for n ∈  ∪ {0},
‖un+1 − uλ‖ ≤
1
1 + c0τ
(
1 +
2λτ
(1 − u)3
)
‖un − uλ‖, (9.13)
where u was given in (9.8), and c0 > 0 is the optimal constant in the Poincaré inequality
‖∇v‖2 ≥ c0‖v‖2, v ∈ H10(Ω). (9.14)
Proof. We have, setting vn = un − uλ and vn+1 = un+1 − uλ,
vn+1 − τ∆vn+1 = vn +
λτ f
(1 − un)2
−
λτ f
(1 − uλ)2
in Ω,
vn+1 = 0 on ∂Ω.
We thus deduce that
vn+1 − τ∆vn+1 = vn +
λτ f vn(1 − uλ + 1 − un)
(1 − un)2(1 − uλ)2
= vn +
[
λτ f
(1 − un)2(1 − uλ)
+
λτ f
(1 − un)(1 − uλ)2
]
vn.
(9.15)
Multiplying (9.15) by vn+1 and integrating over Ω and by parts, we obtain
‖vn+1‖2 + τ‖∇vn+1‖2 = ((vn, vn+1))
+ ((
[
λτ f
(1 − un)2(1 − uλ)
+
λτ f
(1 − un)(1 − uλ)2
]
vn, vn+1)),
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which yields, noting that vn and vn+1 are nonnegative and recalling that un ≤ uλ and the
assumptions on f ,
‖vn+1‖2 + τ‖∇vn+1‖2 ≤ ((vn, vn+1)) + ((
2λτ
(1 − u)3
vn, vn+1))
= ((
(
1 +
2λτ
(1 − u)3
)
vn, vn+1))
≤
(
1 +
2λτ
(1 − u)3
)
‖vn‖‖vn+1‖.
It thus follows from (9.12) and the Poincaré inequality that
(1 + c0τ)‖vn+1‖2 ≤
(
1 +
2λτ
(1 − u)3
)
‖vn+1‖‖vn‖.
This completes the proof. 
As a consequence of Proposition 9.3.1, we deduce the following corollary.
Corollary 1. We assume that
1
1 + c0τ
(
1 +
2λτ
(1 − u)3
)
< 1. (9.16)
Then, un converges to uλ in L2(Ω) as n→ +∞.
Remark 9.3.1. We can note that (9.16) holds for
λ <
1
2
c0(1 − u)3.
In particular, this estimate does not depend on the choice of τ > 0.
Remark 9.3.2. Let us take u0 = 0. It is clear that u1 ≥ u0 = 0. Let us then assume that,
for a given n ∈ , un ≥ un−1. We have, setting vn+1 = un+1 − un,
vn+1 − τ∆vn+1 = un − un−1 +
λτ f
(1 − un)2
−
λτ f
(1 − un−1)2
≥ 0 in Ω (9.17)
and
vn+1 = 0 on ∂Ω.
Multiplying (9.17) by −v−n+1, where ·
− = max {0,−·}, we deduce that ‖v−n+1‖ = 0, whence
un+1 ≥ un. Therefore, for every x ∈ Ω, the sequence {un(x)} is monotone increasing and
bounded from above by uλ. Hence it converges monotonically as n→ +∞.
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Moreover, it is verified numerically (see [46] for details) that, if λ < λ∗ and is
close to λ∗, with given f and N, there may exist another stable solution to the elliptic
problem (9.7) which is denoted by u+λ and satisfies uλ < u
+
λ < 1. We now assume
that the stationary problem possesses at least 2 solutions uλ < u+λ < 1 and that the
initial condition satisfies uλ ≤ u0 < u+λ < 1. Then, we additionally have the following
proposition.
Proposition 9.3.3. We consider the semi-implicit scheme (9.6), with 0 < λ < λ∗ and
f satisfying the assumptions mentioned in Section 9.2. Then, if the initial condition
satisfies uλ ≤ u0 < u+λ < 1, there holds, for all n ∈ ∪ {0}, uλ ≤ un < u
+
λ < 1, a.e. x ∈ Ω.
Proof. We proceed as above. On the one hand, for n = 0, then uλ ≤ u0 < 1. We further
assume that, for a given n ∈  ∪ {0}, there holds uλ ≤ un < 1, a.e. x ∈ Ω. Then, the
function vn+1 = uλ − un+1 satisfies
vn+1 − τ∆vn+1 = vn +
λτ f (x)
(1 − uλ)2
−
λτ f (x)
(1 − un)2
≤ 0 (9.18)
and
vn+1 = 0 on ∂Ω. (9.19)
Multiplying (9.18) by v+n+1 and integrating over Ω and by parts, we obtain, owing to
(9.19),
‖v+n+1‖
2 + τ‖∇v+n+1‖
2 ≤ 0, (9.20)
which implies vn+1 ≤ 0, i.e., uλ ≤ un+1, a.e. x ∈ Ω. On the other hand, we already
assumed that uλ ≤ u0 < u+λ < 1 and we further assume that, for a given n ∈  ∪ {0},
there holds uλ ≤ un < u+λ < 1, a.e. x ∈ Ω. Then, the function wn+1 = un+1 − u
+
λ satisfies
wn+1 − τ∆wn+1 = wn +
λτ f (x)
(1 − un)2
−
λτ f (x)
(1 − u+λ )2
< 0 (9.21)
and
wn+1 = 0 on ∂Ω. (9.22)
Multiplying (9.21) by w+n+1 and integrating over Ω and by parts, we obtain, owing to
(9.22),
‖w+n+1‖
2 + τ‖∇w+n+1‖
2 < 0, (9.23)
which implies wn+1 < 0, i.e., un+1 < u+λ , a.e. x ∈ Ω. 
Remark 9.3.3. Let us take u0 such that uλ ≤ u0 < u+λ < 1. It was numerically verified
that uλ ≤ u1 ≤ u0 < u+λ . Assuming that, for a given n ∈ ∪ {0}, uλ ≤ un ≤ un−1 < u
+
λ and
setting vn+1 = un+1 − un, we deduce that
vn+1 − τ∆vn+1 = vn +
λτ f (x)
(1 − un)2
−
λτ f (x)
(1 − un−1)2
≤ 0 (9.24)
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and
vn+1 = 0 on ∂Ω. (9.25)
Multiplying (9.24) by v+n+1 and integrating over Ω and by parts, we obtain, owing to
(9.25),
‖v+n+1‖
2 + τ‖∇v+n+1‖
2 ≤ 0, (9.26)
whence uλ ≤ un+1 ≤ un < u+λ . Therefore, for x ∈ Ω, the sequence {un(x)} is monotonously
decreasing and bounded from below by uλ, i.e., it converges as n→ +∞.
9.4 The implicit scheme
We consider in this section the implicit semi-discrete scheme : for n ∈  ∪ {0}, un+1 − τ∆un+1 = un +
λτ f
(1 − un+1)2
in Ω,
un+1 = 0 on ∂Ω,
(9.27)
where, again, un+1 ' u(tn+1, x), un ' u(tn, x). We suppose that the assumptions on Ω, f ,
and (9.9)-(9.10) still hold.
Proposition 9.4.1. For 0 ≤ un ≤ uλ < 1, a.e. x ∈ Ω, problem (9.27) possesses at least
one solution such that
0 ≤ un+1 ≤ uλ < 1, a.e. x ∈ Ω, (9.28)
where uλ is the minimal solution to (9.7).
Proof. It is obvious that 0 is a subsolution to problem (9.27). Furthermore, we note that
uλ − τ∆uλ = uλ +
λτ f
(1 − uλ)2
≥ un +
λτ f
(1 − uλ)2
,
so that uλ is a supersolution to (9.27). The proof is completed. 
Proceeding as in the proof of Proposition 9.3.2 and setting vn = un − uλ, vn+1 =
un+1 − uλ, we have
vn+1 − τ∆vn+1 = vn +
[
λτ f
(1 − uλ)(1 − un+1)2
+
λτ f
(1 − uλ)2(1 − un+1)
]
vn+1 in Ω, (9.29)
vn+1 = 0 on ∂Ω. (9.30)
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Multiplying (9.29) by vn+1 and applying the Poincaré inequality, we obtain
‖vn+1‖2 + c0τ‖vn+1‖2 ≤ ((vn, vn+1)) +
2λτ
(1 − u)3
‖vn+1‖2
≤ ‖vn‖‖vn+1‖ +
2λτ
(1 − u)3
‖vn+1‖2,
whence (
1 + c0τ −
2λτ
(1 − u)3
)
‖vn+1‖ ≤ ‖vn‖. (9.31)
This yields the following result.
Proposition 9.4.2. We assume that,
λ <
1
2
(1 − u)3c0. (9.32)
Then, un converges to uλ in L2(Ω) as n→ +∞.
Remark 9.4.1. We again take u0 = 0. Then, u1 ≥ u0. Let us assume that, for a given
n ∈ , un ≥ un−1. Then, the function vn+1 = un+1 − un satisfies
vn+1 − τ∆vn+1 = un − un−1 +
λτ f
(1 − un+1)2
−
λτ f
(1 − un)2
≥
(
λτ f
(1 − un+1)(1 − un)2
+
λτ f
(1 − un)(1 − un+1)2
)
vn+1 in Ω
(9.33)
and
vn+1 = 0 on ∂Ω.
Multiplying (9.33) by −v−n+1 and integrating over Ω and by parts, we find
‖v−n+1‖
2 + τ‖∇v−n+1‖
2 ≤
(
λτ f
(1 − un+1)(1 − un)2
+
λτ f
(1 − un)(1 − un+1)2
)
‖v−n+1‖
2
≤
2λτ
(1 − u)3
‖v−n+1‖
2,
whence (
1 + c0τ −
2λτ
(1 − u)3
)
‖v−n+1‖
2 ≤ 0. (9.34)
Therefore, for a given λ, if τ ≤ τ0, where τ0 is small enough so that
1 + c0τ0 −
2λτ0
(1 − u)3
> 0, (9.35)
then v−n+1 = 0 and thus un+1 ≥ un. It thus follows from Propersition 9.4.1 that un
converges monotonically and pointwise.
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Remark 9.4.2. Multiplying (9.29) by −∆vn+1 and integrating over Ω and by parts, we
have
‖∇vn+1‖2 + τ‖∆vn+1‖2 ≤ ‖∇vn‖‖∇vn+1‖ +
2λτ
(1 − u)3
‖vn+1‖‖∆vn+1‖. (9.36)
Then, since
‖∆v‖2 ≥ c0‖∇v‖2, v ∈ H2(Ω) ∩ H10(Ω),
applying the Cauchy-Schwarz inequality, we obtain
‖∇vn+1‖2 + c
1/2
0 τ‖∇vn+1‖‖∆vn+1‖ (9.37)
≤ ‖∇vn‖‖∇vn+1‖ +
2λτ
c1/20 (1 − u)
3
‖∇vn+1‖‖∆vn+1‖,
whence
‖∇vn+1‖ +
c1/20 τ − 2λτc1/20 (1 − u)3
 ‖∆vn+1‖ ≤ ‖∇vn‖.
Therefore,
(1 + c0τ −
2λτ
(1 − u)3
)‖∇vn+1‖ ≤ ‖∇vn‖. (9.38)
Finally, if
λ <
1
2
(1 − u)3c0,
or equivalently (
1 + c0τ −
2λτ
(1 − u)3
)−1
< 1,
then un converges to uλ in H10(Ω) as n → +∞. In particular, in one space dimension, un
converges to uλ in C(Ω) as n→ +∞.
9.5 The fully discretized semi-implicit scheme
We only consider the one-dimensional problem in this section. We believe that si-
milar results hold in two-dimensional space and will address this elsewhere.
Let M > 0 be an integer, h = (b − a)/(M + 1) denote the spatial mesh size, and
xi = a + ih, i = 0, · · · , M + 1. We consider the fully discretized semi-implicit scheme as
follows : for n ∈  ∪ {0},
un+1i − u
n
i
τ
−
un+1i−1 − 2u
n+1
i + u
n+1
i+1
h2
=
λ f (xi)
(1 − uni )2
, i = 1, · · · ,M;
un+10 = u
n+1
M+1 = 0,
(9.39)
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where uni ≈ u(t
n, xi). Problem (9.39) can be rewritten equivalently as
(1 + 2
τ
h2
)un+1i −
τ
h2
un+1i+1 −
τ
h2
un+1i−1 = u
n
i +
λτ f (xi)
(1 − uni )2
. (9.40)
We then rewrite (9.40) in vector form as
AUn+1 = F(Un), U0 = 0, (9.41)
where Un =
(
un1, u
n
2, · · · , u
n
M
)t
and
A =

1 + 2 τh2 −
τ
h2
− τh2 1 + 2
τ
h2 −
τ
h2
. . .
. . .
. . .
− τh2 1 + 2
τ
h2 −
τ
h2
− τh2 1 + 2
τ
h2

, F(Un) =

un1 +
λτ f (x1)
(1−un1)
2
un2 +
λτ f (x2)
(1−un2)
2
...
unM +
λτ f (xM)
(1−unM)
2

.
We can rewrite (9.41) equivalently as
AUn+1 = Un + G(Un), (9.42)
where
G(Un) = λτ

f (x1)
(1−un1)
2
f (x2)
(1−un2)
2
...
f (xM)
(1−unM)
2

.
We note that
A = I +
τ
h2
B,
where
B =

2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2

.
It is well known that A is positive definite, and thus invertible. Furthermore,
A =
(
1 +
2τ
h2
) (
I −
τ/h2
1 + 2τ/h2
C
)
,
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where
C =

0 1
1 0 1
. . .
. . .
. . .
1 0 1
1 0

,
so that
A−1 =
(
1 +
2τ
h2
)−1 (
I −
τ/h2
1 + 2τ/h2
C
)−1
=
(
1 +
2τ
h2
)−1 +∞∑
j=0
(
τ/h2
1 + 2τ/h2
) j
C j.
(9.43)
This yields that A−1 ≥ 0.
We now consider the equation
AU∗ = U∗ + G(U∗), (9.44)
which is the centered difference scheme of the steady state problem (9.7).
Equation (9.44) can be rewritten as
BU∗ = λh2

f (x1)
(1−u∗1)
2
f (x2)
(1−u∗2)
2
...
f (xM)
(1−u∗M)
2

. (9.45)
The solvability of the above problem is given in the following theorem.
Theorem 9.5.1. We assume that 0 ≤ λ ≤
8(1 − δ)δ2
(b − a)2
, for some δ ∈ (0, 1). Then (9.45)
possesses a solution U∗ such that 0 ≤ U∗ < E, where E = (1, 1, · · · , 1)t1×M.
Proof. First note that B is invertible and (as above) B−1 ≥ 0. We rewrite (9.45) in the
form
U∗ = H(U∗), (9.46)
where
H(U∗) = λh2B−1

f (x1)
(1−u∗1)
2
f (x2)
(1−u∗2)
2
...
f (xM)
(1−u∗M)
2

.
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We then consider the sequence
Wk+1 = H(Wk), W0 = 0. (9.47)
Note that W1 exists and, since B−1 ≥ 0, W1 ≥ 0. Actually, as long as it exists,
Wk ≥ 0.
Furthermore,
Wk+2 −Wk+1 = λh2B−1

f (x1)
(1−wk+11 )
2 −
f (x1)
(1−wk1)
2
f (x2)
(1−wk+12 )
2 −
f (x2)
(1−wk2)
2
...
f (xM)
(1−wk+1M )
2 −
f (xM)
(1−wkM)
2

.
Therefore, since W1 ≥ W0, we deduce that
Wk+1 ≥ Wk, (9.48)
as long as this makes sense.
Now, recalling the assumptions on f , we have
‖H(χ)‖∞ ≤ λh2‖B−1‖∞max
j
(
1
(1 − χ j)2
)
. (9.49)
We denote by DM the determinant of B. It is easy to see that
DM = 2DM−1 − DM−2.
Therefore, since D2 = 3 and D3 = 4, it follows that DM = M + 1. It thus follows
from [12] (see also [74]) that B−1 is the factorizable matrix {Mi j}, Mi j = aib j, i ≤ j,
Mi j = M ji, where
ai = i, b j = 1 −
j
M + 1
.
We deduce from the structure of B−1 that
‖B−1‖∞ = max
 M∑
j=1
b j, (
M∑
i=1
ai)bM, max
i=2,··· ,M−1
bi i−1∑
j=1
a j + ai
M∑
j=i
b j

 ,
that is to say
‖B−1‖∞ = max
(
M
2
, max
i=2,··· ,M−1
(
i
M + 1 − i
2
))
.
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Studying the variations of the function x 7→ x
M + 1 − x
2
, it is easy to see that
max
i=2,··· ,M−1
(
i
M + 1 − i
2
)
≤
(M + 1)2
8
,
so that (taking M large enough)
‖B−1‖∞ ≤
(M + 1)2
8
=
(b − a)2
8h2
,
whence
‖H(χ)‖∞ ≤
(b − a)2
8
λmax
i
(
1
(1 − χi)2
)
. (9.50)
Let us now assume that
0 ≤ χi ≤ 1 − δ, i = 1, · · · , M, δ ∈ (0, 1).
Then, we have
‖H(χ)‖∞ ≤
(b − a)2
8δ2
λ.
Therefore, if
λ ≤
8(1 − δ)δ2
(b − a)2
,
then
‖H(χ)‖∞ ≤ 1 − δ.
This yields that {Wk} exists for all k ∈  ∪ {0} and
0 ≤ Wk ≤

1 − δ
1 − δ
...
1 − δ
 . (9.51)
Hence, each component of {Wk} is bounded and monotone increasing, and thus converges.
This finishes the proof. 
Remark 9.5.1. Note that, when δ goes to 0, i.e., the χi’s approach 1, then λ goes to 0.
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We assume from now on that the assumptions of Theorem 9.5.1 hold, so that 0 ≤
U1 ≤ U∗. Let us assume that 0 ≤ Un ≤ U∗. Then, setting Vn = Un − U∗, there holds
Vn+1 = A−1 (Vn + G(Un) −G(U∗)) ,
so that (since A−1 ≥ 0)
Un+1 ≤ U∗.
Furtheremore, since A−1 ≥ 0, Un+1 ≥ 0. It thus follows that {Un} is well-defined and
0 ≤ Un ≤ U∗, n ∈  ∪ {0}.
We can also prove, proceeding as above, that
0 ≤ Un ≤ Un+1, n ∈  ∪ {0},
whence {Un} converges.
Remark 9.5.2. We have, for all {Vn+1} with vn+10 = 0,
((AVn+1,Vn+1)) =(1 +
2τ
h2
)
M∑
j=1
(vn+1j )
2 −
2τ
h2
M−1∑
j=1
vn+1j v
n+1
j+1
=(1 +
τ
h2
)
(
(vn+11 )
2 + (vn+1M )
2
)
+
M−1∑
j=2
(vn+1j ) +
τ
h2
M−1∑
j=1
|vn+1j − v
n+1
j+1 |
2
≥
M∑
j=1
(vn+1j )
2 +
τ
h2
M−1∑
j=0
|vn+1j − v
n+1
j+1 |
2,
where ((·, ·)) denotes the usual Euclidean scalar product, with associated norm ‖ · ‖. It
follows from the discrete Poincaré inequality that
M−1∑
j=0
|vn+1j − v
n+1
j+1 |
2 ≥
2h2
(b − a)2
M∑
j=1
|vn+1j |
2,
which yields
((AVn+1,Vn+1)) ≥
(
1 +
2τ
(b − a)2
)
‖Vn+1‖2. (9.52)
We now have
AVn+1 = Vn + G(Un) −G(U∗),
so that, taking the scalar product with Vn+1,
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(
1 +
2τ
(b − a)2
)
‖Vn+1‖2 ≤ ‖Vn + G(Un) −G(U∗)‖‖Vn+1‖.
Therefore,
‖Vn+1‖ ≤
(
1 +
2τ
(b − a)2
)−1
(‖Vn‖ + ‖G(Un) −G(U∗)‖)
≤
(
1 +
2τ
(b − a)2
)−1 ‖Vn‖ + λτ
 M∑
j=1
 Vnj (2 − unj − u∗j)(1 − unj)2(1 − u∗j)2
2
1
2

≤
(
1 +
2τ
(b − a)2
)−1 (
‖Vn‖ + 2λτ
1
(1 − ‖U∗‖∞)3
‖Vn‖
)
≤
(
1 +
2τ
(b − a)2
)−1 (
1 + 2λτ
1
(1 − ‖U∗‖∞)3
)
‖Vn‖.
Therefore, if (
1 +
2τ
(b − a)2
)−1 (
1 + 2λτ
1
(1 − ‖U∗‖∞)3
)
< 1,
i.e. λ < (1 − ‖U?‖∞)3/(b − a)2, then {Un} converges to U∗.
Remark 9.5.3. The above results, as well as those in the previous sections, can be
improved by taking an assumption on f of the form
0 ≤ f ≤ f , 0 ≤ f ≤ 1.
In particular, in Theorem 9.5.1, we then have the more general assumption
0 ≤ λ f̄ ≤
8(1 − δ)δ2
(b − a)2
,
which allows for a larger λ when f̄ is small.
9.6 Numerical simulations
In this section, we give several numerical simulations which show the behavior of
the solutions u corresponding to different schemes, different λ’s and different initial
conditions (see Proposition 9.3.3 and Remark 9.3.3). In particular, it is verified that,
when 0 < λ ≤ λ∗, the solutions to problem (9.5) tend to a stable solution uλ as time
grows. Furthermore, if λ > λ∗, one can observe the so-called touchdown phenomenon.
The numerical simulations are performed with MATLAB.
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9.6.1 The elliptic problem
In this subsection, we study the elliptic problem (9.7). Theoretically, it has been
shown (see, e.g., [46]) that there exists λ∗ depending on the domain Ω as well as the
permittivity profile f such that when λ ≤ λ∗, problem (9.7) possesses a unique minimal
solution.
The 1D elliptic problem
Employing the continuation method described in Appendix A and considering the
one-dimensional elliptic problem, we draw the branch of solutions u(0) as a function of
λ. Setting Ω = (−0.5, 0.5), M = 199 and f (x) = |2x| or f (x) ≡ 1, we obtain Fig. 9.2
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(λ=1, u
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(b)
Figure 9.2 – The branch of solutions u(0) as a function of λ : (a) f (x) = |2x| ; (b)
f (x) ≡ 1.
in which we observe the existence of λ∗ (when f (x) = |2x|, λ∗ ≈ 4.388, see Fig. 9.2(a),
and, when f ≡ 1, λ∗ ≈ 1.4, see Fig. 9.2(b)) and that, when λ < λ∗ but is close to λ∗, the
branches display two solutions uλ(0) and u+λ (0). The results are consistent with [46].
The 2D elliptic problem
As far as the 2D elliptic problem is concerned, applying the 5-point centered diffe-
rence to approximate the Laplace operator, we have the discrete scheme :
 − 4ui, j + ui−1, j + ui+1, j + ui, j−1 + ui, j+1 +
λh2 f (xi, y j)
(1 − ui, j)2
= 0, i, j = 1, · · · , M,
u0, j = uM+1, j = ui,0 = ui,M+1 = 0, i, j = 0, · · · , M + 1,
(9.53)
where h = 1/(M + 1) denotes the spatial mesh size of the computational domain Ω =
(−0.5, 0.5) × (−0.5, 0.5) and ui, j ' u(xi, y j), with (xi, y j) = (−0.5 + ih,−0.5 + jh), i, j =
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0, · · · ,M + 1. Similarly, we display the branch of solutions u(0, 0) as a function of λ in
Fig. 9.3(a) for f (x, y) =
√
x2 + y2 and in Fig. 9.4(a) for f (x, y) ≡ 1 ; here M = 29. We
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Figure 9.3 – The branch of solutions u(0, 0) as a function of λ : (a) f (x, y) =
√
x2 + y2 ;
(b) λ = 10, uλ, uλ∗ , and u+λ .
observe in Fig. 9.3(a) and Fig. 9.4(a) that there exists a maximal value of λ, namely,
λ∗ ≈ 11.011 when f (x, y) =
√
x2 + y2 and λ∗ ≈ 2.684 when f (x, y) ≡ 1, such that, if
0 < λ ≤ λ∗, problem (9.7) possesses at least one solution, and, if λ > λ∗, there does
not exist a solution to the elliptic problem. Simultaneously, we observe that, when λ is
less than but is close to λ∗, there are two values of u(0, 0) which are denoted by uλ(0, 0)
and u+λ (0, 0), as illustrated in Fig. 9.3(a) for λ = 10 and in Fig. 9.4(a) for λ = 2.5. In
Fig. 9.3(b) (resp. Fig. 9.4(b)), we display the two corresponding solutions uλ, u+λ with
λ = 10 (resp. λ = 2.5) and uλ∗ . Furthermore, Fig. 9.4(c) shows four solutions to problem
(9.7) with λ = 1.6 which become sharper and sharper as the computation goes on.
In the two dimensional simulations, here and below, otherwise specified, the solutions
correspond to the section y = 0.
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Figure 9.4 – The branch of solutions u(0, 0) as a function of λ : (a) f (x, y) ≡ 1 ; (b)
λ = 2.5, uλ, uλ∗ and u+λ ; (c) λ = 1.6, four corresponding solutions.
The branches and solutions for the one- and two-dimensional elliptic problems are
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helpful in view of the study of the parabolic problems.
9.6.2 The parabolic problem
We set tn = nτ, n = 0, · · · , K, and write the time steps as superscripts and the spatial
nodes as subscripts.
The 1D problem
Setting Ω = (−0.5, 0.5), we display in Fig. 9.5 the one-dimensional results for
problem (9.5) applying both the semi-implicit and implicit schemes when λ = 4.0,
f (x) = |2x|, M = 199 and u_ini = 0 ; these are consistent with the theoretical results.
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Figure 9.5 – 1D, τ=0.01. (a) Semi-implicit scheme ; (b) Implicit scheme ; (c) Conver-
gence : error = ‖un − uλ‖.
Moreover, the results for the semi-implicit scheme for the initial condition
pointwise_ini : u_ini_pw =
9
10
u+λ +
1
10
uλ (9.54)
which is larger than uλ and less than but close to u+λ show that the solution decreases
and converges to uλ (see Fig. 9.6(a)). In Fig. 9.6(b), the solution for the nonsymmetric
initial condition
u_ini_nonsym = 4(x + 0.33)2(x + 0.5)2|x − 0.5|, x ∈ [−0.5, 0.5], (9.55)
also converges to uλ. However, for λ = 4.45 > λ∗ and a smaller time step τ = 0.001, we
observe in Fig. 9.6(c) that, after 2654 steps, there does not exist a stable solution to the
parabolic problem. We have similar results when applying the implicit scheme ; these
are not displayed here.
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Figure 9.6 – 1D, M = 199, f (x) = |2x|. (a) τ = 0.01, λ = 4.0, u_ini =pointwise_ini ;
(b) τ = 0.01, λ = 4.0, u_ini is nonsymmetric ; (c) touchdown phenomenon : λ=4.45,
τ=0.001.
The 2D problem
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Figure 9.7 – 2D, λ=10.0, f (x, y) =
√
x2 + y2, τ=0.01, M = 29. (a) The global solution
when t = 100τ ; (b) Semi-implicit scheme ; (c) Implicit scheme ; (d) Convergence.
Applying the centered scheme for the spatial discretization, we have the fully dis-
crete semi-implicit scheme
(h2 − 4τ)un+1i, j − τu
n+1
i−1, j − τu
n+1
i+1, j − τu
n+1
i, j−1 − τu
n+1
i, j+1 = h
2uni, j +
λτh2 f (xi, y j)
(1 − uni, j)2
, (9.56)
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with i, j = 1, · · · , M, un0, j = u
n
M+1, j = u
n
i,0 = u
n
i,M+1 = 0 (i, j = 0, · · · , M + 1), and n = 0,
· · · , K. Then, one can easily get the two-dimensional fully-discrete implicit scheme,
keeping the same notation and boundary conditions. Here, again, Ω = (−0.5, 0.5) ×
(−0.5, 0.5).
In Fig. 9.7, we illustrate the two-dimensional results for λ = 10.0, f (x, y) =
√
x2 + y2
and u_ini = 0, using both the semi-implicit and implicit schemes, as well as the corres-
ponding convergence. We observe that, with each scheme, the solution increases and
pointwise converges to uλ.
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Figure 9.8 – 2D, λ=10.0, f (x, y) =
√
x2 + y2, τ=0.01, M = 29. (a) Semi-implicit
scheme ; (b) Implicit scheme ; (c) Convergence.
As shown in Fig. 9.8, when the initial value u_ini is less than uλ (more precisely, we
apply the cubic Lagrange polynomial on five points, (-0.5, -0.5, 0), (-0.5, 0.5, 0), (0, 0,
0.1), (0.5, -0.5, 0) and (0.5, 0.5, 0), to interpolate the initial value u_ini), the solutions
corresponding to the semi-implicit and implicit schemes both increase and converge to
uλ.
Finally, setting τ = 0.001, λ = 11.5 (which is larger than λ∗) and M = 35, the
touchdown phenomenon can be observed (see Fig. 9.9).
9.7 The continuation method
In this appendix, we explain how to compute the upper bound on λ (namely, the
pull-in voltage λ∗) by applying a continuation method (see [5]) which we describe for
the two-dimensional problem. The elliptic system (9.53) can be rewritten as
H(w) = 0, (9.57)
where w = (U λ)t and U = (u1,1, · · · , uM,1, · · · , u1,M, · · · , uM,M) is the reordered row
vector of the solution to the elliptic problem (9.53). Let H′(u) denote the Jacobian of
H(u) and t(A) denote the tangent vector induced by A, which is defined by
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Figure 9.9 – 2D, f (x, y) =
√
x2 + y2, touchdown phenomenon. (a) Global solution when
t = 683τ ; (b) Section y = 0.
Definition 9.7.1. Let A be an M× (M +1) matrix with maximal rank. The unique vector
t(A) ∈ M+1 satisfying the conditions
At = 0, ‖t‖ = 1, det
(
A
t∗
)
> 0, (9.58)
is called the tangent vector induced by A, where (·)∗ denotes the Hermitian transpose.
Here and below, M = M2.
We then use an approximate Euler predictor and Newton-type iterations as corrector
steps, described in the following algorithm, see [5].
Algorithm 1 Continuation Method
Input N pas, ε and w such that H(w) = 0
for n = 1, N pas do
Estimate A = H′(w)
Compute A+ and the tangent vector t(A)
w := w + εt(A) % prediction
while error larger than tolerance and Newton’s iteration step is bounded do
w := w − A+H(w) % corrections
end while
end for
In this algorithm, A+ denotes the Moore–Penrose inverse of A and ε stands for the
current step size. We refer the readers to [14] and [113] for Newton’s method based
on the Moore–Penrose inverse and [6] for a convergence result which ensures that the
above algorithm is applicable and effective under reasonable assumptions. To compute
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A+ and t(A), we use a QR factorization (see [5] for details), that is to say, A being a
maximal rank M × (M + 1) matrix and A∗ representing its conjugate transpose, we have
A+ = A∗(AA∗)−1 = Q
(
(R∗)−1
0∗
)
, (9.59)
with the QR factorization, A∗ = Q
(
R
0∗
)
, where Q is an (M+1)×(M+1) orthogonal matrix
and R is a nonsingular M × M upper triangular matrix. Then, we compute t(A) = σq,
where q denotes the last column of Q and, in order to satisfy the orientation which has
been defined in [5](2.5), we can choose σ = sign(det Q det R).
λ
u(
0,
0)
Prediction-Correction
Prediction
Prediction
Corrections
Figure 9.10 – The main idea of the continuation method.
The main idea of the continuation method is displayed in Fig. 9.10, using a rough
prediction and several steps of corrections.
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Conclusion générale et perspectives
We introduced and studied several nonlinear partial differential equations associa-
ted to mathematical modeling of phase separation and micro-electromechanical system
(MEMS). For the phase separation, we introduced several models : the higher-order
models with regular potential, the higher-order Allen-Cahn model with logarithmic po-
tential, the higher-order anisotropic models, the higher-order generalized Cahn-Hilliard
equation and the higher-order anisotropic model endowed with an inertial term, na-
mely, the hyperbolic relaxation. In particular, we obtained the well-posedness results
for each model and the existence of global attractors, which are essential in the analysis
of asymptotic behavior. For the micro-electromechanical system, we studied a model
which describes an idealized MEMS capacitor and contains singularity. We conclude
our achievement below :
- In the study of the higher-order models with regular potential, we mainly conside-
red the higher-order Allen-Cahn and Cahn-Hilliard equations endowed with Dirichlet
boundary condition. In particular, for both of the equations, regularity results have been
established, moreover dissipative semigroups and the existence of global attractors. We
also gave the main idea to study the higher-order Cahn-Hilliard equation endowed with
Neumann boundary condition which leads to the conservation of mass.
- We studied the well-posedness results for the higher-order Allen-Cahn models with
logarithmic potential, however not in a classical way, but in a variational sense which
was introduced in [104]. By deriving uniform (with respect to N) a priori estimates
on the solution uN to the approximated problems and passing to the limit N → ∞, we
proved the existence and uniqueness of the variational solution, as well as the dissipative
semigroup and the existence of global attractor.
- We then built the higher-order anisotropic models in phase separation to describe
explicitly the anisotropic phenomenon based on the work of G. Caginalp and E. Esen-
turk in [23]. Both for the higher-order anisotropic Allen-Cahn and Cahn-Hilliard equa-
tions with regular potential and Dirichlet/periodic boundary condition, we derived the
a priori estimates and constructed dissipative semigroups, moreover obtained the exis-
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tence of global attractors. Furthermore, we also gave numerical simulations to show the
anisotropic effects intuitively.
- We considered other phenomenon than phase separation by studying the higher-
order generalized Cahn-Hilliard equations, which have applications in biology, image
processing, etc. The a priori estimates have been derived, as well as the regularity results.
We further obtained the dissipative semigroup and the existence of the global attractor
with finite dimension. Moreover, numerical simulations in 2D for the Cahn-Hilliard-
Oono equation, phase field crystal equation and the equation which is modeling tumor
proliferation growth, have illustrated the anisotropy effects.
- An inertial term, i.e., the second order derivative of u with respect to time t, has
been added to the higher-order Cahn-Hilliard equation for the purpose of incorporating
both fast elastic relaxation and slower mass diffusion. We studied the well-posedness
of such a model, in particular, the regularity results, the dissipative semigroup and the
existence of global attractor. In addition, numerical scheme, based on the finite ele-
ment/spectral method in space and second order stable scheme in time, for solving the
modified higher-order generalized (in the sense that an additional term γu has been ad-
ded to the equation) Cahn-Hilliard equation has been developed. Furthermore,the energy
stability results for the numerical scheme have been derived, as well as the existence and
uniqueness of the numerical solution, both for semi-discrete and fully discrete scheme.
Moreover, the numerical simulations have been illustrated to support the numerical ana-
lysis and show anisotropic effects.
- The last model describes the elastic and electrostatic effects in an idealized MEMS
capacitor. Both for semi-implicit and implicit semi-discrete schemes, we proved that,
under proper assumptions, the solutions are monotonically and pointwise convergent
to the steady state, which is actually the minimal solution to the corresponding elliptic
partial differential equation. Moreover, the fully discretized semi-implicit scheme was
studied in 1D and numerical simulations were illustrated to show the behavior of the
solutions which support the theoretical analysis both in 1D and 2D.
Based on what we have done, we provide here some perspectives on these models.
- For the phase separation models, considering the consistence between the mathe-
matical modeling and the physical phenomena, one can further take long-ranged interac-
tions into account. In this situation, the governing equation may turn out to be nonlocal
and the study of nonlocal partial differential equations may be involved in. We refer the
reader to [25, 61, 64, 65, 66] several literatures on nonlocal phase separation models,
which may help to build nonlocal anisotropic models in phase separation.
- For the higher-order models in phase separation, one can further construct the
exponential attractors which are more robust, i.e., not sensitive to perturbation, and can
attract the trajectory much more faster.
- We note that for the higher-order models with logarithmic nonlinear term in Chap-
ter 4, the results are associated to Allen-Cahn equation, so one can consider the well-
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posedness properties for higher-order Cahn-Hilliard equation with logarithmic nonli-
near term. As what mentioned in Chapter 4, when k ≥ 2, the question that whether a
variational solution is a classical (variational) solution or not is an open issue.
- And for the higher-order models (when k ≥ 2), both Allen-Cahn and Cahn-Hilliard,
one can try to analysis whether the global attractors have finite dimension or not. Moreo-
ver, one can further develop more efficient and higher-performance numerical methods
to simulate the higher-order models.
- Finally, as the MEMS machineries are essential components in many commercial
devices, it is necessary to study more realistic models, which may contain fourth order
derivatives, or non-local terms. And since the pull-in voltage is an important factor,
not only in mathematical analysis, but also in the real MEMS machineries, it is also
worth spending efforts on estimating and calculating the pull-in voltage, as well as the
quenching time and quenching set.
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Résumé : Cette thèse est consacré à l’étude théorique et numérique de plusieurs équations aux
dérivées partielles non linéaires qui apparaissent dans la modélisation de la séparation de phase
et des micro-systèmes électro-mécaniques (MSEM). Dans la première partie, nous étudions des
modèles d’ordre élevé en séparation de phase pour lesquels nous obtenons le caractère bien
posé et la dissipativité, ainsi que l’existence de l’attracteur global et, dans certains cas, des si-
mulations numériques. De manière plus précise, nous considérons dans cette première partie
des modèles de type Allen-Cahn et Cahn-Hilliard d’ordre élevé avec un potentiel régulier et
des modèles de type Allen-Cahn d’ordre élevé avec un potentiel logarithmique. En outre, nous
étudions des modèles anisotropes d’ordre élevé et des généralisations d’ordre élevé de l’équa-
tion de Cahn-Hilliard avec des applications en biologie, traitement d’images, etc. Nous étudions
également la relaxation hyperbolique d’équations de Cahn-Hilliard anisotropes d’ordre élevé.
Dans la seconde partie, nous proposons des schémas semi-discrets semi-implicites et implicites
et totalement discrétisés afin de résoudre l’équation aux dérivées partielles non linéaire décri-
vant à la fois les effets élastiques et électrostatiques de condensateurs MSEM. Nous faisons
une analyse théorique de ces schémas et de la convergence sous certaines conditions. De plus,
plusieurs simulations numériques illustrent et appuient les résultats théoriques.
Mots clés : séparation de phase, équations d’Allen-Cahn et Cahn-Hilliard, anisotropie, mo-
dèles d’ordre élevé, caractère bien posé, attracteur global, micro-systèmes électro-mécaniques
(MSEM), schémas semi-implicites et implicites, simulations numériques
Abstract : This thesis is devoted to the theoretical and numerical study of several nonlinear
partial differential equations, which occur in the mathematical modeling of phase separation
and micro-electromechanical system (MEMS). In the first part, we study higher-order phase
separation models for which we obtain well-posedness and dissipativity results, together with
the existence of global attractors and, in certain cases, numerical simulations. More precisely,
we consider in this first part higher-order Allen-Cahn and Cahn-Hilliard equations with a regu-
lar potential and higher-order Allen-Cahn equation with a logarithmic potential. Moreover, we
study higher-order anisotropic models and higher-order generalized Cahn-Hilliard equations,
which have applications in biology, image processing, etc. We also consider the hyperbolic re-
laxation of higher-order anisotropic Cahn-Hilliard equations. In the second part, we develop
semi-implicit and implicit semi-discrete, as well as fully discrete, schemes for solving the non-
linear partial differential equation, which describes both the elastic and electrostatic effects in
an idealized MEMS capacitor. We analyze theoretically the stability of these schemes and the
convergence under certain assumptions. Furthermore, several numerical simulations illustrate
and support the theoretical results.
Keywords : phase separation, Allen-Cahn and Cahn-Hilliard equations, higher-order models,
anisotropy, well-posedness, global attractor, micro-electromechanical system (MEMS), semi-
implicit and implicit schemes, numerical simulations
