An a posteriori error estimator is developed for the eigenvalue analysis of three-dimensional heterogeneous elastic structures. It constitutes an extension of a well-known explicit estimator to heterogeneous structures. We prove that our estimates are independent of the variations in material properties and independent of the polynomial degree of finite elements. Finally, we study numerically the effectivity of this estimator on several model problems.
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Introduction
Eigenvalue analysis is common in many areas of engineering. For example, the knowledge of the eigenspectrum of a linear structure allows an analyst to decide whether an excitation frequency will be close to a resonance frequency, which could cause vibrations of large amplitude. The eigenpairs of a linear structure can also determine efficiently, in a linear superposition procedure, its transient or frequency response. For large scale heterogeneous structures, where the finite element models reach ten millions or more degrees of freedom, researchers at Sandia National Labs [12] frequently compute thousands of eigenmodes. In order to have confidence in the accuracy of these modes and to adaptively refine the mesh, quantifying the discretization error is important and a posteriori error analysis becomes critical. A posteriori error estimation has received considerable attention over the last three decades. Recent reviews [1, 15, 16] give excellent summaries and background on the subject. Unfortunately, as far as eigenvalue analysis is concerned, a posteriori error estimators are less studied than the estimators for traditional static elliptic or time-dependent problems. Therefore, the aim of this paper is to analyze an a posteriori error estimator in the context of structural eigenanalysis without damping but with heterogeneities.
Verfürth [14] has proved the equivalence between an explicit estimator and the errors on the eigenvalue and the eigenvector, while using a general framework for non-linear equations with the assumption that the computed eigenpair is close to the continuous eigensolution. Under the same assumption, Larson [7] recently introduced explicit a priori and a posteriori estimates for the eigensolution of the scalar elliptic operators. For smooth eigenvectors, Larson's estimates bounded the errors in eigenvalues and eigenvectors in terms of the element-wise residuals, the mesh size, and a stability factor. Heuveline and Rannacher [6] extended the work of Larson [7] to unsymmetric operators by representing the eigenvalue problem in the more general framework of a nonlinear variational problem. Unfortunately, their least-squares approach requires the a priori knowledge of the smoothness of the continuous solution and it provides only upper bounds of the error [1] . Requiring the a priori knowledge of the smoothness is a disadvantage that makes these estimates impractical for general three-dimensional structures.
Oden et al. [11] used the so-called goal-oriented error estimation approach, also commonly referred to as the quantity of interest error estimation approach. Choosing the eigenvalue as a quantity of interest, their approach defined an implicit error estimate at the element level, which eliminates the typical unknown constant present in explicit estimators. But bubble spaces must be used for the local linear solves.
For piecewise linear elements and for the Laplacian operator, Duran et al. [5] proved that a simple explicit, residual-based estimator was equivalent to the error in the eigenvectors, up to higher order terms. They also proved that the error was equivalent to the jump term in the element level residual, and thus eliminated the interior residual term from the estimator. Their approach is close to the one used in this paper for treating the elasticity equation with higher degree elements.
The previously described estimators do not consider the common case of heterogeneous materials in structural analysis. The goal of this paper is to analyze an explicit residual-based estimator that treats the case of high order finite elements and can also handle discontinuous material coefficients. Our approach follows closely the work of Araya and Le Tallec [2] and the analysis of Bernardi and Verfürth [4] , which considered source problems. The outline of the paper goes as follows. In section 2, we present the model problem. In section 3, we recall some known a priori error estimates for its finite element approximation. In section 4, we define the explicit estimator and prove its equivalence with the error in the eigenfunction up to high order terms. We give also an upper bound on the error for eigenvalues. Finally, numerical examples illustrate the effectivity of this estimator.
Model problem and notations
Let Ω ⊂ R 3 be a bounded domain, with Lipschitz continuous boundary
We consider the eigenvalue problem: find (u, θ) such that
The stress tensor σ(u) is related to the strain tensor ε(u),
by the material law
where D is a function with values in symmetric positive definite matrices satisfying the property
We assume that the density function ρ is bounded
Such a Sturm-Liouville problem has an infinite sequence of real eigenvalues
and an associated complete set of orthonormal eigenfunctions
We define also a weak formulation:
where
and
Note that the bilinear form a is symmetric, coercive, and continuous. The form a satisfies
Remark 1. When the domain Ω is homogeneous and isotropic, we have
where the Lamé constants λ and µ satisfy
The eigenvalues of D are {3λ + 2µ, 2µ, 2µ, 2µ, 2µ, 2µ} .
When E > 0 and 1/2 > ν ≥ 0, we have
3 The discrete problem
Finite element discretization
Let T h , h > 0, be a family of partitions of Ω into tetrahedra or hexahedra. Each partition T h must be consistent with Γ D and Γ N , i.e. Γ D and Γ N are the union of faces of elements of T h . We write, for any element K, h K = diam(K) and, for any face F , h F = diam(F ). We denote by F h the set of all faces in T h . F h naturally splits into the sets F h,Ω , F h,D , and F h,N of all faces in Ω, Γ D , and Γ N , respectively. Over each element K, we introduce a suitable space of polynomials Q p (K) of degree smaller than p. We always demand that the degrees of freedom are suitably constrained so that an approximation function v h is continuous over Ω and that v h satisfies the Dirichlet boundary condition. This construction leads to a space of piecewise polynomial functions
A priori error analysis
The finite element approximate solutions are defined by:
This approximate problem reduces to a generalized eigenvalue problem involving symmetric definite positive matrices, which admits strictly positive eigenvalues
A priori error estimation for eigenvalue problems is well documented in [3, 13] . The a priori estimates provide convergence rates for finite element approximation of eigenvalues and eigenvectors. Theorem 1. Let assume that, for an arbitrary eigenpair (u, θ) of problem (6), the eigenvector belongs to H s (Ω) (s > 1). There exists a constant C, independent of h, such that, for h sufficiently small, an approximate eigenpair (u h , θ h ) satisfies the estimates
Note that the constant C depends on the eigenvalue θ, the domain, and the mesh regularity. An interesting result is that the eigenvalues converge at twice the rate for the eigenvectors in the energy norm. These results will be used later to define the higher order terms in the estimates and also to verify the convergence rates predicted by the a posteriori error estimators.
Explicit a posteriori error estimates
We introduce an error estimator and prove its equivalence with the error up to higher order terms. The approach is similar to the ones described in [4, 5] .
Assumptions
We assume in this section that the functions D and ρ are piecewise constant, i.e. D and ρ are constant on each element K. In addition, we assume that the family of partitions T h is regular enough to allow the following result. Assumption 1. There exist two positive constants c I1 and c I2 depending only on the mesh regularity and a linear operator
(Ω), for any element K, and for any face F
where the patch ω K (resp. ω F ) contains the element K (resp. the face F ). d K,min denotes here the smallest eigenvalue of D over the element
, with K 1 and K 2 the two elements adjacent to F .
Note that each element K and each face F is contained in a fixed finite number of patches ω K and ω F . Similar estimates have been proven in Bernardi and Verfürth [4] (see lemma 2.8 where p = 1) and in Muñoz-Sola [10] (for the Laplacian operator).
Notations
With each face F in F h,Ω , we associate a unit normal n F and denote by J F (φ) the jump of a given function φ across F in direction n F . We set
Let the global error estimator η be
Finally, for the sake of abbreviation, we denote
Global upper bound for eigenvectors
For any eigenpair (u, θ) and an approximate solution (u h , θ h ), we denote the error function e = u − u h . We assume the following properties
We start by giving some general results.
Proof. We expand the left hand side of (21)
where we used the normalization property. We now expand the right hand side of (21)
Combining these two expansions, we get
Integrating by parts over K, we obtain
To simplify the last expression, we use the following properties of the eigenvector
We obtain
We state now the upper bound result.
Proposition 1. The energy norm of the error satisfies
a(e, e)
where the constant C depends on Ω, Γ D , and the regularity of T h .
Proof. For any w h in V p h , we have a(e, e) = a(e, e − w h ) + a(e, w h )
a(e, e) = a(e, e − w h ) + a(u,
We use equations (21, 22).
a(e, e) =
Using the Cauchy-Schwarz inequality and inserting relations (18), we obtain
a(e, e) ≤ max(c I1 , c I2 )η
a(e, e) ≤ Cη a(e, e)
Remark 2. In equation (23), the term
a(e, e) is a higher order term. Asymptotically, we have
a(e, e) = O h min(s,p+1)+1 p .
Remark 3. Defining the estimatorη as
the energy norm of the error satisfies also
Auxiliary results
With each element K ∈ T h and each face F ∈ F h , we associate a bubble function ψ K and ψ F , as in [15] . Note that ψ K is bounded by 1 and vanishes outside of K. Similarly, ψ F is bounded by 1 and vanishes outside ofω F , the union of all elements having F as a face.
Proposition 2. Given an arbitrary integer k, there are constants γ 1 , . . . , γ 5 , which only depend on k and the regularity of the mesh T h , such that the inequalities on an element K
and on a face F
hold for all K ∈ T h , all F ∈ F h , and all polynomials v, w of degree at most k defined on K andω F , respectively.
Proof. See [15] and the references therein.
Melenk and Wohlmuth [8] show also how the coefficients γ i depend on the degree k in R 2 .
Local lower bound for eigenvectors
where the positive constants C 1 and C 2 depend on p and the regularity of the mesh. ρ K denotes the value of ρ on the element K.
Proof. Consider the bubble function
Using (26a), we have
Using Cauchy-Schwarz inequalities for a K and b K , we have
We use now the boundedness of ψ K and the continuity property of a K .
Finally, using (26b), we get
is a higher order term. Indeed, we have
Asymptotically, we get
where the positive constants C 1 and C 2 depend on p and the regularity of the mesh.ω F is the union of all elements having F as a face.
Using (27a), we have
We insert now the relation (22).
Using Cauchy-Schwarz inequalities for aω F and bω F , we obtain
Finally, using (27b, 27c), we obtain
Since h F ≤ h K ≤ h, this estimate together with inequality (28) allows us to conclude the proof.
Collecting estimates (28, 29), we have thus proven the following lower bound on the error, for any element
where α F = 1 2 , if F ∈ F h,Ω , and α F = 1, otherwise.ω K is the union of all elements sharing a face with K. Therefore, η yields, up to higher order terms, global upper and local lower bounds on the error of an eigenvector.
Global upper bound for eigenvalues
We show that η yields, up to higher order terms, an upper bound on the error of eigenvalues.
Proposition 5. The eigenvalue θ and its approximation θ h satisfy
where h.o.t denotes a higher order term
The constants C depend on Ω, Γ D , and the regularity of T h .
Proof. We have seen previously that
Similarly, we have a(e, e) = θ + θ h − 2θb(u, u h ).
Therefore, we obtain θ h − θ = a(e, e) − θb(e, e).
Using (23), we bound the error
Remark 5. From relation (32), we can expect that the effectivity of the estimator η for the eigenvalue will be close to the square root of the effectivity for the eigenvector.
Numerical results
In this section, we present the numerical results. We study the effectivity of the estimator η for the eigenvalues, i.e. θη θ h − θ , for heterogeneous, isotropic, one-dimensional, and three-dimensional elastic beams.
To compute the eigenpairs, we use a combination of implicitly restarted Lanczos with a domain-decomposition linear solver, as described in [12] .
A one-dimensional elastic beam
First we consider a beam of length L = 10 made of two materials. For the left half (0 ≤ x ≤ 5), the material parameters are (E 1 , ν 1 = 0, ρ 1 = 10 −1 ), while, for the right half (5 ≤ x ≤ 10), they are (E 2 = 10 7 , ν 2 = 0, ρ 2 = ρ 1 ). The beam is clamped at one end and free at the other.
The exact eigenvalues for this case are given by the following transcendental equation
When E 1 is equal to E 2 (i.e. the homogeneous case), all the eigenvectors are analytic. When the Young moduli differ, the eigenvectors belong to H 5/2 (Ω) [9] . The mesh is uniform and matches the discontinuity for the Young modulus. A summary of the effectivity indices and convergence rates is given in Tables 1 and 2 for the first four eigenvalues when the mesh is refined and when E 1 is changed. In accordance with (31), the effectivity indices do not depend on the eigenvalue, nor on the Young modulus. However, there is a slight decrease with the polynomial degree.
With linear elements, the convergence rates are consistent with the a priori estimates (16). However, when the structure is heterogeneous (E 1 = E 2 ) and quadratic elements are used, the convergence rates are better than the ones given by the a priori estimates (16) . We believe that this superconvergence results from the matching of the mesh with the discontinuity in E.
A three-dimensional elastic beam
Here we study an isotropic elastic beam made of three-dimensional hexahedral elements. Figure  1 describes the geometry of the beam for the depth and height equal to 1. We assume that The Young modulus E 2 is set to 10 7 and we vary E 1 . For these isotropic materials, we remark that jumps in density are equivalent to jumps in Young modulus. Therefore, we present results for jumps in Young modulus. Table 2 . Effectivity and convergence rates predicted by the estimator for the first four modes of the one-dimensional beam, using quadratic elements
No boundary condition is applied to the structure. Consequently, the beam can exhibit modes of bending, extension, torsion, or mixed type. We only consider quadratic elements, since linear elements are very poor at approximating bending and torsion responses. The mesh always matches the discontinuity in Young modulus.
In Figure 2 , some bending, extension, and torsion modes are depicted, when E 1 is changed. Note that by symmetry of the beam, the bending mode has a multiplicity equal to 2. The estimator η detected the multiplicities, as it returned the same value for multiple eigenpairs.
A summary of the effectivity indices and point-by-point convergence rates is given in Table  3 . We draw the following comments.
• The torsion modes are the most difficult modes to approximate. The approximation has not reached yet the asymptotic convergence.
• The estimator never underestimates the error.
• Within a class of modes (bending, extensional, or torsional), the effectivity behaves similarly.
• The effectivity for the extension mode is similar to the one-dimensional beam.
• Similarly to the one-dimensional beam, the convergence rates are better than the ones predicted by the a priori estimates (16).
Remark 6.
Computing the effectivity requires the values of the exact eigenvalues, which are not explicitly known. We obtained reliable approximate values by a Richardson extrapolation procedure.
Effect of Poisson ratio
Equation (13) shows that the stability constant depends on the Poisson ratio. All of the previous numerical experiments involved materials with ν = 0. In order to assess the effect of Poisson ratio on the estimator, we consider in this section the three-dimensional modes of the elastic beam with material parameters (E = 10 7 , ν = 0.3, ρ = 10 −1 ). In the incompressible limit, only the lower bound (30) for the estimator η degenerates. Table 4 shows the point-by-point convergence rates and effectivity indices for the threedimensional bar with ν = 0 and ν = 0.3. From the table, we draw the following conclusions.
• The convergence rates asymptotically approach 4.0.
• The efficiency for the extension mode is the most affected by the change in Poisson ratio.
1st Bending (E 1 = E 2 ) 1st Bending (E 1 = 10 2 E 2 ) 1st Bending (E 1 = 10 4 E 2 )
2nd Bending (E 1 = E 2 ) 2nd Bending (E 1 = 10 2 E 2 ) 2nd Bending (E 1 = 10 4 E 2 )
Extension (E 1 = E 2 ) Extension (E 1 = 10 2 E 2 ) Extension (E 1 = 10 4 E 2 )
1st Torsion (E 1 = E 2 ) 1st Torsion (E 1 = 10 2 E 2 ) 1st Torsion (E 1 = 10 4 E 2 )
2nd Torsion (E 1 = E 2 ) 2nd Torsion (E 1 = 10 2 E 2 ) 2nd Torsion (E 1 = 10 4 E 2 ) Figure 2 . Table 4 . Effect of Poisson ratio on effectivity and convergence rates predicted by the estimator for a homogeneous, isotropic, three-dimensional beam
Conclusions
In this paper, an a posteriori error estimator for eigenvalue analysis of three-dimensional elastic structures has been studied. This explicit estimator can deal with heterogeneous structures and high-order discretization. The estimator was tested with several model problems. It was verified that the convergence rates were consistent with a priori estimates and that the multiplicative constants were independent of jumps in material properties.
