A collection of subroutines and examples of their uses, as well as the underlying numerical methods, are described for general:ing orthogonal polynomials relative to arbitrary weight functions. The object of these routines is to produce the coefficients in the three-term recurrence relation satisfied by the orthogonal polynomials.
, to moment-preserving spline approximation [Gautschi 1984a; Gautschi and Milovanovi6 1986; Frontini et al. 1987] , to the summation of slowly convergent series [Gautschi 1991a [Gautschi , 1991 The knowledge of these coefficients is absolutely indispensable for any sound computational use and application of orthogonal polynomials [ Gautschi 1982a [ Gautschi , 1990 . One of the principal objectives of the present package is precisely to provide routines for generating these coefficients. Routines for related quantities are also provided, such as Gauss-type quadrature weights and nodes and, hence, also zeros of orthogonal polynomials.
k+~(t) = (t -~k)~~(t)
Occasionally (e.g., in Gautschi [1984a] , Gautschi and Milovanovi6 [19861, Frontini et al. [1987] , and Gautschi [1993a; 1993b] 1982a, pp. 310-311] ).
The ordinary moments In whichever way (4.9) and (4.10) are constructed, each integral on the right of (4.10) is now approximated by an appropriate quadrature rule, Table VIII . The maximum error err ak occurred at k = 10 and had the value 1.038 X 10-12, whereas max~err~~= 3.180 X 10-13 is attained at k = O. The latter is within the error tolerance e, the former only slightly 3Note added in proof Alphonse Magnus, in an email message, May 5, 1993, kindly pointed out to the author that the fl-coeffkients are known explicitly:
/3k = k 4n 2/(4k 2 -1), k = 1,2, .... (n, ncapm, mc, mp, xp, yp, quad, eps, iq, idelta, finl, finr, endl, endr, xfer, wfer, a, b, fnu, alpha, beta, ncap, kount, ierr, be, x, w, xm, wm, s, sO, s1, s2) Its input and output parameters have the same meaning as in the routine mcdis. In addition, the arrays a, b of dimension 2 X n -1 are to be supplied 
Nonlinear Recurrence Algorithms
The routine that carries out the elementary modification steps is called chri and has the calling sequence chri(n,iopt,a,b,x, y,hr,hi,alpha,bet a,ierr).
On entry, n is the number of recursion coefficients desired; type integer.
iopt is an integer identif~ng the type of modification as follows:
= (t2 + y2) dA(t) with dA(t) and supp(dA) assumed symmetric with respect to the origin and y > 0.
= dA(t)\(t2 + y2) with dA(t) and supp(dA) assumed symm~tric with respect to the origin and y > 0. On return, alpha, beta are arrays of dimension n containing the desired recursion coefficients alpha(k) = a~~(d~), beta(k) =~h _~(d~), k = 1,2,.. .,n.
ierr is an error flag, equal to O on normal return, equal to 1 if n < 1 (the routine assumes that n is larger than or equal to 2), and equal to 2 if the integer iopt is inadmissible. An excerpt of the output of testlO is shown in Table X . It already suggests a high degree of stability of the procedure employed by indp. This is reinforced by an additional test (n~t shown in the package) generating n = 320 recursion coefficients &h,~,~k, ,., 0 < k < 319, for m = 40, 80, 160, 320 and dA being the Legendre, the first-kind Chebyshev, the Laguerre, and the Hermite measure. Hence, we can use the routine gauss to generate the Gauss-Radau formula. This is done in the following subroutine:
subroutine radau(n, alpha, beta, end, zero, weight, ierr, e, a, b) dimension alpha(*), beta(*), zero(*), weight(*), e(*), a(*), b(*) c c The arrays alpha, beta, zero, weight, e, a, b are assumed to have c dimension n + 1. . 59
Gauss-Radau formula are returned in the array zero, and the corresponding weights in the array weight.
The arrays e, a, b are working space, and ierr is an error flag inherited from the routine gauss. The double-precision routine has the name dradau.
We remark that XO could also be outside the support of d~, in which case the routine would generate a "Christoffel-type" quadrature rule.
6.3 Gauss -Lobatto Quadrature Assuming now the support of d A bounded on either side, we let XO = inf supp (d A) and x.+~= sup supp ( d A) and consider a quadrature rule of the type j" f(t)d~(t) = Wof(Xo) + fi~,f(x,) +~n+,f(xn+l) +~n(f) (6.8)
