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In this project, we built a decision support system for home purchase. 
We appreciate that when people faces a tough decision problem, they may 
need help in clearing the problem. Our decision support system aims at 
helping decision makers in this way. It can help potential home purchasers 
to evaluate their alternatives. There are two default decision models for 
those users who have more interest in assessment results. In these two 
default models, criteria that are important in home purchase are set in 
advance. Decision makers need only to give relative weighting values of the 
attributes and attribute values of the alternatives. And for decision makers 
who do not find these default models useful, or who concern more about 
modelling than assessment result, a user-defined model is provided for them. 
In this case, in addition to the above values, decision makers also have to 
offer the important criteria. In our system, we use decision analysis to 
evaluate the alternatives. This is an analytical decision method which is 
easier in the consistency checking. In our system, we also include two 
helpful features, the sensitivity analysis and re-iteration. The former one lets 
users see how sensitive the decision result is to changes in the importance of 
the criteria, or environmental scenarios[2]. The latter one assists users in 
making clear their intuitions about the relative importance of the criteria. In 
order to let users use manual conveniently, on-line manual and on-line 
assistance are used in our system. 
1. INTRODUCTION 
A comfortable house is necessary for almost any people. It is not only 
a place for them to take a rest when they are at leisure, but also a place for 
them to have family lives. Also, in most cases, people have to spend most 
of their savings in the purchase when they have to buy their own houses. 
They even have to use a considerable proportion of their earnings in the 
interest payable on mortgage. This will influence the standard of living of 
the decision makers on the following years. Therefore, how can they 
properly choose a house that suits their needs becomes one of the important 
matters in their lives. 
The potential purchasers' main task is to ensure that they can choose 
the 'best' dwelling among all the available choices; how this end is achieved 
is a complex process. A composite set of criteria is usually considered by 
the potential customers when they are selecting the most suitable house 
from the available alternatives. In this system, the purchasers can make use 
of one of the two defined sets of criteria provided, or define their own 
particular sets. The system will then rank the alternatives on the basis of 
these criteria. The decision result will be the alternative with the highest 
ranking. The usefulness of the system depends on whether this ranking is 
consistent with the decision makers' intuitions. This in turn relies on the 
decision analysis technique employed by the system. 
There are a number of decision-analysis techniques and probably the 
most widely used for determining priority weights in comparing alternatives 
is the pairwise-comparison method of Analytic Hierarchy Process[l]. On 
the other hand, in our decision support system, we employ the decision 
analysis. It is more helpful to the decision makers. Moreover, we include 
new features to this method so that it becomes more powerful. Besides, by 
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using this method, we formulate a mathematical relationship of the criteria 
to yield values (or utilities) of the alternatives so that how to obtain a better 
solution becomes clear. 
In our system, there are several stages for decision makers to perform. 
According to the sequence set in the system, the first stage is the 
introduction stage, the second one is the assessing value curves of the 
attributes stage, then the assessment of relative weighting values stage, the 
last three stages are the evaluation of alternatives stage, sensitivity analysis 
and re-iteration stages. 
If the decision maker's intuitively best alternative has the highest 
evaluated utility value, he may perform a sensitivity analysis to test how 
sensitive is this solution to changes in some of the attribute values or 
relative weighting values. By performing the sensitivity analysis, he can 
determine boundaries around these values, which, with minor alteration, 
might alter the existing solution. This type of post decision information can 
reveal how sensitive an existing solution might be to minor variability in 
parameter estimation. It gives the decision maker an opportunity to either 
be assured of an existing solution or to invest additional effort to 'tighten' 
sensitive value estimates to ensure a more reliable outcome in the 
decisionp；. 
On the other hand, if the decision maker discovers that his intuitively 
best alternative does not have the highest utility value, he may perform the 
re-iteration process. In this process, the system will provide two reference 
sets of relative weighting values for him. By these reference sets, he will 
recognize that he may overestimate the importance of some of the criteria, 
or equivalently, underestimate the others. It is not to convince him about 
the goodness of the decision result, but to help him find out the cause of the 
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discrepancies. This will in turn let him become clear about which are really 
the important criteria. We should emphasize that all decision analysis 
methods are only decision tools but not answer providers[1]. So, this is an 
important stage of a decision support system for the decision maker to 
understand his own belief of the relative importance of the criteria. 
We attempt to design a system that is easy to use. There are several 
measures of ease of use of a system. First of all, we appreciate that 
decision support systems should be flexible enough for the decision maker 
to use. Therefore, we designed the system in a way such that users can 
perform the first three stages, which do not have to be performed in 
sequence, in the order they wish. Also, on-line manual and on-line 




How to choose a housing property may be an important decision for 
most people since it usually costs a lot of money and the buyers may have 
to live there for a long period. When facing such a tough decision problem, 
some people may need help in order to make better decision. Our project is 
to build a decision support system to help the potential home purchasers to 
select their own habitats. To achieve this goal, we must develop and then 
use a decision model for this problem. 
PURPOSES OF USING THE DECISION MODEL 
In order to achieve the goal of helping decision makers in making 
better decision, we have to create and use decision models with the aid of a 
computer decision support system. A decision support system is the conduit 
for creating, revising, checking and using the decision model. In addition, 
decision support system can be thought of as a system that supports the 
decision maker in treating ill-structured, messy problems and extends and 
enhances the decision maker's understanding and judgment rather than 
providing a unique solution. Therefore, another objective in our project is 
to build a useful decision model for the decision makers. 
A decision model is any quantitative or logical abstraction of reality 
that is created and used to help somebody make a decision. It consists of 
quantities and their relationships. Further, it contains all of the decision 
maker's forecasts and all of the relationships among the variables. 
According to S. E. Bodily[6]，a decision model helps decision makers 
make a decision in two ways. First, the decision maker can respond to 
much more complexity than one person can easily grasp and resolve. 
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Second, the model, through computer support, can keep track of many 
details and perform rapidly all of the computations. This allows the 
decision maker to devote attention to judgments made about the individual 
details and composite results produced by the model. 
Moreover, the model gives decision makers insights into their subject. 
Decision makers can explore the balances and tradeoffs among the factors 
that enter the decision. Decision makers can also learn the structure of the 
subject — the relationships among influences. Besides, complex systems 
behave nonintuitively. However, the model tells decision makers which 
gaps in their knowledge matter. Necessarily, decision makers always work 
with incomplete understanding and data. Yet，the model tells them which 
pieces of information are important. Consequently, decision makers will 




PROCESS OF DECISION ANALYSIS 
Among the wide spectrum of decision-analysis methods, we choose the 
decision analysis to build the decision model of the system. In this process, 
a quantitative decision model is developed for the decision makers (see 
Figure 1). 
A quantitative model developed for decision making or planning is 
nothing more than a mathematical description of the relationships among 
some variables. There are various kinds of variables. Some of them are 
used by the decision makers to measure performance and will be called 
attributes. In developing the decision model by decision analysis, decision 
makers first have to create the set of attributes to measure the performance 
of the alternatives. 
An objective of an attribute indicates the direction to move in order to 
do better. Objectives may never be completely achieved: it is their degree 
of achievement that is important. Generally, not all objectives can be 
simultaneously achieved. Therefore tradeoffs among the objectives must be 
make. Some attributes have objectives that can be objectively measured, 
such as the size or price of a housing property. On the other hand, some 
attributes cannot be objective measured such as the convenience of a 
housing property. In this case, we require the decision maker to use the 
direct preference assessment method, similar to that used by Bodily[6], to 
measure these attributes. In this approach, alternatives are scored 
subjectively for each objective. 
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Usually, the desirability of an attribute is not linear. For instance, an 
increase of 100 sq. ft. in the size of a small house will increase the 
objective of the attribute 'size' with an amount different from the same 
increase on a big house. Therefore, in the second phase of the process, 
decision analysis assesses the decision makers about their value curves of 
the attributes. With these curves, score of objective of the alternatives can 
easily be obtained. 
In order to make a choice among alternatives which have consequences 
measured by more than one attribute, the consequences of an alternative are 
expressed by a list of quantities or vector, 
Z = Z” Z2 , Zm , 
corresponding to m different attributes. We want to express a numerical 
valuation for possible vectors of attribute levels, that is a utility function; 
V(z). Therefore, in the next phase of the process, we assess the decision 
makers about the relative weights of the attributes, which is used to 
formulate the utility function. 
After formulated the utility function, the system is prepared to evaluate 
the alternatives. Decision makers are required to provide the objective or 
subjective measurements of the attributes of the alternatives, and then the 
system will evaluate the utility values of the alternatives. The solution of 
the system will be the alternative with the highest utility value. 
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DECISION MODELS IN THE SYSTEM 
There are many different kinds of decision makers. Some of them pay 
attention to the decision results only while some others want to model the 
decision problem by themselves. Hence, in order to make our decision 
support system flexible enough, we provide two default models and one 
user-defined model to the users. The two default models are supplied for 
those decision makers who concern mainly about assessment results. On 
the other hand, some decision makers are willing to spend more time in 
modeling than assessment; for those who find the default models not 
suitable for them, they can use the user-defined model to construct their 
personal models. 
In accordance with what Banerjee, Tridib, and Baer，W.C. find, 
difference in income class remains the single most important variable in 
explaining the quality of residential experience and judgments about what 
constitutes a good place to live[5]. Consequently, one of the default models 
is for decision makers belonging to the lower middle class and the other is 
for those belonging to the upper middle class. The classification of the 
decision makers between these two models depends solely on their 
subjective judgments about their monthly earnings. 
In the two default models, the set of attributes is created for the 
decision makers. Among all these attributes, perhaps the most important 
one is the price of the housing estate. As a matter of fact, for the majority 
of the home purchasers, this factor has already limited the possible 
alternatives. This will also affect their standards of living in future (at least 
in the near future) since this will influence the interest payable on mortgage. 
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Another important attribute may be the size of the housing estate; it must be 
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at least large enough for the whole family of the potential customer to live 
comfortably. Moreover, to a certain extent, it affects the decision maker's 
private life and social life. The third attribute that is significant to the 
potential customer is the convenience of transportation, say, to the working 
places, of his family members or at least the breadwinner. Convenience of 
transportation to other places such as their relatives or friends' homes may 
also be an important consideration. Still another important attribute is the 
scenery of the surrounding environment of the housing estate. A house 
with a "beautiful" surrounding scenery, of course, attracts people more. 
Four other minor attributes are also included in the models. 
On the other hand, in the user-defined model, decision makers have to 
create their own sets of attributes. In either the default and user-defined 
models, we assess the value curves about all the attributes (preset attributes 
or user-input attributes). Then the decision maker's intuitive relative 
importance (i.e., the relative weightings) of these attributes is established. 
By using these values, the system will formulate an objective function. 
Upon given the estimated values of the attributes of an alternative, the 
system will use this objective function to calculate the overall utility value 
of the alternative. The system will report to the decision maker the 
alternative with the highest utility value. 
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ADVANTAGES OF DECISION ANALYSIS 
We appreciate that there is a broad range of decision-analysis 
techniques. In our decision support system, we use decision analysis to 
develop the decision models, explore the decision maker's value curves of 
the attributes, relative attribute weighting values, and formulate the 
objective function (utility function). We believe that the technique 
employed and the added features of the system can provide a more helpful 
insight for the decision makers than other decision analysis methods. 
Some of the decision-analysis methods based on the decision maker's 
intuition, such as scoring and ranking, Analytic Hierarchy Process, and 
statistical methods, and so on. In this class, the most widely used and well-
documented method for determining priority weights in comparing 
alternatives is the pairwise-comparison method of AHP. Other decision-
analysis methods aim at formulating an objective function (utility function), 
such as the decision analysis, mathematical programming, and dynamic 
programming, and so on. Decision analysis does not have the disadvantage 
of mathematical programming, which tends to assume linearity or at least 
monotonicity of the utility function. Also it does not require characterizing 
the probabilities of occurrence of outcomes as in dynamic programming. 
There are various forms of the utility functions, that is, the 
relationships between the overall utility value of an alternative and its 
individual attribute values. Some decision-analysis techniques assume this 
relationship to be in additive form，that is, the overall utility value of an 
alternative is simply the sum of the products of the values of the attributes 
and their attribute weights. In other words, it excludes the possibility that 
the attributes may be interdependent on each other. This assumption may 
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oversimplify the problem and limits the usefulness of the system. In more 
realistic cases, decision makers may feel that they gain extra values from 
changing several attributes together, that is, that there is some interaction 
between the attributes[6]. This interdependence could be accommodated in 
decision analysis by inserting an interaction term. Our employed method 
also has the advantage that depending on the attribute weights given by the 
decision maker, the system will formulate additive or multiplicative 
objective function. Therefore, it will be more flexible in handling the 
decision maker's utility function. 
Moreover, in decision analysis, the overall utility values of the 
alternatives are evaluated by summing all the values of the respective 
attributes. Therefore, if an intuitively better alternative is ranked lower, it 
is easy for the system to find out the possible causes: some of the attribute 
values may be underestimated or others may be overestimated. Because if 
the relative weighting value of an attribute is underestimated, the 
contribution of this attribute value to the overall utility value will be 
lowered, which may cause the intuitively better alternative ranked lower. 
Consequently, by simply comparing the corresponding attribute values of 
the solution alternative provided by the system and the intuitively best 
alternative, we can easily find out those attributes whose relative weighting 
values may be underestimated, or overestimated. 
By adjusting the attributes' relative weights, it is also easy for the 
system to recalculate the overall utility values of the alternatives. In fact, in 
the re-iteration process of the system, it evaluates a set of relative weighting 
values that will produce overall utility values of the alternatives in the same 
order as the decision maker's intuitive ranking of the alternatives. This set 
of values can be used by the decision maker as a reference. 
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Decision analysis has its own method to accommodate attributes with 
values which have no objective measurements. It requires the decision 
makers to give subjective measurements of these attribute values. That is, 
the decision maker has to assign numerical values to different outcomes of 
the attribute subjectively. It is believed that the more the decision maker is 
involved with the decision tools, the more he can learn and benefit from the 
decision making process. Therefore, although these numerical assignments 
are abstract and difficult to do, they help the decision maker in making clear 
the decision problem. And decision makers are expected to perform this 
stage seriously. Also, although decision analysis is demanding in exploring 
values, it gives exact relationships between the attributes. 
It is obvious that decision analysis is an analytical decision-analysis 
method. It tends to restrict the user to rigid mathematical formulation, 
which clarifies the solution process and facilitates the identification of the 
causes of inconsistencies. Even we recognize that these are only decision 
tools but not answer providers, the causes of inconsistencies are very 
important to the decision maker. And in our system，we require the 
decision maker to indicate his intuitive ranking of the alternatives. This 
intuitive ranking is used to justify the decision result. Most probably, the 
relative weighting values are major causes of inconsistencies, and so our 
system will evaluate a set of relative weighting values that will induce a 
consistent decision result with respect to the intuitive ranking. With this 
feature, the system accommodates both analytical and intuitive thinkings of 
the decision maker. 
Some decision-analysis methods are categorized as conflict-avoiding in 
that they are non-compensatory, that is, do not allow tradeoffs. These 
methods have the advantages that they are easier to execute cognitively. 
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Other decision-analysis methods are categorized as conflict-confronting in 
that they are compensatory; that is, they allow a tradeoff of a low value on 
one dimension against a high value on another. They are thought to be 
essential in the evaluation and selection phase of decision making[2]. 
Decision analysis is conflict-confronting, i.e., a compensatory methodology 
for evaluation and choice. It can also accommodate both tangibles and 
intangibles, individual values and shared values, help to structure a group 
decision so that the discussion centres on objectives rather than on 
alternatives. 
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SENSITIVITY ANALYSIS AND RE-ITERATION 
Besides the intrinsic useful properties of the decision analysis, we 
include several other features to help decision makers in evaluation and 
selection. We believe that these features will make the system more useful 
and powerful. 
First of all, when we have already formulated the utility function of the 
decision maker, we can use this function to evaluate those alternatives he 
has at hand. However, before that, he has to reveal his intuitive ordering of 
the alternatives and input them in a weak order. Then the system will rank 
the alternatives according to their utility values obtained by the utility 
function. Since the intuitive ordering should match, to a certain extent, 
with the decision makers' clairvoyant relative weighting values, it will be 
compared with the ordering yielded by the system. If the two agree with 
each other, that means the values given by the decision maker are 
consistent, to a certain degree, with his intuition. On the other hand, if the 
two orderings do not agree with each other, then it means that some of the 
values (most probably the relative weighting values) offered by the decision 
maker are not consistent with his intuition. In this case, the system will 
assist him to find out the causes of inconsistencies. We appreciate that 
intuition should not be dismissed in decision making[8], and the inclusion of 
a decision maker's intuitive ranking is to accommodate his intuitive 
thinking. 
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a. SENSITIVITY ANALYSIS 
As we have required a decision maker to indicate his intuitive ordering 
of the alternatives in a weak order, the system will check whether the 
intuitively best alternative (the recommended alternative) has the highest 
evaluated utility value. If this turns out to be true, the decision maker can 
leave the system or perform a sensitivity analysis. 
FUNCTIONS OF THE SENSITIVITY ANALYSIS 
By performing the sensitivity analysis, decision makers can test how 
sensitive is the solution to changes in some of the attribute values or relative 
weighting values. They can also determine boundaries around these values, 
which, with minor alteration, might alter the existing solution. This type of 
post decision information can reveal how sensitive an existing solution 
might be to minor variability in parameter estimation, or to changes in the 
importance of the criteria. It gives the decision maker an opportunity to 
either be assured of an existing solution or invest additional effort to 
'tighten' sensitive value estimates to ensure a more reliable outcome in the 
decision[3]. 
In addition, according to Von Winterfeldt and Edwards[9], through the 
sensitivity analysis, decision makers should gain insights in the nature of the 
problem, its relation to the formulations that have occurred to them, and the 
model. Another goal of sensitivity analysis is to find a simple and elegant 
structure that does justice to the problem. Further, it is to check both the 
correctness of the numbers and the need for precision in refining them. The 
construction of the sensitivity analysis in our system is to provide answers 
to questions to achieve these goals. 
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PROCESS OF THE SENSITIVITY ANALYSIS 
If the decision maker finds that his intuitively best alternative has the 
highest utility value, he may leave the system or perform the sensitivity 
analysis. 
If the decision maker choose to perform the sensitivity analysis (see 
Figure 2)，he can alter the relative weighting values of the attributes, or 
alter the attribute values of the recommended alternative. In order to 
minimize the variations and the time consumed, each time the decision 
maker can change only the values of one attribute. The system will then 
evaluate the alternatives again according to these new values. The 
alternative with the highest utility value in this evaluation is shown to the 
decision maker so that he can determine the sensitivity of the existing 
solution. After finish testing the sensitivity of the values of one of the 
attributes, the decision maker can leave the system or continue testing the 
relative weighting value or attribute values of other attributes. 
16 
INFORMATION PROVIDED BY THE SENSITIVITY ANALYSIS 
In the sensitivity analysis stage of our system, we provide answers to 
the decision maker two kinds of sensitivity analysis questions, the first one 
is that: 
What if he puts less emphasis on a certain attribute? 
This question is mainly used to answer the decision maker that if the 
relative weighting value of a certain attribute is decreased (or increased), 
will another alternative now have the highest utility? In other words, the 
decision maker can test whether the recommended alternative will still be 
the best if either one of the attributes is more important or not so important 
as he intuitively thinks. He can choose one of the attributes and input his 
intuitive lower bound and upper bound of its relative weighting value. 
Then the system will re-evaluate the alternatives and give the new results 
(new recommended choices) so that the decision maker can discover the 
boundaries of the relative weighting values of the attributes. 
The second type of question that the system can provide answers to the 
decision maker is: 
How sensitive is the decision on the attribute? 
Now, this question is designed primarily to answer the decision maker 
that if some of the attribute values of the recommended choice is decreased, 
will this alternative still be the best among all the choices? In other words, 
the decision maker can test the excellence of the recommended solution if 
either of the attribute values is not as good as he intuitively thinks. Similar 
as before, he can choose one of the attributes and input his intuitive least 
favorable attribute value of the recommended alternative. Likewise, the 
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system will re-evaluate the alternatives according to this new set of values 
and give the new result to the decision maker. And so the decision maker 
can detect the lower bound of these attribute values of the alternative. 
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b. RE-ITERATION 
FUNCTIONS OF THE RE-ITERATION PROCESS 
When the decision maker finds that the alternative with the highest 
utility value is not the same as his intuitively best choice, he may carry out 
the re-iteration process. This is probably the most important process in the 
system in that it is used to discover the causes of inconsistencies. We have 
mentioned above that all decision analysis methods are only decision tools 
but not answer providers[l]. Therefore, this is a material stage in that it 
assists the decision maker to build up a picture of the relative weighting 
values that actually reflect his intuition. 
PROCESS OF THE RE-ITERATION STAGE 
The decision maker may find that his intuitively best alternative does 
not have the highest utility value. In this case, he may leave the system if 
he finds the system is not suitable for him, or he may perform the re-
iteration process in order to find out the causes of the inconsistencies. 
In this process (see Figure 3), first of all, the system will give the 
decision maker some references (which will be described in the following 
section). After that, the decision maker is required to change some or all of 
the relative weighting values of the attributes according to his current belief. 
The system will then evaluate the alternatives again in accordance with this 
new set of relative weighting values. If the new solution matches with the 
decision maker's intuitively best alternative, then the decision maker may 
leave the system or perform the sensitivity analysis. On the other hand, if 
the new solution is still not the decision maker's intuitively best alternative, 
the decision maker may perform this re-iteration process again. 
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INFORMATION PROVIDED BY THE RE-ITERATION PROCESS 
There are three levels in this re-iteration process, which provide three 
different degrees of insights to the problem. First of all, the system 
compares the attribute values of the system recommended alternative with 
those of the intuitively best alternative. If, for a certain attribute, its value 
for the intuitively best alternative is higher than that of the system 
recommended alternative, its relative weighting value may have been 
underestimated so that the overall utility value of the intuitively best 
alternative is lower. On the other hand, if the value of the attribute of the 
intuitively best alternative is lower than that of the system recommended 
alternative, its relative weighting value may have been overestimated. The 
system will first remind the decision maker about those attributes whose 
weighting values may be overestimated and those whose weighting values 
may be underestimated. 
Then the system provides two reference sets of relative weighting 
values for the decision maker. In the first set, the system evaluates a set of 
relative weighting values that will make the utility value of the decision 
maker's intuitively best alternative highest. To simplify the evaluation and 
minimize the variation, the relative weighting value of only one of the 
attributes is changed, with equal increments, each time (increased if it is 
possibly underestimated, or decreased if it is possibly overestimated), while 
keeping others unchanged. It will then evaluate all the alternatives until the 
intuitively best alternative has the highest utility value among all the 
alternatives or the relative weighting value goes beyond the limits (0 or 1). 
The purpose of this set is to give the decision maker an idea of the relative 
importance of the attributes such that it will make his intuitively best 
alternative the best under the system evaluation. 
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In the second set, a more useful set of values is provided to the 
decision maker, however, it is very time consuming. The system evaluates 
a set of relative weighting values that will make the utility values of the 
alternatives in the same order as the decision maker's intuitive ordering of 
the alternatives. Similar to the above case, we choose one of the attributes 
at a time, and increase its relative weighting value from 0 to 1，also with 
equal increments. The system will then evaluate the alternatives until the 
utility values of the alternatives are in the same order as the intuitive 
ordering or the relative weighting value goes beyond the limit. 
Although it takes a much longer time to evaluate the second set of 
values, its result is more advantageous to the decision maker. We 
understand that the intuitive ranking of the alternatives reflects the decision 
maker's perceptive weighting values of the attributes. Moreover, this 
cogitation should be throughout the whole ranking. Also, the system orders 
the alternatives according to the utility values evaluated. Hence, if our 
reference set of relative weighting values produces a system ordering of the 
alternatives that is the same as the intuitive ordering, it means that our 
reference set of values is close to the decision maker's intuitive set. 
Therefore, the decision maker can get a good idea about his intuitive 
weighting of the attributes. 
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EASE OF USE OF THE SYSTEM 
When designing the system, we also concern about the ease of use and 
flexibility of it. We include several features to make the system easy to use 
and flexible enough. 
FLEXIBILITY 
Basically, the system has a preset order of the several stages. The first 
stage is the introduction, then the decision model structuring stage, and then 
the relative weightings and alternatives evaluation stage, at last the 
sensitivity analysis or the re-iteration stage. Although the user is advised to 
follow this order, he can navigate around the whole system as he wishes. 
An on-screen flow-chart is used to remind him which stage he is now in. 
On the flow-chart, by just clicking on the name of the corresponding stage 
he wants to reach, a user can easily navigate to the stage. It is convenient 
enough for decision makers to travel around this system. 
We also have other designs to make the system flexible to use. As we 
have mentioned above, the user is advised to follow the procedures set by 
the system. However, if he wants to, he can proceed to any of the stages at 
any time. He can even save all the evaluated values and leave the system, 
and continue other evaluations next time. This permits the participant to 
temporarily disconnect from the system, and resolve conflicts, if he has 
some, at the local level. 
For the two default decision analysis models, we have preset limiting 
values corresponding to the ranges of the value curves. To allow the 
system to be flexible, we permit the decision maker to change these values 
to suit his needs. Making these changes is very easy, the decision maker 
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simply click on the original value, then he can input the new value in the 
box provided. 
According to Bodily[6], a decision model should be extendable. New 
influences may need to be taken into account and new questions may be 
asked about the subject matter of the model. Thus the process of model 
building recognizes two facts. First, the model will grow and shrink in 
future use; thus the modeler must use tools that allow flexible editing. 
In our system, if the decision maker wants to add new alternatives into 
it, he can do so easily by simply inputting the names of the new alternatives 
in it. Further, if the decision maker finds that some alternatives are 
undesirable after evaluated the alternatives or ran the re-iteration process, 
then he can easily eliminate these alternatives and re-evaluate the 
alternatives. Furthermore, if the decision maker finds that the intuitive 
order of the alternatives has to be changed, he can easily re-order the 
alternatives by simply eliminating the alternative and re-inputting it in 
another position in the intuition order. 
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ON-LINE DOCUMENTATION 
Another feature added into the system is the on-line documentation. 
We are certain that this feature is definitely a help to the users. In fact, as 
Jakob Nielsen states[4]，users do not often read manuals. And when a user 
wants to read the manual anyway, then one can be sure that the user is in 
big trouble. But because of the previous observation, users will often not 
be able to find the manual when they finally need it, since somebody else 
may have borrowed the manual or it may have become lost in general. This 
situation does not happen with an on-line manual, which is always present 
on the computer. It also meets the need for "just-in-time learning" that 
allows users to learn what they need when they want to. 
Another observation is that no user wants to read the entire manual 
anyway, therefore, users also require good access tools to help them 
retrieve the sections of the manual that are relevant to their current needs. 
However, for on-line manual, no particular retrieval method or technique is 
required. Users can access to the relevant part of manual directly from the 
corresponding screen. 
There is another benefit from using on-line documentation rather than 
traditional printed manual. The same amount of plain information might 
have been given in a traditional printed user's guide, but people are likely to 
remember the material much better when they can relate it to a concrete 
usage scenario and when they can become active participants in the tutorial 
rather than passive readers of static material. 
Another study [4] is to require a group of computer science students to 
judge whether they would prefer having their manuals in an on-line form 
instead of in a printed form. The group studied here (computer science 
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students) is not typical of the general population, which will probably tend 
to be more negative towards technological innovations. Results showed that 
the students viewed on-line manuals as a big advantage. 
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IV. TEST RESULT 
The decision support system has been carried out a number of tests. 
We realize that the questions asked to the decision makers are very abstract. 
Decision makers need to take quite a long time in answering these questions 
and give attribute weighting values and scale values that are consistent with 
their intuitions. So, we select users who are really potential home 
purchasers so that they will be more serious in the process and are willing 
to spend more time in the questions. 
The responses of the potential users to this system are positive. As we 
expect, users usually find that the decision result is not the same as their 
intuitively best one. Consequently, they always call for help the re-iteration 
process, which we described as one of the most important part of the 
system. We have pointed out that decision analysis methods are only 
decision tools but not answer providers[1]. Similarly, decision support 
systems should aim at clearing decision makers about their intuitive relative 
importance of the attributes rather than just forcing the decision result to 
match with the intuitively best alternative. 
In some cases, users find that even after several adjustments of the 
attribute weighting values, the decision result still not matches with the 
intuitively best alternative. However, they still feel that the re-iteration 
process is useM in reminding them those attributes whose weighting values 
may be overestimated or underestimated. Also, they notice that the model 
sets of relative weighting values given by the re-iteration process are 
advantageous. Even though the two sets of values do not reflect the 
decision makers' intuitive attribute weighting values as a whole, they 
present the upper bound or lower bound of individual weighting value that 
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causes the decision result to match with the intuitively best alternatives. It 
means that the system is prosperous as a decision tool. 
Users also feel convenient in using the system. They feel that the on-
line manual and on-line assistance are simple to use. The only trouble is 
the input of values. Limited by the software, input values cannot be 
followed by hitting the 'Enter' key as other softwares do. However, they 




V. FUTURE RESEARCH DIRECTION 
During the course of the project, we have acquired valuable insights 
into the problem of how to give the decision maker helpful information 
about his intuitive relative weighting values of the attributes. In the re-
iteration process of the system, we introduce to the decision maker a set of 
relative weighting values, which will make his intuitively best alternative to 
have the highest utility value. Another set of relative weighting values will 
make the order of utility Values of the alternatives the same as that of his 
intuitive ranking. These two sets of values give the decision maker a rough 
idea of his intuition about the relative weighting of the attributes. 
However, when evaluating these two sets of values, we modify only 
one attribute weighting value at a time in order to save time in the 
computation. Obviously, this is at the expense of giving a full picture of the 
weighting values. In what follows, we present the direction for future 
research, which can give a more meaningful and useful set of relative 
weighting values. 
Suppose that there are m attributes and n alternatives in a certain 
decision problem. Let co ,^ CO2, . - . , be the n alternatives, and 
= { ( u i , U2, • • • , u饥）. : 0 < u. < 1 , i = 1，2，…，m.} 
That is,沉 is the set of all m-dimensional vectors whose elements are 
real numbers between 0 and 1. Then, if x. is the intuitive relative 
weighting value of the attribute i，given by the decision maker, then we can 
define the intuitive weighting vector as 
X =(义1 ,义2 , • • •,义m ) . 
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Since 0 < x. <1 for i = 1，2，…，m，we have X E 
Next, we define the permutation function, which permute the n 
integers 1，2,…，n，as follows, 
n : {1，2，…，n} — {1，2 ,…，n}， 
where U(i) , for i j , 1 <i, j < n. 
Using the permutation function, we can define a set of permuted 
alternatives, 
F 二 { ( � n(i) / � n(2)' • • • ' ^n(rt)) • n is a permutation function. }, 
That is, r is a set of n-dimensional vectors whose elements are the 
alternatives of the decision problem, but with different ordering. 
As before, we require the decision maker to reveal his intuitive 
ranking of the alternatives. And put this ranking into an n-dimensional 
vector, with the highest ranked alternative as the first element, the second 
highest ranked alternative as the second element, and so on. We called this 
intuitive ranking vector o) ^ ，and we should have co^  E T, 
Let fi.j be the value of alternative i with respect to the attribute j , 
and Q = {jx^ ) , i = 1，2，…，n，and j = 1，2，"•，m be the matrix of 
these values. 
It should be noted that the objective function that the system uses to 
evaluate the utility values of the alternatives depends not only on the relative 
weighting values, but also the values of the alternatives with respect to each 
attribute. That is, it will be a function of X and Q. Therefore，if we denote 
this objective function as 中，then 
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^ ： {(x,Q)： X e 沉} — r. 
In other words, the value of this objective function is an element of the 
set r，i.e., a vector of permuted alternatives. We also assume that the 
elements in this vector, i.e., the alternatives, have utility values in 
descending order. 
If the decision result does not match with the intuitive ranking, that is, 
the order of the utility values of the alternatives is not the same as the 
intuitive order, or mathematically, 
Q ) 〜 ， 
then the decision maker can proceed the re-iteration process. In this 
process, we aim at giving the decision maker a set of relative weighting 
values, that is, a vector X' G 沉，such that ^ (X', U ) = � “ . 
In our original system, we also supplied this information to the 
decision maker. However, the vector we found varies only one element at a 
time while keeping others unchanged. In the proposed work, in order to 
give more helpful information, we require that the Euclidean distance 
between this solution X' and the intuitive weighting vector X is minimum. 
Mathematically, we need to minimize 
|X, - X | =丄px/ -X,)' 
This solution vector X' is more informative to the decision maker 
because it does not only induce a matching between the decision result and 
the intuitive order, but also has the smallest deviation from the decision 
maker's intuition. It means that it is closer to his intuition of the weighting 
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values and is consistent with his intuition of the order of goodness of the 
alternatives. 
If we use simulation techniques to obtain this solution vector, it is very 
time-consuming . Moreover, it does not necessarily yield the 'best' 
solution. Consequently, our research direction is to think of an algorithm 
for computing this solution vector efficiently. 
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VI. CONCLUSION 
In this project, we build a decision support system to aid home 
purchasers in choosing their homes. In the system, we use decision analysis 
to build the decision model, evaluate and assess the value curves and 
relative weights of the attributes. We choose this method since it is an 
analytical method that does not limit the utility function to be in additive 
form. In addition, it makes easy the checking of consistency. Decision 
analysis is also a compensatory method such that it allows a tradeoff of a 
low value on one dimension against a high value on another, which is 
thought to be essential in the evaluation and selection phase of decision 
making. Further, it can accommodate both tangibles and intangibles, 
individual values and shared values. 
There are two default models and a user-defined model provided for 
the decision makers. The two default models comprise the attributes that 
the potential users may consider as important. Users only need to evaluate 
the value curves and relative weighting values of these attributes. Then the 
system is ready to assess and compare the utility values of the alternatives. 
The decision result, that is，the system recommended alternative, will be the 
one with the highest utility value. These two default models are suitable for 
those decision makers who concern mainly about assessment results. On 
the other hand, for those decision makers who concern about modelling 
rather than assessment result, or those who find the default models do not 
meet their requirements, they can use the user-defined model provided by 
the system. In this model, decision makers have to feed in the attributes. 
Other evaluations are similar to that of the default models. 
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Our system also consists of other useful features. One of them is the 
sensitivity analysis, from which the decision maker can see how sensitive 
the decision result is to changes in the importance of the criteria, or 
environmental scenarios [2]. The sensitivity analysis process can 
accommodate two different changes in the parameter values: changes in the 
relative weighting values of the attributes, or changes in the attribute values 
of the alternatives. This type of post decision information gives the 
decision makers an opportunity to either be assured of an existing solution 
or invest additional effort to ensure a more reliable solution[3]. 
Another important feature consisted in our system is the re-iteration 
process. The goal of decision analysis methods is to clarify the decision 
maker's intuition about his feeling of the relative importance of the criteria. 
Providing the decision result, that is, the alternative with the highest utility 
value, is only a sub-goal of the system. The re-iteration process in our 
system first informs the decision maker that some of the attribute weighting 
values may be overestimated, or others may be underestimated. Then two 
sets of relative weighting values are computed for the decision maker's 
reference. The first one of these two reference sets of relative weighting 
values will make the utility value of the decision maker's intuitively best 
alternative highest. And the second one will make the utility values of the 
alternatives in the same order as the decision maker's intuitive ordering of 
the alternatives. 
To make the system flexible enough, we designed the system in such a 
way that users can navigate freely around the whole system. In other 
words, decision makers are not restricted to perform the stages in the 
system in the preset order. For instance, they can assess the relative 
weighting values of the attributes before assessing the value curves of the 
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attributes. In this way, users can perform the stages according to their own 
lines of thought. In addition, we use on-line manual and on-line assistance 
in our system. This will be more convenient for the decision maker since 
printed manuals will be lost or borrowed by someone, but on-line 
documentation is always on the computer. 
% 
Test results reveal that our system is successful in making decision 
• makers clearer their intuitions. The re-iteration process is particularly 
beneficial in providing upper bounds or lower bounds of the attribute 
weighting values. Users also find that on-line documentation is convenient 
and easy to use. Also, decision makers are permitted to disconnect 
temporarily from the system to resolve conflicts at the local level. 
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VII. APPENDIX A 
Description of System 
In this decision support system, there are six stages. The first three is 
to help decision makers to build up the model and objective function, which 
is used to evaluate the alternatives at the fourth stage. The fifth and sixth 
stages are a sensitivity analysis and a re-iterate process respectively. If the 
decision result matches with the decision maker's intuitively best 
alternative, then he may perform the sensitivity analysis. Otherwise he may 
perform the re-iteration process. We have already had a detailed 
description of the last two stages in previous chapters. The following are 
brief descriptions of the first three stages, which are the central parts of the 
system and are used to build the model. 
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A. INTRODUCTION STAGE 
In this introduction stage, users can look up a brief description of the 
classical decision analysis theory. It introduces the concepts of utility, 
performance level, direct preference measurement, certainty equivalence 
value, and so forth. Also, it summarizes those questions that users will face 
when they have to assess the value curves and the relative weighting values 
of the attributes. It tells decision makers what is needed in these questions. 
This introduction stage is particularly useful for those users who are not 
familiar with the classical decision analysis technique. 
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B. DECISION MODEL CHOOSING STAGE 
In the system, there are two default models for the users. One of them 
is for those decision makers belonging to the upper middle class，while the 
other is for those belonging to the lower middle class. The classification of 
decision makers into these two classes solely depends on their own 
judgments about their monthly incomes. The criteria considered to be 
important to them and the values correspond to utility values 0 and 1 are: 
(a) Price of the housing estate 
For the lower middle class model, it ranges from 500 thousand, 
which has utility value 1, to 3 million dollars, which has utility value 
0. And for the upper middle class model, it ranges from 1 million, 
which has utility value 1，to 10 million dollars, which has utility 
value 0. 
(b) Size of the housing estate 
For the lower middle class model, it ranges from 200 sq. ft.， 
which has utility value 0，to 1,000 sq. ft., which has utility value 1. 
And for the upper middle class, it ranges from 500 sq. ft.，which has 
utility value 0, to 4,000 sq. ft., which has utility value 1. 
(c) Scenery of the housing estate 
For both models, it ranges from 0，corresponding to an 
absolutely not attractive housing estate, to 3, corresponding to a very 
attractive housing estate. 
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(d) Convenience of transportation 
For both models, it ranges from 0，corresponding to a very 
inconvenient housing estate, to 1, corresponding to a very convenient 
housing estate. 
(e) Recreational facilities provided 
For both models, it ranges from 0，corresponding to a housing 
estate with no recreational facility provided, to 1，corresponding to a 
housing estate with enough recreational facilities provided. 
(f) Civic and cultural facilities provided 
For both models, it ranges from 0，corresponding to a housing 
estate with no civic and cultural facility provided, to 1, 
corresponding to a housing estate with enough civic and cultural 
facilities provided. 
(g) Other facilities provided 
For both models，it ranges from 0，corresponding to no other 
facility provided, to 1，corresponding to other facilities are provided. 
(h) Future valuation 
For both models, it ranges from 0, corresponding to an 
expected fall in value in future, to 2, corresponding to an expected 
rise in value in future. 
These two default models are for those decision makers who interest in 
assessment result rather than modelling. For decision makers who concern 
more about modelling, or those who do not find the default models useful 
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for them, they can make use of the user-defined model to build up their own 
models. 
Once the decision maker has chosen the decision analysis model to 
use, he has to assess the value curves of the attributes. To do this, we use 
the mid-value splitting technique, similar to that used by Bodily[6]. And 
the decision maker has to answer questions like this: 
Consider two outcomes a and b for an 
attribute. There is a number x that has value midway 
between these two. That is，the increase in value of 
changing the attribute from a to x is the same as that of 
changing the attribute from x to b. What is your value 
ofx? 
From the answers to these questions, after checked with the 
consistency level, we can interpolate the value curve of the attribute in 
accordance with the decision maker's intuition. 
It is very difficult, if not impossible, to require decision makers to 
show exact consistency. Therefore, we have a little modification to the 
classical decision analysis method. When decision makers offer the 
certainty equivalent values to interpolate value curves of the attributes, we 
use additional questions to check whether the values correspond to a utility 
value are consistent. If a decision maker is perfectly consistent, these 
values should be exactly the same. On the other hand, we permit decision 
makers to have a certain degree of inconsistency. 
The acceptable degree of inconsistency should also depend on their 
attitude towards the importance of the attribute. If the decision maker feels 
that a certain attribute is more important, he should expect its value curve to 
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be finer. In this case, he may divide the value curve into more sub-
intervals, for instance, 8. Otherwise, he may divide the value curve into 4 
sub-intervals. Tolerance level of consistency is 0.02 if the sub-interval 
chosen is 4 and 0.01 if the sub-interval chosen is 8. That is, for attribute 
values correspond to a utility value, if the difference between them is less 
than 2% and 1% respectively, they are considered to be consistent values. 
This modification will make the system more flexible. 
ft 
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C. RELATIVE WEIGHTINGS EVALUATION STAGE 
After finish assessing the decision maker's value curves of the 
attributes, we begin developing from his intuition the relative importance of 
the attributes. They are represented by their corresponding relative 
weighting values. To obtain these values, the decision maker has to answer 
questions presenting combinations of outcomes under certain conditions. 
These questions may be difficult to imagine but they are important. The 
questions are also similar to those used by Bodily[6] and like the following 
one: 
You have a certain outcome in that an attribute 
is at its highest level, i.e., 1. But with this option, all 
other attributes will be at level 0. And you have a 
second option in this case is a lottery in which all 
attributes are at their highest levels in the good outcome 
or at their lowest values in the bad outcome. Now, 
what must the probability x of a good outcome be, for 
you to be indifferent between having the certainty and 
having a ticket to the lottery? 
The value x will be the relative weighting of the attribute. By 
replacing the attribute that has the highest level in the certain outcome to 
other attributes, the corresponding probability values will provide the 
relative weighting values of all other attributes. Having summed up all the 
relative weighting values, the system will formulate the objective function. 
There are two different forms of the objective function, depending on 
whether the summed relative weighting values equals to 1 or not. If the 
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sum is 1，the objective function will be an additive value function of the 
form 
n 
V(Zi , Z2, • • • , z j 二 g 刚 � ， 
where v (•) is the additive value function, 
w. are the relative weighting values of the attribute i, 
v.(.) are the utility function of the attribute i， 
z. are the value of the alternative of the attribute i, 
for i = 1，2，…，n, and n is the total number of attributes. 
On the other hand, if the sum of the relative weighting values is not 1, 
the objective function will be a multiplicative value function of the form 
广 ’ 
n 
�J][[l +WW.V.(zj]-l > 
，之2，•.，•^/！)— w 
n n 
where w = J][(l + ww.) - 1, is the interaction term, and f ^ signifies 
i=l i=l 
that the product of the term that follows should be taken, varying i 
from 1 to n. 
w. are the relative weighting values of the attribute i, 
, v.(.) are the utility function of the attribute i， 
Zi are the value of the alternative of the attribute i, 
for i = 1, 2，•••，n，and n is the total number of attributes. 
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To allow decision makers to behave inconsistently within an acceptable 
degree, we accept a 5% discrepancy from the stated value. That is, if the 
value of the sum lies between 0.95 and 1.05, we consider it as the additive 
case and use the additive value function. 
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VIII. APPENDIX B 
User's Guide 
Basically, we attempt to build up a system that is easy to use. It 
mainly relies on on-line manual and on-line assistance. And this simple 
user's guide is used to give users extra help in using the system. This is 
specially for those users who are accustomed to working with printed 
manuals. Since there are several stages in the system, we outline them one 
by one. First of all, we describe the general features of the system. 
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A. GENERAL FEATURES 
A-1. There is a flow-chart on the left side of the screen, the terms in this 
flow-chart, which are 'hotwords', represent names of the stages. 
Users can click on these hotwords to reach either of the stages. 
A-2. On most of the pages, users can click on the 'Exit' button to exit the 
system, 
A-3. To navigate around the pages, users can click on the corresponding 
buttons on the pages, or by the short-cut keys Ctrl + left-arrow 
(right-arrow) to go to the previous (next) page respectively. 
A-4. To go to the next page, click on the 'Next' button. 
A-5. To go to the previous page, click on the 'Previ' button. 
A-6. To go to the first page of the system, click on the 'First' button. 
A-7. To go to the last page of the system, NOT the last page of this 
introduction, click on the 'Last' button. 
B. INTRODUCTION STAGE 
B-1. The function of the field labelled 'Start the process directly' is to skip 
the rest of the introduction stage and start the analysis process 
directly. It is particularly for frequent users or those who are 
familiar with the classical decision analysis method. 
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C. DECISION MODEL CHOOSING STAGE 
C-1. Click on the 'Upper' field to choose the upper-middle-class default 
model. 
C-2. Click on the 'Lower' field to choose the lower-middle-class default 
model. 
C-3. Click on the 'User' field to choose the user-defined model. 
On the default models, 
C-4. In the description phase, click on the 'More' field to look for more 
information about that default model. 
C-5. To change* the limiting values (or performance level values) of 
attributes, click on the original value, then input the new value. 
氺Note that the values shown on the screen are not changed. 
C-6. The last four attributes are optional. Users can click on the 'SKIP' 
button to avoid evaluating them. 
On the User-defined model, 
C.-7 To add attributes in the user-defined model, click on the field 'Insert-
attribute' . When all attributes have been inserted, click on the 
•Finish' field. 
In general, 
C-8. To indicate the number of levels of the value curves to be divided, 
click on the button 'no. of levels' and input the division proposed. 
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C-9. To input certainty equivalence values, click on the corresponding 
boxes and input values on the boxes. 
C-10. After finish inputting all required values, click on the field 'Click 
here where you finish'. 
C-11. To input several values, click on the corresponding boxes and input 
values on them. To move from one box to another, click on the 
latter box, or press Tab ' . DO NOT press Enter after input a value 
on a box. 
C-12. If a "not a number" error is shown, most probably it is because some 
non-visual character is pressed after a number, e.g., an 'Enter' 
character. In this case, click on the box, press Backspace to delete 
all values on the box, and then input the value again. After finish 
inputting value on a box，press Tab ' or click on other boxes to move 
to those boxes. 
D. RELATIVE WEIGHTING VALUES EVALUATION STAGE 
D-1. To give the probability of the first attribute, click on the field 
'Proceed' and input the value on the box appeared. 
D-2. To give probabilities of other attributes, click on the corresponding 
boxes and input values. After finish inputting value on a box, press 
'Tab' or click on other boxes to move to those boxes. Otherwise, a 
"not a number" error will occur. Press the field 'Proceed' when 
finished. 
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E. ALTERNATIVE EVALUATING STAGE 
E-1. To input the intuitive ranking of the alternatives, click on the line 
spaces provided and input the names of the alternatives. Press Tab ' 
or click on other line space when moving from one line to another. 
E-2. Use no more than 20 characters for the names of the alternatives. 
E-3. If an alternative, say A, is intuitively better than another alternative, 
say B，then click on the check-box before alternative B. 
E-4. To input the attribute values of the alternatives, click on the boxes 
and input. Press Tab' will move from a box to the box on its right 
hand side. It is recommended to use this method to input attribute 
values. 
E-5. If you want to exclude an alternative from the order, for any reason. 
Just click on it and erase it using 'backspace'. However, remember 
to replace all the alternatives following it by one line upward. 
E-6. When finish inputting the intuitive ranking, click on the field 
'Continue Proceeding' to continue the analysis. 
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F. SENSITIVITY ANALYSIS STAGE 
F-1. On the introduction page of this stage, there are two questions shown 
on the page. To proceed the first question, click on the field 
I Proceed•，or click on the question. 
F-2. To proceed the second question without performing the first one, 
click on the second question. 
G. RE-ITERATION STAGE 
G-1. To look at the two reference sets of attribute weights, which will 
cause the intuitively best alternative to have the highest utility value, 
or the order of utility values of the alternatives the same as that of 
the intuitive ranking, click on the field 'Model'. 
G-2. To change the attribute weights and then re-run the process, click on 
the field • Adjust'. 
G-3. On the last page, click on the field '1st Model' to refer back to the 
first model set of attribute weightings. Or, click on the field '2nd 
Model' to refer back to the second model set of attribute weightings. 
G-4. Before re-running the alternative evaluation process, if the scales of 
the attributes, values of the attributes, or intuitive order of the 
attributes are to be changed, click on the field •Interval’. 
G-5. To re-run the alternative evaluation process without changing the 
scales of the attributes, values of the attributes, and intuitive order of 
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