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Resumen 
La controversia sobre el uso e interpretación de los contrastes de hipótesis en psicología ha 
sido muy amplia en los últimos 30 años y sociedades como la American Psychological 
Association ha publicado recomendaciones para mejorar la práctica estadística en este 
campo. En este trabajo analizamos las investigaciones recientes que estudian el uso de 
métodos estadísticos en psicología, mostrando que aunque ha habido un avance, queda 
mucho por hacer para solucionar el problema. Finalizamos con algunas recomendaciones 
para la mejora de la enseñanza de la estadística en psicología  
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Abstract 
The significance tests controversy in psychology was very wide in the past 30 years and 
associations such as the American Psychological Association published recommendations 
to improve the statistics practice in this field. In this paper we analyse recent research that 
study the statistical methods in psychology and show some advance that is still not enough 
to solve the problem. We finish with some recommendations to improve the teaching of 
inference in psychology. 
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1. Introducción 
La psicología ha recibido numerosas contribuciones de la estadística para su desarrollo 
como ciencia, pero del mismo modo, la estadística se ha beneficiado de métodos 
creados para la solución de problemas psicológicos. Al igual que otras ciencias, como la 
biología o la agronomía, los problemas surgidos de un contexto específico han 
proporcionados soluciones, que luego se han utilizado en la solución de otros en áreas 
científicas diferentes, al tiempo que la estadística, como conjunto de métodos para 
aprender de la experiencia se ha enriquecido progresivamente (Cowles, 2005). 
Las primeras aplicaciones de la estadística en psicología tienen relación con la medición 
de características psicológicas. El uso de métodos cuantitativos en el estudio de los 
procesos mentales empieza con Gustav Fechner (1801-1887), quien se propuso 
establecer una relación entre un estímulo y la sensación perceptiva. El trabajo de este 
autor fue el inicio de la psicología experimental y de la medición en psicología. Según 
Stigler (1999), estas primeras aplicaciones tienen en común el uso de métodos 
experimentales que permitían determinar una línea base de conducta y las fluctuaciones 
con respecto a dicha línea base. Los psicofísicos del siglo XIX usaron la estadística para 
describir las reacciones de los sujetos experimentales ante estímulos físicos como 
magnitud del estímulo más error sensorial. 
 




Es interesante reflexionar sobre cómo el desarrollo histórico de la estadística y de la 
psicología está muy entrelazado desde el inicio de la psicología científica. La 
preocupación central del estudio de la psicología es la explicación de la variabilidad del 
comportamiento humano: en qué medida una persona se comporta de forma diferente a 
otra y cuáles son las razones para dicha variabilidad. La curiosidad sobre la diversidad y 
variabilidad ha llevado al ser humano a establecer sistemas de clasificación, medida y 
predicción donde la estadística ha desempeñado un papel crucial y lo más importante, 
donde ambas disciplinas han tenido una influencia recíproca (Stigler, 1999).  
Ronald Fisher (1980-1962) junto con Galton y Pearson son los fundadores de los 
métodos modernos de estadística inferencial, siendo Fisher el autor que adoptó el 
análisis de la varianza como una herramienta de la investigación experimental. La 
progresión de los trabajos de Fisher también llevó a una división entre psicología 
experimental y correlacional (Cowles, 2005). Sin embargo las contribuciones de Fisher 
no se limitan a éstas, si no que es sin duda su formulación de las pruebas de 
significación y estimación de parámetros las aportaciones más significativas y con 
mayor trascendencia para el análisis de datos. La colaboración entre Jerzy Neyman y 
Egon Pearson dio lugar a la teoría de las pruebas de hipótesis, que, según ellos, 
mejoraba el planteamiento de las pruebas de significación de Fisher reconociendo 
explícitamente el papel de las hipótesis rivales (Gigerenzer et al., 1997). 
Sin embargo, en la actualidad no existe una única metodología de la inferencia, lo que 
origina una serie de debates sobre la correcta aplicación de la estadística en diferentes 
ciencias, entre ellas la psicología. El objetivo de este trabajo es analizar la situación 
actual de lo que se ha venido a denominar la controversia en torno al contraste de 
hipótesis dentro de la psicología y proporcionar algunas recomendaciones en relación 
con la enseñanza del tema. El trabajo utiliza y actualiza el material previo inédito 
elaborado por la autora para un concurso (Díaz-Batanero, 2018). 
2. Controversia sobre el uso de la inferencia en psicología 
El debate filosófico relacionado con la inferencia y sus diferentes aproximaciones 
(Batanero, 2000) ha tenido reflejo en la práctica de la estadística en la investigación en 
psicología, generando en las últimas décadas numerosas críticas al uso y abuso de la 
inferencia. Las principales críticas enumeradas se pueden aglutinar por un lado en 
cuanto al procedimiento matemático en sí y por otro en cuanto al uso que se hace del 
procedimiento. 
En cuanto al procedimiento en sí, cabe destacar que la práctica habitual del contraste de 
hipotesis constituye una mezcla de las propuestas de Fisher y de Neyman-Pearson 
(Gigerenzer, 1993). En esta lógica híbrida se establece una hipótesis nula de diferencias 
cero o correlación cero, sin que haya necesidad de establecer las predicciones del 
investigador o sus hipótesis sustantivas y se usa un nivel de significación de .05 como 
convención. Si los resultados son significativos, se acepta la hipótesis de investigación.  
Tal como señala Gigerenzer (2004), este procedimiento hubiera sido rechazado tanto 
por Fisher como por Neyman y Pearson. Por un lado, las investigaciones experimentales 
siempre se hacen esperando un determinado efecto, pero la hipótesis nula según este 
procedimiento siempre se plantea estableciendo una diferencia cero o correlación cero. 
Es decir, la hipotesis nula se plantea a priori como falsa aunque su falsedad nunca se 
pone realmente en duda; es más, los cálculos se realizan asumiendo que ésta es cierta 
(Falk y Greenbaum, 1995).  
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Por otro lado, se ha señalado que el significado del resultado no significativo no es 
claro, dejando patente el trato asimétrico de la hipótesis nula y alternativa (Chow, 
1996). Para Fisher las pruebas de hipótesis nula eran la forma más primitiva de análisis 
estadístico y deberían ser usadas sólo para situaciones en las que el conocimiento previo 
es muy limitado. Neyman y Pearson hubieran también rechazado este procedimiento 
porque eran partidarios de someter a prueba dos o más hipótesis estadísticas 
simultáneamente.  
El segundo conjunto de críticas al contraste de hipótesis se centran en el mal uso e 
interpretación de los mismos. Numerosas revistas tomaron como criterio la obtención de 
resultados estadísticamente significativos para aceptar artículos en la década de los 70, 
aunque algunos de estos artículos presentaban resultados de poco interés práctico (Frías, 
Pascual y García, 2002). No era habitual calcular intervalos de confianza para los 
parámetros estimados, ni tampoco se solía dar información sobre el tamaño de los 
efectos (Falk y Greenbaum, 1995) o calcular la potencia del contraste (Valera, Sánchez 
y Marín, 2000).  
Estas prácticas, junto con los errores de interpretación de los resultados del contraste de 
hipótesis produjeron como reacción numerosas críticas al uso de la inferencia estadística 
(Borges, San Luis, Sánchez, y Cañadas, 2001; De la Fuente y Díaz-Batanero, 2004; 
Morrison y Henkel, 2006; Nickerson, 2000; Harlow, Mulaik y Steiger, 2016; Valera, 
Sánchez y Marín, 2000; Verdam, Oort y Sprangers, 2014).  
La amplitud que llegó a alcanzar esta controveersia en varios campos científicos se pone 
de manifiesto, por ejemplo, en el hecho de que la revista Psychological Science publicó 
un monográfico sobre el tema en 1997, donde Hunter (1997, p. 3) indicaba:  
El uso actual del test de significación es un desastre. Mientras que la mayoría de investigadores 
creen falsamente que el test de significación tiene una tasa de error del 5%, los estudios 
empíricos muestran que la tasa de error medio en psicología es del 60%- 12 veces mayor que lo 
que cree el investigador. La tasa de error para la inferencia usando el test de significación es 
mayor que la tasa de error si se usara el lanzamiento de una moneda para sustituir el estudio 
empírico.  
El Board of Scientific Affairs de la APA creó la Task Force on Statistical Inference para 
analizar este debate y la práctica estadística en la investigación en psicología. Dicho 
comité trató de analizar la controversia sobre la aplicación de la estadística en 
psicología y de sugerir posibles mejoras en la metodología de investigación (Wilkinson 
y TSFI, 1999). Como consecuencia del debate, publicaron una sección dedicada a la 
presentación de resultados estadísticos del Manual de Publicaciones de la APA e 
impulsaron la discusión sobre posibles cambios en las prácticas actuales de análisis de 
datos en nuestra disciplina. Este comité y otros autores han hecho varias 
recomendaciones sobre muestreo, diseño, medición, instrumentos, procedimientos e 
interpretación de resultados (Borges et al., 2001; Fidler, 2002).  
Una de las principales recomendaciones sugeridas en esta reforma estadística iniciada 
en 1997 por la Task Force on Statistical Inference ha estado ampliamente dirigida a 
persuadir o requerir alguna medida de la variabilidad en el muestreo, tal como el error 
estándar o intervalos de confianza (Fidler, 2006; Valera, Sánchez y Marín, 2000). La 
sexta edición del American Psychological Association (APA) Publication 
Manual (APA, 2010) incluye expresamente la recomendación de la inclusión de los 
intervalos de confianza y una guía de uso. Esta recomendación se basa en el hecho de 
que los intervalos de confianza son más sencillos de interpretar y los estudiantes de 
psicología los comprenden mejor que el test de hipótesis (Hunter, 1997).  




3. Situación actual 
Sin embargo, cuando examinamos la situación actual no percibimos mucho avance en la 
mejora del uso de la estadística en la investigación. Los resultados en cuanto al aporte 
de esta información por parte de los investigadores no son tan prometedores como 
hubiera sido deseable (Byrd, 2007; Sesé y Palmer, 2012). Cumming et al. (2007) en un 
análisis de 10 revistas de mayor impacto internacional en psicología durante los años 
posteriores a las recomendaciones del Task Force informan de un incremento en la 
incorporación de intervalos de confianza, aunque insuficiente.  
Este incremento pasa desde el 3.7% de artículos con esta información en el año 1998 al 
10.6% en el año 2006 y lo que es más llamativo, tan sólo un 24% de los artículos que 
informaban de los intervalos de confianza, aportaban una interpretación del mismo. 
Fidler, Thomason, Cumming, Finch, y Leeman (2004) señalan resultados similares, 
donde a pesar del aumento del uso de intervalos de confianza, principalmente motivada 
por la exigencia por parte de las revistas, esta información no se incorpora ni se comenta 
en la discusión de los resultados. Coulson, Healeay, Fidler y Cumming (2010) sugieren 
que un enfásis en el pensamiento meta-analítico junto con el uso de intervalos de 
confianza puede mejorar la comprensión y por tanto el mejor uso de la inferencia 
estadística. 
La segunda de las medidas más recomendada es incluir el análisis de la potencia 
estadística y proporcionar información sobre el tamaño de los efectos (Frías, Pascual y 
García, 2002; Thompson, 2007; Vacha-Haase, 2001). Kline (2013) sugiere que la 
utilización del test de hipótesis como una regla de determinación dicotómica (cuando 
existe o no un efecto) sólo debe de aplicarse en fases iniciales de la investigación. Una 
vez detectada la existencia de un efecto, los siguientes pasos deben ir encaminados a la 
deteción de la magnitud de dicho efecto y la evaluación de la significación substantiva.  
Cuando se analizan los trabajos pulicados que incluyen el tamaño del efecto, García, 
Ortega y De la Fuente Sánchez (2011) informan que el porcentaje de artículos 
publicados en revistas españolas de Psicología indexadas en JCR con esta información 
están en un rango de 2.9% – 31.8%, siendo además poco habitual la discusión acerca del 
significado sustantivo de las mismas. Tambien el estudio de Caperos y Pardo (2013) 
mostró que entre los articulos evaluados tan sólo un 24.3% incluian un estadístico de 
tamaño del efecto. Sesé y Palmer (2012) señalan que además las medidas del tamaño de 
efecto que se incluyen en la mayor parte de los estudios son estadísticos no ajustados, 
que no son inmunes a la existencia de valores atípicos o violaciones de los supuestos de 
aplicación. 
Otras medidas propuestas son emplear procedimientos especiales (por ejemplo el test de 
Bonferroni) para tratar las situaciones en que se necesita realizar múltiples contrastes en 
la misma muestra, prestar atención a la violación de supuestos de aplicación y aplicar 
métodos robustos en caso de incumplimiento (Moses, 1992; Wilkinson y TSFI, 1999).  
De nuevo, diferentes estudios muestran que la implementación de estas propuestas es 
aún deficiente (Monterde-Bort, Pascual, Frías, 2005). Un trabajo reciente de Badenes-
Ribera, Frías-Navarro, Pascual-Soler y Monterde-i-Bort (2016) realizado entre 
profesores e investigadores en Psicología señala aún lagunas de conocimientos: métodos 
estadísticos robustos que no son conocidos, creencias sobre la relación entre la 
significación estadística la importancia de un hallazgo, el uso de expresiones incorrectas 
Carmen Díaz-Batanero, Oscar M. Lozano-Rojas y Fermín Fernández-Calderón 5  
 
 
en relación al p-valor o el desconocimiento del objetivo del estudio a priori de la 
potencia estadística.  
En resumen, como indicó Nickerson (2000, p. 241), “La conclusión es que el contraste 
de hipótesis se puede interpretar o usar mal con facilidad, pero cuando se aplica con 
buen juicio puede ser una ayuda efectiva a la interpretacion de los datos 
experimentales”. Compartiendo esta opinión, se debe continuarr la enseñanza y 
aplicación del contraste de hipótesis. No obstante, también se considera que la 
enseñanza de los métodos estadísticos requiere un cambio, para hacer a los estudiantes 
más conscientes de la necesidad de la replicación de resultados y la determinación de 
cúales resultados son substantivamente significativos (Kline, 2013). 
4. Recomendaciones para la enseñanza 
La revisión a la amplia literatura existente en torno a la controversia filosófica y al mal 
uso de los test de hipótesis en la investigación suscita la reflexión sobre el enfoque que 
es deseable dar a la enseñanza de estos contenidos. A pesar de las numerosas críticas 
descritas respecto al excesivo uso de las pruebas de hipótesis, que provocan un 
pensamiento dicótomico, diversas razones hacen que tradicionalmente se opte por este 
enfoque de enseñanza: persistencia de una tradición frecuentista en la mayor parte de 
publicaciones científicas, mayor acceso al software para el cálculo, mayor cantidad de 
libros de texto y manuales con esta orientación.  
Nuestra recomendación es tener en cuenta, sin embargo, la problemática filosófica 
asociada al contraste de hipótesis, y al tipo de prueba que proporcionan y su diferencia 
con la demostración matemática deductiva; todo ello se debe dar a conocer a los 
estudiantes. Respecto al contraste de hipótesis sugerimos además en lo posible, 
considerar un enfoque informal (Batanero y Díaz-Batanero, 2015), donde se comenzará 
con la metodología de Fisher que es más intuitiva, pasando posteriormente al metodo de 
Neymann y Pearson y haciendo diferenciar a los estudiantes las situaciones en que 
conviene aplicar uno y otro enfoque.  
Se realizarán algunas actividades prácticas que permitan dar a conocer a los estudiantes 
en forma intuitiva la metodología bayesiana, partiendo de material previamente 
elaborado (por ejemplo, Díaz-Batanero, 2005). Igualmente, se podría realizar una 
actividad práctica de aplicación de la metodología de remuestreo, basada simplemente 
en la simulación. Se considera que estas medidas favorecerán una formación más 
integral en los alumnos, así como desarrollar un punto de vista más crítico a la hora de 
realizar e interpretar cálculos estadísticos en investigaciones. 
Adicionalmente, siguiendo las recomendaciones de la APA sobre la práctica de la 
estadística en Psicología se debe disminuir el énfasis en el contraste de hipótesis, 
complementando siempre los resultados con intervalos de confianza y estimación de los 
efectos que se incluirán en cada uno de los temas. 
Cabe destacar que el análisis de datos es una parte del proceso investigador, al igual que 
la delimitación de los problemas y las hipótesis, el diseño de la recogida de datos, la 
medida de las variables y la elaboración de informes. Por ello, es conveniente ofrecer a 
los estudiantes una visión integrada del proceso investigador (Pedhazur y Schmelkin, 
1991). Es importante, por tanto, contextualizar adecuadamente el aprendizaje de las 
herramientas analíticas, indicando sus conexiones con diseños de investigación.  
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