The behavior of a graph coloring-based, distributed load balancing algorithm for a network of processors is evaluated in terms of the average response time of the system. A fundamental correspondence between average response time and Euclidean system distance (a measure of load imbalance), is analytically demonstrated. This relationship leads to the proposal of tools intended to be used in the analysis of load balancing methods. Simulation studies were conducted and are found to support the theoretical results.
1 Introduction
In this paper we examine and extend some properties of a novel graphcoloring based load balancing algorithm proposed by the authors in 6]. A formal analysis of the algorithm was presented in 4]. A main contribution of this paper is to make a connection between that analysis and a commonly used performance measure -the average response time.
In section 2 we review the load balancing algorithm. In section 3 we consider performance measures for the algorithm, including the commonly used measure of average response time. Section 4 contains simulation results designed to help assess the relevance of the analysis carried out in the previous sections. Section 5 is a summary of the results of the paper.
A Load Balancing Algorithm

The basic model
Our model of a network of processors is an undirected graph, G = (V; E), whose nodes, V = fv 1 ; : : :; v n g, are processors, and whose edges, E = fe 1 ; : : : ; e m g, are communication links between processors. Our model is synchronous with a global time step, t 2 f0; 1; 2; : : :g. The load, L i , of processor, v i , will be a nonnegative rational. This assumption is simplistic and we will come back to it shortly. The total load, L = P n i=1 L i , is a conserved quantity. This means that our model is static. We will assume that L > 0. In order to indicate that a given quantity is measured at time t, we will write L i (t); L(t), etc.
This model has been widely used as an abstraction of real networks. Liestman and Richards 8] employ it in their study of network gossiping and an intensive study by Xu and Lau 11, 12] of a generalization of the load balancing algorithm studied here is also based on this model.
The load balancing algorithm
In order to state our algorithm, we will need some de nitions.
De nition 1 G is said to be balanced if every processor has load = L=n.
The degree of a graph refers to the maximum degree of any node. The following de nition seems natural within the context of the synchronous network model.
De nition 2 An edge coloring of G is a partition, E = E 0 E k?1 , of the edge set such that no two edges in the same set, E i , share a common node and all edges in E i have the same color i. In the following we will assume that an edge coloring, E 0 ; : : : ; E k?1 is given 5].
We can now give the framework of two variants of the algorithm. Both 4] and this paper are concerned with providing a rational basis for the value to be given the loop limit, S, in the following algorithm. 
LBA: Load Balancing Algorithm
End ParDo End Do
We can de ne the routine, Balance(v i ; v j ), in two ways. Either way, if L i = L j , then there is no load exchange. Otherwise, in the linear case, nodes v i and v j both receive the load (L i + L j )=2. This redistribution of loads assumes that loads are rationals. In the integer case, one node receives b`c and the other receives d`e, where`= (L i + L j )=2. In the integer case, loads are constrained to be integers. This is more realistic than the in nite divisibility of loads under the assumption that they are rationals. We will refer to the linear case as LBA, and the integer case as ILBA, for integer LBA. De nition 3 The n n matrix M h corresponding to color h is de ned as follows. 
The parameter
Let M be a color matrix. We reserve to designate its second largest eigenvalue size, and U to designate the n n matrix each of whose entries is 1=n.
The following result was stated and proved in 4] as Theorem 2. In that paper the bound was given for the size of any entry of M ? U. We restate that result here in terms of the Euclidean norm jM ?Uj as Theorem 1. This theorem will come into play in Section 3. However, it will turn out that this is at least as e ective as the original LBA scheme. where T is an orthogonal matrix and D is a matrix whose only nonzero entries are along its diagonal. These are the eigenvalues ofMM. At this point we appeal to a result in 10] p. 292 which tells us that lim q!1 (MM) q = U. This is based on two facts.
1. The rows ofMM all sum to 1. 2. All entries of (MM) n?1 are positive.
We leave the rst fact to the reader. In fact the columns also sum to 1. For the second fact, we note, from Def. 3 that all diagonal entries of each matrix M h are positive. Let G be the network graph of M. Note that there is an edge between two nodes v i and v j i for some color h, (M h ) i;j 6 = 0. These observations and Def. 4 imply that M = J + A + B, where J is a matrix with all positive diagonal entries and 0 everywhere else, B is a nonnegative matrix, and A is a nonnegative matrix having positive entries exactly where the adjacency matrix F of G has them. Now M n?1 contains the sum J n?1 + J n?2 A + + A n?1 . But this sum has positive entries exactly where I + A + + A n?1 has them, and it is well known 1] that if G is connected, then this last sum has all positive entries. It is straightforward that if M n?1 has all positive entries, then so does (MM) n?1 .
It follows from the fact that lim q!1 (MM) q = U and the Perron-Frobenius In the original study of LBA 6], the system distance was introduced, largely as a tool to aid in understanding the algorithm's behavior.
De nition 5 The system distance, , is = n X i=1 jL i ? j (4) and its normalized version is^ , = =2 (n ? 1)
The denominator is simply the maximum value for , which occurs when all the load is concentrated at one node. That is max = (L ? ) + (n ? 1) .
There is an alternative choice for distance.
De nition 6 The Euclidean system distance, e , is (6) and its normalized version,^ e , iŝ e = e =L(1 ? 1=n) 1=2 (7) The denominator is simply the maximum value of e , which occurs when all the load is concentrated at one node. That is max e = ((L ? ) 2 + (n ? 1) 2 ) 1=2 .
We can represent the load of a network as the column vectorL whose i-th entry is L i , and reserve~ to denote the column vector each of whose entries is . It is clear that
where j j denotes the Euclidean vector norm.
Besides and e we will also consider a commonly used performance measure -the average response time T de ned below.
De nition 7 Average response time is de ned as
L 2 i =2L (9) i.e. T measures the average waiting plus service time to execute a unit of load at a processor.
Note that if a network is balanced, then the average response time becomes T = ( + 1)=2. This is indeed the average over the delays 1; 2; : : : ; in executing units of load. We will write, (t); e (t); T(t), etc., to indicate that these measures are taken at time t.
The next lemma establishes the basic relation between average response time and Euclidean system distance. First we need a de nition. 
E ect of LBA on response time
It is easy to show that LBA always reduces the response time, T, for an unbalanced network. Figure 1 is an example of the e ect ILBA has on Euclidean system distance and average response time.
Theorem 3 If, at time t, there are at least two nodes with unequal loads sharing an edge of color t mod k, then T(t + 1) < T(t).
Proof Index the loads so that when LBA is applied at time, t, the loads, L 2i?1 ; L 2i , for 1 i p are paired in the balance routine, and all nodes with indices larger than 2p are not involved. We can also assume that these are exactly the pairs of unequal loads. In order to avoid clutter, we let 
The lemma now follows at once from Theorem 2. 2
We can use Lemma 2 to express the e ect of LBA on the average response time. Note that jL(0)j 2 = L 2 1 + + L 2 n L 2 , so we get T(2kq)=T 1 + n 4q : 2
As an example of Theorem 4, assume that = 1=2. By applyingMM (log 2 n)=2 times we get a normalized response time ratio of T(k log 2 n)=T 1 + n=2 2 log 2 n = 1 + 1=n:
Simulation
The preceding mathematical analysis leads to some interesting questions: how closely does our use of Euclidean distance ( e ) correlate with observations of response time behavior? Does Eq. (13) suggest a useful metric for measuring performance improvement? How tightly does the parameter bound LBA's rate of convergence? Is Theorem 4 useful in determining a value for S, the loop limit in the LBA? Does our analysis hold under the realistic constraint of integer loads?
Simulation model
To answer the above questions regarding the e cacy of Eq. (13) and Theorem 4, simulation studies were conducted. The model consisted of 64 processors, con gured in an 8x8 toroidal mesh network topology. The value of for this network is 1=2. Total system load was xed and was constrained to integers throughout the simulation (i.e. as in ILBA). Initial load at each processor ranged from 0 to 100 units and was randomly drawn from a uniform distribution. The system was tested for three di erent initial system loads. ILBA was run until the system reached steady state, a state where the di erence in load between any two adjacent processors was no more than one. After each iteration of the balancing algorithm, simulated execution was used to determine the normalized response time of the resulting system state. This was compared to the calculated ratio as provided by Eq. (13) Figure 2 shows a plot of the normalized response time (the ratio of response time to ideal response time) of the system after each iteration of ILBA for a typical initial load distribution. Note how closely the calculated times (Eq. (13)) follow the measured times (Simulation). As an example of this closeness, after 2 iterations the ratio is 1.0028 as measured by simulation and 1.0029 as calculated by Eq. (13). This agreement substantiates the validity of our proposed use of Euclidean distance as a performance metric for this algorithm. It also demonstrates the behavior of Eq. (13), which was derived assuming rational loads, under the more typical system constraint of integer loads.
Euclidean distance as a metric
The parameter as a predictor
Although Euclidean distance is useful as a performance metric, it is not suitable as an indicator for the loop limit S, which determines how long the balancing algorithm will run. Eq. (13) requires the calculation of the Euclidean system distance for a given system load state, which changes over time. The attractive feature of Theorem 4 is that it is not load dependent. It is a bound which depends only on the network graph itself and the number of applications of the balancing algorithm. Figure 3 shows the calculated values 
Conclusion
In this paper we have examined the relationship between system response time and system distance for a graph coloring-based load balancing algorithm. We have also explored the connection between system response time, the second largest eigenvalue of the color matrix, and the number of iterations the balancing algorithm is run.
The rst relationship describes the extent of improvement in system response time as a function of the system distance. An advantage of the distance metric is that it can be used to estimate the e ect of uneven task arrivals, especially external tasks, on system performance.
The second relationship re ects the e ect of network topology and balancing algorithm execution time on system performance. The e ect of network topology is xed and can be represented by the second largest eigenvalue of the color matrix. Load balancing execution time is controlled by the number of iterations of the algorithm. This relationship can be used to ne-tune the performance of a system knowing the topology of the network. For example, to achieve a normalized response time T T = 2, according to Theorem 4, the number of iterations necessary is at most q = j logn 4 log j, where n is the number of nodes and > 0 is the second largest eigenvalue of the color matrix of the network. For a graph family for which remains bounded below 1 as n goes to in nity, we need only run LBA through O(log n) iterations to do better than 2T . The constant implied by O-notation gets smaller as approaches 0. If approaches 0 as n goes to in nity, then for su ciently large n, q can be taken as 1. Note q = 1 means that it may not be necessary to go through the entire color sequence 0; : : : ; k ?1; k ?1; : : : ; 0. For the special case = 0, as is the case for binary hypercubes 2] and their generalization, the binary Hamming graphs 9], then in fact the color matrix M = U and balance is achieved after all k colors are used exactly once.
Rational loads were assumed in deriving the above two relationships. In reality, load sizes may be strictly integer values. We simulated a 64-node toroidal mesh to determine how closely our analytical results represented the real behavior of a system under integer load constraints. The simulation studies corroborate our analytical results. Euclidean system distance was shown to be useful in measuring performance improvement obtained using a load balancing algorithm. Moreover, simulation results revealed that the parameter can be used as an estimator for the upper bound on the number of balancing steps required to achieve good performance.
