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31 Introduction
The realization of graphene [1] was the starting point for a new ’era’ in con-
densed matter physics. This first truly two dimensional material hosts massless
relativistic particles [2, 3]. Not only its unique and novel properties created
a stir, also its easy in comparison to conventional semiconductors fabrication
technique allowed many scientists to manufacture it on their own. Graphene
inspired the realization of other two dimensional materials and the possibility
of stacking different monolayers provides a new toolbox to design and modify
material properties [4]. Furthermore, graphene was the first material pro-
posed to demonstrate the quantum spin Hall effect (QSHE) [5]. Although this
non-trivial property of graphene is, due to a too weak spin orbit interaction
(SOI), effectively not observable, the work by Kane and Mele lead to a second
avalanche in the condensed matter community and was the starting point for
the physics of topological insulators [6–9].
Topology, as a class to characterize various systems, was already used in
1988 by Haldane [10] for the quantum Hall effect (QHE) [11]. The QHE
describes insulating 2D system with conducting edge channels for broken time
reversal symmetry and is classified by the Z invariant [6]. In the QHE the bulk
dispersion is quantized and for the Fermi energy lying between two Landau
levels, all conducting carriers reside in chiral edge channels [12]. These channels
are unidirectional and perfectly quantized in conductance values 2e2/h and
their transport is dissipationless since no state for backscattering is present [6].
Another class of topology in condensed matter is described by the Z2 in-
variant. To this class belongs, e.g. the quantum spin Hall effect [13, 14]. It
describes bound states with linear dispersion at the interface between regions
with trivial and non-trivial band structure, i.e. an inverted band ordering de-
scribed by a negative energy band gap [8, 15]. In these bound states counter
propagating carriers along the edge have opposite spin and are called helical [6].
Systems which exhibit these states are called two dimensional topological in-
sulators (2D TIs) and the first materials where the QSHE was observed were
mercury telluride quantum wells [16, 17]. This concept can be extended to
three dimensions, still classified by the Z2 invariant [18]. In 3D TIs conducting
surface states with linear dispersion enclose the insulating non-trivial bulk.
In the surface states, single spin states are locked to the momentum and the
spin rotates its direction when moving around the Fermi surface [19]. Soon
after their prediction, possible materials were proposed [20] and one prominent
4family that has been realized is Bi2Te3, Sb2Te3 and Bi2Se3 3D TIs [21].
Both graphene and 3D TIs host relativistic 2D Dirac fermions, which are
described by the zero mass Dirac equation [22]. They are often probed by
transport experiments [3], with which one can studied the quantum Hall ef-
fect [1, 23, 24] or quantum interference experiments like weak localization or
anti-localization [2, 25] or the Aharonov-Bohm effect [26, 27]. Furthermore,
they are investigated with optical methods, e.g. with photoemission spec-
troscopy. One can gain insight in the band structure below the Fermi level
with angle resolved photoemission spectroscopy (ARPES) [28–34] or above it
with two-photon photoelectron (2PPE) spectroscopy [35–37].
It has been demonstrated that the combination of both techniques, sum-
marized under the term nonlinear optoelectronic phenomena, allows insight
into microscopic processes [38], and that with it an access to TIs [39] and
graphene [40] is possible. This thesis concentrates on terahertz radiation in-
duced photocurrents in graphene and Bi2Te3- and Sb2Te3-based 3D TIs.
It was shown, that photocurrents in Bi2Se3 are induced with near infrared,
circularly polarized radiation [41–43]. Here it is demonstrated, that in Bi2Te3-
and Sb2Te3-based 3D TIs such an access is also possible with linear polar-
ized radiation and frequencies in the terahertz range. Furthermore, the study
shows, that the photogalvanic effect is used to overcome a well-known problem
of systems, namely the presence of a conducting bulk parallel to the surface
states, which complicates classical transport. Due to a symmetry filtration
between the centrosymmetric bulk and the non-centrosymmetric surface state,
the selective excitation of Dirac fermions at room temperature and the study
of their high frequency transport is possible [44]. Measuring the terahertz
radiation induced photocurrents in a wide range of frequencies has major ad-
vantages. First, it allows the estimation of room temperature scattering times
and mobilities, and second, it gives insight in optical transitions [45]. In the
frequency range in which the photoionization of surface carriers into the bulk
bands is possible, photocurrent being sensitive to the radiation helicity are
detected [45]. A spatially selective excitation allows a characterization of the
material properties by mapping the high frequency transport locally. Further-
more, the local domain orientation and presence of twisted domains can be
found out [46]. Besides this, it is shown that a trigonal photon drag effect can
be observed under certain experimental conditions [47].
The study of systems with linear dispersion is extended to high mobility
graphene. Nonlinear optoelectronic phenomena in graphene build a solid basis
5for this study [40]. In this thesis the focus lies on the excitation of carriers in
chiral edge channels for graphene being in the quantum Hall regime. It is shown
that the terahertz radiation induced photocurrents are solely determined by
the magnetic field. This is demonstrated by comparing them to edge currents
at zero magnetic field, which are set by the radiation electric field vector and
the carrier type.
The thesis is organized as follows: In Chap. 2 the fundamental principles
are introduced. It starts in Sec. 2.1 with the Dirac equation. On the basis
of graphene and 3D TIs its implementation in condensed matter for the zero
mass limit is shown. For both materials a similar approach is used: First
the crystalline structure is shown, and based on this the electronic structure
is introduced. At the end of each subsection the focus lies on the region in
the band structure where the dispersion is linear. Although, both systems
are characterized by a linear dispersion, they have different properties. While
the Dirac cone in graphene is spin degenerated and characterized by a pseu-
dospin, which is linked to the K and K’ valley, the Dirac cone in 3D TIs
is non-degenerated and momentum and spin are locked. In Sec 2.2 nonlin-
ear optoelectronic phenomena are introduced. It is shown that high frequent
alternating electric fields, provided here by terahertz radiation, can cause a
direct photocurrent. In the first subsection a phenomenological theory is in-
troduced. In the following subsections 2.2.2 and 2.2.3 focus more specifically
on the effects studied, namely the photogalvanic and the photon drag, respec-
tively. In both subsections, the effect is introduced with an example and after
an introduction of the phenomenological theory specific for the point group
symmetry of the material, semi-classical models and theories are introduced,
which help to follow the discussion in Chap. 4 and Chap.5. Chapter 3 in-
troduces the methods used, starting in Sec. 3.1 with the investigated Bi2Te3-
and Sb2Te3-based thin films, see Sec. 3.1.1, and high mobility graphene, see
Sec. 3.1.2. The description of their fabrication is accompanied by methods for
their characterization. Section 3.2 then describes the measurements technique.
For the study of Bi2Te3- and Sb2Te3-based thin films a variety of lasers is used.
Their basic concepts and operation modes are shortly described in Sec. 3.2.1.
In Sec. 3.2.2 the experimental setup is explained. The experimental results
on photocurrents generated in Bi2Te3- and Sb2Te3-based thin films and their
discussion are presented in Chap. 4. Results obtained with linearly polarized
terahertz radiation at normal, see Sec 4.1, and oblique, see Sec. 4.2, incidence
are discussed first. The photocurrent in these two sections are treated semi-
6classically, in contrast to Sec. 4.3, which presents photocurrents excited with
the highest frequencies used and with circularly polarized radiation. Results
obtained in high mobility graphene are shown and discussed in Chap. 5. The
findings obtained ar zero magnetic field are presented and discussed in Sec. 5.1
and the one for graphene being in the quantum Hall regime in Sec. 5.2. The
last chapter, Chap. 6 summarizes the work and gives an outlook to the field.
72 Fundamentals
In this chapter the fundamental principles required for this thesis are intro-
duced. In the first section systems with linear dispersion, described by the
zero mass Dirac equation, are presented. In the second section the concept
of photocurrents is elaborated. It is shown that photocurrents, proportional
to the squared electric field, provide understanding of microscopic material
properties and are suitable to study Dirac fermion systems like graphene and
Bi2Te3- and Sb2Te3-based thin films.
2.1 Dirac Fermions in Condensed Matter
The Dirac equation, written down in 1928 Paul Dirac [22], is a relativistic wave
equation which describes massive particles with spin 1/2. It is a second order
partial differential equation in time and space coordinates and is invariant un-
der Lorentz transformation. Although originally constructed for free particles,
the zero mass Dirac equation describes also systems in condensed matter with
linear dispersion like graphene [1–3] or topological insulators [6, 9, 13].
This sections introduces first the Dirac equation, and given then two ex-
amples for systems with linear dispersions, graphene and Bi2Te3- and Sb2Te3-
based three dimensional topological insulators (3D TIs), both being in the
focus of this thesis. To understand the remarkable properties of those sys-
tems, it is crucial to first describe their crystallographic structure. From the
latter the electronic structure is deduced using a tight-binding approach. The
region in the band structure in which the dispersion in linear is then analysed
in more detail.
2.1.1 The Dirac Equation
The Dirac equation [22, 48]
(i~γµ∂µ −mc)ψ = 0 (1)
contains the wave function ψ, the mass m, the speed of light c, and the momen-
tum operator pˆ = −i~∂µ, in which ~ = h/2pi is the reduced Plancks’ constant
and ∂µ is the partial derivative with the summation index µ = 0, 1, 2, 3, given
in Einstein notation γµ∂µ =
∑3
µ=0 γ
µ∂µ. The four 4×4 gamma (γ) matrices
were used by Dirac to reduce the problem to a first order differential equation.
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Using the Pauli matrices
σx =
0 1
1 0
 , σy =
0 −i
i 0
 , σz =
1 0
0 −1
 , (2)
the γ matrices are given as
γ0 =
I 0
0 −I
 , γ1 =
 0 σx
−σx 0
 ,
γ2 =
 0 σy
−σy 0
 , γ3 =
 0 σz
−σz 0
 , (3)
in which I is the 2×2 identity matrix. The Dirac equation can also be written
in the form of a Schro¨dinger equation Hψ = i∂ψ
∂t
, where the corresponding
Dirac Hamiltonian is given by [8, 49]
H = βmc2 + αnpnc. (4)
Here β = γ0 and αn = γn with n = 1, 2, 3. Solving the eigenvalue equation
Hψ = εψ the solution
ε± = ±
√
(mc2)2 + (pc)2 (5)
is found. The two solutions for positive energy ε+ describe electrons with
spin up respectively spin down. The two solutions for negative energy ε− had
predicted the anti-particle of the electron, the positron, whose existence was
experimentally confirmed in 1933 [50]. In vacuum all negative energy states are
completely filled (Dirac sea) [22] and for a single electron one state with positive
energy is occupied. The positive and negative energy states are separated by
an energy gap, given by 2mc2. This energy gap closes for the mass term going
to zero and the remaining energy dispersion ε(m → 0) = ±|cp| is linear in p
and c. In this limit the Dirac equation reduced to i~γµ∂µψ = 0, which is the
Weyl equation [51].
This zero mass Dirac equation also describes systems in condensed matter
like graphene or topological insulators.
2.1.2 Graphene
Graphene, a two dimensional monolayer of graphite, was experimentally re-
alized in 2004 by Novoselov et al., [1]. Its electronic structure however, was
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already described in 1947 by Wallace [52]. In the following the crystalline and
electronic structure of graphene is derived, with a focus on the linear disper-
sion.
Crystalline Structure A carbon atom has six electrons and four of them
occupy the 1s and 2s orbitals with two electrons each. The px, py, and pz
orbitals of the 1p orbital are partially filled with the remaining two electrons.
In graphene, a carbon monolayer is formed like a honeycomb structure, see
Fig. 1 (a), with each carbon atom having three neighbouring atoms. Bonds
with the three neighbouring carbon atoms are only possible, if the carbon
atoms hybridize into sp2. This means that the 2s and 1p orbitals align in
energy and share their four electrons equally, with one electron in each or-
bital. Then the 1px, 1py, and 2s orbitals form equivalent σ-bonds with the
neighbouring carbon atoms and the remaining 1pz orbitals form additional pi-
bonds [53]. These pi-bonds form a double bonds with the σ-bonds and since
different configurations are equivalent they are delocalised [54]. They stabilise
the monolayer and form the pi∗ conduction and pi valence band. A stack of
graphene layers is called graphite and single monolayers are bound by van der
Waals interaction [2]. The unit cell, see orange shaded region in Fig. 1 (a), has
a two-atomic basis, denoted as A and B. The two sublattices are constructed
with the lattice vectors [2]
a1 =
a
2(
√
3, 1), a2 =
a
2(
√
3,−1) (6)
with a lattice constant a = d
√
3 = 2.46 A˚ and a carbon(A)-carbon(B) distance
of d = 1.42 A˚. In momentum space, the first Brillouin zone (BZ) is hexagonal,
see orange shaded region Fig. 1 (b). Points of high symmetry are the Γ point
in the BZ centre, the M point in the middle of the BZ edge and the K and K’
points at the corners of the BZ. The reciprocal lattices are described with the
vectors
b1 =
2pi
a
(1/
√
3, 1), b2 =
2pi
a
(1/
√
3,−1). (7)
Electronic Structure To understand the unique properties of graphene,
the electronic structure is important. Since valence and conduction bands are
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Figure 1: Crystallographic and electronic structure of graphene: (a) Honeycomb
lattice in real space with two-atomic basis, A and B. The unit cell is shown as
orange shaded area and lattice vectors are given by a1 and a2. (b) In momentum
space, Brillouin zone is shown as orange shaded area, containing points of high
symmetry Γ, M, K, and K’. The reciprocal lattice is constructed by vectors b1 and
b2. (c) The electronic dispersion in first Brillouin zone is formed by delocalised pi
orbitals. At K and K’ points conduction and valence bands touch. Adapted from
Ref. [53].
formed by pi-bonds, while the remaining electrons are tightly bound in the
σ-bonds, a tight binding approach is suitable.
For a tight binding approach, Bloch’s theorem is used to find a wave func-
tion ψ, which fulfils the Schro¨dinger equation with the tight binding Hamilto-
nian H. The i-th eigenvalue [53, 55] is given for the wave vector k by
εi(k) =
〈ψi|H|ψ′i〉
〈ψi|ψ′i〉
(8)
This contains the transfer matrix element T = 〈ψi|H|ψ′i〉, which is a measure
for the probability of electrons to hop from atom to atom, and the overlap
matrix element S = 〈ψi|ψ′i〉, which is a measure for the overlap of Bloch wave
functions in the pi orbitals. For graphene the total number of possible matrix
elements is restricted and the transfer Tss′ and overlap matrix elements Sss′ are
given for the two sublattices s = A,B for the initial s and the final state s′ [53,
55, 56]. The eigenvalues for a given k can be found by solving the secular
equation det[T − εS] = 0, resulting in
ε±i = ∆ε±
√
(∆ε)2 − (|TAA|2 − |TAB|2), (9)
with
∆ε = Re[TABS
∗
AB]− TAASAA
|SAA|2 − |SAB|2 .
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T ∗AB = TBA defines nearest neighbour interaction (hopping between sublat-
tices) and TAA = TBB next-nearest neighbour interaction (hopping within one
sublattice). Accordingly S∗AB = SBA defines the wave function overlap be-
tween nearest neighbours and SAA = SBB between next-nearest neighbours.
The plus and minus sign in Eq.(9) corresponds to the bonding pi valence band
and anti-bonding pi∗ conduction band, respectively. To find an analytical so-
lution, further approximations are necessary. Using only nearest neighbour
interaction, the transfer and overlap matrix elements reduce to
TAB = T0ε(k), SAB = S0ε(k), (10)
in which T0 is the carbon-carbon interaction energy and S0 is the overlap
integral. Typical values obtained from experimental data are -2.5 to -3.3 eV for
T0, and -0.07 to -0.13 for S0 [55, 56]. As S0 is small it can be neglected. For both
assumptions, considering only nearest neighbour interaction and neglecting
S0, the eigenvalues in Eq.(9) simplify to εi(k)± = ±T0|ε(k)|. The established
result is [53]
ε±(k) = ±
√
3 + 2 cos(aky) + 4 cos(
√
3
2 akx) cos(
1
2aky) (11)
plotted in Fig. 1 (c) in the first BZ. At the K and K’ points the band gap
closes and the dispersion becomes linear for small energies.
Linear Dispersion At the K and K’ points, the dispersion can be expanded
for small wave vectors k′ = K+k, with |k|  |K| [2, 55]. The resulting energy
dispersion is given by
ε±(k) = ±~vF|k|. (12)
In this equation the Fermi velocity is given by vF = T0
√
3a/(2~). For typical
values of T0 the Fermi velocity is in the range of vF ≈ 106 m/s, which is 300
times smaller than the speed of light [55, 56]. Again, the plus and minus sign
corresponds to the bonding pi valence band and anti-bonding pi∗ conduction
band, respectively.
The band structure close to the K and K’ points can also be described with
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the two Dirac Hamiltonians [2]
HK = vFσ · k (13)
HK′ = vFσ∗ · k,
where σ = (σx, σy) and σ∗ = (σx,−σy) are the Pauli matrices. The carriers
have a well-defined chirality, called pseudospin, near the Dirac point. As a
distinction from the Dirac equation, the two components spinor wave function
represents the two sublattices A and B.
2.1.3 Bi2Te3- and Sb2Te3-based Topological Insulators
Topological insulators are characterized by an insulating bulk and conducting
surface states, which are described by a linear dispersion [6]. In these bound
states spin and momentum are locked and they are robust against disorder.
Such bound states are formed at the interface between regions with trivial and
non-trival band structure [8, 49]. The materials Bi2Te3, Sb2Te3 and Bi2Se3
relevant for this thesis, were experimentally confirmed [28] soon after they
were proposed to be 3D TIs [21].
In the following section, the crystallographic and electronic structure of
Bi2Te3- and Sb2Te3-based three dimensional topological insulators is presented.
Then their two dimensional surface states are discussed.
Crystalline Structure Bismuth (Bi), Antimony (Sb), Selenium (Se) and
Tellurium (Te) are heavy V and VI group elements, with partially filled s and
p orbitals1. From these elements the four stoichiometric compounds Bi2Se3,
Bi2Te3, Sb2Te3, and Sb2Se3 can be formed. As it will be shown later, the
lightest of all four, Sb2Se3, has a trivial band structure and is neglected in the
following discussion. The crystal structures of Bi2Se3, Bi2Te3, and Sb2Te3 are
shown in Fig. 2 (a)-(c). The rhombohedral unit cell has a five-atomic basis and
the crystal is described by three primitive lattice vectors t1,2,3. The materials
are formed by atomic layers, each consisting of the same chemical element,
which are bound in two different ways. Five layers of alternating elements, e.g.
Te-Bi-Te-Bi-Te, form a so called quintuple layer, see Fig. 2 (a). The coupling
between two different atomic layers is strong, while two quintuple layers (Te-
Te interface) are weakly bound by van der Waals forces, see Fig. 2 (b). The
1 Partially filled orbitals in italic: Bi 4f14 5d10 6s2 6p3, Se 3d10 4s2 4p4, Te 4d10 5s2
5p4, Sb 4d10 5s2 5p3
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Figure 2: Crystalline and electronic structure of Bi2Se3, Bi2Te3, and Sb2Te3. (a) Side
view shows atomic layers, with quintuple layer ordering. (b) Quintuple layers are
bound by van der Waals forces, atomic layers strong. (c) Top view shows three-fold
rotational symmetry. (d) Electronic structure obtained with tight binding approach
taking into account chemical bonds between atoms and crystal field splitting. In
lower panel spin orbit interaction is additionally taken into account and anti-crossing
of bands around Γ point is visible. Adapted from Ref. [21].
materials five atoms in the unit cell [21] and belong to the D3d symmetry
point group, i.e. they are centrosymmetric and have a three-fold rotational
symmetry around z. This three-fold symmetry can be seen, e.g., in the top
view of the crystal structure in the Bi layer, see Fig. 2 (c).
Electronic Structure The first band structure calculations of Bi2Te3 were
performed by Lee and Pincherle in 1963 [57]. At that time the material was
still treated as narrow gap semiconductor. The latest and for this work most
relevant approach was done by Zhang et. al. in 2009 [21], considering spin
orbit interaction. Besides the bulk band structure, they calculated the surface
bands and predicted that Bi2Se3, Bi2Te3, and Sb2Te3 are topological insulators.
In their calculations they neglect the s orbitals, since mainly the p orbitals
conduct near the Fermi energy. Focusing on Bi2Se3, they first determine the
relevant bonds between Bi and Se. The formation of chemical bonds and the
hybridisation of the atomic states pushed Se energetically down while Bi is
lifted. In a second step the crystal field splitting between different p orbitals
is taken into account. The resulting bulk band structure is shown in Fig. 2 (d)
in the top panel. In the bottom panel the influence of spin orbit interaction
(SOI), considered in a last step, is shown. For large energies the band structure
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remains unchanged. Close to the Fermi energy at the Γ points, however, the
band gap becomes tunable depending on the spin orbit interaction parameter.
Above a certain value, conduction and valence band start to invert. This band
inversion is indicated in Fig. 2 (d) by the anti-crossing feature around the Γ
point. The same calculations were performed for the other three compounds,
showing that in Sb2Se3 the spin orbit interaction is not strong enough to invert
the bands.
Inverted Band Structure and Bound State at Interface The anti-
crossing feature in Fig. 2 (d) indicates the inversion of bands, and hence that
the energy gap can be characterized by a negative mass. In 1979 Jackiw
and Rebbi found, that at the interface between regions with negative mass
(inverted band structure) and positive mass (trivial band structure) a bound
state is formed [15]. In the following a similar approach is used to derive the
properties of the surface states of 3D TIs. To find this solution, the problem is
first reduced to the one dimensional case, afterwards the example is expanded
to two and three dimensions. By adding a quadratic correction to the mass
term, which break the symmetry in the mass term, it is possible to distinguish
systems with trivial or non-trivial topology. The derivation follows Refs. [8,
49].
For the one dimensional case, a mass m(x) = −m1,m1 > 0, which is
negative at x < 0 and m(x) = m2,m2 > 0 positive at x > 0, is defined. The
Hamiltonian for the interface at x = 0 is given for one dimension x by [8, 49]
H(x) = −iv~∂xσx +m(x)v2σz. (14)
where σx,y are the Pauli matrices and v is the velocity.
One can find a solution at zero energy with the corresponding wave function
ψ(x) =
√
v
~
m1m2
(m1 +m2)
1
i
 e−|m(x) vx|/~. (15)
This wave function does not vanish at x = 0 and a bound state (end state)
is found at the interface, which decays exponentially. This is true even for
m2 → ∞, i.e. for vacuum. Note that for the case of m1 = m2, the solution
describes the soliton, calculated by Jackiw and Rebbi in 1976 [15]. The one
dimensional case already shows that bound states exist at the interface between
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Figure 3: (a) Probability density |ψ(x)|2 of bound states at interface between regions
with negative and positive mass m(x) and (b) resulting dispersion. (c) For three
dimensional case dispersion is a Dirac cone along kx and ky directions. Adapted
from Refs. [8, 49].
regions with negative and positive mass.
The next step towards surface states in 3D TIs is to derive the solution
for two dimensions. Considering an interface parallel to the y axis, which
separates regions with negative m(x) = −m1,m1 > 0 for x < 0 and positive
mass m(x) = m2,m2 > 0 for x > 0, again a solution at x = 0 and zero energy
can be found, see Fig 3 (a). The Dirac Hamiltonian is given for pz = 0 as [8,
49]
H(x) = vpxσx ± vpyσy +m(x)v2σz. (16)
Here, the two solutions are given by the wave functions
ψ+(x, ky) =
√
v
~
m1m2
(m1 +m2)

1
0
0
i
 e
ikyy−|m(x) vx|/~, (17)
ψ−(x, ky) =
√
v
~
m1m2
(m1 +m2)

0
1
i
0
 e
ikyy−|m(x) vx|/~
The energy dispersion of the bound states is given by εk,± = ±v~ky, describing
a linear dispersion along ky, the direction along the interface, see Fig. 3 (b).
The bound states form conducting channels along the interface at zero energy
and decay exponentially into the bulk.
These bound states are very close to the definition of topological insula-
tors. However, the symmetry in the mass term m(x)v2σz makes a distinction
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between regions with negative and positive mass impossible. A definition of
trivial and non-trivial systems is introduced by defining the vacuum as a bench-
mark. This is done by adding a quadratic correction to the rest mass term
(mv2−Bp2), which allows a distinction of trivial and non-trivial regions. The
energy band gap is still given by mv2, while the additional term Bp2 breaks
symmetry between m and −m. An illustrative presentation of this is that a
pseudospin is given by the sign of the mass term m at p = 0, while at large p
it is given by the sign of B. Now, for the product mB < 0 the pseudospin is
the same for large and small p, while for mB > 0 the pseudospin is opposite at
p = 0 and p → ∞. This makes a topologically difference between both cases.
Another way to characterize the topological states is by using the Chern num-
ber. Here it is given by n± = ±(sgn(m) + sgn(B))/2. For different signs of m
and B the Chern number is zero and the system is classified as topologically
trivial. For the case, that m and B have the same signs, the Chern number is
n± = ±1 and the system is classified as topologically non-trivial [8].
As a last step, the three dimensional case together with the quadratic
correction in the mass term is derived. For a (xy) interface at z = 0, separating
again regions with positive and negative mass. The Dirac Hamiltonian is given
by [8, 49]
H3D = vpxαx + vpyαy +B(p2x + p2y)β. (18)
One can find a gapless Dirac equation Heff = v sgn(B)(pxσx + pyσy) with a
corresponding dispersion relation of
εp,± = ±v
√
p2x + p2y. (19)
This Dirac cone is shown in Fig. 3 (c). Note that for the three-fold symmetry
of Bi2Te3- and Sb2Te3-based 3D TIs an additional hexagonal warping term is
added to the effective Hamiltonian [28].
Non-Trivial Topology To conclude, the existence of bound states is found
for the modified Dirac Hamiltonian and the condition mB > 0. These states
are characterized by a linear dispersion. Their momentum is locked to the spin
and carriers propagating in opposite direction have opposite spin. Therefore,
backscattering is only possible with a spin-flip. These states are protected by
time reversal symmetry and fulfil Kramers degeneracy theorem.
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After the prediction [21], the existence of 2D surface states with linear
dispersion was confirmed by ARPES [28]. Further studies showed the existence
of a spin helix [30, 31] or that in these materials at least six quintuple layers
are necessary [58]. For thinner films an energy gap opens, due to interlayer
coupling.
2.2 Nonlinear Optoelectronic Phenomena
The homogeneous illumination of materials with alternating electric fields can
lead under certain conditions to direct electric currents. In this section such
currents, namely the photogalvanic [59] and the photon drag current [60], are
introduced. Well known since the 1970s, these phenomena are widely studied
in bulk materials, as well as in low dimensional systems and provide a basis
to understand different microscopic material properties [38, 61]. In this thesis,
they are applied to systems characterized by a linear dispersion like graphene
or 3D TIs. Both, the photogalvanic and the photon drag effect are discussed on
the basis of a phenomenological theory, which is later used for the discussion
of the experimental results in Chap. 4 and Chap. 5. The phenomenological
description provides a general explanation of the occurring photocurrent, in-
cluding the current direction and dependence on the radiation’s polarization
state. These effects were observed in different energy regions [38]: in the semi-
classical regime, where the photon energy is much smaller than the Fermi
energy and only intraband transitions are possible and in the quantum me-
chanical regime, where the photon energy becomes comparable to the Fermi
energy and interband transitions can take place.
In the following only semi-classical models are discussed since the majority
of the experimental results is obtained with small energy terahertz radiation in
the meV range. The presented microscopic theories use the carrier distribution
function, for example derived with the kinetic Boltzmann equation [62], to
calculate the current.
2.2.1 Phenomenological Theory
Directed photocurrents can be induced by high frequent alternating electric
fields, provided in this work by terahertz radiation. Phenomenologically the
interaction of electric fields with the current density is written as a Taylor
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series [38]
jl =
∑
m
σ
(1)
lm (ω = 0)Em(ω = 0) +
∑
mn
σ
(2)
lmn(ω, q)Em(ω)E∗n(ω) + ... (20)
in which E is the electric field, E∗(ω) = E(−ω) is the complex conjugate
of E(ω), σ is the conductivity, and q is the photon momentum. The indices
m,n, l run over the Cartesian coordinates x, y, z. The first term in Eq.(20)
is Ohm’s law, the change of the current density induced by applying a static
electric field E(ω = 0), and described by the conductivity σ(1)(ω = 0). For
alternating fields this linear response becomes zero in average. The second
term in Eq.(20) is proportional to the squared electric field and is relevant
for the experimental results in this thesis. It can be used to describe the
photogalvanic and the photon drag effect, which are derived in the following.
The second order conductivity σ(2)lmn(ω, q) can be separated into two parts,
one depending on the photon momentum and one which is independent of it
σ
(2)
lmn(ω, q) = σ
(2)
lmn(ω, q = 0) + σ
(2)
lmn(ω, q 6= 0). (21)
The two parts can be redefined as σ(2)lmn(ω, q = 0) = χlmn(ω) and σ
(2)
lmn(ω, q 6=
0) = Tlmno qo, where χlmn and Tlmno are third and fourth rank tensors, re-
spectively. With Eq.(21), the second term in Eq.(20) can be rewritten to [38]
jl =
∑
mn
χlmnEmE
∗
n +
∑
mno
TlmnoEmE
∗
nqo. (22)
The first sum of Eq.(22) describes the photogalvanic effect, whereas the second
sum depending on q describes called photon drag effect. Both contributions
depend on the state of polarization and the orientation of the electric field
vector. The product
EmE
∗
n = {EmE∗n}+ [EmE∗n] (23)
can be split into a real2, symmetric part {EmE∗n} = 12(EmE∗n + EnE∗m) and
an imaginary3, anti-symmetric part [EmE∗n] = 12(EmE
∗
n − EnE∗m). The linear
2 Consider a = m+ in,b = u+ iv being complex matrices and a∗ = m− in, b∗ = u− iv
being the complex conjugated ones. Then {ab∗} = 12 (ab∗ + ba∗) is real since 12 ((m+ in)(u−
iv) + (u+ iv)(m− in)) = mu+ nv.
3 Analogue to 2, [ab∗] = 12 (ab∗ − ba∗) is imaginary.
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polarization can be described by both parts. To describe circular polarization,
the fourth rank tensor of the anti-symmetric part is reduced with tensor con-
traction to a second rank pseudotensor γ. For this purpose, the Levi-Civita
permutation tensor δ is used to rewrite it as cross product of the electric fields
i
∑
mn χlmn[EmE∗n] = i
∑
l γlpδpmn[EmE∗n] = i
∑
l γlp(E ×E∗)p. The cross prod-
uct of the electric field can be expressed as γileˆlPcircE2 with the unit vector
eˆ = q/q pointing into the radiation propagation direction and Pcirc being the
degree of circularly polarized radiation. From these considerations follows that
both, the photon drag and the photogalvanic effect, can be induced by linearly
and circularly polarized radiation. Their polarization dependence and restric-
tions to material symmetry groups is clarified in the following sections.
2.2.2 The Photogalvanic Effect
The photogalvanic effect [38]
jl =
∑
mn
χlmnEmE
∗
n, (24)
is caused by the squared electric field and is restricted to non-centrosymmetric
materials. This is because in centrosymmetric materials the current density
vector changes its sign at spatial inversion, while the squared electric field
vector does not. Consequently, the current is forbidden in such systems. Fur-
thermore, the photogalvanic effect depends on the point group symmetry of
the considered material and these symmetry arguments are used to identify
the direction and polarization dependence of the current. The photogalvanic
effect was observed in a great number of materials, including two and three
dimensional semiconductors [38]. Here, GaSb/InAs quantum wells [63–65], are
considered as an example [66–68]. They are proposed to be a two dimensional
topological insulator and were investigated in the framework of this disserta-
tion, but are not included.
If grown along the [001] direction, zinc-blend type-II quantum wells belong
to the point group symmetry C2v: it is described by a two-fold symmetry
axis along the growth direction z||[001] and two mirror planes in (xz) and
(yz). The coordinates x, y are oriented along x||[11¯0] and y||[110]. Due to
carrier confinement the photogalvanic current can only flow in the quantum
well plane. For linearly polarized radiation the photogalvanic effect is described
by two linearly independent components χxxz and χyyz, and Eq.(24) reduces
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to [38]
jx = χxxz(ExE∗z + EzE∗x), (25)
jy = χyyz(EyE∗z + EzE∗y)
for the current flowing in the quantum well plane, probed along the x or y
direction. The current is zero for normal incident radiation, since there the
Ez component vanishes. For a certain plane of incidence, e.g. the (xz) plane,
Eq.(25) is given by
jx = eˆxE2 [(χxxz + χyyz) + (χxxz − χyyz) cos(2α)], (26)
jy = eˆxE2 [χxxz sin(2α)]
where eˆ is the unit vector pointing in the direction of radiation propagation and
α being the azimuthal angle between the y axis and the electric field direction.
Equation (25) shows the dependence of j on the angle of incidence and on the
orientation of the electric field vector. For circularly polarized radiation and
the C2v point group symmetry, Eq.(24) is given by
jx = eˆyE2 γPcirc, (27)
jy = eˆxE2 γPcirc
in which γ = γxy = γyx is the coefficient for the circular photogalvanic effect
and Pcirc is the degree of radiation helicity. A helicity sensitive contribution
to the photocurrent is present only in the direction normal to the plane of
incidence, e.g. jy ∝ eˆx, and the current along the x direction is zero for the
(xz) plane of incidence.
A microscopic model for the photogalvanic effect in asymmetrically grown
quantum wells belonging to the C2v class is developed in Refs. [66–68]. A
semi-classical approach is used in these works, since the photon energy in the
terahertz range is usually much smaller than the Fermi energy (~ω  εF), and
Drude-like free carrier absorption dominates. The alternating in time THz
electric field can be written as
E(t) = Ee−iωt +E∗eiωt. (28)
The electric field, acting on the free carriers in the QW, can be separated into
an in-plane (E|| = Ex, Ey) and an out-of-plane part (Ez). The in-plane com-
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Figure 4: Model for linear photogalvanic effect based on asymmetric scattering
probability for an asymmetric quantum well along growth direction z. For first
(a) and second (b) half time period currents have opposite directions, but different
magnitudes, leading to a net current average over time along x direction. Adapted
from Refs. [67, 68].
ponent E||(t) accelerates the carries and drives them back and forth with the
radiation frequency ω. The force acting on the carriers is zero if averaged over
time and carriers are scattered symmetrically. Therefore, no current exists for
normal incident radiation, since there only in-plane electric fields are present.
At oblique angles of incidence, however, an out-of-plane component of the elec-
tric field Ez(t) exists. This force additionally pushes the wave function ψ(z, t)
along the z direction. As the type-II QW is asymmetric in this direction, the
scattering rate is different for the two QW layers, i.e., the mobility becomes
time dependent and is modulated with the radiation frequency ω. The result-
ing drift velocity vdrift differs from the one generated a half period later. The
influence of Ez(t) on the carriers alone does not yet lead to a net current, as in
the case of an in-plane electric field. However, the combination of both, E||(t)
and Ez(t), results in a current.
This process is illustrated in Fig. 4 for asymmetric quantum wells, e.g.
type-II GaSb/InAs, for the two time intervals t1 = 0...T/2 and t2 = T/2...T ,
where T is the period of the radiation. In the time interval t1 the electric forces
accelerate the carriers upwards and simultaneously push the wave function to
the left boundary, see Fig. 4 (a). This results in a current, assuming holes,
along the positive x direction. For the time interval t2 this process reverses
and a current flows in the opposite direction. As scattering is different at the
left and right boundary an imbalance in mobility leads to a net current. The
model is shown for electric fields Ez and Ex, which results in a current in
x direction, see Eq.(25). This model based on asymmetric scattering can be
applied to other systems, e.g. to QWs with asymmetric doping [67].
The model can be extended to circular polarized radiation. There the in-
and out-of-plane electric fields are phase shifted with respect to each other by
±pi/2. This means that one is always zero, while the other one is maximal.
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Therefore, the time average over the electric fields and hence the current is zero
in the static limit at ω → 0. A current formation becomes possible only due to
retardation between the electric field direction and the drift velocity at finite
frequencies. The drift velocity vdrift is delayed by a factor arctan(ωτp), where
τp is the momentum relaxation time, i.e., an accelerated carrier is still moving
along a certain direction although the applied force has already changed.
Besides this model, a microscopic theory is developed on the basis of
asymmetric scattering and the time dependent drift velocity [66, 67]. Solv-
ing the Newton equation for the drift velocity vdrift, the total current density
j = v(0)drifteNe is given as
j = −e
3ζNeτ
2
p
m∗
( E||E
∗
z
1− iωτp +
E∗||Ez
1 + iωτp
) (29)
with the electron density Ne, the effective mass m∗ = pF/vF, and the momen-
tum relaxation time τp. The scattering asymmetry ζ can be expressed with
the polar angles φk, φk′ and momentum vectors k, k′ before and after the scat-
tering event, respectively. For the (xz) plane of incidence the current density
is given as
jx = −e
3Ne
m∗
ζτ 2pE
2
0
1 + (ωτp)2
t2p sin θ cos θ[(1− cos(4ϕ))/2], (30)
jy =
e3Ne
m∗
ζτ 2pE
2
0
1 + (ωτp)2
tpts sin θ[sin(4ϕ)/2 + ωτp sin(2ϕ)].
ts and tp are the transmission coefficients for s- and p-polarized radiation given
by
ts =
2 cos θ
cos θ + nω cos θ′
, tp =
2 cos θ
nω cos θ + cos θ′
(31)
in which θ′ is the refraction angle, with sin θ′ = sin θ/nω related to the re-
fraction index nω. The angle ϕ denotes the experimental rotation of a quarter
wave plate. With it the Stokes parameters of linear polarized light are given by
s1 = −(1− cos(4ϕ))/2 and s2 = − sin(4ϕ)/2, corresponding to − cos(2α) and
− sin(2α) in Eq.(26). The degree of helicity is given here by sin(2ϕ) and corre-
sponds to Pcirc in Eq.(27). Equation (30) describes well the phenomenological
theory and experimental finding, see e.g. Ref. [68].
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2.2.3 The Photon Drag Effect
The photon drag effect [38]
jPDEl =
∑
mno
TlmnoEmE
∗
nqo (32)
is due to the additional transfer of the photon momentum q, and in contrast
to the photogalvanic effect, not restricted to non-centrosymmetric materials.
It was observed, like the photogalvanic effect, in many materials and depends
on the considered point group symmetry [38]. Symmetry arguments are used
to demonstrate in which direction and for which polarization a photocurrent
is generated.
This is discussed on the example of graphene [40, 69, 70]. Infinite, free
standing graphene belongs to the point group symmetry D6h. It is centrosym-
metric and has a six-fold rotational symmetry around the z direction. For
real structures the symmetry is preserved if caped with identical layers, e.g.
hexagonal Boron Nitride. In this infinite, centrosymmetric system the photon
drag effect can be generated, however not the photogalvanic effect. For the
D6h point group symmetry the photon drag tensor T has five non-zero, lin-
early independent entries. Two of the five give rise to effects with out-of-plane
components qz and Ez. They can be neglected, as graphene is strictly one di-
mensional. The remaining three constants T1, T2, and T˜ contain only in-plane
components of the electric field Ex,y and of the photon momentum qx,y. The
photon drag current along the orthogonal in-plane directions x and y and for
the (xz) plane of incidence is given by [40, 69]
jx = T1qx
|Ex|2 + |Ey|2
2 + T2qx
|Ex|2 − |Ey|2
2 , (33)
jy = T2qx
ExE
∗
y + E∗xEy
2 − T˜ qxeˆzPcirc(|Ex|
2 + |Ey|2).
The coefficient T1 corresponds to the longitudinal photon drag effect, T2 to
the linear photon drag effect caused by linearly polarized radiation, and T˜
to the circularly photon drag effect caused by circular polarized radiation.
These three contributions are illustrated in Fig. 5. The longitudinal photon
drag effect, Fig. 5 (a), is polarization independent and only proportional to the
radiation intensity (|Ex|2+|Ey|2 = E20) and the in-plane photon momentum. A
linear photon drag current, Fig. 5 (b), can flow in any direction. The different
magnitudes of the current picked up along the x and y directions depend
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Figure 5: Photon drag currents in graphene: (a) The longitudinal one is proportional
to momentum q|| and intensity I only and flows in direction of radiation propagation.
(b) The linear one is additional sensitive to electric field orientation and can flow in
any direction. (c) The circular one is sensitive to radiation helicity Pcirc and flows
always normal to plane of incidence. Adapted from Refs. [40]
on the orientation of the electric field vector, given by (ExE∗y + E∗xEy) and
(|Ex|2−|Ey|2). A circular photon drag current, see Fig. 5 (c), is proportional to
the angular photon momentum and flows only normal to the plane of incidence,
jy ∝ qx. All three effects are zero at normal incident radiation (qx = 0)
and reverse their sign if the angle of incidence is changed from positive to
negative. Additionally the circular photon drag effect reverses its sign by
changing circular polarized radiation from left to right handed. Neglecting
the polarization independent longitudinal photon drag effect, Eq.(33) can be
written for elliptically polarized radiation as
jx = −T2qxE2(1 + cos(4ϕ))/4, (34)
jy = −T2qxE2 sin(4ϕ)/4− T˜ qxeˆzE2Pcirc.
The microscopic origin of the photon drag effect in a single graphene layer
is derived in Refs. [69, 71]. For the regime in which the photon energy is
much smaller than the Fermi energy (~ω  εF), intraband transitions via
virtual states are relevant and a semi-classical approach can be used. The
distribution function is derived with the kinetic Boltzmann equation
∂f
∂t
+ v∂f
∂r
+ e
~
(E + [v ×B]/c)∂f
∂k
= Qcoll{f} (35)
with the collision integral Qcoll{f} and the distribution function
f(k, r, t) = f0(k) + f1(k)ei(qr−ωt) + f2(k) (36)
where f0 is the equilibrium distribution function, f1 is the linear response and
f2 is a homogeneous and time-independent second order correction. With the
2.2 Nonlinear Optoelectronic Phenomena 25
latter, the current density can be obtained using
j = 4e
∑
k
vkf2(k) (37)
Note that the factor 4 comes for spin and valley degeneracy in graphene. The
collision integral is given for the time and space averaged correction f2 by
Qcoll{f2} = 2e~ Re
{(
E + [v ×B]/c
)∂f ∗1
∂k
}
(38)
which includes the complex conjugate of the first order correction f1, the elec-
tric force eE, and the Lorentz force e[v ×B]. Only the latter depends on the
momentum. Substituting the solution of Eq.(38) in Eq.(37), all three photon
drag coefficients T1, T2 and T˜ can be calculated, for details see Ref. [71].
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3 Methods
In the following chapter the investigated samples and experimental methods
are presented. The first section gives a description of Bi2Te3- and Sb2Te3-
based 3D TIs and graphene, used in the experiments. A feature of this work is
that the experiments presented are performed with a wide range of excitation
frequencies between f = 0.6 and 60 THz. This is possible only by using quite
different laser sources, comprising molecular gas lasers in the far infrared (90 -
496 µm), CO2 lasers in the near infrared (9 - 11 µm) and a quantum cascade
laser in the near infrared (5 µm). Additionally, a free-electron laser is used to
fill in missing wavelengths. Due to the diversity of the sources in operation
mode a short introduction of the lasers and their functionality is given in the
second section. The chapter ends with a description of the experimental setup.
3.1 Investigated Samples
3.1.1 Bi2Te3- and Sb2Te3-based Thin Films
Experiments on 3D TIs are performed on Bi2Te3- and Sb2Te3-based thin films.
Besides the stoichiometric compounds Bi2Te3 and Sb2Te3, different ternary
(Bi1−xSbx)2Te3 films and Bi2Te3/Sb2Te3 heterostructures are used. All sam-
ples were grown by molecular beam epitaxy (MBE) in collaboration with the
group of Dr. Gregor Mussler/Prof. Dr. Detlev Gru¨tzmacher at the Peter
Gru¨nberg Institut, Forschungszentrum Ju¨lich.
The thin films are grown on (111) oriented silicon (Si) substrates, placed
on SiO2/Si wafers. The sample geometry is sketched in Fig. 6 (a). To suppress
the influence of dangling bonds from the Si(111) substrate a single amorphous
Te layer is deposited. The latter additionally compensates the high lattice
mismatch, e.g. 14% for Bi2Te3, and van der Waals growth starts [72, 73].
The growth process begins in nucleation centres, crystallographically aligned
to the substrate. From these points of nucleation, which are only weakly
bound to the substrate, the overgrowth of layers starts as different nucleation
centres merge. Scanning tunnelling microscope (STM) measurements reveal
that terraces with quintuple layer height of approximately 1 nm are present
on the surface. These terraces are often seen in Bi2Te3, while they are hardly
present in Sb2Te3 [74]. To verify the crystal quality, high-resolution high-angle
annular dark field (HAADF) spectroscopy is used [75–77]. It is a variation
of scanning transmission electron microscopy, where the scattered electrons
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Figure 6: (a) Sample geometry: On a Si/SiO2 wafer a Si(111) layer is grown, that
is important for symmetry. On a one atomic thick amorphous Te layer, Bi2Te3- and
Sb2Te3-based thin films are grown by van der Waals epitaxy. (b) High-resolution
high-angle annular dark field images of pure Bi2Te3, and (c) formation of two differ-
ent regions of domain separated by a vertical and a horizontal domain wall. Line scan
in (b) shows periodicity of quintuple layers. The position of atoms is schematically
shown with coloured dots. Adapted from Ref. [73].
are collected, and the assembly of atoms can be imaged [73]. The atomic
resolution in these experiments enables the assignment of single layers. Such
a measurement is shown in Fig. 6 (b) for Bi2Te3. Due to Coulomb interaction
(Rutherford scattering) atoms with higher atomic numbers appear brighter.
Here, Bi is a heavier element than Te (nucleon numbers: 209-Bi and 130-
Te) and thus scatters more electrons. The formation of quintuple layers with
alternating atomic Te-Bi-Te-Bi-Te layers is nicely resolved with a dark Te-Te
interface. The amorphous Te layer at the interface to the dark appearing Si
substrate is seen as line. A clearer illustration of the atomic layering is provided
by plotting the intensity along a line scan. This is shown in Fig. 6 (b) on the
right-hand side, for the highlighted area across the interface. It confirms the
atomic resolution and the assembly [73]. In Fig. 6 (c) two different domains,
being mirror symmetric to each other, can be seen. In the early growth process
both domains are present, separated by vertical and horizontal boundaries. As
the thickness increases, one domain is often overgrown by the other, leading
to a uniform growth. The orientation of domains and the alignment between
substrate and film is measured with X-ray diffraction (XRD). Trigonal islands,
oriented along the axes of high symmetry and with step heights of quintuple
layers, are found in all samples by atomic force microscopy (AFM), but less
pronounced in Bi2Te3.
Besides pure Bi2Te3 and Sb2Te3, ternary films (Bi1−xSbx)2Te3 [78, 79] are
grown in a similar way. For the Bi2Te3/Sb2Te3 heterostructures [77, 80], Bi2Te3
is used as basic layer since it grows smoother due to a higher mobility and the
upper Sb2Te3 film adapts the growth properties of Bi2Te3. The crystalline
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Figure 7: Angle resolved photoemission spectroscopy of (a) Bi2Te3, (b)
(Bi0.57Sb0.43)2Te3, and (c) 10 nm Bi2Te3/7.5 nm Sb2Te3 heterostructure. Upper
panels show Fermi surface along Γ-M and Γ-K direction. Lower panels show energy
dispersion along (a)-(b) Γ-M or (c) Γ-K direction. Adapted from Ref. [47].
quality is checked with HAADF measurements, showing that the interface is
only two quintuple layers wide [77].
For photocurrent experiments, the energy dispersion and the position of
the Fermi level is of interest in order to understand the origin of the pho-
tocurrent formation and possible optical transitions. Therefore thin films with
different Fermi level positions are studied. The Fermi level with respect to
the Dirac point is controlled by the Sb concentration in the ternary materi-
als (Bi1−xSbx)2Te3 or by the thickness of the Bi2Te3/Sb2Te3 layers [80]. To
control and monitor the position of the Fermi level, angle resolved photoe-
mission spectroscopy (ARPES) measurements are performed in collaboration
with the group of Dr. Lukasz Plucinski/Prof. Dr. Claus M. Schneider at
the Peter Gru¨nberg Institut, Forschungszentrum Ju¨lich [74, 79–82]. A mea-
surement of pure Bi2Te3 is shown in Fig. 7 (a), where the lower panel depicts
the energy dispersion along the Γ-M direction for binding energies down to
0.8 eV. The presence of the Dirac cone indicates that Bi2Te3 is n-type. In
the upper panel a measurement of the Fermi surface is shown along the Γ-
M and Γ-K direction. Hexagonal warping is typical for this material and
reflects the C3v symmetry [28, 83]. In n-type Bi2Te3 and p-type Sb2Te3 a
large bulk carrier concentration is present. One approach to reduce the in-
fluence of the bulk is to grow ternary (Bi1−xSbx)2Te3 systems [78, 79]. From
transport measurements a reduced bulk conductivity is found for Sb concen-
trations of x = 0.35...0.45. ARPES measurements of a (Bi0.57Sb0.43)2Te3 sam-
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Sample εF (meV) vF (105 m/s)
Bi2Te3 500 4.3
Sb2Te3 - 100 3.1
(Bi0.57Sb0.43)2Te3 500 5.1
(Bi0.06Sb0.94)2Te3 7 3.8
10 nm Bi2Te3 / 6.6 nm Sb2Te3 145 4.8
10 nm Bi2Te3 / 7.5 nm Sb2Te3 140 5.2
10 nm Bi2Te3 / 15.5 nm Sb2Te3 30 2.2
10 nm Bi2Te3 / 25 nm Sb2Te3 - 35 2.5
Table 1: Bi2Te3- and Sb2Te3-based TI samples used in experiments with sample
composition, distance of Dirac point to Fermi energy, denoted as εF, and Fermi
velocity vF of linear dispersion surface state, obtained from in-situ ARPES mea-
surements.
ple, presented in Fig. 7 (b), shows that indeed no bulk states are present at
zero-energy, which corresponds well with the reduced bulk conductivity from
transport measurements. The n-type Dirac cone reveals that surface pining
bends the dispersion downwards. Further ARPES measurements of ternaries
with higher Sb concentrations demonstrate that the Dirac point crosses the
zero-energy line at x = 0.94 (data not shown) [78]. Similar results are found
by Zhang et al. [84], in their materials with the Dirac cone being n-type at
x = 0.94 and p-type at x = 0.96.
To overcome the problem of ternaries materials, which cannot have a re-
duced bulk carrier concentration and at the same time an intrinsic Dirac cone,
heterostructures are grown [77, 80]. With a fixed Bi2Te3 and variable Sb2Te3
thickness this becomes possible. ARPES measurements performed on het-
erostructures with a Bi2Te3 thickness of 6 nm show that for thick Sb2Te3
layers, e.g. 25 nm, bulk states are present near the surface, and the Dirac
point lies, as in pure Sb2Te3, above the Fermi energy (p-type). At a thickness
of 15 nm the Dirac point intersects the Fermi energy and no bulk states are
present at zero-energy. For thinner layers (6 - 15 nm) a single Dirac cone is
visible (n-tpye) [80]. The change of the charge carrier type is confirmed by
transport measurements, which show a change in the Hall slope between 6 and
17 nm [77]. The band structure is shown by ARPES measurement in Fig. 7 (c)
for a 10 nm Bi2Te3/7.5 nm Sb2Te3 heterostructure.
Table 1 gives an overview of all used samples. Besides the sample compo-
sition, the distance between the Dirac point and the Fermi energy, simply de-
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Figure 8: (a) 8 pin sample holder with Cartesian coordinates x, y and contact num-
bers. (b) Picture of Bi2Te3 sample in holder used for electrical measurements. (c)
Notch in sample holder enables illumination of back side, e.g. of Bi2Te3.
noted as εF, is given together with the Fermi velocity vF of the linear dispersion
surface states. Both values are obtained from in-situ ARPES measurements.
XRD measurements are performed to determine the axes of high symmetry.
The samples are cut along high symmetry direction into pieces of 7×4 mm2 or
along random direction into pieces of 5×5 mm2. Several samples of the same
composition are studied, and are listed under the same name. Finally, the
sample pieces are mounted into sample holders and electrically contacted by
pure Indium. The corresponding contact numbers together with the Cartesian
coordinates used in the experiments are shown in Fig. 8 (a). A picture of
a Bi2Te3 sample is shown in Fig. 8 (b). Note that for some experiments it
is necessary to excite the samples also from the backside, why a notch of
4×4 mm2 is cut into the holder, see Fig. 8 (c).
3.1.2 Graphene
Besides 3D TIs, high mobility graphene samples are studied. The Hall bar
structured samples were produced in collaboration with the group of Dr.
Jonathan Eroms/Prof. Dr. Dieter Weiss at the University of Regensburg.
To fabricate high mobility graphene samples, exfoliated graphene flakes are
caped by hexagonal boron nitride (h-BN). The latter is an ideal substrate for
graphene [85], since it is a dielectric insulating isomorph of graphite, with B
and N atoms forming two sublattices, and has only a small lattice mismatch of
1.7%. Due to strong in-plane ionic bonds no surface charge traps or dangling
bonds are present. Furthermore, it is atomically planar and graphene does not
ripple. To fabricate Hall bar structures, exfoliated graphene flakes are picked
up by van der Waals interaction with a h-BN flake and transferred onto a
second h-BN flake on a SiO2 substrate, see Fig. 9 (a). The h-BN/graphene/h-
BN stack is annealed and patterned into Hall bar shape by electron beam
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Figure 9: (a) Sample geometry: On a Si wafer followed by SiO2, h-BN/graphene/h-
BN stack is transferred. (b) Picture of graphene sample G30B in 20 pin sample
holder used for measurements together with Cartesian coordinates x, y. (c) Hall bar
shape of sample G30A together with contact numbers.
lithography and reactive ion etching. Cr/Au contacts are made with electron
beam lithography and deposited with thermal evaporation and lift-off. A more
detailed description of the procedure can be found in Ref. [86].
The samples are glued into chip carriers (8×8 mm2, 20 pin) with silver
filled epoxy to contact the back-gate and then electrically wire-bonded, see
Fig. 9 (b). In panel (b) the orientation within the Cartesian coordinate system
of the experimental setup is shown. The contact numbers and the Hall bar
shape is shown in Fig. 9 (c).
To characterize the samples, magneto-transport measurements are per-
formed. They revealed that by using h-BN embedded graphene flakes high
mobilities µ in the range 35 000 to 99 000 cm2/Vs are realized. Note that
with graphene on SiO2 substrates only several thousand cm2/Vs are usually
achievable [85]. Additional the carrier density p, the Fermi wave vector kF, and
the Fermi energy εF are calculated. The values for the three samples studied
(G30A, G30B, and G31A) are shown in Tab. 2. Application of UG ≈ ±4 V
to the back gate, switches the type of carriers from holes to electrons. By
varying the back gate voltage the charge neutrality point (CNP) is detected
at a voltage of UG ≈ 1 V. Since the CNP position UCNP can be shifted slightly
by different sample cool-downs, a normalized gate voltage U effG = UG−UCNP is
Sample p (1010 cm−2) kF (106 cm−1) εF (meV) µ (cm2/Vs)
G30A 8.0 0.5 33 35 000
G30B 4.2 0.36 24 99 000
G31A 4.6 0.38 25 68 000
Table 2: Characteristics of graphene samples G30A, G30B and G31A, obtained at
4.2 K from magneto-transport at zero back gate voltage.
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Figure 10: Magneto-transport of sample G30B: (a) Transverse resistance for applied
back gate voltage of U effG = ±0.6 V showing plateaus with filling factor 2 (Rxy =
h/2e2 = 12.9 kΩ) above Bz ≈ 0.5 T. For negative back gate voltages, the Hall slope
is negative (holes), for positive voltages it is positive (electrons). Panel (b) shows
carrier densities n, p and panel (c) Fermi level positions εF.
used. Figure 10 (a) shows magneto-transport measurements of the transverse
resistance in sample G30B for two effective gate voltages corresponding to p
and n conductivity, for applied back gate voltages of U effG = ±0.6 V. The data
reveal a pronounced quantum Hall effect, in which the h/2e2 = 12.9 kΩ plateau
is reached for small carrier densities below Bz ≈ 0.8 T. For this plateau the
Fermi level εF lies between the first Landau level and the one at zero-energy.
The variation of the carrier density n, p and the Fermi energy εF as a function
of effective gate voltage is shown in Fig. 10 (b) and (c), respectively.
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3.2 Measurement Technique
The lasers, used for exciting the samples, cover a broad frequency range from
0.6 up to 60 THz. To span over such a wide spectral range various radiation
sources are used. Their characteristics and properties are described in the first
part of this section. In the second part the experimental setup which includes
a short description of the photocurrent measurement is explained.
3.2.1 Terahertz/Infrared Laser Radiation
Photocurrent measurements are carried out with different laser sources in the
near, mid, and far infrared. Most experiments are performed using THz radi-
ation of a molecular gas laser (90 - 496 µm) and mid infrared radiation of a
CO2 laser (9 - 11 µm). Additionally, a quantum cascade laser (QCL) with a
much shorter wavelength (5 µm) and a free-electron laser (FEL), covering the
whole infrared range, are used.
The CO2 Laser Appreciated for its high power, the carbon dioxide (CO2)
laser is widely used in industry for welding and cutting. Its high power, its
discrete and tunable wavelength make pulsed CO2 lasers also good candidates
to induce optoelectronic phenomena in condensed matter [38, 87].
The excited a CO2 molecule, see Fig. 11 (a), has three modes: bending,
symmetric and anti-symmetric stretching. Between those levels, radiative tran-
sitions can occur, for which lasing can be accomplished. Nitrogen in the laser
gas is excited by electron impact and gives its energy to the highest level of
the CO2 molecule, the anti-symmetric stretching mode. From this level radia-
tive transitions occur to the bending mode (≈ 32 THz) or to the symmetric
stretching mode (≈ 29 THz). These levels are emptied due to non-radiative
relaxation processes. The vibrational modes are further split into rotational
ones, therefore radiative transitions are possible in a wide frequency range
(≈ 27 to 33 THz). As it can be seen in Fig. 11 (b), optical transitions between
split vibrational modes fulfil the selection rules (change of rotational quantum
number ∆J = ±1). Discrete frequencies are selected by a blazed grating.
In experiments different CO2 laser systems are applied. Two transversely
excited atmospheric (TEA) lasers operating with a repetition rate of 1 Hz in
a pulsed regime are used, having an electrical discharge of about 100 kV. The
pulse duration is between 100 and 200 ns. Their intensity of about hundreds
of kW/cm2, is measured with photon drag detectors as a voltage drop across a
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Figure 11: (a) Molecules used for generation of infrared radiation. Structural formula
of (clockwise) carbon dioxide CO2, heavy water D2O, fluoromethane CH3F, and
ammonia NH3. (b) Optical transitions between vibrational modes of CO2 molecule,
here from anti-symmetric stretching mode (001) to bending mode (020) with centre
frequency of 32 THz. Branches P and R denote change of rotational quantum
number ∆J = +1 and -1, respectively. (c) Optical transitions between rotational
modes of CH3F molecule within first excited level ν = 1 at 0.6 THz. Adapted from
Ref. [38].
50 Ω load resistor with GHz oscilloscopes. These lasers are additionally used
to optically pump the molecular gas laser.
A Q-switched laser is used to obtained stable and low power radiation. For
this purpose, a mechanically rotating mirror is mounted in an extended res-
onator of a continuous wave CO2 laser. It is operated with 130 to 170 Hz and
has a pulse duration of about hundred nanoseconds. Its peak power is mea-
sured with Mercury Cadmium Tellurium (MCT) detectors and corresponding
intensity at the sample position of tens of mW/cm2 are recorded with a GHz
oscilloscope.
The Molecular Gas Laser For the far infrared range pulsed molecular
gas lasers are used [38, 87]. To obtain small photon energies in the terahertz
range, transitions between different rotational modes of molecules are used.
Typical molecules are ammonia (NH3), heavy water (D2O), or fluoromethane
(CH3F), see Fig. 11 (a). The heavier the molecules, the closer the rotational
levels are and the photon energies of the optical transitions decrease. That’s
why with CH3F molecules a frequency of f = 0.6 THz is achieved, with D2O
molecules f = 0.78 THz, and with NH3 molecules different frequencies f = 1.1,
2.0, 3.3, and 3.9 THz. Such an optical transition is shown in Fig. 11 (c),
where CH3F is excited with a CO2 laser line into the first excited level ν = 1.
This sketch reveals that not only the laser gas has to be chosen correctly, but
also the optical pump frequency of the very fine tunable CO2 laser. Laser
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operation is possible even if the optical pump pulse does not fit exactly to the
absorption line, since the THz radiation can be generated due to stimulated
Raman scattering.
In experiments pulsed molecular gas lasers are used with a repetition rate of
1 Hz and pulse durations between 100 and 200 ns. The intensity is wavelength
dependent and in the range 1-500 kW/cm2. It is measured with photon drag
detectors in the same manner as described for the CO2 laser.
The Quantum Cascade Laser To investigate photocurrents in the near
infrared range a quantum cascade laser is used. It is based on intersubband
transitions in a quantum well, whereby multi quantum well structures are used
to increase the gain [88].
The lasing process has three stages. First, a static electric field ES is ap-
plied to bend the band structure and thus to drive the electrons through the
system. Second, electrons are injected into an excited size quantized subband.
From there optical transitions to lower levels, e.g. into the first one, are pos-
sible with corresponding photon energies in the near and mid infrared range.
Last, the electrons tunnel into the next quantum well and the process starts
over. Consequently, one electron cascades through the multi quantum well
system and emits several photons. Tunnelling is possible if the quantized sub-
bands in the first and the second quantum well are very close in energy. This
type of transition is called resonant or intrawell. If those levels are not in
resonance, alternatively optical transitions can take place between two neigh-
bouring quantum wells. These transitions are called photon-assisted or inter-
well. Both possibilities are illustrated in Fig. 12 (a). In real structures passive
regions are grown in between the lasing region to improve the performance. In
those injector regions the electrons are collected. The QCL frequency is tuned
by the quantum well thickness and not by the materials band gap.
In the experiments a single line QCL is used operating at a frequency of
58.8 THz. The continuous wave laser is optically chopped at a frequency of
about 170 Hz. The peak power is measured with MCT detectors and recorded
with lock-in technique. Typical intensities are hundreds of mW/cm2 range.
The Free-Electron Laser A laser which can cover the whole infrared range
is the free-electron laser (FEL) [38, 87]. For its operation relativistic electrons
are needed, e.g. provided by a linear accelerator. Together with the large
scaling of the FEL itself, it is expensive and only operated by some institutes.
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Figure 12: (a) Optical transitions in multi quantum well structures between size
quantized subbands. Resonant intrawell transitions on left, photon-assisted interwell
transitions on right. (b) Path of relativistic electron beam in a magnet array of a
free-electron laser with alternating magnetic field directions, leading to emission of
infrared synchrotron radiation. Adapted from Refs. [38, 87].
Therefore, not all measurements are performed with this laser, only in the
frequency range not accessible by the lasers described above.
Propagating at constant velocity (fractions of c), electrons are deflected on
a sinusoidal path by a periodic array of magnets with alternating field direc-
tions, see Fig. 12 (b). In the trajectories the electrons are accelerated radially
and emit synchrotron radiation. The emitted spectrum can be continuous
(wiggler) or can have discrete frequencies (undulator). Relativistic correc-
tions, namely relativistic reduction, Thomson scattering, and Doppler shift,
increase the frequency of the spontaneously emitted radiation. Therefore, the
corresponding wavelengths are in the micrometer range and much shorter than
the wiggler/undulator distance being in the centimetre range.
The spontaneously emitted synchrotron radiation can interact with the
electron beam. For certain conditions, the electrons are further location de-
pendent accelerated or decelerated by the radiation (micro-bunching). If this
process is driven slightly out of phase, the electrons can give energy to the
radiation. The FEL can operate without an external resonator in a mirror-less
regime, where self-amplified spontaneous emission radiation is obtained in a
single-pass. To increase the efficiency, systems can be operated in stimulated
emission regime with an external resonator.
Experiments are performed at the free-electron lasers (FELBE) at the
Helmholtz-Zentrum in Dresden-Rossendorf (HZDR). The used FELs, oper-
ated with the undulators U100 and U27, cover the frequency ranges from 1.2
to 16 THz and 12 to 99 THz, respectively. Operating in a quasi-continuous
wave regime, optical choppers (170 Hz) are used to modulate the radiation.
Peak powers are measured with MCT detectors using lock-in technique and
corresponding intensities are in W/cm2 range.
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3.2.2 Experimental Setup
To induce photocurrents in Bi2Te3- and Sb2Te3- based thin films and graphene
the terahertz/infrared radiation, provided by the laser systems described above,
is focused by parabolic mirrors onto the samples. The spatial beam profile of
the laser radiation is checked with a pyro-electrical camera. All laser sources
have an almost fundamental Gaussian beam profile, see Fig. 13 (a) for a fre-
quency of f = 3.3 THz, provided by the molecular gas laser and most used
in experiments. From these measurements the half widths at half maximum
(HWHM) is read out for the x and y direction, and the area factor Afactor is
calculated, defined as Afactor = 1/(piHWHMx × HWHMy) being in the order
of tens of cm−2.
To record the laser power, a reference signal is partially reflected by a
beam splitter onto a photon drag or MCT detector. The laser intensity at
the sample position is calculated with the area factor Afactor and the reference
signals using calibration measurements, where the sample is replaced by a
second detector. Depending on the laser source, the intensity on the sample
has hundreds of kW/cm2 for the pulsed molecular gas and CO2 lasers and
in the mW/cm2 range for the (quasi) continuous wave Q-switched CO2, the
QCL, and the FEL lasers. To change the laser intensity at the sample position
attenuators are used. Depending on the frequency range, germanium (Ge)
or calcium fluoride (CaF2) plates are used for the near and mid-infrared and
teflon for the far infrared [38].
The polarization is controlled by wave plates or Fresnel rhombs. To obtain
elliptically polarized radiation, quarter wave plates or quarter wave Fresnel
rhombs are used. Their rotation is described by the angle ϕ. At angles ϕ =
0, 90◦ and 180◦ the linear polarization remains unchanged. At angles ϕ = 45◦
and 135◦ the radiation becomes left or respectively right handed circularly
polarized. To rotate the linear polarization, a grid wire is rotated behind
a quarter wave Fresnel rhomb set to ϕ = 135◦ or 45◦ to obtain circularly
polarized radiation or, if available, half wave plates are used. The rotation of
linear polarization is denoted by the angle α. In all experiments the rotational
direction of α and ϕ on the sample is counter clockwise, see Fig. 13 (b).
Just like the measurement of the reference signals, terahertz/infrared ra-
diation induced photocurrents are measured as a voltage drop across load
resistors, see Fig. 13 (b), with GHz oscilloscopes or lock-in technique. Pream-
plifieres with amplification factors of 100 or 200 are used to enhance small
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Figure 13: (a) Beam profile measured at 3.3 THz with a pyro-electrical camera. Half
width at half maxima both in x and y direction is about 0.25 cm, corresponding to
an area factor of 20 cm−2. (b) Experimental setup. Photocurrent signal is measured
as voltage drop across load resistor. Radiation polarization is varied with wave
plates, here quarter wave plate. Rotation is defined by ϕ. The rotation of the linear
polarization by half wave plates is defined as α. (c) Angle of incidence is defined
as θ. Usually the middle of the sample is irradiated. Edges or contacts are not
illuminated, unless remarked otherwise. Adapted from Ref. [38].
signals or to measure differentially simultaneously along different directions,
e.g. along x and y direction or at opposite edges, denoted as Jleft and Jright.
Experiments on Bi2Te3- and Sb2Te3-based three dimensional topological insu-
lators are performed under several angles of incidence, denoted by θ, whereby
θ = 0 corresponds to normal incident. The rotation of the plane of incidence
is denoted as Ψ, see Fig. 13 (c). If not further noted, the plane of incidence is
lying in the (yz) plane at Ψ = 0. Experiments on graphene are performed at
normal incidence only.
Several photocurrent measurements are performed on samples at room tem-
perature. For low temperature measurements different optical cryostat systems
are used. Radiation is coupled into the cryostats through z-cut quartz windows
in the far infrared range and through zinc selenide (ZeSe) windows in the mid
infrared. Due to their low helium consumption and easy handling, continuous-
flow cryostats are used for temperature dependences at zero magnetic field.
For experiments on graphene and magneto-transport measurements optical
bath and variable temperature cryostat systems are used. In those cryostats,
operated at liquid He temperature T = 4.2 K, split coil magnets provide mag-
netic fields up to ±5 T. The magnetic field is applied in Faraday geometry,
i.e. normal to the sample surface and parallel to the radiation propagation
direction, see Fig. 13 (d).
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4 Photocurrents in Bi2Te3- and Sb2Te3-based
Three Dimensional Topological Insulators
In this chapter experiments on Bi2Te3- and Sb2Te3-based three dimensional
topological insulators are presented. In the first section photocurrents excited
at normal incidence with linearly polarized terahertz radiation are discussed.
The second one deals with photocurrents excited at oblique incidence. The
photocurrent in these two sections are treated semi-classically, in contrast to
the last section, which presents photocurrents excited with the highest fre-
quencies used and with circularly polarized radiation. The results presented
are published in Refs. [45–47].
4.1 Photocurrents Excited at Normal Incidence
Before discussing the experimental results, the phenomenological theory for
photocurrents in Bi2Te3- and Sb2Te3-based 3D TIs is addressed. Following
Sec. 2.2, two effects scaling quadratically with the radiation electric field, are
allowed: the photogalvanic effect, Eq.(24) and the photon drag, Eq.(32). The
symmetry analysis explores the macroscopic behaviour of the photocurrents
and helps to choose the experimental geometry. While the bulk of Bi2Te3
and Sb2Te3 belongs to the centrosymmetric D3d point group symmetry, which
includes the inversion centre, the surface misses the space inversion and belongs
to the point group C3v. Consequently, the photon drag effect is allowed in both,
the bulk and the surface states, whereas the photogalvanic effect is only allowed
in the surface states. Considering these symmetries, the phenomenological
equations, see Eq.(22), are given for currents probed along the crystallographic
directions x0 and y0, see Fig. 2, at normal incidence as
jx0 = (χ+ Tqz)(|Ex0|2 − |Ey0|2) = −(χ+ Tqz)E20 cos(2α), (39)
jy0 = −(χ+ Tqz)(Ex0E∗y0 + Ey0E∗x0) = (χ+ Tqz)E20 sin(2α),
in which χ is the photogalvanic coefficient and T the photon drag coefficient,
see Sec. 2.2.2. The Stokes parameters for linearly polarized radiation are given
as s1 = − cos(2α) and s2 = − sin(2α), with the azimuthal angle α denoting the
direction of the electric field vector. Equation (39) reveals that the excitation
of the surface states by normal incident radiation causes a direct current, which
scales quadratically with the radiation electric field and exhibits characteristic
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polarization dependencies. The polarization dependencies are identical for the
photogalvanic and the photon drag effect. The effects can be distinguished
since the photogalvanic effect is solely driven by the in-plane electric field
orientation, whereas the photon drag effect is also proportional to the photon
momentum. Thus, the photon drag effect changes its sign for front and back
illumination in the experiments, while the photogalvanic effect is independent.
The above consideration are based on a very general symmetry argument and
allows to make a convincing conclusion on the photocurrent origin.
4.1.1 Experimental Results
By irradiating Bi2Te3- and Sb2Te3-based thin films with normal incident lin-
early polarized terahertz radiation at room temperature a photocurrent is ob-
served [44–47]. The photocurrent amplitude depends on the orientation of
the electric field vector of the incident laser radiation α. This is exemplarily
shown for Bi2Te3 in Fig. 14 (red dots) for the normalized photocurrents mea-
sured along the x, panel (a), and y direction, panel (b). The data are well
fitted by
Jx/I = −A cos(2α) + Cx, (40)
Jy/I = A sin(2α) + Cy
in which Cx,y are the fit parameters for the polarization independent off-
set, A the fit parameter for the polarization dependent contribution, and
s1 = − cos(2α) and s2 = − sin(2α) are the Stokes parameters of light. The
polarization dependence corresponds to the one discussed in Eq.(39), the only
difference is the small polarization independent offset, which can be caused by
local symmetry reduction due to non-perfectly flat surfaces or surface rough-
ness.
This overall behaviour is the same for all samples used, see Tab. 1 in
Sec. 3.1.1, and for all radiation frequencies f used. The frequency dependence
of the photocurrent is discussed later. The photocurrents observed increase
linearly with the increase of the radiation intensity I. This is shown in Fig. 14
(c) for Bi2Te3 at an excitation frequency of f = 2.0 THz. The radiation in-
tensity I is normalized to the value obtained without attenuators. Also, the
photocurrent amplitude J is normalized to the value at maximal intensity.
Individual photo-signal pulses, Usample, follow the temporal structure of the
excitation pulse, Uref , closely with a response time of picoseconds or less, see
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Figure 14: Dependence of normalized photocurrent J/I on orientation of radiation
electric field vector, in Bi2Te3 measured along (a) x direction with radiation fre-
quency f = 2.0 THz and along (b) y direction with radiation frequency f = 1.1 THz.
Red dots correspond to normal incident radiation, θ = 0, and blue dots to back il-
lumination, θ = 180◦. Insets show measurement geometry. Arrows on top of both
panels illustrate states of polarization for several angles α. Fits after Eq.(40) and
Eq.(39). (c) Normalized dependence of photocurrent J on radiation intensity I. In-
set shows temporal structure of photo-signal, Usample, and excitation pulse, Uref . (d)
Temperature dependence of polarization dependent contribution to photocurrent in
Bi2Te3 and Sb2Te3, measured at f = 2.0 and 3.3 THz, respectively. All data are
normalized to value for T = 4.2 K. Adapted from Ref. [47].
inset in Fig. 14 (c).
Cooling the samples from room temperature to T = 4.2 K increases the
normalized photocurrent. This is shown in Fig. 14 (d) for Bi2Te3 and Sb2Te3
samples, excited at f = 2.0 and 3.3 THz, respectively. The amplitude A is
normalized on the values at T = 4.2 K. The overall behaviour like the temporal
pulse shape, intensity or polarization dependencies remains the same.
The photocurrent is observed also by illuminating the sample backside
(θ = 180◦), shown in Fig. 14 (a) and (b) with blue dots. For back illumina-
tion the photocurrent dependence on the polarization does not change and the
amplitude A remains the same. For some samples and excitation frequencies,
however, the magnitudes of A for front and back illumination differ. An ex-
4.1 Photocurrents Excited at Normal Incidence 42
Figure 15: Dependence of normalized photocurrent J/I on orientation of radiation
electric field vector in Bi2Te3 measured along (a) x and (b) y direction with radiation
frequency f = 3.3 THz. Red dots correspond to normal incident radiation, θ = 0,
and blue dots to back illumination, θ = 180◦. Inset shows measurement geometry.
Arrows on top of both panels illustrates states of polarization for several angles α.
Fits after Eq.(40) and Eq.(39). Adapted from Ref. [47].
ample for an increased amplitude A at θ = 180◦ is shown in Fig. 15 for Bi2Te3
excited at f = 3.3 THz. For both photocurrent directions Jx/I and Jy/I the
normalized photocurrent measured at θ = 180◦ is almost one third larger then
the one for θ = 0.
As it is shown in Eq.(39) and the following discussion, the polarization
dependence of the photogalvanic effect is not affected by reversing the radi-
ation propagation direction. The photon drag current, however, changes it
sign. This is experimentally examined by measurements using front and back
illumination, which indicate that the photogalvanic effect is dominating at nor-
mal incidence and that the photon drag effect has only a minor contribution,
since the amplitude A never changes sign. This result is not only obtained for
Bi2Te3, but for all samples studied, see Tab. 1.
Photocurrents at normal incidence are observed in the frequency range
studied from f = 0.6 to 60 THz. For all samples and all frequencies the
overall behaviour, like the dependence on the azimuthal angle α and the linear
dependence on the radiation intensity I is the same. Also, the sign of the
amplitude is unaffected for front and back illumination.
Now the dependence of the photocurrent amplitude on the excitation fre-
quency is shown. Figure 16 illustrates the variety, but also the similarities
of the frequency dependence of the photocurrent, for the selected samples
Bi2Te3, (Bi0.57Sb0.43)2Te3, (Bi0.06Sb0.94)2Te3, and 10 nm Bi2Te3/15 nm Sb2Te3
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Figure 16: Dependence of A on radiation frequency f for (a) Bi2Te3, (b)
(Bi0.57Sb0.43)2Te3, (c) (Bi0.06Sb0.94)2Te3, and (d) a 10 nm Bi2Te3/ 15 nm Sb2Te3
heterostructure. Solid lines show fit after Eq.(41), for theory see Eq.(54). Dots in
different colour correspond to different laser sources, see Sec. 3.2.1. The molecular
gas laser and the FELs U100/U27 are shortened as THz laser and FELBE 1/2, re-
spectively. Note that deviation from fit is discussed in Sec. 4.3. Dashed lines are
guide for eye, demonstrating deviation of photocurrent amplitude from Drude-like
behaviour. Adapted from Ref. [45].
heterostructure. The frequency dependence is well fitted by
A = t2exp/[1 + (2piftexp)2], (41)
where texp is a fit parameter. In a wide range of frequencies the photocurrent
decreases with a frequency increase and scales as power law, fitted by 1/f 2.
This is well described by Eq.(41) for the case (2piftexp)  1, see Fig. 16 (a)
and (b). In Fig. 16 (c) and (d) two examples for the exact fit after Eq.(41) are
shown.
At higher frequencies a deviation from the frequency dependence, described
by Eq.(41), is observed for some samples. The photocurrent in this frequency
range can be more than two orders of magnitude larger than that one expected
from the fit. In the studied frequency range, the photocurrent increases, see
Fig. 16 (b), and for some samples, after reaching a maximum, decrease again,
see Fig. 16 (c) and (d). The exact shapes differ from sample to sample and
is not resolved accurately due to the use of discrete frequencies available in
the experiments. This does not allow to determine the shape or the peak
width. This section is focused on the results corresponding to the frequency
behaviour described in Eq.(41). The deviation at higher frequencies is dis-
cussed in Sec. 4.3.
The measurements show that, the photocurrent direction is determined by
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Figure 17: (a) X-ray diffraction pole figure scan of a Bi2Te3 sample, showing pres-
ence of two domains being mirror symmetric to each other. One domain (highlighted
by solid blue line) dominates. The data reveal that crystallographic axes lie parallel
to sample edges, i.e. Φ = 0. (b) Normalized photocurrent Jx/I in same Bi2Te3
sample, measured for front θ = 0 and back θ = 180◦ illumination, in red and blue
data points, respectively. Solid lines show fits after Eq.(40). Adapted from Ref. [47].
the orientation of the electric field vector with respect to the x and y direc-
tions. However, a more careful analysis shows that also the orientation of the
crystallographic axes x0 and y0 is of importance. They are shown for Bi2Te3-
and Sb2Te3-based3D TIs in Fig. 2 in Sec. 3.1.1, whereby one lies perpendicular
and one along a mirror reflection plane of the C3v point group.
Most samples are first characterized by XRD and then cut along the crystal-
lographic directions x0 and y0. The XRD measurements reveal the directions
of high reflection and confirm the three-fold symmetry of the material, see
Fig. 17 (a) for a Bi2Te3 sample. Moreover, the plot shows the presence of
two domains. One domain is predominant, highlighted by a blue solid line,
and has maximal intensities for angles 90◦, 210◦, and 330◦ with respect to the
x direction, in which the photocurrent is probed. The suppressed domain is
mirror symmetric to the other one and has maxima of intensity for angles 30◦,
150◦, and 270◦. The intensity ratio between the dominant domain and the sup-
pressed one is 3.5. For such samples the photocurrent is fitted by Eq.(40). The
maximum photocurrent measured in x direction corresponds to α = 90◦, which
is shown in a polar plot in Fig. 17 (b) for Bi2Te3 and a radiation frequency of
f = 2.0 THz.
For some samples, however, the crystallographic directions x0 and y0 do not
correspond to the coordinates x and y, along which the current is probed. In
samples, that are cut along a random direction from wafers, a misalignment Φ
between both is observed. The corresponding XRD measurements for a Sb2Te3
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Figure 18: (a) X-ray diffraction pole figure scan of a Sb2Te3 sample, showing pres-
ence of two domains being mirror symmetric to each other. One domain (highlighted
by solid blue line) dominates. The data reveal that crystallographic axes x0, y0 are
rotated by Φ = −4◦ with respect to samples edges oriented along x, y directions.
(b) Normalized photocurrent Jx/I in same Sb2Te3 sample, measured for front θ = 0
and back θ = 180◦ illumination, in red and blue data points, respectively. Solid
lines show fits after Eq.(40). The dependencies reveal that photocurrent is shifted
by −12◦. Adapted from Ref. [44].
sample is shown in Fig. 18 (a). The XRD data confirm the three-fold symmetry
and presence of twisted domains with an intensity ratio between the dominant
and the suppressed domain of 1.6. In this Sb2Te3 sample the maximum value
of the photocurrent is not measured at α = 90◦, but at α = 102◦ and a phase
shift in the photocurrent is observed, see Fig. 18 (b).
4.1.2 Discussion
As addressed above, two effects, the photon drag and the photogalvanic, see
Eq.(39), can be the cause for the photocurrent. Experiments using front and
back illumination are a clear evidence for the photogalvanic effect as the pho-
tocurrent origin, since the amplitude A never changes sign for front and back
illumination. Indeed, for the reversed radiation propagation direction z → −z,
the photon momentum direction qz → −qz changes, while the in-plane elec-
tric field components Ex,y are unaffected. All experiments performed in the
frequency range from 0.6 to 60 THz reveal that the sign of the photocurrent
does not change at back illumination and that the photogalvanic effect dom-
inates the current formation. Contributions of the photon drag effect, even
being small, cannot be excluded completely, as the amplitude A has under
some conditions different values for front and back illumination. This varia-
tion may additionally be affected by the unequal photocurrent contributions
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excited in the top and interface surfaces separated by the bulk material, e.g.,
due to different scattering times.
The photogalvanic effect, being dominant at normal incidence, is allowed
only in the surface states in centrosymmetric Bi2Te3- and Sb2Te3-based 3D
TIs. Its microscopic origin is discussed in the following by a model and a
theory. At the end of the discussion shortly the microscopic theory for the
photon drag effect, having only a minor contribution, is given.
Optical transitions are identified by comparison of the photon energy and
the Fermi energy εF. The latter is obtained from in-situ ARPES measure-
ments, examples are shown in Fig. 7 in Sec. 3.1.1. In a wide frequency range,
especially in the lower THz range, the photon energy is much smaller than
the Fermi energy of the materials studied and the relation ~ω  εF yields.
For this condition, only intraband transitions are possible and Drude-like free
carrier absorption dominates. In this regime, the current formation can be
treated with a semi-classically approach.
Microscopic Model of the Photogalvanic Effect High frequency second
order effects can be caused by the redistribution of excited, quasi free, carriers
in momentum space. The redistribution is treated with a non-equilibrium dis-
tribution function, which contains oscillating in time and space contributions,
as well as static ones. Consequently, direct as well as alternating currents can
be induced by high frequent radiation. A requirement for a direct current is
an asymmetric redistribution in momentum space. This can be fulfilled for
example with asymmetric scattering processes, as discussed in Sec. 2.2.2 for
type-II quantum wells.
For the considered Bi2Te3- and Sb2Te3-based thin films carriers can scatter
for example on phonons or Coulomb impurities. The three-fold symmetry of
the material makes this elastic scattering process asymmetric. This scattering
anisotropy can be sketched as double point symmetric trigonal pyramid, which
has an equilateral triangular base, see Fig. 19 (a). The scattering centres are
randomly distributed but identically oriented along the axes of high symme-
try x0, y0. In the absence of radiation, the anisotropically scattered carriers
compensate each other and no current flows, see Fig. 19 (a).
This picture changes, if the system is driven out of equilibrium, e.g. if an
alternating electric field acts upon the carriers. Application of linearly polar-
ized THz radiation leads to an alignment of carrier momenta. Consequently,
the total number of carriers moving back and forth along the electric field di-
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Figure 19: Model of photogalvanic effect for systems with trigonal symmetry, like
Bi2Te3- and Sb2Te3-based topological insulators. (a) For C3v point group symmetry
the anisotropy of elastic scattering of carriers is the same as scattering by a double
triangular pyramid, sketched in 3D and top view. Current formation due to asym-
metrical elastic scattering of carriers for linear polarization along (b) y0 direction
(α0 = 0) and (c) x0 direction (α0 = 90◦). Adapted from Refs. [44, 47].
rection increases, leading to a stationary correction to the carrier distribution
function, which scales quadratically in the electric field. The corrections to
the distribution function is written as an expansion in electric field. The first
order term f (1)(t) ∝ exp(−iωt) is oscillating in time whereas the second one
f (2) ∝ |E|2 is static. The alignment of carrier momenta itself does not lead to
a current, but due to asymmetric scattering on wedges the excess of carriers
moving along the electric field violates the balance of carrier flow. The current
formation due to asymmetric scattering is shown in Fig. 19 (b) and (c). For an
alternating electric field oriented along the y0 direction, i.e. Ey0 = E0 sin(ωt),
corresponding to α0 = 0, the process is illustrated in Fig. 19 (b). Due to the
second order static correction and the resulting increased carrier flux along
the electric field vector, more carriers are scattered on the trigonal wedge in x0
direction, and assuming electrons, an electric current flows in −x0 direction.
Rotation of the electric field vector by 90◦, i.e. Ex0 = E0 sin(ωt), more carri-
ers are scattered in −x0 direction, and the net current flows in x0 direction,
see Fig. 19 (c). Note that for this model, backscattering is not taken into
account, because it is forbidden in topological insulators. The model yields
that the current along the x0 axis follows a cos(2α) dependence, which is in
accordance with phenomenological theory and is observed in the experiments.
Consequently, the model based on elastic asymmetric scattering describes well
the current formation.
As the model reveals, the photocurrent direction is determined by the ori-
entation of the crystallographic axes x0 and y0 with respect to the electric
field vector. A rotation between the coordinated systems (x0, y0) and (x, y), in
which the current is probed, is observed in experiments, see Fig. 18. For this
Sb2Te3 sample a phase shift Φ = −4◦ in the XRD data, and 3Φ = −12◦ in the
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photocurrents is observed. The electric field vector rotation is denoted as α
in the (x, y) system, while in the (x0, y0) frame it is shifted by Φ and denoted
as α0 = α−Φ. Therefore, the photogalvanic current probed along the x0 and
the y0 direction is then given by
jx0 ∝ − cos(2(α− Φ)), (42)
jy0 ∝ sin(2(α− Φ)).
The current components measured in experiments compose to Jx = Jx0 cos Φ−
Jy0 sin Φ and Jy = Jy0 cos Φ + Jx0 sin Φ. Using trigonometry, one obtains the
relation
Jx/I ∝ − cos(2α− 3Φ), (43)
Jy/I ∝ sin(2α− 3Φ).
This is in agreement with the experimental data.
Microscopic Theory of the Photogalvanic Effect Now the photogal-
vanic current is derived with a microscopic theory, which was developed in
collaboration with Prof. Dr. Leonid E. Golub4, for details see Refs. [44, 47].
The total current can be calculated after [61]
j = e
∑
p
vpδfp. (44)
Here, vp = v0 p/p is the velocity of carriers with momentum p and v0 is the
Dirac fermion velocity. δfp is a correction to the distribution function, which
is quadratic in E.
To find δfp, first the carrier distribution function fp(t) is derived from
solving the kinetic Boltzmann equation
∂fp
∂t
+ eE · ∂fp
∂p
= −∑
p′
(Wp′pfp −Wpp′fp′) , (45)
in which E(t) = E0 exp (−iωt) + c.c. is the electric field, p and p′ are the car-
rier momenta before and after a scattering event, and Wp′p is a scattering
4 Ioffe Institute, St. Petersburg, Russia
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probability, which can be written as
Wp′p = W (s)p′p +W
(a)
p′p (46)
divided into a symmetric part W (s)p′p = W
(s)
−p′−p and an asymmetric one W
(a)
p′p =
−W (a)−p′−p. For the non-centrosymmetric surface the scattering probability is
non-zero and asymmetric, even for isotropic scatterers like phonons or impuri-
ties. For topological insulators, backscattering is unlikely, which is taken into
account in the symmetrical probability as W (s)p′p ∝ cos2[(φp′ − φp)/2], where φp
and φp′ are the polar angles of vectors p and p′. The distribution function
fp(t) = f0(εp) + f (1)p (t) + f (2)p , (47)
contains the carrier distribution in equilibrium f0(εp), a time dependent oscil-
lating term f (1)p (t), and f (2)p , which is static and proportional to the squared
electric field |E|2. Considering eE0v0τtr/εF  1 for linear dispersion surface
state and τ−1tr =
∑
p′ W
(s)
p′p[1− cos (φp′ − φp)] for the transport scattering time
τtr, the total current density is given by
jx0,y0 = ±s1,2|E0|2ev0σ(ω)
[
1
ε2F
d(Ξτ2ε2F)
dεF
+ 1− ω
2τtrτ2
1 + (ωτ2)2
Ξτ2εF
τtr
d(τtr/εF)
dεF
]
(48)
in which s1 = |Ex0 |2− |Ey0|2 and s2 = Ex0E∗y0 +Ey0E∗x0 are the Stokes param-
eters for linearly polarized light, τ2 is in the same order than the scattering
time τtr and is the time for the relaxation from carrier alignment given by
τ−12 =
∑
p′ W
(s)
p′p[1− cos 2(φp′ − φp)]. The asymmetry of the scattering proba-
bility is considered by the factor Ξ 1
Ξ = τtr
∑
p′
〈
2 cosφp cos 2φp′ W (a)p′p
〉
φp
, (49)
where 〈〉 denotes averaging over all directions of p at the Fermi circle. Estima-
tion of the scattering potential shows that for the considered Dirac fermions
the current vanishes for short range scattering (Ξ = 0), see supplementary ma-
terial of Ref. [44] for more details. Only for scattering by Coulomb impurities
or phonons, Ξ is finite and a photogalvanic current can be generated. Last,
Eq.(48) contains also the high frequency Drude conductivity
σ(ω) = e2εFτtr/[4pi~2(1 + ω2τ 2tr)]. (50)
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Equation (48) described well the experimental findings like the polarization and
intensity dependencies via the Stokes parameters s1,2 and |E0|2, respectively.
Microscopic Theory of the Photon Drag Effect The photon drag effect
can have under some conditions small contributions to the photocurrent forma-
tion. Therefore, the microscopic theory for the photon drag current, caused
by qz-component of the photon wave vector, is also shortly discussed [47].
Treating the photon drag effect in a semi-classical approach, it is convenient
to described it in terms of the radiation magnetic field B rather than by the
transfer of qz to free carriers. Using B = (c/ω)q×E, one can rewrite Eq.(39)
for the photon drag effect as
jx = Tqz(|Ex|2 − |Ey|2) ∝ ExB∗y + EyB∗x + c.c., (51)
jy = −Tqz(ExE∗y + EyE∗x) ∝ ExB∗x − EyB∗y + c.c..
The microscopic theory then considers the Lorentz force of the radiation mag-
netic field, acting on the 2D carriers. The kinetic Boltzmann
∑
p′
δW
(B)
p′p
(
f (E)p − f (E)p′
)
= −τ−1tr δf (B)p , (52)
can be solved with linear in B corrections to the elastic scattering probabil-
ity δW (B)p′p and distribution function δf (B)p , and the linear in E‖ distribution
function f (E)p (r). The current density, linear in E‖ and B‖, is calculated with
j = e∑p vpδfp [61]. Finally, the current density has the form
jx0,y0 = ±s1,2|E0|2σ(ω)qz
eβp2FεF
4ωmv20
, (53)
in which m is the mass and β is a constant for the anisotropic scattering.
The derived photon drag current is in agreement with the phenomenological
theory and the experimental findings. It scales linear in intensity, |E0|2, and
it is characterized by the Stokes parameters, ±s1,2.
4.1.3 Method for Characterization
In the following it is shown, that the photogalvanic effect can be used in
centrosymmetric Bi2Te3- and Sb2Te3-based three dimensional topological in-
sulators, as a method for the characterization of the surface states. This sec-
tion shows that the room temperature scattering times and mobilities can be
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estimated from the frequency dependence. Additional, the high frequencies
electronic properties and the local domain orientation is probed spatially by
scanning the laser spot across the sample.
Estimation of High Frequency Transport Properties The observed de-
pendence of the photocurrent on the excitation frequency, see Eq.(41), shows
a similar dependence as the Drude conductivity, see Eq.(50). For elastic scat-
tering by Coulomb impurities, this dependence is also obtained from Eq.(48).
For scattering by Coulomb impurities the alignment relaxation time is given by
τ2 = τtr/3 and the photogalvanic coefficient in jx0,y0 = ±χE20s1,2, see Eqs.(39)
and (48), scales as
χ = 2e
3v0Ξ τ 2tr
4pi~2(1 + (2pifτtr)2)
. (54)
Therefore, the room temperature scattering time τtr can be estimated from the
fit parameter texp in Eq.(41). Values can be estimated for samples, when the
condition ωτtr ≈ 1 is fulfilled in the studied frequency range, see for example
Fig. 16 (c) and (d). Typical values of the scattering time are in the picosecond
range and are given in Tab. 3. In other samples, where the photocurrent scales
after 1/f 2 only a lower limit of the scattering time can be stated.
From the experimental values of the room temperature scattering times the
corresponding high frequency mobilities can be calculated after
µHF = ev2Fτtr/εF (55)
with Fermi velocity vF and energy εF. Both values are obtained from in-situ
ARPES measurements, see Fig. 7 and Tab. 1 in Sec. 3.1.1. Typical values
of the room temperature mobilities µHF vary from 1000 up to several thou-
Sample Bi2Te3 Bi2Te3/Sb2Te3 (Bi1−xSbx)2Te3
7.5 nm 15 nm 25 nm x = 0.43 x = 0.94
τtr (ps) > 0.25 0.06 0.06 0.08 > 0.25 0.04
µHF (cm2/Vs) > 940 1230 1030 1420 > 1330 8210
Table 3: Room temperature scattering times τtr and mobilities µHF obtained from
spectral dependence of photogalvanic effect in different samples. Thicknesses refer
to Sb2Te3 layer. Adapted from Ref. [45].
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Figure 20: (a) Dependence of photocurrent normalized on radiation intensity Jy/I
on α measured in Bi2Te3 for three different laser spot positions, see inset, at a
radiation frequency of f = 28 THz. Solid lines show fit after Eq.(40). (b) Colour-
coded normalized photocurrent as a function of α obtained by scanning across sample
parallel to y axis with steps of 500 µm. Adapted from Ref. [46].
sand cm2/Vs and are summarized in Tab. 3. The values are in the same order
of magnitude as the ones measured with magneto-transport for low temper-
ature (2-77 K) [25, 78]. Note that the highest mobility is calculated for a
(Bi0.06Te0.94)2Te3 sample, where the Fermi energy is close to the Dirac point.
The estimation of the vF and εF is in this sample difficult, and can easily lead
to an overestimation of µHF.
Mapping of the Photocurrent As discussed in the model, the photocur-
rent direction is given by the orientation of the electric field vector with respect
to the crystallographic axes x0 and y0. This correlation is shown in Fig. 17 and
Fig. 18, in which XRD and photocurrent measurements allow to determine the
rotation between (x0, y0) and (x, y), denoted as Φ. While XRD measurement
probe only the global domain orientation, photocurrents probe additional the
high frequency transport. Information on the local domain orientation, the
presence of twisted domains in certain areas and the homogeneity of the trans-
port properties, can be provided by decreasing the laser spot size from mm to
µm and by probing the photocurrent at different positions on the sample by
scanning the laser spot. For this purpose, a pulsed CO2 laser is used, operating
at a frequency of 28 THz. The laser radiation is focused down to several tens of
µm. Note that the frequency used is in the range where Drude-like free carrier
absorption dominates and that in the low terahertz frequency range the laser
spot size can be up to 3 mm.
With such small laser spots, the photocurrent is then probed at different
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Figure 21: Colour-coded amplitude A as a function of coordinate, obtained for
f = 28 THz and beam spot of about 30 µm by a two-dimensional scan in (a) Bi2Te3
and (b) (Bi0.57Sb0.43)2Te3. The scans are obtained with steps of 250 µm. Adapted
from Ref. [46].
positions on the sample, whereby neither contacts nor edges are illuminated.
Additional measurements show that illumination of edges does not modify
the results. Illumination of contacts, however, produces huge but polarization
independent signals, which could be caused by thermal effects.
Figure 20 (a) shows the polarization dependence of the normalized pho-
tocurrent Jy/I in Bi2Te3, measured at three different positions along the y
direction. The data reveal that they are well fitted by Eq.(40). For all three
position the amplitude A is positive and no phase shift is observed demonstrat-
ing that the current is probed along x0||x direction. Note that in this figure,
the polarization independent offset is subtracted, as it is becoming substantial
for laser spot positions close to the contacts. A scan along the y direction is
shown in Fig. 20 (b) for the same Bi2Te3 sample. The normalized photocurrent
Jy/I is colour-coded ranging from −2 nAcm2/W in blue to 2 nAcm2/W in red,
indicated on the left side of panel (a). The photocurrent has for a fixed angle
α always the same sign.
To obtain 2D scans, the laser spot position is additionally moved in x
direction. For the 2D scan the polarization dependent amplitude A is extracted
and plotted against the laser spot position. Figure 21 presents this for Bi2Te3
and (Bi0.57Sb0.43)2Te3 on a large area of 5×3 mm2 and 4×3 mm2, respectively.
For these measurements a spot size of 30 µm is used with steps of 250 µm.
The colour-coded amplitude is positive in the whole area and the phase shift
is always zero (Φ = 0). One can conclude, that the crystallographic axes
are not tilted and that one domain outnumbers the second one. However,
in both samples regions exist with vanishing current (white regions), which
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implies the presences of twisted domains within the laser spot. For twisted
domains the currents generated in both of them, chancel each other out, j(Φ =
0) = −j(Φ = 180◦). The photocurrent maps reveal, that (Bi0.57Sb0.43)2Te3 is
less homogeneous than Bi2Te3. This agrees with STM measurements and the
information that Bi2Te3 growths smoothest, see Sec. 3.1.1.
To conclude, photogalvanic currents provide information on the average
and local domain orientation and spatially resolved measurements allow map-
ping the photocurrent response. This provides information on the presence of
twisted domains and give a topographical idea of the homogeneity of transport
properties.
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4.2 Photocurrents Excited at Oblique Incidence
All results discussed so far are obtained at normal incident radiation using
front and back illumination. For this configuration only the in-plane electric
fields Ex,y and the out-of plane z component of the photon momentum are
present. The following section deals with photocurrents excited at oblique
incidence, where additional the out-of plane component of the electric field
Ez and the in-plane photon momentum q|| is present. It is shown, that these
components can change the photocurrent formation.
4.2.1 Experimental Results
Applying linearly polarized radiation at oblique incidence, photocurrents are
observed in Bi2Te3- and Sb2Te3-based thin films. Their main characteristics,
like the dependence on the angle α and the linear dependence on the radiation
intensity I remain unchanged as compared to the results at normal incidence.
However, the polarization dependent amplitude depends now additionally on
the angle of incidence θ, as well as on the direction in which the current is
examined. Therefore, the fit parameters are denoted in the following as Ax
and Ay.
For some excitation frequencies, a photocurrent decreases with increasing
θ is observed. This is shown in Fig. 22 (a) for the normalized current Jy/I
in (Bi0.57Sb0.43)2Te3 for the (yz) plane of incidence at θ = 0 and ±30◦. The
polarization independent offset is subtracted to better visualise the change
in amplitude. The data reveal, that Φ does not change and that the signals
decrease for negative and positive angles of incidence. The corresponding
amplitudes Ax and Ay are shown in Fig. 22 (b) for several angle θ. This even
in θ decrease is observed in many samples. Further examples are shown in
Fig. 22 (c) and (d) for Bi2Te3 and Sb2Te3, both excited at f = 1.1 THz.
For other excitation frequencies and samples, a strong increase of the pho-
tocurrent is observed. This is shown in Fig. 23 (a) for Bi2Te3 for θ = 0, 10◦
and 20◦. As for the even decrease, the dependence on α remains unchanged,
no phase shift is observed, and the data are fitted well with Eq.(40). The
increase in θ happens at positive and negative angles, and the amplitudes Ay
and Ax both increase, as it is shown for several angles θ in Fig. 23 (c). Fur-
ther examples for the even in θ increase are shown in Fig. 23 (b) and (d) for
(Bi0.57Sb0.43)2Te3 and Sb2Te3 excited at 3.3 and 2.0 THz, respectively.
This even increase of the photocurrent amplitude is observed normal and
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Figure 22: (a) Dependence of photocurrent Jy/I excited at f = 2.0 THz in
(Bi0.57Sb0.43)2Te3 on α for θ = 0 and ±30◦. Solid lines show fits after Eq.(40).
Panel (b) - (d) show A as a function of angle of incidence for (a) (Bi0.57Te0.43)2Te3
excited with radiation frequency f = 2.0 THz, (b) Bi2Te3 and (c) Sb2Te3 both ex-
cited with radiation frequency f = 1.1 THz. Solid lines are fits after Eq.(57). Inset
in panel (b) shows experimental setup for (yz) plane of incidence. Adapted from
Ref. [47].
parallel to the plane of incidence. It is also observed for any orientation of
the plane of incidence. The rotation of the plane of incidence is denoted by
Ψ, and its definition is shown in the inset in Fig. 24 (b). Figure 24 (a) show
polarization dependencies of the normalized photocurrent Jy/I for different
angles Ψ for Bi2Te3 excited at 2.0 THz and θ = 20◦. Considering that in this
sample x0||x and hence Φ = 0, the data are well fitted by
Jx/I = −Ax cos(2α− φ) + Cx, (56)
Jy/I = Ay sin(2α− φ) + Cy,
where φ is the observed phase shift. The normalized photocurrent depends
now on the current direction, the frequency, the angle of incidence θ, but also
on Ψ. The observed changes of the amlitude A on Ψ are, however, quite small
and cannot be discussed unambiguously, since precise adjustment is difficult
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Figure 23: (a) Dependence of photocurrent Jx/I excited at f = 2.0 THz in Bi2Te3
on α for θ = 0, 10◦, and 20◦. Solid lines show fits after Eq.(40). Panel (b)-(d)
show photocurrent amplitudes Ax and Ay as a function of angle of incidence for (b)
(Bi0.57Sb0.43)2Te3 excited with radiation frequency f = 3.3 THz, (c) Bi2Te3 and (d)
Sb2Te3 both excited with radiation frequency f = 2.0 THz. Solid lines are fits after
Eq.(58). Inset in panel (a) shows experimental setup for (yz) plane of incidence.
Adapted from Ref. [47].
in this experimental geometry and a movement of the sample spot cannot be
excluded. The correlation between the observed phase shift φ and Ψ is plotted
for both current directions in Fig. 24 (b). The observed phase shift follows
φ = 2Ψ.
4.2.2 Discussion
So far, the discussion of possible contributions to the photocurrent is limited to
electric field and photon momentum components, which are present at normal
incidence and, as it is shown in Sec. 2.2, the photogalvanic and the photon
drag effect then are caused by in-plane electric field components Ex,y and
the out-of-plane z component of the photon momentum. Consequently, both
effects decrease at oblique incidence. Considering the (yz) plane of incidence
used in most of the experiments, the Ey and the qz components diminish
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Figure 24: (a) Dependence of normalized photocurrent Jy/I excited at 2.0 THz in
Bi2Te3 on rotation of linear polarization, obtained at oblique incidence (θ = 20◦)
and Ψ = 0, 40◦, 80◦, and 120◦. Solid lines are fits after Eq.(56). (b) Measured phase
shift φ as a function of Ψ for Jx/I and Jy/I in Bi2Te3. Data are fitted with φ = 2Ψ.
Adapted from Ref. [47].
by a factor cos θ, while Ex remains constant. For oblique incidence, their
phenomenological equation, see Eq.(39), can be rewritten to
jx = −(χ− Tz q cos θ)E20 cos(2α)(t2s + t2p cos2 θ), (57)
jy = (χ− Tz q cos θ)E20 sin(2α) cos θ.
ts and tp are the Fresnel transmission coefficients for s and p polarized light.
Note that the photon drag effect decrease as cos2 θ and consequently faster than
the photogalvanic effect and the data in Fig. 22 can be fitted with Eq.(57). In
Fig. 22 (b)-(d), the dashed line represents a fit for the photogalvanic effect only,
while the solid line is the fit using both contributions. This indicates that, as
discussed before, the photon drag effect is for some excitation frequencies or
samples not negligible.
Clearly, Eq.(57) does not describe the observed increase, see Fig. 23. There-
fore it is necessary to consider other contributions to the photocurrent forma-
tion. Several types of photogalvanic and photon drag effects can give rise to
currents being odd or even in the angle θ and new roots emerge from the nor-
mal to the surface component of the radiation electric field Ez and the in-plane
component of the photon momentum q‖. One of them, the trigonal photon drag
effect, is caused by all of them, in- and out-of plane electric field components
and additionally, by the transfer of the in-plane photon momentum. At nor-
mal incidence it is not present. At oblique incidence it increases, due to the
simultaneous action of all three components, for negative and positive angles
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of incidence. While the in-plane components decrease as cos θ or remain the
same, see discussion above, the out-of-plane electric field component Ez and
the in-plane photon momentum q‖ increase as sin θ. The product of the latter
components sin2 θ makes an even in the angle of incidence increase possible.
For the (yz) plane of incidence the trigonal photon drag effect is given by
jx = −T‖qyEyEz = −T‖/2E20 cos(2α) t2p q sin2 θ cos θ + joff , (58)
jy = −T‖qyExEz = T‖/2E20 sin(2α) tstp q sin2 θ.
Note that joff is a polarization independent current, which is zero at θ =
0. Equation (58) described well the dependencies of the photocurrent on α
observed in experiments, see Fig. 23 (a). The trigonal photon drag effect has
the same sign for negative and positive angles of incidence and vanishes at
normal incident radiation (Ez = 0, q‖ = 0).
The observed photocurrent increase at oblique incidence has to be treated
always as a combination of both, the photogalvanic effect and the trigonal
photon drag effect. Figure 23 (b)-(d) shows the contributions of the decreasing
photogalvanic effect (cos θ, dotted line) and of the trigonal photon drag effect
(sin2 θ, dashed line). The solid lines show the sum of both contributions. Also,
the different dependencies on θ for x and y direction is described well since
the trigonal photon drag current increases faster in y than in x direction, see
Fig. 23 (c) and (d). This difference is caused by the different combinations of
qy and Ex,y,z. For the (yz) plane of incidence, qy and Ez increase as sin θ, Ex
is constant and Ey decreases as cos θ. Consequently, it scales in x direction as
sin2 θ cos θ and in y direction as sin2 θ.
Strikingly, the trigonal photon drag current is observed in the direction
parallel, but also normal to the plane of incidence. This is a noticeable result,
since it is caused by the photon momentum q‖ along the plane of incidence.
The influence of the photon momentum q‖ in respect to the crystallographic
axes is probed by the rotation of the plane of incidence by Ψ changes also the
relative orientation of the electric field and the crystallographic axes. Taking
into account that for the experiments described above the trigonal photon drag
effect is dominating the current formation, T‖qy  (χ+ Tzqz), and using small
angles of incidence only t = ts = tp, the current density, see Eqs.(57) and (58),
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is given by
jx ≈ − cos (2α− 2ψ) (χ− Tzq + T‖ q θ2/2) t2E20 , (59)
jy ≈ sin (2α− 2ψ) (χ− Tzq + T‖ q θ2/2) t2E20 .
Note that here the offset is neglected. Equation (59) describes well the phase
shift observed in the polarization dependencies of the photocurrent, see Fig. 24 (a).
The in the experiments observed phase shift φ = 2Ψ is also in agreement with
theory, see Fig. 24 (b). Equation (59) is obtained for the C3v point group
symmetry of the non-centrosymmetric surface states. The same behaviour of
the photon drag current on the variation of radiation polarization and rota-
tion of plane of incidence, can be found for the D3d point group symmetry
for centrosymmetric bulk. An attribution to the surface state is therefore not
possible and the current can be generated by bulk states, too.
Microscopic Model of the Trigonal Photon Drag Effect The trigonal
photon drag effect is studied in the frequency range where Drude-like free
carrier absorption dominates and the photon energies used are much smaller
than the Fermi energy. Therefore, the model and the theory are developed on
a semi-classical basis.
The model for the trigonal photon drag effect is based on asymmetric scat-
tering. In contrast to the one for the photogalvanic effect, caused by a sta-
tionary correction in the distribution function, here the dynamical alignment
of carrier momenta is additionally considered. A net current is generated due
to the different scattering probabilities for different half time periods of the
radiation. The process is illustrated for a current generated parallel to the
(xz) plane of incidence in Fig. 25 (a).
Similar to the photogalvanic model, the scattering centres are sketched as
pyramids (wedges in top view), which are randomly distributed but identically
oriented along the axes of high symmetry, see Fig. 25 (b). The double pyramid
reflects the symmetry of a quintuple layer and in the absence of radiation, the
thermal flow of scattered carriers compensates each other. This changes, if the
system is driven out of equilibrium, e.g. if oblique incident THz radiation is
applied. The in-plane electric field Ex acts upon the carriers with the electric
force eE‖eiqr−iωt = e iq‖rE‖e−iωt. This force depends for the (xz) plane of
incidence on the coordinate x and accelerates the carriers along the positive
or negative x direction. As a result, the carrier flow increases by δi±x . Due
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Figure 25: (a) Excitation of carriers at oblique radiation with (xz) plane of incidence.
(b) For C3v point group symmetry the anisotropy of elastic scattering of carriers is
the same as for scattering by a double triangular pyramid. (c) Model of trigonal
photon drag effect caused by in-plane photon momentum q‖. Current formation due
to the action of in- and out-of plane electric field components Ex,z and retardation
between the electric field and the instant velocity of charge carrier. (d) Dependence
of photogalvanic and trigonal photon drag current on ωτtr. Data are normalized
to maximum value. Trigonal photon drag current is maximal at ωτtr ≈ 2. The
photogalvanic current decreases after ω−2. Adapted from Ref. [47].
to this dynamical alignment, the balance of carriers scattered locally changes
and causes counter propagating currents jx1,2 , see Fig. 25 (c). These local
currents compensate each other and the net current remains zero. Only due
to the additional action of the out-of plane electric field component Ez and
retardation between the electric field and the instant velocity of the carrier, a
direct current flows. Then scattering is different for different half time periods
as the carriers are pushed along the z direction to the top and bottom part of
the double pyramids. This asymmetry along z direction is present in the non-
centrosymmetric C3v group of the surface states. The retardation is shown in
Fig. 25 (c) with shifted nodes from positions x1,2 to x′1,2, where the carriers are
sensitive to the non-zero out-of plane electric fields Ez(x′1,2). As pointed out
above, the positive or negative fields Ez(x′1,2) push the carrier up or downwards
along the z direction, where they are scattered on pyramids. The resulting
disbalance by different scattering probabilities leads to a current.
Microscopic Theory of the Trigonal Photon Drag Effect A corre-
sponding theory was developed in collaboration with Prof. Dr. Leonid E.
Golub5, see Ref. [47]. The photocurrent origin is discussed with a semi-classical
approach, as the photon energy is small in the frequency range (0.6 to 3.9 THz)
and indirect intraband transitions appear, see Fig. 7 in Sec. 3.1.1.
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For ~ω  εF the photocurrent can be derived with Eq.(44) with the cor-
rection to the distribution function δfp [61]. The latter is derived by solving
the kinetic Boltzmann equation
vp · ∂fp(r)
∂r
+ ∂fp(r)
∂t
+eE(r, t)· ∂fp(r)
∂p
= −∑
p′
(Wp′pfp −Wpp′fp′) , (60)
for the coordinate dependent carrier distribution function fp(r) and Wp′p =
W
(0)
p′p + δWp′p, where W
(0)
p′p is the independent part and δWp′p the linear in Ez
correction. For the asymmetric scattering probability W (a)p′p, linear dispersion
surface states and their hexagonal warping, see Fig. 7 for ARPES measure-
ments and Ref. [83], are taken into account. Furthermore, vp = v0p/p is the
velocity of surface charge carriers with a momentum p and v0 is the Dirac
fermion velocity. Additionally the changes of the wave function along the z
direction due to the perturbation by the THz electric field Ez, is included. For
details see Ref. [47]. The photocurrent can then be calculated with Eq.(44)
for the (xz) plane of incidence as
jx = T‖qxExEz =
eβλwp2F ωτ2(τtr + τ2)
4(1 + ω2τ 22 )
σ(ω)qxExEz,
jy = −T‖qxEyEz, (61)
in which λw is a constant for hexagonal warping of the Fermi surface, τtr is
the transport scattering time given by τ−1tr =
∑
p′ W
(0)
p′p[1− cos(φp′ − φp)], and
τ2 being in the same order is the time for the alignment relaxation given by
τ−12 =
∑
p′ W
(0)
p′p[1−cos 2(φp′−φp)]. The anisotropic scattering constant, which
is non-zero in the C3v symmetry group, is given by
β =
∑
n
〈Im (VsnznsV ∗ss)〉 /εn
〈|V (p′ − p)|2 sin2(φp′ − φp)〉 , (62)
where 〈〉means averaging over both scatterer positions and the scattering angle
(φp′ − φp). The index s labels bulk orbitals from which the surface states are
formed and n enumerates other energy bands of the bulk crystal. Vsn and Vss
are the inter- and intra band matrix elements of the scattering potential in
coordinate z. Equation (61) describes well the experimental findings like the
dependence on the orientation of the electric field vector. It also describes the
increase of the photocurrent for oblique incidence.
The frequency dependencies of the trigonal photon drag current is shown in
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Fig. 25 (d), together with the one of the photogalvanic currents. The photogal-
vanic current drops monotonously with the frequency increase. The trigonal
photon drag current has a maximum at ωτtr ≈ 2. At high frequencies, both
trigonal photon drag and photogalvanic currents decrease as ω−2. The differ-
ence between the dependencies can be the cause for the observed variation of
the ratio between photon drag and photogalvanic currents. For elastic scat-
tering by Coulomb impurities, the relaxation times are related as τ2 = τtr/3,
and the trigonal photon drag to photogalvanic ration can be estimated as
T‖q
χ
∼ λ
w p2F
v0
β q εF
Ξ . (63)
The first factor is a dimensionless degree of warping. For the cases, where
the trigonal photon drag current at oblique incidence is larger than the pho-
togalvanic one, the interband scattering parameter β can be estimated for the
studied samples β > 10 A˚/eV.
The ratio between the in- and out-of-plane photon drag effect is given by
Tz
T‖
∼ 1 + (ωτtr)
2
(ωτtr)2
εF
mv20
, (64)
Since mv20 ∼ 10 eV, the factor εF/mv20 is in the order of 10−1 to 10−2 for
our samples. This estimation explains why in the experiments T‖  Tz. A
detection of the out-of-plane photon drag effect is possible only due to the
vanishing in-plane photon momentum at normal incidence. The Tz constant
has a different frequency dependence than T‖ and the role of the out-of-plane
photon drag current is enhanced at small frequencies ωτtr  1.
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4.3 Photocurrents Excited at High Frequencies
In this last section the non-monotonic increase of the polarization dependent
photocurrent, which is observed at high frequencies, is discussed. Besides these
enhanced signals, obtained with linearly polarized radiation, helicity sensitive
contributions to the photocurrent are observed at oblique incidence in the same
range of frequencies.
4.3.1 Experimental Results
The dependencies of the photocurrent on the excitation frequency in Sec. 4.1
reveal that at high frequencies an increased photocurrent is observed. This
photocurrents do not follow the frequency dependence, typical for Drude-like
free carrier absorption. In the examples shown in Fig. 16 (b)-(d), the pho-
tocurrent amplitude can be orders of magnitudes larger than the one expected
from the semi-classical approach. Figure 26 (a) shows another example, for a
Bi2Te3/Sb2Te3 heterostructure with an antimony thickness of 7.5 nm. In the
lower THz range, the data are fitted by Eq.(41) and are described by Drude-
like free carrier absorption. At high excitation frequencies the polarization
dependent part of the photocurrent has much higher values as excepted from
the fit. The exact shape and photocurrent maximum is again not resolved
accurately due to discrete frequencies available in the experiments. Although
the photocurrent amplitude shows a different dependence on the excitation
Figure 26: (a) Dependence of photogalvanic coefficient A on radiation frequency
f for a 10 nm Bi2Te3/7.5 nm Sb2Te3 heterostructure. Solid line shows fit after
Eq.(41), for theory see Eq.(54). Dots in different colour correspond to different laser
sources. (b) Dependence of normalized photocurrent Jx/I and Jy/I on orientation
of radiation electric field vector, in 10 nm Bi2Te3/7.5 nm Sb2Te3 heterostructure
with radiation frequency f = 53 THz. Adapted from Ref. [45].
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Figure 27: (a) Dependence of normalized photocurrent Jx/I on angle ϕ measured in
a 10 nm Bi2Te3/7.5 nm Sb2Te3 heterostructure at θ = 30◦ and radiation frequency
f = 58 THz. Solid line shows fit after Eq.(65), for theory see Eq.(66). Dashed
horizontal lines and downwards pointing arrows indicate photocurrent for circularly
polarized radiation. (b) Dependence of D on angle of incidence θ. Data are fitted
by sin θ. Insets shows experimental setup. Adapted from Ref. [45].
frequency above 40 THz, its overall behaviour as compared to the ones ex-
cited at lower frequencies, remains unchanged. Figure 26 (b) shows the po-
larization dependence for the photocurrent measured along x and y direction
in the Bi2Te3/Sb2Te3 heterostructure excited with a radiation frequency of
f = 53 THz. The dependencies are well fitted by Eq.(40). Measurements us-
ing front and back illumination reveal that the photogalvanic effect dominates
the current formation also in the high frequency range. Small contributions
from the photon drag effect, however, are not excluded.
Besides linearly, also elliptically and circular polarized radiation is used
to excite photocurrents. Illumination Bi2Te3- and Sb2Te3-based 3D TIs with
elliptically polarization radiation modifies the photocurrent dependence, see
Fig. 27 (a). The normalized photocurrent Jx/I is measured in the direction
normal to the plane of incidence, θ = 30◦. The data are well fitted by
Jx/I = −A(1 + cos(4ϕ))/2 +D sin(2ϕ) + Cx, (65)
where Cx and A are fit parameters for the polarization independent and depen-
dent current caused by linearly polarized radiation, see Eq.(40). The Stokes
parameter s1 = −(1 + cos(4ϕ))/2 describes the degree of linearly polarized ra-
diation and corresponds to cos(2α). Additional, the photocurrent is sensitive
to the radiation helicity and shows a small, but clearly pronounced difference
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at angles ϕ = 45◦ and ϕ = 135◦. This is described by the Stokes parameter
s3 = sin(2ϕ). This helicity sensitive contribution is fitted with the param-
eter D, which increases for increasing angles of incidence. This is shown in
Fig. 27 (b) for different angle of incidence θ. The part of the photocurrent,
which is caused by the radiation helicity, has opposite sign of negative and
positive angles θ and varies as sin θ.
4.3.2 Discussion
The photocurrents observed in the high frequency range and excited at normal
incidence with linearly polarized radiation, are described by Eq.(39). The
analysis reveals that the photogalvanic effect, caused by the in-plane electric
field components, dominates the current formation.
The helicity sensitive contribution to the photocurrent is, however, not
describes by Eq.(39). For oblique incidence and the C3v point group symmetry,
the current density measured along the direction normal to the (yz) plane of
incidence is given by
jcircx = γ tptsE20 n sin θPcirc, (66)
jcircy = 0.
γ is the circular photogalvanic coefficient, ts and tp are the Fresnel transmission
coefficients for s and p polarized light, and n is the refraction index. Note that
for the direction parallel to the plane of incidence, the circular photogalvanic
current is not present. Equation (66) describes well the helicity sensitive con-
tribution to the total photocurrent, which scales as sin θ and is present only
in the direction normal to the plane of incidence.
Microscopically, Drude-like free carrier absorption is very unlikely to be the
origin for the photocurrent, as the deviation from the frequency dependence
shows. As the photon energy and the Fermi energy are comparable in this high
frequency range, direct optical transitions must also be considered. Such direct
optical transitions can also give rise to photocurrents. They can be caused by
the shift of electron wave packets in the real space (shift contribution) or due
to asymmetric relaxation of the excited carriers [61].
Possible direct optical transitions can take place within the Dirac cone
(interband) or from the Dirac cone to bulk states (photoionization). The first
ones are unlikely as they have a constant probability, which is contradictory to
the resonant like enhanced photocurrent signal observed in experiments, see
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Fig. 16 and Fig. 26. Photoionization is more likely, since it is caused by the
depopulation of the Dirac states, which takes place only in a certain range of
photon energies. The photon energy must fit between the occupied states in the
Dirac cone and the empty states in the bulk band (~ω < εCB− εF). Therefore,
the related photocurrent must show a non-monotonic resonant-like frequency
dependence, see Fig. 16 (b)-(d) and Fig. 26 (a). Note that such criteria are
not as straight forward as shown here, since the band structure in real systems
is complicated. Band structure calculations and ARPES measurements show
that this condition is fulfilled in all Bi2Te3/Sb2Te3 heterostructures used and
in (Bi0.06Sb0.94)2Te3 and therefore relevant. In (Bi0.57Sb0.43)2Te3 the Fermi
level lies in the conduction band, which results in the hybridization of the
surface states and exclude photoionization. The observed resonance in this
sample could be attributed to surface photocurrents served by bulk carriers.
This explains why in Bi2Te3 no deviation from the Drude-like behaviour is
observed. In this samples the Fermi energies of 500 meV makes direct optical
transitions unlikely in the whole range of photon energies.
The microscopic origin of the helicity sensitive contribution to the pho-
tocurrent can be attributed to photoionization, the excitation of spin polarized
Dirac fermions into bulk states. In contrast to the ones discussed above, the
selective excitation of spin branches by circularly polarized radiation, which
follows from the selection rules, must be considered. Such processes have been
previously considered for 3D TIs excited with near infrared radiation [41, 89–
91] and for 2D TIs excitation of electrons from helical edge states to bulk
conduction band states [92, 93]. For Bi2Te3- and Sb2Te3-based thin films
Rashba-Dresselhaus spin split states can also contribute to the photogalvanic
current.
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5 Edge Photocurrents in Graphene
in the Quantum Hall Regime
In this chapter edge photocurrents in high mobility graphene are presented. In
the first section results in the semi-classical regime at zero magnetic field are
discussed. The second section deals with edge current excited in the quantum
Hall regime. After discussing the experimental results, the photocurrent origin
is analysed based on a microscopic model and theory.
5.1 Edge Photocurrents at Zero Magnetic Field
5.1.1 Experimental Results
By irradiating high mobility graphene with normal incident radiation, a pho-
tocurrent is observed. The photocurrent is measured between contact pairs
along the sample edge. Figure 28 (a) shows a typical dependence of the nor-
malized photocurrent on the rotation of the electric field vector. The data are
obtained in sample G30A at normal incident with an excitation frequency of
f = 3.3 THz, the experimental geometry is shown in the inset in panel (b).
Photocurrents measured at the left and right edge have consistently opposite
direction and are well fitted by
J/I = A sin(2α + Φ) + C, (67)
where A and C are the fit parameters for the polarization dependent photocur-
rent amplitude and the polarization independent offset, respectively, and Φ is
a phase shift. The Stokes parameter for linear polarized radiation is given by
s2 = − sin(2α). Note that the offset is much smaller than the polarization
dependent amplitude and the current direction is determined by α. Also, the
phase shift is small for the samples studied. The overall behaviour is the same
for all samples used and for different contact pairs along the edge.
Illumination the graphene sample with elliptically polarization radiation at
the same experimental conditions, modifies the photocurrent dependence, see
Fig. 28 (b). Nevertheless, the photocurrent has still opposite direction at the
left and the right edge. It is fitted by
J/I = A sin(4ϕ+ Φ)/2 +D sin(2ϕ) + C. (68)
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Figure 28: Normalized photocurrent J/I measured at opposite edges (right edge,
contact pair 2-4, and left edge, contact pair 8-6) at zero magnetic field for (a) linearly
and (b) elliptically polarized radiation. Solid lines show fits after Eq.(67), panel (a),
and Eq.(68), panel (b). Inset shows experimental setup. Arrows and ellipses on top
of both panels illustrates states of polarization for several angles α and ϕ.
A the fit parameter for the part depending on the linear polarization, C is the
one for the polarization independent part, and Φ is a phase shift. The Stokes
parameter for linear polarized radiation has here the form s2 = − sin(4ϕ)/2.
Additionally, a photocurrent contribution depending on the radiation helicity
is detected and described by sin(2ϕ). This part is fitted with the parameter
D. The helicity sensitive current has opposite sign for left and right handed
circularly polarized radiation and reverses its direction at opposite edges.
The photocurrent scales linear with the radiation intensity. This is shown in
Fig. 29 (b) for sample G31A excited at f = 3.3 THz. The radiation intensity
I is normalized to the maximum value obtained without attenuators. The
photocurrent J is also normalized to the value obtained at maximal intensity.
Individual photo-signal pulses, Usample, follow the temporal structure of the
excitation pulse, Uref , closely with a responds time of picoseconds or less, see
inset in Fig. 29 (b). The results shown so far are obtained at T = 4.2 K.
Photocurrent are also detected at room temperature and are larger but have
the same overall behaviour. This is shown for sample G30A in Fig. 29 (a) for
currents measured at the left edge.
5.1.2 Discussion
In general, two effects, the photon drag and the photogalvanic, can be the
cause for the photocurrent [38], see Eq.(22). As discussed in Sec. 2.2.3, at
normal incidence the photon drag effect is very unlikely, and according to
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Figure 29: (a) Dependence of photocurrent J on radiation intensity I. Both val-
ues are normalized on ones for highest intensity. (b) Normalized photocurrent J/I
measured at room temperature, T = 300 K. Data are obtained at left edge, (contact
pair 7-6) at zero magnetic field for linearly polarized radiation in sample G30A.
Solid lines show fits after Eq.(67). Inset shows experimental setup. The solid line
through origin shows linear dependence.
symmetry arguments the photogalvanic effect is forbidden in infinite graphene.
In micrometre sized Hall bar structures, as used in the experiments, however,
graphene is finite. For this condition edges are illuminated, since the spot size
of the THz laser is in the millimetre range. At the edges the symmetry is locally
reduced and inversion symmetry is broken. Therefore, their illumination can
give rise to photocurrents formed within the vicinity of edges.
Phenomenologically the current density along the edge oriented along the
y direction is given for semi-infinite graphene (x > 0) by
jedge = χ(ExE∗y + EyE∗x) + γi[E ×E∗]z (69)
with the linear photogalvanic coefficient χ and the circular photogalvanic coef-
ficient γ. For the counted clockwise rotation of the linear polarization by α the
term in the curved brackets is given by the Stokes parameter s2 = − sin(2α).
As described in Sec. 2.2.1 the cross product of the electric field i[E×E∗]z gives
the degree of circularly polarized radiation Pcircez E2, where Pcirc = sin(2ϕ)
is the Stokes parameter s3. Equation (69) describes well the experimental
findings. The phase Φ, observed in experiments, is not present in the phe-
nomenological theory. It can be explained by misalignment, so are for some
samples the edges not oriented along the y direction, Fig. 9 in Sec. 3.1.2. Con-
sequently, the direction in which the current is examined does not correspond
to the y direction.
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To discuss the microscopic photocurrent origin, it is relevant to find possible
optical transitions. Comparing the photon energy used, ~ω ≈ 13.7 meV, and
typical Fermi energies known from magneto-transport measurements, εF ≈
20...30 meV reveals that only indirect intraband transitions are possible since
the condition εF ≥ ~ω is fulfilled. Other types transitions like direct or indirect
interband with the conditions ~ω ≥ 2εF and 2εF ≥ ~ω ≥ εF, respectively, are
not present. Indirect intraband transitions are phonon or impurity assisted, and
take place via different intermediate virtual states. They are also referred to as
Drude-like free carrier absorption. In the following a semi-classical approach
is used for the microscopic model based on scattering at the sample edge. The
microscopic theoretical approaches is based on the modulation of the carrier
density at the edge.
Microscopic Model The microscopic process [40, 94] responsible of the
edge photocurrent formation is shown in Fig. 30. For the model p-type graphene
is assumed, with a boundary along the y direction for semi-infinite graphene
(x > 0). Linearly polarized radiation acts on the free carriers and drives them
forth and back with the radiation frequency for the condition ωτ > 1. In
infinite graphene, this movement of the carriers driven by the ac electric field
does not lead to a current. The formation of a direct current arises only for
carriers residing within the mean free path l away from the edge and for elec-
tric field orientations not oriented parallel or normal to the edge. For one half
time period the carriers move away from the edge, while they are accelerated
towards the edge for the second one. At the edge they can scatter by edge
roughness. The scattered carriers moving away from the edge have then ran-
dom velocities along the boundary. This diffuse scattering together with the
time dependent motion of the carriers results in average in a direct current
flow along the edge, see Fig. 30 (a). This current is sensitive to the electric
field orientation. Considering holes, it is positive for α = 45◦ and negative for
α = 135◦. At α = 0, 180◦ scattering on the edge is not present or at α = 90◦
it does not lead to an imbalance. As a consequence, no current is generated
at these angles. The model for the photocurrent formation is in accordance
with experiments, see Fig. 28, and phenomenological theory, see Eq.(69), both
showing a sin(2α) dependence.
The model can also be extended to circularly polarized radiation. In this
case the retardation between the drift velocity of the carrier and the electric
field lead to a curved trajectory. At the edge the carriers can scatter diffuse and
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Figure 30: Sketch illustrating microscopic process of edge photocurrent generation
by (a) linearly and (b) circularly polarized radiation. Motion of carriers, here holes,
towards edge is shown by arrows. Their diffuse scattering is sketched by randomly
oriented dashed arrows. Current formation within mean free path along edge results
in linear or circular photogalvanic current. Adapted from Refs. [40, 94].
with the time dependent motion of the carriers, the edge current is generated,
see Fig. 30 (b). The current reverses its sign when switching from right to
left handed circular polarization. This circular photogalvanic current is also
observed in the experiments, see Fig. 28 (b), and described by the second term
in Eq.(69).
Microscopic Theory A microscopic theory for the edge current formation
was developed in collaboration with the Ioffe Institute, St. Petersburg [40, 94].
The edge currents can be described by the variation of the current density
N near the edge. It is caused by the component of the electric field vector,
which is perpendicular to the edge. For an edge oriented along the y axis and
considering the classical frequency range (~ω ≥ εF), the continuity equation is
given by [40]
∂δN
∂t
+ ∂ix
∂x
= 0, (70)
with the electron flux density i = j/e, the current density j, and the change
in the electron density δN . The latter depends on the coordinate x, perpen-
dicular to the edge, and time t and is given by δN(x, t) = N(x, t) − N0. N0
is the unperturbed electron density. The electron flux density i can contain a
diffusive and a drift contribution. This can be expressed as
ix = −D∂δN
∂t
+ σ(ω)
e
Ex. (71)
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It includes a coefficient for diffusion D, the electric field perpendicular to the
edge Ex and the frequency dependent conductivity
σ(ω) = e
2εF
pi~2
τ
1− iωτ . (72)
It depends on the unperturbed electron density via εF = ~v
√
piN0. Using
boundary conditions ix(x = 0) = 0 the change in the electron density is given
as
δN(x) = δN0 e−(1−i)x/leff . (73)
Here l = vτ is the mean free path, and leff =
√
2D/ω = l/√ωτ an effective
length. The electron density variation is given by
∆N =
∫ ∞
0
δNdx = σ(ω)Ex
iωe
(74)
Considering additionally the linear response in Ey, the total current along the
edge can be formed by the change of the current density along x and is given
by
Jy = 2Re[
∂σ(0)
∂N0
∆NE∗y ] =
e3τ 2
(pi~)2
∂ε2F
∂N0
Re[
ExE
∗
y
iω(1− iωτ) ]. (75)
This contains linear and circular components of the photocurrent.
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5.2 Edge Photocurrents in Quantum Hall Regime
This section presents results on edge photocurrents observed in the presence
of an external magnetic field. After discussing the experimental results, the
microscopic origin is clarified with a model and a theory.
5.2.1 Experimental Results
Application of an external magnetic field applied normal to the sample surface
and parallel to the THz radiation modifies the photocurrent behaviour. By
fixing the linear polarization to certain values α, the normalized photocurrent
is measured as a function of the magnetic field up to Bz = ±2 T. This is
shown in Fig. 31 for three polarizations states α = 36◦, 76◦ and 126◦ and
for photocurrents measured at the left, panel (a), and the right edge, panel
(b). The angles α are chosen is a way that they correspond approximately to
minimal or maximal photocurrents for zero magnetic field. Thereby α = 36◦
and 126◦ correspond to maximal photocurrent measured at zero magnetic field,
while 76◦ corresponds to an almost vanishing current.
While at Bz = 0 the photocurrent is sign alternating, in the presence of
a magnetic field it becomes unidirectional. The photocurrent measured at
the left edge, see Fig. 31 (a), shows a similar behaviour for all three angle
α. By applying for example negative magnetic fields, the current becomes
positive. This rectification of the current direction happens within 0.1 T and
is independent from α. The photocurrent increases until it reaches a maximum
at approximately Bz = 0.5 T. For higher magnetic fields, it starts to decrease
with a smaller slope.
Figure 31: Normalized photocurrent J/I measured at (a) left edge, contact pair 8-6,
and (b) right edge, contact pair 2-4, in dependence on an external magnetic field
applied normal to sample surface and parallel to incident radiation of f = 3.3 THz
for three polarizations states α = 36◦, 76◦ and 126◦.
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Figure 32: (a) Normalized photocurrent J/I measured at right edge, contact pair
2-4, at Bz = ±1 T and zero magnetic field for linearly polarized radiation with
f = 3.3 THz. Solid lines show fits after Eq.(67). Arrows on top of both panels
illustrates states of polarization for several angles α. (b) Magnetic field dependence
of A and C. Inset shows magnetic field dependence of phase Φ.
By switching from negative to positive magnetic fields, the current changes
its sign showing the same behaviour including a maximum at same absolute
value of Bz. The current measured at the right edge, see Fig. 31 (b), has just
the opposite behaviour compared to the left edge. Importantly, the photocur-
rent has consistently opposite direction at opposite edges, revealing that edge
currents are generated. This behaviour is the same for all studied samples and
all values α.
For a more detailed analysis of the photocurrent behaviour in the mag-
netic field, polarization dependencies are measured at fixed Bz field values.
Figure 32 (a) shows that in contrast to the sign alternating photocurrent ob-
served at zero magnetic field, the photocurrent direction is now determined by
the sign of Bz. For a positive magnetic field, here Bz = 1 T, the normalized
photocurrent measured at the right edge, is shifted to positive values. The de-
pendence on α qualitatively changes, but can still be fitted with Eq.(67). The
fit reveals that the polarization independent part C becomes larger than the
dependent part A, which decreases only slightly. Also, the phase Φ changes
drastically and the normalized photocurrent is almost described by a cos(2α)
behaviour. The normalized photocurrent measured at Bz = −1 T behaves just
opposite and shifts to negative values.
The fit parametersA and C for different values ofBz are shown in Fig. 32 (b).
The figure reveals the different behaviour of the photocurrent in the presence
of a magnetic field. Its direction is determined by the sign of Bz, indicated by
the fact that the parameter C becomes larger than A. The observed change
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Figure 33: (a) Longitudinal resistance Rxx as function of effective gate voltage U effG .
Colour dots indicate gate voltages used in photocurrent measurements. (b)-(d)
Dependence of normalized photocurrent J/I on orientation of radiation electric field
vector for gate voltages U effG = −0.8 to 1.0 V. Data are obtained for (b) Bz = 0 T, (c)
Bz = −0.8 T, and (d) Bz = −0.8 T. Open and solid circles correspond to electrons
and holes, respectively.
in the phase Φ is shown in the inset. It increases from almost zero at Bz = 0
to ±60◦.
By applying a back gate voltage, the photocurrent is studied for different
carrier densities n (positive effective gate voltages) and p (negative effective
gate voltages). The carrier densities are obtained from Hall slops, see e.g.
Fig. 10 in Sec. 3.1.2. The longitudinal resistance in dependence on the ef-
fective gate voltage is shown in Fig. 33 (a), in which the voltages used for
the photocurrent measurements are highlighted with coloured dots. For these
voltages, the photocurrent dependence on α is shown in Fig. 33 (b) at zero mag-
netic field measured at the right edge. The current direction is determined by
the electric field vector and reverses when changing the carrier densities from
n (electrons, circles) to p (holes, dots). The photocurrent dependencies on α
are fitted well with Eq.(67). Figures 33 (c) and (d) show the photocurrent
behaviour for magnetic fields of Bz = ±0.8 T. Now the direction of the edge
photocurrent remains the same for electrons and holes. It is not determined
by the carrier type, but only by the sign of Bz. Although it still depends on
the direction of the electric field vector, it almost does not changes its sign.
By irradiating the samples with elliptically polarized radiation the depen-
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Figure 34: (a) Normalized photocurrent J/I measured at right edge, contact pair
2-4 at Bz = ±1 T and zero magnetic field for circularly polarized radiation with
f = 3.3 THz. Solid lines show fits after Eq.(68). Ellipses on top of both panels
illustrates states of polarization for several angles ϕ. (b) Magnetic field dependence
of fitted helicity sensitive contribution D for left and right edge.
dence is modified but the overall behaviour is the same. Figure 34 (a) reveals
that the sign alternating photocurrent at Bz = 0 becomes unidirectional in
the presence of a magnetic field. For Bz = 0.5 T the normalized photocurrent
is shifted to positive values, and for Bz = −0.5 T to negative values. Fitting
the data with Eq.(68) reveals that again the polarization independent part C
becomes larger than polarization dependent part A. Besides the phase shift,
also the helicity sensitive current increases. For a more detailed analysis of
the helicity dependent contribution, the magnetic field is swept between ±2 T
and the photocurrent is measured for left and right handed circularly polarized
radiation. For these measurements D can be calculated with
D = [J/I(ϕ = 45◦)− J/I(ϕ = 135◦)]/2. (76)
Its dependence on the magnetic field is shown in Fig. 34 (b) for the left and the
right edge. The helicity sensitive current has consistently opposite direction
for left and right edge and behaves odd in the magnetic field.
5.2.2 Discussion
To understand the origin of possible microscopic processes causing the observed
modification of the photocurrent, first the role of the magnetic field on the
electronic dispersion is considered. Then a microscopic model and theory,
developed in collaboration with Prof. Dr. Sergey A. Tarasenko6, is used to
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illustrate the current origin.
When suspended to a perpendicular external magnetic field Bz the energy
spectrum of graphene changes. The magnetic field leads to quantized Landau
levels [3, 95]
εn = sgn(n) vF
√
2e~Bz |n| (77)
in which n is the integer number, which denotes the Landau level number. A
special feature of graphene is the presence of a zero-energy (n = 0) Landau
level, which is shared by both, electrons and holes. The derived spectrum is
shown in Fig. 35 for Bz = 1 T in the energy range between ±50 meV. The
dispersion is plotted against the reciprocal magnetic length lB. The Landau
levels of the bulk carriers (klB  1) are two-fold degenerate by the valley
index. This degeneracy is lifted at the boundary (klB ∼ 1). Being independent
in the bulk, the Weyl Hamiltonians are coupled at the edge and symmetric
and anti-symmetric combinations of the valley states are formed. Here, the
symmetric states are denoted as n−, the anti-symmetric ones as n+, see Fig. 35
for Landau levels up to n = ±2. While in the bulk the energy of the carriers
is k independent, it depends on k at the boundary. This k dependence results
in a non-zero edge velocity being opposite for electrons and holes [95].
The spin degeneracy is lifted in the magnetic field due to Zeeman splitting.
In graphene it is given by εZ = gµBBz, where µB is the Bohr magneton, and
g = 2 is the g-factor. At Bz = 1 T the splitting is only εZ = 0.12 meV, which
is negligible when compared to the Landau level splitting [3].
In this quantized energy dispersion, direct optical transitions are possible
if the energy distance between Landau levels below and above εF and the
incident photon energy match. For the photocurrent measurements a radiation
frequency of f = 3.3 THz is used, with photons having a energy of ~ω ≈
13.7 meV. Magneto-transport measurements, see Sec. 3.1.2, reveal that for the
samples studied the Fermi levels are in the range of εF ≈ 20− 30 meV. Thus,
for magnetic fields above Bz ≈ 0.5− 1.1 T, the corresponding Fermi level lies
between the n = 0 and n = 1 bulk Landau levels. For these conditions optical
transitions are forbidden between bulk Landau levels and only possible within
the edge channels.
Microscopic Model Microscopically, the incident photons are absorbed by
carriers localized in the edge channels. This is illustrated in Fig. 35 (a). Having
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Figure 35: Schematic illustration of terahertz radiation induced edge current in
graphene quantum Hall insulator. (a) Calculated spectrum of Landau levels in
graphene with an armchair edge for Bz = 1 T, dashed line illustrates position
of Fermi level in n-type sample. The photocurrent emerges because of electron
transition between states with different velocities under absorption of a photon (thick
arrow). The zoom of electron dispersion with illustration of possible mechanisms of
intraband photon absorption through intermediate states belonging to (b) same or
(c) another Landau level. The solid lines illustrate interaction with electro-magnetic
field, whereas dashed lines stand for scattering on static impurities or phonons.
the initial average velocity v1, the edge carriers make an optical transition to
states within the same chiral edge channel. In the final state they have an
average velocity v2. This difference in the initial and final velocities v1 and v2
can result in formation of a direct electric current along the edge.
The intraband photon absorption within the edge channels is a second order
process, which takes place only through intermediate states either belonging
to the same or another Landau level [66]. Both processes are illustrated in
Fig. 35 (b) and (c). The absorption process requires the interaction with the
electro-magnetic field, solid line, and scattering, dashed line. The carriers can
scatter, e.g., with static impurities or phonons.
Microscopic Theory The edge photocurrent density is given by
jedge = e
4pi
~
∑
k,k′
[τ ∗(εk′)vk′ − τ ∗(εk)vk]× (78)
×|Mk′k|2(f0,k − f0,k′)δ(εk′ − εk − ~ω),
where k and k′ denote the wave vectors of the initial and final state, εk is their
energy, vk is the average velocity of the electron with wave vector k, and Mk′k
is the matrix element for intraband transitions. Electrons excited within the
edge channels relax with the time τ ∗. Edge photocurrent occurs only if the
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product vτ ∗ is different for initial and final states. The equilibrium distribution
function f0,k is obtained by solving the kinetic Boltzmann equation.
In the regime ~ω  εF the edge photocurrent density is proportional to
the one-dimensional absorption coefficient η [66]
jedge = e
[
∂τ ∗
∂ε
vF + τ ∗
∂v
∂ε
]
ηI . (79)
Here vF is the Fermi velocity, I is the radiation intensity, and ηI is the power
absorbed by an edge length unit.
Equation (79) can be further simplified by assuming that the relaxation
time is independent of εF and hence ∂τ ∗/∂ε = 0. Than the current density is
derived as
jedge = 8
√
2 Λ(εF,E)
α′e
nω
(
τ ∗
τ0
)
l2B
~v0
√
N
I. (80)
Here α′ is the fine structure constant, nω the refractive index, v0 the elec-
tron velocity in the bulk of graphene, N the carrier concentration, and Λ a
dimensionless coefficient determined by the structure of electron states. The
parameter τ0 is the momentum relaxation time of carriers near the graphene
edge at Bz = 0.
Model and theory describes well the experimental findings: The observed
photocurrent is a pure edge current, since it has opposite sign at opposite
edges, see Figs. 31. Furthermore, its direction is only defined by the sign of
Bz. Even chancing the carrier density from n to p does not affect the current
direction, see Fig. 33. This experimental observation is in accordance with
theory. When calculating the hole photocurrent using Eq.(79), e is replaced
by −e. From the dispersion of Landau levels follows that v is replaced by −v.
Hence the sign of jedge does not change.
Comparing theory with the amplitude of jedge obtained from experiments,
see Fig. 31, yields that the life time of the excited carrier τ ∗ is two orders
of magnitude larger than the momentum relaxation time of carriers near the
graphene edge τ0. The ration between both is τ ∗/τ0 ≈ 100− 200.
In experiments also a dependence of the edge photocurrent on the electric
field orientation is observed. While the photocurrent at Bz = 0 is maximal at
α = 45◦ and 135◦, see Sec. 5.1 for details, the behaviour changes at Bz 6= 0.
The photocurrent is maximal at α ≈ 0 and 180◦ and minimal at α ≈ 90◦,
see Fig. 32 (a), which is seen in the change of Φ in Fig. 32 (b). This can
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be explained when considering that the absorption η depends on the electric
field vector. For intermediate states in the same Landau level the absorption
is sensitive only to the component of electric field that is parallel to the edge.
For intermediate states in another Landau level the absorption is possible for
electric field components parallel and normal to the edge. For an edge being
parallel to the y axis the absorption coefficient η can be written as
η(E) = ηyy|Ey|2 + ηxx|Ex|2 − ηcircPcirc . (81)
with E being the electric field vector, and Pcirc = i(ExE∗y − E∗xEy) being the
degree of circular polarization. This describes well the experimental findings,
that the photocurrent is maximal if the electric field vector is oriented along
the edge and that a photocurrent observed in the quantum Hall regime is
sensitive to the radiation helicity.
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6 Conclusion
Within this thesis it was demonstrated that the excitation of systems, which
are characterized by a linear dispersion, with polarized terahertz radiation
results in the generation of optoelectronic phenomena. In three dimensional
topological insulators several nonlinear effects were observed, among these are
the linear photogalvanic and photon drag effect [44], the circular photogal-
vanic effect [45], and the trigonal photon drag effect [47]. In high mobility
graphene edge photogalvanic effects were verified in two different regimes, the
semi-classical and the quantum Hall one. All experimental results and their
discussion were shown in two chapters.
In Chap. 4, results on Bi2Te3- and Sb2Te3-based 3D TIs were presented,
studied at room temperature and for a wide range of excitation frequencies.
Due to symmetry filtration between the centrosymmetric bulk and the non-
centrosymmetric surface, a photogalvanic current is excited in the surface
states [44]. It was verified, that the role of a competing photon drag cur-
rent, being allowed in the bulk states too, is excluded by measurements using
front and back illumination. It was shown, that the photocurrents give insight
in the high frequency transport properties of the materials and allow an esti-
mation of scattering times and mobilities [45]. Moreover, it was stated that
the photogalvanic effect can be applied to characterized the materials and pro-
vides information on the local domain orientation and uniformity of the high
frequency transport [46]. Furthermore, photocurrents were generated in two
excitation regimes: In the lower THz range, where Drude-like free carrier ab-
sorption dominates and the current formation was treated semi-classically, and
in the higher THz range, where direct optical transitions, possibly from the
Dirac cone into bulk bands, dominate. For the second case, a helicity sensi-
tive contribution to the current is observed [45]. Changing the experimental
geometry allowed the observation of the trigonal photon drag effect, which
is caused by the additional transfer of the in-plane photon momentum [47].
All experimental findings are supported by models and microscopic theories,
which were developed in collaboration with the Ioffe Institute St. Petersburg
and which describe all characteristics features.
For future investigations of these systems especially the higher frequency
range is of particular interest and to study in this range not only the direct
optical transitions but also the crossover between semi-classical and quantum
mechanical regime. The photocurrent origin, caused by direct optical transi-
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tions is in these materials not yet understood completely, and requires a more
careful investigation. Possible approaches could be a more detailed frequency
dependence [45] or tuning the Fermi energy by top gate structures, as it was
shown most recently [91, 96].
In Chap. 5, results on edge photocurrents in high mobility graphene were
presented. It was shown that the current at zero magnetic field stems from
scattering in the vicinity of the edge and is formed in a narrow strip given
by the mean free path. The discussion revealed that in this case the edge
photocurrent direction is determined by the polarization and the carrier type.
Strikingly and in contrast to this, the results further revealed that for graphene
being in the quantum Hall regime, the observed edge currents are determined
solely by the sign of the magnetic field. The study demonstrated, that they
are generated by optical transitions within the chiral edge channels. All these
findings are supported by a microscopic theory, also developed in collaboration
with the Ioffe Institute St. Petersburg.
This new approach to study chiral edge currents by terahertz excitation
can be a starting point for further investigations, e.g. of other materials. In
graphene experiments on edge currents for higher Fermi levels, i.e. near or
between Landau levels, are of particular interest, since, e.g., theory predicts
different polarization dependencies of the absorption for these cases. Also,
the condition when the photon energy is comparable to the cyclotron gap is
of interest, since there cyclotron resonance in the quantized bulk states can
contribute to the current formation [97, 98].
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