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Resumen
En el presente artı´culo se considera el problema de estimacio´n de estado y para´metros variantes en el tiempo de un sistema
no-lineal. Nuestro objetivo es comparar me´todos usuales de estimacio´n no lineal como el Filtro de Kalman Extendido y Filtro de
Kalman Unscented con me´todos desarrollados recientemente como el Filtro de Partı´culas. En particular, se muestra el uso de estas
te´cnicas de estimacio´n para un sistema no-lineal de cuatro depo´sitos acoplados, el cual posee bombas que presentan variabilidad
debido a la temperatura y va´lvulas que pueden ser modiﬁcadas manualmente. Esta caracterı´stica adicional diﬁculta la estimacio´n de
un modelo lineal invariante en el tiempo a partir de datos fuera de lı´nea. Por ende, se considera el sistema como variante en el tiempo
y se estima en lı´nea simulta´neamente el estado y algunos para´metros del modelo a partir de datos experimentales. Adicionalmente
se muestra la aplicacio´n del algoritmo Esperanza-Maximizacio´n Extendido para estimar las matrices de covarianza de los modelos
de ruido necesarios para el ﬁltraje no lineal. Los resultados obtenidos ilustran la aplicacio´n de te´cnicas avanzadas de estimacio´n de
estado y para´metros a una planta de laboratorio. Copyright c© 2014 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos
reservados.
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1. Introduccio´n
Diversas aplicaciones industriales requieren estimaciones
de variables no medidas del sistema a partir de las sen˜ales me-
didas y conocimiento a priori del feno´meno modelado. Una es-
trategia usual es el uso de modelos Bayesianos (Simon, 2006).
Si el modelo es lineal y Gaussiano, es posible encontrar analı´ti-
camente, y de manera o´ptima, las ecuaciones que calculan la
funcio´n de densidad de probabilidad (PDF) del estado dadas
las mediciones disponibles, a trave´s del Filtro de Kalman (KF).
Sin embargo, cuando el modelo es no-lineal o el ruido no es
Gaussiano, no es posible, en general, obtener el estimador o´pti-
mo explı´citamente. En este caso para estimar estas PDFs, pue-
den usarse me´todos tales como el Filtro de Kalman Extendido
(EKF) y Filtro de Kalman Unscented (UKF), que en la lite-
ratura han demostrado tener un buen rendimiento ante siste-
mas con bajo grado de no-linealidad y procesos estoca´sticos
no-Gaussianos. En las u´ltimas de´cadas, el gran aumento de la
capacidad computacional ha permitido el desarrollo pra´ctico de
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me´todos basados en simulacio´n nume´rica de los procesos alea-
torios, tales como el Filtro de Partı´culas (PF). E´ste busca apro-
ximar la PDF del estado de un sistema no lineal a partir de las
mediciones disponibles. Los estimadores no lineales usuales en
cambio buscan propagar solo la media y la covarianza, en el
caso del EKF, o incluso alguno de los primeros momentos de
orden superior, como el UKF.
En el presente artı´culo nos interesa estudiar la factibilidad
de aplicar este Filtro de Partı´culas a un proceso real de labo-
ratorio y comparar su desempen˜o con los ﬁltros EKF y UKF.
Se considera un sistema no-lineal de cuatro depo´sitos acopla-
dos, el cual posee bombas que presentan variabilidad debido a
la temperatura. Esta planta ha sido de intere´s en la literatura
(Johansson, 2000; Guzman et al., 2010) ya que, por ejemplo,
el modelo linealizado en torno a un punto de operacio´n puede
ser conﬁgurado de manera tal que posea un cero distribuido de
fase no mı´nima. El punto de operacio´n depende de para´metros
del sistema que, en este artı´culo, se han agregado al vector de
estados, con el objetivo de poder estimarlos a trave´s de me´todos
de estimacio´n Bayesiana. Cabe mencionar que estos para´metros
varı´an en el tiempo y corresponden a las constantes de propor-
cionalidad de las bombas que relacionan el voltaje de entrada
con el ﬂujo de agua.
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Al incluir para´metros como estados adicionales, el mode-
lo ampliado sera´, en general, no lineal, y puede tener proble-
mas de observabilidad. Por esta razo´n, para el sistema de cuatro
depo´sitos acoplados se analiza la observabilidad del modelo de
estado ampliado. Este ana´lisis, pone en evidencia la necesidad
de incluir sensores adicionales en los depo´sitos superiores que,
generalmente, no se consideran en la literatura para esta planta
(Johansson, 2000).
El principal intere´s en este trabajo es usar esta planta para
ilustrar co´mo los para´metros y estados de un sistema pueden
ser estimados haciendo uso de me´todos de estimacio´n Bayesia-
na tales como el Filtro de Partı´culas y compararlo con te´cnicas
tradicionales tales como el EKF y el UKF (Ristic et al., 2004;
Simon, 2006; Doucet et al., 2001; Anderson y Moore, 1979).
Un aspecto de particular intere´s que se considera en este
artı´culo es la estimacio´n de las matrices de covarianza de ruido
de proceso y de medicio´n en el modelo del sistema no lineal.
Estas matrices deben ser proporcionadas a los algoritmos de ﬁl-
traje, tanto para el caso lineal (como el ﬁltro de Kalman usual)
como para el caso no lineal (como el EKF, UKF, y PF, aquı´ con-
siderados). Para la estimacio´n de estas matrices se aplica el al-
goritmo Esperanza-Maximizacio´n Extendido (EEM) (Bavdekar
et al., 2011). Este es un algoritmo iterativo que permite obtener
el estimador de ma´xima verosimilitud de las matrices de ruido,
a partir de datos fuera de lı´nea.
Adicionalmente, interesa comparar los ﬁltros considerados
para diferentes supuestos sobre el modelo del sistema. En par-
ticular, se considera medicio´n en 2 o en los 4 depo´sitos y se
consideran diferentes matrices de covarianza de ruido. Adicio-
nalmente se estudia el impacto de modiﬁcar la etapa de re-
muestreo del PF.
La estructura del presente artı´culo es la siguiente: en la Sec-
cio´n 2 se muestra la estructura de modelo no lineal a conside-
rar, para luego formular el problema de estimacio´n Bayesiana.
Aquı´ se dan a conocer explı´citamente las ecuaciones para im-
plementar el EKF, UKF y PF. Luego, en la Seccio´n 3 se presenta
el problema de identiﬁcacio´n para las matrices de covarianza y
su respectiva solucio´n usando el algoritmo EEM. En la Seccio´n
4 se presenta el modelado fı´sico del sistema de cuatro depo´sitos
acoplados, y su modelo ampliado que incorpora los para´metros
como estados a estimar. Posteriormente, se analiza la observabi-
lidad local del sistema ampliado, donde se justiﬁca la necesidad
de incluir sensores adicionales a la planta. En la Seccio´n 5 son
presentadas las matrices de covarianza estimadas y la compara-
cio´n entre los resultados experimentales obtenidos al aplicar el
EKF, UKF y PF. Finalmente, en la Seccio´n 6 se presentan las
conclusiones que han resultado de este trabajo.
2. Estimacio´n Bayesiana
Se considera el siguiente modelo no lineal:
xk+1 = fk(xk, uk,wk) (1a)
yk = hk(xk, vk) (1b)
donde fk es la funcio´n de transicio´n, y hk es la funcio´n de obser-
vabilidad del modelo, ambas no lineales. Las secuencias wk y
vk son ruido blanco independientes con PDFs conocidas. El es-
tado del sistema es xk. Las mediciones del sistema se obtienen
mediante yk, mientras que uk representa la entrada del sistema.
Adema´s, se supone conocida la PDF inicial del vector de esta-
do, denotada por p(x0).
El estimador Bayesiano busca obtener la PDF de xk con-
dicionada a las mediciones Yk = {y1, y2, ..., yk}, denotada por
p(xk |Yk). Esta se obtiene de forma recursiva a partir de p(xk |Yk−1)
que es la PDF a priori de xk dada todas las mediciones hasta el
instante k−1 (Simon, 2006; Doucet et al., 2001). De esta forma
se obtiene:
p(xk |Yk−1) =
∫
p({xk, xk−1}|Yk−1)dxk−1 (2a)
=
∫
p(xk |{xk−1, Yk−1})p(xk−1|Yk−1)dxk−1 (2b)
=
∫
p(xk |xk−1)p(xk−1|Yk−1)dxk−1 (2c)
Se puede notar que p(xk |xk−1, Yk−1) = p(xk |xk−1) describe
un proceso de Markov de primer orden (Arulampalam et al.,
2002; Jazwinski, 1970), debido a que el estado xk esta´ total-
mente determinado por xk−1 y wk−1, el cual es independiente de
xk−2, .., x0. Es posible notar adema´s que, la PDF p(xk |xk−1) es
conocida, ya que en (1a) se conoce fk y la PDF de wk.
Adema´s, p(xk |Yk) se puede calcular como:
p(xk |Yk) = p(xk, Yk)p(Yk) (3a)
=
p(Yk−1|{xk, yk})p(yk |xk)p(xk |Yk−1)
p(yk |Yk−1)p(Yk−1|xk) (3b)
=
p(xk |Yk−1)p(yk |xk)
p(yk |Yk−1) (3c)
ya que p(Yk−1|{xk, yk}) = p(Yk−1|xk). Por otra parte, la PDF
p(yk |xk) es conocida del modelo, y la PDF p(yk |Yk−1) se pue-
de obtener de manera similar a (2), es decir:
p(yk |Yk−1) =
∫
p({yk, xk}|Yk−1)dxk (4a)
=
∫
p(yk |{xk, Yk−1})p(xk |Yk−1)dxk (4b)
=
∫
p(yk |xk)p(xk |Yk−1)dxk (4c)
ya que p(yk |(xk, Yk−1)) = p(yk |xk−1) debido a que la medicio´n yk
no depende de yk−1.
Finalmente, el estimador Bayesiano es el siguiente:
p(xk |Yk) = p(xk |Yk−1)p(yk |xk)∫
p(yk |xk)p(xk |Yk−1)dxk
(5)
El estimador deﬁnido por las ecuaciones (2) y (5) se puede
obtener explı´citamente solo en casos especı´ﬁcos. Por ejemplo,
cuando el sistema (1a) es lineal y los ruidos son Gaussianos,
obteniendo el ﬁltro de Kalman. En el caso general, las integra-
les involucradas deben ser aproximadas, por ejemplo, mediante
simulacio´n nume´rica tal como lo hace el ﬁltro de Partı´culas que
se presenta en la Seccio´n 2.3.
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2.1. Filtro de Kalman Extendido
Si fk(·) y hk(·) en (1) son lineales, tenemos la siguiente es-
tructura para el modelo de estado:
xk+1 = Akxk + Bkuk + wk (6a)
yk = Ckxk + vk (6b)
Adicionalmente, si los ruidos wk, vk son secuencias de dis-
tribucio´n Gaussianas, el estimador Bayesiano (5) o´ptimo esta´ da-
do por el Filtro de Kalman (Kalman, 1960; Anderson y Moore,
1979) que permite calcular iterativamente la media y covarian-
za de la estimacio´n del estado a priori xˆk|k−1 (antes de disponer
de la medicio´n yk) y a posteriori xˆk|k (cuando se dispone de la
medicio´n yk)
Kk = Pˆk|k−1CTk Ω
−1
k (7a)
Ωk = CkPˆk|k−1CTk + Rk (7b)
xˆk|k = xˆk|k−1 + Kk[yk −Ck xˆk|k−1] (7c)
Pˆk|k = Pˆk|k−1 − KkCkPˆk|k−1 (7d)
xˆk+1|k = Ak xˆk|k + Bkuk (7e)
Pˆk+1|k = AkPˆk|kATk + Qk (7f)
donde las matrices de estado del sistema corresponden a Ak, Bk,
Ck, wk y vk son secuencias de ruido blanco mutuamente inde-
pendientes de tipo Gaussiano, de media cero y covarianzas Qk
y Rk respectivamente, es decir wk ∼ N(0,Qk), vk ∼ N(0,Rk);
Pˆk|k y Pˆk|k−1 son las matrices de covarianza asociadas a xˆk|k y
xˆk|k−1, Kk se denomina la ganancia de Kalman. Las condiciones
iniciales esta´n dadas por xˆ0|−1 = x0, Pˆ0|−1 = P0.
El Filtro de Kalman se puede extender para el caso no lineal,
dando lugar al Filtro de Kalman Extendido (Anderson y Moo-
re, 1979; Ristic et al., 2004). Este ﬁltro es una aproximacio´n
del estimador Bayesiano y se basa en linealizar las funciones
del modelo (1) a trave´s de una expansio´n en series de Taylor
de primer orden en torno al estado estimado en cada paso. Las
ecuaciones recursivas del Filtro de Kalman Extendido son:
Lk = Pˆk|k−1HTk Ω
−1
k (8a)
Ωk = HkPˆk|k−1HTk + NkRkN
T
k (8b)
xˆk|k = xˆk|k−1 + Lk[yk − hk(xˆk|k−1, 0)] (8c)
Pˆk|k = Pˆk|k−1 − LkHkPˆk|k−1 (8d)
xˆk+1|k = fk(xˆk|k, uk, 0) (8e)
Pˆk+1|k = FkPˆk|kFTk +GkQkG
T
k (8f)
donde
Fk =
∂ fk
∂xk
∣∣∣∣∣
(xk ,uk)=(xˆk|k ,uk)
Gk =
∂ fk
∂wk
∣∣∣∣∣
(xk ,uk)=(xˆk|k ,uk)
(8g)
Hk =
∂hk
∂xk
∣∣∣∣∣
x=xˆk|k−1
Nk =
∂hk
∂vk
∣∣∣∣∣
x=xˆk|k−1
(8h)
son las linealizaciones locales de las funciones no lineales fk
y hk. Estos jacobianos requieren ser calculados analı´ticamente.
Si las funciones fk y hk son discontinuas, este ﬁltro no puede
ser aplicado (Ristic et al., 2004; Anderson y Moore, 1979). Es
importante notar que dado que el EKF se basa en una aproxi-
macio´n del problema de estimacio´n no lineal y no Gaussiano.
Con el EKF deﬁnido en (8) es posible propagar la media y cova-
rianza del estado estimado. Sin embargo, no puede garantizarse
optimalidad y convergencia como en el caso del Filtro de Kal-
man para el caso lineal.
2.2. Filtro de Kalman Unscented
El Filtro de Kalman Unscented (UKF) ha sido propuesto en
la literatura como una forma de reducir los errores introducidos
por la linealizacio´n que realiza el EKF (Simon, 2006). A dife-
rencia del EKF, el UKF no aproxima las funciones no lineales
fk y hk, sino que aproxima la densidad de probabilidad p(xk |Yk)
por una PDF Gaussiana. Esta PDF se representa determinı´stica-
mente por muestras (conocidos en la literatura como ’σ-points’)
elegidas apropiadamente (Julier y Uhlmann, 1997; Julier et al.,
2000), que capturan la media y covarianza de la PDF Gaussia-
na (o incluso momentos de orden superior). Luego, los σ-points
son propagados a trave´s de las funciones no lineales fk y hk. Si
en el modelo (1a) el ruido es aditivo, entonces el UKF que es-
tima el estado xk se puede implementar inicializando el UKF
con xˆ0|−1 = x0 y Pˆ0|−1 = P0. Luego, en cada instante k se eligen
2n muestras (σ-points) xˆ(i)k−1|k−1 que son usadas para propagar el
estado estimado a trave´s de la funcio´n no lineal fk, donde n es
la dimensio´n del estado del sistema. Es decir:
xˆ(i)k−1|k−1 = xˆk−1|k−1 + x˜
(i) i = 1, .., 2n (9)
x˜(i) =
(√
nPˆk−1|k−1
)T
i
i = 1, .., n (10)
x˜(n+i) = −
(√
nPˆk−1|k−1
)T
i
i = 1, .., n (11)
xˆ(i)k|k−1 = fk−1(xˆ
(i)
k−1|k−1, uk−1) (12)
De esta forma, se obtiene una estimacio´n a priori del estado
estimado en cada instante k mediante:
xˆk|k−1 =
1
2n
2n∑
i=1
xˆ(i)k|k−1 (13)
Pˆk|k−1 =
1
2n
2n∑
i=1
(xˆ(i)k|k−1 − xˆk|k−1)(xˆ(i)k|k−1 − xˆk|k−1)T
+ Qk−1 (14)
y, similarmente, se implementan las ecuaciones de medicio´n co-
mo sigue:
xˆ(i)k|k−1 = xˆk|k−1 + x˜
(i) i = 1, .., 2n (15)
x˜(i) =
(√
nPˆk|k−1
)T
i
i = 1, .., n (16)
x˜(n+i) = −
(√
nPˆk|k−1
)T
i
i = 1, .., n (17)
yˆ(i)k = hk(xˆ
(i)
k|k−1) (18)
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Luego, una estimacio´n a posteriori del estado en el instante
k se obtiene de la siguiente manera:
yˆk =
1
2n
2n∑
i=1
yˆ(i)k (19)
Pˆy =
1
2n
2n∑
i=1
(yˆ(i)k − yˆk)(yˆ(i)k − yˆk)T + Rk (20)
Pˆxy =
1
2n
2n∑
i=1
(xˆ(i)k|k−1 − xˆk|k−1)(yˆ(i)k − yˆk)T (21)
Finalmente, las estimaciones del UKF son obtenidas usando
las ecuaciones del Filtro de Kalman como sigue:
Kk = PˆxyPˆ−1y (22)
xˆk|k = xˆk|k−1 + Kk(yk − yˆk) (23)
Pˆk|k = Pˆk|k−1 − KkPˆyKTk (24)
2.3. Filtro de Partı´culas
Una forma de implementar nume´ricamente el estimador Ba-
yesiano (5) es a trave´s del Filtro de Partı´culas. Al comienzo de
la estimacio´n se genera aleatoriamente un nu´mero dado de N
vectores de estado basados en la PDF inicial p(x0). Estos vec-
tores reciben el nombre de partı´culas y se denotan como xi0(i =
1, ..,N). Entonces, mediante una etapa de prediccio´n se puede
obtener la PDF de p(xk |Yk−1) luego de propagar p(xk−1|Yk−1) un
paso hacia adelante. Luego, a trave´s de una etapa de actualiza-
cio´n y cuando se tiene la nueva medicio´n yk es posible obtener
la PDF p(xk |Yk). La aproximacio´n converge a la PDF verdadera
del estado xk a medida que N tiende al inﬁnito (para ma´s detalle
ver (Smith y Gelfand, 1992; Hu et al., 2011)). En la pra´ctica, la
cantidad de partı´culas N se elige considerando la dimensio´n de
xk, el esfuerzo computacional y la precisio´n requerida.
En la pra´ctica es imposible muestrear directamente desde
la PDF p(xk |Yk). Para esto, el me´todo de muestreo de impor-
tancia secuencial ofrece una solucio´n aproximada para estimar
la PDF p(xk |Yk−1) (Gordon et al. (1993); Arulampalam et al.
(2002); Doucet et al. (2000); Doucet y Johansen (2011)). Con
este enfoque es posible encontrar de manera aproximada la PDF
p(xk |Yk) a trave´s de:
p(Xk |Yk) ≈
N∑
i=1
qikδ(Xk − Xik) (25)
en que δ(·) denota el delta de Dirac de masa de la PDF del es-
tado xk en xik y Xk = {x0, .., xk}. Los pesos de importancia qik se
obtienen mediante:
qik ∝
p(Xik |Yk)
Q(Xik |Yk)
(26)
Cada peso de importancia qik representa la discrepancia en-
tre las muestras generadas desde la funcio´n de densidad de im-
portancia (IDF) Q(·) y la PDF p(Xik |Yk). Por otro lado, se pue-
de demostrar que factorizando Q(Xik |Yk) de la siguiente forma
(Arulampalam et al. (2002)):
Q(Xik |Yk) = Q(xk |Xk−1, Yk)Q(Xk−1|Yk−1) (27)
y factorizando p(Xk |Yk) como:
p(Xk |Yk) ∝ p(yk |xk)p(xk |xk−1)p(Xk−1|Yk−1) (28)
se obtiene los pesos:
qik = q
i
k−1
p(yk |xik)p(xik |xik−1)
Q(xik |Xik−1, Yk)
(29)
Dado que el estado xk en (1a) depende solo del instante an-
terior, la funcio´n de importancia se reduce a
Q(xk |Xk−1, Yk) = Q(xk |xk−1, Yk) (30)
Por lo tanto, para cada instante de tiempo k, los pesos de
importancia y la PDF de intere´s se actualizan mediante:
p(xk |Yk) ≈
N∑
i=1
qikδ(xk − xik) (31)
q˜ik = q˜
i
k−1
p(yk |xik)p(xik |xik−1)
Q(xik |xik−1, yk)
(32)
en que:
qik =
q˜ik
N∑
j=1
q˜ jk
(33)
donde
N∑
j=1
qik = 1, lo cual deﬁne la distribucio´n discreta sobre
{xik : i = 1, ..,N} con probabilidad qik asociada a cada xik de
(25).
Para obtener los pesos de importancia q˜ik de la i-e´sima partı´cu-
la en (32), es necesario propagar para cada tiempo k = 1, 2, ..,
las N partı´culas xik segu´n:
xik = fk−1(x
i
k−1, uk−1,w
i
k−1) , (i = 1, ...,N) (34)
donde wik−1 es una realizacio´n del ruido de proceso wk−1. Estas
partı´culas permiten obtener la PDF de la estimacio´n a priori del
estado verdadero xk, es decir, p(xk |xk−1). Adema´s, para obtener
los pesos qik se evalu´a la PDF de p(yk |xik) que depende de la PDF
del ruido de medicio´n vk.
En general, la eleccio´n de la funcio´n de densidad de impor-
tancia (IDF) (29) no es trivial. En Doucet et al. (2000) y Ristic
et al. (2004) se demuestra que la IDF o´ptima que minimiza la
varianza de los pesos de importancia esta´ dada por:
Q(xik |xik−1, yk)opt = p(xik |xik−1, yk) (35)
=
p(yk |xk, xik−1)p(xk |xik−1)
p(yk |xik−1)
(36)
Reemplazando en (32), los pesos de importancia son:
q˜ik = q˜
i
k−1p(yk |xik−1) (37)
Las PDFs p(yk |xk−1) y p(yk |xk, xk−1) en (36) son difı´ciles
de obtener analı´ticamente en la mayorı´a de los casos. E´stas se
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pueden obtener, por ejemplo, cuando el sistema no-lineal posee
ruido aditivo Gaussiano y la salida yk es una funcio´n lineal del
estado xk. Por lo tanto, por simplicidad, la IDF ma´s comu´n usa-
da en la literatura (Ristic et al., 2004; Simon, 2006) esta´ dada
por:
Q(xik |xik−1, yk) = p(xik |xik−1) (38)
Por lo tanto, reemplazando en (32) se obtiene:
q˜ik = q˜
i
k−1p(yk |xik) (39)
los pesos en (39) se pueden obtener analı´ticamente a partir del
modelo del sistema (1b).
Un problema comu´n con el Filtro de Partı´culas es la degene-
racio´n de las partı´culas. Despue´s de varias iteraciones la masa
de la PDF puede concentrarse solo en unas pocas partı´culas,
pues el peso (verosimilitud) asociado a las restantes partı´culas
se hace muy pequen˜o y, por tanto, no contribuyen en la aproxi-
macio´n de la PDF del estado. Es decir, computacionalmente se
hace un esfuerzo innecesario y la precisio´n del algoritmo decae.
Una medida de la degeneracio´n de las partı´culas es el “taman˜o
de muestra efectiva” Ne f f (Doucet et al., 2000) que puede ser
estimado como:
Ne f f =
1
N∑
i=1
(qik)
2
(40)
El taman˜o de muestra efectiva Ne f f puede usarse para indi-
car que hay degeneracio´n cuando es menor que un umbral dado
NT ∈ [1,N]. Si este es el caso, es conveniente re-muestrear
las partı´culas usando las verosimilitudes calculadas, es decir, se
calcula un nuevo conjunto de partı´culas xik sobre la base de las
verosimilitudes qik. Este paso se conoce como re-muestreo y da
origen a diversas variaciones en la implementacio´n de ﬁltro de
partı´culas (Doucet et al., 2001; Kitagawa, 1996; Simon, 2006).
Entre las variaciones propuestas en la literatura, un me´todo de
re-muestreo que resulta sencillo, y de bajo costo computacional
es el conocido como re-muestreo sistema´tico (Hol et al., 2006;
Ristic et al., 2004). En este me´todo, en cada tiempo k = 0, 1, ..
y para i = 1, ..,N,
1. Se generan N nu´meros ordenados
mr =
(r − 1) + m˜
N
, con m˜ ∼ U[0, 1), r = 1, ...,N
donde U[a, b) representa una variable aleatoria de distri-
bucio´n uniforme entre a y b.
2. Se calcula la suma acumulada de las verosimilitudes qik
en una suma hasta que
j−1∑
l=1
qlk < mr pero,
j∑
l=1
qlk ≥ mr.
Luego, la nueva partı´cula es igual a la partı´cula elegida
segu´n la sumatoria anterior (ver Figura 1), es decir:
xi∗k = x
j
k con probabilidad q j (i, j = 1, ..,N)
3. Se asigna el peso a cada partı´cula: qik = 1/N
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Figura 1: Ilustracio´n de la eleccio´n de la partı´cula para algu´n instante k en el re-
muestreo sistema´tico. En este caso, la tercera partı´cula se re-muestrea 2 veces,
mientras que la sexta partı´cula se re-muestrea 3 veces.
Una vez que se calcula el conjunto de partı´culas xik que son
distribuidas aproximadamente como la PDF p(xk |yk), es posible
calcular sus estadı´sticas empı´ricas. Por ejemplo, la estimacio´n
del estado se puede obtener como el promedio ponderado por
cada qik, es decir,
xˆk =
N∑
i=1
qikx
i
k (41)
Se puede observar que la estimacio´n a posteriori xˆk del Fil-
tro de Partı´culas en (41) juega el mismo rol que la estimacio´n a
posteriori xˆk|k del Filtro de Kalman en (7c).
Es importante observar que, si bien el uso de muestras en
el PF y UKF es similar, hay una diferencia clave debido a que
las partı´culas en el PF son generadas aleatoriamente, mientras
que en el UKF los σ-points son generados y propagados deter-
minı´sticamente.
2.4. Discusio´n
Ciertas ventajas y desventajas pueden observarse al compa-
rar los ﬁltros hasta aquı´ presentados. El Filtro de Kalman Exten-
dido es un caso subo´ptimo del Filtro de Kalman (caso lineal),
sin embargo, en la pra´ctica no se puede garantizar convergencia
ni optimalidad. Por otro lado el Filtro de Kalman Unscented in-
tenta propagar los σ-points a trave´s de la transformada unscen-
ted, y sobre e´stos se aproxima una PDF Gaussiana. A diferencia
del EKF, el UKF no requiere calcular el Jacobiano del sistema
en cada instante de tiempo. Finalmente, el Filtro de Partı´cu-
las ha sido propuesto como solucio´n al problema de estimacio´n
no-lineal y en que el ruido no necesariamente es Gaussiano. Sin
embargo, el PF posee ma´s para´metros de disen˜o que el EKF y
UKF: el nu´mero de partı´culas a usar, el umbral NT en la eta-
pa de re-muestreo y la PDF del estado inicial. La ventaja ma´s
importante del PF es que permite obtener en lı´nea la PDF de la
estimacio´n de estado del sistema. A partir de esta PDF es posi-
ble obtener estimadores particulares como la media empı´rica en
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(41). Sin embargo, estimadores particulares como e´ste pueden
resultar poco representativos del estado verdadero, si por ejem-
plo, la PDF es multimodal (ver seccio´n 15.1 de Simon (2006)).
Las matrices de covarianza Q y R de los ruidos de proceso
y de medicio´n, respectivamente, son datos para los tres ﬁltros
(EKF,UKF,PF). En la seccio´n siguiente se presenta un me´to-
do de identiﬁcacio´n que permite estimar (fuera de lı´nea) estas
matrices a partir de datos del proceso.
3. Identiﬁcacio´n de las matrices de covarianza de los rui-
dos
En esta seccio´n se presenta la estimacio´n fuera de lı´nea de
las matrices de covarianza para los ruidos de proceso y me-
dicio´n en el modelo (1). Estas matrices se obtienen mediante
el estimador de ma´xima verosimilitud. La estimacio´n median-
te ma´xima verosimilitud tiene una larga historia en estadı´stica
(Kendall, 1998) y en identiﬁcacio´n de sistemas (Åstro¨m y Boh-
lin, 1965; Goodwin y Payne, 1977; Åstro¨m, 1980). En general,
la funcio´n de verosimilitud es difı´cil de maximizar y se utili-
zan algoritmos iterativos tales como el de Esperanza y Maxi-
mizacio´n (EM) (Dempster et al., 1977; McLachlan y Krishnan,
1997). Para sistemas no lineales, el algoritmo de Esperanza-
Maximizacio´n Extendido (EEM) ha sido recientemente propues-
to en (Bavdekar et al., 2011) especı´ﬁcamente para la estimacio´n
de las matrices de ruido Q y R en modelos no lineales con ruido
aditivo.
3.1. Funcio´n de verosimilitud
Suponga un sistema del cual se disponen datos de entrada
UN = {u1, u2, . . . , uN}, y de salida YN = {y1, y2, . . . , yN}. Sea
ZN = {YN ,UN} los datos totales adquiridos durante un experi-
mento. El me´todo de ma´xima verosimilitud puede ser resumido
como: sea ZN una variable aleatoria, cuya PDF p(ZN |Θ) es una
funcio´n de un para´metro desconocido Θ. El estimador de ma´xi-
ma verosimilitud del para´metro Θ a partir de un conjunto de
datos ZN , es el que maximiza la probabilidad condicional de los
datos, dado el para´metro Θ (Kendall, 1998), es decir:
ΘˆML = argma´x
Θ
p(ZN |Θ) (42)
donde p(ZN |Θ) es la funcio´n de verosimilitud. La regla de Bayes
puede ser usada para descomponer esta expresio´n.
p(ZN |Θ) = p(z1)
N∏
i=2
p(zi|Zi−1,Θ) (43)
en que zi = {yi, ui}.
Debido a que el logaritmo es una funcio´n monoto´nica, el
estimador de ma´xima verosimilitud en (42) puede ser expresado
como:
ΘˆML = argmı´n
Θ
−L(ZN |Θ), (44)
donde
L(ZN |Θ)  log p(ZN |Θ) (45)
= log p(z1|Θ) +
N∑
i=2
log p(zi|Zi−1,Θ) (46)
Maximizar el logaritmo de la funcio´n de verosimilitud (46)
es difı´cil para sistemas no lineales, pues el problema de optimi-
zacio´n es, en general, no convexo (Shumway y Stoﬀer, 2000).
3.2. Algoritmo EM y EEM.
El problema de optimizacio´n de la verosimilitud puede ser
abordado introduciendo el concepto de datos completos {ZN , XN}.
Estos datos completos incluyen la secuencia de estado del sis-
tema {XN} = {x1, · · · , xN} (Shumway y Stoﬀer, 2000).
Dada una estimacio´n del para´metroΘ, especı´ﬁcamente Θˆ( j),
la funcio´n de verosimilitud logarı´tmica (46) puede ser descom-
puesta como (Dempster et al., 1977):
L(Θ) = Q(Θ, Θˆ( j)) −H(Θ, Θˆ( j)) (47)
donde
Q(Θ, Θˆ( j)) = E{log p(ZN , XN |Θ)|ZN , Θˆ( j)} (48)
H(Θ, Θˆ( j)) = E{log p(XN |ZN ,Θ)|ZN , Θˆ( j)}. (49)
Usando la desigualdad de Jensen (Rao, 1965), se puede mos-
trar que H(Θˆ, Θˆ( j)) −H(Θˆ( j), Θˆ( j)) ≤ 0. Entonces, para maximi-
zar la funcio´n de verosimilitud (47) es suﬁciente con maximizar
(o incrementar) el valor de Q en cada iteracio´n, es decir,
Q(Θˆ( j+1), Θˆ( j)) > Q(Θˆ( j), Θˆ( j))⇒ L(Θˆ( j+1)) > L(Θˆ( j)). (50)
Por lo tanto, el algoritmo EM puede ser resumido en dos
pasos:
Esperanza (paso-E): El objetivo es calcular Q en (48).
Note la necesidad de obtener la estimacio´n de XN dados
los datos disponibles ZN . Las estimaciones de XN involu-
cran el uso de un suavizador (o smoother) para estimar la
secuencia de estados XN dados los datos completos ZN .
En el caso lineal se puede aplicar el suavizador de Kal-
man usual (Anderson y Moore, 1979). Para el caso ge-
neral se debe buscar una aproximacio´n, por ejemplo, en
Bavdekar et al. (2011) se utiliza el suavizador de Kalman
Extendido (EKS).
Maximizacio´n (paso-M): Este paso involucra maximizar
Q con respecto a Θ = {Q,R}. Solo en algunos casos se
puede aproximar analı´ticamente para obtener Θˆ( j+1). En
general, se utilizan te´cnicas de optimizacio´n nume´rica
para obtener una nueva estimacio´n Θˆ( j+1).
Se procede iterativamente volviendo al paso-E. La deci-
sio´n para detener el algoritmo no es trivial, existiendo pa-
ra ello, distintos criterios (McLachlan y Krishnan, 2008;
JeﬀWu, 1983). Ası´ mismo la convergencia del algoritmo
es discutida en McLachlan y Krishnan (2008); Jeﬀ Wu
(1983).
En el presente artı´culo se aplica una variante del algoritmo
EM, propuesto por Bavdekar et al. (2011). El algoritmo pro-
puesto se denomina Esperanza-Maximizacio´n Extendido (EEM).
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En particular, se propone el uso de la versio´n extendida del sua-
vizador de Kalman y una aproximacio´n en series de Taylor del
modelo no lineal
xi − F(xi−1, ui−1) ≈ xi − [F(xˆi−1|N , ui−1)+[
∂F
∂x
]
x=xˆi−1|N
(xi−1 − xˆi−1|N)
⎤⎥⎥⎥⎥⎥⎦ (51)
yi − h(xi) ≈ yi − [h(xˆi|N)+[
∂h
∂x
]
x=xˆi|N
(xi − xˆi|N)
⎤⎥⎥⎥⎥⎥⎦ . (52)
Para el paso-E, en el caso especı´ﬁco de la estimacio´n de las
matrices de covarianza Θ = {Q,R}, la expresio´n para Q es:
−Q(Θ,Θˆ( j)) = log(|P0|) + N log(|Q|) + N log(|R|)
+E
{
tr{P−10 (x0 − μ0)(x0 − μ0)T }|ZN
}
+E
{ N∑
i=1
[tr{Q−1(wiwTi )}]|ZN
}
+E
{ N∑
i=0
[tr{R−1(vivTi )}]|ZN
}
. (53)
La funcio´n auxiliarQ requiere la estimacio´n de las esperan-
zas condicionales de {wwT , vvT } usando las estimaciones suavi-
zadas xˆk|N , obtenidas mediante el EKS, siendo
w = xi − F(xi−1, ui−1) (54)
v = yi − h(xi) (55)
Para el paso-M, Bavdekar et al. (2011) obtienen una solu-
cio´n explı´cita al problema de optimizacio´n, es decir, resuelven
∇Q = 0.
Finalmente, en este trabajo, se utiliza un nu´mero ﬁjo de ite-
raciones tal que se considera que el o´ptimo de la funcio´n au-
xiliar Q ha sido alcanzado. Este nu´mero ﬁjo de iteraciones ha
sido determinado usando las estimaciones suavizadas obtenidas
en el paso-E para evaluar la funcio´n de verosimilitud:
ψ( j) = −
⎡⎢⎢⎢⎢⎢⎣
N∑
i=1
log[detΣ( j)i ] + e
T
i Σ
−1
i
( j)
ei
⎤⎥⎥⎥⎥⎥⎦ (56)
donde,
Σk = CkPk|k−1CTk + R (57)
ek = yk − hk(xˆk|k−1) (58)
4. Sistema de Cuatro Depo´sitos Acoplados
El objetivo de este trabajo es comparar el desempen˜o de
los estimadores no lineales mencionados en la seccio´n anterior
(EKF,UKF,PF) cuando se aplican a una planta de cuatro depo´si-
tos acoplados. Para este sistema interesa hacer estimacio´n de
estado y de para´metros variantes en el tiempo. El vector de es-
tado esta´ formado por los niveles de agua de cada depo´sito. Si
bien estas variables se miden, la presencia de ruido no es des-
preciable. Por otra parte, los para´metros que interesa estimar
representan la proporcio´n del ﬂujo de agua que va desde cada
bomba a los depo´sitos respectivos. Estos para´metros no pueden
ser medidos (las va´lvulas no esta´n graduadas), y su variacio´n
con la temperatura no es despreciable, por tanto, no es pra´ctico
estimarlos como para´metros constantes a partir de datos fuera
de lı´nea.
4.1. Modelo Matema´tico
Para esta planta se considera el modelo:
dh1(t)
dt
=
1
A
(
−k1hα11 (t) + k3hα33 (t) + β1(t)V1(t)
)
(59a)
dh2(t)
dt
=
1
A
(
−k2hα22 (t) + k4hα44 (t) + β2(t)V2(t)
)
(59b)
dh3(t)
dt
=
1
A
(
−k3hα33 (t) + β3(t)V2(t)
)
(59c)
dh4(t)
dt
=
1
A
(
−k4hα44 (t) + β4(t)V1(t)
)
(59d)
yi(t) = γihi(t) i = {1, 2, 3, 4} (59e)
donde hi(t) representa la altura medida en (cm) del depo´sito i,
las variables βi(t) representan el ﬂujo de agua por cada Volt que
se aplica a cada bomba, medida en (cm3/V ·s). Estas variables βi
varı´an en el tiempo a medida que aumenta la temperatura en las
bombas (en la pra´ctica esta variacio´n resulta no despreciable en
experimentos de ma´s de 15(min)). Finalmente, las constantes ki
y αi dependen de la geometrı´a de cada depo´sitos i, mientras que
A es el a´rea de su seccio´n transversal.
Las salidas de la planta, medidas a trave´s de sensores de
presio´n, se denotan como yi(t) y son medidas en (V), las cons-
tantes γi permiten obtener el nivel de agua de cada depo´sito
desde los sensores de presio´n. El a´rea transversal A es igual pa-
ra los cuatro depo´sitos. Los para´metros del sistema αi, ki y γi
fueron estimados usando mı´nimos cuadrados a trave´s de expe-
rimentos de llenado y vaciado individual para cada uno de los
depo´sitos (analizando el transiente de cada depo´sito, con en-
trada u(t) = 0). Estos para´metros fueron obtenidos a partir de
datos obtenidos fuera de lı´nea y se resumen en la Tabla 1.
Tabla 1: Para´metros del sistema de cuatro depo´sitos acoplados
A = 144 (cm2) Δt = 0.1 (s)
α1 = 0.42 k1 = 9.46 γ1 = 0.49 (V/cm)
α2 = 0.39 k2 = 9.69 γ2 = 0.50 (V/cm)
α3 = 0.28 k3 = 10.68 γ3 = 0.177 (V/cm)
α4 = 0.31 k4 = 10.56 γ4 = 0.178 (V/cm)
En la Tabla 1 se puede observar, en particular, que el valor
obtenido para las constantes αi es diferente al propuesto en la
literatura o a partir del principio de Bernoulli (α = 0,5). Esto se
debe a las caracterı´sticas fı´sicas de un depo´sito real que desagua
por un tubo y no por un agujero, como se supone en el modelado
fı´sico idealizado.
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Figura 2: Sistema de Cuatro Depo´sitos Acoplados
4.2. Discretizacio´n y modelo ampliado del sistema
Para la implementar el EKF, UKF y PF, es necesario dispo-
ner de ecuaciones recursivas que describan la planta. Para ello,
se aproxima la derivada usando el me´todo de Euler, con perı´odo
de muestreo Δt, es decir,
h1k+1 = h1k +
Δt
A
{
−k1hα11k + k3h
α3
3k
+ β1kV1k
}
+ w1k (60a)
h2k+1 = h2k +
Δt
A
{
−k2hα22k + k4hα44k + β2kV2k
}
+ w2k (60b)
h3k+1 = h3k +
Δt
A
{
−k3hα33k + β3kV2k
}
+ w3k (60c)
h4k+1 = h4k +
Δt
A
{
−k4hα44k + β4kV1k
}
+ w4k (60d)
Es de especial intere´s, poder estimar en lı´nea los para´metros
βi, ya que, adema´s de sufrir cambios debido a la temperatura,
e´stos dependen de cuatro va´lvulas manuales que permiten mo-
diﬁcar el ﬂujo de agua hacia cada depo´sito (ver Figura 2). Por
lo anterior, en este artı´culo, los para´metros βi se han incluido
como estados adicionales en el modelo discreto:
β1k+1 = β1k + w5k (61a)
β2k+1 = β2k + w6k (61b)
β3k+1 = β3k + w7k (61c)
β4k+1 = β4k + w8k (61d)
Las salidas del sistema son:
y jk = γ j h jk + v jk j ∈ {1, .., 4} (62)
donde wk y vk son secuencias de ruido blanco Gaussiano, no
correlacionados entre ellos, de media cero y matrices de cova-
rianza Q y R respectivamente.
4.3. Ana´lisis de Observabilidad local
El sistema de cuatro depo´sitos acoplados es usualmente con-
siderado en la literatura con solo mediciones de altura en los dos
depo´sitos inferiores (Johansson, 2000). Sin embargo, al incluir
los para´metros βik como estados adicionales del sistema aparece
un problema de observabilidad.
En esta seccio´n, se realiza un ana´lisis de observabilidad lo-
cal sobre el sistema no lineal, para veriﬁcar que es posible re-
construir el estado a partir de la secuencia de mediciones de la
salida yk (es decir, alturas hik y para´metros βik ) (Kwakernaak y
Sivan, 1972). Para esto se construye la matriz de observabilidad
Mk usando las ecuaciones (76)-(77). Aquı´ el punto de opera-
cio´n del sistema linealizado varı´a en cada instante de tiempo,
y depende de la estimacio´n xˆk|k−1. En este caso, la matriz de
observabilidad esta´ dada por:
Mk = [Hk HkFk · · ·HkFn−1k ]T (63)
donde Fk esta´ descrita en (76) y Hk en (77). Al obtener Mk en
(63) se veriﬁca que resulta ser una matriz singular si se consi-
deran so´lo las dos mediciones de los depo´sitos inferiores. En
dicho caso, la siguiente combinacio´n lineal describe el espacio
nulo de la matriz de observabilidad:
Δxk =a
(
0 0 0
h1−α44k V1k
k4α4
0 −V1kV2k 0 1
)
+b
(
0 0
h1−α33k V2k
k3α3
0 −V2kV1k 0 1 0
)
, a, b ∈ R
donde Δxk = xk − xˆk|k−1 = (Δh1, ...,Δh4,Δβ1, ...,Δβ4).
En consecuencia, este ana´lisis muestra que, sin importar el
punto de operacio´n escogido, la matriz de observabilidad del
sistema linealizado pierde rango. Esto quiere decir que, local-
mente, y para cualquier instante de tiempo, el modelo es no-
observable. Esta es la razo´n por la cual se han agregado dos sen-
sores adicionales para medir los niveles de altura de los depo´si-
tos 3 y 4 (en la Figura 2). Al considerar mediciones de los nive-
les de los cuatro depo´sitos, la matriz de observabilidad asociada
es de rango completo.
En resumen, al incluir los para´metros βi como estados adi-
cionales, es necesario medir las alturas de los cuatro depo´sitos
para poder estimar todos los estados del modelo ampliado (60)-
(62).
5. Estimacio´n de para´metro y estado
El Filtro de Partı´culas descrito en la seccio´n anterior se im-
plemento´ para el sistema de cuatro depo´sitos acoplados, usan-
do el modelo descrito por (60)-(62). En este caso, el vector de
estado es xk = (h1k , h2k , h3k , h4k , β1k , β2k , β3k , β4k ). Se han consi-
derado dos casos, eligiendo distintas funciones de densidad de
importancia (IDFs):
Caso 1: IDF o´ptima (PFopt)
Para el sistema de cuatro depo´sitos acoplados, se supone
que el ruido de proceso y de medicio´n se han supuesto
aditivos y Gaussianos. Adema´s las mediciones son linea-
les respecto a los estados, es decir:
xk = fk−1(xk−1, uk−1) + wk−1 ,wk ∼ N(0,Q) (64)
yk = Hkxk + vk , vk ∼ N(0,R) (65)
En este caso, es posible calcular explı´citamente la IDF
o´ptima en (36) (ver Arulampalam et al. (2002)). Pues se
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dispone de las siguientes PDFs:
p(xk |xik−1, yk) ∼ N(xk; ak,Σk) (66)
p(yk |xik−1) ∼ N(yk; Hk fk−1(xik−1),HkQk−1HTk + R)
(67)
donde:
aik = fk−1(x
i
k−1) + Σ
i
kH
T
k R
−1(yk − Hk fk−1(xik−1)) (68)
(Σik)
−1 = Q−1k−1 + H
T
k R
−1Hk (69)
Note que la estructura en (68)-(69) es similar al Filtro de
Kalman usual (ver Seccio´n 2).
Caso 2: IDF subo´ptima (PFS IR)
La IDF ma´s usada en la literatura es la descrita en la ecua-
cio´n (38), debido a que las PDFs p(xk |xk−1) y p(yk |xk) se
pueden obtener explı´citamente en la mayorı´a de los ca-
sos. En este caso, el ca´lculo de las verosimilitudes (ver
(32)) es:
p(yk |xik) = P(vk = yk − h(xik)) (70)
=
1
(2π)n/2
√
det(R)
e−
1
2 (yk−hk(xik))T R−1(yk−hk(xik)) (71)
donde n es la dimensio´n del sistema (en este caso n = 8).
Esta versio´n del PF se denomina “Bootstrap” o “Sam-
pling Importance Resampling Filter” (SIR).
Para ambos casos (PFopt y PFS IR), las condiciones inicia-
les se han supuesto con distribucio´n Gaussiana, es decir, las N
partı´culas iniciales se generaron con xi0 ∼ N(x0,Q).
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Figura 3: Datos Experimentales sobre los que se aplico´ el Algoritmo EEM, y
que muestran nivel de ruido no despreciable y variacio´n en el tiempo debido a
la temperatura de las bombas
Para la estimacio´n se consideraron las matrices de covarian-
za (74) y (75) estimadas con el algoritmo EEM de la Seccio´n
3.2 usando los datos mostrados en la Figura 3. Estos datos co-
rresponden a un experimento en que se ha dejado las va´lvulas
ﬁjas y donde adema´s, se puede apreciar el efecto de la tempe-
ratura y el nivel de ruido que no es despreciable.
Las matrices de covarianza estimadas mediante EEM han
sido utilizadas en un segundo experimento al que se le ha apli-
cado el PF, EKF y UKF. En el experimento realizado para el sis-
tema, las va´lvulas son modiﬁcas manualmente a los 380(seg) y
950(seg). Los voltajes de entrada aplicados al sistema se mues-
tran en la Figura 4. Para el ﬁltro de partı´culas, el resultado ha
sido logrado con N = 8000 partı´culas, y NT = N. Esto debido
a que con NT ma´s bajo, el PF aplicado disminuye su precisio´n.
Las condiciones iniciales consideradas son:
x0 = (h10 , ..., h40 , β10 , ..., β40 ) (72)
= (y10/γ1, ..., y40/γ4, 3, 3, 3, 3) (73)
El EKF y UKF han sido aplicados tambie´n a estos datos ex-
perimentales, suponiendo el mismo nivel de ruido y condicio-
nes iniciales que para el PF. Para el ﬁltro de Kalman Extendido,
las matrices linealizadas (Fk,Hk,Gk,Nk) son calculadas analı´ti-
camente en (76)-(77).
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Figura 4: Voltaje de entrada Vk = (V1k V2k )
T en el experimento.
Los resultados obtenidos usando EKF, UKF, y las dos im-
plementaciones del ﬁltro de partı´culas (PFopt y PFS IR) se mues-
tran en la Figura (5). El uso de las matrices estimadas usando
el algoritmo EEM permiten que los resultados obtenidos con
el EKF y UKF, sean muy similares y acordes con la variacio´n
de las va´lvulas. Sin embargo, debido a que la matriz para el
ruido de medicio´n Rˆ estimada posee bajo orden de magnitud
comparado con las mediciones, el PF entrega resultados no sa-
tisfactorios en ambos casos. Sin embargo, el PFopt muestra una
mejor estimacio´n que el PFS IR. Esto se debe a que un alto por-
centaje de las verosimilitudes en la etapa de actualizacio´n del
PF son despreciables (ver (71)) ya que las partı´culas de mayor
peso qik son elegidas una mayor cantidad de veces que el resto.
Este feno´meno es conocido en la literatura como “empobreci-
miento de muestras”, y se acentu´a cuando el ruido de proceso
es pequen˜o (Ristic et al., 2004; Doucet et al., 2001).
Dado que los resultados obtenidos en la Figura 5 con el PF
no son completamente satisfactorios, se ha optado por mante-
ner el orden de magnitud de la matriz Qˆ obtenida con EEM y
aumentar el orden de magnitud de la matriz de covarianza del
272 Rodrigo A. Viveros et al. / Revista Iberoamericana de Automática e Informática industrial 11 (2014) 263–274 
Qˆ j =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0,2668 0,0292 −0,0060 0,2021 −0,0053 0,2126 −0,0381 −0,1207
0,0292 0,0321 0,0167 0,0156 −0,0119 0,0258 −0,0179 −0,0371
−0,0060 0,0167 0,0858 −0,0043 0,0052 0,0607 −0,0292 −0,0242
0,2021 0,0156 −0,0043 0,2078 0,0012 0,1599 −0,0222 −0,0927
−0,0053 −0,0119 0,0052 0,0012 0,0932 0,0427 −0,0193 0,1379
0,2126 0,0258 0,0607 0,1599 0,0427 0,3486 −0,0654 −0,0583
−0,0381 −0,0179 −0,0292 −0,0222 −0,0193 −0,0654 0,0939 0,0239
−0,1207 −0,0371 −0,0242 −0,0927 0,1379 −0,0583 0,0239 0,4541
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
× 10−5 (74)
Rˆ j =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0,0031 0,0009 0,0000 −0,0015
0,0009 0,0025 0,0001 0,0000
0,0000 0,0001 0,0001 0,0001
−0,0015 0,0000 0,0001 0,0020
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (75)
Fk =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 − ΔtA α1k1hα1−11k 0 ΔtA α3k3h
α3−1
3k
0 ΔtA V1k 0 0 0
0 1 − ΔtA α2k2hα2−12k 0 ΔtA α4k4hα4−14k 0 ΔtA V2k 0 0
0 0 1 − ΔtA α3k3hα3−13k 0 0 0 ΔtA V2k 0
0 0 0 1 − ΔtA α4k4hα4−14k 0 0 0 ΔtA V1k
04x4 I4x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(76)
Hk =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
γ1 0 0 0 0 0 0 0
0 γ2 0 0 0 0 0 0
0 0 γ3 0 0 0 0 0
0 0 0 γ4 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , Gk = I4x4, Nk = I4x4 (77)
ruido de medicio´n del modelo a R = I4×4. Los resultados obteni-
dos al aplicar EKF, UKF y ambas versiones del PF para estimar
los para´metros βk son presentados en la Figura 6, mientras que
en la Figura 7 son presentados los resultados obtenidos al esti-
mar las alturas hi. Se puede notar que el PF, EKF y UKF puede
detectar los cambios en las va´lvulas y estimar adecuadamente
los para´metros βˆk, incluso cuando al mismo tiempo se cambian
las posiciones de las va´lvulas y los voltajes de entrada.
0 500 1000
0
1
2
3
4
tiempo (s)
β 1
e
st
(t)
 EKF
UKF
PF
opt
PFSIR
0 500 1000
0
1
2
3
4
tiempo (s)
β 2
e
st
(t)
 EKF
UKF
PF
opt
PFSIR
0 500 1000
0
1
2
3
4
5
6
tiempo (s)
β 3
e
st
(t)
 EKF
UKF
PF
opt
PFSIR
0 500 1000
0
1
2
3
4
5
6
tiempo (s)
β 4
e
st
(t)
 EKF
UKF
PF
opt
PFSIR
Figura 5: Estimacio´n de los para´metros βˆk usando EKF, UKF y PF, y las matri-
ces de covarianzas usando EEM Qˆ, Rˆ
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Figura 6: Estimacio´n de los para´metros βˆk usando EKF, UKF, PF y las matrices
Q y R modiﬁcadas a partir del algoritmo EEM
En base a pruebas realizadas, el PF entrega una estimacio´n
ma´s suave cuando se incrementa el nu´mero de partı´culas, sin
embargo, esto requiere un mayor nu´mero de ca´lculos.
Adicionalmente, para ilustrar en la pra´ctica las consecuen-
cias del ana´lisis de observabilidad en la Seccio´n 4.3, el EKF,
UKF y PF han sido aplicados al sistema usando solo las medi-
ciones h1k y h2k correspondientes a los depo´sitos inferiores. Los
resultados se muestran en la Figura 8, donde podemos notar
que los niveles de agua de los depo´sitos superiores no pueden
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ser estimados satisfactoriamente. Este resultado es consistente
con el ana´lisis de observabilidad presentado.
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Figura 7: Estimacio´n de los niveles de altura hˆk usando EKF, UKF, PF y las
matrices Q y R modiﬁcadas a partir del algoritmo EEM
0 500 1000
0
2
4
6
8
10
tiempo (s)
 
y 1
e
st
(t)
 EKF
UKF
PF
opt
PFSIR
yk
0 500 1000
0
2
4
6
8
10
tiempo (s)
y 2
e
st
(t)
 EKF
UKF
PF
opt
PFSIR
yk
0 500 1000
0
0.5
1
1.5
2
2.5
3
tiempo (s)
y 3
e
st
(t)
 EKF
UKF
PF
opt
PFSIR
yk
0 500 1000
0
0.5
1
1.5
2
2.5
3
tiempo (s)
y 4
e
st
(t)
 EKF
UKF
PF
opt
PFSIR
yk
Figura 8: Comparacio´n entre las mediciones yk y las salidas yˆk usando la esti-
macio´n de los niveles de agua en los depo´sitos, a trave´s del PFS IR, PFopt , EKF
y UKF con solo las dos mediciones de los depo´sitos inferiores.
Finalmente, interesa cuantiﬁcar la calidad de cada uno de
los estimadores utilizados. En este artı´culo se han aplicado los
estimadores sobre datos experimentales a un sistema en que no
es posible medir todo el vector de estado. En particular, es im-
posible medir el valor “verdadero” de los para´metros βi. Por
tanto, no es factible calcular la RMSE (raı´z del error cuadra´tico
medio) ni la cota de Crame´r-Rao (ver Ristic et al. (2004)). Sin
embargo, se pueden analizar los residuos εk = yk−yˆk correspon-
dientes a cada estimador. En la Tabla 2 se resume el ana´lisis de
los estimadores utilizados para el sistema de cuatro depo´sitos
acoplados en que se cuantiﬁca la blancura de los residuos me-
diante un test de autocorrelacio´n (So¨derstro¨m y Stoica (1989)):
Fwn =
N
rˆ2ε(0)
2N−1∑
i=1
rˆε2(i) (78)
donde rˆ es una estimacio´n de la autocovarianza de los residuos,
es decir, rˆε = 1N
N−τ∑
t=1
εk+τεk. Note que mientras menor es Fwn,
los residuos son ma´s blancos y por tanto se ha extraı´do mayor
informacio´n desde las mediciones disponibles.
En la Tabla 2 puede notarse que usando (78), el Filtro de
Partı´culas que utiliza la IDF o´ptima entrega los mejores resul-
tados. Es decir, los residuos en el tiempo son ma´s blancos que
para los dema´s estimadores (EKF,UKF y PFS IR). Esto quiere
decir, que el PF o´ptimo es el que´ ma´s informacio´n extrae desde
las mediciones. En la u´ltima ﬁla de la Tabla 2 se veriﬁca que,
como es de esperar, los resultados menos satisfactorios ocurren
en el caso en que el sistema es no-observable. Adema´s, se puede
observar en la Tabla 2 que al disminuir la cantidad de partı´culas,
manteniendo los para´metros de disen˜o iguales, el PFS IR entre-
ga una estimacio´n de menor calidad que el PFopt. Tambie´n se
puede notar el efecto de cambiar el umbral NT en la etapa de
re-muestreo: al aumentar dicho umbral, la estimacio´n es mejor.
Tabla 2: Medida de la calidad de los estimadores para diferentes experimen-
tos, para el Sistema de 4 Depo´sitos Acoplados. La primera columna indica las
matrices Q y R usadas, el umbral NT , y la cantidad de partı´culas N usadas. La
u´ltima ﬁla muestra los resultados cuando solo se usan dos mediciones.
Experimento/Estimador PFS IR PFopt UKF EKF
Q = QEEM y R = REEM Fwn 2,7518 × 107 3,1155 × 105 6,5411 × 107 6,7667 × 107
NT = 1; N = 8000
Q = QEEM , R = I Fwn 1,5260 × 108 2,4244 × 107 2,9970 × 107 2,9425 × 107
NT = 1; N = 8000
Q ≈ QEEM , R = I Fwn 5,7001 × 107 3,9227 × 107 4,0431 × 107 4,0252 × 107
NT = 1; N = 8000
Q ≈ QEEM , R = I Fwn 1,5260 × 108 4,0632 × 107 4,0431 × 107 4,0252 × 107
NT = 1; N = 6000
Q ≈ QEEM , R = I Fwn 5,2091 × 107 1,5865 × 108 4,0431 × 107 4,0252 × 107
NT = 0,8; N = 8000
Q ≈ QEEM , R = I
NT = 1;N = 8000 Fwn 1,3806 × 108 1,5477 × 108 1,3531 × 108 1,3666 × 108
yk = (y1k
, y2k
)T
6. Conclusiones
En este artı´culo se ha mostrado la factibilidad de aplicar el
Filtro de Partı´culas a un proceso de laboratorio usando datos
reales. Dos versiones del Filtro de Partı´culas han sido usadas
para implementar nume´ricamente el estimador Bayesiano en un
problema de estimacio´n en lı´nea de para´metros y estado sobre
un sistema no lineal variante en el tiempo. Adicionalmente, el
Filtro de Partı´culas ha sido comparado con otros me´todos apro-
ximados tales como el Filtro de Kalman Extendido y Filtro de
Kalman Unscented.
Para dicha planta, se ha llevado a cabo un ana´lisis de obser-
vabilidad local para mostrar que sensores adicionales tienen que
ser incluidos en este sistema para poder estimar los para´metros
de intere´s como estados adicionales.
Los resultados obtenidos muestran que los para´metros y es-
tados del sistema pueden ser estimados exitosamente usando el
Filtro de Partı´culas, EKF y UKF, incluso cuando las posicio-
nes de las va´lvulas y los voltajes de entrada se modiﬁcan si-
multa´neamente. Sin embargo, el mejor estimador es el Filtro de
Partı´culas que utiliza la IDF o´ptima. Esto se debe a que al mo-
mento de propagar las partı´culas un paso hacia adelante, esta
implementacio´n del ﬁltro considera las nuevas mediciones (ver
diferencias entre (37) y (39)).
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Finalmente, cabe destacar la importancia de las matrices de
covarianza asociadas a los ruidos de proceso y de medicio´n en
el modelo del sistema. En este artı´culo se ha usado el algorit-
mo EEM para estimar dichas matrices, y han sido usadas en
los estimadores considerados. La estimacio´n de estas matrices
a partir de datos puede ser utilizada como una primera aproxi-
macio´n pues, de hecho, para el sistema considerado, la matriz
de covarianza obtenida con el algoritmo EEM es de bajo orden
de magnitud, por lo cual, al modiﬁcar las matrices de covarian-
za inicialmente con el algoritmo EEM el PF ha mejorado su
desempen˜o.
English Summary
Simultaneous State and Parameter Estimation for a Non-
linear Time-Varying System.
Abstract
In this article a state and parameter estimation problem of
a nonlinear and time-varying system is considered. The aim is
to compare usual methods of nonlinear estimation such as the
Extended Kalman Filter and Unscented Kalman Filter with re-
cent method such as the Particle Filter. In particular, these tech-
niques are applied to a nonlinear four coupled tanks system,
which has pumps that exhibit high variability due to temperatu-
re changes and valves that can be manually changed. This ad-
ditional feature makes diﬃcult the estimation of a linear time-
invariant model from oﬀ-line data. Hence, we consider the sys-
tem as time-varying and we estimate the state and certain pa-
rameters recursively from experimental data. Additionally, we
show the application of the Extended Expectation-Maximization
algorithm in order to estimate the noise covariance matrices of
the models required in the nonlinear ﬁlters. The results illustra-
te the application of advanced nonlinear ﬁltering techniques for
state and parameter estimation to a laboratory plant.
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Filter, Unscented Kalman Filter, Particle Filter
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