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第1章 序論
1.1研究背景
ソフ トウェア開発プロジェク トでは,プ ロジェク トの初期段階にソフ トウェア
の開発に必要な工数の予測を行 う.ソ フ トウェア開発における工数 とは,ソ フ ト
ウェアを開発するために必要な工程数を人月で表 したものである.正 確に工数 を
予測す ることができれば,開 発に必要な期間や人員を適切 に把握することができ
るため,コ ス トの超過や納期の遅延が生 じるリスクを低減できる.よ って,工 数
を正確 に予測す ることでプロジェク トを成功に導 く可能性が高くなる.こ のよう
な理由から,予 測精度の高い工数予測手法が必要 とされている[35].
ソフ トウェア開発工数予測では,過 去のプロジェク トデータを用いて予測を行
う手法が数多 く用い られている[8][10][22][37].プロジェク トデータにはFP(ファ
ンクシ ョンポイン ト)や開発言語などプロジェク トの特性を表す変数が記録 され
てお り,これ らの変数を工数予測に用いることが有効である.ま た,近 年のプ ロ
ジェク トデータに記録 されている変数は,FPなどの量的な変数 よりも開発言語な
どのカテゴリー変数 と呼ばれる質的な変数が非常に多 く記録 されている傾向にあ
る.例えば,世界32か国か らプロジェク トデータを収集 している非営利団体であ
るISBSGが公開 しているデータセ ット(ISBSGRelease2016R1.1)[4]には263個
の変数が記録 されているが,内164個の変数がカテゴリー変数である.こ のよ う
な背景から,工 数予測において,カ テゴリー変数をどのように活用すべきかを議
論する必要があると言える.
カテゴリー変数を工数予測に用いるための一般的な方法 として,カ テゴリー変
数を用いてデータの層別を行 う方法[30]と,カテ ゴリー変数をダミー変数化す る
方法[5][21][291[321が挙げ られる.両 者 とも,データの層別やダミ一ー一・変数化を施 す
ことで量的変数のみからなるデータセッ トを作成 し,線形重回帰を用いて予測式
を構築することが多い[21][31][32].一一般的に線形重回帰における偏回帰係数を求
めるためには,説明変数の個数を上回るサンプル数が必要 とされる[27].しか し,
データの層別 を用いるとサンプル数は減って しまい,ダ ミー変数化 を用いると説
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明変数の個数が増えてしまうため,偏 回帰係数が求まらず,工 数の予測値 を算出
できない現象が生じる場合がある.従 って,従 来のカテゴリー変数の扱い方では
多量のカテゴリー変数を用いて工数予測を行 うことが困難である.本 研究では,
データの層別 とダミー変数化 を適用することから生 じるデメ リッ トに対処す る手
法 として,数 量化皿類 を適用 した工数予測手法の提案を行 う.数量化皿類 を用い
ることで,多 量のカテゴリー変数を全て予測に用いることができる上に,説 明変
数の個数がサンプル数 を上回ってしま うことを防止できる.
1.2本論 文の構成
本論文の構成は以下の通 りである.まず,2章 でソフ トウェア開発工数予測の予
測手法と先行研究で用い られているカテゴリー変数の扱い方についての紹介を行
う.3章で工数予測への数量化皿類の適用を提案 し,4章では提案手法 と従来手法
の予測精度を比較す るための数値実験を行 う.5章 では本論文の結論 と今後の課
題について言及する.
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第2章 ソフ トウェア開発工数予測
本章ではソフ トウェア開発工数予測に関する先行研究を紹介する.2.1節で工
数予測手法について,基 礎的な手法か ら近年用いられている従来手法まで紹介す
る.2.2節では本研究の論点である工数予測の分野におけるカテ ゴリー変数の扱
い方について,先 行研究で用いられている扱い方を紹介する.
2.1ソ フ トウェア開発 工数予測手法
本節では従来の ソフ トウェア開発工数予測手法を紹介する.2.1.1項及び2.1.2
項では工数予測における基礎的な手法を紹介する.2.1.3項では工数予測の分野で
広く用いられている線形重回帰を紹介 し,2、1.4項では近年の多様なプロジェク ト
データに対応する手法 としてハイブ リッ ド回帰を紹介す る.
2.1.1ファ ン ク シ ョ ン ポ イ ン ト法
FP法(ファンクションポイン ト法)[1ユとは,1979年に公表 されたソフ トウェア
の機能規模 を測定す るための手法である.FP法の計測手順を以下に示す.
(1)アプ リケー シ ョン境 界 を設 定 す る
(2)ファ ン クシ ョン を抽 出す る
(3)ファ ン ク シ ョンを識 別 す る
(4)ファ ン ク シ ョンに 点数 を付 け る
アプ リケーション境界[36]とはアプ リケーションとユーザー との境界線であ り,
手順(1)ではアプ リケーション境界を設定することでFP法 の計測範囲を明確にす
る.手順(2)ではアプ リケーシ ョン境界内のファンクションの抽 出を行 う、FP法に
おけるファンクションは以下の5つ に分類され る[20].
i.内 部 論 理 フ ァイル(IntemalLogicalFile;ILF)
デ ー タ フ ァ ン クシ ョン[36]の1つ.計測対 象 のア プ リケ ー シ ョンに よっ て維 持 ・
管 理 され る フ ァ ン クシ ョン.
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ii.外 部 イ ンター フ ェイ ス フ ァイ ル(ExternalInterfaceFile;EIF)
デ ー タフ ァ ン ク シ ョンの1つ.計 測 対 象 の アプ リケ ー シ ョンが 参 照 す るが,維
持 ・管 理 は行 われ ない フ ァン ク シ ョン.
iii.外部 入 力(ExternalInput;EI)
トラ ンザ ク シ ョン フ ァン ク シ ョンの1つ[36].計測 対象 の アプ リケ ー シ ョンが
別 の アプ リケー シ ョンか らデ ー タが入 力 され る処理
iv.外 部 出力(Extema10utput;EO)
トラ ンザ ク シ ョン フ ァン ク シ ョンの1つ.計 測 対 象 の ア プ リケー シ ョンが 別 の
ア プ リケ ー シ ョン に 出力 す る処 理
v.外 部 照 会(ExtemalInquiry;EQ)
トラ ンザ ク シ ョン フ ァ ンク シ ョンの1つ.計 測 対象 の ア プ リケ ー シ ョンがILF
を加 工す る こ とな く別 の ア プ リケー シ ョン にデ ー タ を 出力 す る処 理
手順(3)では,抽 出したファンクションを5つ の種i類に分類する.最後に手順(4)で
各 ファンクションの複雑 さを求め,複 雑 さを用いて各ファンクシ ョンを重みづけ
し,合計することで未調整FPを求めることができる.未調整FPと はユーザー機
能のみから求めたFPで あり,ユーザー機能に加えシステム的な特性を考慮 して
求めるFPを調整済みFPと呼ぶ[20].ファンクシ ョンの複雑 さは,デ ータの要素
数 とレコー ドの種類数(デ ータ要素のサブグループの数)か ら決ま り,「単純」,
「普通」,「複雑」の3段 階で表現される.表2.1から表2.3にファンクションタイ
プ別のファンクションの複雑 さの判定基準を示す.ま た,各 ファンクションの重
みを表2.4に示す.ソ フ トウェアの規模 を表す他の手法 として,ソ ースコー ド行
数があるが,ソ ースコー ド行数は開発技術者のコーディングスキルや開発言語の
種類の違いに影響を受けてしま うとい うデメ リッ トがある[36].FP法は機能数か
らソフ トウェアの規模を測る手法であるため,ソ ースコー ド行数に比べソフ トウ
ェアの規模を測る上で外的な影響を受けにくい手法であると言える.
未調整FPは ソフ トウェアの規模を表す値であるため,ソ フ トウェアの開発工
数へ変換す ることで工数 を予測す ることができる[20].また,未 調整FPは,
COCOMOII[2]や線形重回帰[24]などの工数予測手法のパ ラメーター として用い
られることも多い.
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表2.lILFとEIFの複雑さの判定基準
レコー ド
種 類 数
データ要素数
1～19 20～50 51～
0.1 単純 単純 普通
2～5 単純 普通 複雑
6～ 普通 複雑 複雑
表2.2EIの複雑さの判定基準
レコー ド
種 類 数
データ要素数
1～4 5～15 16～
α1 単純 単純 普通
2 単純 普通 複雑
3～ 普通 複雑 複雑
表2.3EOとEQの複雑さの判定基準
レ コー ド
種 類 数
データ要棄数
1～5 6～19 20～
0.1 単純 単純 普通
2.3 単純 普通 複雑
4～ 普通 複雑 複雑
表2.4ファンクションタイプ別の重み
フ ァン ク シ ョ ン
タ イ プ
複雑度
単純 普通 複雑
ILF 7 10 15
EIF 5 7 10
EI 3 4 6
EO 4 5 7
EQ 3 4 6
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2.1.2COCOMOI【
COCOMOII[2]とは,1997年にBoehmらによって提案 された工数予測手法であ
る.COCOMOI工はソフ トウェアの規模な どか ら工数を求める手法であり,未調整
FPを用いて工数を求めることができる.ま た,COCOMOIIには3つ の予測モデ
ルがあ り,予測に用いるモデルは予測を行 う時点での開発プロジェク トの進度に
よって決定する.本 論文では3つ のモデルの中で最 も適用分野が広い初期設計モ
デルを紹介す る[20].初期設計モデルはシステム構造が明確 になっていない毅階
における見積 もりを行 うモデルである.初 期設計モデルを(2.1)式に示す.
Eニ2.45sBc (2.1)
た だ し,
E:開 発 工 数(人 月)
S:1000ステ ップ 単 位 の ソー ス コー ド行 数(KSLOC)
B:ス ケ ー ル フ ァ ク タ ・一一・
C:コ ス ト係 数
である.Sはソースコ一ー・一・ド行数 を用い るこ とがで きるが,未調整FPを ソースコー
ド行数に変換 して用いることができる.未 調整FPか らソースコー ド行数への変
換は,開発言語によって異なる係数が定められている.Bは プロジェク トの生産
性 に与える要因か ら求められる係数である.表25の 「B:スケールファクター」
の5項 目をそれぞれ6毅 階で評価 し,そ の評価に応 じてBの 値が決定す る.Cは
プロジェク トのコス トに影響を与える要因か ら求められる係数である.Cの 値は
表2.5の 「C=コス ト係数」の7項 目を7毅 階で評価 された結果に基づいて決ま
る.
COCOMOIIはスケールファクターやコス ト係数を計算に用いることで,ソフ ト
ウェアの規模だけでなく,開発チームの能力などの定性的なプロジェク ト特性 を
予測に反映させ ることができる.し か し,ス ケール ファクター とコス ト係数は定
性的なプロジェク ト特性を人の判断によって定量的なデータに変換するため,や
や厳密性に欠けるとい う問題点がある.
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表2,Sスケールファクターとコスト係数を決定する要因
Blス ケ ー ル フ ァ ク タ ー C=コス ト係 数
製品の先進性 製品の信頼性と複雑性
開発の柔軟性 プ ラ ッ トフォー ム の難 し さ
アーキテクチ ャ/リスクの早期解決の必要性 メ ンバ ー の能 力
チームの凝集度 ス ケ ジ ュール
プロセスの成熟度 再利用への要求
メ ンバ ー の経 験
開発環境
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2.1.3線形 重 回 帰
線形重回帰[24]とは,複 数個の説明変数 と目的変数の関係 を調べるための手法
である.線 形重回帰は目的変数 と説明変数の関係を式で表すことができるため,
線形重回帰によって求められた式は目的変数の予測式 として予測に用いることが
できる.工 数予測に用いる線形重回帰モデルを(2.2)式で示す.
γ=腐+Σ βノら+ε
ノ≡1
(2.2)
た だ し,
r:開 発 工 数(人 月)
β⑪:定 数 項
β、:回 帰 係 数(ノ=1,2,…,n)
Xy:プ ロ ジ ェ ク ト特 性(ノ=1,2,…,n)
ε:誤 差 項
η:プ ロ ジ ェ ク ト特 性 の 個 数
で あ る.線 形 重 回 帰 モ デ ル の 回 帰係 数 の 一 般 的 な推 定 方 法 と して,最 小 二 乗 法
(OrdinaryLeastSquares;OLS)があ る. に よ って推 定 され る 回帰係 数 は 予測 誤
差 の2乗 が最 小 にな る値 を とる.OLSに よ る回 帰係 数 の推 定 値 を(2.3)式で示 す.
偏一鱒 一角一ジ (2.3)
た だ し,
β:回 帰係 数 の ベ ク トル β=(fi1,J62,_,β。)
β。Ls:OLSによ る回 帰係 数 の推 定値 の ベ ク トル
㍉:プ ロ ジ ェ ク ト特 性XJの 実 測 値(∫=1,2,_,m),(ノ=1,2,_,n)
y、:開発 工 数Yの 実 測 値(i=1,2,_,m)
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βノ:回 帰 係 数(ノ=1,2,_,n)
n:プ ロ ジ ェ ク ト特性 の個 数
初:プ ロ ジェ ク トの個 数
である.
ソフ トウェア開発工数予測の分野では,線 形重回帰モデルが多 くの先行研究で
用いられている[16][21].線形重回帰による工数予測は,一一定数のプロジェク トデ
ータさえあれば予測式を構築することができる.しか し,近年のソフ トウェア と
その開発環境の多様化が進んでいるため,線 形重回帰のように1つ の予測式のみ
で多数のプロジェク トの工数を予測する手法は高い精度で予測を行 うことが難 し
くなっている.
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2.1Aハ イ ブ リッ ド回帰
ソフ トウェア 開 発 工 数 予 測 にお け るハ イ ブ リ ッ ド回 帰[16]とは,線 形 重 回 帰 に
よ り予 測 式 を構 築 す る 際 に用 い る フ ィ ッ トデ ー タ を,プ ロジ ェク トの類 似 性 に基
づ い て 選 出 す る 手 法 で あ る.予 測 プ ロ ジ ェ ク トを α,過 去 プ ロ ジ ェ ク トを
pl,p2,_,Pm.1とした 場 合 のハ イ ブ リッ ド回帰 の予 測 手順 を以 下に 示す.
(1)過去 プ ロジ ヱ ク トPl,p2,_,Pm.1の中か ら予測 プ ロ ジェ ク トaに 類 似 してい
るプ ロジ ェ ク トをe個 選 出す る.
(2)選出 され たc個 の 類似 プ ロ ジ ェ ク トを フィ ッ トデー タ と して 線 形 重 回 帰 を
行 う.
(3)得られ た予 測 式 に予 測 プ ロ ジェ ク トaの プ ロジ ェ ク ト特 性を代 入 し,予 測
工数 を算 出す る.
ここで,cは 予測プ ロジェク トaの類似プロジェク トの個数を表 している.
手順(1)において,類似プロジェク ト選出方法には様々な手法が提案 されている.
非階層型クラスタリング手法の一種であるk-means法[19]は,いくつかの先行研
究[10][17ユ[22]でハイブ リッ ド回帰に適用 されている手法である.Leandroら[8]は
工数予測における類似プロジェク ト選出方法を比較 し,EMア ル ゴリズムなどの
手法に比べ,k-means法が最も予測精度を高 くすることを示 した、
手順(2)において,ハ イブ リッド回帰は線形重回帰を用いて予測を行 うが,先行
研究で様々な回帰手法が用い られている.Nagpalら[10]は,回帰手法 として,OLS
重回帰だけでなく,スプライン回帰などを用いている.森松 ら[22]はLasso回帰を
ハイブ リッ ド回帰に適用することを提案 している.
通常の線形重回帰による予測では,基 本的に全てのプロジェク トデータを用い
て1つ の予測式を構築する.し かし,ハ イブ リッ ド回帰はプロジェク トの個別性
を考慮 し,予測プロジェク トごとに予測式を構築するため,近 年の多様化 したソ
フ トウェア開発環境に対応することができる.Nagpalら[10]はハイブ リッ ド回帰
を用いて予測を行 うことで,通 常の線形重回帰で予測を行 う場合に比べ工数の予
測精度が高 くなることを示 した.
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2.2カテ ゴ リー変数 の扱 い方
本節では,カ テゴリー変数をソフ トウェア開発工数予測に用いる場合の扱い方
についての紹介を行 う.2.2.1項では,多 くの先行研究で用いられているダミー変
数化を紹介する.2.2.2項では,角田ら[31]や戸 田ら[30]が用いているデータの層別
について紹介す る.
2.2.1ダ ミー 変 数 化
ダ ミー 変数 化[18]とは,カ テ ゴ リー 変数 を定 量 的 な 変 数 として扱 うた めに,2値
デ ー タ で表 す 処 理 で あ る.あ るカ テ ゴ リー 変数 が 乃個 の カ テ ゴ リー を持 つ とき,
そ の カ テ ゴ リー 変 数 はh-1個 の ダ ミー変tWd,,d,,_,dh.1で表す こ とが で き る.ダ ミ
ー変 数4
s(s=1,2,.一■ h-1)を(2.4)式で示 す.
4=儲朔 嚇 募 凋 離 しなレ・ (2.4)
である.こ こで,mは サンプルの個数であり,i=1,2,...,mである.
表2.6は「開発言語」 とい う 「A」,「B」,「C」とい う3つ のカテゴリーを持つ
カテゴリー変数をダミー変数化 した場合の例を表 している.表2.6の例において,
開発言語のカテゴリー数 乃はhニ3であるため,2個 のダ ミー変数を作ることで開
発言語を表現することができる.また,ダ ミー変数41とd,はそれぞれ 「開発言語
がAで あるか どうか」及び 「開発言語がBで あるか どうか」を表 している.
このように,ダ ミー変数化 を用いることでカテ ゴリー変数を量的変数 と同様に
扱 うことができるため,カ テゴリー変数が非常に多いプロジェク トデータの分析
に広 く用いられている.例 えば,角 田ら[35]は線形重回帰モデルの説明変数 とし
て,カ テゴリー変数である 「開発言語」,「プラッ トフォーム」,「開発種別」をダ
ミー変数化 して用いている.肖 ら[37]はハイブ リッ ド回帰にカテ ゴリー変数であ
る 「開発言語」をダミー変数化 して用いている.
しか し,カ テゴ リー変数をダ ミー変数化す ると回帰に用いる説明変数の数は過
剰に増 えて しま う.線形重回帰には,説 明変数の個数を上回るサンプル数を用い
る必要があるため[27],全てのカテゴリー変数をダ ミー変数化 して線形重回帰に
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用いることは困難な場合がある.Lokanら[8]はカテゴリー変数である 「開発言語
種別」,「開発種別」,「プラッ トフォーム」を用いて線形重回帰による工数予測を
行っているが,「業種種別」などのカテゴリー数 が多いカテゴリー変数に関しては,
ダ ミー変数の数が多くな りすぎることから実験か ら除外 している.こ のように,
先行研究で一般的にカテ ゴリー変数を用いた予測が提案 されているものの,用 い
るべきカテゴリー変数の種類や個数に関しての議論は行われていない,
表2.6ダミー 変数 化の例
開発言語 4」 42
A 1 0
B 0 1
C 0 o
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22.2デ ー タ の層 別
データの層別[31]とは,あ るカテ ゴリー変数に基づいてデータのグループ分け
を行 うことである.例 えば,「A」,「B」,「C」の3つ のカテゴリーを持つ 「開発言
語」 とい うカテゴリー変数に基づいて層別する場合,開 発言語が同じであるプロ
ジェク トデータだけを集めた 「データセ ッ トA」,「データセ ッ トB」,「データセ
ッ トC」を作成する.作 成された3つ のデータセ ットのサンプル数はそれぞれ,
鞠,怖 溜,とする.従来の工数予測では,層別を行った後に予測プロジェク トαと
同 じカテ ゴリーを持っプロジェク トデータのみを用いて線形重回帰を行 うことで
予測プロジェク トαの予測式を構築することが多い.予 測プロジェク トαの開発
言語がrA」 の場合,「データセ ットA」に記録 されている予測プロジェク トa以
外のmA-・・1個のプロジェク トデータをフィッ トデータとして線形重回帰を行 う.
角田ら[31]はデータの層別を用いた線形重回帰による工数予測において,ど の
変数を用いて層別をするべきなのかを検討 した.角 田らはプロジェク ト特性の中
で生産性 と関連の強い変数を用いてデータを層別することを提案 した.9個 のカ
テゴリー変数 と10個 の定量的な変数の中から生産性に強 く影響 を及ぼす変数 と
して,「規摸あたり要員数」を選び出し,3つのカテゴリーを持つカテゴリー変数
に変換 して層別に用いた.そ の結果,変 換後の 「規模あた り要員数」でデータの
層別を行ってから線形回帰を行 うことで,層 別 を行わない場合に比べ予測精度が
向上することを示 した.
戸田ら[30ユは複数のパ ターンで層別を行い,そ の後作成 した予測式の中で適合
度の高い予測式を用いて予測を行 う手法を提案 した.例 えば,予 測に用いるデー
タにカテゴリー変数 として 「開発言語」と 「業種」が含まれていた場合,「開発言
語」のみで層別をした場合,「業種」のみで層別 した場合,「開発言語」と 「業種」
の両方を用いて層別をした場合でそれぞれ予測式を作成す る.次 に,作 成 した3
つの予測式の中で調整済み決定係数が高い予測式を選び,そ の予測式で予測を行
う.戸 田らの提案手法 と層別をしない線形回帰による予測を比較 した結果,戸 田
らの提案手法の予測精度が高くなることを示 した.
このように,カ テゴ リー変数によってデータの層別を行 う手法は,予 測に用い
るプロジェク トデ・一タを厳選することができるため,層別を行わない手法に比べ,
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工数予測の精度が高まる傾向にある.し か し,ど の変数をどれだけ用いて層別を
すればいいのかを一意に決めることは難 しい上に,近 年のソフ トウェア開発プロ
ジェク トデータは記録 されているカテゴリー変数の種類も非常に多 く,多 量のカ
テゴリー変数を層別に用いると,予 測に用いるサンプル数が不足 してしま うリス
クが高い.よ って,デ ータの層別を行 う手法は必ず しも扱いやすい手法であると
は言えない.
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第3章 数量化皿類を用いたハイブ リッド回帰
本章では,数 量化皿類を適用することで,データの層別やダミー変数化を用い
た従来手法のデメリットを解消しつつ,カテゴリー変数を最大限に活用したソフ
トウェア開発工数予測手法を提案する.提案手法の予測手順を以下に示す.
(1)数量化皿類によるカテゴリー変数の処理
(2)ハイブリッド回帰を用いた予測式の構築
(3)予測工数の算出
具体的には,ま ず予測手順(1)においてカテゴリー変数に数量化皿類を適用し,
合成変数を作成する.次に,予測手順(2)において,ハ イブ リッド回帰を用いて工
数の予測式を構築する,最後に予測手順(3)において予測プロジェク トの変数を予
測式に代入することで予測工数を算出する.本章では,3.1節で提案手法に適用す
る数量化皿類の紹介を行 う,3.2節では提案手法のべ一スとなる予測手法である
ハイブリッド回帰の詳細を紹介する.
3.1数量化皿類の適用
予測手順(1)で数量化皿類を用いて合成変数を作成 し,カテゴリー変数を量的
なデータに変換する.数 量化皿類[15]とは,カ テゴリーとサンプルの類似の該当
パターンを集めることで,カテゴリーとサンプルの両方を同時に分類する成分分
析的なカテゴリーデータ解析法である.数量化皿類をカテゴリー変数に適用する
ことで,量 的変数に対する主成分分析と同様に,多 くの変数で表現 されているデ
ータを少量の合成変数で表すことができる.数量化皿類ではサンプル とカテゴリ
ーの相関係数Rを 最大化するAとBの 固有ベク トルaとbを求める.サンプルとカ
テゴリーの相関係数Rを(3,1)式に示す.
'αIDゐ
R=
伽 の渥('醐%
(3.1)
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た だ し,
D:デ ー タ行 列
A:サ ン プル 反 応 数(あ る サ ンプ ル が 該 当 した カ テ ゴ リー の個 数)を 対 角 成 分
と した対 角 行 列
B:カ テ ゴ リー 反 応 数(あ るサ ンプ ル に該 当 した カ テ ゴ リー の 個 数)を 対 角 成
分 と した対 角 行 列
π:サ ン プル ス コ ア
む:カ テ ゴ リー ス コ ア
で あ る,こ こで,i(iニ1,2,_m)IS目の サ ンプ ル の カテ ゴ リ ・ー-e(eニ1,2,..1)の値 をd,,
と した 場 合 の デ ー タ行 列pを(3.2)式に示 す.
?
?
?
?
?
?
」?
?
?
?
??
?
?
?
?
?
…
?
?
?
?
、
?
?
?
?
ー
?
?
た だ し,
ら一儲 朔 仁醐 認 仁呈に護導雛 い
で あ る,ま た,AとBを それ ぞ れ(3.4)式と(3.5)式に 示 す.
?
?
?
?
?
?
?
?
?
?
?
…
?
?
?
?
…
?
ー
?
?
?
?
(3.2)
(3.3)
(3.4)
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ー?
?
…
?
?
?
…
?
?
?
??
?
ー
??
?
?
?
?
(35)
カテゴリースコアbからは合成変数を求めることができる.相 関係数Rは その合
成変数のデータの説明力を表すため,相関係数Rが 大きい合成変数ほど重要な合
成変数であると言える[28].
本研究では,数 量化皿類を用いて複数の合成変数を作成し,その中から相関係
数Rが 大きい値をとる合成変数を工数予測に用いることとする.相関係数Rが 大
きい値をとる一部の合成変数のみを用いることで説明変数の個数を減らしつつ,
多量のカテゴリー変数が持つ情報を予測に反映させることができる.そ のため,
数量化皿類を工数予測に適用することで,ダ ミー変数化やデータの層別を用いる
場合に生じるデメリットを解消することができる,工数予測の精度及び汎用性が
高くなると考えられる.
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3.2ハイブ リッ ド回帰の適用
予測手順(2)でハイブリッド回帰を用いることで,プロジェク トの類似性を考慮
したうえで線形重回帰によって予測式を作成する.ハイブリッド回帰は予測式を
構築する際に用いるフィットデータを厳選するため,通常の線形重回帰に比べ少
ないサンプル数で予測式を構築することになる.そ のため,場合によってはサン
プル数と説明変数の個数の関係で予測値が算出できない場合がある[16].このよ
うなハイブリッド回帰の特性は説明変数の個数を減らすことができる数量化皿類
と相性が良いと考えられるため,本研究ではハイブリッド回帰に数量化皿類を適
用することを提案手法とする,
3.2.1類似 プ ロジ ェク ト選 出方 法
本研 究 で は ハ イ ブ リッ ド回帰 にお け る類 似 プ ロ ジ ェ ク ト選 出 方 法 と して,
fixed-k法[34]とk-means法[19]を用い る.fixed-k法とは,予 測 プ ロジェ ク トと過
去のプ ロジ ェク トのユー ク リッ ド距離 を計算 し,最 も距離 の近 い任意 の個 数 のプ
ロジェ ク トを予測 プ ロジ ェク トとす る手法 で あ る.予 測 プ ロジェ ク ト・と過去 プ
ロジェ ク トpの ユ ー ク リッ ド距離ED砂を(3.6)式に示す.
ED.=Σ: .、(xb,一一xL」)2 (3.6)
た だ し,
xa,:正規 化 され た予測 プ ロジ ェク トaのプ ロジ ェク ト特 性ノ(ノ=1,2,_,n)の値
惰:正 規 化 され た過去 プ ロジェ ク トρの プ ロジェ ク ト特 性ノ(ノ司②_④ の値
η:プロジ ェク ト特 性 の個数
であ る.ま た,複 数 の変数 を用 いてユー ク リッ ド距離 を計算す る場合,全 て の変
数 の値 域 をそ ろえ る必要 があ るため,本研 究で はNormalize法[33]を用 い て変数 の
正 規化 を行 った.Normalize法を(3.7)式に示す,
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Xu-min¢、)
xllニ
max㊨ 一min㊥ (3.7)
た だ し,
Xv:プロ ジ ェ ク トi(i=1,2,...,m)のプ ロ ジ ェ ク ト特 性 ノ(∫司,乳…,n)の値
鴎:正 規 化 され た エ、ノ
max¢、):プロ ジ ェ ク ト特 性 ノの 最 大 値
mi雌J):プロジ ェ ク ト特性 ノの 最 小 値
砿 プ ロ ジ ェ ク トの 個 数
η:プ ロ ジ ェ ク ト特 性 の個 数
で あ る.No㎜alize法を用 い るこ とで,全 て のx,、の値 域 を0≦xu≦1に揃 え るこ とが
で きる.k-means法な どの クラスタ リング手 法 は クラス タ数 を指定す る ことがで
き るが,類 似 プ ロジェ ク トの個数 自体を指定す る ことがで きな い.そ れ に対 して
fixed-k法は類 似 プ ロジェ ク トの個 数 を直接 的 に指 定す る こ とがで きる.
k-means法とは非 階層型 クラス タ リング手法 の1つ で あ り,デ ー タを任 意 のク
ラスタ数 に分割す る こ とがで きる.本 研 究 で用い るk-means法の手 順 を以下 に示
す.
① デ ー タの 中か らラン ダムに 此個 のプ ロジ ェ ク トを選 出 し,そ れ らをク ラス
タの核 とす る.
② 全 て のデ ー タ と全 ての核 とのユ ー ク リッ ド距離 を計算 す る.
③ 全 て のデー タをそれ ぞれ最 も距 離の近 い核 に分類 し,ク ラスタ を形 成す る.
④ 各 ク ラス タの重心 を計 算 し,そ の重心 をク ラス タの新 た な核 とす る,
⑤ ② か ら④ までの手順 を核 の位 置が変化 しな くな るまで繰 り返す.
⑥ 予測 プ ロジェ ク トαと同 じクラス タに含 まれ るデー タを予測 プ ロジェ ク ト
σの類 似プ ロジ ェク トとす る.
k-means法の問題 点 として,手 順 ① におい て,初 期 の核 を ランダム に選 出す る
た め,ク ラス タ リン グ結 果が初期 値 に依 存 して しま うとい う問題 があ る[26].本
研 究 では この問題 点 に対 処す るため,手順 ① か ら手順⑤ まで を10000回繰 り返 し,
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作成 した全てのクラスタの郡内平方和を合計した値が最小となるクラスタリング
結果を採用 した.全 てのクラスタの郡内平方和の合計Kを(3.8)式に示す.
????
??
??
?
?
(3.8)
た だ し,
xl:プ ロ ジ ェ ク トiの プ ロ ジ ェ ク ト特 性 の ベ ク トルxlニ(xlpXl2,_,xp
V,:ク ラ ス タg(g=1,2,_,k)の核
κ:ク ラ ス タ 数
で あ る.κ が最小 とな るク ラス タ リング結果 を採 用す る こ とで,最 適 な ク ラス タ
リン グ結果 を得 るこ とが でき る,
32.2回帰手 法
本研究ではハイブリッド回帰に用いる回帰手法としてステップワイズ回帰を用
いる.ステップワイズ回帰とは,Stepwise法[25]で変数選択 を行った上で回帰を行
う手法である,重回帰分析に用いられる説明変数同士は相関関係にあることが多
い.互 いに強い相関を持つ説明変数を用いて回帰係数の推定を行 うと多重共線性
が生じ,推定精度が不安定になってしまう.OLSを用いて回帰係数の推定を行 う
場合,多重共線性に対処する方法としては説明変数の変数選択をすることが一般
的である.以上のことから,本研究では回帰手法としてステップワイズ回帰を用
いる.
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第4章 評価
本章では提案手法 と従来手法の予測精度の差を比較 し,提案手法を評価するた
めに数値実験を行 う.評価計算には統計 ソフ トR3.2.0を用いた.な お,比 較対象
は,ダ ミー変数化を用いたハイブ リッド回帰及びデータの層別を用いた線形重回
帰 とす る.
4.1節では実験の手順や用いるデータセ ッ トなどの実験条件を紹介 し,4.2節で
は数量化皿類を適用すること及びハイブ リッド回帰において類似プロジェク トを
選出することの妥当性を検証するための予備実験を行 う.4.3節では数量化皿類
を用いて作成 した合成変数を示 し,4.4節では提案手法 と従来手法の工数予測の
結果を示す.
4.1実験条件
本節では4⊥1項 で実験に用いるデータセ ットの詳細を紹介する.4.1.2項では
実験の手順を紹介 し,4.1.3項では手法の予測精度を評価するための指標を紹介す
る.
4.1.1デー タ セ ッ ト
実 験 に は プnジ ェ ク トデ ー タ の 収 集 を行 う非 営 利 団 体 で あ るISBSG(The
InternationalSoftwareBench-MarkmgStandardsGroup)[4]が収 集 して い るデs-一一Lタセ ッ
トを用 い る.ISBSGのデ ー タセ ッ トは 多 くの先 行 研 究[81[30]で用 い られ てい る.
本 実験 で用 い るISBSGRelease2016RL1にはISBSGが2016年 ま で に収 集 した
7518件の プ ロジ ェ ク トデ ー タが記 録 され てお り,32か 国 の様 々 な企 業 か ら収集
され た企 業横 断 的 なデ ー タセ ッ トで あ る.ま た,本 デ ー タセ ッ トに は263個の プ
ロジ ェ ク ト特 性 が記 録 され て い るが,そ の 内164個 が カテ ゴ リー 変 数 で あ る.
まず,実 験 に用 い るプ ロジ ェ ク ト特 性 の 選 定 を行 っ た.表4.1に 本 実 験 に用 い
るプ ロジ ェ ク ト特 性 を示す.工 数 以 外 の プ ロジ ェ ク ト特性 は,全 て 開 発 プ ロセ ス
に お け る外 部 設 計 終 了時 に決 定 して い る変 数 で あ る.こ れ は,本 研 究 で は工数 予
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測を外部設計終了時に行 うことを想定 しているためである.次 に,Lokanら[8]の
条件に従い実験に用いるサンプルの選定を行 った.条 件は以下の通 りである.
(1)FP計測 方 法 「Countapproach」が 「IFPUG4」で あ る こ と.
(2)工数 算 出 方 法 「Recordingmethod」が 「Staffhours(Recorded)」な ど記 録 され
た も の で あ る こ と.
(3)デー タ の信 頼 性 「Dataqualityrating」及 びFPの 信 頼 性 「UFPrating」がAも
し く はB(信 頼 性 が 高 い)で あ る こ と.
(4)工数 の 計 測 対 象 「Resourcelevel」が1(開 発 チ ー ム の 工 数 の み)で あ る こ と.
(5)プ ロ ジ ェ ク ト特 性 が 無 欠 損 で あ る こ と.
表4,1実験に用いるプロジェクト特性一覧
プ ロジェク ト特性1種 類 カテ ゴ リー数 備考
未調整FP 量的変数 ・ ソフ トウェアの規模 を表す.
開発言語種別 カテゴ リー変数 3
3GL,4GLなど開発 に用い た言語の大
別.
業種 カテゴ リー変数 8
金融,通 信 な ど開発す るソフ トウェアが
実装 される組織 の業種.
開発種別 カテ ゴリー変数 2 新規開発,再 開発 な ど開発の形態.
プラ ッ トフォー ム カテ ゴリー変数 5
メ イ ン フ レ ー ム,PCな ど 開 発 に 用 い た
コ ン ピ ュ ー タ ー.
アーキテクチャ カテ ゴ リー変数 5
ス タ ン ドア ロ ン,ク ラ イ ア ン トサ ー バ ー
な ど ソ フ トウ ェ ア の 構 造.
アプ リケーシ ョングループ カテ ゴ リー変数 3 ビジネス向けな どソフ トウェアの用途,
ウ ォ ー タ ー フ ォ ー ル カテ ゴ リー変数 2 開発 手ll頂が ウォーターフォール型か ど うか.
ア ジヤイル カテゴ リー変数 2 アジャイル開発であ るか どうか.
JAD(Jointappl酷ationd¢sig皿)カテ ゴ リー変数 2 JAD開発であるか どうか.
RAD(Rapidapphcationde鴨lopment)カテ ゴ リー変数 2 RAD開発で あるか どうか.
MFT(Multi且mctbnalteam) カテゴ リー変数 2 MFTであるか ど うか.
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上 記 の条 件 を適 用 した結 果,543件のプ ロ ジェ ク トデ ー タが選 出 され た.さ らに,
表4.1のカ テ ゴ リー変 数 に関 して,Rodriguezら[13]を参 考 に し,カ テ ゴ リー の 中
で,あ るカ テ ゴ リー を持 つ プ ロジ ェ ク ト数 が全 体 の プ ロジ ェ ク ト数 の1%に 未 満
で あ る場 合,そ の カテ ゴ リー を持 つ プ ロ ジェ ク トを実 験 か ら除外 した.例 えば,
カ テ ゴ リー変 数 「業 画 の カ テ ゴ リー 「医療 」 につ いて,該 当す るプ ロジ ェ ク ト
数 が543件 中2件 で あ った た め,カ テ ゴ リー 「医療 」を実 験 か ら除外 す る(表4,1
の カ テ ゴ リー数 は この処 理 を行 っ た後 の数 で あ る).その結 果,510件 のプ ロジ ェ
ク トが選 出 され た た め,本 実験 で は この510件 の プ ロジ ェ ク トデ ー タ を用 いて 実
験 を行 った.
ISBSGRelease2016Rl.1は前 述 の通 り,記 録 され て い る プ ロジ ェ ク ト数 と変 数
の個 数 が非 常 に多 い.例 えば,複数 の先 行 研 究[21][37]で用 い られ て い るDeshamais
デ ー タセ ッ ト[12]に記録 され て い るプ ロジ ェク ト数 は81件 で あ り,変 数 の 個数 も
10個で あ る.ま た,ISBSGRelease2016Rl.1が2016年ま で の プ ロジ ェ ク トデ ー
タ を記 録 して い る の に対 し,Deshamaisデー タに は1989年ま で の プ ロジ ェ ク トデ
ー タの み が記 録 され てお り,ISBSGRelease2016Rl.1のデ ー タセ ッ トは近 年 の ソ
フ トウ ェア の 開発 環 境 を反 映 して い る と言 え る.本 研 究 で は近 年 の 多様 化 した ソ
フ トウ ェア 開発 環 境 を想 定 して い るた め,近 年 の プ ロジ ェ ク トデ ー タを用 い る必
要 が あ る.以 上 の よ うな理 由か ら,本 実験 で はデ ー タセ ッ トと してISBSGRelease
2016R1.1を用 い る.
4.1.2実験 手 順
実験は リーブワンアウ トクロスバ リデーション[6]に基づいて行 う.本実験の手
順を以下に示す.
(1)全プ ロジ ェ ク トデ ー タm件 の 内,1件 を予 測 プ ロ ジ ェ ク トaと し,残 りの
m-1件 の プ ロジ ェ ク トを過 去 プ ロ ジェ ク トp={Pi.p2,_,Pm-1}とす る.
(2)提案 手 法 ま た は従 来 手 法 を用 い て 予 測 プ ロジ ェ ク トaの 工数 を予 測 す る.
(3)手順(1)及び 手順(2)をa=1,2,_,mに対 して 行 い,予 測 工数 ♪a(a=1,2,..,m)
を算 出 す る.
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4.1.3評価 指 標
本 研 究 で は,予 測 手 法 の 工数 予 測 の精 度 を評 価 す る指標 として,予 測値 と実測
値 の絶 対 誤 差 で あ るAE(AbsoluteError)と絶 対 誤 差 の平 均 値 で あ るMAE(Mean
ofAbsoluteError)を用 い る.AEとMAEを そ れ ぞ れ(4,1)式と(4.2)式に示 す.
AEIニlyt一夕,1 (4.1)
A・L4E-li$lly,一.Ji>,
mt=1
(4.2)
た だ し,
AEi:i(i=1,2,_,m)番目のプ ロ ジェ ク トの 予 測 工数 と実 測 工数 の絶 対 誤 差
ア,:ガ番 目の プ ロ ジ ェク トの 実 測工 数
P、1播 目の プ ロジ ェ ク トの予 測 工数
m:プ ロジ ェ ク ト数
で あ る.
ソフ トウェ ア工 数 予測 の 分野 で は,MAE以 外 の評 価 指 標 と して予 測 工数 と実
測 工数 の相 対誤 差 で あ るMRE(MagnitudeofRelativeError)などが広 く用 い られ て
きた.ゴ 番 目の プ ロジ ェ ク トのMREを(4.3)式に示 す.
AEMRE
ニニニL
'
ア,
(4.3)
(4,3)式に示 す よ うに,MREは 絶対 誤 差 を実測 値 で割 る こ とで求 め るが,こ れ に よ
り過 大 予 測 と過 小 予 測 に対 して ア ンバ ラ ン ス な評 価 を 引 き起 こす[ll].例えば,
y,ニ1000に対 してP,ニ10の場 合 、田 ～E,=0.99とな るが,ytニ10に対 して ♪,=1000
の場 合MRE、ニ99とな る.2つ の場 合 にお い て,共 にAE、=990であ る に も関 わ ら
ずMREを 用 い る こ とで過 大予 測 に厳 し く評 価 を して しま う.
Shepperdら[14]は過 大 予測 と過 小 予 測 に 対 す るア ンバ ラ ンス な評 価 を避 け る こ
とが で き る評 価 指 標 と して,SA(StandardizedAccuracy)を提 案 した.SAを(4,4)式
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に 示 す.
SA=〔1一舞}1・ ・ (4.4)
た だ し,
城=誰 雲1凧1 (4,5)
である.ここで,lt,L4Ep。は工数予測値♪tにノ(≠i)番目のプロジェク トの実測工数ア」
をランダムに割 り当てた場合の絶対誤差平均である.また,A`L4Ep。は1000回計算
し,その平均をとることが推奨 されている[7].通常,2つ の異なるデータセ ッ ト
「データセ ッ トA」と 「データセッ トB」で予測実験を行った場合,「データセ ッ
トA」 と 「データセ ッ トB」にそれぞれ記録 されている実測工数は値の大きさが
異なるため,データセ ッ トAのMAEと データセ ッ トBのMAEは 比較できない.
しか し,M14Ep。を用いてMAEを 割ることで,MAEの 値をスケー リングすること
ができるため,SAを 評価指標に用いることで異なるデータセ ッ トでの実験結果
とも比較す ることができる.
ただ し,本 実験では単一のデータセ ッ トを用いるため,SAを 用いて評価を行
うことはMAEを 用いて評価 していることと同等である.以 上のことから,本 実
験ではMAEを 評価指標に用いる.ただ し,SAは本研究 と他の ソフ トウェア開発
工数予測に関する研究の比較を行 うにあたって参考になる指標であるため,本 実
験の全予測結果のSAを 付録に掲載する.
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4.2予備実験
本研究では提案手法 として,数 量化m類 とハイブ リッ ド回帰を用いることが妥
当かどうかを検証するために予備実験を行った.本 節ではその予備実験の結果 を
考察する.
4、2.1カテ ゴ リー 変数 間 の相 関 関係 につ い て
数量化皿類や主成分分析などの手法は,互 いに相関のある変数について観測 さ
れた多次元データの持つ情報をできるだけ失 うことなく,元 の変数の線形結合で
表 される合成変数へ要約するための手法である[19].そのため,表4.1に示 した11
個のカテゴリー変数に数量化皿類を適用するにあたって,こ れ らのカテ ゴリー変
数に相関関係 があるかどうかを確認する必要がある.そのため,本研究では11個
のカテゴリー変数間の相関関係 をクロス集計とクラメールの連関係数を用いて確
認する[27].
表4.2クロス集計表の例
カテ ゴリー変数Bの カテ ゴ リーg
カテ ゴ リー変数A
のカテゴ リー ρ
1 2 祝 合計
1 Ol1 Ol2 Oh、
躍
ΣOl,
哩≡1
2 021 022 021、
鉗
Σo、,
召=1
…
r 0月 0.2 0汽、
醒
Σo,,
7=1
合計
声
Σo,、
ρ冨1
'
Σo,、
ρ=1
r
Σo,,
ρ=1
辮
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ク ロス集 計 とは,複 数 の変 数 を掛 け合 わせ て集 計す る こ とで 変数 間 の 関係 を 調
べ る方 法 で あ る.表4.2にr個 の カ テ ゴ リー を持 つ カ テ ゴ リー変 数Aとu個 の カ
テ ゴ リー を持 つ カ テ ゴ リー変 数Bの ク ロス集 計 表 を示 す.こ こで,O.は カ テ ゴ
リー 変数Aの カテ ゴ リーp(p=1,2,_,r)に該 当 し,か つ カ テ ゴ リー 変 数Bの カ テ
ゴ リーg(q=1,2,...,u)に該 当す るサ ンプ ル の個 数 で あ る、また,サ ンプ ル 数 をmと
す る.
ク ラメ ー ル の連 関係 数 とは,2つ の カテ ゴ リー 変 数 間 の 相 関 関係 を測 る係 数 で
あ る.2つ の カテ ゴ リー 変 数 「カテ ゴ リー変 数A」 と 「カ テ ゴ リー 変 数B」 の ク ラ
メー ル の 連 関係 数7を(4.6)式に示す.
v=
?
m×mm(r-1,u-1)
(4.6)
た だ し,
X2:「カ テ ゴ リー 変 数A」 と 「カテ ゴ リー変 数B」 の カイ ニ 乗 値
溺:サ ンプ ル数
r:カ テ ゴ リー 変 数Aの カ テ ゴ リー数
u:カ テ ゴ リー 変数Bの カテ ゴ リー 数
で あ る.ま た,カ テ ゴ リー変 数Aと カテ ゴ リー 変 数Bの カ イ ニ乗 値 を(4.7)式に示
す.
?
?
?
?
?
?
ru(o.-E.)2
Ep9
(4.7)
こ こ で,Epaを(4・8)式に 示 す ・
じ お
]£O.,ΣO,.
E=v=1==1四 溺
(4.8)
カイニ乗値は観測度:kO.と期待度数E解のかい離を表 している.クラメールの連
関係数は0≦V≦1の値をとり,1に近いほど2つ のカテ ゴリー変数の相関が強い
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こ とを示 す.一 般 的 に,V≧0.25の場 合2つ の 変数 問 に相 関 が あ る とみ な され る
[27],
表4.3に各 カ テ ゴ リー変 数 同士 の ク ラ メー ル の連 関係 数 の一 覧 を示 す 、 黄 色 の
セ ル はV≧0.25の場 合 で あ り,2つ の カ テ ゴ リー変 数 が相 関 関係 に あ る こ とを示
す.例 えば,「業 種」 と 「開発 種 別 」の連 関係 数 はV=0.643であ り,v≧0.25を満
た して い る こ とか ら,「業 種 」 と 「開発 種 別 」 は相 関 関係 に あ る こ とが わ か る.表
4.3から,ほ とん どの カ テ ゴ リー 変数 問 に相 関 関係 が あ る こ とが わ か る.特 に 「プ
ラ ッ トフォー ム」は全 て の カテ ゴ リー変 数 と相 関 関係 に あ り,「プ ラ ッ トフ ォー ム」
と 「ウォー ター フ ォー ル 」 の連 関係 数 はO.836と非 常 に高 い値 を とっ た.逆 に,
「ア プ リケ ー シ ョン グル ー プ 」は他 の カテ ゴ リー 変 数 との相 関 が弱 く,「開発 言 語
種 別 」 との連 関係 数 はO.053とな った.
表4.3各カテゴリー 変数間の連 関係数
業種 ア フ リ ケ ・一シ ョン グ ル ー プ 開発種別
プ ラ ッ トフォー
ム 開発言語種別 ア ジヤイ ル
業種
一_㌔ 一一一__㌔ 一～ 0,198 o,643 0423 0,332 ⑪,665
ア プ リケー シ ョングルー プ 0.19呂
一 一一 一　＼ 0,216 0267 0⑪53 ⑪.o銘
開発種別 O,643 0216
㌔＼ o,439 o,396 0237
プ ラ ッ トフォー ム o,423 O,267 o,439
一～ ＼ 0,726 O,704
開発言語種別 o,332 ⑪,053 ⑪,396 α726
一㌔ 瓦 　～ 0,703
ア ジ ヤイル O,665 oo呂呂 ⑪.2き7 o,7〔}4 o,703
一＼
JAD o,463 0165 o,135 O,597 α129 o,⑪39
RAD 0336 o.27呂 O,367 0,68呂 OI1菖6 o,⑪47
ウオ ー タ ー フ オ ー ル O,493 o,291 O,376 0,836 α321 o,363
囲 O,470 O,168 0,031 α529 α⑪24 o,032
アー キテ クチ ャ 0β75 O,452 α468 05ヨ4 0567 O,497
JAD RAD
ウ ォ ー タ ー
フ オ ー ル
MFT アー キテ ク チ ャ
業種 o,463 o,336 o,493 O,470 o,375
アプ リケ ー シ ョングル ープ o」65 0278 o,291 O.16呂 0452
開発種別 o.B5 o,367 o,376 ⑪,031 O.46呂
プ ラ ッ トフ ォー ム o,597 o.6呂8 O.呂36 Oj29 0,534
開発言語種別 O,129 01呂6 o,321 0,024 0567
ア ジヤイ ル O,039 0,047 o,363 0,⑪32 α497
JAD
一＼
＼ 0,366 0,594 O,236 α397
RAD O,366
、 一一 _　 一、一、 、 O,709 0」86 α475
ウ ォ ー タ ー フ ォ ー ル 0594 0,709
一＼ 0,375 O、6呂8
MFT 0、2き6 0,186 0,375
一 一＼ o.3呂8
アー キテ クチ ャ 0397 0,475 0,688 o.3呂
一 　 一一一 一__　 、 ～
※ 黄色のセルは相関あり(連関係数が0.25以上)
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表4.4に 「プ ラ ッ トフォー ム」 と 「ウニォ一ー・一ター フ ォー ル 」 の ク ロス集 計 表 を
示 す.表4.4に お い て,ウ ォー ター フ ォー ル型 開発 の プ ロジ ェ ク トの 内,95.8%
(431件中413件)の プ ロジ ェ ク トが マル チ プ ラ ッ トフd-一一ム を用 い て い るの に
対 し,ウ ォー ター フォ ー ル型 開発 で な い プ ロジ ェ ク トは,8.9%(79件中7件)の
プ ロジ ェ ク トしか マ ル チ プ ラ ッ トフ ォー ム を用 い て い な い.こ の よ うに,ウ ォ
ー ター フ ォ ール 型 開発 で あ るか ど うか に よっ て 「プ ラ ッ トフ ォー ム 」 が 大 き く
異 な る こ とか ら、連 関係 数 が 示 した通 り,「プ ラ ッ トフ ォー ム」 と 「ウォー ター
フ ォー ル 」 に は相 関 関係 が あ る こ とが分 か る.表45に 「ア プ リケ ー シ ョン グ
ル ー プ 」 と 「開発 言 語 種 別 」 の ク ロス集 計 表 を示 す.表4.5に お い て,「 アプ リ
ケー シ ョン グル ー プ」 が 「ビジネ ス」の プ ロジ ェ ク トの 内,「開発 言語 種 別 」が
「3GL」で あ るプ ロ ジ ェ ク トは58.9%(387件中228件)で あ り,「4GL」で あ る
プ ロジ ェ ク トは39.5%(387件中153件)で あ る.「 ア プ リケ ー シ ョン グル ー プ 」
が 「計算 」 のプ ロジ ェ ク トの 内,「開 発言 語 種 別 」 が 「3GL」の プ ロ ジ ェ ク トは
58.30/・(115中67件)であ り,「4GL」で あ るプ ロジ ェク トは41.7%(115件中48
件)で あ る.こ の よ うに,「ア プ リケー シ ョン グルー プ」 が異 な る場 合 で も 「開
発 言 語 種 別 」 に大 き な変 化 は な い こ とか ら,連 関係 数 が示 した 通 り 「ア プ リケ
ー シ ョン グル ー プ」 と 「開発 言 語 種 別 」 に は相 関 関係 が ない こ とが分 か る.
表4.4ウオーターフオールとプラットフオームのクロス集計表
プラットフォーム 合計一一 一副 メインフ レー ム ≒ツドレンジ マルチ PC Propd6轍y
2 413 12 0 431
}
_
一 4
14 26 7 26 6 79㎜圃_
6 510合計 18 28 420 38
表45ア プリケーショングループと關発言語種別のクロス集計表
開発言語種別 合計
アプリケーショングループ
1
3GLI4GL15GL
ビジネス 228 153 6 387
計算 67 48 0 ll5
制御L 6 2 0 8
合計1130112031611510
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連関係数の算出とクロス集計の結果,一 部 のカテゴリー変数間に相関関係が見
受けられないものの,ほ とん どのカテゴリー変数間に相関関係が見 られたことか
ら,数 量化皿類を用いてカテゴリー変数か ら合成変数 を作成す ることが妥当であ
ることが示 された.
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4.2.2類似 プ ロ ジ ェ ク ト選 出の有 効 性 につ い て
ハイブ リッ ド回帰などのプロジェク トの類似性 を考慮 した予測手法は,「プ ロ
ジェク トの特性が似ているプロジェク ト同士は工数も類似する」 とい う前提で,
類似プロジェク トの選出を行 う[34].本項では,実 際にプロジェク ト特牲 を用い
て類似プロジェク トを選出することで,工 数が似たプロジェク トを選出できてい
るのか どうかを検証する.検 証の手順を以下に示す.
(1)k-means法を用いてプロジェク トデータを2つ のクラスタにクラスタリン
グす る(片方のクラスタを 「クラスタA」 もう一方のクラスタを 「クラス
タBと す る」)
(2)ク ラスタAに 記録 されているプロジェク トの工数 とクラスタBに 記録 さ
れているプロジェク トの工数に対 してそれぞれ正規性の検定を行 う
(3)ク ラスタAに 記録 されているプロジェク トの工数 とクラスタBに 記録 さ
れているプロジェク トの工数に対 して等分散性の検定を行 う
(4)ク ラスタAに 記録 されているプロジェク トの工数 とクラスタBに 記録 さ
れているプロジェク トの工数の差の検定を行 う
手順(4)の差の検定において,パ ラメ トリック手法を用いるためには,ク ラスタA
の工数 とクラスタBの 工数に正規性及び等分散性があることを示す必要があ る
[23],よって,手 順(2)と手順(3)においてそれぞれ正規性の検定と等分散性の検定
を行 う.手1頂(1)におけるクラスタリング結果を表4.6に示す.全510件 のプロジ
ヱク トデータの内,356件がクラスタAに クラスタ リングされた.ま た,510件
のプロジェク トの工数平均値が2979.0であるのに対 して,ク ラスタBに 含まれ
るプロジェク トの工数平均値は4979.8と大きい値をとった.
表4.6クラスタリング結果
プロジェクト数 工数平均値(人月)
クラスタA 356 2113.4
クラスタB
l
l54 4979.8
全体II510129790
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表4,7に手順(2)から手順(4)において用いた検定法の一覧を示す.ま た,表4.8
に各検定結果を表すp値 を示す.表4.8において,正 規性の検定結果から,ク ラ
スタAに 記録 されている工数とクラスタBに 記録 されている工数は共に正規分
布 に従っていないことがわかる.ま た,等 分散性の検定結果から,ク ラスタAの
工数の母分散 とクラスタBの 工数の母分散は等 しくないことがわかる.各群の正
規性と等分散性が認め られない場合,差 の検定にはノンパ ラメ トリックな検定法
を用いることが一般的であるため,本実験ではクラスタAの 工数 とクラスタBの
工数の差の検定に ウィルコクソンの順位和検定[23]を用いた.ウ ィル コクソンの
1頂位和検定は2つ のデータ群が対応関係にない場合に用いられる2群 の差の検定
法である.表4.8から,差の検定のp値 が有意確率を下回っていることから,ク
ラスタAの 工数 とクラスタBの 工数に統計的に有意な差があることが認められ
た.
以上のことから,プ ロジェク トの特性 を用いて類似プロジェク トの選出を行 う
ことで工数が似たプロジェク トを選出することができることが示 された.よって,
ハイブリッ ド回帰などのプロジェク トの類似性を考慮 した手法を用いて予測を行
うことは有意であると言える.
表4.7用いた検定法一覧
1検 定法1有 意確率
正規性の検定 コルモゴロフ ・スミルノフ検 定 5%
等分散性の検定 F検定 5%
差の検定 ウィルコクソンの順位和検定 5%
表4.8検定結果
コルモゴロフ・
スミルノフρ値
F検定p値 ウィルコクソンの順位和検定 ρ値
クラスタA
一12
46×10 ・162
、2×10 0.02
クラスタB
●
-13
1.6×10
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4.3数量化皿類の適用結果
本節 で はデ ー タセ ッ トに数 量 化 皿類 を適 用 した結 果 を示 す.表4.1に 記 載 した
11個の カ テ ゴ リー変 数 に数 量化 皿類 を適 用 した.そ の結 果,24個 の カ テ ゴ リー ス
コア を得 た.24個 の カテ ゴ リー ス コア をbl,b2,_,b24とす る.合 成 変 数 と最 大化 し
た サ ンプ ル とカ テ ゴ リー の 相 関係 数Rを 図4.1に 示 す.相 関係 数Rの 最 大 値 は
0.640とな っ た.本 研 究 で は,変 数 の個数 を減 らす こ とが 目的 で あ る た め,カ テ ゴ
リー ス コアb,,b2,_,b,4の中か らい くつ か の カ テ ゴ リー ス コア を選 び 出 し,カ テ ゴ
リー ス コア か ら合 成 変 数 を求 め,予 測 実験 に用 い る こ と とす る.数 量 化 皿類 にお
い て カ テ ゴ リー ス コア を選 出す る場 合,相 関係 数Rが α3以 上 の カ テ ゴ リ・一・一一ス コ
ア を2個 も し くは3個 選 ぶ こ とが推 奨 され て い るた め[28],本実験 で は,相 関係
数 が 最 も高 い カ テ ゴ リー ス コアb、,b2,b3から求 めた合 成 変数 を 「合成 変数1」,「合
成 変 数2」,「合 成 変 数3」 と し,こ れ ら3つ の合 成 変 数 の み を予 測 実 験 に用 い る こ
とにす る.
ま た,本 研 究 で は提案 手 法 にお い て 工数 予 測 に用 い る変数 と して下 記 の3つ の
パ ター ン分 け を行 う.
09
0.8
0.7
0.6
閲o,s
数G4
0.3
02
01
biObltb=
カ テ ゴ リー ス コア
図4.1各 カテゴリー スコアと最大化 した相 関係数
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(提案A)未 調整FP,合成変数1
(提案B)未 調整FP,合成変数1,合 成変数2
(提案C)未 調整FP,合成変数1,合 成変数2,合 成変数3
以 上 の よ うに,提 案Aで は未 調整FPと 相 関係 数 が最 も高い 合 成 変数1の み を用
い て工数 を予 測す る.提 案Bで は提案Aの 変 数 に加 えて合 成 変 数2も 用 い て,提
案Cで は3つ の 合成 変 数 を全 て 用 い る.
カテ ゴ リー ス コアb,とカテ ゴ リー ス コアb,の値 を それ ぞ れ 図4.2と図4.3に示
す.カ テ ゴ リー ス コア は合 成 変 数 の重 み を表 して い るた め,各 カ テ ゴ リー のカ テ
ゴ リー ス コ ア の大 き さを比 較 す る こ とで合 成 変数 の表 す 情 報 を考 察す る こ とが で
き る.
図4.2及び 図4.3よ り,b,及びb,では共 に 「プ ラ ッ トフ ォー ム ーProprietary」,
「開発 言 語 種 別 一一5GL」,「開 発 手 法 一 ア ジ ャイ ル 」 が 大 きい値 を とっ た.プ ラ ッ
トフォー ム のProprietaryはア ジ ャイル 開発 向 けの プ ラ ッ トフ ォー ムを指 してお り,
開発 言 語 種 別 の5GLも ア ジ ャイ ル 開発 向 け の言 語 を指 してい る こ とか ら,合成 変
数1及 び 合 成 変数2は プ ロジ ェ ク トが ア ジ ャイ ル 開発 で あ るか ど うか を重 視 して
い る こ とが分 か る.以 上 の こ とか らカテ ゴ リー ス コア の大 きい カ テ ゴ リー に 関 し
ては,biとb,が類似 して い る こ とが分 か る.し か し,カ テ ゴ リー ス コア の 大 き い
カテ ゴ リー 以外 に はb,とb2に違 いが 見 られ る.図4.4はb,の値 を表 す 棒 グ ラ フ(黄
色)の上 にb,の値 を表 す棒 グ ラフ(紺 色)を重 ねた グ ラフ で あ る.図4.5に お い て,
b,とb,の値 が それ ぞ れ 一 方 が 正 の値 を とっ て お り,も う一 方 が負 の値 を と って い
るカ テ ゴ リー が多 くあ る こ とが わか る.例 え ば,カ テ ゴ リー 「プ ラ ッ トフォー ム
ー メイ ンフ レー ム」の カ テ ゴ リー ス コア はb
,が一2.95,b,が2.86とい う値 とな っ て
い る.ま た,合 成 変 数1と 合 成 変 数2の ピア ソン の積 率相 関係 数 は0.096であ っ
たた め,2っ の合 成 変数 に相 関 関係 は認 め られ なか った.以 上 の こ とか ら,合 成
変 数1と 合 成 変 数2は プ ロ ジ ェ ク トが ア ジ ャイル 開発 か ど うか を重 視 しなが らも,
そ の他 のカ テ ゴ リー に 関 して は全 く別 の情 報 を表 してい る こ とが分 か る.よ って,
提 案Aと 提 案Bで 工 数 予 測 の結 果 に差 が 生 じる こ とが想 定 され る.
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図4.5にお い て,b,では 「業 種 一銀行 」,「プ ラ ッ トフオー ム ーメ イ ン フ レー ム」,
「MFT」のカ テ ゴ リー ス コア が高 い とい うこ とが分 か る.逆 に,「業 種 一製 造 業 」
の カテ ゴ リー ス コア は最 も低 い 値 を とっ た.図4.6に 各 カテ ゴ リー に該 当す る プ
ロジ ェ ク トの 生産 性 の平 均値 を比較 した グラ フで あ る(工 数 予測 にお け るプ ロ ジ
ェク トの 生 産性 はFPを 工数 で割 った値 で 定義 され る[31]).図4.6にお い て,b,の
中で 高い ス コア を とった3つ の カテ ゴ リー に該 当す るプ ロジ ェ ク トは 生 産性 が低
く,逆 に低 い ス コア を とった カテ ゴ リー に該 当す る プ ロ ジ ェク トは生 産 性 が 高 い
こ とが わか る.ソ フ トウェア 開発 にお い て プ ロジ ェ ク トの生 産 性 が 下 が る要 因 と
して 考 え られ る1つ と して,コ ミュニ ケ ー シ ョン のオ ー バ ーヘ ッ ドが 大 きい こ と
な どが挙 げ られ る[31].b,で高 い ス コア を とっ た カ テ ゴ リー 「MFT」は 専 門知 識
の 異 な る人 員 を集 め て開発 チー ム を組 む こ とを表 してお り,MFTに よ って組 まれ
た チ ー ムで 開発 を行 うこ とで様 々 な人 とコ ミュ ニ ケー シ ョンを とる こ とに な る.
そ の た め,MFTの プ ロジ ェ ク トは コ ミュニ ケ ー シ ョンの オー バ ー ヘ ッ ドが 大 き く
な りや す い と考 え られ る.以 上 の こ とか ら,合 成 変 数3は プ ロジ ェ ク トの生 産性
の低 さ を表 して い る とい うこ とが考 え られ る.
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図4.4合 成変数1と合成変数2の カテゴリー スコアの比較
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図4.6各 カテゴリー に該 当するプロジェクトの生産性の平均値
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4.4工数予測結果
本節では,提案A,提 案B,提 案Cと 従来手法の予測精度の比較を行 う.比較
対象は,ダ ミー変数化を用いたハイブ リッド回帰及びデー・タの層別を用いた線形
回帰 とする.
4.4.1ダミー変数化を用いたハイブリッ ド回帰 との比較
図4.7及び 図4.8では 提案 手法 とダ ミー 変 数 化 を用 い たハ イ ブ リッ ド回 帰 の予
測精 度 を比較 して い る.図4、7にfixed-k法を類 似 プ ロ ジ ェク ト選 出方 法 に用 い た
場 合 のMAEを 示 す.類 似 プ ロジ ェ ク トの数 をc,説 明 変数 の数 をnと す る と,
n+2≦c≦50の範 囲で 類似 プ ロジ ェ ク ト数 を変 化 させ て い る.丘xed-k法を用 い る
場 合,c≦50とす る こ とが 多 い た め[34ユ,本研 究 で もcの 最 大値 を50に 設 定 した.
図4.7から,類 似 プ ロジ ェ ク ト数 に 関わ らず,提 案手 法 のMAEが ダ ミー 変 数 化 を
用 い たハ イ ブ リ ッ ド回帰 よ り良い値 を とって い る こ とが わか る.ま た,提 案 手 法
の 中で も4≦c≦18の範 囲 で は提 案Aが 最 良値 を とって お り,特 にcニ9と した 時
3500
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』 ?〜???
】500
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一一提 案A
-一提 案B
提 案C
-一ダミー変 数化 を周 いたハイブリッド回帰
⑪
468三 〇1214161S202224262S3⑪3234363S404ユ44464850
類似プロジヱクト数
図4,7MAEの 比 較(類似プ ロジェクト選 出方 法 がfixed-k法の 場 合)
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の提案AのMAEは186L9で提案手法及びダミー変数化 を用いたハイブ リッ ド回
帰のMAEで の最良値をとった.ダミー変数化を用いたハイブ リッド回帰はcニ30
とした時にMAEが2246.3で従来の線形重回帰の中での最良値 をとった.従 来手
法は説明変数に26個の変数(ダ ミー変数25個 と量的な変数1個)を 用いている
ため,類似プロジェク ト数をcニ9に設定す ると予測式が構築できないため予測値
を算出することができない.そ のため,数 量化HI類を適用 し,説 明変数の数を減
らす ことが予測精度を向上させる上で有効であると言える.
図4.8にk-means法を類似プロジェク ト選出方法 とした場合のMAEを 示す.
本実験では,k-means法のクラスタ数は2≦k≦5に設定 し,実験 を行 った.類似 プ
ロジェク ト選出方法にfixed-k法を用いた場合 と同様に,クラスタ数 尭に関わらず,
提案手法のMAEが ダミー変数化を用いたハイブ リッド回帰のMAEよ り良い値
をとった.ま た,k-means法を用いたハイブ リッド回帰でのMAEの 最良値は
図4.8MAEの 比 較(類似プ ロジェクト選 出方 法 がk-means法の 場 合)
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k=4と した 時 の提 案Cの2056.7であ った.し か し,提 案 手 法 の 中で の比 較 で は
MAEに 大 き な差 は見 受 け られ ない.表4.9はk=2と した時 の提案 手 法 と従 来 の
ハ イ ブ リッ ド回 帰 の ク ラ ス タ リン グ結 果 を比 較 した表 で あ る.3つ の 提案 手 法 の
ク ラス タ リン グ結 果 に は大 きな差 が見 られ ない もの の,従 来 のハ イ ブ リ ッ ド回帰
の ク ラス タ リン グ結果 が大 き く異 な って い る.こ の こ とか ら,ク ラス タ リン グ結
果 が予測 精 度 に影 響 を及 ぼ して い る こ とが 分 か る.ま た,従 来 手 法 に比 べ提 案 手
法 の予測 精 度 が 高 い こ とか ら,提 案 手法 は従 来 手 法 に比 べ て適 切 な ク ラス タ リン
グ がで き てい る と言 え る.以 上 の こ とに よ り,今 回 の 実験 の範 囲 内で は,提 案 手
法 は従 来 の ダ ミー 変数 化 を用 い た ハ イ ブ リ ッ ド回 帰 よ り予 測 精 度 が 高 い こ とが示
され た.
こ こで,提 案 手 法 の 予測 精 度 と従 来手 法 の予 測 精 度 に差 が あ るの か ど うか を検
証 す るた め に差 の検 定 を行 う.な お,以 下 の検 証 の 中で,正 規 性 の検 定 に は コル
モ ゴ ロフ ・ス ミル ノ ブ検 定[23]法を用 い る.
提 案 手 法 の予 測 精 度 とダ ミー 変 数 化 を用 い たハ イ ブ リ ッ ド回帰 の予 測 精 度 の差
の 検 定結 果 を表4.10に示す.類 似 プ ロジ ニク トがfixed-k法の場 合 に お い て,「提
案A(c=9)のAE,(∫=1,2,_,510)」と 「ダ ミー変 数 化 を用 い たハ イ ブ リ ッ ド回 帰
(eニ30)のAE,(1ニ1,2,_,510)」の 差 の検 定 を行 った.表4.10から,「提 案A(c=9)
のAEt」 と 「従 来 のハ イ ブ リッ ド回帰(c=30)のAEI」 はそれ ぞれ 有 意 水 準1%
で 正規 性 が認 め られ なか った.ま た,「提 案A(c=9)のAEI」 と 「ダ ミー変 数 化
を用 い たハ イ ブ リッ ド回 帰(eニ30)のAE、 」 は対 応 関係 に あ るた め,差 の検 定
に は ウィル コ ク ソンの符 号順 位 和 検 定[23]を用 いた.差 の検 定 の結 果,有 意 水 準
1%で提案A(e=9)の 予測 精 度 が 高 い こ とが 示 され た.
ま た,類似 プ ロ ジ ェ ク ト選 出方 法 がk-means法の場 合,「提 案C(k=4)のAE,」
と 「ダ ミー 変数 化 を用 い たハ イ ブ リッ ド回帰(k=2)のAE、 」の差 の検 定 を行 っ
た.正 規 性 の検 定 の結果,「提 案C(k=4)のAEt」 と 「ダ ミー 変 数 化 を用 いた ハ
イ ブ リ ッ ド回帰(kニ2)のAE,」 は 有意 水 準1%で そ れ ぞれ 正 規 性 が認 め られ な
か っ た.ま た,「提 案C(kニ4)のAE,」 と 「ダ ミー 変 数 化 を用 い た ハ イ ブ リッ ド
回 帰(kニ2)のAE、 」は 対応 関係 に あ るた め ウィル コク ソンの符 号順 位 和検 定 を
用 い た.有 意 水 準1%で 差 の検 定 を行 っ た結 果,提 案C(k=4)の 予 測精 度 とダ ミ
ー 変 数化 を用 い たハ イ ブ リッ ド回帰(k=2)の 予 測 精 度 に有 意 な差 が 無 い こ とが
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示 され た.
表4.9k=2の時 のクラスタリング結 果
手法[ク ラスタ1のプロジェクト数1ク ラスタ2のプロジェクト数
提案A 418 92
提案B 416 94
提案C 420 90
従 来のハイブリッド回帰 492 18
表4.10提案手法と従来のハイブリッド回帰の予測精度の差の検定結果
臼xed-k法の場 合
手法i正 規性検定ρ値1差 の検定ρ値
提 案A(・-9)
一162
.2×10 一38
.1×10
従 来のハイブリッド回帰(`ニ30)
一1622×10
k-means法の場 合
手法1正 規性検定 ρ値1差 の検定ρ値
提 案C(尭=4)
一16
2.2×10
0,359
従 来のハイブリッド回帰(た=2)
一162
.2×10
※ 黄色のセル は有意差 あ り(ρ 値 が0.OI以下}
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4.4.2データの層別 を用いた線形 回帰 との比較
本項では提案手法 と従来手法である層別を用いた線形回帰の予測精度の比較を
行 う.
表4.llは提案手法 とデータの層別を用いた線形回帰のMAEを 比較 した表であ
る.1行 目は提案手法のMAEを 示 し,2行目以降はデータの層別を用いた線形回
帰のMAEを 示 している.例 えば,3行 目はカテゴリー変数である 「開発言語種
別」で層別を行い,未調整FPを説明変数,工数を目的変数 とした線形回帰で予測
を行った場合のMAEを 示 している.表4,11での比較の結果,提 案手法のMAE
が最良値 となった.ま た,提 案手法には及ばないものの,デ ータの層別 を用いた
線形回帰の中では 「アプ リケーショングループ」や 「開発言語種別」を用いて層
別を行った場合はMAEが 良い値をとっている.「アプリケーショングループ」は
ソフ トウェアの大まかな役割を表すカテ ゴリー変数であ り,「ビジネス向け」や
「計算系」など3つ のカテ ゴリーを持つ変数である.4.2節の表4.3から,「アプ
リケーショングループ」は比較的に他のカテ ゴリー変数 との相関関係 が弱いこと
がわかる.逆に他の多 くのカテゴリー変数 と相関関係 を持つ「プラッ トフォーム」
や 「業種」を用いて層別を行った場合,MAEは 大きい値をとっている.こ のこと
か ら,「アプ リケーシ ョングループ」は他のカテゴリー変数では表せない情報を表
表4.11提案手法と層別を用いた線形回帰のMAEの 比較
手法1MAEl正 規性検定ρ値1差 の検定ρ値
遅 塾 璽 些 色a_一_一_一 一一一一一
層別一アプリケーショングループ 1965.2
1861・9_一一一22さ ユ盛
一1622×10
____=____
0,401
層別一開発言語種別 1985.1
一162
.2×10 0,352
層別 一アジヤイル 2014.6
一16
2.2×10 0,035
層別一開発種別 2056.4
一16
2.2×10 0,001
層別 一RAD 2089.7
一16
22×10 0,002
層 別 一ウォー ター フォー ル 2101.9
.162
.2×10 0,001
層別 一業 種 212L7
一162
.2×10 0β57
層別 一アーキテクチャ 2166.8
一162
.2×10 0,000
層 別 一JAD 2185.0
一16
2.2×10 0,000
層 別 一プラットフォー ム 2227.1
一1622×10 0,002
層別 一MFT 2457.6
一1622×10 0,001
※ 黄色のセルは有意差 あ り(p値 がO.05以下)
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現 してお り,そ の結果 「アプ リケーショングループ」を用いて層別を行 うことで
他のカテゴリー変数を用いて層別 を行 う場合に比べて予測精度が高くなったと考
えられる.
ここで,提 案手法の予測精度 と層別を用いた線形回帰の予測精度に差があるか
どうかを検証するために,差 の検定を行 う.「類似プロジェク ト選出方法がfixed-
k法の場合の提案A(c=9)のAE,」と「データの層別を用いた線形回帰のAE、」
の差の検定を行った.「提案A(cニ9)のAE,」と 「データの層別を用いた線形回
帰のAE,」はそれぞれ対応関係 にあるため,差 の検定には ウィルコクソンの符号
順位和検定を用いた.表4.11の「差の検定p値 」に検定結果を示す.表4.11にお
いて,正 規性の検定の結果,全 ての手法のAE、に正規性が無いことが示された.
また,差 の検定について黄色のセルは 「提案A(e=9)のAEI」との間に有意な差
があると認められたことを表 している.差の検定の結果,「提案A(c=9)」はほ と
ん どの層別を用いた手法よりも予測精度が高いことが示 された.しか し,「層別一
アプ リケーシ ョングループ」,「層別一開発言語種別」,「層別 一業種」に対して 「提
案A(c=9)」の予測精度が高いことを統計的に示す ことはできなかった.
以上のことから,本実験の範囲内では提案手法の予測精度が最も高いが,「アプ
リケーショングループ」で層別を行 った線形回帰の予測精度も高いことがわかっ
た.
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第5章 結論
本研究では,数 量化皿類をハイブリッド回帰に適用 した工数予測手法を提案 し
た.数 値実験の結果,本 実験の範囲内では,類 似プロジェク ト選出方法がfixed・k
法の場合,数 量化皿類を適用することで通常のダミー変数を用いたハイブ リッ ド
回帰より予測精度が高 くなることが示 された.ま た,MAEの単純な比較において
は,提 案手法の予測精度がデータの層別を用いた線形回帰 と比べても良い値 をと
った.し か し,データの層別を用いた線形回帰において,11個のカテ ゴリー変数
の中で 「アプ リケーショングループ」か 「開発言語種別」を用いて層別を行 う場
合に最 も予測精度が高く,こ れ らのカテ ゴリー変数によって層別を行った線形回
帰の絶対誤差 と,提案手法の絶対誤差に統計的に有意な差は認 められなかった.
これ らの結果か ら,本 実験の範囲内では,予 測精度に関して提案手法には一定の
有効性があるものの,デ ータの層別を用いた線形回帰による予測でも提案手法 と
同程度の精度を得 られることが分かった.以上のことから,本実験の範囲内では,
ソフ トウェア開発工数予測においてカテゴリー変数 を用いて予測を行 う場合,カ
テゴリー変数をダミー変数化 して用いるよりも,数 量化皿類によって作成 した合
成変数 を予測に用いるか,「アプ リケーショングループ」または 「開発言語種別」
を選択 しデータの層別を行 うことが有効であると言える.
提案手法の今後の課題 として,類似プロジェク ト選出方法 としてfixed-k法を用
いた場合の類似プロジェク ト数の決定方法が挙げられる.本研究では,fixed・k法
の類似プロジェク ト数 。を変化 させて実験を行ったが,実 際の予測では任意の類
似プロジェク ト数を予測前に決定する必要がある.fixed-k法における類似プロジ
ェク ト数の決定法については,Chinthanetら[3]が検討を行ってお り,同様の検討
を提案手法でも行 う必要がある.
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付 録A用 語 集
付 録Aで は 論文 中 に登 場 す る ソフ トウ ェア に関 す る用 語 を紹介 す る.用 語 集 の
作 成 に 当た って,実 験 に用 い たデ ー タセ ッ ト内で の 用 語 に つ い て はISBSGRelease
2016Rl.1FieldDescriptions[4]を参 考 に し,そ の他 の 用語 につ いて は経 営 情 報研 究
会 の書 籍[20]と鵜 澤 の 書 籍[36]を参 考 に した.
・ 未調整ファンクションポイン ト
ユーザー機能のみか ら求めた機能数 ソフ トウェアの規模を表す.ソ フ
トウェアのシステム的な特性(変 更容易性など)は考慮 していない.
・ 調整済みファンクションポイン ト
ユーザー機能のみでなく,シ ステム的な特性 を考慮 したファンクション
ポイン ト.
・ データファンクシ ョン
計測対象のアプ リケーション内で取 り扱 うデータに関する機能.内 部論
理ファイル と外部インターフェースファイルに分けられる.
・ トランザクションファンクション
計測対象のアプ リケーションに対す る入出力に関する機能.外 部入力,
外部出力,外 部照会に分けられる.
・IFPUG4
ファンクシ ョンポイン ト法の国際団体であるIFPUGが策定 したファンク
シ ョンポイン トの計測方法
・ 開発言語種別
開発言語 を世代で大別 した変数 例えば,3GLはCやJavaなどの高水
準言語,4GLはPythonなどの非手続 き型高水準言語である.
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・ 業種
開発 したソフ トウェアが実装 される組織の業種 銀行や通信な ど.
・ 開発種別
開発の形態 新規開発なのか再開発なのかなど.
・ プラットフォーム
本研究では開発 に主として用いたコンピューターを表 している.例 え
ば,メ インフレームやPCな ど.
・ アーキテクチャ
ソフ トウェアの構築方式.例 えば,ク ライアン トサーバ(コ ンピュータ
ーをサーバ とクライアン トに分けて役割を分担するシステム)な ど.
・ アプ リケーショングループ
ソフ トウェアが担 う役割や機能の大別.例 えば,ビ ジネス向けや計算系な
ど,
・ ウオータ・一フオール
ソフ トウェア開発において広 く用い られる開発モデル.ソ フ トウェアの
開発は主に 「要件定義」,「外部設計」,「内部設計」,「コーディング」,「テ
ス ト」,「運用保守」の工程 を順番に開発を行 うが,1つ の工程が終わった
ら必ず次の工程に進み,前 の工程には戻 らない開発モデルである.
・ アジヤイル
反復型開発の一種 短い期間で ソフ トウニアを開発 し,そ れを何度 も繰
り返す ことで少 しずつ機能を増や しなが ら開発を行 うモデル.
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・JAD(JointapPlicationdeveloprnent)
ユ ー ザ ー が 開 発 に 参 加 し,ユ ー ザ ー の 要 望 に 応 え な が ら開 発 を 行 うモ デ
ノレ.
・RAD(Rapidapplicationdevelopment)
ユー ザー が 開発 に参加 した少 人 数 の チ ー ム で 開発 を行 うモ デ ル.プ ロ ト
タ イ プ を開発 して そ の評 価 を行 うとい うサ イ クル を繰 り返 しなが ら開発 を
行 う.
・MFT(MultifUnctionalteam)
部署 や 専 門性 の異 な る人材 を集 め て 開発 チ ー ム を組 む こ と.
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付 録Bク ロ ス集 計表
付録2で は,4.2節で行ったカテゴリー変数間のクロス集計の結果を掲載する.
表B.1業種 と開発言語種別のクロス集計表
表B.2業種 と開発種別のクロス集計表
表B.3業種 とアプ リケーショングループのクロス集計表
表B.4業種 とプラットフォームのクロス集計表
表B.5業種 とプラッ トフォームのクロス集計表
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業種 合計、
開発言語種別 銀行 通信 電力 金融 政府 保険 製造 サービス
3GL 6 262 1 5 7 8 7 5 301
4GL 1 144 5 8 7 13 20 5 203
甑 、.牌 一,_品 禦 1 o 1 o 1 o o 3 6
合計 8 輔 7 13 15 2査 27 131510
業種
開 碗 募『… 『'一 「奪' 銀行 通信 電力 金融 政府 保険 製造
合計サービス
新規 2 16 4 6 ll 4 21 7171
強化 6 390 3 7 4 17 6 439
合計 8 406 7 13 15 21 27 封 鋤
業種 合計質
アプリケーショングループ 銀行 通信 電力 金融 政府 保険 製造 ザ ービス
ビジネス 8 286 7 12 15 21 25 13 387
数学 o ll4 o o o o 1 0 ll5
制御, o 6 o 1 o 0 1 0 8
合計 8 406 7 13 15 21 27 13 510
業種 合計
プラットフオLム 銀行 通信 電力 金融 政府 保険 製造 サー ビス
メインフレーム 5 1 0 6 4 2 0 o 18
ミッドレンジ 1 25 o G 1 1 0 0 2呂
マルチ 1 358 3 6 0 16 26 lo
1
420
PC 0 22 3 1 9 2 1 o 38
PrOP【蛤t鯛 1 o 工 G 1 o 0 3 6
合計 8 4〔路1 7 13 15 21 27 131510
業種 合計
プラットフォーム 銀行 通信 電力 金融 政府 保険 製造 サー ビス
クライアントサ ー バー 2 85 3 6 8 16 26 9 155
マルチティア 0 261 1 0 o 3 0 o 265
マルチティア(ウェブ) 0 25 o o 0 o 0 o 25
マルチティア(公開ウェブ) 1 3 3 o 1 1 0 3 12
スタン駄 ロン 、 崩 5 32 o 7 6 1 1 1 53
合計 8 鰯 7 13 15 21 27 13510
業種
-
汚穿覇 ユヲ茅勾1ノ 銀行 通信 電力 金融 政府 保険 製造 サービス
Y¢s 2 363 3 9 3 20 27 4 431
No謡 6 43 4 4 12 1 o 9 79
合計 8 406 7 13 15 21 27 13 510
業種 合計
ヲ囎 『冗岬耐　}『 銀行 通信 電力 金融 政府 保険 製造 サービス
Y¢S 1 o 1 o 2 0 0 8 12
No 7 406 6 13 13 21 27 5 498
合計 8 406 7 13 15 21 27 13 510
業種
酢 晩刷岬『 銀行 通信 電力 金融 政府 保険 製造 サービス
Yes o 17 o 3 10 1 o o 31
No 8 389 7 10 5 20 27 13 479
合計 8 406 7 13 15 21 27 13 510
業種 合計一
RAD 銀行 通信 電力 金融 政府 保険 製造 サービス
Y¢S o 30 3 2 8 0 o 0 43
No 8 376 4 11 7 21 27 13 479
合計 8 406 7 13 15 21 27 13 510
業種 合計
MFT 銀行 通信 電力 金融 政府 保険 製造 サービス
Ye5 5 7 ⑪ 4 o 4 0 1 21
箇。 3 399 7 9 15 17 27 12 479
合計 8 406 7 13 15 21 27 13 510
開発言語種別
蘭発種別 3GL 4GL 5GL
新規 14 51 6
■
71
強化 287 152 0
1
439
合計 3011203161510
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??????????????????
??
??????????????
??????
??????
??????
????????
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表B.12開発言語種別 とアプ リケーシ ョングループのクロス集計表
開発言語種別
1合 計
アプリケーショングル ープ 3GL 4GL 5GL
ビジネス 228 153 6 387
計算 67 48 0
1
115
制御 6 2 0
1
8
合計130112031611510
表B.13開発言語種別 とプラッ トフォームのクロス集計表
開発言語種別 合計
プラットフオー ム 3GL 4GL 5GL
メイ ン フ レー ム 14 4 0
■
18
ミッドレンジ ll 17 0
1
28
マルチ 266 154 0
■
420
PC 10 28 0
1
38
Proprietary 0 0 6 6一
合計130112031611510
表B.14開発言語種別 とアーキテクチャのクロス集計表
開発言語種別 合計
アーキテクチャ 3GL 4GL 5GL
クライアントサーバー 71 84 0
■
155
マルチティア 201 64 0 265
マルチティア(ウエブ) 2 23 0
■
25
マルチティア(公開ウェブ) 4 2 6
l
l2
スタンドアロン 23 30 0
■
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合計130112031611510
表B.15開発言語種別 とウォーターフォールのクロス集計表
開発言語種別 合計
ウオー ター フオー ル 3GL 4GL 5GL
Yes 275 156 0 431
No 26 47 6 12
合計 30112031611510
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表B.16開発言語種別 とアジャイルのクロス集計表
開発言語種別
アジヤイル 3GL 4GL 5GL
Yes 4 2 6 431
No 297 201 0
冒
12
合計 301 2031dl510
表B.17開発言語種別 とJADのクロス集計表
開発言語種別
JA】) 3GL 4GL 5GL
Yes 11 20 0 43互
No 290 183 6 12
合計 30112031611510
表B.18開発言語種別 とRADの クロス集計表
開発言語種別
㎜ 3GL 4GL 5GL
Yes 13 30 0 431
No 288 173 6 12
合計13011203 611510
表B.19開発言語種別 とMFTの クnス 集計表
開発言語種別
MFr 3GL 4GL 5GL
Yes 13 8 0
■
431
No 288 195 6
l
l2
合計 3011203 dl510
表B.20アプリケーショングループ と開発種別のクロス集計表
アプリケー ショングルー プ 合計
開発種別 ビジネス 計算 制御
新規 67 1 3
■
71
強化 320 ll4 5 439
合計 38711151811510
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表B.21アプ リケ ・一シ ョン グル ー プ とプ ラ ッ トフォ ー ム の ク ロス集 計 表
アプリケーショングル ープ 合計
プラットフォーム ビジネス 計算 制御
メインフレーム 18 0 0
嘔
18
ミッドレンジ 24 0 4
1
28
マルチ 304 115 1
1
420
PC 35 0 3
1
38
Proprietary 6 0 0
1
6
合計 38711151811510
表B.22アプ リケh・一一シ ョン グル ー プ とア ー キテ クチ ャの ク ロス集 計 表
アプリケー ショングループ 1合 計
アーキ テクチャ ビジネス 計算 制御
クライアントサーバー 86 67 2
l
l55
マルチティア 242 23 0
1
265
マルチティア(ウエブ) 0 25 0
1
25
マルチティア(公開ウェブ〉 12 0 0
1
12
スタンドアロン 47 0 6
■
53
合計[38711151811510
表B.23ア プ リケ ー シ ョン グル ー プ とウォ ー ター フ ォー ル の ク ロス集 計 表
アプリケー ショングループ 合計
ウォー ター フオー ル ビジネス 計算 制御
Yes 315 ll4 2
1
431
No 72 1 6
1
79
合計138711151811510
表B.24アプ リケーシ ョングループ とアジャイルのクロス集計表
アプリケーショングループ 合計
アジヤイル ビジネス 計算 制御
Yes 12 0 0 12
No 375 ll5 8 498
合計1387ill51811510
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表B.25ア プ リケー シ ョン グル ー プ とJADの ク ロ ス集 計 表
アプリケーショングループ 合計
JAD ビジネス 計算 制御
Yes 29 0 2
1
31
No 358 ll5 6
■
479
合計 38711151811510
表B26ア プ リケーショングループとRADの クロス集計表
アプリケーショングループ 合計㎜ ビジネス 計算 制御
Ycs 37 1 5
■
43
No 350 ll4 3
1
467
合計 38711151811510
表B、27アプ リケー シ ョン グル ー プ とMFTの ク 「ロス集 計 表
アプリケーショングルー プ 合計
MFT ビジネス 計算 制御
Yes 19 0 2
1
21
No 368 115 6
1
489
合 計1387ill51811510
表B28プ ラッ トフォームと開発種別のクロス集計表
プラットフォーム 合計
開発種別 メインフレーム ミッドレンジ マルチ PC Proprbtary
新規 3 9 34 19 6 71
強化 15 19 386 19 o 439
合計 18 281420138 6 510
表B.29プ ラ ツ トフ ォー ム とア ー キ テ クチ ャの ク ロス集 計 表
プラットフォーム 合計
アーキテクチャ メインフレーム ミッドレンジ マルチ PC Propricta」ry
クライアントサーバー 3 14 131 7 o 155
マルチティア 1 1 260 3 0
■」
265
マルチティア(ウエブ) 0 0 25 0 0
凹
25
マルチティア(公開ウェブ) 0 0 3 3 6 12
スタンドアロン 14 13 1 25 0
國
53
合計 18 28 420 38 61510
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プラットフォーム
合計
ウオーターフオール メインフレーム ミッドレンジ マルチ PC Propr短ta埋
YeSl 4 2 413 12 0 431
Noヨ 14 26 7 26 6 79
合計 181281420【38i611510
プラットフォーム
合計亡
アジヤイル メインフレーム ミツドレンジ マルチ PC Propr£taり1
Yes 0 1 5 0 6 12
No. 18 27 415 38 0 498
合計 181281420138161510
プラットフォーム 合計
JAD メインフレーム ミッドレンジ マルチ PC Propr紀tary
Yes 9 12 0 10 0 31
No 9 16 420 28 6 479
含計 181281420138161510
プラットフォーム
合計1
RAD'匹 咽 メインフレーム ミッドレンジ マルチ PC Propr血ta翔
Yes 5 17 1 20 0 43
No・ 13 11 419 18 6 467
合計 18 281420 38 6 510
プラットフォーム 合計
MFT' メインフレーム ミッドレンジ マルチ PC Propr血tary
Yes 9 7 2 3 0 21
No、. 9 21 418 35 6 489
合計 18 28 420 38 6510
アーキテクチャ 合計開発租別 クライアントサーバ ー マルチティア マルチテイア{ウェブ} マルチテイア{公開ウエプ} スタンドアロン
新規 鱒 2 o ε 15
強化 lo9 263 お 4 3呂 、ll[
合計 155 265 25 12 53 51⑪1
????????????????????????????
??????
???????????????????
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????????????????????????
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??????????????????
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「 ?????
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???????????????
????
?????
?????
??????????????
??????????????????????
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?????????????????????
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???
????
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表B.36ア ー キ テ クチ ャ と ウォー ター フォ ール の ク ロス集 計表
表B37ア ーキテクチャとアジャイルのクロス集計表
アーキテクチャ 合計
7夢ヤイル クライアントサーバー マル子ティア マルチティア〔ウェブ} マルチテイア(公開ウェブ} スタンドアロン
軸 5 o o 6 1 1ユ
瞬o・ 150 265 25 6 52 79
合計 155 26ヨ 25 1ユ 53 510
表B,38アー キ テ ク チ ャ とJADの ク ロス集 計 表
表B.39アー キテ クチ ャ とRADの ク ロ ス集 計 表
表B.40アー キテ クチ ャ とMFTの ク ロ ス集 計 表
アーキテクチヤ 合計㎜ クライアントサーバー マルチテイア マルチテイアゆヱブ、 マルチティア(公開ウェブ} スタンドアロン
マ酪 4 2 0 1 14 21
閥o 151 263 二5 11 39 79
含言十 155 ユ65 婿 1ユ 53 5【o
表B.41開発 種 別 と ウォ ー ター フォ ール の ク ロス集 計 表
ウオー ター フオー ル 合計
開発種別 Yes No
新規 36 35
國
71
強化 395 44
1
439
合計 4311791510
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表B,42開発種別 とアジャイルのクロス集計表
アジヤイル 合計
開発種溺 Yes No
新規 8 63 71
強化 4 435
■
439
合計112149811510
表B.43開発種別 とJADのクロス集計表
JAD
合計
開発種別 Yes No
新規 10 61
■
71
強化 21 418
■
439
合計131147gll510
表B.44開発種別 とRADの クロス集計表
㎜
合計開発種別 Yes No
新規 24 47
1
71
強化 19 420
1
439
合計143146711510
表B.45開発種別 とMFTの クロス集計表
MFT
合計
開発種別 Yes No
新規 4 67
1
71
強化 17 422
■
439
合計121148gll510
表B.46ウォー ター フォ ール とア ジ ャイ ル の ク ロス集 計 表
ウオー ター フオ ー ル 合計
アジヤイル Yes No
Yes 0 12 12
No 431 67
1
498
合計143117gll510
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表B.47ウ ォ 一ーター フォ ール とJADの ク ロス集 計 表
ウオー ター フオー ル 合計
JA】) Yes No
Ycs 0 31
閣
31
No 431 48
1
479
合計 43117gll510
表B.48ウ ォー ター フォ ール とRADの ク ロス集 計 表
ウオー ター フオー ル 合計㎜ Yes No
Yes 0 43
■
43
No 431 36
1
467
合計143117gll510
表B.49ウ ォー ター フ ォー ル とMFTの ク ロス集 計 表
ウオー ター フオー ル ・ 合 計
MFT Yes No
Ycs 4 17
■
21
No 427 62
■
489
合計 43117911510
表B.50ア ジ ャイ ル とJADの ク ロス集 計 表
アジヤイル 合計
JAD Yes No
Yes 0 31
閣
31
No 12 467
1
479
合計 12149811510
表B.51アジャイル とRADの クロス集計表
アジヤイル 合計㎜ Yes No
Yes 0 43
1
43
No 12 455
■
467
合計 12149811510
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アジヤイル
合計MFT Yes No
Yes 0 21
閣
21
No 12 477
1
489
合計 121498[1510
JAI)
合計㎜ Yes No
Yes 15 28 43
No 16 451
■
467
合計131147gl1510
JAD
合計
MFT Yes No
Yes 7 14
■
21
No 24 465
■
489
合計131147gll510
RAD
合計MFr Yes No
Yes 7 14
1
21
No 36 453
■
489
合 計143146711510
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付録C工 数予測結果一覧
付録Cで は4.3節及び44節 で行った工数予測実験の結果を全て紹介する.ま
た,論 文 中には記載 してい ない予測精 度の評価指標 であ るSA(Standardized
Accuracy)の値 も記 載 す る.
表Cl提 案手法 と従来のハイブ リッ ド回帰の予測精度(類似プロジェク ト選
出方 法 がfixed-k法の場 合)
提案A 提案B 提案c 従来のハイブリッド回帰
` SA MAE SA MAE SA MAE SA MAE
4 299 24511 邑 . . 酌 - '
5 397 21081 9.6 31硯5 . . ・ 雫
6 ,84 2155.3 ヨ34 23293 274 2呂Ol言 ■ ■
7 407 =0742 36.3 2229.1 55.o 2537.8 一 .
呂 434 19792 36、臼 2210.6 ヨ9.1 2272.9 ■ .
q 46呂 1861臼 且呂呂 2141.2 ヨ94 2ユ65.5 齢 ,
10 456 1900コ }97 210臼2 406 2L二〇き ■
.
11 45.7 19CO5 三60 22374 4L7 20780 ■ 一
12 42.5 二〇〇9.1 ヨ言5 215四 認5 203呂q ・ ,
B 429 1995.5 410 2⑪646 37.9 214呂q ・ 隔
14 4ヨ5 1975.1 ヨ91 212臼1 39コ 21733 帽
■
15 覗.1 20ユ35 ヨ95 ユll51 396 21234 ■ ■
16 430 19臼2.1 ヨ77 2179呂 ヨ9呂 21旧6 . 」
17 447 19324 39.o 213ヨコ 41.7 210ヨ.5 . ■
19 409 2⑪670 3呂.9 21379 40ユ ユ03守.o . .
19 3号7 21075 3呂18 2B9.3 400 2090.呂 一 一
20 4⑪.9 20697 き9臼 ユ1ヨ52 40ヨ 2〔朋6 ■ ■
21 40.4 20唱5.5 39.ユ 21ヨ07 41, 20呂68 ■ ■
22 401 2095.9 599 2B呂0 41.6 20525 - ・
お 402 20925 42.6 20080 42.1 2Q41.7 ■ ■
ユ4 ヰ⑪9 20衡9 42.7 2004.7 4G9 2024.O ■ 一
z5 41.1 206LO 43.4 ユ9797 41.3 20655 ・ 隔
26 404 2⑪857 4二8 200116 41.4 205ユ2 一 辱
27 396 21旧O 42.5 20124 419 ユ047.9 . ■
28 406 3077, 42.呂 20001 4L3 ユ0359 29ユ 24772
29 4G5 20&05 4=.8 1999.9 40.3 20523 303 2437呂
ヨ⑪ 405 20795 429 1蜘.6 402 ユ08呂.1 35.呂 22463
31 400 20%、呂 42.8 ㎜1 4Q7 20996 344 22957
32 ヨ92 21278 427 20⑪54 ヰ1ヨ 2⑪7io 3ヨ.7 2319.5
33 39ユ 2127.1 4ユ.8 1蠣}3 395 20515 321 ユヨ756
34 ヨ9.⑪ ユ131コ 4ユ.4 2亘〕旧2 39.7 2117! ヨユ3 24035
35 3臼.6 21旧9 43.O 19聾46 40.3 ユlo94 ヨ29 2349.9
36 39.4 21179 4z5 201L9 40.2 2087.9 二92 24762
ヨ7 ヨ92 212血7 424 ユ0143 396 2099.言 292 ユ4747
ヨ9 ヨgo 2134.0 42.0 2029ヨ 400 2lll呂 29.5 24993
39 3go 2132.7 41.9 20346 392 2099言 309 24155
舶 ヨq4 21191 42コ 2Q12〒 379 21268 ユ99 24520
41 3争5 二【168 4ユ2 20ユ15 37.9 217⑪q 29呂 ユ455、4
42 39ユ 2125.4 4}q 2032宕 379 21716 ユ91 24η、言
43 395 21164 4二4 20152 3aユ ユ1741 ヨ02 24406
唱 396 211ユ.o 419 ユo珀2 ヨ95 2160.9 ユ94 皇46宕
45 ヨ95 2116.1 419 20320 39.6 21493 294 潮9
葡 403 2⑪呂7.3 41.5 20469 391 2147.7 30.4 24コ52
47 402 2Q臼25 4L7 20391 詔0 2Bユo 2911 24790
48 410 二〇617 41呂 コ0354 3呂3 21664 2qo ユ48314
49 4Q7 2⑪丁44 41.7 二〇39.言 391 ユ【5言.5
1
=9.6 249ε.4
5⑪ 4c7 2074コ 42.o 202&7 3呂3 216三〇
■
27.o 2553.0
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表C.2提案手法 と従来のハイブリッド回帰の予測精度(類似プロジェク ト選
出方法がk-means法の場合)
合成変数1個 合成変数2個 合成変数3個 従来のハイブリッド回帰
北 SA MAE SA MAE SA MAE SA MAE
2 40.2 2089.7 40.6 2077.6 40.0 2099.5 33.6 232LO
3 36.8 2209.6 40.2 2089.7 40.0 2097.5 30.1 2443.0
4 38.4 2154.9 40.6 2078.7 41.2 2056.7 25.8 2594.3
5 40.5 2081.O 37.1 2200.6 36.6 2216.7 263 2577.6
表C.3層別を用いた線形回帰の予測精度
手法lSAlMAE
層 別 一アプリケー ショングループ 43.8 1965.2
層別一開発言語種別 432 1985.1
層 別一アジヤイル 42.4 2014.6
層別・開発種別 41.2 2056.4
層 別一RAD 40.2 2089.7
層 別 一ウォー ター フォー ル 39.9 210L9
層 別一業種 39.3 2121.7
層 別一アーキテクチャ 38.0 2166.8
層 別 一JAD 375 2185.0
層 別 一プラットフォーム 36.3 2227.1
層 別 一MFT 29.7 2457.6
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