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a b s t r a c t
This paper presents a variant of the asymmetric traveling salesman problem (ATSP) in
which the traveling time between each pair of cities is represented by an interval of values
(wherein the actual travel time is expected to lie) instead of a fixed (deterministic) value as
in the classical ATSP. Here the ATSP (with interval objective) is formulated using the usual
interval arithmetic. To solve the interval ATSP (I-ATSP), a genetic algorithm with interval
valued fitness function is proposed. For this purpose, the existing revised definition of order
relations between interval numbers for the case of pessimistic decision making is used.
The proposed algorithm is based on a previously published work and includes some new
features of the basic genetic operators. To analyze the performance and effectiveness of the
proposed algorithm and different genetic operators, computational studies of the proposed
algorithm on some randomly generated test problems are reported.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The Traveling Salesman Problem (TSP) is one of the well-studied NP-hard combinatorial optimization problems [1,2]
which determines the closed route of the shortest length or of the minimum cost (or time) passing through a given set
of cities where each city is visited exactly once. Practical applications of the TSP include many problems in science and
engineering, like vehicle routing, wiring, scheduling, flexible manufacturing, VLSI layout, etc.
In the existing literature, a large number of approaches both by exact andheuristicmethods (including genetic algorithms
(GAs)) have been developed by several researchers for solving symmetric TSPs (STSPs). Exactmethods include cutting plane,
LP relaxation [3], branch and bound (B&B) [4], B&B based on assignment problem (AP) relaxation [5–7], branch and cut
(B&C) [8–10] and dynamic programming [11,12]. However, very small size problems can be solved by exact methods.
On the other hand, large size problems have been solved using heuristic and probabilistic methods like 2-opt [1,13,14],
Markov chain [15], metaheuristic algorithms like Tabu Search [16–18], neural networks [19], simulated annealing [20–26]
and genetic algorithms (GAs) [27–33].
For further improvement of GAs for STSPs, many approaches have been suggested. Among these approaches, the works
of Yang and Stacey [34], Ray et al. [35], Baraglia et al. [36], Gang et al. [37], Tsai et al. [38], Liu et al. [39] and Al-Dulaimi and
Ali [40] are worth mentioning. Comprehensive review of the methods developed for STSPs can be found in [2,41–43].
On the other hand, according to the existing literature, ATSP has not been well researched and many heuristics that
are successful for STSPs cannot be applied efficiently to ATSPs. An ATSP with n cities can be transformed to STSP with 2n
cities [44]. However, as most of the TSP applications are of asymmetric nature, further research is necessary for developing
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Fig. 1. Pseudocode of SGA.
good heuristic algorithms for ATSPs. Among them, one may refer to the works of Smith et al. [45], Carpaneto and Toth [46],
Cirasella et al. [47], Burke et al. [48], Johnson et al. [49] and Choi et al. [50].
To the best of our knowledge, generally, the distance/cost parameters have been used in the concerned TSPs of the
aforesaid works and those parameters were specified precisely by fixed real numbers. However, due to the competitive
market situation of present-day scenario, consideration of traveling times between two cities will be more appropriate
instead of distance/cost parameters. Moreover, in real life situations of the third-world countries, the traveling times from
one city to another would be imprecise instead of precise (fixed) numbers due to several diverse situations arising from
traffic jam, bad condition of road/railway track, rainy/foggy weather, etc. for which there prevails a poor transport system.
Thus, in real life considerations, the time parameters are flexible in nature and their values lie within intervals and so an
I-ATSP can be framed. To solve this type of I-ATSP, order relations between interval numbers are essential. To the best of our
knowledge, very few researchers defined order relations between interval valued numbers. Among them, one may refer to
the works of Ishibuchi and Tanaka [51] and Chanas and Kuchta [52]. However, their definitions are not complete. Sengupta
and Pal [53] proposed two different approaches (one is deterministic and the other is fuzzy) to compare any two interval
numbers with respect to the decision makers’ (optimistic and pessimistic) point of view. However, in some cases, both of
their approaches fail to find the order relation between two interval numbers (see [54] for details). Again, Majumdar and
Bhunia [54] studied and solved assignment problemwith interval cost(s)/time(s) by elitist GA where they proposed revised
definitions of order relations of interval numbers with respect to optimistic as well as pessimistic decision maker’s point of
view. But, for some particular cases, their definition also fails to find the order relation.
Genetic algorithms (GAs) are relatively new robust metaheuristics based on the ideas borrowed from natural selection
and natural genetics. These are known to be a promising tool for solving a wide variety of real-world combinatorial
optimization problems. Unlike traditional heuristics and somemetaheuristics like Tabu search, GAs work with a population
of feasible solutions (known as chromosomes) iteratively by successively applying three basic genetic operators, viz.
selection, crossover and mutation in each iteration (called generation) until a termination criterion is satisfied. The basic
structure of a simple GA (SGA) is shown in Fig. 1.
Recently, Sengupta and Pal [55] developed an algorithm to solve interval valued TSP (ITSP) based on the traditional
assignment technique and interval ordering considering the additional constraint of cyclic tour. However, theirmethodology
cannot be applied for problems with an increased number of cities due to its enumeration nature with large computations
required for finding cyclic solution(s) from assignment solutions. Again in this area, Montemanni et al. [56] solved TSPs with
interval data from the graph-theoretic view point, for which they used some exact algorithms like branch and bound, branch
and cut, Benders’ decomposition and some heuristic and approximation algorithms like 2-opt, 3-opt, etc.
In an alternative way, in this paper, an ATSP with interval valued time parameters has been proposed and solved by a
genetic algorithm (GA) with the help of interval arithmetic and modified interval order relations from the point of view of
the pessimistic decision makers’ preference due to Mahato and Bhunia [57]. To solve this I-ATSP, a GA approach has been
proposed that is based on the work of Gang et al. [37], in which there is a composition of two SGAs—one is global GA (GGA)
and the other is local GA (LGA). GGA has been applied to the main tours for searching the global optima while LGA has been
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applied to the randomly selected sub-tours obtained from the main tour of GGA for searching the local optimal solution.
Our proposed algorithm incorporates some new features on initialization, a modified selection and replacement scheme,
modified form of two existing crossovers and a new crossover, a heuristic mutation and a tour improvement heuristic.
Finally, the results of computational experiments on some randomly generated I-ATSPs as well as comparative analyses on
different GA variants and genetic operators have been reported.
2. Interval arithmetic and order relations between intervals
Generally, an interval is defined by its lower and upper limits as
A = [aL, aR] = {x : aL ≤ x ≤ aR, x ∈ R}
where aL and aR are the lower and upper limits respectively and R, the set of all real numbers. The interval A is also defined
by its centre and radius as
A = ⟨ac, aw⟩ = {x : ac − aw ≤ x ≤ ac + aw, x ∈ R}
where ac = (aL + aR)/2 and aw = (aR − aL)/2 are respectively the centre and radius of interval A. Now, we shall discuss
some interval arithmetic.
Definition 2.1. Let ∗ ∈ {+,−, .,÷} be a binary operation on the set of real numbers. If A and B are two closed intervals,
then
A ∗ B = {a ∗ b : a ∈ A, b ∈ B}
defines a binary operation on the set of closed intervals. In the case of division, it is assumed that 0 ∉ B.
The operations on intervals used in this paper may be explicitly calculated (for two interval numbers A = [aL, aR] =
⟨ac, aw⟩ and B = [bL, bR] = ⟨bc, bw⟩) from Definition 2.1 as:
A+ B = [aL, aR] + [bL, bR] = [aL + bL, aR + bR], (1)
A+ B = ⟨ac, aw⟩ + ⟨bc, bw⟩ = ⟨ac + bc, aw + bw⟩, (2)
kA = k[aL, aR] = [kaL, kaR] for k ≥ 0, (3a)
= [kaR, kaL] for k < 0, (3b)
kA = k⟨ac, aw⟩ = ⟨kac, |k|aw⟩ (4)
where k is a real number.
In our paper, we shall use only Eqs. (1) and (3a).
Next, we shall discuss the order relations for finding the decision maker’s preference between interval times of
minimization problems.We shall restrict only to pessimistic decisionmaking for our TSP as this will be verymuch beneficial
for traveling salesmen.
Let the uncertain times from two alternatives be represented by two closed intervals A = [aL, aR] = ⟨ac, aw⟩ and
B = [bL, bR] = ⟨bc, bw⟩ respectively. It is also assumed that the time of each alternative lies in the corresponding interval.
These two intervals A and B may be of the following three types:
Type I: Both the intervals are disjoint.
Type II: Intervals are partially overlapping.
Type III: One interval is contained in the other.
These three types of intervals are shown in Fig. 2 for different situations.
Optimistic decision making
For optimistic decision making, the decision maker expects the lowest time/cost ignoring the uncertainty.
According to Mahato and Bhunia [57] the order relations of interval numbers for minimization problems in case of
optimistic decision making are as follows:
Definition 2.2. Let us define the order relation≤Omin between A = [aL, aR] and B = [bL, bR] as
A≤Omin B ⇔ aL ≤ bL
A<Omin B ⇔ A≤Omin B ∧ A ≠ B.
Pessimistic decision making
For pessimistic decision making, the decision maker expects the minimum cost/time for minimization problems
according to the principle ‘‘Less uncertainty is better than more uncertainty’’.
According to Mahato and Bhunia [57] the order relations of interval numbers for minimization problems in case of
pessimistic decision making are as follows:
Definition 2.3. Let us define the order relation≤pmin between A = [aL, aR] = ⟨ac, aw⟩ and B = [bL, bR] = ⟨bc, bw⟩ as
A<pmin B ⇔ ac < bc for Type I and Type II intervals
A<pmin B ⇔ (ac ≤ bc) ∧ (aw < bw) for Type III intervals.
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(a) Type I intervals.
(b) Type II intervals.
(c) Type III intervals.
Fig. 2. Three types of intervals for different situations.
However, for Type III intervals with (ac < bc) ∧ (aw > bw), the pessimistic decision cannot be taken. Here, the optimistic
decision is to be considered.
3. Problem formulation
Consider an ATSP in which there are n cities c1, c2, c3, . . . , cn to be visited by a salesman with inter-city times t(ci, cj).
Solving the TSP means finding a permutation π of the cities that minimizes the sum of the times
n−1
i=1
t(cπ(i), cπ(i+1))+ t(cπ(n), cπ(1)).
In our problem, t(ci, cj) = [tLij , tRij ], an interval and also t(ci, cj) ≠ t(cj, ci). Then, our proposed I-ATSP can be formulated as
follows:
Minimize Z =
n−
i=1
n−
j=1
[tLij , tRij ]xij (5)
subject to
n−
i=1
xij = 1, j = 1, 2, . . . , n (6)
and
n−
j=1
xij = 1, i = 1, 2, . . . , n (7)
where
xij = 1, if the salesman travels from ci to cj
= 0, otherwise.
4. Proposed GA approach for solving I-ATSP
The objective of our proposed GA approach is to provide the best found solution of the I-ATSP quickly as compared to
the existing GA approaches which are more time consuming and mostly rely on the employment of local improvement
techniques including the approach suggested in [37]. As in [37], our algorithm consists of two parts—GGA and LGA (shown
in Figs. 3 and 4). The LGA acts as a local search operator in the GGA to reorder the sequence of cities for the improvement
of the best found tour (whereas Gang et al. [37] considered randomly chosen tour from the population) obtained from the
GGA. Moreover, instead of choosing a sub-tour of successive cities (as in [37]), any set of (≥4) cities are randomly chosen
from the best foundmain tour of GGA to form the sub-tour for LGA. Note that the sub-tour is an open tour whichmeans that
the terminal cities of the sub-tour are not connected. Another important point to be noted is that all the chromosomes of
the population of LGA have the same terminal cities in order to ensure that either better or at least the same main tour will
be produced when the best sub-tour from LGA is fed into it. This LGA will run in every generation of the GGA. As soon as the
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Fig. 3. Pseudocode of GGA.
best individual of the LGA is found, it is fed back to the main tour of the GGA in order to replace the original part. Details of
the components of our two GAs are described in the following sections.
4.1. Chromosome representation and initialization
In our GA, usual path representation is used to represent chromosomes (solutions) where the cities are listed in the order
in which they are visited. For example, assume an ATSP with six cities {1, 2, 3, 4, 5, 6}, then the chromosome (solution) (2 1
3 5 6 4) represents the tour 2 → 1 → 3 → 5 → 6 → 4 → 2. This representation is not only unique up to the direction
of traversal clockwise or counter-clockwise and the originating city but also requires less storage space (array of n integers
for a chromosome).
For GGA, to create the initial population of different tours, a combination of two heuristics is used alternately. In the
first heuristic, each gene of the chromosome is assigned a random number drawn from {1, 2, . . . , n}. The second one is the
well-known random insertion heuristic where a position in the chromosome is selected and then a random number drawn
from {1, 2, . . . , n} is inserted. In both heuristics, the last gene of the chromosome is replaced by the first one.
On the other hand, for LGA, the initial population is created with the same individuals (chromosomes) considering the
randomly selected sub-tour cut from the best found main tour of the previous generation of GGA.
4.2. Evaluation of fitness function
In our algorithm, each chromosome has a fitness value which is the sum of the travel times in the tour represented by
the chromosome which are itself interval numbers. In I-ATSP, the smaller the fitness value is, the better the tour. The best
tour is the one which is a minimizer of (5) subject to (6) and (7).
4.3. Selection
In the selection process, the better chromosomes are selected according to their fitness values for which they will take
part in genetic operations (viz. crossover and mutation). Unlike Gang et al. [37], in our case, at first the current population
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Fig. 4. Pseudocode of LGA.
Fig. 5. Transitional process between two consecutive generations.
is sorted from best to worst in terms of interval valued fitness following Definition 2.3 of comparing interval numbers
and then a part of the better individuals (called TOP, Ref. Fig. 5) are copied from the current generation to the next. This
strategy is somewhat called elitism (with size TOP). Its main advantage is that the best solution is monotonically improved
in subsequent generations as well as good quality chromosomes are added formating. However, it can lead the convergence
of the population rapidly to a local minimum that again can be avoided by using high mutation rates.
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4.4. Crossover
For the crossover operation, two parent chromosomes are randomly chosen from the current population to produce
offspring. One of the parents is chosen among the best individuals of the population (TOP in Fig. 5), while the other is
randomly chosen from the whole population (including TOP). In contrast to the traditional one-point crossover suggested
in [37], here in GGA, three crossover operators are implemented, viz. modified order crossover (MOX), modified cycle
crossover (MCX) and the newly created sequence crossover (SX), while in LGA only SX is implemented. These operators
are discussed in detail.
(i)Modified Order Crossover (MOX)
The MOX used here is a modified version of the order crossover (OX) as suggested in [58] that generates offspring by
choosing a sub-string from one parent and preserving the relative order of cities from the other (see the pseudocode in
Fig. 6).
For example, consider a pair of parents given below:
Parent 1:(1 | 5 4 3 | 2 6)
Parent 2:(2 | 3 5 6 | 4 1).
First, two crossover sites, marked by ‘|’, are randomly chosen. Next, the cities from the other parent are replaced in the same
order from the beginning of the string, setting the middle sub-strings between the sites unchanged. The resulting offspring
are as follows:
Offspring 1:(2 5 4 3 6 1)
Offspring 2:(1 3 5 6 4 2).
(ii)Modified Cycle Crossover (MCX)
The MCX proposed in our algorithm is also a modification of the cycle crossover (CX) as suggested in [58] that generates
offspring by choosing a sub-string from one parent and preserving the cyclic order of cities from the other parent (see the
pseudocode in Fig. 7).
For example, consider the two parents given below:
Parent 1:(1 | 3 5 4 | 2 6)
Parent 2:(2 | 4 3 1 | 6 5).
At first, two crossover sites are randomly chosen and marked with ‘|’ on each parent. Next, the cities from the other parent
are replaced in the same cyclic order as in the middle sub-string (between the sites) from the beginning of the string. The
resulting offspring are as follows:
Offspring 1:(4 3 5 1 2 6)
Offspring 2:(2 3 5 1 6 4).
(iii) Sequence Crossover (SX)
The steps for SX are as follows:
Step 1: Randomly choose one yet unselected city from each parent, say p1i from Parent 1 and p2j from Parent 2.
Step 2: If p1i ≠ p2j then fill the first and second positions of Offspring 1 in the sequence p1i, p2j and for Offspring 2, fill them
in reverse sequence p2j, p1i. Otherwise, repeat Step 1.
Step 3: Repeat Steps 1–2 until all the cities of both the parents are selected.
It is to be noted that for the case when both parents have odd number of cities, after step 3, the remaining unselected
cities of the respective parents are to be copied at the last positions of the respective offspring.
For example, consider a pair of parents given below:
Parent 1:

2
1 5
3
2
1
6 4 3

Parent 2:

2 6
1
5 1
3
4
2
3

.
Suppose city 6 from Parent 1 and city 5 from Parent 2 are selected randomly for the first time. Similarly, for the second time,
city 1 from Parent 1 and city 3 from Parent 2 are selected and for the third time, city 2 from Parent 1 and city 4 from Parent
2 are selected. These are displayed here by using numbers on the top of the corresponding cities. The resulting offspring are
then
Offspring 1:(6 5 1 3 2 4)
Offspring 2:(5 6 3 1 4 2).
3070 J. Majumdar, A.K. Bhunia / Journal of Computational and Applied Mathematics 235 (2011) 3063–3078
Fig. 6. Pseudocode of MOX.
4.5. Mutation
In our implementation, two mutation operators are proposed, viz. exchange mutation (EM) (as in [37]) and the newly
created replacement mutation (RM), which are discussed in detail.
(i) Exchange Mutation (EM)
The EM is nothing but a pairwise interchange of any two randomly selected or adjacent (left/right) cities for a randomly
chosen tour.
For example, the result of EM on the tour (1 3 4 2 5 6)
(a) for randomly selected second and fifth cities will be (1 5 4 2 3 6)
(b) for right adjacent city of 2 will be (1 3 4 5 2 6)
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Fig. 7. Pseudocode of MCX.
(c) for left adjacent city of 2 will be (1 3 2 4 5 6).
Here the EM is used as a deterministic hill climber in the sense that the result of the swap is considered to be valid if
it results in an improvement. Otherwise, the tours are discarded. Consequently, a good tour never gets lost as well as high
diversity is always maintained in each generation.
(ii) Replacement Mutation (RM)
RM is used here in a broader sense than usual and its aim is to prevent premature convergence of the population. Instead
of performing gene-by-gene mutation, with small probability in each generation, here some new randomly generated
individuals (mutants) using the same heuristic as the original (initial) population are introduced into the next generation
(BOT in Fig. 5). In this way, no genetic material of the current population is brought in and thus premature convergence is
unlikely to occur. Fig. 5 depicts the transitional process between two consecutive generations.
4.6. Termination criteria
In [37], the termination conditions have been set to the total number of generations in the GGA and the LGA. But our
algorithm terminates when any one of the following two conditions is satisfied earlier:
(a) the best solution does not improve within 10 consecutive generations (for both GGA and LGA)
(b) the number of generations reaches user defined iterations (generations) (for both GGA and LGA).
5. Tour improvement heuristic
In our algorithm, a tour improvement heuristic is applied to eachmember of the offspring population (see the pseudocode
in Fig. 8).
3072 J. Majumdar, A.K. Bhunia / Journal of Computational and Applied Mathematics 235 (2011) 3063–3078
Fig. 8. Pseudocode of tour improvement heuristic.
Table 1
Different GA variants.
Crossover Mutation Variant name
MOX EM GA-1
MOX RM GA-2
MCX EM GA-3
MCX RM GA-4
SX EM GA-5
SX RM GA-6
Table 2
Parameters of GGA and LGA.
Problem psize mgen pc pm TOP BOT
GGA LGA GGA LGA GGA LGA GGA LGA GGA (%) LGA (%) GGA (%) LGA (%)
I-ATSP(10)a 20 10 50 25 0.6 0.7 0.2 0.3 0.2 0.2 0.2 0.3
I-ATSP(15)a 30 10 50 25 0.6 0.7 0.2 0.3 0.2 0.2 0.2 0.3
I-ATSP(20)a 40 10 50 25 0.6 0.7 0.2 0.3 0.1 0.2 0.2 0.3
I-ATSP(30)a 60 10 50 25 0.6 0.7 0.2 0.3 0.05 0.2 0.2 0.3
psize—population size;mgen—maximum number of generations allowed; pc—probability of crossover; pm—probability of mutation.
a The numbers within brackets of each problem indicate the number of cities for the respective problem.
6. Computational results with discussion
In this section, the computational results of our proposed algorithm on four randomly generated I-ATSPs of 10 cities, 15
cities, 20 cities and 30 cities are presented. Here, the tLij and tRij values (for i ≠ j) are taken as follows:
tLij = 1.25 (1+ random integer on the interval [0, 3])
tRij = tLij + 0.25 (1+ random integer on the interval [0, 3]).
For the second problem with 15 cities, the data for the matrices tLij and tRij separately together with the best found as well
as the global optimal solutions are listed in the Appendix.
The proposed algorithm is coded in C/C++ and tested on a Pentium IV 3.0 GHz processor with 1 GB RAM PC under LINUX
environment. To solve the problems, six variants of our developed GA are proposed based on different combinations of
crossover and mutation shown in Table 1. Because of the stochastic nature of GAs, all the results reported in this paper are
obtained using 20 independent runs per problem and also for each GA variant with different sets of random numbers.
The best found objective values (Best), success rate (SR) of the best found solution, minimum, maximum and average
number of generations until the final solution is first seen, minimum, maximum and average CPU times (in seconds)
required to obtain the best solution and also theminimum,maximum and average numbers of objective function evaluation
(Fn-count) for each problem and also for each GA variant are reported in Table 3.
6.1. Parameter selection
In the experiments, the parameters of Table 2 are used.
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Table 3
Computational results of different GA variants for four different I-ATSPs.
Variant name Problems→ I-ATSP(10) I-ATSP(15) I-ATSP(20) I-ATSP(30)
GA-1 Best [16.50, 23.25] [22.50, 30.25] [29.50, 39.75] [43.50, 59.50]
SR 100 50 60 40
Gen
Min 1 1 1 1
Max 1 7 21 19
Avg 1 1.55 3.55 4.3
CPU time(s)
Min 0.09 0.38 2.75 63.79
Max 0.24 8.74 58.39 281.99
Avg 0.133 4.270 29.159 122.893
Fn-count
Min 40 60 120 720
Max 40 540 1280 1800
Avg 40 286.5 562 918
GA-2 Best [16.50, 23.25] [22.50, 30.25] [29.50, 39.75] [43.25, 58.25]
SR 100 50 40 50
Gen
Min 1 1 1 1
Max 1 13 19 17
Avg 1 4.3 7.6 6.95
CPU time(s)
Min 0.09 0.41 1.21 84.03
Max 0.33 7.91 58.31 235.50
Avg 0.150 3.473 33.42 150.985
Fn-count
Min 40 60 80 720
Max 40 540 1200 1680
Avg 40 234 704 1077
GA-3 Best [16.50, 23.25] [22.50, 30.25] [29.50, 39.75] [43.25, 58.75]
SR 100 50 50 40
Gen
Min 1 1 1 1
Max 1 10 9 9
Avg 1 1.85 2.3 2.85
CPU time(s)
Min 0.08 0.41 14.87 66.54
Max 0.13 6.78 45.33 178.34
Avg 0.097 3.795 25.089 112.947
Fn-count
Min 40 60 480 720
Max 40 420 880 1200
Avg 40 265.5 532 831
GA-4 Best [16.50, 23.25] [22.50, 30.25] [29.50, 39.75] [42.75, 57.25]
SR 100 60 50 60
Gen
Min 1 1 1 1
Max 1 16 21 27
Avg 1 6.45 6.4 11.55
CPU time(s)
Min 0.09 1.66 1.19 102.32
Max 0.17 10.80 70.38 398.84
Avg 0.120 5.351 28.696 185.939
Fn-count
Min 40 60 480 720
Max 40 600 1280 2280
Avg 40 348 616 1353
GA-5 Best [16.50, 23.25] [22.50, 30.25] [29.25, 40.25] [44.50, 58.50]
SR 100 65 40 45
Gen
Min 1 1 1 1
Max 1 3 11 17
Avg 1 1.1 2.3 2.4
CPU time(s)
Min 0.10 0.40 15.46 63.33
Max 0.13 6.68 55.54 225.68
Avg 0.113 4.076 25.387 102.049
(continued on next page)
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Table 3 (continued)
Variant name Problems→ I-ATSP(10) I-ATSP(15) I-ATSP(20) I-ATSP(30)
Fn-count
Min 40 60 480 720
Max 40 420 880 1320
Avg 40 288 532 804
GA-6 Best [16.50, 23.25] [22.50, 30.25] [29.50, 39.75] [42.25, 57.75]
SR 100 65 60 70
Gen
Min 1 1 1 1
Max 1 2 7 17
Avg 1 1.23 2.1 1.55
CPU time(s)
Min 0.07 0.36 0.49 55.57
Max 0.11 5.83 55.90 103.07
Avg 0.09 3.604 24.137 96.454
Fn-count
Min 40 60 200 720
Max 40 360 800 1180
Avg 40 230 444 893
Global optimum [16.50, 23.25] [22.50, 30.25] [29.50, 39.75] [42.75, 57.25]
Best—best found objective value; SR—success rate of the best found solutions; Gen—number of generations until the final solution is first seen; CPU time(s)—
execution time required for the best solution; Fn-count—number of objective function evaluations.
6.2. Comparisons and discussions
From the results of the proposed algorithm shown in Table 3, the following remarks may be noted:
1. The best found objective values for the first three I-ATSPs as obtained from different GAs remain the same except for the
case when I-ATSP(20) is solved using GA-5. But for the fourth problem, viz. I-ATSP(30), the best found objective values
are different for different GAs and optimal value (i.e., [42.75, 57.25]) is obtained for a single instance when the problem
is solved using GA-4.
2. The best found solution is often found, as the success rate is 50% or more for the majority (19 out of 24) of the cases. This
rate is 100% for I-ATSP(10) for all the GAs and 60% and above for GA-6 for all the four problems.
3. Minimum one generation is required until the best found final result is seen for the first time for all the cases. On the
other hand, a maximum of less than 28 generations and an average of less than 12 generations are needed for the
same.
4. Our GAs take a minimum, a maximum and an average CPU time of less than 15.47 s, 70.39 s and 25.1 s respectively, for
the first three problems while for the fourth problem, these are seen to be 102.4 s, 399 s and 176.5 s, respectively.
5. The average number of objective function evaluations per run lies between 40 and 1353.
6. Although GA-1 and GA-4 find better solutions of I-ATSP(20) and I-ATSP(30), respectively, GA-6 (i.e., combination of SX
and RM) is proved to be comparatively the best in all respects.
The gradual evolution of generations that yield convergence of I-ATSP(15) using the best GA variant, viz. GA-6 is presented
in Table 4 from which a clear depiction of our proposed methodology is reflected.
7. Comments and conclusions
For the first time, this paper deals with a realistic asymmetric traveling salesman problem based on the concept of time
minimization, where the inter-city times are considered as intervals and solves the same using genetic algorithm (GA) with
the help of interval arithmetic and the existing interval order relations developed recently from the pessimistic decision
makers’ point of view only. In order to keep the population diversity in LGA, the values of pc and pm are set higher than
those in the GGA. During experiments, it is seen that the process converges rapidly with the increase of city numbers in the
sub-tour and appears stable when n/4 ≤ ns ≤ n/2, ns being the number of cities in a sub-tour. From the computational
point of view, though running of a big LGA (i.e., LGA with large number of cities in the sub-tour) in every generation of GGA
is expensive, LGA can be an effective local search operator in the GGA to improve the individuals of the main population
which is observed in our experiments.
From our analysis and experiments, it indicates that the combination of GGA with LGA including new features on GA
initialization, selection, crossover, mutation, and tour improvement heuristic allows the genetic search to maintain high
diversity with reasonable time.
Experiments of six new variants of our proposed GA on four interval valued test problems verify that our alternative
approach is well competent with the traditional GAs including the GA suggested in [37] for solving deterministic problems.
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Table 4
Evolution of generations of I-ATSP(15) using GA-6.
Trial Gen (GGA) Best Obj. Val. (LGA) Obj. Val. (GGA)
1 1 [5.00, 7.25] [22.00, 31.00]
2 [5.00, 6.50] [22.50, 30.25]
2 1 [12.00, 15.50] [22.50, 30.25]
3 1 [9.25, 12.25] [22.50, 30.25]
4 1 [11.75, 15.50] [22.50, 30.25]
5 1 [8.75, 12.00] [22.00, 31.00]
2 [5.75, 8.00] [22.00, 31.00]
3 [14.75, 20.75] [22.00, 31.00]
4 [10.25, 14.50] [22.00, 31.00]
5 [7.25, 10.50] [22.00, 31.00]
6 [7.50, 10.50] [22.00, 31.00]
7 [8.50, 12.75] [22.00, 31.00]
8 [16.25, 22.75] [22.00, 31.00]
9 [13.50, 18.50] [22.00, 31.00]
10 [11.75, 16.25] [22.00, 31.00]
6 1 [11.75, 17.25] [22.00, 31.00]
2 [6.75, 10.00] [22.00, 31.00]
3 [8.75, 12.50] [22.00, 31.00]
4 [16.00, 23.00] [22.00, 31.00]
5 [14.50, 20.75] [22.00, 31.00]
6 [4.25, 6.00] [22.00, 31.00]
7 [7.00, 9.50] [22.00, 31.00]
8 [8.75, 12.00] [22.00, 31.00]
9 [4.25, 6.00] [22.00, 31.00]
10 [16.25, 23.25] [22.00, 31.00]
7 1 [9.00, 12.00] [22.50, 30.25]
8 1 [4.00, 5.75] [22.50, 30.25]
9 1 [10.50, 13.75] [22.50, 30.25]
10 1 [8.00, 10.50] [22.50, 30.25]
11 1 [9.25, 12.75] [22.00, 31.00]
2 [12.00, 16.75] [22.00, 31.00]
3 [8.50, 12.75] [22.00, 31.00]
4 [9.00, 12.50] [22.00, 31.00]
5 [7.75, 10.75] [22.00, 31.00]
6 [7.50, 10.25] [22.00, 31.00]
7 [11.50, 17.25] [22.00, 31.00]
8 [6.50, 9.00] [22.00, 31.00]
9 [19.25, 27.50] [22.00, 31.00]
10 [9.00, 13.00] [22.00, 31.00]
12 1 [14.75, 20.25] [22.00, 31.00]
2 [5.75, 7.00] [22.50, 30.25]
13 1 [7.75, 10.25] [22.00, 31.00]
2 [10.25, 14.50] [22.00, 31.00]
3 [4.75, 5.75] [22.00, 31.00]
4 [4.25, 6.00] [22.00, 31.00]
5 [4.25, 6.00] [22.00, 31.00]
6 [4.75, 6.50] [22.00, 31.00]
7 [8.50, 12.50] [22.00, 31.00]
8 [11.50, 17.25] [22.00, 31.00]
9 [5.75, 8.25] [22.00, 31.00]
10 [8.50, 12.50] [22.00, 31.00]
14 1 [4.25, 6.00] [22.00, 31.00]
2 [6.00, 8.50] [22.00, 31.00]
3 [4.75, 6.50] [22.00, 31.00]
4 [4.25, 6.50] [22.00, 31.00]
5 [5.75, 7.75] [22.00, 31.00]
6 [15.00, 21.50] [22.00, 31.00]
7 [8.50, 12.50] [22.00, 31.00]
8 [12.00, 17.00] [22.00, 31.00]
9 [10.50, 14.75] [22.00, 31.00]
10 [4.50, 6.75] [22.00, 31.00]
15 1 [11.75, 17.25] [22.00, 31.00]
2 [4.25, 6.00] [22.00, 31.00]
3 [5.75, 8.25] [22.00, 31.00]
(continued on next page)
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Table 4 (continued)
Trial Gen (GGA) Best Obj. Val. (LGA) Obj. Val. (GGA)
4 [4.75, 5.75] [22.00, 31.00]
5 [10.50, 15.25] [22.00, 31.00]
6 [11.75, 16.25] [22.00, 31.00]
7 [4.25, 6.00] [22.00, 31.00]
8 [5.75, 8.25] [22.00, 31.00]
9 [7.75, 10.75] [22.00, 31.00]
10 [4.25, 6.00] [22.00, 31.00]
16 1 [6.75, 10.00] [22.00, 31.00]
2 [4.75, 6.75] [22.50, 30.25]
17 1 [10.75, 14.00] [22.50, 30.25]
18 1 [18.75, 26.25] [22.00, 31.00]
2 [13.50, 18.25] [22.00, 31.00]
3 [9.75, 14.00] [22.00, 31.00]
4 [4.25, 5.75] [22.00, 31.00]
5 [4.00, 5.75] [22.00, 31.00]
6 [5.50, 8.00] [22.00, 31.00]
7 [6.25, 8.00] [22.00, 31.00]
8 [11.50, 15.75] [22.00, 31.00]
9 [12.75, 18.25] [22.00, 31.00]
10 [13.00, 18.50] [22.00, 31.00]
19 1 [4.25, 5.50] [22.50, 30.25]
20 1 [10.75, 13.75] [22.50, 30.25]
Gen (GGA)—generation number of GGA; Best Obj. Val. (LGA)—best found objective value from LGA; Obj. Val. (GGA)—objective value found from GGA.
However, we have solved some ATSPs with 34 cities (viz. ‘‘ftv 33’’), 36 cities (viz. ‘‘ftv 35’’), 43 cities (viz. ‘‘p 43’’), 48 cities
(viz. ‘‘ry 48p’’), 53 cities (viz. ‘‘ft 53’’), 56 cities (viz. ‘‘ftv 55’’), 91 cities (viz. ‘‘ftv 90’’) and 101 cities (viz. ‘‘ftv 100’’) obtained
from TSPLIB (URL: ftp://ftp.zib.de/pub/Packages/mp-testdata/tsplib/atsp/index.html) instances by our proposed GA and in
each case the best found solution coincides with the global solution given in TSPLIB. Those solutions are not mentioned in
the revised manuscript.
Thus, we believe that, our alternative GA approach will be suitable to solve other optimization problems due to its rapid
convergence with high diversity features. For future research, one may develop even more efficient GA to solve the single
as well as multi-objective I-ATSP.
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Appendix. Matrix ([tLij , tRij ]15×15) used for I-ATSP(15)
(tLij)15×15
=

− 4.50 3.25 2.75 4.00 3.25 1.25 2.00 3.75 5.00 2.75 3.50 2.25 3.50 3.00
2.75 − 4.00 1.50 3.25 2.50 4.25 3.50 2.25 3.50 4.75 4.75 1.25 1.25 4.75
1.25 2.00 − 5.00 3.75 2.50 2.25 1.50 3.50 2.25 1.50 2.50 3.00 5.00 2.50
2.75 4.25 4.25 − 1.25 1.50 4.75 4.00 5.00 1.25 3.50 3.25 4.00 5.00 3.00
2.00 2.00 3.50 4.50 − 2.00 1.50 2.00 2.75 1.25 1.25 2.50 2.00 4.75 1.50
3.50 3.75 3.75 3.00 1.25 − 4.75 1.75 3.50 2.75 2.25 1.75 2.25 3.75 2.75
1.25 5.00 2.00 4.50 2.75 5.00 − 2.50 4.00 3.25 3.25 3.25 2.25 4.00 1.25
2.25 4.00 2.50 3.00 4.50 5.00 4.50 − 3.25 3.50 2.75 1.25 3.50 4.00 3.75
3.75 3.50 4.25 4.75 4.50 1.75 1.75 1.50 − 2.50 4.00 3.75 1.50 1.25 1.25
3.25 2.25 2.50 3.75 3.25 1.75 2.50 4.50 2.50 − 2.00 2.50 1.75 1.25 4.75
1.75 3.00 4.75 4.25 4.75 5.00 4.25 4.25 2.25 3.00 − 4.50 4.25 5.00 2.75
1.50 3.25 3.25 4.50 2.75 2.00 3.75 1.50 1.50 1.75 3.75 − 2.75 4.75 2.00
3.00 3.75 1.75 4.75 2.75 2.25 4.25 3.75 1.50 1.50 3.00 3.50 − 2.50 4.75
4.00 2.00 3.50 3.50 2.50 4.00 4.50 3.75 5.00 3.75 4.50 2.50 5.00 − 1.75
3.50 1.25 5.00 1.75 3.50 3.25 2.50 1.25 5.00 2.00 4.75 1.75 4.50 4.50 −

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(tRij)15×15
=

− 5.50 3.75 3.75 5.00 4.00 2.25 2.50 4.50 6.00 3.50 4.50 3.25 4.00 3.25
3.00 − 4.25 2.25 3.75 2.75 4.75 4.00 3.25 4.25 5.00 5.75 2.00 2.25 5.75
1.50 2.25 − 5.75 4.75 3.25 2.50 1.75 4.00 3.25 2.50 3.50 3.50 5.25 3.25
3.75 4.50 4.75 − 2.25 1.75 5.25 4.50 5.25 1.75 3.75 3.50 4.25 6.00 3.25
2.50 3.00 4.25 5.00 − 3.00 1.75 3.00 3.50 2.00 1.75 2.75 2.75 5.75 1.75
4.50 4.25 4.00 4.00 2.25 − 5.00 2.75 4.00 3.50 2.50 2.50 2.50 4.00 3.00
1.50 5.75 2.50 5.25 3.00 5.50 − 2.75 4.75 3.50 3.50 4.25 3.25 4.25 2.25
3.00 4.75 2.75 4.00 4.75 5.25 4.75 − 3.50 3.75 3.00 1.50 4.00 4.25 4.25
4.00 4.00 4.50 5.00 5.00 2.75 2.75 2.00 − 3.25 4.25 4.50 2.25 1.75 2.00
3.50 3.25 2.75 4.75 3.75 2.00 3.25 5.50 2.75 − 2.25 2.75 2.25 1.50 5.00
2.50 4.00 5.00 4.75 5.75 5.75 5.25 4.75 2.75 4.00 − 5.00 4.50 5.25 3.50
2.00 3.75 3.75 5.00 3.25 2.50 4.50 2.25 2.25 2.00 4.50 − 3.50 5.75 2.50
3.25 4.75 2.00 5.25 3.75 2.75 5.00 4.00 2.25 2.00 3.50 4.50 − 3.50 5.25
4.50 2.75 3.75 4.00 3.25 4.50 5.50 4.25 5.75 4.00 5.50 3.25 6.00 − 2.50
4.00 2.00 5.25 2.00 4.25 4.25 2.75 2.25 5.50 3.00 5.00 2.25 4.75 5.25 −

Best found solution = [22.50, 30.25] Global optimal solution = [22.50, 30.25].
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