The identification of genetic variants that are associated with disease risk is an important goal of genetic association studies. Standard approaches perform univariate analysis where each genetic variant, usually Single Nucleotide Polymorphisms (SNPs), is tested for association with disease status. Though many genetic variants have been identified and validated so far using this univariate approach, for most complex diseases a large part of their genetic component is still unknown, the so called missing heritability. We propose a Kernel-based measure of variable importance (KVI) that provides the contribution of a SNP, or a group of SNPs, to the joint genetic effect of a set of genetic variants. KVI can be used for ranking genetic markers individually, sets of markers that form blocks of linkage disequilibrium or sets of genetic variants that lie in a gene or a genetic pathway. We prove that, unlike the univariate analysis, KVI captures the relationship with other genetic variants in the analysis, even when measured at the individual level for each genetic variable separately. This is specially relevant and powerful for detecting genetic interactions. We illustrate the results with data from an Alzheimer's disease study and show through simulations that the rankings based on KVI improve those rankings based on two measures of importance provided by the Random Forest. We also prove with a simulation study that KVI is very powerful for detecting genetic interactions.
Introduction
The identification of genetic variants that are associated with disease risk is one of the challenging problems in genetic epidemiology. The usual study design for exploring the genetic basis of human diseases is a case-control study where single nucleotide polymorphisms (SNPs) are genotyped and differences in genotype frequencies between cases and controls are analyzed. The standard statistical analysis for genetic association studies is the single marker analysis where each SNP is tested separately for association with disease status. Though many genetic variants have been identified and validated so far using this univariate approach, for most complex diseases a large part of their genetic component is still unknown, the so called missing heritability. Indeed, unless very large sample sizes are available, the univariate approach is not going to be powerful enough for detecting new causal variants because of the small individual effect sizes that most causal variants have, as has been shown in the genetic variants detected up to now in genome wide association studies (GWAS) [1] , and because of the restrictive multiple testing corrections that are required. Moreover, the power of the univariate approach is also affected by the correlation between genetic markers that are analyzed (Linkage Disequilibrium) and because this approach ignores possible non-linear joint effects or epistasis.
Random Forest (RF) [2] is an alternative to the univariant approach that can capture non-linear effects. It has been applied in genetic association studies for identification and selection of the most informative SNPs, see, for instance, [3] and [4] . However, the most widely used measures of variable importance provided by Random Forests, mean decrease accuracy (MDA) and mean decrease Gini (MDG), have important limitations. While MDA is very unstable, as described in a simulation study about the stability of RF rankings [5] , MDG is strongly biased, favoring SNPS's with large minor allele frequency [6, 7] . How correlation impacts on both measures of importance is another issue that has been studied in [8, 9] and [10] . In order to overcome these difficulties and reduce computational burden, new RF importance measures and RF implementations have been proposed [11] [12] [13] . For nice reviews on Random Forests see [14] and [15] .
In this work we center on the Kernel methodology that has proven to be an efficient multi-marker approach to study nonlinear joint effects of a set of genetic variants [16, 17] . The genetic information is captured by the Kernel matrix that measures similarities between individuals on the basis of their SNP genotypes. One of the advantages of this approach is that it can encompass situations with large number of variables and small number of individuals [18] . Kernel machine logistic regression and support vector machine (SVM) are two alternative approaches for classification with a bivariate phenotype that have been used for biomarker discovery using the Kernel methodology [19] [20] [21] . Though computationally more expensive than SVM, Kernel machine logistic regression has the advantage of providing estimates of the class probabilities and it is easily extended to more than two classes classification and to continuous phenotypes. For further reading on Kernel machine regression see [22] [23] [24] or [25] ; for support vector machine (SVM) methods on feature selection with high dimensional data sets, see also [26, 27] or [28] .
Kernel machine regression provides a test for the joint nonparametric effect of a set of SNPs. However, the result of such a multi-marker global test can be difficult to interpret and a question naturally arises as to which genetic markers are driving the observed joint effect. In order to answer this question and to guide the interpretation of a multiple marker analysis we propose a Kernel-based measure of variable importance (KVI) that provides the contribution of a SNP, or a group of SNPs, to the joint genetic effect of a set of genetic variants. KVI depends on a statistic S that evaluates the separation between cases and controls in the Hilbert space associated with the Kernel matrix, the so called reproducing Kernel Hilbert space or RKHS.
KVI can be used for ranking genetic markers individually, sets of markers that form blocks of linkage disequilibrium or sets of genetic variants that lie in a gene or a genetic pathway. We prove that, unlike the univariate analysis, KVI captures the relationship with other genetic variants in the analysis, even when measured at the individual level for each genetic variable separately. This is specially relevant and powerful for detecting genetic interactions.
In summary, the proposed Kernel-based methodology provides a new insight into genetic association studies by providing a measure of importance of the genetic variants or sets of genetic variants. We illustrate the results with data from an Alzheimer's disease study and show through simulations that the rankings based on KVI improve those rankings based on two measures of importance provided by the Random Forest [2] . We also prove with a simulation study that KVI is very powerful for detecting genetic interactions.
The paper is organized as follows. Section 2 describes the proposed Kernel-based measure of variable importance. In Section 3 we present the results of applying the proposed methodology to the genes of the Reelin pathway from a genome-wide association study on Alzheimer's disease. We provide both, the KVI rankings of the genes in the pathway and the rankings of the SNPs within the two most important genes. In Section 4 we outline the results of several simulation analysis which confirm that our proposal identifies the most relevant genetic variants better than other techniques. The paper ends with a discussion of the main issues of this work.
Methods

Kernel-based variable importance
We consider a case-control association study involving n genotyped individuals with n 0 controls and n 1 cases. Let y i be the disease status for subject i (i = 1, . . . , n) where y i = 1 denotes a case and y i = 0 denotes a control. Given a set of p SNPs, let
) be the genotypes for subject i. The genotypes are coded numerically as 0, 1 or 2 depending on the number of minor alleles present. If we denote the major and minor alleles by A and a respectively, then 0 corresponds to major homozygote (AA), 1 corresponds to heterozygote (Aa) and 2 corresponds to minor or variant homozygote (aa). The Kernel machine method is based on projecting the genotypes, G i , from the original space G to the Hilbert space F generated by a given positive definite Kernel function K(⋅, ⋅). Though the mapping function 6 : G → F being unknown, the mathematical properties of F imply that: 1. The inner product in F between projections of the genotypes of two individuals are given by the Kernel function:
2. Any unknown function of the genetic component, h(G i ), can be expressed as a linear combination of the Kernel function:
The Kernel function applied to every pair of subjects defines a n × n matrix, the so called Kernel matrix, K. Each value K(G i , G j ) of the Kernel matrix measures the similarity (or dissimilarity) between individuals i and j on the basis of their genotypes [29] . In order to define the importance of each genetic variable (SNP) we use a measure S of discrimination between cases and controls in the Kernel-defined space F . Let us introduce first the distance in F between two individuals, between an individual and its centre of mass and between two centres of masses.
From eq. (1), the squared distance in F between individuals i and j is given by:
We denote by I 1 ⊂ {1, 2, . . . , n} the subset of indices corresponding to case individuals and by I 0 the complement of I 1 , which provides the indices for the control individuals. Also, we denote by C 1 = 1 n 1 i∈I 1 6 (Gi) and by C 0 = 1 n 0 i∈I 0 6 (Gi) the centre of masses of cases and controls, respectively. The squared distance between an individual i ∈ I l and its centre of mass C l (l = 0, 1) is defined as:
The squared distance between the centre of masses of cases and controls is given by:
Given all these distances, we define the following measure of discrimination,
where the numerator gives the separation of the two centres of masses and the denominator gives the separation of cases and controls to their respective centres of mass. Large values of S correspond to well discriminated cases and controls in F . We note that S is related to the pseudo-F statistic considered in [30] for Genomic Distance-Based Regression and it can be expressed similarly to the usual ratio of between-within sum of squares in analysis of variance:
where SST is the sum of squared distances from the projected data to the overall centre of mass and SSW is the sum of squared distances from the projected data to their centre of mass. We propose the Kernel-based measure of importance for the j-th SNP as
where
. . , G p ) denotes the discrimination between cases and controls when the effect of SNP j is removed from the analysis by randomly permuting its values. We repeat this permutation several times, that is, for each j = 1, . . . , p,
where G j(r) is a random permutation of the individual values in the original G j . By default we take R = 10. When SNP j contributes to the joint association of the set of SNPs evaluated, the discrimination measure with the permuted SNP S(
. . , G p ) and, consequently, the measure KVI j will be larger than 1. Thus, large values of KVI j indicate an important contribution of SNP j to the joint effect of the set of SNPs. We note that definition eq. (3) is also valid when G j * designates a group of SNPs instead of a single SNP. Consequently, the KVI j measure may be also used for ranking genetic markers separately, sets of markers that form blocks of LD or sets of variants that lie in a gene or a genetic pathway.
In the following sections we will illustrate the performance of the proposed KVI measure. For this, we consider three types of Kernel functions. One is the IBS Kernel [31] which counts the number of alleles shared identical by state (IBS) between two individuals,
is the number of alleles shared identical by state between subjects i and j at SNP k.
The second one is the polygenic Kernel [32] , which is a linear Kernel applied to standardized genotype data,
and 0 k is the minor allele frequency of SNP k.
Finally, we also consider Hadamard (or element-wise) products between two Kernel matrices. These Kernel products have proven to be useful for detecting gene interaction effects [32] .
Alzheimer data analysis
Alzheimer's disease (AD), one of the most common neurodegenerative diseases, is characterized by the extracellular accumulation of the "-amyloid peptide plaques (A") within the brain along with intracellular accumulation of abnormally hyperphosphorylated Tau protein leading to the so-called neurofibrillary tangles (NFTs) [33] .
To illustrate our methodology we will explore the role of the genetic variation in the Reelin signaling pathway in Alzheimer's disease. The Reelin signaling pathway contributes to the formation of synaptic circuits in the central nervous system and interacts with ApoE protein, whose isoform ApoE-:4 is the best established genetic risk factor for late-onset AD [34, 35] . With this purpose we used the data from a GWAS [36] publicly available for download from http://public.tgen.org/ tgen.org/supplementarydata/neurogenomics/supplementarydata/GAB2. The dataset corresponds to a casecontrol study with 1411 subjects (861 cases and 550 controls) and 502, 627 SNPs genotyped. Since we focus in the Reelin pathway, we extracted 682 SNPs which lie within 32 genes of the Reelin signaling pathway. Table 1 describes the distribution of SNPs in the different genes.
We computed the KVI measure of importance for each gene in the Reelin signaling pathway. Figure 1 represents the ranking of the genes in the Reeling signaling pathway given by the KVI measure of importance using the Polygenic Kernel. The 3 most important genes according to KVI are LRP2 (44 SNPs), APP (50 SNPs) and CDK5 (4 SNPs), respectively.
The three genes have been implicated in AD in previous works. The LRP2 gene codifies for the LDL receptor related protein 2 (LRP2), also called megalin, that has apolipoprotein E as a common ligand. Megalin has been recognized as an important component of many pathological conditions, including Alzheimer's disease. In addition, the expression of megalin and some of its ligands in the central and peripheral nervous system suggests a role for this receptor in neural regeneration processes [37] . The amyloid precursor protein (APP) is a transmembrane protein expressed at high levels in the brain. Several works suggest the implication of APP in the generation of the neurotoxic A" peptide as a crucial step in the development of AD [38] . Cyclindependent kinase 5 (CDK5) has been implicated as one of the major protein kinases involved in the abnormal Table 1 : Distribution of SNPs in the genes of the Reelin signaling pathway. The table contains the name of the gene, the chromosome (Chr), the number of genotyped SNPs in the gene coding region (CDS) and the number of genotyped SNPs in the promoter region. Gene  Chr  CDS  promoter  Gene  Chr  CDS  promoter  ABL1  9  27  0  LRP2  2  43  1  ABL2  1  6  2  PIK3R1  5  8  2  APOE  19  --CDK5R1  17  --APOER2  1  11  0  CDK5R2  2  --APP  21  49  1  TP73  1  4  0  BDNF  11  5  1  AKT1  14  2  1  CAMK2A  5  10  1  PLK2  5  1  0  CASK  X  --PSEN1  14  4  0  CDC42  1  10  2  PSEN2  1  5  1  CDK5  7  4  0  RAC1  7  5  0  CNR1  6  6  2  RELN  7  80  2  DAB1  1  251  1  RHO  3  1  1  EMX2  10  0  1  RHOA  3  0  4  EPHA1  7  1  2  SHIP  2  18  0  FYN  6  36  1  SRC  20  4  0  GSK3B  3  7  0  TAU  17  31  0  ITGA3  17  4  6  TBR1  2  2  4  LDLR  19 hyperphosphorylation of Tau in AD, the activity of CDK5 has been shown to be higher in the prefrontal cortex of AD brains, and CDK5 has been described to be associated with all stages of neurofibrillary pathology in AD brains [39] .
SNPs in SNPs in SNPs in SNPs in
As a second step, we explored the SNPs within the two genes with a larger number of genotyped SNPs, LRP2 and APP. The ranking of the SNPs within each gene are given in Figure 2 . The 4 top SNPs in LRP2 are rs2239594, rs11689553, rs830959 and rs2239598; the top 4 in APP are rs2830076, rs436011, rs2830005 and rs2830075 and the 4 SNPs genotyped in CDK5 are rs891507, rs2069456, rs2069454 and rs1549759. The discussion on the possible mechanisms that relate these markers to AD is out of the scope of this work. In order to explore the robustness of the rankings with respect to the selected Kernel we reanalyzed the Alzheimer study using the IBS Kernel which counts the number of alleles shared identical by state (IBS) between two individuals. The results obtained were very similar to the ones discussed previously provided by the polygenic Kernel. Both, the IBS and polygenic Kernel, identified the same 5 more important genes and assigned them the same order of importance: LRP2 > APP > CDK5 > SHIP > RAC1. With respect to the top 10 list of genes, both Kernels were highly concordant, with only a difference of one gene in the two lists and slight differences in ordering. The Kendall's Tau correlation coefficient between both rankings for all 32 genes was 0.6872. We also compared the rankings of the SNPs in the two most important genes. The Kendall's Tau correlation coefficient between both Kernels for LRP2 was 0.7758 and for APP 0.7012.
Simulation study
We conducted a simulation study to assess the performance of KVI. We considered several scenarios including independent SNPs, correlated SNPs and epistasis. In each scenario, our purpose is to evaluate if KVI ranks the causal variants on the top of the list and compare the results with the rankings provided by the usual univariate approach and the Random Forest variable importance measures. The Random Forest, as implemented in the R-package randomForest [40] , provides two different importance measures, mean decrease accuracy (MDA) and mean decrease Gini (MDG). MDA quantifies the importance of a variable by measuring the change in prediction accuracy, when the values of the variable are randomly permuted compared to the original observations. MDG is the sum of all decreases in Gini impurity due to a given variable (when this variable is used to form a split in the Random Forest), normalized by the number of trees.
Ranking performance for independent SNPs
In this section we display the results of a simulation study for comparing the performance of four importance measures for ranking a set of SNPs according to their association with a simulated disease-status phenotype. The four measures compared are the proposed Kernel based measure of importance, KVI, two measures of importance provided by the Random Forest methodology, MDA and MDG, and the rankings denoted by IND (for individual) based on the marginal p-values, that is, the p-values of the F global test of the univariate logistic regression relating each SNP with the outcome. In this set of simulations we mimic a case-control study with 1,000 cases and 1,000 controls. We generated a set of M = 200, 300 independent SNPs with minor allele frequency q ranging from 0.1 to 0.4. The first k = 5 SNPs were used to simulate the dichotomous outcome according to a multiplicative odds of risk model [41] with a disease prevalence P = 0.2, and an additive mode of inheritance for each one of the 5 causal SNPs, that is, the relative risks for the different genotypes are given by RR(aA|AA) = r and RR(aa|AA) = r 2 . The relative risk r was uniformly distributed between 1.1 and 1.5, that is, ranging from very low marginal effects to moderate marginal effects. We considered 300 replicates of each simulated scenario. For KVI we considered both, the IBS Kernel and the polygenic Kernel. Since the results for the two Kernels and for M = 200 and for M = 300 were very similar, here we only present the results obtained with the polygenic Kernel and M = 200.
The performance of the four measures of importance is compared in terms of the mean percentage of causal SNPs at the top ranking positions. Figure 3 shows the mean percentage of causal SNPs being at the top s of the list, with s ranging from 5 to 15, for the different rankings considered. The four plots correspond to different relative risks, from high-moderate marginal effects (a, b) to low (c) and very low (d) marginal effects.
The results for s = 5 are also reported in a table ( Table 2 ) that provides the mean number and percentage of causal SNPs ranked in the first 5 positions of the rankings.
We observe that in all scenarios KVI captures higher percentages of causal variants at the top of the ranking list than the other approaches. The power of the four methods for ranking correctly the causal SNPs (Figures 3c and 3d) . We performed an additional simulation study with 2000 individuals and 5000 independent SNPs, among which, the first 5 are causal, with the goal of exploring the performance of the method when the number of subjects is smaller than the number of SNPs. As it was expected, the power of the methods for detecting the causal SNPs was affected by the amount of noise (proportion of non-causal SNPs), the sample size and the relative risk of the causal SNPs. In comparison to the results with 200 SNPs, in the new scenario with 5000 SNPs all methods suffered from a reduction of power due to an increase of noise. However, the relative performance of the 4 methods considered is similar in both scenarios: the proposed KVI ranking has the best performance, followed by the ranking based on the individual p-value and finally, the RF rankings. Increasing the number of SNPs affects the computational time of all methods. However, KVI is not very affected by this because it relies on the Kernel matrix that has the dimension of the number of individuals. It is feasible from a computational point of view to use KVI method in a genome-wide study.
Ranking stability is an important issue for the reliability of any ranking procedure. We explored the stability of the four ranking methods by comparing the ranking of the variables with the whole dataset with the rankings of 100 Jackknife samples. For each Jackknife sample, a 5% of the observations were randomly selected and removed from the dataset. Figure 4 provides a scatter plot of the original rankings (x-axis) and the 100 Jackknife rankings (y-axis). KVI rankings and those based on marginal p-values are clearly much more stable than the RF rankings based on MDA and MDG. 
Ranking of a set of correlated SNPs
In the previous section we assumed that the different SNPs were independent but a more realistic situation in real applications is that the different markers are correlated due to Linkage Disequilibrium. In this section we compare the performance of KVI, MDA, MDG and the marginal p-values when the SNPs are in LD. With this purpose we used the program HAPGEN2 [42] to generate genotypes for a set of 564 SNPs according to LD patterns given in Figure 5 . To have the same simulated parameters than in the previous section, from this set of 564 SNPs we extracted the first M = 200, 300 SNPs. We performed a cluster analysis with the function ICLUST of the pysch R-package that assigns groups of SNPs into Linkage Disequilibrium blocks. The k = 5 causal SNPs were randomly selected, each one from a different LD block. The disease-status phenotype for 1,000 cases and 1,000 controls was simulated as described in the previous subsection: assuming a multiplicative odds of risk model, disease prevalence P = 0.2, and an additive mode of inheritance for each causal SNPs, with marginal effects relative risks ranging from 1.1 to 1.5. We considered 300 replicates of each simulated scenario. As in the previous subsection, we only provide the results for the polygenic Kernel and M = 200, since the results for M = 300 and the IBS Kernel were very similar.
Similarly than Figure 3 , Figure 6 provides the mean percentage of causal SNPs among the top s SNPs in the list, for s from 5 to 15. Again, KVI, MDA , MDG marginal p-value measures of SNP importance are compared. The results for s = 5 are reported in a table ( Table 3 ) that provides the mean number and percentage of causal SNPs ranked in the first 5 positions of the rankings. We observe that, in this setting, MDG has the poorer performance among all methods considered, but the power of the other three approaches for ranking appropriately the 5 causal SNPs in presence of correlation has also decreased dramatically with respect to the power in the independent case. Thus, as it was already acknowledged for RF importance measures, MDA and MDG [8] [9] [10] , KVI measure and rankings based on marginal p-values are also affected by Linkage Disequilibrium (LD). The reason for this poor performance is that correlated predictors are essentially indistinguishable. In this context, we support the use of a multi-marker ranking, that ranks sets of correlated variables (LD blocks, genes) instead of individual variables. As described in Section 2, KVI can be measured on single variables but also on groups of variables and this gives KVI an additional advantage over RF importance measures MDA and MDG.
Thus, in order to improve the detection of causal variants in scenarios with highly correlated SNPs, we propose to measure the importance of blocks of correlated SNPs instead of single SNPs. In this case, KVI measure will provide a ranking of blocks of SNPs and the goal is that causal blocks, that is, those blocks that contain a causal SNP, are in the top of the ranking. We compare the KVI measure at the block level with (Figures 7c and 7d ). 
KVI for detecting epistasis
For the analysis of epistasis we considered the simulated data sets available at http://discovery. dartmouth.edu/epistatic_data/ that have been used for evaluating the performance of several methods for exploring gene-gene interactions [43, 3, 44] . Each data set contains 1,000 variables, the first 2 being functional through an epistatic effect but without a marginal main effect and the remainder 998 variables being randomly generated. Different scenarios were simulated but we only show the results for a sample size of 1,600 (800 cases and 800 controls), disease prevalence p = 0.2 and heritability h = 0.4, 0.3, 0.2, 0.1, 0.05, 0.025. There are 100 simulated data sets for each scenario.
Following [32] , we consider the interaction Kernel matrix K I = K P ○ K P where K P is the polygenic Kernel and the Kernel product is the Hadamard or element-wise product. Figure 8 provides the power of detecting the functional second-order interaction that we define as the percentage of times that the two causal SNPs are ranked on the first two positions. We compare the power of the measures of importance KVI, MDA and MDG. Since the epistatic effect was simulated to have no marginal effect, the power of the rankings based on the marginal p-values was null and are not considered. When heritability is large enough the performance of KVI is remarkable while the performance of both RF measures, MDA and MDG, is very poor. Specifically, when h = 0.4, 0.3, the power of KVI is close to 100% while it is less than 10% for MDA and MDG. When h = 0.2 the power of KVI is 76% while it is roughly null for MDA and MDG. When the levels of heritability are low, h <= 0.1, no importance measure has a good performance.
Conclusions
The Kernel methodology provides a powerful approach to study nonlinear joint effects of a set of genetic variants on the risk of disease. In this context we propose a measure of importance for individual genetic markers, or for groups of them, that measures their contribution to the joint genetic effect. KVI can be used for ranking genetic variants individually, groups of variants that are in linkage disequilibrium, or sets of variants linked by a specific biological condition, for instance, variants that are in the same gene or pathway. KVI can also be useful as a posthoc analysis for interpreting the results of a multivariate nonparametric analysis such as the Kernel machine regression [19, 20] . Kernel machine regression provides a global test of association of a set of variables with a phenotype and KVI could help to identify those genetic markers that have the largest contribution to the observed joint genetic effect. An important advantage of KVI is that it captures both main and epistatic effects. Though computationally intensive, it is feasible to use KVI in genome wide studies using a two-stage procedure similar to the one proposed in [4] .
We checked the performance of KVI rankings under different situations such as independent SNPs, correlated SNPs and epistasis, giving very interesting results in extreme scenarios with low relative risks and high level of noise.
For independent SNPs, the results proved that the proposed Kernel measure of importance (KVI) outperforms other ranking measures such as mean decrease accuracy (MDA) and mean decrease Gini (MDG) provided by the Random Forest and rankings based on the individual p-values. Furthermore, KVI rankings are more stable to small perturbations of the data than the rankings provided by RF. Though this was not the primary goal of these simulations, the results highlighted important limitations of the classical RF variable importance measures, both MDG and MDA. Other strategies have been implemented to improve the performance of RF and its importance measures (i.e. conditional inference forest), but they have not been considered and compared in this work.
The primary goal of the simulation study with correlated SNPs was to emphasize the poor performance of any ranking method, including KVI, in presence of correlation among predictors, which is a very common situation in real GWAS analysis. Variable importance bias induced by correlation among predictors has been extensively discussed in the context of RF importance measures. Predictors that are highly correlated with some of the other predictors tend to receive smaller importance measures than uncorrelated predictors [6, 15] . Some alternatives have been proposed to handle this issue [8, 12] though, in our opinion, none is completely satisfactory because correlated predictors are essentially indistinguishable. In this context, a specific strategy for handling correlated predictors is required. We support the use of a multi-marker approach that measures the importance of sets of correlated variables (LD blocks, genes) instead of individual variables. KVI can be measured on single variables but also on groups of variables and this gives KVI an additional advantage over RF importance measures MDA and MDG.
Thus, KVI provides a variable importance measure that can be used at a multi-marker level for ranking sets of correlated predictors providing, in some cases, more meaningful and reliable results than rankings of individual predictors. The advantage of the multi-marker strategy is also supported by the fact that GWAS are indirect association studies and SNPs are only markers of genomic regions. A multi-marker analysis that measures the association of all the SNPs in this genomic region is expected to be more powerful than the individual analysis of each marker separately. We illustrate the use of such a multi-marker approach with an Alzheimer study. KVI provides a ranking of the genes in the Reelin pathway and allows identifying three genes, LRP2, APP and Cdk5, which genetic variability is associated with Alzheimer status. We do think that providing association results at the gene level in GWAS can be sometimes more meaningful or informative than providing lists of SNPs that are very unlikely to be real causal genetic variants.
We also proved through simulations that KVI is very powerful for capturing epistasis provided that the heritability of the epistatic effect is moderately large. The advantage of KVI over RF measures in this setting is remarkable.
The proposed KVI measure can also be used for weighting or filtering SNPs in order to increase the signal-to-noise and to improve the power of Kernel machine regression. Our future research plans include the implementation of such improvements and the extension of the KVI measure by using an alternative distance to the Euclidean distance induced by the Kernel function in the Hilbert space.
We think the proposed Kernel measure of importance KVI and future modifications will contribute to the identification of new genetic markers and genes associated with complex diseases.
