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Abstract Two major constraints demand more considera-
tion for energy efficiency in cluster computing: (a) oper-
ational costs, and (b) system reliability. Increasing energy
efficiency in cluster systems will reduce energy consump-
tion, excess heat, lower operational costs, and improve
system reliability. Based on the energy-power relation-
ship, and the fact that energy consumption can be reduced
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with strategic power management, we focus in this sur-
vey on the characteristic of two main power management
technologies: (a) static power management (SPM) systems
that utilize low-power components to save the energy, and
(b) dynamic power management (DPM) systems that utilize
software and power-scalable components to optimize the en-
ergy consumption. We present the current state of the art in
both of the SPM and DPM techniques, citing representative
J. Kolodziej
University of Bielsko-Biala, 43300 Bielsko-Biala, Poland
e-mail: jkolodziej@ath.bielsko.pl
H. Li
University of Louisville, Louisville, KY, USA
e-mail: h.li@louisville.edu
A.Y. Zomaya
University of Sydney, Sydney, NSW 2006, Australia
e-mail: albert.zomaya@sydney.edu.au
C.-Z. Xu
Wayne State University, Detroit, MI, USA
e-mail: czxu@wayne.edu
P. Balaji
Argonne National Laboratory, Argonne, IL, USA
e-mail: balaji@mcs.anl.gov
A. Vishnu
Pacific Northwest National Laboratory, Richland, WA, USA
e-mail: abhinav.vishnu@pnl.gov
G.L. Valentini · F. Pinel · J.E. Pecero · D. Kliazovich · P. Bouvry
University of Luxembourg, Luxembourg L1359,
Luxembourg
F. Pinel
e-mail: fredric.pinel@uni.lu
J.E. Pecero
e-mail: johnatan.pecero@uni.lu
Cluster Comput
examples. The survey is concluded with a brief discussion
and some assumptions about the possible future directions
that could be explored to improve the energy efficiency in
cluster computing.
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Acronyms
CMOS Complementary
Metal-oxide-Semiconductor
CPU Central Processing Unit
CPU MISER CPU Management Infra-Structure for
Energy Reduction
DFS Dynamic Frequency Scaling
DPM Dynamic Power Management
DVS Dynamic Voltage Scaling
DVFS Dynamic Voltage and Frequency Scaling
FAWN Fast Array of Wimpy Nodes
GCA Grand Challenge Applications
HA High Availability
HPC High-Performance Computing
IT Information Technology
LB Load Balancing
Memory MISER Memory Management Infra-Structure for
Energy Reduction
NASA National Aeronautics and Space
Administration
NAS NASA Advanced Supercomputing
NPB NAS Division Parallel Benchmarks
PART system Power-aware Run-time System
PID controller Proportional-Integral-Derivative
controller
PSC Power-Scalable Components
SDRAM Synchronous Dynamic Random Access
Memory
SPM Static Power Management
VLAN Virtual Local-area Network
1 Introduction and motivation
Over the last two decades, the increases of the demand for
computing performance and the energy-efficiency have not
kept up. Since 1992, the performance of supercomputers has
grown 10,000-fold against the 300-fold of the performance
per Watt [10]. The need for computing power capable of
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solving the grand challenge applications (GCAs) of mod-
ern scientific research continues to push the development of
technology with ever-higher levels of performance. Nowa-
days, cluster systems are a competitive alternative to tradi-
tional supercomputing systems in high-performance com-
puting (HPC) applications [4, 17, 33], offering the same
yield/performance levels at lower cost [37].
The advantage of a cluster system lies in the ability
on handling large and extremely complex computations on
more than one computer, working on the same problem or
part thereof, simultaneously [46]. A cluster system consists
of a group of independent computers linked together by
high-speed networks. The complexities of the underlying
system are hided from the user through the middleware. As
a result, the user only perceives a single system instead of
the all architecture [5].
There are three main paradigms in distributed comput-
ing system: (a) cluster computing, (b) grid computing, and
(c) cloud computing.
Cluster computing can be described as the integration of
more than one off-the-shelf commodity computer and re-
sources incorporated through hardware, networks, and soft-
ware to create a single system image. In traditional ap-
proaches the terms HPC and cluster computing referred to
the same type of computing environment. Today, the defi-
nition of cluster computing has been extended beyond the
definition of parallel computing to include high availability
(HA) clusters and load-balancing (LB) clusters.
HA clusters (also referred as failover clusters in the litera-
ture) are primarily implemented with the purpose of improv-
ing the availability of the provided services. HA clusters op-
erate having redundant nodes, used to provide service when
system components fail. Because the minimum requirement
for redundancy relies on at least two elements, HA clusters
are more commonly composed by two nodes. Implementing
the redundancy of cluster components, HA clusters attempt
to eliminate single points of failure.
LB clusters are multiple computers linked together to
share computational workload or function, behaving as a
single virtual computer. Requests initiated from the user are
managed by, and distributed among, all the standalone com-
puters forming the cluster. The result is a balanced compu-
tational work among different machines, directly improving
the performance of the cluster systems.
More generally, in a cluster computing system each com-
puter is referred to as a node. Each node may have different
features as single processor or multiprocessor architecture.
Usually each node in the cluster is limited to a single switch
or collection of switches operating at Layer 2 and within
one virtual local-area network (VLAN). A cluster comput-
ing network is a dedicated network.
Grid computing is defined as system of computer re-
sources from multiple administrative domains working to-
gether to reach a common goal. As a main difference, grids
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computing are more loosely coupled, heterogeneous, and
geographically dispersed than cluster computing systems.
Cloud computing is a new internet-based supplement,
consumption, and delivery model to provide real-time, on
demand, self-provisioned IT services to business users. The
main difference from cluster computing is that clouds often
take the form of web-based tools and applications, normally
accessed through an internet browser.
Grid computing and cloud computing have as a common
factor that both of the systems can embed cluster computing
system.
While thermal and energy management are the main is-
sues of grid computing system due to aggregation of com-
puting, networking, and storage hardware, the energy con-
sumption required to transport the data from and to the user
constitute the major issue of cloud computing system.
Resulting from excessive power consumption and in-
creased component density, large amounts of heat, along
with greater than ever demand for electricity, point to two
major areas of concern in cluster computing: (a) operational
costs and (b) system reliability [15, 27, 42]. With rising en-
ergy costs, operational costs increase, making energy effi-
ciency more lucrative than ever. Energy-awareness can im-
prove reliability of cluster systems by decreasing the amount
of heat in the system. Computing at higher temperatures is
more error-prone than computing at moderate temperatures,
in fact, component failure rates double with every 18°F (or
10°C) increase in temperature, according to the Arrhenius’
equation [6, 15, 20, 27], defined by the following formula:
k = A ∗ e −Ea
(R + Ta) , (1)
where k is the rate constant, A is the pre-exponential factor,
Ea is the activation energy, R is the gas constant, and Ta is
the absolute temperature.
The main aim of our survey is to provide an overview
of the recent research results in energy-efficient cluster
computing. Energy efficiency in a cluster system can be
enhanced at three different levels [2]: (a) energy-efficient
applications, (b) power-aware resource management, and
(c) efficiency of hardware. All these three levels must be
addressed to develop a green IT cluster system. The total
amount of energy (E) consumed in a cluster system in a
time interval (T ) is defined as a product of the time (T ) and
the average system power (P) consumed in the interval (T ),
i.e.:
E = P ∗ T . (2)
The energy consumption can be reduced if either the aver-
age power consumption or the time intervals T are reduced.
For example, minimizing the time interval (T ) the energy
consumption (E) is limited. That is, below a certain (mini-
mum) value of T the result on E cannot be further improved.
Usually, the limitation of E results from the mapping of the
applications to individual cluster system architectures (e.g.
as a result of scalability or system bottlenecks). Therefore,
in terms of energy efficiency, the power management ap-
proaches becomes increasingly important.
In Fig. 1 we present a simple classification of the energy-
aware cluster computing systems. There are two main cat-
egories of the power management in cluster computing:
(a) Static Power Management (SPM), and (b) Dynamic
Power Management (DPM) [2]. SPM technologies use low-
power energy-efficient hardware equipment (e.g. CPUs and
power supplies) to reduce energy usage and peak power con-
sumption. DPM techniques are based on the knowledge of
current resource utilization and application workloads to re-
duce energy usage. It follows from (2), that there is no guar-
antee that DPM techniques, although they may improve the
system efficiency, will (always) decrease the peak power
consumption. Specifically, if the time interval (T ) and the
energy consumption (E) are reduced although the power
consumed (P) is increased, the energy-efficiency is im-
proved even though the possible increase of the peak power
consumption.
The remainder of our paper is as follows. In Sect. 2,
we explore the SPM methods that have been developed. In
Sect. 3, we discuss the various DPM techniques. We con-
clude our work in Sect. 4.
2 Static power management
The main aim of power management approaches to energy
optimization in computational clusters is to create the clus-
ter systems by using low-power components and keeping
the system at the acceptable level of performance. In the last
decades the low-power technologies were effective for mo-
bile and handheld systems [14]. Recently they are success-
fully applied in cluster computing. In most of the cluster sys-
tems, CPUs may consume 35–50% of a cluster nodes’ total
power [9, 29], which makes them the most energy-absorbing
components of the system. The other such energy expensive
components are memory modules [40]. Low-power memory
and CPU components of the cluster system can effectively
support the energy-aware (static power) management.
Green Destiny [45] and IBM Blue Gene/L [3], Blue
Gene/P [23], and Blue Gene/Q [24] are the most popular ex-
amples of HPC machines, which are composed of the low-
power modules, using less energy than traditional supercom-
puters. The Green500 [39] provides a list of the most energy-
efficient supercomputers in the world, where Blue Gene/Q
is currently ranked as the most energy-efficient HPC [38].
However, beside the awards, many cluster workloads do not
scale as the number of cluster nodes increases [19], and the
low-power (modules) technology is based on commodity
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Fig. 1 Power management of
cluster system
parts as non-commodity parts, which tend to be expensive
[15, 19].
In recent years, research on low-power components in
cluster systems has continued to attract scientific investiga-
tors interested in energy-efficient cluster computing. Ander-
son et al. in [1] define fast array of wimpy nodes (FAWN)
system as a novel cluster architecture for low-power data in-
tensive computing. FAWN combines low-power CPUs with
small amounts of local flash storage, and balances computa-
tion and I/O capabilities in order to provide efficient parallel
data access on a large-scale. In [43] FAWN has been exper-
imentally evaluated on various workloads. The results sug-
gest that overall, lower frequency nodes are more efficient
than conventional high-performance CPUs. The FAWN ar-
chitecture seems to be unfeasible to solving problems that
cannot be parallelized or whose working set size cannot be
further divided to be assigned into the available memory of
the smaller nodes. The authors claim that a promising path
in today’s energy-efficient computing should tend us for the
acceptation of: “tight constraints on per-node performance,
cache, and memory capacity, together with using algorithms
that scale to an order of magnitude more processing el-
ements. While many data-intensive workloads may fit this
model nearly out-of-the-box, others may require substantial
algorithmic and implementation changes.”
Caulfield et al. define in [7] “Gordon” architecture, which
is an example of a low-power data-centric system. By utiliz-
ing low-power processors, flash memory, and data-centric
programming systems, Gordon reduces power consumption
and improves performance specifically for data-centric ap-
plications. Results of the experiments presented in [7] sug-
gest that Gordon may be able to out-perform disk-based
clusters by 1.5 to 2.5 times more performance per Watt. We
summarize in Table 1, the properties of the presented SPM
techniques under the energy savings criterions and highlight
briefly their limitations.
Table 1 Summary of SPM techniques
Ref. Technique Energy Savings Limitations
[1, 43] Low-power
CPUs with
small amounts
of local flash
storage
(FAWN)
FAWN clusters can
perform about 350
key-value queries
per joule (two
orders of magnitude
more than a
disk-based system)
May be an effective
solution in
node-scalable
systems and rather
ineffective (high
energy
consumption) in
non-commodity
parts
[7] Low-power
CPUs, flash
memory, and
data-centric
programming
systems
(Gordon)
Gordon clusters are
1.5× faster and
deliver 2.5× more
performance per
watt, when
compared to
disk-based systems
May be an effective
solution in
node-scalable
systems and rather
ineffective (high
energy
consumption) in
non-commodity
3 Dynamic power management
DPM techniques include all the methods that facilitate the
run-time adaptation of a cluster system according to current
resource requirements and other dynamic characteristics of
the cluster system states [2]. As illustrated in Fig. 1, there
are two main approaches to DPM: (a) using the software
and power-scalable components in dynamical adjustment of
the power consumption in the cluster system [2, 8, 11–16,
18, 20–22, 26, 28–30, 32, 36, 40, 41, 44] and (b) load bal-
ancing techniques [34, 35]. In this section we briefly sur-
vey the DPM techniques, starting from software and power-
scalable components, and present the main idea of load bal-
ancing.
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3.1 Software and power-scalable components
Power-scalable components of the cluster system, such as
high-performance dynamic voltage scaling (DVS) modules,
allow to modulate the voltage supply of CPUs [25, 31],
which can reduce the energy consumption in the case of de-
creasing the operating power. Power management is becom-
ing more common in cluster hardware components, such as
disk drives, memory banks, and network cards [14]. Cluster
systems that utilize power-scalable components are called
power-aware clusters [15]. Currently, the main researches on
power-aware technology are focused on CPUs and memory
banks due to the large share of the consumed system power.
We will divide our subsequent discussion of power-aware
clusters according to the two dominant power-scalable com-
ponents: (a) memory, and (b) processors.
3.1.1 Power-scalable memory
Memory Management Infra-Structure for Energy Reduction
(Memory MISER) developed by Tolentino et al. in [40] is an
efficient solution for dynamic power-scalable memory man-
agement in cluster systems. Memory MISER utilizes a mod-
ified Linux kernel and a daemon implementation of a PID
controller to on-line and off-line memory scaling in the sys-
tem operating mode. Memory MISER was experimentally
tested on a server with 8 processors, and 32 GB of SDRAM
per processor, on parallel and sequential applications. The
results of the experiments presented in [40] show that Mem-
ory MISER may reach 70% reduction in memory energy
consumption and 30% reduction in total system energy con-
sumption with a performance degradation of less than 1%.
The achievements of Memory MISER in terms of energy ef-
ficiency on cluster systems warrant further investigation on
power-scalable memory management.
3.1.2 Power-scalable processors
Power-scalable processors become one of the most promis-
ing energy-efficient off-the-shelf technology for modern
cluster systems. The dynamic power of a CMOS circuit can
be reduced by implementing the following voltage and fre-
quency scaling modules: (a) dynamic voltage scaling mod-
ule (DVS) [11, 14, 15, 18, 36], (b) dynamic frequency scal-
ing module (DFS) [13], and (c) dynamic voltage and fre-
quency scaling module (DVFS) [8, 12, 16, 20–22, 26,
28–30, 32, 44]. The total power of a processor (Pt) can
be expressed as a sum of a dynamic power (Pd) and the
static/leakage power (Ps), i.e.:
Pt = Pd + Ps. (3)
The dynamic power consumption of a CMOS-based pro-
cessor is proportional to the percentage of active gates (A),
clock frequency (f ), total capacitive load (C), and voltage
(V ) squared [15].
Pd ≈ A ∗ f ∗ C ∗ V 2. (4)
The static power consumption is a result of energy leakage
and it is calculated even if the CPU is idle [8]. DVFS tech-
niques allow to change the voltage and frequency supply at
the cluster node’s to satisfy the computational requirements
specified for the applications [41]. From the experiments,
traditional clusters may only achieve 5–10% of the peak per-
formance while executing scientific applications [14]. The
low performance comes from the (cluster) workload that sig-
nificantly differs among the executed applications.
Following the terminology and notation introduced in
[12], each voltage and frequency level can be defined as a
“gear”, in the literature sometimes replaced with the term
“p-state” or “power mode” [15, 30]. During slack periods
(low operations power mode in certain computations, com-
munications, or memory bottlenecks), significant savings
can be achieved by reducing processor supply voltage and
frequency (i.e. using DVFS module) [14, 30].
To exploit processor slack periods, various DVS, DFS,
and DVFS scheduling strategies are used. In [22], S. Huang
and W. Feng divided DVS, DFS, and DVFS scheduling
strategies into two categories: (a) off-line trace-based sched-
ulers, and (b) on-line/run-time profiling-based schedulers.
Off-line trace-based scheduling is a requirement of a prior
knowledge of application workload. However, once appli-
cation workloads are known, the application can be decom-
pose into phases and an appropriate gear selected for each
node for the execution of each phase. The resolution of
gear selection is referred to as the granularity. As a result, a
fine-grained scheduler has more gear options than a coarse-
grained scheduler. The granularity and the amount of time
spent within and between gears determines the cost of the
system performance (i.e. delay) and possible energy sav-
ing rate. Developing energy-aware on-line/run-time sched-
ulers remain still a challenging task, mainly because of the
requirements of the high precision in the prediction of the
effects of gears in the following phases of the application
without any prior characteristics of its computational com-
plexity [22]. The main benefit of using the run-time sched-
ulers is their ability to change gears during the execution of
an application that has not been yet compiled. In the follow-
ing paragraphs we highlight the state-of-the-art power-aware
scheduling research.
Ge et al. propose in [14] an off-line DVFS scheduling al-
gorithm that utilizes a weighted energy-delay product to im-
prove the cluster energy efficiency. The weighed approach of
the energy-delay product is user-driven. That is, through the
weighting factors the priority can be given to the energy sav-
ing or the performance, one at the expense of the other. The
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algorithms were tested on a 16-node Centrino-based clus-
ter. The results of the experiments show that energy savings
may reach 30% in average with less than 5% performance
reduction. Off-line scheduling is effective if cluster planners
have access to applications before their execution in the sys-
tem. The authors also show in [14] that off-line techniques
may be a good reference methodology in a comprehensive
experiment analysis of run-time techniques.
In [16] Ge et al. present CPU MISER, a run-time DVFS
scheduling system. CPU MISER is capable of providing
fine-grained, performance-directed DVFS power manage-
ment for a generic power-aware cluster. CPU MISER al-
lows the limits of acceptable performance loss to be de-
fined by the user. When tested on the NASA Advanced Su-
percomputing (NAS) Division Parallel Benchmarks (NPB),
CPU MISER demonstrated that up to 20% energy sav-
ings was possible with a corresponding 4% performance
loss.
Huang et al. present in [22] a run-time DVFS schedul-
ing algorithm eco, and the associate system implementation
ecod. According to [22], “ecod manages application per-
formance and power consumption in real time based on an
accurate measurement of CPU stall cycles due to off-chip
activities.” The ecod system was tested on a cluster system
and the results showed a 6% reduction in performance loss
and a 3% increase in energy savings.
The authors in [20] propose a run-time DVFS schedul-
ing algorithm, called the β-algorithm, which is capable of
transparently and automatically reducing power consump-
tion while maintaining a specified level of performance. Hsu
et al. in [20] refer to their implementation of state-of-the-
art techniques as the power-aware run-time (PART) system.
When PART was tested on the NPB, cluster system energy
reduction was as high as 25%, while performance degrada-
tion was tightly maintained between 3–5%.
Experiments with the DVFS of processors in parallel
sparse applications have been conducted in [8]. Chen et al
recorded a cluster system’s energy savings and performance
penalty for various voltage and frequency settings. The re-
sults showed that the rate of change of energy savings to
allowable performance penalty is the highest (i.e. more en-
ergy is saved per amount of performance sacrificed) at low
allowable performance penalties and tends to decrease with
increasing allowable performance penalty until the energy
savings converge. The reason for energy savings conver-
gence is found to be a result of a DVFS processor tech-
nology limitation. Processor voltage has a minimum value
below which it will not operate correctly.
Using software algorithms and power-scalable proces-
sors in DVFS implementation seems to be an effective so-
lution for improving energy efficiency in cluster comput-
ing [14, 16, 20, 22]. However, one of the drawbacks of the
DVS approach to power management may be the complex-
ity of the run-time DVS scheduling implementations, and
the inherent limitation imposed by the minimum processor
voltage that guarantee the correctness of the operations per-
formed. Finally, the selection of the most appropriate gear
result complicated because there is an energy cost for the
gear transition and the future application workload is un-
known [18].
3.2 Load balancing
The main aim of load balancing (LB) methodology [34, 35]
is to distribute the workload across the computing cluster to
achieve optimal resource utilization, minimize the response
time, and avoid overload of the system. As the result some
nodes in the system can be switched to the stand-by mode or
just switched off. Although the energy can be saved at low-
power mode or inactive nodes, the overall system perfor-
mance can be adversely impacted, which may be a reason
of increasing the system energy utilization. Therefore LB
methodologies can be characterized as a tradeoff between
power supply and system performance.
Pinheiro et al. in [35] propose a dynamical cluster op-
erational mode controller as develop an approach to save
energy in cluster systems by dynamically turning cluster
nodes on and off in a way that efficiently matches load de-
mand. The method was implemented in two popular types
of cluster-based systems: a network server and an operating
system (OS) for clustered cycle servers. The results show
that the technique can save energy by taking advantage of
periods of light load in cluster-based systems. Load balanc-
ing finds limited application because light loads are the ex-
ception rather than the rule. Cluster planners try to schedule
applications that take advantage of the cluster workload ca-
pacity, limiting the light loads.
In Table 2 we compare the DPM techniques from the lit-
erature under the criterion of their effectiveness in the reduc-
tion of energy consumption and highlight their main draw-
backs and limitations.
4 Discussion
High operational costs and reduced cluster system relia-
bility resulting from excessive heat are the major barri-
ers to sustainable growth in computing power. The prob-
lem of energy efficiency in cluster computing remains chal-
lenging mainly because of the variety of applications that
need to be processed on cluster systems and a continued
demand for high performance. The main methods for in-
creasing energy-efficiency in cluster computing are: (a) the
SPM technique of using low power embedded CPUs cou-
pled with flash storage and (b) the DPM technique of us-
ing software and power-scalable components to dynamically
adjust cluster power consumption, especially in the form
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Table 2 Summary of an experimental evaluation of various DPM techniques
Ref. Approach Technique Energy Savings Limitations
Research Centre Energy
Improvement
Performance Drop
[8] PSC DVFS control in
parallel sparse
applications using
two different
scheduling
algorithms
N/A N/A N/A Minimum processor
voltage and high
complexity of the
scheduling process
[11] PSC OS-based automatic
episode detection
mechanism for
controlling the DVS
(Advanced
Computer
Architecture
Lab)—The
University of
Michigan
10%–75% of
application-
dependent desktop
processor energy
savings
Some application
spends almost the
whole time at the
lowest performance
setting allowed in
each model
Minimum processor
voltage and high
complexity of the
scheduling process
[12] PSC Novel scheduling
heuristic to DVFS
Department of
Computer
Science—North
Carolina State
University
With utilization of
the Crusoe Cluster
• 16% reduction in
energy consump-
tion with a 1% in-
crease in execu-
tion time compare
with no DFS
• 9% reduction in
energy consump-
tion compared
with a single-gear
solutions
Reduced gears have
a large time penalty
on CPU bound. The
result is a longer
completion time and
little or no energy
savings
Minimum processor
voltage and high
complexity of the
scheduling process
[13] PSC Energy-
performance
tradeoff using DFS
Department of
Computer
Science—North
Carolina State
University
10% energy savings
on one node with a
1% increase in
execution
time—tested on
single Athlon-64
processor in NAS
Decreasing CPU
speed of a largely
CPU bound
program may result
in slower execution
and higher energy
consumption
Minimum processor
voltage and high
complexity of the
scheduling process
[14] PSC Weighted
energy-delay
product for
controlling the DVS
Department of
Computer Science
and Engineering—
University of South
Carolina
Application-
dependent
system—25%
energy saving rate
on a 16-node Intel
Centrino cluster
with performance
impact 2%; tested
with NPB
Low stability in the
energy reduction,
the energy saving
rate depends on the
type of application,
workload, the type
of the system, and
DVS strategy
Minimum processor
voltage and high
complexity of the
scheduling process
[15] PSC CPUSPEED
daemon, internal
and external DVS
scheduling
(Scalable
Performance
Laboratory),
Department of
Computer Science
and Engineering—
University of South
Carolina
Application-
dependent
system—36%
energy saving rate
on NEMO, a
16-node DVS based
cluster, with no
negative impact on
performance
Low stability in the
energy reduction,
the energy saving
rate depends on the
type of application,
workload, the type
of the system, and
DVS strategy
Minimum processor
voltage and high
complexity of the
scheduling process
[16] PSC CPU MISER-
system-wide,
application-
independent,
fine-grain DVFS
scheduler
(Center for
High-End
Computing
Systems),
Department of
Computer
Science—Virginia
Tech
20% energy saving
rate on the NPB;
users can define the
constraints of the
system performance
loss rate in CPU
MISER for most of
applications
N/A Minimum processor
voltage and high
complexity of the
scheduling process
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Table 2 (Continued)
Ref. Approach Technique Energy Savings Limitations
Research Centre Energy
Improvement
Performance Drop
[18] PSC PowerWatch with
an internal
optimization
module for
monitoring the DVS
scheduling
Graduate School of
Systems &
Information
Engineering—
University of
Tsukuba
40% energy saving
rate in EDP with
less than 5%
performance on
impact
N/A Minimum processor
voltage and high
complexity of the
scheduling process
[20] PSC Power-aware
run-time (PART)
system with
β-algorithm as a
run-time DVFS
scheduler
(Los Alamos
National
Laboratory)—Los
Alamos
20% energy saving
rate on the NAS and
25% on the NPB
with 3–5%
performance impact
3–5% of
performance
degradation tightly
controlled by the
PART system
Minimum processor
voltage and high
complexity of the
scheduling process
[21, 22] PSC ECOD—with a
power-aware
eco-friendly
algorithm ‘eco’ for
controlling the
DVFS
Department of
Computer
Science—Virginia
Tech
11%—an overall
energy saving rate
on the NPB
5.1% of the average
loss in system
performance
Minimum processor
voltage and high
complexity of the
scheduling process
[26] PSC DVFS
system—Jitter, an
adaptive system for
just-in-time
performance scaling
Department of
Computer
Science—North
Carolina State
University
8%—reduction in
energy consumption
in Aztecwith 2.6%
increasing of the
execution time
As little as 2% time
penalty, on a
unbalanced program
Minimum processor
voltage and high
complexity of the
scheduling process
[44] PSC Three schedulers for
DVFS control
N/A N/A N/A Minimum processor
voltage and high
complexity of the
scheduling process
[28] PSC DVFS scheduling
modules
N/A N/A N/A Minimum processor
voltage and high
complexity of the
scheduling process
[29] PSC Run-time
scheduling
algorithm for
controlling the
DVFS
N/A N/A N/A Minimum processor
voltage and high
complexity of the
scheduling process
[30] PSC An embedded
run-time system that
selects gears based
on an energy-delay
product for
controlling the
DVFS
Department of
Computer
Science—North
Carolina State
University
12% (in average)
reduction of energy
consumption in
NAS with 2.1%
increasing of the
execution time
In practice, reducing
the p-state can
increase time
Minimum processor
voltage and high
complexity of the
scheduling process
[32] PSC Energy-
performance
tradeoff in DVFS
Department of
Computer
Science—North
Carolina State
University
20% reduction in
energy consumption
with 3% increasing
of the execution
time (in a single
node)—application
independent
approach
Reduced gears have
a large time penalty
on CPU bound. The
result is a longer
completion time and
little or no energy
savings
Minimum processor
voltage and high
complexity of the
scheduling process
[34, 35] LB Just few nodes are
utilized by the
system—the rest are
idle and can be
switched to the
‘sleep’ mode or
deactivated
Department of
Computer
Science—Rutgers
University
Load-dependent
system; significant
savings during
periods of light load
The throughput can
be excessively
sacrificed in favor of
power and energy
savings
Light loads are the
exception rather
than the rule
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Table 2 (Continued)
Ref. Approach Technique Energy Savings Limitations
Research Centre Energy
Improvement
Performance Drop
[36] PSC TADVS—a
scheduling module
for controlling the
DVS
N/A N/A N/A Minimum processor
voltage and high
complexity of the
scheduling process
[40] PSC Memory MISER—a
modified Linux
kernel and a daemon
implementation of a
PID controller to
on-line and off-line
memory scaling in
the system
operating mode
Department of
Computer
Science—Virginia
Tech
70% memory
energy savings and
30% total energy
savings with less
than 1%
performance impact
N/A High complexity of
the scheduling
process
of DVFS. The potential drawback of current SPM tech-
niques is that improving energy efficiency by using low-
power components has proven to be expensive. DPM tech-
niques have shown promise for improving energy efficiency;
however, designing power-aware schedulers is not trivial.
Energy savings vary significantly with application, work-
load, cluster system, and scheduling strategy [15]. Because
DVFS technology is inherently limited, it appears that fu-
ture work in cluster DPM will involve a combination of
power-scalable components, each with its own management
scheme.
M.Y. Lim et al. provided a foundation for future work
in [30], where they suggested a multi-component approach
that uses DVFS to conserve processor power consumption
during communication and computational phases, and uses
load balancing techniques to on-line and off-line memory
while running, further reducing power consumption. Over
the last decade, attempts to improve energy efficiency in
cluster computing have revealed a trend toward using soft-
ware and power-scalable components in synthesis to reduce
cluster power consumption while limiting performance loss.
It is possible that future work will lead to one or more novel
DPM systems that can interact with and manage a variety
of power-scalable components during the execution of ap-
plications, thereby greatly improving the energy efficiency
of cluster computing.
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