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design example for wireless communication application shows that this architecture uses less hardware area and consumes less power.
Analysis of the Convergence and Divergence of a Constrained Anti-Hebbian Learning Algorithm
Clifford Sze-Tsan Choy and Wan-Chi Siu Abstract-In this paper, we analyze the effect of initial conditions on a constrained anti-Hebbian learning algorithm suggested by Gao, Ahmad, and Swamy. Although their approach has a minimum memory requirement with simple computation, we demonstrate through a simple example that divergence is always possible when the initial state satisfies suitable condition. We point out that in analyzing their learning rule, a constrained differential equation has to be considered instead of the unconstrained one they have studied in their original paper. Furthermore, we analyze this constrained differential equation and prove that 1) it diverges under similar conditions and 2) there is only one stable equilibrium whose domain of attraction we have identified. Accordingly, we suggest a re-initialization approach for the learning rule, which leads to convergence and yet preserves the simplicity of the original approach with a slight increase in computation.
I. INTRODUCTION
Many engineering problems, like system identifications and parameter estimations, can be formulated as fitting a line to a set of data subject to errors or noises. Let us denote a set of data (1) When errors are also present in the inputs fx i g, then the total leastsquares (TLS) criterion [1] gives a better fit. Fitting according to the TLS criterion is to find fa tls ; b tls g which minimizes E tls (a; b), 
Geometrically, the solution in TLS sense is one which minimizes the sum of squared distances from each datum to the nearest point on the estimated line. Recently, the TLS criterion has been applied to solve a number of problems, including frequency estimation [2] , curve and surface fitting [3] , adaptive filtering [4] , [5] , electromagnetic emitter localization [6] , and deconvolution [7] .
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Publisher Item Identifier S 1057-7130(98)07518-1. is a diagonal matrix with 1 2 111 n > n+1. Let us denote cn+1; n+1 as the value of the (n + 1)th dimension of n+1 . When c n+1; n+1 6 = 0, the TLS solution a tls is given by [1] , [3] a tls 01 = 0 n+1 c n+1; n+1 b tls = 0a tls T e: (5) The eigenvectors of the covariance matrix C = (1=m)E T E of D are represented by f1; 111; n+1g, where n+1 is the eigenvector having the smallest eigenvalue n+1 = 2 n+1 . Indeed, to simplify analysis, it is sufficient to consider a set of data D which has zero mean (i.e., e = 0), and the TLS solution is obtained by determining the eigenvector corresponding to the smallest eigenvalue of the correlation matrix R = (1=m)E T E of D. In the following, we denote the set of eigenvectors of R as f1; 1 11; n+1g and the corresponding eigenvalues as f 1 ; 11 1; n+1 g, such that n+1 is the smallest eigenvalue with multiplicity one. Also, we assume that c n+1; n+1 6 = 0.
Although SVD can be used to find solution in the TLS sense, it is too cumbersome to be applied, especially in real-time applications. Recently, anti-Hebbian learning algorithms were proposed as online approaches to find the TLS solution [3] , [5] , [8] . In [3] , two constrained Hebbian learning algorithms in [9] and [10] were modified into two constrained anti-Hebbian learning algorithms by using a negative learning rate. Let us denote 9(t) as the weight vector (n + 1 dimensions) and (t) as an input vector from a stationary distribution, then the two constrained anti-Hebbian learning algorithms are 9(t + 1) = 9(t) 0 (t)(t)[(t) 0 (t)9(t)] 9(t + 1) = 9(t) 0 (t)(t) (t) 0 (t)9(t) 9(t) T 
9(t)
(6b) where (t) = 9(t)
T (t):
By assuming the statistical independence between 9(t) and (t), some assumptions on (t) according to [10] [including R = "((t)(t) T ) where "(1) denotes statistical averaging operation] and (t) is allowed to decrease to zero in an appropriate way according to stochastic approximation literatures (e.g., [11] , [12] , proportional to 1=t), they stated that the two learning rules could, respectively, be approximated by the following differential equations:
The approximation of (7a) to (6a) [(7b) to (6b)] is in the sense that the asymptotic paths of (7a) and (6a) [(7b) and (6b)] are close with a large probability and eventually the solution 9(t) of (6a) [(6b)] tends, with probability one, to the uniformly asymptotically stable solution of (7a) [(7b)] (see [10] for detail). Xu et al. applied the work of Oja and Karhunen [10] to prove that (6b) converges to n+1
(the minor component) of the correlation matrix R with probability one. On the other hand, the convergence analysis of (7a) indicates potential divergence of9( ), which we will review in Section III-A. Hence, even though (6b) has higher computational complexity than (6a) [the Euclidean norm of 9(t) has to be evaluated and an extra division operation is required to explicitly normalize 9(t) in the former], (6b) is more appealing theoretically.
As pointed out in Gao et al. [5] , n + 1 variables have to be updated in (6a) and (6b), and an extra division operation has to be performed according to (5) in obtaining the TLS solution a tls . In order to reduce complexity, they proposed a constrained anti-Hebbian learning algorithm as follows:
9(t + 1) = 9(t) 0 (t)(t)((t) + n+1( )9(t)) (8) where (t) = 9(t)
They showed that by (8) , 9n+1() = 01 for any time t, where 9 n+1 ( ) is the n + 1th dimension of 9(t). Owing to this fact, only n variables have to be updated. Indeed, (8) has the simplicity of the well-known least-mean-squares (LMS) algorithm [13] . By assuming statistical independence between 9(t) and (t), and that R = "((t)(t) T ), they showed that the averaged equation of (8) becomes "(9(t + 1) j 9(t)) = 9(t) 0 (t) R9(t)+ 9(t)
By using the same assumptions as in the work of [3] stated in the previous paragraph, (8) is approximated by the following differential equation:
In addition, they proved the following theorem ( [5] , Theorem 1), which describes the asymptotic property of (10).
Theorem 1: Let R be a semipositive definite matrix with the smallest eigenvalue of multiplicity of one, n+1 be the corresponding normalized eigenvector, and cn+1; n+1 6 = 0 be the last component of n+1. Then if9(0)
T n+1 6 = 0,9( ) tends to be in the direction of n+1 asymptotically as ! 1.
Then, they concluded that 9(t) would converge to the TLS solution a tls , without any division operation as in [3] .
In the work of Luo et al. [8] , they proposed the following antiHebbian learning rule: 9(t + 1) = 9(t) 0 (t) 9(t) T 9(t)(t)(t) 0 (t) 2 9(t) (11) where (t) = 9(t)
T (t)
Under similar assumptions and arguments in [3] and [5] , (11) is approximated by the following differential equation: (12) where R = "((t)(t)
T ) as usual. They proved that
under the assumption that9(0)
T n+1 6 = 0 and n+1 is of multiplicity one.
Comparing the three anti-Hebbian learning rules, an obvious advantage of Gao et al. ' s approach is that it is the simplest computationally and does not require the extra division operation in determining the TLS fit. The objective of this paper is to analyze the convergence and divergence of (8) due to initial conditions. Although Gao et al. claimed that (8) would converge directly from any initial random position to the position that is aligned in the direction of the eigenvector corresponding to the smallest eigenvalue of the correlation matrix R, in next section, we are going to give a geometric interpretation of their learning rule and demonstrate with a simple example that this is not true (with the weight vector diverges to infinity) using certain initial conditions for any positive learning rate (t). While (8) has divergence property, this seems to contradict with the convergence property of the differential equation in (10) as guaranteed by Theorem 1. We note that this seemingly contradictory observation is due to the reason that (10) is actually not approximated by (8) . In Section III, we will illustrate this point by referring to their proof. Indeed, we will argue that (8) is approximated by the constrained differential equation-(10) subject to the constraint 9 n+1 ( ) = 01. We suggest a new theorem which defines the domain of attraction of this constrained differential equation and conditions under which it diverges. We will present experimental results to indicate the validity of these criteria. Comparison of the convergence condition of (10) subject to the constraint with that of (7a) indicates that the former converges to the correct result under more reasonable conditions than the latter. In Section V, we suggest an approach such that when (8) starts to diverge, the weight vector is "projected" onto the domain of attraction of the constrained differential equation according to our new theorem. This preserves the simplicity of (8) . Finally, we conclude our work.
II. DIVERGENCE OF THE LEARNING RULE
With 9 as the weight vector and as a sampled data vector, we can decompose 9 relative to into two components 9 = 9 ? + 9 k
where 9 ? is the component perpendicular to and 9 k is the component parallel to . Simple geometry leads us to the following:
9 ? = 9 0 9 k :
Let us consider the following updating equation:
Equating (8) and (16), we have
where is defined in (8) .
Suppose it is true that jj 2 + n+1 < 0:
Since jj 2 is nonnegative for any data vector, it must be the case that 0n+1 > jj 2 0:
Hence, as long as > 0, it is true that > 0 and > 0. Referring to (8) , the value of is just the gain in the self-feedback term (i.e., 0 n+1 9). Note that for any > 0, the value of must be positive, according to (19). Suppose it is true that the learning rate (>0) decreases sufficiently slow as in stochastic approximation methods (e.g., [11] , [12] , [14] ), and that jj is bounded. Then, if it is highly probable that (18) is satisfied during learning, it is likely that j9j will diverge to infinity, independent of the choice of .
We are going to illustrate a simple example when n = 1, in which 1 , which is also pointing toward the negative direction of x-axis. Together with the fact that > 0, we know that 4b must be negative. Hence, whenever we start with b < 0(1=a), this will stay true for any positive learning rate . As a result, b will diverge to negative infinity with sufficiently long time, for any positive . The same argument is applicable to the case when a < 0 and b > 0(1=a), such that b ! +1 as t ! 1 for any positive .
This example gives us an insight into why (8) diverges. The learning rule as expressed in (16) may be interpreted as an orthogonalization scheme, such that the component of 9 parallel to a data vector is reduced and its perpendicular component is enhanced, subject to the constraint that 9 n+1 = 01. Due to this constraint, the only solution of 9 is given by 0( n+1 =c n+1; n+1 ). However, the vector n+1=cn+1;n+1 is also parallel to the eigenvector n+1. Since the perpendicular component to be enhanced depends on where 9 is in < n+1 , it can point to either direction [i.e., 0( n+1 =c n+1; n+1 ) or n+1=cn+1;n+1]. Due to the constraint 9n+1 = 01, enhancing the component in the direction of 0( n+1 =c n+1; n+1 ) is the only way to have a correct solution. In our example, it is the direction 0a 1 to be enhanced, which means that there will be no solution for 9 such that 9 T a 01 = 0. Hence, the divergence problem is attributed to an initialization in the wrong subspace.
III. CONVERGENCE AND DIVERGENCE OF THE CONSTRAINED DIFFERENTIAL EQUATION
Let us consider the recursive algorithm 9(t + 1) = 9(t)+ (t)q(9(t); (t))
where (t) is bounded, is sampled from a stationary distribution, and is independent of 9(t). According to the theory of stochastic approximation (e.g., [12] , [14] ), under suitable conditions, this recursive algorithm is approximated by the associated differential equation
where f(9) = "(q(9; )). In fact, as noted by Ljung [12] , (22) can be studied and analyzed in terms of the differential equation (23) under suitable conditions. Indeed, when the learning rule is sufficiently small, (23) is a good approximation to the averaged equation of the recursive equation in (22). Hence, in order to understand the convergence and divergence of (8), we have to analyze its associated differential equation. While the divergence of the learning rule in (8) has been demonstrated in the previous section, this seems to contradict with Theorem 1 which guarantees the convergence of (10). The reason is that Theorem 1 considers only an unconstrained differential equation, while (8) is constrained [with9n+1( ) = 01]. Hence, in analyzing the convergence and divergence of (8), it is more appropriate to consider the constrained differential equation
In Section III-A, we will summarize the approaches in proving the convergence of (7a) [3] and the proof of Theorem 1 in [5] . The approach of Xu et al. is included since similar concept has been applied in the proof of Gao et al. Also, the condition for convergence is relatively strict according to their proof, for which we will give comments later. We will point out that Theorem 1 is not applicable in analyzing the convergence of (24). Then, in Section III-B, a new theorem is presented, indicating the sufficient conditions for convergence and divergence of (24). After this, we will comment on our proof.
A. Review on Previous Approaches
1) The Approach of Xu et al. [3] and Luo et al. [8] : The approach to proving the convergence of (7a) [3] and that in proving the convergence of (12) are similar to that in [9] and [10] . For our current study, we will summarize the main points in the work of Xu et al. [3] as follows.
The weight vector9( ) was decomposed relative to the orthonormal basis f1; 11 1; n+1g (i.e., the eigenvectors of the correlation matrix R) such that9 Due to this reason, they stated that the following should be true asymptotically:9 () = v n+1 () n+1 Obviously, v n+1 () is dependent on fv 1 (); 111; v n ()g. If one assumes that (vi()=vn+1()) ! 0 as ! 1, we have cn+1; n+1vn+1 = 01 according to (32), without any need to consider the convergence of the differential equation in (31). However, in so doing, one is assuming the convergence of (24) to the valid solution, which should not be considered as a valid proof. This indicates that Theorem 1 is not applicable to this constrained case.
B. The Proposed Theorem
Let us propose the following new theorem.
Theorem 2: Let R be a semipositive definite (n + 1) 2 (n + 1) matrix, whose normalized eigenvectors are f 1 ; 111; n+1 g and the corresponding eigenvalues are f 1 ; 111 ; n+1 g, such that 1 2 111 n > n+1 0 (i.e., n+1 has multiplicity of one). Also, the last component of n+1 is nonzero, i.e., 
(Note: An invariant set of a differential equation is a set such that each trajectory of this differential equation which starts within this set remains there for all subsequent times.)
Proof of Theorem 2:
By decomposing9( ) relative to the eigenvectors f1; 111; n+1g as in (25), the same set of equations in (30) can be arrived, which is our starting point. In this proof, we make use of the fact that due to the constraint in (32), one of the variables in fv1(); 11 1; vn+1( )g can be expressed as a combination of the other n variables. Hence, one of the differential equations in (30) is redundant, and we can consider a system of n differential equations without constraint. To simplify the notation in the following discussions, we define e i () = c i; n+1 v i (), 8 i 2 f1; 1 11; n + 1g.
Suppose it is the case that 8 i 2 f1; 111; ng, 8 , e i () = 0. Due to the constraint in (32), we have e n+1 () = 01, which means that vn+1( ) = 0(1=cn+1;n+1), 8 (since we have required c n+1; n+1 6 = 0). Since the value of v n+1 () is known, we only need to consider the n differential equations for v 1 () to v n (), subject to no constraint. For this special case, we have, according to (30) whose solution is v i () = v i (0)expf0( i 0 n+1 )g. Since i > n+1 8 i 2 f1; 11 1; ng, we know that vi( ) ! 0 as ! 1 for any value of v i (0). Together with the fact that v n+1 () = 0(1=cn+1;n+1) for all , we have9( ) ! 0(n+1=cn+1;n+1) as ! 1. This proves a special case of convergence.
Otherwise, we can always choose an index q 2 f1; 11 1; ng, such that e q (0) 6 = 0, which necessitates c q; n+1 6 = 0. such that the variable v q () is removed due to the constraint 9 n+1 () = 01.
Similar to the approach in [3] , [5] , and [10] , we define #i() = (v i ()=v n+1 ()) for i 2 f1; 111; ngnfqg and obtain the following differential equations:
8 i 2 f1; 111 ; ngnfqg:
The solutions of these n 0 1 differential equations are (0) expf0( i 0 n+1 )gv n+1 (); 8 i 2 f1; 111; ngnfqg:
Since we have required that n+1 has a multiplicity of one, it is obvious that i 0 n+1 > 0 for i 2 f1; 11 1; ngnfqg. Note that q is selected such that eq(0) 6 = 0.
Let us consider the asymptotic solution of9( ) as t ! 1. In this case, en+1() ! 01 and vi() ! 0 for i 2 f1; 111; ng. This corresponds to the desired solution9( ) ! 0( n+1 =c n+1; n+1 ) as ! 1. Note that this is the only stable solution of (24). However, the trajectory of9( ) will diverge under some con- (24) is that en+1(0) > 0. (44) ]. Since these two quantities do not change their signs, the values of e q () and e n+1 () are bounded for all . Furthermore, due to the boundedness of en+1(), the values of vi() for i 2 f1; 11 1; ngnfqg in (39) are bounded as well. Hence, under this condition, the trajectory of9( ) is bounded and converges to 0( n+1 =c n+1; n+1 ) as ! 1. This proves the sufficient condition for convergence of (24).
Finally, let us assume again that 8 i 2 f1; 1 11; ng, ei(0) 0 and en+1(0) < 0. Multiplying both sides of (39) by ci; n+1 for each i 2 f1; 111; ngnfqg, we have e i () = e i (0) e n+1 (0) expf0( i 0 n+1 )ge n+1 (); 8 i 2 f1; 111 ; ngnfqg:
Since the exponential function is positive, and e i (0)=e n+1 (0) 0, the fact that en+1() < 0 implies that ei() 0 for all > 0. This completes our proof.
It is obvious from the proof that the only stable solution of the constrained differential equation in (10) is the desired one. However, its trajectory diverges at some finite time under some initial conditions. According to our theorem, the constrained differential equation diverges when cn+1;n+19(0) T n+1 > 0. This agrees with the divergence condition in our simple example in Section II. Note that Theorem 1 cannot predict the divergence since the theorem only considers an unconstrained differential equation in (10) . This shows the inadequacy of Theorem 1 in studying the learning rule in (8) . According to the above proof, convergence to the desired solution is possible under the condition that 9(0) 2 D c , where D c is defined in (34), and that the smallest eigenvalue has the multiplicity of one. This shows that the constrained differential equation in (10) is theoretically better than (7a) or the unconstrained one in (10), since the latter two approaches converge to the desired solution under relatively restrictive condition of n+1 = 0. Actually, this corresponds to the case when the variance along the minor component is zero, or equivalently, when the TLS solution perfectly fits the data, which is very rare in real life applications.
IV. EXPERIMENTS
A number of experiments have been done to test the validity of our analysis. To illustrate our idea, let us estimate an "unknown" finite impulse response (FIR) system, which has been used by Gao et Note that when x > 3:154, we have c n+1; n+1 9(0) T n+1 > 0, which satisfies the sufficient condition for divergence in Theorem 2. The learning rate was fixed at 0.005 throughout our experiments.
For each value of x, ten independent trials were performed, each using a different random seed for the random generator in sampling input vectors. Fig. 2 shows two plots of the quantity y(t) = 10 i=1 c n+1; n+1 9 i (t) T n+1 against the number of iterations t, where 9i(t) corresponds to the trajectory of the ith independent trial. Note that in case of convergence, the value of y(t) tends to 01. Fig. 2(a) shows the plots when x = 0; 1; 2; 3. According to our simulations, the learning rule in (8) diverges when x = 3, and converges when x = 0; 1; and 2. However, divergence when x = 3 does not mean that Theorem 2 is wrong. On one hand, it has to be recalled x > 3:154 is a sufficient condition for divergence, but not a necessary condition, according to Theorem 2. On the other hand, x > 3:154 is the divergence condition for (24), which is an approximation to (8) . Fig. 2(b) shows the plots when x = 0; 4; 5; 6. The plot of x = 0 is included as a reference. It shows that when x = 4; 5; and 6, the learning rule diverges.
V. DISCUSSIONS
Although the learning rule of Gao et al. in (8) is potentially divergent, if it is initialized in the appropriate region (i.e., within Dc in Theorem 2) convergence is possible. In fact, as long as it converges, it is a better approach as compared to (6a), since as guaranteed by Theorem 2, its convergence to the minor component of the correlation matrix of the input data is possible under a less restrictive condition, as we have discussed in the last paragraph of Section III. Also, it requires a lesser amount of computation than that of (6b), in which the latter requires explicit normalization. Furthermore, the TLS solution is readily available without further division, as contrary to the two anti-Hebbian learning rules.
Note that a simple initial condition for the learning rule in (8) in which the equality holds iff c i; n+1 = 0. Obviously, this initialization is well within the invariant set Dc in (34), hence convergence is possible. Even with this initialization, convergence cannot be guaranteed, unless the learning rate is sufficiently small such that the constrained differential equation in (24) approximates sufficiently close to the trajectory of the learning rule. Under this situation, the trajectory of (8) stays infinitely often inside the invariant set D c , so that we can apply theory in stochastic approximation (e.g., [12, Theorem 1] ) to guarantee that the learning rule converges to the minor component with probability one under suitable conditions. There may be a situation when the learning rule has to be applied with arbitrary initialization, e.g., in tracking a slowly time-varying source. A possible solution is to check for divergence of the learning rule, such that if it diverges, the weight vector 9(t) is "projected" [12] , [14] onto the invariant set D c in (34), i.e., to reinitialize it from a new point in D c where the learning rule is started again. An obvious choice of this "projected" point is 9(t) = 0 01 , which is guaranteed to be within Dc in any case as shown in the preceding paragraph.
Detecting for divergence is possible if we know the dynamic range of each dimension of the desired solution 0( n+1 =c n+1; n+1 ). This is possible, for example, in estimating parameters in adaptive FIR filtering, since coefficients in the filters are normally bounded. Then, a limit on j9(t)j can be defined, and divergence is assumed when this limit is exceeded. Another possible way is to monitor the value of j(t)9(t) T (t)n+1(t)j during learning, which is the learning rate of the self-feedback term of 9(t) in (8) . Suppose if we can bound the value of j(t)j and j n+1 (t)j for any t (note that an almost sure bound will do), then we can derive an upper bound for j9(t) T (t)n+1(t)j. Accordingly, the maximum value of (t) during learning can be determined, since convergence is possible when j(t)9(t) T (t) n+1 (t)j < 1. However, when divergence is due to initial conditions, the value of j(t)9(t) T (t) n+1 (t)j will be increasing at a very fast rate, which is due to the corresponding rapid increase in j9(t)j. Hence, a consequence of the divergence is a rapid increase in this quantity. Since we have already bounded the value of (t), whenever it is the case that j(t)9(t) T (t) n+1 (t)j 1,
we can assure that the algorithm is diverging. It is obvious that (t)9(t) T (t) n+1 (t) is readily available during learning, since it is the learning rate and we have to calculate it anyway. Hence, checking the boundedness of j(t)9(t) T (t) n+1 (t)j is simpler than computing the quantity j9(t)j.
Let us consider the above "projection" approach such that the learning rate (t) is decreased sufficiently slow as in stochastic approximation literatures (a popular requirement in existing stochastic approximation literatures [11] , [12] , [14] is that (t) 2 < 1 (48) such that the sequence is decreased sufficiently slow and yet convergence is possible, e.g., the sequence (t) = 1=t). Suppose it is true that (t) is independent of 9(t), (t) is bounded for all t and the expectation of (t)(t)
T exists which is denoted by R. Then, in the following, we outline the proof in guaranteeing the convergence of our "projection" approach with probability one to the minor component of R under the condition that the smallest eigenvalue has a multiplicity of one. As usual, the dimensionality of vectors is n + 1, the eigenvalues of R are denoted by f 1 ; 1 11; n+1 g, and its eigenvectors are denoted by f 1 ; 111; n+1 g. Our "projection" approach is equivalent to one in which reinitialization is performed whenever the weight vector 9(t) is outside the set D 1 = fx 2 < n+1 : jxj < C, where C is the bound on 9(t) for nondivergent, as defined in previous paragraph. Due to the projection, the trajectory stays infinitely often in time in D1. If it is the case that the trajectory stays infinitely often in time in D c , we can apply [12, Theorem 1] to prove the convergence of this "projection" approach to the minor component with probability one. In order to prove the above, let us suppose the contrary that the trajectory of 9(t) stays infinitely often within the region D1nDc. It is obvious that 9(t) is bounded. Since (t) is bounded as well, the fact that the learning rate decreases to zero implies that the value of 9(t)
converges to a stable solution within the region D1nDc. Applying [12, Theorem 2], 9(t) can only converge to the stable solution of the constrained differential equation in (24), which we have shown in the proof of Theorem 2 to be 0(n+1=cn+1;n+1). However, this stable solution is not inside the set D 1 nD c , which contradicts our assumption that the trajectory of 9(t) stays infinitely often in time in this region. Hence, this proves the convergence of our "projection" approach.
VI. CONCLUSIONS
In this paper, we have made an analysis on the convergence and divergence of the anti-Hebbian learning rule from Gao et al. in [5] due to initial conditions only. We have presented a geometrical interpretation of their learning rule and demonstrated with a simple example that divergence is always possible when the weight vector is initialized in the wrong subspace. Although they suggested a proof on the convergence of a differential equation in analyzing the convergence of their learning rule, we note that their proof concerns an unconstrained differential equation. Since the learning rule is constrained, we claim that it is more appropriate to consider a constrained differential equation instead, and show that their proof is not applicable in analyzing this constrained differential equation. Indeed, we have proved a theorem which gives the sufficient conditions for convergence and divergence of the constrained differential equation. According to our theorem, convergence to the desired solution [i.e., 0( n+1 =c n+1; n+1 )] is possible when n+1 has a multiplicity of one.
In comparison to the differential equation considered by Gao et al. and the associated differential equation of one of the anti-Hebbian learning rule from Xu et al. [3] , this condition is less restrictive, since these two approaches require n+1 = 0 for converging to the desired solution. The condition for divergence agrees with the condition we have observed in our simple example. Experimental results have been presented to verify the correctness of the divergence condition.
Based on our new theorem, we located the invariant set of the constrained differential equation, and proved that the initial condition 9(0) = 0 01 (where 9(t) is an (n + 1)-dimensional vector and 0 is an n-dimensional zero vector) can lead to convergence under appropriate conditions. Accordingly, we have also suggested a "projection" approach in which the weight vector 9(t) is "projected" or reinitialized to 9(t) = 0 01 whenever divergence is observed.
This solution preserves the simplicity of the learning rule from Gao et al.
