Bias Reduction in Compressed Sensing by Olsson, Carl et al.
Bias Reduction in Compressed Sensing
Carl Olsson1,2 Marcus Carlsson2 Daniele Gerosa2
1Department of Electrical Engineering
Chalmers University of Technology
2Centre for Mathematical Sciences
Lund University
caols@chalmers.se mc@maths.lth.se daniele.gerosa@math.lu.se
Abstract
Sparsity and rank functions are important ways of regu-
larizing under-determined linear systems. Optimization of
the resulting formulations is made difficult since both these
penalties are non-convex and discontinuous. The most com-
mon remedy is to instead use the `1- and nuclear-norms.
While these are convex and can therefore be reliably opti-
mized they suffer from a shrinking bias that degrades the
solution quality in the presence of noise.
In this paper we combine recently developed bias
free non-convex alternatives with the nuclear- and
`1−penalties. This reduces bias and still enables reliable
optimization properties. We develop an efficient minimiza-
tion scheme using derived proximal operators and evaluate
the method on several real and synthetic computer vision
applications with promising results.
1. Introduction and Background
Sparsity and rank penalties are common tools for regu-
larizing ill posed linear problems. The sparsity regularized
problem is often formulated as
min
x
µ‖x‖0 + ‖Ax− b‖2, (1)
where ‖x‖0 is the number of non-zero elements of x. Opti-
mization of (1) is difficult since the term ‖x‖0 is non-convex
and discontinuous. Moreover, the sought solutions should
be sparse and therefore the minimizer is typically in the
vicinity of discontinuities. A common practice is to replace
‖x‖0 with the `1-norm, resulting in the convex relaxation
min
x
λ‖x‖1 + ‖Ax− b‖2. (2)
The seminal works [31, 30, 9, 10, 15] gave performance
guarantees for this approach. The notion of Restricted
Isometry Property (RIP), which was introduced in [9, 10],
states that A obeys a RIP if
(1− δK)‖x‖2 ≤ ‖Ax‖2 ≤ (1 + δK)‖x‖2, (3)
for all vectors x with ‖x‖0 ≤ K. In [9], Cande`s, Romberg
and Tao proved the surprising result that, if A fulfills δ3K +
3δ4K < 2, given a sparse vector x0 and a measurement
b = Ax0+  where  is Gaussian noise, solving (2) yields a
vector xˆ that satisfies
‖xˆ− x0‖ < CK‖‖, (4)
where CK is a constant. While [9] argued that it is impossi-
ble to beat a linear noise dependence, it has been observed
that (2) suffers from a shrinking bias [16, 22]. Since the
`1 term not only has the (desired) effect of forcing many
entries in x to 0, but also the (undesired) effect of diminish-
ing the size of the non-zero entries. This has led to a large
amount of non-convex alternatives to replace the `1-penalty,
see e.g. [3, 1, 28, 34, 32, 20, 17, 33, 21, 11, 5]. Typically
these come without global convergence guarantees.
In [12, 13, 25] a non-convex alternative that provides op-
timality guarantees is studied. These papers propose to re-
place the term µ‖x‖1 with Q2(µ‖ · ‖0)(x), where Qγ(f)
is the so called quadratic envelope of f , which is defined so
thatQγ(f)+ γ2 ‖x‖2 is the convex envelope of f(x)+ γ2 ‖x‖2
[12]. For f(x) = µ‖x‖0 this results in the objective∑
i
µ−max(√µ− |xi|, 0)2 + ‖Ax− b‖2. (5)
The resulting relaxation is non-convex. However, it was
shown in [13, 25] that if a RIP constraint holds then sparse
minimizers of this formulation are generally unique (and
globally optimal) even though there may exist additional
non-sparse local minima. Furhtermore, under the slightly
more general RLIP condition, which is basically the lower
bound in (3), [13] showed that an estimate similar to (4)
but with a much smaller constant exists. Additionally, in
contrast to (2) the global optimizer of (5) is the so called
”oracle solution” [8], which is what we get if we minimize
‖Ax− b‖2 over the ”true” support of x0.
Rank regularization methods are largely analogous to the
sparsity approaches. IfA : Rm×n → Rp is a linear operator
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we are seeking to minimize
µrank(X) + ‖AX − b‖2F . (6)
The matrix version of the RIP constraint
(1− δr)‖X‖2F ≤ ‖AX‖2 ≤ (1 + δr)‖X‖2F , (7)
for all matrices X with rank(X) ≤ r, was introduced
in [29]. Similar to the sparsity setting [29, 6] propose to
replace rank(X) with the convex nuclear norm ‖X‖∗ =∑
i σi(X), where σi(X), i = 1, ..., N are the singular
values of X . Since then a number of generalizations that
give performance guarantees for the nuclear norm relax-
ation have appeared, e.g. [29, 27, 6, 7]. The nuclear norm
penalizes both small and large singular values and there-
fore exhibits the same kind of shrinking bias as the `1-
norm. To address this non-convex alternatives that are lo-
cally optimized have been shown to improve performance
[26, 23, 18, 24]. In [19] it was shown how to compute the
convex envelope and proximal operator of
g(rankX) + ‖X −X0‖2F , (8)
where g is a non-decreasing convex function. Setting
g(rankX) = µrankX shows thatQ2(µrank)(X) =
∑
i µ−
max(
√
µ− σi(X)|, 0)2. Therefore [25] proposed solving∑
i
µ−max(√µ− σi(X), 0)2 + ‖AX − b‖2, (9)
and gave optimality conditions under RIP (7), similar to the
sparsity case.
While the non-convex relaxations (5) and (9) provide un-
biased alternatives to the `1−/nuclear- norms and are guar-
anteed [25, 13] to only have one sparse/low-rank stationary
point when a sufficiently strong RLIP holds, it is clear that
there can still be poor local minimizers. For example, let xh
be a dense vector from the nullspace of A and xp a mini-
mizer of ‖Ax−b‖. Then by rescaling xh so that all the ele-
ments of xp+xh have magnitude strictly larger than
√
µ we
obtain a vector that minimizes the data fit while the regular-
izationQγ(µ‖·‖0) is (locally) constant around it. This con-
struction also provides local minimizers for the original for-
mulations (6), (1) and any other unbiased formulation that
leaves elements/singular values larger than some threshold
unpenalized. In this paper we remedy this by introducing
a small penalty for large singular values. We study relax-
ations of
µ‖x‖0 + λ‖x‖1 + ‖Ax− b‖2F , (10)
and
µrank(X) + λ‖X‖∗ + ‖AX − b‖2F . (11)
for sparsity and rank regularization respectively. We pro-
pose to solve these by replacing the relaxation terms
with their quadratic envelopes Q2(µ‖ · ‖0 + λ‖ · ‖1) and
Q2(µrank+λ‖·‖∗). Our formulation can be seen as a trade-
of between small bias and improved optimization proper-
ties. While the terms γ‖x‖1 and γ‖X‖∗ introduce a bias to
small solutions they also increase the convergence basin for
cases where the RLIP is not strong enough to ensure global
convergence of (5) and (9).
Simple optimization is often related to good modeling.
Adding a weak shrinking factor may also make sense from
a modeling perspective for certain applications. In this
paper we exemplify with non-rigid structure form motion
(NRSfM). Here each non-zero singular value corresponds
to a mode of deformation. When choosing a weaker µ
(larger rank) in order to capture all fine deformations the re-
sulting problem is often ill posed due to unobserved depths.
As noted in [25] this may result in a large difference to the
true reconstruction despite good data fit. The addition of the
λ‖X‖∗ allows us to separately incorporate a variable bias
restricting the size of the deformations, which regularizes
the problem further, see Section 6.3.
The main contributions of this paper are
• We present a class of new regularizers that leverage the
benefits of previous convex and unbiased formulations.
• We characterize the stationary points of the proposed
formulation, and give theoretical results that guarantee
the uniqueness of a sparse stationary point.
• We show how to compute proximal operators of our
regularization enabling fast optimization via splitting
methods such as ADMM [2].
• We show that our new formulations generate better so-
lutions in cases where a weak or no RIP holds.
2. Relaxations and Shrinking Bias
In this section we will study properties of our proposed
relaxations of (10) and (11). We will present our results
in the context of the vector case (10). The corresponding
matrix versions follow by applying the regularization term
to the singular values, with similar almost identical proofs.
Our first theorem (which is proven in Appendix A) shows
that adding the term ‖·‖1 before or after taking the quadratic
envelop makes no difference.
Theorem 1. Let f : Rd → R be a lower semicontinuous
sign-invariant function such that f(0) = 0 and f(x+ y) ≥
f(x) for every x, y ∈ Rd+. Then
Q2(f + λ‖ · ‖1)(x) = Q2(f)(x) + λ‖x‖1 (12)
for every x ∈ Rd.
In view of the above it is clear thatQ2(γ‖·‖0+λ‖·‖1) =
rλ,µ, where
rµ,λ(x) =
∑
i
(
µ−max(√µ− |xi|, 0)2
)
+ λ‖x‖1. (13)
We therefore propose to minimize the objective
rµ,λ(x) + ‖Ax− b‖2. (14)
Note that rµ,λ(x) + ‖Ax− b‖2 reduces to (2) if µ = 0 and
(5) if λ = 0.
Figure 1 shows an illustration of rµ,λ for a couple of dif-
ferent values of λ. When λ = 0 the function is constant
for values larger than
√
µ = 1. Therefore large elements
give zero gradients which can result in local algorithms get-
ting stuck in poor local minimizers. Note that if RIP holds
the results of [13, 25] show that such non-global minimiz-
ers can not be sparse under moderate noise conditions, and
therefore this situation could in practice be detected. How-
ever, for a general problem instance increasing λ makes the
regularizer closer to being convex, which as we show in
Section 6, increases its convergence basin.
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Figure 1. Left: The function (13) for µ = 1 and λ =
0, 0.2, 0.4, ..., 1. Right: Illustration of (17) for the same µ and λ.
The graphs show zi (x-axis) versus x∗i (y-axis). If zi =
√
µ + λ
2
all x∗i ∈ [0,√µ] are optimal.
To characterize the kind of shrinking bias that we can
expect from this family of relaxations we now consider the
problem of minimizing
min
x
rµ,λ(x) + ‖x− z‖2. (15)
The minimization is separable in the elements of x and
therefore we are able to solve it by considering
min
xi
µ− (max(√µ− |xi|, 0))2+λ|xi|+(xi− z′i)2. (16)
This is a one dimensional problem that can easily be solved
by computing stationary points, see Appendix B for details.
This resulting minimizer is given by
x∗i ∈

{zi − sign(zi)λ2 } |zi| >
√
µ+ λ2
[0,
√
µ]sign(zi) |zi| = √µ+ λ2
{0} |zi| < √µ+ λ2
. (17)
Figure 1 illustrates the solution set (17) for µ = 1 and
λ = 0, 0.2, 0.4, ..., 1. The shrinking bias comes from the
subtraction of λ2 from the magnitude of the large elements.
Since we would ideally like these to remain unchanged it
is essential to keep λ small. On the other hand a larger
λ makes the regularization function rµ,λ ”more convex”
which simplifies optimization.
We conclude this section with a simple 2D-illustration of
the general principle. Figure 2 shows the error residuals of
Figure 2. The residual errors of a two dimensional illustration of
the different regularizes.
rµ,λ(x) + ‖Ax− b‖2 for a two dimensional problem with
A =
(
0.4 0
0 0.6
)
and b =
(
0.8
1.8
)
. (18)
The blue curves show the two error residuals for µ = 1
and λ = 0. It is easy to verify that the problem has two
local minimizers x = (2, 3) and x = (0, 3) (which is also
global). These points (and in addition (0, 0) and (2, 0)) are
also local minima to (1) with µ = 1. The yellow curve
shows the effect of using the convex `1 formulation (2), with
λ = 0.7. Here we have used the smallest possible λ so that
the optimum of the left residual is 0 while the right one is
non-zero. The resulting solution x = (0, 2) has the correct
support however, the magnitude of the non-zero element is
reduced from 3 to 2 due to the shrinking bias. With our
approach it is possible to chose an objective which has less
bias but still a single local minimizer. Setting µ = 0.7 and
λ = 0.4 gives the red dashed curves with optimal point
x ≈ (0, 2.5).
3. Oracle Solutions
For sparsity problems the so called oracle solution [9] is
what we would obtain if we somehow knew the ”true” sup-
port of the solution and we were to solve the least squares
problem over the non-zero entries of x. We will use the no-
tationAS to denote the matrix which has the same entries as
A in the columns indexed by S and zeros otherwise. Simi-
larly AS have zeros in the columns in S and xS is a vector
with zero elements in S. The oracle solution is then
min
xS
‖ASxS − b‖2. (19)
Cande´s et al. [9] showed that under RIP the solution (2) ap-
proximates the oracle solution. In [13] it was shown that
under similar conditions (5) gives exactly the oracle solu-
tion. In this section we will show that our relaxation solves
a similar `1-regularized least squares problem.
Suppose  = Ax0 − b and let S be the set of non-zero
indexes of x0. We refer to the regularized oracle solution as
the minimizer of
min
xS
λ‖xS‖1 + ‖ASxS − b‖2. (20)
For λ = 0 this is the least squares solution over the correct
support, which is the best we can hope for in the presence of
Gaussian noise. For a non-zero λ the `1 norm modifies the
solution by adding a shrinking bias. Note however that in
contrast to standard approaches where the `1-norm is used
to promote sparsity via soft thresholding, here xS is already
sparse. The value of λ is intended to be small as in (14)
where the `1-norm is used to increase the convergence basin
of (5).
Theorem 2. If µ is selected such that the solution xS of
(20) fulfills |xSi| /∈ (0,√µ) and the residual errors  =
ASxS − b are bounded in the sense that
‖AT
S
‖∞ < √µ, (21)
then xS is a stationary point of (14).
Proof. We first note by differentiating that the solution of
(20) fulfills
λv+ 2ATSASxS − 2ATSb = 0, (22)
where v ∈ ∂‖xS‖1. The subdifferential of ‖ · ‖1 can be
computed element-wise and is given by
∂|xSi| =
{
sign(xSi) xSi 6= 0
[−1, 1] xSi = 0
. (23)
Note that since the columns in S of AS are zero it is clear
that so are the elements in S of v, that is, v = vS .
Let gλ(x) = rµ,λ(x)+‖x‖2 and h(x) = −‖x‖2+‖Ax−
b‖2. Note that gλ(x) = g0(x) + λ‖x‖1 is convex with a
well defined subdifferential. To show that xS is stationary
in (14) we need to show that there is a vector u1 ∈ ∂g0(xS)
and u2 ∈ ∂‖xS‖1 such that
u1 + λu2 = −∇h(xS) = 2(I −ATA)xS + 2ATb. (24)
The subdifferential of g0 can be evaluated element-wise giv-
ing
∂g0(xi) =

{2xi} |xi| ≥ √µ
{2√µsign(xi)} 0 < |xi| ≤ √µ
[−2√µ, 2√µ] xi = 0
. (25)
Since xS has support in S we have AxS = ASxS . Fur-
thermore, since A = AS +AS equation (24) can be written
u1+λu2 = 2xS − 2(ATSAS +ATSAS)xS +2(ATS +ATS )b.
(26)
It is clear if we select u2 = vS this reduces to
u1 = 2xS +ATS (ASxS − b) = 2xS + 2ATS . (27)
On S we have u1 = 2xS . Since the non-zero elements
of xS are larger than
√
µ the first case of (25) holds on S.
Similarly, on S we have u1 = 2ATS  with elements smaller
than 2
√
µ. Since xS is zero on S case 3 of (25) holds here,
which shows that u1 ∈ ∂g0(xS).
Whether xS is the global optimum or not depends on the
problem instance. In the following sections we will show
that under a sufficiently strong RIP it is the sparsest possible
stationary point.
4. Separation of Stationary Points
In this section we study the stationary points of the ob-
jective function (14) under the assumption that A fulfills
the RIP condition (3) for all x with ‖x‖0 ≤ K. We will
extend the results of [13, 25] to our class of functionals.
Specifically, we show that under some technical conditions
two stationary points x′ and x′′ have to be separated by
‖x′′− x′‖0 > K. From a practical point of view this means
that if we find a stationary point with ‖x′‖0 ≤ K2 we can be
certain that this is the sparsest one possible.
4.1. Stationary Points and Local Approximation
We will first characterize a stationary point as being a
thresholded version of a noisy vector z which depends on
the data. Let gλ and h be defined as in the previous section.
Lemma 1. If z′ = (I − ATA)x′ + AT b the point x′ is
stationary in (14) if and only if 2z′ ∈ ∂gλ(x′) and if and
only if
x′ ∈ argmin
x
rµ,λ(x) + ‖x− z′‖2. (28)
Proof. By differentiating gλ(x)+h(x) we see that x′ is sta-
tionary in (14) if and only if 2z′ ∈ ∂gλ(x′). Similarly, dif-
ferentiating (28) we see that x′ is stationary in (28) if and
only if 2z′ ∈ ∂gλ(x′). Now recall that by definition (28)
is convex and therefore x′ being stationary is equivalent to
solving (28).
We will use properties of the vector z′ to establish con-
ditions that ensure that x′ is the sparsest possible station-
ary point to (14). The overall idea which follows [25, 12]
is to show that subdifferential ∂gλ grows faster than −∇h
and therefore we can only have −∇h(x) ∈ ∂gλ(x) in one
(sparse) point. This requires an estimate of the growth of
the subgradients of gλ which we now present.
The function gλ is separable and can be evaluated sepa-
rately for each element of x. The subdifferential ∂gλ(x) can
be written
∂gλ(x) =

{2x+ λsign(x)} |x| ≥ √µ
{(2√µ+ λ)sign(x)} 0 < |x| ≤ √µ
[−2√µ− λ, 2√µ+ λ] x = 0
.
(29)
Figure 3 shows the function gλ and ∂gλ. The parameter
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Figure 3. The function g(x) (left) and the subdifferential
∂gλ(x)/2 (right) for µ = 1 and λ = 0, 0.2, 0.4, ..., 1. (For com-
parison we also plot the red dotted curve y = x.
λ adds a constant offset to the positive values of ∂gλ(x)
and subtracts the same value for all negative values. It is
clear from Figure 3 that in (−∞,−√µ] and [√µ,∞) the
subdifferential contains a single element. In addition for
any two elements x′′, x′ in one of these intervals we have
〈∂gλ(x′′)− ∂gλ(x′), x′′ − x′〉 = |x′′ − x′|2. (30)
For the other parts the subdifferential grows less. To ensure
a certain growth we need to add some assumptions on the
subdifferential which is done in the following result (which
is proven in Appendix C).
Lemma 2. Assume that 2z′ ∈ ∂gλ(x′). If the elements z′i
fulfill |z′i| /∈ [(1− δK)
√
µ+ λ2 ,
√
µ
1−δK +
λ
2 ] for every i, then
for any z′ with 2z′′ ∈ ∂gλ(x′ + v) we have
〈z′′ − z′, v〉 > δK‖v‖2, (31)
as long as ‖v‖ 6= 0.
Note that a similar estimate for the ∇h. Differentiating
h gives
∇h(x) = 2(I −ATA)x+ 2ATb. (32)
Since∇h(x) is linear we get
|〈∇h(x′ + v)−∇h(x′), v〉| =
|2(‖Av‖2 − ‖v‖2)| ≤ 2δK‖v‖2,
(33)
if ‖v‖0 ≤ K, since RIP holds.
We are now ready to prove that stationary points of (14)
can be separated in terms of the cardinality of their differ-
ence. The result requires that the elements of the vector z′
are not too close to the threshold
√
µ+ λ2 . This condition is
a natural restriction since the vector z is related to the noise
of the problem [13], and for very large noise levels we can
expect that there will be multiple solutions.
Theorem 3. Assume that x′ is a stationary point with 2z′ ∈
∂gλ(x′) and that each element of z′ fulfills |z′i| /∈ [(1 −
δK)
√
µ + λ2 ,
√
µ
1−δK +
λ
2 ]. If x
′′ is another stationary point
then ‖x′′ − x′‖0 > K. If, in addition, ‖x′‖0 < K2 then
x′ ∈ argmin
‖x‖0≤K2
rµ,λ(x) + ‖Ax− b‖2. (34)
Proof. Assume that ‖x′′ − x′‖0 ≤ K. Since x′ is a station-
ary point we have 2z′ +∇h(x′) = 0, where 2z′ ∈ ∂gλ(x′).
We first show that 2z′′ +∇h(x′′) 6= 0 if 2z′′ ∈ ∂gλ(x′′). If
v = x′′ − x′ has ‖v‖0 ≤ K then according to Lemma 2 and
(33) we have
〈2z′′ +∇h(x′′), v〉 =
2〈z′′ − z′, v〉+ 〈∇h(x+ v)−∇h(x), v〉 > 0. (35)
Thus x′′ cannot be stationary.
Since gλ is convex its directional derivative exists and is
given by
g′λ,v(x) = max
2z′∈∂gλ(x)
〈2z′, v〉. (36)
Since h′v(x) = 〈∇h′(x), v〉, (35) shows that g′λ,v(x′ + tv) +
h′v(x′ + tv) > 0 for any t > 0 if ‖v‖0 ≤ K. Now, if
‖x′‖0 < K2 then gλ + h is increasing on every line segment
between x′ and any other point x′′ with ‖x′′‖0 ≤ K2 .
5. Optimization
In this section we present a simple algorithm for opti-
mizing objective functions of the type (14). We restrict our-
selves to sparsity problems since the same approach works
for rank regularization with minimal changes.
5.1. Algorithm
For optimization we employ the popular ADMM [2] ap-
proach. This is a splitting scheme that uses two copies of
the x and enforces them to be equal using dual variables.
The augmented Lagrangian for the problem is
L(x, y,η) = rµ,λ(x)+ρ‖x−y+η‖2F+‖Ay−b‖2−ρ‖η‖2.
(37)
In each iteration t of ADMM the variable updates are given
by
xt+1 = argminx rµ,λ(x) + ρ‖x− yt + ηt‖2, (38)
yt+1 = argminy ρ‖xt+1 − y+ ηt‖2 + ‖Ay− b‖2,(39)
ηt+1 = ηt + xt+1 − yt+1. (40)
The update in equation (39) is a simple least squares mini-
mization with closed form solution. Problem (38) is solved
using the proximal operator of rµ,λ which we present in the
next section. We refer to [2] for details on ADMM.
5.2. The proximal operator
To solve (43) we can use the proximal operator
prox rµ,λ
ρ
(y) = argmin
x
1
ρ
rµ,λ(x) + ‖x− y‖2. (41)
The following result (which is proven in Appendix D)
shows that in general the proximal operator ofQγ(f + λ‖ ·
‖1) is easy to compute if the proximal operator of Qγ(f) is
known.
Proposition 1. Let f : Rd → R be a lower semicontinuous
sign-invariant function such that f(0) = 0 and f(x+ y) ≥
f(x) for every x, y ∈ Rd+. Then
proxQγ(f+λ‖·‖1)/ρ(y) = proxQγ(f)/ρ(proxλ‖·‖1/ρ)(y)
(42)
for every y ∈ Rd.
For our case f(x) = µ‖x‖0 the proximal operator is sep-
arable and each element of the vector x can be treated in-
dependently. Adding soft thresholding to the results of [19]
we get that for ρ > 1 the proximal solution is given by
zi =
{
max(yi − λ/2ρ, 0) yi ≥ 0
min(yi + λ/2ρ, 0) yi ≤ 0
(43)
and
xi =

zi
√
µ ≤ |zi|
(ρ+1)zi−√µsign(zi)
ρ
√
µ
ρ+1 ≤ |zi| ≤
√
µ
0 |zi| ≤
√
µ
ρ+1
. (44)
6. Experiments
In this section we test the proposed formulation on a
number of real and synthetic experiments. Our focus is to
evaluate the proposed method’s robustness to local minima
and the effects of its shrinking bias.
6.1. Random Matrices
In this section we compare the robustness to local min-
ima of the relaxations (2), (5) and (14). Note that (2) and (5)
are special cases of (14), obtained by letting λ or µ equal 0
(by Theorem 1).
We generated A-matrices of size 100 × 200 by draw-
ing the columns from a uniform distribution over the unit
sphere S99 in R100, and the vector x0 was selected to have
10 random nonzero elements with random magnitudes be-
tween 2 and 4, resulting in ‖x0‖ ≈ 10. We then computed
b = Ax0 +  for different values of random noise with ‖‖
ranging from 0 to 5. For (5) we used µ = 1 and for (2)
we used λ`1 = 2
√
2 log(200)√
200
‖‖ ≈ 0.5‖‖; see [13] for the
rationale behind these choices. For (14) we again chose
µ = 1 but used λ = λ`1/6. Figure (4) plots ‖x − xS‖
for the estimated x with the three methods, as a function of
‖‖. Both (5) and (14) do better than traditional `1 in the
entire range, (5) finds xS with 100% accuracy until around
‖‖ ≈ 3, where (14) starts to perform better. This is likely
due to the fact that the small `1 term helps the (non-convex)
method (14) to not get stuck in local minima. To test this
conjecture, we ran the same experiment for 50 iterations for
the fixed noise level ‖‖ = 3.5 and chose as initial point the
least squares solution argminx ‖Ax− b‖2, which is known
to be close to many local minima. The histograms to the
right in Figure 4 show the cardinality of the found solution.
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Figure 4. Left: Noise level ‖‖ versus distance ‖x− xS‖ between
the obtained solution x and the oracle solution xS for the three
methods (5),(14) and (2). Right, histogram of the number of non-
zero elements in the obtained solutions.
6.2. Point-set Registration with Outliers
Next we consider registration of 2D point clouds. We
assume that we have a set of model points {pi}Ni=1
that should be registered to {qi}Ni=1 by minimizing∑N
i=1 ‖sRpi + t− qi‖2 . Here sR is a scaled rotation of
the form
(
a −b
b a
)
and t ∈ R2 is a translation vector. Since
the residuals are linear in the parameters a, b, t, we can by
column-stacking them write the problem as ‖My − v‖2,
where the vector y contains the unknowns a, b, t. We further
assume that the point matches contain outliers that needs to
be removed. Therefore we add a sparse vector x whose non-
zero entries allows the solution to have large errors. We thus
want to solve
min
x,y
µ‖x‖0 + ‖My− v+ x‖2. (45)
The minimization over y can be carried out in closed form
by noting that y = (MTM)−1MT (v − x). Inserting into
(45) which gives the objective function (1), where A =
I − M(MTM)−1MT and b = Av. The matrix A is a
projection onto the complement of the column space of M ,
and therefore has a 4 dimensional null space.
Figure 5 shows the results of a synthetic experiment with
500 problem instances. The data was generated by first se-
lecting 100 random Gaussian 2D points. We then divided
these into two groups of 60 and 40 respectively and trans-
formed these using two different random similarity transfor-
mations. This way the data supports two strong hypotheses
which yields a problem which is much more difficult than
what adding random uniformly distributed outliers does.
The transformations were generated by taking a and b to be
Gaussian with mean 0 and variance 1, and selecting t to be
2D-Gaussian with mean (0, 0) and covariance 5I . We com-
pare the three relaxations (2) with λ = 2, (5) with µ = 1
and (14) with µ = 1 and λ = 0.5. (The reason for using
λ = 2 in (2) and µ = 1 in (5) is that this gives the same
threshold in the corresponding proximal operators.)
All methods where initialized with the least squares so-
lution minx ‖Ax − b‖2. In the left histogram of Figure 5
we plot the data fit with respect to the inlier residuals (cor-
responding to the first 60 points, that supports the larger
hypothesis). In the right one we plot the number of resid-
uals determined to be outliers. When starting from the
least squares initialization the formulation (5) frequently
gets stuck in solutions with poor data fit that are dense and
close to the least squares solution. However when it con-
verges to the correct solution it gives a much better data fit
then the `1 norm formulation (2) due to its lack of bias. The
added `1 term to helps (14) converge to the correct solution
with a good data fit. Note that the number of outliers are
in many cases smaller than 40 due to the randomness of the
data.
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Figure 5. Results form the synthetic registration experiment. Left:
Data fit of the resulting estimation to the true lnliers. Right: Num-
ber of estimated outliers.
We also include a few problem instances with real data.
Here we matched SIFT descriptors between two images, as
shown in Figure 6, to generate the two point sets {pi}Ni=1
and {qi}Ni=1. We then registered the points sets using the
formulations (5) with µ = 202 and (2) with λ = 10 (which
in both cases corresponds to a 20 pixel outlier threshold in a
3072× 2048 image). For (14) we used µ = 202 and λ = 5.
Figure 6. Matches between two of the images used in Figure 7.
The results are shown in Figure 6. In the first problem
instance (first row) we used an image which generates one
strong hypothesis. Here both (14) and (2) produce good
results. In contrast (5) immediately gets stuck in the least
squares solution for which all residuals are above the thresh-
old. In the second instance there are two strong hypotheses.
The incorrect one introduces a systematic bias that effects
(2) more than (14). As a result the registration obtained by
(14) is better than that of (5) and the number of determined
inliers is larger.
Figure 7. Results form the two real registration experiment. From
left to right: (5), (14), (2). Red means that the point was classi-
fied as outlier, green inlier. White frame shows registration of the
model book under the estimated transformation.
6.3. Non-rigid Structure from Motion
In our final experiment we consider non rigid structure
form motion with a rank prior. We follow the aproach of
Dai. et al. [14] and let
X =

X1
Y1
Z1
...
XF
YF
ZF

and X# =
 X1 Y1 Z1... ... ...
XF YF ZF
 , (46)
whereXi,Yi,Zi are 1×mmatrices containing the x-,y- and
z-coordinates of tracked image points in frame i. With an
orthographic camera the projection of the 3D points can be
written M = RX , where R is a 2F × 3F block diagonal
Drink Pick-up Stretch Yoga
Figure 8. Four images from each of the MOCAP data sets.
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Figure 9. Result of the four MOCAP experiments (columns 1-4). Top: Regularization strength µ versus data fit ‖RX −M‖F . Middle:
Regularization strength µ versus ground truth distance ‖X −Xgt‖F . Bottom: Regularization strength µ versus rank(X#).
matrix with 2 × 3 blocks Ri, consisting of two orthogonal
rows that encode the camera orientation in image i. The re-
sulting 2F ×m measurement matrix M consists of the x-
and y-image coordinates of the tracked points. Under the
assumption of a linear shape basis model [4] with r defor-
mation modes, the matrix X# can be written X# = CB,
whereB is r×3m, and therefore rank(X#) = r. We search
for the matrix X# of rank r that minimizes the residual er-
ror ‖PX −M‖2F .
The linear operator defined by A(X#) = RX does by
itself not obey (7) since there are matrices of rank 1 in its
nullspace, see [25].
In Figure 9 we compare the three relaxations
r0,µ(σ(X
#)) + ‖RX −M‖2F , (47)
rµ,λ(σ(X
#)) + ‖RX −M‖2F . (48)
2
√
µ‖X#‖∗ + ‖RX −M‖2F , (49)
on the four MOCAP sequences displayed in Figure 8, ob-
tained from [14]. These consist of real motion capture data
and therefore the ground truth solution is only approxima-
tively of low rank. Figure 9 shows results for the three meth-
ods. We solved the problem for 50 values of
√
µ between
10 and 100 (orange curve) and computed the resulting rank
and datafit. (For (48) we kept λ = 5 fixed.) All three for-
mulations were given the same (random) starting solution.
The same tendencies are visible for all four sequences.
While (47) generally gives a better data fit than (49), due to
the nuclear norms shrinking bias, the distance to the ground
truth is larger for low values of µ or equivalently large ranks
where the problem gets ill posed. The relaxation (48) con-
sistently outperforms (49) both in terms of data fit and dis-
tance to ground truth. In addition its performance is similar
to (47) for high values of µ while it does not exhibit the
same unstable behavior for high ranks.
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A. Proof of Theorem 1
Proof. We need to prove that
(f(y) + λ‖y‖1)∗∗ = f∗∗(y) + λ‖y‖1, (50)
where ∗ denotes the Fenchel conjugate, i.e. g∗(x) =
supy〈x, y〉 − g(y). For a general function g the convex en-
velope can be computed using the bi-conjugate g∗∗.
By symmetry it suffices to consider y ∈ Rd+. First notice
that in
(f(·) + λ‖ · ‖1)∗(y) = sup
x
〈x, y〉 − (f(x) + λ‖x‖1), (51)
only the term 〈x, y〉 depends on the signs of the elements of
x. It is clear that any maximizing x will have sign(xi) =
sign(yi) Therefore we may assume without loss of general-
ity that x ∈ Rd+ as well. We now have ‖x‖1 = 〈x,1〉 which
reduces (51) to
sup
x∈Rd+
〈x, y− λ1〉 − f(x). (52)
Note that if yj − λ < 0 for some j, then for every x ∈ Rd+
we have
〈x−ejxj , y−λ1〉− f(x−xjej) ≥ 〈x, y−λ1〉− f(x),
(53)
where ej is the jth vector of the canonical basis. Therefore
we introduce the set S = {i : yi < λ} and the notation
χScx =
∑
k∈Sc ekxk. We then have
sup
x∈Rd+
〈x, y− λ1〉 − f(x) = sup
x∈Rd+
〈χScx, y− λ1〉 − f(x)
= sup
x∈Rd
〈x, χSc(y− λ1)〉 − f(x) = f∗((y− λ1)+),
(54)
where (x)+ denotes thresholding at 0, that is, (x)+ =
(max(x1, 0), ...,max(xd, 0)).
To compute the second Fenchel-conjugate, first note that
f∗(x+ v) ≥ f∗(x) for x,v ∈ Rd+ since
〈y, x〉 − f(y)− ‖y‖1 ≤ 〈y, x+ v〉 − f(y)− ‖y‖1 (55)
for all y ∈ Rd+. Therefore we assume wlog y ∈ Rd+. Note
that the supremum in supx∈Rd〈x, y〉 − f∗((x − λ1)+) is
clearly attained for an x with xj ≥ λ for all 1 ≤ j ≤ d. By
this observation we get (f + λ‖ · ‖1)∗∗(y) =
sup
x∈Rd
〈x, y〉 − f∗((x− λ1)+) = sup
xj≥λ
〈x, y〉 − f∗(x− λ1)
= sup
z∈Rd+
〈z+ λ1, y〉 − f∗(z) = λ‖y‖1 + sup
z∈Rd
〈z, y〉 − f∗(z),
(56)
which shows that (f+λ‖·‖1)∗∗(y) = λ‖y‖1+f∗∗(y).
Since the proof for the matrix case looks somewhat dif-
ferent we present it here. It uses properties of the Sγ-
transform [12] which is defined as
Sγ(f)(x) = (f + γ
2
‖ · ‖2)∗(γx)− γ
2
‖x‖2 (57)
The connection to Qγ is that Qγ(f)(x) = Sγ(Sγ(f))(x).
Hence it is enought to show that two functions have the
same Sγ transform to show that they have the same Qγ
transform.
Proposition 2. Suppose that f is a permutation and sign
invariant [0,∞]-valued functional onRd, d = min(n1, n2),
and that F (X) = f(σ(X)), X ∈ Rn1×n2 . Then
Sγ(F )(Y ) = Sγ(f)(σ(Y )).
Proof. From (57) it can be seen (by completing squares)
that
Sγ(F )(Y ) = sup
X
−f(σ(X))− γ
2
‖X − Y ‖2F . (58)
Von Neumann’s inequality (as stated e.g. in [12]) implies
that the supremum is attained for an X that shares singular
vectors with Y . Hence
Sγ(F )(Y ) =
(
sup
ν1≥ν2≥...
−f(ν)− γ
2
‖ν − σ(Y )‖2
)
,
(59)
Due to the permutation and sign invariance of f , we
can drop the restrictions on ν which turns (59) into
Sγ(f)(σ(Y )).
For the case F (X) = µrank(X)+λ‖X‖∗ we get the ex-
pected result
S22 (µrank(·)+λ‖·‖1)(X) =
∑
i
µ−(√µ−σi(X))2++λ‖X‖∗.
(60)
B. Minimizers of (28)
In this section we compute the minimizers of the one
dimensional problem
min
xi
µ− (max(√µ− |xi|, 0))2+λ|xi|+(xi− z′i)2. (61)
Because of symmetry of (max(
√
µ− |xi|, 0))2 + λ|xi| it is
clear that the optimal xi ≥ 0 if zi ≥ 0. We therefore first
consider
µ− (max(√µ− xi, 0))2 + λxi + (xi − zi)2, (62)
on xi ≥ 0. It is clear that this function is differentiable
on xi > 0 and goes to infinity when xi → ∞. Therefore
the optimizer is either in a stationary point in xi > 0 or in
xi = 0. Dividing into the two cases 0 < xi <
√
µ and
xi ≥ √µ and differentiating shows that:
• There are no stationary points if zi < √µ + λ2 . Thus
the minimum is in xi = 0.
• All points in (0,√µ] are stationary and have objective
value z2i if zi =
√
µ+ λ2 . Since xi = 0 gives the same
objective value any xi ∈ [0,√µ] will be optimal.
• If zi > √µ+ λ2 then the point xi = zi− λ2 is stationary
with objective value
µ+ λzi − λ
2
4
<
(√
µ+
λ
2
)2
< z2i . (63)
Since xi = 0 gives the objective z2i the optimizer is
xi = zi − λ2 .
Because of symmetry we now get that the minimizers of
(28) is given by This resulting minimizer is given by
x∗i ∈

{zi − sign(zi)λ2 } |zi| >
√
µ+ λ2
[0,
√
µ]sign(zi) |zi| = √µ+ λ2
{0} |zi| < √µ+ λ2
. (64)
C. Proof of Lemma 2
Proof. We first consider the scalar case 2z′ ∈ ∂gλ(x′)
where z′ ≥ 0. If z′ >
√
µ
1−δK +
λ
2 then in view of (29)
we have x′ = z′ − λ2 >
√
µ
1−δK . Now consider the linear
function
l(x) = δK(x− x′) + z′ = δKx+ (1− δK)x′ + λ
2
. (65)
Since l(x′) = z′ and l(0) = (1 − δK)x′ + λ2 >
√
µ + λ2
it is clear from Figure 3 that l(x′′) > z′′ for all x′′ < x′.
Therefore
z′′ − z′ > l(x′′)− z′ = δK(x′′ − x′), (66)
for all x′′ < x′. Additionally, for x′′ > x′ we clearly have
z′′ − z′ = x′′ − x′ > δK(x′′ − x′). (67)
Now assume that 2z′ ∈ ∂gλ(x′) where 0 ≤ z′ ≤ (1 −
δK)
√
µ + λ2 . Then because of (29) x
′ = 0. We let l(x) =
δKx+ z
′. Since l(0) = z′ <
√
µ+ λ2 and
l(
√
µ) = δK
√
µ+ z′ < δK
√
µ+ (1− δK)√µ+ λ
2
(68)
it is clear that l(x′′) < z′′ for all x′′ > 0. Therefore
z′′ − z′ > l(x′′)− z′ = δKx′′ = δK(x′′ − x′). (69)
Similarly, it is easy to see that l(x′′) > z′′ if x′′ < 0 and
therefore
z′ − z′′ > z′ − l(x′′) = −δKx′′ = δK(x′ − x′′), (70)
which shows that
(z′′ − z′)(x′′ − x′) > δK(x′′ − x′)2. (71)
Because of symmetry of ∂gλ we conclude that the same
holds if z < 0. To obtain (31) we now sum over the non-
zero entries of v.
We conclude this section by noting that the proof of the
corresponding lemma for the matrix case is somewhat more
complicated since the U and V matrices of the singular
value decomposition of X have to be accounted for. This
can be done by combining the above result with Lemma 4.1
of [25].
D. Proof of Proposition 1
Proof. It is enough to compute the proximal operator of the
function S2γ(f)(·) + λ‖ · ‖1. Wlog we assume that y ∈ Rd+.
With the same notation as in the proof of Theorem 1 we
have
prox(Qγ(f)+λ‖·‖1)/ρ(y)
= argmin
x∈Rd
Qγ(f)(x)
ρ
+
λ
ρ
‖x‖1 + ‖x− y‖2
= argmin
x∈Rd+
Qγ(f)(x)
ρ
+ ‖x‖2 − 2〈χScx, y− λ
2ρ
1〉+ ‖y‖2
= argmin
x∈Rd+
Qγ(f)(x)
ρ
+ ‖x‖2 − 2〈x, (y− λ
2ρ
1)+〉+ ‖y‖2
(72)
Since ‖x‖2 − 2〈x, (y − λ2ρ1)+〉 = ‖x − (y − λ2ρ1)+‖2 −
‖(y − λ2ρ1)+‖2 and y is constant in the minimization of x
we see that x also solves
argmin
x∈Rd+
Qγ(f)(x)
ρ
+ ‖x− (y− λ
2ρ
1)+‖2. (73)
Note that (y− λ2ρ1)+ = proxλ‖·‖1/ρ(y) since y ∈ Rd+. Also,
since the elements of (y− λ2ρ1)+ are non-negative it is clear
that minimizing over x ∈ Rd instead ofRd+ does not change
the optimizer and therefore
prox(Qγ(f)+λ‖·‖1)/ρ(y) = proxQγ(f)/ρ((y−
λ
2ρ
1)+).
(74)
