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There has been an enormous growth in the field of wireless communications, but
the demands for higher data rates and better capacity have never decreased. With
the link throughputs approaching the Shannon limit, several techniques are now
focussing on improving the Signal-to-Interference-plus-Noise power Ratio (SINR)
to further improve the system performance.
The SINR at the cell edge is generally low, and the users at the cell edge are
the most sensitive to interference. Improving the SINR at the cell edge results
in better throughput, coverage and capacity. One method to achieve this is by
using cooperative transmissions from the different base stations in the vicinity of
the mobile station. The cooperation relies on the channel feedback provided by
the mobile station. Although this method is very effective, there may be feedback
delays which degrade the system performance.
The objective of this Thesis is to study the effect of feedback delay in coopera-
tive multipoint communication systems. To achieve this goal, the different feed-
back techniques are analyzed, and the most optimum method is selected based
on the channel conditions, user profile and the expected feedback delay. The
performance of several hierarchical feedback schemes are also analyzed, and an
opportunistic feedback method is conceptualized as a conclusion of this Thesis.
Keywords: Cooperative communications, Channel state information, Feedback
delay, Multicell processing, Rayleigh channels, Signal to noise ratio, Time-varying
channels.
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Chapter 1
Introduction
The first chapter gives a background to the research work that has been un-
dertaken. The research problem, as well as contributions of this Thesis are
described briefly. The different sections of this chapter aim to give to the
reader a perspective on the scope of the work conducted. The final section
contains the outline of the structure of this Thesis.
1.1 Background
Wireless communication systems are evolving continuously. There have been
rapid advancements in the technology since its inception, from the time first
generation (1G) systems were introduced in the 1980s, to the tremendous suc-
cess of second generation (2G) systems and the growing popularity of the third
generation (3G) networks. The technologies are becoming better to cater to
the needs of the customers.
However, the demands of the customers have also been growing with the ad-
vancements in technology. A 1000 fold increase in traffic from today is expected
by the year 2020 [1] with over 50 billion connected wireless devices [2]. The
networks have to be ready to cope up with this increase. The fourth genera-
tion (4G) networks are now getting deployed, and they are touted to be the
future networks. Tremendous amount of research work is also being conducted
1
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on this technology. Several techniques and concepts are being developed to
enhance the bandwidth efficiency and improve the capacity of the networks.
One such approach to enhance the system capacity is to use universal fre-
quency reuse [3] [4], where the entire bandwidth is used for the transmission
of the data. In these systems, the same spectrum is used in every cell.
The use of the same bandwidth by the adjacent cells results in adjacent cell
interference. This severely affects the cell edge users, as they typically experi-
ence low Signal-to-Interference-plus-Noise power Ratios (SINRs). One method
that can be used for preventing the problem of low throughput at the cell edge
is by cooperation between the transmitting entities. The interference to users
in the adjacent cell can be minimized, and the SINR can be maximized by
coordinated transmissions. The transmissions are coordinated based on sev-
eral open-loop or closed-loop techniques. In a closed-loop system, the channel
state information (CSI) is made available at the transmitter from the feed-
back sent by the receiver. These coordination techniques are referred to as
cooperative multipoint transmission or multicell cooperation [5]. Cooperative
multipoint transmission has been researched upon, and standardized in 3rd
generation partnership project (3GPP) specifications as coordinated multi-
point (CoMP). In CoMP, several transmitting base stations (BSs) cooperate
with each other to minimize the interference at the mobile station (MS). There
are several methods used in multicell cooperation systems, with different trans-
mission and feedback techniques.
As the advantages of cooperative multipoint transmission systems are numer-
ous, several studies are being conducted on its potential features and charac-
teristics. Many new proposals and methods are being investigated, but very
few studies take into account the effect of feedback delay. In practice, wireless
channels undergo fading processes that are continuous in nature, and there is
always temporal correlation between the samples. However, in most studies,
approximate channel models (like block Rayleigh fading channel models) are
considered. In these channel models, the samples are assumed to be uncor-
related and constant during its coherence time. Unfortunately, block fading
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channel models cannot be used to study the performance of the system in case
of feedback delay.
In this Thesis, a more realistic, continuously varying correlated channel is built
using Clarke’s model. This channel is then used to study the impact of de-
lay on the system. A closed-loop system with a single receiver and multiple
transmitters is considered, where the receiver continuously sends feedback to
the transmitters informing about the channel conditions. Several procedures
are carried out on the signals at the transmitters, based on the channel con-
ditions estimated using the feedback. The behaviour of the system changes in
the presence of feedback delay, and the system performance expectedly comes
down with increasing mobile speed. This demands further study of the charac-
teristics of the system with feedback delay. The research problem arises due to
the presence of delay, and it can be clearly defined as shown in the next section.
1.2 Research Problem and Methodology
Several methods can be used for cooperative multipoint transmission. It is
possible to choose the optimum transmit method depending on the channel
parameters and user characteristics, but the metrics to select the optimum
method has not been clearly defined. The performance of these different meth-
ods have not yet been studied very well in the presence of delay.
The main objective of this Thesis is to study the effect of feedback delay
in cooperative multipoint communication systems, in order to develop oppor-
tunistic feedback mechanisms that enable better performance. This is achieved
by finding the analytical relations to assess the performance, developing a sim-
ulator to implement the various closed-loop transmit-diversity techniques, and
demonstrating the performance of the system in the presence of delays. To
achieve this goal, several intermediate steps were defined:
1. The first and the foremost requirement was to build a channel simulator
using Jakes’ model, to simulate a wireless channel that is close to a
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practical channel with correlation between the samples.
2. The different transmit diversity techniques needed to be studied and
simulated, and the simulated performance was to be compared to the
analytically derived relations.
3. The different methods needed to be studied for the different values of
power imbalance and delays, for different number of transmit antennas,
and for various feedback resolutions.
1.3 Contributions of the Thesis
As mentioned in the previous section, the performance of cooperative multi-
point communication systems have not been studied very well in the case of
feedback delay. This Thesis presents the study about the effect of feedback
delay in a multicell cooperation system. Depending on the performance of
the various multicell cooperation techniques in different conditions, the most
efficient method could be chosen. The Thesis also studies the performance
of system at different power imbalance situations, occurring when the receiv-
ing terminal is at different distances from the cooperating base stations. By
analyzing the performance of the system in different environments, an oppor-
tunistic feedback method can be conceptualized to optimize the performance
of the system.
The previous studies on various closed-loop transmit-diversity techniques [6] [7]
have been extended to include more scenarios, and the performance of these
methods have been simulated and compared to the analytical derivations. An
overview of the structure of the Thesis is given in the next section, and it
shows the sequence of steps that are presented to coherently answer the re-
search problems defined in the previous section.
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1.4 Outline of the Thesis
The structure of the Thesis is the following:
Chapter 2 starts with an introduction to mobile communications. It describes
the basic form of point-to-point communications, and then describes multiple-
input multiple-output (MIMO) systems. The different types of cooperative
multipoint communications systems and its analogy to the 3GPP standard-
ized feature of CoMP is also discussed.
Chapter 3 describes briefly the various models that have been considered while
building the simulator for the channel. Knowledge of the simulator assists in
understanding the various characteristics of the obtained results, and helps to
understand the conclusions.
Chapter 4 describes the transmit-diversity techniques that are used for coop-
erative multipoint communication systems.
Chapter 5 discusses the performance of the different cooperative multipoint
systems that are considered in this study. This chapter forms the most impor-
tant part of the work, as the analytical derivations as well as its comparison
to the simulated values are described in detail.
Chapter 6 provides an overview of the hierarchical feedback methods that are
considered in this Thesis. Their performance in the case of delay is also shown
based on numerical simulation results.
Finally, Chapter 7 gives the conclusions of the Thesis, and then describes the
scope for further improvements and future research in this area.
Chapter 2
Cooperative Multipoint
Communications
The aim of this chapter is to introduce multi-antenna communication system
concepts. The chapter is intended to give a general overview of the different
techniques used for wireless communications, and the advantages of each of
these over the others. In addition, this chapter provides details of cooperative
multipoint communication concepts.
2.1 Introduction to Multi-Antenna Techniques
Over the course of the evolution of communication systems, several antenna
diversity techniques have been used based on the data rates needed, and the
complexity of the system. The simplest system is the single-input single-
output (SISO) system. This system consists of a single transmitting antenna,
and a single receiving antenna as shown in Fig. 2.1a. Single-input single-
output has no spatial diversity and, therefore, does not need extra processing.
Understandably, these systems have limited performance. Since there is no
spatial diversity, the interference and fading in the channel would severely
affect the system. The throughput and channel capacity is limited by the
6
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(a) Single-Input Single-Output (b) Single-Input Multiple-Output
(c) Multiple-Input Single-Output (d) Multiple-Input Multiple-Output
Figure 2.1: Illustration of antenna diversity techniques. The input and output
refers to the number of transmitters and receivers, respectively.
signal-to-noise power ratio (SNR) according to Shannon’s law:
C = W · log2(1 + SNR) (2.1)
where C is the channel capacity and W is the communication bandwidth.
Another multi-antenna technique that can be considered is the single-input
multiple-output (SIMO) system, which has a single transmitting antenna and
multiple receive antennas as shown in Fig. 2.1b. The main advantage of this
system over SISO is in fading environments. In these environments, the re-
ceiver can process the signals received in its multiple antennas, and maximize
the received power using techniques like maximum ratio combining (MRC).
Multiple-input single-output (MISO) system is shown in Fig. 2.1c. In this
system, there are multiple transmitters and a single receiver. The transmitter
with the best signal quality is chosen, or several transmitted signals are com-
bined to maximize the signal power at the receiver side.
If several transmit and receive antennas are used, the receiving antennas can
choose the best transmitted signal based on some predefined algorithms, and
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the performance of the system can be enhanced. This is the idea behind
multiple-input multiple-output (MIMO) systems. Fig. 2.1d shows a simple
schematic diagram of a MIMO System. Coding is used on the channels to
separate the signals in the different streams and to prevent interference. The
channel throughput can be increased tremendously using MIMO.
However, the presence of multiple antennas at the transmitter as well as re-
ceiver increase the implementation complexity, and require additional process-
ing power. The use of MIMO is not very advantageous when there are system
constraints on size or complexity. In such cases, MISO systems are considered.
Here, the processing is moved from the receiver to the transmitter, and this is
a significant advantage if the transmitters can have high processing capabili-
ties, like in a base station of a cellular system.
In a MISO system, the total SINR of the system can be improved if the dif-
ferent transmitting antennas coordinate transmissions, such that the receiver
gets maximum SINR. This forms the basis for cooperative multipoint trans-
mission, also referred to as multicell coordination.
2.2 Cooperative Multipoint Transmission
Cooperative multipoint transmission or multicell cooperation [5] is considered
as a method to increase the cell-edge throughput and improve the coverage of
the cell, subsequently enhancing the system throughput [8] [9]. It is basically
a distributed MISO system, where the user at the cell-edge can receive useful
signals from multiple transmitters/base stations. In conventional systems, the
signals received from the BSs other than from the serving base station would
for considered interference. This results in the degradation of the overall per-
formance. If there is coordination between the different transmitters and base
stations, the interfering signal power can be minimized, and in some cases,
utilized as a useful signal. These coordinating transmitting antennas or base
stations are referred to as the cooperative transmitter set, and the individual
transmitters are referred to as cooperative transmitting points (CTP). The
CHAPTER 2. COOPERATIVE MULTIPOINT COMMUNICATIONS 9
coordination between these transmitting points can be simple, as in the tech-
niques used to avoid interference by beamforming, or can be more complex,
where the same data is transmitted by the different points, after application
of transmit weights, so that they are received with a high SINR.
Multicell cooperation can be used in both, uplink and downlink. In the up-
link, several geographically separated base stations can receive the uplink data
from the same user. This may involve multicell reception or interference co-
ordination decisions among the different cells to reduce interference. Multicell
cooperation in uplink does not have as big impact as in downlink, and the
remainder of this Thesis mainly concentrates on downlink multicell cooper-
ation. The considered cooperation approaches are interference coordination
and multicell processing.
2.2.1 Interference Coordination
In interference coordination, only the serving cell contains the data to be
transmitted, but beamforming decisions and scheduling of the users are done
in coordination with the different CTPs in the cooperative transmitter set.
This method is mainly used to reduce the interference of the signals from the
adjacent cells by using beamforming, with the non-serving cells redirecting
their beams away from the receiver whenever possible, to minimize the inter-
ference. In highly loaded cells, the beamforming matrices are jointly decided
by the CTPs, using the CSI feedback of the MS, to reduce interference [10] [11].
In 3GPP standard terminology, interference coordination is usually referred to
as coordinated scheduling/beamforming (CS/CB). From its first proposal [12],
CS/CB has been performed by assigning a CTP to a cluster of users. The MS
are clustered depending on their profiles and channel conditions. The CTPs
know the instances at which they need to transmit to a particular user assigned
to it. The SINR and the throughput of the system is therefore maximized by
the optimum scheduling of the users.
Figure 2.2 shows the general structure of an interference coordination system.
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Figure 2.2: Interference coordination in a cooperative multipoint transmission
system. The black solid lines indicate the downlink transmission from the BS
to its respective MS.
Figure 2.3: Multicell processing in a cooperative multipoint transmission sys-
tem. The black dashed lines indicate that the data to be transmitted is present
at all the transmitters of the cooperative transmitter set, and any transmitter
could be used for transmission.
2.2.2 Multicell Processing
In this category of multicell cooperation, the physical downlink shared chan-
nel (PDSCH) data is available at all the points of the cooperating transmitter
set. Based on the channel conditions and user parameters like speed of the
common mobile station, it is decided if the receiver is sent data from a single
transmitter or from multiple transmitters in the cooperating set. A general
overview of multicell processing is shown in the Fig. 2.3.
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Figure 2.4: Joint transmission in multicell processing. The solid lines indicate
the transmission of the data. Multiple transmitters transmit data simultane-
ously to the common mobile station.
Multicell processing can be very advantageous in cell edge situations, where the
interfering signals can be converted to the desired signal. Multicell processing
consists of two methods:
1. Joint transmission, and
2. Dynamic cell selection.
Joint Transmission
In this method, the data is sent simultaneously to the receiver from multiple
points of the cooperative transmitter set as shown in Fig. 2.4. The entire set or
a subset of the cooperative set can be used for the simultaneous transmission.
Dynamic Cell Selection
In this method, the receiver gets the PDSCH data from only one point in
the cooperative transmitter set as shown in Fig. 2.5. Several metrics, like the
channel characteristics and location of the user, can be used to choose the
transmitting point. The other points in the set are continuously monitored,
and they also contain the data that is being transmitted. In every subframe,
the transmission points are selected to ensure efficient transmission with the
best SINR.
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Figure 2.5: An example of dynamic cell selection in multicell processing. The
solid lines indicate the transmission of the data and the dashed lines indicate
those transmitters that contain data but are not transmitting in that subframe.
One or more of the above categories can be used simultaneously in a system to
form a hybrid category. In this Thesis, the different hybrid categories among
multicell processing are considered. Using these techniques, several scenarios
can be covered in homogeneous and heterogeneous networks. Models of this
Thesis can also be considered in the following scenarios that are defined by
the 3GPP standards [9]:
1. The first scenario is in a homogeneous macrocell network, where multicell
cooperation is applied between the sectors of the same base station.
There is no need for a separate interface as the coordination is inter-BS.
2. The second scenario is also in a homogeneous macrocell network, with a
base station present with several low powered remote radio heads (RRH).
The coordination is done between the different cells in the macro net-
work.
3. The third scenario is in the heterogeneous network case. In this scenario,
a macrocell and several low powered cells with its own unique identity is
present inside the macrocell. These low powered microcells/picocells co-
ordinate with the high powered macrocell in different scenarios of powers,
and distances of the common receiver from the BS.
4. The fourth scenario is also related to a heterogeneous networks. Here,
low power cells that form the distributed antenna system, are present
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inside the macrocell coverage. These low power cells have the same cell
ID as the macrocell.
Although the scenarios mentioned above involve the use of both multicell
processing and interference coordination, this Thesis mainly focusses on the
method of multicell processing. Schemes are developed for interference miti-
gation between the different streams of data transmitted by the various CTPs.
This is required as data with random powers or phases would cause interfer-
ence, and the system performance would degrade. These methods are called
transmit beamforming (TBF) [13], and they are described in the Chapter 4.
Chapter 3
System Model
In this chapter, the general system model is explained and the definition of the
various terms and assumptions in the system and the simulator are discussed
in detail. This chapter also gives a brief explanation about the simulator model
that is used.
3.1 Feedback Delay in a System
The main goal of this Thesis is to study the performance of a closed-loop
cooperative multi-antenna transmission system in the presence of delay. The
system considered is assumed to be frequency-division duplexed (FDD), with a
channel of one frequency used for uplink transmission, and another frequency
used for the downlink. The uplink and downlink channels consist of frames of
data, and these frames are again divided into slots. Although this system can
be considered as in the standardized Universal Mobile Telecommunications
System (UMTS) or a Long Term Evolution (LTE) system, this Thesis consid-
ers a generic model that is not bound by the specifications. A simple figure
illustrating the slot structure in a generic FDD system is shown in Fig. 3.1. It
is assumed that there is no transmission delay.
In the downlink transmission frame, there are usually pilot signals that are
transmitted at the beginning of the slot. These signals are also known as the
14
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Figure 3.1: Example of 2 slot delay. The downlink and uplink slots of a generic
FDD system are shown. 1: Downlink transmission from BS to MS. 2: Feedback
message generated by MS using reference signals for channel estimation. 3:
Feedback transmitted to BS on uplink. 4: Transmit weights applied by BS
based on the feedback.
reference signals. Reference signals are known physical layer signals which can
be used by the MS to estimate the downlink power. The reference signals
can be user specific or cell specific, and can be used either for tracking [14] or
to estimate the channel either directly or by interpolation [15] across several
instances. In the case of closed-loop systems, these reference signals are the
only possible entities that can be used to estimate the channel and generate
the CSI. In the Fig. 3.1, the x-axis represents time, and the different numbered
labels indicate the following:
1. The downlink transmission from the BS to the MS takes place with the
transmission of the reference signal. This signal is needed by the MS to
estimate the channel and to generate the feedback message.
2. The transmitted reference signal is now processed by the MS to estimate
the channel. The delay present here is the processing delay of the MS.
3. The feedback message is now sent to the BS in the uplink control chan-
nel. The number of feedback bits on the uplink is usually limited, and
therefore, the size of the feedback sent in the uplink is small.
4. The BS, after reception of the CSI from the MS, calculates the weights
that have to be used for transmit beamforming, and then sends the trans-
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mission to the user based on the feedback.
Hence, the channel condition at the beginning of the first slot is used for the
transmit weight calculation in the third slot, resulting in a delay of 2 slots.
The slot durations can vary, depending on the system that is being used. In
UMTS, the slot length is equal to 2ms, and in LTE, refers to a duration of
1ms. The channel conditions would be different at the different instances, and
it is necessary to study the performance of the system in the presence of delay.
3.2 Delay Spread and Coherence Bandwidth
A vital parameter in wireless systems with multipath propagation is the delay
spread (Td). It can be considered as the time difference between the arrival of
the signals on the shortest path and the longest path [16]. It can be represented
by the equation:
Td = max
i,j
|ti − tj|, (3.1)
where ti and tj are the propagation times on the i
th and jth path, respectively.
Delay spread is usually very small in the case of microcells, and is in the range
of a few microseconds. It needs to be taken into account only when the cell
sizes are large. The value of delay spread determines the coherence of the
channel in frequency domain.
It is important to know the variation of the wireless channel with frequency.
We now arrive at a term called the coherence bandwidth (Wc), which refers
to the bandwidth in which the wireless channel remains constant. Coherence
bandwidth is inversely proportional to the delay spread, Td, and is related as
follows:
Wc =
1
(2Td)
. (3.2)
If the bandwidth of the input signal is less than the coherence bandwidth,
then the fading is uniform irrespective of the frequency. These wireless chan-
nels are called flat fading channels. In these channels, the delay experienced
by the different paths are smaller than the symbol duration. Hence, a single
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tap channel model is sufficient to represent the entire signal.
In this Thesis, a frequency flat Rayleigh channel is considered in the analysis.
3.3 Coherence Time and Doppler Spread
The variation of the mobile channel with respect to the relative motion of
the transmitter or receiver can be clearly identified by using the coherence
time and the Doppler spread. When there is a relative motion between the
transmitter and receiver, the received signal frequency will be different from
the transmitted signal frequency, and this difference is known as the Doppler
frequency (fd). Doppler frequency can be calculated using the relation
fd =
v
λ
cos θ = fm cos θ, (3.3)
where v [ms−1] is the relative velocity between the transmitter and the re-
ceiver, λ [m] is the wavelength of the signal, and θ is the angle between the
transmitter’s forward velocity and the line-of-sight from the receiver.
The largest difference between the Doppler shifts, i.e.,
Bd = max
i,j
|fd(i)− fd(j)|, (3.4)
is called the Doppler spread (Bd), and this maximum is taken over all the
paths that has a significant contribution to the power. Doppler spread is the
range of frequencies over which the Doppler spectrum is non-zero. Doppler
spread can, therefore, be visualized as the spectral broadening that is caused
by the change of the channel with time, due to the relative motion between
the transmitter and MS.
Coherence time can be considered as the time domain equivalent of the coher-
ence bandwidth. It defines the time varying nature of the frequency dispersion
in the wireless channel. If the symbol duration is larger than the coherence
time of the channel, the channel will change during the duration of the symbol
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transmission, and the received signal will be distorted. The coherence time
(Tc) is inversely related to the Doppler frequency of the channel, i.e,
Tc =
1
fd
. (3.5)
If two symbols arrive at the receiver with a time difference greater than the
coherence time of the wireless channel, then these 2 symbols would be affected
differently by this channel. Conversely, the time over which the transmitted
signals have high probability of being correlated is the coherence time. Con-
sidering 2 signals, and assuming that the correlation between the signals is
above 50%, the relation for coherence time is then given [17] as
Tc =
9
16pifd
. (3.6)
The value of the coherence time can be considered as the geometric mean
of (3.5) and (3.6), and can be expressed as
Tc =
√
9
16pif 2d
. (3.7)
If the coherence time of the wireless channel is smaller than the feedback delay,
then the channel can be considered as a fast fading channel [16]. Otherwise,
the channel is slow fading. In this Thesis, the delay caused by the feedback is
considered to be much smaller than the coherence time of the channel, roughly
speaking, about 10%-20% of Tc.
3.4 Clarke’s Model
In this Thesis, a frequency-flat fading channel is considered. The simulation of
the flat fading channel is done using a popular statistical model, known as the
Clarke’s model [18] [19]. A practical wireless channel, when there is a relative
motion between the transmitter and the receiver, with no direct line-of-sight
between them is considered. In this system, the received signal is mainly com-
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Figure 3.2: Clarke’s one ring model. The scatterers in the environment are
assumed to be homogeneously distributed, at equal distances from the mobile
station (i.e., like in a ring)
posed of the scattered signals and diffracted signals from different obstacles.
The channels can be simulated by assuming that the received signal is a sum
of several horizontal plane waves, with random angles of arrival and random
phases distributed in the interval [−pi,+pi). A model that is used for this pur-
pose is as shown in Fig. 3.2. The scatterers are assumed to be homogeneously
distributed around the receiver, at equal distances from the receiver, like in a
ring.
With the assumption that the receiving antenna is an omnidirectional antenna,
the probability density function (PDF) for the different angles of arrival α is
given in [20] as
pα =

1
2pi
α ∈ [−pi,+pi),
0 otherwise.
Then, it is possible to define the PDF of the Doppler frequency, fd, as follows:
pF (fd) =

λ
pi v
√
1−(f λ/v)2 |fd| ≤ v/λ,
0 |fd| > v/λ.
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Figure 3.3: Doppler Power Spectrum in Clarke’s model [20]
The power spectral density of the signals that are scattered can be estimated
from the PDF of the Doppler frequency. The power spectrum density can be
written as
S(fd) =
∫ +∞
−∞
pF (fd)df (3.8)
From equation (3.4), we can arrive at
S(fd) =

2σ20λ
pi(v)
√
1−(f λ/v)2 |fd| ≤ v/λ,
0 |fd| > v/λ,
where 2σ20 =
∫ +∞
−∞ S(fd)df is the total power of the scattered signals.
The Doppler power spectrum of the signal can be shown as in Fig. 3.3
It can also be deduced that the direction of motion of the receiver does not
affect the Doppler spread when using Clarke’s model. In this Thesis, Clarke’s
model is implemented using a proposal given by Jakes, called the “Sum of
Sinusoids method”, or more commonly, “Jakes’ model”. This method models
a continuous time wireless Rayleigh flat fading channel [21].
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3.5 Rayleigh Fading Models
While modelling a wireless channel, it can be assumed that in a duration of
a single tap, the receiver gets a large number of reflected and scattered sig-
nals with random amplitudes. At high signal frequencies, the distances of the
scatterers and reflectors are likely to be much larger than the wavelength of
the signal. Hence, the phases of the different scattered and reflected signals
can also be assumed to be independent and randomly distributed in the inter-
val [0,2pi].
Each path can be modelled as a circularly symmetric complex random variable.
This single tap, which is the sum of such circularly symmetric random variable
paths, can be modelled as a zero-mean Gaussian random variable following
the central limit theorem. The gain of the lth tap, written as hl[m], has a
magnitude probability density given by [16] as
ph(x) =
2x
σ2h
e
−x2
σ2
h x ≥ 0, (3.9)
where σ2h represents the variance of the random variable h.
The squared magnitude of the lth tap is given by a exponential distribution
written as
ph(x) =
1
σ2h
e
−x
σ2
h x ≥ 0. (3.10)
This means that the magnitude of the signal will vary according to a Rayleigh
distribution. The model with circularly symmetric complex random variables
designed is called the Rayleigh fading model. This simple model gives a very
reasonable approximation of the channel when there are a scatterers present.
A block Rayleigh fading channel can be modelled by generating complex vari-
ables with real and imaginary parts, following independent normal Gaussian
variables. These Rayleigh fading channels do not have correlation between the
samples, but this is not the case in actual channels. In practical environments,
the different samples always have correlation, and studying correlated channels
is necessary in order to study the effect of delays. A correlated channel can be
designed by using Jakes’ model, such that the in-phase and quadrature-phase
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components have a power spectral density resembling an isotropic scattering
environment.
3.5.1 Jakes’ Model
Jakes’ model assumes that all the components arriving at the receiver will have
equal strengths, to give a complex envelope of the form
g(t) =
Ns∑
n=1
ej(2pifmt cos θn+φn), (3.11)
whereNs is the number of sinusoids, φn is the random phase of the n
th path and
fm is the maximum value of Doppler frequency. The isotropic scattering com-
ponents are approximated by choosing Ns components uniformly distributed
in angle given by
θn =
2pin
Ns
n = 1, 2, · · · , Ns. (3.12)
Equation (3.11) can be simplified as in [22] to give
g(t) = gI(t) + jgQ(t), (3.13)
where
g(t) =
√
2
{[
2
Mosc∑
n=1
cos βn cos 2pifnt+
√
2 cosα cos 2pifmt
]
+ j
[
2
Mosc∑
n=1
sin βn cos 2pifnt+
√
2 sinα cos 2pifmt
]}
. (3.14)
It is assumed that there are Mosc = (Ns − 2)/4 low frequency oscillators with
frequencies fn = fm cos(2pin/Ns) and n = 1, 2, ..,Mosc. Then, α and βn are
odd functions related to the random phase terms φn. Using the above relation,
a simulator can be constructed as shown in Fig. 3.4.
The simulator, with Mosc = 8 is developed, and it is used to generate a
continuous-time frequency-flat faded signal with correlation between the sam-
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Figure 3.4: Simulator for Jakes’ model [22]. A faded envelope is generated
using the sum of sine methods, summing a number of low frequency oscillators.
ples. A sample of the generated waveform showing the SNR of the channel
with time is as shown in Fig. 3.5.
3.6 Performance Metrics
In this section, the different performance metrics that are used in the evalu-
ation of the performance of the different methods are discussed. The reasons
for selecting these metrics are also explained briefly.
3.6.1 Bit Error Rate
Bit error rate (BER) is an effective measure to gauge the reliability of the
complete system. It can be defined as the ratio of the the number of erroneous
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Figure 3.5: A faded signal generated using Jakes’ model. Speed of the receiver
is 36 km/h, carrier frequency is 2 GHz.
bits to the total number of bits transmitted. A very low bit error probability,
therefore, implies that the output of the system has minimum errors. When
the SINR of the system is low, and when there are channel errors, the BER
may have a large value as it is affected by strong Gaussian noise present in the
system.
The expected value of BER, also called the bit error probability (BEP), is
another metric that is generally used. Bit error probability is calculated [23]
as
BEP = E〈BER〉 =
∫ ∞
0
p(γ) · e(γ)dγ, (3.15)
where p(γ) is the PDF of SINR and e(γ) is the error rate of modulation in
terms of SINR.
When the analysis is done for transmit diversity systems with many quantiza-
tion levels, the calculation of BEP becomes complex with the introduction of
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several integrals, and hence obtaining a closed form expression becomes diffi-
cult. The performance of these transmit diversity systems can be studied very
well using another performance metric, known as the SNR gain [23].
3.6.2 Signal-to-Noise power Ratio Gain
The SNR gain is an effective performance measure in a multi-antenna system.
It is represented as E〈γ〉, and is the expected value of the SNR at the receiver
side. It indicates the gain that is achieved because of the CSI feedback, and
can be simply represented [23] as
E〈γ〉 = E〈γCSI〉
E〈γ0〉 , (3.16)
where
E〈γCSI〉 = E
〈
Pe
σ2
|w · h|2
〉
h
(3.17)
is the expected SNR at the receiver with CSI when the weights are applied at
the transmitter, and
E〈γ0〉 = E
〈
BEP‖h‖
σ2M
〉
, (3.18)
represents the expected value of the received SNR in the absence of CSI feed-
back. h = (h1, h2,· · · , hM) represents the channel gain vector, where h1, h2,· · · ,
hM represent the channel impulse response for the different streams from the
M antennas.
w = (w1,w2,· · · ,wM) represents the transmit weights that are chosen by the
transmitter depending on the feedback received from the MS. w ∈W and ||w||= 1.
W is the quantization set.
From the equations (3.17) and (3.18), it can be seen that the SNR gain will
be of unitary value when there is no CSI used for the transmission. Therefore,
unity represents the lower limit of this performance metric.
The next chapter gives an introduction to the methods that are used for trans-
mit beamforming in the various diversity techniques.
Chapter 4
Transmit Diversity Techniques
In this chapter, the various transmit diversity techniques are studied, and the
performance of these methods are discussed in more detail.
4.1 Introduction
Although several transmit-diversity methods have been in use for many years,
it is important to first study their use in basic point-to-point communications.
The disadvantages of having no diversity antennas in point-to-point commu-
nication methods justify the need for diversity, as discussed in the succeeding
sections.
4.1.1 Point-to-Point Communications
The term point-to-point communications (P2P) refers to a wide variety of
communication systems that also includes systems that do not use diversity
techniques. The performance of these P2P systems need to be studied first,
in order to understand its disadvantages, and to understand the need to de-
velop and use diversity methods. Let us first consider a P2P system that
consists of a single antenna and receiver in a Rayleigh fading channel. The
filter tap is represented as a single discrete time circularly symmetric com-
plex random variable with zero mean and unitary value of variance, written
as h ∼ CN (0,1).
26
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Assuming coherent detection, the output during one symbol time can be writ-
ten as
y = hx+ n, (4.1)
where n ∼ CN (0, N0/2) represents the noise.
For simplicity, let us assume flat fading, and consider a system which uses
binary phase shift keying (BPSK) modulation with amplitude a. Therefore,
the transmitted symbols x = ± a. The bit error probability for a given value
of h is given by
Q
(
a|h|√
N0/2
)
= Q
(√
2|h2|SNR
)
, (4.2)
where SNR = a2/N0. See [16] for more details.
The probability of error can be calculated by averaging the above Q function
over the gain h. For Rayleigh fading, when h ∼ CN (0,1) and E[|h|2] = 1, the
integration results in
Pe = E[Q(
√
2|h|2SNR)] = 1
2
(
1−
√
SNR
1 + SNR
)
. (4.3)
Using Taylor series, the relation can be approximated to
Pe ≈ 1
4SNR
. (4.4)
We can see that the probability of error of a BPSK signal in a Rayleigh fading
channel is very high, and the probability of error decays inversely proportional
to SNR.
It can be deduced that the reliability of the communication depends only on
the single communication path. The performance of the system deteriorates in
the presence of channel errors. One solution to this problem is to use multiple
paths for the signals. These multiple paths will undergo different, indepen-
dent fading processes, and the received signal can be selected to get optimum
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reception. This technique is called diversity.
4.1.2 Diversity Techniques in Communications
As analyzed in the previous section, it is advantageous to have multiple paths
for the signal in the presence of errors. The attenuation in one path is com-
pensated by the better channel condition in the other signal paths. Diversity
techniques can be broadly classified in time, frequency or space (antenna), to
name a few options.
Frequency Diversity
Frequency diversity is particularly applicable to combat the effects of frequency
selective fading channels, where the signals with different frequencies experi-
ence different fading states. In this technique, the data to be transmitted is
modulated using different frequencies, and transmitted from the same trans-
mitter to a receiver. These signals of different frequencies are referred to as
carriers.
Frequency diversity is useful in the case of wideband channels, where the
transmission bandwidth is greater than the coherence bandwidth of the wire-
less channel. The components of the different paths can be resolved if the
carriers are separated by at least a frequency band proportional to the coher-
ence bandwidth of the channel. In this case, the different streams will undergo
independent fading. At the receiver, algorithms like MRC can be used to op-
timally combine the different data, removing the effects of frequency selective
fading.
It is clearly evident that this method uses extra bandwidth, and the achieved
data rates are low. The rate cannot be increased, as sending more symbols
will increase the frequency beyond the coherence bandwidth of the wireless
channel. This results in inter symbol interference (ISI).
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Time Diversity
Time diversity is applied in the presence of time selectivity in the fading chan-
nel. In time diversity, the signals representing the same data are sent during
different times over the same wireless channel. The time intervals between
the transmissions of the copies of the same signal should be greater than the
coherence time of the mobile channel, so that the fading experienced by the
different streams containing the same signal are independent. As a result, the
fading characteristics of the channel can be considered as random. Maximum
ratio combiner can also be used here to get the optimal received signal. The
drawback of time diversity is the consumption of extra transmission time.
Antenna Diversity
Finally, antenna diversity technique involves the use of multiple antennas, at
the receiver and/or transmitter. If the separation between the antennas is suf-
ficiently large (generally more than half the wavelength of the signal used), the
fading can be considered independent, and the diversity gain can be obtained.
Antenna diversity techniques can also be classified into receive diversity, trans-
mit diversity and both, transmit and receive diversity simultaneously.
This Thesis considers transmit diversity, and hence, transmit diversity method
and its types will be discussed in more detail in the remainder of this chapter.
4.2 Transmit Diversity
In this type of diversity, the data is transmitted simultaneously using multiple
antennas. Transmit diversity can be considered as a system that mimics a
controlled multipath environment. These multipath signals sum up construc-
tively at the receiver to combat fading [24]. Downlink transmit diversity is
a mandatory feature according to 3GPP specifications [25]. 3GPP specifica-
tions also define 2 modes of transmit diversity: open-loop transmit-diversity
and closed-loop transmit-diversity.
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Open-loop transmit-diversity is based on space-time transmit diversity (STTD),
which was first proposed by Alamouti [26]. It employs space-time block coding
(STBC), so that the signals are kept orthogonal.
Let us assume a case where there are 2 transmit antennas present, and they
transmit the signals s1 and s2. When STTD is used, these two signals are si-
multaneously transmitted from the antennas 1 and 2 respectively in the given
time instant t. During the next time instant (t + T ), where T is the symbol
period and is proportional to the coherence time of the wireless channel, the
symbol (−s∗2) is transmitted from antenna 1 and s∗1 is transmitted from an-
tenna 2. (s∗) represents the complex conjugate of the symbol s. The receiver
receives the transmitted symbols along with the channel impulse response.
The received symbol can be represented as
r1 = h1s1 + h2s2 + n1, (4.5)
r2 = −h1s∗2 + h2s∗1 + n2. (4.6)
The combiner at the MS, using the channel impulse response, reconstructs the
received signal resulting in the combined signals
s1c = h
∗
1r1 + h2r
∗
2, (4.7)
s2c = h
∗
2r1 − h1r∗2. (4.8)
The combined symbol is sent to a maximum likelihood detector to estimate
the transmitted signal. Based on this analysis, it can be seen that the receiver
does not need to send any feedback to the transmitter about the channel
conditions. Higher order STBC codes are also possible, but the complex-
ity increases linearly with the increase in the number of antennas. However,
open-loop transmit-diversity method has been standardized in 3GPP for its
use in both, UMTS and LTE.
It can be noted that, as expected, transmission would be more efficient if
the channel information is known beforehand at the transmitter. Closed-loop
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transmit-diversity schemes are used for this purpose.
4.3 Closed-Loop Transmit-Diversity
The structure of a transmitter which supports closed-loop transmit-diversity
can be appreciated in Fig. 4.1. In closed-loop techniques, the MS sends the
feedback to the transmitter about the channel characteristics. The feedback
is considered explicit if the MS informs about the channel gain and the noise-
plus-interference power without assuming any receiver or transmitter process-
ing. The feedback can include the channel matrix, transmit covariance matrix
(Ri), or the eigen values of these matrices [8]. An alternate feedback technique
is implicit feedback. In this feedback method, assumption is made about the
transmitter or receiver processing, and the statistical information is sent as
channel quality indicator (CQI), precoding matrix indicator (PMI) or rank in-
dicator (RI) matrices. The feedback is used to calculate the antenna specific
transmit weights.
These antenna specific weights are chosen such that, when applied with the
succeeding transmitted symbols, the MS receives the maximum SINR. As-
suming that there are M transmit antennas and that there is no interference
between the transmitted signals, the received signal at the MS can be written
as an extension of (4.1) as follows:
r = (h · w)s+ n, (4.9)
where s is the transmitted symbol, h represents the vector with channel gains,
n is the additive white gaussian noise (AWGN) with mean power N0 = 1. w
represents the transmit weights that are chosen by the transmitter depending
on the feedback received from the MS.
The total received power at the receiver is calculated by the relation [25]
E{|r|2} = wHhHhw, (4.10)
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Figure 4.1: Closed loop system for two transmit antennas. The solid line
indicates the signal that is transmitted to the MS, and the dotted line indicates
the feedback from the MS to the BS.
wH represents the Hermitian of the matrix w. Now, w has to be chosen such
that the received power is maximized [27], i.e.,
E{|r|2}max = arg max
w
(wHhHhw) E{|r|2} (4.11)
This implies that the weights should be chosen so that the SINR at the receiver
is maximum,i.e.,
wˆ = arg max
w∈W
|h · w|. (4.12)
The use of closed-loop transmit-diversity results in coherent combining gain
and diversity gain [28]. The coherent combining gain is because the signals
combine coherently and the interference combines non-coherently at the re-
ceiver side. An ideal coherent combining gain for a 2 antenna system is 3 dB.
Diversity gain is obtained if fading processes are uncorrelated between the dif-
ferent antenna links. This is realized by placing the antennas sufficiently apart,
typically at a distances of few wavelengths. It is also important to highlight
that the propagation delays of the signals from the different transmitters to
the MS is still approximately the same.
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There are 3 main approaches of closed-loop transmit-diversity that have been
considered in this Thesis. Transmit antenna selection (TAS), quantized cophas-
ing, and quantized cophasing with order information. A general description of
the different approaches is given in this section, and the detailed description
of each of the methods is covered in the following chapters.
4.3.1 Transmit Antenna Selection
The implementation of transmit antenna selection as a diversity technique is
simple. The quantization set of the weights W consists of vectors, which con-
tain one element equal to unity, and all other elements are zero. This implies
that at any point in time, only one antenna is active, and the other antennas
are not used. Depending on the perceived channel quality strength, the trans-
mitter applies all its power in the antenna with best gain.
Hence, we have
‖hwˆ‖ = max ‖hm‖ 1 ≤ m ≤M. (4.13)
The quantization for M transmit antennas has M elements, hence log2(M) feed-
back bits are needed. For example, if 4 transmit antennas are considered, the
quantization setW will contain the vectors (1,0,0,0),(0,1,0,0,),(0,0,1,0),(0,0,0,1),
and the feedback signalling demands 2 bits to represent the best antenna.
4.3.2 Quantized Cophasing
In this method, the relative phase differences between the antennas are ad-
justed in the transmitter using the reported feedback information. The feed-
back from the receiver, therefore, contains only the information about the
phase difference between the received signals. One antenna among the set of
M transmitting antennas is chosen as the reference antenna, and the other
antennas, known as diversity antennas, have their phases adjusted according
to the phase of the signal from the reference antenna. The feedback word
length depends on the resolution that is needed. The weights are calculated
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(a) 2-bit feedback word (b) 3-bit feedback word
Figure 4.2: Feedback quantization set for different quantized cophasing
schemes.
according to the following relation:
(w1, wm) =
1√
M
(
1, ej[
2pi(n−1)
2N
]
)
n ∈ {1, 2, ..., 2N}, (4.14)
so that
|h1 + wˆmhm| = max
wm∈WN
|h1 + wmhm| (4.15)
takes place.
Two sample quantization sets for 2-bit and 3-bit feedback resolution is given
in Figs. 4.2a and 4.2b, respectively.
This method is also referred to as closed-loop mode 1 in 3GPP standards [25].
As the number of transmitting antennas increases, there is a corresponding
linear increase in the complexity of quantized cophasing. However, when the
number of transmit antennas is not high, this method can be implemented in
a fairly easy way.
4.3.3 Quantized Cophasing with Order Information
This method can be considered as an extension of quantized cophasing. In
this method, the essence of quantized cophasing is used, along with the ad-
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Figure 4.3: Feedback weights for Quantized Cophasing with order informa-
tion. The feedback resolution for this method is 4 bits. 3 bits are required to
represent the phase information, and 1 bit for the order information.
vantages of TAS. In quantized cophasing with order information, the power
information is also used along with the phase information to determine the
weights. The recommended amplitude weights if 2 antennas are considered is
(0.8, 0.2). This follows from the fact that there is an improved performance
gain if more power is put on the antennas with stronger channel gains. This
method is also referred to as closed-loop mode 2 in 3GPP specifications [25].
The weights for quantized cophasing with order information, when 2 trans-
mitters are used, is shown in Fig. 4.3 [29]. It must be kept in mind that the
numbers indicated in the figures are only meant to show the different possibil-
ities in the quantization set. In real systems, the different symbols are coded
using Gray codes to minimize the effect of feedback error.
The different channels can be sorted according to powers, and the amplitude
weights can be applied to the different antennas. When the number of anten-
nas is low, the order information can be quantized into weights easily. As the
number of antennas increase, the quantization of amplitude weights is difficult
and inaccurate. This method of transmit diversity is not considered in this
Thesis.
Chapter 5
Performance Analysis and
Simulations
The concepts explained in the previous chapters were used to build a simulator
in order to study a cooperative multipoint transmission system. A continuous
channel, based on Jakes’ model is produced for the study. Analytical relations
are derived to compare them with the numerical simulation results, as a simple
way to validate the simulator.
In this chapter, the simulations as well as the derivations are explained in de-
tail. The obtained results and the comparison of the analysis of the different
diversity techniques are also discussed.
5.1 Impact of Delay on BER of Transmit Di-
versity Techniques
The bit error rate and the probability of error, Pe, were presented in (3.15).
For a given SNR value, γ¯, Pe can be written as
Pe(γ¯) =
∫ ∞
0
p(γ) · e(γ)dγ. (5.1)
The probability of error is known in the case of BPSK, and is given by (4.3).
In the case of more complex modulation techniques, the probabilities of error
36
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were calculated. In this section, the study done in [30] is followed, to arrive
at the relation for the value of Pe. These analytical values are then compared
with the simulations, in order to confirm the validity of the simulator.
For a transmission using transmit diversity, e(γ¯) value is given in [31] as
e(γ¯) =
∫ ∞
0
(γ¯ · z(γ, φ))e−|γ|dγ. (5.2)
Equating (5.1) in (5.2), and simplifying as in [31] and [30], the Pe for a 2
antenna case of quantized cophasing and quantized cophasing with order in-
formation can be approximated as
Pe(γ¯) =
1
4
(
1−
√(
γ¯/2
C2,N + γ¯/2
))2
·
(
2 +
√
γ¯/2
C2,N + γ¯/2
)
, (5.3)
where C2,N is a term that is related the complex generic term term AM,N ,
defined by
AM,N =
{
(M − 1)!
MM
∫
Ωφ
∫
RM−1
f(φ)drdφ
z(r, φ)M
} 1
M
. (5.4)
Figure 5.1 shows the BER curves as a function of SNR when 2 transmit anten-
nas are used. It is assumed that the speed of the receiver is 36 km/h. Similar
to the work done in [31], 10× 106 samples were used to obtain these plots.
Next, a delay is introduced, and its effect is studied. Figure 5.2 gives the per-
formances of the different methods when feedback delay is present. Figure 5.2a
gives the BER of the system when there is a delay of 1 slot. Comparing it
with the Fig. 5.1, we can see that the bit error rate has worsened with the
addition of delay. The trend continues with the addition of more delay, as seen
from the Figs. 5.2b, 5.2c, and 5.2d. The performance of the system, therefore,
impairs with the increase in delay, and tends to perform like a single antenna
system. At very high delay, the diversity gain is lost, and the system performs
like a single antenna system.
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Figure 5.1: BER curves as a function of SNR for the different transmit di-
versity techniques. The BER of transmit antenna selection (magenta, ?) and
quantized cophasing with 1 bit feedback (cyan, ◦) overlap to indicated same
performance. Bit error rate of quantized cophasing with 2 bit feedback infor-
mation (green,5) and quantized cophasing with order information (amplitude
weights of (0.8, 0.2)) (red, ×) are also shown. The single antenna system (blue,
•) is considered as baseline and as an upper bound for performance.
We can also see that finding analytical relations for the BER is complex in
the case of transmit diversity techniques, and hence, SNR gain, introduced in
section 3.6.2, will be used as a performance measure. The performance of the
transmit diversity techniques, TAS and quantized cophasing, and a combina-
tion of these two methods to form a hierarchical signalling scheme is studied
in the next sections.
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(a) delay = 1 slot (b) delay = 2 slots
(c) delay = 3 slots (d) delay = 4 slots
Figure 5.2: Effect of delay on the BER of transmit diversity techniques. The
BER of transmit antenna selection (magenta, ?) and quantized cophasing with
1 bit feedback (cyan, ◦) overlap to indicated similar performance. Bit error
rate of quantized cophasing with 2 bit feedback information (green, 5) and
quantized cophasing with order information (amplitude weights of (0.8, 0.2))
(red, ×) are also shown. The single antenna system (blue, •) is considered as
baseline and as an upper bound performance.
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5.2 Signal-to-Noise power Ratio Gain of Trans-
mit Antenna Selection
We now derive the expression for the SNR Gain of TAS to study its perfor-
mance.
5.2.1 Transmit Antenna Selection with no Feedback De-
lay
In a TAS system, the antenna with the best perceived channel quality (i.e.,
with the highest value of SNR) is selected, and all the power is transmitted
through it. We now assume that the signals from each transmitter are uncor-
related, and have Rayleigh distributed power with mean P0. The PDF of the
signal envelope is therefore given by
p(rm) =
rm
P0
e
− rm2
2P0 , rm ≥ 0, (5.5)
where rm represents the envelope of the signal from the m
th transmitter. The
expected value of power per branch is rm
2/2. Assuming the noise per branch
to be equal to Nbr, we now have
γm =
signal power per branch
mean noise power per branch
=
rm
2
2Nbr
. (5.6)
The total expected value of SNR of the system is
Γ = E〈γtot〉 = P0
Nbr
. (5.7)
The PDF of SNR is given by
p(γm) =
1
Γ
e−
γm
Γ . (5.8)
The Cumulative Distribution Function (CDF) of SNR in one branch being less
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than or equal to some specific value γ is
P [γm ≤ γ] =
∫ γ
0
P (γm)dγm = 1− e
−γ
Γ . (5.9)
This relation can be extended when the SNR of all the M branches is less than
or equal to γ, and is given by
P [γ1 · · · γM ≤ γ] = (1− e
−γ
Γ )M = PM(γ). (5.10)
We know from [21] that the SNR gain can be obtained from the PDF by using
the relation
E〈γ〉 =
∫ ∞
0
γpM(γ)dγ, (5.11)
and PDF is the differential of CDF, given by
pM(γ) =
d
dγ
PM(γ) =
M
Γ
(1− e− γΓ )(e− γΓ ). (5.12)
Therefore, substituting (5.12) in (5.11), the SNR gain is obtained to be
E〈γ〉 = Γ
M∑
m=1
1
m
. (5.13)
The derivation from [21] was followed to arrive at this relation, and the value
of SNR gain obtained is valid only when there is no feedback delay.
Next, we derive a closed form expression for the SNR gain of TAS in the
presence of feedback delay.
5.2.2 Transmit Antenna Selection with Feedback Delay
In the presence of delay D, the PDF of the SNR given in (5.12) will change,
and can be written as given in [7], i.e.,
p(γD) =
M−1∑
m=0
M/Γ
[m(1− ρ) + 1] · (−1)
m
(
M − 1
m
)
e
(
− α
γD
)
, (5.14)
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where α = m+1
γ0[m(1−ρ)+1] and ρ = J
2
0 (2pifdTsD). J0(·) is the 0-th order Bessel
function, Ts is the time duration of one slot, and fd is the doppler frequency.(
M−1
m
)
represents the binomial coefficient indexed by (M-1) and m.
Again, substituting (5.14) in (5.11) we can get the expression for the SNR gain
for TAS in the case of delay, i.e.,
E〈γD〉 =
∫ ∞
0
γD
M−1∑
m=0
M/Γ
[m(1− ρ) + 1] · (−1)
m
(
M − 1
m
)
e
(
− α
γD
)
dγD. (5.15)
The general equation for all values of M can be solved to obtain a closed-
form expression, but the solution is complex and is omitted in this study. A
solution is presented for the case where M = 2 transmit antennas, where the
mean SNR, Γ, is unitary, i.e.,
E〈γD〉 =
∫ ∞
0
γD
1∑
m=0
2
[m(1− ρ) + 1] · (−1)
m
(
1
m
)
e
(
− α
γD
)
dγD (5.16)
=
∫ ∞
0
γD
[
2e−γD − 2
2− ρe
− 2γD
2−ρ
]
dγD. (5.17)
Solving the integral, we get
E〈γD〉 = 1 + ρ
2
. (5.18)
Using this relation, the analytical and simulation results were compared. The
resulting plots are shown in Fig. 5.3
From these figures, it can be seen that the gain reduces when the speed of the
terminal increases. Gain reduction becomes more evident in the case of more
delay. For example, when there is a 3 slot delay, the advantage of using TAS
is lost at a speed of about 80 km/h. It can also be observed that the use of
TAS does not provide a good SNR gain even in case of low delays. Hence,
better methods have to be used. The performance of other methods are now
studied, to check if they can perform better in similar environments.
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Figure 5.3: SNR gain (linear) of TAS with respect to receiver velocity. The
analytical values of SNR gain for a delay of 0 (blue, ?), 1 slot (green, ∗), 2
slots (cyan, +), 3 slots (red, ×) are compared with the simulated values (◦).
5.3 Signal-to-Noise power Ratio Gain of Quan-
tized Cophasing
In this section, the SNR gain of quantized cophasing when there is no delay is
derived according to [23]. The SNR gain with feedback delay is presented in
the power balanced case, when the mean powers from all the transmitters are
equal to the unitary value.
5.3.1 Quantized Cophasing with no Feedback Delay
When there is no feedback delay, the expression for the SNR gain is straight-
forward, and can be obtained, as shown in [23]. The phases of the dif-
ferent coefficients of the channel will be uniformly distributed in the inter-
val (−pi, pi), and the channel coefficients can be written as hm = αmejφm ,
where m = 1, 2, · · · ,M . After quantized cophasing is used and the transmit
beamforming weights are applied, the phases Ψ = φm + arg(wm) are now uni-
formly distributed in the interval
(− pi
2N
, pi
2N
)
, where N represents the number
of feedback bits.
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The SNR gain given by (3.16) can be written as
E〈γ〉 = E〈|wh|
2〉
E〈α2M〉
, (5.19)
where αM = |h|. The value of 〈|wh|2〉 now needs to be derived. By using
a closed-loop signalling system equation as described in section 4.3, we have
from [23] that
|wh|2 =
M∑
m=1
|wm|2α2m + 2
M∑
m=2
m−1∑
k=1
|wm| αm |wk| αk cos(Ψm −Ψk), (5.20)
where E〈cos(Ψm −Ψk)〉 can be simplified for m 6= k, and can be re-written as
E〈cos(Ψm −Ψk)〉 =

cN when m = 1 or k = 1,
cN
2 otherwise,
where
cN =
(
2N
pi
)
sin
( pi
2N
)
. (5.21)
Setting |wm| = 1√M , we now have from (5.20) that
E〈|wh|2〉 = E〈α2M〉+ (M − 1)
(
1 +
M − 2
2
cN
)
2cN
M
· E〈αmαk〉. (5.22)
Substituting 5.22 in 5.19, we have
E〈γ〉 = 1 + (M − 1)
(
1 +
M − 2
2
cN
)
2cN
M
E〈αmαk〉
E〈αm2〉 . (5.23)
In case of a Rayleigh fading channel model, we have from [23],
E〈αmαk〉
E〈αm2〉 =
√
pi. (5.24)
Therefore, we have the SNR gain of quantized cophasing, when there is no
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delay as
E〈γ〉 = 1 + (M − 1)
(
1 +
M − 2
2
cN
)
2cN
M
√
pi. (5.25)
5.3.2 Quantized Cophasing with Feedback Delay
In the presence of feedback delay, the performance of a quantized cophasing
transmission scheme deteriorates. In this section, the analysis is done with a
finite feedback delay based on [6].
Equation (5.20) can be rewritten, when there is one reference antenna, and
all the other antennas are cophased according to the reference antenna, such
that there are 3 distinct terms in the equation. The first term is related to
the individual transmitters, the second term is the product of the channel
response of the reference antenna and the diversity antennas (after adjusting
the phases), and all the remaining factors form the third term, i.e.,
|wh|2 =
M∑
m=1
|wm|2α2m + 2
M∑
k=2
|w1| |wk| α1 αk cos(Ψ1 −Ψk)
+ 2
M∑
m=3
m−1∑
k=2
|wm| αm |wk| αk cos(Ψm −Ψk). (5.26)
The expected value of |wh|2 needs to be calculated now, and similar to the
expression for the SNR gain when there is no delay, the first term reduces to
unity.
According to [6], the second term can be reduced into
2
M∑
k=2
|w1|α1|wk|αk cos(Ψ1 −Ψk) = M − 1
2M
picNρ
2. (5.27)
Finally, the third term can be simplified to
2
M∑
m=3
m−1∑
k=2
|wm| |wk| αm αk cos(Ψm −Ψk) = (M − 1)(M − 2)
4M
pic2Nρ
2, (5.28)
where ρ = J20 (2pifdTsD) and cN is the factor defined in (5.21)
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Figure 5.4: SNR gain (linear) of quantized cophasing with respect to receiver
velocity. The analytical values of SNR gain for a delay of 0 (blue, ?), 1 slot
(green, ∗), 2 slots (cyan, +), 3 slots (red, ×) are compared with the simulated
values (◦).
Then, the expression for the SNR gain becomes
E〈γD〉 = 1 + M − 1
2M
picNρ
2
(
1 +
M − 2
2
cN
)
. (5.29)
When there are 2 transmit antennas, the value of E〈γD〉 reduces to
E〈γD〉 = 1 + picNρ
2
4
. (5.30)
Using the above relation, the SNR gains of quantized cophasing was generated
both, analytically and through the aid of simulations, and they are shown in
Fig. 5.4.
The figure 5.4 plots the SNR gain of a quantized cophasing system against the
receiver velocity. Comparing this system with a TAS system in Fig. 5.3, it can
be seen that the performance of quantized cophasing is notably improved.
It is then necessary to study the performance of quantized cophasing in dif-
ferent environments, so that an optimum transmit diversity method could be
devised.
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5.4 Signal-to-Noise power Ratio Gain of Quan-
tized Cophasing in Power Imbalance Case
Transmit-diversity methods are generally applied to cell edge users, where
channel amplitudes are assumed to be with perfect power balance. However,
it is possible that the receive powers are unequal from the different transmit-
ters due to the environment or the profile of the user. The power imbalance
may also have an effect on the performance of the system, and this demands
the need to study the effect of delay for quantized cophasing in power imbal-
ance situations.
The derivation of the closed form general expression for SNR gain of a quan-
tized cophasing system forms the major part of this Thesis. The derivation
follows closely the expression derived in section 5.3.2, but it now considers
that the received power is different from the different antennas. Derivation in
this section is based on [6], and can be considered as an extension to it. A
simple illustration that shows the power imbalance condition can be appreci-
ated in Fig. 5.5. As seen, one reason for the power imbalance situation would
be due to unequal distances from the transmitters, in this precise case, (d1
< d2), which naturally causes the received power levels to be different, i.e.,
(E{|r1|2} > E{|r2|2}).
The difference in the powers in dB indicates the value of imbalance. Table 5.1
gives the different power values of the transmitters corresponding to the dif-
ferent power imbalance situations.
In section 5.3.2, we have considered that the mean powers from the different
transmitters are all equal to unitary value. In the case of imbalance, we now
consider that the mean powers are not equal to unity, but some value Υ. The
channel gain vector, in the case of channel imbalance case is now represented
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Figure 5.5: Example of power imbalance situation. The illustration shows the
receiver to be at different distances (d1, d2) from the base station, resulting
in different receive power values (E{|r1|2},E{|r2|2})
Table 5.1: Power imbalance and corresponding power values. Normalization
was carried out such that the total received power is always equal in all cases.
Power Imbalance Mean power E{|r1|2} Mean power E{|r2|2}
5 dB 1.2801 0.7198
10 dB 1.5194 0.4805
15 dB 1.6980 0.3019
20 dB 1.8181 0.1818
as h˜. Consequently,
E|h˜m|2 = Υm, m ∈ {1, 2, · · · ,M}, (5.31)
and
Υ1 + Υ2 + · · ·+ ΥM = M. (5.32)
Using the above relations in (5.31) and (5.32), the SNR gain of the system can
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now be derived by rewriting (5.20) as
|wh˜|2 =
M∑
m=1
M∑
k=1
wmh˜mwk
∗h˜∗k. (5.33)
The expansion of the above summation results in an equation consisting of 3
distinct terms, like in the case of equation (5.26), and can be written as
|wh˜|2 =
M∑
m=1
|wm|2|h˜m|2 +2
M∑
k=2
|w1h˜1wk∗h˜∗k|+2
M∑
m=3
m−1∑
k=2
|wmh˜mwk∗h˜∗k|. (5.34)
The SNR gain is the expectation of the previous expression, i.e.,
E〈γD〉 = E〈|wh˜|2〉 (5.35)
The expectation of each term of (5.34) can be found individually, and then
summed to get the value of E〈γD〉. Therefore, the first term in the summation
can be simplified as
E
〈
M∑
m=1
|wm|2|h˜m|2
〉
= 1, (5.36)
using (5.31) and (5.32).
In addition, the samples of |h˜m| follow Rayleigh distribution, and |wm| =
1/
√
M . Furthermore, h˜ can be simplified as h
√
Υ, and E|h|2 = 1. Using this,
and with simplification, we get
E
〈
M∑
k=2
|w1h˜1wk∗h˜∗k|
〉
=
M∑
k=2
√
Υ1 ·
√
Υk
pi
4M
E〈ej(φ1(t)−φk(t)−ψk)〉, (5.37)
where φ(t) is the phase of h, and it is assumed that wk = 1/
√
Mejψk . We first
simplify ej(φ1(t)−φk(t)−ψk) in (5.37) by adding and subtracting φ1(t−τ)−φk(t−τ)
from the powers. Here, (t − τ) is the instant at which weight is chosen. The
variable τ represents that delay, and it is equal to Ts D.
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Therefore, we can write
φ1(t)− φk(t)− ψk −
(
φ1(t− τ)− φk(t− τ)
)
+
(
φ1(t− τ)− φk(t− τ)
)
=
(
φ1(t)− φ1(t− τ)
)− (φk(t)− φk(t− τ))+ (φ1(t− τ)− φk(t− τ)− ψk)
= ∆φ1(t)−∆φk(t) + ϕk, (5.38)
where
ϕk = (φ1(t− τ)− φk(t− τ)− ψk). (5.39)
The variable ϕk in uniformly distributed in the the range
(− pi
2N
, pi
2N
)
which
results in
E〈sinϕk〉 = 0, E〈cosϕk〉 = cN . (5.40)
Now, writing the exponential terms of (5.37) using (5.38) in terms of cosine
and sine functions, we have,
ej(∆φ1(t)−∆φk(t)−ϕk) = ej(∆φ1(t)−∆φk(t)) · e−j(ϕk) (5.41)
= ej(∆φ1(t)−∆φk(t)) · (cosϕk + i sinϕk) (5.42)
= ej(∆φ1(t)−∆φk(t)) · cN . (5.43)
As the different channels are considered to be uncorrelated, the random vari-
ables ∆φ1(t) and ∆φk(t) are independent and identically distributed (i.i.d.).
The above expression could further be simplified and its expectation can be
written as
E
〈
cN e
j(∆φ1(t)−∆φk(t))〉 = cN E〈cos(∆φ(t))〉2. (5.44)
When the receiver is moving at a velocity v, it can be considered that the
system with delay simplifies as a system with spatially separated antennas,
with distance d = vτ between them. So, φ(t) = φ(t− τ) + 2pi
λ
d cosψ, where ψ
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is uniformly distributed on (−pi, pi), i.e.,
cN · E〈cos(∆φ(t))〉2 = cN
[
1
2pi
∫ pi
−pi
cos
(
2pi
λ
vτ cosψ
)
dψ
]2
(5.45)
= cN
[
J0
(
2pi
λ
vτ
)]2
(5.46)
= cN
[
J0 (2pifdTsD)
]2
. (5.47)
Substituting (5.47) in (5.37), we have
E
〈
2
M∑
k=2
|w1h˜1wk∗h˜∗k|
〉
=
pi
2M
cNJ
2
0 (2pifdTsD)
M∑
k=2
√
Υ1 Υk. (5.48)
The third term of (5.34) can be solved similar to the solution above. The term
equivalent to (5.38) will have 2 terms corresponding to ϕk and ϕm, and the
resulting expectation value E〈cos(ϕm−ϕk)〉 would be equal to c2N . Therefore,
E
〈
2
M∑
m=3
m−1∑
k=2
|wmh˜mwk∗h˜∗k|
〉
=
pi
2M
c2NJ
2
0 (2pifdTsD)
M∑
m=3
m−1∑
k=2
√
Υm Υk.
(5.49)
combining (5.36), (5.48) and (5.49) in (5.35), we get
E〈γD〉 = 1 + pi
2M
cNJ
2
0 (2pifdTsD)
[
M∑
k=2
√
Υ1 Υk + cN
M∑
m=3
m−1∑
k=2
√
Υm Υk
]
.
(5.50)
This is the general equation for the SNR gain for quantized cophasing. The re-
lation can be used in the case of power imbalance, and in the presence of delay.
The performance of quantized cophasing can be studied using this equation.
The number of transmit antennas and feedback resolution bits can be varied
and the performance of the system can be studied in the case of different power
imbalance conditions to choose the most advantageous transmission.
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Figure 5.6: Quantized cophasing system considered for analysis. Two base
stations equipped with two transmit antennas are assumed. The downlink
transmission (black dashed lines) and the uplink feedback transmission (black
solid line) is shown. The red lines indicate the cophasing procedure with
respect to reference antenna Tx1.
5.5 Performance of Quantized Cophasing
Using the relation derived in (5.50), the performance of a quantized cophasing
system can now be studied in varying conditions. In all the cases, a system as
shown in Fig. 5.6 is considered, which consists of 2 BSs equipped with 2 trans-
mit antennas each. The signals from all the antennas are cophased according
to one reference antenna. It is assumed that the delays are equal for all the
antennas.
5.5.1 Effect of Power Imbalance
In this section, we first study the effect of power imbalance on the SNR Gain
of the system. The different channel power imbalance values that are used
are 5 dB, 10 dB and 15 dB, and the corresponding values of SNR gains were
obtained by both, analytical derivation and numerical simulations.
Figure 5.7 shows the SNR gain of a system described above at different chan-
nel power imbalance situations, when there are 4 transmit antennas and 2
feedback bits. As seen in the figure, as the power imbalance increases, the
SNR gain gradually reduces. When the channel power imbalance is very high,
it means that the receiver is very close to only one of transmitters, therefore,
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Figure 5.7: SNR gain vs receiver velocity for quantized cophasing in different
power imbalance conditions. The simulation (◦) and analytical values (solid
line, ?) are as shown for 5 dB (blue), 10 dB (magenta), 15 dB (red) channel
imbalance condition.
the received powers from the other transmitters are very low. The diversity
is hence lost, and the system performance follows the performance of a tradi-
tional 2 antenna system without multicell cooperation.
5.5.2 Effect of Feedback Resolution
After analyzing the effect of power imbalance, the effect of different feedback
resolutions on the system with delays was studied. The total number of trans-
mitters was set to 4, and the number of feedback bits per transmitter were
chosen to be 1, 2 and 3, respectively. The figures showing the quantization of
the feedback resolution can be appreciated in Fig. 4.2.
The SNR gains at different receiver velocities for the system with different
feedback resolutions were analytically derived and compared with the simula-
tions. Figure 5.8 shows the effect of feedback resolution on the performance
of the system.
CHAPTER 5. PERFORMANCE ANALYSIS AND SIMULATIONS 54
(a) SNR gain vs receiver velocity. Delay = 2 slots
(b) SNR gain vs receiver velocity. Delay = 3 slots
Figure 5.8: SNR gain with varying feedback resolutions for quantized cophas-
ing. The simulated values (◦) and the analytical values (solid line, ×) are
shown for feedback resolution of 1-bit (green), 2-bits (blue) and 3-bits (red)
for different values of delay.
It is assumed that the feedback channel has constant capacity, and that the in-
crease in feedback bits does not imply an increase in feedback delay. Although
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this assumption causes an overhead in the uplink systems, several proposals
like wavelet transform, where high resolution feedback is sent in good channel
conditions [32], and adaptive feedback schemes mentioned in [33] can be used
to mitigate the problem of feedback overhead.
From Fig. 5.8, it can be concluded that high number of feedback bits improve
the SNR gain only at low receiver velocities. As the velocity increases, the
performance of all the systems with different feedback resolutions tend to be
similar and there is no notable gain observed.
5.5.3 Effect of Number of Transmitters
After the analysis of the feedback resolution, the effect on the SNR gain in
the case of different number of transmit antennas is studied. In this case, the
number of transmit antennas is varied such that, at each time, the number of
transmitters is 2, 3 and 4, and the feedback resolution is fixed to 2 bits. The
performance is studied in the case of power balanced case.
The figure 5.9 shows the performance of the system when the number of trans-
mitters is varied. From these figures, it can be seen that a high number of
transmitters result in a high gain only in case of low speeds, and as the speed
of the terminal increases, the performance of the system using high number of
transmitters decreases.
5.6 Summary
As a summary to the analysis of quantized cophasing, Fig. 5.10 shows an
example where the transition points are defined in a system using quantized
cophasing.Based on the obtained results, and from the graphs in Figs. 5.8
and 5.9, the approximate coordinated transmission area can be defined based
on the velocity and the power imbalance situations.
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(a) SNR gain vs receiver velocity. Delay = 2 slots.
(b) SNR gain vs receiver velocity. Delay = 3 slots.
Figure 5.9: SNR gain with varying number of transmit antennas for quantized
cophasing. The simulated values (◦) and the analytical values (solid line, ?)
are shown for 2 Tx antennas (gray), 3 Tx antennas (brown) and 4 Tx antennas
(blue).
Based on the obtained results, it is also possible to design a scheme with clear
transition points to choose the different methods, based on the user profile and
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Figure 5.10: Example quantized cophasing system. The coordinated trans-
mission area (blue) is shown between 2 cells (cyan). The mobile terminal is
moving along the path lying on the intersection of the 2 cells.
Table 5.2: Decision points for 2 slot delay. The resolution and the number
of cooperating transmit antennas can be selected, based on the speed of the
mobile station, to result in the best SNR gain.
Speed (km/h) Resolution Cooperating Tx Antennas
<40 3 4
40-60 2 4
60-100 2 3
100-120 2 2
>120 1 2
expected feedback delay. Tables 5.2 and 5.3 gives example transition points
based on the speed of the receiver, for a delay of 2 slots and 3 slots, respectively.
After the analysis of quantized cophasing in different environments, more sce-
narios of feedback were considered with the combination of several transmit
beamforming techniques. There methods are collectively referred to as hierar-
chical feedback methods.
The hierarchical methods considered in this Thesis represent a combination
of transmit beamforming techniques like TAS and quantized cophasing. The
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Table 5.3: Decision points for 3 slot delay. The resolution and the number
of cooperating transmit antennas can be selected, based on the speed of the
mobile terminal, to result in the best SNR gain.
Speed (km/h) Resolution Cooperating Tx Antennas
<20 3 4
40 2 4
60 2 3
>80 1 2
system model and the performance of the hierarchical methods are discussed
in the next chapter.
Chapter 6
Simulation of Hierarchical
Methods
In the previous chapter, TAS and quantized cophasing were analyzed in detail,
and their performances were studied using analytical derivations and simula-
tions. The performance of quantized cophasing was also studied in the case of
both, varying feedback resolutions and number of transmit antennas. These
methods can be extended to include combinations of the different TBF meth-
ods, and it can be verified if these combined methods would be more advan-
tageous for implementation. In this chapter, the different combinations of the
TBF techniques are considered, and the methods are collectively called hier-
archical methods, and their performance is assessed with the aid of numerical
simulations.
6.1 Hierarchical Feedback Method 1
A system model of the proposed hierarchical feedback method 1, henceforth,
referred to as hierarchical cophasing-cophasing (HCC), is shown in Fig. 6.1.
As can be seen from the figure, the cophasing in this method is done in a
hierarchical manner. In the first step, the individual transmitting antennas of
a BS are cophased. After this cophasing is performed, the base station signals
are cophased.
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Figure 6.1: Hierarchical cophasing-cophasing. The downlink transmission
(black dashed lines) and the uplink feedback signalling (solid black line) is
shown. The red lines that indicate the cophasing pairs that are considered in
this method.
The use of this method is advantageous from the implementation point of view,
as there could be base stations where cophasing between the transmitters al-
ready exist, and the upgradation to HCC would involve just the introduction
of the signalling required to cophase 2 BSs. Depending on the environment,
the resolution of the bits used to cophase the BSs could be changed to optimize
the performance, and the option to select the feedback resolution between the
different entities is its main advantage over quantized cophasing.
The option to select the feedback resolution is equivalent to having a dynamic
number of cooperating base stations, which results in the flexibility of code-
book design [34]. Having a flexible feedback weight quantization set would
enable the use of the same codebook, regardless of the number of cooperating
base stations.
6.2 Hierarchical Feedback Method 2
A system model of the proposed hierarchical method 2, henceforth referred
to as hierarchical cophasing-selection (HCS), is shown in the Fig. 6.2. This
hierarchical method is a combination of TAS and quantized cophasing, where
cophasing is applied between the different transmitters of the BS, and TAS is
applied between the base stations. In other words, the base station with the
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Figure 6.2: Hierarchical Cophasing-Selection. The downlink transmission
(black dashed lines) and the uplink feedback signalling (solid black line) is
shown. The red lines that indicate the cophasing between transmitters and
selection between base stations.
best perceived signal quality is selected.
At the first glance, this method seems to have the least diversity gain as there
is only one BS that is serving the MS at any point in time. This, however, can
be considered as an advantage in scenarios with high channel power imbalance
conditions. In this method, the received signal is only from the strongest BS,
as the user does not consider the signal from the base station with weak mean
power.
This method is also beneficial to design a flexible codebook that can be used
regardless of the number of cooperating BSs. The implementation of this
method is relatively simple, as there is cophasing applied in only one step of
the hierarchical signalling.
6.3 Performance of Hierarchical Schemes
In this section, the performance of HCC and HCS is assessed based on nu-
merical simulations, and it is compared with the performance of quantized
cophasing with 4 transmit antennas. The feedback delay assumed in all the
methods is considered identical. It is considered that the delay is the time
between the instant when the channel is estimated, and the instant when the
CHAPTER 6. SIMULATION OF HIERARCHICAL METHODS 62
weights are effectively applied in transmission, according to channel estima-
tion.
With the assumption of delay, it could be seen there cannot be direct compar-
ison between quantized cophasing and HCC. It is assumed that the receiver
has no intelligence to predict the resulting cophased signal, in order to send
the feedback information to cophase the base stations. The lack of prediction
causes an inherent extra delay, due to the 2 stages of feedback.
The plot showing the performance of the different systems is shown in Fig. 6.3.
As seen from the figure, quantized cophasing has the best performance in the
presence of 4 transmit antennas and low power imbalance. It can be assumed
to be the upper limit for the SNR gain of a 4 antenna systems considered in
this Thesis.
With the increase in channel power imbalance, it can be seen that the HCS
method performs much better than the other 2 methods. The improved perfor-
mance can be attributed to the fact that only the best BS is selected, and the
influence of the weak signals to the resultant is eliminated. The performance
of the 3 methods in the case of high power imbalance conditions is shown in
Fig. 6.4.
Since the comparison of quantized cophasing with HCC could be argued to be
unfair, due to the presence of an inherent delay resulting from the hierarchical
feedback, another scenario is considered. In this new scenario, an assumption
is made, in which it is considered that the receiver can calculate the resulting
transmitter cophased signal and predict the BS cophasing weights. As the
receiver already has the channel information of the different signals received,
with extra processing, it could be assumed that the receiver is able to gen-
erate the BS cophasing weights. With this assumption, the simulations were
performed, and the results are as shown in Fig. 6.5 for a delay of 2 slots.
From the figures, it is possible to observe that if the base station cophasing
feedback information is sent along with the transmitter cophasing feedback
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(a) SNR Gain vs Receiver velocity. Delay = 2 slots.
(b) SNR Gain vs Receiver velocity. Delay = 3 slots.
Figure 6.3: SNR gain of hierarchical methods. The numerical simulation re-
sults of HCC (green), HCS (yellow) and quantized cophasing (blue) is shown
for different values of feedback delay at a low power imbalance of 5 dB.
information, the performance of the HCC system can be improved beyond the
performance of quantized cophasing because of the lesser delays involved due
to prediction. This is possible as the receiver possesses the channel gains of
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(a) SNR Gain vs Receiver velocity. Delay = 2 slots.
(b) SNR Gain vs Receiver velocity. Delay = 3 slots.
Figure 6.4: SNR gain of hierarchical methods. The numerical simulation re-
sults of HCC (green), HCS (yellow) and quantized cophasing (blue) is shown
for different values of feedback delay at a high power imbalance of 15 dB.
the received signals. The method would, however, necessitate the shift of pro-
cessing from the base station to the receiver. This is not particularly feasible,
and the implementation issues could prevent its deployment. In this Thesis,
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(a) SNR Gain vs Receiver velocity at low imbalance
(b) SNR Gain vs Receiver velocity at high imbalance
Figure 6.5: SNR gain of hierarchical methods with intelligent receiver. The
numerical simulation results of HCC (green), HCS (yellow) and quantized
cophasing (blue) is shown for a delay of 2 slots.
the method is just shown to gauge the performance of the system with an
intelligent receiver.
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Figure 6.6: Example system with transition points for hierarchical method
selection. Based on the power imbalance situation, quantized cophasing or
HCC can be used in low power imbalance locations (green), HCS can be used
in the high power imbalance locations(yellow).
6.4 Summary
By using all the different results in this chapter, the most preferred method for
transmission can be chosen for the given environment. Based on the channel
power imbalance conditions, the transition points where the different hierar-
chical methods could be selected can be defined. An example for the decision
points is given in Fig. 6.6.
A brief discussion on the results and the conclusions of this Thesis is given in
the next chapter.
Chapter 7
Conclusion
In this chapter, the results of the Thesis are analyzed and the proposal for the
most feasible method of transmit diversity is pointed out. The possible future
research work in this area is also discussed briefly.
7.1 Inference of the Obtained Results
From the results and plots in chapters 5 and 6, it is evident that the channel
conditions play a very important role in the performance of the system, espe-
cially when there is feedback delay. In this Thesis, the effect of feedback delay
on the system was studied for different transmit diversity methods. It was seen
that the performance of the system is good when the number of transmitters
used is high, or when there is high feedback resolution, but only at low speeds
and delays. The performance of the system deteriorates when the velocity of
the MS is increased, or when there is long feedback delay. It is, therefore,
necessary to have a balance between the number of transmitters used, and
the resolution, to obtain the best SNR gain for a given delay and velocity.
From the results of the analysis, an opportunistic feedback mechanism can be
conceptualized, where the transmit diversity method is selected dynamically
depending on the various parameters.
The different hierarchical systems can also be chosen based on the ease of in-
troduction of new BS signalling messages, and the channel power imbalance
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conditions. The use of hierarchical systems result in a flexible codebook de-
sign, which further has several implementation advantages. The simulation
of performance of the different hierarchical systems were presented. Based on
the results, and depending on the power imbalance situation, the transition
points between the different methods can be chosen.
7.2 Future Work
The scope and the goals initially defined in the Thesis were all achieved, but
the results of the research work could be extended to develop an optimum
system. Some of the developments that could be considered are given below.
1. The current work did not make use of any channel prediction algorithms.
Channel prediction could be used in the future, and the weights could be
adjusted accordingly at the transmitter to alleviate the effect of delay.
2. The Thesis considers a single user, but a system with multiple users
could be considered in the downlink. The users could be categorized
into groups based on the location and speed, and the user groups could
be serviced.
3. The effect of delay could be studied in other hierarchical models that
consider the different hierarchical combinations of TBF methods includ-
ing TAS, quantized cophasing as well as quantized cophasing with order
information.
Implementing these steps would result in an optimized system which can be
used in multi-user scenarios.
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