We review arguments that the cosmological constant (c.c.) should not be thought of as a local contribution to the energy density, but rather as an infrared boundary condition specifying particular models of quantum gravity.
Introduction
The Cosmological Constant Problem has haunted high energy physics for decades [1] 1 . The traditional way to think about this problem is in bulk effective field theory. Every such model has a stress tensor T µν , and a unique ground state, and general covariance implies that if one calculates the expectation value of the stress tensor in the ground state, it will be proportional to g µν (x), where g µν is the space-time metric on which the field theory lives. If we now imagine that g µν is itself a dynamical quantum field, this leads to a change in the c.c. term in the gravitational Lagrangian. Power counting arguments show that if we calculate this term by standard field theory rules, the value of the "correction" to the c.c. is of order M on SUSY violation implies that this cannot be the explanation for the value of the c.c. in the real world.
We have long advocated an alternative conceptual view of the c.c. as an infrared (IR) boundary condition that is part of the intrinsic definition of models of quantum gravity 2 . The purpose of the present note is to review the arguments that this is the proper way to define the c.c., and that the field theoretic calculations stretch the quantum field theory approximation to quantum gravity beyond its range of validity. At the heart of our understanding is the question of how the quantum field theory approach to "quantizing" Einstein's classical theory of gravitation emerges from an underlying and more fundamental theory. We believe that the strongest clue we have to the nature of its emergence is Jacobson's [3] 1995 derivation of the Einstein equations, without the c.c., from the hydrodynamics of the generalized Bekenstein-Hawking area law relating quantum entropy to areas of the holographic screens of causal diamonds. This derivation of General Relativity from hydrodynamics leads one to recall that hydrodynamics should only be quantized in situations of relatively low entropy and energy, where the only relevant states are quantized excitations of hydrodynamic fields. In ordinary condensed matter physics, the high entropy part of the spectrum is still described by classical hydrodynamics, even though the quantum excitations that give rise to the entropy, have nothing to do with quantized hydrodynamics. We will see that the c.c. puzzle is intimately related to this hydrodynamic view of Einstein's equations within models of quantum gravity.
The second part of our paper will be devoted to the evidence from AdS/CFT that the c.c. is a parameter related to I.R. boundary conditions, which, via the well known UV/IR duality, is the UV definition of the boundary CFT. We have been somewhat surprised that these well known and completely agreed upon facts about AdS/CFT have not changed the community's view of the bulk c.c. problem in field theory.
Finally, we will point out how certain well known facts about horizons find no explanation within conventional quantum field theory treatments. These lead to a simple picture of how quantum field theory emerges from a theory of quantum gravity based on the entropy formula, in which localized objects are constrained states of boundary degrees of freedom, and the interpretation of the c.c. as a boundary condition is manifest.
The Jacobson-Einstein Equation of State
Let us briefly sketch Jacobson's seminal derivation of the gravitational field equations from the entropy formula 3 for causal diamonds. A causal diamond in space-time is the region bounded by the intersection of the backward lightcone of a point P and the forward light cone of some point in the causal past of P . It has two characteristic scales associated with it, the proper time of the geodesic between its tips, and the area of the maximal area leaf in a null foliation of its boundary. The Covariant Entropy Principle states that the maximal entropy associated with the diamond is given by one quarter of the area of that leaf in Planck units.
Jacobson assumes that the radii of curvature of the space-time geometry are much larger than any fundamental microscopic scale, so that we can concentrate on a macroscopic region where the geometry is approximately flat. Now we want to contemplate small changes in the entropy concentrated near a particular point in space-time, which we take to lie on the maximal area leaf of some causal diamond. Hydrodynamics is the local form of the equation
To identify E and T , Jacobson invokes Unruh's classic work on the temperature due to acceleration. In order to concentrate attention just on a single point, Jacobson takes the infinite temperature limit of an Unruh trajectory that grazes the boundary of the causal diamond, with turnaround at P . This has two important consequences. An infinite temperature limit implies that we are counting all of the entropy of the Hilbert space associated with the diamond, so that Hilbert space is finite dimensional and the entropy is the logarithm of its dimension. Secondly, the energy in the local first law of thermodynamics is the energy measured along the Unruh trajectory k µ (P )k ν (P )T µν (P ), so k µ is null. The change in entropy can be evaluated by Raychaudhuri's equation, and Jacobson shows that this leads to (in 4 dimensions)
Applying this reasoning at every point and every maximally accelerated Unruh trajectory, we have derived Einstein's equations, but without the c.c. . The four obvious lessons to be learned from this remarkable argument are
• The c.c. is not a local energy density. It does not contribute to the hydrodynamic equations 4 .
• The entropy invoked in the Covariant Entropy Principle is the logarithm of the dimension of the Hilbert space associated with the diamond. This was stated in one of Bousso's papers [5] and we have advocated it in our own work, but Jacobson's argument is the definitive reason to believe it is correct.
• Einstein's equations are hydrodynamic equations and should only be quantized in very specific low energy/low entropy circumstances.
• Even an "empty" causal diamond in flat space has entropy proportional to its area. Unruh's argument shows that this entropy is visible along certain trajectories in flat space 5 . We'll see later that in de Sitter space it is visible even to the geodesic trajectory.
Finally let us note a hint about the eventual formulation of quantum gravity, provided by Jacobson's derivation. One is encouraged to think about the Hamiltonian of quantum gravity as the generator of translations in proper time, along a particular time-like trajectory. 4 The relevance of Eq(1), in contrast to the standard Einstein's equations, for the cc problem has been emphasised by Padmanabhan in several papers; see e.g. [6, 7] 5 The specifics of Unruh's derivation are carried out in quantum field theory, and are related to the Type III property of quantum field theory algebras. In fact, there is a derivation of Unruh's result along the lines of Hartle and Hawking's derivation of black hole temperature [19] . This relies only on the geometric fact that the continuation of a hyperbola to imaginary time is a circle. Thus, Unruh's result really reflects a basic fact about geometry, and not the specific quantum system under study.
AdS/CFT
The AdS/CFT correspondence is widely and correctly viewed as the most complete nonperturbative model of quantum gravity in existence. There are a number of important facts about this correspondence that are relevant to our discussion. Perhaps the most salient is the relation between the c.c. and the entropy of large AdS black holes
with analogous equations in other dimensions. This connects the c.c. to the high energy behavior of the CFT spectrum and can also be viewed as the first hint that the boundary Hamiltonian is a quantum field theory. Since the black hole radius is large in the limit M R → ∞, this equation also incorporates the UV/IR correspondence. This quite explicitly disagrees with the bulk effective field theory notion that the c.c. is just the low energy vacuum energy of the theory. The vacuum energy of the CFT vanishes, and the energies of low energy states are proportional to 1/R only because we've used conformal invariance to set that as the energy scale of the scale free theory.
In quantum mechanics, the definition of a theory is in terms of its Hamiltonian and is always related to the high energy spectrum. Any model is thought of as a relevant deformation of a fixed point model, which controls it's asymptotic spectrum. Thus, in AdS/CFT the c.c. is part of the definition of the model and has nothing to do with quantum corrections to a classical approximation. How can this be compatible with the effective bulk field theory idea that the c.c. can be renormalized and gets both low and high energy contributions? Many years ago [9] one of the present authors speculated that models with AdS radius much larger than any fundamental scale, which had a spectrum of low lying operators compatible with a gap between operators dual to excitations of "bulk gravity" and the typical exponentially rising density of states of a CFT, were all relevant perturbation of superconformal fixed points. The shorthand term for such models is "CFTs with a large radius dual". Recently, Ooguri and Vafa [10] have made progress in proving this conjecture. In the reinterpretation of [11] , the meaning of the Ooguri-Vafa result is that one cannot construct large radius SUSY violating duals as the near horizon limit of stacks of branes in Minkowski space, including branes wrapped around cycles in the compact dimensions. The essential point is that SUSY violating stacks of branes are classified by small discrete groups and cannot generate the large back-reaction necessary to creating a large radius near horizon limit with the geometry of AdS. This is also consistent with previous arguments [9] . One can construct new examples of large radius AdS/CFT dual pairs by "orbifolding" existing models [12] . Whenever the orbifold preserves some SUSY, the procedure works, while it fails if SUSY is violated 6 . The work of [13] has clarified how this occurs. At weak 't Hooft coupling, the orbifold field theories have non-zero β functions for multiple trace operators at leading order in the large N expansion. This corresponds to deviations from the orbifold at classical order in string theory. It has been argued that renormalization group flow leads back to the supersymmetric parent theory. The authors of [14] have shown how this mechanism works at large 't Hooft coupling. The multiple trace operators are products of relevant single trace operators with special dimensions (d/2 for the double trace example) for which the conventional Dirichlet boundary conditions lead to logarithmic behavior near the boundary. To eliminate dependence on the arbitrary scale in the logarithm, the boundary condition must be changed to one that implies that a multiple trace operator marginal operator has been added to the Lagrangian at leading order in N .
Similarly, breaking SUSY by relevant operators does not,generically, produce new large radius conformal fixed points [15] . Again there's a class of possible exceptions [16] . However, these correspond to solutions of consistent truncations of ten or eleven dimensional SUGRA, and no one has checked the absence of tachyons violating the Breitenlohner-Freedman (BF) bound in the Kaluza-Klein spectrum. Since the solutions always involve an internal manifold with size of order the AdS radius, there is no parametric lifting of the KK spectrum, which could provide an easy proof that the KK modes are tachyon free. In addition to possible BF violating tachyons in the higher KK modes, one must also search for the kind of instability encountered in the SUSY violating orbifold theories.
There is a beautiful paper [17] , which addresses all of these issues for a particular class of perturbations of special superconformal boundary theories in 2+1 dimensions. There is however one issue, discussed by these authors, which has not been settled. The SUSic parent theory has a moduli space, which is lifted by the perturbation, and one cannot tell whether the potential for that moduli space, remains bounded from below as one flows to the infrared, although it appears stable near the UV fixed point. If it is not stable, this should be interpreted as a Big Crunch in the bulk [18] rather than a flow to a true CFT. Presumably the instability (if it exists) is stabilized by a dangerous irrelevant operator from the IR point of view, as proposed in [19] . The resulting theory at the stable vacuum is not conformal invariant. Of course, the question of whether this moduli space instability exists is still open, so this remains a promising class of exceptions to what is now known as the AdS swampland conjecture.
Finally, extensive searches of models with large central charge in 1 + 1 dimensions, have failed to reveal any examples of large radius models [21] , as have searches through large N models with large representations of the gauge group. We want to emphasize that finding an ironclad example of a large radius non-SUSic CFT, would not affect our basic argument at all, but would instead produce a puzzle. It would still be true that the c.c. was a parameter in the theory, characterizing its high energy spectrum, rather than a quantity that received corrections from calculations of bulk energy density. However, in bulk effective field theory, it is extremely probable that such bulk corrections to the effective c.c. would exist and have UV divergences. We should note that the models of [17] evade this argument because they violate SUSY only by boundary conditions in AdS. Thus, bulk contributions to the c.c. still vanish exactly in these models. They are reminiscent of the two dimensional models of [20] , which also involve double trace perturbations.
If we accept the conjecture that all large radius CFTs arise from SUSY broken only at the boundary of AdS space by multiple trace operators, then a rather satisfactory agreement between bulk and boundary arguments emerges. The small c.c. in the bulk cannot be renormalized because of SUSY, and in the boundary theory it is just a parameter characterizing the number of fundamental degrees of freedom, which is obviously an input to the theory and cannot be "corrected".
We therefore think of ideas like [22] , which attempt to calculate "finite low energy corrections to the c.c." as fundamentally incompatible with the lesson that AdS/CFT teaches us about the nature of the c.c. . It does not, in our opinion, make sense to combine them with the OoguriVafa conjecture, to obtain bounds on parameters in the standard model.
In this section, we want to collect a number of arguments, mostly coming from classical GR, which indicate precisely how quantum field theory fails to account for the properties of the boundaries of causal diamonds, and give us hints about how field theory emerges from a valid model of quantum gravity.
The first classical fact for which field theory fails to give an explanation, is a direct consequence of the negative specific heat of black holes in Minkowski or dS space, and small black holes in AdS space. Let us drop a particle of small mass m into a very large black hole 7 . The increase in entropy caused by this event is proportional to (M + m)
This is enormous. The question one must ask is the origin of this enormous increase of entropy. There is probably universal agreement that one must answer the question in terms of a subset of degrees of freedom localized near the horizon, whose Hilbert space describes both the infalling particle and the black hole. The increase in entropy implies that the initial state must not be a typical state in the Hilbert space, and so must satisfy a large number of linear constraints. The process of infall and thermalization must correspond to the removal of these constraints by exciting frozen degrees of freedom.
Since the work of 't Hooft [23] field theorists have thought of black hole entropy in terms of very short wavelength degrees of freedom living on a stretched horizon, a time-like hyperbola that hugs the horizon. These excitations of quantum fields in a black hole background have very low asymptotic energy, despite their shortwavelength. On the other hand, in the coordinate system of an infalling object, they have very high energy. Indeed, if we compute the renormalized stress tensor of the quantum fields near the horizon, we get very large values unless there is maximal entanglement between short wavelength degrees of freedom on the two sides of the horizon. Thus, if the process of infall excites the state of these near horizon DOF, there will be a firewall experienced by infalling objects. On the other hand, we can make exactly the same statements about a Rindler horizon in Minkowski space, which is geometrically similar to the Schwarzschild horizon for large mass. In field theory, a low energy particle falling through the Rindler horizon does absolutely nothing to the entanglement of the shortwavelength DOF on either side of the horizon. We believe that this is a strong argument that the explanation of the increase in entropy in terms of field theory Hilbert spaces is incorrect, and that there is NO explanation of this increase in the field theory language.
A complementary problem emerges when we study the entropy of black holes in dS space. Here, the issue is a large decrease in entropy. In Planck units, the radii of the two horizons of the dS Schwarzschild black hole satisfy
when the mass is much less than the maximal Nariai mass. R is the empty dS radius. The Gibbons-Hawking entropy thus decreases by an amount 2πRM , which is exactly what we expect for the thermal probability of finding the black hole in the dS thermal ensemble. In other words a localized object in dS space leads to a decrease in entropy. Thus it must be a constrained state of the system. Note that this is true even if the object is not a black hole, since it still produces a Schwarzschild deformation of the gravitional field. In that case there would be no local increase in entropy from the black hole horizon. We have a derivation of the temperature of dS space that does not depend on quantum field theory. Field theory has no way of accounting for this decrease. Again, many have tried to interpret the entropy of dS space as entanglement entropy with the region outside the cosmological horizon. However, there is a lot of evidence that the entanglement explanation of the entropy of horizons is just a consequence of using the thermofield double to purify the thermal state of the horizon [24] . One can purify the state of any system by entangling it with any other system whose Hilbert space is as least as large. The global dS geometry is precisely the analog of the Kruskal extension of the Schwarzschild black hole. It's a mathematical trick for calculating properties of a thermal system. Field theory in dS space would tell us that the entropy of a localized system should simply be added to the mysterious entropy of the dS horizon. If one tried to interpret that entropy in terms of entangled states of field modes localized near the cosmological horizon, there would be no change in that entropy when we introduced a state with field energy localized near the origin. The field theory picture is even more confusing when we introduce the localized energy at a point somewhat displaced from the origin. The field theory calculation says that the additional energy introduced some entropy, increasing the total, but that entropic subsystem disappears in a time of order R into the horizon, leading to a decrease in the total entropy. Recall that when the field theory is formulated in static coordinates, the disappearing system never actually exits the causal patch, so this process violates the second law of thermodynamics. The only excuse for this is that in the formal limit L P → 0, the horizon entropy is infinite, but there's no account of the huge finite increase that occurs when the object merges with the horizon. In other words, the small gravitational backreaction of the localized object on the global geometry, is not accounted for by any entropy count in field theory.
Another disturbing feature of the entropy of empty dS space, is that it doesn't go away in the limit R → ∞. Indeed, it becomes infinite. We are used to treating quantum gravity in Minkowski space in terms of an S-matrix and among the assumptions of S-matrix theory is that the Fock vacuum of asymptotic particles is the unique zero energy state. In four dimensions we know that this assumption is wrong. Infrared divergences, whose inclusive effect has been understood since the work of Weinberg in the 1960s [25] imply that all matrix elements of the gravitational S matrix in Fock space, vanish. Weinberg showed that inclusive cross sections with a cut on the missing soft graviton energy were insensitive to this problem and this certainly resolves the "practical" issue of comparing the predictions of the theory to experiment. Nonetheless, anyone who is concerned about unitarity of the S operator for black hole production and decay, must first decide on the nature of the Hilbert space in which it operates.
String theorists have avoided thinking about this problem because the perturbative S matrix has finite matrix elements in Fock space, once one goes to sufficiently high dimension. However, as the four dimensional case shows, the real issue has to do with infinite numbers of arbitrarily soft gravitons. This is related then to the behavior of the perturbation series for very high orders, and we know that it diverges badly [26] . Indeed, when one thinks about the physics this S-matrix is supposed to describe, it becomes obvious that no perturbative treatment of this question is adequate. For example, it is widely believed [27] that scattering of two gravitons, at an impact parameter smaller than the Schwarzschild radius of the center of mass energy, will produce a black hole. The gravitational S-matrix in any number of dimensions, thus describes processes in which scattering of a finite number of particles produces a collection of large black holes, which can orbit around each other emitting gravitational bremstrahlung, coalesce, and ultimately decay. Can anyone seriously claim that the finiteness of the perturbative S matrix elements of a badly divergent perturbation series settles the question of whether the soft graviton state produced in this process is a normalizable state in Fock space? The only non-perturbative model of gravitational scattering in Minkowski space, of which we are aware 8 is the large N limit of Matrix Theory [29] . In this model, soft gravitons correspond to very small matrix blocks, which carry very small transverse momentum. As N → ∞ it's clear that we must examine the question of whether the unitary scattering matrix of the finite N theory decouples from the states with infinite numbers of such small blocks. There is absolutely no indication that it will do so.
It is thus plausible to conjecture that the limit of the high entropy vacuum ensemble of dS space is the correct description of the soft graviton part of the space of scattering states. In four dimensions, Fadeev and Kulish proposed a method for computing IR finite amplitudes for quantum gravity, and there has been much recent work on this [30] . This prescription appears to describe an IR finite perturbation theory, but does not deal with the divergence of the perturbation series itself.
We will now argue that in approaching Minkowski space from the AdS d side, one is led to a similar picture of an infinite entropy vacuum ensemble rather than a unique vacuum state. As emphasized by Susskind and Polchinski [32] , in order to study this limit one must concentrate on a single causal diamond, "the arena", whose area is much smaller than R d−2 in d dimensional Planck units. We will make the assumption that the Hilbert space necessary to describe events in the arena is finite dimensional. The proper time between the tips of the arena is R. Consider a generic state obtained by acting on the CFT vacuum with a finite number of local operators at some global time prior to the past tip of the arena, but by an amount R. In the large N limit we can describe the evolution of this state by Feynman-Witten diagrams, and we know that for most configurations of the boundary operators the lines of those diagrams have very low probability of entering the arena. Thus, there are many states of the CFT, for a wide range of CFT energy, which must be the vacuum state when restricted to the arena. This already shows us that we cannot identify the CFT Hamiltonian eigenvalue with the emergent Minkowski energy. Many states, with different CFT energies, all have Minkowski energy which is approximately 0.
In particular, consider a global coordinate system whose r = 0 trajectory goes through the past and future tips of the arena. These coordinates correspond, in the CFT to a particular choice of generator K 0 + P 0 in the conformal group. Now consider a generator obtained by conjugating this with a non-compact generator of the conformal group, with very large "boost" parameter. This moves the coordinates to a system centered at a point r very far from r = 0. Consider a black hole of Schwarzschild radius much less than the distance from the origin to r, traveling along the time-like geodesic centered at r. This black hole also looks like the vacuum in the arena. On the other hand, this black hole is a typical microstate of the ensemble of states of the CFT, subject only to the constraint that the expectation value of the boosted Hamiltonian is fixed. Thus, by Page's theorem, the probability that the density matrix of the arena is not maximally uncertain, is extremely small. We conclude that, from the point of view of AdS/CFT, the Minkowski vacuum state of the arena is a maximally uncertain density matrix.
We've thus reached the same conclusion by two very different routes, and by arguments that are not restricted to four dimensions. The vacuum of Minkowski space, like that of dS space is a maximally uncertain density matrix, and localized objects in either of those space-times are perforce states satisfying a large number of constraints.
Conclusions
We have argued that bulk quantum field theory implies results in apparent contradiction with classical gravitational reasoning, once one accepts the Bekenstein-Gibbons-Hawking formulae for the entropies of black hole and cosmological horizons. How then does quantum field theory emerge from a theory of quantum gravity obeying these entropy laws? We believe that the clue to answering this question lies in the idea that localized states in a causal diamond are constrained states of a set of degrees of freedom living on the boundary of the diamond. A useful cartoon of what we believe is the correct description is to imagine that the only degrees of freedom in the universe correspond to "very soft gravitons" penetrating a particle detector living on the holographic screens of causal diamonds. The detector on a particular diamond covers the entire holographic screen, and in a generic state of the system, every pixel of the detector is lit up. Now consider a set of constrained states in which pixels are turned off in a finite collection of annuli each of which is contained between two d − 3 cycles, both of which wind around the same point. Now consider a smaller diamond, defined by a smaller interval of proper time along the geodesic between the tips of the original diamond. This diamond will be assigned fewer pixels, since its holoscreen has smaller area. In the simplest situation, all of the constrained annuli on the original diamond, will have images on the holoscreen of the small diamond.
As shown in Figure 1 , following the constraints between diamonds defines trajectories in the bulk space-time. We consider these to be trajectories of jets of localized particles, by which we mean flows of energy and other quantum numbers. The energies of the jets will be related to the number of unlit pixels. Thus, if degrees of freedom live on holoscreens and localized objects are constrained states of those DOF, then one sees that they are localized by following the constraints in the bulk. In a more general situation, some of the constraints on the original variables might be completely lost in the smaller diamond. This would correspond to jets of particles that did not enter into that diamond. One can begin to see the emergence of field theoretic Feynman diagrams from such a formalism. The degrees of freedom missed by field theory are all of those pixel variables that lie outside of all the annuli.
It is conceivable that one can interpret the boundary variables as field configurations that are pure gauge in the bulk and non-vanishing on the boundary. There are many problems with such an approach. Any field theoretic quantization of gravity fixes the gauge and so has propagating degrees of freedom in the bulk. It's completely unclear how the field theory dynamics could be arranged so that physical degrees of freedom live only on causal diamond boundaries. Indeed, the degrees of freedom on a smaller diamond are naturally thought of as a subset of those on a larger diamond, and so are localized in the smaller region only for a limited time. It's completely unclear how to arrange such a situation for a field theory, which has degrees of freedom rigidly attached to points in space.
A dynamics that naturally incorporates a picture of degrees of freedom that move from holoscreen to holoscreen is proper time dynamics along a particular time-like trajectory, using . . The Hamiltonian must be time dependent (as appropriate for such causal slices) and couple together more degrees of freedom as time goes on. Relativity can be incorporated by requiring equal entanglement spectra for the density matrices of overlap regions (Fig. 2 ) predicted by the dynamics along different trajectories.
We are of course outlining the formalism of Holographic Space Time [33] . That formalism is incomplete because the solution of the entanglement constraints for trajectories in relative motion has not been found. The purpose of the present note is to point out a number of well agreed upon facts, where the field theoretic discussion falls short, but for which HST gives a straightforward explanation.
