Abstract -Recent advances in imaging genetics produce large amounts of data including functional MRI images, single nucleotide polymorphisms (SNPs), and cognitive assessments. Understanding the complex interactions among these heterogeneous and complementary data has the potential to help with diagnosis and prevention of mental disorders. However, limited efforts have been made due to the high dimensionality, group structure, and mixed type of these data. In this paper, we present a novel method to detect conditional associations between imaging genetics data. We use projected distance correlation to build a conditional dependency graph among highdimensional mixed data, and then use multiple testing to detect significant group level associations (e.g., regions of interest-gene). In addition, we introduce a scalable algorithm based on orthogonal greedy algorithm, yielding the greedy projected distance correlation (G-PDC). This can reduce the computational cost, which is critical for analyzing large volume of imaging genomics data. The results from our simulations demonstrate a higher degree of accuracy with G-PDC than distance correlation, Pearson's correlation, and partial correlation, especially when the correlation is nonlinear. Finally, we apply our method to the Philadelphia Neurodevelopmental data cohort with 866 samples including fMRI images and SNP profiles. The results uncover several statistically significant and biologically interesting interactions, which are further validated with many existing studies. The MATLAB code is available at https://sites.google.com/site/jianfang86/gPDC.
I. INTRODUCTION

W
ITH the rapid development of techniques to detect the structural, functional, and genetic factors of brain disorders, the integration of neuroimaging and genetic biomarkers has received increasing attention [1] , [2] for the comprehensive and systematic study of mental illnesses. With many applications, imaging genetics aims to discover genetic variants that explain brain activities, in order to better understand neurogenetic mechanisms for the treatment and prevention of complex psychiatric diseases. As the collection of larger datasets becomes increasingly frequent, statistical methods to detect imaging genetics associations with greater accuracy while reducing computational cost are in high demand [3] .
Mass-univariate linear modeling (MULM) is a conventional method to detect potential imaging genetics relationships. It does so by first calculating all possible univariate associations and then determines the important connections by multiple testing. However, the massive number of tests leads to limited power. To overcome this problem, several multivariate approaches, such as canonical correlation analysis (CCA) [4] , partial least squares (PLS) [5] and independent component analysis(ICA) [6] , [7] , were developed. The basic idea is to maximize the correlation between linear combinations of variables from different data types to find interrelated patterns. To further avoid overfitting for high-dimensional cases, methods based on sparse penalties were introduced to select a small number of features [8] , [9] , e.g., sparse CCA [10] , [11] , sparse PLS [12] and sparse reduced rank regression [13] . The penalized multivariate methods have the advantage of detecting complicated associations by estimating all the variables together. However, as compared to the MULM, the testing statistics are much more difficult to obtain.
Further, the complex structures of imaging genetics data, as shown in Fig. 1 , have not been fully accounted in these methods. Firstly, the data are multi-modal and mixed types. Imaging genetics datasets always contain, but are not limited to neuroimaging data (e.g., task fMRI) and genetic profiles (e.g., SNPs). The variables consist of different data types, which are not necessarily Gaussian, hence hinder the direct applications of most conventional statistical methods. Secondly, the data are group structured [14] . For example, in brain network studies, the fMRI voxels can be clustered to regions of interest (ROI) [15] . Similar cases exist for SNPs, which can be grouped into genes. Usually, a group level analysis can utilize local structures to infer complex associations, and facilitate interpretations, hence is more advantageous. Thirdly, the data are high dimensional. Neuroimaging data can have tens of thousands of voxels while the number of SNPs can even reach millions, which greatly increase the risk of overfitting, the difficulty in statistical testing, and the computational cost. Finally, complex interactions can exist. Widely studied brain and gene networks [16] , [17] indicate that strong and dense interactions exist within each modality. In contrast, several researches found that the interactions between fMRI and gene are weak [9] . As a result, the intra-modal interactions implicate many indirect interactions, which make the detection of imaging genetic associations even more challenging [18] , [19] .
In this paper, we propose a novel method to detect associations among multi-modal data based on greedy projected distance correlation (G-PDC). Distance correlation [20] - [22] was recently developed to measure the dependence of two random vectors. It was shown that distance correlation of two random vectors equals to zero if and only if these two random vectors are independent. Projected distance correlation [23] is an extension of distance correlation, which is able to capture conditional dependence for high dimensional data. These remarkable properties of distance correlation and projected distance correlation motivate us to use the projected distance correlation to detect complex imaging genetics associations. The method has the potential to detect more complex relationships and reduce the detections of indirect interactions. Meanwhile, multivariate and nonlinear dependence are detected straightforwardly on the original high-dimensional data without dimension reduction, e.g., averaging.
As shown in Fig. 1 , when applying to imaging genetic data, the main step is to perform a group level conditional independence test to detect significant edges, where each node corresponds to a group of voxels (ROI) or SNPs (gene). We adopt the t-test procedure proposed in [21] to calculate the p-value, and used the Benjamini-Hochberg procedure [24] to control the FDR. However, the voxel dependency of fMRI data can cause the failure of FDR control. To overcome this problem, an effective decorrelation method is introduced without additional computational cost.
In addition, when computing projected distance correlation we apply orthogonal matching pursuit with high dimensional information criterion [25] , instead of penalized least square. This greedy projected distance correlation can improve the algorithm efficiency, yet without sacrificing theoretical guarantees. For validation, we first apply the proposed method to a dataset containing real fMRI images and SNP profiles, but simulated across-modal correlations. Through a comprehensive comparison, we demonstrate the higher power and accuracy of the proposed method, as compared to classical univariate linear methods including Pearson's correlation and partial correlation, multivariate linear method CCA, and other distance correlation based methods. Furthermore, the efficiency is also improved over conventional projected distance correlation. Finally, we apply the method to a neurodevelopmental dataset with 866 subjects, with ages of 8-22 years. The data are multi-modal including fMRI and SNPs data, collected by the Philadelphia Neurodevelopmental Cohort [26] . We found a number of statistically significant interactions among the two types of data.
The rest of the paper is organized as follows. Section II introduces the graph construction and edge detection method. The performance of the proposed method is evaluated through both simulations and real data analysis in Section III, followed by some discussions and concluding remarks in the last section.
II. MATERIA AND METHODS
Suppose we have p f voxels from imaging data F ∈ R n× p f , and p g SNPs from genetic data G ∈ R n× p g , where n is the sample size. Let's assume the voxels can be grouped into C f regions of interest (ROIs) and the SNPs can be grouped into C g genes, say,
The goal of this paper is to test the conditional independence of all ROI and gene pairs. For example, given the i -th ROI and the j -th gene, we test the independence of F i and G j by controlling all the other SNPs and voxels,
Then based on the testing statistics, we can construct a bipartite graph. Each node is a gene or ROI and each edge corresponds to a significant conditional association. Specifically, Eqn. (1) is different from conventional univariate tests, e.g., those based on partial correlation, that both F i and G j have multiple features. In the rest of this section, we will describe how we can obtain the testing statistics and the graph both effectively and efficiently.
A. Distance Correlation
Distance correlation is a measure that characterizes statistical dependence between two random vectors [20] . More specifically, given two random vectors x ∈ R p and y ∈ R q with characteristic functions φ x and φ y , we can define the distance covariance by the non-negative square root of
where w(t, s) = (c p c q |t|
((1+d)/2) and φ x,y is the joint characteristic function. We can further define the standardized measure, i.e., the distance correlation as the non-negative square root of
A key feature of distance correlation is that it is an equivalent measure of statistical independence, that is, R 2 (x, y) = 0 if and only if x and y are independent. In contrast, the conventional Pearson's correlation coefficient only measures linear dependency. It is possible that the Pearson's correlation of two random variables is zero but they are nonlinearly dependent. Therefore, the distance correlation can capture more complex relationships that Pearson's correlation cannot.
Given n paired samples
, we follow the steps described in [21] to derive the unbiased sample distance correlation:
1) Compute the Euclidean distance matrices A, B where
andB accordingly. 3) Define sample squared distance covariance
4) Calculate sample squared distance correlation by Eqn. (3) . To test whether the distance correlation R 2 n is equal to zero, we can use the test statistics proposed in [21] . This test was based on the student's t-test and designed for high dimensional problems. Since every ROI and gene contains a number of voxels and SNPs, the test statistics is suitable for our problem. In particular, [21, Th. 1] proved that under the null hypothesis that x and y are independent and p, q → ∞, it holds
where t v−1 denotes for student t distribution with v −1 degrees of freedom, v = n(n−3)
2 . Therefore, with predetermined significance level α, we can get the p-value
and reject the null hypothesis when p t < α. Via these procedures, the distance correlation provides a concise and rigorous way to test statistical independence. Note that the test can be applied generally to two random vectors with different dimensions. This exclusive feature helps us to deal with the group structure difficulty (e.g., multiple SNPs in a gene, multiple voxels in a ROI) for the proposed method.
B. Greedy Projected Distance Correlation
Projected distance correlation is a conditional dependence measure based on distance correlation [23] . It aims at testing whether x and y are independent given a controlling random vector z ∈ R r :
In general, it assumes that the conditional dependency of x and y on z is expressed in a linear form of z:
where B x ∈ R p×r , B y ∈ R q×r are coefficient matrices. It is worthy to note that this linear projection assumption does not always hold. In the case of (1), z is a high dimensional vector, since it consists of all the variables except those in x and y. Although the true dependence between z and x, y may not be linear, given limited samples, x and y can usually be linearly expressed by z. This is very similar to the kernel method when applying to nonlinear regression. In fact, the main idea of kernel regression is to transform the features to a very high dimensional space to make the response (e.g. x and y) linearly representable [27] , [28] . Hence, we think the assumption (9) is acceptable to some extent. Potential extensions to nonlinear projections will be discussed in the Conclusion. Under the linear projection assumption, it is easy to see that the test of (8) is equivalent to the test of x ⊥ ⊥ y . Motivated by this observation, the projected distance correlation generally contains the following two steps: 1) Estimate the residuesˆ x ,ˆ y through linear regression, e.g., ordinary least square in low-dimensional case and penalized sparse regression like LASSO in highdimensional case. 2) Test the independence betweenˆ x andˆ y using distance correlation described in the previous section. In imaging genetics studies, both fMRI and SNP are in high-dimensions. Although we can adopt penalized sparse regression suggested in [23] , the parameter tuning, especially for large scale problems, remains a challenging task. Here, we will instead use orthogonal greedy algorithm with highdimensional information criterion (HDIC) to estimate the residues. The orthogonal greedy algorithm (OGA) has been developed as a computationally efficient alternative for sparse learning [25] . It starts from a null model and fits the model based on a series of expanding subspaces, hence can avoid the computation in the original high-dimensional linear space. In particular, considering a linear regression problem
where x n ∈ R n×1 , z n ∈ R n×r , the algorithm starts from the active set T 0 = ∅. Given T k−1 ∈ {1, 2, . . . , r } and the estimated residue r k−1 = x n − z n β k−1 , it updates the active set
, and then solves a least square problem restricting on T k ,
It is easy to see that the new estimate f k = z n β k is the orthogonal projection of x n onto the space of z T k n , hence the residue r k is orthogonal to z T k n . The algorithm finally achieves a path of sparse solutions when the iteration terminates. To select an appropriate model along the OGA path, we adopt the HDIC [25] , which is a consistent model selection procedure for high-dimensional problems. This can be achieved by finding
We summarize the algorithm in Algorithm 1.
Algorithm 1 Algorithm for Projected Distance Correlation
With OGA Require: Observed random sample vectors x n ∈ R n× p , y n ∈ R n×q , z n ∈ R n×r . 1:
Update the active set by
Update the estimate by f k = P T k x i n , where P T k is the orthogonal projection onto z T k n . 6: Update the residue r k = x i n − f k .
7:
Record HDIC k = n log( It is worthy noting that in Step 5 of Algorithm 1, the projection can be updated efficiently in an iterative way (see [29] for details). As compared with penalized least square, the OGA with HDIC is able to select the tuning parameter during a single run of the algorithm, hence can greatly reduce the computational time. To promote the application of the proposed method, we make the Matlab code available at https://sites.google.com/site/jianfang86/gPDC
We now provide some theoretical justifications on using Algorithm 1. Based on the results in [23] and [25] , we can get the following result Fig. 2 . A comparison of the null distribution when applying the G-DPC to real imaging genetics data. To build the null distribution, we collected fMRI data and SNP profiles from non-overlapping subjects. a) QQ plot on the original data. b) QQ plot after decorrrelation.
where the sequence a n = o{(n (1+r) log n) −1/3 }, then the following holds
The proof is given in the supplementary document. Supplementary materials are available in the supplementary files /multimedia tab. Theorem 1 shows that the sample distance covariance between the estimated residual vectors converges to the sample distance covariance between the true error vectors, which is an unbiased estimate of the population error vectors [21] . It enables us to use the distance covariance of the estimated residual vectors to construct the conditional independence test as described in the previous section. In addition, from [30, Th. 1], when B x and B y are truly sparse, we can easily check that (11) holds for OGA estimator in high probability. More details are included in the supplementary material.
C. Construct the Graph Based on G-PDC
Based on the greedy projected distance correlation described above, we can apply Algorithm 1 to (1) and get C f C g p-values. To deal with the problem of multiple testing, we control the proportion of false positives by calculating the false discovery rate (FDR) using the Benjamini-Hochberg procedure [24] . Finally, we can obtain a set of significantly correlated pairs of ROIs and genes. However, as shown in Fig. 2 , the naive implementation of G-PDC failed to control type 1 error rate in real imaging genetic data. More specifically, in Fig. 2(a) , the quantile-quantile (QQ) plot under null distribution shows that the false positive rate (FPR) was highly inflated. Fig. 3 displays the QQ plots for G-PDC when applying to independent multivariate normal vectors. We can see that the FPR was controlled well when the dimension is high enough. In contrast, inflated FPR was observed in Fig. 3(a) , since the dimension is too low that the null distribution no longer follows student t distribution in (6) . Although the dimensionality of imaging genetic data is high enough, Fig. 2(a) still exhibits similar behavior as Fig. 3(a) . One important feature of the distance correlation is that it is invariant under shift and orthogonal transformations [20] , say, R 2 (x, y) = R 2 ( x x + c x , y y + c y ), where x , y are any orthogonal transformations. More specifically, suppose x is the transformation derived by PCA, and if there are some dominant principal components in x, the intrinsic dimension is then very small, which can explain the failure of FPR control. In fact, this is true for the fMRI data. The adjacent voxels in a ROI are highly correlated, and the resulting redundancy leads to some dominant features. The intra-modal correlation may not be relevant to genes, but can yield a high FPR and a high FDR. To overcome this problem, we slightly modify Algorithm 1 to reduce the correlation in each ROI. More specifically, motivated by the works in [31] and [32] , we assume that a voxel x j in the i th ROI follows an approximate model:
We expect h j to be a highly correlated component, and u j to be weakly correlated across voxels. It is reasonable to assume that the local correlation contributes most to the correlation among voxels; hence, we suppose that h j is a sparse linear combination of nearby voxels:
where F i is the set of voxels in the i -th ROI as in (1). Then (13) becomes
By solving the above problem with sparse constraint on γ , we can obtain an estimate ofγ and the residueû j = x j − x (F i \ j )γ , which is expected to be weakly correlated. Then, to avoid an additional model selection for this preprocessing step, we combine the implementation with (9) . That is to say, instead of regressing x j sparsely over F i \ j and then over z (see (1) and (8) for definition), we perform the regression once over F i \ ( j ∪ z). In practice, we find the difference between the two configurations is ignorable. And in this way, we can simultaneously obtain the residue and decorrelate the data without additional computations. As shown in Fig. 2(b) , this procedure can significantly reduce the FPR, providing a reliable testing statistic. We also include the comparison with another popular decorrelation method in the supplementary materia. Through the procedures introduced above, we construct a graph that can overcome the four difficulties mentioned at the beginning of this paper. First, the projected distance correlation is not limited to Gaussian variables and linear dependence. The general idea of (1) is to test the independence of two vectors by controlling the complementary set of variables, which can be straightforwardly extended to three datasets or more. Second, the use of greedy projected distance correlation is not limited by the number of voxels or SNPs, leading to a consistent way to compute multivariate conditional dependence. Third, by clustering the variables into groups, the number of tests can be reduced from p f p g to C f C g , leading to a moderate scale of multiple testing. Finally, by adopting conditional dependence measures, the method is able to distinguish direct associations from indirect ones, which can potentially increase the accuracy of the detection.
III. RESULTS
In this section, we evaluate the proposed method using both simulated data and a real imaging genetics study.
A. Simulation
In a series of simulations, we aim at evaluating the potential power of the proposed method. In particular, we compare the graphs constructed by different dependence measures with respect to the power, false discovery rate control, and computational cost in both linear and nonlinear cases.
We simulated a paired dataset containing fMRI images and SNPs to match with a realistic data structure. To this end, we carefully selected a subset of fMRI images and another subset of SNP profiles from the real data. There are no overlaps between the two subsets so as to minimize data dependencies. (Further details regarding real data will be introduced in Sec III.B). Then, a pre-defined relationship was added between ROIs and genes to make them correlated.
More specifically, the fMRI images were generated by randomly selecting 50 ROIs with voxel size between 100 and 200 (The mean and median voxel sizes of all the ROIs are 123.35 and 116, respectively). The SNP data were generated by directly collecting the chromosome 1 data from random subjects that have no fMRI scans. This leads to 177 genes and 4428 SNPs.
To simulate correlated patterns between ROIs and genes, we first randomly selected 100 pairs of ROIs and genes. For each pair, we randomly activated 10 voxels and 10 SNPs. Then for each activated voxel f , we added a correlation with the activated SNPs G in two cases: 1) The correlation is linear. To this end, we draw a multivariate normal vector β ∼ N(0, I 10 ) and letf = f + 0.1Gβ. 2) The correlation is non-linear. To do this, we similarly draw a multivariate uniform vector β ∼ U 10 (0, 1) and letf = f + sin(π Gβ). In this way, we can get a sparse and weak relationship between ROIs and genes in both linear and nonlinear cases, and keep the intra-modal interactions. We used the true positive rate (TPR) or power, false positive rate (FPR), false discovery rate (FDR), and computational time to evaluate the performance of the model. 7 dependence measures were compared, including four multivariate nonlinear methods, two univariate linear methods, and one multivariate linear method shown in Table I . They are briefly described as follows: 1) Distance correlation [20] , 2) Partial distance correlation [22] , 3) Projected distance correlation with LASSO [23] . The LASSO is solved via Matlab function "lasso" and the regularization parameter is tuned by HDIC. 4) Greedy Projected distance correlation proposed in this paper, 5) Pearson's correlation on each pair of voxel and SNP. 6) Partial correlation on each pair of voxel and SNP, which was calculated using the same procedures as in [33] . The significance of a ROI-gene interaction of the two univariate methods was defined by whether there was a significant voxel-SNP pair within the ROI and gene. 7) Canonical correlation analysis on each pair of ROI and gene. We used the Matlab function 'canoncorr' and got the p-value under the null hypothesis that all the canonical correlations are zero.
In particular, the partial distance correlation is an alternative approach to detect conditional dependency between x and y over z, which is defined as
other wise (16) Different from the projected distance correlation, the partial distance correlation assumes that the dependence of x and y is expressed linearly over z in the Hilbert space generated by U-centered distance matrices [22] . The performance of partial distance correlation when z is in high-dimension is not well studied, which motivated us to compare it with projected distance correlation. In each simulation, the statistics were averaged over 100 replications. In all the following simulations, we generated the data with sample size from 100 to 800. Fig. 4 displays the TPR against FPR in the linear case. The curves were drawn by varying the significance threshold. As can be seen in the figure, the projected distance correlation performs much better than the distance correlation and partial distance correlation. There is no obvious improvement of partial distance correlation over distance correlation, which indicates that the partial distance correlation is not suitable for high-dimensional data. CCA performs well given sufficient samples (e.g. 500). When the sample size is small, it fails to control the FPR. This is mainly because CCA is unavailable to get p-value when the correlation matrix is singular. The projected distance correlation is also more accurate than the two univariate linear methods, Pearson's correlation and partial correlation. In addition, the great improvement of partial correlation over Pearson's correlation further demonstrates the necessity of conditional dependency measure in imaging genetic studies. Fig. 5 displays the TPR against FPR in nonlinear cases. In this case, the projected distance correlation performs the best among all the 7 methods, and much better than CCA. This demonstrates the exclusive advantage of distance correlation in detecting nonlinear associations. Fig. 4 and 5 also show no significant difference between OGA and LASSO when computing the projected distance correlation. But from the comparison of the computational time in Fig. 6 , we can see that the OGA is much faster, demonstrating its efficiency. This reduction of computational time is highly desirable, because large volume of multiscale data are ubiquitous in imaging genomics studies.
We further compare the performance of the competitive methods in combination with FDR control. Fig. 7 displays the false discovery rate versus the sample size when we applied the Benjamini-Hochberg procedure with two different target FDR rates, 0.05 and 0.01. All the methods reach a higher FDR than the target threshold. Nevertheless, with target FDR rate 0.01, the G-PDC with decorrelation, Pearson's correlation and partial correlation perform quite well, and the true FDR is around 0.1, which is reasonable in many problems [34] . However, the FDR reaches 0.2 given the target FDR 0.05. So we will use a target FDR rate 0.01 in our real data analysis. The distance correlation and CCA have a very high FDR, which may hinder the application to real data. We also compared the power in Fig. 8 . The projected distance correlation usually obtains the highest power except CCA.
Considering the failed FDR control of CCA, the projected distance correlation appears to be a better choice. Moreover, in the case of nonlinear correlation, the power of CCA degrades as the sample size increases. This may be due to the fact that the SNP data are sparse category data, and the nonlinearity can be easily fitted by linear functions in low sample size cases. Nevertheless, as the sample size increases, the nonlinearity of the interactions becomes stronger, posing difficulties for linear methods to capture.
All these simulations results demonstrate that the projected distance correlation can achieve comparable accuracy with conventional linear methods to detect linear interactions, but works much better for nonlinear ones. Meanwhile, the FDR is well controlled, which makes it a reliable method to detect complex imaging genetic associations.
B. Real Data Results
The data were acquired from the Philadelphia Neurodevelopmental Cohort [26] (PNC), which is a collaboration between the Brain Behaviour Laboratory at the University of Pennsylvania and the Children's Hospital of Philadelphia. It is available in the dbGaP database [35] , and contains fMRI and SNP for children aged from 8 to 22 years. The data were preprocessed as follows.
1) fMRI data. The data were collected during an emotion task from 929 patients. All MRI scans were acquired on a single 3T Siemens TIM Trio whole-body scanner. In this task, participants were asked to identify happy, angry, sad, fearful and neutral faces. The data were acquired with a single-shot, interleaved multi-slice, gradient-echo, echo planar imaging (GE-EPI) sequence. The repetition time and echo time are 3000ms and 32ms, respectively. The total scan duration for this task was 10.5 min [26] .
Standard preprocessing steps were applied using SPM12, 1 including motion correction, spatial normalization to standard MNI space, spatial smoothing with a 3mm FWHM Gaussian kernel. The functional time series were band-pass filtered using a 0.01Hz to 0.1Hz frequency range. 246 ROI were extracted based on the Brainnetome Atlas [36] , which contains information on both anatomical and functional connections. Then, multiple regression considering the influence of motion was performed using the SPM software and the stimulus onoff contrast maps for each subject were collected. The voxels with missing rate higher than 5% were deleted and missing values were imputed by the mean of that variable from all other samples. Within each ROI, the voxels with correlation higher than 0.9 were pruned to reduce the intra-ROI correlation. All these procedures result in 27168 voxels in 221 ROIs.
2) SNP data: We selected the genomic data from 3 platforms, including the Illumina HumanHap 610 array, the Illumina Human Omni Express array. There are totally 7863 samples and each platforms has 620k, 561k, 731k SNPs, respectively [26] . The common sets of SNPs (313k) were first extracted, and then PLINK [37] was used to perform standard quality controls, including the Hardy-Weinberg equilibrium test with p-value< 1e − 5 for genotyping errors, extraction of common SNPs (MAF> 5%), Linkage disequilibrium pruning threshold of 0.9 for highly correlated SNPs. SNPs with missing call rates> 10% and samples with missing SNPs> 5% were removed. The missing values were further imputed by Minimac 3 [38] using the reference genome from 1000 Genome Project Phase 1 data. 2 Each SNP was recoded to discrete numbers, which equal to the number of alleles. Finally, the SNPs within gene bodies and the gene with SNP count greater than 10 were kept and 63010 SNPs in 2035 genes were left.
Then, the overlapping samples were extracted from the fMRI, SNP described above, leading to 866 subjects.
According to the preprocessing steps, the voxels, SNPs were grouped into 221 ROIs and 2035 genes. For each pair of ROI and gene, we calculated the projected distance correlation based on Algorithm 1 and the decorrelation of fMRI data. Then, we applied the student's-t test (6) to get a collection of p-values. Under FDR control with target FDR 0.01, 455 ROI-Gene pairs were detected. As a comparison, we randomly permuted the subjects and repeated the same procedures under null hypothesis. The average number of discoveries is 17.6 over 100 independent runs, which is far less than 455. Meanwhile, we also performed the same procedure on subsets of the data. For each of the 100 runs, we randomly subsampled 750 subjects. The average number of discoveries is 287.2 and the mean overlap with that of the full data is 207. 5 . The above results demonstrate that our findings are neither from randomness nor from false positives. In addition, the power of G-PDC in real data relies heavily on the sample size. Table II further compared different methods in the number of discoveries. As shown in the table, there are few edges detected by Pearson's correlation and partial correlation. This is because there are nearly 1.6×10 9 edges between voxels and SNPs, which makes multiple testing extremely challenging. As a result, the power of the univariate methods was too low to provide useful information. In contrast, there were only 4 × 10 5 gene-ROI pairs, which greatly reduced the difficulties in multiple testing. Nevertheless, the conventional distance correlation and CCA detected too many associations. Since the imaging genetic associations are believed to be weak, it is reasonable to suspect that these discoveries contain a great amount of indirect associations. The partial distance correlation seems to reduce a great amount of false positives in the real data, but the power may be also low according to the simulation results. We also counted the number of overlap in findings with G-PDC. Through hypergeometric test, we found that the overlaps were not due to randomness. It is worth to note that only 25% of the edges detected by G-PDC were overlapped with CCA, which may infer that only a small amount of imaging genetic associations are linear. Table. III then lists the top 20 significantly correlated gene and ROI pairs. 3 Each association shows significantly strong projected distance correlation. Interestingly, most of these genes are connected to the prefrontal gyrus, especially the bilateral superior frontal gyrus and middle frontal gyrus. The medial frontal network was recognized to be one of the most successful networks in individual subject identification [39] , and exhibits delayed stabilization and individualization between healthy adolescent and those with increased clinical symptoms [40] . The activity of superior frontal gyrus is sensitive in emotion recognition [41] , which also plays an important role in the emotion task. The q-value of these 20 pairs derived from some other methods were also reported, including distance correlation, partial distance correlation and CCA. The Pearson's correlation and partial correlation were excluded because of their limited power. From Table II , we found that there were quite a lot of overlaps between G-PDC and distance correlation. For the partial distance correlation, many of the p-values were below 0.05, although not small enough to pass the multiple testing threshold. There were 4 pairs shared by CCA and G-PDC. It is interesting that these edges also reached very small q-value in distance correlation and partial distance correlation. This observation may further indicate that the detection of nonlinear interactions is more challenging. Fig. 9 displays the degrees of ROIs calculated from the ROI-Gene network and drawn by BrainNet Viewer [42] , where the degree denotes the number of edges. From the figure, we can find several highly connected nodes, i.e., the hubs. Here we define hubs as nodes with degrees at least two standard deviation higher than the mean degrees. In this way we identified 5 ROI hubs, which were listed in Table IV . All of these ROIs are from the frontal lobe, and have much larger connections than average. Following the same definition of hubs, we detected 24 hub genes, which were listed in Fig. 10 . By checking the Genecard, 4 we found 13 genes, including ABCC8, ADCY9, BCAS3, BCR, CCDC88C, DAB1, DLGAP1, GLDN, GRXCR1, HKDC1, MACROD2, SLC6A11 and SCARA5, to be overexpressed in brain. In addition, 13 genes, including ACSS3, ADCY9, DAB1, DCDC2, DLGAP1, FBLN1, GRXCR1, HKDC1, MACROD2, MGAT5, NMNAT3, SLC6A11, SYNE1, are related to mental disorders, including depression, schizophrenia, autism, intellectual disability and etc. All these results support the potential interactions between these genes and the brain activities.
We further explored the biological implications of the detected interactions. Specifically, among the ROI-gene pairs in Table III , five connections were supported by existing literatures. Specifically, the DAB1 mRNAs for autistic subjects were significantly reduced in superior frontal cortex than controls [43] . The gene DCDC2 was important in gray matter distribution in middle and superior frontal gyrus in healthy individuals [44] . Both regions are detected in Table III. LYRM4 was down-regulated in the prefrontal cortex of mice with microdeletions in the locus syntenic to human 22q11.2 patients affected by schizophrenia [45] . Although there were no direct evidences on the remaining pairs, we found potential links between three pairs. Firstly, the gene GRXCR1 was identified as a cause of hearing impairment [46] . The corresponding ROI in Table III , right postcentral gyrus, displayed a decreased connectivity in networks responding to emotional sounds in patients with hearing loss [47] . Secondly, the gene MACROD2 was identified to be associated with autism spectrum disorders by different research groups [48] , [49] . A functional connectivity study of autism spectrum disorders showed altered connectivity with respect to superior frontal gyrus and temporal lobe [50] . Both regions were identified to interact with MACROD2 by our method. Finally, the gene SLC6A11 is one major GABA transporter in brain, the microdeletion of this gene was found to cause intellectual disability, epilepsy, ataxia, and stereotypic behavior [51] . The precentral gyrus was identified to be one origin of the epilepsy [52] and was related to several types of ataxia [53] , [54] . In addition, since 3 out of the 4 overlaps between our method and CCA were supported or indirectly supported by literatures, we are also interested in the relationship between DLGAP1 and right superior frontal gyrus, which is also shared by CCA and G-PDC. The gene DLGAP1 is located in a chromosome region linked to schizophrenia, and was found to be a candidate gene to the risk [55] . It also encodes the protein SAPAP1, which is involved in maintaining normal brain function and development [56] . The superior frontal gyrus was well known to be associated with schizophrenia. All these results reveal some potential genetic factors of brain activities.
IV. CONCLUSION
Imaging genetics is an emerging area in brain research. However, the detection of imaging genetics associations remains a challenging problem due to the group structure, multi-model, high-dimension, and complex structure of the data. Our aim in this paper is to find a way to detect complex imaging genetic relationships. The main contributions of our work can be summarized as follows. First, we proposed a method based on projected distance correlation that can detect conditional dependence between imaging and genetics data in high-dimensional cases. Second, we combined orthogonal greedy algorithm to accelerate the calculation of projected distance correlation, which is highly demanded for imaging genomics studies, where large scale of multiple data are ubiquitous. Third, we studied the numerical performance via a series of simulations. Our results show that the projected distance correlation can achieve comparable accuracy with classical linear approaches in detecting linear correlation, but is much better in finding non-linear correlations. Finally, we applied the proposed method to the analysis of a neurodevelopment dataset. We have discovered some novel interactions among ROIs and genes. These interactions hold the promise for shedding light on how dysfunction of gene-brain interactions can imply the risk of brain disorders.
There is still room for further improvement. First, the linear projection assumption (8) can be relaxed to nonlinear projections. One possible direction is the sparse additive model [23] , [57] . It combines sparse linear modeling with additive nonparametric regression, which works for a class of nonlinear additive models. It is worth to design fast algorithm for high-dimensional data and study theoretical properties in the application of projected distance correlation. Second, a limitation of the proposed approach is that it may lead to inflated false positives, especially when the prescribed FDR is 0.05. On the other hand, we showed that the use of more conservative target rates leads to more reasonable FDR control. In practice, we recommend to use our approach with a prescribed FDR of 0.01 or lower. To further address this important problem, we plan to work on different FDR control algorithms while improving the accuracy of sparse regression in the meantime. Finally, it is necessary to validate our results with replication experiments with additional biological evidences. Our dedication to tackling these interesting issues remains strong and further discoveries will be shared with the research community in the future.
