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We study integral equations with kernels that depend on the distance between 
two points. The domain of integration is the unit disk. We show how to construct 
the general solution to this integral equation from two specific solutions. As exam- 
ples of our results, we give the solutions to the integral equations which correspond 
to solutions of the three-dimensional Dirichlet and Neumann problems of finding 
functions which are harmonic in the exterior of the unit disk. :(‘I 1985 Academic PWSS, 
Inc. 
1. INTRODUCTION 
We consider the integral equation 
LA = cat + pru = f(x), XED, (1.i) 
where D = {x: 1 x 1 < 1 }, a is constant, /I is the linear differential operator 
with constant coefficients defined by 
P= i P$-g+-g’ 
,=o 2 
(1.2) 
and TM is the two-dimensional integral operator with a difference kernel 
defined by 
l-U= ss Y(R) U(Y)Y dY de,> (1.3) D 
R = 1 x - y 1 = [x” + y2 - 2x~’ cos (0, - d,)] 1’2. (1.4) 
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Both here and below, the following notation is used to relate Cartesian 
coordinates to their corresponding polar coordinates 
x = (x,, x2) = x(cos O,, sin 0,). (1.5) 
The main result of this work is to show how to construct the solution to 
(1.1) for anyf(x), given two solutions to (1.1) which correspond tof(x) = 
J,(kx) and f(x) = 2kp ‘Jl(kx) cos 0,, where k is any fixed constant and J, 
denotes the Bessel function of the first kind of order n. We remark that 
these functions are proportional to the first two terms of the Fourier cosine 
series of eikXl. We consider two examples where these solutions are known 
and give simple expressions for the solution to (1.1). In both examples 
u = 0 and y = l/R. In the first example N= 0 and /?i = rc 2 and in the 
second example N = 1, /3: = 0, fl; = x P2. These are the integral equations 
associated with the problem of finding a function which is harmonic in the 
exterior of the unit disk and satisfies either a Dirichlet (Example 1) or 
Neumann (Example 2) boundary condition on the disk. 
The one-dimensional (x = (x1 )) analogy of ( 1.1) is a special case of the 
integral equation studied by Gautesen [ 11. He showed how to construct 
the solution to (1.1) given the two solutions which correspond to ,f = e * ik” 
for any fixed constant k. In some physical problems these solutions corres- 
pond to the field scattered by a plane wave incident from a fixed direction. 
Given this solution, Gautesen [2, 31 has shown how to construct the 
Green’s function for the problem of scattering of acoustical waves by a 
(hard or soft) strip and for the problem of scattering of elastodynamic 
waves by a crack. These results also generalized the principle of reciprocity 
for these problems. 
We begin by stating how the solution to (1 .l ) is related to the two given 
solutions and then give the solution to our two examples. In Section 2, we 
derive the main results and in Section 3, we work out the details for the 
examples. 
The operator L has the property that 
L(u,(x) einO\) = f+L,u,, 
where 
L,u, = cad, + fl,r,u,, 
(1.6) 
(1.7a) 
(1.7b) 
1 
J iJ 
2n 
mu, = y(Ro) ~0s ne de U,(Y) Y dy, (1.7c) 
0 0 
R, = [X2 + y2 - 2Xy COS e] li2. (1.7d) 
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Our assumption then implies that we know two functions uO(x) and ui(x) 
which satisfy 
Lbl = g,(x), O,<x<l (1.8a) 
for n = 0 and 1, where 
g,(x) = (W)‘“‘(l n I !I J,(kx). 
When k=O, (1.8b) becomes 
g,(x) = xn. 
If in (1.2) N> 0, we also require that 
$(l)=O, j=o, l,..., N- 1, n=o, 1. 
(1.8b) 
(1.9) 
(1.10) 
We show that the solution to (1.1) is given by 
u(x) = f ein%,(x) + n(x), 
fl= -nr: 
(1.11) 
where n(x) is an element of the null space of L. Here u,, which satisfies 
is given by 
LU” = L(X)> O<x<l (1.12) 
u,(x) = j= IF,(A) w,(x; 1,) dA, (1.13) 
0 
where 
is the nth Fourier coefficient off, and 
F,(A) = jol xJn(Ax) Lb) dx 
is the Hankel transform off,. Also, w,, which satisfies 
L w, = J,(nx), Odx<l 
(1.14) 
(1.15) 
(1.16) 
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is related to u, by 
~~,/a,, = (lb, 1 - d,b,) u,(x) + k’,(x), 
M’ ,I = w,( - 1 )“, 
n = 0, 1 )...) (1.17a) 
(1.17b) 
where 
,i,(x)=;n i(k*-i2)jo1 s{h,~,u,(s)-A -‘b,,v,p,(s) 0,‘: ) 
x Y,(ix > ) J,(ix < Ids, (1.18) 
a,, = {k* d,-l(v,, 1, g, 1 >-dn(v,> gn))--‘, (1.19) 
htl = (J,(~x), V,(X)>> (1.20) 
d = k*/Qnh n>O 
n 
2, n = 0, 
D;=;+ 
(1.21) 
(1.22) 
(f, g> = i+’ xfb) 0) dx, (1.23) JO 
x> = max (x, s), (1.24a) 
x< = min (x, s), (1.24b) 
and Y, denotes the Bessel function of the second kind. 
The IJ, which satisfy (1.8) are determined recursively from u0 and II, by 
VfIt1 = c,u,-, + v,, n = 1) 2,..., (1.25a) 
V ~ n = v,( - 1 )“, (1.25b) 
where 
c, = 2(n + 1) Z,J[2nZ, , - d,,Z,], (1.26) 
15, = % (s/x)nfL{2(n+ 1) u,(.~)+c,[d,U,(S)-22no,~~ ,(s)/s]} ds I (1.27) 
1” = <xn, v,, >2 (1.28) 
and d, is defined by (1.21). We remark that in (1.13) we can express U, in 
terms of v, by means of convolution theorems for Hankel transforms, and 
that @,J 1) = 0. Also, the condition (1.10) is only used to determine the con- 
stant a, in (1.17a). 
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We also show that the solution to (Example 1) 
pu=n-2JJD Ix-yI-lu(y)ydyde, =f(x), XED (1.29) 
is 
where 
271~(x, y> = J’ [l - q2 + 2iq sin (0, - 6,)] q ds 
rnax(*, ;) [ 1 + q2 - 2q cos(B, - S,)I(s2 - x2)“*(s2 - Y2P2’ 
(1.31a) 
4 = XYlS2, (1.31b) 
The solution to (Example 2), 
(&+$‘u=fb)> XED, (1.32) 
u= 
JJ Ye &k Y) de, 4 + h(x)l(l -x2)“‘, (1.33) D 
where 
27&(x, y) = -J’ 
(1-q*)(s2-x~)--‘2(s2-y2)-1’2ds (1.34) 
max(x, Y) 1 f q2 - 2q cos(8, - e,) 
and h(x) is any function which is harmonic for x E D. 
2. DERIVATION OF RESULTS 
We begin by establishing what it is necessary to prove. We then derive 
some important properties of the operator L,,, from which the main results 
readily follow. 
The Fourier series for f is 
f(x) = 5 fn(x) eine,, 
“= -0) 
(2.1) 
409’112 ?-I9 
600 A. K. GAUTESEN 
where f, is given by (1.14). Substitution from (1.11) and (2.1) into (1.1) 
yields (1.12) upon utilizing property (1.6). To show that U, as defined by 
(1.13) satisfies (1.12), we substitute (1.13) into (1.12) and then substitute 
for L, w, from (1.16) to achieve the identity 
(2.2) 
where I;;, is given by (1.15). To establish the results we then need to show 
that w, as defined by (1.17) satisfies (1.16) and that u, defined recursively 
by (1.25) satisfies (1.8). 
We now derive the following important property of L: for any differen- 
tiable wi if 
j, wi(13 Ox) nT=O, (2.3) 
where n is the normal to D defined by 
(n;, n;) = (cos t3,, sin O,), 
then 
To verify this property, it is sufficient to show that 
(2.4) 
(2.6) 
To take care of the case where the derivative of y(R) is not integrable, we 
write 
l-w, = v2r,wi, (2.7) 
where V2 is the two-dimensional Laplacian, 
Z-,Wi = 
j.f 
YO(R) w,(Y) Y d.Y deY> (2.8) 
D 
R 
Yo = 
s 
slog(W) Y(S) 4 
0 
(2.9) 
SOLUTIONS TO INTEGRAL EQUATIONS 601 
and R is defined by (1.4). We note that 
(2.10) 
where we have used the property that y0 is a difference kernel, and used 
(2.3) to show that the integral over the boundary of D vanishes. Then 
operating on (2.10) with V2 yields (2.6). 
We now take 
w(x) = (w,(x), w2(x)) = w(x)(cos n%,, ) sin nO,), (2.11) 
substitute into (2.5) and note that 
to achieve 
whenever 
v. w = (D&w) cos(n T 1)0, (2.12) 
D,$L,w=L,,~~D,$w (2.13) 
w(l)=0 (2.14) 
and where On', is defined by (1.22). We also take 
w(x) = w(x)(cos(n + 1) 0, - cos(n - 1) 8,X, sin(n + 1) 0, + sin(n - 1) 0,) 
(2.15) 
substitute into (2.5) to achieve 
D~+I,xL,+Iw-D~~,,.,L,~Iw=2nL,(wlx), (2.16) 
where we have used 
V. w = 2 w(x) cos ne,, 
X 
(2.17) 
n”.w=O. (2.18) 
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We now show that v, as defined by (1.25) satisfies (1.8). Since J-., = 
( - 1 )“J,i, (1.25b) holds, we establish (1.25a) by induction. Assume that 
L,v, = g,(x), Obx< I, j=2, 3 )..., n, (2.19) 
where n > 2. By hypothesis (2.19) holds for j = 0, 1. We need to show that 
L+, =gn+l, where 
k?n+l =L+Iun+1~ 06x< 1. (2.20) 
We substitute into (2.20) from (1.25a) for v, + , and operate on the result 
with DC:+ rjx to achieve 
D(~+I)*cr+l =c&+l,A+IL1 +LD(;+,,,%> (2.21) 
where we have noted from (1.27) that V,(l) = 0 and then used (2.13). From 
(1.27), we find 
Df cn+ljxUn =(2(n+ l)+d,c,)v, -2nc,u,_,/x. (2.22) 
Then substitution of (2.22) into (2.21), followed by substitution from (2.16) 
with w=u,~~, and substitution for Lju,, j = n - 1, n, yields 
D;+&n+, -gn+,)=O. (2.23) 
Homogeneous olutions to (2.23) are proportional to l/x”+‘. Since g,, l as 
defined by (2.20) is continuous at x = 0, we conclude that 2, + , = g, + , . 
We now show that w, as defined by (1.17) satisfies (1.16). We need only 
establish this result for n 2 0, since J n = ( - I )“.I,, . Thus we let 
h, = Lw,, O<x<l, n>O. (2.24) 
To show that h, = J,(k), we substitute both for w, (from 1.17a) and for 
L,v, (from 1.8a) into (2.24), and then operate on the result with DA to 
achieve 
a-‘D,f,h,=(Ab,-, -d,b,)D,+,g, +L,p,D,+G,,, n (2.25) 
where we have noted that a,,( 1) = 0 and used (2.13). From (1.18), we find 
that 
where 
D,‘, CJ” = (k2 - A’) b,v, . I + W,, (2.26) 
(2.27) 
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We note that W,( 1) = 0. Then we substitute from (2.26) into (2.25), sub- 
stitute from (1.8a), and operate on the result with DC; _ ,j1 to achieve 
ai’D- +&XYL = -k2Wn-, -4bJgn +(k2--2)b,D&),gn-1 
+ LD,- ,)xW,> (2.28) 
where we have used (2.13). From (2.27) we find 
DG- 1)x W, = - i2C + l.(k2 - A’) b, ~ 1 u,(x). (2.29) 
Substitution form (2.29) into (2.28), followed by substitution for L,o, 
(from (1.8a)) and for L,Gn (from (2.24) and (1.17a)) yields 
(D,-,,,D,++A2)h,=0. (2.30) 
The solution to (2.30) which is bounded at x = 0, is 
h, = C,J,( ix), n = 0, l,... (2.3 1) 
It remains to be shown that C, = 1. Substitution of (2.31) into (2.24) 
followed by taking the inner product of (2.24) with u, yields 
(2.32) 
When N= 0 in (1.7b), we substitute the identity 
into (2.32) to achieve 
b,C, = (Lv,, w, > = (g,, w, > = b,, (2.34) 
where we have computed ( g,, w, ) from (1.17a). Hence C, = 1. When 
N> 0, we find from (1.17a) and (1.25a) that the w, and the remaining u, 
also satisfy condition (1.10). This is sufficient (but not necessary) to ensure 
that (2.33) is satisfied. Again we find that C, = 1. 
3. EXAMPLES 
In both our examples, we consider solutions to Laplace’s equation 
3 a% 
igl;ir;;i =O (3.1) 
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in the exterior of the unit disk with either the Dirichlet boundary condition 
4x,, x2,o)=f’(xl, x2), (Xl> X2)ED (3.2) 
or the Neumann boundary condition 
~o(n,,x,,O’)=f(x,,x,), (x,, X,)ED. (3.3) 
3 
The integral equation corresponding to (3.1) and (3.2) is 
Lu = I% = f(x), XED, 
where Pu is defined by (1.29). We note that u is related to CJ by 
(3.4) 
24x,,x,)= -n-g(x,,x:,Ot); XED. 
3 
The solution to 
L,v, =cv, =x”, XED, n = 0, l,..., (3.5) 
is known to be 
v = (n’)2(4.x)“/[(2n)! (1 - x2)‘j2] n . (3.6) 
for n =O, 1. Here (3.5) corresponds to (1.8a) with k=O, and 
I 
r;u, =lc2 
1 0 
2n (x2 + y2 - 2xy cos 0) - “‘~0s nfl de 
0 0 i 
u,(y) y dy. (3.7) 
The v, for I? 3 2 are then determined recursively from (1.25a) with k = 0. 
These v, are found to be given by (3.6). 
The solution to (1.12) is found to be 
u, = D,,,, jol vfn(v) D,,,, j;,,,, -v) Ws2)'"'+'(s2- Y’)-“’ 
x (s2 - x2) - “2 ds dy. (3.8) 
To establish this, we show that u,, computed from (3.8) on the dense set 
f,(y) =.T,,(;ly), n 20 agrees with w, computed from (1.17). Upon sub- 
stituting f, = J,(Ay), integrating by parts and then interchanging the order 
of integration, we find that (3.8) becomes 
u ” =Ax”j _ (A)/(l-X’)“‘+a n 1 n, (3.9) 
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where 
(3.10) 
is the Spherical Bessel function of the first kind, 
ti, = 1 
s 
’ (1 - t*) - “‘t” - ‘zj,Jz) dt, 
x 
z = Ax/t. 
It is easy to show that 
(3.11a) 
(3.1 lb) 
(D&,,D,‘, +A*)& = -n2j,(n)o,~,,,~{xfl~‘/(1-x2)“*) 
-~~3j,_,(~)Xn/(l-X2)1’2. (3.12) 
From (l.l7a), we find that 
W” = lxnj,_ I(A)/( 1 - x2)“2 + unkn* 
From (2.26) and (2.29) with k=O, it follows that 
(3.13) 
(DC;- ,,,D, + 12)(a,Gn - 6,) = 0, (3.14) 
where we have substituted from (3.12). At x = 1, the quantity (an@,, - 6,) 
and its derivative vanish. Thus an tin = ti,. Hence from (3.13) and (3.9) we 
find u, =w,. 
Then substituting (3.8) into (1.11) and summing the series yields (1.30). 
For this problem n(x) E 0. 
The integral equation corresponding to (3.1) and (3.3) is 
Here u is related to e by 
24x,, x2)=714x1, x2, o+j, 
The solution to 
L,v, = DG-,,,D,+,l& =x”, 
is known to be 
XED. (3.15) 
XED. 
XED 
(3.16) 
(3.17) 
u n = - (n!)2(4x)“(l -x2)‘/2/(2n+ l)! (3.18) 
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for n = 0, 1. From (1.25a), it follows that for n b 2, u, is given by (3.17). A 
solution to (1.12) is 
U” = -i‘,’ Y.fxY) j:,,,, v) (xy/s’)“‘(s’ -x’)-~‘~(s’- Y~)-“~ ds dy. (3.19) 
This can be verified in the same manner as in the previous solution, so we 
omit the details. For this problem, homogeneous olutions are propor- 
tional to u,, as defined by (3.6). Thus homogeneous olutions to (1.32) lie in 
the space spanned by the functions 
(1 ~X2)-wXl”lernH,, (3.20) 
Now (1.33) follows from substituting (3.19) into (1.11) and summing the 
series. 
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