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Novel torques on magnetization measured through ferromagnetic resonance
Yi Li
New torques acting on magnetization in metallic ferromagnets, accompanied by new terms
to the Landau-Lifshitz-Gilbert (LLG) equation which governs GHz magnetization dynam-
ics, are important for both the fundamental understanding of magnetism and applications
in magnetoelectronic devices. In this thesis, we have carried out experimental investiga-
tions of several proposed novel torques acting on magnetization dynamics using broadband
ferromagnetic resonance (FMR) between 2-26 GHz. The FMR technique is well-suited
for materials studies, as it investigates unpatterned (sheet-level) films with relatively high
throughput, enabling comparison of the response of several room-temperature, device-
relevant ferromagnetic alloys (e.g. Ni79Fe21, or ‘Py’, Co, and CoFeB.)
The common aspect of the torques which we have investigated by FMR is their origin
in nonequilibrium spin populations, related to spin transfer torque. In Chapter 3 we
have identified intrinsic “inertial” torques on magnetization, significant only at very high
frequencies (up to 300 GHz), where the electron population cannot quite keep pace with
the precession of magnetization. In Chapters 4 and 5 we have studied torques from
“pumped” pure spin current due to the texture of precessing magnetization (intralayer spin
pumping) and the precession of noncollinear magnetizations in trilayer structures (spin
pumping). These three studies extend understanding of magnetism and magnetization
dynamics at room temperature, and in limits of high speed and small dimension relevant
for emerging applications.
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1.1 The role of ferromagnetic dynamics
The explorations of ferromagnetic dynamics have been started since early 20th century.
A number of physicists and experimentalists have devoted themselves into the funda-
mental questions. For example, Landau, Lifshitz and Gilbert have contributed to the
dynamic equation of ferromagnetic dynamics[3, 4] (known as the LLG equation); Kittel
has included the exchange term into the LLG equation and derived the expression of spin
wave[5, 6]; Rado has combined the LLG equation with Maxwell’s equation to account
for the electromagnetic effect[7]. At early times most applications involves ferromagnetic
insulators (ferrites) where eddy current loss in metallic ferromagnets can be avoided.
In the last two decades the developments of thin film deposition techniques (sputtering,
evaporation, etc.) and photolithography have been transferred to modern electronics,
giving birth to the science and engineering of micron- and nano-sized devices. For ferro-
magnets, since the introduction of giant magnetoresistance (GMR) by Peter Grunberg[8]
and Albert Fert[9] in 1988-1989, the role of ferromagnets has also been rediscovered in
industries. The GMR read head makes it possible to have a high-density hard disk drive,
magnetic field sensor and the idea of magnetic random-access memory (MRAM). Later on
the finding of the reciprocal effect, spin-transfer torque by Berger[10] and Slonczewski[11],
has enabled electrical manipulations of magnetizations instead of applying magnetic field.
The new mechanism has provoked many important effects such as current-induced mag-
netization switching[12, 13, 14], spin pumping[15, 16], spin Hall effect[17, 18, 19], spin
Seeback effect[20], and the term spintronics. As a result, researches of spin-related phe-
nomena are booming.
To understand and engineer those spin-related phenomena, the fundamental physics of
ferromagnetic dynamics is essential. For example, the susceptibility and the resonance
1

























Figure 1.1: Left: Magnetization precession and the torques from the LLG equation.
The unit magnetization vector m precesses about the effective field Heff . T1 and T2
denote the Larmor precession torque and the Gilbert damping torque, respectively. Right:
analogy of magnetization dynamics to mechanical dynamics.
frequency of a ferromagnetic element can be controlled by introducing magnetic anisotropy
or selecting materials with different magnetizations. The Gilbert damping coefficient can
be tuned by adding an adjacent damping layer (spin pumping). Especially the role of
Gilbert damping is important for gigahertz applications, such as in the switching time of
spin-transfer torque MRAMs, and the linewidths of resonance peaks.
To study ferromagnetic dynamics we need some prerequisite knowledge. In this section
we will first derive various conditions to reach ferromagnetic resonance (FMR), which we
are able to detect experimentally. In 1.2 the simplest situation of ferromagnetic dynamics
will be derived: all the spins in a ferromagnet are aligned in one direction and act as a
macrospin. In 1.3 I will address the nonuniform magnetization movements, or spin wave
modes, in ferromagnetic dynamics. The technique of measuring FMR will be introduced in
1.4, which can be operated with transmission mode (e.g. coplanar waveguide) or reflection
mode (e.g. rectangular waveguide).
1.2 The Landau-Lifshitz-Gilbert equation and macrospin
model
1.2.1 The Landau-Lifshitz-Gilbert equation
The dynamical behaviors of magnetization for ferromagnets (FMs) can be described by
the Laudau-Lifshitz-Gilbert (LLG) equation[3, 4] in SI unit:
ṁ = −µ0γm×Heff + αm× ṁ (1.1)
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where µ0 is the vacuum permeability, m = M/Ms is the reduced magnetization unit
vector, Ms is the magnetization, Heff is the effective magnetic field, and α is the Gilbert
damping parameter. Here γ = 2π · geff/2 · 27.99 GHz/T is the gyromagnetic ratio and
depends on the g-factor geff . For free electrons geff = 2. For electrons coupled with
orbital momentums geff is slightly greater than 2. Ms, geff and α are the parameters
related to the material.
In Eq. (1.1) the first term is the Larmor precession term, driving the magnetization m
to precess about the effective field Heff (T1 in Fig. 1.1). The second term is the damping
term, proportional to the velocity ṁ and pointing always towards the equilibrium position
(∥ Heff ). Note that T1 and T2 are not the “real” torques acting on the magnetization. The
torques can be calculated by −MsT1,2/γ where the minus sign comes from the fact that the
spins (magnetic moments) are always anti-parallel to the angular momenta in electrons.
The LLG equation resembles the mechanical vibration system with a conservative force
F1 = −kx and a dissipative force F2 = −ηẋ (Fig. 1.1), except that cross-products instead
of dot-products come into play in Eq. 1.1. The consequence is that only the transverse
motions to the effective field Heff can be excited and the two transverse components, mx
and my, are always coupled with a phase difference of π/2.
One conventional dynamical evolution is to have an initial motion (angularly) without any
external excitation. A precession plus a damping term, ∼ e−iωte−αωt, can be obtained
from Eq. (1.1) where ω0 = γµ0Heff is the intrinsic precession frequency. The motions
can be observed in optical pump-probe experiments and will not be discussed in this
thesis. Another dynamical evolution is the stable precession of magnetization excited by
an AC magnetic field, usually in the form of microwave (also possible by spin-transfer
torque[13, 21]). When the angular frequency ω of the AC magnetic field is equal to
the intrinsic frequency ω0, a (ferromagnetic) resonance can be excited. While the first
form requires sub-nanosecond resolution experimental apparatuses and is difficult to be
detected, the second form of dynamics can be easily detected by ferromagnetic resonance
(Section 1.4) even in small precession amplitudes, due to the large susceptibility provided
by ferromagnets in resonance. This is the major advantage of ferromagnetic resonance
over regular electron spin resonance, which requires much larger amount of sample to
obtain a signal.
1.2.2 Macrospin model: bulk FM
In practical cases, the m and Heff in Eq. (1.1) are both functions of t and r. The
macrospin model treats all the spins in a ferromagnet as one macrospin, ignoring the
spatial variation. Assuming a ẑ-axis static biasing field HB = HB ẑ and a transverse
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AC driving field hrf = h
x
0e
−iωtx̂ along x̂ axis, we are able to calculate the magnetization
dynamics from Eq. (1.1). It is reasonable to assume m = (mxe
−iωt,mye
−iωt, 1) in small
precession limit and we know Heff = HB + hrf . Eq. (1.1) becomes:



















Taking hz0 << HB and mx,my << 1, all the z-components in Eq. (1.2) are in the second
order and can be omitted. We can obtain the linear equations for x- and y-components:{
(−iω)mx = (−µ0γHB + iαω)my
(−iω)my = −µ0γh0x − (−µ0γHB + iαω)mx
(1.3)
The solution for Eq. (1.3) is:
mx =
−µ0γh0x(µ0γHB − iαω)
ω2 − (µ0γHB − iαω)2
, my =
−iµ0γh0xω
ω2 − (µ0γHB − iαω)2
(1.4)
Usually α is much smaller than 1 and we can ignore the second order terms in Eq. (1.4).
Also for convenience, we define ωH = µ0γHB and ωM = µ0γMs. Eq. (1.4) becomes:
mx =
−µ0γh0xωH
(ω2 − ω2H)− 2iαωωH
, my =
−iµ0γh0xω
(ω2 − ω2H)− 2iαωωH
(1.5)
The dynamical susceptibility is defined as the ratio of transverse magnetization and the
AC magnetic field, as χ⊥ =Msmx/h
0
x. From Eq. (1.5) we can obtain:
χ⊥ =
ωMωH
(ω2H − ω2) + 2iαωωH
(1.6)
We can learn a few things from the expression of χ⊥ in Eq. (1.6). First χ⊥ has both real
part χ′⊥ and imaginary part χ
′′
⊥. The existence of imaginary part means the consumption
of energy which we are able to detect through microwave transmission measurements.
Second when ω = ωH , both the amplitude of χ⊥ and χ
′′
⊥ are maximized while χ
′
⊥ = 0.
The magnetization precession reaches its resonance state (i.e. FMR). Third when α is
small, the amplitude of χ⊥ and χ
′′
⊥ show a Lorentzian-shape peak as a function of ω with
fixed HB, or as a function of HB with fixed ω. This will be discussed in Appendix A).
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The full-width half-maximum linewidth (called linewidth for short throughout the thesis),
can be also calculated. Here we only consider the field-swept situation where the frequency






The first term is proportional to ω. Thus frequency-dependent linewidths measurement
can be used to determine the Gilbert damping coefficient α. The second term µ0∆H0
denotes the inhomogeneous broadening, which may come from the impurities and in-
homogeneities in the ferromagnets causing a local variation of resonance field. µ0∆H0
may also come from two-magnon scattering, when k = 0 magnons have an energy band
degeneracy with k > 0 magnons.
1.2.3 Macrospin model: FM thin film with in-plane HB
One of the characteristics of ferromagnets is the existence of spontaneous magnetization
Ms. It will lead to magnetostatic (dipole-dipole) interactions. In macrospin model, mag-
netostatic interaction manifests itself as demagnetizing field, which is related to the shape
of ferromagnets. In thin film structures, the demagnetizing field is always perpendicular
to the film plane and is proportional to the perpendicular component of magnetization,
as µ0Hdemag = −µ0M⊥. The minus sign means Hdemag is preventing Ms from being
out-of-plane.
We use the Cartesian coordinates in Fig. 1.2, with x̂ẑ axis in the film plane and out-of-
plane ŷ axis. The definitions of HB, hx and m are in the same way as in Section 1.2.2.
The only additional term is the additional demagnetizing field Hdemag = −Msmy =
−Msmye−iωtŷ and thus Heff = HB + hrf +Hdemag. From Eq. (1.1) we can obtain an
expression very similar to Eq. (1.2):



















Following the same mathematics and by taking α as a small amount, we can obtain the
in-plane magnetization expressions corresponding to Eq. (1.5):
mx =
−µ0γh0x(ωH + ωM )
(ω2 − ω20)− 2iαηω
, my =
−iµ0γh0xω
(ω2 − ω20)− 2iαηω
(1.10)









Figure 1.2: Magnetization precession with in-plane HB . The Cartesian coordinates are
denoted. HB is along ẑ axis and hx is along x̂ axis. ŷ axis is perpendicular to the film
plane. m precesses about HB with angular frequency ω






It can be found in Appendix A that the linewidth expression is the same as Eq. (1.8). At
FMR state, it can be found from Eq. (1.10) and (1.11) that my is always smaller than
mx, due to the demagnetizing field restriction. Thus the precession of magnetization is
always elliptical at resonance.
1.2.4 Macrospin model: FM thin film with perpendicular HB
The Cartesian coordinate is shown in Fig. 1.3. Same definition as in Section 1.2.3 except
Hdemag = −Msmz = −Msẑ. Eq. (1.2) becomes:























= µ0(Hres −Ms) (1.13)
The perpendicular Kittel equation is convenient to measure the magnetization and the
g-factor (γ) of magnetic thin films. Again the linewidth expression is the same as Eq.
(1.8).










Figure 1.3: Magnetization precession with perpendicular HB. The Cartesian coordi-
nates are denoted. HB is along ẑ axis and hx is along x̂ axis. m precesses about HB
with angular frequency ω
1.2.5 Macrospin model: angle-dependent FMR
The earliest treatment of angle-dependent FMR condition is by H. Suhl in Ref. [22].
Better versions of formulae can be found in Ref. [23, 24], which is the original references
of this subsection. The total energy per unit volume of magnetization of a film can be
expressed as:




2 θM −K⊥ cos2 θM (1.14)
where, the first, second and third terms represent the Zeeman energy, the demagnetization
energy and the perpendicular anisotropy energy, respectively. K⊥ is the perpendicular
magnetic anisotropy, mainly surface anisotropy in this thesis. θH(M) and ϕH(M) are
the polar and azimuthal angles of the biasing field and magnetization (Fig. 1.4). The
equilibrium values of θH(M) and ϕH(M) are determined by minimizing the total energy in
Eq. (1.14), resulting in ϕH = ϕM and:
sin (2θM ) = (2HB/Meff ) sin (θM − θH) (1.15)



























Figure 1.4: Angle definition for biasing field HB and magnetization Ms. θH,M are the
polar angles. ϕH,M are the azimuthal angles. ẑ axis is perpendicular to the film plane.
where Eab = ∂
2E/∂a∂b. Taking into the energy expression in Eq. (1.14) and the equilib-
rium condition in Eq. (1.15) we can obtain an expression:
ω2/γ2 = µ20H1 ×H2 (1.17)
with: H1 = HB cos (θH − θM )−Meff cos2 θM
H2 = HB cos (θH − θM )−Meff cos (2θM )
In the equation the effective magnetization µ0Meff = µ0Ms−2K⊥/Ms has replaced µ0Ms.
The field H1 is in fact the effective field of HB and demagnetizing field. For this sake Eq.
(1.17) can be rewritten as:
ω2/γ2 = µ20H1 × (H1 +Meff sin2 θM ) (1.18)
Taking in-plane and perpendicular biasing field θH = 0 and π/2 (so θM = θH) Eq. (1.18)
recovers to the Kittel equations Eq. (1.13) and (1.11) with Ms replaced by Meff .
We note that the description of surface anisotropy in Eq. (1.14) is, however, not fully ac-
curate. In reality the surface anisotropy influences the effective magnetization by pinning
the boundary spins and forming a spin wave mode, which will be discussed in Section 1.3.
Nevertheless the expression of Eq. (1.17) is still correct for in-plane and perpendicular
FMR and Eq. (1.14) provides a simple conceptual understanding of surface anisotrpy.










We note that the calculation of d(ω/γ)/dHB needs to consider not only the obvious field
(HB) dependence of ω in Eq. (1.17), but also the hidden dependence of θM on HB. The
latter can be found in Eq. (1.15), assuming θH is an invariant. The full mathematical
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Figure 1.5: Angular dependence of resonance field µ0Hres (left) and linewidth µ0∆H1/2
(right) for frequencies ω/2π = 5, 10 and 15 GHz. The parameters used are: µ0Meff = 1
T, geff = 2.06 and α = 0.01.
expression of Eq. (1.19) is far more complicated than the resonance field expression shown
in Eq. (1.17). Luckily we can use computer to facilitate the numerical calculation.
Fig. 1.5 shows the angular (θH) dependence of resonance field µ0Hres and linewidth
µ0∆H1/2 for a FM thin film with µ0Meff = 1 T, geff = 2.06 and α = 0.01. µ0Hres
reaches its maximum when the biasing field is perpendicular to the film surface (θH = 0
deg) and gradually reduces to its minimum when the biasing field is parallel to the surface
(θH = 90 deg). For µ0∆H1/2 the minimum happens at both perpendicular and parallel
conditions. The maximal points is located at a finite canting angle. The smaller the
frequency is, the larger the maximal value of µ0∆H1/2 will be. When the frequency is less
than 5 GHz, a small deviation from perpendicular biasing field will lead to a significant
resonance field reduction and extremely large linewidth broadening.
1.3 Exchange coupling and spin wave mode in ferromag-
netic resonance
1.3.1 Exchange coupling and exchange field
Besides spontaneous magnetization, another important characteristic of ferromagnets is
the exchange coupling between adjacent spins, also the mechanism that maintains the
magnetization.
In a microscopic picture, two electrons with an asymmetric orbital wave function have
a lower Coulomb interacting energy than that with a symmetric orbital wave function.
Because electrons are fermions, the total wave function should be asymmetric. Thus the
lower-energy state with an asymmetric orbital wave function would have a symmetric
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spin wave function, which means the spins of the two electrons are parallel. The exchange
energy of two spins S1 and S2 can be expressed as:
Eex = −JS1 · S2 (1.20)
where J is the microscopic exchange energy.
In a macroscopic picture, the total exchange energy can be expressed as:
Eex = A
∫
[(∇mx)2 + (∇my)2 + (∇mz)2]dV (1.21)
where A is the exchange stiffness and is proportional to J in Eq. (1.19). The exchange




where M = Msm. Combining Eq. (1.20) and (1.21) and using integration by parts, we





1.3.2 Spin wave modes in bulk FMs
The exchange coupling serves as a spring between two spins. If there is an external disturb-
ing of magnetizations, the spins will precess like a wave. One question is: given a wavenum-
ber k, what would be the precession frequency ω of each spin under a biasing field HB?
To solve this question we can assume a biasing field HB = HB ẑ along ẑ axis. The wave
function of spatial magnetization is assumed to be m = (mxe
−iωt+ik·r,mye
−iωt+ik·r, 1).










where m⊥ is the transverse component of m with respect to the biasing field direction.
Next we need to incorporate Eq. (1.24) as part of the total effective field in the LLG
equation. If we assume that the wavenumber k is parallel to HB, from Eq. (1.1) we can
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obtain the matrix form:





















here we ignore the factor eik·r, which can be cancelled along with e−iωt as in Section 1.2.
Likewise, we can obtain two linear equations similar to Eq. (1.3), as:{
(−iω)mx = [−µ0γ(HB + 2Ak2/µ0Ms) + iαω]my
(−iω)my = −[−µ0γ(HB + 2Ak2/µ0Ms) + iαω]mx
(1.26)







where we ignore the terms including α, which are only small corrections to Eq. (1.26).
The exchange field term serves as an positive effective field along the biasing field, or
more accurately, the direction of the magnetization. The value of the effective field is
proportional to k2. Eq. (1.27) is the dispersion relation of spin waves (magnons).
When the wavenumber k is noncollinear to HB, we need to also consider the induced
magnetic field Hs from spatial magnetization variation. From Maxwell’s equation we are
able to have:
∇ · (Ms +Hs) = 0, ∇×Hs = 0 (1.28)
Here we omit HB, which is a static value and does not change with position. Also we
point out that Hex is an artificial field and cannot be counted by the Maxwell equation.
We can replace the ∇ in (1.28) by k mathematically. Eq. (1.28) indicates that Hs is
parallel to k and opposite to the projection of m⊥ on k. Thus we have:
Hs = −(m⊥ · k̂)k̂ (1.29)
Without exciting field hrf , the total effective field is Heff = HB + Hex + Hs. The























Figure 1.6: Angle alignment for the boundary conditions of standing spin waves. θM
denotes the polar angle of Ms. The axes ẑ
′ is parallel to Ms and x̂
′ and ŷ′ denote the
directions of transverse magnetization components.
where θk is the angle between Ms (HB) and k̂. The effective field 2Ak
2/Ms comes
from the exchange field and the sin2 θk term comes from the induced magnetic field, or
magnetostatic interaction. Again, when k̂ is parallel to m, Eq. (1.29) leads to Hs = 0
and the dispersion equation in Eq. (1.30) is reduced to Eq. (1.27). Note that the sin2 θk
term here is different from that in Eq. (1.18), which comes from the demagnetizing field.
We point out that the dispersion relations derived above are for the simplest cases of
propagating spin waves, where we assume infinite volume without boundary. The key
information is contained in Eq. (1.27) with the effective exchange field term quadratic to
k. The complete discussion of propagating spin waves can be found in Ref. [25]. Next we
will briefly discuss the role of boundary condition in ferromagnetic thin films.
1.3.3 Standing spin wave resonance in FM thin films
In ferromagnetic thin films, it is possible to excite standing spin wave due to the thickness-
direction geometric confinement. At the boundary, the interfacial spins feel exchange in-
teraction from one side, and surface pinning interaction from the other side. The boundary
condition has been firstly discussed by Rado et al.[26] in a perpendicular magnetization
state. Then Soohoo[27] extended the discussion to arbitrary biasing field direction in a
thin film geometry. For a magnetization alignment in Fig. 1.5, The general boundary









2 θMmy′ |z=0(tFM ) = 0 (1.32)
where A is the exchange stiffness, Ks is the surface anisotropy (in mJ/m
2) and tFM is
the film thickness. At the limit of Ks = 0, the boundary spins are fully unpinned. At
the limit of A = 0, the boundary spins are completely pinned. Usually the effect of Ks is
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much weaker than A and we have the unpinned boundary condition. If we simply ignore
Ks, by taking a sinusoidal spatial wave solution, we have:
mx′(y′)(z) = m
0
x′(y′) cos (knz), kn = nπ/tFM (1.33)
In Eq. (1.33) n = 0 represent the uniform mode described by the macrospin model. For





















These two equations are commonly used to understand the spin wave dispersions exper-
imentally measured in ferromagnetic thin films. They reflect the effective exchange field
term shown in Eq. (1.27). By measuring spin wave modes with different thicknesses or
different mode numbers one can easily extract the exchange stiffness constant A.
1.3.4 Surface anisotropy in FM thin films
If we don’t ignore the surface pinning, the boundary condition is complicated. Assuming
a magnetization distribution function of P sin(kz) + Q cos(kz), we can solve Eq. (1.31)





















n. It can be found that the “uniform”
mode (n = 0) is in fact not entirely uniform. A finite wavenumber exists due to the
surface pinning. Here we consider only the cases of perpendicular and in-plane FMR for
simplicity.
Case I: perpendicular FMR (θM = 0)
In this case Eq. (1.36) and (1.37) becomes symmetric and kx0 = k
y
0 = k0. For n = 0
mode, when t and the surface anisotropy is small qx,y0 << 1 and Eq. (1.36), (1.37) can be
approximated as k20 = 2Ks/AtFM . As a result the Kittel equation can be expressed as:
ω
γ
= µ0(Hres −Ms) +
2A
Ms
k20 = µ0(Hres −Meff ) (1.38)
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with Meff = Ms − 4Ks/MstFM . The effective magnetization will be reduced due to
surface anisotropy, inversely proportional to the thickness. This effect is caused by the
excitation of nonuniform spin wave mode due to surface pinning.
Case II: in-plane FMR (θM = π/2)
For n = 0 mode, (kx0 )
2 = −2Ks/AtFM and ky0 = 0 so mx′(z) and my′(z) have different

















≈ µ20Hres (Hres +Meff ) (1.39)
where Meff = Ms − 4Ks/MstFM . The last approximation of Eq. (1.39) indicates that
kx0 and k
y
0 are imaginary wavenumbers, meaning that the spin wave has an exponential
wavefunction instead of sinusoidal one. This has been found true experimentally in Ref.
[30]. Thus for both in-plane and perpendicular FMR experiments the dynamical behaviors
of magnetizations can be described by the same form of Meff . By taking 2Ks = K⊥ one
recovers the expression of Meff in Eq. (1.17).
1.4 Experimental setup for FMR measurements
A widely used technique to measure the FMR of a thin film sample is to place it under
a microwave environment whose AC field component is employed as the driving field
hrf , and to measure the transmission response of microwave which is associated with
the susceptibility of the ferromagnets[31, 32]. In our case we use a coplanar waveguide
(CPW) to expose the microwave to our samples. The usage coplanar waveguide has a few
advantages. i) Coplanar waveguide has a open structure: the plus and minus electrodes
are not fully closed and are in the same plane. It facilitates thin film sample loading. ii)
Because the transmitted microwave is concentrated around the center line, about 2 mm
in size, the response of microwave to FMR is strong. iii) Coplanar waveguide can support
TEM mode in a broad frequency range, usually exceeding 40 GHz. It is important to
be able to measure FMR at multiple frequencies in order to extract the Gilbert damping
accurately. Other examples of waveguides for FMR measurements include rectangular
waveguides, microstrip line, resonance cavity, etc.
The FMR experimental setup can be described in Fig. 1.5. The red lines and arrows de-
note the microwave circuit part, where microwave produced by the rf generator transmits
through the CPW and ends at the crystal detector. Transmitted power is converted to DC
voltage by the crystal detector. At the resonance field, the susceptibility of ferromagnetic






































Figure 1.7: Diagram of FMR measurements (in-plane). The red lines and arrows denote
the microwave circuit to introduce rf dirving field. In the geometry HB is parallel to the
film plane.
sample will change and the power transmission coefficient will also change accordingly.
Usually this change is quite small when the film thickness is in the order of nanometers.
In this case the change in transmitted power can be regarded as linearly dependent on
the susceptibility[31], and measuring power transmission probes the susceptibility of the
material. To increase the signal-to-noise ratio, we modulate the biasing field with a pair
of minor coils between the main electromagnet, avoiding noise away from the modulation
frequency. The modulated transmission signal can be catched by the lock-in amplifier.
The data are then fitted into the derivative of the susceptibility (or its imaginary part)
obtained in Section 1.2. In the case of Fig. 1.5, the biasing field is parallel to the film
plane and the susceptibility should be describe by in-plane situation (Eq. 1.10).
Perpendicular FMR is also performed in the thesis in order to provide two-magnon
scattering[33, 34] compared with in-plane FMR. The biasing field need to be perpen-
dicular to the sample plane and the CPW. Both polar and azimuthal angles need to be
finely adjusted in order to prevent large misalignment linewidth broadenings. Fig. 1.6
shows the experimental setup for perpendicular FMR. By rotating the CPW by 90 degree
it can also conduct in-plane FMR.
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Figure 1.8: Photo pictures of FMR setup (perpendicular). Left : electromagnet. Right
top: coplaner waveguide with sample mounted. Right bottom: waveguide and gauss probe
between the electromagnet.
Chapter 2
Single-domain shape anisotropy in
near-macroscopic Ni80Fe20
thin-film rectangles
2.1 Background of shape anisotropy, and the shape anisotropy
Shape anisotropy describes the anisotropy of demagnetizing field due to shape confine-
ment. It provides a convenient technique to manipulate magnetization alignment and to
produce effective field to specific directions. With the ease to control the geometry of
thin film samples using photolithography or electron-beam lithography, shape anisotropy
is much easier to engineer while it is usually hard to control the crystalline structure
of materials for the sake of magnetocrystalline anisotropy. The existence of permanent
magnetization in ferromagnets enables shape anisotropy even at zero biasing field. This
is important for industrial applications, where it is usually hard to apply an external field
on devices in practice.
Nevertheless shape anisotropy also has its drawbacks. The demagnetizing field generated
by shape is not uniform (only true for spheres and ellipsoids), which might introduce local
magnetization inhomogeneity. For nano-scale spintronics devices such as magnetic tunnel
junctions (MTJs), shape anisotropy sometimes leads to unwanted dipole interferences to
magnetoresistance (MR) behaviors. Thus a good understanding of shape anisotropy is
important for the nano-device application of spintronics.
Because we only consider thin film structures in the thesis, the shape anisotropy mentioned
here is specifically for in-plane anisotropy while perpendicular direction is obviously a
hard axis for thin films. Various types of anisotropies can be produced by shape, with
17
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Figure 2.1: Geometry and Cartesian axes of rectangular stripe. a, b and c denote the
long edge, short edge and thickness, respectively. The angle θ is defined as the angle
between Ms and the short axis. The induced magnetic charges are denoted by “+” and
“-”.
examples of uniaxial (rectangular stripes[35, 36], ellipsoids[37], nanowires[38], etc.) or
multi-folds[39, 40]. Here we only focus on rectangular stripes, which is the most simple
case. Shape anisotropy in rectangular stripes provide a uniaxial anisotropy with easy
axis along the long edge. It has the same energy form as induced anisotropy in alloys
and quadratic magnetocrystalline anisotropy and thus able to compete with those two
crystalline-structure-related effects (see Appendix B for more information about uniaxial
anisotropy).
The incentive of the study in this chapter is to realize MTJ-based magnetic field sensor on
chips in a project collaborated with Prof. Shepard’s group in department of Electrical En-
ginnering. After deposition and field annealing of CoFeB/MgO/CoFeB-based MTJs[41],
the easy axes of the pinned layer and the free layer are parallel. By applying external field
along the easy axis, a step-MR change will show up due to the switching of the free layer
while for sensor application a gradual and sloped MR curve is desired. To make advantage
of shape anisotropy, one could pattern the MTJ device so that the shape-dominated easy
axis is perpendicular to the easy axis induced by field annealing. The hard-axis behavior
of the free layer magnetization is linear to the external field, qualified to be a sensor.
Because the pinned layer feels a strong effective field (∼ 500 Oe), the shape anisotropy,
enough to switch the easy axis of the free layer (∼ 20 Oe), is still much smaller and does
not influence the anisotropy of the pinned layer. One may ask why not put the hard axis
parallel to the sensed field? The answer is that as there are two different field points for
one MR value, it is technically hard to determine which one is the right field.
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2.2 Demagnetizing field and demagnetizing factor in rect-
angular stripes
2.2.1 Definitions of demagnetizing field and demagnetizing factor
Consider a rectangular stripe shown in Fig. 2.1. We use the macrospin assumption with
which the (in-plane) magnetization can be represented by one unit vector m. We use θ
to denote the angle between m and the short axis. With a permanent magnetization,
there will be magnetic charges induced on the edges of the stripes, shown in the figure.
The induced magnetic charges will then produce a demagnetizing magnetic field HD
opposing the magnetization. Phenomenologically HD can be expressed by the product of















where the minus sign indicates that HD is in the opposite direction to Ms. It can be
proved that the matrix N is a symmetric matrix (Nij = Nji) under the macrospin model.
Another obvious conclusion is Nyy = 1 in thin film limit (b << a, c). For the case of in-
plane magnetization, we simply have My = HD,y = 0. Because we choose the symmetric
coordinate with x̂ and ẑ along the two rectangle edges, we find Nxz = Nzx = 0. Thus Eq.













Here Nxx and Nzz are functions of geometry.
Now let’s only consider the effect of demagnetizing field. The total magnetostatic energy























s (Nzz −Nxx) sin2 θ
(2.3)
From Eq. (2.3) we find: i) the in-plane magnetostatic energy creates a uniaxial anisotropy,
along x̂ or ẑ axis; ii) The direction of easy axis is determined by the sign of Nzz − Nxx.
For example, if we have a > c in Fig. 2.1, then Nzz > Nxx and the easy axis is along x̂
axis, pointing towards the long axis.
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2.2.2 Demagnetizing factors: Magnetometric vs Fluxmetric
From Fig. 2.1 we can find that even in the macrospin model the demagnetizing field
is still inhomogeneous across the rectangular stripe. To quantize the macroscopic effect
we need to take the average of the demagnetizing field. For a rectangular stripe there
are two routines of averaging the demagnetizing field, which have been formulated by
Aharoni[42, 43].
The first routine is called the magnetometric (volume-metric) demagnetizing factor Nm,
where the averaging takes place in the whole volume assuming uniform magnetization. It
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The second routine is the fluxmetric demagnetizing factor Nf , where only the demagne-
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(2.5)
In Eq. (2.4) and (2.5) the values of Nm and Nf denote the matrix element Nzz in Fig.
2.1, and it is not hard to find that a and b are symmetric in the two equations. The
magnetometric formula has been generally accepted as the right equation to describe
the demagnetizing factor in a rectangular prism, while the role of fluxmetric formula is
regarded as the minimum field to saturate the central region of the rectangular prism. We
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note that although the two formulae are complicated, they are still much simpler than
considering the spatial magnetization distribution and applying finite element simulation.
In practice, we want to design a shape with anisotropy closely described by the macrospin
model even with small external field. It is well-known that for ellipsoidal particles < 1
µm in size a quasi-single domain state can be realized with uniform anisotropy field. For
larger patterned ferromagnetic thin-film elements, domain formation is thought to limit
the effectiveness of shape anisotropy. We would ask ourselves: how well can the macrospin
model work with a structure with dimensions > 1 µm? One choice is to fabricate rectan-
gular stripes with large in-plane aspect ratio, with a >> c in Fig. 2.1. The advantage of
narrow stripe over comparable a and c is that the easy axis is well-defined along a axis
and the inhomogeneity along a axis is minimized. The only inhomogeneity comes from
the short (c) axis. In the case of narrow rectangular stripe, large difference exists be-
tween the magnetometric and fluxmetric demagnetizing factors[44]. The magnetometric
demagnetizing field is closer to the field which would saturate the whole film. However
in practice the fluxmetric demagnetizing field may be sufficient to saturate most of the
magnetization in a narrow rectangular stripe.
We would conclude this section by raising two questions: 1. Are we able to manipulate
anisotropy by shape as a macrospin in large dimensions? 2. what is the proper formula of
demagnetizing factor in such a large size, between magnetometric and fluxmetric forms?
The rest of this chapter will explore the two issues experimentally.
2.3 Sample fabrication
The experimental work has been published in Ref. [45]. Patterned Py films (Ni80Fe20)
were deposited on Si substrates using magnetron sputtering with ultra-high vacuum
(UHV) better than 3×10−9 Torr. The layer structure of the films was Si/SiO2 sub-
strate/ Ta(5 nm)/ Ni80Fe20(40 nm)/ Ta(3 nm). Laser-direct-write photolithography was
used to fabricate rectangular stripe patterns, shown in Fig. 2.2. We choose the short di-
mensions to be from 10 to 150 µm, which is convenient by the Heidelberg laser writer with
a resolution of 1 µm in the clean room of Columbia University. The long dimensions are
selected to be much larger than the corresponding short demensions (10 to 20 times). The
thickness of the patterned films is 40 nm in order to produce observable shape anisotropy
field. All the patterns are written on one Si substrate and deposited at the same time,
eliminating the possibility of having different sample qualities. A 1500 µm × 1500 µm
square was used as the unpatterned comparison.
















Figure 2.2: (a,b) Patterned Ni80Fe20 stripe arrays with short dimensions ranging from
10 µm to 150 µm. The distances between adjacent stripes are the same as their widths.
(c) Definition of Cartesian coordinates and the dimensions. From Li Yi, et al.[45]
In addition, we have introduced induced magnetic anisotropy using an in-situ quadrupole
electromagnet setup inside the sputtering chamber[46]. Induced anisotropy, commonly
observed in metallic ferromagnetic alloys, is also a uniaxial anisotropy and has the same
form of energy in Eq. (2.3). By involving two different uniaxial anisotropy, we expect to
see the transition of induced-anisotropy-defined easy axis to shape-anisotropy-dominated
hard axis. Experimentally a rotating field of HI = 150 Oe was applied in phase to
the rotating sample holder at 0.25 Hz during sputtering. The Py films were deposited
together on two identically patterned substrates. The first substrate, denoted as “Py-
parallel” (PP), was oriented such that HI is parallel to the long axes of the elements. The
second substrate, “Py-orthogonal” (PO), has the orthogonal orientation. The films were
post-annealed at 250 ◦C in vacuum of 10−6 Torr for 1 h under a field of 4.0 kOe along the
deposition field to strengthen the induced anisotropy.
The selection of fabricating rectangular stripes in dense arrays is to gain sufficient signal
in either MOKE (defined in Section 2.5) or FMR. Table 2.1 lists all the dimensions for
the arrays. Numbers with decimals are measured by optical microscope, which are close
to the nominal values. The displacements of adjacent rectangular stripes in the array are
equal to their width c (except for c = 150 µm) along the short axis, and fixed to 100 µm
along the long axis.
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array b c a
Py-parallel Py-orthogonal
“10 µm” 10.6 µm 10.4 µm 200 µm
“12 µm” 12.5 µm 12.4 µm 200 µm
“15 µm” 15.7 µm 15.7 µm 200 µm
“20 µm” 40 nm 18.5 µm 19.0 µm 400 µm
“30 µm” 29.0 µm 30.4 µm 400 µm
“60 µm” 58.8 µm 58.9 µm 400 µm
“150 µm” 150.8 µm 149.8 µm 1187.0 µm
“1200 µm” 1200 µm 1200 µm 1200 µm
Table 2.1: Dimension of the patterned elements. Numbers with decimals are measured
by optical microscope
2.4 Macrospin model prediction of shape anisotropy
Knowing the dimensions of the arrays, we are able to calculate the theoretical prediction
of demagnetizing fields. In Fig. 2.3 the demagnetizing factor Nm and Nf , calculated from
Eq. (2.4) and (2.5), are plotted as a function of 1/c, where c ranges from 5 to 100 nm.
The thickness b = 40 nm. The aspect ratio a/c = 20 for solid data points and a/c = 10 for
cross data points, corresponding to the upper and lower limits in Table 2.1. The selection
of different aspect ratios is for the convenience of fabrication design. It can be found in
Fig. 2.3 that the difference of both demagnetizing factors between a/c = 10 and a/c = 20
are tiny for the dimensions in question. The ratio of Nm and Nf are plotted as a function
of 1/c in the inset of Fig. 2.3. They differ by a factor of 3 to 4 in those dimensions,
which is a significant amount of error if shape anisotropy is applied to produce a desired
anisotropy field.
When the dimensions satisfy b << a, c, usually valid for thin film patterns, the fluxmetric






4a2 + c2 − c) ≈ b
ac
(2a− c) (2.6)
The second approximation is valid when the in-plane aspect ratio is large (a >> c). In
Fig. 2.3 Nfs is also plotted in blue line for a/c = 20, indistinguishable with Nf . We did
not find any convenient approximation for the expression of Nm.
Besides the demagnetizing field within a rectangular stripe, the stray fields from other
stripes in the array also contribute to the effective demagnetizing field, especially when
the rectangle elements are close to each other. Assuming uniform magnetization along
the short (c) axis, the stray field Hs can be calculated by integrating the fields from all
the magnetic free poles in the array (See Appendix C for details). We can also define the
stray field demagnetizing factor Ns by Hs = −MsNs, similar to Eq. (2.2).
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Figure 2.3: Comparison of Nm, Nf and Nfs in the thin-film limit and at large aspect
ratio. Note the large divergence between Nm and Nf for wide samples (c > 5 µm). Inset:
ratio of Nm to Nf . From Li Yi, et al.[45]
Experimentally only the difference of Nx and Nz (Fig. 2.1) can be measured, although
Nz is much larger than Nx for Nm, Nf and Ns. We list the calculated values of ∆Nm,
∆Nf and ∆Ns, defined as the difference between ẑ and x̂ axis, along with Nm,z, Nf,z and
Ns,z in Table 2.2. We can learn that the x̂ component of different demagnetizing factors
are small in narrow stripe arrays.
array Nm,z ∆Nm Nf,z ∆Nf Ns,z ∆Ns
“10 µm” 0.00886 0.00829 0.00246 0.00245 0.00052 0.00056
“12 µm” 0.00757 0.00709 0.00205 0.00204 0.00043 0.00047
“15 µm” 0.00625 0.00585 0.00164 0.00163 0.00034 0.00038
“20 µm” 0.00487 0.00456 0.00123 0.00123 0.00025 0.00027
“30 µm” 0.00342 0.00320 0.00082 0.00082 0.00016 0.00018
“60 µm” 0.00186 0.00173 0.00041 0.00041 0.00007 0.00008
“150 µm” 0.00082 0.00077 0.00016 0.00016 0.00006 0.00007
“1200 µm” 0 0 0 0 0 0
Table 2.2: Dimension of the patterned elements. Numbers with decimals are measured
by optical microscope
In our sample, Py-orthogonal and Py-parallel, a small induced uniaxial anisotropy is
also introduced with anisotropy field Hk0. In Py-orthogonal the two anisotropies are
orthogonal. If the demagnetizing field is dominant, the hard axis will be along the short
axis of rectangular stripes, with the total anisotropy field Hk = HD − Hk0. Here HD
is the demagnetizing field. As the shape dimension evolves, we expect Hk to go from
negative (HD < Hk0) to positive(HD < Hk0), indicating a transition from easy axis to
hard axis. In Py-parallel the two uniaxial anisotropies add to each other, resulting in a






















Figure 2.4: Schematic setup of MOKE.
total anisotropy field Hk = HD + Hk0. We then expect a constant hard axis along the
short axis, with increasing anisotropy field as the widths of stripes are reduced.
2.5 Static low-field characterization: magnetic optical Kerr
effect(MOKE)
Fig. 2.4 demonstrate the schematics of magnetic optical Kerr effect (MOKE) setup.
Polarized laser beam (He-Ne type, red light) is incident onto the film plane of the sample.
The reflected beam is detected by a crystal detector (diode) behind another polarizer.
The linear polarization directions of the two polarizers are adjusted to be perpendicular.
If the sample is nonmagnetic, the laser intensity arriving at the diode would be zero.
When there is magnetization in the sample which is parallel to the incident plane (the
plane containing the laser beam and the surface normal), the Kerr effect will rotate the
polarization of the incident laser by an angle proportional to the total magnetic moments
experienced by the reflected laser. As a result some of the laser will be able to pass
the second polarizer and the laser intensity measured by the diode probes the relative
magnetization component in the laser incident plane. To be able to discriminate such
a small signal, we introduce a photoelastic modulator in the optical path, which can
rotate the polarization of the incidental beam by a small angle (due to double reflection
effect). By applying an external modulation voltage of a few kilohertz, the thickness of
the modulator will change by the modulation frequency. The transmission signal will also
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Figure 2.5: MOKE hysteresis loop for the 1500 µm × 1500 µm Py pattern in Py-parallel
series. The coercivity field Hc = 1.3 Oe and saturation field Hk = 3.7 Oe.
have an AC component and can be picked up by a lock-in amplifier. The biasing field HB
is provided by a customized electromagnet and is parallel to the incident plane and the
sample surface plane. Thus we are able to measure the field response of the magnetization
in the sample (hysteresis loop).
The MOKE hysteresis loops of the largest Py element (1500 µm × 1500 µm) in Py-
parallel series are shown in Fig. 2.5. Easy-axis behavior is found (blue loop) by applying
HB parallel to the induced anisotropy direction, with coercive field Hc = 1.3 Oe. 90
degrees away a quasi-hard-axis evolution (green loop) is measured. The imperfection may
come from the domain formation during field-magnetizing process. The anisotropy field
Hk0 is determined by fitting the loop as an ideal linear slope and obtaining the intersection
field of the slope and the full saturation state. We find Hk0 = 3.7 Oe. For Py-orthogonal
series the 1500 µm pattern results in the same value of Hc and Hk0, as expected because
they are from the same deposition experiment.
The hysteresis loops of the patterned rectangular stripes are shown in Fig. 2.6 for Py-
orthogonal and Py-parallel series, with biasing field along the short axis. As expected,
the M-H loop behavior in Py-orthogonal starts as easy axis in 1500 µm pattern. As the
dimension is reduced, the hysteresis loop becomes hard axis type with linear magnetizing
characteristic. The Hk also increases as the widths of rectangular stripes go down, due
to the enhancement of demagnetizing factors. Similar behaviors are found in Py-parallel,
except that the M-H loops are alway hard-axis type.
Next we can extract the Hk for all the hysteresis loops and plot them together with
theoretical predictions of magnetometric and fluxmetric demagnetizing factors, as shown
in Fig. 2.7. We choose 1/c to be the x̂ label for plotting convenience. In the figure the
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Figure 2.6: MOKE hysteresis loop for (a) Py-orthogonal and (b) Py-parallel.
dashed and dotted curves are theoretical reproduction of Hk by:
Hk = ±Hk0 + (∆Ni −∆Ns)Ms (2.7)
where ∆Ni denotes ∆Nm for magnetometric case and ∆Nf for fluxmetric case. The
sign before Hk0 is plus for Py-parallel series (blue) and minus for Py-orthogonal series
(red). From Fig. 2.5 we have Hk0 = 3.7 Oe. The value of Ms is determine by FMR
measurement, as µ0Ms = 0.948 T (SI unit), or Ms = 9480 Oe (cgs unit), which will
be discussed in Section 2.6. From Fig. 2.7 we find that the experiments are close to
fluxmetric prediction and far away from magnetometric prediction. The data indicates
that the low field magnetization behavior can be approximated by the macrospin model,
with fluxmetric demagnetizing field playing the central role of shape anisotropy. By taking
Hk0 and Ms as the fitting parameter to the fluxmetric demagnetizing factor in Eq. (2.7),
we find µ0Ms = 1.17 T, Hk0 = 4.5 Oe for Py-parallel series and -2.3 Oe for Py-orthogonal
series. The value of fitted µ0Ms is 23% larger than the FMR value of 0.948 T. From
Table 2.2, we find ∆Ns is about 20% of ∆Nf . In the form of error in ∆Nf , we have
23%×(1 − 20%) = 18%, meaning that the actual demagnetizing factor is 18% greater
than ∆Nf . The value of Hk0 is close to 3.7 Oe for Py-parallel but with an opposite sign
for Py-orthogonal. This is due to the domain wall movement rather than domain rotation
and has been discovered also in patterned spin valves[47].
2.6 Dynamical high-field characterization: FMR
In-plane FMR were conducted on each array, with biasing field HB parallel to the short
axis as well as the long axis (Fig. 2.8). The Kittel equation with demagnetizing factors
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Figure 2.7: Static Hk measured by MOKE as a function of 1/c, compared with Nm
(dashed curves) and Nf (dotted curves) predictions taking µ0Ms = 0.948 T (from FMR
measurements) and Hk0 = 3.7 Oe. The solid curves are fits to Nf in Eq. (2.7) taking
µ0Ms and Hk0 as free parameters. From Li Yi, et al.[45]




= µ20(Hres ±Hk0 − (N1 −N2)Ms)(Hres ±Hk − (N1 −N3)Ms) (2.8)
where N1 denotes the demagnetizing factor along the field axis and N2, N3 for the other
two perpendicular axes. Hk0 is the induced anisotropy. The sign before Hk0 is positive
when HB ∥ easy axis of the induced anisotropy, and negative when HB ∥ hard axis. We
take the geometry shown in Fig. 2.1. When HB is along the long (x̂) axis, N1 = Nx,
N2 = Nz and N3 = Ny = 1. When HB is along the short (ẑ) axis, N1 = Ny, N2 = Nx
and N3 = Ny = 1. If we take the example of Py-orthogonal where the induced anisotropy












res +Hk0 −HD,z +Ms)(Hzres +Hk0 −HD,z +HD,x) (2.10)




= µ20(Hres +HA +Meff )(Hres +HA) (2.11)
with ∆HD = HD,z−HD,x. For Eq. (2.9), the total anisotropy field HxA = ∆HD−Hk0 and
Mxeff =Ms−HD,z. For Eq. (2.10) HzA = −∆HD+Hk0 and M zeff =Ms−HD,x. In FMR







Figure 2.8: Main panel: FMR data for Py-orthogonal, 10 µm array. Squares stand for
HB ∥ ẑ. Triangles stand for HB ∥ x̂. Lines are fits to Eq. (2.11). Inset: lineshape for 26
GHz, with HB ∥ ẑ
experiments we want to extract HA and compare with the predictions of magnetometric
and fluxmetric demagnetizing factors.
The FMR data for Py-orthogonal 10 µm array are shown in Fig. 2.8. Good lineshapes can
be obtained up to 26 GHz (inset). Resonance field Hres as a function of f
2 are plotted
in the main panel with HB along x̂ and ẑ axes. A small difference in Hres shows the
existence of uniaxial anisotropy. The data for the two field orientations are fitted into
the general form in Eq. (2.11) and two HA can be extracted. Ideally they should be
equal in amplitude and opposite in sign. In practice there is a constant shift of HA due
to the small inaccuracy of geff and Meff . To cancel this term we take the difference,
∆HA = H
x
A − HzA, for the effective anisotropy. We obtain ∆HA/2 = ∆HD − Hk0 for
Py-orthogonal and ∆HA/2 = ∆HD +Hk0 for Py-parallel.
In Fig. 2.9 we plot the experimental ∆HA/2 for Py-orthogonal (red circles) and Py-
parallel (blue circles) as a function of 1/c. We also plot the theoretical prediction of
magnetometric (dashed curves) and fluxmetric (dotted curves) demagnetizing factors with
the formulae same as Eq. (2.7)1:
∆HA/2 = ±Hk0 + (∆Ni −∆Ns)Ms (2.12)
with Hk in Eq. (2.7) replaced by ∆HA/2. Again the sign before Hk0 is plus for Py-parallel
series (blue) and minus for Py-orthogonal series (red). Taking Hk0 = 3.7 Oe and Ms =
1We note that in the JAP paper there is an error: an additional factor of 1/2 is added before ∆Ns.
The correct form should be without 1/2
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Figure 2.9: Dynamic plots of ∆HA/2 measured by FMR as a function of 1/c, compared
with Nm (dashed lines) and Nf (dotted lines) prediction taking µ0Ms = 0.948 T and
Hk0 = 3.7 Oe. The solid curves are fits to Nf in Eq. (2.12) taking µ0Ms and Hk0 as free
parameters. From Li Yi, et al.[45]
9480 Oe, the predictions are the same as in Fig. 2.7. Here the value ofMs is extracted from
the 1500 µm × 1500 µm pattern FMR data. We find again that the experimental data
are close to the fluxmetric prediction and far away from the magnetometric prediction.
Similar to Section 2.5, we fit the experimental values of ∆HA/2 into Eq. (2.12) taking Hk0
and Ms as the fitting parameters. The fitting results are: µ0Ms = 1.25 T, Hk0 = 2.9 Oe
for Py-orthogonal and 4.8 Oe for Py-parallel. µ0Ms is 31% larger than the unpatterned
value. In the form of error in ∆Nf it is 31%× (1− 20%) = 25% larger. The values of Hk0
are both close to expected value of 3.7 Oe from MOKE measurements.
2.7 Dominant fluxmetric demagnetizing field
From the experiments we find that the fluxmetric demagnetizing field is the dominant
demagnetizing field. To have a better understanding of the results, we show the spatial
demagnetizing field distribution HzD for a narrow rectangular stripe in Fig. 2.10. It can
be found that HzD is almost invariant along the ẑ axis, which is expected. Along the x̂
axis there is a gradient of HzD, with its valley at z = 0. The fluxmetric demagnetizing
field is the average of HzD for z = 0, which is the lower bound of demagnetizing field. The
magnetometric demagnetizing field accounts for the whole volume. From Fig. 2.10 we
can easily find that Nm can be much larger than Nf .
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Figure 2.10: Demagnetizing field distribution in 10×200 µm2 rectangular stripe. a =
200 µm, c = 10 µm, b = 40 nm. µ0Ms = 0.948 T. The stripe is magnetized along the
short (ĉ) axis.
The fact that the experimental demagnetizing field is greater that Nf prediction by 20%
in MOKE and 25% in FMR indicates an active area that contributes to the magnetization
behaviors. We can take the active area as a rectangular area in Fig. 2.10 extending along
the x̂ axis and centered at z = 0. The average of demagnetizing field HzD in the active
area accounts for the additional ∼ 20% field from the fluxmetric value. By calculation we
find that the active area is 70% of the total area in the rectangular stripe. The rest 30%
of the magnetization may not take part in the magnetization behaviors: in MOKE they
are very hard to be saturated, and in FMR they contribute resonance signals far away
from the main peak and cannot be detected.
2.8 Conclusion
In summary, we have measured the static (MOKE) and dynamical (FMR) magnetization
response in photolithographically patterned rectangular stripe arrays of Py with short
lateral dimension ranging from 10 µm to 150 µm. We are able to produce a demagnetizing
field of ∼ 20 Oe in 10 µm-wide Py stripes by shape anisotropy, independent of induced
anisotropy in the material. MOKE and FMR measurements show that the demagnetizing
field is well-described by the macrospin model using the fluxmetric demagnetizing factor.
More importantly, we show that the fluxmetric demagnetizing factor[42] provide a superior
description of the anisotropy compared with the magnetometric demagnetizing factor[43],
which is shown to disagree with the data by a factor of four in narrow rectangular stripes.
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Our results indicate that only the magnetization near the center of the narrower dimension
in rectangular stripes contributes to the hysteresis loops in MOKE and dynamics in FMR.
The study of shape anisotropy is of great technical importance. It provides lithographic
control of anisotropy in addition to material-related mechanisms of induced anisotropy
and exchange bias. In Py, which is very soft (Hk ∼ 3 Oe), shape anisotropy is sufficient to
rotate the direction of easy axis, which enables the realization of perpendicular alignment
between magnetizations of two ferromagnetic layers. A 90◦ of magnetization is important
for linear magnetoresistance dependence on biasing field in a magnetoresistive sensor.
Shape anisotropy also adds an additional energy term similar to the induced anisotropy
which can stabilize the magnetization against thermal switching. This is useful in the
design of nanometer devices. When the short lateral dimension is on the same order as
the thickness, the demagnetizing field can be on the same order as the magnetization (a
few thousand Gauss), posing a significant influence to the magnetic properties of devices.
The importance of our study of shape anisotropy is that we have found a suitablemacrospin
model of the fluxmetric demagnetizing factor to describe the magnetization behavior of
narrow ferromagnetic rectangular stripes. Using the macrospin model, it is much easier
to design and evaluate the device response without considering more complicated spatial
magnetization gradients and domain structures. Compared with ellipsoids for which an-
alytical expressions of demagnetizing field are well-understood, narrow stripes are much
easier to fabricate and commonly used in spintronics experiments such as nonlocal spin
waves and spin Hall effect[19] and domain wall motions[48].
Chapter 3
Inertial Terms to Magnetization
Dynamics above 200 GHz
3.1 Modification of the LLG equation by inertial term
One important application of ferromagnetic materials is to serve as devices for record-
ing and data storage in the form of random access memory (RAM). As researchers are
constantly looking for faster recording techniques, a fast magnetization switching is nec-
essary. In current-induced magnetization switching[12, 13], the switching time is typically
in the range of nanosecond[14]. In optical magnetic switching, the magnetization can be
switched by strong magnetic pulse with a few picoseconds duration[49, 50]. The employ-
ment of circularly polarized laser pulse further reduces the switching time to femtosecond
scale[51, 52]. Accompanied by the booming of ultrafast opto-magnetic (demagnetization)
experiments during the last 10-15 years[53, 54, 55, 56], femtosecond-resolution temporal
observation of magnetization dynamics start to be realistic. As a result, knowledge of
magnetization dynamics at ultrahigh frequency is in desire.
A feature from the LLG equation is that the magnetization dynamics is inertialess. This
is to say the magnetization evolve without memory of its prior motion and responds
instantaneous to the external field. To demonstrate this property, we can re-formulate
the LLG equation equivalently to the Landau-Lifshitz (LL) form, as:
dm
dt
= −µ0γ∗[m×Heff + αm× (m×Heff )] (3.1)
where γ∗ = γ/(1 + α2). Usually the Gilbert damping α << 1 so γ∗ ≈ γ. In Eq. (3.1) the
right side does not depend on time derivative. The velocity of magnetization motion is
solely determined by the present magnetization state and the effective field.
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Nevertherless, at extremely high frequency, this statement may no longer hold. As pointed
out by Ciornai et al. and Fahnle et al.[57, 58, 59], followed by other theoreticians[60, 61],
the absence of memory effects is questionable for magnetization dynamics at very high
frequencies. In metallic ferromagnets, the electrons which comprise the magnetization
themselves possess inertia, expressed through a finite lifetime τ and cannot repopulate
themselves infinitely quickly. These authors have proposed that Eq. (3.1) should be
amended to include an inertial term:
dm
dt




where the additional nonlinear term ατm×d2m/d2t is second-order in time. It is straight
forward to show that this inertial term leads to an effective field H ′eff = −αω2τ/γ,
quadratic in frequency, which acts on magnetization dynamics. Thus compared with
ferromagnetic resonance (FMR) experiments at 30 GHz, the magnitude of the effective
field due to inertial effects will be 100 times stronger at 300 GHz.
We note that there are two different types of “inertia” terms being proposed theoretically.
The first is introduced by the finite rotational moment of inertia I1 in electrons, which









here the minus before γ is due to the fact that the electron charge is negative. Taking the





= m×Heff + αm× (m×Heff ) (3.4)
we recover Eq. (3.2) with τ = γI1/αMs. An estimation of τ ∼ 1 fs has been reported
based on the orbital moment of inertia of electrons[62].
The second type of inertia is led by the finite relaxation time of imbalanced spin-dependent
Bloch states[58, 59]. Due to spin-orbital interaction, the spin-dependent electronic band
structure is coupled with instantaneous magnetization direction. As the magnetization
precesses, the electron distribution is out of equilibrium due to their inertia to stay at the
previous equilibrium states. The behavior of nonequilibrium electron relaxation resembles
particles with effective linear momentum[63].
According to the models, both inertia terms generate a second-order time derivative with
different signs: the rotational inertia softens the resonance frequency while the linear
inertia stiffens the resonance frequency.
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Figure 3.1: Diagram of high-field electron paramagnetic resonance chamber.
There are two aims of this study: 1. to identify the existence of this quadratic nonlinear
term to the LLG equation; 2. to reveal the dominant inertial term at ultrahigh frequency.
In the following sections we will experimentally show (via resonance field) that, the answer
to the first question is yes and the answer to the second question is the linear inertial
terms from spin-dependent Bloch state repopulation[1]. Then we will discuss in details
the physical model of Bloch state repopulation process and its influence onto the Gilbert
damping (via linewidth), which we have also observed at high frequency.
3.2 High-field electron paramagnetic resonance setup
In order to measure FMR above 100 GHz, we make use of the high-field electron param-
agnetic resonance (HF-EPR) setup[64] in LNCMI-G/CNRS, Grenoble. Figure 3.1 shows
the diagram of the HF-EPR chamber. The central parts for measurements are the sample
holder blade (10), superconductive coil (9) and modulation coil (8). The sample (7) is
located at the end of the blade, in the center of the superconductive coil (not in the figure
for the purpose of clear demonstration) providing DC biasing field up to 16 T. Every-
thing else is for cooling down the superconductive coil by liquid helium (LHe), as well as
controlling the temperature of the sample.
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The microwave source is a 115 GHz board generator, with frequency doubler or tripler in
front of the generator to produce higher frequencies. The generated microwave is trans-
mitted into the chamber through a quasi-optical bridge instead of confined waveguide.
The microwave is then reflected by the sample plane, part of which being absorbed. A
bolometer is used as the detector, transforming the microwave power into DC voltage.
The absorption signal can be picked up by using a lock-in amplifier, same as in FMR
setup introduced in Section 1.4.
The HF-EPR is designed for the measurement of paramagnetic molecules. Usually a big
amount of sample is put into the sample holder and the absorption signal is strong. For
ferromagnetic thin films, the thickness is in the scale of nanometers and the net amount
experiencing the microwave is much smaller. We are able to measure ferromagnetic thin
films greater than 6 nm. For thinner films no signals are observed.
The temperature of sample is controlled by two channels: 1. liquid He (LHe) flows from
the LHe chamber (3) to the variable temperature insert (5) through the needle pipe (6)
to cool down the sample; 2. a smaller heating resistor (not shown) inside the variable
temperature insert to heat up the sample. By controlling the LHe flow and the heating
power, the temperature can be adjusted. However the heat transfer from the resistor to
the sample is through the He gas, which means finite LHe flow is needed in order to heat
up the sample. Thus it is very hard to keep the temperature high. In the experiment, the
highest reachable temperature is 273-280 K, a little lower than room temperature.
Compared with CPW-based FMR, one disadvantage is that the alignment of samples
cannot be adjusted. For CPW-based FMR both the azimuthal and polar angle of the
CPW can be adjusted to optimize the sample alignment perpendicular to the biasing field,
with an accuracy of < 0.2◦. For HF-EPR the samples cannot be aligned independently
of mounting. It will be shown later that the Py 06 nm sample is estimated to have
a misalignment angle of ∼ 6◦ while other samples do not show obvious misalignment.
Because it is hard to accurately determine the misalignment angle experimentally, we
take the misalignments as errorbars only.
3.3 Samples and FMR measurements
3.3.1 Sample preparation
Py (Ni79Fe21) and Co films are selected for the study. The layer structures are: Si/SiO2/Ta(5
nm)/Cu(5 nm)/Py(t)/Cu(5 nm)/SiO2(5 nm) and Si/SiO2/Ta(5 nm)/Cu(5 nm)/Co(t)/Cu(5
nm)/Ta(3 nm). The Py films are deposited at Columbia University and the Co films are
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deposited at Spintec. The thickness t = 6, 10, 30 nm for Py and t = 6, 10, 15, 30 nm for
Co.
Polycrystalline and epitaxial films are preferable. This is because for the “linear” inertial
effect, the quadratic nonlinear term to the LLG equation is proportional to the Bloch
state lifetime. Since the “rotational” inertial effect is proposed to be a much weaker term,
samples with long Bloch state lifetime is supposed to strengthen the nonlinear effect. Here
the Py films with Ta/Cu seed layer usually exhibit a (111) texture of fcc structure out of
plane. For Co the thickness range of 6-30 nm can also have (0001) texture of hcp structure
out of plane. Films such as CoFeB or CoZrTa with armorphous texture is supposed to
have very weak nonlinear effect with small electron relaxation time.
The thickness is limited by two factors: signal amplitude and eddy current effect (electro-
conductivity effect). In the first case we find that Py films thinner than 6 nm has no signal
in high-field EPR measurement. In the second case it will be shown theoretically that
an effective field also proportional to ω2 can be introduced by finite electric conductivity.
This additional field is proportional to t2. We find that this additional field is negligible
up to t = 30 nm for Py and Co. As a result, the proper thickness range is 6 to 30 nm.
3.3.2 Low-frequency and high-frequency FMR measurements
Perpendicular FMR were carried on the thin-film samples at both low-frequency and high-
frequency ranges. The low-frequency FMR measurements (3-26 GHz) were operated at
Columbia University. The sample normal was aligned with respect to the applied field
by rotating the waveguide with respect to two axes (with < 0.2◦ precision) to maximize
the value of µ0Hres at 3 GHz. The magnetic field was recorded by placing a Gauss probe
close to the sample between the electromagnets. The environment temperature was 25◦
(298 K).
Figure 3.2 shows the low-frequency µ0Hres as a function of ω/2π for Py and Co. Con-
tinuous and dashed lines are fits to the linear Kittel equation ω/γ = µ0(Hres −Meff ).
The top panel shows the fitting residuals, which are randomly distributed within ±1 mT.
Thus we are able to obtain an accurate low-frequency extrapolation relation and probe
the nonlinear deviation at high frequency.
We note that the data in Figure 3.2 are cut below ω/2π = 7 GHz. When the frequency is
low, it is hard to fully saturate the ferromagnetic thin film perpendicular to the surface.
The spins close to the interface feel different dipole field than the spins away from the
interface and are more difficult to be magnetized along the film normal. Figure 3.3 shows
the fitting residuals of the Kittel equation, µ0δHres = µ0(Hres − Hfit), as a function of












Figure 3.2: Low-frequency resonance fields for Py and Co above 6 GHz. Lines and
dashed lines are fits to ω/γ = µ0(Hres − Meff ). The upper panel shows the fitting












Figure 3.3: Low-frequency Kittel equation fitting residuals from 3 to 26 GHz for Py
and Co. The data with ω/2π ≥ 7 GHz are used for the fitting. The vertical red line
indicates ω/2π = 7 GHz. For ω/2π > 7 GHz, |µ0δHres| < 2 mT. For ω/2π < 7 GHz
µ0δHres are significant due to incomplete saturation of the films. From Li, et al.[1]
frequency. The fitted resonance field µ0Hfit are obtained by fitting data to the linear Kittel
equation with ω/2π ≥ 7 GHz, shown by the vertical red line. The choice of the threshold
frequency, 7 GHz, keeps most fitting residuals within ±1 mT above the threshold. When
ω/2π < 7 GHz, the measured resonance field is lower than the fits, indicating that the
ferromagnets are not completely saturated.
The high-frequency FMR were operated on the HF-EPR setup at LNCMI-G with de-
tails discussed in Section 3.2. The frequencies were 115, 230 and 345 GHz. Because
the HF-EPR setup is optimized for low-temperature measurements, it is hard to raise
the temperature to room temperature and at the same time stabilized the temperature.















Figure 3.4: High-frequency FMR field for Co 15 nm. Note the field axis denotes
µ0(H − Hextrapres ). The continuous line shows H − Hextrapres = 0. The solid data points
indicate the resonance field µ0Hres, with fits shown in dashed curve. The amplitude of
ω/2π = 345 GHz is multiplied by 3. From Li, et al.[1]
The temperature for the high-frequency FMR measurements were 273-280 K, slightly
lower than 298 K of low-frequency FMR measurements. This will be compensated by an
independent temperature-dependent FMR at Columbia University.
In order to examine whether there is a resonance field offset at high frequency, we plot
in Fig. 1(b) the high-field FMR lineshapes (average of six measurements) for Co 15 nm,
as a function of µ0(H − Hextrapres ), with µ0Hextrapres the resonance field extrapolated from
low-frequency FMR. The solid circles indicate the resonance field µ0Hres extracted from
the FMR lineshapes for the three frequencies and the dashed lines are fits of the circles
to a linear plus a quadratic nonlinear term to frequency. A negative curvature is found in
the dashed lines. Equivalently, this implies a stiffening of the resonance for fixed field. It
shows that the inertia due to finite spin-dependent Bloch state lifetime[58, 59] dominates
at high frequency. Similar effects are found in other Py and Co films.
3.3.3 Compensation of temperature differences betwen low- and high-
frequency FMR
As discussed, there is a temperature difference between the two FMR experiments by ∼ 20
K, which leads to two major consequences: 1. the effective magnetization µ0Meff will
change; 2. the Gilbert damping coefficient α will change. Here the g-factor, contained
in γ in Eq. (3.1) and (3.2), is treated as independent of temperature. The change in
µ0Meff by 20 K is in the range of 5-10 mT, small compared with its absolute value (∼ 1
T). However this amount is significant compared with the resonance deviation from low
frequency extrapolation shown in Fig. 3.4, which is about 80 mT at ω/2π = 345 GHz for
Co 15 nm. The changes of Gilbert damping by 20 K are ∼ 1% for Py and ∼ 5% for Co.
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(a) (b)
Figure 3.5: Temperature dependent µ0Meff for (a) Py 6-30 nm and (b) Co 6-30 nm,
30-300 K. The continuous curves in (a) are fits to Eq. (3.5). The dashed curves in (b)
are connections of points for eye guide. From Li, et al.[1]
This is a relatively small correction compared with the large errorbars in the data analysis.
Thus we will ignore the damping difference between the two FMR measurements.
We note that the time factor τ of the nonlinear LLG term in Eq. (3.2) may also change
with temperature. However the nonlinear term only appears to be measurable at high-
field FMR. Thus all the results of the nonlinear term in this chapter correspond to the
temperature range of 273-280 K to be precise. It is without substantial difference from
298 K.
The temperature dependent FMR measurements were carried on the same seven samples
with in-plane FMR configuration, using a cryogenic cold head driven by a compressor.
Reflection configuration of CPW measurements was applied. The effective magnetizations
as a function of temperature are shown in Fig. 3.5. For the purpose of quantifying the
magnetization shift from 298 K to 273-280 K, we can simply take a linear interpolation
between 300 K and 150 K for Py (300 K for Co) and the data in Fig 3.5 fulfil this task
pretty well. The temperature THF for the high-field measurements and the increments of
µ0Meff from 298 K to TEPR are shown in Table 3.1. Negative values indicate reduction
of effective magnetization. Those shifts in µ0Meff will be applied in the data analysis.
06 nm 10 nm 15 nm 30 nm
THF (Py) 275 K 275 K - 277 K
THF (Co) 273 K 278 K 275 K 272 K
µ0∆Meff (Py) 6.5 mT 8.0 mT - 6.7 mT
µ0∆Meff (Co) -11.9 mT -10.0 mT -6.5 mT -3.7 mT
Table 3.1: Temperature THF for high-field FMR measurements and the magnetization
shift µ0∆Meff interpolated from Fig. 3.5.
Before going to the next section we can dig a little more information from those tem-
perature dependent magnetizations. According to the Bloch theory[65], the temperature






















Figure 3.6: Deviation of µ0Hres from the linear Kittel equation for (a) Py and (b) Co.
Main panels: µ0Hres|exp−(µ0Meff +ω/γ)|fit in solid data points; α0ω2τ/γ|fit in curved
lines. Meff , γ and τ are the fitting parameters from Eq. (3.6). Upper panels: fitting
residuals of lower panels as a function of frequency. Insets: full plots of µ0Hres and fits
to Eq. (3.6). From Li, et al.[1]











where Tc is the Curie temperature. Eq. (3.5) in principle only describes magnetization
at low temperature. For fcc Py, Tc is around 800 K[66] so 300 K can be treated as low
temperature regime. In Fig. 3.5(a) we tentatively fit the magnetization into Eq. (3.5) to
obtain the continuous curves. The extracted Tc is in the range of 1300-1500 K, higher than
800 K. In another word, as temperature decreases, µ0Meff increases slower than expected.
One possibility is that the surface anisotropy Ks of Py/Cu interface, discussed in Section
1.3.4 which also contribute to µ0Meff , is also temperature dependent. It becomes larger
at lower temperature, adding another reduction to µ0Meff . This effect is much more
significant in Co/Cu interface. The enhancement of Ks dominates the change in µ0Meff ,
which starts to decease with lower temperature, shown in Fig. 3.5(b). The exception is
Co 10 nm at 33 K where µ0Meff suddenly increases which may be related to the sample
quality issue. We will stop here with the findings of temperature dependent Ks, whose
consequence will be discussed elsewhere[67].
3.4 Nonlinear shift in resonance field µ0Hres
To quantify the nonlinear term in the LLG equation, we fit the resonance fields of both
low- and high-frequency FMR measurements together into the linear Kittel equation, plus
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a quadratic term:
µ0Hres = µ0Meff + ω/γ − α0ω2τ/γ (3.6)
taking Meff , γ and τ as fitting parameters. The Gilbert damping coefficients α0 are
extracted by fitting the low-frequency FMR linewidths into µ0∆H1/2 = µ0∆H0+2α0ω/γ,
where µ0∆H0 is the inhomogeneous linewidth. To estimate errorbars for HF-FMR, we
take the scatter of all six measurements into the data sequence.
Figure 3.6 contains the central result of this chapter. We compare the experimental
µ0Hres and the fits as a function of ω/2π, both subtracted by the linear component
(µ0Meff+ω/γ)|fit (main panels): solid data points denote µ0Hres|exp−(µ0Meff+ω/γ)|fit;
curves denote of α0ω
2τ/γ|fit. The fit values are calculated from Eq. (3.6) using the
extracted fitting parameters, which are listed in Table 3.2 with errorbars denoting 3σ of
uncertainty range. The curves lie on the data points nicely within the data scattering,
showing good fits of data to Eq. (3.6). For both Py and Co, the values of τ stay roughly
at the same level between 10-30 nm: ∼ 0.1 ps for Py and ∼ 0.3 ps for Co. Py 6 nm is an
outlier; here a negligible τ is found, as will be discussed.
Sample µ0Meff geff α0 τ(µ0Hres) τ(µ0∆H1/2)
Py 06 nm 0.915 T 2.106 0.0075 ∗0.01±0.06 ps 0.09±0.09 ps
Py 10 nm 0.935 T 2.100 0.0072 0.13±0.03 ps 0.11±0.04 ps
Py 30 nm 0.993 T 2.101 0.0069 0.12±0.05 ps 0.06±0.08 ps
Co 06 nm 1.409 T 2.147 0.0067 0.47±0.08 ps 0.19±0.07 ps
Co 10 nm 1.547 T 2.153 0.0053 0.26±0.09 ps 0.14±0.07 ps
Co 15 nm 1.596 T 2.154 0.0051 0.32±0.03 ps 0.15±0.05 ps
Co 30 nm 1.672 T 2.155 0.0056 0.26±0.05 ps 0.21±0.09 ps
Table 3.2: Fit parameters of experimental resonance fields µ0Hres(ω) to the inertial
term Eq. (2) and linewidths µ0∆H1/2 to Eq. (3) for Py and Co. Values of low-frequency
Gilbert damping α0 are found from linear fits of low-frequency linewidths.
∗Application
of misalignment analysis indicates 0.28 ps; see text for details. From Li, et al.[1]
A primary source of uncertainty may come from sample misalignment in HF-FMR mea-
surements. Given the experimental geometry for HF-FMR, the samples cannot be aligned
independently of mounting. Canting the sample off normal alignment will also lead to
reduced resonance fields in HF-FMR in Eq. (3.6). Misalignment will be manifested as a
linear deviation of µ0Hres|exp − (µ0Meff + ω/γ)|fit at ω/2π < 30 GHz in Fig. 3.6. For
Co samples, the deviations at low frequency are negligible, indicating that Co samples are
well aligned perpendicular to biasing field. For Py the same is true, with the exception
of the 6 nm sample. This sample shows a significant linear deviation at low frequencies
(green circles), indicating that the sample plane may not be perfectly perpendicular to the
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biasing field. According to simulations, shown in Appendix D, such a deviation would be
produced by a misalignment of ∼ 6◦ for Py 06 nm, which will add an additional negative
µ0Hres shift of ∼ 20 mT. It is interesting to note that with this correction, the newly
estimated τ is 0.28 ps in Py 06 nm, consistent with the larger value for Co 6 nm. The
corrections are negligible for other samples.
At high frequency the (nonmagnetic) skin depths δs in the ferromagnetic films become
smaller and the enhanced eddy current effect may influence the resonance field[68]. The
resonance field will be enhanced by ∼ µ0Ms/δ4sk40, where k0 is the lowest-energy wavenum-
ber determined by the surface anisotropy. Because δ2s ∝ 1/ω, the resonance field enhance-
ment is proportional to ω2 and may influence the quadratic term in Eq. (3.6). Our
calculations show that this term is negligible, about 0.4 mT for Py 30 nm and 0.09 mT
for Co 30 nm, compared with the observed effects up to 50 mT. The discussion is also in
Appendix D.
The influence of the inertial dynamics which we observe is a stiffening, rather than a soft-
ening, of the resonance. Equivalently the sign of the effective field quadratic in frequency is
positive. We conclude therefore that the inertial term from linear momentum[58, 59] dom-
inates over the inertial term from angular momentum proposed in Ref. [57]. The former
term is a direct product of the breathing Fermi surface model causing conductivity-like
Gilbert damping[69, 70]. In the model the value of observed τ , 0.1-0.5 ps, represent the
average of Bloch state lifetime τB near the Fermi surface.
3.5 Anatomy of the (linear) inertial term and confirmation
by linewidth reduction
3.5.1 Anatomy of the (linear) inertial term
We give a physical picture of the linear inertial term due to the breathing Fermi surface
model. The frequency-dependent resonance field and Gilbert damping has been firstly
derived in insulating ferromagnets such as ferrites[71]. Then the derivation has been
extended to ferromagnetic metals as the ordinary scattering process[69, 70]. The central







where fσmk(t) is the equilibrium energy state distribution, n
σ
mk(t) is the temporal distri-
butions, and τσmk is the Bloch state lifetime of different states and is usually simplified
as one constant τB. Here f
σ
mk(t) is a function of spin σ due to spin-orbital coupling. As








































Figure 3.7: Illustration of the linear inertial term by the breathing Fermi surface model,
causing the retardation of temporal energy state distribution nσmk(t) from the instanta-
neous equilibrium distribution fσmk(t). Circles OA and OB denotes the movements of
fσmk(t) and n
σ
mk(t), respectively. θ denotes the phase lag. T1 and T2 denotes the field-like
torque and damping-line torque, respectively.
magnetization precesses, fσmk(t) will also rotate, with time dependence of e
iωt. It leads to
the “breathing” of Fermi surface.
The solution of Eq. (3.7) can be demonstrated in Fig. 3.7 in a complex coordinate
embedded in the m̂xm̂y plane, where m̂x direction denotes the real axis (1̂) and m̂y
direction denotes the imaginary axis (̂i). The lateral view (Fig. 3.7a) shows the relation
of m(t) and fσmk(t) and the top view (Fig. 3.7b) shows the relation of field-like torque
T1 and damping-like torque T2. The value of f
σ
mk(t) is represented by the point A, which
moves on the circle OA indicated by the time dependence of eiωt. The solution of nσmk(t)
can be represented by the circle OB: B is retarded from A by an angle θ and OB is
perpendicular to BA. It satisfies the meaning of Eq. (3.7) that nσmk(t) (B) is always
moving towards fσmk(t) (A). Here AB = n
σ
mk(t) − fσmk(t) and OB = nσmk(t). From Eq.
(3.7) we find tan θ = |AB/OB| = ωτB.
The breathing Fermi surface model shows that the disequilibrium of nσmk(t) from f
σ
mk(t)
is the origin of Gilbert damping. An effective damping field is produced from A to B
which gives the damping-like torque T2. As a result T2 is always perpendicular to AB
and proportional to the length of AB. In this picture we can imagine that fσmk(t) (OA) is
a constant and AB=OA× sin θ=OA×ωτB/
√
1 + ω2τ2B. The pre-factor from the length in
Fig. 3.7 to the damping-like torque is α/γτ . As a result, we find the absolute value of T2
to be (αω/γ)/
√
1 + ω2τ2B. Two novel characteristics of this picture: 1. T2 is not perfectly
perpendicular to OA; 2. a factor of 1/
√
1 + ω2τ2B is added, which is usually omitted in
the first-order approximation.
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In Fig. 3.7 the field-like torque T1 = m × Heff is the Larmor torque and response
instantaneously to Heff . −T1 points towards the direction of dm/dt. The damping-like
torque T2 is parallel to OB and points from B to O. Now we can straightforwardly calculate
the additional field-like torque and reduced damping-like torque from T2. The projection
of −T2 onto −T1 is (αω/γ)/
√
1 + ω2τ2B × sin θ = (αω2τB/γ)/(1 + ω2τ2B). The projection
of −T2 onto OA is (αω/γ)/
√
1 + ω2τ2B × cos θ = (αω/γ)/(1 + ω2τ2B). The former gives
the resonance field correction and the latter gives the linewidth correction.
It should be noted that an additional factor of 1/(1 + ω2τ2B) has been introduced in the
resonance field correction, which is ignored in Eq. (3.6). If we take the values of τ in Co
from Table 3.2 as τB, at 345 GHz ωτ can be close to one and may not be ignored. A better
understanding may be acquired with more high frequency points, or with a sample giving
a larger τ . Since we find a good quadratic fits in Fig. 3.6, we would admit the validity
of Eq. (3.6) and leave the additional factor out in this thesis. Further experiments may
solve this issue.
3.5.2 Model confirmation by linewidth reduction observation
Besides additional effective field, we learn from Section 3.5.1 that another consequence
of the (linear) inertial effect from Bloch state repopulation is the reduction of Gilbert
damping at high frequency as α = α0/(1 + ω
2τ2B), with α0 the zero-frequency damping.
To confirm this effect, we show the linewidths of both low-frequency and high-frequency
ranges for Py and Co in Fig. 3.8. Here points with errorbars (one σ) are used for
frequencies > 100 GHz to reflect the scattering of six repeats. The dashed lines are low-
frequency linear extrapolations from α0. Compared with extrapolated linewidths from
the low-frequency ∆H1/2(ω), we observe reduced linewidths at high frequencies (115-345
GHz). No explicit prediction has been made for the effect of rotational inertia on the
linewidth in Ref. [57, 62], but the observed behavior matches well with the prediction of
linear inertial terms in Ref. [69, 70, 71]. The solid curves are fits to the form:






taking the α0 from the low-frequency linewidths. The fitted τ are listed in Table 3.2.
The values of τ extracted from µ0∆H1/2 are close but slightly smaller than from µ0Hres,
0.05-0.10 ps for Py and 0.15-0.2 ps for Co.
We note that the linewidth measurements are less precise than µ0Hres and more sensitive
than resonance fields to various sources of inhomogeneities in the samples. Thus the value
of τB is estimated to lie between the two different extractions, ∼0.1 ps for Py 10 and 30
nm and 0.2-0.4 ps for Co 6 to 30 nm.










Figure 3.8: Ferromagnetic resonance half-power linewidths µ0∆H1/2 as a function of
ω/2π for (a) Py and (b) Co between 4 to 345 GHz. Dashed lines are linear extrapolations
of the low-frequency FMR linewidths; solid curves are fits to Eq. (3.8). Each point with
error bar represents a summary of six measurements. From Li, et al.[1]
3.6 Discussions
3.6.1 Connection with remagnetization time τE
At room temperature, the relaxation rate of Bloch states (1/τB) is determined by the
electron scattering with phonons and impurities. In this sense τB is similar to the re-
magnetization time τE in the ultrafast demagnetization experiments[53, 54, 55], where
optically excited elctrons also relax through electron-phonon and electron-impurity in-
teractions. A three-particle model has been used to explain the evolution of ultrafast
demagnetization process. We can also use this model to understand the Gilbert damping
process.
The three particles that interact and relax spins are magnons, electrons and phonons (or
impurities). In both FMR and ultrafast demagnetization, magnons are excited and re-
laxed. In FMR the uniform magnons (uniform precessions of magnetizations with k = 0)
are continuously excited by microwave. In ultrafast demagnetization, magnons are pro-
duced by a pulse of photons. Besides uniform magnons, higher energy magnons (precess-
ing magnetizations with spatial gradiant, k > 0) are also excited. According to Kam-
berský’s theory[70], for uniform magnetization precession in FMR the effective Hamil-
tonian can be written as a function of creation and annihilation operators of uniform
magnons and electrons. In this process, electron-hole pairs are generated by destroying
uniform magnons, and is then relaxed by electron-phonon and electron-impurity inter-
action. From the knowledge of ultrafast demagnetization experiment, electron-magnon
equilibrium can be reached much faster than electron-lattice balance (> 5 times). Thus
FMR and ultrafast demagnetization share the same picture: magnons firstly interact with
electrons and quickly come into equilibrium; electrons then relax their energy to lattice
and impurities slowly, causing the numbers of magnons to decrease.
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In this picture, the second process is governed by the electron lifetime. In steady magneti-
zation precession, this lifetime corresponds to the spin-dependent Bloch state lifetime τB.
In ultrafast demagnetization experiments, the lifetime is described by the remagnetization
time τE . However nonlinear effects will come into play for remagnetization process: 1.
the electrons are excited by laser photons with large energy (> 1 eV), compared with
near-Fermi-surface excitation in FMR (< 1 meV at 345 GHz); 2. spatially nonuniform
magnons (k > 0) are also excited, compared with uniform magnons only in FMR. The
intensity of laser fluence will also bring in nonlinear effects due to high occupation num-
bers of excited states. This can be reduced in the limit of zero laser fluence[55, 72]. The
zero-fluence τE has been reported to be 0.2-0.25 ps for Py 10-30 nm[72] and ∼ 0.4 ps
for Co 15 nm[55], close to the value of τ in this work. The slightly larger values of τE
suggest that compared with spins excited close to the Fermi surface (FMR), spins excited
far away from the Fermi surface (ultrafast demagnetization) may take longer to relax.
3.6.2 Model restriction: intraband vs interband spin relaxation mech-
anism
There are two different mechanism for intrinsic Gilbert damping in metallic ferromagnets[70,
73]. The breathing Fermi surface model describes intraband spin relaxation, where spins
hop within the same band with different spin directions[69]. It is also called conductivity-
like spin relaxation because the calculated α is proportional to τB, which is thought to be
proportional to the Drude model relaxation time and thus the conductivity of electrons.
Another mechanism, called the bubbling Fermi surface model, describes interband spin
relaxation, where spins hop to a different band with different energy[74]. The Gilbert
damping α is calculated to be proportional to 1/τB and thus proportional to the resistiv-
ity, also called resistivitylike spin relaxation. In the data analysis only the first mechanism
is taken care of. Here we should also be aware of the existence of the second mechanism.
The central concept to phenomenologically discriminate intraband and interband spin
relaxations is that the spectral density, averaged by scattering frequency, can be described





(E − Emk)2 + w2mk
(3.9)
where wmk = ~/2τmk denotes the scattering frequency and τmk is the spin-dependent
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where Γmn(k) = ⟨m, k|[σ−,Hso]|n, k⟩ is the matrix element of spin-orbital coupling, and






η(E) is the negative derivative of the Fermi function and picks out only states near the
Fermi level to contribute to the damping. In Eq. (3.11) the integration of Dmk(E)Dnk(E)





(Emk − Enk)2 + w2mk,nk
(3.12)
with Emk, Enk near the Fermi surface and wmk,nk = ~/2τmk + ~/2τnk. Thus α is propor-
tional to the expression in Eq. (3.12). In an ultimate approximation, 1/2τmk + 1/2τnk =
1/τB and τB is what we have measured in Table 3.2.
For intraband spin relaxation, electrons hop in the same band, with negligible difference
of Emk −Enk only induced by the spin-orbital coupling[75]. This energy is usually much
smaller than wmk,nk, or ~/τB. Thus we can find from Eq. (3.12) thatWmn(k), as well as α,
is proportional to τB at zero-frequency limit. For a finite frequency ω, Emk−Enk = ~ω and
Eq. (3.12) becomes a form with a factor of 1/(1 + ω2τ2B), giving a frequency dependence.
For interband spin relaxation, Emk − Enk = ∆E may be in the scales of eV. Eq. (3.12)
becomes proportional to 1/τB at zero-frequency limit. For a frequency of 300 GHz, ~ω
is still much smaller than ∆E and a negligible frequency effect should be expected on
the interband spin relaxation. Thus by equating the τ from Table 3.2 to τB, we are
assuming that all the contributions to damping are from intraband spin relaxation. For
Co this is a fine assumption because Co damping is mostly conductivitylike. For Py the
existence of resistivitylike damping might lead to an underestimation of τB because we
should exclude the interband spin relaxation contribution from the total Gilbert damping.
However without explicit first-principle calculation, the influence of frequency-dependent
interband spin relaxation still cannot be quantified. Also the relation of τB to Drude model
relaxation time is unclear. Thus it is still reasonable to use one value τB to characterize
the averaged Bloch state relaxation abilities of electrons holding magnetization spins in
metallic ferromagnets.
3.6.3 Thickness dependence
According to the breathing Fermi surface model, τB would be expected to decrease with
reduced film thickness due to the additional surface scattering. In our experiment we do
not find obvious thickness dependence of τ in Py and Co. This can likely be explained by
that the expected thickness dependence of τB is small compared with the experimental
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error. We propose that temperature-dependent measurements may efficiently exclude the
noise from different samples and mountings. τB, which is related to Drude model τ , should
increase as temperature drops.
We comment that the spin pumping contribution to damping from FM/Cu/Ta, if fre-
quency dependent due to the retardation effect, is unlikely to dominate the nonlinear
shift observed in Fig. 3.6 and 3.8. For Py 10 nm to allow such a change in µ0Hres
and µ0∆H1/2 would require an imaginary spin mixing conductance (SMC) change of 10.0
nm−2 and a real SMC reduction of 1.8 nm−2 in double Ta spin sink, respectively. Com-
pared with extracted interfacial SMC of 2.3 nm−2 from thickness-dependent α0 in Table
3.2, it is almost impossible to have an imaginary SMC four times greater than the real
SMC value; the former is usually less than 10 percent of the latter[76]. For the real SMC
change, the absence of inverse thickness dependence of τ extracted by µ0∆H1/2 indicates
its minor role.
3.6.4 Prospects
A technological implication of our results is that effective field requirements for preces-
sional switching will be reduced as switching times in magnetic storage decrease into the
few-picosecond range. In this sense, the inertial dynamics ease ultrafast switching, if the
behaviors of Py and Co are representative of other metallic ferromagnets. The effective
field reduction, here up to 80 mT in Co, is not small in an absolute sense, and might
according to Eq. (3.6) be enhanced significantly in ferromagnets with higher Gilbert
damping. On the other hand, prior switching experiments with high-field relativistic
electron bunches seem to indicate that nonlinear damping increases effective field require-
ments by a rather larger amount for large-angle dynamics in CoCrPt[50], underscoring
the utility of HF-FMR to identify the inertial effect.
To enhance the linear inertial effect, we would need to find materials with large damping
α or scattering time τ . Epitaxial ferromagnets such as Fe, Co and Ni would be one
possibility because they will have a long scattering time, especially at low temperature.
The conductivity is enhanced in epitaxial films due to reduced grain boundary scattering,
thus also increasing the Bloch-state lifetime τB. Another possibility would be ferromagnets
incorporating rare earth dopants[77]. The value of τRE in the rare-earth materials, with
which the Gilbert damping evolves in the same way as discussed in Section 3.5.1, can be a
few picoseconds. In our lab we have already observed low-frequency linewidth reduction
in Py+1%Tb 30 nm thin films between 3-26 GHz (not shown), which can be explained by
the slow relaxation mechanism. We expect the effect to be enhanced greatly above 300
GHz.
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3.7 Conclusion
In summary, we have identified a novel effective field term, quadratic in frequency, to
magnetization dynamics in the ferromagnetic metal films Py and Co. Perpendicular FMR
measurements up to 345 GHz show a resonance field softening up to 80 mT compared
with the low-frequency (4-26 GHz) linear extrapolation. The behavior is best explained
by dynamics retarded through a finite Bloch-state relaxation time τB as proposed in Refs.
[58, 59, 61]. Extracted relaxation times are 0.1-0.2 ps for Py and 0.2-0.4 ps for Co,
close to the remagnetization times τE measured in optical pump-probe demagnetization
experiments.
Our results provide the first evidence of intrinsic nonlinear terms to the small-amplitude
LLG equation. The inertial term is observable at high frequency, which can be involved
in ultrafast magnetization dynamics at picosecond time scales. The first relevant techno-
logical domain involves optical pump-probe experiments acting on the magnetization[53,
54, 55], where a fast demagnetization process usually takes place in less than a picosecond
and a following remagnetization process happens in a few picoseconds. This time scale,
where the inertial term becomes significant, is relevant for all-optical switching currently
under investigation for magnetic recording[78]. The second potential application is in the
dynamics of antiferromagnets[79] where the frequency can be in the range of terahertz.






4.1 Proposed imaginary effective field due to exchange in-
teraction
As usual, we start from the LLG equation same as in Eq. (1.1):
ṁ = −µ0γm×Heff + αm× ṁ (4.1)
By assuming small-angle and steady precession of m = m0e
−iωt, Eq. (4.1) can be equiv-
alently formulated in terms of a single complex effective field along the equilibrium direc-
tion, as µ0Ĥeff = µ0Heff − iαω/γ. Here the Gilbert damping torque is included in the
imaginary part of µ0Ĥeff .
We note that for almost all novel spin-transport related terms to the LLG identified
so far, each real (conservative) effective field is mirrored by an imaginary (dissipative)
counterpart (Fig. 4.1):
i) Spin transfer torque[10, 11, 80, 81]. A charge current flows through FM1/NM/FM2
junctions, with magnetizations defined as m1 and m2. With spin polarization of the
charge current set by m1, FM2 feels a field-like (conservative) torque, ∼ m1×m2, driving
m2 to precess about m1 axis and a damping-like (dissipative) torque , ∼ m1×(m1×m2),
dragging m2 to align parallel to m1. Experimentally the damping-like torque is the
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ω
Figure 4.1: Real and imaginary spin torques in novel spin-related terms.
dominant effect of spin-transfer torque[81]. The field-like torque is usually very small in
metallic spin valves[82] but measurable in magnetic tunnel junctions[83].
ii) Spin Hall effect[17, 18, 19] and Rashba effect[14, 84, 85, 86]. In a HF/FM structure
where HF stands for heavy metal, when a charge current goes through the layers, pure
spin current will be generated due to strong spin-orbital coupling and injected into the FM
layer. Spin Hall effect happens in the HF layer and Rashba effect happens at the interface
of HF/FM (usually with HF/FM/MOx structure, MOx = MgO or AlOx). In both cases
the effective torque on FM includes a field-like component, ∼ m× σ, and a damping-like
component, ∼ m × (m × σ)[87, 88]. Here σ is the in-plane direction transverse to the
current direction. The field-like torque is usually dominant for spin Hall effect and the
damping-like torque is usually dominant for Rashba effect.
iii) Spin pumping. The spin mixing conductance is theoretically proposed[15] to pos-
sess both real and imaginary terms. The real term, contributing an additional Gilbert
damping to the LLG equation, has been identified in a wide variety of interfaces. The
imaginary term, contributing an additional effective field which renormalizes the g-factor,
is calculated[76, 89] to be much smaller than the real term.



















Figure 4.2: Real and imaginary torques coming from spatial magnetization inhomo-
geneity. The former is due to the exchange coupling. The latter is due to the intralayer
spin pumping which has been theoretically proposed.
iv) Intrinsic relaxation. The intrinsic relaxation torque coming from the Gilbert damping
term in Eq. (4.1) is experimentally shown in Chapter 3 to possess an imaginary counter-
part due to the linear inertial effect at high frequencies. The imaginary relaxation torque
corresponds to field-like, non-dissipative torque which stiffens the resonance.
Now we come to the most fundamental interaction in ferromagnets: the exchange inter-
action. In Section 1.3 it has been shown that spatial inhomogeneity of magnetization will





In steady magnetization precession dynamics τex can be represented by a real effective
field 2Ak2/Ms along the DC field direction where k is the wavenumber in spin waves.
It is then natural to ask whether a corresponding imaginary effective field term might
exist, contributing a dampinglike torque to spin waves. Recent works[90, 91, 92, 93]
have theoretically predicted a k-dependent dampinglike torque to the LLG equation as-
suming the existence of intralayer spin-current transport in a spin wave. With spatial
magnetization inhomogeneity, a spin current density flow (angular momentum flow) can
be generated with the form:




Chapter 4. Wavenumber Dependent Gilbert Damping in Metallic Ferromagnets 54
where i is the Cartesian index and ∂i = ∂/∂xi. The vector of js represents the direction
of flowing spin current. The intralayer spin pumping can serve as a continuum analog
of (interlayer) spin pumping effect[15, 23, 94], where the latter pumps spin current ∼
m × ∂m/∂t. The transverse spin conductivity, σ⊥, is the continuum counterpart of the
interfacial spin mixing conductance g↑↓. The flow of angular momentum and exerts a
torque to the local magnetization, as:




Eq. (4.4) is again similar to Eq. (4.2), with an additional time derivative. It can be
understood as an imaginary effective field of µ0H
′
ex ∼ ∇2 ∂m∂t . Replacing ∇
2 by −k2 and
taking µ0H
′







where Ak is defined as the spin diffusion coefficient.
Remarkably, this is a question which has not been addressed in prior experiments. Pre-
vious studies of ferromagnetic resonance (FMR) linewidths of spin waves[95, 96, 97, 98]
were typically operated at fixed frequency, not allowing separation of intrinsic (Gilbert)
and extrinsic linewidths. Experiments have been carried out on thick FM films, sus-
ceptible to a large eddy current damping contribution[68]. Any wavenumber-dependent
linewidth broadening in these systems has been attributed to eddy currents or inhomoge-
neous broadening, not intrinsic torques which appear in the LLG equation.
In this chapter we present a study of wavenumber dependent Gilbert damping in ferro-
magnetic films with a broad thickness range. Using perpendicular FMR, we can excite
standing spin wave modes (standing SWR) with wavenumber k = pπ/tFM determined
by the mode number p and the film thickness tFM . We adjust the wavenumbers of spin
waves in two ways. First, we have measured the first standing spin wave modes (p = 1)
in different thicknesses. Second we have measured higher order standing spin wave modes
in a thick ferromagnetic film. The eddy current damping can be excluded when the film
thickness is small, or when the mode number is large. In the first case, we observe a
k2-damping enhancement from the uniform mode (p = 0) to the first standing spin wave
modes (p = 1), which can be explained by the intralayer spin pumping model[90, 91, 92].
In the second case, measurements of high order SWR modes in a thick FM film show
large deviation of damping from eddy current damping evolution and no obvious damp-
ing enhancement is observed when k is large. From our analysis the estimated transverse
spin diffusion length from the k2-damping enhancement in the first standing spin waves is
in reasonable agreement with our prior experimental exploration[99] from interlayer spin
pumping. Our results may be treated as an upper bound of intralayer spin pumping.
















































Figure 4.3: (a) Layered sample structures showing the transverse component of pre-
cessing magnetization m for uniform and first spin wave modes. (b) Sample configuration
on coplanar waveguide (CPW) for the FMR (PSSWR) experiment. (c,d) 10 GHz FMR
spectra of uniform modes and 1st SWR modes in (c) Py 75 nm and (d) 200 nm. The
mode splittings Hex are denoted in each case. From Li, et al.[2]
4.2 Experiments
The original work has been described in Ref. [2]. Films of three typical ferromagnets,
FM = Ni79Fe21 (Py), Co and Co40Fe40B20, were deposited on Si substrates by UHV
magnetron sputtering with base pressure of 5 × 10−9 Torr. The multilayer structures
are Si/SiO2/Ta(5 nm)/Cu(5 nm)/FM(tFM )/Cu(5 nm)/Ta(5 nm), with tFM = 25-200
nm. The samples were then characterized by field-swept, variable frequency FMR over
2-26 GHz using a coplanar waveguide (Fig. 4.3a,b). The biasing field HB was adjusted
perpendicular to the film plane with which the two-magnon scattering contribution to
linewidth can be reduced[34].
To have well-defined wavenumbers, we excite perpendicular standing spin wave (PSSW)[25]
in the experiments. The wavenumber (k = pπ/tFM ) is well-defined by the boundary con-
dition, with mode profiles shown in Fig. 4.3(a). Uniform (p = 0) and 1st SWR (p = 1)
can be excited selectively for HB near different resonance fields, shown in Fig. 4.3(c,d). A
maximal wavenumber of 1.3× 108 m−1 can be obtained for tFM = 25 nm. The variation
of k within sample is small, due to the smooth interfaces (roughness < 0.5 nm) enabled by
high-kinetic-energy sputtering deposition. In comparison, magnetization gradients from
nanomagnets[100] and domain walls[101] are much more inhomogeneous and might in-
troduce additional linewidth broadenings. The mode-related damping were studied in
the Py 150 nm film of the first series, up to the 6th SWR mode with the same maximal
wavenumber of 1.3 × 108 m−1. The 1st SWR modes in samples with thickness smaller
than 25 nm and the higher-order modes (p > 6) in Py 150 nm cannot be observed.
Chapter 4. Wavenumber Dependent Gilbert Damping in Metallic Ferromagnets 56
To isolate the additional spin pumping contribution from FM/Cu/Ta we have also pre-
pared Si/SiO2(substrate)/Ta(5 nm)/Cu(5 nm)Py(tFM )/Cu(5 nm)/X(5 nm) (X=Ta or
SiO2 and tFM=3-30 nm, shorted as Py/Cu/Ta and Py/Cu/SiO2 in the text). In this com-
parison group the insulating layer SiO2 is thought to have no spin pumping contribution.
The difference of Gilbert damping between Py/Cu/Ta and Py/Cu/SiO2 characterizes the
spin pumping contribution.
In all the samples Lorentzian-derivative absorption signals were measured and fitted to
extract the resonance field Hres, the exchange field Hex and the full-width half-maximum
linewidth ∆H1/2. The resonance fields for different modes are separated by the exchange
field Hex through the Kittel relation:
ω
γ
= µ0(Hres −Meff +Hex) (4.6)
where Meff is the effective magnetization and γ/2π=geff/2 · 27.99 GHz/T. The Gilbert
damping coefficients α for uniform modes and SWR modes are extracted by:
µ0∆H1/2 = µ0∆H0 + 2αω/γ (4.7)
where ∆H0 is the inhomogeneous broadening.
4.3 Wavenumber-dependent exchange fields of 1st SWRmodes
(all samples) and higher SWR modes (Py 150 nm)
Because the thicknesses of the samples are large, surface anisotropy does not influence the
effective magnetizations µ0Meff very much. The fitted µ0Meff are 1.00, 1.47 and 1.53 T
for Py, Co and CoFeB, respectively. The deviation of the µ0Meff in Co from the bulk
value 1.8 T [102] is attributed to the magnetocrystalline anisotropy from (0001) texture.
The field splittings by Hex between uniform modes and 1st SWR modes are shown in Fig.
4.4 for Py 25-200 nm. SWR modes (p = 1) are shifted downward by µ0Hex with respect
to uniform modes (p = 0). The field shifts become large as thickness reduces. For Py
200 nm when the frequency is higher than 19 GHz, 1st SWR modes are disguised by the
linewidth of uniform mode.
The field splittings for higher modes (p = 0-6) are shown in Fig. 4.5 for Py 150 nm.
The lowest field to observe those modes are about 1.1 T, below which the film cannot be
well-saturated perpendicular to the film plane. Thus the lowest frequency for each SWR
mode is determined by the exchange field.
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Figure 4.4: Comparison of µ0Hres in uniform modes (p = 0) and 1st SWR modes
(p = 1) in Py, tFM = (a) 25 nm, (b) 40 nm, (c) 75 nm and (d) 200 nm. Lines are fits to
Eq. (4.6).
Figure 4.5: Comparison of µ0Hres in Py 150 nm for p = 0-6 SWR modes. Lines are
fits to Eq. (4.6).






Figure 4.6: Exchange field µ0Hex as a function of (pπ/tFM )
2 for Py, Co and CoFeB
(circles, p=1), as well as Py 150 nm (crosses, tFM = 150 nm). Lines are fits to Eq. (4.8).
From Li, et al.[2]
The exchange splitting, discussed in Section 1.3, is given by:
µ0Hex = (2A/Ms)k
2 (4.8)
where A is the exchange stiffness constant and k is the wavenumber. It separates modes
with different mode numbers and can be extracted from Eq. (4.6). Fig. 4.6 shows the
extracted µ0Hex as a function of k
2. Solid circles account for p = 1 modes in Py, Co
and CoFeB and the red crosses account for p = 1-6 modes in Py 150 nm. Lines and
dashed lines are fits to Eq. (4.8), which reproduce the data points well. For Co 100
nm (k2 ∼ 0.1 × 1016 m−2), µ0Hex is larger than theoretically produced by Eq. (4.8).
This is because the surface pinning effect becomes significant at large tFM and the fact
that the surface anisotropy in Co/Cu is significantly larger (see Fig. 3.5 for thickness
-dependent µ0Ms of Co/Cu and Py/Cu). The extracted exchange stiffness constant A are
(1.16±0.01)×10−11 J/m for Py, (3.11±0.06)×10−11 J/m for Co and (1.77±0.02)×10−11
J/m for CoFeB, close to the reported measurements[103, 104, 105].
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4.4 Wavenumber-dependent Gilbert damping of 1st SWR
modes
4.4.1 Linewidths andWavenumber-dependent Gilbert damping enhance-
ment
The central data of this chapter are contained in this section. The intralayer spin pump-
ing is predicted to be very weak and only observable with large wavenumbers[92], al-
though large spin wave damping has been reported in nanomagnets[100]. Fig. 4.7 shows
frequency-dependent linewidths of uniform modes and first SWR modes for Py, Co and
CoFeB. Lines and dashed lines are fits to Eq. (4.7) taking both α and µ0∆H0 as fit
parameters. There are two common features for the three samples: for uniform modes
linewidths become larger as thickness increases; for 1st SWR modes linewidths become
smaller as thickness increases. The only exception is the SWR linewidths of CoFeB 200
nm, in which phase transition from amorphous to polycrystalline might take place at large
thicknesses.
The inhomogeneous broadenings µ0∆H0 extracted from Fig. 4.7 are plotted in Fig. 4.8 as
a function of (π/tFM )
2, where π/tFM is taken as the wavenumber k. For uniform modes
µ0∆H0 are close to zero, showing good quality of samples and interfacial roughness.
For 1st SWR modes the deviations of µ0∆H0 from zero are large, with both positive
and negative signs. It should be noted that surface roughness might introduce a k2-
dependent positive inhomogeneous broadening[96, 97, 98]. However in Fig. 4.8(b) no
obvious k2 dependence is found. Thus we conclude that the linewidths in 1st SWR modes
are contributed by intrinsic Gilbert-type damping. The uncertainty of µ0∆H0 in 1st SWR
modes for large k (small tFM ) are due to the limited frequency range, where the lowest
observable frequency of 1st SWR mode is determined by the exchange field. To reduce
the scattering of damping due to limited frequency range, we fix µ0∆H0 as the values
from uniform mode fittings for tFM ≤ 40 nm.
To explore thickness-related wavenumber dependence, we compare the linewidths of uni-
form modes and 1st SWR modes in Fig. 4.9 in Py, tFM = 25 nm, 40 nm, 75 nm and 200
nm. For thicker films (t = 200 nm, Fig. 4.9d) the uniform mode linewidth is very large.
This is due to eddy current effect[68, 106, 107] in the uniform mode which contributes
an additional Gilbert-like damping term proportional to the conductivity and t2. This
effect is much weaker in SWR modes[97, 98]. As the film thickness decreases (t = 75 nm,
Fig. 4.9c), the difference of the two slopes becomes smaller. At t = 40 nm (Fig. 4.9b),
below which eddy current damping is negligible in the films[107], the frequency-dependent
linewidths of the two modes become nearly equal. As the thickness drops further (t = 25














(a) Py uniform mode (b) Py 1st SWR mode
(c) Co uniform mode (d) Co 1st SWR mode
(e) CoFeB uniform mode (f) CoFeB 1st SWR mode
Figure 4.7: Frequency-dependent linewidths of uniform modes (a, c, e) and 1st SWR
modes (b, d, f) in Py (a,b), Co (c, d) and CoFeB (e,f). Lines and dashed lines are fits of
Eq. (4.7) taking µ0∆H0 as free fit parameter.
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Uniform modes
1st SWR modes
Figure 4.8: Inhomogeneous linewidth as a function of (π/tFM )
2 extracted from (a)
uniform modes and (b) 1st SWR modes in Py, Co and CoFeB. From Li, et al.[2]
nm, Fig. 4.9a), the linewidths of the 1st SWR mode surpass the values in the uniform
mode, particularly for higher frequency. This effect is unrelated to eddy current damping,
which is negligible at these thicknesses and has the opposite sign. The data indicate that
another mechanism dominates the Gilbert damping of the p = 1 mode when t is small.
Fig. 4.10 shows the extracted Gilbert damping coefficient of uniform mode (αu) and
first SWR modes (αs) as a function of thickness for Py, Co and CoFeB. For the uniform
modes αu increases monotonically with increasing tFM in the thickness 25-200 nm. This
is due to the eddy current effect in magnetization dynamics. From Jirsa’s derivation, the
mode-dependent eddy current damping enhancement can be expressed as[29]:




where ρc is the electrical resistivity and cp is a factor related to the mode number p. In
the limit of weak surface pinning, c0 = 1/12 (uniform modes) and c1 = 0.019 (1st SWR
modes). In Fig. 4.10, αu can be fitted as αu = αu0 +αE(p = 0) where αu0 is the intrinsic
Gilbert damping coefficient. For Py, Co and CoFeB, the fitted αu0=0.0073, 0.007 and
0.0051; the extracted resistivities are 16.7, 26.4 and 36.4 µΩ·cm, respectively, in the same
order of the reported values by four-point measurements[108, 109, 110].
The evolutions of αs, however, obviously deviate from monotonically decreasing predicted
by Eq. (4.9), especially when tFM < 75 nm. The damping αs in Py (Fig. 4.10a) first
decreases with decreasing tFM over 150 nm < tFM < 200 nm, then increases sharply
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Figure 4.9: Comparison of µ0∆H1/2 in uniform modes (p = 0) and 1st SWR modes
(p = 1) in Py, tFM = (a) 25 nm, (b) 40 nm, (c) 75 nm and (d) 200 nm. Lines are fits to
Eq. (4.7) with µ0∆H1/2 fixed as the values in uniform modes for (a) 25 nm and (b) 40
nm.
over 25 nm < tFM < 75 nm. A similarly strong enhancement of αs is observed in Co
(Fig. 4.10b). In CoFeB fluctuation of αu makes the trend less obvious in Fig. 4.10(c),
but it is clear in the difference αs − αu (Fig. 4.11). It indicates an additional damping
enhancement in the SWR modes, which could be the intralayer spin pumping due to the
enhanced wavenumber as tFM is reduced.
In order to isolate this new damping mechanism, we plot in Fig. 4.11 the enhancement
of Gilbert damping, ∆αt = αs − αu, in solid circles as a function of (π/tFM )2. We also
show the eddy-current-free damping enhancement ∆αtE = ∆αt + ∆αE in crosses with
definition of ∆αE = αE(p = 0) − αE(p = 1). A linear k2 dependence of ∆αtE in all
the three ferromagnets mirrors the linear dependence of µ0Hex on k
2 shown in Fig. 4.6,
as the imaginary and real effective fields, respectively. ∆αtE can be then fitted into the
expression:
∆α = ∆α0 +Akk
2 (4.10)
where Ak is in the unit of nm
2 and ∆α0 is a constant offset. The extracted values of Ak
are 0.128 ± 0.022, 0.100 ± 0.011 and 0.100 ± 0.018 nm2 for Py, Co and CoFeB. In Fig.








Figure 4.10: Thickness dependence of αu and αs for (a) Py, (b) Co and (c) CoFeB.
Solid lines are fits to Eq. (4.9) plus a constant. From Li, et al.[2]
4.11 the dashed lines are linear fits to Eq. (4.10) and the continuous curves are calculated
from Eq. (4.10) plus the theoretical values of ∆αE .
4.4.2 Spin pumping correction for SWR modes
It has been calculated recently[111] that in SWR modes the interface-related damping
enhancement (spin-pumping) will be doubled as in the uniform modes, which may also
contribute to the size-related damping enhancement shown in Fig. 4.11. In order to
exclude the interfacial effect from the wavenumber effect, we have measured the Gilbert
dampings of Py/Cu/Ta and Py/Cu/SiO2, with full structures defined in Section 4.2.
The size-dependent Gilbert dampings are shown in Fig. 4.12 from 3 to 30 nm. In the
left panel both samples demonstrate enhanced Gilbert damping at small thicknesses and
Py/Cu/Ta samples has a greater α than Py/Cu/SiO2 samples due to the additional spin
pumping contribution to damping in Py/Cu/Ta. The continuous curves are fits to the
form a+b/tFM which can be taken as a guide to eyes here. The difference of α are plotted
as a function of 1/tFM in the right panel. A linear dependence indicates the existence of







Using geff=2.12 and µ0Ms=1.00 T yields spin mixing conductance as g
↑↓
Py/Cu/Ta/S=2.5
nm−2. This is a small value, corresponding to a damping enhancement of ∆sp = 0.0002
at tFM = 25 nm. With the spin mixing conductance we calculate the expected spin
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pumping damping enhancement for Py 25-200 nm and show the interfacial-damping-
free enhancement ∆αtE − 2∆αsp in Fig. 4.13, inset, together with ∆αt and ∆αtE as
a function of (π/tFM )
2. The factor of two before ∆αsp accounts for both the top and
bottom Cu/Ta layers. A linear k2 dependence can still be found in ∆αtE − 2∆αsp, which
can be fitted into Eq. (4.10) to extract the new slope A∗k and offset ∆α
∗
0. The fitted
value, A∗k = 0.105 ± 0.021 nm2 for Py, is about 82% of Ak. Table 4.1 lists all the fitting
parameters in the experiments and the calculated σ⊥ for Py, Co and CoFeB. The values
of A∗k are our experimental measurements of intralayer spin pumping effect, which are the
central results in this chapter.
The spin mixing conductance of Co/Cu/Ta and CoFeB/Cu/Ta can be calculated from






In ref. [94] g↑↓FM/Cu/Pt/S are 6.8 nm
−1, 7.3 nm−1 and 9.6 nm−1 for FM=Py, Co and
CoFeB, which are relatively close. It is also consistent with the interfacial spin mixing con-
ductance measured in spin valve structures[99]. Here we can treat g↑↓Cu/Ta/S and g
↑↓
Cu/Pt/S
as constants. By taking g↑↓Py/Cu/Ta/S = 2.5 nm
−1 we can calculate that g↑↓FM/Cu/Ta/S=
2.4 nm−2 and 2.6 nm−2 for Co and CoFeB. Their values are small and close to each other,
due to the high spin resistance on the Cu/Ta interface. The corrected A∗k for Co and
CoFeB are also listed in Table 4.1.
4.4.3 Constant damping offset between uniform modes and 1st SWR
modes
There exists a k-independent offset ∆α∗0 between the damping of uniform modes and 1st
SWR modes. The offset values in Table 4.1 are negligible for Co but observable in Py and
CoFeB, indicating a small reduction of the intrinsic Gilbert damping in the first SWR
mode compared with the uniform mode. We attribute the offset to resistivity-like intrinsic
damping[73]: because ṁ is averaged through the whole film for uniform modes and has a
node at the center for 1st SWR modes (Fig. 4.3a), the 1st SWR mode experiences a lower
resistivity near low-resistivity Cu and thus a reduced value of α. The ordinal values of
∆α∗0, increasing from Co (negligible) to Py to CoFeB, are consistent with this mechanism.
We note that because the mode profiles of the 1st SWR mode are the same for different
thicknesses, this mechanism does not provide a k-dependent Gilbert damping variation.







Figure 4.11: ∆αt (circle) and ∆αtE (cross) for Py, Co and CoFeB as a function of
(π/tFM )
2 where π/tFM is taken as the wavenumber k. The dashed lines are fits to Eq.
(4.10) and the continuous curves are the dashed lines minus ∆αE . From Li, et al.[2]
Figure 4.12: Left: gilbert damping α for Py/Cu/Ta and Py/Cu/SiO2 for tFM = 3-30
nm. The continuous curves are guides to eyes. Right. difference of α between Py/Cu/Ta
and Py/Cu/SiO2 as a function of 1/tFM . The line is a fit to Eq. (4.11). From Li, et
al.[2]
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Figure 4.13: ∆αt (circles), ∆αtE (crosses) and ∆αtE − 2∆αsp (stars) for Py. Dashed
lines are fits to Eq. (4.10) and the red continuous curves are the same as in Fig. 4.11.
From Li, et al.[2]
µ0Meff (T) geff A(10
−11J/m) Ak(nm
2)
Py 1.00 2.12 1.16±0.01 0.128± 0.022
Co 1.47 2.15 3.11±0.06 0.100± 0.011




Py 0.105± 0.021 4.5± 0.9 -0.0008
Co 0.084± 0.011 5.2± 0.7 -0.0002
CoFeB 0.089± 0.018 5.8± 1.2 -0.0011
Table 4.1: Parameters fitted from Eq. (4.6), (4.8) and (4.10). The values of σ⊥ are
calculated using the definition in Eq. (4.5). From Li, et al.[2]
4.5 Discussion of the k2 damping term in 1st SWR modes
4.5.1 Estimation of transverse spin relaxation length λTsr
In the intralayer spin pumping model, the transverse spin conductivity σ⊥ is related to the
transverse spin relaxation process. From Eq. (4.3) the pumped spin current js,i is always
orthogonal to the local magnetization m and relaxes itself by the dephasing process of
spin-up and spin-down eigenfunctions[112]. We can express σ⊥ similarly to the Drude
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with angular momentum unit ~/2 replacing the charge unit e. ne is the conduction electron
density andm∗ is the effective mass of electron. τTsr represent the transverse spin relaxation
time. We can estimate the transverse spin relaxation length λTsr by λ
T
sr = vF τ
T
sr using the
Fermi velocity vF . In the calculation we use the free electron mass form




with kF = 1.05, 0.96 and 1.04 A
−1 for Py, Co and CoFeB[113, 114], respectively, from the
measured Fermi wavenumber in the majority band as an approximation. We take vF to
be 2.2 × 105 and 3.3 × 105 m/s for Py and Co[113]; CoFeB is assumed to take an equal
vF to that of Co. We extract λsr = 0.8± 0.5 nm, 1.9± 0.7 nm and 1.6± 0.9 nm for Py,
Co and CoFeB, respectively. Here we only express the errorbar from σ⊥ and the errorbar
denotes 3σ limitation. Different from the longitudinal spin diffusion lengths (3.3-5.3 nm in
Py[115], 59±18 nm in Co[116], and 4.5 nm (4.2 K) in CoFeB[117]), the short length scale
of λsr is fully consistent with the proposed mechanism of transverse spin current relaxation
in intralayer spin pumping[92], with values comparable to the theoretical calculation in
Py[118] and experimental measurements of spin current penetration depths in Py, Co and
CoFeB[99].
In perpendicular standing spin wave modes, a longitudinal spin current contribution to
damping might also exist according to theory[93], proportional to −∂tm×∂im. However,
comparing the longitudinal spin current to the transverse term, the former is in the order
of θ2 and the latter ∼ θ, where θ is the precession cone angle. In our experiment θ is less
than 10−3 rad and the longitudinal spin current can be ignored. Thus we conclude that
the k-dependent Gilbert damping enhancement is most consistent with transverse spin
current relaxation.
4.5.2 Comparison with other reports
Besides this work, there have been two other experimental reports of enhanced Gilbert
damping in ferromagnets with large spatial gradient. The first report comes from the
FMR measurements in Py nanomagnets by Tom Silva’s group in NIST Boulder[100].
They found that in elliptically patterned Py film, the center modes, higher order in spin
wave modes, has greater Gilbert damping compared with the edge modes, lower order in
spin wave modes. The effect becomes significant only when the lateral dimension is small
(∼ 100 nm). The damping enhancement is attributed to larger magnetization gradient in
the center modes giving an additional damping contribution from intralayer spin pumping.
However the experiments lead to a much larger value of Ak ∼ 1.35 nm−2 in Py, which is
more than ten time the value in Table 4.1.
Another report comes from Chauleau and Back’s group in Germany[101]. Under a static
biasing field, the velocity of domain wall motion in a Py stripe has been measured. Because
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the domain wall moving velocity is inversely proportional to the energy dissipation speed,
it is then inversely proportional to the effective Gilbert damping α. They found that the
extracted α is larger than measured from FMR, which is attributed to that large local
magnetization gradient in domain wall incorporate intralayer spin pumping effect. From
simulation the factor Ak in Py is determined to be ∼ 0.07 nm−2, which is close to our
report (0.105± 0.021 nm−2).
The reason that nanomagnets yield much greater effect may be that large interfacial
damping term is introduced during the fabrication of the 100-nm patterns. Rough edges
are produced in the lithography process which are likely to broaden the linewidth due to
inhomogeneous resonance condition. In domain wall motion experiments the lateral di-
mension is about 1 micron, ten times greater than the nanomagnets, and the edge damage
has a weaker effect on the interfacial damping enhancement. In perpendicular standing
spin wave, the edge damage issue is significantly reduced thanks to small roughness be-
tween vertical layers deposited by high-energy magnetron sputtering. The absence of k2
inhomogeneous broadening in Fig. 4.8 shows the minor role of surface roughness.
In domain wall motion experiments, it is interesting to note that the dampinglike torque
due to magnetization gradient can be found even in steady magnetization motion, com-
pared with dynamical motion of FMR in frequency range of gigahertz. In the definition of
intralayer spin pumping in Eq. (4.3) and (4.4), there is no requirement that magnetization
should precess in a sinusoidal function, as the definition of exchange field in Eq. (4.2).
We highlight that in our experiments (Fig. 4.11) a clear k2 evolution of enhanced Gilbert
damping is shown for the first time which is predicted in Eq. (4.5). Uniform, well-
defined wavenumber (k = π/tFM ) can be accessed in perpendicular standing spin wave
modes and linear enhancement of Gilbert damping as a function of 1/t2FM is shown in a
sample series with different wavenumbers. In nanomagnet and domain wall experiments
the wavenumber is nonuniform throughout the magnetization of samples. Thus it is hard
to show the wavenumber dependence of enhanced Gilbert damping. Also the amplitude
of intralayer spin pumping can only be analyzed by micromagnetic simulation.
4.5.3 Alternative explanation of size-dependent Gilbert damping en-
hancement
The amplitude of intralayer spin pumping might provide an alternative explanation for
the pure size-dependent damping besides interfacial effect (spin pumping) in thin Py films,
which was usually attributed to the resistivity-like mechanism of intrinsic Gilbert damp-
ing. In Fig. 4.14 besides the damping for Py/Cu/Ta (two Ta spin sinks) and Py/Cu/SiO2
(one Ta spin sink), we plot the interfacial damping for Py/Cu/SiO2 in dashed line from
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Figure 4.14: Size-dependent damping of Py/Cu/Ta and Py/Cu/SiO2, prediction of
spin pumping (dashed line) and intralayer spin pumping (gray shade) of Py/Cu/SiO2 as
a function of tFM . From Ref. [2].
the bottom Py/Cu/Ta interface. Obviously it does not fit well to the experimental data
which indicates the existence of an additional size effect. If we consider the magnetization
inhomogeneity in the uniform mode due to the surface anisotropy Ks, there is a small
wavenumber k in the profile which can be approximated as k2 = 2Ks/AtFM when Ks is
small. By taking the expression into Eq. (4.10), we result in a damping enhancement as
(2KsA
∗
k/A)1/tFM , inversely proportional to the thickness. This additional size effect is
plotted as gray shade in Fig. 4.14 where the band width is from the uncertainty of A∗k.
The value Ks = 0.11 mJ/m
2 is extracted by fitting the effective magnetization Meff as
µ0Meff = µ0Ms − 4Ks/MstFM . The experimental data can be fitted well into the gray
shade.
The significance of the model is that it always predicts enhanced Gilbert damping for
the lowest energy mode (uniform mode when the thickness is large) when the film thick-
ness is reduced. It helps to understand the ambiguous intrinsic damping behaviors in
ferromagnets. In one of our recent experiment[67], thickness- and temperature-dependent
Gilbert damping of the lowest energy modes were measured in Py, Co and CoFeB. For
temperature-dependent measurements, we found that Co shows conductivity-like behavior
while Py and CoFeB show resistivity-like behavior[73]. However for thickness-dependent
measurements all the three ferromagnets demonstrate enhanced resistivity and Gilbert
damping when the thickness is decreased. This effect has been attributed to resistivity-
like damping behavior in Py[119] but for Co two different trends are demonstrates in
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thickness- and temperature-dependent experiments. The introduction of intralayer spin
pumping indicates that the size- (thickness-) dependent Gilbert damping evolution at
small thicknesses is not due to the high resistivity of the ferromagnetic thin films, but
caused by the large magnetization gradient caused by the surface anisotropy interaction.
4.6 Conclusion
In summary, we have identified a wavenumber-dependent Gilbert damping enhancement
in Py, Co and CoFeB films with a broad thickness range from 25 to 200 nm. Perpendic-
ular standing spin wave resonance in films from 25 nm to 200 nm show a Gilbert-type
damping enhancement in the 1st spin wave modes which is quadratic in wavenumber.
This damping enhancement is clearly separable from eddy-current damping and the in-
terfacial damping enhancement due to spin pumping. The amplitudes of the quadratic
wavenumber-dependent damping term in ∆αk = ∆α0+A
∗
kk
2, A∗k = 0.08-0.1 nm
−2, are in
reasonable agreement with the transverse spin relaxation lengths identified in Ref. [99].
Our findings provide the first clear experimental evidence for the proposed intralayer
spin pumping term[90, 91, 92], having an advantage over the experiments in patterned
nanomagnets[100] due to large potential influence of lithographic edge roughness on
disorder-related damping. In our investigation the effect identified in Py is found to be
12 times lower than first estimated and general for the ferromagnets Py, Co and CoFeB.
This is important for extending the understanding of spin-related torques in metallic
ferromagnets.
The intralayer spin pumping effect is also important for the design of nanometer-scale
devices with ferromagnetic components. When lateral dimensions are less than 100 nm,
finite-wavenumber spin wave modes become the lowest-energy modes and the magneti-
zation gradient can dominate the dynamics of devices. For example, a 10 nm Py device
could have an intralayer-spin-pumping enhanced damping of ∼ 0.01 according to Eq.
(4.5), which is significantly greater than the intrinsic damping of ∼ 0.007 (Fig. 4.12).
Additionally, enhanced Gilbert damping has been found to come into play in domain
wall motion in Ref. [101], where very large magnetization gradients are present. Large
domain-wall damping as large as α ∼ 1 has been inferred in the Rashba-effect induced
dynamics reported by Miron et al.[48, 86] Domain-wall speed, inversely proportional to
α, is critical for domain-wall based memory applications[120, 121]. The intralayer spin
pumping effect can be important for the design of this type of devices.
Chapter 5
Characterization of spin
relaxation anisotropy in Co using
spin pumping
5.1 Spin relaxation in ferromagnets: longitudinal vs trans-
verse
In conductors it is found that gradient of spin accumulation (spin potential) produces
spin current which decays with traveling distance[16, 19, 122]. In non-magnetic metals,
spin relaxation lengths ranges from hundreds of nanometers in conventional conductors,
such as Cu[16] and Al[19], to a few nanometers in heavy metals with strong spin-orbit
coupling, such as Pt and Pd[99]. They have no spin relaxation anisotropy: spin currents
traveling along any direction relax themselves with the same ability and characteristic
relaxation length.
Spin relaxation in ferromagnets (FMs), central for spin momentum transfer, is special
because of the anisotropy axis presented by the spontaneous magnetization M. When the
polarization of spin current is parallel (antiparallel) to M, the relaxation of spin current is
dominated by the spin-flipping mechanism due to spin-orbit coupling. It can be described
by a diffusive equation[80, 123], causes spin accumulation to decrease exponentially with
distance. The characteristic length is usually called longitudinal spin diffusion length.
When the polarization of spin current is orthogonal to M, the relaxation of spin current
is governed by the dephasing process of spin-up and spin-down eigenmodes due to their
different Fermi wavevectors, leading to oscillation and decay of spin accumulation on a
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scale shorter than the electronic mean free path[89, 112]. As a result, the characteris-
tic length scales for the two spin relaxation processes in ferromagnets lead to different
characteristic length scales, λLsr for longitudinal and λ
T
sr for transverse spin relaxation.
Experimentally λLsr and λ
T
sr in FMs have been evaluated largely using two separate exper-
imental techniques: magnetotransport[115, 116, 124, 125] for λLsr and FMR[16, 99, 126]
for λTsr. The first case characterizes spin-polarized charge current and measures FM layer
thickness dependence of current-perpendicular-to-planes giant magnetoresistance (CPP-
GMR). The second case produces charge-free spin current via magnetization precession
and measures spin-pumping Gilbert damping enhancement as a function of thickness of
FM spin sink. In those experiments spin-valve layer structures of FM1/Cu/FM2 are used
with collinear magnetization alignment. In magnetotransport spin-polarized current with
its polarization parallel to M1 is collinear to M2. In spin pumping injected pure spin
current, with polarization M1 × dM1/dt always perpendicular to M1, is also perpen-
dicular to M2. Extracted values of λ
L
sr range from 5 nm for Ni79Fe21 up to 60 nm for
Co[115, 116, 124, 125]; for λTsr much shorter length scales are obtained, with all spin
current fully absorbed by FM layers ∼1.2 nm[99].
Nevertheless, GMR experiments characterize DC spin transport and resort to the spin
asymmetry parameter for FM layers[115, 116, 124]. Spin pumping experiments reflect
high-frequency spin dynamics and associate spin relaxation with Gilbert damping. Up to
now, little work has been reported on characterizing λTsr of ferromagnets in spin valves or
λLsr in spin pumping, due to the difficulty of realizing a noncollinear magnetization state.
In a recent study of lateral spin valve structure[127], the spin interference of a Py stripe
with different magnetization orientation has been examined on the spin voltage. Signs of
smaller λTsr than λ
L
sr are found but more explicit experiments are still in desire.
In this chapter, we demonstrate that both longitudinal and transverse spin relaxation
lengths can be characterized in a single ferromagnetic layer using a single experimental
technique. Details of the work can also be found in Ref. [128]. We present FMR measure-
ments of the spin pumping contribution to Gilbert damping in noncollinearly magnetized
Py1−xCux/Cu/Co multilayers (Py=Ni79Fe21). By using Py1−xCux alloys we can engineer
the magnetization to be much smaller than Co. Thus we can change the magnetization
alignment of Py1−xCux and Co from collinear for in-plane FMR to near-perpendicular
for perpendicular FMR. As the magnetization angle θ between Py1−xCux and Co tends
towards π/2, one component of injected spin from Py1−xCux tends towards the longitu-
dinal direction (Fig. 5.1), allowing us to probe anisotropy in spin relaxation through the
linewidth of the Py1−xCux layer[129, 130]. We find, surprisingly, that spin relaxation, as
measured through the spin pumping contribution to Gilbert damping, is mostly isotropic.
In our Co films we estimate λLsr ∼5 nm through a best fit to the data. The measurement
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precision allows λLsr up to ∼ 11 nm, but is quite inconsistent with the much longer (∼40
nm) lengths reported from room-temperature CPP-GMR. Our results indicate that the
relaxation mechanisms for pure spin current measured in spin pumping may differ from


































Figure 5.1: Noncollinear magnetization alignment of Py1−xCux and Co in
Py1−xCux/Cu/Co structure when Py1−xCux is at resonance (nc-FMR). σ is the polar-
ization of the pumped spins from Py1−xCux to Co layer. σL and σT are the longitudinal
and transverse components of σ with respect to Co magnetization. The cone angle for
Py1−xCux is negligible. From Li, et al.[128]
5.2 Theory
Tserkovnyak[129] and Taniguchi[130] have studied the spin pumping contribution to
damping by solving for both longitudinal and transverse spin accumulation in a sym-
metric FM1/NM/FM2 spin valve structure (FM1=FM2). The former treats collinear
magnetization alignment with large precession angle; the latter considers noncollinear
alignment with small precession angle. With the same magnetization misalignment angle,
the first work describes the situation where pumping spin current has the largest longi-
tudinal component. In the second work the polarization of pumping spin current sways
from fully transverse to m2 to having the largest longitudinal component to m2. The
time averaging yields the mean value of the two extremes[130].
We have extended the model slightly to include an asymmetric FM1/NM/FM2 spin valve
structure following Tserkovnyak’s derivation. Because the two FM materials used in
this experiment have close spin mixing conductances g↑↓, we assume that g↑↓1 = g
↑↓
2 to






(1− ν221 cos2 θ) + (ν1 − ν21)(1− ν21 cos2 θ)
]
(5.1)
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i (i=1,2) are the effective spin mixing conductances and longitudinal spin conduc-
tances of FMi/NM, respectively. g
∗
i is related to the thickness d and the longitudinal spin
















where gssi is the dimensionless spin-s interface conductance, gsd = (h/e
2)(S/λLsd)(2σ
↑σ↓)/(σ↑+
σ↓) and σs is the spin-s conductivity of FMi. The additional hyperbolic tangent function
term is due to the incomplete spin current absorption in the FM layer leading to a back
flow of injected spin current. The detailed derivation can be found in Section IV.B of Ref.
[122]. For g↑↓i there is also a term similar to the hyperbolic tangent function in Eq. (5.2),
but this term is ignored since the transverse spin relaxation length λTsd is usually much
smaller than the film thickness.
Here we show some of the simplest cases of Eq. (5.1). i) When the structure is symmetric
(FM1=FM2), ν21 = ν1 and Eq. (5.1) is reduced to the case described in Ref. [129] (Eq. 10
in the reference) with an additional factor of 1/2 due to time averaging. ii) When θ = π/2,
Eq. (5.1) leads to the form ∆αsp = ∆α
0
sp(1− ν2/2), showing that the minimum value of
∆αsp is determined solely by the spin absorbing layer FM2. In this case if FM2 does not
absorb any longitudinal spin current, g∗2 ∼ 0 and ν2 ∼ 1. We find ∆αsp = ∆α0sp/2, with
only half of the spin pumping enhancement to Gilbert damping.
We try to evaluate the value of ν in two common ferromagnets Py and Co with thickness of
5 nm. The values of g
↑↑{↓↓}








FM/NM is the electron interface resistance. We use the experimental value from GMR
measurements: 2AR∗ = (AR↑ + AR↓)/2 = 1.04 fΩ·m2 for Co/Cu[131] and 1.0 fΩ·m2 for






i ) = 26 nm
−2 for both interfaces. In the
expression of gsd we simply treat the spin conductance term as 2σ
↑σ↓/(σ↑+σ↓) = 1/ρFM .
By taking ρCo = 25 µΩ·cm and ρPy = 30 µΩ·cm from our 4-point probe measurements,
we can thus calculate gsd/S to be 2.7 nm
−2 for Co and 20 nm−2 for λLsr = 38 nm (Co[116])
and 4.3 nm (Py[115]). We obtain g∗ = 0.35 nm−2 for Co and 12.7 nm−2 for Py when the
film thickness is 5 nm. From the spin mixing conductance g↑↓ = 15.7 nm−2 for Co/Cu
and 14.4 nm−2 for Py/Cu[99], we have ν = 0.96 for Co and 0.06 for Py.
5.3 Experimental design: Py1−xCux/Cu/Co structure
In order to maximize the anisotropic response predicted in Eq. (5.1), the asymmetry
factor ν2 and misalignment angle θ need to be maximized. The first requirement can be
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realized by choosing Co as the spin sink layer. Co has the largest longitudinal spin relax-
ation in metallic ferromagnets of λLsr = 38 nm, which has been measured in CPP-GMR
structures[116]. However its transverse spin relaxation is much smaller, with λTsr = 2.4
nm[99]. νCo can be is close to 1 with Co thickness greater than λ
T
sr by much smaller than
λLsr. As calculated in the previous section νCo = 0.96 for tCo = 5 nm. The second require-
ment can be improved by using a ferromagnetic layer with much smaller magnetization
than 1.5-1.8 T for the Co layer. Here we use Py and Cu alloy to reduce the magnetization
while maintaining good magnetic dynamic properties.
Thin film heterostructures of Py1−xCux(t) (single layers) and Py1−xCux(t)/Cu(5 nm)/Co(5
nm) (trilayers) were deposited on Si/SiO2 substrates using UHV magnetron sputtering.
Pressures immediately before deposition were 1 × 10−8 Torr. Films were prepared with
Cu content x=0, 0.1, 0.2, 0.3 and 0.4. The Py1−xCux layer thickness was t = 5 nm for
all the samples except x = 0.4, for which t=10 nm. Py1−xCux films were prepared by
cosputtering Py and Cu targets, as described in Ref. [132]. To separate magnetostatic
interactions from spin pumping, structures of Py(5 nm)/Cu(2 nm)/MgO(3 nm)/Co(5
nm) (Py/Cu/MgO/Co) and Py(5 nm)/Cu(5 nm)/MgO(5 nm) (Py/Cu/MgO) were also
deposited, keeping the same interlayer distance between Py and Co. These films are ex-
pected to have no damping contribution from spin pumping[133]. All films were seeded
by Ta(5 nm)/Cu(5 nm) and capped by Ta(2 nm).
Room temperature, variable frequency (3-26 GHz), swept-field FMR measurements were
used to characterize the samples. The FMR measurements used a coplanar waveguide
with center conductor width of 0.3 mm. Field-modulated transmission measurements
were recorded with lock-in detection. The spectra were fitted to a Lorentzian derivative
to extract the resonance field µ0Hres and the full-width half-power linewidth µ0∆H1/2.
In order to characterize relaxation under noncollinear magnetization alignment between
Py1−xCux and Co, two different types of experiments have been performed. First, we
compare the frequency-dependent linewidth µ0∆H1/2(ω) of Py1−xCux single layers and
trilayers between M in-plane (parallel condition, pc) and M perpendicular (normal con-
dition, nc) FMR. Second, we compare the polar angle-dependent linewidths of Py0.8Cu0.2
single layers and trilayers at ω/2π = 10 GHz. In the first case, we expect the Co magne-
tization to vary from fully perpendicular to the film plane at high biasing field HB (high
ω/2π) to nearly parallel to the film plane at low HB (low ω/2π), while the Py1−xCux
magnetization is always perpendicular to the film (Fig. 1). In the second case, we expect
the misalignment angle θ to change from zero to maximum as we rotate the biasing field
from in-plane to out-of-plane. We note that in nc-FMR, the sample normal is aligned care-
fully (about two axes, with <0.2◦ precision) to maximize µ0Hres of the Py1−xCux layers
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at 3 GHz. This step is critical to reduce the inhomogeneous broadening and accurately
observe the Gilbert damping enhancement.
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Figure 5.2: (a) Perpendicular (nc-) and (b) in-plane (pc-) resonance field µ0Hres for
Py1−xCux single layers and Py1−xCux/Cu/Co trilayers, x = 0-0.4, as a function of
frequency ω/2π. (c) µ0Meff extracted from (b), as a function of x. (d) Resonance
linewidths µ0∆H1/2 of Py0.8Cu0.2 single layer and trilayer as a function of ω/2π. The
spin pumping enhancement is clearly visible in the increased slope (α) of the trilayer data.
(e) Gilbert damping α extracted from pc-FMR, as a function of x. Note that t=10 nm
for x=0.4 and 5 nm for the rest concentrations. (f) Extracted spin mixing conductance
g↑↓eff from damping α for various Cu contents x. Parts of the figures are shown in Li, et
al.[128]
Figure 5.2 shows how the spin pumping contribution is identified. We plot µ0Hres as
a function of frequency for single layers and trilayers in pc-FMR (Fig. 5.2a) and nc-
FMR (Fig. 5.2b). Good agreement of µ0Hres between the single layers and trilayers
indicates that the Py1−xCux properties are reproducible in deposition. In Fig. 5.2(c) the
effective magnetizations µ0Meff , extracted from fits to the linear Kittel equation ω/γ =
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µ0(Hres −Meff ), are plotted as a function of x. The data show Slater-Pauling dilution
of magnetic moment in the Py1−xCux layer[132]. Fitting into the equation µ0Ms(xCu) ≈
µ0Ms(xCu=0) − βxCu(T ), we find β=1.34, which coincide with theoretical prediction of
1.38. This shows that a good composition and thickness control of Py and Cu alloy has
been obtained.
In Fig. 5.2(d) we plot µ0∆H1/2 as a function of ω/2π at x=0.2. Gilbert-type damping,
µ0∆H1/2 = µ0∆H0 + 2αω/γ, with negligible inhomogeneous broadening µ0∆H0, is ob-
served for both pc- and nc-FMR in the single layer and for pc-FMR in the trilayer. The
linewidths agree closely for pc- and nc-FMR in the single layer, showing a negligible role
for two-magnon scattering in the linewidth[34, 134]. In the trilayer, linewidths agree well
for frequencies above 10 GHz. These observations hold for samples with all Cu content
0 ≥ x ≥ 0.4. Extracted Gilbert damping α are plotted in Fig. 5.2(e) for different x.
Note that t=10 nm for x=0.4 and 5 nm for the rest concentrations. The effective spin
mixing conductances g↑↓eff is extracted from ∆αsp = γ~(g
↑↓
eff/S)/(4πMst), where ∆αsp
is the difference in α between trilayers and single layers. g↑↓eff stay almost constant for
different Cu concentrations (Fig. 5.2f). The lower level of g↑↓eff ∼7 nm
−2 compared with
15 nm−2 measured in Ref. [99] might be the effect of a resistive Cu layer. The data in
Fig. 5.2(c), (d) strongly support a major role for spin pumping in the linewidths of the
trilayers.
5.4 nc- and pc-FMR in Py1−xCux/Cu/Co structure
To locate anisotropic spin relaxation lengths, we focus on the linewidths of Py1−xCux
where Co takes a finite magnetization angle with respect to Py1−xCux. In Fig. 5.2(a),
the nc-FMR resonance fields show that the effective magnetization of Co is 1.4 T in all the
trilayer samples. If we consider the linewidths of Py0.8Cu0.2 in the trilayer (Fig. 5.2c), for
resonance fields of Py0.8Cu0.2 below ω/2π=25 GHz, the Co layer is unsaturated, and thus
noncollinear with the saturated Py0.8Cu0.2 magnetization. From Eq. (5.1), we expect a
reduction of the Gilbert damping going from pc- to nc-FMR in the trilayers (blue circles
and crosses) for anisotropic spin relaxation. We find, on the contrary, that the linewidths
of pc- and nc-FMR agree closely when ω/2π > 10 GHz. Furthermore, there is an increase
in low-frequency linewidth (∼5 mT, decreasing from 2-10 GHz) in the trilayers which is
not predicted by the model. Similar effects are also observed in other Cu compositions
(x).
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5.4.1 Low-frequency linewidth in trilayer nc-FMR: increment indepen-
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Figure 5.3: Low-frequency linewidth broadening and suppression of spin pumping us-
ing MgO interlayer. nc- and pc-FMR linewidths of Py/Cu/Co, Py/Cu/MgO/Co and
Py/Cu/MgO are shown as a function of frequency. Dashed lines are linear fits to pc-
FMR linewidths. The blue and red solid curves are fits of the low frequency linewidth
broadening (solid curves) by assuming a local magnetostatic field of 50 mT on Py which
is parallel to the local Co magnetization. Inset: low-frequency linewidth enhancement in
the three samples as a function of ω/2π. From Li, et al.[128]
First we focus on the low-frequency (ω/2π < 10 GHz) linewidth increase in trilayer nc-
FMR data. In Fig. 5.2(d) an obvious deviation from Gilbert-type behavior is found.
Given that this linewidth increase does not happen in pc-FMR data, it should be re-
lated to the unsaturated Co magnetization which is noncollinear to the magnetization
of Py1−xCux. In order to determine whether the low-frequency broadening is related to
spin pumping, we have also measured pc- and nc-FMR linewidths of Py/Cu/MgO and
Py/Cu/MgO/Co structures, shown in Figure 5.3. By introducing an MgO barrier between
Py and Co, we suppress the spin pumping effect[133]: negligible difference in Py linewidth
remains between Py/Cu/MgO and Py/Cu/MgO/Co samples for ω/2π > 10 GHz. Never-
theless additional low-frequency broadening still exists, indicating that this linewidth is
unrelated to spin pumping. In Fig. 5.3 inset, differences in low-frequency linewidth for
the three samples are plotted. Keeping the same interlayer thickness between Py and Co
in Py/Cu/Co and Py/Cu/MgO/Co, we find that the low-frequency increases in linewidth
are similar.
























Figure 5.4: Interlayer interaction assuming an effective field Hi parallel to Ms(Co)
which is much smaller than the biasing field HB . θ, ρ are the misalignment angles of Co
and Py magnetizations. The finite deviation of Py magnetization to HB will lead to an
linewidth broadening, which reproduces the data in Fig. 5.3.
The low-frequency behavior in Fig. 5.3 can be explained through a model calculation
which introduces an interlayer coupling between Py1−xCux and Co canting the magne-
tization of Py1−xCux a few degrees off the film-normal direction when Co is not fully
magnetized along the film normal. In Fig. 5.4 when the biasing field HB is less than the
Co magnetization MCos , M
Co
s will be tilted from HB by an angle θ. Here we assume that
the Py magnetizationMPys feels a coupling field Hi which is parallel toM
Co
s . This can be
seen as an interlayer coupling energy term Ei = −µ0ξMCos ·M
Py
s with µ0Hi = µ0ξM
Co
s .
The Py misalignment angle ρ is expressed as ρ ≈ Hi sin θ/(HB−MPys ). Through ρ we can
calculate the additional linewidth broadening due to magnetization misalignment[22, 23].
The solid curves in Fig. 5.3 are calculated by setting µ0Hi=10 mT for both Py/Cu/Co
and Py/Cu/MgO/Co. The interlayer coupling might be caused by some nonuniformity
in the magnetization of the unsaturated Co layer, where free poles from a small in-plane
magnetization gradient interact with the Py1−xCux layer magnetization. Curves and solid
data points coincide well above 5 GHz. Disagreement below 5 GHz may be associated
with the incomplete saturation state of Py as HB approaches its magnetization. This
coupling strength does not appear consistent with Neél coupling[135], as we find a greater
low-frequency broadening by doubling the Co thickness (not shown), while Neél coupling
should decay exponentially with Co thickness. The degree of coupling is larger than what
would be consistent with the resonance fields in Fig. 5.2(a).
5.4.2 High-frequency linewidth in trilayer nc-FMR: isotropic Gilbert
damping enhancement in spin pumping regime
In order to isolate the spin pumping contribution from different magnetization alignment
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nc-FMR(linear fits & errorbar)
Figure 5.5: Spin pumping contribution to linewidth in pc- and nc-FMR. (a-d)
Linewidth enhancement of Py1−xCux between single layers and trilayers in pc- and nc-
FMR, x = 0.1-0.4. The dashed lines are fits to the pc data; shadowed areas include
errorbars in linear fits of nc-FMR data. Blue curves are predicted from Eq. (5.1) us-
ing λLsr=38 nm. Light blue curves describe the upper bounds of λ
L
sr within the shadow
region, ranging from 7.6 to 8.6 nm. From Li, et al.[128]
between pc- and nc-FMR (crosses and circles) in Figure 5.5(a-d). The pc-FMR enhance-
ments can be well-described by the linear fit (dashed line). For nc-FMR above ω/2π ≥ 10
GHz and below the Co saturation field, the noncollinear spin pumping linewidth enhance-
ments closely match the pc linewidths (with collinear magnetization alignment), with the
gray shadow showing errorbars. From the evident agreement between pc and nc linewidths
above 10 GHz for all Cu content x, no evidence for spin relaxation anisotropy is found.
The estimations of λLsr are ∼5 nm for isotropic spin relaxation, setting ν21=0 in Eq.
(5.1). The theoretical predictions of Eq. (5.1) taking the published λLsr = 38 nm from
Ref. [116] are plotted in blue curves, where the misalignment angle θ is calculated by
minimizing the total energy of Co magnetization in the macrospin limit. In all four
samples, the prediction is well below the observed nc-FMR linewidth contributions and
outside the (shadowed) errorbars. Our experimental finding is in contrast with CPP-
GMR measurements, with very different values of λLsr reported. We highlight that in our
experiments, the longitudinal and transverse spin relaxation are both measured by spin
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pumping in the same samples, excluding both differences in methodology or variations
in sample quality. The uncertainty of λLsr is evaluated by the largest allowed value with
theoretical prediction contained in the errorbars. We calculate the upper bound of λLsr to
be 7-9 nm, depending on the sample.
5.5 Angular-dependent FMR in Py0.8Cu0.2/Cu/Co structure
To test these findings in a regime closer to the single-domain limit for Co, we also carry
out angle-dependent, fixed-frequency FMR measurements on Py0.8Cu0.2 and Py0.8Cu0.2
/Cu /Co. Here the Co layer can be magnetized as a single domain more easily because
the biasing field is canted away from the normal condition. The frequency is set to 10
GHz, where the low-frequency linewidth broadening of Py0.8Cu0.2 is insignificant (Figs.
5.3 and 5.5). As the field canting angle θH (Fig. 5.6a) goes from 90
◦ to 0◦ (pc to nc), the
angle between the magnetizations of Py0.8Cu0.2 and Co changes from zero to maximum
noncollinearity (θH = 50
◦, Fig. 5.7c inset) and ∆αsp is expected to decrease according to
Eq. (5.1) with anisotropic λsr.




































Figure 5.6: (a) Angular-dependent biasing field HB with the definition of the cant-
ing angle θH . (b, c)Resonance peak of Co and Py0.8Cu0.2 independently measured in
Py0.8Cu0.2/Cu/Co with (a) θH = 18
◦ and (b) 9◦. The resonance frequency of Py0.8Cu0.2
are both 10 GHz. The resonance frequency of Co is adjusted so that the µ0Hres of Co is
equal to Py0.8Cu0.2. From Li, et al.[128]
We demonstrate the single-domain state of Co layer through the dynamic measurements
shown in Fig. 5.6. The FMR signals of the Py0.8Cu0.2 and Co layers have been measured
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at two different field canting angles, θH = 18 degree and 9 degree. The process of the
FMR measurements at each θH is: i) we measure the FMR signal of Py0.8Cu0.2 at f =10
GHz and determine the resonance field µ0Hres; ii) we adjust the frequency so that the Co
FMR signal can be measured at the same field. Then we compare the lineshape with the
macrospin model prediction[23].
For θH = 18
◦ (Fig. 5.6b) the resonance field µ0Hres for Py0.8Cu0.2 is 0.53 T at 10 GHz.
The FMR frequency of Co at 0.53 T is measured to be 14.8 GHz, which is identical to
the macrospin model using the Co magnetization µ0Ms = 1.41 T found in Fig. 5.2(b).
It shows that the Co layer can indeed be treated as a macrospin. However for θH = 9
◦
(Fig. 5.6c), we find that the Co resonance is located at 15.0 GHz, quite different from
the macrospin prediction of 12.3 GHz. To see the difference more clearly, we plot (dashed
lines) the macrospin prediction for both Py0.8Cu0.2 and Co resonances at 15.0 GHz, based
on the magnetizations and linewidths measured from perpendicular FMR. The Py0.8Cu0.2
peak matches with experiment. The calculated Co peak deviates from experiment in
both resonance field and linewidth. Thus we determine the single-domain limit of θH to
be somewhere between 9◦ and 18◦ in the sample. The upper bound 18◦ is used in the
manuscript for the single-domain limit; compared with values 9◦-18◦, this will have the
effect of raising our upper bound of λLsr in the single domain limit.
Fig. 5.7(a) and (b) show the angular dependence of µ0Hres and µ0∆H1/2 of Py0.8Cu0.2 in
single layer (red) and trilayer (blue) structures. A large linewidth offset between the single
layer and trilayer shows the effect of spin pumping. Resonance fields µ0Hres and linewidths
µ0∆H1/2 can be reproduced through the theoretical angular prediction[23, 24], using
parameters extracted from frequency-dependent FMR measurements (µ0Meff = 0.528 T,
α = 0.0114 for the single layer, µ0Meff = 0.545 T, α = 0.0168 for the trilayer).
We plot the linewidth ratio ∆Htri1/2/∆H
single
1/2 as a function of θH in Fig. 5.7(c). Because
the inhomogeneous linewidth of the single layer (0.47 mT) and trilayer (0.52 mT) at
x=0.2 is negligible, ∆Htri1/2/∆H
single
1/2 is well approximated by the Gilbert damping ratio
1+∆αsp/α. The two-magnon scattering contribution to ∆H can be neglected since we
find no additional linewidths for pc-FMR compared with nc-FMR in both single layers
and trilayers (Fig. 5.7b). In Fig. 5.7(c) ∆Htri1/2/∆H
single
1/2 is almost independent of θH ,
showing that there is no damping reduction due to the magnetization misalignment. The
gray shadow is the errorbar of the linewidth ratios, 1.50 ± 0.02. Theoretical predictions
from Eq. (5.1), assuming different values of λLsr, are plotted in solid curves. Again, the
prediction with λLsr = 38 nm deviates from the shadowed area, indicating an isotropic
spin relaxation in spin pumping, with ν21 = 0. The estimated upper bound of λ
L
sr is ∼7
nm when the reduction of linewidth can be fully contained by the errorbar (red curve).
If we restrict our estimate to the single-domain regime only, the upper bound is ∼11 nm





































Figure 5.7: (a,b) Angular dependence of µ0Hres (a) and µ0∆H1/2 (b) for Py0.8Cu0.2
and Py0.8Cu0.2/Cu/Co, ω/2π = 10 GHz. (c) Angle dependent linewidth ratio
∆H3/∆H1. The shadowed region shows the average with errorbar (1.50±0.02). Inset:
Calculated noncollinear angle as a function of θH . From Li, et al.[128]
(green curve).
5.6 Discussion
5.6.1 Estimation of λLsr in Co
Here we assume that the transverse spin relaxation length λTsr in Co is much smaller than
5 nm and does not influence the effective spin mixing conductance. From Eq. (5.2) we
are able to estimate the longitudinal spin relaxation lengths λLsr of Co.
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In the two sets of experiments the nc-FMR linewidths in the trilayers are found to co-
incide with pc-FMR linewidths without any reduction due to noncollinear magnetization




2 for Co. The effective spin mixing













where gS,Cu is the Sharvin conductance for Cu. In our samples an average of g
↑↓
eff =
6.8 nm−2 has been measured (Fig. 5.2f). Taking the value for a perfect fcc Cu[122],
gS,Cu = 15.0 nm
−2, and assuming g↑↓PyCu/Cu=g
↑↓
Co/Cu, we obtain the Co/Cu spin mixing
conductance g↑↓Co/Cu = 9.4 nm
−2. The lower value of spin mixing conductance compared
with Ref. [99] might be due to a more resistive Co layer. By equating g∗ and g↑↓Co/Cu, we
can calculate from Eq. (1.2) that λLsr = 5.2 nm for Co.
We point out that the calculated λLsr = 5.2 nm for Co may be overestimated, provided
that the low value g↑↓eff is due to the resistive Cu interlayer. An additional term of
(2e2/h)tCuρCu would be included in 1/g
↑↓
eff . If we take the spin mixing conductance of
our prior report[99] which was measured with a thinner and more optimized Cu interlayer,
we can obtain (2e2/h)tCuρCu = 1/12.4 nm
−2 and ρCu = 21 µΩ·cm for tCu = 5 nm, an
order of magnitude larger than the bulk value. If this is true, then the estimated λLsr by
taking the largest spin mixing conductance would be 2.2 nm, comparable to λTsr = 2.4
nm[99]. To be safe we take the value of 5.2 nm as our conclusion.
The upper limit of λLsr can be estimated by allowing a deviation of the nc-FMR (non-
collinear) linewidth within the errorbar. In nc-FMR linewidth data (Fig. 5.5), We find
the upper bound to be 8.5, 8.6, 7.6 and 8.4 nm for x = 0.1 to 0.4. In angular-dependent
data (Fig. 5.7), we find an slightly smaller upper bound of 6.7 nm. Allowing the deviation
within the errorbar for θH > 18 degree only yields an upper bound of 11.2 nm. However
those values are all well below the GMR measurement of λLsr = 38 nm[116].
We note that that the longitudinal spin relaxation length in the diffusive model is inversely
proportional to the resistivity[136]. Our four-point probe measurement shows that the
resistivity of our Co (5 nm) is 25 µΩ·cm, comparable with 18 µΩ·cm reported in the room-
temperature CPP-GMR experiment[116]. Adjusting for resistivity, the expected λLsr in
our Co films would be 27 nm instead of 38 nm. This value is still much greater than the
center value of 5.2 nm and the upper bound of 7-10 nm estimated above. It also agrees
with the null effect of spin relaxation anisotropy observed in the two sets of experiments.
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5.6.2 Uncertainty of experimental analysis
There are two main uncertainties in the experimental analysis. The first is whether the
spin relaxation behavior in Co might be affected by some incompletely saturated portions
of the Co layer, plausibly indicated by the Py1−xCux low-frequency broadening in Fig.
5.3 and the large Co linewidths in Fig. 5.6. For a 5 nm thin film, the magnetization
gradient along the film normal should be negligible; any inhomogeneity is likely to be
distributed laterally. However even with some random in-plane magnetic anisotropy, the
local magnetization angles between Py1−xCux and Co are likely to be very similar to
those described in the macrospin model, and restricting ourselves to the single-domain
limit raises the upper bound for λLsr only by a factor of two. The second is whether the
lower spin mixing conductance g↑↓eff of Py1−xCux/Cu/Co than seen in Ref. [99] might
affect the anisotropy of spin relaxation response. The reduction of g↑↓eff can be caused by
a more resistive Cu layer, which adds an additional resistive term[76, 94] (2e2/h)tCuρCu.
However this term should reduce the conductance for both longitudinal and transverse
spin currents by a similar factor, without affecting the anisotropy in relaxation.
5.6.3 Why could spin relaxation in ferromagnets be isotropic?
We find no evidence of spin relaxation anisotropy in Co by using ferromagnetic resonance
and probing spin pumping damping enhancement. Our estimate of λLsr in Co is consistent
with a general observation that spin relaxation as measured in spin pumping/FMR is
short-ranged than that measured in magnetotransport. In paramagnetic metals such as
Pt and Pd, the (longitudinal) spin diffusion lengths indicated by spin pumping, measured
by FMR and inverse spin Hall effect, are on the scale of 1-5 nm[99, 137, 138], where as in
GMR they are of 10-20 nm[139, 140, 141].
We suggest that the quantities revealed by the two types of measurements, GMR and
spin pumping, may differ in some respect. One possibility is that spin pumping involves
magnonic transfer of spins, besides diffusive electronic transport in GMR-type experi-
ments. Recently people show that pumped spin current from magnetization precession
can penetrate magnetic insulators such as YIG, NiO and CoO[142, 143, 144, 145]. With-
out itinerant (conduction) electrons moving and transferring spins, spin transport can
be supported through magnon (spin wave) current[142]. A model describing this process
can be found in Ref. [146]. Magnon motion may experience relaxation interaction with
greater strength and less anisotropy. Further studies are in need to resolve the issue.
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5.7 Conclusion
In summary, we have measured the spin pumping damping enhancements of Py1−xCux
with noncollinear magnetization alignment in trilayer structures Py1−xCux/Cu/Co. By
choosing Py1−xCux, with much smaller magnetization than Co, we are able to obtain
large misalignment angle between the two magnetization vectors in perpendicular FMR.
Comparing these measurements with parallel magnetization configurations in in-plane
FMR, we find nearly equal longitudinal and transverse spin relaxation rates in Co 5 nm.
Assuming small transverse spin relaxation length in Co, λTsr = 2.4, nm which has been
measured in our prior spin pumping experiments[99], we estimate the longitudinal spin
relaxation length in Co to be λLsr = 2.2 nm. The value of λ
L
sr is an order of magnitude
smaller than measured by magnetotransport[116] but close to λTsr measured by the same
technique (spin pumping).
Our experiments characterize the relaxation of longitudinal spin current components in
FMR-type experiments for the first time. The data indicate that the spin relaxation
mechanism of spin-polarized charge current in conduction is different from chargeless
spin current pumped by precessing magnetization. The results provide a challenge for
understanding the behavior of chargeless spin current relaxation, previously considered
to be identical to that for spin-polarized current.
The properties of spin relaxation in materials are of great importance for spintronics
devices. For example, ferromagnets serve as both polarizers and detectors of spin infor-
mation (spin current) in GMR devices[8, 9]. In spin Hall effects heavy metals such as
Pt, Pd produce spin Hall voltage by relaxing spin currents[147, 148] with spin-orbit inter-
actions. The spin relaxation length is an important parameter for optimization of these
devices.
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B. Lu, and D. Weller. The ultimate speed of magnetic switching in granular record-
ing media. Nature, 428:831, 2004.
[51] C. D. Stanciu, F. Hansteen, A. V. Kimel, A. Kirilyuk, A. Tsukamoto, A. Itoh, and
Th. Rasing. All-optical magnetic recording with circularly polarized light. Phys.
Rev. Lett., 99:047601, 2007.
[52] S. Mangin, M. Gottwald, C.-H. Lambert, D. Steil, V. Uhĺı̌r, L. Pang, M. Hehn,
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The Lorentzian function is defined as:
f(x) =
A
(x− x0)2 + σ2
(A.1)
where A is the amplitude, x0 is the peak position and σ is the standard variance. The
full-width half-maximal linewidth of the Lorentzian peak ∆x1/2 is 2σ, as shown in Fig.
A.1
In experiment, we usually measure the power transmission coefficient across thin film
samples. When the film is thin, the change of power transmission at FMR is small and
can be treated as a linear function of the susceptibility χ⊥, or its imaginary part. Thus
the resonance point and the linewidth of power transmission correspond to the values in
Figure A.1: Lorentzian functionf(x), peak position x0 and full-width half-maximal
linewidth 2σ
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χ⊥. Below we assume α << 1 for all the linewidth derivation, which is practical for most
FMs. We only consider field-swept spectrum throughout the thesis.
A.1 Bulk FM





(ω2H − ω2)2 + (2αωωH)2
(A.2)
At a given frequency ω, it is easy to find that the maximal point of χ′′⊥ is given by ωH = ω
when α << 1. With ωH = µ0γHB this leads to µ0Hres = ω/γ, recovering Eq. (1.7).








The half-maximal field point is given by µ0γ∆H = αωH = αω. Thus the full-width
half-maximal linewidth is
µ0∆H1/2 = 2µ0∆H = 2αω/γ (A.4)
Eq. (A.4) is the intrinsic (homogeneous) linewidth broadening which is proportional to
frequency ω. By adding an inhomogeneous linewidth broadening µ0∆H0 we recover Eq.
(1.8) in the main text.
A.2 FM thin film with in-plane HB
From Eq. (1.10) we can find the the transverse susceptibility χ⊥:
χ⊥ =
ωM (ωH + ωM )
(ω20 − ω2) + iαωη
(A.5)
with ω20 = ωH(ωH + ωM ) and η = 2ωH + ωM . The imaginary part χ
′′
⊥ can be expressed
as:
χ′′⊥ = −
2αωωH(ωH + ωM )η
(ω20 − ω2)2 + (αωη)2
(A.6)
Appendix A. Lorentzian-Shape peak and Linewidth 102
The resonance condition can be found as ω2 = ω20 = ωH(ωH + ωM ). By assuming the
same field deviation from resonance, µ0HB = µ0(Hres+∆H), Eq. (A.6) can be rewritten:
χ′′⊥ ∝
1
[µ0γ∆H(2ωH + ωM )]2 + (αωη)2
=
1




Again the half-maximal points is µ0γ∆H = αω. Same linewidth is found as in Eq. (A.4).
A.3 FM thin film with perpendicular HB
Same as in Section A.1, except that the ωH in the denominator is replaced by ωH − ωM .
The same linewidth can be yielded.
Appendix B
Uniaxial Anisotropy
Uniaxial anisotropy the most common and convenient type of anisotropy in ferromagnets.
The energy favors one specific axis (easy axis) and hinders the directions perpendicular
to that axis (hard axis). In this thesis we limit our discussion to thin films and the easy,
hard axes is restricted to be within the film plane.
Consider the situation in Fig. B.1, with biasing field Hi parallel to the easy axis. In
macrospin mode, the total energy can be expressed as:
E = −µ0HiMs cos θ −Ku cos2 θ (B.1)
where the first term is the Zeeman energy and the second term is the uniaxial anisotropic
energy. Ku > 0 is the anisotropy energy per unit volume. When Hi > 0, the lowest energy
















 // easy axis
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Figure B.1: Hysteresis loops of easy and hard axes in a uniaxial ferromagnet. Left:
definition of easy axis and hard axis, with biasing field Hi along the easy axis. Right:
hysteresis loops for Hi parallel to easy axis (black) and hard axis (red).
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to cos θ = −1, θ = π. Thus the magnetization Ms is always parallel to the easy axis,
pointing to one direction or the other. The right panel of Fig. B.1 shows the hysteresis
loop in black lines.
As Hi evolves from negative to positive, the magnetization will not immediately switch
its direction. It will stay at the quasi-equilibrium state of being antiparallel to the biasing
field. The switching field, defined as the coercivityHc, can be calculated by ∂E/∂ cos θ = 0





Now when the biasing field is parallel to the hard axis, by using the same angle definition
in Fig. B.1, the total energy can be expressed as:














The lowest energy state is sin θ = µ0HiMs/2Ku, which is the equilibrium state for
the magnetization. The film saturates at µ0HiMs/2Ku = 1, with saturation field (or





Defining Mi = Ms sin θ, the equilibrium state can be express as Mi/Ms = Hi/Hk and
leads to the hard axis loop in Fig. B.1 right panel (red line). When |Hi| > Hk, the film
is saturated and Mi =Ms.
Two notes for the uniaxial anisotropy. i) When the biasing field is at a random angle
between easy and hard axis, the hysteresis loop is described by stone walfer loops, some-
thing between easy and hard axis behavior and only saturating at infinite biasing field.
ii) In the macrospin model Hc = Hk. However in practical magnetic films, Hc is always
smaller than Hk due to the formation of magnetic domains, which lowers the threshold
of magnetization switching. Fig. 2.5 in the main text is an example.
Appendix C
Calculation of Demagnetization
Stray Field in an Array
For each rectangular stripe in an array, it feels the dipolar stray field from other stripes.
The field can be simply added together. For example, now we want to calculate the sum
of stray field on a stripe element i. Consider a stripe j which is displaced away from i by
(xji, yji), shown in Fig. C.1, the stray field H
ji
s from j on i can be approximated by the








(xji + a/2)2 + (yji − c/2)2
− xji − a/2√






(xji + a/2)2 + (yji + c/2)2
+
xji − a/2√









+ + + + + + + + + + + + + + +










Figure C.1: Calculation of demagnetization stray field from each element in an array.
The magnetization is aligned along the short (ŷ) axis.
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where Ms is the magnetization and b is the thickness of the film pattern satisfying b <<
a, c. The value of Hjis,y is mostly positive (parallel to Ms) for the elements in the array
except yji = 0, where Eq. C.1 becomes very close to the fluxmetric demagnetizing field in
Eq. (2.6) in the limit of a >> c. Here we need to exclude the case of j = i for the stray
field.





Thus the effective stray field along ŷ direction can be expressed by the average of Eq. C.2







Here N is the total number of elements in the array. The x̂ components of Hs are canceled
out by the average. The above derivation holds for Ms parallel to the long or short axis




D.1 Sample Misalignment for Py 06 nm
Possible sample misalignment in HF-FMR measurements may lead to negative resonance
field shift to the LLG equation. Assuming that the biasing field is off the film normal by
an angle of θH (Fig. D.1 inset), the change of resonance field µ0Hres, defined as µ0δHres,
is negative and is almost independent of driving frequency when the frequency is high
enough. Fig. D.1 shows the values of µ0δHres as a function of θH for ω/2π = 115-345
GHz, using the angle-dependent FMR equations[22, 23]. The magnetization is taken as
µ0Meff = 0.915 T for Py 06 nm from Table 3.2.
μ H









Figure D.1: Resonance field shift µ0δHres as a function of θH for ω/2π = 115, 230 and
345 GHz. In the calculation µ0Meff = 0.915 T for Py 06 nm. From Li, et al.[1]
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Next we want to estimate the HF-FMR angle misalignment for Py 06 nm. In Fig. D.2 we
plot the HF-FMR field deviation from low-frequency extrapolation, denoted as µ0∆Hres =
µ0(Hres − Hextrapres ), in solid circles for Py 06 nm. We firstly fit the data into the form
µ0∆Hres = a1ω + b1ω
2. It is equivalent to fitting both low-frequency and high-frequency
resonance field into Eq. (3.6). In Fig. D.2 the solid line shows the fitting result, which is
almost a straight line with a large contribution of a1ω and a very small contribution of
b1ω
2. By taking b1 = −α0τ/γ, the value τ = 0.01 ps is found, agreeing with the value in
Table 3.2.
If we assume that the misalignment in high-field FMR is the major source of error, we need
to take the new fitting function, µ0∆Hres = a2 + b2ω
2, where a2 correspond to µ0δHres
shown in Fig. D.1. Taking the advantage that the ratio of three frequencies is 1:2:3, we
can simply obtain a2 by canceling out the b2ω
2 term with a combination of µ0∆Hres, as
a2 = µ0[∆Hres(115 GHz) + 2∆Hres(230 GHz) − ∆Hres(345 GHz)]/2. The calculation
results in a2 = −19.8 mT, corresponding to a misalignment angle ∼ 6◦. The new time
factor is τ = 0.28 ps from b2 = −α0τ/γ. By shifting all the HF-FMR resonance field by
−a2 we obtain a quadratic term (crosses and dashed lines) with less fitting residuals.
Nevertheless, the result τ = 0.28 ps in Py 06 nm takes a strong assumption that all
the system errors belong to HF-FMR sample misalignment. In the main text, the value
of τ = 0.01 ps assumes zero HF-FMR sample misalignment. Therefore the two values
represent the lower and upper bounds of the actual τ , with which the sample misalignment
brings in an uncertainty instead of an accurate correction. For samples other than Py 06
nm the additional uncertainty range is less than 0.05 ps. We choose to ignore this small
uncertainty because statistically it has been already considered in the data fitting.
-
Figure D.2: µ0∆Hres (circles and solid curve) and µ0∆Hres − a2 (crosses and dotted
curve) as a function of frequency for Py 06 nm. a2 = −19.8 mT is the field shift due to
sample misalignment, corresponding to a misalignment angle ∼ 6◦. From Li, et al.[1]
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D.2 Eddy Current Effect on µ0Hres and µ0∆H1/2
The eddy current effect at high-frequency FMR also contributes an effective field to the
LLG equation. The dispersion equation considering eddy current effect can be formulated
as[68]:









where the first term ω0 = µ0γ(HB −Ms) is determined by the Kittel equation of uniform
mode, the second term is the exchange term, and the third term is the eddy current
term. The (nonmagnetic) skin depth δs is defined as δ
2
s = 2/µ0ωσ and the wavenumber
k20 = 2Ks/At is determined by the surface anisotropy, at the lowest energy state of spin
wave. σ, Ks, A, and t denote the conductivity, surface anisotropy , exchange constant
and film thickness, respectively. We take parameters of 1/σ = 16.7 µΩ·cm for Py and 26
µΩ·cm for Co, Ks = 0.14 mJ/m2 for Py and 0.68 mJ/m2 for Co, and A = 1.16 × 10−11
J/m for Py and 3.1× 10−11 J/m for Co[2]. For both materials we find δsk0 = 9.9 for Py
and 16.7 for Co, satisfying δsk0 >> 1. If we put in the expression of δ
2
s , Eq. (E.1) can be
approximated as:











The real term reduces ω, meaning that the resonance field will be increased. We notice that
the third term is proportional to ω2, meaning that it will also contribute a quadratic term
to µ0Hres. The imaginary term corresponds to eddy current damping. If we ignore the









For the thickest film t = 30 nm, we can calculate that at 345 GHz, the enhancement of
the ω2 term in Eq. (E.3) is about 0.4 mT for Py and 0.09 mT for Co, negligible compared
with the quadratic shifts of ∼25 mT for Py and ∼40 mT for Co.
For Gilbert damping, there are no ω2 terms from the imaginary terms of the equations
above. The eddy current linewidth, with more details in Jirsa’s work[29], is always linear
in ω and does not change at high frequency.
Appendix E
Enhanced Gilbert Damping in
Noncollinear Spin Pumping
E.1 Spin Current and Spin Pumping










m× Is ×m (E.1)
where Ms is the magnetization, S is the cross section area and tFM is the thickness. The
emitted spin current can be generated by spin pumping, with which a layer of precess-








where g↑↓ is the spin mixing conductance (the imaginary part is usually ignored). If the
pumped spin current is completely absorbed, or consumed, outside the ferromagnet, the







E.2 Spin Accumulation in Collinear FM1/NM/FM2 System
Consider a FM1/NM/FM2 structure with a thin nonmagnetic (NM) interlayer. When the
magnetization of FM1 (m1) is precessing, it will pump spin current, I
pump
s1 , from FM1 to
110
Appendix F. Enhanced Gilbert Damping in Noncollinear Spin Pumping 111
NM which can be calculated via Eq. (F.2). The pumped spin current will flow either
into FM2 layer or back to FM1 layer with negligible relaxation in the NM layer. The first
part of spin current can be relaxed inside FM2 and produce an additional damping torque
on FM1 magnetization. The second part has no effect on the damping. These two spin
currents, defined as Ibacks2 and I
back












mi(∆µsi ·mi) + g↑↓i mi ×∆µsi ×mi
]
(E.4)
Here gss is the dimensionless spin-s interface conductance. ∆µsi = µsN − µsF imi is the
spin-accumulation difference across the FMi/NM inferface with i = 1,2. The conservation






With given interfacial conductance, the variables are µs1, µs2 and µsN . In a diffusive
model, µs1 and µs2 are related to µsN via the spin diffusion length λ
L
sf in each ferromagnets
(see Ref. [129] and Section IV.B in Ref. [122]). For longitudinal spin accumulation, the












where gsd = (h/e
2)(S/λsd)(2σ
↑σ↓)/(σ↑ + σ↓) and σs is the spin-s conductivity of the





g∗imi(µsN ·mi) + g
↑↓
i mi × µsN ×mi
]
(E.7)
For g↑↓i there should also be an additional term similar to the second term in Eq. (F.6).
However because the transverse spin relaxation length is usually much smaller than FM
thickness, this additional term can be ignored and the total spin mixing conductance
remain unchanged.
Next, we need to combine Eq. (F.5) and (F.7) to solve µsN . When m1 is parallel
(antiparallel) to m2, µsN is always orthogonal to m1 and m2 (parallel to m1 × dm1dt ).
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2 ). Notice that g
↑↓
i needs to be corrected by Shavin spin
conductance. In this condition only transverse spin pumping takes place.





































Figure E.1: Left: spin accumulation in noncollinear FM1/NM/FM2 structures. Right:
angle definition of m1, m2 and spin accumulation µsN in the NM layer.
Case 1: Ipumps is perpendicular to m2.
In this situation µsN and the spin currents are still orthogonal to both m1 and m2. Eq.
(F.8)-(F.10) remain the same.
Case 2: Ipumps is in the same plane made by m1 and m2.
In Fig. 1 the vector m1, m2 and µsN are projected on the same Cartesian coordinate
with ŷ axis parallel to m2 and x̂ axis orthogonal to m2. m1 is misaligned with m2 by an
angle θ. µsN can be denoted by a vector (µx, µy). Here the ẑ component of µsN is zero
since Ipumps1 , m1 and m2 are in the same plane.
In this coordinate system we have: m1=(-sin θ,cos θ), m2=(0,1), µsN=(µx,µy). Because
we assume Ipumps is in the same plane and we know I
pump
s is always perpendicular to m1,
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From Eq. (F.11) we can solve µx and µy. Experimentally we have chosen Py1−xCux/Cu/Co
as the trilayer structure. The spin mixing conductances of Py1−xCux/Cu and Co/Cu in-
terfaces are found to be similar within ∼ 10% accuracy. Thus to simplify the calculation
we take g↑↓1 = g
↑↓
2 = g

















(1− ν221 cos2 θ) + (ν1 − ν21)(1− ν21 cos2 θ)
(E.13)
with asymmetry factor ν1 = (g
↑↓ − g∗1)/(g↑↓ + g∗1) and ν21 = (g↑↓ − g∗2)/(g↑↓ + g∗1). Most
of mathematical calculations are done in this step.
The total emitted spin current is Ibacks2 , which can be calculated from Eq. (F.7). From Eq.
(F.1) the torque influencing the dynamics of FM1 layer is only the transverse component
of Ibacks2 to m1. Thus the total amount of transverse spin current to m1 is (in scalar):
Itrans = I
back












(1− ν221 cos2 θ) + (ν1 − ν21)(1− ν21 cos2 θ)
]
(E.14)
In the collinear spin pumping case (θ = 0) we have Itrans = I0/2, which indicates that
the effective spin mixing conductance of a trilayer is half of a single interface (provided
that g↑↓1 = g
↑↓
2 ). In the noncollinear spin pumping case the total spin-pumping-enhanced





(1− ν221 cos2 θ) + (ν1 − ν21)(1− ν21 cos2 θ)
]
(E.15)
by equating ν1 and ν21 Eq. (F.15) recovers Eq. (F.10) in Ref. [129].















Figure E.2: Spin pumping in noncollinear FM1/NM/FM2 structures, with definition
of precession angle θ for m1 and misalignment angle ρ for m2.
E.4 Spin Pumping in Noncollinear FM1/NM/FM2 System
The enhanced Gilbert damping from spin pumping has been derived by Taniguchi[130] in










where ∆α0sp = γ~(g
↑↓
FM/NM/S)/(8πMstFM ) is the enhanced Gilbert damping due to spin
pumping[15], ν = (g↑↓−g∗)/(g↑↓+g∗) denotes the asymmetry of spin mixing conductance
g↑↓ and effective spin conductance g∗. We use the same angle notation by Taniguchi
(Figure 2): θ is the precession angle, ρ is the noncollinear angle, cosψ = sin θ sin ρ cosωt+
cos θ cos ρ = m1 ·m2 is the dot product between the magnetization unit vectors and
ϵ =1− ν2 cosψ − ν[(cot θ cosψ − csc θ cos ρ)2 − sin2 ψ
+ sin2 ρ sin2 ωt] (E.17)







1− ν2 cos2 ρ
]
(E.18)
which reproduces Eq. (F.10) in Ref. [129] with an additional factor of 1/2 due to the
time average of cos2 ωt.
Eq. (F.18) can be understood as the average between the complete transverse state and the
most noncollinear state. When the polarization of pumped spin current is perpendicular
to the plane consisting m1 and m2 vector, ∆αsp = ∆α
0
sp. When the polarization is in the
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same plane with m1 and m2 vector (still perpendicular to m1), ∆αsp takes the expression
in Eq. (F.18) without the 1/2 factor.
Likewise, in an asymmetric trilayer structure, the time-averaged result of enhanced Gilbert






(1− ν221 cos2 θ) + (ν1 − ν21)(1− ν21 cos2 θ)
]
(E.19)
Eq. (F.19) will be used to estimate the effective longitudinal spin conductance g∗ for
Co/Cu interface.
