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ABSTRACT. – We solve on a compact Riemannian manifold (Mn,g) the equation
1nψ + a = f (x)eψ when a and f satisfy some conditions which are in some cases
necessary and sufficient. On the sphere Sn we obtain similar results for the equation
1kψ+a = f (x)eψ when f isG-invariant whereG=O(m)×O(k)withm+k = n+1
and k >m> 2. Finally we show that the equation 1pu+ a(x)up−1 = f (x)up∗−1 with
p∗ = pk/(k−p) has a positive C1,α solution when a and f areG-invariant, if the inf of
the functional of the problem satisfies an inequality. Here the exponent p∗ is supercritical:
p∗ > pn/(n− p). Ó 2000 Éditions scientifiques et médicales Elsevier SAS
RÉSUMÉ. – On résoud sur une variété compacte (Vn,g) l’équation1nψ+a = f (x)eψ
lorsque a et f satisfont des conditions qui sont dans certains cas nécessaires et suffisantes.
Sur la sphère Sn on obtient des résultats similaires pour l’équation 1kψ + a = f (x)eψ
lorsque f est G-invariante où G = O(m) × O(k) avec m + k = n + 1 et k > m > 2.
Enfin on montre que l’équation 1pu+ a(x)up−1 = f (x)up∗−1 avec p∗ = pk/(k − p)
admet une solution C1,α positive lorsque a et f sont G-invariantes, si l’inf de la
fonctionnelle attachée au problème vérifie une inégalité. Ici l’exposant p∗ est surcritique :
p∗ > pn/(n− p). Ó 2000 Éditions scientifiques et médicales Elsevier SAS
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I
1◦ Sur une variété Riemannienne compacte (Vn, g) considérons l’équa-
tion
1pψ + a = f (x)eψ(1)
où 1p est le p-laplacien (p > 1) :1pψ =−∇ i(|∇ψ |p−2∇iψ), a est un
reel et f (x) une fonction C∞.
Dans le cas général en l’absence de symétrie l’équation critique est
celle avec p = n. Rappelons que eψ est intégrable lorsque ψ ∈Hn1 (voir
Aubin [1] p. 63).
Par la méthode variationnelle, sous certaines hypothèses nous allons
montrer l’existence d’une solution de
1nψ + a = f (x)eψ .(2)
Considérons la fonctionnelle
I (ψ)= ‖∇ψ‖nn + na
∫
ψ dV
sur l’ensemble A= {ψ ∈Hn1 /
∫
f (x)eψ dV = aV } V étant le volume.
Il y a trois cas différents suivant le signe de a. Pour que A ne soit pas
vide, il est nécessaire que f soit négative quelque part si a < 0, positive
quelque part si a > 0, et change de signe si a = 0.
Nous supposerons toujours que f vérifie cette condition nécessaire et
on appelle λ l’inf de I (ψ) pour ψ ∈ A. De plus nous supposons f non
constante. Le cas f =Constante se résoud immédiatement. Si f = a = 0,
ψ = Const sont les solutions de (1), si non ψ = Log(a/f ) est la solution
de (1).
2◦ Etudions tout d’abord le cas négatif a < 0. Nous supposerons que
la fonction f est négative partout : f < 0. Dans ce cas nous avons une
majoration de ∫ ψ dV grace à la contrainte :∫
ψ dV 6 VLog
[∫
eψ dV/V
]
et
1
V
∫
eψ dV 6 1
V supf
∫
f (x)eψ dV = a
supf
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entrainent ∫
ψ dV 6 VLog[a/ supf ].(3)
Nous obtenons I (ψ) > naVLog[a/ supf ]. En conséquence λ est fini.
Considérons une suite minimisante {ψi} : {ψi} ⊂A et I (ψi)→ λ. Si on
prend I (ψi)6 1+ λ, nous obtenons∫
ψi dV > (λ+ 1)/an.(4)
(3) et (4) montrent que | ∫ ψi dV | < C, C une constante. De plus nous
avons
‖∇ψi‖nn 6 1+ λ− naC.
D’où {ψi} est bornée dans Hn1 .
Par les théorèmes de Banach et de Kondrakov, il existe une sous-
suite qui converge faiblement dans Hn1 vers ψ et fortement dans Ln vers
ψ. Comme d’après un théorème du premier auteur (Aubin [1] p. 63)
Hn1 3 ϕ → eϕ ∈ L1 est une application compacte, on peut extraire de
la précédente sous-suite une suite {ψj } telle que eψj → eψ dans L1. Il
s’ensuit que ψ ∈A, d’où I (ψ)> λ. Mais comme
‖ψ‖Hn1 6 lim‖ψj‖Hn1 6 lim‖∇ψj‖n +‖ψ‖n, I (ψ)6 λ.
Par conséquent ψ réalise le minimum et vérifie l’équation d’Euler qui
n’est autre que (2). Le second membre de (2) appartient à Lr pour tout
r > 1. D’après le théorème de régularité de Tolksdorf [11] ψ ∈ C1,α,
pour un certain α ∈]0,1[ si n > 2 (ψ ∈ C∞ si n = 2). Nous constatons
ici que la régularité supposée de f est inutile si n 6= 2; avec f ∈ C0 (et
même f ∈ L∞) on obtient le même résultat. D’autre part le cas n = 2 a
déjà été traité largement voir Aubin [1].
3◦ Le cas a = 0.
On ne peut pas considérer le même problème variationnel car nous
n’aurions pas de contrôle sur
∫
ψ dV. Ici la fonctionnelle est la même :
I (ψ)= ‖∇ψ‖nn, mais nous la considérons sur
A˜=
{
ψ ∈Hn1
/∫
ψ dV = 0 et
∫
f (x)eψ dV = 0
}
.
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Bien sûr pour trouver une solution de (2) il faut que f vérifie les deux
conditions nécessaires :
(α) f change de signe (nous l’avons déjà mentionnée) et
(β) ∫ f dV < 0.
En effet la condition (β) est nécessaire dans le cas a 6 0. Multiplions
(2) par e−ψ et intégrons. On trouve∫
f (x)dV = a
∫
e−ψ dV −
∫
e−ψ |∇ψ |n dV
qui est strictement négatif car ψ n’ est pas constante, vu que nous avons
éliminé dès le début le cas f = Constante.
Ici λ > 0. On procède comme au 2◦. D’ une suite minimisante
on extrait une sous-suite {ψj } convergeant vers ψ ∈ A˜. ψ réalise le
minimum λ. L’équation d’Euler est, k et ν étant les multiplicateurs de
Lagrange :
1pψ + k = νf (x)eψ .
Intégrons les deux membres, on trouve k = 0 puisque ∫ f (x)eψ dV =
0. Mais cette condition entraine ψ non constante car
∫
f (x)dV < 0.
En conséquence ν n’est pas nul et on a ν > 0. En effet l’intégration
de l’équation après multiplication par e−ψ donne ν
∫
f (x)dV < 0. La
solution de (2) est ψ − Logν.
4◦ Le cas a > 0.
Nous considérons le problème variationnel défini au 1◦ en supposant
que f est positive quelque part ce qui est la condition nécessaire. A n’est
pas vide car supf > 0. Pour montrer que λ est fini nous utilisons une
inégalité de Cherrier [4] et [5] :
PROPOSITION 1. – Pour tout ε > 0 il existe une constante Cε telle que
toute fonction ϕ ∈Hn1 (Vn) vérifie∫
eϕ dV 6 Cε exp
[
(µn + ε)‖∇ϕ‖nn +
1
V
∫
ϕ dV
]
(5)
avec V le volume de (Vn, g) et µn = (n − 1)n−1n1−2nω−1n−1 (ωn−1 est le
volume de Sn−1(1)).
Nous pouvons écrire
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aV =
∫
f (x)eψ dV(6)
6Cε supf exp
[
(µn + ε)‖∇ψ‖nn +
1
V
∫
ψ dV
]
.
Cette inégalité montre que λ l’inf I (ψ) est fini si a < 1/nVµn. En effet
dans ce cas on peut choisir ε de sorte que na < 1/V (µn + ε) et on a
I (ψ)>
[
1− (µn + ε)naV ]‖∇ψ‖nn +C
avec C = Log(aV/Cε supf ).
On peut alors considérer une suite minimisante {ψi} ⊂ A. De l’in-
égalité précédente nous tirons ‖∇ψi‖nn 6 Const. Puis l’inégalité (6) nous
donne
∫
ψi dV > Const. Enfin I (ψi)6 Const entraine
∫
ψi dV 6 Const.
La démonstration faite dans le cas négatif peur être reprise maintenant
et ainsi il existe une solution ψ de (2). Nous avons ainsi prouvé le
THÉORÈME 1. – Sur une variété Riemannienne (Vn, g) compacte,
considérons l’équation (2) avec f ∈ C0. Cette équation admet une so-
lution appartenant à C1,α, pour un certain α ∈]0,1[ sous les hypothèses
suivantes
(a) a < 0, f partout négative,
(b) a = 0, ∫ f dV < 0 et supf > 0,
(c) 0< a < 1/nVµn et supf > 0.
Ici µn = (n− 1)n−1n1−2nω−1n−1.
5◦ On peut se demander si on ne pourrait pas résoudre l’équation plus
générale :
1nψ + a(x)= f (x)eψ(7)
avec cette fois-ci a(x) une fonction continue. Dans le cas n = 2 on se
ramène au cas précédent où a(x) est la constante a = (1/V ) ∫ a(x)dV.
Comme nous allons le montrer, lorsque n > 2 on peut écrire comme dans
le cas n= 2, a(x)= a +1nu. Mais pour n > 2, 1n n’est pas linéaire et
on ne peut pas poursuivre.
PROPOSITION 2. – Sur une variété Riemannienne compacte (Vn, g)
l’équation
1pu= h(x), h ∈C∞,(8)
admet une solution appartenant à C1,α pour un certain α ∈]0,1[, si et
seulement si
∫
hdV = 0.
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Il est clair que la condition
∫
hdV = 0 est nécessaire pour que (8) ait
une solution. Montrons qu’ elle est suffisante.
Si l’équation (8) a une solution u0, u = u0 + C (C un réel) est une
solution de (8). Donc cherchons une solution particulière qui soit à
intégrale nulle.
Si on cherche à minimiser le quotient J (u) = ‖∇u‖pp‖u‖−pp sur
l’ensemble des fonctions deHp1 à intégrale nulle, on montre aisement que
le minimum µ de J (u) est atteint par une fonction de Hp1 υ qui vérifie
1pυ =µ|υ|p−2υ et ‖υ‖p = 1.
Nous avons µ> 0. En effet µ= 0 entraine υ = Const d’où υ = 0 puisque∫
υ dV = 0. Ce qui serait absurde vu que la norme Lp de υ est égale à
1. De plus d’après le théorème de régularité de Tolksdorf [11], υ ∈C1,α.
D’où nous avons le résultat suivant.
LEMME 1. – Sur une variété Riemannienne compacte (Vn, g), toute
fonction υ ∈Hp1 , d’intégrale nulle, satisfait l’inégalité
‖υ‖p 6µ−1/p‖∇υ‖p.(9)
Retournons à la démonstration de la Proposition 2. Considérons la
fonctionnelle
I (u)= ‖∇u‖pp − p
∫
hudV
sur l’ensemble A des fonctions u ∈Hp1 d’intégrale nulle. Se limiter à ces
fonctions ne change rien car comme
∫
hdV = 0, I (u+C)= I (u). Nous
avons
I (u)> ‖∇u‖pp − p‖h‖q‖u‖p avec
1
p
+ 1
q
= 1.
D’où en utilisant (9)
I (u)> ‖∇u‖pp − pµ−1/p‖h‖q‖∇u‖p >− Const.
Vu ce résultat ν l’inf de I (u) sur A est fini. Une suite minimisante
{ui} ⊂ A est bornée dans Hp1 . En effet on peut supposer que I (ui) < 1
et ‖∇u‖pp − b2‖∇u‖p < 1 entraine ‖∇u‖p < 1 + b2. En utilisant les
théorèmes de Banach, Kondrakov, . . . , on montre facilement que ν est
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atteint par une fonction w ∈ Hp1 qui vérifie l’équation d’Euler c’ est-à-
dire l’équation (8). D’après le théorème de régularité w ∈C1,α.
Rémarque. – L’hypothèse h ∈ C∞ ne donne pas plus de régularité à la
solution w que si h ∈C◦ (et même h ∈ L∞) lorsque p 6= 2.
II
1◦ Sur la sphère Sn munie de la métrique canonique, considérons une
équation avec le p-Laplacien dont les données sont invariantes par le
groupe G=O(m)×O(k)⊂O(n+1) avec m+k = n+1 et k >m> 2,
du type
1pψ + a = f (x)eψ .(10)
Les cas a < 0 et a = 0 ont été résolus dans I, le fait que f soit G-
invariante n’apporte rien de nouveau lorsque a 6 0. Par contre si a > 0
la résolution de (10) nécessite une inégalité du type (5). Nous allons voir
que l’équation limite correspond à p = k. Nous notons
H = {u ∈Hp1 (Sn) | u ◦ τ = u pour ∀τ ∈G}.
2◦ Tout d’abord démontrons l’inégalité dont nous avons besoin.
THÉORÈME 2. – Pour tout ε > 0 il existe une constante Cε telle que
toute fonction ϕ ∈H d’intégrale nulle vérifie∫
Sn
eϕ dV 6 Cε exp
[
(µn,k + ε)‖∇ϕ‖kk
]
avec µn,k = µk/ωn−k(11)
µn,k est la plus petite constante pour laquelle (11) ait lieu, µk est defini
dans la Proposition 1.
Comme ϕ est G-invariante on peut écrire :
∫
Sn
eϕ dV = ωk−1ωm−1
pi/2∫
0
sink−1 θ cosm−1 θeϕ dθ(12)
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où ωl est le volume de la sphère Sl(1) et
∫
Sn
|∇ϕ|k dV = ωk−1ωm−1
pi/2∫
0
sink−1 θ cosm−1 θ(ϕ′)k dθ.(13)
En effet dans ce cas ϕ peut être vue comme une fonction d’une variable
θ ∈ [0, pi2 ] (voir Aubin et Cotsiolis [3]). Nous reprenons la méthode
utilisée dans [3.] Soit ε˜ > 0 petit, α ∈]0, pi2 [ est défini par
(1+ ε˜) cosm−1 α = 1.
Sur [α2 , α], ϕ passe par un minimum en β ∈ [α2 , α] car ϕ est continue sur]0, pi2 [. En effet pour 0< ξ < δ < pi2
|ϕ(ξ)− ϕ(δ)| =
∣∣∣∣∣
δ∫
ξ
ϕ′ dθ
∣∣∣∣∣6 |δ − ξ |1−1/k
( δ∫
ξ
|ϕ′|k dθ
)1/k
6 |δ− ξ |1−1/k(ωk−1ωm−1 sink−1 ξ cosm−1 δ)−1/k‖∇ϕ‖k.
Pour majorer l’intégrale (12) nous coupons l’intervale [0, pi2 ] en trois :[0, β], [β, pi2 −β], [pi2 −β, pi2 ]. Nous allons utiliser l’inégalité suivante sur
la sphère Sk.
PROPOSITION (Aubin [1], p. 68). – Toute fonction ψ ∈Hk1 (Sk) d’inté-
grale nulle vérifie ∫
Sk
eψ dV 6C exp
[
µk
∫
Sk
|∇ψ |k dV
]
(14)
avec µk = (k− 1)k−1k1−2kω−1k−1. µk est la meilleure constante.
Ecrivons l’inégalité (14) pour une fonction radiale, nous obtenons pour
la fonction ϕ(θ)− ϕ(β) prolongée par zéro sur [β, pi2 ] :
ωk−1
β∫
0
eϕ sink−1 θ dθ
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6 Ce|ϕ(β)| exp
[
µkωk−1
β∫
0
|ϕ′|k sink−1 θ dθ + ωk−1
ωk
β∫
0
ϕ sink−1 θ dθ
]
nous notons toujours C une constante qui peut être différente d’une ligne
à l’autre. Nous majorons |ϕ(β)| de la manière suivante
|ϕ(β)|6 2
α
α∫
α/2
|ϕ(θ)|dθ 6 C˜‖ϕ‖1 6C◦‖∇ϕ‖k(15)
car ϕ est à intégrale nulle sur Sn (les normes sont prises sur Sn). Et nous
écrivons que pour η > 0 aussi petit qu’ on veut
‖∇ϕ‖k 6 η‖∇ϕ‖kk/C◦ +Cη,
ωk−1ωm−1
β∫
0
sink−1 θ cosm−1 θeϕ dθ
6 Cωm−1 exp
[(
µk
ωm−1 cosm−1 β
+ η
)
‖∇ϕ‖kk +C‖ϕ‖1
]
6 C exp
[(
µk(1+ ε˜)
ωm−1
+Cη
)
‖∇ϕ‖kk
]
.
L’intégrale sur [pi2 − β, pi2 ] se majore d’une manière analogue. Quant à
celle sur [β, pi2 − β]
ωk−1ωm−1
pi
2 −β∫
β
sink−1 θ cosm−1 θeϕ dθ
6 C exp
[
sup
t∈[β, pi2 −β]
|ϕ(t)|]
6 C exp
[|ϕ(β)| +C‖∇ϕ‖k]6 C exp[Cη‖∇ϕ‖kk].
Comme η est aussi petit qu’ on veut l’inégalité (11) est établie.
3◦ Dans le cas positif (a > 0), résolvons l’équation (10) avec p = k
lorsque f ∈ C◦ est G-invariante. Une condition nécessaire évidente est
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que f soit positive quelque part. En effet si ψ est une solution de (10)∫
Sn
f eψ dV = aωn > 0.
Nous allons utiliser la méthode variationnelle.
Considérons la fonctionnelle
I (ϕ)= 1
p
∫
Sn
|∇ϕ|p dV + a
∫
Sn
ϕ dV.
Sur l’ensemble A= {ϕ ∈H/ ∫Sn f eϕ dV = aωn}.
Posons λ = Inf I (ϕ) pour tout ϕ ∈ A. A n’est pas vide car f est
positive quelque part.
Pour minorer
∫
ϕ dV et avoir λ fini, nous n’avons à notre disposition
que l’inégalité (11) avec k = p. Elle nous donne
aωn=
∫
f eϕ dV 6 supf
∫
eϕ dV
6C exp
[
(µn,p + ε)‖∇ϕ‖pp +
1
ωn
∫
ϕ dV
]
.
D’où
I (ϕ)>
[ 1
p
− (µn,p + ε)aωn
]
‖∇ϕ‖pp −C.
Si a < 1/pωnµn,p = p2(p−1)(p − 1)1−pωp−1ωn−pω−1n nous choisissons
ε > 0 de sorte que
1
p
− (µn,p + ε)aωn = ε.
Ainsi λ est fini et nous pourrons faire converger dans Hp1 une sous-suite
d’une suite minimisante qui converge vers une solution de l’équation
(10). La démonstration détaillée a été faite dans la Partie I.
THÉORÈME 3. – Considérons sur la sphère Sn(1) l’équation (10)
avec p = k et f continue et G-invariante. Si a < p2(p−1)(p− 1)1−pωp−1
ωn−p/ωn alors l’équation (10) admet une solution ψ G-invariante et ψ ∈
C1,α pour un certain α ∈]0,1[ , à condition que f vérifie les hypothèses
suivantes
(a) supf < 0 si a < 0,
(b) ∫ f dV < 0 et supf > 0 si a = 0,
(c) supf > 0 si a > 0.
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III
1◦ Dans cette partie nous allons étudier sur la sphère Sn (n > 2) pour
q > p l’équation :
1pu+ a(x)up−1 = f (x)uq−1, u > 0,(16)
lorsque les fonctions continues a(x) et f (x) sont G-invariantes. Rappe-
lons queG=O(m)×O(k)⊂O(n+1) avecm+k = n+1 et k >m> 2.
Cette équation a été étudiée sur un ouvert borné de Rn avec des
conditions de Dirichlet nulles au bord par Guedda et Veron [9] et par
Demengel et Hebey [6] en présence d’un groupe de symétries différent de
G. Cette équation a été étudiée sur une variété Riemannienne compacte
par Druet [8].
Appelons H = {u ∈ Hp1 (Sn)/u ◦ τ = u pour ∀τ ∈ G}. Suivant un
lemme de Ding [7], H est inclus dans Lq lorsque q 6 p∗ = pk/(k− p),
l’inclusion étant compacte pour q < p∗ et seulement continue pour
q = p∗.
Comme k < n,p∗ > pn/(n− p) ; ainsi pour q > pn/(n− p) l’équa-
tion (16) est surcritique, l’exposant limite étant p∗ − 1.
Nous allons tout d’abord calculer les meilleures constantes dans les
inégalités de Sobolev qui concernent le cas critique du surcritique (H ⊂
Lp∗). Puis nous étudierons l’équation (16) où ces meilleures constantes
nous seront utiles
2◦ Nous allons utiliser l’inégalité suivante sur la sphère Sk.
PROPOSITION (Aubin [1], p. 50). – Toute fonction ψ ∈Hp1 (Sk) vérifie
pour 1< p 6 2 l’inégalité
(∫
Sk
|ψ |p∗ dV
)p/p∗
6Kp(k,p)
[∫
Sk
|∇ψ |p dV +A
∫
Sk
|ψ |p dV
]
(17)
où A est une constante et K(k,p) la première plus petite constante
possible dont la valeur peut être trouvée à la p. 40 de Aubin [1].
A l’aide de cette proposition nous allons démontrer le
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THÉORÈME 4. – Sur la sphère Sn, pour tout ε > 0 il existe une
constante Cε telle que toute fonction ϕ ∈H vérifie
‖ϕ‖pp∗ 6
[
K˜p(p,n, k)+ ε]‖∇ϕ‖pp +Cε‖ϕ‖pp(18)
avec K˜(p,n, k)=K(k,p)ω−1/kn−k . L’inégalité (18) n’est pas vérifiée avec
une constante inférieure à K˜(p,n, k).
Soit ϕ ∈ H,ϕ peut être vue comme une fonction d’une variable θ ∈
[0, pi2 ] (voir Aubin et Cotsiolis [3]).
∫
Sn
|ϕ|q dV = ωk−1ωm−1
pi/2∫
0
sink−1 θ cosm−1 θ |ϕ|q dθ(19)
et ∫
Sn
|∇ϕ|p dV = ωk−1ωm−1
pi/2∫
0
sink−1 θ cosm−1 θ |ϕ′|p dθ.(20)
Comme dans la Partie II nous considérons ε˜ > 0, α ∈]0, pi2 [ et β ∈[α2 , α]. Rappelons que ϕ est continue sur ]0, pi2 [.
Pour le calcul des intégrales (19) et (20), nous décomposons l’inter-
valle [0, pi2 ] en trois comme précédement. L’inégalité (17) pour une fonc-
tion radiale s’écrit(
ωk−1
pi/2∫
0
|ψ |p∗ sink−1 θ dθ
)p/p∗
6Kp(k,p)ωk−1
pi/2∫
0
|ψ ′|p sink−1 θ dθ
+Kp(k,p)Aωk−1
pi/2∫
0
|ψ |p sink−1 θ dθ
Utilisons cette inégalité avec ψ = ϕ−ϕ(β) sur [0, β] prolongée par zéro
sur [β, pi2 ] :
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(
ωk−1
β∫
0
|ϕ − ϕ(β)|p∗ sink−1 θ dθ
)p/p∗
6Kp(k,p)
[
ωk−1
β∫
0
|ϕ′|p sink−1 θ dθ
+Aωk−1
β∫
0
|ϕ − ϕ(β)|p sink−1 θ dθ
]
.
Ce qui peut s’écrire
[
ωk−1
β∫
0
|ϕ|p∗ sink−1 θ dθ
]1/p∗
6K(k,p)
[
ωk−1
β∫
0
|ϕ′|p sink−1 θ dθ
+Aωk−1
β∫
0
|ϕ − ϕ(β)|p sink−1 θ dθ
]1/p
+ |ϕ(β)|
[
ωk−1
β∫
0
sink−1 θ dθ
]1/p∗
.
En utilisant l’inégalité (15) : |ϕ(β)| 6 C˜‖ϕ‖1, nous obtenons pour la
partie de l’intégrale (19) sur [0, β] avec q = p∗
(
ωk−1ωm−1
β∫
0
|ϕ|p∗ sink−1 θ cosm−1 θ dθ
)1/p∗
(21)
6 (ωm−1)1/p
∗
K(k,p)
[
ωk−1
cosm−1 β
β∫
0
|ϕ′|p sink−1 θ
× cosm−1 θ dθ
]1/p
+C1‖ϕ‖p.
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La constante qui multiplie au deuxième membre la partie de l’intégrale
(20) sur [0, β] est
ω
1/p∗
m−1K(k,p)
(1+ ε˜
ωm−1
)1/p
= ω−1/km−1 K(k,p)(1+ ε˜)1/p.(22)
La partie de l’intégrale (19) sur [pi2 −β, pi2 ] se majore de la même manière
si m= k. Si m< k,Hp1 (Sm)⊂ Lp∗ est compacte et nous pouvons utiliser
une inégalité comme (17) sur Sm avec η > 0 aussi petit qu’ on veut à la
place deKp(k,p). Quant à la troisième partie de l’intégrale, on la majore
comme suit
B =
(
ωk−1ωm−1
pi/2−β∫
β
|ϕ|p∗ sink−1 θ cosm−1 θ dθ
)1/p∗
6 sup |ϕ|1−p/p∗‖ϕ‖p/p∗p 6 λ sup |ϕ| +Cλ‖ϕ‖p
où λ > 0 est un réel aussi petit qu’ on veut.
Le sup |ϕ| étant pris sur [β, pi2 − β] se majore par
sup |ϕ|6 |ϕ(β)| +C‖∇ϕ‖p 6 C1‖ϕ‖p +C‖∇ϕ‖p.
D’où
B 6 λ˜‖∇ϕ‖p +Cλ˜‖ϕ‖p(23)
avec λ˜ > 0 aussi petit qu’ on veut.
Combinant (21) et (22) nous trouvons que pour tout ε > 0 il existe une
constante Cε telle que toute fonction ϕ ∈ H vérifie l’inégalité (18) du
Théorème 4.
Lorsque p > 2 nous n’avons pas précisément l’inégalité (17) avec la
meilleure constante mais la même inégalité en remplacant Kp(k,p) par
Kp(k,p)+ η, η > 0 pouvant être choisi aussi petit qu’ on veut. D’où le
résultat est inchangé, l’inégalité (18) est aussi valable pour p > 2.
3◦ Nous allons donner une application du résultat précédent. Nous
nous placons dans le cas où l’opérateur
υ→1pυ + a(x)υp−1(24)
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est coercif. Nous entendons par là qu’ il existe un réel λ > 0 tel que pour
tout υ ∈H ∫
Sn
(|∇υ|p + a(x)|υ|p)dV > λ∫
Sn
|υ|p dV.(25)
PROPOSITION. – Dans les conditions définies au début de III et
sous l’hypothèse (25) si supf > 0 et p < q < p∗,p∗ = pk/(k − p),
l’équation (16) admet une solution positive (dans H ) qui appartient à
C1,α pour un α ∈]0,1[.
Considérons la fonctionnelle I (υ) = ∫Sn(|∇υ|p + a(x)|υ|p)dV et
posons µq = inf I (υ) pour ∀υ ∈Aq avec
Aq =
{
υ ∈H/∫
Sn
f (x)|υ|q dV = 1
}
.
Comme supf > 0, Aq n’est pas vide et µq > 0 est fini. Nous pouvons
considérer une suite minimisante de fonctions υi > 0 car I (υ) = I (|υ|)
(voir Aubin [1], p. 82). Utilisant (25), on trouve ‖υi‖p < Const, puis
‖∇υi‖Hp1 <Const.
En conséquence il existe une sous-suite {υj } ⊂ {υi} et une fonction ϕq
telles que υj → ϕq faiblement dans Hp1 fortement dans Lq et presque
partout. Il s’ensuit que ϕ ∈A et ϕ > 0 puisque υj > 0. D’où I (ϕq)= µq
et pour tout ψ ∈H∫
Sn
|∇ϕq |p−2∇νϕq∇νψ dV +
∫
Sn
a(x)|ϕq |p−1ψ dV(26)
= µq
∫
Sn
f (x)|ϕq |q−1ψ dV.
Par symétrisation Demengel et Hebey [6] ont montré que (26) était vrai
pour ∀ψ ∈ Hp1 . De plus µq > 0, car µq nul entrainerait d’après (25)
ϕ ≡ 0 ce qui est absurde puique ∫Sn f (x)|ϕq |q dV = 1.
En conséquence ϕ˜q = µ1/(q−p)q ϕq est une solution faible de (16) dans
H
p
1 . Et suivant une méthode habituelle on peut montrer que ϕ˜q ∈ L∞.
Puis d’après les théorèmes de régularité de Tolksdorf [11], ϕ˜q ∈C1,α pour
un certain α ∈]0,1[.
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THÉORÈME 5. – Dans les conditions définies au début de III et sous
l’hypothèse de coercivité (25), si supf > 0 et q = p∗, l’équation (16)
admet une solution positive (dans H) qui appartient à C1,α pour un
certain α ∈]0,1[ lorsque
µp∗ < K˜
−p(p,n, k)(supf )−p/p∗ .(27)
µp∗ = inf I (υ) pour tout υ ∈Ap∗ et K˜(p,n, k) est la meilleure constante
du Theórème 4.
Montrons tout d’abord que l’ensemble des µq est borné. Notons K =
{x ∈ Sn | f (x)6 0},Ω = Sn −K et considérons une fonction υ ∈D(Ω)
telle que
∫
Sn
f (x)|υ(x)|q◦ dV = 1. On peut supposer sans nuire à la
généralité que
∫
Ω f (x)dV = 1.Alors pour q > q0 on a
∫
Sn
f (x)|υ(x)|q >
1, d’où µq 6 I (υ) et ceci entraine ‖ϕq‖Hp1 < Const.
Considérons une suite qi → p∗. Comme la suite {ϕqi } est bornée
dans Hp1 , il existe ϕ∗ ∈ Hp1 et une sous-suite {ϕqj } ⊂ {ϕqi} telles que
ϕqj → ϕ∗ faiblement dans Hp1 , fortement dans Lp et p.p. On peut
faire en sorte aussi que |∇ϕqj |p−2∇ϕqj converge failblement dans (Hp1 )∗
vers |∇ϕ∗|p−2∇ϕ∗ comme l’ont montré Demengel et Hebey [6]. Pour
∀ψ ∈Hp1∫
Sn
|∇ϕqj |p−2∇νϕqj∇νψ dV →
∫
Sn
|∇ϕ∗|p−2∇νϕ∗∇νψ dV.
De plus ϕqj → ϕ∗ p.p. et ‖ϕqj−1qj ‖ p∗
p∗−1
< Const entrainent ϕqj−1qj →
|ϕ∗|p∗−1 faiblement dans L p∗
p∗−1
. D’autre part les µqj appartiennent à un
compact, nous l’avons vu. D’où on peut, quitte à prendre une sous-suite,
supposer que µqj → µ. En fait µ = µp∗ comme nous le montrons plus
bas dans la proposition.
En conséquence on peut passer à la limite dans (26) avec q = qj . Pour
tout ψ ∈Hp1 ,∫
Sn
|∇ϕ∗|p−2∇νϕ∗∇νψ dV +
∫
Sn
a(x)|ϕ∗|p−1ψ dV
=µ
∫
Sn
f (x)|ϕ∗|p∗−1ψ dV.(28)
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Ainsi ϕ∗ vérifie faiblement dans Hp1 l’équation :
1pϕ
∗ + a(x)(ϕ∗)p−1 = µf (x)(ϕ∗)p∗−1
ϕ∗ vérifie ϕ∗ > 0 car ϕqj → ϕ∗ p.p.
Montrons que ϕ∗ 6≡ 0 en utilisant l’hypothèse (27). Nous pouvons
écrire
1=
[∫
Sn
f (x)ϕqq dV
]p/q
6
(
supf
∫
Sn
ϕqq dV
)p/q
6 (supf )p/q
[∫
Sn
ϕp
∗
q dV
]p/p∗
(ωn)
(p/q)−(p/p∗).
L’inégalité (18) du Théorème 4 entraine
(ωn)
(p/p∗)−(p/q)(supf )−p/q
6
[
K˜p(p,n, k)+ ε][µq − ∫
Sn
a(x)ϕpq dV
]
+Cε‖ϕq‖pp
si (supf )−p/p∗ > K˜p(p,n, k)µ, on peut choisir ε assez petit et q assez
voisin de p∗ de sorte que
‖ϕq‖p > C > 0.
Comme ϕqj → ϕ∗ dans Lp cela entraine ‖ϕ∗‖p >C d’où ϕ∗ 6≡ 0.
Par la méthode utilisée par Trudinger [12], on montre que ϕ∗ ∈ Lr
pour ∀r > 1. Puis par la technique d’itération de Moser on prouve que
ϕ∗ ∈ L∞ et ϕ∗ ∈ C1,α pour un α ∈]0,1[ grâce au théorème de régularité
de Tolksdorf [11].
PROPOSITION. – q → µq est continue sur ]2,p∗], q → µq est
décroissante si f (x)> 0 et
∫
Sn
f (x)dV = 1.
La continuité sur ]2,p∗[ est évidente. Reste à montrer la continuité en
p∗. Les ϕq vérifient
1pϕq + a(x)ϕp−1q 6 0 sur K.
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On en déduit par la méthode rappelée plus haut que sur une boule
BR(x◦) ⊂ K
◦
les fonctions ϕq sont uniformement bornées. D’après le
théorème de Tolksdorf [11], elles sont bornées dans un C1,α.
On a le même résultat sur l’ensemble Kε des x ∈ V où f (x) 6 ε
si ε > 0 est assez petit. En effet on démontre tout d’abord que sur Kε
les fonctions ϕq sont bornées dans Lr pour ∀r > 1 par une technique
qu’on peut trouver par exemple dans Aubin [2] ou Hebey [10]. Ensuite
la technique d’itération de Moser prouve que les fonctions ϕq sont
uniformement bornées sur Kε, d’où leurs normes sont bornées dans un
C1,α d’après le théorème de Tolksdorf [11]. En conséquence une sous-
suite {ϕqk} ⊂ {ϕqj } converge vers ϕ∗ dans C1,β avec β < α sur K. Nous
sommes en position maintenant de montrer par l’absurde que µ = µ∗p.
Si µ − µp∗ = 3η > 0, il existe υ ∈ Ap∗ tel que µp∗ < I (υ) < µ − 2η.
Comme d’après le théorème de Lebesgue∫
Sn
f (x)
∣∣υ(x)∣∣qk dV → ∫
Sn
f (x)
∣∣υ(x)∣∣p∗ dV = 1 lorsque k→∞,
si ξk est tel que ξkυ ∈ Aqk , ξk→ 1. On arrive à une absurdité : pour k
assez grand µqk 6 I (ξkυ) = ξpk I (υ) < µ − η, alors que par définition
µ= limk→∞µqk . Enfin pour q0 < qk < r 6 p∗ écrivons∫
Sn
f (x)ϕrqk dV =
∫
K
f (x)ϕrqk dV +
∫
Ω
f (x)ϕrqk dV
>
∫
K
f (x)ϕqkqk dV − εk +
[∫
Ω
f (x)ϕqkqk dV
]r/qk
> 1− εk
car
∫
Ω
f (x)ϕqkqk dV > 1.
Comme εk → 0 lorsque k→∞, l’inégalité précédente entraine µp∗ 6
µ, d’où µp∗ = µ. De même on montre que µr 6 µqk car nous avons
supposé
∫
Sn
f (x)dV = 1 et f (x)> 0.
Rémarque. – µp∗ = µ entraine ‖∇ϕ∗‖p = limk→∞‖∇ϕqk‖p d’où ϕqk→
ϕ∗ fortement dans Hp1 et dans Lp∗ . Enfin d’après l’hypothèse de coerci-
vité µp∗ > 0.
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