Although there have been many successful multiclassification models in the field of image recognition in recent years, adding new classes to the trained models remains a research focus. In this paper, we present a multiclassification method based on the Hadamard error correction output code and a convolutional neural network to solve this problem. Compared with other multiclassification methods, it not only makes use of the excellent image processing performance of a convolutional network but also combines the Hadamard error correction code's characteristics of simple construction and adaptability to arbitrary categories. The characteristics of adding new classes are shown in the experiment. We applied this model to the iris multiclassification problem and compared it with the traditional classifier. The experimental results show that our method achieves accuracies of 98.19% and 96.35% on the CASIA-Iris-LampV4 and the JLU-4.0 iris datasets, respectively, which is better than other classic classification models, and it can effectively add new categories with only partial parameter modification.
I. INTRODUCTION
The multiclassification problem has always been a focus of research in the field of image recognition. The common methods include training a multiclassifier by using a large amount of data and complex networks directly [1] , [2] , decomposing multiclassification problems into multiple binary problems [3] , [4] , and so forth. However, these methods have some drawbacks when adding new categories to an already trained model. The methods that rely on a multiclassifier usually need to obtain all categories and samples involved in the classification problem before training the model, so when adding new categories, all parameters of the model need to be retrained. For the dependency problem decomposition method, error correction code is a common technique. Dietterich and Bakiri proposed this method in 1995 and showed The associate editor coordinating the review of this manuscript and approving it for publication was Zilong Liu . superior performance in multiclassification tasks such as handwriting recognition by combining a neural network and decision tree algorithm [3] . However, they only provide different error correction code generation methods for different category ranges, so the error correction code book must be regenerated when adding new categories to the model, and the error correction code generation method they adopt is relatively complex.
Considering these factors, we propose an iris recognition framework combining the Hadamard error correction output code (Hadamard-ECOC) and a convolutional neural network (CNN). A Hadamard error correction output code book is simple to construct and suitable for multiclassification problems of arbitrary categories. It also has good correction effects in the cases of insufficient samples, incomplete features or defects in the algorithm itself [5] . We choose CNN as the base classifier, which does not need to manually select features and can guarantee the invariance of displacement and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ deformation to a certain extent [6] . Benefitting from the fault tolerance of the error correction code and image processing ability of CNN, the framework in this paper can add new categories and maintain a high accuracy while only retraining some parameters.
In this paper, iris image data are used to study related problems. As a typical biological characteristic, it has broad application prospects. Its long-term stability and uniqueness provide iris recognition an increasingly important role in access control, medical treatment, banking, counterterrorism, etc. [20] . Additionally, adding new categories is a requirement for iris recognition systems.
Our framework consists of two main parts, the Hadamard error correction output coding matrix and the convolution base classifier, as shown in Fig. 1 . The framework combines error correction ability with image feature learning ability. In the experiment, we utilize the difference between predictive coding and correct coding to fine-tune the error base classifier and study how to add a new category to the recognizable space by only retraining part of the base classifiers.
In this study, we implemented the Hadamard errorcorrecting classification framework composed of 63 base classifiers. The hidden layer of the base classifier consists of three convolution layers and three maxpooling layers followed by a flattened and a fully connected layer; the final output unit is set as the sigmoid function. Using a convolutional network as the base classifier can make our model converge more quickly and learn more complex features. Our model achieved 98.19% accuracy in the CASIA iris dataset. The main contributions of this study follow.
(1) We propose a new multiclassification recognition framework that breaks through the limitations of traditional recognition methods and better applies deep learning methods to the field of biometrics recognition. This framework has strong practicability and efficiency compared with traditional recognition systems.
(2) We propose a Hadamard-ECOC-based recognition system that automatically learns image features. The system can utilize test experience to self-adjust, and can also recognize new categories without retraining the whole model. The new architecture takes advantages of both the error correction output code and the convolutional neural network to obtain satisfactory performance.
The remainder of the paper is organized as follows: Section 2 briefly introduces the related work of iris feature extraction, convolutional neural networks and error correction output codes. Then, the proposed iris recognition framework with Hadamard-ECOC and the structure of the base classifier are presented in Section 3. The experimental results and discussions are presented in Section 4. Finally, we conclude the paper in Section 5.
II. RELATED WORK A. THE IRIS FEATURE EXTRACTION
Feature extraction is a key step in traditional iris recognition frameworks. Early researchers mostly used filter-based methods to extract iris features. For example, Daugman proposed a Gabor filter-based method for iris feature extraction and used the hamming distance for classification [7] . Lim used the Haar wavelet filter-based method and had good performance [8] . Another common method for feature extraction is based on local descriptors. For example, Ojala et al. proposed the famous Local Binary Patterns (LBP), which compares the size of a central pixel with surrounding pixels in a neighborhood and generates a list of binary codes as iris features [9] . Cao et al. proposed the Laplacian Eigenmaps (LE) method to extract microscopic features of an iris and then used unsupervised learning technology to allow local descriptors to have greater diversity in sampling pattern shape and larger sampling scale [10] .
B. CNNs FOR IRIS RECOGNITION
A convolutional neural network (CNN) does not need to manually select features and can guarantee the invariance of displacement and deformation to a certain extent. The research shows that this deep learning method has satisfactory performance in the iris recognition field. Liu et al. proposed a 9-layer deep iris network for their iris study and achieved a very promising recognition rate on a public dataset [11] . Gangwar et al. designed a DeepIrisNet that utilizes the CNN feature and achieves very advanced precision. It can also model the microstructure of an iris very effectively [13] . Additionally, CNN is used in iris segmentation [14] , iris location [15] , [16] , iris liveness detection [12] and gender classification [17] , [18] in the field of iris biometric recognition. The state-of-the-art iris recognition algorithm achieves 99.42% accuracy on a public dataset [19] .
C. ERROR CORRECTION OUTPUT CODE (ECOC)
ECOC is a common multiclassification problem decomposition framework. In 1995, Dietterich and Bakiri first used it to apply a binary classifier to multiclassification problems, i.e., if the number of categories is M , a binary error correcting code sequence of length N is assigned to each category, forming a code book of M rows and N columns. This coding technique is called Exhaustive Codes [3] . In Table 1 , we list a 5-class Exhaustive Coding with 15-bit code words. On this basis, there are many improved coding methods. The current popular branches of coding methods are predefined coding [21] - [24] and problem dependent coding [25]- [28] . Applying ECOC to solve the practical classification problem is an important aspect of ECOC multicategory classification research. It is widely used in many fields such as biological data recognition, disease diagnosis, fault diagnosis, military target recognition, machine vision, and intelligent transportation [29] , [30] .
Moi et al. used the Reed Solomon error correction code to decode and test iris templates, reducing data variability and noise [37] . This framework can significantly separate the distance between intra-and inter-distances and achieve high precision on the UBIRIS V.2 dataset. Reference [31] applies ECOC to automatic speech recognition. The original speech feature space is mapped to the new feature space by an ECOC decomposition framework; then, the linear SVM is used for discrimination. The experimental result shows that this method can reduce the error rate of traditional speech feature recognition by 10.5%. Reference [32] uses ECOC for multiperspective face detection. It divides face features into different subclasses according to different perspectives and uses the advantages of ECOC to classify them; this method obtains good experimental results.
III. PROPOSED METHOD
The Hadamard-ECOC framework and base classifier structure are depicted in Figs. 1 and 2, respectively. In this section, we first provide a detailed description of the application of the Hadamard error-correcting code in the framework and then introduce the novel features of the iris recognition system, including model automatic correction training and adding a new category.
A. THE HADAMARD ERROR CORRECTING CODE
The Hadamard-ECOC code book is generated with a Hadamard matrix. The order of the Hadamard matrix is a positive integer power of 2, which can be obtained from N = 2 k N = 2 k (k = 1, 2 . . .), where k is a positive integer and N represents the order of the matrix. The second-order Hadamard matrix is shown in Eq. 1. The higher order Hadamard matrix can be recursively obtained from the lower order Hadamard matrix as shown in Eq. 2.
where −H N /2 is the matrix that complements the elements of H N /2 , i.e., 1 becomes 0 and 0 becomes 1 (Note: for coding purposes, we use ''0'' to denote the complementary elements of ''1''). However, the original Hadamard matrix cannot be directly used as the error correction code book because of the following:
(1) The first column elements of the N -order Hadamard matrix are all zero, i.e., we cannot use the values of this column to construct the binary dataset; thus, we delete the first column of the matrix.
(2) The Hadamard matrix is a 2 k -by-2 k square matrix. To correspond with the number of sample categories, we need to remove the redundant lines.
The pseudocode for generating the Hadamard error correction code book is shown in Fig. 3 .
We use a five-category problem as an example. Since 2 2 < 5 < 2 3 , an 8-order Hadamard matrix was constructed first. According to the regulations, the first column and 6 to 8 row elements were deleted, so a 5 × 7 error correction code book was obtained, as shown in Table 2 .
Using this matrix as the basis for constructing an errorcorrecting code book has the following advantages:
(1) Sparse rows The distance between rows of a Hadamard matrix is half of the order. In the experiment, we matched each line of the Hadamard error correction code book with an iris category. We stipulate that this line of sequence is the correct code for the iris category. The larger the hamming distance between the two lines, the larger the error correction space between the classes.
(2) Sparse columns The distance between columns of a Hadamard matrix is also half of the order. In the experiment, each column of the Hadamard error correcting code book corresponds to a base classifier. During the training, the total training set is divided into two subsets according to the numerical distribution of the code word in the column, i.e., training samples of the category corresponding to code word ''0'' are considered to be of one class, while training samples of the category corresponding to code word ''1'' are considered to be of another class. The larger the distance between the columns of the code book, the larger the difference between the classifiers. If not, similar classifiers may have the same errors in the recognition, which will undoubtedly reduce the final discrimination accuracy when the error correction ability is limited.
(3) No complementary columns For binary value sequences, the dataset generated by a pair of complementary sequences are identical, so the two trained neural network classifiers actually have the same sample space and the same performance.
(4) Simple construction A Hadamard matrix is easy to generate, only the unnecessary elements must be deleted to construct an error correction code book.
Assume that the correct sequence of each line of the error-correcting code book is represented as R
For a sample to be tested, we input it into all the base classifiers to get a binary sequence S = {s 1 , s 2 , s 3 , · · ·, s N −1 composed of ''0'' and ''1''. We calculate the hamming distance between this sequence S and all correct sequences in the error correcting code book; the category corresponding to the minimum distance is the result of recognition. The details are shown in Eq. 3.
Class(x) is the predicted label of the model and L(s i , R xi ) is the loss function. When a certain number of classifiers make errors due to noise, feature absence and other reasons, the final results will still be corrected within a certain range. If the minimum hamming distance between the correct sequences is d, this method could at least redress the (d − 1) /2 bit error. This is because each time a classifier makes an error, the output code word is offset by one bit from the correct code. In our experiments, we use a 64-order Hadamard matrix; thus, the maximum number of digits that can be corrected is 15.
B. THE BASE CLASSIFIER ARCHITECTURE
Our base classifiers have the same structure and contain 8 layers in total, including 3 convolutional layers, 3 maxpooling layers, 1 flattened layer, and 1 fully connected layer. At the beginning, the training samples are cropped to a fixed size of 32 × 32 after data preprocessing. The batches are fed into a convolutional layer, which is followed by a max-pooling layer; each contains 64 feature maps whose kernel sizes are 5 × 5 and 2 × 2, respectively. The output of the max-pooling layer is fed into a second convolutional layer with a 3 × 3 kernel size, which is followed by the second max-pooling layer with the same kernel size as those above. The number of feature maps is identical. The output of the second max-pooling network is sent to another set of convolutional and max-pooling layers with the same parameters as the first two layers except that there are 128 feature maps. The output of the last max-pooling layer is fed to the flattened layer. Finally, the flattened layer is followed by one fully connected layer, which has 256 neurons. The sigmoid technique is utilized after the fully connected layer. The ReLU activation function is implemented after all the convolutional layers and the fully connected layer; its effectiveness has been proven in many studies [33] - [35] .
C. MODEL AUTOMATIC CORRECTION TRAINING
Unlike the traditional feature extraction methods, deep learning methods repeatedly learn features from images and update weights. In the test, our method can accomplish the recognition task effectively and determine the base classifier that provides false prediction results. To obtain higher accuracy, we fine tune these error base classifiers so that the model performance can gradually reach the optimal level. On the basis of a correct prediction, we compared the difference between the result code word and the correct code word and establish corrective training sets for different bits. We are not sampling with equal probability from the original dataset because equal probability cannot distinguish the importance of different samples. In the random sampling process, we increase the sampling weight of the test categories to enhance the learning ability of the error classifiers. To reduce the training cost, we set the corrected training set size to 1/3 of the initial training set size, and the number of iterations is set to 70.
D. ADDING A NEW CATEGORY
Adding new categories to a trained model is a practical requirement. For example, in an iris identification-based security system, the staff must add different user information multiple times. The traditional operation process is iris collection, image preprocessing, feature extraction, iris template generation and threshold determination. Specifically, after a series of mathematical processing, iris images are converted into ''0'' and ''1'' sequences, which are called ''iris feature templates''. The iris feature template is saved to the database to complete the addition. This traditional approach works well, but it relies heavily on the performance of feature descriptors rather than automatically learning features from the images. The current popular neural network method compensates for this defect, but multiple classifiers that rely solely on neural network training need to retrain all parameters when adding new classes. Our proposed method only needs to retrain some parameters to add new categories and uses the features of CNN to learn the features directly from the images.
The implementation of adding new categories benefits from the following two factors:
(1) The error correction code book has an extra coding space. When we construct the Hadamard error correction code book, the redundant lines in the Hadamard matrix are deleted (as in Section 3, A). Here, we assign one of the redundant lines to the new category as its correct encoding.
(2) Certain error correction ability. Because the errorcorrecting output code method does not require the predictive code to match the correct code exactly, it can be classified correctly. Specifically, as long as a certain number of base classifiers can correctly distinguish the new category, it means that the new category is successfully added to the model. In addition, we found in the experiment that for a new iris category, some binary base classifiers that have been trained have a probability of over 80% to judge it as a certain category. We use this phenomenon to assign redundant sequences of Hadamard matrix to new categories and select the base classifier that needs to be retrained. The specific process is shown in Figs. 4 and 5.
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Let's take the example of adding a new category in a framework of 56 classes as shown in Fig. 4 . We first input the preprocessed new samples into the model; each of the base classifier's identification results is 0 or 1. The results are counted and the value with a larger percentage is the predicted value of that bit. Like (d) in Fig. 4 , the second row is the proportion of predicted values. Here, we set the threshold value to 60% and select the base classifier as shown in (e). In (f), we list the redundant codes of the error correction code book and compare the hamming distance with (e), as shown in Eq. 4. The minimum hamming distance encoding is assigned to the new sample, i.e., No. 57. Finally, the mismatched base classifiers will be retrained, like the base classifier corresponding to the red box in (f). 
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETUP
We conduct our experiments on two public iris datasets.
1) CASIA-IRIS-LAMPV4 [41]
This is one of the most widely used standard databases for iris recognition; its samples have sufficiently clear texture. It contains 16,212 iris images from 411 subjects, which were collected using a hand-held camera from OKI. To ensure the validity of the research, we select the classes that contain at least 17 samples and the redundant samples as the testing set. We choose 5 samples randomly from each class as the validation set and the remainder as the training set. With this strategy, our subset contains 52 classes, with 884 training and validation samples and 98 testing samples.
2) JLU-4.0 [42]
This is an independently collected iris dataset by the biometrics and information security laboratory of Ji Lin University. It contains 26,400 iris images from 88 subjects. We select the classes that contain 20 samples, four samples from each class as the testing set and the remainder as the training and validation set. Therefore, there are 56 classes that contain 1120 samples that meet the requirements. Some samples images from the two datasets are depicted in Fig. 6 .
In the experiment, we use a calculus circle template detection positioning method to locate the iris [38] , and use the rubber band model method to normalize the iris image [39] , unrolling the annular iris into a 512 × 64 rectangle. Next, we enhance the image texture [40] and cut the strongest part of the texture into a 256 × 32 rectangle. Finally, we cut it to a 32 × 32 image block as input data by sliding the window.
Our model is implemented with TensorFlow (Version 1.8.0) on a computer with a GTX 1050Ti GPU. For the purpose of performance comparison, the SVM and kNN approaches are implemented in PyCharm (Version 2017.1) with the scikit-learn (0.19.0) function library.
B. PERFORMANCE COMPARISON WITH DIFFERENT ARCHITECTURES
We verify the effectiveness of our proposed Hadamard-ECOC model by comparing its performance with other architectures. The candidates include the exhaustive error-correcting output code combined with a convolution base classifier, the Hadamard error correction output code combined with an SVM base classifier and the Hadamard error correction output code combined with a convolution base classifier. To control the training time within a tolerable range, we selected 5 categories of 2900 iris image blocks from the CASIA-LampV4 and JLU-4.0 datasets for the experiments. The results shown in Table 3 indicate that the proposed method achieves the highest accuracy in both datasets.
The five-category error correction code books of the exhaustive code and the Hadamard code are shown in Tables 1 and 2, respectively. We found that the Hadamard error correction code book with its simple structure is more effective. Although it has fewer error-correcting bits, it is sparser between columns, which makes the difference between the base classifiers greater; thus, it has stronger error-correcting ability.
The performances of different base classifiers in the two datasets are shown in Figs. 7 and 8 . The results show that the performance of the convolutional base classifier is always better than that of the SVM base classifier. Therefore, the Hadamard error-correcting output code combined with a convolutional base classifier is a better choice for iris recognition. 
C. PERFORMANCE COMPARISON WITH CLASSIC APPROACHES
To compare the performance between classic methods and our proposed approach, we implement several traditional classifiers, i.e., the kNN and SVM on the CASIA-LampV4 and JLU-4.0 datasets. In addition, we utilize the Residual Neural Network (Res-Net) model that has excellent performance in ILSVRC2015 as a comparison [36] . We set 25,000 training image blocks in each of two datasets.
For the SVM classifier, we use a Gaussian kernel function and a polynomial kernel function. The number of neighbors is set from 2 to 10 when implementing the kNN classifier, and the best performance is presented (k = 2). Table 4 presents the performance of each method on the two datasets. We can see that the traditional kNN and deep learning methods perform much better than SVM. Additionally, the results of the proposed method are similar to the advanced Res-Net on both datasets. This shows that our method has good performance in iris recognition.
D. EFFECTIVENESS OF CORRECTIVE TRAINING
For a test sample, we need to compare the predictive code of the model with the error-correcting code book to classify it. In this process, we can determine which base classifiers have errors in the test; this also provides a basis for correcting training. This part studies whether the correction training is helpful to the improvement of model performance, and tests 10 new samples.
This experiment was conducted using a model that had been trained on the JLU-4.0 dataset and could classify 56 iris categories. We judge whether the correction training is effective by observing the changes in the model accuracy. Table 5 lists the model accuracy before and after each corrective training. It can be seen that the accuracy of the model after corrective training will increase or remain unchanged. We selected five representative test samples and observed the number of base classifiers that made mistakes in judging these samples after each correction training, as shown in Fig. 9 . Because the size of the error correcting code book of this experiment is 56 × 63, and the corresponding Hadamard matrix is 64-order, this model can correct the 15-bit error code word (Section 3, A). Put differently, for a test sample, when the distance between its predictive code and the correct code is less than 16, it will be classified correctly; otherwise, it will be misclassified. We discover the following:
(1) For test samples 1 and 5, the original number of base classifiers that misjudged them was greater than 15. After correction training, the number of base classifiers that ultimately misjudged them was less than or equal to 15; thus, the model could correctly identify them, thereby improving the model accuracy.
(2) For test sample 2 and 3, some base classifiers with wrong judgment have been changed, but the total number of error base classifiers for this sample remains more than 15, so the model still cannot correctly identify it.
(3) For test sample 4, even after corrective training these base classifiers still cannot correctly identify it, so the model also cannot correctly identify it.
Based on the above analysis, it is shown that corrective training can improve the classification ability of a base classifier, and ultimately improve the performance of the whole model. Therefore, corrective training is effective. However, some samples cannot be classified well due to their defects, such as noise and absence of features. If the base classifier is repeatedly trained based on defective samples, the result will be serious overfitting. So, the effect of corrective training is limited.
E. EFFECTIVENESS OF NEW CLASS ADDITION
We verify the effectiveness of our proposed new class addition by testing the performance of the new model. We use a pretrained model on the JLU-4.0 dataset for the experiment, and randomly select a new iris class. To ensure the data consistency, we use the same preprocessing to obtain 585 image blocks of a 32 × 32 size. 70% are added to the training set and the remainder is mixed into the testing set. In Fig. 10 , we list the recognition accuracy of all base classifiers for the new iris class and indicate the different thresholds (60%, 65%, and 70%).
Following the ideas in Section 3.4, we test the performance of adding a new class using different thresholds, as shown in Fig. 10 . With a threshold increase, the number of retrained classifiers is increased, and the model accuracy is also improved. As shown in Table 6 , we list the number of retrained classifiers under different thresholds and the model accuracy on the complete testing set. For further study, we perform experiments on the pure new class sample testing set, and the results are 5.17% (60%), 16 .38% (65%), and 99.13% (70%). In the parentheses are the corresponding thresholds. From the results, we find that with the increase of threshold, our model has a small improvement in the accuracy of the whole test set but has a great difference in the test accuracy of the pure new class. The straightforward reason is that the number of new categories in the experiment only accounted for 1.75% of the total dataset, and the accuracy increased from 5.17% to 99.13% only because there were 109 more correctly identified samples. Therefore, it is necessary to test only with new samples after adding new classes. Based on the above analysis, when the overall accuracy of the model is stable and the recognition rate of new samples meets the expectation, the experiment of adding new samples is successful.
V. CONCLUSION
This paper proposes a new multiclassification recognition framework and studies it with iris data. It overcomes some shortcomings of traditional multiclassification recognition systems. The framework uses a Hadamard error correction output code to expand binary classifiers to multiple classification problems and uses a convolution network training binary classification base classifier to determine the categories of iris images by calculating the hamming distance between the predicted and correct codes. We improved model performance through corrective training and added new classes to the already trained model without retraining all parameters.
Experiments show that this method is more accurate than other multiclassifiers in the same operating environment. The best accuracy rates on the CASIA-Iris-LampV4 and JLU-4.0 datasets are 98.19% and 96.35%, respectively, which exceeds the performance of traditional methods and a state-of-art method.
The focus of this article is to add new classes to the model without retraining all the parameters, but the system still has some defects: (1) We do not know why some base classifiers are very good at distinguishing the new categories, (2) The number of categories that can be added to the system is limited. As such, future research will develop in the following directions: (1) Using other data sets to study the universality of the model, (2) Exploring the principle of iris classification by convolution network or other classifiers, (3) Using other encoding methods to deal with the limitation of the number of added categories.
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