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ABSTRACT
INTERNET TRAFFIC OVER WIDE AREA NETWORK
-- STATISTICAL MODELING AND ANALYSIS
by
Yan Yi Lee
This thesis provides results on trace data collecting and modeling of the Internet
traffic over a Wide Area Network. The study is based on extensive data, gathered
by tracing the actual packet exchange at the interfaces of devices on the WAN of
BCCLS (Bergen County Cooperative Library System). A powerful network
monitoring system WhatsUp Gold was employed to monitor the WAN, and
logged the byte rates and packet rates sent and received at the interfaces. Different
statistical distributions were employed to model the data traces. In comparison
with some other statistical models - normal, lognormal, Weibull, and Pareto,
which are widely used in network analysis, the one-dimensional hyperbolic
distribution can achieve very small Kolmogorov-Smirnov (K-S) distance and
large associated probability. The fitting results for the data traces indicated that
the one-dimensional hyperbolic distribution is an effective statistical model of the
large, multiple network traffic activities.
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CHAPTER 1
INTRODUCTION
In the study of network traffic, one is often led to modeling and simulation as the
most suitable approach for investigating properties and behavior [1]. Today, new
and emerging systems and networks are increasingly rich in functionality. Their
usage - that is, the traffic and demands upon them - has become correspondingly
more complex and unstable than that of older systems. It is important to capture
network behavior so that the Quality of Services (QoS) and the efficiency of
network bandwidth utilization can be improved [7]. In addition, the accurate and
efficient statistical models of network traffic are essential in computer network
security for building anomaly Intrusion Detection Systems (IDSs). These models
can describe Probability Density Functions (PDFs) of the monitored performance
parameters such as byte rate, packet delay, etc.
The focus of this thesis is on the comparison of different statistical network
models, and seeking the best one for modeling the network traffic. Other than the
commonly used distributions, such as normal, lognormal, Weibull, and Pareto, the
one-dimensional hyperbolic distribution is also employed in this study. Chapter 2
presents a brief look at these statistical distributions, as well as the methodology
of modeling.
Begin with the data collection to build statistical models of network traffic, a
powerful network monitoring system, WhatsUp Gold, is introduced in Chapter 3.
This system is employed to map and monitor an actual wide area network, and log
1
2the statistic data. The received and sent-out byte rates and packet rates at the
interfaces of the devices on the WAN were collected for network modeling and
analyzing.
The data fitting results provided in Chapter 4 indicate that, when network traffic is
busy, the one-dimensional hyperbolic distribution can achieve much smaller K-S
(Kolmogorov-Smirnov) distance, and much larger associated probability than the
normal, lognormal, Weibull and Pareto models. That means the one-dimensional
hyperbolic distribution can fit the data traces much better than the other statistical
distributions.
CHAPTER 2
STATISTICAL MODELS AND METHODOLOGY
The theory of probability is a mathematical tool that can be used to quantify
uncertainty, and in the context of communication or computer networking it
provides an essential means of analyzing the behavior of these systems [2]. This
chapter presents an overview of different statistical distribution models used in
analyzing the data we obtained. We will start with several commonly used
models, and then study the one-dimensional hyperbolic distribution. The
statistical methodology is introduced at the end of this chapter.
2.1 Overview of the Commonly Used Statistical Distribution Models
The probability distributions for network modeling, such as normal, lognormal,
Weibull and Pareto are commonly used in this field. Table 2.1 shows the formulas
for the PDF of these distributions.
Table 2.1 Formulas for PDF of Commonly Used Network Statistical Models
The general formula for the PDF of normal distribution is given in Table 2.1,
where g is the location parameter, and a is the scale parameter [3]. Normal
3
4distributions are a family of distributions that have the same general shape. They
are symmetric with scores more concentrated in the middle than in the tails. The
normal distribution is widely used. Part of the appeal is that it is well behaved and
mathematically tractable.
The lognormal distribution is defined with reference to the normal distribution. A
random variable X has a lognormal distribution if its natural logarithm, Y=log
(X), has a normal distribution. Its PDF formula is in (2.2), where g is the scale
parameter and a is the shape parameter [3]. It is a very flexible model.
The Weibull distribution is widely used in reliability and life data analysis, due to
its versatility. Depending on the values of the parameters (scale parameter ft and
shape parameter a), the Weibull distribution can be used to model a variety of life
behaviors [3].
As with many other distributions, the Pareto distribution is often generalized by
adding a scale parameter. Thus, suppose that Z has the Pareto distribution with
shape parameter a. If a > 0, the random variable X=σZ has the Pareto distribution
with shape parameter a and scale parameter p, (see formula (2.4) in Table 2.1).
Note that X takes values in the interval (1, co). The Pareto distribution is a
skewed, heavy-tailed distribution
2.2 Hyperbolic Distribution
The hyperbolic distributions were introduced by Barndorff-Nielsen (1977). The
one-dimensional distribution has been used to analyze data from many scientific
areas and has turned out to be a very useful alternative to the normal distribution
[4]. The one-dimensional hyperbolic distribution has probability density function
In (2.5), x = a 2 - )6 2 , and k 1
 denotes the modified Bessel function of the third
kind and with the index 1.
5The name of the distribution is derived from the fact that the graph of the log
density function is a hyperboloid. The hyperbolic distribution may be
reparametrized in several ways. Some of the important alternative parameters are
The hyperbolic distribution depends on four parameters: a, 13, 6 and 1.t. It allows
modeling of the skewness and excess kurtosis (heavy tails).
The computer program 'hyp' will be used in the fitting test of the model of
hyperbolic. Presented by P. Blaesild and M. K. Sorensen in 1992, this program
was designed for analyzing data by means of the hyperbolic distribution [5].
2.3 Statistical Methodology
To obtain the best fit to the representational distribution models mentioned in
section 2.1 previously, the Kolmogorov-Smirnov (K-S) distance metric [6] is
employed. The Kolmogorov-Smirnov D is a particularly simple measure. It's
defined as the maximum value of the absolute difference between two cumulative
distribution functions. Thus for comparing one data set's SN (x) to a known
cumulative distribution function P (x), the K-S statistic is in (2.6) below.
Here, SN (x) represents the CDF of the measured data points, and P (x) represents
the CDF of the statistical model.
What makes the K-S statistic useful is that its distribution in the case of null
hypothesis (data set drawn from the same distribution) can be calculated, at least
to a useful approximation, thus giving the significance of any observed nonzero
value of D. A central feature of the K-S test is that it is invariant under
reparametrization of x; in other words, you can locally slide or stretch the x-axis
and the maximum distance D remains unchanged. For example, you will get the
same significance using x as using log x.
6The function that enters into the calculation of the significance can be written as
the following sum:
This is a monotonic function with the limiting values QKS (0) = I, QKS (∞ ) = 0. In
terms of this function, the significance level of an observed value of D is given
approximately by the formula
where N represents the number of samples collected from the monitored
parameter that constitute the measured PDF.
CHAPTER 3
DATA COLLECTION
The data traces used in this study were collected from an actual wide area
network, the WAN of Bergen County Cooperative Library System (BCCLS). This
chapter will describe the detail of the network monitoring and data collecting.
3.1 The Network Environment of BCCLS
BCCLS is a consortium of public libraries that delivers quality library service to
the general public through sharing a computer system and providing common
access to electronic resources. It was formed in 1979 to foster resource sharing
among Bergen County public libraries. The 73 members include all 62 of the
County's public libraries and 12 libraries from neighboring counties.
BCCLS supports resource sharing with an automated library circulation, catalog,
and wide area network. High-speed connections (2 T3 lines) are connected to
local libraries (65 Ti and 13 56k lines from local libraries via frame relay) and a
Ti connection to the Internet. The library applications are currently running on
Compaq Alpha VMS servers. Local libraries are connected to BCCLS in a
TCP/IP environment with Compaq PCs via Cisco routers. The first networked pc
was installed in Teaneck in April I996; as of November 2002, I158 PC devices
are connected to the WAN.
3.2 The Traffic Monitoring System
To collect the data traces for the present study, we used WhatsUp Gold —
Ipswitch's award-winning mapping, monitoring, notifying, and reporting
software. This presents a detailed view of the network to people and allows them
to better understand and manage network resources. As an affordable alternative
to expensive and complicated high-end network management systems, WhatsUp
Gold is easily configured to match the network environment, scalable to
accommodate growth and simple to administer — even remotely. Additionally, this
monitoring system is integrated with Cisco system's CiscoWorks for Windows,
7
8forming an easy-to-use network management solution for small to medium sized
organizations.
The basic features are the following:
• Map the network — Choose from several automated discovery options to
create a map of the devices (for example: routers, switches, workstations) in
the network. Auto discovery can also discover services (for example: web,
mail or file transfer services) on each device.
• Monitor devices and services — Use standard protocols (TCP/IP, SNMP,
NetBIOS, and IPX) to map and monitor the network.
• Generate reports to analyze the network uptime, capacity utilisation, and
response time.
• Manage WhatsUp gold remotely — Use the build-in, secure web server to view
maps from a browser on a remote computer.
3.3 Mapping and Monitoring the Network
By means of this software, we can quickly create a map of the network and
monitor the performance of the WAN.
3.3.1 Mapping the Network
With this system, we can map the network in several different ways — to discover
the network with SNMP smartScan, to use ICMP, or to discover devices from the
Network Neighborhood. The network map of BCCLS WAN was generated via
the "Smart Scan". From any workstation on a subnet in a local library, the whole
WAN can be mapped. In this research, the traffic monitor accessing point was a
file server on the subnet of Bayonne Library. The DNS of the LAN was set up as
the "SNMP Root Device". To scan the network "not limit to IP class of root
device", we can get the map of the BCCLS WAN. The system generated the
diagram (Figure 3.1) of the network topology, including all devices — over 70
subnets with routers and around 1200 PCs — on the whole wide area network.
9Figure 3.1 The Map of BCCLS WAN Generated by WhatsUp Gold
Since the map created by the system cannot show all those devices in detail (they
are too many to be illustrated in one figure), another diagram was generated - with
12 subnets representing the whole WAN - to illustrate the network topology and
the monitoring setup. (See Figure 3.2)
10
Figure 3.2 BCCLS WAN and Monitoring Setup
3.3.2 Monitoring the Network
Once the network map is created, we can set the system to continuously monitor
the network, or initiate a single `-`poll" on the network. Any device on the map can
be monitored. In this study, we selected the interfaces of the router at the central
office of BCCLS and Main Frame2, which were being monitored in different time
periods. We used SNMP viewer to view the status of interfaces on those devices.
Both of the devices are SNMP manageable. We set up the system to log the byte
rate and packet rate both received and sent-out at the interface.
3.3.3 Getting the Statistical Reports
The statistical reports are generated based on the raw data logged by the
monitoring system. Save the data from the statistics log to a tab-delimited file that
can be imported to another application. We imported the data to MatLab program
for the study.
The data traces collected from the BCCLS WAN were plotted in the following
figures. Figure 3.3 illustrates the received byte rate collected from the Router of
11
Figure 3.3 Received Byte Rate at BCCLS Router (206.203.39.113)
Figure 3.4 Received Byte Rate at Main Frame2 (206.187.42.33)
the central office, starting at 20:57:05, May 16 th, 2002 and ending at 20:12:53,
May 22nd, 2002. In 6 days, 515748 samples were collected. Figure 3.4 illustrates
12
the received byte rate collected from Main Frame 2, beginning at 13:25:56,
Sept.28 th, 2002 and ending at 13:28:38, Oct. 12 th, 2002. In 14 days, 1209762
samples were collected. In figure 3.3, we can see the peak rate reaches 680 Kbps,
and the average byte rate is more than 300 Kbps. In figure 3.4, the peak rate
reaches 800 Kbps, and the average byte rate is between 300 Kbps and 400 Kbps.
During the lull hours at night, the curve of the byte rate in both figures is below
40 Kbps, and even reaches zero.
From these two figures, we can see every day the network traffic patterns are
similar. Notice May 19th, Sept. 29 th, and Oct. 6 th were Sundays, when over 50% of
the member libraries were closed. The WAN traffic is much slower than the
weekdays and Saturdays. Except Sundays, the network traffic in one day (24
hours) can represent the network traffic everyday.
CHAPTER 4
STATISTICAL ANALYSIS
In this section, the statistical models discussed in Chapter 2 will be employed to
model the data traces collected from the WAN. The fitted results will be
compared.
We had an overview of the raw data collected from the BCCLS WAN previously.
Since the traffic volume follows a clear predictable 24-hours pattern that repeats
every day, we can consider one-day traffic in each case. We selected the data
traces from the BCCLS Router, starting at 07:50:01, May 20 th, 2002 and ending at
07:50:00, May 21 st, 2002; and the data traces from the Main From2, starting at
07:50:01, Oct. 10 th, 2002 and ending at 07:50:00, Oct. 11 th, 2002. A sample of the
data traces is shown in Figure 4.1.
Figure 4.1 Byte Rate Received in 24 Hours at the BCCLS Router
From this figure, we noticed that the traffic volume between the busy hours and
the lull hours are sharply distinguishable. In the daytime, the average byte rate of
the traffic is around 250 kilobytes per second, but it is only around 0.5 kilobytes
13
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per second at night. So we will analyze the network traffic during different time
periods: the lull hours at night, morning and evening when the libraries are
opening and closing, and busy hours at the daytime.
4.1 During the Lull Hours
During the lull hours there is almost no network traffic activity, since there are no
users on the WAN at night. From Table 4.1, we can find the median data is zero
in most data traces during the lull hours. In another word, over 50% of the time
during lull hours the data is zero.
Table 4.1 Description of the Data Traces - Lull Hours
Data Traces Type Measurement Period Mean Median data Variance
Router Received Byte 21:50:01, May 20 -InBrt_lull
Rate 07:50:00, May21, 2002 651.9845 170 4.9757e+006
Router Received 21:50:01, May 20 -InPrt_lull
Packet Rate 07:50:00, May21, 2002 3.9250 0 109.2899
Router Sent-Out Byte 21:50:01, May 20 -
OutBrt_lull Rate 07:50:00, May21, 2002 285.2444 0 3.3320e+006
Router Sent-Out 21:50:01, May 20 -OutPrt_lull Packet Rate 07:50:00, May21, 2002 1.7362 0 24.5289
Frame2 Received Byte 21:50:01, Oct.10 -
InBrt_lull Rate 07:50:00, Oct.11, 2002 880 . 3604 296 1.2146e+007
Frame2 Received 21:50:01, Oct.10 -
InPrt_lull Packet Rate 07:50:00, Oct.11, 2002 3.4038 1 65.0432
Frame2 Sent-Out Byte 21:50:01, Oct.10 -
OutBrt_lull Rate 07:50:00, Oct.11, 2002 304 . 7794 0 5.3784e+006
Frame2 Sent-Out 21:50:01, Oct.10 -
OutPrt_lull Packet Rate 07:50:00, Oct.11, 2002 1.7312 0 29.5153
We will skip modeling the data traces during the lull hours in this thesis.
4.2 During the "Opening" and "Closing" Hours
Next, we will see the situation during the hours when the libraries are opening and
closing. We take the pieces from the data traces collected at Main Fram2 on Oct.
10th, 2002 to do the test. The first segment is starting at 7:50:01 and ending at
9:00:00; the second segment is starting at 20:50:01 and ending at 21:50:00. Table
4.2 gives the description of the data traces.
Comparing the values listed in Table 4.2 with the values in Table 4.1, we can find
that the network is more active during the hours when the libraries are opening
and closing. For examples: the average received byte rate at Frame2 during the
15
opening hour is 25.564 kilobytes per second, but it is only 0.88 kilobytes per
second in the lull hours; the average sent-out packet rate at Frame2 during the
closing hour is 13.6358 packets per second, while it is only 1.7312 packets per
second at night.
Table 4.2 Description of the Data Traces - "Opening" and "Closing" Hours
Data Traces Type Measurement Period Mean Median data Variance
Frame2 Received Byte 07:50:01 - 09:00:00
InBrt_open Rate Oct.10, 2002 2.5564e+004 13073 9.2009e+008
Frame2 Received 07:50:01 - 09:00:00
InPrt_open Packet Rate Oct.10, 2002 47.4829 36 1.6565e+003
OutBrt_open Sent-Out Byte 07:50:01 - 09:00:00
Rate Oct.10, 2002 4.9306e+003 3365 3.1178e+007
Frame2 Sent-Out 07:50:01 - 09:00:00
OutPrt_open Packet Rate Oct.10, 2002 44.3331 35 1.4151e+003
Frame2 Received Byte 20:50:01 - 21:50:00
InBrt close Rate Oct. 10, 2002 7.7932e+003 1.6015e+003 1.9782e+008
Frame2 Received 20:50:01 - 21:50:00
InPrt_close Packet Rate Oct. 10, 2002 13.9161 8 250.2086
Frame2 Sent-Out Byte 20:50:01 - 21:50:00
OutBrt_close Rate Oct. 10, 2002 1.4365e+003 740.5000 3.7971e+006
Frame2 Sent-Out 20:50:01 - 21:50:00
OutPrt_close Packet Rate Oct. 10, 2002 13.6358 9 180.9796
Now we employ the statistical models — normal, lognormal, Weibull, Pareto, and
Hyperbolic — which were described in Chapter 2, and try to fit the data traces.
The statistical analysis results for the data traces during the "opening" and
"closing" hours at Main Frame2 are given in Table 4.3. From the results in Table
4.3, we find some values of the K-S distances are fairly small, and some are not.
However, all the values of the associated probability are very small, which means
that the commonly used network models, as well as the hyperbolic distribution,
cannot model the data traces satisfactorily during these hours. By the results, we
notice that sometimes the hyperbolic distribution performed better than others.
But still we cannot see many advantages in it.
16
Table 4.3 Fitting Results of the Data Traces - "Opening" and "Closing" Hours
Data Trace - Oct.10 InBrt (Main Frame2)
Time StatisticalModel
K-S
distance
K-S
Probability
Normal 0.2036 3.5052e-146
Lognormal 0.0776 1.2431e-021
07 :50 - 09 :00 Weibull 0.0392 7.8648e-006
Pareto 0.2293 4.8295e-175
Hyperbolic 0.0931 6.5211e-031
Normal 0.2987 1.9068e-269
Lognormal 0.0461 7.7871e-007
20:50 - 21:50 Weibull 0.0918 7.8096e-026
Pareto 0.1531 1.1572e-067
Hyperbolic 0.2934 5.0697e-260
Data Trace - Oct.10 OurBrt (Main
K-S
distance
Frame2)
K-S
ProbabilityTime
Statistical
Model
Normal 0.2207 1.2471e-171
Lognormal 0.0675 1.9687e-016
07:50 - 09:00 Weibull 0.0246 0.0149
Pareto 0.2510 3.9828e-211
Hyperbolic 0.0336 2.1554e-004
Normal 1 0
Lognormal 0.0417 1.1623e-005
20:50 - 21:50 Weibull 0.0791 2.9919e-019
Pareto 0.1728 6.5049e-084
Hyperbolic 0.1028 3.1285e-032
Data Trace - Oct10. InPrt (Maine Frame2)
Time StatisticalModel
K-S
distance
K-S
Probability
Normal 0.1278 1.3873e-057
Lognormal 0.0603 3.7592e-013
07:50 - 09:00 Weibull 0.0207 0.0638
Pareto 0.2499 1.2050e-209
Hyperbolic 0.0430 6.7373e-007
Normal 1 0
Lognormal 0.0672 9.6030e-014
20:50 - 21:50 Weibull 0.0934 3.6454e-026
Pareto 0.1896 9.6226e-096
Hyperbolic 0.1278 1.4043e-048
Data Trace - Oct.10 OutPrt (Main Frame2)
Time StatisticalModel
K-S
distance
K-S
Probability
Normal 0.1145 2.9041e-046
Lognormal 0.0636 1.4354e-004
07:50 - 09:00 Weibull 0.0222 0.0381
Pareto 0.2529 1.0128e-212
Hyperbolic 0.0377 2.1462e-005
Normal 1 0
Lognormal 0.0663 1.0697e-012
20:50 - 21:50 Weibull 0.0974 7.0262e-027
Pareto 0.1856 5.9995e-087
Hyperbolic 0.1728 1.5139e-019
The CDFs of the data and the statistical models are illustrated in Figure 4.2 below.
From this figure, we can observe that the curves of normal and Pareto do not fit
the curve of the data trace at all. Lognormal looks better than normal and Pareto,
but there is a major deviation at the upper tail between its curve and the curve of
the data trace. The hyperbolic and Weibull distributions fit the data trace better
than the other three. At the lower tail, the curves of the hyperbolic and the
Weibull overlap the curve of the data trace. However, they have minor deviations
at the middle portions, as well as the upper tails. They don't fit the data trace well
either. Since in the acceleration and deceleration time, the network traffic changes
variously, it's hard to model the data traces with the statistical distributions we
have employed.
17
Figure 4.2 Fitting Results of the Data Trace "Frame2 OutBrt_open"
We will not repeat the same fitting test for the other data traces collected in these
time periods at the BCCLS Router in this thesis. We will focus on the analyzing
of the network traffic in the daytime.
4.3 During the Busy Hours
In this session, the network traffic in the daytime on May 20 th and Oct. 10 th, 2002
will be discussed. In order to avoid the problem mentioned in session 4.2, we take
the data traces starting at I0:00:01, and ending at 20:00:00 on each day. The
reason we ignore the hours 9:00 to 10:00 and 20:00 to 21:00 is that the member
libraries of BCCLS have different schedules. They open no later than 10:00, and
close no earlier than 20:00. The descriptions of the data traces collected during
these time periods are given in Table 4.4. Each data trace includes 36,000
samples. The average received byte rate for the BCCLS Router is 255.85 Kbps,
and it is 273.76 Kbps for the Frame2. The peak byte rate received at the Router
reaches 631.02 Kbps. For the Frame2, the peak byte rate reaches 700.15 Kbps.
18
We did the fitting test, which is processed by the program MatLab on regular PC.
For the calculation, we have to segregate each data trace into 4 pieces.
Table 4.4 Descrintions of the Data Traces - Daytime
Data Traces Type Measurement Period Average Rate Peak Rate Variance
Router Received 10:00:01-20:00:00
InBrt_busy Byte Rate May 20, 2002 2.5585e+005 6.3102e+05 4.7523e+009
Router Received 10:00:01-20:00:00
InPrt_busy Packet Rate May 20, 2002 410.1181 1150 8.5318e+003
Router Sent-Out 10:00:01-20:00:00
OutBrt busy Byte Rate May 20, 2002 4.7773e+004 2.5635e+05 1.7694e+008
Router Sent-Out 10:00:01-20:00:00
OutPrt_busy Packet Rate May 20, 2002 404.7156 986 7.7995e+003
Frame2 Received 10:00:01-20:00:00
InBrt_busy Byte Rate Oct.10, 2002 2.7376e+005 7.0015e+05 5.1677e+009
Frame2 Received 10:00:01-20:00:00
InPrt busy Packet Rate Oct.10, 2002 414.7149 1075 8.6538e+003
Frame2 Sent-Out 10:00:01-20:00:00
OutBrtbusy Byte Rate Oct.10, 2002 5.6003e+004 2.6019e+05 3.5318e+008
Frame2 Sent-Out 10:00:01-20:00:00
OutPrt_busy Packet Rate Oct.10, 2002 410.9358 1054 7.7669e+003
Employing the same probability distributions and methodology described
previously, we can develop the statistical models for these data during the
daytime. The results are given in the Table 4.5 and Table 4.6 below.
Four categories: received byte rate, received packet rate, sent-out byte rate, and
sent-out packet rate are in the tables. From the results in both tables, we find that
the distribution Pareto cannot model the data traces at all. The values of K-S
distance are very high, most of them are higher than 0.15, some even up to 0.2.
The values of associated probability are extremely small, lower than 1.0e-200, or
reaching zero. Normal, Lognormal and Weibull are better than Pareto, they have
smaller values of the K-S distance. Some of the values of K-S distance for
Normal, Lognormal and Weibull are fairly small. In Table 4.6, the value of K-S
distance for Weibull (in time period 10:00-12:00) is 0.0163, with associated
probability value 0.0438; the value of K-S for Normal (in time period 18:00-
20:00) is 0.0121 with the associated probability value 0.2426. In the same table,
the value of K-S distance for lognormal (in time period 10:00-I2:00) is 0.0125,
and the associated probability value is 0.21I5.
Table 4.5 Fitting Results of Data Traces Collected at BCCLS Router
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DataTrace - May 20 InBrt (BCCLS Router)
Statistical K-S K-S
Time Model distance Probability
Normal 0.0247 6.0278e-06
Lognormal 0.0370 8.3247e-13
10:00 - 13:00 Weibull 0.0241 1.1155e-05
Pareto 0.2169 0
Hyperbolic 0.0094 0.5591
Normal 0.014 0.1204
Lognormal 0.0278 2.9055e-05
13:00 - 15:00 Weibull 0.0283 2.0853e-05
Pareto 0.2219 1.0329e-294
Hyperbolic 0.0102 0.4491
Normal 0.0451 4.9977e-13
Lognormal 0.0199 0.0069
15:00 - 17:00 Weibull 0.0585 1.0835e-21
Pareto 0.1411 2.0794e-118
Hyperbolic 0.0095 0.5338
Normal 0.0116 0.1181
Lognormal 0.0282 1.3285e-07
17:00 - 20:00 Weibull 0.0228 3.7831e-05
Pareto 0.2117 0
Hyperbolic 0.0102 0.2254
Data Trace - May 20 OutBrt (BCCLS Router)
Statistical K-S K-S
Time Model distance Probability
Normal 0.0306 3.8089e-09
Lognormal 0.0137 0.0357
10:00 - 13:00 Weibull 0.0358 2.3613e-12
Pareto 0.1852 3.3003e-305
Hyperbolic 0.0072 0.631
Normal 0.0302 4.4750e-06
Lognormal 0.0134 0.1534
13:00 - 15:00 Weibull 0.0380 2.1179e-09
Pareto 0.1797 5.5750e-192
Hyperbolic 0.0100 0.4713
Normal 0.0405 1.2318e-10
Lognormal 0.0153 0.0688
15:00 - 1 7:00 Weibull 0,054 1.2231e-18
Pareto 0.1551 9.0142e-144
Hyperbolic 0.0135 0.1473
Normal 0.0306 6.6427e-09
Lognormal 0.0215 1.3366e-04
17:00 - 20:00 Weibull 0.0377 2.7512e-13
Pareto 0.1774 5.6734e-271
Hyperbolic 0.0107 0.1829
Data Trace - May 20 InPrt (BCCLS Router)
Statistical K-S K-S
Time Model distance Probability
Normal 0.0493 4.8211e-23
Lognormal 0.0263 7.5855e-07
10:00 - 13:00 Weibull 0.0236 1.3232e-05
Pareto 02077 0
Hyperbolic 0.0124 0.0731
Normal 0.0255 1.7925e-04
Lognormal 0.0172 0.0297
13:00 - 15:00 Weibull 0.0307 2.8126e-06
Pareto 0.1993 5.0546e-236
Hyperbolic 0.0077 0.7885
Normal 0.066 1.9239e-27
Lognormal 0.0197 0.008
15:00 - 17:00 Weibull 0.0581 2.4085e-21
Pareto 0.1454 8.0638e-126
Hyperbolic 0.0108 0.3803
Normal 0.0277 2.3048e-07
Lognormal 0.0169 0.0054
17:00 - 20:00 Weibull 0.0337 1.0839e-10
Pareto 0.1914 1.4589e-315
Hyperbolic 0.0107 0.1842
Data Trace - May 20 OutBrt (BCCLS
K-S
distance
Router)
K-S
ProbabilityTime
Statistical
Model
Normal 0.0553 7.6949e-29
Lognormal 0.0233 1.7351e-05
10:00 - 13:00 Weibull 0.0277 1.4506e-07
Pareto 0.1996 0
Hyperbolic 0.0102 0.4491
Normal 0.0303 3.9746e-06
Lognormal 0.0125 0.2131
13 :00 - 15:00 Weibull 0.0363 1.3124e-08
Pareto 0.1846 3.1794e-136
Hyperbolic 0.0123 0.2295
Normal 0.0543 1.0327e-18
Lognormal 0.0149 0.0823
15:00 - 17 :00 Weibull 0.0550 3.3094e-19
Pareto 0.1516 3.1794e-136
Hyperbolic 0.0101 0.4647
Normal 0.0292 3.8728e-08
Lognormal 0.0144 0.0262
17:00 - 20:00 Weibull 0.0349 1.7814e-11
Pareto 0.1805 1.7121e-279
Hyperbolic 0.0116 0.1212
Table 4.6 Fitting Results of Data Traces Collected at Main Frame2
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Data Trace - Oct10 InBrt (Main Frame2)
Statistical K-S K-S
Time Model distance Probability
Normal 0.016 0.0506
Lognormal 0.0354 3.1562e-08
10:00 - 12:00 Weibull 0.0163 0.0438
Pareto 0.2381 0
Hyperbolic 0.0149 0.0808
Normal 0.014 0.0315
Lognormal 0.0309 3.0511e-09
12:00 - 15:00 Weibull 0.0308 3.3525e-09
Pareto 0.2174 0
Hyperbolic 0.0102 0.2156
Normal 0.033 1.3706e-10
Lognormal 0.0137 0.0348
15:00 - 18:00 Weibull 0.0498 1.3005e-23
Pareto 0.1969 0
Hyperbolic 0.0109 0.1534
Normal 0.0121 0.2426
Lognormal 0.0308 2.4032e-06
18:00 - 20:00 Weibull 0.0245 3.5006e-04
Pareto 0.2331 0
Hyperbolic 0.0103 0.4307
Data Trace - Oct10 OutBrt (Main Frame2)
Statistical K-S K-S
Time Model distance Probability
Normal 0.0358 2.1470e-08
Lognormal 0.0125 0.2115
10:00 - 12:00 Weibull 0.0384 1.4156e-09
Pareto 0.1805 7.9056e-194
Hyperbolic 0.0094 0.5569
Normal 0.0561 1.7364e-29
Lognormal 0.0138 0.034
12:00 - 15:00 Weibull 0.0576 4.9836e-31
Pareto 0.1444 3.1113e-83
Hyperbolic 0.0092 0.3238
Normal 0.022 6.5661e-05
Lognormal 0.0146 0.022
15:00 - 18:00 Weibull 0.0337 6.4663e-11
Pareto 0.1816 6.1563e-290
Hyperbolic 0.0110 0.1526
Normal 0.0265 8.5823e-05
Lognormal 0.0141 0.1173
18:00 - 20:00 Weibull 0.0359 1.9527e-08
Pareto 0.192 1.4640e-219
Hyperbolic 0.0078 0.7783
Data Trace - Oct.10 InPrt (Main Frame2)
Statistical K-S K-S
Time Model distance Probability
Normal 0.0399 2.3178e-10
Lognormal 0.0172 1.8060e-06
10:00 - 12:00 Weibull 0.0338 1.5382e-07
Pareto 0.2023 4.6836e-254
Hyperbolic 0.0080 0.7477
Normal 0.0255 1.7925e-04
Lognormal 0.0172 0.0297
12:00 - 15:00 Weibull 0.0307 2.8126e-06
Pareto 0.1993 5.0546e-236
Hyperbolic 0.0077 0.7885
Normal 0.066 1.9239e-27
Lognormal 0.0197 0.008
15:00 - 18:00 Weibull 0.0581 2.4085e-21
Pareto 0.1454 8.0638e-126
Hyperbolic 0.0108 0.3803
Normal 0.0277 2.3048e-07
Lognormal 0.0169 0.0054
18:00 - 20:00 Weibull 0.0337 1.0839e-10
Pareto 0.1914 1.4589e-315
Hyperbolic 0.0107 0.1842
Data Trace - Oct 10 OutPrt (Main Frame2)
Statistical K-S K-S
Time Model distance Probability
Normal 0.0276 3.6467e-05
Lognormal 0.0163 0.045
10:00 - 12:00 Weibull 0.0332 2.7514e-07
Pareto 0.1909 8.4367e-216
Hyperbolic 0.0113 0.3218
Normal 0.0443 1.5122e-18
Lognormal 0.0128 0.0611
12:00 - 15:00 Weibull 0.0446 8.6003e-19
Pareto 0.1725 1.1373e-262
Hyperbolic 0.0096 0.2800
Normal 0.0465 6.3919e-20
Lognormal 0.0246 7.7160e-06
15:00 - 18:00 Weibull 0.0350 1.8759e-11
Pareto 0.1814 1.2583e-281
Hyperbolic 0.0178 0.0028
Normal 0.0663 9.2416e-28
Lognormal 0.0166 0.0380
18:00 - 20:00 Weibull 0.0393 5.0229e-10
Pareto 0.1912 3.0502e-217
Hyperbolic 0.0150 0.0810
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However, from the majority of the results, the PDF of these three distributions
cannot fit well with the PDF of the data traces. Now let's see the results for
hyperbolic. In all the four tables, the values of K-S distance are fairly small. Most
of them are less than 0.0I, and values of associated probability are higher than
0.2. Some of them are higher than 0.5. In Table 4.6, the value of K-S distance for
hyperbolic (in time period 12:00-15:00) is 0.0077, and the associated probability
value reaches 0.7885. All the values of K-S distance of hyperbolic are much
smaller, and the values of the associated probability are much higher than the
values of the other distributions. Obviously, the one-dimensional hyperbolic
distribution outperforms the Weibull, Pareto, normal, and lognormal distributions.
Figure 4.3 and 4.4 illustrate the CDF and PDF of the data and the five statistical
models for the data trace "Frame2 OutBrt_busy" (in time period 12:00-15:00).
In figure 4.3, we can observe that the curve of hyperbolic distribution overlaps the
curve of the data trace completely. While the curve of lognormal fits better, it has
a slight deviation with the curve of the data trace. The curves of Weibull and
normal deviate from the curve of the data on both upper and lower tails, they
don't fit the data trace well. The CDF curve of Pareto doesn't fit the curve of the
data trace at all. In this particular case, value of K-S distance of it is 0.1805, and
the associated probability is 7.9056e-194.
Figure 4.5 and 4.6 present the CDF and PDF of the data and hyperbolic
distribution model only for the same data trace. In these figures, we can clearly
see how well the hyperbolic distribution fits the data trace.
Figure 4.3 Fitting Results of the Data Trace "Frame2 OutBrt_busy"
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Figure 4.4 Fitting Results of the Data Trace "Frame2 OutBrt_busy"
Figure 4.5 Fitting the Data in CDF Format to the Hyperbolic Distribution
Model Only
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Figure 4.6 Fitting the Data in PDF Format to the Hyperbolic Distribution
Model Only
CHAPTER 5
CONCLUSIONS
In this thesis, five statistical distribution models are tested to fit the data traces
collected from the actual wide area network — BCCLS WAN. The fitting results
demonstrated that, compared with the normal, lognormal, Weibull, and Pareto
distributions, the one-dimensional hyperbolic distribution provides a significantly
better fit to the data traces collected from the WAN. The hyperbolic distribution is
proposed as an effective statistical model of the large, multiple network traffic
activities in the busy hours.
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