Introduction
This report is devoted to a theoretical analysis of inheritance in monotonic semantic nets with positive and negative links, but without relations. To a logician, the context will seem unusually simple (there are, for instance, no genuine propositional connectives); but the texture of the resulting logic is surprisingly rich, given the impoverishment of the background language.
We establish several basic results. After setting out the fundamental ideas behind monotonic inheritance in Sections 2 and 3, we characterize the inheritance relation, in Section 4, through a sequent calculus, or natural-deduction system, that is relatively natural and well-motivated. 1 It is often thought that the logic of monotonic semantic nets, at least, is simply the classical predicate calculus. We show that this is not so. The logic we present is non-classical; and in Section 5, it is proved to be both sound and complete with respect to monotonic inheritance. In Section 6, turning from proof-theory to semantics, we show that the inheritance relation is equivalent also to a notion of validity arising from interpretations over a certain four-valued matrix that has been thought before to have some computational significance.
One traditional attraction of inheritance networks has always been their natural correspondence with graphs, which makes them particularly appropriate as vehicles of knowledge representation for concurrent computing architectures, where graph-searches can be very fast. In Section 7, we present inference algorithms over monotonic semantic nets for such a concurrent architecture, the Parallel Marker Propagation Machine defined by Scott a basic link in the path permitted by T U {A} enabling B, it can be replaced by the path enabling A itself, which contains only links from I\ We illustrate only the cases (ii) and
(iii).
In case (ii), Lemma 1 tells us that T permits a positive path (x 0 ,..., x n ) enabling A, and that Tu{A} permits a negative path ( In case (iii), the link A cannot occur in the path permitted by T U {A} that enables J5, since a negative link cannot occur in a positive path; so the same path enabling B must be permitted by T itself, and we axe done. I 
Examples such as this seem to have been generally overlooked. In fact, it seems to be a kind of "folk theorem" in artificial intelligence that the logic of semantic networks, and even frame systems, is just the classical first-order predicate calculus; often, Pat Hayes's Our sequent calculus contains two structural rules, as follows.
These give us the axioms. In addition, we have logical rules, for introducing both -• and on the right and on the left of the turnstile. To illustrate these rules, we provide here a sample proof, of the sequent p -> g, q -f+ Thinking of nets, now, as interpretations, or models, we show in this Section that the sequent calculus defined in Section 4 is both sound and complete with respect to the inheritance relation defined in Section 3.
Soundness first. The net U(a) is then defined to be U(a) n .
It is easy to see that this definition gives us the minimum net permitting a positive n(<r) c r.
Then, where IT(r) t is either IT(r) t or IT(r) t -, let t+ 1 II*(r) t -U {y t +i -* y t }, otherwise.
The net II 1 (r) is defined to be IT(r) m , and IT(r) is defined to be IT'(r) m .
Neither II' (r) nor II" (r) can include the other, since one contains the link x n -/+ y\ while the other contains yi -/+ x n . But they are otherwise alike, and they are the minimal nets permitting r. Proof. We show by induction that for each t, 1 < t < n, there exists a proof Pi of the
First, take i = 1. Then II(<r) t (-x 0 -• x» is x 0 -> x x (-x 0 -> xi, an axiom. Let this axiom be /\.
Next, supposing Pi proves Ii{<r)i |-Xo -• x», we construct a proof £+i of the sequent n((j)j+i (~Xo -> x t+ i. There are two cases to consider: (i) x t +i = x,, (ii) x t +i ^ x t -. In case (i), n(<r)j+i is identical with n(a) t , and the statement x 0 x t +i is identical with the statement x 0 -• x»; so we need only let P t + t be P t , and we are done. In case (ii), let Pi +1
This gives us what we want, since the right premise is an axiom, and the conclusion is the sequent II(<7),+i |-XQ -• x t +i. Proof. Where A -(XQ, ..., X N ) is the positive part of r, the previous Lemma gives us a proof P of the sequent Il(cr) |~ xo -> x n . We show by induction that for each i, 1 < I < n, P can be extended to a proof P-of the sequent IT(r) t (-x 0 7^ y*? and also to a proof P" of the sequent Il"(r) t f-XQ 7A y t -.
Take i = 1. Then Il'(r) t (~ x 0 7^ y t is II(cr),x n 7A yi f-x 0 7^ yi; so we let P[ be
This gives us a proof, since the right premise is an axiom. Likewise, when I = 1,
H"( T )I
h X O 7^ J/t will be Il(cr),yi x n [-x 0 7^ yi; so we can let P" be
Again, this gives us the proof we want, since the right premise is an axiom.
The inductive step of the proof can be handled uniformly. As before, we let II*(r) t | -XQ 7^
YI be either II , (r)i |-xo 7^ y t or n ,/ (r) t -f-xo 7^ y»; and we let P* be either P-or P". Supposing that PF proves Il*(r) t |-xo 7^ y t5 then, we show how to construct a proof P*^ of the sequent n*(r) t +i \-XQ y+ y t +i. Just as in the previous Lemma, there are two cases to consider: (i) Y M = y t , and (ii) y t -+1 / y t . In case (i), n*(r) t _ f . 1 is identical with II*(r),-, and the statement XQ 7A y 1+ i is identical with the statement xo 7^ y t ; so we can let P?+L be
In case (ii), let P { + X be n *( T )« h^o-Ay. n*(r)j,z 0 -A y.+i hzoT^Vt+i
This gives us the desired proof, since the right premise is an axiom. I Case (i). Since T f= a -• p, we know by Lemma 1 that T permits a path a = (XQ, ... ,x n ), with XQ = a and x n = p. Lemma 9 tells us that 11(a) (-a -> p is provable.
But n((j) C T by Lemma 7; so by Lemma 6, T |-a -• p must be provable as well.
Case (ii). Since r (= a /> p, we know by Lemma 1 that T permits a path r = (XQJ ..., x n ; j/i,..., i/ rn ), with x 0 = a and t/ m -p. Lemma 10 tells us that both II , (r) |-a -/+ p and II ,, (r) |-a/>p are provable. But we must have either II' (r) C T or 11" (r) C T, by Lemma 8; so in either case, Lemma 6 tells us that r (-a -f* p must be provable as well.
Cases (iii) and (iv) are similar to cases (i) and (ii), using Lemmas 11 and 12, respectively, instead of Lemma 9 and 10. I
A four-valued interpretation
The language with which we have been dealing is so weak that it is incapable of representing many of the principles that typically distinguish classical from nonclassical logics. In particular, Excluded Middle can't be expressed, since disjunction is not available.
Still the invalidity in nets of inferences like (*) a->p,a-/+p \-a->q,
which was mentioned in Section 4, where an invalidating net was provided, forced us to resort to a nonclassical proof-theory. In this Section, looking at nets from a different perspective, we supply a nonclassical semantic interpretation (model theory) to accompany our proof-theory for monotonic inheritance.
Examples such as (*) suggest, not only that we will need to look for a nonclassical interpretation of negation, but also that the models that have been developed in connection with relevance logic 4 should provide materials for an interpretation. Though the original motivation for relevance logic was not computational, it did grow out of a belief that "fallacies of relevance" such as (*) should not be regarded as logically valid. More recently, several people have suggested that relevance logic may have applications in computer science. Nuel Belnap has argued, in [2] and [3] , that a certain four-valued matrix, originally developed to characterize the valid inferences in a fragment of relevance logic, might be useful also as a guide for reasoning about information stored in databases. And a number of computer scientists have explored applications of relevance logic to knowledge representation and nonmonotonic reasoning.
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As far as we know, however, no relation as direct as the one we will establish below has been established between concepts from relevance logic and structures that arise naturally within artificial intelligence.
Along 
and Tweety is a bird if we are told that he is an ostrich, and that he is not an ostrich if we are told that he is not a bird.)
Given the four-valued interpretation^ we define semantic implication in the usual way, and also a relation of equivalence between nets and valuations.
Definition 4: T implies A if for all valuations v : if T G v(B) for all B G T, then T G v(A).

Definition 5: A net T is equivalent to a valuation v if T )= A iS T E v(A).
To show that this implication relation coincides with the relation of monotonic inheritance, we first establish some Lemmas about nets and their equivalent valuations.
Lemma 13: For every valuation v, there is an equivalent net T.
Proof. Where v is a valuation on a domain D, let T be defined by letting a -• p G T iff T G v{pa) 9 af peTiffFG v(pa), p -+ q G T iff T G v(p -* qj, and p q G T iff
TEV(p-/+q).
Since T has been defined so that x->t/GTifTG v(x -• y), it follows at once that r(=x->yifTG v(x -• y); and it is easy to see by considering conditions (3.1) to (3.5) that T G v(x y) if T f= x -> y. We will give two of the five cases: (3.3) and (3. 
(a) = a, T G[v(p)] (a) iff V |= pa, and F G[v(p)](a)
iff T' (= -»pa. We show v equivalent to T'; it follows that v is equivalent to T. A PMPM is an automaton composed of active elements that play the roles of nodes and links in a graph. Each element has a small number of internal states (maker bits, which can be on or off, representing the presence or absence of markers), and a limited ability to communicate information to the elements with which it is connected. The nodes and links in a PMPM axe responsive to several marker propagation commands, each of which directs the assignment of markers to particular nodes, often by "propagating" them from one node to another through the intervening links. PMPM's axe SIMD (Single Instruction stream, Multiple Data stream) machines: marker propagation commands axe broadcast globally to all elements and executed in parallel by the elements to which they apply.
Parallel marker propagation algorithms can be described in terms of marker propagation commands; the result of executing such an algorithm in a particular net is a coloring-a static assignment of colors to nodes-that can be used to convey some information about the net.
We take as our only two markers the usual truth values, T and F. Now it is standard practice (see [15] ) to let the markers themselves serve as colors, so that the marker propagation commands can be seen also as propagating colors directly. In the present context, however, it is more natural to take as colors the four members of the matrix T = {{T}, {F},0, {T,F}}, explored in Section 6. We define the color assigned to a node by a marker propagation algorithm as the unique member of T containing just those markers placed by the algorithm on that node; each algorithm will then result in a total coloring of each net, with no more than one color assigned to any particular node.
The notation used here for specifying marker propagation commands is that of [15] .
Commands may be either conditional or unconditional. 
link-type["^"], on-tail[T], off-head[T] set-head[T]
would be executed by any link element meeting the conditions on the left hand side of the arrow: if an element represents a link of type the node at its tail bears the marker T, and the node at its head does not bear marker T, then the link will perform the action specified on the right hand side of the arrow, marking the node at its head with T.
Using conditional commands, it is possible to address particular nodes by name; the node named x would be selected by placing the restriction name [a:] on the left hand side of the conditional; only the element representing that node would then respond. This technique is used to select and mark the initial node at the beginning of a marker propagation.
Looping is accomplished with a simple loop ... endloop construct, which repeats the body of the loop until no conditional command contained in the loop can be executed.
To illustrate this notation, we provide a description of the parallel marker propagation algorithm for computing the transitive closure of the relation, starting from a node
x. The result of the algorithm, in a net T, is to assign the marker T to all nodes y such that T supports x -* y. Proof. The key is to see that upscan will propagate the marker T from x to y in T just in case T permits a positive path from x to y, along which the marker is actually propagated; and also that an execution of upscan will result in the propagation of the marker F to y just in case T permits a negative path from x to y, along which the propagation can take place.
For example, suppose TgC. Then there exists at least one sequence of nodes UQ ..
• u n with x = UQ and y = u n such that on iteration i of the upscan loop a T was propagated from node tz t _i to node Obviously, T contains the links -• u,-, 1 < i < n. Therefore any path between nodes x and y in T there must be a path of length at most A;, so that after k times through the loop, all nodes that can be marked will have been marked via at least one path. When the loop is repeated one more time, the left hand sides of both conditional propagation commands fail because there are no nodes left to mark, causing termination. Thus, after 3 + 2{k + 1) = 2k + 5 commands, the algorithm terminates.
Since the upscan algorithm consists of 2 initialization commands plus a loop containing 4
propagation commands, its maximum running time is 2 + 4(k + 1) = 4k + 6 commands.
Scans can be sped up by adding extra links to shorten the shortest paths between nodes.
Let k be the maximum number of times the upscan or downscan algorithm executes the body of its main loop given any node of T. This number can be reduced to any value from 1 to A; -1 by the following method. To reduce the running time to at most j iterations, 1 < j < k, it suffices to put in direct links x -» y or x •/* y between all pairs of nodes x and y such that an upscan of x in T marks y with T or F, respectively, after greater than j iterations of the loop. A similar technique can be used to speed up downscans. This simple technique is not optimal in the number of links added, however.
Conclusion
We have established in this report a number of close connections between semantic inheritance networks, on the one hand, and more traditional concepts from logic-both
proof-theoretic and model-theoretic-on the other. We do not claim that these results are logically profound; but they do succeed, we believe, in showing that fruitful interactions
can arise between traditional model-theoretic and pro of-theoretic ideas, and the structures that have evolved within artificial intelligence.
Although, in this report, we have remained within a nonmonotonic context, and considered only a very restricted language, we are hopeful that this research will provide a foundation for further work that will be valuable both for logic and artificial intelligence.
The extensions that we now envisage fall into two broad categories: developments in expressive power, and developments that provide for the ability to accommodate exceptions.
It is possible to enhance the expressive power of the language analyzed in this report while remaining entirely within a monotonic framework, by adding relational predicates, connectives, and even quantifiers. We believe that many of the results contained here can be generalized in a straightforward way to semantic networks containing hierarchies of n-ary relational predicates. Although such networks may not be realizable on a PMPM, they appear to have efficient inference algorithms on more powerful architectures, such as massively parallel message passing machines [8] . As far as connectives and quantifiers are concerned, the obvious place to start is with the four-valued connectives defined in [2, 3] ; but it seems that if we are interested in discovering the logical theories that arise naturally from a consideration of semantic nets, we may be forced to adopt a logic with certain constructive features not contained in the four-valued connectives.
The second way of extending this work is to shift to a nonmonotonic context. Here, of course, the problems are much more difficult, though some of the sequent rules presented in this report carry over unchanged to the nonmonotonic case. Still, the different approaches we have mapped out-allowing us, really, to look at the same thing from three different perspectives (semantic nets, model theory, and proof theory)-may provide new leverage for understanding the nature of nonmonotonic inheritance. The possibility of applying proof theory in this way is particularly intriguing, since it is one of the most well-developed areas of logic, and as far as we know it has never been exploited as a technique for analyzing nonmonotonic reasoning.
