We introduce a ranking model and a complementary predictive ability test statistic to investigate the forecasting performances of different Value at Risk (VaR) methods, without specifying a fixed benchmark method. The period including the recent credit crisis offers a unique laboratory for the analysis of the relative successes of different VaR methods when used in both emerging and developed markets. The proposed ranking model aims to form a unified framework which penalizes not only the magnitudes of errors between realized and predicted losses, but also the autocorrelation between the errors. The model also penalizes excessive capital allocations. In this respect, the ranking model seeks for VaR methods which can capture the delicate balance between the minimum governmental regulations for financial sustainability, and cost-efficient risk management for economic vitality. As a complimentary statistical tool for the ranking model, we introduce a predictive ability test which does not require the selection of a benchmark method. This statistic, which compares all methods simultaneously, is an alternative to existing predictive ability tests, which compare forecasting methods two at a time. We test and rank twelve different popular VaR methods on the equity indices of eleven emerging and seven developed markets. According to the ranking model and the predictive ability test, our empirical findings suggest that asymmetric methods, such as CAViaR Asymmetric and EGARCH, generate the best performing VaR forecasts. This indicates that the performance of VaR methods does not depend entirely on whether they are parametric, non-parametric, semi-parametric or hybrid; but rather on whether they can model the asymmetry of the underlying data effectively or not.
Introduction
This paper is an empirical investigation of the assessment of the relative forecasting performances of different Value at Risk (VaR) methods, without the necessity of specifying a fixed benchmark VaR method. Accordingly, we propose a ranking model and a complementary predictive ability test statistic for analyzing the relative successes of different methods over periods of severe market stress, in both emerging and developed countries. The ranking model aims to unify various evaluation criteria, and, together with the complementary predictive ability test, it offers a systematic framework for identifying the best VaR method amongst an abundance of methods, namely the one which can capture the underlying market dynamics most successfully.
Recently witnessed economic disasters have, once again, stressed the inevitable necessity of being able to forecast risk accurately. In fact, the poor prediction methods in use are partly to blame for unexpected turbulences, by encouraging financial participants to steer away from taking reasonable visionary actions. Nonetheless, effective risk forecasting plays an immense role, not only in meeting regulatory demands in order to sustain financial stability, but also in conducting optimal capital allocations and investment decisions in order to encourage financial vitality. Then, in the midst of the everincreasing financial complexity, effective and easy-tointerpret risk measures, which are dynamically responsive to information, must be identified. As the characteristics of future risks change over time, the forecasting methods must be able to adapt to incoming news. As one potential way of measuring future risk in quantitative terms, the use of Value-at-Risk (VaR) has become commonplace on both theoretical and practical grounds, due mostly to its conceptual simplicity. As a matter of fact, VaR was first developed by financial practitioners as an easily interpretable number which encodes information about a portfolio's risk. Briefly, VaR is the determined quantile of a future return, conditional on the available information set. In other words, a quantile relatively far out in the left tail of the return distribution is located for some chosen future time.
1 However, the definition of VaR does not specify how it should be calculated, and the actual measurement of VaR becomes a demanding statistical problem, with the main challenge being the modeling of time varying conditional quantiles. Consequently, many different VaR forecasting methods have been proposed in the literature, which can usually be divided into four main categories: parametric, non-parametric, semi-parametric or hybrid. This in turn introduces the questions: which method should one choose for computing VaR in a given economy? What methodology should one follow for choosing a method? The first question is concerned more with evaluating the forecasting accuracy of various VaR methods, whereas the second seeks for an objective and effective framework for the evaluation procedure. In this study, in order to answer both questions, we start by answering the second question first.
The evaluation of the forecasting accuracy is of great importance for those who are primarily interested in analyzing and distinguishing between competing prediction methods; in fact, it is the inadequacy of the method which causes predictive failure. There is already a wide spectrum of evaluation criteria which assess the forecasting accuracy of different VaR methods. Empirical coverage probabilities, error estimating loss functions, autocorrelation tests and predictive ability tests are only a few which could be mentioned. Descriptive statistics such as the mean and volatility of errors, and the maximum and minimum errors, have also been used in the literature (see for example Berkowitz & O'Brien, 2002) . Nevertheless, it is important to note that evaluating the performances of forecasts, based solely on one criterion, yields limited information regarding the method accuracy. Thus, in the literature, it is common to analyze the results of different evaluation criteria separately, and the best performing method is then determined somewhat ambiguously. This ambiguity is quite natural, in the sense that it is possible 1 Refer to the Appendix for a more technical definition.
to observe different best methods for different evaluation criteria, which makes it more difficult to reach conclusive judgments. Therefore, in general, such approaches do not offer an objective methodology for the evaluation procedure.
Despite being a single number, VaR allows managers to interpret the cost of risk and allocate capital efficiently. In addition, Basel III, prepared by the Basel Committee on Banking Supervision (1996) at the Bank for International Settlements, aims to set international standards on capital requirements sufficiently to cover market risks by the use of VaR. However, with an abundance of VaR methods, there is no real international consensus on how to measure risk. In turn, it becomes highly possible for regulations to cause institutions to overestimate or underestimate their market risks. Therefore, an objective methodology for evaluating the forecasting accuracy of VaR methods should ideally take into consideration the concerns of both the regulators and risk managers, while being able to rank the methods effectively without requiring a fixed benchmark. Accordingly, our evaluation framework includes the following steps: (1) determining the important evaluation criteria, (2) developing a model which incorporates all of these evaluation criteria, (3) providing meaningful results to establish the quality of the forecasting estimates, and (4) providing complementary test statistics for statistical validation. In light of this, we propose a new ranking model and a complementary predictive ability test statistic for investigating the performances of different VaR methods. The ranking model admits a framework which penalizes the magnitudes of the errors between realized and predicted losses, as well as the autocorrelation between the errors. The model also penalizes excessive capital allocations. In this respect, the ranking model seeks for VaR methods which consider the balance between the minimum governmental regulations for financial sustainability and cost-efficient risk management for economic vigor. On the other hand, our complementary predictive ability test statistic, which compares all methods simultaneously, is an alternative to the existing predictive ability tests, which compare forecasting methods two at a time. Twelve different VaR methods are implemented over periods which include severe market turbulences, using equity indices from eleven emerging and seven developed markets.
Our results boil down to an intriguing empirical conclusion: asymmetric methods generate the most accurate VaR forecasts. It is observed that for ten out of eleven emerging markets and for all chosen developed markets, the EGARCH and CAViaR Asymmetric methods are ranked highest for their performance power. In this respect, our results confirm the works of Glosten, Jagannathan, and Runkle (1993) , Hentschel (1995) and Nelson (1991) , among others, who show the importance of asymmetries in market-wide equity index returns. The volatility tends to increase with bad news and decrease with good news; hence, an asymmetric modeling structure becomes a desirable trait to have in VaR forecasting methods. Our results are supported by the findings of Engle (2010) , who develops an econometric method for measuring the long run risk (as opposed to the short run risk), and argues that asymmetric models are consistent with the long-term skewness of the data. In both emerging and developed markets, the Historical Simulation and Monte Carlo Simulation methods perform quite poorly. Even though these two methods are commonly used in financial institutions (Christoffersen, Berkowitz, & Pelletier, 2006) , they do not seem to be the best methods to use, according to our results. It is also observed that the Extreme Value Theory method and the Variance-Covariance method perform the worst, as they are ranked in the last three places for ten out of the eleven emerging markets and for all of the developed markets. They overestimate VaR and consequently limit efficient capital allocation, while still managing to get severe unexpected losses. Our model confirms that the Extreme Value Theory method performs poorly for non-extreme quantiles. We conclude that the performance of VaR methods does not depend entirely on whether they are parametric, non-parametric, semi-parametric or hybrid; but rather on whether they can model the underlying asymmetric structure.
This paper is organized as follows. Section 2 gives a literature review on VaR methods and various evaluation criteria. Section 3 provides the evaluation framework, including our ranking model and our complementary predictive ability test statistic. Section 4 discusses the empirical results. Section 5 concludes.
Literature review
This paper lies at the intersection of two main branches of financial economics: forecasting and risk measurement. The majority of the work is closely related to two sub-branches of the forecasting literature which are concerned primarily with the evaluation of the predictive accuracy of competing methods: loss function analysis and statistical analysis. More specifically, our study concentrates on providing a forecast evaluation framework for ranking competing VaR methods. First, we discuss several VaR methods which have been proposed in the risk measurement literature, then we give a more detailed account of the two academic sub-branches of the forecast evaluation literature.
There are considerable differences between the existing methods for computing VaR, but the VaR methods which we analyze in this paper can be divided into four main categories: parametric, non-parametric, semi-parametric or hybrid.
2 Parametric methods model the volatility of the return series (or possibly a portfolio) using an autoregressive formulation, and, by assuming a normal distribution, compute VaR accordingly. For example, the volatility can be modeled by the generalized autoregressive conditional heteroskedastic model, more popularly known as the GARCH model, proposed by Bollerslev (1986) . Other alternatives of similar structure, such as EGARCH, introduced by Nelson (1991) , and a simplified model of RiskMetrics (1996) , can also be used. In addition, the Historical Simulation and 2 For brief mathematical details of the VaR methods we investigate in this paper, please refer to the Appendix.
Monte Carlo Simulation methods, which can be considered as non-parametric methods, are commonly used in financial institutions, as is discussed by Christoffersen et al. (2006) . Basically, the VaR is defined as an empirical quantile without further assumptions with respect to the distribution of returns. One interesting extension to the historical simulation method is the hybrid approach proposed by Boudoukh, Richardson, and Whitelaw (1998) . Basically, their hybrid approach combines the historical simulation and RiskMetrics methods by assigning exponentially declining weights to past returns of a given portfolio. Also, as for a semi-parametric method, Danielsson and de Vries (2000) propose the use of extreme value theory for calculating VaR, which is shown by the authors to work only for extreme quantiles. As a further variation, McNeil and Frey (2000) analyze a hybrid model which combines GARCH with extreme value theory. Recently, Engle and Manganelli (2004) introduced what they call a Conditional Autoregressive Value at Risk model, or CAViaR for short. In their paper, instead of assuming a distribution of returns, the focus is on the behavior of the quantile directly, where the dynamics of the quantile are modeled using an autoregressive formalism. We can treat their approach as belonging under the umbrella of semiparametric methods.
As with the forecast evaluation literature, our framework benefits from two of its sub-streams, namely loss functions and statistical tests. Loss functions are basically used for penalizing the errors of the chosen requirements of a given forecasting method, and providing numerical values to enable the interpretation of the severity of predictive failure. Berger (1985) and Robert (2001) provide more technical definitions of loss functions under decision theory. Many different loss functions for the evaluation of forecast methods have been discussed: Awartani and Corradi (2005) , Fuertes, Izzeldin, and Kalotychou (2009) , Giacomini and White (2006) , Hansen (2005) , Hung, Lee, and Liu (2008) and Lopez and Diebold (1995) , to mention only a few. As an example, the mean squared error (MSE) function is quite a popular quadratic loss function which is analogous to the linear absolute error between realized values and forecasts. In particular, we draw our attention to what Lopez (1998) calls regulatory loss functions. By their structural form, such functions allow the analyst to give different weights to the cases of underestimation and overestimation, and this particular view is also adapted in our ranking model. Secondly, as for the statistical analysis stream, predictive ability tests are used widely when comparing forecasting methods and confirming whether the chosen method outperforms the competing forecasting methods. Equal predictive ability (EPA) tests were first proposed by Diebold and Mariano (1995) and West (1996) , with the latter considering forecasting methods including estimated parameters. Harvey, Leybourne, and Newbold (1997) suggest a framework which considers small sample properties. Harvey and Newbold (2000) propose a test for comparing multiple nested methods and McCracken (2000) considers cases with estimated parameters and non-differentiable loss functions. As an extension to equal predictive ability tests, in the framework of Hansen (2005) and White (2000) , a test for superior predictive ability (SPA) is examined. The distinction here is that the latter leads to a composite null hypothesis and the former leads to a simple null hypothesis. Both EPA and SPA require the choice of a fixed benchmark method and compare methods two at a time, instead of all at once. In addition, the Dynamic Quantile (DQ) test introduced by Engle and Manganelli (2004) proposes a straightforward test statistic which incorporates important evaluation criteria, and hence can be used for method selection. It stands out as a powerful tool for testing whether VaR estimates from different methods satisfy the requirements of independent unexpected losses and unbiasedness, and whether they produce the correct number of unexpected losses. Here, the aim is not to rank methods from best to worse, but to test statistically whether a method at hand satisfies these requirements. Thus, if more than one forecasting method passes the DQ test, the test does not tell us which of the tests is relatively more accurate.
Evaluation framework
An objective and effective 'VaR method evaluation methodology' should include the use of a reasonable loss function, which provides a numerical value reflecting both the regulatory supervisors' and risk managers' concerns on potential forecast errors, as well as complementary statistical tests for validating the results. In order to sustain financial stability, government regulators need firms to generate few unexpected losses, or, as we call them, violations. More concretely, for a given confidence level, the target is to have few returns below the VaR forecasts. It is also important for any unexpected losses to be small in magnitude and even non-autocorrelated, as disastrous events (i.e., bankruptcies) are more probable as a result of several huge unexpected losses occurring in rapid succession (Christoffersen & Pelletier, 2004) . On the other hand, risk managers have to consider the profitability of their firms, and therefore prefer smaller scaled VaR measures for efficient capital allocation. This delicate balance can be achieved when a VaR method forecasts the volatility evolution accurately.
Both overestimation and underestimation may lead to incorrect actions, and loss functions provide a means of quantifying the accuracy of forecast methods. More specifically, loss functions assign values to forecast errors, depending on how the errors are defined. However, there is no strict rule for defining an error, and the way in which a loss function is constructed may vary based on the problem at hand. In general, errors are functions of realized and estimated values. Therefore, in the VaR context, if we let VaR j,t be the VaR forecast at time t calculated using method j and let l j,t be any loss function, a general form may be presented as follows:
In this representation, x t is the realized return at time t. 
6. Direction of change:
In our framework, what constitutes a reasonable loss function for VaR forecasts is constructed by considering the returns both above and below the VaR measure, with different weights assigned to each. This approach is discussed by Lopez (1998) under the name 'regulatory loss functions'. The motivation for this measure is as follows: The negative impact of a forecast error measuring a return above VaR is comparatively much milder than that of an error generated by a return below VaR. In other words, the first type of error characterizes a distance away from efficient capital allocation, whereas the second type of error represents an unexpected loss or bankruptcy risk. In this respect, a VaR loss function should have the flexibility to capture both the regulatory supervisors' and risk managers' concerns, while being able to give different weights to each. This in turn provides a way to better capture the balance between financial stability and financial vitality.
Considering multiple VaR methods, the numerical values generated by a loss function can be used to rank the predictive accuracies of these methods. Note that common forecasting assessments which only regard unconditional error frequencies are flawed (Kuester, Mittnik, & Paolella, 2006) . Therefore, a complete ranking model should consider not only the number of unexpected losses, but also the magnitudes and degrees of clustering of the unexpected losses. In addition, the model should penalize inefficient capital allocations. To the best of our knowledge, there is no loss function which considers all of these concerns and ranks VaR methods accordingly. In the literature, this is why it is common to use a number of loss functions which provide complementary information (which can sometimes be contradictory) instead of a single loss function incorporating all of the appropriate information for evaluating VaR methods.
Ranking model
As VaR is a measure which is confined to the negative tail of the return distribution, the ranking model only searches the negative return space for possible forecast errors. Following the general form of the loss function given in Eq. (1) for f ̸ = h, we propose a model which divides the negative return space into two parts: the safe space and the violation space. The safe space considers the realized negative returns above the calculated VaR measure and the violation space considers unexpected losses (which we sometimes call violations) by keeping track of the realized negative returns below the calculated VaR measure. In other words, the safe space characterizes the distance away from efficient capital allocation, whereas the violation space represents the bankruptcy risk or the risk of financial stability.
In the violation space, we evaluate two main criteria: (1) the magnitude of unexpected losses, and (2) clusters of unexpected losses. These two criteria are then combined to produce a total quantity, which we call a ''penalization measure'', for the violation space. The magnitude of an unexpected loss can be modeled simply as the difference between the realized return and the VaR measure, given that the realized return is below the VaR measure. More specifically, we define the magnitude of an unexpected loss, which we denote by ϵ, as follows:
given x t < VaR t . Therefore, while encoding the information regarding the magnitude of violations, the number of violations enters into the model implicitly. Kuester et al. (2006) provide a statistical test of unconditional coverages of violations when comparing alternative VaR methods. Briefly, the unconditional coverage test ascertains whether methods produce correct numbers of unexpected losses or not. In our ranking model, we associate a quantity with the magnitude of unexpected losses without a statistical approach, and the number of unexpected losses is penalized implicitly. On the other hand, a cluster of unexpected losses is defined as the sequence of unexpected losses, or, in this context, the number of successive violations. We consider a single violation as a 1-cluster and a succession of a given number (z) of violations as a z-cluster. A z-cluster is assigned a quantity by compounding the number of unexpected losses, z, within that cluster. More formally, let z i be the length of the ith cluster (or the number of violations in succession in the ith cluster). Then, the quantity assigned to that cluster, which we denote by C i , is calculated as follows:
where ϵ b,i denotes the bth unexpected loss in the ith cluster, and the ith cluster has a total number of unexpected losses, z i . We view a cluster as a non-statistical object measuring the severity of the error autocorrelation. Kuester et al. (2006) provide a statistical test of the independence of violations when comparing alternative VaR methods. Briefly, the independence test determines whether the methods produce unexpected loss clusters or not. Our framework has a similar motivation, but the ranking model produces a quantity which penalizes the autocorrelation of unexpected losses using nonstatistical means. Furthermore, as there may be more than one cluster in the violation space, we keep track of the number of clusters, and denote this number by α. Clusters by themselves and the interactions of clusters with one another all contribute to the autocorrelation of unexpected losses. The severity of the interactions between the clusters is quantified by the use of an inversely proportional function of the distance between the clusters. The motivation for using such a function arises from representing the decreasing severity of interactions with an increasing distance between clusters. More specifically, letting k be the distance between two clusters, we simply take 1/k as a measure of the severity of interaction. Then, the quantity assigned to the interaction between the ith cluster and the (i + m)th cluster, which we denote by C i * C i+m , is calculated as follows:
where k i,i+m is the distance, or time, between the ith and (i+m)th clusters, and m is an appropriately chosen number with respect to the total number of clusters α. Again, ϵ b,i denotes the bth unexpected loss in the ith cluster and ϵ b,i+m denotes the bth unexpected loss in the (i + m)th cluster. Note that the quantity C i * C i+m encodes the information on the magnitude of unexpected losses and the clusters of unexpected losses. We sum these quantities over the whole violation space; that is, by taking any combinations of cluster interactions into account, and generate a total loss. We call this total loss the ''penalization measure'' for the violation space. We denote this so-called ''penalization measure'' by Φ, and calculate it as follows:
Again, in this representation, z i is the length of the ith cluster (or the number of errors in succession in the ith cluster) and k i,i+m is the time between the ith and (i + m)th clusters. It can be seen that as the distance between clusters increases, the severity of the interaction decreases.
The quantity Φ is the ''penalization measure'' for the violation space.
In the safe space, excessive capital allocation is penalized, as it generates less profitability for the firm, which may, in turn, stagnate economic vitality. However, since an excessive capital allocation does not lead to defaults or financial instability, the penalization of autocorrelation of negative returns above the VaR measure would overestimate the penalization power of the safe space. From an economic point of view, a risk manager would prefer to make less profit in succession, due to an excessive capital allocation, rather than to write unexpected losses in succession. Therefore, we do not penalize the autocorrelation of inefficient capital allocation, and, consequently, do not introduce clusters of forecast errors in the safe space. Also, recall that in constructing our ''penalization measure'' for the safe space in the spirit of avoiding excessive capital allocation, we focused only on negative returns that are above the VaR measure, i.e., positive returns are not considered. As was discussed earlier, VaR is a way of estimating the maximum loss (or negative return) at a future time with a given confidence interval, and is never above zero for equity return distributions. Therefore, the distances between VaR and positive returns should not be viewed as VaR forecast errors, and consequently, we do not penalize them. Accordingly, the magnitudes of errors are restricted to returns below zero and above the VaR measure, and the magnitude of an error is simply the difference between the realized return and the VaR measure. Then, these errors are summed together to generate a quantity. We denote this quantity, which we call the ''penalization measure'' for the safe space, by Ψ , and calculate it as follows:
The number T is the size of the whole sample space, but the indicator function 1(x t > VaR t |x t < 0) restricts the errors to the safe space. The quantity Ψ is the ''penalization measure'' for the safe space.
The weighting of the two spaces is a fundamental issue.
As the VaR quantile, Θ, decreases, the ratio of the safe space to the violation space increases. Hence, the weighting scheme should be a function of the chosen quantile. It is also important to recall that in the context of VaR, overestimation of the VaR measure is less desirable than underestimating it, as overestimation generates actual unexpected losses and underestimation only generates a reduced profitability. Thus, similar to the regulatory loss function discussed previously, the safe space is weighted with Θ and the violation space is weighted with (1 − Θ). Finally, as a scaling parameter of the sum of the two weighted spaces, we use the total number of observations which entered into our model. We denote this scaling factor as T * < T . (Note that the total number of positive returns in the sample data is T − T * .) Finally, the ''penalization measure'' for the combination of the violation space and the safe space is calculated as follows:
This ''penalization measure'' is the quantity to be used in ranking the VaR methods. We proceed by calculating the ratio of the PM value of a chosen method to the sum of all of the PM values generated by all methods. More specifically, we let PM j be the quantity of the ''penalization measure'' for the jth VaR method. The higher the ratio for the jth method amongst n number of methods,
the worse the method is. Thus, we rank VaR methods from best to worst by ordering the ratios from lowest to highest. If every method is equally accurate in forecasting the VaR measure, then this ratio would clearly be 1/n for each method. This ratio is closely linked to our predictive ability test statistic, as is described below.
Complementary predictive ability test
When comparing forecasting methods in a statistically meaningful way, predictive ability testing can be complementary to a ranking framework. In order to demonstrate where our alternative predictive ability test statistic stands, the frameworks of Diebold and Mariano's (1995) . An arbitrary loss function of the actual data and forecasts can be defined as l(x t , g i,t ). In most applications, the loss function will be a direct function of the forecast errors: l(x t , g i,t ) = l(e i,t ), which we will denote by l i,t from this point on. In addition, if the loss differential series is defined as
, then the null hypothesis of equal forecast accuracy for two forecasts can be written as follows:
(9) Diebold and Mariano (1995) propose various ways of testing this hypothesis. As an extension, White (2000) develops a framework for comparing a given number n of forecasting methods and proposes a test for superior predictive ability, also known as the reality check (RC) for data snooping. In this framework, a benchmark method is chosen and a vector of differential loss series, corresponding to all forecasting methods, is created. Let the differential loss series be defined as
, with l 1,t being the loss function associated with the forecasting errors of the benchmark method. Then, the vector κ * t = (κ 2,t , . . . , κ n,t ) is generated and the null hypothesis is:
The question of interest here is whether any alternative forecasting method is better than the benchmark method, or, equivalently, whether the best alternative forecasting method is better than the benchmark. Hansen (2005) and White (2000) propose different test statistics for testing this null hypothesis. Note that in this framework, the differential loss series is calculated by considering two forecasting methods at a time, as opposed to considering all methods simultaneously. Hence, the differential loss series is a function of two methods only, κ j,t = y(l 1,t , l j,t ).
In our framework, the null hypothesis for the complementary test statistic is the same: the loss series generated by any chosen forecasting method is statistically no worse than the others. In order to consider all methods at the same time, one alternative way of defining the loss series can be through ratios instead of the spreads of two methods. Accordingly, we define the ratio-loss series as follows:
In this representation, a total of n methods are considered. If all of the forecasting methods are equally accurate, then this ratio will be 1/n for each method. Hence, our null hypothesis becomes:
A similar binomial testing criterion proposed by Diebold and Mariano (1995) can be used to create the test statistic. Then, the test statistic is defined as follows:
Also, assuming independently and identically distributed ratio-loss series, the test statistic is normally distributed.
That is, letting the probability of κ j,t > 1 n be denoted as p,
has a standard normal distribution, N(0, 1). The main advantages of such a structure are that all of the methods can be considered at the same time and implementation is still straightforward. For the testing of both equal predictive ability and superior predictive ability, a total of n(n − 1)/2 differential loss series must be generated in order to carry out the tests. On the other hand, for our predictive ability test, n ratio-loss series is enough for testing n methods. This allows a reduction in computational complexity of order (n − 1)/2 for n > 2.
However, our predictive ability testing framework is sensitive to extremely poor forecasting methods. If m extremely inaccurate forecasting methods exist amongst n methods for m ≪ n, a number of unsuccessful methods may still pass the test. At each point in time, the magnitude of the loss generated by the extreme poor performers may be so large that the magnitude of the loss generated by another unsuccessful method may be relatively small. The ratio for an unsuccessful method may then remain less than 1 n , and such a method may pass the test. In such cases, our predictive ability testing may be carried out after excluding extreme poor performers. In addition, in order to construct an evaluation methodology which is not based solely on our ranking model and our complementary test statistic, we also implement the DQ test (Engle & Manganelli, 2004 ) and White's superior predictive ability test (White, 2000) for additional information.
Empirical results

Data description
In this study, equity index data from eleven emerging markets and seven developed markets are analyzed. The emerging markets are: Brazil, Chile, Colombia, the Czech Republic, Hungary, Mexico, Poland, Russia, Turkey, South Africa, and Argentina.
3 The developed markets are: England, the US, France, Spain, Germany, Japan, and Holland. 4 The data are daily observations from the beginning of 1995 until mid-July of 2009, obtained from Datastream. Thus, the data at hand include the recent sub-prime mortgage crisis, which is an important stress testing period for the VaR methods. The period of the first 500 days is determined to be the out-of-sample data, and the size of the rolling window is also 500. The quantile levels which we use for each VaR method are Θ = 0.05 and Θ = 0.01. 5 Having chosen a total of 18 countries allows us to analyze VaR methods on both developed and emerging markets, which may respond differently to global shocks. This in turn allows us to see whether the best performing VaR methods differ for the dynamics of emerging and developed countries, even though they might have similar distributional properties, or whether a common VaR method structure can be found. Consequently, we hope to give a more complete picture of the relative accuracies of different VaR methods.
Descriptive statistics of returns series
As a general picture of the data, we analyze some of the important statistical properties of the returns series of the chosen markets. Table 1 demonstrates the skewness, kurtosis and Jarque-Bera test results for the return series of emerging and developed markets. It can clearly be observed that none of the underlying return series are normally distributed, as the Jarque-Bera hypothesis is rejected for each market. In some of the VaR methods which we implement, there is a normality assumption which is clearly violated empirically. In addition, there is severe kurtosis, which, in a way, measures how fat the return distribution tails are. This therefore suggests that VaR forecast methods must be able to capture heavy left tails. Also, with non-zero skewness, the distributions are observed to be asymmetric to some extent.
The observation that the distributions are skewed and have high kurtosis (see Fama, 1965; Mandelbrot, 1963) is a key to understanding why certain VaR methods might perform better than others. At this stage, it can be conjectured that a VaR method should not necessarily assume normality, and should be able to capture the information encoding heavy tails and asymmetry. As examples, the VaR values calculated by each method on the returns of Brazil and Spain are plotted in Figs. 1 and 2 , respectively.
Ranking model
The values generated by our ranking model are presented in Tables 2 and 4. In Tables 3 and 5 , the methods corresponding to the values are sorted in ascending order. It can be observed that for ten of the eleven emerging markets and all seven of the developed markets, the CAViaR asymmetric method (Engle & Manganelli, 2004) 6 and the EGARCH (Nelson, 1991) method are ranked the highest in their performance power. In this respect, our 6 The unknown parameters are found by the regression quantile framework introduced by Koenker and Basset (1978) .
ranking model results confirm the results of Glosten et al. (1993) , Hentschel (1995) and Nelson (1991) , among others, who state the importance of asymmetries in market-wide equity index returns, as was also mentioned by Andersen, Bollerslev, Diebold, and Ebens (2001) . The volatility tends to increase with bad news and decrease with good news; hence, an asymmetric modelling structure becomes an Black (1976) and Christie (1982) explain the phenomenon with the leverage effect, where a large negative return raises financial and operating leverages, which increases equity return volatility. Campbell and Hentschel (1992) discuss the fact that if the market risk premium is an increasing function of volatility, then, due to the volatility feedback effect, negative returns would raise future volatility more than positive returns would. The results of our ranking model are supported by the results of Engle (2010) , who shows that asymmetric models are consistent with the long term skewness of the data. In addition, we observe that the Historical Simulation and Monte Carlo Simulation methods perform quite poorly in both emerging and developed markets. These two methods are most commonly used in financial institutions, as discussed by Christoffersen et al. (2006) , and yet do not seem to be the best methods to use. 7 One advantage of these two methods is their ease of implementation. However, as the nature of risk changes over time, fitting historic empirical distributions does not generate realistic VaR measures. This causes significant over-and underestimations.
It is also clear that the Extreme Value Theory and Variance-Covariance methods are the worst performing methods, as they are ranked within the last three places for ten of the eleven emerging markets and all seven of the developed markets. They underestimate the VaR and yet still manage to get severe unexpected losses. This means that these methods fail to allow for efficient capital allocation by largely underestimating the VaR measures, and yet still cannot escape from sequential unexpected losses. For developed markets in particular, the Hybrid method seems to be the worst performing method, as it is ranked in the very last place for five of the seven developed markets. 7 The Historical Simulation and Monte Carlo Simulation methods perform relatively better for Θ = 0.01 than for Θ = 0.05. This is also the case for the RiskMetrics and GARCH methods.
The results of our ranking model suggest that asymmetric methods such as EGARCH and CAViaR asymmetric perform the best for forecasting the VaR measure. Therefore, with regard to the asymmetric structure of the underlying data for each country, the performances of VaR methods do not depend entirely on whether the method is parametric, non-parametric, semi-parametric or hybrid, but rather on whether it can capture the asymmetric structure of the data effectively or not. Note that the period includes the recent sub-prime crisis, which induces additional asymmetry in the markets.
Complementary predictive ability test
Tables 8 and 10 demonstrate the results of our predictive ability test statistic for emerging and developed markets, respectively.
8 For each market, we reject the idea that the Extreme Value Theory method is statistically no worse than others. Apart from the Extreme Value Theory and Variance-Covariance methods, all of the methods seem to pass the test for each market. This observation suggests that these two methods perform exceedingly poorly compared to others, and the test may be carried out once again without including them. From Table 9 , it can be observed that CAViaR asymmetric is the only method which passes our test statistic for every emerging country. On the other hand, from Table 11 , it can be seen that the EGARCH and CAViaR asymmetric methods are the only methods which pass our test statistic for every developed country. These results are consistent with both our ranking model and the DQ test, as described below.
The results of the DQ test can be seen in Tables 6  and 7 for emerging and developed markets, respectively. The results of our ranking model and the DQ test are highly consistent. It can be observed that the CAViaR asymmetric method seems to be the only method which successfully passes the test for every country. In addition, at the same confidence level, the Extreme Value Theory and Variance-Covariance methods do not pass the test for any country. It can also be observed that the Historical Simulation and Monte Carlo Simulation methods do not pass the test for any country either. Our ranking model does not favor these two methods, but it does not rank them as the worst methods either. This suggests that these two methods allow for efficient capital allocation, which our ranking model favors to some extent, but that there is an autocorrelation of unexpected losses which the DQ test does not tolerate. It can also be observed that the Hybrid method passes the DQ test for six of the seven developed markets, although it is ranked as the worst method in our ranking model for five of the seven developed markets. This suggests that the Hybrid method is not successful at efficient capital allocation, which our ranking model punishes.
The superior predictive ability test results for emerging and developed markets can be seen in Tables 12 and 13 , respectively. It can be seen that for every country, we fail to reject the idea that the CAViaR asymmetric method is no worse than other methods. Hence, the superior predictive ability test supports both our complementary predictive ability test statistic and our ranking model.
Conclusion
Regulators and risk managers have an abundance of Value at Risk methods to choose from. Thus, from the perspective that successful VaR methods should satisfy the concerns of both regulators and risk managers, we propose a ranking model and a complementary predictive ability test statistic for investigating the forecasting performances of different Value at Risk (VaR) methods, without the necessity of specifying a fixed benchmark method. As a further statistical validation of our model, we also implement White's (2000) superior predictive ability test and the Dynamic Quantile test proposed by Engle and Manganelli (2004) .
The data period used, which includes the recent credit crisis, offers a unique laboratory for analyzing the relative successes of different VaR methods in both emerging and developed markets. We implement twelve different VaR methods on eleven emerging markets and seven developed markets. The results are quite intriguing. We observe that asymmetric methods such as CAViaR asymmetric and EGARCH perform the best in forecasting VaR. This, in fact, is in line with the asymmetric distributions of the underlying data for each country considered in this analysis. Thus, our empirical results boil down to the observation that the performances of VaR methods do not depend entirely on whether they are parametric, non-parametric, semiparametric or hybrid, but rather on whether they can model the asymmetry of the underlying data or not.
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In one sense, the standard normal distribution is scaled by the real data variance.
A.2.2. GARCH method
In calculating the variance, the usage of General Autoregressive Conditional Heteroskedastic (GARCH) methods has received much attention in the literature. Briefly, these methods take volatility clusterings into consideration and use previous information from the lagged variances and returns to generate forecasts of the future variance. The variance is modeled as follows:
where ϵ t is the difference between realized returns and the mean µ t . Then, Eq. (17) is used to calculate the VaR. In this method, the effects of extreme returns and variances are modeled symmetrically.
A.2.3. EGARCH method
The volatility of financial data may exhibit a level of asymmetry; that is, bad news and good news may have different impacts on future movements. In order to model such a structure, EGARCH was developed as an extension of the GARCH family of models, where ln σ 2 t = α 0 + α 1a 
Then, Eq. (17) is used to calculate the VaR.
A.2.4. RiskMetrics method
This method is almost the same as the GARCH method, with the only difference being the constant parameters, such that:
where λ = 0.94. Then, Eq. (17) is used to calculate the VaR. This model has become popular due to its ease of implementation.
A.3. Semi-parametric methods
Semi-parametric methods include some of the qualities of both parametric and non-parametric methods. The possible misspecifications arising from distributional assumptions are reduced by allowing the components of the methods to be unrestricted by associated functional forms. One advantage of such methods is their ability to capture some of the upsides of non-parametric and parametric methods.
A.3.1. Adaptive CAViaR method
The idea is to model the quantiles autoregressively. More specifically,
In this representation, p and q are the determined lags. This model introduces the response of the quantile to the return series.
A.3.2. Symmetric CAViaR method
The idea is to model the quantiles autoregressively. More specifically, VaR t = β 1 + β 2 VaR t−1 + β 3 |(x t−1 )|.
( 22) The effects of extreme returns and the variance on the VaR measure are modeled symmetrically.
A.3.3. Asymmetric CAViaR method
The idea is to model the quantiles autoregressively. More specifically, 
A.3.4. Indirect GARCH CAViaR method
The estimation of the parameters is determined through the regression quantile estimator:
The parameters which minimize this function are used in each of the CAViaR methods described above.
A.3.5. Extreme value theory method: Generalized Pareto distribution
In order to estimate the quantiles, the focus can be shifted to the extreme tails of a distribution directly, rather than being on the whole distribution. This is dealt with under Extreme Value Theory, where there are various methods such as the Generalized Extreme Value distribution and the Generalized Pareto distribution. In this paper, the Generalized Pareto (GP) distribution is explained. The main idea behind this method is the consideration of values above a certain threshold, which are called the exceedences, and working with the excess distribution function. The Generalized Pareto Distribution provides a fit to the exceedences of more sophisticated data. Let the definition of the excess distribution function, where ν is the threshold and y ≥ 0, be: F ν (e) = P(x j − ν ≤ e|x j > ν). In this equation, ψ is the shape parameter, δ is the scale parameter and ν is the threshold. The choice of the threshold is quite important, and it is possible to estimate it using the power density function. In practice, however, this threshold is determined by a rule of thumb or a threshold is chosen which is sufficiently above the quantile from a normal distribution. Once the threshold has been determined, the parameters of the Generalized Pareto distribution can be estimated by the maximum likelihood. Let the estimated parameters be denoted byψ andδ, respectively. Then, denoting the number of exceedences by K and the number of data points by T , the following can be written:
It is important to note that this method only works well for very extreme Θ values and may be misleading for smaller values.
A.4. Hybrid methods
Hybrid methods are basically a combination of any of the methods described above. One advantage of these methods is their potential ability to benefit from the positive aspects of the parametric, non-parametric and semi-parametric methods, depending on which methods are combined.
A.4.1. Hybrid method: historical simulation and RiskMetrics
This method combines Historical Simulation with RiskMetrics, by assigning exponentially declining weights to past returns. There are three main steps to take. The first step is to assign a weight to the most recent M returns, x t , x t−τ , . . . , x t−M+τ , with the following vector, respectively:
There is no sound statistical framework for determining the value of λ in this context, and it is common practice to take λ = 0.97 or λ = 0.99. The second step is to sort the returns in ascending order. Finally, the last step is to start from the lowest return and to sum the corresponding weights until the Θ level is reached. The VaR is the return which is associated with the last term of this summation.
S(i) is the ith element of the vector S, which is the weight associated with the return x i .
