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Abstract
In this paper we investigate linear three-term recurrence formulaeZn = T (n)Zn−1 + U(n)Zn−2 (n  2)
with sequences of integers (T (n))n0 and (U(n))n0, which are ultimately periodic modulo m, e.g.
(T (n)mod m)n0 = (a0, a1, a2, . . . , aρ, T1, T2, . . . , Tw),
(U(n)mod m)n0 = (b0, b1, b2, . . . , bρ, U1, U2, . . . , Uw).
In a former paper of this journal the authors computed explicitly the coefficients of a linear three-term
recurrence formula for zn = Zrn+i with 0  i < r , when (T (n))n0 and (U(n))n0 belong to regular
or non-regular Hurwitz-type continued fraction expansions. Using this result we show now that the se-
quence (Zn)n0 is ultimately periodic modulo m. As a consequence, for Hurwitz-type continued fraction
expansions α = [a0; T1(k), . . . , Tr (k)]∞k=1 or α = [a0; a1, T1(k), . . . , Tr (k)]∞k=1 with polynomials T1 /=
const., T2, . . . , Tr we deduce for all positive integers a and m that lim infq q‖qα‖ = 0, where q ≡ a mod m
and ‖ · ‖ denotes the distance from the nearest integer. Finally, we are particularly interested in the recur-
rence formula Zn = (an + b)Zn−1 + cZn−2 (n  2) and compute the length of a period of the sequence
(Zn mod m)n0, when (a,m) divides b, and (c,m) = 1. This generalizes former results of the authors
dealing with regular continued fraction expansions of the numbers exp(1/s) for integers s  1.
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1. Introduction
Given a regular continued fraction [a0; a1, a2, . . .], its nth convergent is defined by pn/qn =
[a0; a1, . . . , an] for n = 0, 1, 2, . . .. It is well known that pn and qn satisfy the recurrence relation
pn = anpn−1 + pn−2 (n  1), p0 = a0, p−1 = 1,
qn = anqn−1 + qn−2 (n  1), q0 = 1, q−1 = 0. (1)
Leaping convergents are those of every rth convergent prn+i/qrn+i (n = 0, 1, 2, . . .) for fixed
integers r and i with r  2 and i = 0, 1, . . . , r − 1. The studies on leaping convergents were initi-
ated by investigating the continued fraction of e1/s (s  1). The first author [1] studied arithmetical
properties of leaping convergents p3n+1/q3n+1 for the continued fraction of e = [2; 1, 2k, 1]∞k=1.
PuttingPn = p3n+1,Qn = q3n+1 (n  0),P−1 = P−2 = Q−1 = 1,Q−2 = −1, P−n = Pn−3 and
Q−n = −Qn−3(n  0), then for any integer n we have
Pn = 2(2n + 1)Pn−1 + Pn−2, Qn = 2(2n + 1)Qn−1 + Qn−2. (2)
The second author [4] studied those of leaping convergents p3n/q3n for
e1/s = [1; s(2k − 1) − 1, 1, 1]∞k=1 (s  2).
Putting Pn = p3n,Qn = q3n (n  0), P−n = Pn−1 and Q−n = −Qn−1 (n  0), then for any
integer n we have
Pn = 2s(2n − 1)Pn−1 + Pn−2, Qn = 2s(2n − 1)Qn−1 + Qn−2. (3)
More contributions to the theory of leaping convergents are given in [3,5,6].
The non-regular continued fractions are written in the form
a0
b1
a1
b2
a2
b3
a3
a0
b1
a1
b2
a2
b3
a3
If b1 = b2 = · · · = 1, then this is reduced to the regular continued fraction [a0; a1, a2, a3, . . .].
Its nth convergents defined by finite continued fractions of length n + 1,
pn
qn
a0
b1
a1
b2
a2 . . .
bn
an
,
(4)
satisfy the three-term relation:
pn = anpn−1 + bnpn−2 (n  1), p0 = a0, p−1 = 1,
qn = anqn−1 + bnqn−2 (n  1), q0 = 1, q−1 = 0. (5)
Particularly we have
p0
q0
= a0 and p1
q1
= a0a1 + b1
a1
;
b1 = p1 − p0q1 and a0 = p0, a1 = q1; (6)
see [8, Section 2, (5)–(7)]. In this paper, we shall consider non-regular Hurwitz type continued
fractions. Suppose that the continued fraction of a real number α be given as a form of
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a0
b1
a1
b2
a2
b
a
U1(1)
T1(1
U2(1)
T2(1 . . .
U (1)
T (1)
U1(2)
T1(2
U2(2)
T2(2 . . .
. . .
U (2)
T (2
U1(3)
T1(3 . . .
Then, we write
a0
b1
a1
b2
a 2 . . .
b
a
U1(k)
T1(k
U2(k)
T2(k . . .
U (k)
T (k) k =1 ,
where ρ  0 and w  1 are fixed integers. We shall consider the every rth leaping conver-
gents prn+i/qrn+i (n = 0, 1, 2, . . .) for given integers r and i with r  2 and 0  ρ  i < ρ +
r . Notice that r is not necessarily equal to w. In a recently published paper [2], the authors
have found a linear three-term recurrence formula in terms of prn+i , pr(n−1)+i , pr(n−2)+i and
qrn+i , qr(n−1)+i , qr(n−2)+i , respectively. To state this result, for positive integers a and l, let
Dl(a) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− T (a)
U(a+1) −1 0
1
U(a+2) − T (a+1)U(a+2) −1
0 1
U(a+3) − T (a+2)U(a+3)
.
.
. −1
1
U(a+l−1) − T (a+l−2)U(a+l−1) −1
1
U(a+l) −T (a+l−1)U(a+l)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where
T (a) = Tw{(a−ρ−1)/w}+1
(⌈
a − ρ
w
⌉)
,
U(a) = Uw{(a−ρ−1)/w}+1
(⌈
a − ρ
w
⌉)
for a fixed positive integer w. Here, {·} denotes the fractional part function and · the ceiling func-
tion. For convenience, let M = (n − 1)r + i + 2, and for λ = 0, 1 let λ = ∏r−1j=0,
j /=λ
U(M + j).
Then, in [2] the following result is proven.
Theorem 1. Given a non-regular continued fraction
a0
b1
a1
b2
a 2 . . .
b
a
U1(k)
T1(k
U2(k)
T2(k . . .
U (k)
T (k) k =1 ,
where ρ  0 and w  1 are fixed integers. Then for any integers r and i with r  2 and 0  ρ 
i < ρ + r ,
(−1)r−1Dr−1(M − r) · zn + 1(U(M + 1)Dr−1(M)Dr(M − r)
+Dr−1(M − r)Dr−2(M + 1)) · zn−1 − 0U(M − r)Dr−1(M) · zn−2 = 0
holds for zn = prn+i and zn = qrn+i with n  2.
In the case of regular continued fractions Theorem 1 is reduced as follows.
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Corollary 1. Given a regular continued fraction
α = [a0; a1, a2, . . . , aρ, T1(k), T2(k), . . . , Tw(k)]∞k=1,
where ρ  0 andw  1 are fixed integers. Then for any integers r and i with r  2 and 0  i < r ,
(−1)r−1Dr−1(M − r) · zn + (Dr−1(M)Dr(M − r)
+Dr−1(M − r)Dr−2(M + 1)) · zn−1 − Dr−1(M) · zn−2 = 0
holds for zn = prn+i and zn = qrn+i .
For wider applications concerning general integer sequences satisfying a linear three-term
recurrence formula it is necessary to reformulate and simplify Theorem 1. Additionally, we exhibit
conditions for a nontrivial recurrence relation, i.e. a formula with nonvanishing coefficients.
For this purpose we need some different notations. For integers a, l with l  1 we define the
determinant
Kl(a) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣
T (a) 1 0
−U(a + 1) T (a + 1) 1
0 −U(a + 2) T (a + 2)
.
.
.
T (a + l − 2) 1
−U(a + l − 1) T (a + l − 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣
and K0(a) :=1. Using the determinant rules, we get the identity
Dl(a) = (−1)
l
U(a + 1) · · ·U(a + l) Kl(a). (7)
Finally, let
(M) = U(M − r)U(M − r + 1) · · ·U(M − 1). (8)
Then, we have the following result.
Theorem 2. Given a three-term recurrence formula
Zn = T (n)Zn−1 + U(n)Zn−2 (n  2)
with arbitrary initial values Z0, Z1 and two sequences of integers,
(T (n))n0 = (a0, a1, a2, . . . , aρ, T1(k), T2(k), . . . , Tw(k))∞k=1,
(U(n))n0 = (b0, b1, b2, . . . , bρ, U1(k), U2(k), . . . , Uw(k))∞k=1,
where U(n) /= 0 for all n  0, and ρ  0, w  1 are fixed integers. Then, for any integers r and
i with r  2, 0  ρ  i < ρ + r and n  2,
Kr−1(M − r) · zn − (Kr−1(M)Kr(M − r) + U(M)Kr−1(M − r)Kr−2(M + 1)) · zn−1
+ (−1)r(M)Kr−1(M) · zn−2 = 0
holds for zn = Zrn+i . For T (a) > 0 and U(a) > 0 for all a > ρ one has Kr−1(M) /= 0.
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In particular, with Zn = qn, q0 = 1, q1 = a1 or Zn = pn, p0 = a0, p1 = a0a1 + b1, this
recurrence formula for zn is satisfied by the denominators qrn+i and numerators prn+i , respec-
tively, of the convergents of a non-regular continued fraction
a0
b1
a1
b2
a2 . . .
b
a
U1(k)
T1(k
U2(k)
T2(k . . .
U (k)
T (k) k =1
.
In the case of regular continued fractions Theorem 2 is reduced as follows.
Corollary 2. Given a three-term recurrence formula
Zn = T (n)Zn−1 + Zn−2 (n  2)
with arbitrary initial values Z0, Z1 and a sequence of integers,
(T (n))n0 = (a0, a1, a2, . . . , aρ, T1(k), T2(k), . . . , Tw(k))∞k=1,
where ρ  0 and w  1 are fixed integers. Then, for any integers r and i with r  2, 0  ρ 
i < ρ + r and n  2,
Kr−1(M − r) · zn − (Kr−1(M)Kr(M − r) + Kr−1(M − r)Kr−2(M + 1)) · zn−1
+ (−1)rKr−1(M) · zn−2 = 0
holds for zn = Zrn+i . For T (a) > 0 for all a > ρ one has Kr−1(M) /= 0.
In particular,withZn = qn, q0 = 1, q1 = a1 orZn = pn, p0 = a0, p1 = a0a1 + 1, this recur-
rence formula for zn is satisfied by the denominators qrn+i and numerators prn+i , respectively,
of the convergents of a regular continued fraction
[a0; a1, a2, . . . , aρ, T1(k), T2(k), . . . , Tw(k)]∞k=1.
Theorem 2 specifies Satz 5 in [8, Section 43], to the case of subscripts from arithmetic progressions.
In the sequel of this introductory we give three applications of Theorem 2.
Theorem 3. Given a three-term recurrence formula
Zn = T (n)Zn−1 + U(n)Zn−2 (n  2)
with arbitrary initial values Z0, Z1 and two sequences of integers (T (n))n0 and (U(n))n0,
which both are (ultimately) periodic modulo m with periods of length r, say
(T (n)mod m)n0 = (a0, a1, a2, . . . , aρ, T1, T2, . . . , Tr ),
(U(n)mod m)n0 = (b0, b1, b2, . . . , bρ, U1, U2, . . . , Ur).
Then, the sequence (Z(n))n0 is (ultimately) periodic modulo m. If ρ ∈ {0, 1} and U(n) = 1 for
all n  ρ, then the sequence (Z(n))n0 is periodic modulo m.
This theorem is applicable to all linear three-term recurrences with polynomial coefficients Tn
and Un. Thus, the special cases of the regular Hurwitz continued fractions for e1/s (s = 1, 2, . . .)
treated in [1,4], are covered by Theorem 3. In Section 4 of this paper we contribute more results
for T (n) = an + b and U(n) = c.
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By their investigations of the leaping convergents of e in [1, Theorem 1.3] and e1/s (s  2)
in [4, Theorem 4] the authors have found the following diophantine approximation result: For
arbitrary positive integers a,m, and s, one has
lim inf
q1
q≡a mod m
q‖qe1/s‖ = 0, (9)
where ‖ · ‖ denotes the distance from the nearest integer. Now, we shall state an analogous result
for a number α given by a regular Hurwitz-type continued fraction of the form
α := [a0, . . . , aρ, T1(k), . . . , Tr (k)]∞k=1, (10)
where ρ ∈ {0, 1}, r  1, a0 ∈ Z, a1 ∈ Z+ (for ρ = 1), and T1, . . . , Tr are polynomials taking
positive integral values at all places k = 1, 2, . . .. Moreover, we assume that at least one of the
polynomials T1, . . . , Tr is not a constant. By pn/qn we denote the convergents of α given by
(4). Let {x} be the fractional part of the real number x, and ((x))r := r(1 − {−x/r}) for positive
integers r .
Theorem 4. Letα be eitherα = [a0; T1(k), . . . , Tr (k)]∞k=1 orα = [a0; a1, T1(k), . . . , Tr (k)]
∞
k=1.
Let m  1 be some integer such that for some subscript t  ρ the denominator qt is coprime to
m and T((t−ρ+1))r (k) is not a constant. Then we have for every positive integer a that
lim inf
q1
q≡a mod m
q‖qα‖ = 0.
There are two situations in which the conditions on qt and some T((t−ρ+1))r (k) are obviously
satisfied simultaneously for all m. If ρ = 0 and T1(k) is not a constant, they are fulfilled for t = 0
with q0 = 1. If ρ = 1, a1 = 1 and T1(k) is not a constant, the conditions are just as well fulfilled
for t = 1 with q1 = a1 = 1.
Corollary 3. Let α be either α = [a0; T1(k), . . . , Tr (k)]∞k=1 or α = [a0; 1, T1(k), . . . , Tr (k)]∞k=1,
where T1(k) is not a constant. Then we have for all positive integers a and m that
lim inf
q1
q≡a mod m
q‖qα‖ = 0.
Examples:
(1) Corollary 3 is applicable to the numbers e1/s = [1; s(2k − 1) − 1, 1, 1]∞k=1 for s  2, to
e = [2; 1, 2k, 1, 1]∞k=1, and to
[0; c + dk]∞k=1 =
1
c + d
0F1
(
; 2 + c
d
; 1
d2
)
0F1
(
; 1 + c
d
; 1
d2
) ,
where c  0, d > 0 are integers, and 0F1 is the confluent hypergeometric function defined by
0F1(; γ ; x) =
∞∑
k=0
xk
k!(γ )k
with (γ )k :=γ (γ + 1) · · · (γ + k − 1), (γ )0 :=1. Two more examples for the application of Cor-
ollary 3 are
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[0; 1, d((2k − 1)c + 2), kc + 1]∞k=1 =
0F1
(
; 1 + 2
c
; 2
dc2
)
0F1
(
; 2
c
; 2
dc2
)
and
[1; d((2k − 1)c + 2) − 2, 1, kc − 1, 1]∞k=1 =
0F1
(
; 1 + 2
c
; −2
dc2
)
0F1
(
; 2
c
; −2
dc2
) ,
where c is a positive integer and d is a positive rational number so that both cd and 2d are positive
integers; see Theorems 5,6 in [7]. The result in (9) for s = 1, stated simultaneously for all positive
integers m, has been proved in [1] by a different method, using the congruence q3ν+1 ≡ 1 mod m,
which holds for infinitely many ν when m is given (see proof of Theorem 1.3 in [1]).
(2) A simple Hurwitz-type number α satisfying q‖qα‖  1/2 for all q restricted to some
arithmetic progressions, is
β := 1 + α
3 + 2α = [0; 2, 1, 6k]
∞
k=1,
where
α :=[0; 6k]∞k=1 =
1
6
0F1
(
; 2; 136
)
0F1
(
; 1; 136
) .
It can easily be shown that q2ν ≡ 3 mod 6 and q2ν−1 ≡ 2 mod 6 for ν  1. Thus, apart from
q0 = 1, no convergent pν/qν exists with qν ≡ 0, 1, 4, 5 mod 6. Let x/y be some rational num-
ber with y > 1 and y|βy − x| < 1/2. Then, by Satz 11 in [8, Section 13], we know that there
is some convergent pν/qν with ν > 0 and pν/qν = x/y. Obviously, qν |βqν − pν | < 1/2, and
y ≡ 0, 2, 3, 4 mod 6. Thus, for a = 1 and a = 5, we have proven that
lim inf
q1
q≡a mod 6
q‖qβ‖  1
2
.
As already mentioned, it is well known from the elementary theory of continued fractions that
the convergent pn/qn can be expressed by a finite non-regular continued fraction of length n + 1.
Therefore, we may express the convergent prn/qrn from Theorem 2 by such a (contracted)
continued fraction (4) of length n + 1 (see Section 43 in [8]). For this purpose we assume that
Kr−1(M − r) does not vanish. Putting i = 0, we transform the recurrence relation from Theorem
2 into
Xrn = W2(n)
W1(n)
Xr(n−1) + W3(n)
W1(n)
Xr(n−2)
with
W1(n) := Kr−1(M − r),
W2(n) := Kr−1(M)Kr(M − r) + U(M)Kr−1(M − r)Kr−2(M + 1),
W3(n) := (−1)r−1(M)Kr−1(M).
Applying (4)–(6) for pn/qn replaced by prn/qrn with a0 = p0, a1 = qn, b1 = pn − p0qn, and
an = W2(n)/W1(n), bn = W3(n)/W1(n)(n  2), we get the following result.
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Theorem 5. We have for n  3 and r  2
prn
qrn
= a0 + b1
a1 + W3(2)/W1(2)
W2(2)/W1(2) + W3(3)/W1(3)
W2(3)/W1(3) + W3(4)/W1(4)
W2(4)/W1(4)+ .
.
.+W3(n)/W1(n)
W2(n)/W1(n)
= p0 + pn − p0qn
qn + W3(2)
W2(2) + W1(2)W3(3)
W2(3) + W1(3)W3(4)
W2(4)+ .
.
.+W1(n − 1)W3(n)
W2(n)
.
We shall prove Theorem 2 in Section 2, and Theorems 3 and 4 in Section 3 below.
2. Proof of Theorem 2
The recurrence formula in Theorem 2 follows by substituting the equations from (7) for Dl(a)
into the formula in Theorem 1, by multiplying with U(M − r + 1)U(M − r + 2) · · ·U(M − 1),
and by using the definition of (M) from (8).
It remains to prove the nonvanishing of Kr−1(M) in the case of T (a) > 0 and U(a) > 0 for
all a > ρ. For this purpose we need some details from the proof of Theorem 1 in [2]. The main
point is the linear system of equations⎛
⎜⎜⎜⎜⎜⎜⎜⎝
−T (M) −U(M + 1)
1 −T (M + 1)
0 1
.
.
. −U(M + r − 3)
1 −T (M + r − 3) −U(M + r − 2)
1 −T (M + r − 2)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
y2
y3
y4
...
yr−1
yr
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
−y1
0
0
...
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
see formula (10) in [2]. Solving this system step by step for yr−1, yr−2, . . . , y2, y1, we get
yr−1 = T (M + r − 2)yr ,
yr−2 = T (M + r − 3)yr−1 + U(M + r − 2)yr−2
= (T (M + r − 3)T (M + r − 2) + U(M + r − 2))yr ,
yr−3 = T (M + r − 4)yr−2 + U(M + r − 3)yr−1
= T (M + r − 4)T (M + r − 3)T (M + r − 2) + · · · ,
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...
y2 = T (M + 1)y3 + U(M + 2)y4
= (T (M + 1)T (M + 2) · · · T (M + r − 2)
+
∑
T (e1) · · · T (eα)U(f1) · · ·U(fβ)
)
yr
(with r − 2 > α + β  α + 1),
y1 = T (M)y2 + U(M + 1)y3
=
(
T (M)T (M + 1)T (M + 2) · · · T (M + r − 2)
+
∑
T (e1) · · · T (eα)U(f1) · · ·U(fβ)
)
yr
(with r − 1 > α + β  α + 1).
Here, e1, . . . , eα, f1, . . . , fβ are suitable integers. Hence, for any given y1, a unique solution
y2, y3, . . . , yr exists when
T (M)T (M + 1)T (M + 2) · · · T (M + r − 2) +
∑
T (e1) · · · T (eα)U(f1) · · ·U(fβ) /= 0;
which follows from the particular conditions T (a) > 0 and U(a) > 0. Then we also know
Dr−1(M) /= 0, and, consequently, Kr−1(M) /= 0. Otherwise, when
T (M)T (M + 1)T (M + 2) · · · T (M + r − 2) +
∑
T (e1) · · · T (eα)U(f1) · · ·U(fβ) = 0,
the recurrence relation from the theorem reduces to 0 = 0, since, using U(a) /= 0 for all a, we
have Dr−1(M) = Kr−1(M) = 0 and, by y1 = Dr−1(M − r) (formula (9) in [2]) and the last line
of the above system, Kr−1(M − r) = Dr−1(M − r) = y1 = 0. There is no unique solution, since
yr can be chosen arbitrarily. Such a situation cannot be excluded, as it is shown for r = 4 and
T (M) = T (M + 1) = T (M + 2) = 1, U(M + 1) = −3, U(M + 2) = 2 by
T (M)T (M + 1)T (M + 2) + T (M)U(M + 2) + T (M + 2)U(M + 1) = 0.
It is clear that the recurrence formula in Theorem 2 is satisfied by the numerators and denominators
of the convergents of any continued fraction. 
3. Proof of Theorems 3 and 4
The jumping point in the proof of Theorem 3 is to reduce the recurrence relation with coeffi-
cients T (ν) and U(ν) (depending on ν) to a recurrence formula with constant coefficients. This
reduction process will be organized by Theorem 2. For this purpose we need the following lemma.
Lemma 1. Let b, c, Y0, Y1 ∈ Z. Then, for any positive integer m, the sequence (Yν)ν0 satisfying
the recurrence relation
Yν = bYν−1 + cYν−2 (ν  2),
is (ultimately) periodic modulo m. If c ∈ {−1, 1}, the sequence (Yν)ν0 is periodic modulo m.
Proof. Obviously, the (infinite) sequence (Yν, Yν−1)ν1 of tuplets contains two elements (Yk, Yk−1)
and (Yl, Yl−1) with 0 < k < l, such that
Yk ≡ Yl mod m and Yk−1 ≡ Yl−1 mod m. (11)
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Then, the congruence relation
Yx+l−1 ≡ Yx+k−1mod m (x  0) (12)
holds for x = 0 and x = 1; we now assume that it holds for both some fixed x(1) and for x − 1.
Then, we have
Yx+l = bYx+l−1 + cYx+l−2
≡ bYx+k−1 + cYx+k−2
= Yx+k mod m.
This implies that (12) holds for all integers x  0. Now, let t and x denote arbitrary integers with
t  1 and x  k − 1. We apply (12) with x replaced by x + j (l − k) − l + 1 (j = 1, 2, . . . , t).
It follows that
Yx+t (l−k) = Yx+t (l−k)−l+1+(l−1) ≡ Yx+t (l−k)−l+1+(k−1)
= Yx+(t−1)(l−k) ≡ · · · ≡ Yx mod m (x  k − 1, t  1), (13)
thus showing that (Yν)ν0 is (ultimately) periodic with period of length l − k.
Now we assume that c = ±1. We solve the following recurrence relation for Yν−2:
Yν−2 = c(Yν − bYν−1) (ν  2). (14)
The periodicity of the sequence (Yν)ν0 modulo m follows from
Yx ≡ Yx+(l−k) mod m (x  0), (15)
which we shall prove by induction with respect to x. By (13) the congruence in (15) holds for
x  k − 1. Therefore it remains to prove (15) for the remaining numbers x = k − 2, k − 3, . . . , 0.
Let (15) be already proven for all x  K with some K satisfying 1  K  k − 1. Then, using
(14) twice, we get
Yx−1 = c(Yx+1 − bYx) ≡ c(Yx+1+(l−k) − bYx+(l−k)) = Yx−1+(l−k) mod m.
This implies (15), and thus completes the proof of the lemma. 
Proof of Theorem 3. With the number r from Theorem 3 we apply Theorem 2 by setting w = r .
Particularly, we get
T (a) = Tr{(a−ρ−1)/r}+1 and U(a) = Ur{(a−ρ−1)/r}+1 (a > ρ  1),
such that for any integer t  0 we conclude on
T (a + tr) = Tr{(a+tr−ρ−1)/r}+1 = Tr{(a−ρ−1)/r}+1 = T (a), U(a + tr) = · · · = U(a).
(16)
Moreover, we have M = (n − 1)r + i + 2 in Theorem 2 for any n  2 and for 0  i < r .
From (16) we deduce the identities
Kr−1(M − r) = Kr−1(i + 2),
Kr−1(M) = Kr−1(i + 2),
Kr(M − r) = Kr(i + 2),
Kr−2(M + 1) = Kr−2(i + 3),
⎫⎪⎪⎬
⎪⎪⎭
(17)
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and
(M) =
r−1∏
j=0
U(M − r + j) =
r−1∏
j=0
U(i + j + 2).
Since we investigate the sequence (Zν)ν0 modulo m, we have Yν ≡ Zν mod m, and we may
presume without loss of generality that T (ν)  1, U(ν)  1, and Zν  m, such that the recur-
rence formula in Theorem 2 holds with Kr−1(M) = Kr−1(i + 2) /= 0. Therefore, using (16), this
recurrence formula takes the form
Kr−1(i + 2)zn − (Kr−1(i + 2)Kr(i + 2) + U(i + 2)Kr−1(i + 2)Kr−2(i + 3))zn−1
+ (−1)r
⎛
⎝r−1∏
j=0
U(i + j + 2)
⎞
⎠Kr−1(i + 2)zn−2 = 0
(
n  2 − i − ρ
r
)
,
where zn :=Ynr+i . Dividing by Kr−1(i + 2), we get the identity
zn − (Kr(i + 2) + U(i + 2)Kr−2(i + 3))zn−1 + (−1)r
⎛
⎝r−1∏
j=0
U(i + j + 2)
⎞
⎠ zn−2 = 0
(18)
for all n  2 + (ρ − i)/r . This is a linear three-term recurrence formula zn = bzn−1 + czn−2
with constant coefficients
b := Kr(i + 2) + U(i + 2)Kr−2(i + 3),
c := (−1)r−1
r−1∏
j=0
U(i + j + 2).
By Lemma 1, the sequence (zν)ν0 = (Yνr+i )ν0 is (ultimately) periodic for any 0  i < r .
Denote by ωi the length of its period, which is not necessarily primitive. Then, the sequence
(Zν)ν0 is (ultimately) periodic modulo m with period of length [ω0, ω1, . . . , ωr−1]. It remains
to consider the case when ρ ∈ {0, 1} and U(n) = 1 for n  ρ. Then, the recurrence formula from
(18) simplifies to
zn = (Kr(i + 2) + Kr−2(i + 3))zn−1 + (−1)r−1zn−2
(
n  2 − i − ρ
r
)
.
Note that forρ = 0 we have (T (n)mod m)n0 = (a0; T1, . . . , Tr ), such thatKr(i + 2) + Kr−2(i +
3) is well-defined since for the smallest subscript i = 0 it occurs T (2) = Tw{1/w}+1 = T2, and
a0 is not needed. Similarly, for ρ = 1, it is (T (n)mod m)n0 = (a0; a1, T1, . . . , Tr ), where for
i = 0, T (2) = Tw{0}+1 = T1, such that both, a0 and a1, are not needed.
By the second assertion in Lemma 1, the sequence (zν)ν0 = (Yνr+i )ν0 is periodic for any
0  i < r , from which we conclude on the periodicity of the sequence (Zν)ν0 modulo m. This
completes the proof of Theorem 3. 
Proof of Theorem 4. All polynomials T1(k), . . . , Tr (k) are periodic modulo m. The second
assertion of Theorem 3 is applicable, since the denominators qn satisfy a recurrence relation
of the form qν = T (ν)qν−1 + qν−2 for ν  2 and ρ ∈ {0, 1}. Therefore, the integer sequence
(qν)ν0 = (1, a1, . . .) is periodic modulo m with period of length ω, say. Then, for any positive
integer k, we have
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∣∣∣∣α − pt+kωrqt+kωr
∣∣∣∣ < 1qt+kωrqt+kωr+1 <
1
q2t+kωrT((t−ρ+1))r (t + kωr)
. (19)
From (qt , m) = 1 we conclude on the existence of some positive integer b (depending on a)
with bqt ≡ a mod m. By the periodicity of (qν)ν0 it follows that bqt+kωr ≡ bqt ≡ a mod m.
Moreover, the condition on T((t−ρ+1))r implies that T((t−ρ+1))r (t + kωr) tends to infinity for
increasing k. Thus, letting k → ∞, we get from (19)
(bqt+kωr ) · |α(bqt+kωr ) − bpt+kωr | < b
2
T((t−ρ+1))r (t + kωr)
−→ 0,
which implies for |α(bqt+kωr ) − bpt+kωr | < 1/2 that
(bqt+kωr ) · ‖(bqt+kωr )α‖ −→ 0.
This completes the proof of the theorem. 
4. The case T (n) = an + b and U(n) = c
In this section we treat the linear three-term recurrence formula
Zν = (aν + b)Zν−1 + cZν−2 (ν  2) (20)
with integers a, b, c and arbitrary initial values Z0, Z1. We want to discuss the behavior of the
sequence (Zν mod m)ν∈Z, where m is some positive integer satisfying
(a,m)|b and (c,m) = 1. (21)
Since an integer c−1 with cc−1 ≡ 1 mod m exists, we can define Zν modm for ν = −1,−2, . . .
using (20) by
Zν−2 :=c−1(Zν − (aν + b)Zν−1) (ν  1). (22)
By the first condition in (21) there is some integer N satisfying
aN + (a + b) ≡ 0 mod m. (23)
Moreover, a positive integer e exists such that ce ≡ 1 mod m. Then we have the following result.
Theorem 6. Let (Zν)ν∈Z be an integer sequence satisfying the recurrence relation
Zν = (aν + b)Zν−1 + cZν−2 (24)
for all integers ν. Then, for
Yν ≡ Zν mod m (ν ∈ Z),
we have
YN+k ≡ ckYN−k mod m (k  0) (25)
and the sequence (Yν)ν∈Z is periodic with length 2[e,m], where [x, y] denotes the least common
multiple of two integers x, y.
In general, there may exists a shorter period of length less than 2[r,m].
When a = 4, b = 2, and c = 1, the relation (24) in Theorem 6 is reduced to the relation (2)
about the convergents Pn/Qn = p3n+1/q3n+1 for the continued fraction of e. For odd m the
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conditions (21) are fulfilled, and we get N ≡ (m − 3)/2 mod m, since N ≡ −1 − a−1b mod m,
and
4−1≡m + 1
4
mod m (m ≡ 3 mod 4),
4−1≡ − m − 1
4
mod m (m ≡ 1 mod 4).
When a = 4s, b = −2s for s  2, and c = 1, the relation (24) in Theorem 6 is reduced to the
relation (3) about the convergents Pn/Qn = p3n/q3n for the continued fraction of e1/s . When
integers 2s and m are coprime, an integer N with N ≡ (m − 1)/2 mod m exists, since it is either
a−1 ≡ (m + 1)s−1/4 mod m or a−1 ≡ −(m − 1)s−1/4 mod m. By c = 1, the congruence (25)
holds for any k  0; thus we may choose r = 1. In all cases, the sequences (Pν)ν∈Z and (Qν)ν∈Z
for e1/s(s = 1, 2, . . .), are periodic modulo m with length 2m.
In order to prove Theorem 6, we need the following Lemma.
Lemma 2. Let (Zν)ν∈Z be an integer sequence satisfying the recurrence relation
Zν = F(ν)Zν−1 + cZν−2
for all integers ν. For some sequence (Yν)ν∈Z with
Yν ≡ Zν mod m (ν ∈ Z)
and any integer N we assume that
F(N + r) + F(N − r + 2) ≡ 0 mod m (r  2) (26)
and
F(N + 1)YN ≡ 0 mod m. (27)
Then, we have
YN+k ≡ ckYN−k modm (k  0).
Proof. Obviously, Yν satisfies the congruence
Yν ≡ F(ν)Yν−1 + cYν−2 mod m (ν ∈ Z). (28)
Proceeding step by step, we conclude from (28) that
YN+k ≡F(N + k)YN+k−1 + cYN+k−2
≡F(N + k)YN+k−1 + cF (N + k − 2)YN+k−3 + c2YN+k−4
≡
∑k−1
ν=0c
νF (N + k − 2ν)YN+k−2ν−1 + ckYN−k mod m. (29)
Putting
S(k) :=
k−1∑
ν=0
cνF (N + k − 2ν)YN+k−2ν−1 (k  0),
the lemma follows from (29) under the condition
S(k) ≡ 0 mod m (k  0). (30)
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For this purpose we proceed by induction, assuming (30) to be proven for 0, 1, . . . , k − 1 and
showing it for k. There is nothing to prove for k = 0. When k = 1, by (27) we have S(1) =
F(N + 1)YN ≡ 0 mod m. Next, we distinguish two cases.
Case 1: k even, k  2.
Here, we have
S(k) =
⎛
⎝k/2−1∑
ν=0
+
k−1∑
ν=k/2
⎞
⎠ cνF (N + k − 2ν)YN+k−2ν−1
=
k/2−1∑
ν=0
(cνF (N + k − 2ν)YN+k−2ν−1 + ck−ν−1F(N − k + 2ν + 2)YN−k+2ν+1).
For 0  ν  k/2 − 1 one has 1  k − 2ν − 1  k − 1. Applying the induction hypothesis for
k − 2ν − 1, we get YN+k−2ν−1 ≡ ck−2ν−1YN−k+2ν+1 mod m. It follows by (26) with r = k −
2ν  2 that
S(k) ≡
k/2−1∑
ν=0
ck−ν−1YN−k+2ν+1(F (N + k − 2ν) + F(N − k + 2ν + 2))
≡ 0 mod m.
Case 2: k odd, k  3.
Here, we separate the sum on ν = 0 to k − 1 as
(k−3)/2∑
ν=0
+
k−1∑
ν=(k−1)/2
.
For 0  ν  (k − 3)/2 one has 2  k − 2ν − 1  k − 1. Applying the induction hypothesis
again for k − 2ν − 1, we get (30) by (26) for r = k − 2ν  3. The lemma is proved. 
Proof of Theorem 6. For F(ν) = aν + b and N satisfying (23), the congruence (25) follows
from Lemma 2, since (26) and (27) are fulfilled by F(N + r) + F(N − r + 2) = 2F(N + 1) =
2((N + 1)a + b) ≡ 0 mod m.
It follows from (23) that we may replace N by N + tm in (25), where t is an arbitrary integer.
Thus, we have
YN+tm+k ≡ ckYN+tm−k mod m (k  0, t ∈ Z). (31)
For any integer x, there exists a unique integer t with N + tm  x < N + (t + 1)m. We shall
write x by x = N + tm + r , where 0  r < n. Let s :=m − r , so that 0 < s  m. In the sequel
we apply (31) twice: for the first time with t and k = r  0, and for the second time with t − 1
and k = s > 0. Thus we get
Yx = YN+tm+r ≡ crYN+tm−r = crYN+(t−1)m+s
≡ crcsYN+(t−1)m−s = cr+sYN+(t−1)m+r−m
= cmYN+tm+r−2m = cmYx−2m mod m. (32)
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Let w :=e/(e,m). Taking ce ≡ 1 mod m into account, the w-fold application of (32) leads to
Yx ≡ cwmYx−2wm = cem/(e,m)Yx−2wm ≡ Yx−2wm mod m.
Since the integer x is chosen arbitrarily, the sequence (Yν)ν∈Z is periodic, and the length of period
is
2wm = 2em
(e,m)
= 2[e,m].
This completes the proof of the theorem. 
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