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Abstract
Developmental robotics is concerned with the
design of algorithms that promote robot adapta-
tion and learning through qualitative growth of
behaviour and increasing levels of competence.
This paper uses ideas and inspiration from psy-
chological knowledge of pre-grasping infants (up
to 3 months of age) to examine the issues and
factors that might produce similar mechanisms
for use in robotic systems. The study includes
discussion of results from robotic experiments on
sensory-motor models and key issues are raised
throughout.
1 Introduction
In the history of Artificial Intelligence, many av-
enues have been explored in the search for under-
standing of how truly autonomous learning robots
might be created. In recent years these have in-
cluded behaviour-based architectures (Brooks, 1991),
hybrid approaches (Connell, 1992), evolutionary meth-
ods (Nolfi and Floreano, 2004), and probabilistic tech-
niques (Thrun et al., 1998). Very recently rapid ad-
vances in brain science have led to increases in com-
putational neuroscience and renewed interest in connec-
tionist models. However, a missing element in all these
approaches is the consideration of the developmental as-
pects of learning, that is, a treatment of learning in
the context of an epigenetic framework that allows en-
vironmental and internal constraints to shape increas-
ing competence and the gradual consolidation of control,
coordination and skill (Prince et al., 2005). This situa-
tion is now changing, with new conference series such as
(Epigenetics, 2005) and developmental robotics is now
becoming established as a new strategy for robot learn-
ing, see (Lungarella et al., 2003) for a review.
In this paper we describe an approach to sensory-
motor learning and coordination that draws from
psychology rather than neuroscience. There have
been many models of sensory-motor coordination
(Lungarella et al., 2003) but most of these have been
based on a specific, behavioural task. We are interested
in exploring mechanisms that can support not only the
growth of behaviour but also the transitions that are
observed as behaviour moves through distinct stages of
competence. It is essential that this is examined logi-
cally if we are to understand the options and require-
ments for algorithms that could support developmen-
tal learning in machines. Following the methodology
of (Thelen and Whitmyer, 2005) we adopt a “content-
neutral” approach in which we strive for general rather
than task-specific models, and avoid assumptions about
internal belief states or internal causal knowledge. As
space is limited, this paper is descriptive (full technical
detail is available from the authors, and in forthcoming
papers) in order to explain the approach and its impli-
cations.
2 Developmental Learning
Developmental psychology concerns the study of be-
haviour, and changes in behaviour, over time and at-
tempts to infer internal mechanisms of adaptation that
could account for the external manifestations. We are
interested in very early development, in particular, the
control of the limbs and eyes during the first three
months of life. The newborn human infant faces a
formidable learning task and yet advances from undi-
rected, uncoordinated, apparently random behaviour to
eventual skilled control of motor and sensory systems
that support goal-directed action and increasing levels
of competence. This is the kind of scenario that will
face future robots and we need to understand how some
of the infant’s learning behaviour might be reproduced.
A major source of inspiration for the developmen-
tal approach comes from the prominent psychologist
Jean Piaget (Piaget, 1973) and we recognise Piaget’s em-
phasis on the importance of sensory-motor interaction,
staged competence learning and the sequential lifting of
constraints (or scaffolding) (Piaget, 1973). Others, such
as Jerome Bruner, have further studied the plasticity
seen in infant studies and developed Piaget’s ideas fur-
ther, suggesting mechanisms that could explain the rela-
tion of symbols to motor acts, especially concerning the
manipulation of objects and interpretation of observa-
tions (Bruner, 1990).
The first year of life is a period of enormous growth
and various milestones in development are recognised.
Considering just motor behaviour, newborn infants have
little control over their limbs and produce uncoordi-
nated and often ballistic actions, but over the first 12
months, control of the head and eyes is gained first,
then follows visually guided reaching and grasping, and
then locomotion is mastered. A key concept in develop-
ment is the idea of behavioural stages (periods of growth
and consolidation) followed by transitions (phases where
new behaviour patterns emerge). We believe it is nec-
essary to begin investigations at the earliest levels of
development because early experiences and structures
are likely to determine the path and form of subse-
quent growth in ways that may be crucial. This agrees
with the suggestion that sensory-motor coordination is
likely to be a significant general principle of cognition
(Pfeifer and Scheier, 1997).
3 The Sensory-Motor Coordination
Problem
Even before any cross-modal spatial integration can be-
gin it is necessary to first discover the structure of the
local spaces within each modality. By virtue of their dif-
fering physical structure and constraints, each modality
will have its own coding of space. Thus, when the eye
refers to a spatial location then that data will only have
meaning in terms of the actions required to move or di-
rect the eye to that position. Similarly for a hand; for
example, locations in end-effector space are encodings of
signals that correspond to the hand being at a certain
location.
During the first months of life the neonate may seem
to show no purpose or pattern in motor acts, but ac-
tually the infant displays very considerable adaptation:
from spontaneous, apparently random movements of the
limbs the infant gradually gains control of the parame-
ters, and coordinates sensory and motor signals to pro-
duce purposive acts in egocentric space (Gallahue, 1982).
Various stages in behaviour can be discerned, during
which the local egocentric limb space becomes assimi-
lated into the infant’s awareness and forms a substrate
for future cross-modal skilled behaviours. This essen-
tial correlation between proprioceptive space and motor
space seems to be a foundation stone for development,
and occurs at many levels (Pfeifer and Scheier, 1997).
Sensory-motor coordination in the limbs appears to pre-
cede visual development (it may begin in the womb).
The very early stage of infant growth does not rely
on vision (Piek and Carman, 1994), and even when
it can continue concurrently with visual development,
in the first few months, the eye is too functionally
restricted to correlate closely with other modalities
(Westermann and Mareschal, 2004). We believe it is im-
portant to start with the very earliest stage of coordina-
tion of the limbs, and so in the experiments reported
here we do not involve an eye system.
3.1 An abstract motor model
In general, the skeletal system of an animal will al-
low movement through many distinct and independent
degrees-of-freedom. In theory, these could be realised
through revolute or linear jointed pairs but in biol-
ogy joints are nearly always revolute. Each degree-of-
freedom is usually powered by a muscle pair; known as
extensors and flexors. We abstract this motor appara-
tus as a single motor parameter, Mi, which represents
the overall drive strength applied to a given degree-of-
freedom, i.
For the mechanics of actuation, we can assume that Mi
represents the force applied by a given muscle pair and
then a general equation of motion will include viscous
friction and elastic components, thus: Mi = k1θ¨+ k2θ˙+
k3θ, for joint angle θi. In fact, the viscous properties
tend to be dominant, and so, to a first approximation,
Mi = k2θ˙ will determine the speeds of the limb segments
being driven. We believe this is a reasonable abstraction
for many practical purposes.
3.2 Proprioception and tactile sensing
The main sensing systems in human limbs include the
mechanoreceptors consisting of the internal propriocep-
tion sensors and the surface-based tactile or contact sen-
sors. Proprioception provides feedback on the sensed
position of the limb in space. The question arises as to
whether any particular form of neural encoding of limb
position has more efficacy than others.
To illustrate the geometry of limb sensing, figure 1
shows a diagram of the configuration of one of our exper-
imental robot arms. This consists of two limb sections, a
“forearm” and “upper-arm” and the angles at the joints
are given by θ1 which is the angle between the upper-
arm and the body baseline and θ2 is the angle between
the forearm and the the axis of the upper-arm.
This mechanical configuration is a 2 degree-of-freedom
system and so we need 2 orthogonal variables to describe
its state; let these be S1 and S2. The proprioception
encoding question then concerns what could or should
these state variables represent.
The simplest encoding scheme is for the proprioceptive
neurons to generate feedback signals based directly on
the angles of displacement at the joints. Thus,
S1 = f(θ1) S2 = f(θ2)
where f is a near linear or at least smooth monotonic
function. We refer to this encoding as a joint angle co-
ordinate scheme. Such feedback is known to be produced
Figure 1: A plan view of the arm spatial configuration.
by the afferent fibres from mechanoreceptors embedded
in the joint capsules (Bosco et al., 2000).
However, when the lengths of the limbs are changing
due to growth then joint angles become insufficient to
describe the position of the limb end-points and other,
more complex, possibilities can be considered. To locate
end-points the proprioception signals could be as follows:
S1 =
√
l21 + l22 + 2l1l2 cos θ2
S2 = θ1 − arctan l2 sin θ2
l1 + l2 cos θ2
where l1 and l2 are the lengths of the upper-arm and
forearm respectively, and S1 is the effective length of the
arm axis from shoulder to hand and S2 is the angle this
axis makes with the baseline at the shoulder. We refer
to this coordinate frame as a shoulder encoding.
Another, even more attractive scheme, would be to
relate the arm end-points to the body centre-line. To
obtain this body-centred encoding we simply use the
shoulder encoding but shift the reference point from the
shoulder to the centre of the body.
One other notable spatial encoding is a frame where
the orthogonal coordinates are lateral distance (left and
right) and distance from the body (near and far). The
signals for this case are the coordinate values of the end-
points in a rectangular space, thus:
S1 = l1 cos θ1 + l2 cos(θ1 − θ2)
S2 = l1 sin θ1 + l2 sin(θ1 − θ2)
This Cartesian encoding seems the most unlikely for
a biological system, as it is the most abstract and has
no reference point to the body. However we include this
scheme due to its apparent importance in human spatial
reasoning (Newcombe and Huttenlocher, 2000).
Before vision comes into play, it is difficult to see
how such complex feedback as given by the three lat-
ter encodings could be generated and calibrated for lo-
cal space. The dependency on trigonometrical relations
and limb lengths at a time when the limbs are grow-
ing significantly makes it unlikely that these codings
could be phylogenetically evolved. Only the joint an-
gle scheme could be effective immediately but the oth-
ers may develop through growth processes. Recent re-
search (Bosco et al., 2000) on the hind limbs of adult
cats has discovered that both joint angle and shoul-
der encodings can coexist, with some neuronal groups
giving joint angle outputs while others give foot/hand
position encodings independently of limb geometry. We
investigated all four systems as candidate encodings for
proprioception signals.
4 A Mapping Model for Sensory-Motor
Learning
Any model of sensory-motor learning will need some
form of computational substrate or representation upon
which the dynamic relationships between sensory and
motor events are experienced, learned and explored.
We have developed such a computational substrate in
the form of a mapping. All the mappings used in
this work consist of two-dimensional sheets of elements,
each element being represented by a patch of receptive
area known as a field. The fields are circular, regu-
larly spaced, and overlapping. Only two parameters are
needed to define a map structure: field size and inter-
field spacing. These determine the degree of field overlap
and the field density, per surface unit area. Every field
in a map has a set of associated variables that can record
state information, this includes sensory stimulus values,
excitation levels and motor values. The field values in
a map decay with time and can be viewed as a form of
short term memory.
We assume that basic uniform map structures are pro-
duced by prior growth processes but they are not pre-
wired or pre-structured for any specific spatial system.
Our system has to learn the correlations between its sen-
sory and motor signals and the mapping structure is the
mechanism that supports this. We use two access vari-
ables, X,Y , to reference locations on any given map;
these simply define a point on the two-dimensional sur-
face — it is important to state that they do not have
any intrinsic relation with any external space. Thus, a
map starts as an empty sheet, and the fields, when ad-
dressed through the access variables, become populated
with sensory or motor data for experiential events. Not
all of the raw map may be used and the shape of the
pattern of usage will depend upon the relationships and
limits on the sensory-motor signals encountered. In this
study we use uniform sheets of consistent field sizes but
we have also experimented with methods for growing
fields of various sizes and locations on demand.
5 Reflex Action and Constraint Lifting
A motivational component is necessary to drive learning
and there is evidence from infant studies that novelty is a
strong motivational stimulus. We define any new sensory
value that has not been experienced recently as a novel
stimulus that excites relevant map fields. Attention is
then directed at the field with the highest excitation.
Habituation mechanisms are used to reduce excitation
with repetition and time and so attention is attracted
by novelty and decays with familiarity.
In order to initiate action we use a preset burst of
activity as a reflex act. By driving the motors ‘full
on” brings the hand from the lateral rest position to
the body centre-line. This rather ballistic approach to
motor action is widely reported in three month old in-
fants. In motor experiments where kicking behaviour is
able to disturb a stimulus, infants learn to adapt their
kicking to achieve a desired stimulus change but they
do this by altering the timing and frequency of their
actions, not the duration of the basic motor pattern
(Thelen and Fisher, 1983). It seems that the neuronal
burst duration is constant but the firing rate is modu-
lated. This allows multiple muscles to be synchronised
as they all have the same time-base while the amplitudes
are varied to alter behaviour.
Human cognitive development has been characterised
by progression through distinct stages of competence,
each stage building on accumulated experience from the
level before. This can be achieved by lifting constraints
when high competence at a level has been reached
(Rutkowska, 1994). Any constraint on sensing or ac-
tion effectively reduces the complexity of the inputs
and/or possible action, thus reducing the task space
and providing a frame or scaffold which shapes learn-
ing (Bruner, 1990, Rutkowska, 1994). Such constraints
have been observed or postulated in the form of sen-
sory restrictions, environmental constraints, anatomical
limitations, and internal cognitive or computational lim-
its (Hendriks-Jensen, 1996). Internal sensory and mo-
tor constraints are evident in the newborn, for exam-
ple the visual field begins as a kind of tunnel vision
and the width of view has been reported as growing
from 30 degrees at 2 weeks of age to 60 degrees at 10
weeks (Tronick, 1972).
Our experiments are aimed at exploring the value of
constraints in facilitating learning. In this approach,
“constraint lifting” is the key to progression towards in-
creasing competence. We use global excitation parame-
ters to trigger constraint lifting. For example, the sum
of the stimulated fields will reach a plateau when all of
the map has been accessed and processed. In this way,
further map building may begin for another skill level,
thus simulating a form of Piagetian learning. In this
study we use global state indicators to lift constraints in
two ways: finer resolution sensory maps are used when
global familiarity is high, and the degree of spontaneous
motor acts increases with very low global excitation.
6 Experimental Results
An experimental laboratory robot system was used to
implement the above concepts. Figure 2 shows the gen-
eral system in which one arm is configured as in figure
1. Due to lack of space, the software system, illus-



















Figure 3: Software organisation.
trated in outline in figure 3, is described in more detail
elsewhere (Lee and Meng, 2005) and in press. For more
details of the excitation and habituation models used see
(Meng and Lee, 2005).
Following our approach, which is described in more de-
tail in (Lee et al., 2006), the experiments were designed
from a logical examination of the possible parameters
that may be varied.
The first trials began with no contact sensing and no
prior experience. Any objects were either ignored or
pushed out of range. Figure 4 illustrates the behaviour
as traces of movements — for clarity these are displayed
as directed lines between start and end fields in motor






















Figure 4: Arm movements with no contact sensing.
peatedly between rest and body areas first, but as stim-
ulation habituated so global excitation levels fell and
spontaneous moves were introduced, leading to fields on
the boundary being discovered and explored. Figure 5
shows the fields discovered after the above trial — this
diagram is in Cartesian space to show the locations in
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Figure 5: Fields generated during non-contact stage.
field growth was reached and this was used as the trigger
to lift a constraint, in this case by enabling contact sens-
ing. Figure 6 shows rest/body moves being interrupted
by contact with an object on the hand path. Such con-
tact events created many internal fields.
Each movement can be catagorised according to the
target field type: rest field, boundary field, or internal
(contact) field. Figure 8 shows map growth in terms
of these types and the characteristic plateau shape is
evident. It is notable that the pattern of fields visited at
the beginning is very different from that produced after
most fields have been visited.
The behaviours observed from experiments form a pro-
gression: (1) “blind groping” actions mainly directed
at the body area, (2) more groping but at the bound-
ary regions, (3) unaware pushing of objects out of the
local environment, (3) limb movements stopping upon





















Figure 6: Arm movements with active contact sensing. An
object (near the centre of the diagram) caused sensory inter-
































 0  0.2  0.4  0.6  0.8  1
Figure 7: Fields generated after first object contact.
and movement, i.e. repeated “touching” of detected ob-
jects. (5) directed touching of objects and sequences
of objects. In the last case, if objects exist at sev-
eral locations then attention will shift to each object in
turn, as they alternatively become habituated and stimu-
lated, so that a roughly cyclic behaviour pattern is pro-
duced, similar to eye scanpaths. All these behaviours,
including motor babbling and the rather ballistic ap-
proach to motor action, are widely reported in young




























Figure 8: Rates of growth in maps. Only initial field visits
are counted.
7 Discussion
Regarding proprioception, initially there does not seem
to be any clear advantage for any one of the four en-
coding schemes. All the schemes are continuous, smooth
non-linear mappings and so they simply represent differ-
ent distortions or warpings of the two-dimensional sheet.
Figure 9 shows the way in which the mappings grow
Figure 9: Map correlation. Each field in the sensory map
(upper) is connected to a field in the motor map (lower).
— the upper layer is the map of kinaesthetic feedback
in Cartesian encoding and the lower layer is the motor
drive map. This shows just boundary fields (the inter-
nal areas become filled through object contact experi-
ence) but the warped correlation between the maps is
clearly noticeable. We recognise that when operating
in the more kinematically restricted zones of the oper-
ating space there may be difficulties, but these are at
the extremities where mobility is restricted and humans
actually avoid these areas (Bernstein, 1967).
Although we found no compelling experimental evi-
dence for any one encoding scheme for the proprioceptive
signals, we did make some notable observations. Firstly,
when looking for the biological sources of proprioception
we do not find many joint angle sensors, although they
do exist. Instead, there are many muscle spindle recep-
tors but these detect linear stretch in the muscles, not
rotation. However, it turns out that the anatomy of the
muscles is arranged such that the spindle signals are even
more appropriate for the spatial encodings. If we assume
that two limb segments are 20 units long and a muscle
is affixed at 1 unit from the joint on one limb and 10
units from the joint on the other, then the length of the
muscle will be:
√
101 + 20 cos θ. When this is plotted
against the shoulder-hand distance as the joint rotates
through 180 degrees it is clear that the spindle gives a
more linear approximation to the required distance mea-
sure than does the joint angle. In particular the spindle
signal is most linear in the region where the joint an-
gle is most difficult. This suggests that muscle stretch
signals may play a more important role than joint angle
receptors, at least in some configurations, and there are
advantages if they coexist together, thus reinforcing the
findings of Boscoe and Popple (Bosco et al., 2000).
Another aspect of proprioception is that the joint an-
gle and shoulder encodings are both local to their in-
dividual limb, whereas the body-centred and Cartesian
encodings both provide a common framework that in-
cludes both limbs. This is because they have one com-
mon reference point for the limbs, not two, and suggests
the body-centre has an important role as a key fiducial
point in egocentric space. Indeed, we notice that any
head-mounted sensing system, such as the eyes, will also
have a polar, body-centred reference frame which would
very easily align with a body-centred proprioception sys-
tem.
For the effects of map field sizes we find a trade off,
between speed of exploration and accuracy of motor
acts. When larger fields are used they cover more sen-
sory space and thus the full mapping is learned much
faster. However, larger fields generalise many sensory
signals into one spatial representation. If smaller fields
are used then the specification of sensory space is more
acute and movements to given locations are more likely
to be accurate, but much more exploration is needed
to generate the mappings. We found it best to start
with the coarsest map and then, when all the fields had
been accessed (as signaled by a global variable), the sys-
tem transitioned to a finer scale map. This effect was







































Figure 10: Transitions between three maps of different scale.
Only initial field visits are counted. The “Mapping Scale”
plot indicates the switching points.
progressive transitioning over the 3 map sizes. It is
interesting that the receptive field size of visual neu-
rons in infants is reported to decrease with age and
development and this leads to more selective responses
(Westermann and Mareschal, 2004).
One of the most central issues in developmental stud-
ies concerns the organisation of behavioural develop-
ment: that is, are there any preferred schedules for
constraint-lifting or reflex suppression that are best for
learning and growth? It has been long believed that vi-
sually guided reaching is the earliest accurate reaching
behaviour to occur. Infants spend time observing their
hands around 12 weeks and “visually guided” reaching
begins between 15 and 20 weeks. Reaching after 22
weeks is visually triggered rather than guided. However,
(Clifton et al., 1993) have performed infant reaching ex-
periments in the dark and shown that infants are able
to use proprioception, not vision, in successful reaching
tasks. A form of “hand looking” behaviour is bound to
occur when the hand first enters the visual field as an
“unknown” object; but the question is whether this stage
is essential to, and therefore must occur before, visually-
guided behaviour or whether there could be other sched-
ules. Our study confirms the view of Clifton et al by
showing how proprioceptive learning can guide action,
can be prior to visual development and does not de-
pend upon visual confirmation. Our model will be well
placed to support the next stages of hand-looking and
visual-guidance but these should be faster and more ro-
bust by drawing on a well developed kinaesthetic under-
pinning of local space. As Clifton et al state: “Prior
accounts of early reaching have underemphasized the
role of proprioception in infants’ acquisition of prehen-
sion” (Clifton et al., 1993).
8 Relation with other work
The majority of previous models of sensory-motor co-
ordination have been based on connectionist archi-
tectures (Kalaska, 1995). For example, Baraduc et
al designed a neural architecture that computes mo-
tor commands from arm positions and desired direc-
tions (Baraduc et al., 2001). Other models use basis
functions (Pouget and Snyder, 2000) but all these in-
volve weight training schedules that typically require
in the region of 20,000 iterations (Baraduc et al., 2001).
They are also tend to use very large numbers of neuronal
elements. As a review commented: “their behavioural
capacity is usually limited” (Kalaska, 1995). While “mo-
tor babbling” is seen in the behavioural output of many
systems, very few follow the psychological literature on
development and even less deal with transitions between
qualitatively distinct patterns of behaviour. Models of
infant grasping have been produced (Oztop et al., 2004)
and although they also suggest that visual guidance is
not necessary for reaching, they do not cover the growth
of proprioception.
The most extensive work on computer based Piagetian
modeling has been that of Drescher (Drescher, 1991),
following early work by Becker (Becker, 1973). How-
ever, Drescher’s system tries to cross-correlate all possi-
ble events and is computationally infeasible as a brain
model. Maes showed how Drescher’s approach can
be improved by using focus of attention mechanisms,
specifically using sensory selection and cognitive con-
straints (Foner and Maes, 1994). Most of these mod-
els are based on the concept of a sensory-motor schema
drawn from Piaget’s conception of schemas in human ac-
tivity (Piaget, 1973). The linked fields in our maps can
be viewed as elemental schemas that relate local sensory
and motor events.
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