Abstract. We define a closed category structure on the category VCat of small categories enriched over V, where V is a suitable closed category equipped with a cogroupoid interval. When V is the category of small categories, we recover the closed category structure on the category of small 2-categories due to John Gray.
Introduction
In [7] , Gray introduced two monoidal structures on the category 2-Cat of small 2-categories: one biclosed and one closed. 2-Cat is the category of small categories enriched over the category Cat of small categories. One can naively ask what makes Cat special such that 2-Cat admits these monoidal products. It turns out that the question is meaningful. We propose here an answer in the following form. Cat has a cocategory interval and the opposite category endofunctor which is suitably compatible with the cartesian product−and these are responsible for the biclosed monoidal structure, and a cogroupoid interval−and this is responsible for the closed one.
The purpose of this note is to define a closed category structure on the category VCat of small categories enriched over V, where V is a suitable closed category equipped with a cogroupoid interval. Our method is an enriched version of Gray's. His notion of quasi-functor of two or n-variables [7] makes sense in any closed category having a (nontrivial) cocategory interval. The internal hom of (the closed monoidal structure on) 2-Cat is rather easy to describe and to work with. In our general setting it requires more effort to construct the internal hom, but we can still define it explicitly. The formula giving the internal hom is directly inspired from the work of J-M. Cordier and T. Porter [5] , therefore our idea should come as no surprise for those familiar with homotopy coherent category theory. The formalism leading to this formula and the connection with the Gray tensor product are not present in [5] . When V = Cat, equipped with the standard cogroupoid interval, we recover Gray's internal hom for his closed monoidal structure. When V = Set, equipped with the initial cogroupoid interval, we recover the internal hom corresponding to the funny tensor product on Cat [18] . Gray [7] describes two ways to construct the tensor product of 2-categories; in our setting we are not able to describe a single one. For this reason our approach to the coherence axioms for the monoidal product is by hand, as suggested, but not pursued, in [8] for the case of 2-categories, and it will be treated in detail elsewhere. We believe that there is a manageable way to define the monoidal product of V-categories in such a way that the coherence axioms follow naturally. See also [3] for an explicit construction in the case of 2-categories.
In future work we shall study the homotopy theoretic properties of the closed category structure on VCat.
The paper is organized as follows. We begin by recalling in section 2 a very important, for our purposes, monoidal product on cosimplicial objects in V. We relate it to a certain Tensor-Hom-Cotensor situation. In section 3 we construct the candidate internal hom for VCat. The inputs are two V-categories and an arbitrary cosimplicial comonoid. This internal hom is a true one only for certain cosimplicial comonoids. The simplest non-trivial case is treated in section 4. In section 5 we study cocategory intervals, with the aim to showing that they provide other examples of cosimplicial comonoids, the right ones from our point of view. In section 6 we first define a homotopy relation on maps of V-graphs, where V has a cocategory interval. We then show that Gray's notion of quasi-functor of two variables [7] can be defined in V. At the end we relate the internal hom to these quasi-functors of two variables. The tensor product of V-categories, for a suitable V equipped with a cocategory interval, is defined in section 7. In order to show the coherence for this tensor product, we give the analogue, in our context, of the notion of quasi-functor of n-variables (n > 2) from [7] and we assume that the category interval is a cogroupoid interval.
2.
A monoidal product of (1-truncated) cosimplicial objects and THC-situations Let (V, ⊗, I) be a cocomplete closed category. We write Y X for the internal hom of two objects X, Y of V. We denote by ∆ the category of finite non-empty ordinals and order preserving maps. The ordinal n + 1 = {0, ..., n} will be denoted by [n] . Let ∆ 1 be the 1-truncation of ∆ and let ∆ 1mon be ∆ 1 without the codegeneracy
2.1.
The category V ∆1 of reflexive graphs in V has the point-wise monoidal product ⊗. We recall that V ∆1 has also a non-symmetric monoidal product 1 .
The unit of 1 is cstI, the constant 1-truncated cosimplicial object with value I. The cofaces are
. The codegeneracy is obtained using the universal property of the pushout. The associativity isomorphism can be seen from the diagram
where all the faces are pushouts. The object (X
1 is obtained from the back face and the map 1
1 is obtained from the left face and the map
2.1.1. The monoidal product 1 clearly restricts to a monoidal product 1mon on V ∆1mon , the category of graphs in V. The inclusion in : ∆ 1mon ֒→ ∆ 1 induces a strict monoidal functor in
2.2.
We recall that V ∆ has a non-symmetric monoidal product , given by convolution. See [1] , [5] , [16] .
The codegeneracies are defined similarly, see [1] , [16] . The unit of is cstI, the constant cosimplicial object with value I. (X • Y • ) n (n ≥ 1) can also be calculated as the colimit of the diagram
where p + q = n − 1. It is this presentation that we shall use the most.
Remark 2.3. (a) Any monoidal (resp. opmonoidal and cocontinuous) functor V 1 → V 2 between cocomplete closed categories induces a monoidal (resp. opmonoidal) functor (V
(b) There are various adjoint pairs between V and V ∆ , which we summarize as
Here cst denotes the constant cosimplicial object functor, ev 0 is the evaluation at
A, n ≥ 0. The functor cst is strong monoidal when V ∆ is given the monoidal product , so it sends a comonoid in V to a comonoid in (V ∆ , ). The functor ev 0 is strong monoidal when V ∆ is given the monoidal product , hence Cosk is opmonoidal. We denote by Comon(V) the category of comonoids in V and by Comon(V ∆ , ) the category of comonoids in (V ∆ , ). We obtain an induced adjoint pair
The functor i * is strict monoidal.
2.4.
Let E i (1 ≤ i ≤ 3) be a category. We recall [9] that a THC-situation consists of three functors T :
and natural isomorphisms
THC-situation, provided that V is complete. One has
There is a natural isomorphism
(b) By replacing ∆ with ∆ 1 in the above example one has another THC-situation
is by definition the structure map
The map δ above is the comultiplication of C • . The unit structure map is the THC-transpose of the counit C
• → cstI. The functor Hom(Cosk(I), −) is strong monoidal.
3. V-coherent transformations with respect to a cosimplicial comonoid Let (V, ⊗, I) be a complete and cocomplete closed category. We write Y X for the internal hom of two objects X, Y of V. Given two V-categories A, B and a comonoid C
• in (V ∆ , ), we construct in this section a V-category Coh C
• (A, B) whose objects are the V-functors from A to B. In the next sections we shall give examples of comonoids C
• in (V ∆ , ).
To begin with, we fix some notation and recall some terminology and results. Let (E, ⊗, I) be an arbitrary monoidal category. We denote by ECat the category of small E-categories and by Ob the functor sending a E-category to its set of objects. When E is symmetric monoidal, ECat is a symmetric monoidal category with monoidal product ⊗ and unit I, where I has a single object * and I( * , * ) = I. A monoidal functor F : E → E ′ between monoidal categories induces a functor F : ECat → E ′ Cat. Let A be an E-category. We denote by A * the dual of A. One has Ob(A * ) = Ob(A) and A * (a, a ′ ) = A(a ′ , a). Assume now that E is a closed category. For an E-category A, we denote by A M od the category of E-functors A → E. Given E-categories A and B, an object φ of B * ⊗A M od is referred to as an E-distributor, or (A, B)-bimodule. When E is cocomplete, the category
and unit A : A * ⊗ A → E.
We return to (V, ⊗, I). Let A be a V-category. Following [5] , we shall define a functor Y :
where A(a 0 , ..., a n ) = A(a 0 , a 1 ) ⊗ ... ⊗ A(a n−1 , a n ). The coface and codegeneracy maps are defined, in the slightly more general situation when φ has values in a complete V-category, in ( [5] , pages 6 and 7). For example,
where the bottom horizontal map is the adjoint transpose of
To show that Y (φ) is a cosimplicial object in V is now a straightforward exercise.
It is easy to see that Y is a functor.
As the reader may have recognized, Y is an example of a cosimplicial cobarconstruction.
Proof. The adjoint transpose of the canonical map
) is the unit map. There is a natural cup product
m+n defined as follows:
The cup product is related to the coface and codegeracy maps of the objects involved, namely the relations (2.1),(2.2) and (2.3) from [16] hold. We recall that in the case V = Set, these relations are
Therefore the cup product induces a map
The cup product is associative, in the sense that the diagram
commutes. The cup product is also unital, in the sense that the diagrams
commute. All these data imply that Y is a monoidal functor.
. By 2.5 and lemma 3.1 we have induced functors
Fix now two V-categories A and B. We define a ( A M od A , • A )-category A, B as follows. The objects of A, B are the V-functors A → B and A, B (f, g)(a, a
) are induced by the composition maps of B. We obtain a functor
We call Coh
) the object of V-coherent transformations from f to g with respect to C
• . The above formula is inspired from the work of Cordier and Porter ( [5] , Definition 3.1), who considered it in the case when V is the category of simplicial sets and the cosimplicial simplicial set ∆ is in the place of C
• . See also the references therein. We have borrowed the notation Coh from them. However, the above formalism, which makes completely transparent the fact that Coh
is a V-category, is not present in [5] . Also, in the case of simplicial sets it is known that ∆ is not a comonoid with respect to and that Coh(A, B) cannot be naturally made into a simplicial category; see ( [5] , page 28) for a discussion of the latter fact. (c) More generally, given a V-category A and a comonoid C in V, let A C be the V-category having the same objects as A and having the V-homs
C , see 2.4(a).
There are variants of Coh
, if one is willing to replace in all of its above occurrences with 1 or 1mon (and ∆ with ∆ 1 or ∆ 1mon ). For example, in the case of 1 one obtains a functor
In the case of 1mon one obtains a V-category without unit.
The case of Cosk(I)
Let (V, ⊗, I) be a complete and cocomplete closed category. In this section we show that Coh Cosk(I) ( , ) is the internal hom of a closed category structure on VCat. We recall 
We denote by P re-bi-V-F un(A, B; C) the set of pre-bi-V-functors (A, B) → C. We obtain a functor P re-bi-V-F un( , ; ) : (VCat × VCat) op × VCat → Set.
Lemma 4.2. There is a natural bijection
Proof. This follows from the definitions.
Let S be a set. We denote by G(S) the category of V-graphs with fixed set of objects S. We recall that G(S) has a nonsymmetric monoidal product
with unit
The category VCat(S) of V-categories with fixed set of objects S is precisely the category of monoids in G(S) with respect to − S −. Remark that S → I S is the discrete V-category functor, which is a symmetric strong monoidal functor (Set, ×, 1) → (VCat, ⊗, I).
Let now A and B be two V-categories and let S = Ob(A), T = Ob(B). We define A ⊠ Cosk(I) B to be the pushout of the diagram
This pushout is calculated in VCat(S × T ). The next result is a direct calculation. 
Cocategory intervals and homotopies
Let (V, ⊗, I) be a finitely cocomplete closed category. We say that V has a cocategory interval if there is an internal cocategory
Here c denotes the cocomposition. We denote by CocatInt(V) the category of cocategory intervals in V. There is also the corresponding notion of cogroupoid interval, in which case we shall denote by σ : I 1 → I 1 the inverse map. We denote by CogrpdInt(V) the category of cogroupoid intervals in V.
Cocategory intervals are preserved by functors which preserve the unit object and finite colimits. A cocategory interval as above is the beginning of a cosimplicial object in V which we denote by I
• . We shall always use the same notation for both the cocategory interval and the cosimplicial object it gives rise to. We shall need to be explicit about certain coface and codegeneracy maps of I
• . The coface maps
are depicted in the diagrams below, in which all squares are pushouts: 
The initial cocategory interval in Set has I 1 = {0, 1} and I 2 = {0, 1, 2}, with the usual coface maps. The cocomposition c is the map which omits 1. This is a cogroupoid interval. Therefore V has the initial cogroupoid interval obtained using the functor F : Set → V, F (S) = ⊔ S I.
(b) The standard cocategory interval in Cat has I 1 = [1], the totally ordered set {0 < 1}, and I 2 = [2], the totally ordered set {0 < 1 < 2}. The cocomposition is the map which omits 1. We shall denote this cocategory interval by I
• . Applying to I • the free groupoid functor, we obtain the standard cogroupoid interval J
• in the category Grpd of small groupoids. J 1 has two objects and one arrow between them and J 2 has three objects and one arrow between any two objects. We shall often view J
• as living in Cat. The functor F from (a) induces a functor V : Cat → VCat, left adjoint to the underlying category functor. Therefore V (J • ) is a cogroupoid interval in VCat.
(c) Let I 1 be the reflexive graph {u : a 0 ⇄ a 1 : v}. Let E 1 be the free category on I
1 . As such, E 1 has two objects and hom sets
We obtain a cogroupoid interval E • in Cat. 
where ∂(e 1 ) = a 1 − a 0 and ∂(e 2 ) = a 2 − a 1 . The cocomposition c is given by e → e 1 + e 2 , a → a 0 and b → a 2 . The map i 0 is given by e → e 1 , a → a 0 and b → a 1 ; the map i 1 is given by e → e 2 , a → a 1 and b → a 2 ; the map σ is given by σ(e) = −e, σ(a) = b and σ(b) = a.
(e) We shall construct a functor
For an object X of V, we denote by 2 X the V-category with two objects 0 and 1 and with 2 X (0, 0) = 2 X (1, 1) = I, 2 X (1, 0) = ∅ and 2 X (0, 1) = X. In matrix representation,
Let (C, δ, ε) be a comonoid in V. We claim that
defines a cocategory interval in VCat. The maps d i omit the object i ∈ {0, 1}. The map ε is induced by the counit ε. 3 C,C is defined as the pushout
3 C,C has three objects {0, 1, 2} and V-homs represented by the matrix
The map i 0 omits 0, and it sends 2 C to the lower 2 × 2-block 2 C . The map i 1 omits 2, and it sends 2 C to the upper 2 × 2-block 2 C . The map δ omits 1 and it sends 2 C to the 2 × 2-matrix formed with the four corners of the above matrix, using the comultiplication δ. I 3 , which we denote as 4 C,C,C , has four objects {0, 1, 2, 3} and V-homs represented by the matrix 
The counit and coassociativity laws of the cocategory interval follow from the corresponding laws for (C, δ, ε). The construction is clearly functorial.
Remark 5.2.
A cocategory interval in the category of modules over a cocommutative Hopf algebra was proposed in [17] . It turns out that the construction is wrong, since it does not live in the aforementioned category. One can somehow save the construction at the price of making the homotopy theory trivial, which is not our intention.
The object I • has a richer structure. We learned the next result from Michael Warren.
Proof. The comultiplication is obtained by composing the dotted arrow ϕ in the diagram
with the cocomposition c. The counit map is defined to be p. The counit axiom follows from the observation that s 0 is the composite
and s 1 is the composite
We prove coassociativity. We shall construct a map γ :
1 c and (ϕc ⊗ Id)ϕc = γd 2 c. To construct γ it suffices to construct ξ :
We construct ξ. Let l be the composite
Let m be the composite
One can check that ld 0 = md 1 , hence there is a unique ξ : I 2 → I 1 ⊗ (I 1 ⊗ I 1 ) such that ξi 1 = l and ξi 0 = m. We construct ζ. Let q be the composite
One can check that qd 0 = ld 1 , hence there is a unique ζ : I 2 → I 1 ⊗ (I 1 ⊗ I 1 ) such that ζi 1 = q and ζi 0 = l. We show now that (Id ⊗ ϕc)ϕc = γd 1 c, the other required equality being similar. First observe that md 1 = ζcd 0 , and that γd 1 i 0 = m and γd 1 i 1 = ζc by definition of γ. On the other hand, let r be the composite
One has md 0 = rd 1 , hence there is a unique θ :
such that θi 1 = m and θi 0 = r. Next observe that (Id ⊗ ϕc)ϕc = θc. Thus, it suffices to show that ζc = r.
Let r ′ be the composite
so that r = r ′ c. We denote by λ : I ⊗ A ∼ = A and ρ : A ⊗ I ∼ = A the left unit and right unit isomorphisms of the monoidal structure. By definition of ϕ,
Another way to prove lemma 5.3 is to use step 1 of the next proposition and 2.1.
Proposition 5.4. Suppose that V is locally presentable. Then I
• is a comonoid with respect to .
Proof. Step 1. We show that the 1-truncation of I
• is a comonoid with respect to 
hence it is isomorphic to I 2 . The coface maps are
, the codegeneracy s 0 being depicted in the diagram below: is (isomorphic to) the pushout of the diagram
hence it is I 3 . The coface maps are
The above pushout can also be calculated as the pushout of the diagram
• → cstI is the codegeneracy map.
Step 2. We prove that the claim is true for V = (Cat, ×, 1) and
(b)). One can compute that the category (I
, and so f 2 c = D 1 c. By lemma 5.5 we obtain a map f
• which is coassociative. The counit axiom is easy to see.
Step 3. We prove that the claim is true in general. We define a functor U I • : V → Cat as follows. For X ∈ V, Ob(U I • (X)) = V(I, X). If f and g are two objects, a map H : f → g is a map H : I 1 → X such that both triangles 
commute. The functor U I • is monoidal since I 1 is a comonoid in V by lemma 5.3. U I • has a left adjoint F , which is opmonoidal. We have a diagram of adjunctions
in which N is the nerve functor and 
There is a unique map of comonoids in (V ∆ , ) Cosk(I) → I
• . The proof of proposition 5.4 shows that (Cat, I
• ) is universal in a certain sense. We also record, referring the reader to [14] for the category ∆S:
Lemma 5.6. A cogroupoid interval is the beginning of a ∆S-object I
• in V, that is, I
• ∈ V ∆S .
Proof.
Step 1. The claim is certainly true for V = Set and I • the initial cogroupoid interval considered in 5.1(a).
Step 2. The claim is true for V = Grpd and I • = J • . Indeed, let ι : Set → Cat be the indiscrete category functor, right adjoint to the set of objects functor. Notice that ι takes values in Grpd and that ι(I n ) = J n (n ≥ 0), and apply step 1.
Step 3. We prove that the claim is true in general. We follow the proof of proposition 5.4, step 3. The functor U I • constructed there takes now values in Grpd. We have then the commutative diagram of adjunctions
n , one has F (J n ) ∼ = I n (n ≥ 0) and the claim follows from step 2.
5.7.
We recall [19] that the full subcategory CogrpdInt(V) is reflective in CocatInt(V). Therefore any cocategory interval in V can be turned into a cogroupoid interval.
5.8.
If f, g : X → Y are two maps of V, we say that f is I 1 -homotopic to g if there is a map H : I 1 ⊗ X → Y such that both triangles
and G is obtained from the diagram 
One can check that this is unambiguous, and that V is indeed a 2-category. Alternatively, the horizontal composition can be defined using the comultiplication of I 1 (lemma 5.3). If the cocategory interval is a cogroupoid interval then V is enriched over groupoids.
Homotopies between maps of V-graphs and quasi-V-functors
Throughout this section, (V, ⊗, I) is a locally presentable closed category equipped with a cocategory interval I
• . We write Y X for the internal hom of two objects X, Y of V. Given two V-categories B and C, one can construct the V-category Coh We begin this section by recalling some facts about enriched graphs and categories. We denote by G the category of small V-graphs and by Ob the functor sending a V-graph to its set of objects. G is a symmetric monoidal category with monoidal product denoted by ⊗ and unit I, where I has a single object * and I( * , * ) = I. ⊗ preserves colimits in each variable. V is reflective in G. V acts (as a monoidal category) on G as Ob(A * X ) = Ob(X ) and A * X (a, b) = A ⊗ X (a, b). This action is part of an almost THC-situation
where for A ∈ V and X ∈ G, the V-graph X A has Ob(X A ) = Ob(X ) and X A (a, b) = X (a, b) A . Let G 2 denote the strict pullback of the diagram
Let now F : (A 1 , A 2 ) → C be a pre-bi-V-functor (4.1). We define U, V : A 1 ⊗ A 2 → C morphisms of G as follows.
-U (a 1 , a 2 ) = F (a 1 , a 2 ) = V (a 1 , a 2 ); -U is the composite
We have denoted by m the composition maps of C. When V = (Set, ×, 1), we have (b) The two composites F (a 1 , ) . Similarly, the two composites A 2 ) → C be a pre-bi-V-functor. Using formula (1) above we obtain:
We have denoted by m i the composition maps of A i and by u i the unit map of A i , i ∈ {1, 2}.
Definition 6.2. A quasi-V-functor of two variables is a pair (F, H) consisting of a pre-bi-V-functor
An equivalent, less compact, definition is the following. A quasi-V-functor of two variables consists of a pre-bi-V-functor F : (A 1 , A 2 ) → C together with an
we recover Gray's notion of quasifunctor of two variables [7] . Examples 6.3. (a) Recall (5.1(e)) that for any object X of V, 2 X is the V-category with two objects 0 and 1 and with 2 X (0, 0) = 2 X (1, 1) = I, 2 X (1, 0) = ∅ and 2 X (0, 1) = X. To give a quasi-V-functor of two variables (F, H) : (2 X , 2 Y ) → C is to give four objects (0, 0), (0, 1), (1, 0), (1, 1) of C, plus maps f i : X → C((0, i), (1, i)) and g i : Y → C((i, 0), (i, 1)), i ∈ {0, 1}, together with an I 1 -homotopy H : 
Let A and B be two monoids in V. To give a quasi-V-functor of two variables (F, H) : (A, B) → V is to give the data consisting of an object M of V which is both a left A-module and a left B-module, together with an I 1 -homotopy b(ax) ∼ a(bx) (we write as if V were (Set, ×, 1), so that a ∈ A, b ∈ B and x ∈ M ) such that (i) ax ∼ ax and bx ∼ bx are constant homotopies, and (ii) the
are the ones which are part of the data.
We denote by q-V-F un(A 1 , A 2 ; C) the set of quasi-V-functors of two variables (A 1 , A 2 ) → C. We obtain functors q-V-F un(A 1 , A 2 ; ) : VCat → Set and q-V-F un( , ; C) : (VCat × VCat)
op → Set which can be seen to assemble into a bifunctor q-V-F un( , ; ) : (VCat × VCat) op × VCat → Set. 1 -homotopy relation. (e) The category G is locally presentable [11] , so the functor ( )
G → G has rank. Also, the forgetful functor VCat → G is finitary, VCat is locally presentable and locally presentable as a closed category [11] . The claim follows then from the way the quasi-V-functors of two variables were defined and the properties of the I 1 -homotopy relation.
Proposition 6.5. There is a natural bijection
VCat(B, Coh
Proof. There is a quasi-V-functor of two variables (ev, H ev ) : (A, Coh
On the other hand, ev(−, f )(a) = f a. The I 1 -homotopy H ev is by definition the composite
We then define ev * : VCat(B, Coh From the way f was constructed, one can see that f is the unique V-functor such that ev * (f ) = (F, H).
then there is a natural bijection
oo is the identity. The first part follows from this and the hypothesis. The second part is a consequence of the first and proposition 6.5.
For example, the opposite category endofunctor is a monoidal self-adjunction for both (Cat, ×, 1) and (Cat, ⊠ Cosk(1) , 1).
Towards the case of a cogroupoid interval
Let V be a locally presentable closed category equipped with a cocategory interval I
• . Then by lemma 6.4, parts (d) and (e), the functor q-V-F un(A, B; ) : VCat → Set is representable. We denote by A ⊠ I • B the representing object and we call it the Gray tensor product of A and B with respect to I
• . Let ι : Set → VCat be the indiscrete V-category functor, right adjoint to Ob. Let S be a set. For any V-category A one has Coh Definition 7.1. For n > 2, a pre-V-functor of n-variables F : (A 1 , A 2 , . .., A n ) → C consists of the following data: for all a i ∈ Ob(A i ) (i = 1, n), there are, for all 1 ≤ i < j ≤ n, pre-bi-V-functors F (a 1 , ...,â i , ...,â j , ..., a n ) : (A i , A j ) → C such that for all 1 ≤ i < j < k ≤ n, F (a 1 , ...,â i , ...,â k , ..., a n )(a i , ) = F (a 1 , ...,â j , ...,â k , ..., a n )(a j , ) F (a 1 , ...,â i , ...,â j , ..., a n )( , a j ) = F (a 1 , ...,â i , ...,â k , ..., a n )( , a k ) and F (a 1 , ...,â i , ...,â j , ..., a n )(a i , ) = F (a 1 , ...,â j , ...,â k , ..., a n )( , a k ) Given a pre-V-functor of n-variables F : (A 1 , A 2 , . .., A n ) → C and a i ∈ Ob(A i ) (1 ≤ i ≤ n), we denote by F (a 1 , . .., a n ) the common value of all of the above V-functors. We want to be explicit in the case n = 3. To give a pre-V-functor of 3-variables F : (A 1 , A 2 , A 3 
. We then have the corresponding morphisms of G (see above remark 6.1):
:
We consider the following morphisms
3 )) they are, the letter m denoting the composition maps of C:
) and m(V a3 1,2,3
). F (a 1 , a 2 , a 3 ) G G 9 9
F (a ′ 1 , a 2 , a 3 )
with distinguished 2-cells (or 2-cells isomorphisms) in their faces commute, see [7] . The dotted arrows represent the two composed 1-cells that are source and target for the two 2-cells (or 2-cells isomorphisms) whose equality we impose (that is, the composite left-front-top face must equal the composite right-back-bottom face).
Let now F : (A 1 , ..., A n ) → C be a pre-V-functor of n-variables and let a i ∈ Ob(A i ) (1 ≤ i ≤ n). For each triple 1 ≤ i < j < k ≤ n we have the corresponding morphisms of G (see above remark 6. .., A n ) → C together with, for all a i ∈ Ob(A i ) (1 ≤ i ≤ n) and all 1 ≤ i < j < k ≤ n, quasi-V-functors of two variables (F (a 1 , ...,â i , ...,â j , ..., a n ), H a k ), (F (a 1 , . ..,â i , ...,â k , ..., a n ), H aj ) and (F (a 1 , . ..,â j , ...,â k , ..., a n ), H ai ) such that the composite 
)
We denote by qF un 2 (A 1 , A 2 ; C) the set of quasi-V-functors of two variables, by qF un n (A 1 , ..., A n ; C) the set of quasi-V-functors of n-variables (n ≥ 3), by qF un 1 (A 1 ; C) the set of V-functors A 1 → C and we set qF un 0 ( ; C) = Ob(C). It is natural to ask whether qF un thus defined is a symmetric multicategory. When V = (Cat, ×, 1) and I • = I • , the fact that qF un is a multicategory is essentially proved in ( [7] , Theorem I.4.7i). Moreover, in this case the multicategory qF un has a left internal hom in Lambek's sense [12] , see ( [7] , Theorem I.4.7iii).
Assume now that I
• is a cogroupoid interval. To construct the associativity isomorphism for ⊠ I • it suffices, in our context, to show that there is a natural bijection qF un 2 (A 2 , A 3 ; Coh for each permutation σ on three letters, satisfying (στ ) * = τ * σ * and id * = id. To prove the coherence condition it suffices to show that there is a natural bijection qF un 3 (A 2 , A 3 , A 4 ; Coh for each permutation σ on four letters, satisfying (στ ) * = τ * σ * and id * = id. These will be proved elsewhere.
