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Finding the general set of system-environment states {ρSE} for which the reduced dynamics of
the system is completely positive (CP) is the subject of some recent works. An advance in this
context appeared in [X.-M. Lu, Phys. Rev. A 93, 042332 (2016)], where the problem was solved for
the case of CP assignment map. Here, we restate this result using the framework introduced in [J.
M. Dominy et al., Quantum Inf. Process. 15, 465 (2016)]. This, we think, clarifies the mentioned
result better and so leads to a generalization of it, straightforwardly.
I. INTRODUCTION
Consider a closed finite-dimensional quantum system
which evolves according to
ρ→ ρ′ = AdU (ρ) ≡ UρU †, (1)
where ρ and ρ′ are the initial and final states (density
operators) of the system, respectively, and U is a uni-
tary operator (UU † = U †U = I, where I is the identity
operator).
In general, the system is not closed and interacts with
its environment. We can consider the entire system-
environment as a closed quantum system which evolves
as Eq. (1). So the reduced state of the system after the
evolution is given by
ρ′S = TrE ◦AdU (ρSE) = TrE
(
UρSEU
†
)
, (2)
where ρSE is the initial state of the combined system-
environment quantum system and U acts on the whole
Hilbert space of system-environment. Now a natural
question is what is the relation between the initial state
of the system ρS = TrE(ρSE) and its final state ρ
′
S? Can
this relation be represented by a map and - if so - what
kind of map?
Consider the case that the set of possible initial states
of system-environment is factorized: S = {ρSE = ρS ⊗
ω˜E}, where ρS are arbitrary states of the system, but
ω˜E is a fixed state of environment. It is famous that for
this special case the reduced dynamics of the system is
given by a completely positive (CP) map [1]. But, as
we will see in the next section, it is not so in general.
Therefore, finding the general set of initial ρSE for which
the reduced dynamics of the system is CP, has become
the subject of some recent studies [2–7], which we will
review them in Sec. III.
In this context, the most general set of initial ρSE
known prior to our present work (that leads to CP re-
duced dynamics) has been introduced in Ref. [6]. In fact,
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as proven in Ref. [7], this is the final possible generaliza-
tion, if we restrict ourselves to the case of CP assignment
map.
In this paper, we will restate the result of Ref. [7],
using the framework introduced in Ref. [8]. This will
help to clarify the result of Ref. [7] better. Specially, our
treatment will highlight the condition of U -consistency,
for arbitrary U , which is needed to achieve the result of
Ref. [7]. We will give the details in Sec. IV.
In Sec. V, we will generalize the result of Refs. [6, 7];
i.e. we will find a more general set of initial ρSE which
leads to CP reduced dynamics. So, it includes all the
previous results in this context. However, this general-
ization is rather straightforward, using the framework of
Ref. [8].
We will end this paper in Sec. VI, with a summary of
our results.
II. REDUCED DYNAMICS OF OPEN
QUANTUM SYSTEM
There was a tendency to assume the CP maps as the
only possible quantum dynamics of a system. But, using
Eq. (2), it can be shown simply that it is not so for open
quantum systems. In fact, the evolution ρS → ρ′S may
not be represented by a map, in general [9]. This can
be illustrated by the following simple example [8]. As-
sume that the initial state of the system-environment can
be chosen from the set S = {ρ(1)S ⊗ ρ(1)E , ρ(1)S ⊗ ρ(2)E , · · ·}
and the evolution of the system-environment is given by
the swap operator Usw|ψ〉|φ〉 = |φ〉|ψ〉. Now for the case
that the initial state of the system is ρ
(1)
S , there are (at
least) two possible final states:
ρ
(1) ′
S = TrE
(
Usw ρ
(1)
S ⊗ ρ(1)E U †sw
)
= ρ
(1)
E ,
ρ
(2) ′
S = TrE
(
Usw ρ
(1)
S ⊗ ρ(2)E U †sw
)
= ρ
(2)
E .
So the evolution from ρS to ρ
′
S cannot be represented by
a map (a map, by definition, assigns to each initial state,
e.g. ρ
(1)
S , only one final state).
2Even if the evolution from ρS to ρ
′
S can be repre-
sented by a map, this map is not linear, in general
[10]. This also can be represented by the following sim-
ple example [11]. Consider an arbitrary non-linear map
ρS → Φ(ρS). Assume that the set of passible initial ρSE
is S = {ρS ⊗ Φ(ρS)} and the evolution of the system
and environment is again given by the swap operator.
So TrE
(
Usw ρS ⊗ Φ(ρS)U †sw
)
= Φ(ρS), which is, by as-
sumption, a non-linear function of the initial state ρS .
Therefore, in order that Eq. (2) leads to a linear map
from ρS to ρ
′
S , there must be some restrictions on the set
of possible initial states ρSE or on the possible evolution
U [8, 12].
However, if the reduced dynamics of the system from
ρS to ρ
′
S can be given by a linear map Ψ, then it can be
shown readily that this Ψ is Hermitian, i.e. maps each
Hermitian operator to a Hermitian operator (details are
given in Sec. IV). Now, an important result is that for
each linear trace-preserving Hermitian map from ρS to
ρ′S , there exists an operator sum representation in the
following form:
ρ′S =
∑
i
ei E˜i ρS E˜i
†
,
∑
i
ei E˜i
†
E˜i = IS , (3)
where E˜i are linear operators and ei are real coefficients
[8, 13, 14]. Note that the relation
∑
i ei E˜i
†
E˜i = IS comes
from the fact that the map is trace-preserving, as ex-
pected from Eq. (2). It is also worth noting that E˜i and
ei are fixed, i.e. they are independent of initial state ρS .
If all of the coefficients ei in Eq. (3) are positive, then
we call the map completely positive and rewrite Eq. (3)
in the following form:
ρ′S =
∑
i
Ei ρS E
†
i ,
∑
i
E†iEi = IS , (4)
where Ei ≡ √ei E˜i. In the languge of Ref. [8], we should
call a map which is given by Eq. (4), a completely posi-
tively trace-preserving extensible map. However, in this
paper, we simply refer to such a map a completely posi-
tive (CP) map.
The simplest standard example which leads to CP re-
ducd dynamics is when the initial state of the system-
environment is ρSE = ρS ⊗ ω˜E , where ρS is an arbitrary
state of the system, but ω˜E is a fixed state of environ-
ment. For this case, it can be shown simply that Eq. (2),
for an arbitrary U , gives us a CP map [1]
Besides the factorized initial states ρS ⊗ ω˜E , there ex-
ist other sets of initial states ρSE for which the reduced
dynamics is CP for arbitrary U . This is the subject of
some recent works [2–7], which we will review them in
the next section.
III. SETS OF INITIAL STATES WHICH LEAD
TO CP REDUCED DYNAMICS
As we have seen in the previous section, the reduced
dynamics of an open quantum system is not given by a
CP map, in general. In fact, the CP-ness of the reduced
dynamics has been proven only for some restricted sets of
initial ρSE , which we will review them in the following.
The simplest case which leads to the CP reduced
dynamics is when the initial state of the system-
environment is factorized, i.e. when the set of possible
initial ρSE is
S = {ρSE = ρS ⊗ ω˜E}, (5)
where ρS are arbitrary states of the system, but ω˜E is a
fixed state of environment. Let the eigen-decomposition
of ω˜E be as ω˜E =
∑
l λl |µ(l)E 〉〈µ(l)E | (λl ≥ 0,
∑
l λl = 1).
So, for an arbitrary U in Eq. (2), we have
ρ′S = TrE
(
UρS ⊗ ω˜EU †
)
=
∑
kl
λl 〈kE |U |µ(l)E 〉 ρS 〈µ(l)E |U †|kE〉
=
∑
kl
Ekl ρS E
†
kl,
∑
kl
E†klEkl = IS ,
(6)
where {|kE〉} is an orthonormal basis of the Hilbert space
of the environment HE and Ekl ≡
√
λl 〈kE |U |µ(l)E 〉 are
linear operators on the Hilbert space of the system HS .
In addition, IS is the identity operator onHS . Therefore,
the dynamics of the factorized initial ρSE always reduces
to a CP map.
In addition to the factorized initial states , one can find
other possible initial sets which also yield CP reduced
dynamics. The first, introduced in Ref. [2], is
S = {ρSE =
∑
i
pi |˜iS〉〈˜iS | ⊗ ω˜i}, (7)
where {pi} is arbitrary probability distribution (pi ≥ 0,∑
i pi = 1), but {|˜iS〉} is a fixed orthonormal basis for
HS and ω˜i are fixed density operators on HE . Let Π˜i =
|˜iS〉〈˜iS | and the eigen-decomposition of ω˜i be as ω˜i =∑
l λil |µ(il)E 〉〈µ(il)E |. Now, for arbitrary U in Eq. (2), we
have
ρ′S = TrE
(
U
(∑
i
pi Π˜i ⊗ ω˜i
)
U †
)
=
∑
ikl
piλil 〈kE |U |µ(il)E 〉 Π˜i 〈µ(il)E |U †|kE〉
=
∑
ikl
λil 〈kE |U |µ(il)E 〉 Π˜i ρS Π˜i 〈µ(il)E |U †|kE〉
=
∑
ikl
Eikl ρSE
†
ikl,
∑
j
E†ikl Eikl = IS ,
(8)
where Eikl ≡ Dikl Π˜i and Dikl ≡
√
λil 〈kE |U |µ(il)E 〉. As
we see, Eq. (8) is in the form of Eq. (4); so it is a CP
map.
It is also worth noting that, in addition to the above
CP map in Eq. (8), one can find other CP maps which
equivalently describe the reduced dynamics of the sys-
tem. This is due to the fact that one can find more than
3one CP assignment maps Λ such that their effects on
all ρS ∈ TrES are the same [15]. (The assignment map
is a map which assigns to each ρS ∈ TrES a ρSE ∈ S
such that TrE(ρSE) = ρS .) Obviously, the effects of
these different assignment maps Λ on (some of the) states
ρS /∈ TrES are different.
The result of Ref. [2] is then extended in Refs. [3, 4]
where it has been shown that the set of initial states
S = {ρSE =
m⊕
i=1
piρ
(i)
S ⊗ ω˜i},
HS = H(1)S ⊕H(2)S ⊕ · · · ⊕ H(m)S ,
(9)
also yields CP reduced dynamics, for arbitrary U in Eq.
(2). In Eq. (9), {pi} is arbitrary probability distribution,
ρ
(i)
S is an arbitrary state on H(i)S , but ω˜i are fixed states
on HE .
The next generalization was given in Refs. [4, 5], where
the CP reduced dynamics was proven for the following
initial states ρSE and arbitrary U in Eq. (2):
S = {ρSE =
m′⊕
i=1
pi ω˜
(i)
SE +
m⊕
i=m′+1
piρ
(i)
S ⊗ ω˜i},
HS = H(1)S ⊕H(2)S ⊕ · · · ⊕ H(m)S .
(10)
Again, {pi} is arbitrary probability distribution and ρ(i)S
is arbitrary state on H(i)S , but ω˜(i)SE is a fixed state on
H(i)S ⊗HE and ω˜i are fixed states on HE . The operator
sum representations for the CP reduced dynamics, given
by the initial states ρSE in Eqs. (9) and (10), are given
in Ref. [4].
The final generalization (prior to our present work)
is that of Ref. [6], which we will write it in the form
introduced in Ref. [7]. There, it has been shown that if
the set of initial states ρSE is given by
S = {ρSE =
⊕
i
pi ρLi ⊗ ω˜RiE},
HS =
⊕
i
HLi ⊗HRi ,
(11)
then the reduced dynamics of the system, given by Eq.
(2) with arbitrary U , is a CP map. In the above equation,
{pi} is arbitrary probability distribution, ρLi is arbitrary
state on HLi , but ω˜RiE is a fixed state on HRi ⊗HE .
It can be shown simply that all the previous sets,
given in Eqs. (5), (7), (9) and (10), are special cases
of Eq. (11) [7]. For example, the factorized initial state
ρSE = ρS ⊗ ω˜E is due to the case that the summation
in Eq. (11) includes only one term; so HS = HL ⊗ HR,
where HR is a trivial one-dimensional Hilbert space. In
addition, the operator sum representation for the CP re-
duced dynamics of the system, with the initial ρSE ∈ S
in Eq. (11) and arbitrary U in Eq.(2), is given in Ref.
[7].
Now an important result, proven in Ref. [7], is that
Eq. (11) is in fact the final possible generalization, if we
restrict ourselves to the case of CP assignment map. In
other words, the set of initial ρSE is given by Eq. (11),
if and only if, the assignment map is a CP map. In the
next section, we restate this result, using the framework
introduced in Ref. [8], which will help to clarify this
result better and allow us to generalize it in Sec. V.
Let us end this section with an additional remark. The
set S, in Eq. (11), can be written as the steered set from
a fixed tripartite state ω˜ASE . We define
ω˜ASE =
⊕
i
q˜i ω˜ALi ⊗ ω˜RiE , (12)
on the Hilbert space HA ⊗ HS ⊗ HE , where HA is an
ancillary Hilbert space, {q˜i} is a probability distribution,
ω˜ALi is a state on HA ⊗HLi , and ω˜RiE are those states
introduced in Eq. (11), on HRi ⊗HE . The set of steered
states, from performing measurements on the part A of
ω˜ASE, is [6, 7]:
S =
{
ρSE =
TrA[(PA ⊗ ISE)ω˜ASE ]
Tr[(PA ⊗ ISE)ω˜ASE ] , PA > 0
}
, (13)
where PA is arbitrary positive operator on HA such that
Tr[(PA⊗ISE)ω˜ASE ] > 0 and ISE is the identity operator
on HS ⊗HE . Note that, up to a positive factor, PA can
be considered as an element of a POVM. Now, by an
appropriate choice of the states ω˜ALi in Eq. (12), it can
be shown that the steered set S in Eq. (13) coincides
with that of Eq. (11) [7].
A tripartite state which can be decomposed as Eq. (12)
is called a Markov state [16]. Therefore, for the steered
set from a Markov state ω˜ASE , the reduced dynamics of
the system, for arbitrary U in Eq. (2), is CP. Interest-
ingly, the reverse is also true: If for a steered set, from a
fixed tripartite state ω˜ASE, the reduced dynamics of the
system, for arbitrary U , is CP, then ω˜ASE is a Markov
state [6].
A Markov state ω˜ASE possesses another interesting
property too: For arbitrary unitary evolution of the
system-environment USE , ω˜
′
ASE = idA ⊗ AdUSE (ω˜ASE)
where idA is the identity map on A, the following quan-
tum data processing inequality is satisfied [6]:
I(A : S)ω˜AS ≥ I(A : S)ω˜′AS , (14)
where ω˜AS = TrE(ω˜ASE) and ω˜
′
AS = TrE(ω˜
′
ASE). In
the above equation, I(A : S) is the mutual information.
For a bipartite state ωAS , the mutual information is de-
fined as I(A : S)ω = S(ωA) + S(ωS) − S(ωAS), where
ωA = TrS(ωAS) and ωS = TrA(ωAS) and S(ω) is the von
Neumann entropy of the state ω: S(ω) = −Tr(ω logω)
[1]. Interestingly, the reverse is also true: If, for a tri-
partite state ω˜ASE , the inequality (14) is satisfied for
arbitrary USE, then ω˜ASE is a Markov state as Eq. (12)
[6].
In summary, we have seen that for the steered set S,
as Eq. (13), the reduced dynamics of the system is CP,
4for arbitrary USE , if and only if, the ω˜ASE is a Markov
state. On the other hand, the ω˜ASE is a Markov state, if
and only if, the quantum data processing inequality (14)
is satisfied for arbitrary USE. Therefore, for the steered
set S in Eq. (13), the CP-ness of the reduced dynamics
of the system, for arbitrary USE , is equivalent to the
satisfaction of the quantum data processing inequality
(14), for arbitrary USE [6].
IV. WHEN THE ASSIGNMENT MAP IS CP
As mentioned in Sec. II, if the reduced dynamics of
the system in Eq. (2) can be represented by a linear
map Ψ, then it can be shown simply that this Ψ is Her-
mitian. Consider the set SS of initial ρS = TrE(ρSE)
for which ρ′S = TrE ◦ AdU (ρSE) are given by Ψ(ρS):
ρ′S = Ψ(ρS). SS is called the physical domain [8] or
the compatibility domain [13] of Ψ. Since the Hilbert
space of the system HS is finite-dimensional, one can
find a set S ′S ⊂ SS including a finite number of ρ(i)S ∈
SS which are linearly independent and other states in
SS can be decomposed as linear combinations of them:
S ′S = {ρ(1)S , ρ(2)S , · · · , ρ(m)S }, where m is an integer and
m ≤ (dS)2 ( dS is the dimension of HS , so (dS)2 is the di-
mension of L(HS), the space of linear operators on HS),
and, for each ρS ∈ SS , we have ρS =
∑m
i=1 ai ρ
(i)
S with
real ai. Now any Hermitian operator A, which can be ex-
panded by ρ
(i)
S ∈ S ′S , is obviously mapped by the linear
map Ψ to a Hermitian operator: A =
∑m
i=1 ci ρ
(i)
S , with
real ci, so Ψ(A) =
∑m
i=1 ciΨ(ρ
(i)
S ). Ψ(ρ
(i)
S ) are density
operators, therefore Ψ(A) is Hermitian. In other words,
Ψ(A) is Hermitian for all Hermitian operators A which
can be expanded by ρ
(i)
S ∈ S ′S . Even if m < (dS)2 one
can easily extend Ψ to construct a linear Hermitian map
on the whole L(HS).
A general framework for linear trace-preserving Hermi-
tian maps, arising from Eq. (2), has been developed in
Ref. [8]. This framework can be used to prove interesting
results. For example, in Ref. [17], it has been shown that
the physically relevant part of any Hermitian map Ψ, can
represent a possible reduced dynamics of the system. By
physically relevant part of Ψ, we mean the restriction of
Ψ to those initial states ρS which are mapped by Ψ to
density operators, i.e. Ψ(ρS) are also density operators.
In the following, we use this framework to restate the
main result of Ref. [7].
For the finite-dimensional Hilbert space HS ⊗HE , the
set of linear operators on HS ⊗HE , i.e. L(HS ⊗HE), is
also a finite-dimensional vector space. Consider the set
S ⊆ DSE , where DSE is the set of density operators on
HS⊗HE . Obviously S ⊂ L(HS⊗HE); so one can find a
set S ′, including a finite number of ρ(l)SE in S, which are
linearly independent and decompose other elements of S
as linear combinations of these ρ
(l)
SE ∈ S ′. For example,
if S ′ = {ρ(1)SE, ρ(2)SE , · · · , ρ(n)SE}, we can write each member
of S as ρSE =
∑n
l=1 al ρ
(l)
SE , where the real coefficients al
are unique. Finally, let us define V ⊆ L(HS⊗HE) as the
subspace spanned by ρ
(l)
SE ∈ S ′; i.e., for each X ∈ V , we
have X =
∑
l cl ρ
(l)
SE with unique complex coefficients cl.
Obviously S ⊂ V .
Now consider a linear map Ψ on TrEV in the form of
Eq. (2). So, for each x ∈ TrEV , we have (x = TrEX ,
X ∈ V):
x′ = Ψ(x) = TrE ◦AdU (X) = TrE
(
U X U †
)
. (15)
The first obvious requirement that such a map Ψ can be
defined, is the U -consistency of the V [8]; i.e. if for two
operatorsX1 and X2 ∈ V , we have TrEX1 = TrEX2 = x,
then we must have TrE ◦ AdU (X1) = TrE ◦ AdU (X2) =
Ψ(x). In Ref. [8], it has been shown that if S is convex
and U -consistent, then V is U -consistent too. Now, one
can define an assignment map Λ1 (Λ2) in the following
form: Λ1(x) = X1 (Λ2(x) = X2). So Ψ in Eq. (15)
can be written as Ψ(x) = TrE ◦ AdU ◦ Λ1(x) (Ψ(x) =
TrE ◦AdU ◦ Λ2(x)).
It has been shown in Ref. [8] that if V is U -consistent
for arbitrary unitary U ∈ L(HS⊗HE), then for each x ∈
TrEV , there is only oneX ∈ V for which we have TrEX =
x. So, there is only one way to define the assignment map
Λ.
The assignment map Λ is Hermitian and so has an
operator sum representation as Eq. (3) [8]. Now let’s
restrict ourselves to the case that Λ is in addition a CP
map and so has an operator sum representation as Eq.
(4). (The extension of) Λ is a map form L(HS) to L(HS⊗
HE). To make the input and output spaces the same, we
redefine Λ in the following way: If for a x ∈ L(HS) we
have Λ(x) = X ∈ L(HS⊗HE), we set Λ(x⊗|0E〉〈0E |) =
X where |0E〉 is a fixed state in HE . This redefinition
helps us to write Λ in the following form. One can find
an ancillary Hilbert space HC , a fixed state |0C〉 ∈ HC
and a unitary operator V on HS ⊗ HE ⊗ HC in such a
way that the CP map Λ can be written as [1]:
Λ(x) = Λ(x⊗ |0E〉〈0E |)
= TrC
(
V (x⊗ |0E〉〈0E | ⊗ |0C〉〈0C |)V †
)
.
(16)
The next observation is based on the useful result of
Ref. [18]. Note that for arbitrary state ρS ∈ TrEV , we
have
Φˆ(ρS) ≡ TrE ◦ Λ(ρS) = ρS . (17)
Φˆ is a CP map, since Λ is a CP map by assumption and
the partial trace TrE is also a CP map [1]. In addition
note that
Φˆ(ρS) = TrEC
(
V (ρS ⊗ |0E〉〈0E | ⊗ |0C〉〈0C |)V †
)
,
(18)
with the unitary V introduced in Eq. (16).
In Ref. [18], it has been shown that if for a set of
states SS ≡ TrE(V)∩ DS (where DS is the set of density
5operators on HS) and a CP map Φˆ, we have Φˆ(ρS) = ρS
for all ρS ∈ SS , then there exists a decomposition of the
Hilbert space HS as HS =
⊕
iHLi ⊗HRi such that:
(1) each ρS ∈ SS can be decomposed as
ρS =
⊕
i
pi ρLi ⊗ ω˜Ri , (19)
where the probability distribution {pi} and states ρLi ∈
DLi are dependent on ρS , but the states ω˜Ri ∈ DRi are
fixed for all ρS ; and
(2) the unitary V in Eq. (18) is in the form of
V =
⊕
i
ILi ⊗ VRiEC , (20)
where ILi is the identity operator on HLi and VRiEC is
a unitary operator on HRi ⊗HE ⊗HC .
Combining Eqs. (16) and (20) gives us:
Λ =
⊕
i
idLi ⊗ ΛRi , (21)
where idLi is the identity map on L(HLi) and ΛRi :
L(HRi) → L(HRi ⊗ HE) is a CP assignment map on
L(HRi). Using Eqs. (19) and (21), we have:
Λ(ρS) =
⊕
i
pi ρLi ⊗ ΛRi(ω˜Ri),
for each ρS ∈ SS . ΛRi is a CP map (on L(HRi)), so it
maps the state ω˜Ri to a state ω˜RiE ∈ DRiE . Therefore:
ρSE = Λ(ρS) =
⊕
i
pi ρLi ⊗ ω˜RiE , (22)
which is in the form of Eq. (11). Note that ω˜Ri are fixed
for all ρS ∈ SS , and so are ω˜RiE .
In summary, we have seen that if:
(1) V is a U -consistent subspace of L(HS ⊗HE) for all
U , and
(2) (the extension of) the assignment map Λ :
L(HS)→ L(HS ⊗HE) is CP,
then each ρS ∈ SS = TrE(V) ∩ DS is in the form of
Eq. (19), and is mapped by the assignment map Λ to a
ρSE ∈ S ≡ V ∩ DSE which is given by Eq. (22). Also
note that assuming that the assignment map Λ is CP re-
sults in the complete positivity of the reduced dynamical
map Ψ = TrE ◦AdU ◦ Λ.
In other words, the complete positivity of the assign-
ment map Λ assures that the set of initial states ρSE
(leading to CP reduced dynamics) is given by Eq. (11)
[7]. Reversely, if the set of initial states ρSE is given by
S in Eq. (11), then it can be shown simply, by explicit
construction of Λ [7], that the assignment map Λ is CP.
Let’s end this section with the following point. In the
previous section, we have seen that the set S in Eq. (11)
can be written as the steered set, i.e. as Eq. (13), from
the fixed Markov state ω˜ASE, in Eq. (12). For the U -
consistency of a steered set S, for arbitrary U ∈ L(HS ⊗
HE), a one-to-one correspondence between the members
of S and SS = TrE(S) is required. For a Markov state
ω˜ASE, the existence of this one-to-one correspondence is
proven in Ref. [19].
V. WHEN V IS U-CONSISTENT FOR A
RESTRICTED SET OF UNITARY OPERATORS U
In the previous section, we have restated the main re-
sult of Ref. [7]. We saw that the two conditions of U -
consistency for arbitrary U and the CP-ness of the as-
signment map, lead to Eq. (11). When the set of initial
states ρSE is given by S in Eq. (11), then the reduced
dynamics , for arbitrary U , is CP.
What if we relax the condition of U -consistency for ar-
bitrary U? As we will see in the following, this relaxation
leads to a generalization of Eq. (11); i.e. we will find a
set S of initial ρSE which includes the set given in Eq.
(11) as a subset and also leads to CP reduced dynamics
(for a restricted set of unitary operators U).
If V is U -consistent for all U in a set G ⊆ U(HS ⊗
HE), then V is called G-consistent (U(HS ⊗ HE), is the
set of all unitary U ∈ L(HS ⊗ HE)). In the previous
section, we have seen that if G = U(HS⊗HE), then there
is a one-to-one correspondence between the members of
TrE(V) and V . But if G is a proper subset of U(HS ⊗
HE), then there is no guarantee for such a one-to-one
correspondence. Therefore, one may find two different
X1 and X2 ∈ V for which we have TrEX1 = TrEX2 = x.
So, for Y = X1−X2 we have TrEY = 0. In other words,
there is a subset V0 ⊂ V such that for each Y ∈ V0 we
have TrEY = 0.
Therefore, there is more than one way to define the
assignment map. We write:
Λ˜ = Λ + V0, (23)
i.e. if Λ is an assignment map from TrE(V) to V such
that Λ(x) = X (x ∈ TrE(V) and X ∈ V), then adding
Y ∈ V0 gives us another possible assignment map Λ˜.
In general, the assignment map Λ is Hermitian [8].
But, in this paper, we restrict ourselves to the case that
the assignment map Λ is, in addition, CP; i.e. Λ in Eq.
(23) is a CP map as Eq. (4). Therefore, for this part of
the general assignment map Λ˜ in Eq. (23), a similar line
of reasoning, as appeared in the previous section, can be
applied. So, for Λ in Eq. (23), we can write Eq. (16) and
then Eq. (17) and finally, using the result of Ref. [18],
achieve Eq. (22).
Using Eqs. (22) and (23), for each ρS ∈ SS = TrE(V)∩
DS , we have
Λ˜(ρS) = Λ(ρS) + V0
=
⊕
i
pi ρLi ⊗ ω˜RiE + V0, (24)
where, as before, the probability distribution {pi} and
states ρLi ∈ DLi are dependent on ρS , but the states
ω˜RiE ∈ DRiE are fixed for all ρS ∈ SS .
6Therefore, for the set
S ≡ V ∩ DSE = {(
⊕
i
pi ρLi ⊗ ω˜RiE + V0) ∩ DSE},
(25)
the reduced dynamical map Ψ = TrE ◦ AdU ◦ Λ˜ is CP,
since the assignment map Λ is CP. Obviously, Eq. (11)
is a special case of Eq. (25), due to the case that V0 is
null, which is for G = U(HS ⊗HE).
In summary, we have proved the following theorem:
Theorem 1. If
(1) V is a U -consistent subspace of L(HS ⊗ HE), for
all U ∈ G where G ⊆ U(HS ⊗HE) , and
(2) (the extension of) the assignment map Λ :
L(HS)→ L(HS ⊗HE) is CP,
then S = V∩DSE is given by Eq. (25), which leads to CP
reduced dynamical maps Ψ = TrE◦AdU◦Λ˜ = TrE◦AdU◦Λ
for all U ∈ G.
Since Eq. (11) is a special case of Eq. (25), the above
theorem includes all the previous results in this context
as special cases. We end this section with two simple
illustrating examples.
Example 1. Consider the case that S = {ρSE ∈
DSE : TrS(ρSE) = ω˜E}, where ω˜E ∈ DE is a fixed state,
and G = {Usw}, where Usw is the swap operator. S is
convex and G-consistent.
Equivalently, we can write S as
S = {(ρS ⊗ ω˜E + V0) ∩ DSE}, (26)
where ρS is an arbitrary state in DS . For this example,
the assignment map Λ in Eq. (23) is CP, since, for each
x ∈ TrE(V) = L(HS), we have Λ(x) = x ⊗ ω˜E which is
obviously a CP map.
Therefore, for the set S in Eq. (26), the reduced dy-
namical map Ψ = TrE◦AdUsw ◦ Λ˜ is CP. The set S in Eq.
(26) obviously includes Eq. (5) as a subset. Recall that
Eq. (5) is the set given by Eq. (11) for the case that the
summation in Eq. (11) includes only one term and HR
is a trivial one-dimensional Hilbert space.
Example 2. Consider the case that S = DSE and
G = {US ⊗ UE}, where US (UE) are arbitrary unitary
operators on HS (HE). S is convex and G-consistent
and we can write it as
S = {(ρS ⊗ ω˜E + V0) ∩ DSE}, (27)
where ρS is an arbitrary state in DS and ω˜E is (arbitrary
chosen) fixed state in DE . Note that S in Eq. (27) differs
from S in Eq. (26) , because of the difference between V0
in the two mentioned equations. In the current example,
V = L(HS ⊗ HE). So V0 = ker TrE, i.e. the set of all
Y ∈ L(HS ⊗HE) for which TrE(Y ) = 0.
Writing S as Eq. (27) shows that the assignment map
Λ in this example is the same as Λ in the previous ex-
ample. The CP-ness of Λ results in the CP-ness of the
reduced dynamical maps Ψ = TrE◦AdU ◦Λ˜, for all U ∈ G.
Obviously, the set S = DSE in this example, which
yields CP reduced dynamics, is larger than any set which
can be constructed by Eq. (11).
Note that this example is, in fact, restating the result
of Ref. [12], using the Theorem 1.
It is also worth noting that though the assignment map
Λ, in the above two examples, became the same as the
one first introduced by Pechukas [13, 20], but, because
in the above examples G 6= U(HS ⊗ HE) and so V0 is
not null, the assignment map Λ˜ is not the same as the
Pechukas’s one.
VI. SUMMARY
Though there was a tendency to assume the CP maps
as the only possible quantum dynamics of a system, we
have seen in Sec. II that this is not the case, at least, for
open quantum systems.
In fact, the CP-ness of the reduced dynamics of the
system, for arbitrary U in Eq. (2), has been proven only
for some restricted sets of initial ρSE , which we reviewed
them in Sec. III. All the sets given in this section can be
written as special cases of Eq. (11).
An important result in this context is that of Ref. [7],
where it has been shown that if the assignment map is
CP, then the set of initial ρSE is given by Eq. (11).
In Sec. IV, we restated the mentioned result of Ref.
[7], using the framework introduced in Ref. [8]. This
treatment highlighted the condition of U -consistency for
arbitrary U , which is needed to achieve the result of Ref.
[7]. In Ref. [7], it has been assumed implicitly that there
is only one way to define the assignment map, which is
true only when the U -consistency condition is valid for
arbitrary U .
Finally, our treatment led us to the main result of this
paper, which was given in Sec. V. There, we relaxed the
condition of U -consistency for arbitrary U and found the
most general possible set of initial ρSE for which the as-
signment map Λ is CP and so the reduced dynamical
maps are also CP (for a restricted set of U in Eq. (2)).
This set, which was given in Eq. (25), includes Eq. (11)
as a special case. Therefore, it includes all the previously
found sets as special cases as well.
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