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ABSTRACT
This dissertation aims to explore the ideas and frameworks for solving the
discrete optimization problem in computer vision. Much of the work is in-
spired by the study of the image co-segmentation problem. It is through
the research on this topic that the author has become very familiar with
the graphical model and energy minimization point of view in handling com-
puter vision problems—that is, how to combine the local information with
the neighborhood interaction information in the graphical system for the in-
ference; and also the author has come to the realization that many problems
in and beyond computer vision can be solved in that way.
At the beginning of this dissertation, we first give a comprehensive back-
ground review on graphical model, energy minimization, integer program-
ming, as well as all their connections with the fundamental statistical physics.
We aim to review the various aspects of the concepts, models, algorithms,
etc., in a systematic way and from a different perspective. For instance,
we review the correspondences between the commonly used unary/binary
energy objective terms in computer vision with those of the fundamental
Ising model in statistical physics; and also we summarize several widely used
discrete energy minimization algorithms in computer vision under a unified
framework in statistical physics; in addition we stress the close connections
between the graphical model energy minimization and the integer program-
ming problems, and especially we point out the central role of Mixed-Integer
Quadratic Programming in discrete optimization in and beyond computer
vision.
Moreover, we explore the relationship between integer programming and
energy minimization experimentally. We test integer programming meth-
ods on randomly generated energy formulations (as those would appear in
computer vision problems), and similarly energy minimization methods on
the integer programming problem of Graph K-coloring. Therefore we can
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easily compare the optimization performance of various methods (no matter
whether they are designed for energy minimization or integer programming)
on one platform. We come to the conclusion that sharing the methods across
the fields (energy minimization in computer vision and integer programming
in applied mathematics) is very helpful and beneficial.
Based on the statistical physics inspired energy minimization framework
we obtained, we formulate the task of density based clustering into this for-
mulation. Energy is defined in terms of inhomogeneity in local point density.
A sequence of energy minima are found to recursively partition the points,
and thus we find a hierarchical embedding of clusters that are increasingly
homogeneous in density. Energy is expressed as the sum of a unary (data)
term and a binary (smoothness) term. The only parameter required to be
specified by the user is a homogeneity criterion—the degree of acceptable
fluctuation in density within a cluster. Thus, we do not have to specify, for
example, the number of clusters present. Disjoint clusters with the same
density are identified separately. Experimental results show that our method
is able to handle clusters of different shapes, sizes and densities. We present
the performance of our approach using the energy optimization algorithms
ICM, LBP, Graph-cut, and Mean field theory algorithm. We also show that
the family of commonly used spectral, graph clustering algorithms (such as
Normalized-cut) is a special case of our formulation, using only the binary
energy term while ignoring the unary term.
After all the discussions above on the general framework for solving the
discrete optimization problem in computer vision, the dissertation then fo-
cuses on the study of image co-segmentation, which is in fact carried out
before the above topics. Image co-segmentation is the task of automatically
discovering, locating and segmenting some unknown common object in a set
of images. It has become a popular research topic in computer vision during
recent years. The unsupervised nature is an important characteristic of the
problem; i.e., the common object is a priori unknown. Moreover, the com-
mon object may be subject to viewpoint change, lighting condition change,
occlusion, and deformation across the images; all these conditions make the
co-segmentation task very challenging. In this part of the study we focus on
the research of image co-segmentation and propose various approaches for
addressing this problem.
Most existing co-segmentation methods focus on co-segmenting the images
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with a very dominant common object, where the background interference is
very limited. Such images are not realistic for the co-segmentation task, since
in practice we may always encounter images with very rich and complex con-
tent where the common object is not dominant and appears simultaneously
along with a large number of other objects. In this work we aim to address
the image co-segmentation problem on this kind of image that cannot be
handled properly with many previous methods.
Two distinct approaches have been proposed in this work for image co-
segmentation; the key difference lies in the method of common object dis-
covery. The first approach is a “topology” based approach (also called a
“point-region” approach) while the second one is a “sparse optimization”
based approach. Specifically, in the first approach we combine the image key
point features with the segment features together to discover the common
object, while relying on the local topology consistency of both key point and
segment layout for the robust recognition. The obtained initial foreground
(the common object) in each image is refined through graphical model energy
minimization based on a global appearance model extracted from the entire
image dataset. The second approach is inspired by sparse optimization tech-
niques; in this approach we use a sparse approximation scheme to find the
optimal correspondence of the segments in two images as the initial estima-
tion of the common object, based on some linear additive features extracted
from the segments. In both proposed approaches, we emphasize the explo-
ration of inter-image information in all steps of the algorithms; therefore, the
common object need not to be dominant or salient in each individual image,
as long as it is “common” across the image set.
Extensive experiments have been conducted in this study to validate the
performance of the proposed approaches. We carry out experiments on the
widely used benchmark datasets for image co-segmentation, including iCoseg
dataset, the multi-view co-segmentation dataset, Oxford flower dataset and
so forth. Besides the above datasets, in order to better evaluate the perfor-
mance on the rich and complex images with non-dominant common object,
we also propose a new dataset in this work called richCoseg. Experiments
are also conducted on this new dataset and qualitative and quantitative com-
parisons with the recent methods are provided.
Finally, this dissertation also discusses very briefly some other vision prob-
lems the author has studied in previously published works.
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CHAPTER 1
INTRODUCTION
In computer vision and image processing, we often need to identify some
“common” entity (i.e. the frequently occurring entity) from the image dataset
and delineate it in each image. Such learning capability is essential for many
high-level recognition and analysis tasks, and this problem is termed “im-
age co-segmentation” [1-16]. The goal of image co-segmentation upon an
image dataset is to automatically discover, locate and segment the common
object in the images, where the common object is a priori unknown. Given
the cluttered background, especially when the common objects are subject
to viewpoint change, lighting condition change, occlusion and deformation
across the image set, the co-segmentation task is in no sense trivial (Figure
1.1).
As pointed out in the literature [1-7], image co-segmentation has a rich
application, such as automatically discovering a frequently occurring object
or object category in a huge number of images, locating the target object
in each individual image, or performing automatic foreground extraction or
background suppression given the image set. Image co-segmentation can also
be applied to object driven image retrieval, video tracking and segmentation,
and interactive image editing.
The term “image co-segmentation” was first introduced by Rother et al.
[1] in 2006, while before and around that time some other pioneering works
of a similar nature [7, 16] were also carried out under other names. The
early works approach the image co-segmentation problem via either image
histogram matching or some form of graph matching based on an image
segmentation tree. These methods are still among the fundamental ideas for
addressing the image co-segmentation today. Since then, various approaches
focusing on various aspects of the problem have been proposed. In Chapter
3 we will provide a detailed review of those methods.
An important characteristic of the image co-segmentation problem is its
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Figure 1.1: Some examples of image co-segmentation. Rows 1-2: baseball
images. Rows 3-4: cat images. Rows 5-6: flower images.
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unsupervised nature, i.e., the common object is a priori unknown and needs
to be discovered from the image set. As noted by [4], the joint segmenta-
tion upon the image set or the inter-image information exchange essentially
serves as the means for compensating for the lack of the supervisory knowl-
edge of the common object. The discovery or learning of the common object
from the dataset hence becomes the core part of the co-segmentation algo-
rithm. Many previous methods rely heavily on the information within each
individual image, such as the objectness/saliency measure or the GrabCut
result of each individual image, for discovering the common object. Hence,
these methods aimed at handling images with very dominant common object
and with little interference from the background. However, we argue that
this scenario is not realistic for image co-segmentation applications, since in
practice we may well encounter the case where the common object is not
prominent in the image at all and appears together with a large number
of other objects. Letting the information flow across images to discover the
common object is important and meaningful. In this study, we aim to formu-
late the image co-segmentation problem in that way—using the inter-image
information whenever possible to learn the common object. We propose
two distinct approaches in this work. The first is a point-region joint ap-
proach, where we make use of both image key point features and segment
features for recognition, meanwhile stressing the topology consistency among
the key points and the segments for robust object discovery. The second is
a sparse optimization based approach, where we use the sparse optimization
technique or the L1 constrained quadratic optimization to solve the image
co-segmentation problem. The performances of the proposed frameworks are
very encouraging and are validated by extensive experiments. The methods
we propose can satisfactorily handle challenging images with non-dominant
common object and a large number of other objects, which is a set of cases
that many previous methods cannot handle.
In the course of studying the image co-segmentation problem, I become
more and more familiar with the graphical model and energy minimization
point of view in handling the computer vision problems—that is, how to com-
bine the local information with the neighborhood interaction information in
the graphical system for the inference. I have come to the realization that
many problems in and beyond computer vision can be solved in that way. A
fundamental example is the study of the system of interacting ferromagnetic
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particles and their states in statistical physics, where the local information
of each particle and the interaction information among the particles need to
be considered simultaneously for the system state (or configuration) infer-
ence, which forms a perfect analogy with the problems we encountered in
computer vision and many other disciplines. In statistical physics, this prob-
lem is elegantly formulated in the celebrated Ising model and solved via the
graphical model energy minimization over the system. This insight provides
much inspiration for solving problems in computer vision and other fields, as
well as finding connections among the methodologies of these fields. Overall,
this part of the work is inspired from statistical physics principles, and from
there the connections and inter-relationships among the models, algorithms
and methodologies are explored.
The organization of this thesis is as follows.
Chapter 1 is the introduction, where we introduce the problem of image
co-segmentation, as well as the study inspired from there, i.e., the connections
and relationships among graphical model energy minimization, statistical
physics, integer programming and so forth. It also provides the organization
and overview of the work.
Chapter 2 is the essential background review of the thesis work. We
review the key connections among graphical model, statistical physics and
integer programming, and aim to summarize the close connections of those
concepts, frameworks and algorithms from some new perspective. For ex-
ample, given the statistical physics background we summarize the commonly
used local iterative discrete optimization algorithms in computer vision un-
der a unified physical framework, where these algorithms only differ in the
manner of local update. We further summarize the connection and corre-
spondence between graphical model energy minimization and integer pro-
gramming, emphasizing that for many problems these two types of problem
formulations are interchangeable; in particular, the optimization algorithms
developed in each domain respectively can be shared and applied to the other.
Chapter 3 summarizes the related works on image co-segmentation, where
we give a detailed survey on the existing co-segmentation methods, their
ideas, characteristics and formulations.
Chapter 4 is the experimental test of the relationship between integer
programming and energy minimization. Because of the realization of the
correspondence and interchangeability between integer programming and en-
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ergy minimization, we could apply integer programming methods to energy
minimization problems in computer vision and apply energy minimization
methods to integer programming problems in applied mathematics. We are
able to compare and benchmark the optimization power of the major opti-
mization algorithms in various disciplines, and hence offer people some in-
sights into those methods as well as the proper selection for handling certain
problems.
Chapter 5 proposes an energy optimization based clustering approach
inspired by statistical physics. Based on the discussions and studies above,
we are able to come up with a common framework for handling the general
computer vision problem which has its root in statistical physics. We ap-
ply this statistical physics inspired framework to the fundamental clustering
problem and show its value and usefulness.
Chapter 6 focuses on the fundamental problem of image feature matching,
which is an essential step in image co-segmentation, it can also be regarded
as a standalone scheme for common visual pattern recognition in general.
The image features include image key points, image segments/superpixels,
and any other kind of features that we use to find correspondences among
the images. We propose an image feature matching algorithm called local
topology consistency check, taking into account both image feature local in-
formation as well as neighborhood interaction information for the inference.
We discuss this algorithm for both the image SIFT key points matching and
image superpixel matching problems.
Chapter 7 focuses on the point-region joint approach for image
co-segmentation. It describes one of the approaches we proposed for image
co-segmentation, where both image key points and segments features are
used for discovering the common object and the inter-image information is
explored. We stress the importance of the topology in robust recognition and
propose a topology consistency check method for common object discovery
using both key points and segments. Then we build the appearance mod-
els for foreground and background and refine the image segmentations via
graphical model energy minimization. We conduct a large number of exper-
iments on various image datasets and show that our performance compares
favorably with previous methods.
Chapter 8 focuses on sparse optimization based image co-segmentation.
In this study we explore the L1 constrained quadratic optimization and its
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application in common object discovery and segmentation. The core part
of the algorithm is quite different from the previous chapter, yet the over-
all scheme is in parallel with the key point detection at the beginning and
graphical model energy minimization at the end. In comparison, the ap-
proach in Chapter 7 can be considered a “topology” based method where
the discovery of the common object is based on topology consistency (for
both key point and segment), while the approach in Chapter 8 is “sparse
optimization” based where the discovery of the common object is based on
L1 constrained quadratic optimization.
Chapter 9 describes related vision techniques. It describes some other
vision problems I addressed in my previous work, including granular object
recognition and texture recognition.
Chapter 10 offers conclusions.
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CHAPTER 2
BACKGROUND: GRAPHICAL MODELS,
STATISTICAL PHYSICS, AND INTEGER
PROGRAMMING
2.1 Introduction
The problem of labeling in discrete optimization [128, 138, 139] is central
to many computer vision tasks. Specifically, suppose we are given a graph
G = (V,E), where V denotes a set of nodes, node vi has labels (or states) xi
taken in the set Λ, and E is the set of edges each associated with a weight
representing the strength of connection between a node pair. In addition, we
have unary constraints in the graph that capture the compatibility of a label
with a node, and inter-node (such as binary) constraints that capture mutual
compatibility of labels assigned to a node and those it interacts with. The
goal of labeling then is to assign a label to each of the nodes L : V → Λ so
that both the unary and inter-node constraints are maximally satisfied, e.g.,
the labeling minimizes a suitable cost or objective function defined over the
node set. Formally, we want to find a labeling L∗ minimizing the objective
function:
L∗ = arg minL(COST
unary(L) + COST inter−node(L)) (2.1)
There are numerous problems in computer vision that involve labeling
and are often formulated as graphical model optimization, including image
denoising [124], segmentation [17], co-segmentation [1-5], stereo [140] and
inpainting [141]. Solutions to these labeling problems are often obtained
by formulating each node’s unary and inter-node (Markov neighborhood)
constraints as an “energy” defined using the graphical model. Optimal la-
beling is found by minimizing the sum of local, neighborhood energies of the
nodes, ignoring the transitive interdependences among those connected but
non-neighboring nodes. The most common approach to expressing a node’s
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neighborhood energy is in terms of pairwise (binary) energies, each capturing
the degree to which the node and its neighbor satisfy their associated binary
constraint. A review of the related work on this graphical model energy
minimization scheme in computer vision is given in Section 2.2.
We would also like to note that among the general labeling problems the
binary labeling problem (i.e. only two labels for the problem) has funda-
mental importance. On one hand most fundamental discrete optimization
problems can be cast into the binary labeling problem [33, 40], and on the
other hand in most cases the multiple labeling problem can be solved via a
successive sequence of binary problems, as in the Normalized-cut clustering
algorithm [120] as well as the Graph-cut optimization algorithm [23, 24] with
α expansion and α-β swap. In fact, all the multiple labeling problems can
be converted into the binary labeling one via the ideas analogous to the α
expansion or α-β swap algorithm: we group all the labels into two classes,
consisting of one particular label versus the rest, and the original problem
can be solved as a binary one, while the resulting multi-valued subproblem,
with one less label, may be recursively solved in the same way until only two
labels are left. Specifically, during the optimization process at each time we
fix on a particular label α0, all the nodes will be classified into the binary
label either α0 or non-α0. For each non-α0 node, we can make the decision
if we should switch its label to α0 if the switch leads to lower energy. We
traverse this scheme on all the labels and iterate. Hence in this manner,
we convert the multiple labeling problem into successive intermediate binary
labeling problems. This reveals the fundamentality of the binary labeling
problem. As a consequence, most of the discussions in this chapter focus on
only the binary labeling case.
The binary labeling problem also directly represents a real and fundamen-
tal problem on ferro-magnetism in statistical physics, which can then serve
as a model for binary problems in computer vision. The physics problem
is about a system of interacting particles V , having one of two spins (“up”
or “down”, represented by labels Λ). Whether the spins of a particle and
another interacting particle are the same or not determines the energy of the
pair. The overall energy of the particle system is captured by the well-known
Ising model [122], and is minimized to obtain a solution to the problem of
estimating spins of the particles. A review of the related physics problem
and the Ising model, and its relationship with the energy based approaches
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of computer vision problem, is also given in Section 2.2.
The goal of graphical model energy minimization is to seek the optimal
configuration or labeling on the nodes of the graphical model, leading to the
minimal overall network energy. During the energy minimization process the
fitnesses of the labeling to each node and to each neighboring node pair are
considered simultaneously. This is a combinatorial optimization problem and
in many cases it is NP-hard [129], therefore various optimization algorithms
are proposed to make this problem tractable. Among all those methods is
an important class, the local methods [123-127], which turn the global opti-
mization task into the local operations. Although that does not guarantee
a global optimum, it often yields a reasonably good solution in reasonable
time. Section 2.3 aims to review and unify these local optimization methods
under a common and concise framework based on statistical physics, where
the optimization procedures bear the ideas similar to those of Gibbs sampling
or Markov Chain Monte Carlo (MCMC). Such energy based local methods
include Hopfield network dynamics [123], the Iterative Conditional Modes
(ICM) algorithm [124], the Mean field algorithm [125, 126], and Boltzmann
machine dynamics [127]. Because of the close connection between discrete
optimization and statistical physics, there have been many papers discussing
the relationships among the various discrete optimization methods based on
physical settings [129-131]. Yet no previous paper has compared the particu-
lar four algorithms analyzed in this chapter (Hopfield, ICM, Mean field, and
Boltzmann), but many papers and textbooks have performed comparative
analysis of two or three of these algorithms.
Besides the connections between graphical model energy minimization and
statistical physics, another focus of this chapter is reviewing the relationship
between the labeling problem addressed in computer vision and the discrete
optimization problem widely considered in the field of applied mathematics.
The latter is commonly formulated as integer programming [165, 154, 156],
aimed at estimating the optimal values of variables defining a given objective
function (or in addition, satisfy certain other constraints) that some or all of
the variables are restricted to be integers. Particularly, we notice in our study
that the basic Ising model in physics, the commonly encountered energy min-
imization problem in computer vision, as well as many fundamental discrete
optimization problems (see Section 2.4 for details) can all be formulated as a
special kind of integer programming—the Mixed-Integer Quadratic Program-
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ming (MIQP). Section 2.4 presents related work in integer programming and
examples of problems considered that mirror labeling problems in computer
vision. An illustrative problem is Graph K-coloring problem wherein given
a certain graph we want to color its nodes with exactly K colors such that
all neighboring nodes have different colors.
Section 2.5 discusses correspondences between the two classes of problems
captured by the graphical model energy minimization and integer program-
ming formulations. We show that the two formulations can be mapped onto
each other, and for the case of binary labeling, the two are identical. Since
the research communities addressing these two classes of problems have tra-
ditionally worked independently, they have developed somewhat different
approaches and algorithms (except for the work of Dan Roth and his stu-
dents on integer linear programming methods [192]). A central theme here is
to address the question as to how the two types of resulting solutions connect
and compare. Towards this, Section 2.6 first reviews the methods developed
for energy minimization in computer vision (some of these can be found in
Section 2.3). We note that many of these methods, such as ICM [124], LBP
[133] and Mean field algorithm [125, 126], share the characteristic that they
are iterative and greedy—traversing the graph while estimating the label at
each node to minimize the node’s local energy, and therefore yielding a local
optimum as the final solution. Yet the Graph-cut algorithm [23, 24], which
is a max-flow/min-cut based method, is an exception for the case of binary
labels (where the global optimum can be obtained); but for the multi-label
problem, it still makes local and greedy moves (α expansion and α-β swap),
to find a local minimum of the energy function. Section 2.7 then presents an
analogous review of the integer programming algorithms developed in applied
mathematics. We note that a major characteristic of the latter is that they
find exact (globally optimal) solutions, by simultaneously computing labels
at all nodes that minimize the objective function. In contrast, the energy
minimization methods minimize the sum of local energies, therefore yielding
solutions not guaranteed to be exact. However, we find in our experiments
(see Chapter 4 ) in certain cases the integer programming methods may suffer
from the problem of non-convergence or extremely slow convergence, while
the local energy based methods can do much better.
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2.2 Connections between graphical model energy
minimization and statistical physics
In this section, we review the essential connections between the discrete op-
timization (e.g. graphical model energy minimization problem in computer
vision) and statistical physics. As mentioned above, in statistical physics
study of interacting particle (such as the study of ferromagnetic system),
each particle or node in the system is associated with some state, and an
energy level is defined for the system which is a function of all the states of
the nodes in the system (known as system configuration). The Boltzmann
law reveals the relationship between the system energy E(X) and the con-
figuration probability p(X) of the system configuration X. The Boltzmann
law states
p(X) =
1
Z
exp(−E(X)
kT
) (2.2)
where k is the Boltzmann constant, T is the temperature parameter, Z is
the normalization constant. Therefore, seeking the most probable system
configuration is equivalent to seeking the minimal system energy.
The celebrated Ising model [122] in statistical physics studies a system of
ferromagnetic particles where each particle has one of the two spin states
either “up” or “down”. Given some external field and considering the in-
teraction among the particles, the optimal or the stable state of the system
can be estimated. Let us denote the binary node state xi ∈ {−1, 1}, then
the physical based formulation of the system energy is captured by the Ising
model as follows.
E =
∑
i
Eunaryi +
∑
(i,j)∈N
Ebinaryij =
∑
i
θixi −
∑
i,j
wijxixj (2.3)
where θi is the unary parameter representing the “external field” for each
node vi, wij is the connection strength or edge weight between the neigh-
boring nodes vi and vj, and N denotes the neighborhood set. This energy
formulation is also known as the Hamiltonian function of the Ising model
[121].
The Ising model offers a perfect analogy with the binary graphical model
optimization problem in computer vision, where the energy (or cost, or ob-
jective) function is defined on the graphical model to quantify the quality of
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various labelings, or configurations, of the graph. As mentioned earlier, the
energy formulation also consists of a unary (data) term and a binary (smooth-
ness) term, encoding, respectively, the unary node information (the quality,
fitness or match of a label to a node) and the node interaction information
(match between the labels of a pair of neighboring nodes).
E =
∑
i
Edatai (xi) +
∑
i,j
Esmoothnessij (xi, xj) (2.4)
The optimal labeling is the one that minimizes this energy as in (2.5).
x∗ = arg minxE(x) (2.5)
Various vision problems instantiate different components of the graphical
model in different ways. For example, node V can represent image pixels
or superpixels; label Λ can represent intensity level or object category to
which the node belongs, either binary or multi-valued; neighborhood struc-
ture can be (4- or 8- connected rectangular) grid, as well as non-grid, regular
and irregular structures. For example, for the problem of image denoising,
graph nodes may represent image pixels, connections between nodes may be
according to 4-neighborhood, and node labels may refer to pixel intensities;
for the problem of image segmentation, graph nodes may represent image
superpixels, graph structure may be irregular, and node labels may refer to
segment labels.
In computer vision, the most popular and commonly used binary/smoothness
energy term is the Potts model [132],∑
i,j
Esmoothnessij (xi, xj) = Potts(x) =
∑
i,j
I(xi 6= xj)wij (2.6)
where I is the indicator function with value 1 if the argument is true and
value 0 otherwise. In fact, it is straightforward to show that for the binary
labeling case xi = ±1, the Potts model can be written in the same form as
the binary energy term −∑i,j wijxixj in the Ising model (2.3). Specifically,
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we can write the binary energy term in (2.3) as:
∑
i,j E
binary
ij (xi, xj) = −
∑
i,j wijxixj
=
∑
i,j I(xi = xj)(−wij) +
∑
i,j I(xi 6= xj)wij
= 2
∑
i,j I(xi 6= xj)wij −
∑
i,j wij (2.7)
since we know in binary case I(xi = xj) + I(xi 6= xj) = 1. If we drop the
constant term −∑i,j wi,j from the last line above, we arrive at the scaled
version of the Potts model for the smoothness energy term
∑
i,j E
smoothness
ij
commonly used in computer vision problems.
Potts(x) =
1
2
(−
∑
i,j
wijxixj +
∑
i,j
wij) (2.8)
where the constant term
∑
i,j wij can be dropped when performing the opti-
mization.
On the other hand, the unary/data term Edatai = E
unary
i in graphical model
energy formulation (2.4) is determined heuristically in many optimization
schemes. However, (2.3) suggests that this unary energy term can be written
in the form Eunaryi = θixi for binary valued labels, where θi is independent of
node label. In fact, we can easily find the formula for the unary parameter
θi. Since we know E
unary
i = θixi from (2.3), we have E
unary
i (xi = 1) = θi and
Eunaryi (xi = −1) = −θi, and therefore,
θi =
1
2
(Eunaryi (xi = 1)− Eunaryi (xi = −1)) (2.9)
Thus, the unary parameter θi can be determined as the unary energy differ-
ence for labeling the node with +1 versus -1.
If the data term in the energy formulation is not written in the above,
physically based form, and is instead defined heuristically as Edatai (xi = 1) =
α and Edatai (xi = −1) = β, where α is not necessarily equal to −β, we can
simply let θi = (α − β)/2 and let constant ci = (α + β)/2 (the mid-point
between α and β), then we have Edatai (xi = 1) = ci+θi and E
data
i (xi = −1) =
ci − θi. Then, the data term
∑
iE
data
i (xi) can be easily written as∑
i
Edatai (xi) =
∑
i
θixi +
∑
i
ci (2.10)
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which is again in the standard Ising model form (up to a constant).
Hence the graphical model energy formulations for binary labels follow
from the Ising model (2.3), which therefore can be regarded as the core of
the optimization formulations used in most computer vision problems.
2.3 Unification of several graphical model energy
minimization schemes
We will show in this section that various (local and iterative) graphical model
energy optimization methods commonly encountered in computer vision can
be unified under a common framework based on statistical physics. Such
optimization schemes include Hopfield network dynamics, Iterative Condi-
tional Modes (ICM) algorithm, Mean field algorithm, and Boltzmann ma-
chine dynamics. There are some other popular optimization schemes used
in computer vision, such as Graph-cut [23, 24], Loopy Belief Propagation
(LBP) [133, 134], Tree re-weighted message passing (TRW) [135], etc., which
cannot be fitted into the unified scheme directly (LBP’s local update is not
based on the particle physics as the Hamiltonian function; Graph-cut is a
graph max-flow/min-cut based method), but some of them nevertheless have
close connections with statistical physics (in terms of the Bethe free energy
etc. [134]). Those methods will be discussed in Section 2.6.
The main points we would like to make in this section include the following:
(1) We show that under statistical physics principles all the methods above
can be unified under a common and concise optimization framework, with
differences only in the local label update manner. (2) We point out that
the ICM algorithm is equivalent to Hopfield dynamics for binary labeling
problems. (3) We also show ICM and Hopfield algorithms are both limiting
cases of the Mean field theory algorithm when the temperature parameter
in the Mean field theory algorithm approaches zero, a concise mathematical
proof is also provided. (4) We also give a unique and new derivation for
the Mean field theory update formulation based directly on the statistical
physics principle, while the previous derivations are mainly based on the KL
divergence from probability theory (which is not necessary in our derivation).
In the following subsections, we will first review the various optimization
schemes—Hopfield network dynamics, ICM algorithm, Mean field theory al-
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gorithm, and Boltzmann machine dynamics using consistent notation, and
then summarize and present the unifying framework at the end.
2.3.1 The Hopfield networks
The Hopfield network [123] is a popular binary graphical model in neural
networks. With the graphical structure as described above, people normally
associate an energy function with the Hopfield network in the form [129, 130]
E =
∑
i
θixi − 1
2
∑
i,j
wijxixj (2.11)
If we absorb the coefficient 1
2
into wij, this energy function is the same as
the Ising model energy formulation. In Hopfield network the new state of a
node (neuron) vi is determined by the weighted sum of the inputs received
from its neighbors and an activation threshold θi associated with the node:xi = 1, if
∑
j∈N(i) xjwij > θi
xi = −1, if
∑
j∈N(i) xjwij < θi
(2.12)
With this update rule, the dynamics of a Hopfield network consist of the
following steps: Initialize the network randomly; update the node label one
by one in the network with some random order, until all the nodes are up-
dated; repeat and iterate for the entire network until convergence or until a
certain number of iterations is reached. It has been proved that with these
dynamics, the Hopfield network is guaranteed to converge to a local minimum
of the total energy in the network, see the discussion in next subsection.
2.3.2 The Iterative Conditional Modes (ICM) algorithm
The Iterative Conditional Modes (ICM) algorithm [124] is a classical ap-
proach to optimizing the graphical model (MRF). Given the current network
configuration, the algorithm computes the new label for each node vi which
minimizes its local energy. Again we focus on the binary network with node
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state xi ∈ {−1, 1}. For each node vi, the ICM assignment rule is:xi = 1, if Ei(xi = 1) < Ei(xi = −1)xi = −1, if Ei(xi = −1) < Ei(xi = 1) (2.13)
If we consider the network energy as defined in (2.3), for each node vi we
have
Ei = θixi −
∑
j∈N(i)
wijxixj (2.14)
Therefore the criterion Ei(xi = 1) < Ei(xi = −1) in the ICM update
formula (2.13) becomes
θi −
∑
j∈N(i)
wijxj < −θi +
∑
j∈N(i)
wijxj (2.15)
or
θi <
∑
j∈N(i)
wijxj (2.16)
Hence the ICM update rule (2.13) becomes exactly the same as the Hopfield
update rule in (2.12). Therefore the ICM optimization algorithm is equivalent
to the Hopfield dynamics on the binary networks with physically inspired
energy formulation defined in (2.3).
In addition it can be proved that with such update rule, the ICM algo-
rithm is guaranteed to converge to some local minimum of the total energy in
the network. Since at each step the network energy either stays the same or
decreases, and the total number of network configurations is finite, the itera-
tions must converge to some stable state in finite steps. The same argument
goes for the Hopfield network.
2.3.3 The Mean field theory algorithm
The Mean field theory algorithm [125, 126] is also a well-known approach
for graphical model (MRF) optimization, and a good survey can be found
in [125]. Again we focus on the binary case here, and the network energy is
defined as earlier except for a different sign convention:
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E =
∑
i
Edatai +
∑
i,j
Esmoothnessij = −
∑
i
hixi −
∑
i,j
Jijxixj (2.17)
where Jij > 0 and hi are constants for smoothness term and data term,
respectively.
The Mean field theory formulation is based on the assumption of the in-
dependence of node label xi in the network: the essence being to replace the
interaction among nodes with a “mean field”, and assume each node acts in-
dependently under the “mean field”, thus reducing the many-body problem
into one-body problem. We denote the label probability pi(xi) for each node
vi by a single continuous variable mi ∈ [−1, 1] (the “mean field”) representing
the expectation of the label xi at that node,
mi =
∑
xi∈{−1,1}
xipi(xi) = pi(xi = 1)− pi(xi = −1) (2.18)
Based on this setting, we can derive the Mean field theory formulation from
its basis in statistical physics. The fundamental principle in statistical physics
is the Boltzmann law, which relates the system energy with the configuration
probability [121, 129]. In the binary system xi ∈ {−1, 1}, for a given node
vi the Boltzmann law can be written as
∆Ei = Ei(xi = 1)− Ei(xi = −1)
= T lnp(xi = −1)− T lnp(xi = 1) (2.19)
where T is the temperature parameter (the Boltzmann constant k is absorbed
in T ). It is straightforward to show
pi(xi = 1) =
1
1 + exp(∆Ei
T
)
, pi(xi = −1) = 1
1 + exp(−∆Ei
T
)
(2.20)
According to the physical based energy definition
Ei(xi) = −hixi −
∑
j∈N(i) Jijxixj, the energy difference ∆Ei for node vi
between the two energy levels can also be expressed as
∆Ei = Ei(xi = 1)− Ei(xi = −1) = −2(hi +
∑
j∈N(i)
Jijxj) (2.21)
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Above in (2.18) we define the “mean field” mi at each node vi as the
expectation of the label xi at that node, substitute (2.20) into (2.18) we have
mi =
1
1 + exp(∆Ei
T
)
− 1
1 + exp(−∆Ei
T
)
(2.22)
Also from the simple triangle equalities we know
1
1 + exp(−2α) −
1
1 + exp(2α)
= tanh(α)
If we let α = −∆Ei
2T
in (2.22) we immediately obtain
mi = tanh(−∆Ei
2T
) = tanh(
1
T
(hi +
∑
j∈N(i)
Jijxj)) (2.23)
Recall the basic assumption in Mean field theory is the independence of la-
bel xi in the network, with the essence being to replace the interaction among
the nodes with some “mean field”, assuming each node acts independently
under this “mean field”. Therefore we can estimate xj with its expectation
xj ∼=< xj >= mj, and then we arrive at the Mean field theory label update
formulation
mi = tanh(
1
T
(hi +
∑
j∈N(i)
Jijmj)) (2.24)
We can hence compute the “mean field” at each node vi, where tanh(x) =
ex−e−x
ex+e−x is in the range [−1, 1], which is the range of mi. The overall updating
and iteration scheme for the entire network is the same as that in the Hopfield
and ICM algorithms.
It is also possible to derive Mean field theory based on the minimization
of the KL divergence between the true joint density of the network and its
“mean field” approximation [125]. Given the network and its configuration
X, we first represent the joint density Q(X) of all the nodes of the network
in terms of Boltzmann distribution.
Q(X) =
1
Z
exp(− 1
T
E(X)) (2.25)
where again E(X) is the total energy of the network, Z is a normalization
factor and T is the temperature parameter. We want to find some density
function P (X) within certain function class that best approximates Q(X).
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Towards this goal, we consider the KL divergence between them.
DKL(P ||Q) =
∑
X
P (X)ln
P (X)
Q(X)
(2.26)
Substitute the expression for Q(X) in (2.25) into (2.26) and drop the constant
term, we obtain the free energy as
F (P ) =
1
T
∑
X
P (X)E(X) +
∑
X
P (X)lnP (X) (2.27)
Minimizing the KL divergence in (2.26) is equivalent to minimizing the free
energy F (P ) in (2.27).
With the “independence” assumption for Mean field theory, we can define
the approximate joint density P (X) as
P (X) =
∏
i
pi(xi) (2.28)
Of course this assumption is generally not true, but the strategy is to select
P (X) that best approximates Q(X) within the above function class. After
some derivation, the mi that minimizes F (P ) can be shown to have the same
form as that in (2.24).
Therefore the two derivations above are equivalent. Here, instead of as-
signing one of the labels to each node, as in the Hopfield and ICM cases, the
expectation of the label (a real number) is assigned. The overall updating
and iteration scheme is the same as before. If we let hi = −θi and Jij = wij
in (2.24), we note the argument in the tanh function hi+
∑
j∈N(i) Jijxj is ex-
actly the same as the criterion −θi +
∑
j∈N(i) wijxj in the update rule (2.12)
for the Hopfield/ICM algorithm. In addition as the parameter T → 0 in
(2.24), the tanh function approaches the “hard threshold” function which
maps the positive value to 1 and negative value to -1. In fact as we show
below, the assignment rule in Mean field theory is just a soft version of the
assignment rule in Hopfield/ICM algorithm, where in the latter case xi can
only take the value 1 or -1 and in the former case mi can take a real value
in the range [−1, 1]. Hopfield dynamics and ICM algorithm are the limiting
cases of the Mean field theory formulation for T → 0. Specifically, if we let
α = hi +
∑
j∈N(i) Jijmj in the Mean field theory update formula (2.24), it is
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straightforward to show when the temperature parameter T → 0
lim
T→0
mi = lim
T→0
tanh(
α
T
) = lim
T→0
eα/T − e−α/T
eα/T + e−α/T
(2.29)
=
1, α > 0−1, α < 0
Since α can also be written as α = −θi +
∑
j∈N(i) wijxj, this is exactly the
update rule for Hopfield/ICM algorithms in (2.12). Therefore it is mathe-
matically proved that the Mean field theory update rule becomes the Hop-
field/ICM update rule at the limit T → 0.
2.3.4 The Boltzmann machine
Boltzmann machine [127, 136, 137] is another well-known binary graphical
model in neural networks. It has the same graphical structure as described
above with binary labels, except that its label is determined stochastically.
That is, for node vi the label xi is sampled from the current conditional
distribution of the label given the current network configuration. Based on
the Boltzmann law (2.2), the conditional distribution of the current node
label is obtained in (2.20), or rather
p(xi = 1) =
exp(
hi+
∑
j∈N(i) Jijxj
T
)
exp(
hi+
∑
j∈N(i) Jijxj
T
) + exp(−hi+
∑
j∈N(i) Jijxj
T
)
p(xi = −1) =
exp(−hi+
∑
j∈N(i) Jijxj
T
)
exp(
hi+
∑
j∈N(i) Jijxj
T
) + exp(−hi+
∑
j∈N(i) Jijxj
T
)
(2.30)
where the node energy difference ∆Ei in (2.20) can be easily computed from
(2.21) given the physical based network energy formulation. The new label
of node vi is then sampled from this distribution. Other than this stochastic
updating rule, the overall iteration scheme of the Boltzmann machine is the
same as those of the Hopfield network, ICM and the Mean field algorithm.
In fact [129] also refers Mean field algorithm as the deterministic Boltzmann
machine due to this analogy, yet Hopfield/ICM methods are also determin-
istic (in a different way), therefore we will classify them differently as we
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describe below.
Finally we want to point out that the unrestricted Boltzmann machine is
impractical in real-world applications, when the machine is scaled up to any-
thing larger than a trivial machine. In order to solve this problem Smolensky
proposed the Restricted Boltzmann machine (RBM) [136] which prohibits the
edge connections within the “hidden” and “visible” nodes, respectively. The
RBM can form the building block for the deep learning schemes, yet the
discussion on RBM is out of the scope of this chapter.
2.3.5 The unification of above schemes
To summarize, we can put all the above schemes—Hopfield network dynam-
ics, ICM algorithm, Mean field theory algorithm and Boltzmann machine
dynamics—into a unified framework under the same notation and language
of statistical physics. The energy of the network is defined as in (2.31) below,
which has a physical interpretation as the Hamiltonian function of the Ising
model derived in statistical mechanics.
E =
∑
i
Eunaryi +
∑
i,j
Ebinaryij =
∑
i
θixi −
∑
i,j
wijxixj (2.31)
The energy consists of a data (unary) term and a smoothness (binary)
term, where θi is the unary parameter related with the external field (or
“observation” in many computer vision problems) and wij is the edge weight
or connection strength between the nodes vi and vj. In addition, we can
find the formula for the unary parameter θi as in (2.9), we repeat it here for
convenience.
θi =
1
2
(Eunaryi (xi = 1)− Eunaryi (xi = −1)) (2.32)
Again the unary parameter θi is the unary energy difference for labeling the
node with +1 versus -1, for the binary network with energy defined in (2.31).
For each node vi , the quantity
fi = −θi +
∑
j∈N(i)
wijxj (2.33)
has a physical meaning in the Ising model as the force exerted on node vi
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due to the neighboring nodes, and the external field [121]. xj in the above
formula can be either the label of node vj or the label expectation of node
vj (i.e. mj in Mean field theory algorithm). Based on the value or sign of fi,
the local label updating at node vi can be done in various manners:
(a) Hard assignment
We update the xi only based on the sign of fi, namelyxi = 1, if fi > 0xi = −1, if fi < 0 (2.34)
This is the case for the assignment rule in the Hopfield network and ICM
algorithm.
(b) Soft assignment
We update the label expectation at node vi, mi, based on the value of fi,
namely
mi = tanh(
fi
T
) =
exp(fi/T )− exp(−fi/T )
exp(fi/T ) + exp(−fi/T ) (2.35)
where T is the temperature parameter. This is the case for the assignment
rule in the Mean field algorithm.
(c) Stochastic assignment
We update xi by sampling the current label distribution at node vi, which
is computed based on the value of fi,
pi(xi = 1) =
1
1+exp(∆Ei/T )
= 1
1+exp(−2fi/T )
pi(xi = −1) = exp(∆Ei/T )1+exp(∆Ei/T ) =
exp(−2fi/T )
1+exp(−2fi/T ) (2.36)
The updated label is then obtained by performing Gibbs sampling on this
distribution stochastically. In above we have
∆Ei = −2(−θi +
∑
j∈N(i)
wijxj) = −2fi (2.37)
This is the case for the assignment rule in the Boltzmann machine.
Based on above local updating rules, the overall scheme for optimization
is the same for all the cases. We perform the local updates at each node, by
visiting all the nodes one by one, in a random order, and we iterate this for
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the entire network until convergence, or for a certain number of iterations.
This procedure is similar in form to Gibbs sampling or Markov Chain Monte
Carlo (MCMC), although it can be either deterministic or stochastic.
Above we have reviewed some commonly used graphical model optimiza-
tion schemes within a unified framework under the viewpoint of statistical
physics. We show that all these schemes are similar conceptually, differing
only in the manner of their local label update fashions. All of them adopt
similar ideas in their optimization procedures, namely propagating the local
information to the entire network via an iterative process.
2.4 Background on integer programming in applied
mathematics
In applied mathematics, the labeling problem is often formulated in terms of
the integer programming problem [143-165]. An integer program can be con-
sidered as a polynomial in the elements of an n-dimensional vector x where
all the elements in x (node labels in case of the labeling problem) are inte-
gers. The unary and pairwise constraints between nodes can be formulated
in an integer program (the objective). Mixed-Integer Quadratic Program-
ming (MIQP) [161-164] represents the most generally used form of integer
programming (includes linear integer programming as a special case), and is
defined as
arg minx,xi∈Zθ
Tx+ xTQx
= arg minx,xi∈Z
∑
i
θixi +
∑
i,j
qijxixj (2.38)
where x is the unknown n × 1 label vector with integer elements xi ∈ Λ, θ
is a n × 1 vector encoding the unary parameter and Q is a n × n matrix
encoding the binary parameter. Integer here refers to the label x taking only
integer (especially, binary) values, while mixed means the parameter vector θ
and matrix Q can take real values. It has been shown [146], following appro-
priate transformation of equality/inequality constraints when necessary, that
many labeling or discrete optimization problems can be formulated as MIQP,
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including the Graph coloring problem, Set covering problem, Quadratic as-
signment problem, Quadratic knapsack problem, Maximum Clique problem,
and Maximum independent set problem. In this sense, the MIQP formulation
can be regarded as the cornerstone of the discrete optimization problems.
Again as we mentioned, in this study we mainly focus on the fundamental
binary optimization problem, where the label xi ∈ {−1, 1} or {0, 1}. In
such cases any higher order term (degree ≥ 3, such as x3i , xixjxk etc.) in
the objective integer program can always be reduced to the quadratic term
(such as x2i , xixj etc.) with additional variables [147, 160]. For example the
fourth-order objective function
f(x1, x2, x3, x4, x5) = 2x1x2 − 7x1x2x3x4 + 5x1x2x3x5 (2.39)
can be transformed into the binary MIQP formulation as
f(x1, ..., x7) = 45x6 + 45x7 + 20x1x2 − 30x1x6 − 30x2x6
+15x3x6 − 30x3x7 − 7x4x7 + 2x5x7 − 30x6x7 (2.40)
with the same optimum value and corresponding configuration. Therefore
every binary mixed-integer programming problem can be converted into the
binary mixed-integer quadratic programming (MIQP) problem of the form
(2.41).
arg minx,xi∈{1,−1}θ
Tx+ xTQx (2.41)
The corresponding (binary) MIQP problem is at the core of discrete opti-
mization, and is also known by the names Unconstrained binary quadratic
programming (UBQP) [145, 146, 159], Pseudo Boolean optimization [147],
Unconstrained 0-1 quadratic optimization [161], etc.
Following are two examples of the labeling problems formulated using
MIQP. First, in the Portfolio selection problem in economics, the task is
to allocate financial assets into multiple projects to achieve the minimum
risk. Here, the node set V may refer to the set of projects and the label
set Λ ∈ {1, 0} determines whether we should accept or reject projects. The
optimization problems can be formulated as Mixed-Integer Quadratic Pro-
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gramming (MIQP) problem as follows.
arg minx,xi∈{0,1}θ
Tx+ xTQx (2.42)
The second example is the Graph coloring problem. Specifically, the Graph
K-coloring problem is to color a graph of n nodes using exactly K colors,
where the adjacent nodes cannot have the same color. To formulate this
problem, we use variable xik to denote if the node vi is labeled with color k
(if true then xik = 1, otherwise xik = 0). We stack xik in the following manner
to form the label vector x = [x11, ..., x1K , x21, ..., x2K , ..., xn1, ..., xnK ]
T . It can
be shown that the Graph K-coloring problem can then be formulated in the
following MIQP form (see Chapter 4, Section 4.2 for details).
arg minx,xi∈{0,1} x
T (ATA+ P )x− 2bTAx (2.43)
2.5 Relationship between graphical model energy
minimization and Mixed-Integer Quadratic
Programming (MIQP)
A key observation made in several sections above is that the two classes
of problems, energy minimization and integer programming, are essentially
identical for the binary labeling problem. In particular, the common energy
formulation (2.3) or (2.31) used for energy minimization is in the standard
Mixed-Integer Quadratic Programming (MIQP) form. The two formulations
can be transformed into each other in a straightforward way as we summa-
rize below. Consequently, we can compare and benchmark the optimization
methods developed for the two cases on the common formulations.
Given an integer program in standard MIQP form,
arg minx,xi∈{−1,1}θ
Tx+ xTQx
= arg minx,xi∈{−1,1}
∑
i
θixi +
∑
i,j
qijxixj (2.44)
where x ∈ {−1, 1}n and quadratic matrix Q is symmetric, we can always
construct a graph of n nodes where xi represents the label of the node vi,
wij = −qij represents the edge strength between the nodes vi and vj (wij = 0
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means no edge connection between the two nodes), and θi represents the
unary parameter at each node vi. Then the integer program in (2.44) can
be reformulated as minimizing the graphical model based energy function.
Various optimization methods have been developed in computer vision and
statistical physics to solve the problem, such as ICM [124], LBP [133], Graph-
cut [23], TRW-S [166], and Mean field theory algorithm [125, 126]. Therefore,
these methods can be also applied for solving the mixed-integer quadratic
programming problem.
On the other hand, the graphical model energy minimization problem is
given by
arg minx,xi∈{−1,1}
∑
i
Edatai (xi) +
∑
i,j
Esmoothnessij (xi, xj)
(2.45)
This can be represented as energy minimization on a graph which has n
nodes, and the graph weight matrix W has the elements wij ≥ 0 representing
the edge strengths between the nodes vi and vj. As we discussed in Section
2.2, if we use the commonly used Potts model for the smoothness energy term
Esmoothnessij (or directly use the binary energy term in the Ising model (2.3)),
the smoothness term in (2.45) can be written in the form of −∑i,j wijxixj;
In addition, we have shown the unary or data energy term at each node Edatai
can be always written in the form θixi (possibly up to some constant term,
as also the form in the Ising model). The objective energy function (2.45)
can then be directly expanded as
arg minx,xi∈{−1,1}
∑
i
θixi −
∑
i,j
wijxixj
= arg minx,xi∈{−1,1}θ
Tx− xTWx (2.46)
which immediately assumes the standard MIQP form with the quadratic
matrix (which is symmetric) Q = −W . This mixed-integer quadratic pro-
gramming formulation is more familiar in applied mathematics. Various op-
timization methods such as Branch-and-bound, Cutting plane method, and
Group theoretics [156] obtain solutions that are also minimal energy solu-
tions.
This correspondence also offers a straightforward way to check if the given
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objective energy formulation is submodular or not. Since in the discrete
domain xi ∈ {0, 1} (the same for xi ∈ {−1, 1} with a minor change—the
diagonal elements of Q can be ignored in this case), for the quadratic ob-
jective function θTx + xTQx to be submodular, we need all the elements
of the quadratic matrix Q to be non-positive, that is qij ≤ 0 in (2.44) or
the corresponding graph edge weight wij ≥ 0 for all i, j in (2.46) [147]. It
is a more intuitive criterion than that defined in terms of the set function
which is commonly adopted in computer vision literature. The submodular
set function f on the set S is defined as for every subset X, Y ⊆ S we have
f(X) + f(Y ) ≤ f(X ∩ Y ) + f(X ∪ Y ). It also suggests that in the usually
encountered graphs, the edge weights are non-negative, and the objective
energy function is a submodular function. But that is not always the case
if the quadratic matrix in the MIQP formulation is not generated by the
graphical model (i.e. using Q = −W as above), such as for graphs obtained
from learning or encountered in the Graph coloring problem discussed later,
where the MIQP formulation may no longer be submodular.
Finally, we want to point out that in most previous studies of binary
quadratic optimization problems, the binary variable assumes that two values
xi ∈ {0, 1}. In the statistical physics based formulations (such as the Ising
model), however, xi ∈ {−1, 1} is used instead, since it provides a symmetric
form for the quadratic term and gives an immediate connection with mixed-
integer quadratic programming. Therefore, in many discussions below, we
consider the binary variable xi ∈ {−1, 1}.
It is straightforward to transform the MIQP formulation from binary in
{−1, 1} to binary in {0, 1}. Let xi ∈ {−1, 1} and yi ∈ {0, 1}, then we have
x = 2y − 1, we substitute it into the MIQP formulation (2.44) and obtain
arg minx,xi∈{−1,1}θ
Tx+ xTQx
= arg miny,yi∈{0,1}(2θ
T − 4 · 1TQ)y + 4yTQy + const. (2.47)
If we simply let θ′ = (2θT −4 ·1TQ)T and Q′ = 4Q then we obtain the second
line into the standard MIQP form.
arg miny,yi∈{0,1}θ
′Ty + yTQ′y (2.48)
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2.6 Review on graphical model energy minimization
methods in computer vision
Various methods have been proposed in computer vision for graphical model
energy minimization, such as ICM (Iterative Conditional Modes) [124], LBP
(Loopy Belief Propagation) [133], Graph-cut [23, 24], Mean field theory algo-
rithm [125, 126] and so on. Among those methods, ICM, LBP and Mean field
theory algorithm are similar in that they are all iterative and based on local
(Markov neighborhood) and greedy operations (LBP minimizes the Bethe
free energy of the network which is different from the rest of the methods
[134]). The Graph-cut algorithm is a global and flow-based method, but for
the multi-label problem it still makes local and greedy moves, and therefore,
can only achieve a local optimum of the energy function in that case.
2.6.1 Local iterative methods
ICM
Refer to Section 2.3.2.
LBP
The LBP (Loopy Belief Propagation) method [133, 142] is one of the mostly
used graphical model optimization methods in recent years. The belief prop-
agation method was first designed for graphs without loops (i.e. trees) and
it can provide an exact inference in that case. It was realized soon thereafter
that it also works well on graphs with loops (the loopy graphs), although in
this case it can only offer an approximate inference. The LBP method works
by passing messages around the graph, defined by the neighborhood system
N . We use mti→j to denote the message sent from node vi to a neighboring
node vj at iteration t. Then the message on labeling the node vi with the
label xi is computed (for the sum-product algorithm) as [142]:
mti→j(xj) =
∑
xi
(exp(−Edatai (xi)) (2.49)
exp(−Esmoothnessij (xi, xj))Πk∈N(i)\jmt−1k→i(xi))
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where N(i) \ j denotes the neighbors of node vi other than vj. After T
iterations, the belief at each node vi is computed as
bi(xi) = exp(−Edatai (xi))Πj∈N(i)mTj→i(xi) (2.50)
The belief bi(xi) is an approximation to the probability that the correct
label for pixel vi is xi. We run the algorithm iteratively till convergence or
for a certain number of iterations. We can then label each node with the
label of the largest belief.
Mean field theory algorithm
Refer to Section 2.3.3.
2.6.2 Flow and move-making based methods
Graph-cut
The Graph-cut method [23, 24] is another mainstream graphical model op-
timization method. The Graph-cut method is aimed at global optimization,
and is based on the network flow (say s-t min cut framework) and aims to
solve the node labeling/energy minimization problem in terms of the max-
flow/min-cut settings. For the multi-label problem, it makes local and greedy
moves (α-expansion and α − β swap) and therefore can only achieve a lo-
cal optimum of the energy function. Also the Graph-cut method can only
work on submodular problems, which restricts its applications. We adopt a
standard implementation of the Graph-cut algorithm [26] in our experiment.
2.7 Review on integer programming methods in
applied mathematics
Optimization methods used for integer programming were developed inde-
pendently of those developed for graphical model energy minimization, ex-
cept Graph-cut, which is widely known and used in both communities. Major
methods include Branch-and-bound, the Cutting plane method, and Group
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theoretics [156]. The major characteristic of the methods developed for in-
teger programming, compared with the (approximation) methods developed
in graphical model energy minimization, is that they are exact methods.
2.7.1 Branch-and-bound
This method [156] makes use of the idea of divide and conquer, where the
original problem is recursively divided into a series of subproblems, while the
subproblems are significantly simplified. The solutions of the subproblems
are recursively put together to obtaining the solution of the original prob-
lem. In Branch-and-bound method, we have the branching process for divid-
ing and the bounding process for conquering. Throughout the algorithm, a
series of linear programming subproblems are systematically generated and
solved, while the upper and lower bounds of the original integer program are
progressively tightened.
The algorithm is typically carried out via the branch-and-bound tree, where
the root node represents the linear programming (LP) relaxation of the orig-
inal integer programming (IP) problem, and each node successively branches
into two successor nodes (subproblems) if needed. A large number of nodes
in the tree can be pruned if one of the following three conditions is satisfied:
(a) the subproblem has no feasible LP solution; (b) the subproblem has an
integer optimum solution; (c) the best bound of the subproblem solution is
worse than the current bound of the original problem. These three conditions
are referred to as pruned by infeasibility, pruned by optimality, and pruned by
bound, respectively. In the solution process of Branch-and-bound, the best
integer solution of the original problem found so far is continuously improved
and updated.
2.7.2 Cutting plane method
In geometry, an equation with n variables is referred to as a (hyper)plane in
the n-dimensional space. The term Cutting plane refers to the equality or
inequality constraint that can cut off a fractional part of an LP feasible region,
without excluding any integer feasible solution. In the Cutting plane method
[156], one or more such cutting planes are added to the current LP simplex
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tableau, which in turn is resolved for a new LP optimum. This process is
repeated until the prescribed integer requirements are satisfied. The Cutting
plane method, when used as a standalone solver, has the potential to solve IP
problems with limited size, but may not work well for large scale applications.
But the valid inequality cuts generated by the Cutting plane method can be
useful when combined with the Branch-and-bound method to yield a powerful
Branch-and-cut method.
2.7.3 Branch-and-cut
Branch-and-cut [156] combines the Branch-and-bound method with the gen-
erated cutting planes into a much more efficient hybrid approach, which
greatly increases the power of the integer programming solver. The state-of-
the-art integer programming solver we applied in our experiments, Tomlab
[167], is based on this type of method.
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CHAPTER 3
BACKGROUND: CO-SEGMENTATION
Image co-segmentation has become an active research topic in computer vi-
sion and image processing ever since the term was proposed in 2006 (while
the research can be dated back even earlier). The unsupervised nature (i.e.
the common object is unknown) is an important aspect of the problem, hence
the scheme for discovery of the common object can be regarded as the im-
portant signature among the various algorithms. This learning step can be
accomplished via some form of “matching” (e.g. image histogram matching,
image segment/key point matching, graph matching) or some form of “clus-
tering”. This aspect is summarized for various algorithms in Table 3.1. In
the following sections we will provide a detailed review of the previous image
co-segmentation methods.
In one of the pioneer works of co-segmentation, Rother et al. [1] propose
to solve the co-segmentation problem via energy minimization, where they
incorporate the color histogram matching into the MRF framework to find
the common part across the images. They aim to optimize the following
energy function:
E(x¯) = − log p(x¯) + Eglobal(x¯;h1, h2) (3.1)
where x¯ denotes the entire pixel labeling configuration of the image pair
and x ∈ {0, 1}, h1, h2 are the foreground histograms of both images. The
first term encodes the usual MRF prior on labeling x¯, and the second term
depends on the global property of the segmentation x¯, namely the histograms
of both foreground regions. The MRF prior term is
− log p(x¯) = λbg
∑
k,i
(1− xki) +
∑
k,(i,j)∈N
λki,kj|xki − xkj|+ const (3.2)
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Table 3.1: The scheme for discovering the common object in various
co-segmentation algorithms.
The work Method for discovering the
common object
[1] Rother et al. Color histogram matching
[7] Todorovic et al. Segmentation-tree matching
[2] Batra et al. Init: User input
Global appearance model
[6] Chai et al. Init: GrabCut
SVM discriminative learning
[4] Rubinstein et al. Init: Saliency
Dense SIFT correspondence
[3] Rubio et al. Init: Objectness
Spectral commute time method
[5] Joulin et al. Discriminative clustering
[10-11] Kim et al. Init: user input or diversity ranking
Tree structure learning
Our method in Chapter 7 Topology consistency upon image
key points and superpixels
Our method in Chapter 8 Sparse optimization
where xki denotes the labeling of pixel i in image k, and N is the set of
neighboring pixels. And the following expression is used for λki,kj:
λki,kj = λ1 + λ2 exp(−β||Iki − Ikj||2) (3.3)
where Iki is the color of pixel i in image k. This is similar to the contrast
sensitive model in [17], which encourages labeling two neighboring pixels dif-
ferently only when their color contrast is large.
At about the same time, Todorovic et al. [7] proposed the algorithm for un-
supervised category modeling, recognition and segmentation in images, where
each image is represented by a segmentation tree that captures a multiscale
image segmentation, and the common object is discovered by extracting the
maximally matching subtrees across the set. Instead of using image pixel
as the processing unit in [1], image segments are used in [7] as the basis for
recognition. Later on, researchers came to realize that the image segment (or
superpixel) is a better processing unit than the pixel in terms of integrity,
robustness and efficiency, hence most of the later co-segmentation works are
segment-based. In this scheme, the hierarchical segmentation tree is first
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extracted from the image and numerous features are extracted from each
segment including photometric, geometric, etc., properties. The obtained
segmentation tree is then modified into a directed acyclic graph (DAG) with
transitive closure, in order to consider one-to-one, one-to-many, and many-to-
many region correspondences all at the same time. And the segmentation tree
matching problem will be formulated as a search for the maximum subtree
isomorphism between the transitive closures of segmentation DAGs. Given
two transitive closures of the segmentation DAGs, t = (V,E), t′ = (V ′, E ′),
where V and E are node and edge set respectively, the matching algorithm
finds a consistent bijection f ∈ (Vt × Vt′) which maximizes the similarity
measure Stt′ and will be formulated as the following optimization:
Stt′ = max
f∈(Vt×Vt′ )
∑
(V,V ′)∈f
(min(rv, rv′)−mvv′) (3.4)
where node saliency rv is the weighted region feature vector and the matching
cost is as follows:
mvv′ = |rv − rv′| (3.5)
In the work of Batra et al. [2] they also cast the foreground/background
labeling problem as an energy minimization problem, where the energy on
image k, E(k), is defined as
E(k)(X(k) : A) =
∑
i
Ei(Xi
(k) : A) +
∑
(i,j)∈N(k)
Eij(Xi
(k), Xj
(k) : A) (3.6)
X(k) is the set of superpixels in image k, and Xi
(k) denotes the superpixel
i in image k, N (k) is the set of neighboring superpixels image k, and A is
the appearance model for foreground/background obtained. In the above
formulation, the data term (the first term) indicates the cost of assigning a
superpixel to foreground and background classes, and the smoothness term
(the second term) is used for penalizing label disagreement between neigh-
boring superpixels in the smooth region. This formulation is in parallel with
the graph-cut energy minimization. However, the initialization of the scheme
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requires the user input to determine the initial appearance model, hence their
method is not purely unsupervised. At the same time the authors also pro-
vide an important dataset for co-segmentation—iCoseg, which is probably
the most widely used dataset currently.
Rubinstein et al. [4] propose to use dense SIFT correspondences between
images to capture the visual similarity and variability of the common ob-
ject over the entire database, with regularization term enforcing spatial con-
sistency within each image (intra-image compatibility) and corresponding
pixel consistency between the images (inter-image compatibility). Yet their
method is based on the assumption that the common object patterns should
be salient within each image, which is not always true for co-segmentation
and hence limits their application. Specifically, their matching term based
on dense SIFT correspondence is defined as:
ϕi(x) =
1
|Ni|
∑
j∈Ni
||Si(x)− Sj(x+ wij(x))|| (3.7)
where x denotes the pixel location in image, Ni is the set of similar images
with image Ii in the dataset, Si(x) is the dense SIFT descriptor at pixel x
for image Ii, x + wij(x) is the corresponding pixel in image Ij with pixel x
in image Ii computed from SIFT flow wij(x) from image Ii to image Ij.
In the recent state-of-the-art method proposed by Rubio et al. [3] they
propose a two-layered MRF composed of region nodes and pixel nodes and
a corresponding energy function.
E(X) = β1E
pixel + β2E
region + Escale + Ematching (3.8)
The first two components Epixel and Eregion are unary potentials encoding
the likelihood of pixels and regions belonging to foreground or background,
weighted by parameters β1 and β2. The E
scale term enforces a consistent
labeling of pixels and the region they belong to. The last term Ematching
encourages coherent inter-image labeling of regions. The scheme is initial-
ized by the objectness measure of the image to provide a rough labeling of
foreground and background, and the inter-image information Ematching is ex-
plored by a spectral commute time method. Commute times can be used
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to characterize the layout of a graph, proving to be stable against structural
variations of the scene [18]. The commute time matrix between regions can
be efficiently computed from the spectrum of the normalized Laplacian of
the image adjacency graph:
CT (ri, rj) = vol
N∑
k=2
1
αk
(
pik(ri)√
di
− pik(rj)√
dj
)2 (3.9)
where vol is the sum of the node degree in the graph, the terms αk and pik
denote the kth eigenvalue and eigenvector of the graph Laplacian. A region
matching score matrix M can be computed from the commute time matrix
CT , and the optimal region correspondences can be obtained via maximizing
the score matrix M .
Besides the methods based on the energy minimization formulations, Joulin
et al. [5] also propose a discriminative clustering framework for co-segmentation
that aims to maximize the separability of foreground/background classes
among different images (via discriminative clustering) and meanwhile max-
imize spatial and appearance consistency within each individual image (via
some spectral methods). They aim to minimize the following quantity:
min
yi∈{1,−1}
yT (L+ A)y (3.10)
subject to some cluster size constraints to avoid trivial solution. In above
formulation, y is the vector for the labels of all the pixels in the image set,
L is the normalized Laplacian matrix for the image set defined as
L = I −D−1/2WD−1/2 (3.11)
where W is the block-diagonal similarity matrix with each image’s similarity
matrix on the diagonal, D is the diagonal matrix with row sum of W on the
diagonal. And A is a matrix obtained from the positive definite kernel,
Kij = exp(−λh
k∑
d=1
(xid − xjd)2
xid + x
j
d
) (3.12)
where x is the feature vector of each pixel and λh > 0. The objective function
combines a spatial consistency term associated with the Laplacian matrix L
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with a discriminative cost associated with matrix A. The term yTLy accounts
for the spectral term leading to segmentation of the images independently
into two classes and yTAy accounts for the discriminative clustering term
allowing information shared across images.
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CHAPTER 4
EXPERIMENTAL TEST OF THE
RELATIONSHIP BETWEEN INTEGER
PROGRAMMING AND ENERGY
MINIMIZATION
This chapter aims to explore the relationship between integer programming
and energy minimization experimentally. We test integer programming meth-
ods on randomly generated energy formulations (as those would appear in
computer vision problems) (Section 4.1), and graphical model energy mini-
mization methods on the integer programming problem of Graph K-coloring
problem (Section 4.2). We expect that for complex problems, the globally
optimal solutions found by the exact integer programming algorithms would
offer an advantage over the locally optimal solutions found by common com-
puter vision algorithms. This hypothesis is validated by the experiment.
We also find that, on the other hand, computer vision algorithms can have
certain advantages over the integer programming methods in solving certain
integer programming problems.
In Section 4.1.1, we generate a random set of common problems using the
mixed-integer quadratic programming formulation. The control parameters
in these problems correspond to various unary and binary energy terms in
the energy formulation, as we discussed in Chapter 2. Hence we are able
to test both types of optimization methods on the same large number of
problems, and compare their performances in terms of the optimum value
obtained as well as the runtime. Since the solution provided by the integer
programming algorithm is the exact solution, we can benchmark all other
methods and compare their relative optimization powers. In Section 4.1.2,
we test the effect of sparsity level of the quadratic matrix on the optimization
performances of the various methods, where the quadratic matrix sparsity
level represents the edge (node connection) density in the graphical model of
the problem. In Section 4.1.3, we test the effect of the problem size or the
total node count in the graph on the performances of the various methods.
In Section 4.2, on the other hand, we test the various optimization methods
on the important applied mathematics problem of Graph K-coloring. We
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compare performances of the commonly used computer vision algorithms and
the popular integer programming solver Tomlab (with the underlying method
Branch-and-cut). In Section 4.2.2, we extend the experiment to a large set of
randomly generated Graph K-coloring problems to more sufficiently evaluate
the performances of the methods, with various problem sizes and parameter
settings.
4.1 Tests on randomly generated energy minimization
problems
We generate a large number of random MIQP problems, which can be consid-
ered as having random energy functions, and test various methods on these
problems. The problem size (the number of nodes) and the MIQP parame-
ters (unary/binary parameters in the energy formulation) are all generated
as random variables. This eliminates dependence on details of the specific
problem, e.g., for different meanings of nodes, grid, neighborhood connectiv-
ity, etc. Both the optimal value obtained and the running time are compared
for all the methods.
Recall that the optimization problem considered in our experiments is:
arg minx,xi∈{−1,1}θ
Tx+ xTQx (4.1)
For a certain problem size or node number n, we randomly generate n × n
symmetric matrix Q and the n × 1 vector θ for the integer quadratic pro-
gramming (namely the binary and unary parameters for the energy function,
respectively). Note the Graph-cut algorithm requires the MIQP formulation
to be submodular, that is the quadratic matrix Q can only have non-positive
entries. The vector θ is generated randomly with no constraints on its entries
in general.
We carry out the above for various values of node number n and on various
sparsity levels of matrix Q. In computer vision problems, especially where the
image grid constitutes the graph, each node has four connections (edges) in
the graph (considering 4-neighborhood and ignoring the image boundary),
therefore the sparsity of the matrix Q is roughly 4n/n2. For all the node
numbers n, we test this as well as some other sparsity values.
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The optimization methods we test and compare on this common prob-
lem include several popular graphical model energy minimization methods—
ICM, LBP, Graph-cut and Mean field theory method; as well as the integer
programming method Branch-and-cut, implemented via the Tomlab opti-
mization toolbox [167] (called the “MIQP method” in the remainder of this
chapter). Again both the optimal value obtained after the optimization and
the running time are compared.
4.1.1 Test on a large set of randomly generated problems
In this subsection, we test the optimization performances of all the opti-
mization methods mentioned above on a random set of common problems,
generated using the MIQP formulation. In order to show the optimum value
obtained for each optimization method individually, we first conduct the ex-
periment on a small set of problems and show the results in Table 4.1. For
a large set of problems, showing individual results as in Table 4.1 is not
effective. Instead, we show them through plots.
We first generate five random MIQP problems with different problem sizes
(numbers of nodes in the graph) n = 50, 100, 300, 500, 1000. For each n, a
random mixed-integer quadratic program is generated with θ and Q as spec-
ified above, and the sparsity of Q is set to be approximately s = 4n/n2. We
test various optimization methods minimizing the given MIQP formulation
on this small problem set. The result is shown in Table 4.1. It is clear, as
expected, that MIQP consistently achieves the lowest optimum value; while
in most cases (except the first case) Graph-cut has the second best perfor-
mance, LBP’s result is also good. In terms of running time, Graph-cut is
the fastest one and LBP is the slowest, while both MIQP and Mean field
theory methods are very efficient. It should be noted that ICM, LBP and
Mean field theory are implemented here without paying any special atten-
tion to efficiency; Graph-cut is the Matlab standard implementation [26],
while MIQP method is implemented by Tomlab [167]. It is not surprising
that MIQP would have the best performance since its underlying method
Branch-and-cut is an exact one. In addition, the running time of MIQP is
also very appealing, making the MIQP solver very promising for computer
vision problems.
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Table 4.1: Performances of various optimization methods on five randomly
generated integer quadratic programming problems with various node
numbers n. Both the optimum value obtained after optimization and the
running time are reported in the form optimum value/running time.
Running time is in seconds.
n MIQP LBP ICM Mean field Graph-cut
50 -214.8973/0.6313 -208.0883/1.5331 -208.1762/0.3016 -208.0883/0.0376 -156.9009/0.0016
100 -367.9039/0.5277 -345.2843/4.9775 -332.7549/0.5984 -328.5276/0.0597 -361.7713/0.0016
300 -1036.2/0.5496 -925.8482/81.2056 -936.7417/2.0689 -910.0142/0.5419 -1014.2/0.0028
500 -1596.8/0.5979 -1575.6/168.8889 -1136.3/3.9551 -1181.2/2.6261 -1596.7/0.0049
1000 -3228.7/0.8197 -3163.2/862.3906 -2344.4/10.3122 -2522.6/2.8466 -3215.9/0.0063
In order to fully justify the result above, we test the performance of various
optimization methods on a larger set of random problems. We again generate
50 random integer quadratic programs with a random number of nodes n, in
the range [50, 1000]. We restrict the formulation to be submodular and hence
Graph-cut can be applied. The sparsity of the matrix Q is set close to 4n/n2,
in the range [2n/n2, 10n/n2] (i.e. the average degree of each node in the graph
ranges from 2 to 10). The optimum value obtained after optimization and
the running time for each problem are reported in Figure 4.1 and 4.2. The
node number and the matrix sparsity level for each of the 50 problems are
shown in Figure 4.3. It is clear that MIQP provides the lowest optimum
value in all the cases (since it is exact, it also serves as a benchmark for
the rest of the methods). For each method and problem, we compute the
ratio of its optimum value obtained to the optimum value obtained by the
exact MIQP method (using absolute values). The larger the ratio (closer
to 1), the better the performance. The average ratios for the methods on
the 50 random problems are shown in Table 4.2. Thus LBP and Graph-cut
methods are the best, and both of them can obtain an optimum value within
94% of the optimum value obtained by the MIQP method in average. In
terms of the running time, LBP method takes significantly longer than the
other methods, followed by ICM and then Mean field. The Graph-cut and
MIQP methods are both very efficient. For each method, we compute the
ratio of its running time to the running time of MIQP, and show the result
in Table 4.2 as well.
Our testing so far has been on submodular energy formulations, namely
where the quadratic matrices Q have only non-positive elements. We now
test the performance on general energy formulations, including both submod-
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Table 4.2: Average optimum value and runtime ratios for the methods (with
respect to the MIQP method) on 50 random submodular energy problems.
LBP ICM Mean field Graph-cut
Optimum value ratio 0.9496 0.8472 0.8853 0.9425
Runtime ratio 644.1214 13.2330 4.0924 0.0066
Table 4.3: Average optimum value and runtime ratios on 50 random
general (non-submodular and submodular) energy problems (Mean field
runtime ratio, except a few bad cases, is 0.4549).
LBP ICM Mean field
Optimum value ratio 0.9176 0.9101 0.9266
Runtime ratio 50.3848 2.5510 26.0057
ular and non-submodular cases, by removing the restriction on the quadratic
matrix Q. Graph-cut method may not work in this case. Since for the
general/non-submodular energy case, running time for large n is significantly
larger, especially for LBP and ICM, we limit n to the range [50, 300] instead
(otherwise the algorithms do not seem to converge in a reasonable time). The
corresponding results are shown in Figure 4.4 - 4.6. The average ratios of the
optimum values to the corresponding MIQP values on 50 random problems
are shown in Table 4.3, each along with corresponding average running time
ratios. We can see that the optimal values obtained by ICM, LBP and Mean
field are very close to each other; they all are about 91-92% of the exact ones.
This may be partly due to the relatively small node counts used.
4.1.2 Varying sparsity level of quadratic matrix Q
We also test the effect of the sparsity level s of quadratic matrix Q on the
performance of the optimization methods. We fix n = 100 and use s values of
0.01, 0.05 and 0.1 for matrix Q, and randomly generate 10 problems in each
case (Figure 4.7). Since n is fixed, the running times are very close for the 10
problems. We report the average values (instead of individual runtimes) in
Table 4.4. Similarly, for each sparsity level, we compute the average ratio of
the optimum values obtained by each method with those obtained by MIQP,
as well as the average ratio of the running times. The results are shown in
Table 4.5. In terms of the optimum value obtained, MIQP is still the best
for all the sparsity levels. It is interesting to note that Graph-cut seems
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Figure 4.1: Optimum value obtained by ICM, LBP, Mean field theory (MF),
Graph-cut (GC) and MIQP on 50 random (submodular) energy problems
with various node numbers n and sparsity levels of quadratic matrix Q.
Figure 4.2: Running times corresponding to Figure 4.1.
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Figure 4.3: Node numbers and sparsity levels of matrix Q for 50 random
(submodular) energy problems.
Figure 4.4: Optimum values obtained by ICM, LBP, Mean field theory
(MF) and MIQP on 50 random (submodular and non-submodular) energy
problems with various node numbers n and sparsity levels of quadratic
matrix Q.
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Figure 4.5: Running times corresponding to Figure 4.4.
Figure 4.6: Node numbers and sparsity levels of matrix Q for 50 random
(submodular + non-submodular) energy problems.
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Table 4.4: Running times (in seconds) for various methods and sparsity
levels of matrix Q, node number n = 100.
sparsity ICM LBP Mean field Graph-cut MIQP
0.01 0.6641 1.5039 0.0826 0.0011 0.3856
0.05 0.7409 7.5909 0.1201 0.0187 0.3372
0.1 0.3548 14.6683 0.1007 0.0018 0.3733
Table 4.5: The usual average ratios (ref. Table 4.2) for different sparsity
levels, shown in the form optimum value ratio/running time ratio.
0.01 0.05 0.1
ICM 0.9634/2.1859 0.8342/3.5173 0.8648/1.0427
LBP 0.9297/4.8417 0.9356/35.4759 0.9230/40.5005
Mean field 0.9614/0.2456 0.8807/0.4881 0.8694/0.2754
Graph-cut 0.8669/0.0032 0.9423/0.0305 0.9852/0.0048
to work better for denser problems while Mean field seems to work better
for the sparser case. The performance of LBP does not change much with
the sparsity level, staying at around 92-93% of the exact optimum values
obtained by MIQP. In terms of running time, Graph-cut is the fastest and
LBP the slowest. Mean field is slightly more efficient than MIQP and ICM.
Running time of LBP increases significantly with increase in matrix density,
while this is not pronounced for the rest of the methods.
4.1.3 Varying number of nodes n
Analogously, we test the effect of n on the performance. Unlike the mini
test as shown in Table 4.1, for each given node number n, we generate 10
random problems (Figure 4.8). We do this for n = 100, 300 and 500, and
set the sparsity of Q to be 4n/n2. Again, the average running time for each
n is reported (Table 4.6). The usual average ratios (of the optimum value
versus that obtained by the MIQP, as well as that of the running time) are
shown in Table 4.7. Besides MIQP, Graph-cut gives the best optimum value
for smaller node numbers (n = 100 and n = 300) but its performance is the
worst for n = 500. LBP has a performance very close to Graph-cut for smaller
n values; in addition it works well for n = 500. Indeed, only LBP can achieve
all the optimal results within 92% of the exact optimal values. We can see a
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Figure 4.7: The effect of the matrix Q sparsity level on the performance
(First row: optimum value obtained; Second row: running time), obtained
for 10 random integer quadratic programming problems generated per
sparsity level. Legend is the same as for Figure 4.1.
clear improvement in the performance of ICM and Mean field with increasing
n, while a clear decrease for the Graph-cut method. In terms of the running
time, similarly, Graph-cut is the fastest and LBP is the slowest, while MIQP
and Mean field are also very efficient. As n increases, the running times of
ICM and LBP show clear increases, while it is not obvious for the rest of the
methods.
We also test the performance for very large n. To get a sense of the mag-
nitudes involved, n = 1000 is quite large if the node represents superpixels,
etc. in computer vision problems, but it is quite small if the nodes are pixels
instead. A medium size image of 200× 200 will have n = 40000. We test for
n = 10000 and n = 100000. We note that for the very large n, all the LBP,
ICM and Mean field theory methods in our implementation are too slow to be
applicable. Therefore, we only test Graph-cut and MIQP for this case. Both
submodular and non-submodular problems are tested for each n for MIQP
method, while only submodular problems are tested for Graph-cut. Again,
50 random problems are generated for each case. Results are shown in Ta-
ble 4.8. We note that MIQP and Graph-cut are very efficient and can work
for both n values, and Graph-cut can achieve an optimum value of about
82-92% of the exact value achieved by MIQP whenever it works (for sub-
modular problems), and it works better for the larger n. For n = 100000 and
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Table 4.6: Running times (in seconds) for various methods and node
numbers n, matrix sparsity s is set to be 4n/n2.
node num ICM LBP Mean field Graph-cut MIQP
100 0.7732 11.5360 0.1425 0.0017 0.3235
300 2.5654 88.0136 0.5673 0.0022 0.3285
500 6.1216 51.2862 0.2295 0.0015 0.1246
Table 4.7: The usual average ratios (ref. Table 4.2) for each node number
n. The results are shown as optimum value ratio/running time ratio.
100 300 500
ICM 0.8046/2.4267 0.8483/8.8744 0.9656/58.1826
LBP 0.9349/35.3662 0.9243/295.1444 0.9869/520.6874
Mean field 0.8402/0.4358 0.8736/2.1563 0.9862/2.0345
Graph-cut 0.9536/0.0051 0.9380/0.0075 0.8958/0.0152
the non-submodular case, only MIQP works, while still being very efficient
with an average running time of 1.3773s.
4.2 Tests on Graph K-coloring problem
In this section, we test the various methods on the pure integer programming
(graph theoretical) problem—the Graph K-coloring problem. Many applica-
tions, such as the frequency assignment problem and printed circuit board
design, can be cast as K-coloring problem [146].
The classic graph coloring problem can be formulated as MIQP via an
appropriate transformation of the equality/inequality constraints [145, 146].
The problem seeks to assign graph nodes with various colors such that neigh-
boring nodes have different colors. In particular, the K-coloring problem aims
Table 4.8: The usual average ratios (ref. Table 4.2) for large node numbers
n = 10000 and n = 100000, for Graph-cut method on submodular problems.
The results are shown as optimum value ratio/running time ratio.
10000 100000
Graph-cut 0.8294/0.1843 0.9235/0.0038
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Figure 4.8: The effect of node number n on the performance (First row:
optimum value obtained; Second row: running time), obtained for 10
random integer quadratic programming problems generated per node
number. Legend is the same as for Figure 4.1.
to find such a coloring using exactly K colors. In this experiment, we com-
pare both types of optimization methods (from computer vision and integer
programming) on the Graph K-coloring problem.
The formulation of the K-coloring problem is as follows. We use Boolean
variable xik to represent assignment of color k to node i: xik = 1 if the
assigned color is k, and xik = 0 otherwise. Since each node must be uniquely
colored, we have
K∑
k=1
xik = 1, i = 1, . . . , n (4.2)
where n is the number of nodes in the graph. Since the neighboring nodes
must have different colors, we have
xik + xjk ≤ 1, k = 1, . . . , K, (i, j) ∈ N (4.3)
where N is the neighbor set or edge set of the graph.
We can convert the above constraints into the MIQP formulation via an
appropriate transformation. The equality constraints Ax = b can always be
transformed into the objective form (called “Transformation 1” in [146])
min (Ax− b)T (Ax− b) (4.4)
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The inequality constraints xik + xjk ≤ 1 can always be transformed into a
penalty term pxikxjk in the objective function (p is a positive constant), given
xmn ∈ {0, 1} (called “Transformation 2” in [146]).
min pxikxjk (4.5)
Therefore we can easily transform the K-coloring problem formulated in (4.2)
and (4.3) into MIQP. We stack xik into the vector
xv = [x11, ..., x1K , ..., xn1, ..., xnK ]
T ; let matrix A with the element denote the
coefficient before xik in equation set (4.2) but with the stacked vector xv (i.e.
for the rth row in A, only the elements ar,(r−1)K+1 to ar,rK are 1, all other
elements are 0); let b be a vector with all 1’s; let matrix P with element
denote the coefficient before each xikxjk term in (4.5) but with the stacked
vector xv (i.e. for any color k, the coefficient before the term xikxjk is p
if i and j are neighbors, and 0 otherwise). The objective function for the
K-coloring problem is
arg minxv∈{0,1}n (Axv − b)T (Axv − b)
+
∑
k
∑
(i,j)∈N pxikxjk
= arg minxv∈{0,1}n (Axv − b)T (Axv − b) + xTv Pxv
= arg minxv∈{0,1}n x
T
v (A
TA+ P )xv − 2bTAxv + bT b
= arg minxv∈{0,1}n x
T
v (A
TA+ P )xv − 2bTAxv (4.6)
where the last line is the standard MIQP formulation.
4.2.1 Test on a simple coloring example
We first conduct an experiment on a simple coloring instance, taken from
[146], where the graph has 5 nodes as shown in Figure 4.9 and we aim to
color it with 3 colors. Apparently, the problem has 15 variables and 26
constraints. The problem can be easily turned into an MIQP problem as in
(4.6), and we solve it with all the optimization methods discussed above -
MIQP (via Tomlab), ICM, LBP, and Mean field. Note the quadratic matrix
Q = ATA+ P in the last line of (4.6) has non-negative elements. Hence the
objective function in (4.6) is supermodular, and the Graph-cut algorithm
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Figure 4.9: A simple example for K-coloring problem.
Table 4.9: The minimum value achieved, the running time, and the number
of constraints remaining unsatisfied, for various optimization methods, for
the simple graph coloring problem considered. Running time is in seconds.
MIQP LBP ICM Mean field
Min/running time -20/0.4142 -4/0.1748 -20(-16)/0.0365 -20/7.3741
Cons. Unsat. 0 3 0(1) 0
will not work on this formulation in general. In Table 4.9, we show the
minimum value achieved and the running time for various methods, as well
as the number of constraints unsatisfied after coloring in each case. The
experiment shows MIQP, ICM and Mean field can all achieve the optimal
coloring: x11, x22, x33, x41, x53 = 1 and others xij = 0, where the minimum
value of the objective function is -20. But LBP can achieve a minimum value
of only -4 with 3 out of 26 constraints not satisfied. It is worth noting that
ICM in about half the cases (5 out of 10 test runs) leads to a minimum value
of -16 with 1 constraint not satisfied.
4.2.2 Test on a large set of random coloring problems
In this subsection, we carry out experiments on larger graphs. For the same
reason as in Section 4.1.1, we first use a smaller set of random problems
so we can show results for each individual problem, and then extend the
experiment to a much larger problem set.
We first generate some random graphs, with n = 10 and 50 nodes, re-
spectively, with various graph densities dg (ratio of non-zero elements in
graph adjacency matrix). For a graph with number of nodes n, the high-
est density for its adjacency matrix dg = (n − 1)/n (since for a complete
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graph, the adjacency matrix is full except for the diagonal, so the density is
(n2−n)/n2 = (n− 1)/n); the lowest density for adjacency matrix is approx-
imately dg = 2/n (since we need at least n − 1 edges to form a connected
graph, a line, the adjacency matrix density is 2(n − 1)/n2; when n large
it is approximately 2/n). In our experiment, we test the graph densities
dg = 0.25, 0.5 and 0.75. We aim to color each graph with K = 4 colors.
Note since the graph might not be planar, it is not guaranteed that it can
be colored in 4 colors (especially for high density). But even in that case,
we can still compare the resulting minimum values of the objective function
and the numbers of unsatisfied constraints for various methods (Table 4.10).
The MIQP method performs the best, consistently for all the cases (as
expected), followed by ICM. In most cases, the result of ICM is close to that
of MIQP but ICM is more efficient. LBP and Mean field do not quite work
in this experiment, easily getting stuck in a local minimum; in fact, they
keep returning the trivial solution x = 0 for various cases (note that in this
problem the objective formulation is supermodular).
We next extend our comparison of the optimization methods to a larger set
of random graph coloring problems. Here, we no longer report and compare
the individual values as in Table 4.10, instead we display them in figures. We
generate 50 random graphs with n in the range [10, 60] and dg in [0.25, 0.75].
For each problem and each method, the optimum value obtained after the
optimization is reported, as well as the running time and the unsatisfied
constraints ratio (the ratio of the numbers of unsatisfied constraints and the
total constraints). We focus our discussion on MIQP and ICM methods,
since from the small set of experiments above we see LBP and Mean field
tend to provide trivial solutions. The running time of MIQP increases dra-
matically for n larger than 60, but ICM can handle the large graphs very
efficiently. Figure 4.10 shows the optimum values obtained for each problem
by various methods. MIQP is always the best followed by ICM; LBP and
Mean field always provide the trivial solution x = 0, always resulting in the
optimum value of zero. Average ratio of the optimum value obtained by
ICM versus that obtained by MIQP is 0.7834 (absolute values). Figure 4.11
shows the running times. ICM is more efficient than MIQP and on average
the ratio of the running time of ICM versus that of MIQP is 0.8569. In
addition, we plot the running time versus graph node number n in Figure
4.12 for MIQP and ICM (note the scales of y-axis are quite different). As n
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Table 4.10: Performances of various optimization methods on K-coloring
problem, for n = 10 and 50, and various graph densities dg. For each
density, we show the total constraint number for the problem (cons.), the
minimum value obtained after optimization and the running time (shown as
Min/running time, with running time in seconds), and the number of
constraints unsatisfied (Cons. Unsat.) for each method.
n=10
MIQP LBP ICM Mean field
dg = 0.25
cons.=52
Min/running time -40/0.7643 0/0.5673 -40/0.2880 0/0.0367
Cons. Unsat. 0 10 0 10
dg = 0.5
cons.=92
Min/running time -40/0.6765 0/0.1717 -40(-36)/0.2827 0/0.0088
Cons. Unsat. 0 10 0(1) 10
dg = 0.75
cons.=130
Min/running time -36/0.6596 0/0.2672 -36/0.2714 0/0.0086
Cons. Unsat. 1 10 1 10
n=50
MIQP LBP ICM Mean field
dg = 0.25
cons.=1142
Min/running time -184/8.2810 0/18.6499 -152/1.5616 0/0.0283
Cons. Unsat. 4 50 12 50
dg = 0.5
cons.=1970
Min/running time -128/65.7637 0/26.8209 -92/1.7620 0/0.0311
Cons. Unsat. 18 50 27 50
dg = 0.75
cons.=2734
Min/running time -100/22.0655 0/37.5468 -84/2.0007 0/0.0336
Cons. Unsat. 25 50 29 50
53
Figure 4.10: The optimum value obtained by various methods on 50
random graph K-coloring problems.
increases, the running time of ICM increases mildly, up to only a few seconds,
while the running time of MIQP increases dramatically, quickly reaching sev-
eral hundred seconds. We also compute the ratio of unsatisfied constraints
(unsatisfied constraint number/total constraint number) for each of the 50
problems after the coloring, where this ratio (mean +/- std) for MIQP is
0.0075 +/- 0.0047, and for ICM is 0.0130 +/- 0.0029. We see that this ratio
for MIQP is half of that for ICM, but both are less than 0.02 with a majority
of the constraints satisfied. Finally, we also show this ratio versus graph node
number n for MIQP and ICM in Figure 4.13. There is no obvious pattern
in the plot for MIQP, but a more or less decreasing trend can be seen for
ICM, i.e., the larger n, the smaller the unsatisfied constraint ratio, thus it is
a good indicator for using ICM for a large graph coloring task.
Finally, since only ICM can run efficiently for large graphs, we do a sim-
ilar experiment for ICM only but on significantly larger graphs. Again, we
generate 50 random graphs but with n in the range [50, 250], and the graph
density dg still in the range [0.25, 0.75]. The optimum value obtained and
the running time for the 50 problems are shown in Figure 4.14. The aver-
age ratio of unsatisfied constraints for the 50 problems is 0.0078 +/- 0.0032.
Compared with the ratio given above for n in the range [10, 60], we see the
performance of ICM improves which further validates the observation above
that ICM works even better for larger graphs. The running time and the ratio
of unsatisfied constraints versus graph node number n are shown in Figure
54
Figure 4.11: The running time obtained by various methods on 50 random
graph K-coloring problems.
Figure 4.12: Running time versus graph node number n for MIQP and ICM
(note the scales of y-axis are quite different).
55
Figure 4.13: The ratio of unsatisfied constraints versus graph node number
n for MIQP and ICM.
Figure 4.14: The optimum value obtained and running time for ICM on the
K-coloring problems of significantly larger graphs.
4.15 and 4.16. The same trend is observed again: the running time of ICM
increases mildly with n, the method becomes very efficient for large graph
coloring problems, and the ratio of unsatisfied constraints also decreases (in
a strong trend) for larger graphs.
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Figure 4.15: Running time versus graph node number n for ICM on the
K-coloring problems of significantly larger graphs.
Figure 4.16: The ratio of constraints unsatisfied versus graph node number
n for ICM on the K-coloring problems of significantly larger graphs.
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CHAPTER 5
THE ENERGY OPTIMIZATION BASED
CLUSTERING APPROACH INSPIRED BY
STATISTICAL PHYSICS
5.1 Introduction
Data clustering is one of the most basic problems in pattern recognition and
machine learning [55-59, 170-179]. It aims to discover the hidden structure
among the data set and group the data points with similar property together
while contrasting with those in the surrounding neighborhood. Because of
its fundamental importance, there have been many clustering methods pro-
posed in the literature based on various ideas, which is nicely summarized
in some recent literature [170] along with some older ones [171-173]. In the
work [170], the clustering methods are classified into traditional methods and
modern methods. For the traditional clustering methods they further divide
the algorithms into the following 9 classes: (1) clustering based on partition,
(2) clustering based on hierarchy, (3) clustering based on fuzzy theory, (4)
clustering based on distribution, (5) clustering based on density, (6) clus-
tering based graph theory, (7) clustering based on grid, (8) clustering based
on fractal theory, (9) clustering based on model. For the modern clustering
methods they have the following 10 classes: (1) clustering based on kernel, (2)
clustering based on ensemble, (3) clustering based on Swarm intelligence, (4)
clustering based on quantum theory, (5) clustering based on spectral graph
theory, (6) clustering based on affinity propagation, (7) clustering based on
density and distance, (8) clustering for spatial data, (9) clustering for data
stream, (10) clustering for large-scale data. This classification covers the
most existing clustering algorithms, such as the popular k-means method
[180] (belonging to the traditional category “clustering based on partition”),
the mean-shift method [181] (belonging to “clustering based on density”),
and the Normalized cut method [120] (belonging to the modern category
“clustering based on spectral graph theory”). Among all these clustering
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methods, we will focus on a particular kind of ideas in this study which is not
explicitly listed in the above categorization, but it is nevertheless related with
the category “clustering based on quantum theory” above. The clustering
method we propose in this study stems from the statistical physics principles
and we aim to apply the ideas from the energy based discrete optimization
field to the clustering problem. We would like to view the clustering problem
in terms of the (statistical physics based) energy optimization over certain
graphical models (for that we draw the exact analogy with the celebrated
Ising model [122] in statistical physics), where the label for each data point
is just its cluster label and some proper energy formulation will be defined
over the data set taking into account the fitness of the cluster label to each
data point (the unary/data energy) as well as the label interactions among
the data points (the binary/smoothness energy). A key issue when applying
the energy optimization scheme to the clustering problem is that we do not
know the number of labels for the given data set in advance; namely, due to
the unsupervised nature of the clustering problem we do not know how many
clusters we will have for the data set. This contrasts with the traditional en-
ergy optimization problem where the number of labels for the problem is
known in advance. Therefore we need to cope with this issue (unsupervised
nature of the clustering problem) in order to apply the energy optimization
scheme to the clustering task. In addition, another key issue in clustering is
that in most previous works people compute the “affinity” among the data
points mainly based on their spatial distance in feature space, however as
we point out in this chapter (see Figure 5.1 in Section 5.2.4) the data points
closer in feature space do not guarantee that they are more likely to belong to
the same cluster. This is because the clusters are allowed to take any shape
and any “continuous” data region with uniform local density inside will be
considered as a cluster. So we should avoid using the spatial distance in the
feature space to quantify the “affinity” among the data points, instead the
clustering process should be separated into two phases: the clustering based
on data point local density only, and the further clustering based on spatial
information or the connected component analysis in the feature space. This
subtle but important point has been largely overlooked by the community
for a long time.
In this study, we aim to propose a different perspective on clustering meth-
ods, where we want to connect the statistical physics principles as well as
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the energy based discrete optimization with the clustering problem. In fact
the energy based discrete optimization is central to many computer vision
and pattern recognition problems, e.g., it underlies most graphical model op-
timization and Markov Random Field (MRF) tasks in computer vision field
and is applied ubiquitously in those problems [182]. However despite the
familiarity of this methodology among the vision field, it is seldom adopted
in the field of clustering. One of the key issues here is that there is no good
direct mapping established between the problem of clustering and the prob-
lem of (physical based) energy optimization; the binary term in the Ising
model corresponds to data similarity measures used in almost every cluster-
ing algorithm, but the unary term has never been discussed in a clustering
application. In this chapter we just aim to establish this mapping and trans-
formation between the two fields, and hence explicitly illustrate how to solve
the clustering problem based on the familiar energy optimization framework.
In some previous literature [174, 175] people also considered to borrow the
concepts and ideas from statistical physics for the clustering problem, but
they did not make a full connection and correspondence with the discrete
energy optimization framework standardized and existing in the vision field,
therefore their proposed clustering methods are still quite different from the
exact mapping of the standard energy optimization framework proposed in
this work. For example in the work of [174], instead of making a full analogy
with the Ising model of statistical physics in exploring the optimal states of
the interacting particles, it considers the heuristic square distance cost be-
tween the given data point and the estimated cluster center in computing the
assignment energy, therefore it loses the close connection with the physical
based methodology and framework.
Therefore the contributions of this work and also the essential difference
with the previous “energy based” clustering schemes are as follows:
1. We aim to draw an exact analogy with the celebrated Ising model in
statistical physics and our objective energy over the data set is formulated in
the rigorous physical way. As mentioned above, in previous literature [175]
people also considered the problem of applying statistical physics principles
to the clustering task, but they were not able to make full analogy with
the fundamental Ising model from physics and their system energy function
does not contain the unary energy term in its form. Because of the lack of
the unary energy term, they came to the conclusion that the system energy
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function is symmetric in the global permutation of all labels, each data point
is equally likely to belong to any cluster or to have any label, and the only
way to proceed with the labeling task is to explore the correlations of the
neighboring labels. However, as we will discuss later, every data point has its
natural tendency to belong to a certain cluster or be assigned with a certain
label, for example the data point located in a dense area (in terms of the
data point density) is more likely to belong to a dense cluster, while the data
point located in a sparse area is more likely to belong to a sparse cluster. So
with the inclusion of the unary energy term, each data point will have its
natural tendency to belong to a certain cluster, and the assignment of labels
to the data points is no longer permutation-invariant.
2. Another key difference between our clustering method and the previous
ones is that in the previous clustering methods (such as [175]) the binary
(or pair-wise) energy parameter Jij for the neighboring data points vi and
vj is defined as some positive monotonically decreasing function of the point
distance, dist(vi, vj), so the closer two points are to each other in the feature
space the more likely they belong to the same cluster. Yet as we point out
later (see Figure 5.1), since the clusters (which are primarily density based)
can have any shape, a closer distance for two data points in feature space does
not mean they are more likely to belong to the same cluster. This is a very
subtle yet important point, therefore in our clustering approach we process
the clustering task in two phases (1) the pure local density based clustering:
no matter the spatial distribution of the points in feature space, the points
with the similar local densities will be more likely to be assigned to the same
cluster; (2) the (feature space) spatial information based clustering: applying
the spatial information and connected component analysis to further separate
the similar-density but isolated point groups in the feature space.
3. Also we formulate the clustering in a hierarchical way therefore we are
able to group the data points with different densities into various clusters,
whereas some traditional density based clustering methods such as DBSCAN
[183] and [53] can only group the data points below and above a certain
density threshold.
4. During the discussion of the energy optimization based clustering
method, we also notice that the graph spectral based clustering methods,
such as Normalized-cut [120], can be considered as a special case of the en-
ergy based clustering method but leaving out the important unary energy
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term. Therefore its performance will be limited compared with the true
energy based method due to this incompleteness.
The organization of this chapter is as follows. In Section 5.2, we introduce
and describe our (statistical physics based) energy optimization clustering
method in detail, where each subsection addresses one aspect of the problem
in order: Section 5.2.1 discusses the determination of the point local density;
Section 5.2.2 and 5.2.3 discuss the unary and binary energy terms in our
energy formulation, respectively; Section 5.2.4 discusses the connected com-
ponent analysis after the density based clustering; Section 5.2.5 summarizes
the overall methodology at the end. In Section 5.3 we discuss the connec-
tion between our energy optimization based method with the graph spectral
clustering method, and point out that the graph spectral method is a special
case of the energy optimization method but without considering the unary
energy term in the energy objective. In Section 5.4 we offer the experimental
evaluation of our approach, the test of various components in our scheme,
and the comparison with related methods. Finally we conclude in Section
5.5.
5.2 Energy optimization based clustering approach
Let us consider clustering a point cloud based on the point local density at
each point, where the points that are adjacent and have similar local densities
are more likely to be joined in the same cluster. If we want to apply an en-
ergy optimization scheme on the point cloud for clustering purposes, we can
draw an analogy with the image segmentation problem in computer vision
to formulate the energy objective. In image segmentation, the property of
each node (in this case the image pixel or superpixel) to distinguish it from
other nodes (pixels) is the pixel intensity, where the adjacent and similar (in
intensity) nodes are more likely to belong to the same image segment. Anal-
ogously, the property of each node (data point) in the clustering problem to
distinguish it from other nodes (points) is the point local density. Therefore
in principle the solution framework and energy formulation for the image
segmentation problem can be borrowed directly for the clustering problem
as long as we replace the node property from pixel intensity value to the local
density value.
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Recall that in the image segmentation case, a graphical model is built
on the image, where each image pixel (or superpixel) represents a node vi
in the graph, and each node is connected with its neighbors in the image
(we denote neighboring nodes vi and vj as (i, j) ∈ N). We aim to assign
each node vi with a segment label xi, where the adjacent and similar (in
intensity) nodes can be grouped into the same segment while contrasting
with their surroundings. The energy objective (5.1) defined on this graphical
model typically consists of a unary (data) term and a binary (smoothness)
term, representing the node local information (the quality, fitness or match of
the labeling to this node) and the node interaction information (the fitness
of the labeling for a pair of neighboring nodes) over the graphical model,
respectively. The overall labeling that can minimize this energy objective is
the optimal labeling we are seeking.
E =
∑
i
Edatai (xi) +
∑
(i,j)∈N
Esmoothnessij (xi, xj) (5.1)
In the same spirit, for the clustering problem we can define a graphical
model on the point cloud, where each node (point) connected with its (prop-
erly defined) “neighbors” in the graph. The definition of the node neighbors
can vary from case to case, for example we can apply a Delaunay triangu-
lation on the point cloud and define each node’s neighbors as its Delaunay
neighbors, or we can define each node’s neighbors as its k-nearest neighbors
(k-NN) in the point cloud. Once the graphical model is constructed, we can
formulate the energy objective on the graphical model following the same
manner as that in the image segmentation case (such as formulating the
data and smoothness terms).
To be specific, let us first focus on the binary labeling case in the following
discussions. The multiple labeling problem (or multi-label problem) can be
solved via solving a set of successive binary labeling problems on the data
set. For example, in image segmentation case we can segment the image into
multiple regions by iteratively bi-partitioning each segmented region if neces-
sary; similarly, in clustering case we can divide the point cloud into multiple
clusters by successively dividing the obtained clusters into two clusters if the
current cluster should be further divided suggested by certain criterion. In
the binary labeling case, let us denote the labels as xi ∈ {−1, 1} for node
vi, based on the principles of statistical physics we have shown in Chapter 2
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that the energy formulation can be written into the following form.
E =
∑
i
Edatai (xi)+
∑
(i,j)∈N
Esmoothnessij (xi, xj) =
∑
i
θixi−
∑
(i,j)∈N
wijxixj (5.2)
This formulation is based on the Ising model [122] in statistical physics,
which studies the system of a large number of interacting particles, similar
in nature to the case when we study the image segmentation or clustering
problem (the system of large number of interacting nodes). And we have
proved the commonly used Potts model [132]∑
(i,j)∈N
Esmoothnessij (xi, xj) = Potts(x) =
∑
(i,j)∈N
I(xi 6= xj)wij (5.3)
for the smoothness term in computer vision as well as the arbitrary data
term (such as Edatai (xi = 1) = α, E
data
i (xi = −1) = β, α and β are arbitrary)
can be turned into the above form (5.2). Especially, the unary parameter θi
in the data term can be expressed as (suggested by the Ising model)
θi =
1
2
(Edatai (xi = 1)− Edatai (xi = −1)) (5.4)
That is the unary energy difference for labeling the node vi with +1 versus
-1. In the image segmentation case, the unary (data) energy Edatai (xi = 1)
and Edatai (xi = −1) can be easily computed from the fitness of the pixel
intensity of node vi and the corresponding image segment, the better the
fitness the lower the energy; similarly in the clustering case, we can compute
Edatai (xi = 1) and E
data
i (xi = −1) based on the fitness of the local density
at node vi and the corresponding cluster. Again in the image segmentation
problem, the binary parameter wij in the smoothness term above in (5.2) is
normally computed based on the pixel intensity gradient between the node
vi and vj in the image.
wij ∝ exp(−(I(vi)− I(vj))
2
2σ2
) (5.5)
where I(vi) refers to the pixel intensity at node vi. Similarly in the clustering
problem, we can compute the binary parameter wij based on the contrast
of local density between the two nodes vi and vj. Therefore the energy
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formulation of the clustering problem can be obtained based on the definition
of the point local density in the point cloud, which we will discuss in detail
in the following subsection.
5.2.1 The determination of the point local density
The local density around each point in the data set or point cloud is the key
factor in forming the clusters, therefore determining the point local density
becomes the key issue in the clustering process. There exist multiple ways to
determine this quantity. One way is to set a fixed scale or radius around each
point to compute the local density in a certain disk, yet apparently this scale
or radius is hard to determine and can vary from problem to problem while
it is crucial for the performance. Another way to determine this quantity
is based on the k-nearest neighborhood (k-NN) around each point. We can
compute the local density in the k-NN region around each point. However an
important question here is then what is the best k to use in the process (the
same question goes for the best scale to use in the first idea). On one hand the
k value should be small to let the density estimation be local at each point,
on the other hand the k value should be large enough to let the estimation be
representative for the neighborhood around the point. Apparently the most
appropriate k value to use varies from problem to problem. In fact the best
k value to use can even vary from location to location in the same data set
or point cloud. In the location where the point density changes dramatically
the neighborhood size around each point should be small (k value should be
small) in order to avoid over-smoothing of the local density at each point,
while in a relatively uniform region the neighborhood can be larger (k value
can be larger) to make the density estimation representative.
In many previous studies the k value is determined heuristically as a fixed
number, but we aim to avoid this heuristic approach in determining the local
neighborhood and estimating the local density. In order to determine the
appropriate k value for k-nearest neighbors at each point, we explore the in-
formation given by the Delaunay triangulation [29, 184] of the point cloud. In
Delaunay triangulation the connection among the neighboring points is nat-
urally obtained by the triangulation, while the number of the neighbors can
vary from point to point. This natural number of Delaunay neighbors at each
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point can be used as the k value in k-NN search (or we can use some value
proportional to it). Therefore the proper choice of k at each point can be
determined automatically from the point cloud given, and we no longer need
to specify a pre-determined heuristic k value for k-NN search. The reason we
do not directly use the k Delaunay neighbors in the triangulation to compute
the local density for a given point but rather using the k nearest neighbors in
the feature space is that the Delaunay neighbors are not necessarily the near-
est neighbors. For a point at the boundary of a cluster the triangulation can
connect it with some really far away points, and in this case the local density
computed according to the Delaunay neighbors would be very inaccurate or
even meaningless. Hence the Delaunay triangulation is only used to provide
a proper k for each point. To summarize, the proper scale or radius around
each point in computing the local density is automatically determined by its
k-NN neighborhood, yet importantly, the appropriate k value to use for each
point is automatically determined by the number of its Delaunay neighbors.
Once the k value is determined at each point, we proceed to compute the
local density at this point using its k-nearest neighbors, note again, not using
its k Delaunay neighbors in the triangulation.
Given the proper values of k and k-NN around each point, there are again
multiple ways to compute the local density. One method is to compute the
area of the disk covering the farthest point in the k-NN region centered at the
given point, and compute the local density as the point number (k) divided
by the disk area. Yet this method is very sensitive to the point number in the
neighborhood; if the neighborhood happens to contain one more point while
the disk area does not change too much, the computed local density value
will vary significantly while the true local density does not change too much.
In order to obtain more robust density estimation, we compute the distance
between each neighbor point in the k-NN region to the central point, and
take the median distance among them as the characteristic distance for the
central point (as shown in (5.6)). We assume the local density is inversely
proportional to this characteristic distance (distance raised to the power of
the feature dimension).
dc(vi) = median(d(vi, vj) : vj ∈ kNN(vi)) (5.6)
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ρ(vi) ∝ 1
d2c(vi)
(5.7)
In the above d(vi, vj) is the spatial distance between the point vi and vj,
kNN(vi) is the k-nearest neighborhood of point vi, dc(vi) is the characteristic
distance of point vi, and ρ(vi) is the local density at point vi. Given the local
density ρ(vi) at each point, we can then treat this feature in the same way
as the pixel intensity in the image segmentation case, and compute the data
(unary) and smoothness (binary) energy terms with this quantity.
5.2.2 The data (unary) term in energy objective
Given the local density ρ(vi) at every point vi in the data set or point cloud,
we can simply find the maximal local density ρmax and minimal local density
ρmin among all the points. In the binary labeling case, we want to cluster all
the points into two clusters, one relatively dense and one relatively sparse,
and each one of them can be further divided if needed. Hence for any given
point vi, the closer its local density ρ(vi) to max, more likely it belongs to the
dense cluster, and vice versa; this increased likelihood is represented in our
algorithm by decreased energy. If we define the dense cluster with the label
1 and sparse cluster with the label -1, we compute the data (unary) energy
for each point vi as follows.
Edatai (xi = 1) =
ρmax − ρ(vi)
ρmax − ρmin
Edatai (xi = −1) =
ρ(vi)− ρmin
ρmax − ρmin (5.8)
Therefore the unary parameter θi can be obtained as (ref. (5.4))
θi =
1
2
(Edatai (xi = 1)− Edatai (xi = −1))
In fact a large positive θi means the unary energy for labeling the node vi
with label 1 is much higher than that with label -1, or the likelihood of
node vi belonging to the dense cluster (label 1) is much lower than that of
the sparse cluster (label -1), so the node tends to be labeled with xi = −1.
Therefore with this labeling the unary energy Edatai (xi) = θixi is a negative
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value (otherwise it is large positive for xi = 1), which is also meaningful in
the energy minimization point of view.
5.2.3 The smoothness (binary) term in energy objective
In image segmentation, the edge weight wij between the node vi and vj (rep-
resenting image pixels or superpixels) is computed in terms of the intensity
contrast between the two nodes (ref. (5.5)).
wij = exp(−(I(vi)− I(vj))
2
2σ2
)
That is the larger the intensity difference, the weaker the edge connection.
In exactly the same way we can compute the edge weight between two neigh-
boring nodes in the clustering case, in terms of the local density contrast
between the nodes.
wij = exp(−(ρ(vi)− ρ(vj))
2
2σ2ρ
) (5.9)
Again the larger the local density difference, the weaker the edge connection
between the two nodes.
Given the data and smoothness energy terms, the overall energy objective
of the clustering problem can be written exactly as the Ising model formula-
tion in statistical physics (ref. (5.2)):
E =
∑
i
Edatai (xi) +
∑
(i,j)∈N
Esmoothnessij (xi, xj) =
∑
i
θixi −
∑
(i,j)∈N
wijxixj
The formulation is based on the unary/binary parameters θi and wij as de-
fined above, which in turn are functions of the point local density ρ(vi).
5.2.4 Connected component analysis after density based
clustering
So far our clustering scheme is aiming to cluster the point cloud according to
their local densities, where each cluster will include nodes with similar local
density values (around some particular local density value). The local density
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is relatively uniform within the cluster but contrasting with its surrounding
region. This clustering process can be carried out via the successive bi-
partitioning of the original data set or point cloud. If the local density of a
resulting cluster is not uniform enough then it should be further divided. But
this clustering scheme so far cannot separate the spatially isolated clusters
with the same (similar) density values. That is, if two isolated point clouds
have the same (similar) density values, under the current framework they
will be put into the same cluster, even if they are not connected or even close
to each other. We need to find a way to separate the density-wise similar
but spatially disconnected point clouds. For this purpose, we need to explore
the spatial distance information of the data points. However, it is hard to
formulate this information into the energy optimization framework. Since
we want to allow the clusters to have arbitrary shapes and topologies, two
points closer in spatial location are not necessarily more likely to belong to
the same cluster than points far apart. Therefore it is difficult to build a
quantitative relationship between the spatial distance of the points and the
likelihood of them belonging to the same cluster. An illustrating example is
shown in Figure 5.1, where different colors represent different clusters (with
different densities). We can see point A and B are closer spatially than
point A and C, but A and B belong to different clusters while A and C
are in the same cluster. Under such situation it is then hard to encode the
spatial distance information into the energy optimization scheme, since the
unary information for each node (tendency for the node to belong to certain
cluster) based on its spatial location, as well as the binary information for
a pair of nodes (edge connection strength between the two nodes) based on
their spatial locations, are largely unclear.
Therefore after the density based clustering of the data points (which is
solved via energy optimization), some other technique is needed in order to
further separate the point groups that are far apart and disconnected but
within the same cluster due to the same/similar point local densities. The
answer is natural and apparent - the connected component analysis [185-187].
The operation is simple. For the current cluster where the local density is
similar everywhere, we simply run a connected component analysis within it
and separate those isolated point groups (if any) therein. A key parameter
in running the connected component analysis is the distance scale between
two points considered as “close enough” or “connected”, this distance scale
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is conveniently assigned with the characteristic distance dclusterc of the current
cluster. Specifically, we define it as the largest characteristic distance among
all the nodes in the current cluster.
dclusterc = max
i
{dc(vi), vi ∈ current cluster} (5.10)
Figure 5.1: An illustrating example showing that two points closer in
spatial location are not necessarily more likely to belong to the same cluster
than those points far apart.
5.2.5 The density homogeneity measure of the cluster
One final question in our clustering scheme is how to measure the density
homogeneity of the given cluster or point set. Again there are many ways
to measure the homogeneity of the local density [188], yet a particularly
natural and straightforward way in our settings is by checking the standard
deviations of the local density ρ for all the points in the given set. If the
local density standard deviation std(ρ) is relatively small compared with
the average density mean(ρ) for the given cluster or point set, we consider
the local density of the point set homogeneous. We call this parameter the
homogeneity criterion hcr.
hcr = std(ρ)/mean(ρ) (5.11)
This criterion is computed based on all the points in the current cluster.
Since this cluster density homogeneity measure is point-based, it can han-
dle the cluster with any shape and topology as long as we obtain the charac-
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teristic distance or local density of each point within this cluster. For example
as we show in our experiment, this method can handle the spiral-shape clus-
ter and measure the local density variation along the spiral direction; also it
can measure the density homogeneity of the cluster with holes inside, such
as the cluster of background scatter points in our examples.
5.2.6 The overall methodology
To summarize, the overall scheme for our hierarchical energy optimization
based clustering approach is shown in Figure 5.2. Given a set of data points
we first compute the local density at each point, and check if the local density
across the current point set is homogenous or not. If the local density across
the point set is homogenous, we then directly apply the connected component
analysis on the point set to separate it into the disconnected clusters; if
the local density across the point set is not homogeneous, we then apply
the energy optimization based clustering (density based clustering) to divide
the point set into two clusters with a relatively dense one and a relatively
sparse one. For each of the obtained two clusters, we apply the algorithm
iteratively and further bi-partition the current cluster if it is not sufficiently
homogeneous in local density, or run connected component analysis to it
otherwise.
5.3 Connections with Graph spectral based clustering
approach
Besides the graphical model energy optimization approach as we discussed
above, the graph spectral method [189] is another important technique in
solving the clustering problem as well as the general combinatorial optimiza-
tion. In this section we aim to explore the connections between the two types
of methods theoretically. This section stands relatively independently from
the previous part of the chapter, but it is the essential background for our
discussion in the experimental section (Section 5.4.2). We show the class of
graph spectral methods (such as Normalized-cut [120]) is a special case of
the energy optimization methods but only focusing on the binary or smooth-
ness term in the energy function, while ignoring the unary or data term
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Figure 5.2: The overall scheme for our hierarchical energy optimization
based clustering approach.
at each node. Due to the omitting of the unary information in the energy
formulation, the performance of graph spectral methods may be limited.
Given a graphical model representation of the problem, the graph spectral
method focuses on the study of the graph-associated matrices such as the
graph adjacency or Laplacian matrix and solves the optimization problem via
the eigen-analysis of these matrices. Given a graphical network G = (V,E),
where V and E are the node set and edge set, respectively. We denote the
edge weight matrix of the graph as W (where we define wii = 0 and assume
we have n nodes).
W =

0 w12 w13 . . . w1n
w21 0 w23 . . . w2n
w31 w32 0 . . . w3n
...
...
...
. . .
...
wn1 wn2 wn3 . . . 0

(5.12)
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We can further define the node degree di for node vi as
di =
∑
(i,j)∈N
wij (5.13)
The degree matrix D of the graph can be defined accordingly with node
degree di at the diagonal.
D =

d1
d2
. . .
dn
 (5.14)
The graph Laplacian matrix L is then defined as in (5.15)
L = D −W =

d1 −w12 −w13 . . . −w1n
−w21 d2 −w23 . . . −w2n
−w31 −w32 d3 . . . −w3n
...
...
...
. . .
...
−wn1 −wn2 −wn3 . . . dn

(5.15)
which is a positive semidefinite matrix [189-190].
Let vector x ∈ {−1, 1}n, then the quadratic form of the graph Laplacian
is
xTLx = xT (D −W )x = xT

d1 −w12 −w13 . . . −w1n
−w21 d2 −w23 . . . −w2n
−w31 −w32 d3 . . . −w3n
...
...
...
. . .
...
−wn1 −wn2 −wn3 . . . dn

x
= −
∑
i,j,i6=j
wijxixj +
∑
i
di (5.16)
The last line above (ignore the constant term
∑
i di, also note wij = 0 if
(i, j) /∈ N) is the familiar smoothness energy term in the physical based
graphical model energy formulation (5.2). In fact, the formulation in (5.2)
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can be re-written as
E =
∑
i
θixi −
∑
i,j,i6=j
wijxixj = θ
Tx+ xTLx−
∑
i
di (5.17)
where L is the graph Laplacian matrix for the problem. Therefore the en-
ergy minimization problem on the physical based energy formulation (5.2)
becomes
arg minx,xi∈{−1,1}θ
Tx+ xTLx (5.18)
In contrast to (5.18), the graph spectral algorithms only focus on the mini-
mization of the term xTLx or its variants, and do not consider the term θTx
in the formulations. Hence for graph spectral methods, the analysis of the
quadratic form of the graph Laplacian and the eigen-analysis associated with
it considers only the binary or smoothness energy term in the physical based
energy formulation and does not take into account the unary or data term.
The graph spectral method is in this way limited. Below we will illustrate
this point with a concrete example - Normalized-cut method.
The Normalized-cut [120] is a graph spectral clustering method for (succes-
sively) bi-partitioning the given graph, where by some measure the similarity
within one part is high and that across the parts is low. The formulation of
Normalized cut is based on the graph Laplacian and its eigen-decomposition.
A graph G = (V,E) can be partitioned into two disjoint sets A and B by
simply removing the edges between the two parts, and we define the cut
between the node set A and B as
cut(A,B) =
∑
i∈A,j∈B
wij (5.19)
In addition we define the association between the node set A with the whole
set V as
assoc(A, V ) =
∑
i∈A,j∈V
wij (5.20)
i.e. the connection between the nodes in A with all the nodes in the graph.
Normalized-cut computes the cut cost as a fraction of the total edge connec-
tions to all the nodes in the graph.
Ncut(A,B) =
cut(A,B)
assoc(A, V )
+
cut(B,A)
assoc(B, V )
(5.21)
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If we denote the node label as xi ∈ {1,−1} for the bi-partitioning of the image
into the set A and B, and we denote the node degree as di, the Normalized-
cut formulation can be further expanded as
Ncut(A,B) =
∑
xi=1,xj=−1−wijxixj∑
xi=1
di
+
∑
xi=−1,xj=1−wijxixj∑
xi=−1 di
(5.22)
In the matrix notation with the same definition for matrices W , D and L,
we can arrive at the Normalized-cut minimization problem as [120]
arg minx,xi∈{1,−1}Ncut(x) = arg miny,yi∈{1,−b}
yT (D −W )y
yTDy
= arg miny,yi∈{1,−b}
yTLy
yTDy
(5.23)
where b =
∑
xi>0
di∑
xi<0
di
. By the theory of Rayleigh quotient [191] the second
smallest eigenvector of the generalized eigensystem (D −W )y = λDy is the
real valued solution to the Normalized-cut problem.
It is clear that the numerator in (5.22) is closely related with the binary
(smoothness) energy term in the physical based energy formulation (5.2).
Specifically, it only sums the binary terms where the labels for the neigh-
boring node pair are different, so it is very similar with the Potts model
[132].
Potts(x) =
∑
(i,j)∈N
I(xi 6= xj)wij =
∑
xi=1,xj=−1
−wijxixj +
∑
xi=−1,xj=1
−wijxixj
(5.24)
And we know cut(A,B) = cut(B,A), or∑
xi=1,xj=−1
−wijxixj =
∑
xi=−1,xj=1
−wijxixj (5.25)
so we have∑
xi=1,xj=−1
−wijxixj =
∑
xi=−1,xj=1
−wijxixj = 1
2
Potts(x) (5.26)
Therefore the numerators in (5.22) are equal to the half of the Potts model,
and the Normalized-cut formula is closely related with the Potts model in
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the following manner.
Ncut(x) =
∑
xi=1,xj=−1−wijxixj∑
xi=1
di
+
∑
xi=−1,xj=1−wijxixj∑
xi=−1 di
= 1
2
( 1
α(x)
+ 1
β(x)
)Potts(x) (5.27)
where α + β =
∑
i di =
∑
(i,j)∈N wij.
Hence the Normalized-cut method is simply the physical based energy
optimization method (normalized in certain way) focusing on only the binary
or smoothness term in the energy function, while ignoring the unary or data
term at each node. Due to the omitting of the unary information in the
energy formulation, the performance of Normalized-cut will be limited. An
experimental demonstration of this will be provided in Section 5.4.2.
5.4 Experiments
In our experimental section, we want to test the performance of our proposed
(physically inspired) energy optimization based clustering method on various
types of data sets for various shapes and topologies of the clusters therein
(Section 5.4.1), and also we want to compare our energy based clustering ap-
proach with the graph spectral clustering approach Normalized-cut (Section
5.4.2), and finally we want to test the performance of various energy opti-
mization algorithms (such as ICM, LBP, Graph-cut, Mean field algorithm
and MIQP) on the clustering within our scheme (Section 5.4.3).
5.4.1 The experiments on various types of data sets
In this subsection, we test our clustering algorithm on a variety of data sets
(i.e. various point cloud patterns). The effect of the homogeneity criteria
hcr on the clustering is also tested. We apply the ICM algorithm [124] for
energy optimization in this experiment as default.
In the point cloud example 1 (Figure 5.3), there is an isolated point in the
set, and the rest of the points form a point group with a relatively dense core
and a sparse boundary region. If we set the homogeneity criterion large (hcr =
0.9), namely large density fluctuation is accepted within the same cluster,
only the isolated points are considered as a separate cluster and the rest of
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the points are all classified into one cluster. When the homogeneity criterion
becomes smaller (hcr = 0.5 or 0.7), i.e., only smaller density fluctuation is
allowed within each cluster, the single cluster formed by the majority of
points above will be divided into more clusters successively, with the point
density more and more homogeneous within each smaller cluster.
Figure 5.3: The clustering result for point cloud example 1 with various
homogeneity criteria hcr.
In the point cloud example 2 (Figure 5.4), there are two separated point
clouds with similar point densities. With relatively large hcr values (hcr = 0.7
or 1.0), the whole point set will only be separated into two clusters, but with
smaller hcr values (hcr = 0.3 or 0.4), each isolated cluster will be further
divided into multiple clusters with smaller and smaller density fluctuation
within each resulting cluster.
Figure 5.4: The clustering result for point cloud example 2 with various
homogeneity criteria hcr.
In the point cloud example 3 (Figure 5.5), there are three separated point
clouds each with a relatively dense core and a sparser boundary region. For
hcr large (hcr = 0.9), each of the point clouds will be considered as a single
cluster where the inner density fluctuation is tolerated. As hcr gets smaller,
the density variation within each point cloud will lead to its breakdown, e.g.,
when hcr = 0.7 the dense core of each point cloud is separated as a single
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cluster while the boundary region of each point cloud is divided into several
clusters according to the point density fluctuation.
Figure 5.5: The clustering result for point cloud example 3 with various
homogeneity criteria hcr.
Figure 5.6: The clustering result for point cloud example 4 with various
homogeneity criteria hcr.
In the point cloud example 4 (Figure 5.6), the point cloud consists of a
dense core as well as a sparse and asymmetric boundary region. When the
homogeneity criterion hcr is large (hcr = 0.9), i.e., large density fluctuation is
allowed, all the points are classified into the same cluster. When we decrease
hcr (hcr = 0.7), the relatively isolated point groups are separated from the
central core of the point cloud. When hcr value is decreased further (hcr =
0.5), the central core is broken up into several clusters, with a more uniform
point density inside.
In the point cloud example 5 (Figure 5.7), this spiral-shape point set could
be very challenging for many traditional clustering methods such as k-means,
but our clustering method can handle it well. Our method is able to separate
each spiral as a distinct cluster (the most intuitive clustering), when the
homogeneity criterion is large (hcr = 0.5 or 0.7). Note the point density
along each spiral is gradually decreasing as going from center to boundary,
therefore when the homogeneity criterion becomes smaller (hcr = 0.1 or 0.3),
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Figure 5.7: The clustering result for point cloud example 5 with various
homogeneity criteria hcr.
the point density fluctuation is no longer tolerated along the spiral, and hence
the spiral is further divided into multiple sections (clusters) due to the point
density variation.
Figure 5.8: The clustering result for the composite point cloud example 6
with various homogeneity criteria hcr.
Finally in point cloud example 6 (Figure 5.8) we have produced a com-
posite data set containing the various point cloud types appeared above,
with a spiral, two dense-core point clouds, and some sparse scatter points all
over the background. This type of data set is inspired by Figure 2 in [172],
demonstrating the significant variation of the cluster type, shape, density,
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size etc., where the author in [172] claimed that none of the available cluster-
ing methods can handle this type of data set and detect all the clusters. Yet
we can see our clustering method offers a reasonable hierarchical clustering
of the data set. When the homogeneity criterion is large hcr = 1.1 (large
local density fluctuation is allowed), all the points are grouped into the same
cluster. When hcr = 1.0, the three major intuitive clusters, the spiral and
the two dense-core point clouds, are clearly separated; and the background
scatter points are also (roughly) classified as one cluster even if they spread
over the entire space and do not concentrate around a specific location at all
(other clusters are actually “embedded” within this cluster, this is a cluster
with “holes”). When the homogeneity criterion hcr gets even smaller some
clusters further break into multiple clusters according to their inner density
variations, and eventually the spiral is divided into two (or more) clusters for
each of its two branches.
5.4.2 The comparison with Normalized-cut clustering method
As we already discussed in Section 5.3, the Normalized-cut algorithm [120]
is a popular graph spectral method for clustering. Its clustering is also based
on the successive bi-partitioning of the data points as we do in our method.
The Normalized-cut clustering is carried out by introducing the degree matrix
D, where the diagonal elements are computed as dii =
∑
j wij and all non-
diagonal elements are zero (ref. Section 5.3 for details). It aims to solve the
eigenvalue system
D−1/2(D −W )D−1/2x = λx (5.28)
and find the eigenvector corresponding to the second smallest eigenvalue.
This second smallest eigenvector can provide information for bi-partitioning
the point set, where in the ideal case it only contains two distinct values
among its elements which label two clusters in the point set. In practice
this is not the case and we need to find a splitting point to bi-partition the
real-valued elements in this eigenvector, for that we simply follow the way in
[120] thus among several evenly distributed splitting points we select the one
that leads to the optimal N-cut objective value. The bi-partitioning of the
elements in this second smallest eigenvector corresponds to the two clusters
of the point set.
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In fact as we pointed out above, we realize that the Normalized-cut al-
gorithm is simply a modified version of the energy optimization approach,
but does not consider the unary or data term in the energy objective (only
the binary or smoothness term is considered). Actually it is straightfor-
ward to replace the entire module of energy optimization scheme in our
clustering framework (see Figure 5.2) with the Normalized-cut scheme, sim-
ply by replacing the energy based local density clustering module with the
Normalized-cut based module in the flow chart Figure 5.2 above. All other
components in our clustering framework are unchanged, such as the neigh-
borhood system, the local density computed at each node, as well as the
weight matrix W = {wij} computed (the binary energy parameter) for the
point set. It is apparent during the optimization process of Normalized-
cut method that only the binary energy term W = {wij} (and matrix D
derived based on W ) is computed and considered, while the unary energy
information at each point is not considered at all. Therefore the clustering
performance of Normalized-cut could be limited significantly due to this con-
straint, compared with the energy optimization based clustering approach as
we proposed in this work. The truth of this characterization is demonstrated
in the experiment. We perform the Normalized-cut clustering on the point
cloud example 1-5 as shown above (Figure 5.3 - 5.7), and this time we only
aim to bi-partition each point cloud into two clusters. The clustering re-
sults are shown in Figure 5.9. We can see the clustering results for point
cloud example 1, 4 and 5 are totally unreasonable, where the points are not
clustered based on their local densities, but rather split from the middle.
Compared with our clustering results shown in Figure 5.3 - 5.7, we see our
method apparently has a significantly better performance compared with
Normalized-cut, offering intuitively meaningful clustering results.
5.4.3 The comparison of various energy optimization
algorithms within our scheme
In our energy optimization based clustering scheme, the local density clus-
tering step relies on the energy optimization approach. Therefore the energy
optimization algorithm plays a key role in our clustering framework. There
are many energy optimization algorithms existing in the graphical model
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Figure 5.9: The clustering results by Normalized cut, for bi-partitioning
each point cloud shown in point cloud example 1-5 above (Figure 5.3 - 5.7).
optimization field, such as ICM (Iterative Conditional Mode) [124], LBP
(Loopy Belief Propagation) [133, 134, 142], Graph-cut [23, 24], Mean field
algorithm [125, 126] and so on, all of them are well-known in computer vi-
sion community. In addition, the discrete optimization methods proposed
for solving the integer programming problem can also be applied for solving
the energy optimization problem as we have here (our problem in (5.2) is
also an integer programming problem) (ref. Chapter 2 ), such as the popular
integer programming toolbox Tomlab [167] (with the underlying optimiza-
tion method Branch-and-cut, we call this method “MIQP” (Mixed-Integer
Quadratic Programming) in our experiment below). We compare all those
energy optimization algorithms within our clustering framework, where the
overall clustering schemes are the same as those shown in the flow chart
(Figure 5.2), we simply replace the different energy optimization algorithm
within it.
In this test, for a given clustering problem we compare the visual clustering
results, the energy values obtained after optimization, and the runtimes for
various optimization algorithms. In order to show the energy value obtained
after clustering in a convenient way, we restrict the clustering to be one-
level, that is we simply bi-partition the original point set without further
iterations. In the visual clustering result we also show the Normalized-cut
82
Table 5.1: (Example 1) The energy value obtained after optimization and
the runtime for various optimization algorithms (MIQP refers to the IP
solver Tomlab) for the clustering problem shown in Figure 5.10.
Example 1 ICM LBP Graph-cut Meanfield MIQP
Energy value obtained -704.9294 -708.0873 -708.0873 -708.0873 -708.0873
Runtime (s) 0.9631 8.5017 0.0031 0.0827 0.5487
(N-cut) result for comparison. We carry out experiments on (Example 1) a
new point set as shown in Table 5.1 and Figure 5.10 as well as (Example
2) the previous point set (Figure 5.6) with results shown in Table 5.2 and
Figure 5.11. In addition, as a qualitative comparison, we also test various
energy optimization algorithms (ICM, LBP, Meanfield and MIQP) on the
composite point cloud (Figure 5.8) for a complete iterative clustering with
hcr = 1.0 (note it is no longer the one-level clustering, but the normal iterative
clustering as we do in Section 5.4.1). But since it is not a bi-partition of the
point set we omit to show the energy value obtained after the optimization
(the energy objective is defined for the binary labeling case).
Figure 5.10: (Example 1) The visual clustering result comparison for
various energy optimization algorithms, we also show the clustering result
for Normalized-cut (N-cut) as comparison.
In Example 1 (the point set shown in Figure 5.10), we see the cluster-
ing results for the energy optimization algorithms MIQP, Graph-cut, LBP
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Table 5.2: (Example 2) The energy value obtained after optimization and
the runtime for various optimization algorithms (MIQP refers to the IP
solver Tomlab) for the clustering problem shown in Figure 5.11.
Example 2 ICM LBP Graph-cut Meanfield MIQP
Energy value obtained -410.7787 -410.6653 - 410.7464 -412.3364 -412.6643
Runtime (s) 0.6118 4.0016 0.0067 0.0600 0.5867
and Meanfield are the same: they all separate the most isolated point on
the left from the major point cloud on the right. This is the most intuitive
bi-partition of the point set. The clustering result for the ICM algorithm is
slightly degraded with some points messed up across the clusters. It is ob-
vious that the Normalized-cut (N-cut) result is not quite meaningful since it
simply splits the point cloud from the center regardless of the density distri-
bution. The same trend is observed in the final energy value obtained after
the optimization: that MIQP, Graph-cut, LBP and Meanfield algorithms
all achieve the lowest energy value -708.0873, while ICM achieve a slightly
higher energy value -704.9294. In terms of the runtime, Graph-cut runs the
fastest while LBP the slowest, and the runtimes are roughly comparable for
the rest of the algorithms.
Figure 5.11: (Example 2) The visual clustering result comparison for
various energy optimization algorithms, we also show the clustering result
for Normalized-cut (N-cut) as comparison.
84
In Example 2 (the point set shown in Figure 5.11), the clustering result of
every optimization algorithm is somewhat different. While it is clear that the
MIQP method achieves the lowest energy value with a reasonable clustering
result, visually speaking the result obtained by ICM algorithm looks even
better in that it separates the relatively dense core region and the relatively
sparse boundary region of the point cloud. Yet overall the energy values
obtained for all the algorithms are fairly close to each other. We should
note the visual result might not always have a good correspondence to the
energy value obtained after the optimization, since we have the important
modeling issue - that is how well the energy model we build represents the
original clustering problem, which is another level of question. Under the
assumption that the energy model captures the clustering problem well, a
better visual result is expected for a lower energy value. Again the N-cut
method does not offer meaningful clustering results for this point set.
Figure 5.12: The comparison of the visual clustering results on the
composite point cloud example 6 (as shown in Figure 5.8), by the energy
optimization algorithms ICM, Meanfield, LBP and MIQP for homogeneity
criterion hcr = 1.0.
Finally in Figure 5.12 we compare the clustering performance of various
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energy optimization algorithms ICM, Meanfield, LBP and MIQP on the com-
posite point cloud example 6 (as shown in Figure 5.8). This time we perform
a complete iterative clustering as we do in Section 5.4.1. All the four algo-
rithms are able to segment out the three major clusters - the spiral and the
two dense-core point clouds. However, in clustering the background scatter
points MIQP is different from the rest of the methods. While ICM, Mean-
field and LBP group the background scatter points roughly into the same
cluster, MIQP splits them into two parts via the “narrow neck” (MIQP’s
result has lower energy, but is less intuitively reasonable; At the same time,
MIQP’s result on the background scatter points is cleanest - other methods
always tend to have some outliers in this cluster. Other than MIQP, LBP
has the best performance in clustering the background scatter points. The
runtimes of our clustering method with various energy optimization algo-
rithms are: ICM 2.3299s, Meanfield 0.4113s, LBP 68.3982s, MIQP 0.5903s.
The LBP algorithm is much slower than other algorithms, at least in our
implementation.
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CHAPTER 6
THE LOCAL TOPOLOGY CONSISTENCY
CHECK FOR IMAGE FEATURE
MATCHING
Before we dive into the study of image co-segmentation itself in Chapter 7
and 8, let us first focus on the task of image feature matching. Ultimately, in
image co-segmentation we are looking for the matched parts across images, so
this task inherently incorporates the image feature matching in some form.
In fact, image feature matching is a fundamental vision technique with ap-
plications far beyond image co-segmentation. Therefore, in this chapter we
would like to first focus on the study of the image feature matching technique,
which will inevitably appear as a component in the image co-segmentation
schemes as we discuss later; in the mean time it can be regarded as a stan-
dalone technique in the field of common visual pattern recognition as well
[168, 169].
Given two images with some common features shared across them, we
would like to detect the correspondence of the features across the images. The
feature could be an image key point, image segment/superpixel or any other
type of features that can be abstracted into some form of feature adjacency
graph. In this chapter, we aim to design a general scheme to find the feature
correspondence across the images. It makes use of the local information of
each feature in the image as well as the neighborhood information from the
adjacent features (the local topology) in that image to do the inference, and
the whole scheme is carried out iteratively; we call this scheme local topology
consistency check.
Given a set of features (image key point, image superpixel, etc.) in the
image, we can abstract each feature as a node vi ∈ V in a graph G =
(V,E) with the feature vector representing its property. The features that
are neighbors of each other, (vi, vj) ∈ N (where N denotes neighborhood
set) will be connected via an edge eij ∈ E in the graph. For example,
if the feature is the superpixel, we simply consider the superpixels sharing
boundary as the neighbors; if the feature is the key point, in order to find
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the proper definition of neighbors, we can perform a Delaunay triangulation
of the key points in the image and the key points connected by an edge in
the triangulation are considered as neighbors. So at this point we obtain
a feature adjacency graph of the image, with each node associated with a
feature vector. In the following sections, let us illustrate the local topology
consistency check algorithm with some concrete examples: the SIFT key
point matching and the image superpixel matching.
6.1 SIFT key point matching
The SIFT key point features are very robust to image variations and can
help establish reliable correspondence across images. The number of SIFT
key points detected in an image may be enormous [21]. It is not an easy task
to form reliable correspondences by sorting out a small subset of SIFT key
points in each image. The SIFT point descriptors, by themselves, are not suf-
ficiently unique and lead to matching ambiguities. Additional information is
needed. For this purpose, we use properties of the spatial distribution of the
points, i.e., their topology/layout. Since two SIFT points across images hav-
ing similar point layouts in their neighborhoods is a much lower probability
event than the points having similar feature values (key point descriptors),
the former adds very significantly to the likelihood that the points form a
valid match.
To quantify the topological structure of the SIFT points, we compute the
Delaunay triangulation of all the SIFT points in the image. We define two
SIFT points as neighbors if there is an edge in the Delaunay graph connect-
ing them. We want to ensure that the corresponding SIFT points across
images not only have similar point features but also have similar neighbor-
hood topologies. To this end, we formulate SIFT point matching in a belief
propagation type of scheme. As mentioned earlier, matching the SIFT fea-
ture itself is very ambiguous. Yet for a given SIFT point in one image the
feature distance ratio
r = d1/d2 (6.1)
between its best match and the second best match in another image is more
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distinctively associated with the key point and thus is very effective in elim-
inating the wrong matches [21]. A pair of SIFT points (s1, s2) across two
images will be considered as candidate points only if s2 is the best match
of s1 in the other image and the feature distance ratio therein is sufficiently
small (r < 0.8 as used in [21]). We only build Delaunay triangulation upon
this candidate set of SIFT points in each image. For every possible pair of
candidate SIFT points (s1, s2) across two images, we initialize their matching
probability p
(s1,s2)
0 as
p
(s1,s2)
0 =

1, if s2 is the best match
of s1 and r < 0.8
0, otherwise
(6.2)
In the following algorithm iterations, for each pair of SIFT points (s1, s2)
across two images, we first compute their feature similarity pf (assign it with
the current matching probability p(s1,s2)).
pf = p
(s1,s2) (6.3)
Next, we compute the neighborhood support probability pn for the SIFT
point pair (s1, s2). This is where the topology/layout information comes in.
We first compute the neighborhood support factor ρ as the summation of
the matching probabilities p(i,j)s of all the SIFT point pairs (i, j)s across the
neighborhoods of s1 and s2 in two images, i.e. between each SIFT point
adjacent to s1 and each SIFT point adjacent to s2 in the Delaunay graphs of
the two images, respectively.
ρ =
∑
i∈Ns1 ,j∈Ns2
p(i,j) (6.4)
where Ns1 and Ns2 denote the neighborhoods of s1 and s2, respectively. The
neighborhood support probability pn is then computed using the sigmodal
equation to enforce its value between 0 and 1.
pn =
1
1 + exp(−(ρ− ρ0)) (6.5)
where we set ρ0 = 1. Finally, the matching probability for SIFT point
pair (s1, s2) is obtained as follows by assuming the independence of feature
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similarity and neighborhood support.
p(s1,s2) = pfpn (6.6)
The matching probability of every SIFT point pair across two images is
computed and updated in an iterative fashion, based on feature similarity
as well as neighborhood support computed in each iteration. This is then
updated until convergence, leading to a final matching probability for each
SIFT point pair across the images. We can accept a match as valid if its
matching probability is sufficiently high. The algorithm description and the
illustrative examples are shown in Figure 6.1 and 6.2.
Figure 6.1: The local topology consistency check algorithm for finding the
reliable SIFT point match across the images.
The SIFT point matching probability p(s1,s2) across two images is an im-
portant indicator of how reliable the match is. Based on our experiments,
the obtained SIFT match pair with the true correspondence typically has
a matching probability greater than 0.02 (many of them are above 0.1),
while the obtained SIFT match pair with the false correspondence always
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Figure 6.2: Illustration of the local topology consistency check method for
SIFT key point matching. Left two columns: dog images. Right two
columns: house images. Row 1: the original image. Row 2: the original
SIFT key points detected in the image. Row 3: the Delaunay triangulation
on the original SIFT key points. Row 4: the matched SIFT key points
detected.
has a matching probability below 0.02 (most times below 0.01) (Figure 6.3).
Therefore, based on the value of the SIFT pair matching probability p(s1,s2)
across two images, we can determine if the obtained SIFT matching pair is
reliable or not.
On the other hand, in order to validate the importance of the neighbor-
hood support in the matching process, we carry out an ablation study to
show its usefulness. This is done by comparing the SIFT matching perfor-
mance with and without neighborhood support (using pf v.s. pfpn in (6.6),
in the former case pf is initialized as feature similarity). We randomly se-
lect 20 image pairs from richCoseg dataset with very cluttered background
containing the common object, and run the SIFT point matching algorithm
with and without the neighborhood support. The matching without neigh-
borhood support gives an accuracy of 40.91% (180 correct match pairs out of
440 total match pairs across images), while the matching with neighborhood
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Figure 6.3: The (maximal) SIFT matching probability across each image
pair randomly selected from richCoseg and iCoseg dataset, including the
matching probabilities for 30 true matches (blue star) and 30 wrong
matches (red star).
support gives an accuracy of 97.44% (38 correctly matched pairs out of a
total of 39). Apparently, the neighborhood support plays a central role in
the matching performance.
6.2 Image superpixel matching
The local topology consistency check algorithm for detecting the superpixel
correspondence across the images is similar to that described above. For a
pair of images, we segment each of them into a set of superpixels [22, 30]
and try to find proper matching among them. The superpixel feature can
have different ingredients and we use the average Lab color of the superpixel;
we could also, in addition, use descriptions derived from dense SIFT features
and texture features. Also, it is worth noting that one key difference between
the region/superpixel matching and the SIFT point matching is that (due to
the segmentation instability, region merging/splitting, lighting variation and
so on) the region matching is generally not a one-to-one matching; many-to-
many matching should be allowed.
In order to find the initial region correspondences across the images, we
adopt the method analogous to the SIFT point matching algorithm (local
topology consistency check algorithm) as described above. The following
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algorithm, accordingly, parallels the one in Section 6.1, with some necessary
changes. For each pair of superpixels, s1 from image 1 and s2 from image 2
(in the vicinity of common object), we compute the feature similarity pf for
(s1, s2) as
pf = exp(−|s1 − s2|2/σ2) (6.7)
where s1 and s2 are the feature vectors of regions. We use the normalized Lab
color vector as the region descriptor. Specifically, we normalize the vector by
dividing it by 255, and consider only the second and third elements (the first
element is associated with the image brightness which we try to avoid). We
set σ = 0.2. The neighborhood support probability pn for the superpixel pair
(s1, s2) is computed as in (6.4) and (6.5) with ρ0 = 20. The neighborhood
of a superpixel here means the superpixels sharing a boundary with it. Note
that due to the exponential dependence on feature distances in (6.7), when
very different features are paired up they do not contribute much to the
neighborhood support factor in (6.4) (since their feature similarity is very
low and most likely their matching probability as well). This helps reduce
the influence of “bad matches” (noise) in the neighborhood. Finally the
matching probability for superpixel pair (s1, s2) is obtained as in (6.6).
The matching probability of every superpixel pair across two images is
also computed and updated in the same iterative fashion as in Section 6.1.
We initialize the matching probability p(s1,s2) for each superpixel pair (s1, s2)
with their feature similarity p
(s1,s2)
f as in (6.8), and the final matches are
determined using the same probability threshold as above. The algorithm
description is given in Figure 6.4.
p
(s1,s2)
0 = p
(s1,s2)
f (6.8)
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Figure 6.4: The local topology consistency check algorithm for finding the
superpixel match across the images.
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Figure 6.5: Detection of the common object in each image of dotted dog.
Row 1 left: original image pair. Row 2 left: SIFT key points detected in
each image. Row 3 left: Delaunay triangulations defined by the points in
each image. Row 1 right: the final corresponding SIFT key points detected
in each image after the local topology consistency check. Row 2 right:
initial foreground detected using Lab color feature in each image. We can
see the initial foreground is not very accurate but some of the object
boundary is already detected. Row 3 right: final foreground found using
the graph-cut algorithm.
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CHAPTER 7
THE POINT-REGION JOINT APPROACH
FOR IMAGE CO-SEGMENTATION
7.1 Introduction and motivation
As pointed out in previous chapters, the goal of co-segmentation upon an
image dataset is to automatically discover, locate and segment the com-
mon object in the images, where the common object is a priori unknown.
Therefore to discover and learn the common object in the image set is the
essential first step in co-segmentation. In many of the state-of-the-art co-
segmentation methods [3, 4, 6], the initial discovery of the common object
among the dataset is simply based on the saliency [19] or objectness measure
[20], or the GrabCut segmentation result [17] in each individual image. In
other words these methods seek the most dominant part in each image as the
initial guess of the common object. Apparently this assumption is not always
true especially when there are many objects in the image and the common
object is not dominant. The latter situation is quite common in practice
and in fact if the target object is always dominant in the input images then
co-segmentation becomes less meaningful since the original images may serve
the purpose in many cases.
As a matter of fact, we notice that in many recent co-segmentation works
the experimental evaluations are only conducted on the datasets with very
dominant common object in images, such as the dataset iCoseg, MSRC,
Oxford flower dataset and so forth. These datasets are challenging in various
aspects, yet they are all oversimplified in one aspect — the common object is
over-dominant in the image. That is why the saliency, objectness or GrabCut
is sufficient in discovering the common object in each individual image.
In this work, we aim to address the co-segmentation in the images with
non-dominant common object — the object might be tiny and large amount
of other objects may appear in the image at the same time. Therefore dis-
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covering the common object in images can no longer be done within each
individual image, we have to explore multiple images together to learn the
common object. For that we aim to match some robust features on the com-
mon object across images in order to make use the inter-image information.
Compared with region feature which is easily affected by image distortions,
SIFT key point feature is a feature very robust to all kinds of changes in
the image such as scaling, rotation, viewpoint change, lighting change etc.,
therefore matching SIFT key points across images can serve as a good way
for discovering the common object and offering the spatial prior for common
object in each image. This gives a rough location of the common object in
each image and further processing can start from this point. In some cases
the object can be over-smooth and featureless, so that no reliable SIFT key
point can be detected on the object; in such a case we then explore other
available clues (including objectness) in the image. Yet using the SIFT prior
whenever possible is important since many previous methods based merely
on objectness/saliency measure cannot handle the images with non-dominant
common object and highly clutter background as described above.
7.2 Approach overview
We propose an image co-segmentation scheme in a hierarchical formulation
that uses the SIFT key points as spatial prior to discover and locate the
common object, following by an approximate superpixel-level segmentation
to extract the initial appearance model, and then a refinement stage to obtain
a more accurate segmentation using the graph-cut optimization.
We approach the co-segmentation problem by first discovering the corre-
sponding SIFT features [21] across the images. As aforementioned, the reason
for using SIFT key point feature is that it is very robust to the object scale,
viewpoint and lighting change, compared with other features of the image.
Given that the backgrounds will in general be different across the images,
correspondences among point features will more likely represent a common
object than background region. The original SIFT key points detected in the
image are enormous [21], both on the object and background. The key issue
is to sort out a small subset of SIFT key points in each image which form
reliable correspondences. Matching the SIFT key point feature itself is very
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ambiguous and does not lead to the discovery of common object at all. More
information needs to be explored to find the reliable match, which naturally
comes from the neighborhood relationships among SIFT key points, or the
local topology/layout of the key points. We base the SIFT point match-
ing across images on the approach we proposed called local topology consis-
tency check, which makes use of the Delaunay triangulation of the feature
points and explores the topology consistency. The neighborhood relation-
ships among points or the local point topology is a very stable feature across
the images. In such a way we can discover the common object and detect its
location in each image. This is an essential first step in co-segmentation.
After discovering the common object and its location in each image, the
next step in co-segmentation is to find the regions that belong to the com-
mon object and the accurate object boundary. That is we need to divide
each image into foreground and background. We approach this by detect-
ing the common photometric features (such as the color distribution) in the
vicinity of the common object location (the location of the corresponding
SIFT points) in each image, and accept those regions sharing this common
photometric property as the initial foreground. To this end we segment each
image into a set of superpixels [22] and extract features from each superpixel.
The superpixel features can have different ingredients and the average Lab
color is used, while the dense SIFT feature and texture feature can also be
considered. Again we explore both the superpixel feature itself and the local
topology information among the superpixels for a reliable recognition.
This initial estimate often provides a good starting outline of the object,
but it could still be not accurate and object part can be missing and back-
ground can be wrongly included. We then apply the MRF based energy
optimization [23-26] to refine this crude foreground and find the accurate
object boundary. Based on the initial foreground and background detected
an initial appearance model can be built, and the learned appearance model
along with the contrast/edge information represented in each individual im-
age can be fit into the graph-cut scheme to achieve the final co-segmentation.
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7.3 Common object discovery
In contrast with many previous methods that only rely on individual im-
ages for the initial estimation of the common object, we want to explore the
inter-image information for discovering the common object via some robust
feature matching. Region or segment features, due to segmentation instabil-
ity [27-29], are easily affected by the image variations such as the lighting
change, viewpoint change, scale change etc., and may not robustly preserve
the common object information across the images. The SIFT key point fea-
ture, on the other hand, is much more robust to above variations and can
establish more reliable correspondence across images. Yet segments are a
generative way of matching object parts, the matched object directly fol-
lows from its matched components. To overcome this problem, we seed our
matching process by using the SIFT key point features whenever possible,
which are known to be very robust to many kinds of changes and can serve as
a good starting point. SIFT yields a rough location of the common object in
each image, to be refined by subsequent processing. In some cases the object
may be over-smooth and featureless and there may not be reliable SIFT key
points detected on it. In such cases (which are easily detectable via the key
point matching probability as discussed in Section 6.1), other available image
cues (including objectness) may be explored. The use of either or both of
point and region features will add to the performance that could be achieved
using only the commonly used objectness/saliency measure.
For the detailed approach and discussion on the SIFT point matching algo-
rithm local topology consistency check please refer to Section 6.1. The algo-
rithm description (repeated here) and more illustrative examples are shown
in Figure 7.1 and 7.2.
Up to this stage, we discover the common object as well as locate it in
each image. A bounding box overlaid on the common object is readily to be
obtained.
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Figure 7.1: The local topology consistency check algorithm for finding the
reliable SIFT point match across the images.
7.4 Approximate segmentation
After discovering the common object and its location in each image, the next
step is to divide each image into foreground (the common object) and back-
ground with accurate object boundary. As already mentioned, we approach
this problem by detecting the common photometric properties (such as color
distribution) in the vicinity of the common object location in each image.
To this end we segment each image into a set of superpixels [22, 30] and
extract the average Lab color of the superpixel as the feature. Meanwhile,
the texture feature or the dense SIFT features of the superpixel may also be
considered.
In order to find the initial region correspondence across the images, we
adopt the methodology similar to the local topology consistency check for
the SIFT point matching. For the detailed algorithm please refer to Section
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Figure 7.2: Local topology consistency check for finding SIFT point
correspondence. Column 1-2: dog images. Column 3-4: house images. Row
1: images with original SIFT points detected. Row 2: Delaunay
triangulation of the image. Row 3: corresponding SIFT points in the image.
6.2. The algorithm description (repeated here) is given in Figure 7.3 and
illustrative example is given in Figure 6.5.
The processing of regions as above is done only in the vicinity of the
detected common object location in each image, specifically, on superpixels
whose centers are sufficiently close to the center of the detected approximate
“object center” (the center of the matched SIFT points). This acceptable
distance value can be proportional to the scatter radius of the matched SIFT
points or it can be set as some fixed value. We use a fixed threshold of 1/8
of the image dimension. The exact value here is not critical as the result is
treated as an initial estimate, and will be further refined in the next step.
It is important to note that this superpixel matching scheme based on
local topology consistency check allows many-to-many matches, that is any
superpixel in one image is allowed to match with multiple superpixels in
another image and vice versa. This property is important since due to the
segmentation instability an object region in one image is easily to be split
or merged in another image, so there is often no one-to-one correspondence
between the regions across images. Therefore allowing many-to-many match
is essential for the region matching scheme.
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Figure 7.3: The local topology consistency check algorithm for finding the
superpixel match across the images.
7.5 Building the appearance model
The initial foreground estimated as above often already provides a good
approximation to the object outline (Figure 6.5, row 2 right), but it could
still be inaccurate in that object parts can be missing and background can be
wrongly included. We aim to apply the MRF based energy optimization to
refine this crude foreground and find an accurate object boundary. Therefore
we need to build the appearance models for foreground (the common object)
and background. From the initial foregrounds/backgrounds identified across
the image set, we can learn their (global) color distributions. We represent
the color distributions of foreground and background with Gaussian mixture
models (GMM), each with K components (typically K = 5, yet K can be
determined automatically as in [31]). The learned foreground/background
color distributions along with the contrast/edge information represented in
each individual image can be fit into the energy optimization scheme to
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achieve the final co-segmentation (Figure 6.5, row 3 right).
7.6 Refinement with MRF energy optimization
Given we already have a crude object foreground and appearance model, we
apply the MRF energy optimization algorithm [23-26] to find the accurate
boundary of the object. We first extract the superpixel adjacency graph
in each image, where each superpixel represents a node in the graph and
an edge connecting the nodes corresponding to the neighboring superpixels.
Based on the superpixel adjacency graph of each image, we apply the energy
optimization. We also test various MRF optimization algorithms including
Graph-cut [23-26], Loopy Belief Propagation (LBP) [36, 37] and Iterative
Conditional Modes (ICM) [38] and compare their performances.
Some form of energy can be defined on the graph [2] and we want to
decide which graph edges should be cut (namely where should the segment
boundary exist) to make the overall energy minimized. The overall energy
of the superpixel adjacency graph is defined as the summation of a data
term and a smoothness term (7.1), where the data term indicates the cost of
assigning a superpixel to foreground or background class, and the smoothness
term penalizes the label disagreement between the neighboring superpixels
in the smooth regions.
E =
∑
i∈V
Edatai + ρ
∑
(i,j)∈N
Esmoothnessij (7.1)
where V is the node set or the superpixel set, N is neighborhood set, ρ is
the weighting factor.
Data (unary) term (7.2) is defined in terms of a superpixel’s probability of
being a part of the foreground or background according to the GMMs. The
smoothness term (7.3), defined for a pair of neighboring superpixels, is based
on the contrast sensitive Potts model [17, 32, 33].
Edatai (foreground) = − logP (i ∈ foreground)
Edatai (background) = − logP (i ∈ background) (7.2)
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Esmoothnessij = I(label i 6= label j) exp(−βdij) (7.3)
where I is the indicator function taking value 1 if the statement is true
and 0 otherwise, dij is the feature space distance between the neighboring
superpixel i and j.
7.7 Post-processing with connected component
analysis
The foreground mask obtained as the output of MRF optimization (via
Graph-cut, LBP or other methods) sometimes consists of multiple isolated
connected components of regions, with only one connected component cor-
responding to the real common object, while the rest connected components
are wrongly detected due to the similar color distribution. Here again we
make use of the corresponding SIFT points detected on the common object
in each image, and only accept the connected component of foreground mask
with the detected SIFT points inside and eliminate the rest ones.
7.8 Batch processing
Up to this stage, all the discussion is for a pair of images. We need to
extend the method dealing with a set of images. For that we first work
in image pairs to detect the initial foreground in each pair and then we
build global appearance model based on entire image set. We randomly pair
up the images in the image set, in the case that the total image number
is odd we randomly select an image from the set to pair up with the last
image. Based on all the initial foregrounds/backgrounds detected in each
image in the image set we generate a global foreground GMM and a global
background GMM. The energy optimization algorithm is applied upon the
entire image set iteratively, namely the final foreground obtained by the
algorithm is used as initial foreground again to extract GMM, and then we
repeat the optimization procedure. Five iterations are applied throughout
all the experiments.
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7.9 Experimental evaluations
We evaluate our approach on the existing datasets iCoseg, Oxford flower 17,
and some multi-view co-segmentation datasets [15]; and on a new dataset
richCoseg that we have compiled ourselves. We also compare our method
with other methods such as [3, 5, 9], including the state-of-the-art method [4].
As mentioned earlier, images in most standard co-segmentation datasets are
dominated by one object, which often occupies a large part of the image and
being salient. Our dataset brings forth co-segmentation challenges posed by
a large number of non-salient objects being present in each image, including
the common object. To meet these challenges is the main motivation behind
our method. The segmentation accuracy of an image is computed as the
ratio of correctly labeled foreground and background pixels over the total
number of pixels in the image, as done in [3, 9].
7.9.1 Experiments on our own dataset — richCoseg
We first evaluate the algorithm on our own dataset, richCoseg. To compile
our dataset, we use the same object (rigid or deformable) under varying scale,
viewpoint, lighting conditions and degrees of occlusion. We place the object
amidst a large number of other objects. The results of our experiments with
this dataset are shown in Table 7.1 and Figure 7.4 - 7.6. We compare our
results with the state-of-the-art method [4] and also the method in [5] (in
[5] one can either apply “chi2” or “Hellsinger” kernel and either “color” or
“sift” feature, we test all these combinations and report the accuracy). From
experimental results we can see our method performs best among them all.
For the state-of-the-art method [4], we see in many cases a large portion of
background is included in the foreground, where the accurate object bound-
ary is not detected. This is partly because the method in [4] relies heavily
on image saliency, and requires (at least favors) the target object to be very
salient in the image. We also note that our approach works well for the
cases where backgrounds are similar in some images (Figure 7.5 dog image
col 1/row 2-3), that is because images are randomly paired up for finding the
initial foreground, and global fore/background models are generated from all
images.
In an ablation study showing the importance of neighborhood support in
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Figure 7.4: The experimental results on our dataset richCoseg for shirt. In
each class the first two columns are original images, the second two columns
are our results, the third two columns are Joulin et al. [5]’s results, and the
last two columns are Rubinstein et al. [4]’s results. The foreground is
shown in white mask except for [4]’s results in last two columns.
feature matching, we perform the same co-segmentation experiment on rich-
Coseg without neighborhood support. The co-segmentation accuracies are
57.98% for dog, 58.35% for house and 82.14% for shirt. Hence the importance
of neighborhood support in the matching performance is again validated.
Table 7.1: The performance comparison between our method and the
method of Rubinstein et al. [4] and Joulin et al. [5] on richCoseg dataset.
In algorithm setup of [5], we use either “chi2” kernel with “color” feature
(CC), or “chi2” with “sift” (CS), or “Hellsinger” with “color” (HC), or
“Hellsinger” with “sift” (HS).
shirt dog house
Our method 98.70% 96.35% 95.26%
[4] 88.16% 91.10% 85.62%
[5]CC 64.70% 57.63% 59.22%
[5]CS 54.23% 53.39% 51.27%
[5]HC 67.88% 59.71% 56.87%
[5]HS 45.03% 60.72% 48.24%
7.9.2 Experiments on iCoseg dataset
iCoseg dataset [2] is probably the most commonly used co-segmentation
dataset. It contains 643 images divided into 38 classes, with hand-labelled
pixel-level segmentation ground truth. To make it easy to compare with
other methods, we conduct experiments with the same subset of 16 classes
in iCoseg dataset as used in [3] and [9].
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Figure 7.5: The experimental results on our dataset richCoseg for dog.
Figure 7.6: The experimental results on our dataset richCoseg for house.
The image in iCoseg dataset usually has a dominant common object whose
content is simple, yet this dataset also has its challenging aspect. In many
classes of iCoseg dataset, the common object is quite featureless and smooth,
and many times SIFT points cannot be reliably detected and matched across
images. Whenever that happens (i.e. the maximal matching probability
across two images are less than 0.02 (refer to Section 6.1), we consider there
is no valid match), our algorithm uses objectness of the image as additional
cue to detect the common object and obtain the spatial prior. The rest of
our method is unchanged, as described in Section 7.4 through 7.8. In our
experiment, whenever objectness is used we first find the most likely object-
box in the image as in [20], and use its center as the “object center” to
detect the initial foreground, in the same way as we use the SIFT points
center in the original scheme. After finding the potential object location in
each image, we again work in image pairs to detect the initial foreground to
generate global appearance model.
As stated above, in order to compare with other methods, we conduct ex-
periments on the same subset of 16 classes of iCoseg dataset as used in [3] and
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Table 7.2: The co-segmentation performance comparison on iCoseg dataset
of our method with the methods in [3, 5, 9, 4].
iCoseg Our result [3] [5] [9] [4]
Alaskan bear 90.37 86.4 74.8 90.0 91.2
Red sox players 94.18 90.5 73.0 90.9 79.0
Liverpool FC 92.71 82.6 76.4 87.5 84.6
Ferrari 89.44 84.3 85.0 89.9 94.1
Taj Mahal 95.38 88.7 73.7 91.1 83.1
Elephants 82.30 75.0 70.1 43.1 89.9
Pandas 85.92 60.0 84.0 92.7 86.7
Kite 93.02 89.8 87.0 90.3 96.0
Kite panda 94.28 78.3 73.2 90.2 92.0
Gymnastics 89.17 87.1 90.9 91.7 98.1
Skating 78.56 76.8 82.1 77.5 75.1
Stonehenge1 90.66 87.3 56.6 63.3 92.2
Stonehenge2 89.26 88.4 86.0 88.8 83.0
Hot balloons 92.09 89.0 85.2 90.1 92.8
Liberty statue 90.03 91.6 90.6 93.8 88.5
Brown bear 85.44 80.4 74.0 95.3 82.2
mean accuracy 89.55 83.9 78.9 85.3 88.03
[9]. We compare our method with three unsupervised methods [3, 4, 5] (the
method does not require training based on ground truth images, our method
is also of this kind) and one supervised method [9] (ref. Table 1 in [3]). The
comparison is shown in Table 7.2. It can be seen our method performs best
among them all. Note that despite being unsupervised, our method performs
better than [9] for most classes. Also our performance is comparable (slightly
better) with the state-of-the-art method [4], yet for some classes our results
are significantly better (Figure 7.7). As shown in Figure 7.7, the method of
[4] in many cases cannot distinguish the common object and the background,
a large portion of background is also detected as foreground and the true ob-
ject boundary is not discovered. We also show some concrete examples of
our co-segmentation results on iCoseg dataset for the category of Liverpool
FC, Kite panda and Liberty statue (Figure 7.8). In Figure 7.9, we show some
unsatisfactory results on iCoseg dataset (except for column 2, which is used
to compare with column 1). The performance loss in some classes is caused
mainly by the background being wrongly detected as the foreground, which is
largely due to the similar color distributions between the two parts (whereas
in the method of [4], the foreground and background with very different color
distributions can be detected as “foreground” together if they are close to
each other).
We also compare the performances of various MRF optimization algo-
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Figure 7.7: The comparison between our method and the state-of-the-art
method [4] on some classes of iCoseg dataset. The first and third rows are
the results (the foreground) of [4], and the second and fourth rows are the
results (foreground in white mask) of our method.
Figure 7.8: Some examples of our co-segmentation results on iCoseg
dataset, for the category of Liverpool FC, Kite panda and Liberty statue.
The foreground is shown in white mask.
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Figure 7.9: Some individual results on iCoseg dataset including some
unsatisfactory cases.
Table 7.3: The co-segmentation performance comparison on iCoseg dataset
of our method with various MRF optimization algorithms - LBP,
Graph-cut and ICM.
iCoseg LBP Graph-cut ICM
Alaskan bear 90.37 91.66 85.67
Red sox players 94.18 81.19 90.15
Liverpool FC 92.71 87.51 82.57
Ferrari 89.44 90.24 86.01
Taj Mahal 95.38 95.30 92.57
Elephants 82.30 79.04 84.55
Pandas 85.92 84.52 73.48
Kite 93.02 87.47 88.15
Kite panda 94.28 91.27 75.16
Gymnastics 89.17 87.68 87.29
Skating 78.56 74.79 65.61
Stonehenge1 90.66 93.00 79.54
Stonehenge2 89.26 84.53 68.22
Hot balloons 92.09 88.28 91.60
Liberty statue 90.03 90.03 73.24
Brown bear 85.44 84.41 71.38
mean accuracy 89.55 86.93 80.95
rithms such as LBP, Graph-cut and ICM in our co-segmentation framework
(Table 7.3). The experimental results show LBP leads to the best and most
stable overall performance. The Graph-cut algorithm in general has a good
accuracy on the images it converges, but it is often the case that Graph-
cut optimization does not converge on some images leaving the entire image
labeled as foreground and this decreases its performance significantly. The
ICM algorithm has a very conservative performance. It seldom labels the
background as foreground wrongly, but it often misses a large portion of the
foreground and does not label it, therefore the final foreground mask often
only covers a part of the common object. The LBP algorithm does not have
the problems of non-convergence and over-conservativeness and hence it leads
to the overall best co-segmentation accuracy.
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7.9.3 Experiments on multi-view co-segmentation dataset
We have also carried out experiments with the multi-view co-segmentation
dataset proposed by Kowdle et al. [15]. This dataset includes the images
of some rigid object appearing in multiple viewpoints. It poses several chal-
lenges for co-segmentation as the backgrounds are highly similar across im-
ages within one class, while the object and background color distributions
overlap significantly in many cases. Also some objects in these sequences
contain thin structures.
The experimental results of our method are shown in Table 7.4 and Figure
7.10. We also compare our results with those of [15]. Both segmentation
accuracy and the standard deviation are provided. We can see our method
performs better than the method in [15].
We note that our method can preserve thin structures and complex topo-
logical structures of an object well. In the Carriage case, the holes inside the
object, such as the background seen through the windows or the holes in the
wheels are not labeled as foreground. The same comment goes for the Chair
case.
Table 7.4: Experimental results on multi-view co-segmentation dataset and
comparison with the result in [15].
Carriage Teddy Couch Car Chair
Image number 33 15 9 45 45
Method in [15] N/A 79.5+/-5.3% 93.9+/-1.2% 80.8+/-2.9% 94.0+/-0.8%
Our method 86.7+/-3.9% 92.5+/-0.5% 90.0+/-2.6% 90.2+/-4.3% 94.5+/-2.2%
Figure 7.10: The experimental result on the multi-view co-segmentation
dataset for Carriage, Teddy, Couch, Car and Chair. Only one image is
shown for one class. We can see the thin structure or hole in Carriage and
Chair case are well preserved.
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7.9.4 Experiments on Oxford flower 17 dataset
The Oxford Flowers 17 dataset [34, 35] contains 17 different flower species
with 80 images per category, where 818 out of the 1360 images have hand-
annotated ground truth segmentations. The co-segmentation is carried out
within each class respectively. On this dataset our method has an accuracy of
87.7+/-5.1%, whereas Joulin et al. [5]’s method gives the accuracy 77.1+/-
13.4%. The experimental result is shown in Figure 7.11.
Figure 7.11: The comparison between our method and Joulin et al. [5]’s
method on Oxford flower 17 dataset. Row 1: the original images. Row 2:
our results. Row 3: Joulin et al. [5]’s results.
7.10 Conclusions
In this study, we have proposed an image co-segmentation approach that
aims at handling images having rich and complex content, where the com-
mon object is not dominant and may appear in the cluttered background with
large number of other objects in the image as well. The method makes use of
both image key point (whenever possible) and region features jointly to dis-
cover the common object across images approximately, under a probabilistic
scheme we proposed called local topology consistency check. The superpixel
adjacency graph based MRF energy minimization (via either Graph-cut, LBP
or ICM) is then used with the aim of obtaining the final accurate segmen-
tation of the common object. The local topology consistency check method
used for key point and segment matching is a standalone method for common
visual pattern discovery. To evaluate our method, we carry out experiments
on various widely used co-segmentation datasets including iCoseg, a multi-
view co-segmentation dataset and Oxford flower 17. We also create our own
dataset richCoseg, with images of rich and complex content and possibly a
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large number of other objects inside. Our performance compares favorably
with the state-of-the-art methods.
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CHAPTER 8
THE SPARSE OPTIMIZATION BASED
IMAGE CO-SEGMENTATION
8.1 Introduction
The goal of image co-segmentation upon the image dataset is to automati-
cally discover, locate and segment the object shared by two or more among
the images, where the common object is a priori unknown. Whether, and
where, the object occurs in each image is also not known. The lack of prior
information about the object that may be present is compensated by the ex-
pectation of that unknown information to recur in multiple images. Thus, if
the same object features occur repeatedly in multiple images, the presence of
the object is suggested. If the object features also capture object location and
segmentation, then the object is also segmented along with being discovered.
Reliable detection of the recurring features in real images has the following
challenges: the common object may be non-dominant and occur against a
cluttered background, different images may depict the object from different
viewpoints and under different lighting conditions, and the object may be
partially occluded, including the case when the object is completely missing
in some images. This co-segmentation capability of discovering and segment-
ing the target object can be used for, e.g., automatic foreground extraction
or background suppression from all images, object driven image retrieval,
video tracking and segmentation, and interactive image editing. These ideas
and issues, as well as some possible extensions, have been discussed in [1-16,
45-52].
An important characteristic of the image co-segmentation problem is its
unsupervised nature, i.e. the common object is a priori unknown and need
to be discovered from the image set. The joint segmentation of the image
set, or the expectation of recurrence of the unknown information, essentially
serves as the means for compensating the lack of the supervisory knowledge
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of the common object. Many previous methods [3, 4, 6] rely heavily on the
information within each individual image, such as the objectness/saliency
measure [19, 20] or the result of GrabCut [17], as the initial estimate of the
common object. Hence, these methods are aimed primarily at images with a
dominant common object, with no or little interference from the background.
In this chapter, we are concerned with a more general class of images where
the common object is no more salient than the large number of others that it
appears with. Discovery of such objects necessitates analysis of multiple im-
ages together and discovering correspondences among subimages that could
potentially be the common objects. The common object would be charac-
terized by frequent correspondences between associated subimages whereas
other subimages, not occurring across the set, would have infrequent, chance
correspondences. Across the image set, the set of correspondences for the
common object would thus form a sparse set among the large number of
other, irrelevant ones. We use subsets of image segments (superpixels) de-
rived from segmentation as the subimages to be matched, to form hypotheses
of potential common object. To detect the frequently matching subimages,
we use sparse optimization techniques.
Subimage matching is a central step. In recent years, a number of algo-
rithms have been proposed for image matching that use regions or segments
of the image as the fundamental entities [28, 29, 37, 38]. This is perhaps due
to advancements in building effective hierarchical segmentation algorithms
[27, 30, 39]. The primary motivation behind using regions as the basic unit
is that it provides a representation of the image or object in terms of per-
ceptually more meaningful entities and also a fairly accurate segmentation
and delineation of the objects involved; in addition, it is far more efficient
than using the image pixel as the basic unit in processing. An underlying
idea behind some of the region based recognition approaches [7, 8, 30] has
been to represent an image as a hierarchy of regions or as a segmentation
tree, where each node represents a region and the parent-child relationship
between the nodes represents mutual containment of the regions. Each node
is then represented by a set of features based on shape, size, intensity profiles
etc., of the region. These features are then used in graph/subtree matching
algorithms for model building and recognition.
Such region based approaches, however, still face some major challenges
for tasks such as matching objects. Firstly, segmentation of images, in itself,
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has significant instability. The low level segmentation structure of an image
may change considerably even from one frame to the other in the consecu-
tive video frames, even with the same segmentation algorithm. Such incon-
sistencies in segmentation can render following subtree or graph matching
algorithms rather inaccurate for matching. Secondly, the region descriptors
being used in the literature are primarily heuristic. The choice and num-
ber of features to use for describing a region are mostly empirically driven,
with little or no justification about what set of features may work better and
why. Thirdly, the graph or subtree matching algorithms themselves are quite
computationally expensive.
In light of the aforementioned arguments, we aim to present a new frame-
work for robustly matching common objects across images using its con-
stituent regions (segments or superpixels), that is motivated by the advan-
tages of using region based representation of images, and at the same time
attempting to avoid some of the drawbacks as highlighted above. We will
first focus on our discussion on the case that the common object being rigid,
and then we will discuss about how to extend our method to the more general
case. Specifically, we propose a framework for creating descriptors of image
segments and using them for matching, which has the following characteris-
tics: (1) The proposed descriptors are linear (additive). That is, if a large
segment consists of two smaller segments, then given the representations of
these two smaller segments, the combined bigger segment can be completely
characterized by simply adding the two representations. The need for such a
property quite naturally follows from the simple observation that any object
can be completely described as the sum of its parts. (2) As a result of the
linearity property of region descriptors, we show that the object matching
problem can be framed as a sparse approximation problem or an L1 con-
strained quadratic optimization problem, that is fast to solve and has been
well studied in the statistics and machine learning literature [40, 41].
Using the proposed linear/additive descriptors, we frame the joint match-
ing and segmentation, or image co-segmentation problem, as a simple sparse
approximation problem. Given a pair of images, finding the common object
shared between them can be done by choosing a (sparse) set of candidate
segments from the first image that best matches a (sparse) set of candidate
segments from the second image. We show that using the proposed repre-
sentation, this matching problem can be efficiently solved using the Lasso
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Table 8.1: The schemes for discovering the common object in various
co-segmentation algorithms.
The work Method for discovering the
common object
[1] Rother et al. Color histogram matching
[7] Todorovic et al. Segmentation-tree matching
[2] Batra et al. Init: User input
Global appearance model
[6] Chai et al. Init: GrabCut
SVM discriminative learning
[4] Rubinstein et al. Init: Saliency
Dense SIFT correspondence
[3] Rubio et al. Init: Objectness
Spectral commute time method
[5] Joulin et al. Discriminative clustering
[10-11] Kim et al. Init: user input or diversity ranking
Tree structure learning
Our method Sparse optimization
method of constrained regression [40], or the basis pursuit denoising algo-
rithm [41].
8.2 Related works
This section provides a very brief summary of the content in Chapter 3, we
keep it here for the completeness of this chapter.
Image co-segmentation has become an active area of research in recent
years. The unsupervised nature (i.e. the common object is unknown) is the
central feature of the problem. Hence, the method used for discovering the
common object can be regarded as the defining characteristic of the proposed
approach, and which can be performed through some form of “matching”
(of, e.g., graphs, segments, key points, color histograms) or some form of
“clustering”. This aspect of various algorithms is summarized in Table 8.1.
Among the early methods, [1] proposes to solve the co-segmentation prob-
lem via the energy minimization in an MRF framework based on color his-
togram matching. Instead of using only pixels, another early method [7-8]
matches regions or segments in terms of their photometric, geometric, and
layout (topological) properties. The layout is represented in a tree structure
that captures recursive spatial embedding of regions having low contrasts into
those having larger contrasts. The common object is discovered by extract-
ing the maximally matching subtrees from the given set of trees. Much of the
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subsequent work focuses on using regions, or superpixels. [2] includes user
assistance instead of keeping the process completely unsupervised. They cast
the foreground/background labeling problem as energy minimization, with
the data term indicating the cost of assigning a superpixel to foreground or
background class, and the smoothness term used for penalizing label dis-
agreement between neighboring superpixels in a smooth area. They also
provide iCoseg, one of the most widely used co-segmentation datasets. [6]
integrates a SVM discriminative learning step that propagates inter-image
information of the appearance distributions with a GrabCut step that prop-
agates the intra-image information. [4] requires the common object to be
salient within each image, which limits the type of objects and images it
can be applied to. They use dense point correspondences between images to
represent the visual similarity and variability of the common object across
images. A recent method [3] uses a two-layered MRF, composed of region
nodes and pixel nodes, and a corresponding energy function. Initialization is
done by the objectness of the image and the inter-image information is ex-
plored by a spectral commute time method. Instead of energy minimization,
[5] uses discriminative clustering to maximize the separability of foreground
and background classes across the image set, while maximizing spatial and
appearance consistency within each individual image.
8.3 Overview of the approach
Given a pair of images, if the common object is rigid and subject to affine
(more exactly, similarity) transformation, that is the object is only subject to
scaling, rotation and shifting across the images (with no viewpoint change),
we can directly apply a sparse approximation based method for the image
co-segmentation. The more general case where the common object has view-
point change and non-rigid deformation will be discussed in the subsequent
sections.
We aim to apply the sparse approximation approach with properly de-
signed segment features in order to find a subset of segments in one image
that best matches a subset of segments in another image. A key part of this
approach is to describe the image segment with some linear or additive fea-
tures, i.e. the feature of the large segment consisting of two small segments
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simply equals to the summation of the features of two small segments. As a
result of the linearity property of the region descriptor, we show that the co-
segmentation problem can be framed as a sparse approximation problem or
L1 constrained quadratic optimization problem. The sparse approximation
requires the target objects to be aligned across different images, therefore
some proper pre-processing of the images is also needed.
For clarity purposes, in the following sections we first illustrate the method
steps for a pair of images (Section 8.4) and then extend the method for
handling the general image dataset (Section 8.5).
STEPS IN THE ALGORITHM
STEP 1. Discover and align the (unknown) common objects across
the images (Section 8.4.1 and 8.4.2)
We first obtain corresponding SIFT key points on the (unknown) common
object in each image, using local topology consistency check approach as
described below. Based on the SIFT point correspondences we are able to
transform one image onto another to make the (unknown) common object
aligned. Of course, our goal here is to align the (unknown) common object,
any method that can serve this purpose can be applied here, not necessarily
via matching SIFT key points.
STEP 2. Detect the common object with sparse approximation
(Section 8.4.3)
Once the (unknown) common objects are aligned across images, we can
apply the sparse approximation method to find the optimal subsets of the
segments in both images forming the best correspondence (there is a real
value in [0, 1] associated with each segment denoting the likelihood of it
belonging to the common object), in the hope that those segments are really
part of the common object in two images, respectively.
STEP 3. Refine with energy optimization (Section 8.4.4)
We conduct an energy optimization scheme to further refine the segmen-
tation in each image, making use the real value or “likelihood” associated
with each segment after the sparse approximation for the unary energy term,
and using the edge/contrast information in each image for the binary energy
term. Any popular energy optimization algorithm can be applied here, such
as Graph-cut [23-26] or ICM [43].
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8.4 Sparse based image co-segmentation for image pair
8.4.1 The detection of corresponding SIFT key points
Refer to Section 6.1 for the details. We only repeat the algorithm description
and give more illustrative examples here as shown in Figure 8.1 and 8.2.
Figure 8.1: The local topology consistency check algorithm for finding the
reliable SIFT point match across the images.
8.4.2 The alignment of the common object
In the above step we detect the corresponding SIFT key points across the
image pair, in the hope that they form true correspondences between the
common objects in two images (Figure 8.3, row 2). The next step is to align
the (unknown) common objects across images for the further recognition in
the sparse approximation step.
For a rigid common object undergoing an affine (or exactly, similarity)
transformation (scaling, rotating and shifting) across a pair of images, if
we can determine three or more corresponding key points on this com-
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Figure 8.2: The SIFT point matching results by our algorithm.
mon object across two images, we can perform an affine transformation on
the object in one image to make it aligned exactly with the object in the
other image. Let us denote the n(n ≥ 3) key points in the first image as
P1 = (x1, y1, 1;x2, y2, 1; . . . ;xn, yn, 1), where the last column with all ones is
required for the augmented coordinate; and the corresponding n key points
in the second image as P2 = (a1, b1; a2, b2; . . . ; an, bn).
Then the affine matrix is obtained via the least square fit.
A = (P T1 P1)
−1P T1 P2 (8.1)
where A is a 3× 2 matrix. In the augmented coordinate the affine matrix is
finally written as
Aaugment =
 0A 0
1
 (8.2)
With the affine matrix A we can transform any key point p = (x, y, 1)T
on the common object in one image into its corresponding location p′ =
(x′, y′, 1)T in the other image, and hence we can transform and align the
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Figure 8.3: Sparse based co-segmentation for image pair. Row 1: original
images. Row 2: corresponding key points detected on the common objects.
Row 3: affine transform of image 2 to align the common object with image
1. Row 4: the common object detected by sparse approximation.
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common objects between the image pair.
p′ = Aaugmentp (8.3)
At this moment we still assume that the common objects between images
only undergo the affine transformation (scaling, rotation and shifting), oth-
erwise the transformation aligning the objects between the images does not
exist at all. The more general case will be discussed in Section 8.5. When
the (unknown) common objects are aligned between two images, we can then
apply the sparse approximation method to find this matched part (Figure
8.3, row 4). More illustrative examples of image affine transformation to
align the common object are shown in Figure 8.4.
8.4.3 Sparse approximation based image co-segmentation
In this section, we will discuss the detailed method for applying sparse ap-
proximation on image co-segmentation problem. We first describe the ap-
proach in the simplest case, where we have an object model image (the image
containing only the common object and black elsewhere) and the same image
with the background — the scene image. We extract a linear feature (such
as DCT or KLT of the image, and many more) from the object model image
to form a vector a. Then we apply image segmentation on the scene image
and extract the same kind of feature for each individual segment image (the
image having the same size with the scene image but only showing one seg-
ment at a time and black elsewhere), then stack those features column-wise
into a matrix A. Now our goal is to find a subset of segments in scene image
(a subset of columns in matrix A) which can best represent the model image
(the feature vector a), which can be formulated as
z∗ = arg min
z
||Az − a||2, such that zi ∈ {0, 1} (8.4)
where z is a binary vector denoting the selection of the columns of the matrix
A.
In order to make the problem tractable, we exploit the idea of sparse
approximation and relax the hard binary constraint on the vector z into real
values between 0 and 1. The modified optimization problem becomes
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z∗ = arg min
z
(||Az − a||2 + k||z||L1), such that 0 ≤ zi ≤ 1 (8.5)
This can be solved via the Lasso method for L1 constrained regression [40]
or the basis pursuit denoising algorithm [41].
However, the real co-segmentation problem requires the object model to
be a priori unknown, that means we do not have the feature vector a in
equation (8.4) and (8.5) extracted from the object model image. Instead
we have matrices A and B representing the features of segments from two
images, respectively. We want to find a subset of segments from the first
image and a subset of segments from the second image which form best
correspondence. Hence the problem can be formulated as
(x, y)∗ = arg min
x,y
(||Ax−By||2 + k1||x||L1 + k2||y||L1),
such that 0 ≤ xi ≤ 1 and 0 ≤ yi ≤ 1 (8.6)
or to reform it into the Lasso form
z∗ = arg min
z
(||Dz − 0||2 + k||z||L1), such that 0 ≤ zi ≤ 1 (8.7)
where D = [A − B], which is to concatenate matrix A and −B side by
side, and z is the vector to stack the vector x and y together.
z is a vector denoting which columns in matrices A and B we should pick,
that is, which segments in the first image and the second image we should
choose. A subtle but important point to note here is the trivial solution
z = 0 is a global optimum of the above formulation. In order to avoid this
trivial solution, we add a penalty term λI(z = 0) in (8.7), where I is the
indicator function output value 1 if the argument is true and 0 otherwise.
z∗ = arg min
z
(||Dz − 0||2 + k||z||L1 + λI(z = 0)), such that 0 ≤ zi ≤ 1
(8.8)
The value of λ can be some large number, for example λ = 1
2
(1TA1 +
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1TB1), where 1 is the vector with all ones (namely λ is the average sum-
mation of all the elements in matrix A and B). In fact, even without this
penalty term in (8.8), the optimization of (8.7) seldom leads to the trivial
global optimum z = 0 based on our experiments.
At this stage the element of z is a continuous value between 0 and 1, with
the larger value denoting the higher probability that we should select this
column or the corresponding segment. In order to bi-partition the image into
foreground and background, one method we could use is to discretize z to
make it binary. For this we can simply set a threshold or we can compute an
optimal threshold where the distance between the continuous z and binary
z is minimized.
Yet instead of discretizing vector z into binary values, we can make use
of the real value in vector z and directly perform the image segmentation
via the energy optimization scheme (the ideas due to Prof.Mark Hasegawa-
Johnson). We can compute the unary energy (data term energy) of the
energy objective based on the real value of zi for each column or segment i,
and compute the binary energy (smoothness energy term) based on the edge
contrast information in the image, then via Graph-cut, ICM or any other
appropriate energy optimization scheme we can obtain the fore/background
segmentation of the image. The detail will be given in Section 8.4.4.
The major drawback of this approach so far is that if the common object
is non-rigid and subject to viewpoint change or deformation, the feature of
each individual segment (such as the DCT feature) is no longer additive,
then the sparse approximation scheme will no longer apply for this case. We
will address this issue in Section 8.5 for handling the general image dataset
containing common object with varying viewpoint.
Specifically, in order to perform the sparse based image co-segmentation,
we need to segment the image into superpixels [22] and extract linear additive
features from each superpixel. The following features of the superpixels are
used:
(1) The sum of pixel-wise Lab color vector for each superpixel.
We normalize the pixel-wise Lab color vector by 255 and then sum it up
for the entire superpixel. We only consider the second and third dimension
in the Lab vector since the L channel is mainly related with brightness.
(2) The sum of pixel-wise dense SIFT feature vector for each superpixel.
Dense SIFT function is roughly equivalent to running SIFT on a dense
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gird of locations in the image at a fixed scale and orientation. We extract
the pixel-wise dense SIFT vector using VLFeat algorithm [44] and then sum
it up for the entire superpixel.
All these features above are linear and additive, i.e. the feature for the
larger region composed of two smaller regions is equal to the summation of
features of the two smaller regions, as required by the sparse approximation
method. As we discussed above, we stack all the feature vectors together
and end up into a single superpixel feature vector. All superpixels in both
images will be associated with feature vector and the sparse approximation
method described above can be applied to find the best region match across
images.
8.4.4 Refinement
In this subsection, we apply an energy optimization scheme to finally segment
each image into foreground (common object) and background. Based on the
superpixel segmentation of each image, we can build the superpixel adjacency
graph of the image G = (V,E), where each superpixel represents a node vi
in the node set V , and neighboring nodes (superpixels) are connected via
an edge in the edge set E. Let wij denote the edge weight or connection
strength between the node vi and vj. The energy formulation we optimize
is consist of a unary (data) energy term and a binary (smoothness) energy
term. The data term indicates the cost of assigning a superpixel to foreground
(common object) or background class in each image, and the smoothness term
explores the edge/contrast information in each image and penalizes the label
disagreement between the neighboring superpixels in the smooth regions:
E =
∑
i∈V
Edatai +
∑
(i,j)∈N
Esmoothnessij (8.9)
where N is neighboring node set, the same as E, ρ is the weighting factor.
In Chapter 2, we show the above energy objective can be written in the
form below (following the Ising model in statistical physics) with the com-
monly used Potts model [17, 32, 33] for the smoothness energy term and
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arbitrary data energy term.
E =
∑
i∈V
θixi −
∑
(i,j)∈N
wijxixj (8.10)
In the above formulation, xi is the label for the node (segment) vi (xi = 1 for
foreground and xi = −1 for background), θi is the unary energy parameter
for the node vi, wij again is the binary energy parameter or the edge weight
between the node vi and vj as defined below.
wij = exp(−βdij) (8.11)
where dij is the feature space distance between the node vi and vj. This is
the formulation of the energy objective, below we will discuss how to obtain
the unary energy parameter θi from the sparse approximation result.
After applying the sparse approximation scheme described above, we ob-
tain the vector z denotes the selection of the segments (nodes) in each image
(as the foreground). The vector z is in real value and each element zi is in the
range [0, 1], with the higher value denoting the higher probability of segment
vi being selected as the foreground. As we already mentioned at the end of
the subsection above, instead of looking for a splitting point to bi-partition
the vector z (figuring out the foreground and background), we directly use
the real value in vector z, zi ∈ [0, 1] to compute the data or unary term Edatai
for the segment vi. Since the value of zi denoting the likelihood of segment vi
being part of the foreground, we can consider it as the foreground probability
Pf (vi) = zi, Pb(vi) = 1− zi (8.12)
Let unary energy parameter θi in the range [−1, 1], with θi close to -1
denoting a very low energy (or a very high probability) for segment vi being
labeled as foreground and θi close to +1 denoting a very high energy (or a
very low probability) for segment vi being labeled as foreground. We can
define the unary energy parameter θi as
θi = 1− 2zi (8.13)
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Then we can define the data (unary) energy term as
Edatai (xi) = θixi = (1− 2zi)xi (8.14)
The smoothness (binary) energy term is computed as in (8.10)-(8.11).
Then we can apply any energy optimization scheme, such as Graph-cut,
ICM, LBP etc., iteratively in each image to find the accurate common ob-
ject. Similarly, the output of the energy optimization step may consist of
several isolated connected components of regions and we again make use
of the detected SIFT points on the common object to eliminate the wrong
connected components.
Of course, we can build the global appearance model for the image dataset
based on all the fore/backgrounds we already obtained, and then we can carry
out energy optimization upon new images containing the same common ob-
ject while the viewpoint change and non-rigid deformations are allowed. In
such a manner the sparse based co-segmentation can be extended to han-
dle the general images where the common object has viewpoint change and
non-rigid deformation. Yet the initialization stage with sparse approxima-
tion requires the common object having no viewpoint change and non-rigid
deformation across images, therefore given a set of images we need to de-
velop a scheme to automatically select appropriate image pairs to initialize
the scheme properly.
8.5 Sparse based image co-segmentation for image
dataset
8.5.1 Detect the feasible image pairs
In the above sections we discuss the way to perform image co-segmentation
given a pair of images. In this section, we will discuss how to extend this
method to a set of images.
Given a set of images containing some common object, we aim to find
the best match for each single image in the set and perform the image co-
segmentation based on this chosen image pair for this current image. In the
case that a good match is not detected for a particular image, we will leave it
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aside and eventually segment the common object from this image with the ob-
tained appearance model of the image set, coming from the co-segmentation
of the rest of the images where the sparse approximation approach works.
Therefore this co-segmentation approach, in its current form, requires the
image set containing the common objects at least in a subset of images have
no or little view-point change. Of course it is also fine that the common
objects have multiple viewpoints across the image set, and for each (or some)
viewpoint there are two or more images of this kind. In fact, in a large set
of images containing the common objects with random viewpoints, it is very
likely to find two or more images where the common objects have the same
or very similar viewpoints, therefore the proposed co-segmentation approach
can be applied. The next question is then how to decide if the common
objects in two images have no or little viewpoint change.
For this purpose, we still rely on the SIFT key points detected on the com-
mon objects between this pair of images. Assume the SIFT key points are
correctly detected on each of the common objects in two images. If the two
common objects have no viewpoint change, any triangle formed by three cor-
responding key points (if not co-linear) is similar triangle. Alternatively, any
corresponding edges formed by the corresponding key points in two images
should have the same length ratio. If on the other hand, the common objects
have viewpoint change across the images, the corresponding edge length ra-
tios will vary for different corresponding edge pairs. Hence the task amounts
to measuring the variation (standard deviation) among the corresponding
(key points) edge length ratios between the images pair. Ideally this vari-
ation should be zero, but in practice we want to tolerate slight view-point
change and hence we will accept a small variance value. In order to eliminate
the influence of the image size, we normalize the edge length in the image
by the image scale. Specifically, given image I with height h and width w
(in pixels), for point p1 = (i1, j1) and point p2 = (i2, j2) in the image, the
normalized edge length lp1p2 is computed as
lp1p2 =
√
((
i1 − i2
h
)2 + (
j1 − j2
w
)2) (8.15)
The edge length ratio is computed accordingly based on the normalized edge
lengths computed from the two images. In our experiment we find that for an
image pair the standard deviation of the corresponding edge length ratios less
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than 0.1 is a good indicator for no or little viewpoint change of the common
object across the images.
Hence for the given image in the image set, we perform SIFT key point
matching between this image with each other image in the set, and find the
image with the smallest corresponding edge length ratio standard deviation
(or the first image with this value less than 0.1 to increase efficiency), and
perform the sparse approximation based image co-segmentation for this im-
age pair. If some image cannot find any other image with a good SIFT key
point matching (all corresponding edge length ratio above 0.1, or there is no
or only less than three SIFT key points detected), we then skip this image
and only process it after we obtain the common object appearance model
from other workable images in the set.
8.5.2 Build the appearance model
Given the foreground (common object) and background detected in (a subset
of) the image set, we can build an appearance model based on the (global)
color distributions of initial foregrounds/backgrounds identified across the
image set so far. We represent the color distributions with Gaussian mixture
models (GMM), each with K components (we use K = 5, but it can be deter-
mined automatically as in [31]). Using the learned foreground/background
color distributions along with the contrasts/edges information detected in
each individual image, we apply the energy optimization scheme as that
described in Section 8.4.4 to achieve the final co-segmentation. The only
difference with the energy optimization scheme described above is the com-
putation of the data energy term, where the data term here is in terms of
a superpixel’s probability of being a part of the foreground or background
according to the GMMs.
Edatai (xi = 1) = E
data
i (foreground) = − logP (i ∈ foreground)
Edatai (xi = −1) = Edatai (background) = − logP (i ∈ background) (8.16)
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8.6 Experimental evaluations
In order to better evaluate the performance of our approach, we compile a
new co-segmentation dataset richCoseg. As mentioned earlier, images in most
standard co-segmentation datasets are dominated by one object, which often
occupies a large part of the image and is salient. Our dataset brings forth
co-segmentation challenges posed by a large number of non-salient objects
being present in each image, including the common object. To meet these
challenges is the main motivation behind our method. We also compare
our performance with that of other methods. The segmentation accuracy
of an image is computed as the ratio of correctly labeled foreground and
background pixels over the total number of pixels in the image, as done in
[3, 9].
8.6.1 Experiments on image pair
In order to perform an ablation study on the entire process of the recognition,
as well as showing the result in every step, we first conduct experiments on
image pairs where the common objects have (roughly) the same viewpoint.
The image pairs are taken from the dog, cat and house images of richCoseg
dataset. One of the challenging parts brought by the image dataset is the im-
age has rich content and large amount of other objects may appear together
in the images, and as we show in this experiment and the later ones, some
state-of-the-art co-segmentation methods do not really work on this dataset.
We show the corresponding SIFT key points detected on the common ob-
ject in each image (Figure 8.5, column 1), and also the image after affine
transformation to make the common objects aligned (Figure 8.5, column 2).
Then we show the foreground detected by the sparse approximation in each
image (Figure 8.5, column 3), and compare the results with Joulin et al. [5]’s
method (Figure 8.5, column 4) and Rubinstein et al. [4]’s method (Figure
8.5, column 5). The co-segmentation accuracies are reported in Table 8.2.
8.6.2 Experiments on image dataset
Following the approach described in Section 5, we perform the image co-
segmentation on the richCoseg image set and compare our results with those
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Table 8.2: The performance comparison between our method and the
methods of Joulin et al. [5] and Rubinstein et al. [4] on the dog, cat and
house images. We use “chi2” kernel with “color” feature (CC) in [5].
dog cat house
Our method 97.35% 89.76% 95.86%
Joulin et al. [5] 62.47% 59.05% 61.16%
Rubinstein et al. [4] 96.19% 82.05% 87.54%
Table 8.3: The experimental result on dog, house and bag images from
richCoseg dataset and comparison with Joulin et al. [5]’s method and
Rubinstein et al. [4]’s method.
dog house bag
Our method 96.01% 95.26% 96.77%
Joulin et al. [5] 62.47% 59.22% 56.87%
Rubinstein et al. [4] 91.10% 85.62% 81.79%
obtained by two state-of-the-art methods - Joulin et al. [5]’s method and
Rubinstein et al. [4]’s method. For each image in the dataset, we aim to
find the image having the best SIFT key point match with it, i.e. with the
smallest standard deviation of the corresponding edge length ratios across
the two images, if this standard deviation is less than 0.1. Or to be more
efficient, we can simply find the first image in the set with the standard
deviation less than 0.1. Then we carry out the sparse approximation based
co-segmentation on this selected image pair. If none of the images in the
set has good SIFT key point match with the current image, this image will
be left aside and processed after we obtained the appearance model of the
dataset. The experimental result is shown in Figure 8.6 - 8.8 as well as Table
8.3 for dog, house and bag images.
8.7 Conclusions
In this study, we propose an image co-segmentation method based on the
sparse optimization techniques. The discovery of the common object relies
on the information of both (or multiple) images, not only of each individual
image, therefore the learning is more robust and the common object does not
have to be salient in the image. In order to formulate the co-segmentation
problem into the sparse optimization scheme, we extract appropriate linear
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additive features from each superpixel in the image and aim to find the op-
timal subsets of superpixels in each image, respectively, to form the best
correspondence. Based on the initial foregrounds obtained by the sparse op-
timization method we generate the global appearance model, and graph-cut
optimization is applied to refine the segmentation for the entire image set it-
eratively. Since the discovery of the common object requires the common ob-
ject to have no viewpoint change (or be subject to similarity transformation),
we develop a pre-processing scheme to automatically select the appropriate
image pairs from the image dataset to initialize the scheme. The experimen-
tal results on both image pairs and image datasets validate the performance
of this new scheme, and the new method can handle the challenging images
with rich content and non-dominant common object while many previous
methods cannot handle.
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Figure 8.4: The affine transformation and alignment of the common object
for the image pair. Rows 1-2: dog image pair. The image in Row 2 is the
affine transformation of the second dog image in Row 1 to align the
common object with the first image in Row 1. Rows 3-4: house image pair.
Rows 5-6: bag image pair.
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Figure 8.5: The experimental results on image pairs and comparison with
[4] and [5]. Top two rows: dog images. Middle two rows: cat images.
Bottom two rows: house images. Column 1: original images with
corresponding SIFT points detected. Column 2: affine transformed images
to align the common object. Column 3: our sparse approximation results.
Column 4: results by Joulin et al. [5]’s method. Column 5: results by
Rubinstein et al. [4]’s method.
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Figure 8.6: The experimental result on dog images. Rows 1-2: original
images. Rows 3-4: our result. Rows 5-6: Joulin et al. [5]’s result. Rows 7-8:
Rubinstein et al. [4]’s result.
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Figure 8.7: The experimental result on house images. Rows 1-2: original
images. Rows 3-4: our result. Rows 5-6: Joulin et al. [5]’s result. Rows 7-8:
Rubinstein et al. [4]’s result.
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Figure 8.8: The experimental result on bag images. Rows 1-2: original
images. Rows 3-4: our result. Rows 5-6: Joulin et al. [5]’s result. Rows 7-8:
Rubinstein et al. [4]’s result.
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CHAPTER 9
RELATED VISION TECHNIQUES
In this chapter, I give a very brief description of some other vision problems I
have studied in my previous published works, including the study of granular
object recognition [53] and the study of texture recognition [54]. Those works
are not along the main track of the image co-segmentation, therefore I will
not elaborate on those topics in detail, instead only provide a brief summary.
9.1 Granular object recognition
This summary is based on the paper published in Pattern Recognition entitled
“Automatic segmentation of granular objects in images: Combining local
density clustering and gradient-barrier watershed” [53].
Blob or granular object recognition is an image processing task with a rich
application background, ranging from cell/nuclei segmentation in biology to
nanoparticle recognition in physics. Some of the background literature is
summarized in [60-95]. In this study, we establish a new and comprehen-
sive framework for granular object recognition. Local density clustering and
connected component analysis constitute the first stage. To separate over-
lapping objects, we further propose a modified watershed approach called
the gradient-barrier watershed, which better incorporates intensity gradient
information into the geometrical watershed framework. We also revise the
marker-finding procedure to incorporate a clustering step on all the markers
initially found, potentially grouping multiple markers within the same object.
The gradient-barrier watershed is then conducted based on those markers,
and the intensity gradient in the image directly guides the water flow during
the flooding process. We also propose an important scheme for edge detec-
tion and fore/background separation called the intensity moment approach.
Experimental results for a wide variety of objects in different disciplines —
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Figure 9.1: Segmentation on nanoparticle images.
Figure 9.2: Segmentation on coin images. (a) original image. (b) result of
some recent method [63]. (c) result of our method.
including cell/nuclei images, biological colony images, and nanoparticle im-
ages — demonstrate the effectiveness of the proposed framework (Figure 9.1
and 9.2).
9.2 Texture recognition
This summary is based on the paper published in ICIP with the title “Rotation-
invariant texture recognition by rotation compensation and wavelet analysis”
[54], and this work is based on the class final project of Prof. Minh Do’s class.
In this work, we proposed a new rotation-invariant wavelet-based texture
recognition scheme. Some of the background literature on texture recogni-
tion is summarized in [96-119]. In the previous rotation-invariant texture
recognition approaches, the focus is on adapting the wavelet transform or
filter to rotated texture. In our approach, instead, we estimate the rotation
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of the texture with respect to some reference orientation, and then rotate the
texture image back to the reference orientation before applying the wavelet
analysis to extract features. We call this approach rotation compensation
and the idea of rotation compensation is based on the concept called inten-
sity moment we proposed in this study. With such rotation compensation,
even very simple features (such as 1-level DWT and the subband energy)
can be effective in achieving high classification accuracy as we demonstrate
through our experiments.
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CHAPTER 10
CONCLUSIONS
In the beginning of the thesis we review and explore the essential connections
among graphical model, statistical physics, integer programming and discrete
optimization. We review and summarize several commonly encountered en-
ergy minimization methods in computer vision from the viewpoint of statis-
tical physics, as well as the inter-relationships among them. We show that
all these energy minimization methods rely on the same local and iterative
optimization procedure bearing the ideas similar to those of Gibbs sampling,
and only differ in the local label update manner—either via hard assignment,
soft assignment, or stochastic assignment. For the binary labeling case the
Hopfield network dynamics and the ICM algorithm are essentially the same,
based on physically derived network energy. Moreover we show that both the
Hopfield network dynamics and the ICM algorithm are the limiting cases of
the Mean field algorithm when the temperature parameter in the latter ap-
proaches zero, and we illustrate that both qualitatively and mathematically.
Based on the statistical physics principles, we also provide a new and concise
derivation of Mean field theory label update formula.
Moreover, we have reviewed and explored the connections and correspon-
dences between graphical model energy minimization and integer program-
ming problems. We show the advantage of studying them together and shar-
ing the solution ideas and methodologies across the fields. We point out that
in most cases both of them can be formulated as Mixed-Integer Quadratic
Programming (MIQP), and optimization methods from both sides can be
used for solving this problem. We can therefore compare performances of
both types of optimization methods on a common problem formulation, ir-
respective of what is represented by the components of the formulation. For
example, formulation of vision problems may involve nodes representing pix-
els, superpixels, etc.; structure of the graphical model representing regu-
lar/irregular grid, 4-neighborhood or 8-neighborhood connectivity, etc.; and
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the objective function being submodular/non-submodular—all cases cap-
tured by the common MIQP formulation. By appropriately parameteriz-
ing MIQP, we can easily test and compare optimization methods on specific
kinds of problems (e.g., with the optimization of submodular energy and non-
submodular energy). Moreover, we can thus avoid biases due to modeling
when comparing the performances of the optimization methods. The energy
function based model may not truly capture the real problem, and therefore
optimum state of the model may not always correspond to the best solu-
tion (e.g. visual result) of the real problem—note that the limitation here
is not due to the performance of optimization methods, but due to validity
of the problem model itself. Therefore, performances of various optimization
methods on the common MIQP formulation can truly reflect the relative
optimization capabilities of the methods on discrete problems.
In our experiment, we compare commonly used optimization methods from
computer vision, including ICM, LBP, Mean field algorithm and Graph-cut,
as well as from integer programming (state-of-the-art Tomlab optimization
toolbox with the optimization method Branch-and-cut). From our experi-
ments, we see that the state-of-the-art integer programming solver (Tomlab)
has very good performance overall, yielding the best optimum value as well
as efficiency. The Graph-cut has the next best performance, with optimum
value obtained being close and showing good efficiency. LBP can achieve
a good optimum value but is very inefficient in many cases. We also note
that for the optimization of the supermodular functions (such as in the case
of Graph K-coloring problem), ICM seems to be very promising, obtain-
ing reasonable optimum values compared with those obtained by the integer
programming solver, but is far more efficient. Therefore, based on this per-
formance comparison, we see applying the integer programming solvers to
computer vision problems is meaningful and promising. On the other hand,
applying computer vision methods to integer programming problems (e.g.
in applied mathematics or graph theory) can be beneficial as well, e.g., in
achieving convergence.
In addition, we propose a clustering method based on a physically inspired
graphical model energy optimization approach. Different from the previous
energy based clustering algorithms, our energy formulation is strictly rooted
in statistical physics principles and the Ising model therein, and therefore
draws heavily on the graphical model energy optimization scheme in com-
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puter vision. First a graphical model is built on the data set for the clustering
problem, where the neighbors of each node (data point) are determined via
the Delaunay triangulation of the data set. We then make an analogy with
the image segmentation problem in computer vision. In the image segmen-
tation problem the key feature of each node (image pixel or superpixel) is
its color or intensity, while the unary (data) and binary (smoothness) en-
ergy terms are computed from the intensity of each node and the intensity
contrast between each neighboring pair of nodes in the graph, respectively;
whereas in the clustering problem the key feature of each node (data point)
is its local density, and the unary (data) and binary (smoothness) energy
terms are computed from local density at each node and the density con-
trast between each neighboring pair of nodes, respectively. Given this anal-
ogy, the energy optimization scheme developed for the image segmentation
problem can be applied to the clustering problem straightforwardly, once we
obtain the proper local density at each node. We also point out the sub-
tle yet important distinction between the local density of the data points
and their spatial locations in the data space: data points closer in the data
space are not necessarily more likely to belong to the same cluster (which is
primarily density based), so we should avoid using the spatial location in-
formation in computing the affinity between the nodes as in previous energy
based clustering methods. The local density information and the spatial lo-
cation information of the nodes should not be mixed together, but considered
in subsequent steps. We formulate the clustering algorithm in a hierarchi-
cal way, with a target homogeneity criterion, so that the data set can be
clustered according to the data point densities and spatial locations hier-
archically. As a side study, we also establish the connection between the
energy optimization based clustering and the graph spectral clustering (such
as Normalized-cut). We show the Normalized-cut method is a special case of
the energy optimization based method without considering the unary (data)
energy term in energy formulation, therefore its performance will be lim-
ited due to this incompleteness. We carry out experimental evaluations of
our proposed method on various data sets, containing clusters with various
shapes and topologies. We also compare the performances of various dis-
crete energy optimization algorithms commonly applied in computer vision
within our clustering framework, such as ICM, LBP, Mean field algorithm,
Graph-cut; as well as the discrete optimization algorithm emerged in inte-
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ger programming field, such as the Branch-and-cut method implement by
Tomlab optimization toolbox.
In this thesis, we also focus on the research of image co-segmentation and
its related techniques. The unsupervised nature is the important character-
istic of the problem: the common object is a priori unknown and needs to be
discovered from the image dataset. Before diving into the co-segmentation
problem itself, we first study the image feature matching techniques and pro-
pose a scheme called local topology consistency check, which can be used as a
standalone scheme in common visual pattern recognition or a sub-component
in the co-segmentation framework. We proposed two different approaches in
this study for image co-segmentation. One is a “topology” based method
making use of both image key point and segment features/layouts for common
object discovery, while the other is a “sparse optimization” based method
where L1 constrained quadratic optimization is used to discover the common
object. These two schemes have similar algorithmic structure, with the key
point detection at the beginning and graphical model energy minimization
at the end. In both proposed approaches, we emphasize the exploration of
inter-image information in all steps of the algorithms; therefore, the com-
mon object need not be dominant or salient in each individual image, as
long as it is “common” across the image set. In this work particularly, we
aim to handle the images with rich and complex content where the com-
mon object is non-dominant and appears along with many other objects
simultaneously, the case that cannot be handled properly with many previ-
ous methods. Extensive experiments have been conducted in this study to
validate the performance of the proposed approaches; the result is encourag-
ing and compares favorably with the state-of-the-art methods. Besides the
image co-segmentation problem, the thesis also mentions very briefly some
other vision problems that the author has studied in the previous published
works.
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