In this paper, we consider Bayesian hypothesis testing for the balanced one-way random effects model. A special choice of the prior formulation for the ratio of variance components is shown to yield an explicit closed-form Bayes factor without integral representation. Furthermore, we study the consistency issue of the resulting Bayes factor under three asymptotic scenarios: either the number of units goes to infinity, the number of observations per unit goes to infinity, or both go to infinity. Finally, the behavior of the proposed approach is illustrated by simulation studies.
Introduction
Consider the balanced one-way analysis-of-variance (ANOVA) random effects model y ij = µ + a i + ε ij for i = 1, 2, . . . , p, j = 1, 2, . . . , r,
where y ij is the jth observation associated with the unit i and µ represents the unknown intercept.
Here p (≥ 2) is the number of units and r (≥ 2) is the number of observations per unit. It is assumed that the random effect a i and the error term ε ij are mutually independent, and that a i iid ∼ N (0, σ 2 a ) and ε ij iid ∼ N (0, σ 2 ) for all i and j, where iid represents "independent and identically distributed." The unknown parameters σ 2 a and σ 2 are often called variance components in the literature. For notational convenience, throughout the paper, let i and j stand for In such a balanced variance components model (1), we are often interested in evaluating whether the random effects should be included, which is equivalent to testing
For ease of exposition, let N r (x | θ θ θ, Ψ Ψ Ψ) represent the probability density of a multivariate normal distribution with an r-dimensional random vector of observations x, an r-dimensional mean vector θ θ θ and an r × r variance-covariance matrix Ψ Ψ Ψ. Without loss of generality, the model (1) can then be expressed compactly in matrix form as follows
by letting Y = (y ′ 1 , · · · , y ′ p ) ′ with y i = (y i1 , · · · , y ir ) ′ , where 1 r is an r × 1 vector of ones and Σ Σ Σ = σ 2 I r + σ 2 a J r with I r being an r × r identity matrix and J r being an r × r matrix containing only ones. Accordingly, the hypothesis testing problem (2) can be equivalently expressed as testing the following two models
It is well known by Box and Tiao (1973) that the classical unbiased estimates of σ 2 a can be negative even if the true value of σ 2 a is nonnegative. This is a serious disadvantage of using these estimates in frequentist analysis. To avoid this problem, this paper deals with the problem of hypothesis testing or model selection based on the Bayesian approach. As mentioned by one referee, an operational advantage of the Bayesian approach is that likelihood-based methods require special care since the parameter being tested is a boundary case, leading to the failure of standard asymptotic scenarios; see, for example, Maller and Zhou (1996) , Pauler et al. (1999) and references therein. In addition, there are many other advantages for using the Bayesian approach to this problem over the frequentist or classical approach. We here refer the interested reader to Westfall and Gönen (1996) and Berger and Pericchi (2001) for more details.
From the Bayesian viewpoint, the Bayes factor (Kass and Raftery, 1995) offers a natural way of measuring the evidence in data for various competing models in terms of their posterior model probabilities. In our problem, the Bayes factor for comparing M 1 to M 0 given by (4) can be written as
where
with π 1 (µ, σ 2 , σ 2 a ) and π 0 (µ, σ 2 ) being the joint prior densities for the unknown parameters under M 1 and M 0 , respectively. From Bayes theorem, the posterior probability of model M 1 given Y can be expressed through the Bayes factor as
where p(M i ) is the prior probability of model M i for i = 0, 1. In the absence of prior knowledge, it is natural to specify p(M 0 ) = p(M 1 ) = 1/2. Therefore, for decision-making, the model M 1 is more
In the Bayesian framework, it is of particular interest to study the consistency issue of the proposed procedures. Here, consistency means that the true model will be selected if enough data are provided, assuming that one of the competing models is true. Let M T stand for the true model. Fernández et al. (2001) formally defined the posterior consistency for hypothesis testing or model selection as
where 'plim' denotes convergence in probability as n, the total number of observations, goes to infinity. Due to the relationship between the posterior probability and the Bayes factor, the expression (7) for our testing problem (2) becomes
if M 1 is the true model, whereas
if M 0 is the true model. Since n = pr in this paper, we shall mainly focus on the consistency of Bayes factor for the hypothesis testing problem in the balanced one-way random effects model under three asymptotic scenarios as follows:
Scenario 1 r goes to infinity, but p ≥ 2 is fixed.
Scenario 2 p goes to infinity, but r ≥ 2 is fixed.
Scenario 3 both r and p go to infinity.
For the hypothesis testing problem in the balanced random effects model, numerous Bayesian approaches have recently been proposed in the literature. For example, Westfall and Gönen (1996) proposed a new Bayes factor for hypothesis testing in the one-way ANOVA model with either fixed or random effects and then studied the Bayes factor consistency under the first two asymptotic scenarios. Later, García-Donato and Sun (2007) developed the divergence-based prior and the intrinsic prior for the parameter σ 2 a and also showed that both priors produce consistent Bayes factors. In addition, Cano et al. (2007) derived a new Bayes factor based on the methodology of integral priors introduced by Cano et al. (2008) . An attractive feature of the integral priors is that they take advantage of Markov chain Monte Carlo (MCMC) techniques to produce unique Bayes factors often, whereas it is unclear whether or not the integral priors for this testing problem are unique from the theoretical viewpoint. Additionally, they do not further investigate the consistency issue of the resulting Bayes factor.
It is worthwhile mentioning that the approaches mentioned above have been shown to perform well in a variety of real applications. In most cases, the integral representation is involved in the expression of Bayes factors, so numerical approximations will generally be employed. However, it is not an easy task in applied statistics to decide which type of approximations to be more appropriate, especially when both p and r are extremely large. Moreover, they do not seem to take the asymptotic property of the proposed testing procedures into account under Scenario 3, which would also be of interest to readers and researchers.
In this paper, we propose an explicit closed-form Bayes factor without integral representation for the balanced one-way random effects model. Of particular note is that the proposed Bayes factor is exactly the same as the one derived by Maruyama (2009) for the balanced fixed effects model. In addition, we study the consistency issue of Bayes factor under the three asymptotic scenarios mentioned above. It is shown that the resulting Bayes factor is always consistent under M 0 , but it may be inconsistent under M 1 in Scenario 2 due to the presence of a small inconsistency region, which can be characterized by the number of observations per unit.
One may argue that making the distinction between fixed effects and random effects is obscure from the Bayesian viewpoint because all parameters could be viewed as random variables. Nevertheless, as mentioned by one referee, one main difference between the two models is that for the random effects model, the dimension of the parameter space under the full model is three, namely (µ, σ a , σ), which does not grow when either the number of observations approaches infinity or the number of units approaches infinity, whereas for the fixed effects model, the model dimension grows as the number of units increases. In addition, there are two main differences between the present paper and the study of Maruyama (2009) for the fixed effects model.
(i) In the random effects model, under orthogonality and same magnitudes, one can easily justify the reasonability of using the same (even noninformative) prior for the common parameters µ and σ 2 . We here refer the reader to García-Donato and Sun (2007) for more details. Specifically, we consider the consistency property of Bayes factor under a scenario in which both r and p approach infinity.
(ii) From the Bayesian standpoint, both fixed effects model and random effects model can be treated as three-stage hierarchical models. As stated by Smith (1973) , " for the Bayesian model the distinction between fixed, random and mixed models reduces to the distinction between different prior assignments in the second and third stages of the hierarchy." For a detailed discussion on the topic, one may also refer to Rendon (2002) . It is noteworthy that the prior formulations for the unknown parameters in this paper are different from the priors adopted by Maruyama (2009) .
The remainder of this paper is organized as follows. In Section 2, we discuss the prior formulation for the unknown parameters µ, σ 2 and σ 2 a , and then adopt a specific prior distribution for the ratio of variance components σ 2 a /σ 2 , which results in an explicit closed-form Bayes factor without integral representation. In Section 3, we investigate the corresponding consistency of Bayes factor under the three different asymptotic scenarios listed above. The performance of the proposed Bayes factor is illustrated through several simulated studies in Section 4. Some concluding remarks are given in Section 5. Finally, several useful lemmas and proofs will be provided in Appendix.
Bayes factor
Direct use of improper priors is unsuitable for the hypothesis testing problem because it may yield a Bayes factor up to some undetermined normalizing constants. Intrinsic priors, developed by Berger and Pericchi (1996) , have been widely used to overcome this potential difficulty on the use of improper priors. The idea of intrinsic priors is to convert improper priors into ones suitable for computing the Bayes factors. We do not review them here, but rather point the interested reader to Berger and Pericchi (1998) , Moreno et al. (1999 Moreno et al. ( , 2003 Moreno et al. ( , 2008 , Casella and Moreno (2006) , Girón et al. (2006) , Casella et al. (2009) , Torres et al. (2011) , among others.
An alternative way to avoid such a pitfall of the Bayes factor when using improper priors is to choose the same improper prior for "common parameters" that appear in the two competing models, although it could be argued that the common parameters may change meanings from one model to another. Nevertheless, as mentioned by Kass and Vaidyanathan (1992) , under orthogonality (i.e., the expected Fisher information matrix is diagonal), the Bayes factor is quite robust to the selection of the same (even noninformative) prior adopted for the common orthogonal parameters.
For the hypothesis testing problem (4), García-Donato and Sun (2007) showed that the common parameters µ and σ 2 are approximately (for a moderate or large value of n) orthogonal to the new parameter σ a in M 1 . As a result, both µ and σ 2 may be assumed to have the same meanings in both M 0 and M 1 (Jeffreys, 1961, Chapter 5) , justifying the use of the same noninformative priors.
Accordingly, under M 0 , we can adopt the following prior for µ and σ 2 given by
where c is a constant, and under M 1 , we specify
where a scale family prior for σ 2 a is adopted and given by
with π(σ 2 a /σ 2 ) being the prior distribution for the ratio of variance components σ 2 a /σ 2 , which will be specified later.
Note that the idea of using same noninformative priors for common (orthogonal) parameters has been proved to be successful by many statisticians; see, for example, García-Donato and Sun (2007), Bayarri and García-Donato (2008) , Liang et al. (2008) , to name just a few. To avoid the undefined Bayes factors, a proper prior distribution is often required for the ratio of variance components τ = σ 2 a /σ 2 . According to Proposition 1 of García-Donato and Sun (2007), the Bayes factor given by (5) for the priors (10) and (11) along with (12) can be written as
where W H and W T stand for the sum of squares between groups and the total sum of squares, respectively, and they are given by
withȳ ·· = i j y ij /n andȳ i· = j y ij /r. Various choices of the prior distribution π(τ ) for the ratio of τ have recently been proposed in the literature. For example, Westfall and Gönen (1996) advocated the following prior distribution
which is also named the hyper-g prior in Liang et al. (2008) . Furthermore, Westfall and Gönen (1996) showed the consistency of Bayes factor with the choice of prior (14) for τ under the first two asymptotic scenarios above. Later, García-Donato and Sun (2007) proposed the intrinsic prior and the divergence-based prior for τ and then investigated the corresponding consistency of Bayes factor under the two priors, respectively. As suggested by one referee, it deserves to mention here that the divergence-based prior, developed by Bayarri and García-Donato (2007) , is a density function proportional to a positive measure of divergence between two competing models raised to a negative power q. One may also refer to García-Donato and Sun (2007) in detail.
In this paper, we adopt a new prior density for τ , often called the Pearson type VI distribution with shape parameters α > −1, β > −1 and scale parameter κ > 0. The density function of this distribution is given by
where B(·, ·) is the beta function. Note that the beta-prime distribution used by Maruyama (2009) is just a special case of the Pearson type VI distribution with κ = 1, and that π W G (τ ) in (14) is also a special case with κ = 1 and α = β = 0. To obtain an explicit closed-form Bayes factor, cases for which κ = r will be of interest to us in what follows. With the use of transformation t = rτ , simple algebra shows that the Bayes factor in (13) with π(τ ) replaced by π P T (τ ) in (15) becomes
where W E represents the sum of squares within groups and is given by
Observe that the Bayes factor in (16) can be handled using a one-dimensional integral. The Laplace approximation approach in Liang et al. (2008) may also be employed to evaluate the integral over the entire real line. Nevertheless, it seems difficult to choose the appropriate types of the approximations that we should employ in practice and to assess the quality of these approximations, especially when both p and r are extremely large. Of particular note here is that with the use of the above prior distributions, we can derive an analytical closed-form Bayes factor with an appropriate choice of β in the following theorem. The proof is straightforward and is thus omitted for brevity.
Theorem 1 With the priors given by (10) under M 0 and by (11), (12) and (15) with κ = r and β = (n − p)/2 − α − 2 under M 1 , the Bayes factor given by (16) turns out to be
Notice that the Bayes factor in (17) has an explicit closed-form expression without integral representation, which can easily be calculated by using standard statistical software such as Matlab or R, and is readily accessible to non-statisticians in real applications. In other words, the Pearson type VI prior for the ratio of variance components provides a simple way of avoiding complex computational difficulties in the case where evaluation of the Bayes factor includes solving integrals.
It is worth noting that the expression of Bayes factor given by (17) At this stage, the hyperparameter α in the expression of Bayes factor (17) has not yet been assigned. It is well known that in Bayesian statistical analysis, choosing the hyperparameters of the prior distribution has a large impact on the behavior of Bayes factor. In this paper, we recommend −1/2 ≤ α ≤ 0. It has been shown in the simulation studies that the proposed Bayes factor is quite robust to the choice of α ∈ [−1/2, 0]. Note that the prior π P T (τ ) with β = (n − p)/2 − α − 2 depends on the sample size n; this kind of prior has also been adopted by many authors; see, for example, Maruyama (2009 ), Liang et al. (2008 , Maruyama and George (2011) , to mention just a few. As the sample size grows, the prior π P T (τ ) has a density in the right tail that behaves like τ −(α+2) , leading to a very fat tail for small value of α. Furthermore, it can be seen from Figure 1 that its mode also tends to 0 and thus this prior puts more weight to small values of τ , an attractive
property considered by Gustafson et al. (2006) . It should be mentioned that other optimal choices of these hyperparameters such as the one based on the empirical Bayes criterion can be further explored in future work. 
Model selection consistency
From the Bayesian theoretical point of view, it is of particular interest to investigate the asymptotic behavior of Bayes factors such as consistency when the sample size approaches infinity. As mentioned in Section 1, consistency means that the true model will be selected if enough data are provided, assuming that one of the competing models is true. This is formally introduced by Fernández et al. (2001) and later is called "model selection consistency" by Liang et al. (2008) .
In this section, we mainly focus on the consistency properties of the resulting Bayes factor in (17) for hypothesis testing in the sense that when the sample size approaches infinity, the Bayes factor goes to infinity when the alternative model M 1 is true, while it goes to 0 when the null model M 0 is true. We are now in a position to summarize the Bayes factor consistency under the three asymptotic scenarios described in Section 1 as follows.
Theorem 2 Consider the balanced one-way random effects ANOVA model (1) and the Bayes factor for testing M 0 against M 1 in (4) with the priors given by (10), (11) and (12) as well as (15) when κ = r and β = p(r − 1)/2 − α − 2.
(a) Under Scenario 1, if r goes to infinity, but p ≥ 2 is fixed, then the Bayes factor in (17) is consistent whichever model is true.
(b) Under Scenario 2, if p goes to infinity, but r ≥ 2 is fixed, then the Bayes factor in (17) is consistent under M 0 and under M 1 when σ 2 a /σ 2 > h(r), while the Bayes factor is inconsistent when σ 2 a /σ 2 < h(r), where
(c) Under Scenario 3, if both p and r go to infinity, then the Bayes factor in (17) is consistent whichever model is true.
Proof. See Appendix for the proof. Furthermore, Maruyama (2009) justified that the existence of the inconsistency region is quite reasonable under Scenario 2 from the predictive Bayesian viewpoint. It is of interest to note here that the two inconsistency regions are quite similar, which indicates that the variance of the random effects σ 2 a in the random effects model plays a similar role as the limit of i a 2 i /p in the fixed effects model.
Numerical results
In this section, we aim to numerically illustrate the finite sample performance of the Bayes factor in (13) for the Pearson type VI prior with various choices of the hyperparameters (α, β, κ) through some simulation studies. For this end, we describe how the data sets in the balanced one-way random effects model (1) are generated. Under M 0 , the samples are simulated with µ = 0, σ 2 = 1 and σ 2 a = 0, and under M 1 , the samples are simulated with µ = 0, σ 2 = 1 and σ 2 a is taken to be one of the five different values {0.5, 1, 2, 3, 5}. Table 2 associated with σ 2 a = 0.5, it can be seen that the Bayes factor approaches 0 as the sample size increases. This phenomenon indicates that even though the model M 1 is true, the Bayes factor still chooses the null model with probability 1 and thus fails to be asymptotically consistent. Such a conclusion exactly matches the statements in part (b) of Theorem 2, because in the simulation setup we have σ 2 a /σ 2 = 0.5 < h(2) = 1 when r = 2. Similar conclusions can also be reached for σ 2 a = 1, but the Bayes factor converges to 0 much slowly. The Bayes factor is fully consistent for σ 2 a = 2, 3 and 5 when the sample size becomes large because of σ 2 a /σ 2 > h(2). Tables 1, 2 and 3. In conclusion, the simulation results clearly support the consistency claims made in Theorem 2. Furthermore, it is also noteworthy that the performance of the proposed Bayes factor is quite satisfactory even for the moderate values of p and/or r.
We also investigate the performance of Bayes factor in (13) (14) considered by Westfall and Gönen (1996) . The choice of (α, β, κ) = (−1/2, 0, 1/n) yields the hyper-g/n prior studied by Liang et al. (2008) for the hyperparameter g in Zellner's g-prior. The choice of (α, β, κ) = (0, − 1/2, 1) leads to the prior suggested by Box and Tiao (1973) and Berger and Deely (1988) , and finally, (α, β, κ) = (ii) Of particular note is that there is no inconsistency region under Scenario 2, and thus we may conclude that under the three asymptotic scenarios, the Bayes factor in (13) with these four different choices of (α, β, κ) is fully consistent whichever the true model is. (iii) As the sample size becomes large, the relative frequency of choosing the true model significantly increases and gets closer to each other under the different proposals; a similar conclusion can also be made when the variance σ 2 a becomes large. Consequently, we may conclude that the Bayes factor in (13) under the different priors for τ behaves very similarly.
As mentioned by a referee, it is noteworthy that the numerical results presented above only illustrated the finite sample performance of the proposed Bayes factor for the different hyperparameter values. We make no claim about the convergence rate of the Bayes factor from our simulation study. The convergence rate of the proposed Bayes factor under the different asymptotic scenarios also deserves further exploration.
In summary, one appealing advantage of the proposed Bayes factor in (17) is its explicit closed-form expression without integral representation. It has been observed from Table 1 to Table 6 that the behavior of the proposed Bayes factor is compatible with the one for other various choices of the hyperparameters (α, β, κ), except for the case under Scenario 2 due to the presence of a small inconsistency region around the null model. Note that such an inconsistency region may be avoided with some other specific choices of the hyperparameters shown in the simulation study. However, a drawback of these choices is that the Bayes factor may not be analytically available.
Concluding remarks
In this paper, we have developed an explicit closed-form Bayes factor without integral representation, which can be easily calculated and is readily applicable to the problem of hypothesis testing under the balanced one-way random effects model. It is shown that under the different asymptotic scenarios described in Section 1, the Bayes factor (17) is fully consistent under the null model, and is also consistent under the alternative model except for a small inconsistency region around the null model characterized by equation (18). Such the inconsistency region is the price we have to pay for deriving the closed-form of the Bayes factor, as mentioned by one referee. In addition, the referee also presumes that the inconsistency region may disappear when the prior is independent of the sample size. Such the presumption is quite understandable, but further investigation is needed, especially when the number of observation per unit goes to infinity. Looking at the simulation studies above, it seems that the inconsistency region may also disappear with some other specific choices of the hyperparameters (α, β, κ) in the Pearson type VI distribution, whereas the corresponding theoretical properties of Bayes factors with those specific choices under the three asymptotic scenarios are currently under investigation and will be reported elsewhere.
In some practical situations, unbalanced data may occur because of physical limitations and/or cost constraints. Wang and Sun (2012) have recently generalized the results of Maruyama (2009) for the balanced fixed effects model to the ones for the unbalanced fixed effects model. In an ongoing project, it will be interesting for researchers to study the consistency of Bayes factor under the Pearson type VI prior for the unbalanced random effects model.
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Before proving Theorem 2, we first provide three useful lemmas. The proofs of these lemmas are straightforward based on several lemmas in García-Donato and Sun (2007) and are thus omitted here for simplicity.
Lemma 1 Under Scenario 1, for any fixed p ≥ 2, when the model M 0 is true,
and when the model M 1 is true,
where c 1 = lim r→∞ W H /(σ 2 + rσ 2 a ), which follows a chi-square distribution with p − 1 degrees of freedom and is hence a distribution free of r.
Lemma 2 Under Scenario 2: for any fixed r ≥ 2,
Lemma 3 Under Scenario 3: both r and p goes to infinity,
Proof of Theorem 2:
It is well known that when x is sufficiently large, the Stirling's approximation to the gamma function is given by
where f (x) ≈ g(x) means the limit of f (x)/g(x) is one as x approaches infinity.
(a) By using Lemma 1, it is easy to show that, under M 0 ,
, which obviously goes to 0 under M 0 as r goes to infinity because the distribution of W H under M 0 is free of r. Under M 1 ,
which clearly goes to 0 under M 0 as both r and p go to infinity, where
.
Furthermore, when M 1 is true,
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