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Abstract
I present an application of a high-resolution subsurface imaging technique known as “full-waveform
inversion” (FWI) to a vibroseis seismic dataset from eastern Ohio, USA. The data were collected
over a crooked line with rough topography, 3.5 km maximum o↵sets, and no significant frequency
content below 12 Hz. These parameters present challenges to obtaining quality images from FWI.
The use of a preconditioner–the ‘scaled-Sobolev preconditioner’ (SSP - Zuberi and Pratt, 2017)–on
the gradient of the misfit functional was key to obtaining low wavenumbers without discarding high
wavenumbers. The results represent the first successful application of FWI with the SSP to a field
dataset, with a high-resolution image that generally matches the trends of the Big Injun sand and
Berea sandstone layers at the survey location. The novel FWI results confirm the absence of small
scale structure (including the lack of visible faults) in the first 0.66 km.
Keywords: Ohio, Utica Shale, Seismic Exploration, Laplace-Fourier, Berea Sandstone, Big
Injun Sand
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Chapter 1
Introduction
Imaging the subsurface of the Earth using controlled-source seismology is an essential tool for oil
and gas exploration (eg., Løseth et al., 2009), civil and geotechnical engineering (eg., Grandjean,
2006), and crustal-scale investigations (eg., Operto et al., 2006; Bleibinhaus et al., 2007). The
conventional objective of seismic data processing is to create a ‘migrated seismic image’ that
can be used to interpret the physical properties and structure of the subsurface. However, the
fidelity of the migrated image requires an accurate velocity model that must be determined from
the data. In the last two decades, full-waveform inversion (FWI) of seismic data has become
accepted as an alternative technique for velocity model building and subsurface imaging (Virieux
and Operto, 2009; Lambaré et al., 2017). One benefit of FWI is that it has the potential to produce
an interpretable high-resolution velocity model (image) without a lengthy processing sequence. In
this first chapter, I introduce the seismic reflection method, I provide a literature review, I state the
problems and aims of this thesis, and I conclude with a brief outline of the material I cover.
1.1 Common midpoint (CMP) seismic reflection method
Controlled-source seismology is a subfield of exploration geophysics in which an artificial en-
ergy source is injected into the ground, and the Earth’s response is measured by geophones or
‘receivers’. The ‘common midpoint’ (CMP) seismic reflection method is one of the most reliable
methods used for oil and gas exploration without having to drill many (often expensive) holes in
the ground. The CMP method can be described pictorially. Figure 1.1 shows the idea behind the
CMPmethod, with many source-receiver pairs collected over a line. The CMPmethod redundantly
samples many subsurface points along reflection boundaries between rock layers. The redundancy
over a subsurface point is referred to as “fold.” We may refer to a particular seismic dataset as
having “120 fold”, meaning that on average each subsurface point has been sampled 120 times.
This redundancy provides i) information on sound wave velocity in the subsurface and ii) multiple
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Figure 1.1: Common midpoint (CMP) seismic reflection method. Sources are shown as stars and receivers
are shown as triangles. Multiple source-receiver pairs image the same point in the subsurface. The solid line
is a representation of the Earth’s topographic surface, and the dotted line is a representation of a reflection
boundary between two subsurface rock layers with velocities v1 and v2. Image from Brenders (2011).
inputs for data stacking to improve the signal-to-noise ratio. To reduce what reflection processing
may consider “noise” such as ground roll, having high fold typically helps. The problem becomes
di cult with multiple reflections from multiple boundaries, and is further complicated by di↵erent
kinds of sound waves that propagate in the subsurface. The target depth, the surface conditions, and
the geological complexity dictate how a survey should be acquired. Two common adjustments to
a survey would include changing the source-to-receiver o↵sets, and changing the spatial sampling
density of the sources and the geophones.
Broadly, there are three steps that must be taken to obtain a ‘seismic image’: (1) acquiring
seismic data with the CMP method, (2) building a velocity model, and (3) processing the seismic
data to produce a final image. Step (3) often involves a process known as ‘migration’, where
seismic events are re-located from their recorded (geometrical) position in time to their correct
subsurface position in the image. The advantage of FWI over conventional reflection processing
is that it o↵ers the potential to skip step (3) entirely, and limit the amount of time spent on (2);
this advantage arises as FWI has the potential to produce a high-resolution velocity image directly
(requiring only a su ciently accurate starting velocity model).
1.1.1 Acquisition of seismic data
Seismic data are acquired in the field both on land and in marine environments, using similar
principles but somewhat di↵erent hardware. Seismic data are widely used for the purpose of hy-
drocarbon exploration. Here I describe only land acquisition, as my thesis only focuses on land
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data. To acquire controlled-source seismic data, an energy point source (such as dynamite or a
vibrating truck) is placed on the ground, and a line or array of receivers are placed on the ground
to measure the response of the Earth. In order to cover a large area or a long line, the whole array
of sources and receivers are moved or “rolled out” continuously, to collect multiple subsurface
measurements.
Raw seismic data are collected and displayed in what is called a ‘shot gather’, in which all
active receiver time records are depicted as a function of distance from the source (or, ‘o↵set’).
Figure 1.2 shows a sample shot gather from the Ohio survey in this thesis with the source location
in the middle of the image, and 218 active receivers on each side of the source location (for a
total of 438). The time axis shows the recorded arrivals as a function of time, with increasing
source-receiver o↵set distance. Each successive sound wave has had to travel a longer distance in
the subsurface, and thus the event takes longer to be recorded by each geophone with increasing
o↵set. The image has been labeled with a few well-known types of waves that propagate in the
subsurface, including P-wave refractions, P-wave reflections, and ground roll.
Figure 1.2: Raw seismic shot gather from Firestone seismic reflection survey with labels.
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Figure 1.3: A typical velocity analysis or ‘picking’ display for a seismic processor. A processor may pick the
velocities on the semblance velocity plot (c) to flatten the CMP gathers (a), advancing through the stacked
seismic section (b). Data from TGS.
1.1.2 Conventional velocity model-building and seismic processing
One common technique used to build a velocity model in a typical seismic time processing work-
flow is to use ‘velocity analysis’ or ‘velocity picking’. The goal in picking velocities is to create
a velocity model that e↵ectively flattens the seismic events on a CMP gather, so that the gathers
can be ‘stacked’. The end result is a final stacked image with relatively coherent-looking reflectors
(Figure 1.3). The result of the process of picking velocities is a final velocity model in time. Yil-
maz (2001) describes in greater depth this process of velocity analysis. Velocity picking is a very
time-consuming process, usually laden with many iterations. The advantage of an FWI workflow
is that no velocity picking must take place; instead, the velocity model is inverted for using an
algorithm that uses the raw seismic data directly. Beyond that, in conventional seismic processing,
there is a significant amount of human e↵ort to arrive at a final seismic image, usually exceeding
the time required for FWI. As previously noted, FWI has the additional potential of resolving such
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a high-resolution velocity model that the model itself can be used as an image for interpretation.
1.2 Literature review
FWI is an ill-posed nonlinear problem that requires the starting velocity model to satisfy the ‘half-
cycle’ criterion of the true model in order to converge to the global minimum solution (Sirgue
and Pratt, 2004). The half-cycle criterion is satisfied when the starting velocity model generates
synthetic seismic data that are (on average) only a half of a cycle or less away from the observed
data. The use of first-break traveltime tomography is an important tool to find such an appropriate
starting model for FWI. An important observation by Lailly (1983) and Tarantola (1984) was made
when they saw that the FWI problem strongly resembled the Kirchho↵ migration problem based
on the imaging principle of Claerbout (1971; 1976). Lailly and Tarantola cast their FWI problem
in the time domain, using the acoustic wave equation. Mora (1987) extended FWI to the elastic
wave equation, also in the time domain. Pratt and Worthington (1990), Pratt et al. (1998) and
Pratt and Shipp (1999) paved the way for a frequency-domain approach to FWI, using the acoustic
wave equation. Virieux and Operto (2009) provided an excellent overview of work completed
in FWI, and the ongoing challenges. Significant leaps in computational power have allowed the
problem of 3D FWI to become tractable in recent years. 3D acoustic FWI has been successfully
implemented on field data in the time domain (eg., Vigh and Starr, 2008; Plessix and Perkins,
2010; Plessix et al., 2012; Lu et al., 2016). Sirgue et al. (2009) recently presented an application of
their time and frequency combination approach to 3D FWI. Current developments have also made
3D elastic FWI possible, but it is still an ongoing field of research that has not reached maturity
(Castellanos et al., 2011; Lu et al., 2013). Vibroseis seismic data are often acquired for the purpose
of generating clear reflected arrivals for depth imaging. Typically both refracted energy and far-
o↵sets are discarded before migration, and valuable velocity information for the near-surface is
lost in the process. In comparison, the traveltime tomography and FWI methods I employ are
designed to make use of refracted energy and far-o↵sets to capture high resolution near-surface
velocity models.
There are many successful cases of applying FWI to o↵shore data (Operto et al., 2006; Prieux
et al., 2011; Kamei et al., 2012; Warner et al., 2013; Lewis et al., 2014); however, the applica-
tion of FWI to onshore data is challenging for several reasons including weathering layers in the
near-surface distorting the wavefields, rough topography, line crookedness, and coupling issues be-
tween source and receiver pairs (Malinowski and Operto, 2008; Kamei et al., 2015). When FWI is
used in onshore settings, it is often completed using data acquired by explosive (dynamite) sources
(eg., Malinowski et al., 2011; Mothi et al., 2012), which provide low frequency content. It is still
quite uncommon to apply FWI to vibroseis data, usually due to the lack of low frequency content.
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There have, however, been a handful of studies that have applied FWI to onshore vibroseis data,
including work from Plessix et al. (2012), Smithyman and Clowes (2012), and Adamczyk et al.
(2014). Without low frequency content and low-wavenumber information, it is di cult to con-
verge on global minimum solutions (Bunks et al., 1995). To help mitigate convergence problems,
multi-scale approaches are often used, starting with low-frequency, low-wavenumber updates, and
working up to high-frequency, high-wavenumber updates (eg., Mao et al., 2012). However, if low
frequencies are unavailable, convergence to a solution corresponding to the global minimum is dif-
ficult to achieve. When iterating for a nonlinear problem, a common technique applied is ‘gradient
descent’ (Nocedal and Wright, 1999). The goal in gradient descent is to ‘descend’ into the lowest
valley of the objective function, or the global minimum. The largest spatial scale is the easiest to
systematically search for a global minimum.
The scaled-Sobolev preconditioner (SSP) technique is a new method proposed by Zuberi and
Pratt (2017). The SSP is a gradient preconditioner that allows for smooth background updates but
without losing the high-wavenumber information. A wavenumber filtering technique or Gaussian
smoother will completely eliminate some of the high-wavenumber information early on, which
can cause the sharp reflectors to be placed in the wrong position, never to return to the correct
position. The SSP technique represents significant leap forward in preserving high-wavenumbers
while converging quickly on a global minimum solution with large background updates.
Reflection FWI (RFWI) is an alternative technique that updates the velocities using reflected
data rather than focusing on refracted data. In this thesis, reflections are not ignored (through
the use of the SSP), but rather refractions are the primary focus of the updates. In many cases,
access to long o↵set refracted data is unavailable, in which case it would be helpful to use the
reflections more for the updates. Yao and Wu (2017) showed a successful result on a synthetic
dataset using a combination approach between least-squares reverse-time migration (RTM) and
reflection FWI. They modified the gradient of the misfit functional to prefer background (low-
wavenumber) updates. One di culty with RFWI is that the data being used are only recorded
with limited aperture. The misfit functional for reflection FWI is more underdetermined than for
refraction FWI, making it more challenging to converge on the global minimum solution.
1.3 Goals of thesis and proposed solutions
The two primary goals in this thesis are (1) to recover a high-resolution near-surface (0.66 km)
velocity model from a field vibroseis dataset, and (2) to demonstrate the success of using FWI with
the SSP. The data used in the study were collected along a crooked line, over rough topography,
with short (3.5 km) maximum o↵sets, and no useable frequency content below 12 Hz, presenting
significant challenges for FWI. The absence of data below 12 Hz is a significant restriction to
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FWI, as higher frequency data are more prone to a phenomenon known as ‘cycle skipping’ than
lower frequency data. Cycle skipping occurs when the predicted and observed data di↵er by more
than a half a cycle. If cycle skipping occurs, then the velocity model falls outside of the half-
cycle criterion for the seismic waveform. In order to mitigate cycle skipping, I used 3D first-break
traveltime tomography to obtain a starting model for FWI, which results in a velocity model that
satisfies as best as possible this criterion.
I used a Laplace-Fourier (LF) implementation of FWI to mitigate nonlinearity in the misfit
functional by restricting the inversion to early arrivals and low frequencies first. Nonlinearity is
a problem because it means that there are many possible subsurface models that can satisfy the
same seismic dataset. I inverted over three bands of frequencies in increasing order (12-14 Hz,
15-20 Hz, and 21-26 Hz) and over multiple o↵sets. I also limited the far o↵sets at the beginning
stages of inversion. Another help to mitigate nonlinearity was the use of the SSP to incorporate a
multi-scale approach in the model space. The SSP weights low-wavenumbers highly to produce
su cient background updates.
The seismic line was acquired over a crooked line, which can be a di cult problem to handle.
A crooked line has coordinates in 3D, but extends only to a limited extent in the crossline (out-
of-plane) direction. The original 3D coordinates were kept for traveltime tomography, but due
to the excessive computational costs of 3D FWI, I used 2D FWI. To go from a 3D traveltime
tomography model to 2D for FWI, I projected the crooked line coordinates onto a straight line,
which created some errors in traveltimes. To mitigate the errors resulting from the projection, I
adopted a strategy similar to Kamei et al. (2015) and discarded data where the projected o↵set
and the original o↵set percentage di↵erence was greater than 3%. A percentage di↵erence of 3%
proved to be optimal in allowing as much data as possible into the inversion without creating very
large traveltime errors. Another option would have been to have completed FWI in 2.5D. The use
of a 2.5D method constructs the equivalent 3D source wavefield in the receiver plane, and accounts
for a crooked line geometry that is not possible in 2D. Pratt (1989) provided a clever solution in the
Fourier domain. He used a Fourier transform in the crossline direction to reduce the 3D wavefield
problem to multiple 2D wavefields. However, in the end I chose to remain with 2D FWI, because
the final result was robust.
The surface topography was handled by using a true topographic surface during FWI, placing
sources and receivers along the topography. The free surface just along the topographic surface
was handled by using an air velocity and strong attenuation in the air layer, and mild attenuation
in the subsurface (Roecker et al., 2010). Perfectly matched layers (PMLs) were used on all edges
of the model, to avoid creating unphysical reflections. I limited the inversions to a depth of 0.66
km due to the limited o↵sets available. This is of course a limitation in that the interpretation of
a Utica shale layer at ~ 2.2 km is not possible on such a limited depth. However, a high-quality
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near-surface velocity model has the potential to greatly enhance image focusing in subsequent pro-
cessing at greater depths. As an analogy, consider the corrective power of eyeglasses for those who
are nearsighted. Nearsightedness is a condition where close objects are clear, but far objects are
not clear. In order to correct for the far objects, the light that is being refracted into the eye at a
close distance must first be corrected. When the focal length and refracted patterns of light at a
close distance are corrected, the far objects are made more clear (B. Smithyman, personal com-
munication, 2016). In a similar way, if we correct the velocities in the near-surface, the velocities
(and image) will become more clear at greater depths. Sound waves must first propagate through
the near-surface before they propagate through greater depths.
I was successful in the first goal of creating a high-resolution near-surface velocity model. One
of the novelties in completing this study is that the structural geology in the first 0.66 km became
more clear. It turns out that there were no visible faulted structures in the survey area, but this
fact was only uncovered by using FWI. The second goal of applying the SSP to the gradient of the
misfit functional to a field dataset is novel in its own right, as this was the first real dataset on which
the application of FWI using the SSP had been applied. Using the SSP on the gradient proved to
be critical in updating the background velocity in the absence of data frequencies below 12 Hz.
1.4 Structure of thesis
This thesis consists of four chapters. In Chapter 2, I provide a mathematical background for
the methods used. The background I cover includes a discussion on 3D traveltime tomography
methods developed by Zhang and Toksöz (1998), a 2D phase-only approach to FWI after Pratt
et al. (1998), Bednar et al. (2007) and Kamei et al. (2014), and the SSP applied to the gradient
of the misfit functional, after Zuberi and Pratt (2016). Appendix A provides some additional
background for the elastic wave equations and the acoustic wave equations.
Chapter 3 presents the application of FWI with the SSP to a crooked seismic line in eastern
Ohio. The Firestone survey was acquired in 2013 and is located in eastern Ohio in the Appalachian
Basin. There are hundreds of wells that have been drilled in the area, but since 2010 advances in
horizontal drilling have made hydraulic fracturing for the Utica shale economic and high priority.
Appendix B provides additional tabulated data that were used to construct geologic cross-sections.
A high-resolution velocity model was recovered to a depth of 0.66 km, using a combination of
3D traveltime tomography followed by 2D FWI with SSP. By combining the information from the
velocity models with the information from nearby wells, I was able to identify the trends of two ge-
ologic layers, the Big Injun sand, and the Berea sandstone. The last section in Chapter 3 is the time
processing completed by Arcis Seismic Solutions (a seismic contractor) as well as my own time
and depth processing. I was able to produce comparable results in my time processing as compared
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to Arcis. Also, using the FWI results may have improved the depth reflection processing results by
pushing reflectors deeper toward the desired position, based on nearby well information. However,
without well ties, the reflection processing results are only preliminary. Chapter 4 presents the
novelty of my work, conclusions, limitations, and recommendations for future work.
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Chapter 2
Background Theory
Chapter 1 contained an introduction to the common midpoint (CMP) reflection method, the chal-
lenges with the nonlinear FWI problem, the challenges associated with processing land vibroseis
data, and my thesis objectives. In this chapter, I provide a mathematical context by reviewing the
relevant theory for 3D first-break traveltime tomography, 2D wave equation forward modelling,
and phase-only full-waveform inversion (FWI)1 with the scaled-Sobolev preconditioner (SSP). I
provide some theory on the traveltime tomography implementation based on work by Zhang and
Toksöz (1998). The FWI theory I provide is largely based on work by Pratt et al. (1998) and Kamei
et al. (2014). The SSP theory is based on Zuberi and Pratt (2017) and Zuberi and Pratt (2016).
2.1 3D traveltime tomography
In order to successfully recover a starting velocity model for FWI, I used an implementation of
3D first-break traveltime tomography developed by Zhang and Toksöz (1998) with a software
package called TomoPlus by GeoTomo. Zhang and Toksöz developed an iterative shortest path
ray-tracing (SPR) method of traveltime tomography. The goal of traveltime tomography in my case
was to produce a starting velocity model as an input for FWI. Traveltime tomography compares
picked first-break picks to synthetic picks to converge on a velocity model. In forward modelling,
Zhang and Toksöz used a finite di↵erence scheme to simulate the eikonal equation. Instead of
using absolute traveltime data in their inversion scheme, they used scaled versions of the data,
called ‘average slowness’ and ‘apparent slowness’. In order to find a solution to this traveltime
tomography problem, the objective function must be defined and minimized.
1The word ‘full’ in full-waveform inversion may be considered a misnomer in that some parts of the waveforms
are not inverted due to physical assumptions made in wave propagation. However, due to its practically universal
adoption, I continue by using ‘full-waveform inversion’ or ‘FWI’ for short.
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2.1.1 ‘Objective function’ vs. ‘misfit functional’
There are two terms sometimes used interchangeably that can be confusing: the ‘objective func-
tion’ and the ‘misfit functional’. When I refer to the objective function, I mean a function with both
data misfit terms and a regularization term. When I refer to a misfit functional, I mean a function
with only data misfit term(s), and no regularization term. The traveltime tomography implementa-
tion I use includes a regularization term and so it is referred to as an objective function; however,
the full-waveform inversion (FWI) implementation I use does not include a regularization term and
so it is referred to as a misfit functional.
2.1.2 Objective function
The objective function contains three distinct terms: the misfit of the average slowness data, the
misfit of the apparent slowness data, and the model roughness (or regularization) term. The model
roughness is applied using Tikhonov regularization (Tikhonov and Arsenin, 1977). Following
Zhang and Toksöz (1998), the objective function can be written as
 (m) = (1   w)kC`(s   L(m))k2 + wkDx(s   L(m))k2 + b kRmk2 , (2.1)
or more compactly as
 (m) = (1   w)k(s¯   L¯(m))k2 + wk(sˆ   Lˆ(m))k2 + b kRmk2 ,
where
s¯ B s
`
(2.2)
is the average slowness data (i.e., the traveltimes divided by the ray lengths), and
sˆ B @s
@x
(2.3)
is the apparent slowness data (traveltime derivatives with respect to spatial distance). The absolute
traveltime data can be written as a vector s with Nd receiver locations,
11
CHAPTER 2. BACKGROUND THEORY
s =
26666666666666664
s1
s2
...
sNd
37777777777777775 ; (2.4)
the predicted traveltime data can be written as a vector L(m) with Nd receiver locations for the
current model m,
L(m) =
26666666666666664
L1(m)
L2(m)
...
LNd(m)
37777777777777775 ; (2.5)
and the current set of Nm velocity model parameters can be written as a vector m, where
m =
26666666666666664
m1
m2
...
mNM
37777777777777775 . (2.6)
Dx is a di↵erential operator for traveltime with respect to distance x, w is a weighting factor and b is
a smoothing trade-o↵ term. C` is a scaling operator to a traveltime with corresponding ray length `,
returning the average slowness s¯. The ray length `(m) is dependent on each model parameter and
it is updated during tomography at each iteration. The parameter L¯(m) is the predicted average
slowness data, and Lˆ(m) is the predicted apparent slowness data. The parameter R a↵ects the
roughness of the model: it is a spatial derivative operator matrix of dimensions Nl ⇥ Nl, where Nl
is the number of nodes in a finite di↵erence model. I assume that the number of model parameters
is equal to the number of nodes, i.e., Nm = Nl. A first-order derivative operator R can be written as
R = 1
 x
26666666666666664
 1 1
 1 1
. . . . . .
 1 1
37777777777777775 . (2.7)
Zhang and Toksöz (1998) ran tests and in their case found the most stable operators to be of second-
and third-order.
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2.1.3 Inversion algorithm
A Gauss-Newton (GN) approach is used to linearize the objective function in equation 2.1, fol-
lowed by a conjugate gradient (CG) technique to solve the inversion at each iteration (Scales,
1987; Zhang and Toksöz, 1998). This approach leads to the equation,
 
(1   w)AtkAk + wBtkBk + bRtR +  kI
 
 mk = (1   w)Atk(s¯   L¯(mk)) + wBtk(sˆ   Lˆ(mk))   bRtRmk,
(2.8)
where
A B @L¯
@mj
=
1
`
· @L
@mj
, j = 1, 2, 3, ...,NM, (2.9)
A =
266666666666664
@L¯1
@m1
· · · @L¯1@mNm
...
. . .
...
@L¯Nd
@m1
· · · @L¯Nd@mNm
377777777777775 , (2.10)
B B @Lˆ
@mj
=
@2L
@mj@x
, (2.11)
B =
266666666666664
@Lˆ1
@m1
· · · @Lˆ1@mNm
...
. . .
...
@LˆNd
@m1
· · · @LˆNd@mNm
377777777777775 , (2.12)
and
mk+1 = mk +  mk, k = 1, 2, 3, ...,N. (2.13)
The subscript j is the number of model parameters and the subscript k is the iteration number.
The parameter  m is the velocity model update. The superscript t denotes the matrix transpose.
The parameter A is the average-slowness sensitivity matrix. Each of the non-zero terms in A is the
local ray length across a cell, divided by the entire ray length. B is the apparent-slowness sensitivity
matrix. The non-zero terms in B are the ray length di↵erences across a cell, divided by the receiver
spacing. The derivatives in B are calculated using the locations of two adjacent receivers. From
equation 2.8, we solve for  mk at each iteration k by using the GN and CG techniques previously
mentioned. One advantage of using these techniques is that neither require storing the sensitivity
matrices, but rather the results of the multiplication of a matrix by a vector are required.
The  kI is a damping term that helps guide the convergence of the objective function (with I
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as the identity matrix with dimensions Nm ⇥ Nm). Specifically,  k = ⌘ ⇥ rhs, where ⌘ ⇡ 0.1 is
an empirical parameter, and rhs is is the RMS misfit norm of the right-hand side of equation 2.8.
If the objective function does not minimize well, a strong (large  ) damping is applied, and no
significant model updates occur. If the objective function minimizes well, a smaller damping is
applied, and convergence rates increase (Zhang and Toksöz, 1998).
Additional information on wavefront ray-tracing methods can be found in (1) Hole and Zelt
(1995) on solving for 3D seismic reflection traveltimes using finite-di↵erences, (2) Vinje et al.
(1993) on applying wavefront construction to ray tracing, and (3) Moser (1991) on using graph
theory to find the shortest traveltime path. The result of first-break traveltime tomography provides
a suitable starting model to help satisfy the half-cycle criterion of full-waveform inversion (FWI).
The benefit of traveltime tomography is that it can produce low-wavenumber updates, provided
there is significant ray coverage. Though traveltime tomography can su↵er from local minima in
the objective function, it has been used to provide suitable starting models for FWI (eg., Smithyman
and Clowes, 2013; Kamei et al., 2015).
2.2 Full-waveform inversion (FWI)
2.2.1 Forward modelling
For the FWI forward problem, I work in the Laplace-Fourier (LF) domain. Some of the advantages
over the time domain include being able to solve the wave equation for multiple sources at a
minimal cost, using accurate attenuation modelling, focusing on early-arriving transmitted (low-
wavenumber) events, and being able to use a frequency-selection strategy (Pratt and Worthington,
1990; Umpleby et al., 2010). Following Shin and Cha (2009), and Kamei and Pratt (2013), the
Laplace-Fourier transform of the time-domain seismic wavefield can be written as
u(x, z;!, ⌧) =
Z 1
0
u(t)e (t/⌧)e i!tdt, (2.14)
where x and z are the two spatial variables in 2D, u(t) is a time-domain wavefield, ⌧ is a real-valued
decay constant, ! is real-valued angular frequency (= 2⇡ f , where f is frequency), and i is
p 1.
The e (t/⌧) term is used to implement damping of later arrivals in the wavefield. Smaller values
of ⌧ places more weight on early seismic arrivals, and less weight on later arrivals (Sirgue, 2003;
Brenders and Pratt, 2007). This is particularly useful in that the transmitted (refracted) arrivals
arrive early and contain low-wavenumber information. Using time-damping thus helps mitigate
the ill-posed FWI problem by focusing on (low-wavenumber) background updates and reaching
the global minimum solution more quickly (Kamei et al., 2013). Equation 2.14 can be written
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more compactly as
u(x, z;⌦) =
Z 1
0
u(t)e ⌦tdt, (2.15)
where ⌦ = i! + (1/⌧) is the complex-valued angular frequency.
In the methods used in this thesis, wave propagation is assumed to be isotropic, acoustic, and
2D. The assumption of isotropic wave propagation means that we assume the wave to have the
same properties in all directions. This is an unphysical limitation especially in the presence of
strong anisotropy, as waves propagate faster in one direction over another depending on the ori-
entation of the rocks (see Appendix A). The acoustic assumption discards elastic e↵ects including
S-waves and PS converted waves. This also can be unrealistic, as S-waves and mode conversions
do sometimes play a strong role in subsurface wave propagation. The 2D assumption discards
all out-of-plane e↵ects. Although there have been recent developments in the computation an in-
version of anisotropic (eg., Hadden and Pratt, 2017), visco-elastic (eg., Brossier, 2011), and 3D
(eg., Butzer et al., 2013) wavefields, the computational costs involved are significant. Beyond that,
a robust parameterization for anisotropy and elastic constants remains an unresolved (yet highly
debated) challenge (Virieux and Operto, 2009).
The 2D isotropic visco-acoustic wave equation can be written as
r
 
1
⇢(x, z)
ru(x, z;⌦)
!
+
⌦2
c2(x, z;!)⇢(x, z)
u(x, z;⌦) =   f (x, z;⌦), (2.16)
where ⇢(x, z) is density, c(x, z;!) is the complex-valued velocity, u(x, z;⌦) is the wavefield de-
fined by equation 2.14, and f (x, z;⌦) is the source term. Appendix A gives more mathematical
background on this wave equation and the physical assumptions made by not including elastic and
anisotropy parameters. By allowing the velocity c to be complex, the e↵ects of wave attenuation
can be implemented, such that (dropping the x and z dependencies)
c(!) = cR(!) + icI(!), (2.17)
where cR(!) is the real component of the (frequency-dependent) velocity, and
cI(!) =  2cR(!)Q (2.18)
is the imaginary component of the velocity. Q is a dimensionless parameter referred to as the ‘Qual-
ity’ factor, where 1/Q quantifies the attenuation of seismic waves. In this thesis, Q is considered
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to be independent of frequency. Given the limited bandwidth of the data, a frequency-independent
Q is a reasonable assumption.
The forward problem is solved using finite di↵erences on a regular grid (Jo et al., 1996; Bren-
ders and Pratt, 2007). To locate sources and receivers arbitrarily (possibly in between grid po-
sitions), Kaiser windowed sinc functions are used, after Hicks (2002). Perfectly matched layers
(PMLs) are used at all edges of the model (Berenger, 1994). A succinct matrix formalism is pro-
vided in Pratt et al. (1998) for the discretized forward problem. Using their notation, equation 2.16
can be discretely approximated in the Laplace-Fourier domain as
S(m;⌦)u(⌦) = f(⌦) =) u(⌦) = S 1(m;⌦)f(⌦), (2.19)
where S is an impedance matrix that approximates the physics of the wave equation with dimen-
sions Nl ⇥ Nl (Nl is the number of nodes in finite di↵erence model), u is the complex-valued,
discretized vector wavefield at Nl grid points, f is a vector of source terms at Nl grid points, and
m is a set of Nm model parameters. The wavefield and the source terms represent Laplace-Fourier
components at each grid point of the pressure and source wavefields for a particular choice of fre-
quency ! and damping parameter ⌧. The use of the inverse impedance matrix S 1 is symbolic, as
we do not actually invert the matrix S: it represents the solution of (approximated) partial di↵eren-
tial equations of the wavefield, and also implicitly includes the boundary conditions. Equation 2.19
is solved for u by applying nested dissection (George and Lui, 1981) followed by a lower-triangular
upper-triangular (LU) decomposition of S.
2.2.2 Misfit functional
As in many inverse problems, the goal in FWI is to minimize the misfit between the observed data
and calculated data. The misfit functional using an L2 norm can be written as the real-valued sum
of squared residuals,
E =
1
2
 dt d⇤. (2.20)
The residual error,  d, is a vector defined at Nd receiver locations. The superscript t designates the
transpose, and superscript * designates the complex conjugate.
The misfit functional is often constructed to include both amplitude and phase information.
However, as Kamei et al. (2014) note, amplitude components are more vulnerable than phase
components to source-receiver coupling errors. Also, the observed amplitudes in a 3D visco-elastic
subsurface can vary a great deal from those modelled with a 2D visco-acoustic wave equation. In
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this thesis, I use only the phase of the data and use the ‘logarithmic phase-only residual’ (equation
18 in Kamei et al., 2014). It can be written as
 di = =
"
ln
 
ui
di
!#
= ✓ui   ✓di , (2.21)
where = is imaginary, ui is the calculated seismic wavefield at receiver i, and di is the observed
seismic wavefield at receiver i. The corresponding parameters ✓ui and ✓di are the phase of the
calculated wavefield and the phase of the observed seismic wavefield, respectively.
2.2.3 Gradient
I assume now that the only unknowns in the model are the velocities and can be represented by
Nm model parameters. Also, these velocities are assumed to be defined at Nl grid points, or Nm =
Nl. The density parameters ⇢ from equation 2.16 are recovered by Gardner’s relation from the
velocities (Gardner et al., 1974).
To reduce the misfit functional, fullwv uses a local conjugate gradient method (see Mora, 1987)
to update a set of Nm velocity model parameters m, according to
mk+1 = mk   ↵k k, (2.22)
where k is an arbitrary iteration number, ↵ is the step length in the opposite direction of the gradient,
and   is the preconditioned conjugate gradient vector of the misfit functional E for the model m.
The conjugate gradient is constructed by a linear combination of current and past model gradients
(Polak and Ribiére, 1969).
The gradient of the misfit functional, rmE, is calculated using the ‘adjoint-state’ method, which
avoids the direct computation of Frechét derivatives, an idea originally introduced by Chavent
(1974). A modern review of the adjoint-state method can be found in Plessix (2006). Assuming
symmetry of S, and following the concise notation of Pratt (1999) and Bednar et al. (2007), the
adjoint-state gradient of the phase-only misfit vector (dimensions Nm ⇥ 1) can be written as
rmE = =
h
FtS 1w⇤
i
, (2.23)
where F is an Nl ⇥ Nl matrix of virtual source terms, superscript t is the transpose, and superscript
* is the complex conjugate. The q-th column of F is an Nl ⇥ 1 vector and can be written as
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Fq =   @S
@mq
u. (2.24)
The parameter w is the weighted residual vector. For the logarithmic phase-only misfit functional,
the weighted residual at receiver i can be written as
wi =
1
ui
 di. (2.25)
In order to make use of w in the calculation of the gradient from equation 2.23, the associated
matrix and vector dimensions must be all be multipliable. We augment the w vector with (Nl  Nd)
0’s, so that its new length is Nl,
w =
2666666666666666666666666666666664
w1
w2
...
wNd
0
...
0Nl
3777777777777777777777777777777775
. (2.26)
Equation 2.23 can then be restated in terms of dimensions,
rmE = =
h
FtS 1w⇤
i
, (2.27)
[Nm ⇥ 1] = =
h
[Nl ⇥ Nl]t [Nl ⇥ Nl] 1 [Nl ⇥ 1]⇤
i
. (2.28)
The end result is that both sides have agreeing matrix dimensions of Nm ⇥ 1, keeping in mind the
assumption of Nm = Nl. The partial derivative term @/@mq in equation 2.24 is the operator that
represents perturbations in the model m (Pratt et al., 1998).
The ‘virtual source method’ is a clever (and fast) way to generate what is called the Frechét
partial derivatives matrix (Pratt, 1999). The Frechét matrix is normally defined as
J = @u
@mj
, j = 1, 2, ...Nm, (2.29)
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where mj is the j-th model parameter. Solving the Jacobian defined in equation 2.29 would mean
for every perturbation of model parameter solving a forward problem u. The virtual source method
is fast because the Frechét matrix does not have to be calculated explicitly. It is useful to note that
the computation of the Frechét matrix depends on how the wave equation is discretized (Pratt,
1999).
Substituting equation 2.24 into equation 2.23, the q-th component of the gradient vector be-
comes
rmqE = =
"
u
 
@S
@mq
!t
v
#
, (2.30)
where
v = S 1w⇤ (2.31)
is the back-propagated residual wavefield. Figure 2.1 provides a visual representation action of
a single source-receiver pair in the gradient (equation 2.30). The gradient contains a weighted
linear combination of multiplications of the forward propagated wavefield and the backpropagated
residual wavefield.
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Figure 2.1: Visual representation of the computation of the gradient of the misfit functional, requiring that
the forward-propagated wavefield be multiplied with the back-propagated residual wavefield. The source is
represented by a star, and receivers are represented by squares.
Finally, the step length ↵ in equation 2.22 can be calculated by using a Brent line search (Brent,
1973). For each iteration, an average of 8 forward solutions were required in order to update the
velocity model m. The Brent line search took on average around six forward modelling steps to
arrive at the appropriate step length ↵, one for the forward-modelled wavefield Ft, and one for the
back-propagated residual wavefield v. One of the advantages of using a Brent line search is that
it guarantees the misfit functional will decrease at every FWI iteration, whereas a simple linear
estimate may for some iterations increase the misfit functional.
2.2.4 Scaled-Sobolev preconditioner (SSP)
One challenge of FWI, especially with limited frequency content, is that higher wavenumber fea-
tures tend to dominate the inversion before the background has been updated. One solution is to
employ wavenumber filtering to regularize (Brenders and Pratt, 2007), but this solution is challeng-
ing to implement, because the user(s) must decide which wavenumbers to filter out. Equation 2.22
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included  , which was defined as the preconditioned conjugate gradient. The preconditioner I ap-
plied to the gradient is called the ‘scaled-Sobolev preconditioner’ (SSP), developed by Zuberi and
Pratt (2017, 2016). The preconditioner is applied by multiplication with the gradient (cf. equation
2.30), expressed as
  =
 
µ20   µ2x
"
@2
@x2
#
  µ2z
"
@2
@z2
#! 1 ⇣rmqE⌘ , (2.32)
where µ0, µx, and µz are the SSP scale-factors. In the wavenumber domain,
FT ( ) =
⇣
µ20 + µ
2
x
h
k2x
i
+ µ2z
h
k2z
i⌘ 1 ⇣rmqE⌘ , (2.33)
where FT is the Fourier transform, subscriptmq is the q-th model parameter, kx is the x-wavenumber
and kz is the z-wavenumber. Equation 2.33 has an inverse exponent outside of all of the terms,
which means that low wavenumbers can be weighted more highly than high wavenumbers. To
summarize, the SSP applies a constrained smoothing to the gradient in which high wavenumbers
are progressively enhanced. The strength of the high wavenumbers following the smoothing may
be controlled by picking appropriate SSP scale factors. These scale factors in practice work as
weighting parameters. The larger the scale factor, the smoother the update. But it is important to
point out that even with a very large (smooth) scale factor, high wavenumbers are not completely
absent from the SSP-conditioned gradient. One practical strategy on picking these parameters is to
initially set these equal to the length of the model dimensions to create smooth updates, and then
to relax the parameters later in the inversion scheme once the background is better resolved.
2.2.5 Source inversion
The source signature used in acquisition of seismic data is usually unknown and must be estimated.
Solving the forward problem in equation 2.19 involves knowing a source wavelet. Assuming
the subsurface velocity model is correct, Pratt (1999) showed that the source signature can be
accounted for by solving for a complex-valued scalar r in
Su =rf. (2.34)
We can use an L2 norm objective function (as in equation 2.20) to solve for the complex-valued
scalar r. The minimum misfit is achieved when
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r =
utd⇤
utu⇤
, (2.35)
where u is the forward modelled wavefield vector and d is the observed wavefield vector. The
superscript t designates the transpose, and superscript * designates the complex conjugate. The
numerator is the LF domain expression of the cross-correlation of the predicted time data and
observed time data, and the denominator is the LF expression of the autocorrelation of predicted
time data.
2.3 Computational environment
The most resource-intensive program used in this thesis was the 2D full-waveform inversion code
fullwv, written in Fortran by Pratt (1989; 1999). All of the heavy inversion work was completed
on an Intel(R) Xeon(R) CPU E5-2650 0 @ 2.00GHz Linux machine with 16 CPU cores at the
University of Western Ontario. The fullwv code is parallelized over frequencies, which saves
considerable time in testing. The total number of iterations was 233, and the total CPU time taken
for all velocity model updates was 7 days, 21 hours and 37 minutes. On average, each iteration
took around 49 minutes. If FWI were not run in parallel, the same tasks would have taken more
than one month, ie., parallelization over frequencies made the total run-time almost 5 times as fast
as compared to without running in parallel.
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Firestone 2D-3C Case Study
In Chapter 1, I gave an introduction to full-waveform inversion (FWI), including the challenges
of applying it to land data, and my aim of uncovering a high-resolution near-surface (0.66 km)
velocity model in eastern Ohio. In Chapter 2, I gave a mathematical framework for traveltime
tomography and FWI, and I introduced a new gradient preconditioner (developed by Zuberi and
Pratt, 2017), referred to as the ‘scaled-Sobolev preconditioner’ (SSP). This chapter presents the
application of FWI with SSP to an Ohio land dataset, including the background geology, a presen-
tation and discussion of the results, and some of the limitations of my study.
3.1 Survey overview
In 2012, the U.S. Geological Survey published an assessment that, for the units of the Utica and
Point Pleasant black shale within the Appalachian basin, gave an estimate of total recoverable,
unconventional oil and gas resources of 940 million barrels of oil (MMBO), 38.2 trillion cubic
feet of gas (TCFG), and 208 million barrels of natural gas liquids (MMBNGL) (Kirschbaum et al.,
2012). Following this assessment, in February of 2013, Tidelands Geophysical Company acquired
a crooked land seismic data set in the Carroll County of Ohio, USA. The survey, Firestone 2D-3C,
was performed on behalf of TGS-NOPEC Geophysical Company (‘TGS’) to further investigate
the Utica shale hydrocarbon play, located within the Appalachian basin that covers approximately
596, 000 km2 of the northeastern United States (Kirschbaum et al., 2012). This specific 2D line
was shot as a test line for a big 3D survey in the area. A typical Utica shale well with east central
Ohio lithology is shown in Figure 3.1.
The FWI results presented herein only penetrate to 0.66 km, but the Utica shale is found be-
tween 2.2 km to 2.5 km in the area (see Appendix B). This presents a problem, because the Utica
shale remains unresolved in my final images. However, the purpose of my study was not to resolve
the Utica shale layer, but rather to resolve only the near-surface. Why is it useful then? In the
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oil and gas industry, FWI is most often being applied in the near-surface of geologically complex
environments that have not been resolvable using other approaches. Using FWI in the near-surface
often results in the proper focus and placement of deeper reflectors, or other important features.
To my knowledge, a detailed FWI study of the potential geologic complexities of the near-surface
in eastern Ohio has not been completed until this study. The FWI results indicate that significant
small scale faulting is not present within the near-surface. Without this study, the finer structural
elements would be left to mystery.
Generalized Geology and Profile of a Utica
Shale Well Prototype in East Central Ohio
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Figure 3.1: Profile of a typical Utica shale well in east central Ohio. Modified from Ohio Division of
Geological Survey (2011).
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3.1.1 Background geology
Figure 3.2 depicts a geologic map and cross-section of Ohio (Ohio Division of Geological Survey,
2006). The near surface (< 0.3 km) of the Firestone survey area is part of the Pennsylvanian system.
Figure 3.3 depicts the predominant lithology of Ohio and highlights the survey line location. The
line runs along an area with thick siltstone beds in the first 0.3 km. Figure 3.4 presents a magnetic
anomaly map of Ohio, showing a southwest-northeast trending magnetic anomaly, parallel to the
survey. Magnetic surveys typically indicate the variation in magnetic susceptibility of the basement
rock, in this case below the survey depth. However, the map is still useful for seeing the larger
magnetic trends of the area. The ODNR Oil and Gas Resources Management (2016) has made
some well data publicly available, including geographic coordinates and top-of-formation data.
Digitized data such as gamma ray and sonic logs are, however, not publicly available in general.
Two top-of-formation cross-sections are presented: the first along the path of the seismic line
from south to north (Figure 3.5), and the second perpendicular to the path of the seismic line
from west to east (Figure 3.6). Appendix B presents the extended top-of-formation data in tabular
form (tables B.1 and B.2), upon which these cross-sections are based. The cross-sections give a
general idea of rock composition, layer thickness, and general trends. Given the number of wells
and data points in the area, I have confidence in the cross-sections, but I also recognize that the
top-of-formation data do sometimes contain mistakes—I am thus careful not to place full certainty
in these images. The beds generally dip to the southeast, with Figures 3.5 and 3.6 respectively
indicating south and east components of dip. Drill lines (Figure 3.10) follow a pattern generally up
and down dip, roughly perpendicular to strike. The reasoning behind the direction of the drill lines
has to due with the orientation of stress in the rocks: because hydraulic fractures will naturally open
the direction of least principal stress and propagate perpendicular to these directions, the borehole
trajectories are normally chosen to promote this natural fracturing orientation. (Nolen-Hoeksema,
2015).
A near-surface velocity model can be vital to the proper positioning of deeper reflectors in a
seismic image. In this area, the Utica shale can be found at ~ 2.2 km. The required maximum
source-receiver o↵sets that would be required to build an FWI velocity model to the Utica using
only refracted waves would be approximately 9 km, but the maximum o↵sets were only 3.5 km.
For the depth of my investigation, 0.66 km, the two most cited top-of-formations were the Big
Injun sand, and the Berea sandstone. Both of these formations are consistently identified in Ohio
geology literature (eg., Southworth et al., 1992). The thicknesses of the units (Appendix B) range
from 32 m to 76 m for the Big Injun sand, 14 m to 35 m m for the Berea sandstone, and 40 to 55
m for the Utica shale.
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Figure 3.2: Geologic map and cross-section of Ohio. The Firestone survey area is in Carroll County (red
outline). The Berea sandstone can be found at a depth of approximately 0.4 km in the Firestone survey area.
Map modified from Ohio Division of Geological Survey (2006).
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Figure 3.3: Map of predominant near-surface (< 0.3 km) lithology in the state of Ohio, USA. The survey
covers an area laden with siltstone, and the seismic line appears to run along geologic strike. Map data from
Nicholson et al. (2005).
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Figure 3.5: Cross-section S-N, along seismic line. The red box indicates the extent of the FWI velocity model. The location of the cross-section is
indicated on Figure 3.10. Data courtesy of ODNR Oil and Gas Resources Management (2016).
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Figure 3.6: Cross-section W-E, perpendicular to seismic line. The location of the cross-section is indicated on Figure 3.10. Data courtesy of ODNR
Oil and Gas Resources Management (2016).
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3.1.2 Rose Reynolds well and Raymond Goddard well
Two digital well data (.LAS) files were purchased from TGS: the Rose Reynolds (RR) well and the
Raymond Goddard (RG) well. The wells were originally recorded in feet below each respective
kelly bushing (KB). To be consistent with my derived velocity models and geologic cross-sections,
I referenced the tops to a common datum of 426.7 m above sea level. The datum of 426.7 m was
selected to be consistent with the processing completed by Arcis Seismic Solutions, the contractor
responsible for the original processing of the data. The RR well was drilled on June 6th of 1978
in the Carroll County of Ohio by Schlumberger, just 1.5 km north of the projected seismic line
(Figure 3.10). It was chosen because it contained a sonic log for comparison with the FWI results
at depths of 0.40 km to 0.66 km, and was available for purchase from TGS. Figure 3.7 shows the
data for the RR well to 1.76 km (depth of well). Figure 3.8 is expanded to show the first 0.66
km, the depth extent of the FWI results. The Big Injun sand thickness at this well location is
approximately 76 m, and the Berea sandstone thickness is approximately 15 m. Figure 3.9 shows
the data from the RG well to a depth of 1.97 km (depth of well). The top-of-formation depths
appear to correlate closely with the digital data. For example, the identified shales correlate with
high gamma ray values, and the identified sands correlate with low gamma ray values.
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Figure 3.7: Rose Reynolds (RR) digital well data for the entire depth of the log. The right-most column shows top-of-formation depths, based on
observed top-of-formation data and referenced to the common datum used in this study. The location of the well is shown on Figure 3.10.
32
C
H
A
PTER
3.
FIR
ESTO
N
E
2D
-3C
C
A
SE
STU
D
Y
Figure 3.8: Rose Reynolds (RR) digital well data for the first 0.66 km (primary depth of investigation). The right-most column shows top-of-formation
depths, based on top-of-formation data and referenced to the common datum used in this study. The location of the well is shown on Figure 3.10.
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Figure 3.9: Raymond Goddard (RG) digital well data for the entire depth of the log. The right-most column shows top-of-formation depths, based on
top-of-formation data and referenced to the common datum used in this study. The location of the well is shown on Figure 3.10.
34
CHAPTER 3. FIRESTONE 2D-3C CASE STUDY
3.1.3 Survey parameters
The seismic line was acquired by a mix of vibroseis and dynamite sources and was 26.8 km in
length (Figure 3.10). Use in this thesis was limited to a southern portion (15.9 km) of the line in
order to reduce modelling time, and to provide minimal projection errors going from a crooked
geometry to a straight geometry. The selected 15.9 km line contains 501 unique source positions
and 995 unique receiver positions. The survey follows a rough topography, with a maximum of
about 100 m in elevation change (Figure 3.11). The data were acquired in a split-spread config-
uration with standard o↵sets for the purpose of reflection seismic processing. A typical shot had
219 active receivers to the South and 219 active receivers to the North, with a maximum o↵set of
3.5 km. The source point spacing was 34 m and the receiver group spacing was 17 m resulting in
approximately 115 fold data. The data were correlated vibroseis records stacking two sweeps (24
m apart) of 6 to 120 Hz over a record length of 8 s.
3.1.3.1 P- and S-waves
Three directional components of the seismic data were collected, but I made use of the vertical
component only in this thesis. The two horizontal components were discarded because the P-wave
vertical component solution was deemed to be robust, and fullwv does not account for S-waves.
Several challenges arise when including elastic e↵ects such as S-waves and PS converted waves
(Castellanos et al., 2011; Lu et al., 2013). One of the largest challenges problems is an increase in
the non-uniqueness and the non-linearity of the inverse problem. By including S-waves, more un-
known parameters must be solved. If, for example, the fully 3D anisotropic elastic wave equation is
used, 21 independent elastic constants must be solved (see Appendix A). The problem of a correct
parameterization of such a problem remains an issue and one that will perhaps be better solved
using a data science technique known as ‘machine learning’, in which computer algorithms are
taught without being explicitly programmed. The second perhaps equally challenging problem by
increasing the number of parameters is the increase in computational cost. Currently, the research
of elastic FWI (especially in 3D) is limited to the most expensive high-performance computing
(HPC) systems in the world. The problems, however, associated with not including the e↵ects of
S-waves can also be severe, especially in complex geological environments. However, in the cases
where incorporating the e↵ects of S-waves may only add computational cost and not additional
geological information, it is not necessarily important to incorporate these e↵ects.
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Figure 3.10: Detailed map of survey area. Many subsequent plots can be geographically situated on this map. Numerous active and inactive oil and
gas wells are displayed as blue dots in the area (ODNR Oil and Gas Resources Management, 2016), some dating back to the early 1900s. Many of
the more recently drilled wells 2010 and later have used hydraulic fracturing and horizontal drilling to capture higher quantities of oil and gas from
the Utica shale reservoir.
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Figure 3.11: Shot and receiver elevation (negative elevation is above mean sea level). The vertical axis has
been stretched significantly to show variation.
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Figure 3.12: (a) Raw shot gather and (b) preprocessed shot gather # 276 at 8.8 km along the line (located on
Figure 3.10). Shot gathers have been trace normalized for display purposes. First break picks are in yellow.
3.1.4 Seismic data preprocessing
Seismic data for FWI were received from Arcis in 2015. The only preprocessing they carried
out on the raw data we received for FWI was a minimum phase conversion (from zero-phase). I
completed additional preprocessing on the data in order to ensure that the data were fit for FWI.
I handpicked first-break times on 501 shot records, or on a total of 193,940 traces. Figure 3.12
shows a raw shot gather with my first-break picks. For all unusable (noisy) traces, first breaks
were not picked, and these traces were not used in FWI. The first breaks were later used as input
data to building the first velocity model through traveltime tomography.
In preparation for 2D FWI, the original (x, y, z) coordinates were projected onto an (x, z) plane,
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where x is the inline coordinate, y is the crossline coordinate, and z is depth. A line of best fit
was assigned for the receiver (x, y) positions, followed by a coordinate rotation of the both the
shot and receiver positions to the y = 0 plane (also rotating the line of best fit). After rotation,
the crooked coordinates were projected onto the best-fit line. Time errors on the predicted arrival
times resulted from the projection. So, to mitigate these errors, the o↵sets were calculated in 3D
(before projection) and in 2D (after projection), and the percentage di↵erence between these values
was used to discard data where the di↵erence between the projected 2D o↵sets and 3D o↵sets was
greater than 3%. Figure 3.13 depicts the percentage error in a plot of source number vs. receiver
number. The plot reveals regions of discarded data where the projection error percentage is greater
than 3%. The discarding of data was one solution that mitigated areas where traveltime errors
in the new projected coordinates would create errors in the velocity model. Discarding seismic
data implies, unfortunately, that there are certain regions that would not inform the velocity model
during FWI updates. However, because there were still so many useable data, there was little
impact on the final FWI result.
Figure 3.13: O↵set percentage error from the projection of 3D to 2D o↵sets. Data with o↵set error greater
than 3% were discarded.
The data preprocessing also included
(1) applying an f-k filter to suppress the e↵ects of ground roll,
(2) applying a zero-phase Butterworth filter with corner frequencies 0-0-20-40 Hz,
(3) killing traces with i) no first-break picks or ii) absolute o↵sets less than 350 m,
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(4) muting 30 ms before first-break picks,
(5) applying a linear moveout (LMO) of 4500 m/s,
(6) padding every shot with zero traces to full o↵set coverage for use in fullwv, and
(7) applying a Laplace-Fourier transform to the time data.
The bandpass filter in step (2) was applied to the data to ensure that the observed data matched
in bandwidth the FWI forward modelled data. Concerning step (3), there were certain traces that
did not warrant picking a first-break, due to the noise present. If the trace was too noisy to pick
a first-break, it was also considered too noisy to use in FWI. The near-o↵set data less than 350 m
were eliminated to further suppress the e↵ects of ground roll. In step (4), the mute applied was to
ensure that no noise before the recorded waveform arrivals was an input to FWI. Applying LMO in
step (5) was helpful in compressing the data to 1 s while keeping later arrivals. This compression
is helpful specifically because when taking the LF transform, less interval frequencies are required
with a shorter total time in the trace. Step (6) of shot padding was necessary only because the code
fullwv expects that every shot has a full-survey o↵set range. Figure 3.12 shows shot 276 before
and after all preprocessed steps except for (5)–LMO.
A Laplace-Fourier (LF) transform was taken of the time-domain preprocessed data in prepa-
ration for a LF domain FWI. The advantage of using the Laplace-Fourier transform over just the
Fourier domain is that special weight can be placed on early transmitted arrivals (see equation
2.14). These arrivals have much of the low-wavenumber content needed for background updates
in FWI. Fourier (or frequency) data for the minimum (12 Hz) and maximum (26 Hz) frequencies
are displayed in Figure 3.14. These two panels are the Fourier transform of the time data, and
serve as two of the data inputs to fullwv. A filter to exclude data based on their o↵sets is included
in fullwv; therefore, it was not necessary to exclude all o↵sets in preprocessing.
3.2 Velocity model building and validation
In conventional reflection processing, the velocity model used during migration is often very
smooth (Yilmaz, 2001). However, in FWI, the goal is to build an interpretable velocity model
image with resolution similar to a final migration image. The resolution in a migration image often
shows the distinction of strong impedance contrasts (sharp features) and some structural geological
features. The goal in using FWI is to imitate or improve upon this kind of resolution, but without
as many steps as are required to reach a final migration image. To obtain a starting velocity model
that satisfies the half-cycle criterion for FWI, I used 3D first-break traveltime tomography, a veloc-
ity model building tool. Traveltime tomography achieves a much lower resolution than FWI and is
therefore not typically suitable for final interpretation.
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Figure 3.14: Two examples of the Fourier transform of the time data used as the input for the FWI code
fullwv: (a) 12 Hz observed data and (b) 26 Hz observed data. Most sources had 438 associated receivers.
The white gaps represent the areas where data were discarded due to the projection from 3D to 2D, and the
regions with no data due to limited o↵set coverage. Data have been trace normalized for display purposes.
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3.2.1 Applying 3D first-break traveltime tomography
The seismic line was acquired along a crooked path, extending about 1 km in the crossline direc-
tion. Tomography in 3D properly preserves the original crooked (3D) geometry, avoiding the need
for any projection. The initial grid-based model for traveltime tomography was built by picking
along common first break slopes (Figure 3.15). During this process, anomalous picks were elimi-
nated that were far outside the normal bounds. Before beginning traveltime tomography, the model
was smoothed so that rays would not get trapped along sharp boundaries between velocity layers.
The initial model produced by this building process is shown in Figure 3.16. To start tomography,
a coarse grid was used at first, and later a finer grid. Table 3.1 summarizes the strategy used in the
decrease of grid spacing.
Table 3.1: 3D traveltime tomography strategy
Block Grid spacing (x, y, z) in m Iteration #
1 40, 40, 10 1-6
2 40, 40, 10 7-10
3 8.5, 8.5, 8.5 11-13
One of the validation techniques in traveltime tomography is to see a decrease in the misfit
of the objective function (equation 2.1). Such a decrease in misfit occurred between hand-picked
first-break traveltimes and simulated first-break traveltimes. Figure 3.17 depicts this decrease by
showing the root mean square (RMS) misfit at each shot location. The RMS misfit decreased from
approximately 14 ms to 6 ms, a sign that the tomography was converging. For each block, ray
tracing was completed through the velocity model. Figure 3.18 displays a ray density plot through
the initial model. The depth of penetration of rays reached a maximum of around 0.58 km. Very
few rays penetrate deeper than 0.43 km, however, and not much of an update occurs below that
point. However, the depth of penetration of the waveforms during FWI are consistently much
deeper (0.66 km), as the waveforms are sensitive to broad-band “wavepaths,” which are are more
broad than rays (Woodward, 1992).
In order to make use of the 3D traveltime tomography updates in a 2D FWI scheme, a 2D slice
had to be taken out of the final 3D traveltime tomography model. Stated another way, a 3D model
cannot serve as an input to a 2D algorithm without some manipulation. To ensure that the updates
from traveltime tomography were used, a slice of the model was taken along the receiver path. The
model was then smoothed before FWI.
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Figure 3.15: Common first-break pick plot. The vertical axis represents the time of the first-break picks on
the shot gathers, and the horizontal axis represents the source-receiver o↵set distance. The coloration rep-
resents the density of first-breaks at a specific time and o↵set. The initial model for traveltime tomography
was built by tracing along common picks.
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Figure 3.16: Starting velocity model for traveltime tomography. The cube has been ‘sliced’ at x = 3.76 km, y = 0.35 km, and z = 0.05 km. The light
grey colour represents the air layer with a velocity of 340 m/s, but no rays were permitted to travel in the air during tomography.
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Figure 3.17: In map view after coordinate rotation, the 3D traveltime RMS misfit (in ms) at each shot
location along the crooked line before tomography (top), and after tomography (bottom). The x coordinate
represents the inline direction, and the y direction represents the crossline direction.
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Figure 3.18: The ray density count shows that the first-break rays reached a maximum depth 0.58 km. The cube has been ‘sliced’ to show the ray
count at x = 3.76 km, y = 0.35 km, and z = 0.17 km.
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3.2.2 Applying 2D FWI with the SSP
3.2.2.1 Multi-scale strategy
In the early stages of FWI, the primary goal was to continue to update the background velocity. In
order to do that, the lowest possible frequencies with the longest wavelengths were used. Longer
wavelength or low-wavenumber content produce very broad updates. Using lower frequencies also
helps to avoid converging on local minima in the misfit functional. The data below 12 Hz had very
poor signal-to-noise ratio and were not able to provide adequate information for FWI updates. The
FWI strategy is displayed in Table 3.2. In frequency block 1, a synthetic delta-function wavelet
was used; but in blocks 2 and 3, inverted sources were used. A multi-scale approach was used for
FWI, beginning with the lowest available frequencies of 12 to 14 Hz, and ending with frequencies
of 21 to 26 Hz. I stopped the inversions at 26 Hz, as no more meaningful updates resulted by going
higher in frequency. Noise began to dominate the velocity model after 26 Hz, no longer resembling
geologic strata.
Table 3.2: 2D FWI strategy
Block Frequency (Hz) Iteration # µx µz O↵set coverage (km)
1 12, 13, 14 1-100 16 0.72 0.45  o↵set  2.50
2 15, 16, 17, 18, 19, 20 101-200 16 0.72 0.45  o↵set  2.50
3 21, 22, 23, 24, 25, 26 201-233 2.8 0.13 0.45  o↵set
3.2.2.2 Modelling parameters
All velocity models were referenced to a depth of 0 m at a datum of 426.7 m above mean sea
level. The topographic surface at the boundary between the air layer and the subsurface served
as a free-surface boundary to simulate reflections akin to a ground surface. A strong attenuation
of Q = 1 in the air was used to further suppress wave propagation, and a weaker Q = 400 was
used for the subsurface to allow for adequate wave propagation (see equation 2.18). A grid size
of gridx = gridz = 5 m was used throughout all stages of FWI, small enough to avoid numerical
dispersion, but large enough to keep computational costs down. The grid size should be less than
or equal to a quarter of the minimum wavelength, written
grid   min
4
, (3.1)
as in Jo et al. (1996). The minimum quarter wavelength for my model is approximately 11 m
(at 1200 m/s and 26 Hz), which meets this criterion. 15 additional grid points were added to
the velocity model on the left, bottom, and right hand side for the purpose of using perfectly
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matched layers (PMLs). The PML region was used to absorb seismic waves, so that no artificial
reflections were generated at model boundaries (Roecker et al., 2010). In the true subsurface, wave
propagation is not limited by a ‘box’ of a model; rather, propagation should only create reflections
at the topographic surface and at any reflectors and other geologic structure.
Within the forward modelling code, a tau-damping parameter of ⌧ = 0.35 s was used to empha-
size early arrivals and suppress later arrivals (see equation 2.14). Variations on the damping factor
were tested, but did not yield additional information for the inversion, and thus were not used.
Some o↵sets were filtered using a cosine taper function. Figure 3.19 shows an example of such a
taper with corners A, B, C, and D. Near-o↵sets were not included due to the potential interference
of ground roll. Far o↵sets are more prone to cycle skipping, and in the presence of significant
anisotropy have the potential to skew velocity updates. The corners of the o↵set taper for blocks
1 and 2 were 0.35, 0.45, 2.5, and 3.5 km. The corners of the o↵set taper for block 3 were 0.35,
0.45, 5.0, and 5.0 km (allowing all far o↵sets). Allowing far o↵sets in the last block added new
information to the inversion. The idea is that some of the more significant background updates
would have already taken place by the last (higher) block of frequencies. Table 3.2 summarizes
my o↵set tapering strategy.
Figure 3.19: Example o↵set taper filter used with corners A, B, C, and D.
3.2.2.3 Results
The raw gradient (equation 2.30) and the gradient with the SSP (equation 2.32) for the first iteration
of 12-14 Hz are displayed in Figure 3.20. The raw gradient (a) has noticeable migration ‘smiles’
that are undesirable, but also contains excellent low-wavenumber content extracted using SSP (b).
The low-wavenumber content can be seen as very smooth white coloration (b). Applying the SSP
to the raw gradient results in a large spatial scale, which is helpful in early iterations. The use of the
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Figure 3.20: Gradients for 12-14 Hz: (a) raw gradient at iteration 1, (b) preconditioned (SSP) gradient at
iteration 1, (c) raw gradient at iteration 100, (d) preconditioned (SSP) gradient at iteration 100, and (e)
conjugate gradient at iteration 100.
SSP allowed high-wavenumber perturbations to constrain the low-wavenumber updates and enter
the model as iterations continued. When the background updates are already accounted for at later
iterations, the gradient allows more high-wavenumber updates to occur (d). The high-wavenumber
content can be seen by the sharp contrasts between black and white in the gradient, likely geologic
layering. The raw gradient (c), preconditioned gradient (d), and the conjugate gradient (e) for the
last (100th) iteration of 12-14 Hz are also shown in Figure 3.20. The conjugate gradient is an
aggregate of the current SSP gradient and previous gradients (see Polak and Ribiére, 1969; Mora,
1987). FWI with SSP allows low-wavenumber perturbations throughout the iteration schedule,
including the later iterations when high-wavenumber content is explicit. The progression from low
to high frequencies allowed a progression of finer-scaled features to appear in the velocity model.
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Figure 3.21 shows the progression of velocity models from starting to final. Figure 3.22 depicts the
di↵erences between the velocity models. The di↵erence plots are helpful to see what has changed
as a result of adding each new frequency band. A progression from the lower frequencies in Figure
3.22 (a) to higher frequencies in (c) shows an increasing number of bands of red and blue (updates),
signifiying an increasing amount of higher-wavenumber content. There is also more vertical and
close-to-vertical structure appearing in (c) not present in (a).
The SSP scale factors were chosen to match the dimensions of the model (equation 2.32 and
table 3.2). A smaller µz than µx in the model domain translates to a larger (elongated) kz than kx
filter in the wavenumber domain. Wavenumber plots of the di↵erence between velocity models
are shown in Figure 3.23. The e↵ects of the anisotropic filter by choosing di↵erent SSP scale
factors are evident: each plot shows an elongated kz compared to kx. These plots further support
the fact that new wavenumber content is distributed over the inversion frequency blocks. The
warmer colors (green, yellow, red) in each plot show up in di↵erent places, which indicates that
new content is being added with each frequency block.
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Figure 3.21: Progression of subsurface velocity models through FWI: (a) starting model for FWI after
traveltime tomography, (b) after 12-14 Hz (iteration 100), (c) after 15-20 Hz (iteration 200), and (e) final
model after 21-26 Hz (iteration 233). The dotted lines indicate the position of the 1D trace that was used
for comparison to the sonic log; the thick solid black line indicates the depths where the sonic log has data
(below 0.4 km).
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Figure 3.22: Velocity model di↵erence plots: (a) the result of Figure 3.21b - 3.21a, (b) the result of 3.21c
- 3.21b, and (c) the result of 3.21d - 3.21c. By keeping a consistent scale bar here across 3 plots, some
values go above and below the values listed here. The left portion of the model remains without meaningful
updates, due to a lack of data.
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Figure 3.23: Wavenumber plots: (a) the kx ⇥ kz plot of Figure 3.22a, (b) the kx ⇥ kz plot of 3.22b, (c) the
kx ⇥ kz plot of 3.22c. Due to using a smaller SSP scale factor in the z direction (µz), the kz wavenumbers are
elongated as compared to the kx wavenumbers.
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3.2.3 Validation of final results
An extensive set of tests were used to confirm that the updated velocity models in Figure 3.21 were
of high quality. These included:
(1) the significant reduction in the misfit functional,
(2) a comparison of the forward modelled data to field data,
(3) a comparison of the final velocity model to a nearby sonic log,
(4) a scrutiny of the coherency of inverted source signatures after each frequency block,
(5) an overlay of a seismic migrated section on top of the final velocity model, and
(6) an overlay of geologic layers from the geologic cross-section.
Figure 3.24 shows the progress of the misfit functional for each of the 3 blocks of FWI. The Brent
line search that was used guarantees a reduction at every iteration. I chose to stop iterating for each
frequency block based primarily on (1) a decrease in the misfit functional by approximately 47 %,
but also (2) a qualitative assessment of data fit, and (3) the limit of coherent geologic structure (as
opposed to noise). The significant reduction in the misfit functional is one indicator of a successful
inversion scheme. Often it is di cult to obtain a convergence of more than 10% for field data (M.
Zuberi, personal communication, 2017).
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Figure 3.24: Misfit functional decreases in all three blocks of FWI by about 47%. The trends are slightly
di↵erent because at each block, new frequencies were being introduced in the inversion scheme.
For each velocity model in Figure 3.21, data were forward modelled for frequencies 1 - 38 Hz
and converted to the time domain. Figures 3.25 and 3.26 show these data. The data modelled from
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the 2D-projected (and smoothed) traveltime tomography result show a close match in first-break
arrival times to the field data; however, there are packets of refracted wave energy that do not match
in phase. There are some improvements in data fit after each block. Figure 3.27 shows the final
forwarded modelled data and the preprocessed field data with labels A, B, C, D, and E overlaid.
The far o↵set (around 3.2 km) arrivals on the left side (A) come in later in the final modelled data
than the preprocessed field data. However, the right hand side of the shot shows a better fit for
far-o↵set arrivals (E). At location B, the modelled data follows the small shift in arrivals, but also
adds another (black) arrival that is not present in the field data. Many of the near-o↵sets located
around D show a good match of phase between modelled and observed refracted arrivals. There
are some reflected arrivals present in the modelled data (C) with a normal move-out velocity of
2400 m/s that are not present in the field data. A careful look at the final velocity model in Figure
3.21 reveals a strong contrast in velocity from the very near-surface layer of 1300 m/s (teal colour)
to a jump to 2400 m/s (green). A sudden jump in velocity like this would almost certainly create a
reflection. However, because these arrivals are mostly contained within the muted o↵set zone and
tau-damped zone, they do not play a significant role in model updates.
Sonic measurements from the nearby Rose Reynolds well did not begin until a depth of 404
m. However, the sonic data that are available help to validate the FWI results at the bottom of the
model. The sonic measurements were converted from measured units of microseconds per foot (µs
/ ft), to meters per second (m/s) to compare with velocity models. The log was padded with zero
values up to the same datum of 426.7 m as the velocity model for comparison. A lowpass filter was
applied with corner frequencies 0 - 0 - 3 - 6 Hz to bring the wavenumber scale of the log to a scale
similar to the final velocity model. Upscaling the sonic in this way is only a rough approximation,
and is therefore treated as such when making comparisons.
Figure 3.28 shows a plot of the original sonic log, the lowpass filtered sonic log, the starting
velocity model, and the final velocity model. The location of the vertical profile from the velocity
model (at 13.0 km) was picked as close as possible to the log. On the rightmost (north) side of the
model (Figure 3.21), there were less seismic data informing the FWI updates. The absence of data
in this particular region was due to the fact that the data were acquired over a crooked portion of
the line, and thus had more o↵set projection errors going from 3D to 2D. As a result, the location
of the 1D sonic log as placed on the model was not only informed by its vicinity to the model, but
also an area of the model that had updates from seismic data. Beyond that, the edges of the model
(including the rightmost edge) are least resolved because of fewer data with no sources or receivers
beyond the model extents. The plots in Figure 3.14 explicitly reveal the regions of the model with
no updates (white). A very strong match between the filtered sonic and the final velocity model to
a depth of 0.5 km is present.
Amismatch exists between the FWI result and the sonic log below 0.5 km, and this could be due
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Figure 3.25: Forward modeled shot # 276: (a) preprocessed data, and (b) from traveltime tomography
starting model. The source position is 8.8 km along the line (located on Figure 3.10). Shot gathers have
been trace normalized for display purposes. First break picks are displayed in yellow.
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Figure 3.26: Forward modelled shot # 276: (a) after 12-14 Hz FWI (iteration 100), and (b) after 15-20 Hz
FWI (iteration 200). The source position is 8.8 km along the line (located on Figure 3.10). Shot gathers
have been trace normalized for display purposes. First break picks are displayed in yellow.
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to a number of factors. One such factor is that the penetration depth of the majority of transmitted
waves may have been above 0.5 km throughout most of the inversion, because of my limiting of
the o↵sets. The mismatch could also be due to not accounting for out-of-plane e↵ects, and S-wave
e↵ects. Another challenge not accounted for was anisotropy. The sonic measured in this borehole
is a vertical measurement of velocity, whereas the updated FWI model is primarily a measurement
of horizontal velocity. At farther o↵sets, the seismic wave has traveled more horizontally than
vertically, and in layered media is more susceptible to the e↵ects of anisotropy (Thomsen, 1986). A
likely scenario in a flat-laying stratigraphic environment is vertical transverse isotropy (VTI). More
details of the elastic tensor in VTI media and associated wave equations can be found in Appendix
A. There are two primary ways of handling velocities in the presence of strong anisotropy in the oil
and gas industry for the purpose of tying wells to seismic data: the first is to incorporate the e↵ects
of anisotropy (such as VTI) into the FWI forward modelling algorithm to match the well data, and
the second method is to ignore anisotropy completely in the FWI forward modelling algorithm, but
rather account for anisotropy at the well itself (eg., Birdus et al., 2015; Hornby et al., 2003). The
portion where such a procedure may have been fruitful in this study is at the very deepest (below
0.5 km) portion of the FWI model, but because this is the portion where I have some of the least
confidence, I did not make the e↵ort of including the e↵ects of anisotropy.
In discussing the depth extent of the FWI result, it is helpful to understand where the velocity
model is sensitive to waveforms. Figure 3.29 presents the ‘sensitivity kernels’ or ‘wavepaths’
(Woodward, 1992) computed for single source-receiver pairs with an o↵set distance of 2.5 km.
In Chapter 2, Figure 2.1 showed a visual representation of the action of the gradient for a single
source-receiver pair, or a ‘sensitivity kernel’. These kernels are shown using the lowest and highest
frequencies in the inversion, 12 Hz and 26 Hz. Both kernels present a deeper penetration than
traveltime tomography (Figure 3.18), but also much thicker. Instead of only using ‘thin’ rays in
traveltime tomography, FWI uses the ‘thick’ wavepaths to update the model. Velocities resolved
using FWI are most often resolved on the order of the size of the wavelength, but the depth extent
of the sensitivity kernel indicates the depth penetration expected in the FWI result. It is worth
noting that the portion below 0.5 km in the sonic and model comparison that did not perform well
matches closely with the depth extent of these sensitivity kernels. For the first 2 blocks of FWI,
2.5 km was the maximum o↵set allowed (Table 3.2), so these sensitivity kernels to some extent
represent the maximum depth of penetration for the majority of the inversion work. The whole left
portion of the velocity model was not updated significantly (see Figure 3.22), due to the absence
of data in the region.
An initial set of source inversions was completed after traveltime tomography, and also after
every block of FWI, in order to measure of the quality of the FWI results, and to use as sources
for blocks 2 and 3. Figure 3.30 shows the inverted source signatures from the corresponding
58
CHAPTER 3. FIRESTONE 2D-3C CASE STUDY
models presented in Figure 3.21. The sources were inverted over all modelling frequencies (1 -
38 Hz), and subsequently band-passed to show only the frequencies used in the FWI scheme (12-
26 Hz). Stepping through the recovered source signatures from top to bottom reveals significant
improvement in collapsing multiple events to a single front-loaded wavelet, giving me confidence
in my results.
A final root mean square (RMS) velocity model and a post-stack time migration image were
received from Arcis at the same time as the raw seismic data were delivered. The post-stack time
migration was converted to depth using a smoothed version of the Arcis RMS (picked) velocity
model, and was overlaid on the final FWI velocity model (Figure 3.31). A good tie exists between
the reflectors and the general shape of the structures in the model. The image resolution o↵ered
in the FWI velocity model comes close but does not reach the level of resolution of migration, as
migration used higher frequency data and impedance contrasts.
The discussion of a velocity models may lead to the question: how does the FWI model com-
pare to the more conventional RMS velocity models extracted using velocity analysis of the reflec-
tor moveouts? On one level, this question may be irrelevant: if the goal in FWI were to obtain a
stand-alone interpretable image, there is no need to migrate the final FWI velocity model, and no
need for an RMS velocity model. One may interpret directly on the final FWI velocity model. A
lot of processing time could potentially be saved by avoiding picking RMS velocities, and avoid-
ing the rest of seismic processing necessary for migration. On another level, the question may
be appropriate: if the goal in FWI were to obtain a more accurate near-surface model than that
achieved through RMS velocity analysis, for the purpose of migration, then FWI again could be
worthwhile. The result of getting more accurate velocities in the near-surface using FWI should
help correctly position the reflectors at greater depths. An inaccurate or less-resolved RMS model
in the near-surface may not correctly position the deeper reflectors. In the oil and gas industry,
FWI is most often being applied in the near-surface of geologically complex environments that
have not been resolvable using a conventional RMS velocity analysis approach, resulting in the
proper focus and placement of deeper reflectors, or other important features such as salt bodies,
faults, and even oil-water contact points.
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Figure 3.27: Shot # 276: (a) Preprocessed field data, and (b) final forward modelled data after 21-26 Hz
FWI (iteration 233). A: The far-o↵set arrivals come in slightly late in the modelled data. B: The modelled
data show a refracted arrival package not present in the field data. C: Multiple reflections occur at the very
near surface of the velocity model, where it changes rapidly from 1300 m/s to 2400 m/s. D: A good match
in phase exists here between modelled and field data. E: The far o↵sets on the right hand side show an
excellent fit. The source position is 8.8 km along the line (located on Figure 3.10). Shot gathers have been
trace normalized for display purposes. First break picks are displayed in yellow.
60
CHAPTER 3. FIRESTONE 2D-3C CASE STUDY
Figure 3.28: The Rose Reynolds well showing the original sonic log (black line), a lowpass filter (corners 0
- 0 - 3 - 6 Hz) of the sonic log (red dashed line), the starting velocity model (green line), and the final FWI
velocity model (blue line). The location of the well is about 1.5 km away from the survey line (indicated on
Figure 3.10).
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Figure 3.29: Sensitivity kernels at (a) the minimum frequency of 12 Hz, and (b) the maximum frequency of
26 Hz. The kernels have a source-receiver o↵set distance of 2.5 km (70% of maximum o↵set).
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Figure 3.30: Source inversions: (a) from the starting model, (b) after 12-14 Hz (iteration 100), (c) after 15-20
Hz (iteration 200), and (d) after final 21-26 Hz (iteration 233). The source profiles were trace balanced for
display purposes. Progressing from (a) to (d), we see multiple events collapsing to more of a front-loaded
single event. The multiple events in (a) appear as multiple ‘reflections’ near 0 s, but in (d) appears more
often as a single coherent ‘reflector’ near 0 s.
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Figure 3.31: Final FWI velocity model with (a) seismic stack overlaid, and (b) formations Big Injun sand (yellow) and Berea Sandstone (orange)
overlaid. Final FWI velocity model with S-N well tops cross-section (from Figure 3.5) overlaid. Well locations are approximate, due to their crooked
traverse on top of the straight (projected) traverse.
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3.2.4 Geological interpretation
Current oil and gas resources in economic quantities are predominantly found in the Utica shale
(Southworth et al., 1992), which are at greater depths than the velocity model that was derived here.
However, a high-resolution near-surface velocity model can enhance image focusing at greater
depths. The reprocessing of the seismic data and preliminary pre-stack depth migration results
show slight improvements at depths greater than 2 km as a result of FWI in the first 0.66 km, and
these can be found in Section 3.3, Reflection processing, though these results are still preliminary.
Figure 3.31 shows the final updated velocity model after 21-26 Hz FWI with the previously
derived south-to-north cross-section overlaid. The beige layer from the well tops is representative
of the top and bottom of the Big Injun sand. The trends in the velocity model follow the formation
trends from the cross-section. The area between well FW and well GR moves slightly above the
velocity model structure (top of the red), likely due to a lack of well control in that area. It is
important to note that the well top locations are projected onto the velocity model (Figure 3.10)
and do not represent a perfect fit. McCord and Eckard (1963) reported on a sonic log measurement
taken from theW.B. Wright Well 2338 in Ritchie County, West Virginia that included the Big Injun
sand. The velocities recorded in that sonic log for the Big Injun ranged from approximately 3858
m/s to 4762 m/s. These velocities are in the range of the final FWI velocities of approximately
4300 to 4800 m/s.
The orange layer in Figure 3.31 is representative of the top and bottom of the Berea sandstone.
The updates from FWI captured a low velocity layer of approximately 4150 m/s at approximately
0.42 km depth, which I interpret as a velocity associated with Berea sandstone and surrounding
shales. The shape of the Berea sandstone updates from FWI also match the slight dip to the South
observed in the S-N cross-section.
3.3 Reflection processing
In the previous sections, the goal has been to use FWI on primarily refracted events to invert
the Firestone seismic data to obtain a high-resolution near-surface (< 0.66 km) velocity model,
but without ignoring some of the high-wavenumber content present in reflectors. The goal of my
reflection processing is to focus e↵orts completely on the reflectors present in the data. My specific
goal in reflection processing is to properly image the Utica shale reflector between 2.2 km and 2.5
km (see Appendix B). In this section, I present the results from a post-stack time migration by
Arcis Seismic Solutions, my pre-stack time migration (PSTM) results, and my pre-stack depth
migration (PSDM) results. I show that the PSDM result of using the FWI model obtained for
the near-surface provides benefit in determining stratigraphy over only using interval- and depth-
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converted velocities from Arcis’ time model. For this dataset, I also show that using FWI has the
potential benefit of replacing some of the statics calculations.
The attempt in this section is not to exhaustively detail the methods used in seismic processing,
but rather to present and discuss results. Yilmaz (2001) takes care of complete descriptions of
modern seismic data processing techniques complete with many field examples. I completed my
processing work partly in Madagascar and VISTA Seismic Processing, but mainly in SeisSpace
ProMAX Seismic Processing Software. VISTA contains a very simple way to build and execute
processing workflows. The advantage of SeisSpace ProMAX is its time migration and depth mi-
gration workflows, which can use a velocity model from outside of the software. Running on 16
parallel cores, each 2D migration computed in time or depth took less than 5 minutes, an almost
negligible run time. Figure 3.32 shows two shot gathers from the middle of the Firestone line that
have had processing applied by Arcis. An approximate refraction velocity is shown as 4663 m/s
and a reflection normal move-out (NMO) velocity is shown as 4028 m/s.
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(a)
(b)
Figure 3.32: Two sample processed shot gathers from the output ‘PPDECON’ delivered by Arcis are shown
here. The processed data were used as a starting point for migration work in time and depth. The first shot
gather (a) has a blue line that shows an approximate velocity of 4663 m/s on a refracted event, and the second
shot gather (b) has a blue hyperbola that shows an approximate NMO velocity of 4028 m/s on a reflected
event. The maximum o↵set from source to receiver is 3.5 km. Shot gathers have been trace balanced for
display purposes.
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3.3.1 Workflows
Substantial e↵ort and time goes into processing seismic data. Often companies will spend many
months working on the same dataset to ensure quality representations of the subsurface are pro-
duced. Kelly Beauglehole, Regional GeoscienceManager of Australia/Asia of DownUnder GeoSo-
lutions, noted in a recent conversation that the expected minimum processing time for a small
project is 3 months. I have only spent 1 month in processing due to time constraints; however, I
can show some uplift by (a) creating a depth image, and (b) demonstrating some benefit of using
my FWI results in migration. My results are preliminary only, and as a result should not be given
as much weight as previous FWI validations previously discussed. The FWI velocity model can
be used directly in depth migration, but would need to a conversion from depth to time for use
in time migration. Rather than make that conversion, I use Arcis’ NMO velocity model for time
migration.
A diagram of the processing workflow that was completed by Arcis on the Firestone 2D-3C
seismic line is presented in Figure 3.33. My work stands on the shoulders of the work already
completed by Arcis, as I began my time and depth processing from one of their outputs, ‘PPDE-
CON’. Figure 3.34 presents my workflows for processing in both time and in depth. At the outset
of my processing work, I converted all units from feet to meters to be consistent with the other
work completed.
The process of static corrections in my FWI PSDM (depth imaging) workflow was abandoned.
When seismic data are acquired onshore, there are a variety of subsurface velocity inhomogeneities
that can ‘distort’ the wavefield. Here I use ‘distortion’ to describe primarily phase delays that later
processing steps will not be able to handle e↵ectively. In e↵ect, the aim of statics is to create
an artificially ‘aligned’ wavefield that has removed phase delays at various length scales (trace
to trace, groups of adjacent traces, and longer spatial wavenumber variations of a spread length
or more). Once that is done, we no longer require an accurate velocity model of the subsurface
(e.g., based on first break traveltime tomography and FWI) because we have already distorted the
wavefield. Instead, we create a replacement pseudo velocity model of the subsurface. However,
some of the statics calculations should not necessarily be abandoned, even if an FWI model is
used in the near-surface (H. Geiger, personal communication, 2017). Unfortunately, I did not have
access to the di↵erent stages of statics calculations, and so the choices I had were to either discard
all statics, or keep all statics. With additional time and resources, I could also have completed
my own FWI-oriented statics calculations, but a complete suite of migration images was not the
primary goal of my thesis. Instead, I describe below the output of my reflection processing work
carried out without static corrections, but it should be understood that my workflow for depth
imaging is not optimal.
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Figure 3.33: Arcis’ P-wave processing workflow for the Firestone 2D seismic dataset. Left: The output
‘GEOMETRY’ was the dataset used for FWI processing, and the output ‘PPDECON’ (see Figure 3.32) was
the dataset used for migration work. Right: Arcis’ workflow output ‘PPPROCMIG’ is its final post-stack
migration image, a helpful point of comparison for my work.
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Figure 3.34: My processing workflows for time and depth, beginning from the ‘PPDECON’ data from Arcis’ processing (Figure 3.33). The three
outputs of my processing are a pre-stack time migration ‘PSTM’ using Arcis’ NMO velocity model, a pre-stack depth migration ‘PSDM’ using a
depth (and interval) converted model from Arcis’ NMO model, and a pre-stack depth migration from topography ‘FWI PSDM’ using a combination
of my previous near-surface FWI work and the Arcis depth-interval model.
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3.3.2 Geometry
One of the first steps in any seismic processing sequence is to assign the correct geometry to
the data. I chose to assign a crooked line geometry for accuracy purposes and to replicate the
geometry assigned in Arcis’ processing as closely as possible. Figures 3.35 and 3.36 show the shot
and receiver midpoints and the assigned 1908 common midpoint (CMP) bins. The fold of traces
per CMP bin is about 115 (Figure 3.37).
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(a) (b)
Figure 3.35: Crooked line geometry setup in ProMAX. (a) The shot and receiver midpoints are displayed in
black. The pink line was picked to bin common mid points (CMPs). (b) 1908 CMP bins (blue boxes) cover
the shot and receiver midpoints. The red rectangular box is a zoomed in portion and is shown in Figure 3.36.
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Figure 3.36: A zoomed in portion of Figure 3.35b, showing the shot-receiver midpoints (black) and CMP
bins (blue boxes).
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Figure 3.37: Fold chart shows the number of traces in each CMP bin.
3.3.3 Time Processing
I present the results of Arcis’ post-stack time processing, and my pre-stack time processing. The
goal of my processing in time was to as best as possible replicate the processing work of Arcis,
before moving to depth processing, which is usually more challenging. Arcis performed three
rounds of careful velocity analysis work to finalize a root mean square (RMS) velocity model in
time. Figure 3.38 presents (a) the data after sorting into CMPs and (b) the CMPs after NMO
and pre-stack time migration. Clear reflectors (hyperbolic shapes) are visible in the raw CMPs,
which is a necessary precursor to a high-quality image. Figure 3.39 shows Arcis’ post-stack time
migration ‘PPPROCMIG’ stack and my PSTM stack. Arcis’ very careful processing produced
clear reflectors throughout the image.
My goal in time processing was to obtain a comparable image in time to Arcis’ image before
moving onto depth processing. I used the same Arcis RMS velocity model during migration. I used
1.5 km of o↵sets in migration, and applied a CMP stretch mute before stacking. The reflectors
appear around the same times, indicating that my result was su ciently robust as compared to
the image from Arcis. In the time range of 0-300 ms, the reflectors I imaged are not as coherent
as those in those imaged in the Arcis result. Also, there appear to be around 6 vertical bands
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of migration smiles which are present in my result, indicating that some CMPs were improperly
migrated. Although these smiles degrade the image slightly, the image is still of high-quality. One
benefit of my processed result (PSTM) is that there is an increase in lateral resolution over the
Arcis result (PPPROCMIG).
CMPs(a)
PSTM	CMPs(b)
Figure 3.38: (a) The data have been sorted into CMPs with previous processing applied by Arcis. (b) The
same CMPs after normal move-out (NMO) and migration were applied. The red and green lines are stretch
mutes: the data above the lines were muted just prior to stacking. The o↵sets were limited from the original
maximum of 3.5 km to 1.5 km. The previously hyperbolic reflectors now mostly appear as flat, an indicator
of a high-quality RMS velocity model.
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PPPROCMIG(a)
PSTM(b)
Figure 3.39: (a) Arcis’ post-stack time migration result is a well-resolved image showing clear reflectors.
(b) My pre-stack time migration result shows more lateral resolution, but some of the clarity of the first 0
- 300 ms was lost. The time axes represent two-way travel time. The 1908 CMP bins comprise the 16 km
seismic line.
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3.3.4 Depth Processing
This section presents the depth processing work I completed. Using FWI results in the near-surface
may provide some benefit in determining the shape of reflectors over purely using an interval- and
depth- converted RMS velocity model. Also, by using the results from a topographically accurate
model (from FWI), there is the potential of skipping some of the statics calculations typically
needed to properly prepare the data for migration. To get a velocity model in depth, I converted
Arcis’ RMS model to interval velocity using Dix conversion, followed by a conversion to depth.
The model was smoothed in preparation of pre-stack depth migration. The models before and after
smoothing are displayed in Figure 3.40.
The velocity model obtained through FWI was only 0.66 km in depth, which meant that another
model was required for a depth to 2.5 km. To obtain such a model, I stitched my FWI result with the
depth-converted model from Arcis. The result and its smoothed version used in ‘FWI PSDM’ are
shown in Figure 3.41. There are a few challenges with using such a setup. The near-surface FWI
model was computed with a 2D straight-line geometry, while the Arcis RMS was determined with
a crooked-line geometry. Another challenge is that the FWI model was computed from a varying
topographic surface that followed the sources and receivers, and the Arcis model was computed
from a flat datum. I use a Kirchho↵ Eikonal migration algorithm for depth migration. This routine
is not particularly optimized for shorter wavelength features (with slower velocities from FWI). I
do smooth heavily in order to maintain higher velocities.
Even with these barriers, the use of the (smoothed) FWI model in the near-surface seems to
somewhat improve the shape of some of the reflectors (stratigraphy) at greater depths (around 2
km), as the trends shown in FWI PSDM align more closely with the expected trends from the
S-N cross-section in Figure 3.5 than the trends in the PSDM without FWI. For the PSDM without
FWI, the statics from Arcis were applied to the data as the data were migrated from a flat datum.
For the FWI PSDM, the statics were removed from the data as the data were migrated from the
topographic surface. Figure 3.42 shows CMPs after NMO and migration were applied for both the
PSDM and PSDM with near-surface FWI. The final stacked results are shown in Figure 3.43. In
both cases, it is clear that the majority of the CMPs are sloping down and would require a slower
velocity to be flat. The velocity model used for FWI PSDM was slightly slower in the near-surface
than the model used for PSDM without FWI (see Figure 3.41 vs. 3.40), pushing some reflectors to
adeeper (> 100 m) positions (longer two-way travel times).
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Figure 3.40: (a) Interval- and depth-converted RMS velocity model from Arcis. (b) Smoothed version used
for migration ‘PSDM’.
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Figure 3.41: (a) A stitched velocity model of the FWI result in the near-surface (< 0.66 km) and the depth-
converted Arcis model at greater depths. (b) Smoothed version used for migration ‘FWI PSDM’. The
velocities are much slower in the near-surface as compared to the depth-converted Arcis model in Figure
3.40.
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PSDM	CMPs(a)
FWI	PSDM	CMPs(b)
Figure 3.42: (a) CMPs after NMO correction and migration from a datum of 426.7 m above sea level,
with statics applied, using the depth-converted Arcis velocity model. (b) CMPs after NMO correction and
migration from topography using the stitched FWI-Arcis velocity model. The red lines are stretch mutes,
applied only before final stacking.
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PSDM(a)
FWI	PSDM(b)
Figure 3.43: (a) Stacked image after pre-stack depth migration from a datum of 426.7 m above sea level,
using a depth-converted RMS velocity model from Arcis. (b) Stacked image after pre-stack depth migration
from topography, using the stitched FWI-Arcis model.
3.3.5 Interpretation
One of the first steps typically required in seismic interpretation is to generate a synthetic seismo-
gram from well close to the line, and then tie it to the seismic image. A synthetic seismogram is
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a single 1D trace generated by convolving the reflectivity (derived from density and sonic logs)
with a wavelet (derived some seismic data). By placing the new synthetic 1D trace over a seismic
migrated image, an interpreter can evaluate the quality of the seismic image at the well location by
noting unity of impedance contrasts. As the two wells I acquired are some significant distance (1.5
km and 6 km) from the seismic line and the bandwidth of the seismic data is so limited, I chose
not to create a synthetic seismogram. Moving forward, I cautiously move toward an interpretation,
given the well information available.
The average resolution limit of the image is related to the wavelength,
  =
cavg
fdom
=
4000 m/s
25 Hz
, (3.2)
giving a resolvable wavelength of 160 m, where cavg is the average velocity in the model and fdom is
the dominant frequency. Some of the observed formations thicknesses from the top-of-formation
data, including the Big Injun sand, Berea sandstone, and Utica shale, are less than 160 m (Appendix
B), meaning that their thicknesses are below the resolution limit of the image. However, given a
change in impedance at a given top of a formation, a reflector should be visible. The CMPs in
depth presented in Figure 3.42 show that a slower velocity is required throughout much of the
model. The near-surface (< 0.66 km) portion of the model from FWI is much slower than the
depth-converted Arcis model; however, there was no tomography completed in the deeper portions
of the model. Using a slower velocity in the near-surface pushed down reflectors by approximately
150 m at depths greater than 1000 m. Without a well tie, I cautiously propose an interpretation of
the reflectors on the final FWI PSDM, based on nearby well information. More work with well ties
would be required before a well plan could be developed. Figure 3.44 shows the final FWI PSDM
image overlaid with my interpretation.
Using the top-of-formation data from the Rose Reynolds well can potentially provide a bench-
mark for labeling the PSDM image. Figure 3.45 shows the Rose Reynolds well data for the for-
mations between depths of 1.2 km and 1.9 km. The formation labels Big Lime, Salina Dolomite,
and Little Lime on the PSDM image are between 100 m and 200 m shallower than the formation
tops on the well log. As previously noted, slower velocities would be needed to flatten the CMP
gathers. It would not be unreasonable for these reflectors to shift by 100 - 200 m with a slower
velocity model. The FWI in the near-surface to 0.66 km did provide uplift by moving the deeper
reflectors (Big Lime, Salina dolomite, Little Lime, Utica shale) down toward a position closer to
the expected positions from the S-N cross-section in Figure 3.5. In order to move these reflec-
tors closer to their true depths, more extensive tomography work would be required on the 2.5 km
velocity model. However, the fact that the reflectors moved in a favourable direction gives me
confidence in my FWI work. Using the Utica shale reflector shape in the S-N cross-section (Figure
82
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3.5) as a reference, I note that the FWI work provided some benefit in matching the overall shape
of the Utica shale reflector over only using the depth-converted Arcis model.
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Figure 3.44: Preliminary interpretation of top-of-formations overlaid on final FWI PSDM image.
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Figure 3.45: The bottom 1.2 - 1.9 km portion of the Rose Reynolds well log with formation tops labeled, located 1.5 km away from the projected
survey line. The top-of-formation depths are on the right panel, referenced to the FWI velocity model datum (426.7 m above sea level).
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Conclusions and Future Directions
The full-waveform inversion (FWI) algorithm employed in this thesis was successful in recovering
a high resolution near-surface velocity model down to a depth of 0.66 km on a crooked seismic
line from eastern Ohio. The novelty of my work was mainly in resolving the near-surface geologic
structures at a high-resolution of approximately 40 m. There were no visible small scale faulted
features discernible on the final images, providing evidence for the first time of the absence of
these structures in the near-surface. The use of FWI for land seismic data is rare due to the many
di culties in implementation; never before has there been a published FWI study in eastern Ohio.
Beyond that, this study represents the first successful application of FWI with the new scaled-
Sobolev preconditioner (SSP) to a field dataset.
The vibroseis seismic data were of high quality in general, but lacked useable frequencies be-
low 12 Hz, making attempts at conventional approaches to FWI challenging. To mitigate these
challenges, I applied the SSP, which allowed me to successfully recover low-wavenumber updates
without very low frequencies, while also retaining high-wavenumber features. The fidelity of the
final velocity model was validated by a number of measures, including an evaluation of the co-
herency of estimated source signatures, a comparison to sonic well log data, a qualitative compari-
son of the observed and forward modelled seismic data, and pre-stack depth processing. Two rock
formations well known from the Ohio geology literature were identified on the final FWI velocity
model: the Big Injun sand, and the Berea sandstone. The Berea sandstone and surrounding shales
were identified as a lower velocity zone through FWI updates, a feature not usually resolvable
using other methods.
There were several limitations of the study that should be stated. The wave equation is the
forward modelling step of FWI and it governs the physics of the problem. One limitation is the as-
sumption of an isotropic, acoustic, and 2D wave equation. A wave that travels through an isotropic
medium has the same velocity in all orientations, but we know that in geology this is not always the
case (Tsvankin, 2012). We saw that the velocities below 0.5 km in the FWI model did not match
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well with the sonic log, which could be due to anisotropy. The assumption of an acoustic wave
equation means that elastic e↵ects are not taken into account, including S-waves and PS converted
waves. The absence of elastic e↵ects in our simulations implies that no P-wave velocity model
emerging from our inversions can completely describe subsurface wave propagation. In this study,
there were two horizontal components that favour S-waves that were not used. The assumption
of a 2D medium instead of a 3D medium meant that the coordinates of sources and receivers had
to be projected onto a 2D plane from a 3D geometry, resulting in new source-to-receiver o↵set
location errors. The data were discarded where the projected o↵set errors were greater than 3%,
which prevented coverage (and inhibited updates) in some regions. The conventional reflection
processing that was completed was limited due to time constraints. I thus place lower confidence
in those results. However, the seismic data were of high quality for vibroseis data, and FWI still
produced a robust model of the subsurface with these data.
A 3D FWI workflow would accurately account for the crooked geometry of the line, without
having to deal with geometry approximation errors by using a 2D projection. Other cases similar
to this study also reveal that FWI in 2.5D may be a good compromise, as 2.5D can account for
3D geometry, but with some of the robustness of the 2D workflow (eg., Smithyman and Clowes,
2013). Another solution would be to use the 2D projection but apply a statics correction on the
seismic data, so that no data would need to be discarded. Subsequent work on the data could also
include elastic and anisotropic FWI, potentially making use of the two horizontal components from
the survey. Using elastic FWI would allow the inclusion of S-waves arrivals, and PS converted
arrivals, which could lead to a better result. The inclusion of anisotropy in the wave equation could
help mitigate the problem of media with di↵erent preferred velocity orientations. The results
presented here are encouraging for future applications of FWI with SSP to other field datasets.
The results from pre-stack depth migration reveal that more tomography and migration work could
be completed on the deeper (2.5 km) velocity model to improve the location and focusing of the
Utica shale reflector.
Clean reflections in the vibroseis data make the use of reflection FWI (RFWI) a possibility
for future work. Reflections respond primarily to high-wavenumber content, and it is di cult to
converge on the global minimum solution in RFWI as compared to refraction data FWI. A po-
tentially promising workflow could weave the e↵orts of refraction FWI in the near-surface and
reflection FWI for greater depths together. The reflection FWI implementation by Yao and Wu
(2017) combines reverse time-migration (RTM) and reflection FWI to produce background up-
dates from reflections. Ma and Hale (2013) use another approach, combining a new wave-equation
traveltime inversion (WERTI) for low-wavenumber updates and FWI for high-wavenumber up-
dates. The data in this thesis were acquired for reflections over short maximum o↵sets rather than
refractions, making them a good potential candidate to test RFWI.
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Appendix A
Wave Equations
This appendix presents more detailed mathematical background for elastic wave equations and the
acoustic wave equations. This material is relevant to the FWI work completed because acoustic
wave equation was used in the forward modelling steps of FWI. The information presented here
helps with underlying assumptions made in the physics that govern sound waves. Because the
information presented here is available widely in literature, I have placed it in this appendix.
A.1 Elastic media
“A medium is said to be elastic if it possess a natural state (in which strains and stresses are zero)
to which it will revert when applied forces are removed” (Aki and Richards, 1980). It is important
to note that elasticity is assumed–that is–rocks that deform will come back to their original shape.
For a seismic wave, the elastic assumption is reasonable for propagation through rocks, given that
the signal being recorded is not too close to the seismic source (where permanent deformations
may occur). Consider, for example, a dynamite source that explodes about 10 metres below the
surface. Some of the rock will permanently deform around the explosion, and will not be perfectly
elastic. It will then not obey the elastic equations derived here.
The seismic wave equation for propagation in elastic solids can be derived from Hooke’s law
and Newton’s second law of motion. Understanding the concepts of stress and strain is essential
to properly relate them using Hooke’s law. Stress and strain here are considered in 3D, and then
reduced to 2D. Stress can be defined as force per unit area, and strain can be defined as extension
per unit length. Seismic waves propagate through rocks and as they propagate there is a force that
acts upon the rocks (stress). This stress that acts on the rocks induces slight deformations (strain).
The mathematical background that follows is in large part directly from Yilmaz (2001), Aki and
Richards (1980), Thomsen (1986), and Tsvankin (2012).
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Figure A.1: Infinitesimally small cube of dimensions  x ⇥  y ⇥  z, with all nine stress components labelled.
Modified from Yilmaz (2001).
A.1.1 Stress
Consider an infinitesimally small cube with dimensions  x,  y, and  z (Figure A.1). Stress can act
on any one of the surfaces of this cube. Consider, for example, that stress acts on the surface of
 y ⇥  z, and define  xx to be that stress acting in the normal direction. A positive  xx is said to be
tensional stress and a negative xx is said to be compressional stress. There are also stresses that act
parallel to the surface, defined as  xy and  xz. The first subscript indicates the normal direction to
the surface, while the second indicates the stress component direction. For the surfaces  x⇥ y and
 x ⇥  z, similar definitions can be constructed. Each of these stresses make up what is commonly
known as the Cauchy stress tensor matrix:
 i j =
0BBBBBBBB@  xx  xy  xz yx  yy  yz
 zx  zy  zz
1CCCCCCCCA . (A.1)
The diagonal elements,  xx,  yy, and  zz, are known as the normal stress components, while the
o↵-diagonals,  yx,  xy,  zx,  xz,  zy, and  yz, are known as the shear stress components. If the
dimensions of the cube are made infinitesimally small, then the sum of the surface forces about
any axis will become 0:
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 xy    yx = 0,
 xz    zx = 0, (A.2)
 yz    zy = 0,
or  xy =  yx,  xz =  zx, and  zy =  yz, making the stress tensor matrix symmetrical. Further
discussion on the symmetry of the stress tensor can be found in Aki and Richards (1980).
A.1.2 Strain
Strain can be defined as extension per unit length, and is thus a dimensionless quality. Consider
two points, A and B, within a solid body being subject to stress. If deformed, they become new
points A0 and B0. The displacement from from old to new point locations can be expressed by
0BBBBBBBB@  ux uy
 uz
1CCCCCCCCA =
0BBBBBBBB@ @ux/@x @ux/@y @ux/@z@uy/@x @uy/@y @uy/@z
@uz/@x @uz/@y @uz/@z
1CCCCCCCCA
0BBBBBBBB@  x y
 z
1CCCCCCCCA . (A.3)
Expanding the first row would result in a displacement of u,
 ux =
@ux
@x
 x +
@ux
@y
 y +
@ux
@z
 z. (A.4)
The displacements in equation A.3 can be written (Aki and Richards, 1980) in a more compact
notation as
 ui =
@ui
@x j
 x j. (A.5)
When the displacement between two points becomes very small, the derivative of ui equals the
displacement. Rearranging equation A.5,
@ui
@x j
=
 ui
 x j
. (A.6)
The displacement equation A.3 is for some general displacement, but a solid body (or rock) can
be deformed in various ways. Similar to the stress tensor matrix, the strain tensor matrix can be
written as
96
APPENDIX A. WAVE EQUATIONS
ekl =
0BBBBBBBB@ exx exy exzeyx eyy eyzezx ezy ezz
1CCCCCCCCA , (A.7)
where the diagonal elements represent the normal strain components, and the o↵-diagonal com-
ponents represent shear strain components. The normal strain components are defined in terms of
particle displacement as
exx =
@ux
@x
, (A.8)
eyy =
@uy
@y
, (A.9)
and
ezz =
@uz
@z
. (A.10)
A positive normal strain is called an extension, and a negative normal strain is called a contraction.
Only three more types of strain are required to su ciently approximate every kind of strain to
an infinitesimally small cube: linear stretching, shearing, rotation, and a combination of both
shearing and rotation.An assumption is made here that whatever shape in deformation occurs, the
shapes presented are good estimates for any deformation. Because the cube is assumed to be
infinitesimally small, this is a reasonable assumption.
Angular deformations ⇠ and ⇣ in the  x ⇥  z plane are defined as
⇠ = exz = ezx (A.11)
and
⇣ = ✓xz =  ✓zx (A.12)
(see Figure A.2). As the volume becomes infinitesimally small, angular deformations can be de-
fined in terms of displacement, such that
⇠   ⇣ = @uz
@x
(A.13)
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Figure A.2: Stress causes slight deformations (strain), depicted here on the  x⇥  z plane: (a) linear ‘stretch-
ing’; (b) shearing only; (c) rotation only; (d) combined shearing and rotation. Adapted from Yilmaz (2001).
98
APPENDIX A. WAVE EQUATIONS
and
⇠ + ⇣ =
@ux
@z
(A.14)
(see Figure A.2). Adding equations A.13 and A.14 results in
2⇠ =
@uz
@x
+
@ux
@z
. (A.15)
Thus,
⇠ = exz =
1
2
 
@uz
@x
+
@ux
@z
!
= ezx. (A.16)
By the same analysis in the  x ⇥  y plane,
exy =
1
2
 
@uy
@x
+
@ux
@y
!
= eyx, (A.17)
and in the  y ⇥  z plane,
eyz =
1
2
 
@uz
@y
+
@uy
@z
!
= ezy. (A.18)
The relationship between strain ei j and particle displacement ui can be written compactly for all
cases as
ei j =
1
2
 
@ui
@ j
+
@uj
@i
!
, i, j = x, y, z. (A.19)
Equations A.16, A.17, and A.18 represent the shear strain components from equation A.7. The
rotational deformation component must now be considered. Beginning in the  x ⇥  z plane, and
subtracting equations A.13 and A.14, the result is
 2⇣ = @uz
@x
  @ux
@z
.
Thus,
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⇣ = ✓xz =  12
 
@uz
@x
  @ux
@z
!
=  ✓zx. (A.20)
By the same analysis in the  x ⇥  y plane,
✓xy =  12
 
@uy
@x
  @ux
@y
!
=  ✓yx, (A.21)
and in the  y ⇥  z plane,
✓yz =  12
 
@uz
@y
  @uy
@z
!
=  ✓zy. (A.22)
The displacement tensor in equation A.3 can now be written in an expanded form such that
0BBBBBBBB@  ux uy
 uz
1CCCCCCCCA = 12
2666666664
0BBBBBBBB@ @ux/@x + @ux/@x @uy/@x + @ux/@y @uz/@x + @ux/@z@ux/@y + @uy/@x @uy/@y + @uy/@y @uz/@y + @uy/@z
@ux/@z + @uz/@x @uy/@z + @uz/@y @uz/@z + @uz/@z
1CCCCCCCCA
 1
2
0BBBBBBBB@ 0 @uy/@x   @ux/@y @uz/@x   @ux/@z@ux/@y   @uy/@x 0 @uz/@y   @uy/@z
@ux/@z   @uz/@x @uy/@z   @uz/@y 0
1CCCCCCCCA
3777777775
0BBBBBBBB@  x y
 z
1CCCCCCCCA , (A.23)
reducing to
0BBBBBBBB@  ux uy
 uz
1CCCCCCCCA =
2666666664
0BBBBBBBB@ exx exy exzeyx eyy eyzezx ezy ezz
1CCCCCCCCA +
0BBBBBBBB@ 0 ✓xy ✓xz✓yx 0 ✓yz
✓zx ✓zy 0
1CCCCCCCCA
3777777775
0BBBBBBBB@  x y
 z
1CCCCCCCCA . (A.24)
A.1.3 Hooke’s law and elastic tensor
Next, we need to establish a relationship between the Cauchy stress tensor in equation A.1 and the
strain tensor in equation A.7. They can be related by the generalized Hooke’s law, expressed by
 i j = ci jklekl, (A.25)
where  i j is the stress tensor, ci jkl is the elastic (or ‘sti↵ness’) tensor, and ekl is the strain tensor. The
elastic tensor is defined by crystal lattice structures in solid state physics. Additional information
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on the theory of elastic waves in crystals can be found in Fedorov (1968), Nye (1957), Helbig and
Schoenberg (1987), and Helbig (1994).
The elastic tensor of rank four with 81 constants can be expanded in 3D space as
ci jkl =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
0BBBBBBBB@ c1111 c1112 c1113c1112 c1122 c1123c1113 c1123 c1133
1CCCCCCCCA
0BBBBBBBB@ c1211 c1212 c1213c1212 c1222 c1223c1213 c1223 c1233
1CCCCCCCCA
0BBBBBBBB@ c1311 c1312 c1313c1312 c1322 c1323c1313 c1323 c1333
1CCCCCCCCA0BBBBBBBB@ c1211 c1212 c1213c1212 c1222 c1223c1213 c1223 c1233
1CCCCCCCCA
0BBBBBBBB@ c2211 c2212 c2213c2212 c2222 c2223c2213 c2223 c2233
1CCCCCCCCA
0BBBBBBBB@ c2311 c2312 c2313c2312 c2322 c2323c2313 c2323 c2333
1CCCCCCCCA0BBBBBBBB@ c1311 c1312 c1313c1312 c1322 c1323c1313 c1323 c1333
1CCCCCCCCA
0BBBBBBBB@ c2311 c2312 c2313c2312 c2322 c2323c2313 c2323 c2333
1CCCCCCCCA
0BBBBBBBB@ c3311 c3312 c3313c3312 c3322 c3323c3313 c3323 c3333
1CCCCCCCCA
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
(A.26)
(after Helbig, 1994). The 3 ⇥ 3 ⇥ 3 ⇥ 3 elastic tensor ci jkl has several symmetries that immediately
reduce the number of elastic constants from 81 to 21. The symmetry of stress ( i j =   ji) and the
symmetry of strain (ekl = elk) result in equalities
ci jkl = c jikl (A.27)
and
ci jkl = ci jlk. (A.28)
It is also true from a thermodynamic standpoint that
ci jkl = ckli j. (A.29)
Aki and Richards (1980) o↵er a proof beginning from the first law of thermodynamics to establish
A.29. Following from equations A.27, A.28, and A.29, the sti↵ness tensor can be written in the
form of a 6⇥6 matrix, with only 21 independent constants. To simplify notation, the “Voigt recipe”
for indices can be used as follows:
11#
1
22#
2
33#
3
23=32#
4
13=31#
5
12=21#
6
.
When anisotropic symmetries are increased, the number of independent elastic constants decreases.
The new elastic tensor is of rank two with 21 independent constants and can be written in what is
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called triclinic form, with no symmetry planes (Tsvankin, 2012),
c(TRC) =
0BBBBBBBBBBBBBBBBBBBBBBB@
c11 c12 c13 c14 c15 c16
c12 c22 c23 c24 c25 c26
c13 c23 c33 c34 c35 c36
c14 c24 c34 c44 c45 c46
c15 c25 c35 c45 c55 c56
c16 c26 c36 c46 c56 c66
1CCCCCCCCCCCCCCCCCCCCCCCA
. (A.30)
Equation A.30 is known as the most general form of anisotropy for the elastic tensor. The matrix
is completely symmetric, reducing the number of independent constants from what would be 36 in
a 6 ⇥ 6 matrix to only 21. The generalized Hooke’s law given by A.25 can be written in expanded
form relating stress to strain such that
0BBBBBBBBBBBBBBBBBBBBBBB@
 xx
 yy
 zz
 xy
 xz
 yz
1CCCCCCCCCCCCCCCCCCCCCCCA
=
0BBBBBBBBBBBBBBBBBBBBBBB@
c11 c12 c13 c14 c15 c16
c12 c22 c23 c24 c25 c26
c13 c23 c33 c34 c35 c36
c14 c24 c34 c44 c45 c46
c15 c25 c35 c45 c55 c56
c16 c26 c36 c46 c56 c66
1CCCCCCCCCCCCCCCCCCCCCCCA
0BBBBBBBBBBBBBBBBBBBBBBB@
exx
eyy
ezz
exy
exz
eyz
1CCCCCCCCCCCCCCCCCCCCCCCA
. (A.31)
In seismology, it is often necessary to simplify the sti↵ness tensor matrix for geological rea-
sons–that is–to reduce the number of parameters in A.30 for robust solutions. An elastic medium
can be simplified by taking certain axes to be symmetric.
In exploration seismology, the tensors that follow are some of the most common simplifications
of equation A.30, according to specific symmetry assumptions (Tsvankin, 2012). These symmetry
assumptions are often referred to as “increasing the order of symmetry.” The monoclinic tensor
can be written as
c(MNC) =
0BBBBBBBBBBBBBBBBBBBBBBB@
c11 c12 c13 c16
c12 c22 c23 c26
c13 c23 c33 c36
c44 c45
c45 c55
c16 c26 c36 c66
1CCCCCCCCCCCCCCCCCCCCCCCA
; (A.32)
the orthorhombic tensor, with three mutually orthogonal planes of reflection symmetry, can be
written as
102
APPENDIX A. WAVE EQUATIONS
c(ORT) =
0BBBBBBBBBBBBBBBBBBBBBBB@
c11 c12 c13
c12 c22 c23
c13 c23 c33
c44
c55
c66
1CCCCCCCCCCCCCCCCCCCCCCCA
; (A.33)
and vertical transverse isotropy (VTI) tensor can be written as
c(VTI) =
0BBBBBBBBBBBBBBBBBBBBBBB@
c11 c11   2c66 c13
c11   2c66 c22 c13
c13 c13 c33
c44
c44
c66
1CCCCCCCCCCCCCCCCCCCCCCCA
. (A.34)
In some publications, including in Tsvankin (2012), c44 is written as c55. This is only a question of
notation, as c44 = c55 in VTI media. In horizontal transverse isotropy (HTI), the elastic tensor can
be written as
c(HTI) =
0BBBBBBBBBBBBBBBBBBBBBBB@
c11 c13 c13
c13 c22 c33   2c44
c13 c33   2c44 c33
c44
c55
c55
1CCCCCCCCCCCCCCCCCCCCCCCA
; (A.35)
and in isotropic media
c(ISO) =
0BBBBBBBBBBBBBBBBBBBBBBB@
c33 c33   2c44 c33   2c44
c33   2c44 c33 c33   2c44
c33   2c44 c33   2c44 c33
c44
c44
c44
1CCCCCCCCCCCCCCCCCCCCCCCA
,
c(ISO) =
0BBBBBBBBBBBBBBBBBBBBBBB@
  + 2µ    
    + 2µ  
      + 2µ
2µ
2µ
2µ
1CCCCCCCCCCCCCCCCCCCCCCCA
, (A.36)
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where   and µ are defined Lamé parameters, or elastic moduli. Specifically, µ is called the shear
modulus and   is called Lamé’s modulus of fluid incompressibility. These parameters make up
what is known as the bulk modulus for homogeneous isotropic media, written
 =   +
2
3
µ. (A.37)
Table A.1 summarizes the number of independent parameters for each elastic tensor.1
Table A.1: Number of independent parameters for the elastic tensors described with increasing order of
symmetry.
Symmetry Elastic Parameters
triclinic 21
monoclinic 13
orthorhombic 9
transversely isotropic (VTI, TTI, HTI) 5
isotropic 2
A.1.4 Equations of motion and wave equations
Newton’s equations of motion can be written in the frequency domain as
 !2⇢ux = @ xx
@x
+
@ xy
@y
+
@ xz
@z
+ fx, (A.38)
 !2⇢uy = @ xy
@x
+
@ yy
@y
+
@ yz
@z
+ fy, (A.39)
and
 !2⇢uz = @ xz
@x
+
@ yz
@y
+
@ zz
@z
+ fz, (A.40)
where ! is the angular frequency (= 2⇡ f ); ⇢ is the density; ui (i = x, y, z) are the particle displace-
ments;  i j (i, j = x, y, z) are the stress components; and fi (i = x, y, z) are the source terms. By
1Helbig (1994) uses slightly di↵erent numbers in his table for triclinic and monoclinic media, as there are further
simplifications that can be made to reduce these number of parameters; these simplifications can be explored further
in Helbig (1994) and Tsvankin (2012).
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substituting Hooke’s law (equation A.25) into the equations of motion A.38, A.39, and A.40, the
wave equation can be derived. A strictly first-order hyperbolic system is considered here.
A.1.4.1 3D VTI elastic wave equations
One very commonly used form of anisotropy is VTI, because of the flat way in which geologic
strata are typically layered. Hooke’s law for VTI media can be stated as
0BBBBBBBBBBBBBBBBBBBBBBB@
 xx
 yy
 zz
 xy
 xz
 yz
1CCCCCCCCCCCCCCCCCCCCCCCA
=
0BBBBBBBBBBBBBBBBBBBBBBB@
c11 c11   2c66 c13
c11   2c66 c22 c13
c13 c13 c33
c44
c44
c66
1CCCCCCCCCCCCCCCCCCCCCCCA
0BBBBBBBBBBBBBBBBBBBBBBB@
exx
eyy
ezz
exy
exz
eyz
1CCCCCCCCCCCCCCCCCCCCCCCA
. (A.41)
Expanding, the system of equations becomes
 xx = c11exx + (c11   2c66)eyy + c13ezz
 yy = (c11   2c66)exx + c22eyy + c13ezz
 zz = c13exx + c13eyy + c33ezz
 xy = c44exy
 xz = c44exz
 yz = c66eyz. (A.42)
Substituting the stress parameters from equation A.42 into equations A.38, A.39, and A.40, the
new equations of motion become
 !2⇢ux = @
@x
h
c11exx + (c11   2c66) eyy + c13ezz
i
+
@
@y
⇣
c44exy
⌘
+
@
@z
(c44exz) + fx, (A.43)
 !2⇢uy = @
@x
⇣
2c44exy
⌘
+
@
@y
h
(c11   2c66) exx + c22eyy + c13ezz
i
+
@
@z
⇣
c66eyz
⌘
+ fy, (A.44)
and
 !2⇢uz = @
@x
(2c44exz) +
@
@y
⇣
2c66eyz
⌘
+
@
@z
⇣
c13exx + c13eyy + c33ezz
⌘
+ fz. (A.45)
Substituting strain (ei j) from equations A.8, A.9, A.10, A.16, A.17, and A.18, the elastic wave
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equations for inhomogeneous 3D VTI media can be written as
 !2⇢ux = @
@x
"
c11
@ux
@x
+ (c11   2c66)@uy
@y
+ c13
@uz
@z
#
+
@
@y
"
c44
 
@ux
@y
+
@uy
@x
!#
+
@
@z
"
c44
 
@uz
@x
+
@ux
@z
!#
+ fx, (A.46)
 !2⇢uy = @
@x
"
c44
 
@uy
@x
+
@ux
@y
!#
+
@
@y
"
(c11   2c66)@ux
@x
+ c22
@uy
@y
+ c13
@uz
@z
#
+
@
@z
"
c66
 
@uz
@y
+
@uy
@z
!#
+ fy, (A.47)
and
 !2⇢uz = @
@x
"
c44
 
@uz
@x
+
@ux
@z
!#
+
@
@y
"
c66
 
@uz
@y
+
@uy
@z
!#
+
@
@z
"
c13
@ux
@x
+ c13
@uy
@y
+ c33
@uz
@z
#
+ fz. (A.48)
It is important to note that the constants in the lower right quadrant (c44 and c66) are arbitrary, and
can therefore absorb the fraction of 1/2 from equations A.16, A.17, and A.18.
A.1.4.2 VTI Thomsen parameters
Thomsen (1986) defined three anisotropy parameters that have become so widely used that they
are now commonly referred to as the ‘Thomsen parameters.’ They are defined as follows for VTI
media:
" ⌘ c11   c33
2c33
, (A.49)
  ⌘ c66   c44
2c44
, (A.50)
and
  ⌘ (c13 + c44)
2   (c33   c44)2
2c33(c33   c44) . (A.51)
It is now a common practice to estimate anisotropic parameters, especially in geologically complex
environments. However, only epsilon (") and delta ( ) are usually estimated for field data cases.
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The reason for discarding gamma ( ) is that robust and computationally e cient algorithms avail-
able today are only concerned only with Primary-wave (P-wave) e↵ects, and ignore Shear-wave
(S-waves) e↵ects, which would involve gamma ( ). Thomsen (1986) further determined that most
rocks are only ‘weakly’ anisotropic, which typically exhibit anisotropy values ",  , and   < 0.2.
For weak anisotropy, the phase velocities can be defined by
vP(✓) = ↵0(1 +   sin2✓cos2✓ + " sin4✓), (A.52)
vSV(✓) =  0
"
1 +
↵20
 20
("    ) sin2✓cos2✓
#
, (A.53)
and
vSH(✓) =  0(1 +   sin2✓), (A.54)
where vP is the P-wave velocity, vSV is the S-wave velocity in the vertical direction, vSH is the
S-wave velocity in the horizontal direction, and ✓ is the phase angle. The parameters ↵0 and  0 are
defined as
↵0 =
r
c33
⇢
(A.55)
and
 0 =
r
c44
⇢
. (A.56)
It is useful to note that when   = " = 0, ↵0 is by definition the P-wave velocity and when   = " =
  = 0,  0 is by definition the S-wave velocity. In that case, the media would be isotropic, and thus
have the same P-wave velocity in any direction, and the same S-wave velocity in any direction.
A.1.4.3 2D VTI elastic wave equations
In seismic exploration, most datasets have historically been recorded in 2D, and therefore the
forward modelling code and inversion code are written in 2D. In the last decade with the advent
of computers working in parallel, that trend has been changing, with more data recorded in 3D.
The computational costs for dealing with 3D data are very expensive. We now consider the 2D
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case for VTI media. The elastic tensors simplify to a 3 ⇥ 3 matrix, with only 4 independent elastic
parameters, written as
c(VTI-2D) =
0BBBBBBBB@ c11 c13c13 c33 c44
1CCCCCCCCA . (A.57)
Hooke’s Law for 2D VTI media can be written as
0BBBBBBBB@  xx zz
 xz
1CCCCCCCCA =
0BBBBBBBB@ c11 c13c13 c33 c44
1CCCCCCCCA
0BBBBBBBB@ exxezzexz
1CCCCCCCCA . (A.58)
When reducing to 2D, the displacement of y can be defined to be 0, and the particle velocity of y
can be defined to be 0, written
@
@y
(X) ⌘ 0 (A.59)
and
uy ⌘ 0, (A.60)
respectively, where X is any arbitrary variable.
Using the simplifications from equations A.59 and A.60, equations A.46, A.47, and A.48 be-
come the elastic wave equations for inhomogeneous 2D VTI media can be written as
 !2⇢ux = @
@x
"
c11
@ux
@x
+ c13
@uz
@z
#
+
@
@z
"
c44
 
@uz
@x
+
@ux
@z
!#
+ fx, (A.61)
and
 !2⇢uz = @
@x
"
c44
 
@uz
@x
+
@ux
@z
!#
+
@
@z
"
c13
@ux
@x
+ c33
@uz
@z
#
+ fz. (A.62)
A.1.4.4 3D isotropic elastic wave equations
The isotropic wave equation has only two parameters in the elastic tensor: the shear modulus µ
and Lamé’s modulus of fluid incompressibility  . Hooke’s law for isotropic media in 3D can be
written as
108
APPENDIX A. WAVE EQUATIONS
0BBBBBBBBBBBBBBBBBBBBBBB@
 xx
 yy
 zz
 xy
 xz
 yz
1CCCCCCCCCCCCCCCCCCCCCCCA
=
0BBBBBBBBBBBBBBBBBBBBBBB@
  + 2µ    
    + 2µ  
      + 2µ
2µ
2µ
2µ
1CCCCCCCCCCCCCCCCCCCCCCCA
0BBBBBBBBBBBBBBBBBBBBBBB@
exx
eyy
ezz
exy
exz
eyz
1CCCCCCCCCCCCCCCCCCCCCCCA
. (A.63)
In expanded form,
 xx =  (exx + eyy + ezz) + 2µexx
 yy =  (exx + eyy + ezz) + 2µeyy
 zz =  (exx + eyy + ezz) + 2µezz
 xy = 2µexy
 xz = 2µexz
 yz = 2µeyz. (A.64)
Substituting stress parameters from equation A.64 once again into Newton’s motion equations
A.38, A.39, and A.40 produces the elastic wave equations for inhomogeneous 3D isotropic media,
 !2⇢ux = @
@x
"
 
 
@ux
@x
+
@uy
@y
+
@uz
@z
!
+ 2µ
@ux
@x
#
+
@
@y
"
µ
 
@ux
@y
+
@uy
@x
!#
+
@
@z
"
µ
 
@uz
@x
+
@ux
@z
!#
+ fx, (A.65)
 !2⇢uy = @
@x
"
µ
 
@uy
@x
+
@ux
@y
!#
+
@
@y
"
 
 
@ux
@x
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and
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!
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#
+ fz. (A.67)
In a homogeneous medium, parameters µ and   are constant and can thus move outside of the
derivative operators. Let
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⇥ =
@ui
@xi
=
 
@ux
@x
+
@uy
@y
+
@uz
@z
!
= exx + eyy + ezz (A.68)
be the dilatation (change in volume). Substituting the dilatation⇥ and moving the Lamé parameters
outside of the derivative operators, equation A.65 (discarding the source term) produces
 !2⇢ux =  @⇥
@x
+ 2µ
@ux
@x2
+ µ
 
@ux
@y2
+
@uy
@y@x
!
+ µ
 
@uz
@z@x
+
@ux
@z2
!
. (A.69)
A rearrangement of terms on the right hand side results in
 !2⇢ux =  @⇥
@x
+ µ
 
@ux
@x2
+
@uy
@y@x
+
@uz
@z@x
!
+ µ
 
@ux
@x2
+
@ux
@y2
+
@ux
@z2
!
. (A.70)
In vector notation,
 
@ux
@x2
+
@ux
@y2
+
@ux
@z2
!
can be written as r2ux, where r2 : (@2/@x2+@2/@y2+@2/@z2)
is the Laplacian operator. By taking out a common partial derivative
@
@x
from
 
@ux
@x2
+
@uy
@y@x
+
@uz
@z@x
!
in equation A.70), we obtain
 !2⇢ux =  @⇥
@x
+ µ
@⇥
@x
+ µr2ux, (A.71)
which simplifies further to
 !2⇢ux = (  + µ)@⇥
@x
+ µr2ux. (A.72)
In a similar fashion, equations for the particle displacements uy and uz can be written as
 !2⇢uy = (  + µ)@⇥
@y
+ µr2uy (A.73)
and
 !2⇢uz = (  + µ)@⇥
@z
+ µr2uz, (A.74)
respectively. Combining equations A.72, A.73, and A.74, the vector elastic wave equation for
homogeneous 3D isotropic media can be written (putting back the source term) as
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 !2⇢ui = (  + µ) @
@xi
· ⇥ + µr2ui + fi, (A.75)
where ui are the components of vector of particle velocities, @/@xi are the derivative components,
and fi are the source components. In 2D, the same derivation holds but with the constraint that the
wavefield is defined in two dimensions (eg., x and z).
A.1.4.5 Thomsen parameters simplified with isotropic medium
In the isotropic case, Thomsen’s parameters can be written as
" ⌘ c11   c33
2c33
⌘ 0, (A.76)
leading to
c11 = c33.
The   parameter is defined as
  ⌘ c66   c44
2c44
⌘ 0, (A.77)
leading to
c44 = c66.
The   parameter is defined as
  ⌘ (c13 + c44)
2   (c33   c44)2
2c33(c33   c44) ⌘ 0, (A.78)
leading to
c13 = c33   2c44.
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The P-wave velocity and S-wave velocity then simplify to
vP =
r
c33
⇢
=
s
  + 2µ
⇢
, (A.79)
and
vSV = vSH =
r
c44
⇢
=
s
2µ
⇢
, (A.80)
respectively. There is no division of S-waves into SV-waves and SH-waves, because the phase
angle ✓ no longer plays a role.
A.1.4.6 2D isotropic elastic wave equations
In 2D, the isotropic elastic tensor in 2D simplifies to a 3 ⇥ 3 matrix and can be written as
c(ISO-2D) =
0BBBBBBBB@ c33 c33   2c44c33   2c44 c33 c44
1CCCCCCCCA =
0BBBBBBBB@   + 2µ      + 2µ 2µ
1CCCCCCCCA . (A.81)
The elastic wave equations for inhomogeneous 2D isotropic media become
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and
 !2⇢uz = @
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+
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"
 
 
@ux
@x
+
@uz
@z
!
+ 2µ
@uz
@z
#
+ fz. (A.83)
The elastic wave equation for homogeneous 2D isotropic media is equation A.75, but only with
vector components x and z.
A.2 Acoustic Wave Equation
In fluid media (in which shear stresses are not supported), a more simplified wave equation called
the acoustic wave equation applies. For the acoustic case, all normal stresses are equal, such that
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 xx =  yy =  zz =   , (A.84)
and the shear stresses are all zero,
 xy =  xz =  yz = 0, (A.85)
or in terms of the shear modulus,
µ = 0. (A.86)
In the acoustic case, Newton’s motion equations can be written as
 !2⇢ux = @
@x
(  xx) + fx, (A.87)
 !2⇢uy = @
@y
(  yy) + fy, (A.88)
and
 !2⇢uz = @
@z
(  zz) + fz. (A.89)
Combining equations A.87, A.88, and A.89,
 !2⇢ui = @
@xi
(  ) + fi, (A.90)
where ui are the components of vector of particle velocities, @/@xi are the spatial derivative com-
ponents, and fi are the source components. Dividing by ⇢ and taking the divergence of both sides,
we obtain
!2
@ui
@xi
=   @
@xi
 
1
⇢
@ 
@xi
!
+
@
@xi
1
⇢
fi (A.91)
Given µ = 0, the new bulk modulus from equation A.37 becomes  =  . The stress-strain
relationship found in equation A.63 reduces to
113
APPENDIX A. WAVE EQUATIONS
 xx = ⇥, (A.92)
 yy = ⇥, (A.93)
 zz = ⇥. (A.94)
Adding equations A.92, A.93, and A.94 and using the stress relation from equation A.84, we obtain
   = ⇥. (A.95)
Rearranging, we can solve for the dilatation,
⇥ =
  

. (A.96)
Substituting the dilatation into equation A.91 and recalling that
⇥ =
@ui
@xi
, (A.97)
we obtain
 !2

  =   @
@xi
 
1
⇢
@ 
@xi
!
+
@
@xi
1
⇢
fi. (A.98)
Rearranging to isolate the source term on the right hand side, we obtain
@
@xi
 
1
⇢
@ 
@xi
!
+
!2

  =
@
@xi
1
⇢
fi. (A.99)
If we use the relation of P-wave velocity in an isotropic medium, c =
p
/⇢, we can alternatively
write the equation as
@
@xi
1
⇢
@ 
@xi
+
!2
c2⇢
  =  s, (A.100)
where the source term is
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s =   @
@xi
1
⇢
fi. (A.101)
A negative is assigned to the source because of a convention where inward pressure is defined as
positive, and outward pressure is defined as negative. Equation A.100 is the acoustic wave equation
2.16 defined in Chapter 2, Background Theory.
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Well Data
The top-of-formation data that were used to construct two cross-sections shown in Figures 3.5 and
3.6 are presented in Tables B.1 and B.2. The top-of-formation data are publicly available from
ODNR Oil and Gas Resources Management (2016). Additional common formations to Ohio are
identified in the table, as they may aid in evaluating other strata beyond those identified.
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Table B.1: Top-of-formation data in a south-to-north fashion are displayed here. Depths have been converted from depth in feet below kelly
bushing (KB) to a common depth in metres below a datum of 426.7 m above mean sea level, the same datum used throughout the study. The
‘KELLY_BUSHING_NEW’ row at the top of the table presents the KB values referenced to the new datum. The numbers in brackets (#) indicate
that values have been interpolated from surrounding data to build the cross-section. The key formations of interest are highlighted in yellow. Figure
3.5 shows the associated cross-section.
S N
Well Abbreviations: Well Top Depth (m)
FORMATION DF LE SB ML FW GR CC BC RR
KELLY_BUSHING_NEW 40 77 73 77 119 58 57 50 100
FRESH_WATER_STRATA 67
FRESH_WATER_STRATA_B 105
GLACIAL_DEPOSITS
GLACIAL_DEPOSITS_B
COAL 160
COAL_B 161
1ST_COW_RUN_SAND
1ST_COW_RUN_SAND_B
BUELL_RUN
BUELL_RUN_B
2ND_COW_RUN_SAND
2ND_COW_RUN_SAND_B
SALT_SAND
SALT_SAND_B
MAXTON_SAND
MAXTON_SAND_B
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FORMATION DF LE SB ML FW GR CC BC RR
KEENER_SAND
KEENER_SAND_B
BIG_INJUN_SAND 299 (333) 286 265 311 256 284 277 238
BIG_INJUN_SAND_B 335 368 345 344 347 288 317 (310) 314
SQUAW_SAND
SQUAW_SAND_B
MISSISSIPPIAN_SHALE
MISSISSIPPIAN_SHALE_B
WEIR_SAND
WEIR_SAND_B
BEREA_SANDSTONE 435 430 432 431 430 (407) 410 (403) 378
BEREA_SANDSTONE_B 449 446 467 447 450 (423) 425 (418) 393
BEDFORD_SHALE 449 425
BEDFORD_SHALE_B 428
2ND_BEREA_SANDSTONE
2ND_BEREA_SANDSTONE_B
OHIO_SHALE 449 446 467 447 (450) (423) (425) (418) 393
OHIO_SHALE_B 1278 1276 1277 1216
GANTZ
GANTZ_B
THIRTY_FOOT
THIRTY_FOOT_B
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GORDON
GORDON_B
CINNAMON
CINNAMON_B
RHINESTREET_SHALE (1276) (1216)
RHINESTREET_SHALE_B
MARCELLUS_SHALE 1284 1266 1253
MARCELLUS_SHALE_B 1277
BIG_LIME 1292 1278 1279 1277 (1280) (1279) (1277) 1261 1216
BIG_LIME_B 1406 1410 1752 1368
SYLVANIA
SYLVANIA_B
ORISKANY_SANDSTONE 1369 1275 1276
ORISKANY_SANDSTONE_B 1372 1278
BASS_ISLANDS_DOLOMITE 1399
BASS_ISLANDS_DOLOMITE_B 1412
HELDERBERG_LIMESTONE
HELDERBERG_LIMESTONE_B
SALINA_DOLOMITE 1477 1406 (1414) (1412) (1415) 1393 (1415) 1407 1368
SALINA_DOLOMITE_B 1647 1638
SALT_SECTION 1468
SALT_SECTION_B
NEWBURG
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NEWBURG_B
LOCKPORT_DOLOMITE 1666 1647 (1597) 1625 (1628) 1613 1672 1631
LOCKPORT_DOLOMITE_B 1760 1715
LITTLE_LIME (1796) (1760) 1679 1676 (1680) (1728) (1728) 1755 (1715)
LITTLE_LIME_B 1819
PACKER_SHELL 1846 1823 1819 1813 (1745) 1798 1771
PACKER_SHELL_B 1840 1843 1832 1786
THOROLD_SANDSTONE
THOROLD_SANDSTONE_B
CLINTON_SANDS 1870 1848 (1843) 1834 (1810) (1815) 1795
CLINTON_SANDS_B 1870 1835
STRAY_CLINTON_SAND 1848
STRAY_CLINTON_SAND_B 1850
RED_CLINTON_SAND 1850 1810 1815 1795
RED_CLINTON_SAND_B 1862 1804
WHITE_CLINTON_SAND 1862 1844 1807
WHITE_CLINTON_SAND_B
WHITE_CLINTON_SAND_2 1873 1835
WHITE_CLINTON_SAND_2_B
MEDINA_SAND 1896 1843
MEDINA_SAND_B 1896
MANITOULIN_SHALE
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MANITOULIN_SHALE_B
QUEENSTON 1948 1893 1896 1888 1846 1878 1849
QUEENSTON_B 1910
UTICA_SHALE 2347 (2292) 2323 2314 2411 (2341) 2322 (2293)
UTICA_SHALE_B 2388 2334 2363 2354 2467 2362 (2348)
POINT_PLEASANT 2388 2334 2363 2354 2467 (2397) 2362 (2348)
POINT_PLEASANT_B 2393
TRENTON_LIMESTONE 2393 2410
TRENTON_LIMESTONE_B 2433
BLACK_RIVER_GROUP 2433
BLACK_RIVER_GROUP_B 2618
GULL_RIVER 2618
GULL_RIVER_B 2633
GLENWOOD_SHALE 2633
GLENWOOD_SHALE_B 2646
KNOX_UNCONFORMITY 2646
KNOX_UNCONFORMITY_B 2648
BEEKMANTOWN_DOLOMITE 2648
BEEKMANTOWN_DOLOMITE_B 2740
ROSE_RUN_SANDSTONE 2740
ROSE_RUN_SANDSTONE_B 2789
TREMPEALEAU/COPPER_RIDGE 2789
TREMPEALEAU/COPPER_RIDGE_B
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Table B.2: Top-of-formation data in a west-to-east fashion are displayed here. Depths have been converted from depth in feet below kelly bush-
ing (KB) to a common depth in metres below a datum of 426.7 m above mean sea level, the same datum used throughout the study. The
‘KELLY_BUSHING_NEW’ row at the top of the table presents the KB values referenced to the new datum. The numbers in brackets (#) indi-
cate that values have been interpolated from surrounding data to build the cross-section. The key formations of interest are highlighted in yellow.
Figure 3.6 shows the associated cross-section.
W E
Well Abbreviations: Well Top Depth (m)
FORMATION SC BG BL PR MD CC SF HY ND JO BN
KELLY_BUSHING_NEW 56 76 59 65 82 57 97 42 85 59 75
FRESH_WATER_STRATA
FRESH_WATER_STRATA_B
GLACIAL_DEPOSITS
GLACIAL_DEPOSITS_B
COAL
COAL_B
1ST_COW_RUN_SAND
1ST_COW_RUN_SAND_B
BUELL_RUN
BUELL_RUN_B
2ND_COW_RUN_SAND
2ND_COW_RUN_SAND_B
SALT_SAND
SALT_SAND_B
MAXTON_SAND
MAXTON_SAND_B
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KEENER_SAND
KEENER_SAND_B
BIG_INJUN_SAND 230 284 246 283 233 327 292
BIG_INJUN_SAND_B 251 317 276 (316) (266) (360) 315
SQUAW_SAND
SQUAW_SAND_B
MISSISSIPPIAN_SHALE
MISSISSIPPIAN_SHALE_B
WEIR_SAND
WEIR_SAND_B
BEREA_SANDSTONE 385 397 401 408 416 410 421 428 432 468 429
BEREA_SANDSTONE_B 413 413 416 432 425 435 (442) (446) 482 443
BEDFORD_SHALE 425 456 490 443
BEDFORD_SHALE_B 428
2ND_BEREA_SANDSTONE
2ND_BEREA_SANDSTONE_B
OHIO_SHALE 413 413 416 432 (425) (435) (442) (456) (490) (443)
OHIO_SHALE_B 1150 1183 1201 1244
GANTZ
GANTZ_B
THIRTY_FOOT
THIRTY_FOOT_B
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GORDON
GORDON_B
CINNAMON
CINNAMON_B
RHINESTREET_SHALE (1150) (1183) (1201) 1096 (1244) 1127 1212
RHINESTREET_SHALE_B
MARCELLUS_SHALE 1207 1285 (1297) 1323 1341
MARCELLUS_SHALE_B
BIG_LIME 1150 1183 1201 1244 1277 1287 1295 1308 1331 1352
BIG_LIME_B 1645 1643 1679 1710
SYLVANIA
SYLVANIA_B
ORISKANY_SANDSTONE 1230
ORISKANY_SANDSTONE_B
BASS_ISLANDS_DOLOMITE 1338
BASS_ISLANDS_DOLOMITE_B
HELDERBERG_LIMESTONE
HELDERBERG_LIMESTONE_B
SALINA_DOLOMITE 1355 1318 1383 1415 1426 1433 1478 1500
SALINA_DOLOMITE_B 1469 1578 1643 (1680) 1711
SALT_SECTION
SALT_SECTION_B
NEWBURG 1592 1648
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NEWBURG_B 1609 1669
LOCKPORT_DOLOMITE 1578 1600 1616 1643 1622 1646 1676 1680 1711
LOCKPORT_DOLOMITE_B 1643 1679 1710
LITTLE_LIME 1659 (1693) 1716 (1732) (1761) (1728) (1738) (1759) (1792) (1796) (1826)
LITTLE_LIME_B 1665 1722
PACKER_SHELL 1675 1733 (1749) 1779 1745 (1781) (1776) (1809) (1813) (1843)
PACKER_SHELL_B 1690 1753 1798
THOROLD_SANDSTONE
THOROLD_SANDSTONE_B
CLINTON_SANDS 1730 1759 1798 1840 (1857) (1889) (1963)
CLINTON_SANDS_B 1768 1792 1843
STRAY_CLINTON_SAND 1694 1759 1798 1889 1938
STRAY_CLINTON_SAND_B 1702 1766
RED_CLINTON_SAND 1704 1767 1883
RED_CLINTON_SAND_B 1718 1774
WHITE_CLINTON_SAND 1720 1774 1752 1840 1971
WHITE_CLINTON_SAND_B 1732 1792 1843
WHITE_CLINTON_SAND_2
WHITE_CLINTON_SAND_2_B
MEDINA_SAND 1745 1804
MEDINA_SAND_B 1751 1810
MANITOULIN_SHALE 1768
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MANITOULIN_SHALE_B 1789
QUEENSTON 1751 1789 1810 1816 1913 1930 1917 1978 2036
QUEENSTON_B 2341
UTICA_SHALE 2183 2248 (2341) 2341 2381 2384 2417 2451
UTICA_SHALE_B 2231 2296 2397 2387 2475 2446 2465 2501
POINT_PLEASANT 2231 2296 2397 2387 2475 2446 2465 2501
POINT_PLEASANT_B
TRENTON_LIMESTONE (2272) 2337 (2515) (2487) (2505) (2541)
TRENTON_LIMESTONE_B
BLACK_RIVER_GROUP
BLACK_RIVER_GROUP_B
GULL_RIVER
GULL_RIVER_B
GLENWOOD_SHALE
GLENWOOD_SHALE_B
KNOX_UNCONFORMITY
KNOX_UNCONFORMITY_B
BEEKMANTOWN_DOLOMITE
BEEKMANTOWN_DOLOMITE_B
ROSE_RUN_SANDSTONE
ROSE_RUN_SANDSTONE_B
TREMPEALEAU/COPPER_RIDGE
TREMPEALEAU/COPPER_RIDGE_B
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