I. INTRODUCTION
Electron collisions are fundamental processes in many phenomena involving water molecules. These include understanding the observed emissions from cometary atmospheres, 1 in modeling control processes of plasma techniques that seek to ameliorate pollution from fossil fuel combustion, 2 and understanding the origin of the important atmospheric Meinel bands. 3, 4 In addition, the initial physical stage of radiation interaction with biological matter can be understood on the basis of the analysis of the track structure caused by charged particles. The knowledge of electron interactions with water molecules is therefore vital in understanding radiation damage. 5 An excellent summary of the available cross section data for electron scattering from water ͑H 2 O͒ molecules is given in the recent review of Itikawa and Mason. 6 These authors noted that "to date no electron-beam measurements have reported absolute values of the ͑electronic state͒ excitation cross sections of H 2 O." This fact prevented Itikawa and Mason 6 from providing a recommended set of values, which they considered to be a serious problem since "electronic excitation is important in planetary atmospheres, plasmas, and radiation chemistry." As a consequence they noted that "experiments and refined theory are urgently needed" and the results we report here are a small step in trying to overcome this deficiency. From a theoretical perspective there are, in fact, several calculations, using different methods, available in the literature for a small subset of the electronic states of H 2 O. These include the R-matrix calculations by Morgan 7 and Gorfinkiel et al. 8 for the low-lying 3 10, 11 for a couple of the 3 A 1 states, and a Schwinger multichannel method result, 12 also for the lowest-lying 3 A 1 electronic state. This apparent lack of comprehensive theoretical scattering work is not really surprising as water possesses both a strong permanent dipole moment and a significant dipole polarizability, which makes it a real challenge for current-state-ofthe-art scattering calculations. Indeed even a good description for the target states is nontrivial here. 9 In general, with some notable exceptions, most of the theory results report integral cross sections ͑ICSs͒ and there are significant quantitative differences found between the results from the different methods. This latter observation provides further impetus for the present work.
One of us developed simple scaling methods of Born cross sections to calculate reliable integral cross sections for electron-impact excitation of neutral atoms. 13 The same scaling method was also found to provide integral excitation cross sections for H 2 in good agreement with available experimental data, as is shown in the preceding article 14 ͑re-ferred to as Paper I hereafter͒. We show in this article that the scaled Born cross sections for the excitation to the Ã 1 B 1 state of H 2 O are in good agreement with integral cross sections derived from the experimental differential cross sections ͑DCSs͒ presented later. In addition, we demonstrate the validity of the scaled Born cross sections for individual vibrational excitations of carbon monoxide ͑CO͒ in the article following the present one 15 ͑referred to as Paper III͒. Note that the scaling of Born cross sections is valid only for integral cross sections of electric dipole-allowed excitations.
Unlike the case we have just described for electron scattering from H 2 O, there have been significant theoretical and experimental studies looking at the spectroscopy of the electronic states in water. [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] These studies are not simply noted here for completeness, as we shall shortly see they were vital in enabling us to deconvolve the respective electronic-state contributions to the measured energy-loss spectra. A summary of the major results from Refs. 16-34 can be found in Table X of Itikawa and Mason. 6 In both the molecular spectroscopy case and for the scattering calculations, an important first test to verify the quality of target wave functions is to compare the length and velocity forms of calculated oscillator strengths to corresponding accurate experimental values. For the optical oscillator strength ͑OOS͒ for excitation of the Ã 1 B 1 electronic state from the X 1 A 1 ground state, there are theoretical 20, [35] [36] [37] [38] [39] and experimental 32, [40] [41] [42] [43] [44] data available in the literature. In general we find differences in the OOS values within the theories and within the experiments and between the existing theories and experiments. Therefore, we have also attempted to try and clarify this situation by experimentally determining an accurate value for the OOS of the Ã 1 B 1 state as a part of this work. Experimental details are described in Sec. II, scaling of the Born cross section is summarized in Sec. III, results and discussions are presented in Sec. IV, and conclusions are stated in Sec. V.
II. EXPERIMENTAL DETAILS
In this paper we report results from independent measurements made at Sophia University and Flinders University. We therefore sequentially discuss the respective apparatus used to take the data that we will shortly describe.
A. Flinders University
A high-resolution electron monochromator, described originally by Brunger and Teubner, 45 was employed to make the measurements. Here a beam of H 2 O, effusing from a molybdenum tube of 0.6 mm internal diameter, is crossed with a beam of pseudomonoenergetic electrons of desired energy T. Elastically and inelastically scattered electrons at a particular scattering angle ͑͒ are energy analyzed and detected. The overall energy resolution of the monochromator for these experiments was ϳ50 meV ͓full width at half maximum ͑FWHM͔͒ and, under normal operating conditions, incident electron-beam currents of ϳ2 nA were obtained in the interaction region for the energy range of the Flinders measurements. As in previous work 45 the true zero scattering angle was determined as that about which the elastic scattering intensity was symmetric. The estimated error in this determination is ±1°. The electron energy scale was calibrated against the well-known helium 2 2 S resonance at 19.367 eV and is estimated to be accurate to better than 50 meV.
At each incident energy in the range of 20-50 eV, energy-loss spectra were recorded at each scattering angle over the range of −0.5-12 eV. A typical spectrum ͑with the elastic peak suppressed for clarity͒ is shown in Fig. 1͑a͒ . The spectra were obtained by ramping the analyzer in an energyloss mode in conjunction with a multichannel scalar which stored the scattered signal as a function of energy loss. The data were then transferred to a 433 MHz workstation for analysis. Each spectrum was then analyzed ͑deconvolved͒ by a computer least-squares fitting technique that is similar in detail to that outlined by Nickel et al., 46 although adapted to accommodate the particular spectroscopy of H 2 O. [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] In particular, the peak positions, profile shapes, and widths used in our deconvolution were gleaned and fixed as much as possible from the earlier work. [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] An example of our spectral deconvolution is also given in Fig. 1͑a͒ . In practice the fitting procedure yielded the ratio of the DCS for the inelastic feature of interest ͑Ã 1 B 1 in this case, nЈ in general͒, n Ј ͑T , ͒, to the elastic differential cross section 0 ͑T , ͒. That is,
It is immediately apparent from Eq. ͑1͒ that the product R n Ј ͑T , ͒ ϫ 0 ͑T , ͒ then gives the required electronic state differential cross section provided 0 ͑T , ͒ is known. In the present study our preferred elastic H 2 O differential cross sections are the recent results from Cho et al. 47 Equation ͑1͒ is only valid if the transmission efficiency of the analyzer remains constant over the energy loss and angular range studied, or is at least well characterized. Unlike our previous study on CO 2 , 48 in this work we determine the behavior of the analyzer response function following the philosophy outlined recently by Allan. 49 Particular attention to the identification and quantification of all possible sources of error has been made throughout these measurements, with a general discussion of these sources of error being found in Brunger and Buckman. 50 In this case the statistical errors associated with the scattering intensity measurements are small ͑Ͻ2%͒. Additional errors due to the uncertainty in the elastic cross section by Cho et al. 47 ͑ϳ10% ͒ and our analyzer transmission calibration ͑ϳ15% ͒ must also be considered. Another important error in our study is that associated with the numerical deconvolution of the energy-loss spectra, with the overall errors on our DCS typically ranging from 18% to 30%, depending on the T and under consideration.
B. Sophia University
The experimental apparatus and procedures used at Sophia University have also been described in detail previously, 51 so we will not repeat them again here. Briefly, however, the spectrometer consists of an electron gun with a hemispherical monochromator, a molecular beam, and a rotatable detector ͑ = −10°-130°͒ with a second hemispherical system. All these components are employed in a crossedbeam configuration with the electron-beam crossing the effusive molecular beam at right angles. A number of tube lenses in the spectrometer have been used for imaging and energy control of the electron beam, whose characteristics were carefully modeled by electron trajectory calculations. Both the monochromator and analyzer are enclosed in differentially pumped boxes to reduce the effect of background gases and to minimize any stray electron background. The target molecular beam is produced by effusing H 2 O through a simple nozzle with an internal diameter of 0.3 mm and length of 5 mm. Note that the spectrometer and nozzle are heated to a temperature of ϳ70°C to avoid any "sticking" of the gas sample.
The energy resolution of the Sophia spectrometer was typically 30-35 meV ͑FWHM͒ and the angular resolution was about ±1.5°͑FWHM͒. The primary electron-beam current was in the range of 3 -9 nA, depending on the actual beam energy which was in the range T = 20-200 eV. We note that voltages for both the input and output lenses of the hemispheres were carefully adjusted to ensure the base resolution of the energy-loss spectra remained as symmetric as possible. We further note that the energy calibration ͑±35 meV͒ and zero scattering angle calibration ͑±1°͒ were, respectively, performed in the same manner as at Flinders. A typical example of an energy-loss spectrum measured at Sophia University is given in Fig. 1͑b͒ . Note that the elastic peak has been included in this case.
Two normalization procedures were adopted to place the energy-loss spectra taken at Sophia on an absolute scale. The first is essentially identical to that previously described for Flinders, while in the second intensity ratios for the electronic excitation in H 2 O relative to that for the excitation of the 2 1 P state in He were used. The "standard" 2 1 P differential cross sections were then employed to fix the corresponding absolute scale of the H 2 O electronic states. 52 Great care was also taken at Sophia University to establish the transmission of the analyzers over the relevant energy-loss range, with full details of this procedure being found in Kitajima et al. 51 At 20-50 eV there is a potential 3 B 1 contribution to the 1 B 1 signal ͑see Fig. 1͒ , so that these data were sent to Flinders for deconvolution. At 100 and 200 eV and the very forward scattering angles of measurement ͑ = 3.5°-11°͒, the 3 B 1 contamination was negligible so that this precaution was unnecessary.
All the energy-loss spectra were carefully measured in order to obtain sufficient intensity for the electronic excitation spectra. Experimental errors, including a figure of ϳ10% for the elastic DCSs, 47 are estimated to be of the order of ±31% for the electronic-state excitation cross sections. Note that where applicable this latter estimate includes an error for the deconvolution of the energy-loss spectra.
III. SCALED BORN CROSS SECTIONS
Scaled ͑plane-wave͒ Born cross sections for integral cross sections of dipole-allowed excitations-f scaling and BE scaling-are described in detail in Paper I. Born cross sections are not only subject to the approximation in the collision theory part but also depend on the accuracy of the wave functions used for the initial and final states of the target molecule.
FIG. 1. ͑Color online͒ ͑a͒ Typical energy-loss spectrum for electron-impact excitation of the electronic states of water. T = 30 eV and = 10°. Note that the elastic peak has been suppressed for the sake of clarity. Also shown in this figure is our spectral deconvolution of this energy-loss spectrum ͑see text for details͒. ͑b͒ Typical energy-loss spectrum as measured at Sophia University. T = 50 eV and =10°.
The f-scaled Born cross section f is given by
where T is the incident electron energy, f accur is an accurate dipole f value from accurate wave functions or experiments, and f Born is the dipole f value from the same wave functions used to calculate the unscaled Born cross section Born . The f scaling has the effect of replacing the wave functions used for Born with accurate wave functions, i.e., f is equivalent to the Born cross section calculated with accurate wave functions.
The BE-scaled Born cross section BE is given by
where B is the binding energy of the electron being excited, and E is the excitation energy.
The BE scaling corrects the deficiency of the Born approximation, i.e., converts Born into cross sections reliable at low T without losing the well-known validity of the Born approximation at high T.
If an unscaled Born is obtained from poor wave functions while an accurate f value is known, then both f scaling and BE scaling can be applied to obtain a BEf-scaled Born cross section BEf ,
Articles that report unscaled Born cross sections for molecules usually present the theoretical data in the form of dimensionless generalized oscillator strengths ͑GOSs͒, G͑Q͒, tabulated as functions of momentum transfer squared Q defined by
where k i and k f are the initial and final momenta of the incident electron, a 0 is the Bohr radius ͑0.529 Å͒, and is the scattering angle of the incident electron. The GOS is used to derive differential cross sections. Since the scaling methods described above are valid only for integral cross sections, it is convenient to have a GOS in an analytic form so that the GOS can be integrated over the momentum transfer to produce integral cross sections for arbitrary incident energy T.
As is discussed in Paper I, Vriens 53 proposed the following formula to represent a GOS for a dipole-allowed excitation based on the analytic properties identified by Lassettre 54 and Rau and Fano:
and
͑8͒
In Eq. ͑6͒, f m are fitting constants, and in Eq. ͑8͒ R is the Rydberg energy ͑13.6 eV͒. At the x = 0 optical limit, the value of G͑0͒ = f 0 should be set to the OOS, f. Although Lassettre 54 identified ␣ as shown in Eq. ͑8͒ from the analytic properties of the GOS, the binding energy B of an electron in a many-electron molecule can be defined only in the context of a simple independent particle model. For a GOS calculated from multiconfiguration wave functions, it is better to simply take ␣ 2 as a fitting constant along with f m . To fit a theoretical GOS, the OOS f = f 0 in Eq. ͑6͒ should be the one obtained with the same wave functions as those used to calculate the GOS.
A GOS for a dipole-allowed excitation usually peaks at the optical limit, i.e., Q = 0. Sometimes a GOS has a second peak at a large Q value, when the wave functions have radial nodes. When the GOS with such an extra peak is tabulated with enough data points, Eq. ͑6͒ with several terms can reproduce the GOS well including the secondary peak.
The same analytic formula can be used to fit and extrapolate experimental DCS to the forward and backward angles not observed in the experiment, and then to integrate the DCS. As is shown later, even f 0 should be treated as a fitting constant when fitting to experimental DCSs.
"Experimental" GOS can be obtained by substituting experimental DCS, ͑T , ͒, into the relation between theoretical DCS and GOS:
At low T, experimental GOSs often have secondary peaks as will be shown later. These secondary peaks have a totally different origin than those seen in the theoretical GOS; the former come from interactions not represented in the Born approximation-such as the interference between the direct and exchange amplitudes-while the latter come from the radial nodes in wave functions. Hence, secondary peaks in experimental GOS at low T cannot be fitted well by the extra terms in Eq. ͑6͒. Instead, the following function with two fitting constants b and c in addition to the leading fraction in Eq. ͑6͒ was found to represent the experimental GOS at low T well:
Integral cross sections are now obtained by integrating the GOS over the limits of Q corresponding to = 0°and 180°:
with 57 required a total of six terms ͑m =5͒ in Eq. ͑6͒. In Table I , we present the values of f and f m used with Eq. ͑6͒ to fit the original GOS calculated by Durante et al., 57 and the fitted GOS is compared to the original GOS by Durante et al. in Fig. 2 .
IV. RESULTS AND DISCUSSION

A. Differential cross sections
In Figs. 3-6 and Table II These include that all the DCSs are strongly forward peaked as is expected from an electric dipole-allowed-though dissociative-excitation, and also perhaps a result of both the strong permanent dipole moment ͑1.854 D = 6.18 ϫ 10 −30 C m͒ and significant dipole polarizability ͑9.79a 0 3 ͒ of water, with the degree of forward peaking increasing as the beam energy is increased. Finally, to within their respective stated uncertainties, it is apparent that the independent Sophia and Flinders data are largely consistent with one another. When one also allows for the ±1°uncertainty in the TABLE I. Constants to be used with Eq. ͑6͒ to reproduce the theoretical ͑Ref. 57͒ and experimental generalized oscillator strengths ͑GOSs͒. The original f value calculated from wave functions is f = 0.046, and the ␣ 2 value for the experimental GOS is from Eq. ͑7͒. The binding energy B and excitation energy E are from Berkowitz ͑Ref. 58͒. T is the incident electron energy, and the rest of the constants were obtained by least-squares fitting. The ordinate is the normalized theoretical GOS, i.e., GOS divided by the optical f = 0.046 ͑see Table I for the fitting constants͒. 
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Electron-impact excitation of water J. Chem. Phys. 126, 064306 ͑2007͒ zero angle calibration of each spectrometer, which is potentially critical with the sharp slope of the DCS at the forward angles, then the agreement between Flinders and Sophia is actually very good. Note, however, that the data in Figs. 3-6 do suggest that the Sophia DCS might be somewhat systematically larger in magnitude than that of Flinders at the angles where the cross-check measurements were made. This does have some implications to the ICSs we derive later ͑see Sec. IV C͒. In Fig. 3 , at T = 20 eV, we can also compare the present DCS with a complex Kohn calculation from Gil et al. 9 Here we find that the calculation systematically overestimates the magnitude of the measured DCS ͑by a factor of ϳ2͒ across the common angular range. On the other hand the shapes of the measured and calculated angular distributions are in very good accord. To illustrate this latter point we have scaled the theory in Fig. 3 by a factor of ϳ0.5. One possible explanation for the discrepancy between the calculation and our measurements at 20 eV has been advanced by Rescigno. 59 He noted that the Ã 1 B 1 state is an example of a "Valberg" state, namely, it has both Rydberg and valence characters that would be very difficult to characterize properly with the relatively simple description of the target used by Gil et al. 9 Another possibility might be that a fixed nuclei ͑FN͒ description for the scattering framework is inadequate, rather an adiabatic nuclei ͑AN͒ approach might be required. There is some anecdotal evidence in support of this latter proposition. A long-standing discrepancy, for the excitation of the b 3 59 further noted that while Gorfinkiel et al. 8 tried to employ more sophisticated target wave functions and an AN-R-matrix approach, they possibly failed to appreciate that the mixed Rydberg-valence character of the states involved would require a bigger R-matrix box than they typically use. As a consequence, the calculation of Gorfinkiel et al. 8 might not be definitive in ruling out a FN versus AN rationale for the discrepancy observed in Fig. 3 .
B. Experimental generalized oscillator strengths and the optical oscillator strength
At T = 100 and 200 eV, using the ͑T , ͒ derived from their energy-loss spectra, experimental GOS, G expt ͑Q͒, has been determined for the Ã 1 B 1 excitation at Sophia University with Eq. ͑9͒. The experimental GOS values are listed in Table III and plotted in Fig. 7 .
Based on the information in Table III , an optical oscillator strength was also determined for the Ã 1 B 1 excitation. This was achieved by fitting the experimental GOS with Eq. ͑6͒ using three terms in the expansion. The fitting constants are tabulated in Table I , and our fit to the 100 and 200 eV GOS data is plotted as a solid line in Fig. 7 .
The experimental OOS for the Ã 1 B 1 excitation, as derived using the above procedure, is given in Table IV along with a comparison of some of the results from previous experiments 32, [40] [41] [42] [43] [44] 58 and calculations. 20, [35] [36] [37] [38] [39] The present OOS value of f = 0.0459± 0.0069 is in excellent agreement with the photoabsorption results from Lee and Suto 42 and Yoshino et al., 43, 44 and the f sum-rule adjusted value recommended by Berkowitz, 58 and in good accord with the highresolution dipole ͑e , e͒ value from Chan et al. 32 We therefore believe that the OOS for the Ã 1 B 1 excitation of H 2 O is well established. This is important as the OOS represents a good test 62 for any structure calculation seeking to accurately represent the wave functions for this excitation. In this respect we note the very good agreement ͑see Table IV͒ between the present OOS and the calculated length and velocity results from Phillips and Buenker. 39 We were able to fit the GOS data at T = 100 and 200 eV using the formula of Vriens, 53 which was designed to represent the theoretical Born cross sections, and also obtained the correct OOS at the Q = 0 limit. However, the comparison of experimental and theoretical ICSs indicates that the Born approximation is still ϳ10% higher than experiment at T = 200 eV, as is discussed in Sec. IV C.
C. Integral cross sections from the present differential cross sections
The present integral cross sections for excitation of the Ã 1 B 1 state are listed in Table V and plotted in Fig. 8 . Also included in Fig. 8 are the corresponding calculations from Gil et al., 9 and Gorfinkiel et al., 8 and the Born and BE-scaled Born cross sections 14 that were determined as a part of the present study ͑see Sec. III for details͒.
In Table V two sets of "present ICS" are given. The first set is from the application of the molecular phase shift analysis ͑MPSA͒ procedure of Campbell et al. 63 to the Flinders DCS, while the second set is an application of Eqs. ͑6͒-͑10͒ to "optimum" DCS constructed by combining the Flinders and Sophia data at T = 20-50 eV, and from the Sophia data at 100 and 200 eV. Both these procedures extrapolate the measured DCS to 0°-180°, prior to integration, to obtain the required ICS. The experimental DCSs were fitted to analytic forms using only the first term in Eqs. ͑6͒ and ͑10͒ while the values of f 0 = f, ␣ 2 , b, and c were determined by leastsquares fitting. The values of these fitted constants used to obtain integral cross sections are listed in Table VI. Note that all the Ã 1 B 1 DCSs are very strongly forward peaked, so that the major contributions to the integrand come from those angular regions where the DCS measurements are available. The present optimum DCSs, at each energy in the range of 20-50 eV, were simply constructed by renormalizing the Flinders data using the ratio between the Sophia DCS at 10°to the Flinders DCS at 10°. In this sense the ICS Squares, Sophia data. The fit to these data using Eq. ͑6͒ is also shown ͑see Table I for the fitting constants͒.
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Electron-impact excitation of water J. Chem. Phys. 126, 064306 ͑2007͒ derived using Eqs. ͑6͒-͑10͒ represents an upper bound on the Ã 1 B 1 ICS for the DCS data given in Table II . Similarly, the MPSA set of ICS represents a lower bound on the Ã 1 B 1 ICS. Not surprisingly, there are important differences between the two sets of present ICS, which simply reflects the range in possible values for this excitation process given the measured DCS in Table II . In any event, however, we note that the two sets of present ICS almost overlap with each other, at each energy, to within their stated error limits ͑±25% for the Flinders data and ±31% for the Sophia data͒.
D. Integral cross sections from the differential cross sections by Lassettre
More than 30 years ago, Lassettre and co-workers measured the DCS of the Ã 1 B 1 excitation of H 2 O, 41, 64, 65 but they published their data in the form of experimental GOS using Eq. ͑9͒. Their goal was to determine the optical limit, and they obtained an average value of f = 0.060 from DCSs measured at T = 300-600 eV. Among these, we used the experimental GOS by Lassettre and Skerbele 64 at T = 300 and 400 eV, and the experimental GOS by Klump and Lassettre 65 at T = 500 eV. The GOS by Klump and Lassettre covered large enough values of Q to reveal the secondary maximum in the GOS similar to the one in Fig. 2 .
As we have done with the present DCSs, we used our own fitting to the GOS by Lassettre and co-workers, i.e., using only the first term of Eq. ͑6͒ for T = 300-500 eV and Eq. ͑10͒ only for T = 500 eV while treating f, ␣ 2 , b, and c as fitting constants. These fitting constants are also listed in Table VI. Since the "correct" value of the OOS is f = 0.0460, we applied the f scaling to the ICSs obtained from the experimental GOS by Lassettre and co-workers. These f-scaled ICSs from the experimental GOS by Lassettre and co-workers are included in Table V and Fig. 8 .
E. Discussion on integral cross sections
It is clear from Fig. 8 that, over the range of energy overlap, neither of the R-matrix calculations, 7, 8 nor the complex Kohn calculation 9 ͑except at 30 eV͒, nor the present unscaled Born cross section does a particularly good job of reproducing the experimental ICS. In the case of the R-matrix and complex Kohn calculations, possible reasons for this discrepancy are well canvassed by Gorfinkiel et al. 8 These include inherent limitations in the AN and FN approaches, the use of a one-dimensional model to treat the nuclear motion, and a limitation in the diffuseness of the wave functions describing the target states. As a consequence Gorfinkiel et al. noted that the polarizability of the molecule may not be accurately reproduced so that the quality of the representation of these states with Rydberg character would be undermined. Only the present BE-scaled cross section provides a reasonable description of the Ã 1 B 1 ICS for the energy range of interest, a quite remarkable result given the complexity of the scattering system and the relative simplicity of this model.
14 Indeed the present experimental ICSs, determined from the optimum DCS and Eqs. ͑6͒-͑9͒ and those derived from the earlier data of Lassettre and White, 41 agree with the BE-scaled result to typically better than 25% from T = 20 to 500 eV.
Finally, we note that the results from an experiment by Harb et al. 66 6 may suffer from a systematic error. Hence it is possible that this might also explain, at least in part, the discrepancy between the two measurements.
V. CONCLUSIONS
We have reported on absolute differential and integral cross section measurements for electron-impact excitation of the Ã 1 B 1 electronic state of water. Independent measurements at Sophia and Flinders were found to be largely consistent with one another ͑to within their error limits͒, a point which gives us further confidence in the present data.
Agreement with existing theoretical calculations was typically found to be only marginal, the exception to this being the very good agreement found at the ICS level between the present data and the BE-scaled Born cross section calculated as a part of the current study. More theoretical input is still needed particularly for the differential cross sections. As is demonstrated in Paper III ͑Ref. 15͒ on the excitation cross sections of CO, the BE-scaled and BEf-scaled Born cross sections are in excellent agreement with the new measurements on CO at Sophia, old measurements at Flinders, and other experimental data available in the literature. Together with the evidence on H 2 presented in Paper I ͑Ref. 14͒ and those on CO in Paper III, 15 the experimental and theoretical ICSs in this article clearly establish the validity of the scaled Born cross sections.
We also derived the optical oscillator strength for the Ã 1 B 1 excitation from the X 1 A 1 ground state, which was in excellent agreement with that from a dipole ͑e , e͒ experiment, 32 photoabsorption experiments, [42] [43] [44] and the value recommended by Berkowitz. 58 Taken as a whole, we believe that the current theoretical and experimental studies represent a good first step to addressing the lack of available electronic-state excitation cross sections highlighted by Itikawa and Mason. 6 TABLE VI. Constants used to fit experimental generalized oscillator strengths ͑GOSs͒ from the present work and from Lassettre and co-workers ͑Refs. 64 and 65͒ ͓see Eqs. ͑6͒, ͑7͒, and ͑10͔͒. on this work. His co-authors dedicate this paper to Dr. Yong-Ki Kim who was tragically killed in a car accident during the final stages of this work.
