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We show that the determinant objective function introduced in
Ejov et al. [V. Ejov, J. A. Filar, W. Murray, G.T. Nguyen, Determinants
and longest cycles of graph, SIAM J. Discrete Math. 22 (33) (2008)
1215–1225] performs well under a certain symmetric linear per-
turbation. That means sub-graphs corresponding to Hamiltonian
cycles of a given graph are maximizers over the hull of all sub-
graphs with perturbation parameter ε ∈ [0, 1). Note that in other
optimization formulations (see, for example [V.S. Borkar,V. Ejov, J.A.
Filar, Directed graphs, Hamiltonicity and doubly stochastic matri-
ces, Random Structures Algorithms 25 (2004) 376–395; V. Ejov,
J.A. Filar, M. Nguyen, Hamiltonian cycles and singularly perturbed
Markov chains, Math. Oper. Res. 29 (1) (2004) 114–131; J.A. Filar, K.
Liu, Hamiltonian cycle problem and singularly perturbed Markov
decisionprocess, in: Statistics, Probability andGameTheory: Papers
inHonor of David Blackwell, IMS LectureNotes –Monograph Series,
USA, 1996]), ε in the corresponding perturbation was required to
be significantly small.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For more than two centuries, the Hamiltonian cycle problem has been attracting the attention and
efforts ofmany researchers, who explored numerous approaches and employed different tools, mostly
based on traditional graph theory and combinatorics, to truly understand the difﬁculty of this problem.
In 1994, Filar and Krass [8] proposed a new line of research which approached the Hamiltonian cycle

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problem from the perspective of Markov chains, thus converting the problem from whether a given
graph possesses a Hamiltonian cycle (a cycle that goes through every vertex once) to minimizing an
appropriate objective function over the set of all probability transition matrices of Markov chains
feasible on the graph.
Since then, there has been a series of results on various objective functions and associated opti-
mization models, whose global solutions help determine the Hamiltonicity of a given graph: top left
element of fundamental matrices of Markov chains (see [9,6,3,1,2]), trace of fundamental matrices
[7] and determinant of the inverse-like function of fundamental matrices [5]. While the majority of
these papers focus on all feasible probability transition matrices under perturbations, [5] presents
theoretical developments for unperturbed cases.
Consider a connected graph G of size N. Let V(G) and E(G) be the set of nodes and the set of arcs in
G, respectively, where N :=|V(G)|. Let F be the set of all probability transition matrices P of Markov
chains entries of which represent the probabilities of traversing corresponding arcs of the graphs.
Then, every entry in P is nonnegative. Furthermore, P is stochastic, that is, every row in P sums to 1.
Formally,
F :=
⎧⎨⎩P|pij  0;∑
j
pij = 1,∀ i; pij = 0,∀ (i, j) /∈ E(G)
⎫⎬⎭.
Let D ⊂ F be the set of all probability transition matrices P of deterministic Markov chains:
D := {P ⊂ F|pij ∈ {0, 1}}.
A stochastic matrix P is said to be doubly stochastic if every column also adds up to 1. Let DS ⊂ F be
the set of all probability transition matrices P of doubly stochastic Markov chains:
DS :=
⎧⎨⎩P ⊂ F|∑
i
pij = 1,∀j
⎫⎬⎭.
For a perturbation parameter ε ∈ [0, 1), consider the symmetric linear perturbation:
Pε :=(1 − ε)P + ε
N
J, (1.1)
where J is an N × N matrix every entry of which is 1. Note that this symmetric linear perturbation
preserves stochasticity and double stochasticity. Let PεH denote the perturbed probability transition
matrix for any Hamiltonian cycle (HC).
The current paper is a continuation of [5]. We will show that the determinant objective function
introduced in [5] performswell under the symmetric linear perturbation speciﬁed in (1.1). Thatmeans
probability transitionmatrices corresponding to Hamiltonian cycles of a given graph are themaximiz-
ers over the set of all linearly perturbed feasible probability transition matrices. It is worthwhile to
note that here, the perturbation parameter ε can take any value between 0 and 1. For many previous
results obtained for other objective functions, ε was required to be significantly small. For example,
the perturbation parameter was bounded from above by 1/N2 in [6], with N being the size of a given
graph.
Section 2 brieﬂy summarizes the results of [5] for unperturbed feasible probability transitionmatri-
ces, whereas Sections 3 and 4 contain new theoretical derivations and construct an example for sym-
metric and asymmetric linear perturbations, respectively. Section 5 compares the robustness of the
determinant function with that of other objective functions, under perturbations.
2. Determinants and longest cycles of graphs
For every stochasticP, letP∗(P) be the stationary distributionmatrix of aMarkov chain represented
by P:
P∗(P):= lim
T→∞
1
T + 1
T∑
i=1
Pt ,
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where P0 :=I, and let G(P) be the fundamental matrix of the Markov chain:
G(P):=(I − P + P∗(P))−1. (2.1)
For doubly stochastic and irreducible probability transition matrix P, matrix P∗(P) reduces to 1
N
J.
Consequently, the equality (2.1) becomes
G(P):=
(
I − P + 1
N
J
)−1
. (2.2)
For α > 0, introduce the matrix:
Aα(P):=I − P + αJ.
For convenience, we denote the probability transition matrix for any Hamiltonian cycle (HC) as PH.
Without loss of generality, assume that a HC is the standard cycle 1 → 2 → 3 → · · · → N → 1.
Theorem 2.1 [5]. For any graph G,
det
P∈F Aα(P)αkN,
where k is the length of the longest cycle in G.
Corollary 2.2 [5]. Let α = 1
N
, then
(i) For any graph G,
det
P∈F A(P)N.
(ii) If G is a Hamiltonian graph, then equality is achieved and
det A(P) = N ⇔ P = PH.
(iii) If G is a non-Hamiltonian graph, then
det
P∈F A(P)N − 1.
These distinct upper bounds help us formulate the optimization problem:
max
P∈F Aα(P),
the global solutions of which determine the Hamiltonicity of a given graph G.
Remark 2.1. From this point onwards, for the sake of simplicity of the resulting formulae, we will
focus on α = 1
N
exclusively. It can be shown, by analogous arguments, that the main results can be
generalized.
3. Symmetric linear perturbation
Theorem 3.1. Consider a Hamiltonian graph G. For any probability transition matrix P ∈ F ,
max
Pε∈F det A(P
ε) = A (PεH) ,
for some PεH corresponding to a Hamiltonian cycle.
The proof of Theorem 3.1 is based on four lemmata. These lemmata are organized as follows:
Lemma3.2 shows that for anyP ∈ F , the determinant ofA(Pε) is bounded above by the corresponding
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determinant of some perturbed deterministic P. Lemmata 3.3,3.4,3.5 provide the exact formulae for
three disjoint exhaustive classes of deterministic probability transition matrices: Hamiltonian cycles,
probability transitionmatrices that contain one single cycle of length k<N, and probability transition
matrices that contain two or more disjoint cycles, respectively. Theorem 3.1 then follows from the
comparison of these three expressions.
Lemma 3.2. For any probability transitionmatrixP ∈ F , there exists a deterministic probability transition
matrix D ∈ D such that
det A(Dε) det A(Pε).
Proof. Although the proof is similar to the proof of Proposition 4 in [5], we reproduce it for the sake
of completeness. Since F is compact, maxF det A(Pε) exists, let
P̂ε =
{
arg max
Pε∈ F det A(P
ε)
}
and P̂ is the corresponding set of unperturbedprobability transitionmatrices, that is, P̂ :=P̂0. Consider
P̂ ∈ P̂ with theminimal total number of randomizations in its rows compared to the other probability
transition matrices in P̂ , and the corresponding perturbed probability transition matrix P̂ε ∈ P̂ε . If P̂
is a deterministic probability transition matrix D ∈ D, there is nothing to prove.
Suppose P̂ /∈ D, then P̂ contains a row, say row 1, where a randomization occurs. Let this row be[· · · a · · · b · · · c · · ·] , a, b> 0.
Consider D̂ν ∈ F that coincides with P̂ in rows 2, . . . ,N and whose ﬁrst row is[
· · · ν · · · (1−ν)b
1−a · · · (1−ν)c1−a · · ·
]
, 0 ν  1
and the corresponding perturbed probability transition matrix D̂εν . Note that D̂ν=a = P̂. As det A(D̂εν)
is a linear function in ν , maxν∈[0,1] det A(D̂εν) occurs either at ν = 0 or ν = 1, or else det A(D̂εν) =
det A(P̂ε) for all ν ∈ [0, 1].
In each of these situations, D̂ = D̂ν=0 or D̂ν=1 has at least one more zero than P̂, and det A(D̂ε)
det A(P̂ε) so D̂ε ∈ {arg maxPε∈F det A(Pε)}. This leads to a contradiction to the assumption that P̂ has
the minimal total number of randomizations in its rows compared to the other probability transition
matrices in P̂ . Consequently, P̂ is deterministic, and this concludes the proof. 
Lemma 3.3. Consider a Hamiltonian graph G. For any Hamiltonian cycle PH ∈ D,
det A(PεH) =
1 − (1 − ε)N
ε
. (3.1)
Proof. For i = 1, . . . ,N, let λi be eigenvalues of PH. By the proof of Lemma 4.2 in [5], every λi /= 1
is also an eigenvalue of PH − 1N J and vice versa. For every PH, eigenvalues λi are Nth roots of unity
(see, for example, [4]). Therefore, there exists only one eigenvalue of 1 for PH, which we denote λN . It
is straightforward to see that eigenvector e = (1, . . . , 1)T corresponds to this eigenvalue, as Pe = e.
This eigenvector e is also an eigenvector ofPH − 1N J, associatedwith eigenvalue 0, as
(
PH − 1N J
)
e = 0.
Hence,
det A(PεH) = det
[
I −
(
(1 − ε)PH + ε
N
J
)
+ 1
N
J
]
= det
[
I − (1 − ε)
(
PH − 1
N
J
)]
=
N−1∏
i=1
(1 − (1 − ε)λi)
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= 1 − (1 − ε)
N−1∑
i=1
λi + (1 − ε)2
N−1∑
i j
i,j=1
λiλj + · · · + (−1)N−1(1 − ε)N−1
N−1∏
i=1
λi
= 1 − (1 − ε)q1(λi) + (1 − ε)2q2(λi) + · · · + (−1)N−1(1 − ε)N−1qN−1(λi),
(3.2)
where qi is the ith elementary symmetric polynomial in λi, i = 1, . . . ,N − 1.
From the proof of Proposition 1 in [5], q1 = −1, q2 = 1, . . . , qN−1 = (−1)N−1, so (3.2) becomes
det A(PεH) = 1 + (1 − ε) + (1 − ε)2 + · · · + (1 − ε)N−1 =
1 − (1 − ε)N
1 − (1 − ε) =
1 − (1 − ε)N
ε
,
which asymptotically tends to N as ε → 0. 
Lemma 3.4. For any P ∈ D that contains exactly one cycle of length 2 k<N,
det A(Pε) = 1 − (1 − ε)
k
ε
. (3.3)
Proof. As in Lemma 3.3, we have
A(Pε) = I −
[
(1 − ε)P + ε
N
J
]
+ 1
N
J = I + (1 − ε)
[
−P + 1
N
J
]
.
Letλi be the eigenvalues of−P + 1N J. From the proof of Lemma 1 in [5], the lastN − k + 1 eigenvalues
λk = λk+1 = . . . = λN = 0, and the ﬁrst k − 1 eigenvalues λ1, λ2, . . . , λk−1 are identical to those of
PHk , where PHk is an k by k matrix containing a single cycle of length k.
Let μi be the eigenvalues of (1 − ε)
[
−P + 1
N
J
]
, then
det A(Pε) =
N∏
i=1
(1 − μi) =
N∏
i=1
(1 − (1 − ε)λi) =
k−1∏
i=1
(1 − (1 − ε)λi) = 1 − (1 − ε)
k
ε
,
where the last equality follows from Lemma 3.3, for N = k. The above tends to k as ε → 0. 
Lemma 3.5. For any P ∈ D that contains m 2 disjoint cycles of lengths ki  2,∑i ki N,
(i) the multiplicity of eigenvalue 1 for P is m. The structure of eigenvectors corresponding to these
eigenvalues are given in the proof that follows, and
(ii) the following equality holds
det A(Pε) = εm−1
m∏
i=1
1 − (1 − ε)ki
ε
, i = 1, . . . ,m. (3.4)
Proof. (i) Consider P ∈ D that contains m 2 disjoint cycles of length ki  2,∑i ki N, and the
cycles are 1 → 2 → · · · → k1 → 1, (k1 + 1) → (k1 + 2) → · · · → (k1 + k2) → (k1 + 1), . . . ,((∑km−1
j=1 kj
)
+ 1
)
→
(∑km−1
j=1 kj + 2
)
→ · · · →
(∑km
j=1 kj
)
→
((∑km−1
j=1 kj
)
+ 1
)
.
Moreover, for the N −∑i ki vertices that are not on thesem disjoint cycles, assume that tj of them
are connected to the jth cycle, either by one or more edges, for j = 1, . . . ,m, and∑j tj = N −∑i ki.
Without loss of generality, assume that P has the following structure, where vertices that are not on
any cycle are labeled to be from
∑
i ki + 1 to N,
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1
. . .
. . .
. . .
. . .
. . . 1
1 0
0 · · · 0 0
0
0 1
. . .
. . .
. . . 1
1 0
· · · 0 0
· · · · · · · · · · · · · · ·
1
0 · · ·
0 1
. . . 1
0 0
0
0
1
· · · 0
0 1
. . . 1
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.5)
For the ith cycle, i = 1, . . . ,m, we construct a vector wi as follows:
• every entry of wi corresponding to a vertex on this cycle is 1,• every entry corresponding to a vertex not on the cycle that is connected, by one or more edges,
to this cycle is also 1, and
• every other entry is 0.
It is easy to verify that Pwi = wi, for i = 1, . . . ,m. Consequently, wi are eigenvectors of P corre-
sponding to the eigenvalue 1. Moreover, it is clear that these eigenvectors are linearly independent
and the multiplicity of the eigenvalue 1 of P ism.
Let ni be the number of units in wi, i = 1, . . . ,m. For the purpose of demonstrating the relation-
ship between eigenvalues of P and of −P + 1
N
J later on, we decompose RN as span{e}⊕ ker(J).
Consequently, instead of vectorswi, i = 1, . . . ,m, it is convenient to consider their linear combinations
as follows: um := ∑mi=1 wi = e, and ui :=wm − nmni wi, for i = 1, . . . ,m − 1.
(ii)Without loss of generality, assume that P ∈ D contains only two cycles of lengths 2 k1, k2 <N
respectively, k1 + k2 <N, and P is of the generic structure:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1
. . .
. . .
. . .
. . .
. . . 1
1 0
0 0
0
0 1
. . .
. . .
. . . 1
1 0
0
1
0
0 1
. . . 1
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.6)
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Firstly, let E = {ei} be the standard basis of RN where for each ei, the ith entry is unity and all other
entries are zeroes. With respect to the decomposition of RN = span{e}⊕ ker(J), we consider a new
basis V of RN that consists of
v1 = e2 − e1, . . . , vk1−1 = ek1 − e1;
vk1 :=u1;
vk1+1 :=ek1+2 − ek1+1, . . . , vk1+k2−1 :=ek1+k2+1 − ek1+1;
vk1+k2 :=u2 = e; vk1+k2+1 :=ek1+k2+1, . . . , vN :=eN .
Then, vk1+k2 = e ∈ ker
(
−P + 1
N
J
)
. Also,(
−P + 1
N
J
)
vk1+k2+1 = −Pek1+k2+1 +
1
N
Jek1+k2+1 =
1
N
e.
Similarly, for k1 + k2 + 2 iN,(
−P + 1
N
J
)
vi = γivi−1 +
1
N
e, for γi ∈ {−1, 0}
and consequently,(
−P + 1
N
J
)N−(k1+k2)+1
vi = 0.
Therefore, vectors vk1+k2 , . . . , vN form a basis of ker
((
−P + 1
N
J
)N−(k1+k2)+1)
. Hence, 0 is an
eigenvalue of
(
−P + 1
N
J
)
, and consequently of (1 − ε)
(
−P + 1
N
J
)
, of multiplicity at least
N − (k1 + k2) + 1. This means that 1 is an eigenvalue of A(P), and consequently of A(Pε), of
multiplicity at least N − (k1 + k2) + 1.
It is straightforward to check that vector vk1 is an eigenvector of A(P
ε) corresponding to an
eigenvalue of ε. This is because Ivk1 = vk1 , Jvk1 = 0 and Pεvk1 = [(1 − ε)P + εN J]vk1 = (1 − ε)vk1 .
Therefore,
A(Pε)vk1 =
[
I − Pε + 1
N
J
]
vk1 = εvk1 .
Let μi be the eigenvalues of A(P
ε), and λi be the eigenvalues of P, and consequently (1 − ε)λi
be the eigenvalues of Pε . So far, we have shown that μi = 1, for i = k1 + k2, . . . ,N, and μi = ε for
i = k1.
It remains to show that for i = 1, . . . , k1 − 1, λi coincide with the eigenvalues of PHk1 (with eigen-
valueof 1 excluded), and for i = k1 + 1, . . . , k1 + k2 − 1, λi coincidewith the eigenvalues ofPHk2 (also
with eigenvalue of 1 excluded), where PHk1 and PHk2 are probability transitionmatrices corresponding
to Hamiltonian cycles in graphs of sizes k1 and k2, respectively.
Indeed, Jvi = 0, for i = 1, . . . , k1 − 1. Hence, according to the matrix structure illustrated in (3.6),(
−P + 1
N
J
)
v1 = −P(e2 − e1) = −e1 + ek1 + v∗1, where v∗1 ∈ span{vk1+k2 , . . . , vN}.
Analogously,(
−P + 1
N
J
)
vi = −P(ei+1 − e1) = −ei + ek1 + v∗i ,
where v∗i ∈ span{vk1+k2 , . . . , vN}, i = 2, . . . , k1 − 1.
Therefore, we observe that the (k1 − 1) × (k1 − 1) principal leading minor for
(
−P + 1
N
J
)
is the
same as the (k1 − 1) × (k1 − 1) principal leading minor of −PHk1 + 1k1 Jk1 , if we choose bases V and
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{e(k1)2 − e(k1)1 , . . . , e(k1)k1−1 − e(k1)1 , e(k1)} respectively, where Jk1 is the k1 × k1 matrix of units; e(k1)j is the
jth vector of the standard basis of Rk1 and e(k1) = [1, 1, . . . , 1]T ∈ Rk1 .
Thus, in the basis V, matrix
(
−P + 1
N
J
)
has the form:[
−PHk1 + 1k1 Jk1 0∗1 ∗2
]
,
where ∗1 denotes some (N − k1) × k1 matrix and ∗2 denotes some (N − k1) × (N − k1)matrix. As it
canbeeasily veriﬁed that−PHk1 + 1k1 Jk1 is diagonalizable, theeigenvaluesλi ofP, for i = 1, . . . , k1 − 1
(which are also eigenvalues of
(
−P + 1
N
J
)
) coincide with the eigenvalues of PHk1 (with eigenvalue of
1 excluded).
Analogously, we can show that for i = k1 + 1, . . . , k1 + k2 − 1, the eigenvalues λi of P coincide
with the eigenvalues of PHk2 (with eigenvalue of 1 excluded), by swapping the two diagonal blocks of
P corresponding to the two cycles.
Therefore,
det A(Pε) = ε
k1−1∏
i=1
(1 − λi)
k1+k2−1∏
i=k1+1
(1 − λi) = ε
[
1 − (1 − ε)k1
ε
] [
1 − (1 − ε)k2
ε
]
,
where the last equality follows from Lemma 3.3, for N = k1 and N = k2. This asymptotically tends to
0 as ε → 0. We remark that the above formula can be easily generalized for the arbitrary number of
disjoint cycles. 
Proof of Theorem 3.1. We need to show that for any stochastic P ∈ F ,
arg max
Pε∈F det A(P
ε) = PεH.
In order to prove this part, all we need to show is, for i = 1, . . . ,m; k, i <N and∑i i N,
1 − (1 − ε)N
ε
>
1 − (1 − ε)k
ε
and
1 − (1 − ε)N
ε
> εm−1
m∏
i=1
1 − (1 − ε)i
ε
.
The ﬁrst inequality is straightforward, as (1 − ε)N <(1 − ε)k , for k<N. For the second inequality, it
is sufﬁcient to prove that
1 − (1 − ε)N >
m∏
i=1
[1 − (1 − ε)i ].
This follows as
m∏
i=1
[1 − (1 − ε)i ] 1 − (1 − ε)1 < 1 − (1 − ε)N .
This concludes the proof of Theorem 3.1. 
4. Asymmetric linear perturbation
Following [8], for ε ∈ (0, 1), consider the asymmetric linear perturbation:
Pε :=(1 − ε)P + ε
⎡⎢⎢⎢⎣
1 0 · · · 0
0 0 · · · 0
...
...
0 0 · · · 0
⎤⎥⎥⎥⎦ P + ε
⎡⎢⎢⎢⎣
0 0 · · · 0
1 0 · · · 0
...
...
1 0 · · · 0
⎤⎥⎥⎥⎦ . (4.1)
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We will include an example to demonstrate that the results of Theorem 3.1 do not hold for the afore-
mentioned asymmetric linear perturbation.
Example 4.1. Let PH be the probability transition matrix for a standard HC of length N = 20:
PH =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1
. . .
. . .
. . .
. . .
. . . 1
1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
LetP1 be the probability transitionmatrix that traces out a single cycle of length k = 19 corresponding
to a standard HC of length 19 and the last vertex connects to the ﬁrst vertex of this HC:
P1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0
. . .
. . .
...
. . . 1
...
1 0 0
1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦ .
Applying the asymmetric linear perturbation in (4.1), computation by MAPLE shows that for
ε = 0.8, det A(PεH) ≈ 2.249995 and det A(Pε1) ≈ 2.249999.
We speculate one possible reason for Theorem 3.1 to fail for the asymmetric linear perturbation
speciﬁed in (4.1) for large values of ε. It might be because this asymmetric linear perturbation is, by
design, biased towards vertex 1 in any given graph. Therefore, for large values of ε, the uniformly
distributed probability transition matrices corresponding to Hamiltonian cycles, once asymmetrically
perturbed, lose their optimal property for the determinant function, which is a symmetric objective
function. This is not the case for the symmetric linear perturbation.
5. Behaviors of different objective functions under perturbation
Consider two other objective functions g11(P) = [G(P)]11 and Tr[G(P)] introduced in [9,7], respec-
tively.
Recall that from (2.1), the fundamental matrix G(P) is deﬁned as
G(P):=(I − P + P∗(P))−1.
Then, the ﬁrst objective function is deﬁned as the top left element of the fundamental matrix G(P) :
g11(P) = [G(P)]11. The second objective function is deﬁned as the trace of the fundamental matrix
G(P):
Tr[G(P)] =
N∑
i=1
[G(P)]ii . (5.1)
From now on, by symmetric linear perturbation, we are referring to the symmetric linear perturbation
deﬁned in (1.1), and by asymmetric linear perturbation, we are referring to the asymmetric linear
perturbation deﬁned in (4.1).
In [6], it was proven that the minimizers of g11(P
ε) over the set of all perturbed deterministic
probability transition matrices D correspond to Hamiltonian cycles, for ε ∈ [0, 1/N2) and with the
asymmetric linear perturbation. In [1], the result was generalized to the set of all doubly stochastic
matrices, for sufﬁciently small ε and with the symmetric linear perturbation. In [7], the following
552 V. Ejov, G.T. Nguyen / Linear Algebra and its Applications 431 (2009) 543–552
example was constructed to demonstrate that this result does not hold over the set of stochastic
matrices, for a large value of ε and with both symmetric and asymmetric linear perturbations.
Example 5.1. Consider the following probability transition matrices
P1 =
⎡⎢⎢⎢⎢⎣
0 1
4
1
4
1
4
1
4
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
⎤⎥⎥⎥⎥⎦ and PH =
⎡⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
⎤⎥⎥⎥⎥⎦ .
Applying the symmetric linear perturbation, computationbyMAPLE shows that forε = 0.8, g11(Pε1) =
0.950 and g11(P
ε
H) = 0.917. Applying the asymmetric linear perturbation, computation by MAPLE
shows that for ε = 0.8, g11(Pε1) = 0.750 and g11(PεH) = 0.752.
On the other hand, in the same paper [7], it was proven that the minimizers of Tr[G(Pε)] over
the set of all doubly stochastic matrices correspond to Hamiltonian cycles, for ε ∈ [0, 1) and with the
symmetric linear perturbation. It was also shown that this result holds over the set of all stochastic
matrices for ε = 0, that is, without any perturbation.
The paper includes a conjecture that with the symmetric linear perturbation, the result still holds
for ε ∈ [0, 1). Note that for all the examples that we considered, the inequality Tr[G(PεH)] Tr[G(Pε)]
holds, where P does not correspond to a Hamiltonian cycle, for both symmetric and asymmetric linear
perturbations. However, the result analogous to Theorem 3.1 for the objective function Tr[G(Pε)]
remains an intriguing open problem.
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