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ABSTRACT 13 
Like many countries, the Central Pollution Control Board (CPCB), Delhi, in India evaluates 14 
exceedences of air pollution levels against the National Ambient Air Quality Standards 15 
(NAAQS). One of the mandatory requirements for NAAQS compliance is that the probability 16 
of non-exceedence should be at least 0.98, meaning that the formulated framework of 17 
NAAQS is essentially statistical. The current practice for assessing the compliance criterion 18 
is based on simple computation of the count of number of exceedences in a given year, 19 
without giving any consideration to the distribution function followed by different pollutants 20 
in the ambient air. This becomes even more important for monitoring stations where 21 
continuous monitoring is not done for all 365 days, but assessment is based on a minimum 22 
sample of 104 readings recorded in a year. The proper method for evaluating the compliance 23 
is the foreknowledge of the population distribution and computation of non-exceedence (or 24 
exceedence) probability of NAAQS from the probability density function (pdf). The study 25 
proposes an integrated and scientifically robust methodology that is generic in nature and 26 
could well be used for assessing the air quality compliance criteria laid out by the NAAQS 27 
for India, besides suggesting percent reduction in source emissions to those pollutants that 28 
exceed the NAAQS. The usefulness of proposed methodology is exhibited by a case study 29 
conducted on four criteria air pollutants – sulphur dioxide (SO2), nitrogen dioxide (NO2), 30 
suspended particulate matter (SPM), and particulate matter less 10 micron in size (PM10) – 31 
monitored in the ambient air of megacity Delhi at six monitoring stations. The collected data 32 
at all these sites underwent statistical analysis for the: (i) identification and estimation of the 33 
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best-fit distributions, (ii) computation of probability of exceedence of the NAAQS for the 34 
non-complying pollutants, (iii) determination of return period of NAAQS violation, and (iv) 35 
estimation of percentage source emission reduction to meet the NAAQS criteria for the non-36 
complying pollutants using the statistical rollback theory. It was concluded that the 37 
knowledge of pdf is a basic and essential requirement for realistically evaluating the 38 
compliance of NAAQS.  39 
Key words: Probability density function; Distributional models; Ambient air quality data; Air 40 
quality standards; Model identification and estimation; Megacity Delhi 41 
1. Introduction 42 
 Ambient air quality standards are employed in many countries to safeguard public 43 
health and welfare (Heal et al., 2012). These standards are embodied in the air pollution 44 
management legislation of many countries, including India (Table S.1). In some countries 45 
such as Australia and the United Kingdom, these are used as guidelines. In addition to local 46 
national standards, the World Health Organisation (WHO) has formulated long-term air 47 
quality goals, which are generally adopted worldwide. The National Ambient Air Quality 48 
Standards (NAAQS) are used to determine the status of ambient air quality in India. The 49 
criteria for judging the compliance of NAAQS is: “24-hourly/8-hourly values should be met 50 
98% of time in a year; however, 2% of time it may exceed but not on two consecutive days”. 51 
This clearly indicates that the basic framework of NAAQS has a statistical rather than a 52 
deterministic form. Thus, knowledge and availability of the pdf is essentially built in the 53 
compliance criterion. Figure 1 shows a typical pdf for a region meeting the compliance 54 
criteria laid out by the NAAQS for PM10. The pdf can be used to generate the probability of 55 
exceedance of NAAQS concentration. Moreover, the pdf provides a higher order of 56 
description of concentration data for assessing the air quality compliance criteria. 57 
The pollutant concentrations are routinely monitored at representative fixed receptor 58 
locations to assess the ambient air quality. Air pollution concentrations are inherently random 59 
variables because of their dependence on fluctuations of a variety of source emissions, 60 
meteorological and other spatio-temporal variables. When sets of random samples of 61 
historical ambient air quality data are available, various statistical characteristics can be 62 
determined and assigned to the pollutant concentrations. If certain assumptions are made, this 63 
statistical information can be incorporated into distribution functions and thus be used in an 64 
organised and efficient manner thereafter. To study the stochastic variability of 65 
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concentrations of different air pollutants, the understanding of probability distribution 66 
functions (PDFs) is necessary, primarily to evaluate the compliance of standards and 67 
formulate policies related to control of air pollution (Delbari et al., 2009; Lin et al., 2009; 68 
Mijić et al., 2009; Lin et al., 2010; Mohamed et al., 2011; Chu et al., 2012). Using order 69 
statistics theory, Georgopoulos and Seinfeld (1982) have shown how various forms of air 70 
quality standards can be formulated as properties of the distribution of air pollutant 71 
concentration. The output desired from models intended for air quality management is thus, 72 
notionally, the probability distribution of air pollutant concentrations. When the probability 73 
distribution is correctly chosen, the specific distribution can be used to predict the exceedence 74 
of ambient air quality standard (Lu, 2002). Based on the prediction of exceedences, informed 75 
decisions can be taken to prioritise the management strategies for different pollutants for a 76 
given region. 77 
A number of studies have fitted different types of PDFs to the air pollutant 78 
concentration data. These distributions are lognormal (Mage and Ott, 1984; Kao and 79 
Friedlander, 1995; Burkhardt et al., 1998), Weibull (Georgopoulos and Seinfeld, 1982), 80 
pseudo-lognormal (Mage, 1984) and type V Pearson distribution (Morel et al., 1999). 81 
Numerous right-skewed distributions have also been used to fit atmospheric pollutant 82 
concentrations with varying results when compared to the lognormal pdfs (Graedel et al., 83 
1977; Kalpasanov and Kurchatova, 1976). There have also been few studies on the 84 
concentration of distribution of aerosols (Savoie and Prospero, 1977; Savoie et al., 1987) and 85 
even fewer studies of urban aerosol distribution (Morel at al., 1999). Jia et al. (2008) have 86 
characterised the distributions of personal exposures to volatile organic compounds (VOCs) 87 
and provide national-level and representative statistics regarding VOC exposures, that can be 88 
used as important input for risk assessment and probabilistic analysis. A description of the 89 
general attributes of statistical distribution models is provided by Jakeman et al. (1988). 90 
Application of statistical distributions for generic applications have been comprehensively 91 
reviewed by Pollack (1975), Bencala and Seinfeld (1976), Georgopoulos and Seinfeld (1982), 92 
and Jakeman and Taylor (1989). Bai et al. (1992) provide a very good account of application 93 
of statistical distribution modelling in air quality management.  94 
The information generated by the statistical distribution models has also been used to 95 
compute the percentage source emission reductions to meet the NAAQS for the non-96 
complying pollutants. This has been carried out by applying the statistical theory of rollback 97 
(STR) model. For instance, Ott (1995) provides the theoretical details of the STR. Larsen 98 
(1961) originally proposed the rollback approach and showed the procedure to apply STR 99 
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model to air quality data. Larsen (1961, 1971) gives empirical deterministic form of STR 100 
model. Georgopoulos and Seinfeld (1982) suggest a stochastic version of the STR model. 101 
Their formulation is consistent with the STR developed by Ott (1995). The STR, when 102 
combined with statistical distribution models, form a powerful technique for predicting the 103 
effect of regulatory decisions on concentrations in the environment. The theory provides 104 
prediction of concentrations distribution for the post– and pre–emission control states (Lonati 105 
et al., 2011). The STR has been applied to compute percentage source reduction for various 106 
pollutants such as sulphur dioxide, SO2 (Ott, 1995), nitrogen oxide, NO2 (Georgopoulos and 107 
Seinfeld, 1982; Chaloupka et al., 2008), carbon monoxide, CO (Mage and Ott, 1984; Ott, 108 
1995) and particulate matter ≤10 µm size, PM10 (Lu, 2002). The combined technique can also 109 
be used for predicting standards and the return period for the highest level concentrations 110 
subsequent to emission reductions (Mijić et al., 2009). 111 
The CPCB collects ambient air quality data through its network of fixed monitoring 112 
stations under the National Air Monitoring Programme (NAMP). At present there are 566 113 
stations spread over the entire country, out which 523 are manually run and remaining 43 are 114 
continuously run (automatic) in order to assess the air quality status. Only 28 stations are 115 
operational out of these 43 automatic run stations. The data on manually run stations is not 116 
collected on continuous basis; a minimum of 104 measurements are taken in a year (twice a 117 
week 24-hourly at uniform interval).  The CPCB evaluates the NAAQS based on simple 118 
computation of the count of total number of exceedences in a given year; no considerations 119 
are given to the statistical distribution that produces such exceedences. This may give some 120 
proximity to the true air quality status for areas covered by continuously run automatic 121 
stations, but would be a gross oversimplification of the compliance criterion where entire data 122 
set for the whole year is not collected. Such a generalised approach can only be made when 123 
the information and knowledge of the complete statistical distribution of pollutant 124 
concentration is available. Moreover, in order to carry out a more detailed comprehensive 125 
source apportionment study, it is important to statistically link the statistical distribution of 126 
pollutant concentration with desired source emission to meet the NAAQS. This study aims to 127 
fill this research gap by proposing a scientifically robust, integrated statistical approach, for 128 
assessing the air quality exceedence criteria laid out by the NAAQS in India, or similar 129 
compliance criteria elsewhere. In order to demonstrate the proposed approach data for four 130 
criteria pollutants – SO2, NO2, SPM and PM10  – monitored at six NAMP stations in the 131 
megacity Delhi are statistically analysed for: (i) identifying and estimating the best–fit 132 
distributions, (ii) computing probability of exceedence of the NAAQS for the non-complying 133 
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pollutants, (iii) determining return period of NAAQS violation, and (iv) estimating 134 
percentage source emission reduction to meet the NAAQS criteria for the non-complying 135 
pollutants using the STR theory.    136 
2. Materials and methods 137 
2.1 History and description of sampling sites 138 
 In India, the Air (Prevention and Control of Pollution) Act, 1981 (CPCB, 2010) 139 
establishes the national policy and provides the legislative support for the prevention and 140 
control of air pollution. The CPCB is the national apex body for the assessment, monitoring 141 
and control of pollution, under the Ministry of Environment and Forest, Government of India. 142 
The executive responsibilities for enforcement of various environment related Acts, including 143 
the Air Act, 1981 are carried out by the Board. The CPCB initiated the National Ambient Air 144 
Quality Monitoring (NAAQM) programme in the year 1984-85; this programme was later 145 
renamed as “NAMP”, as described in George et al. (2012). Within the purview of NAMP, six 146 
NAAQM stations were established in various parts of megacity Delhi (see Figure 2). The 147 
underlining ideas were to: (i) assess the current status of air quality in Delhi, (ii) its seasonal 148 
variation with increased industrialisation and urbanisation, and (iii) to understand any 149 
possible increase in various air pollution generation activities. Table 1 provides the detailed 150 
description of sampling locations, types of sampling areas, height of monitoring stations, and 151 
pollutants measured. Further, details on methods of measurements and instruments used to 152 
measure various pollutants are provided in Supplementary Information (SI) Table S.1. Figure 153 
2 shows the geographical location of all the monitoring stations in Delhi. Further details of 154 
the site can be found elsewhere (e.g. Pandey et al., 2005; Garg, 2011; George et al., 2012). 155 
2.2 Data acquisition  156 
The monitoring of criteria pollutants (SO2, NO2, SPM, and PM10) is carried out by 157 
CPCB for 24 hours, once in three working days. This includes 4-hourly sampling for gaseous 158 
pollutants and 8-hourly sampling for particulate matter. The CPCB follows strict quality 159 
control protocol and duly consider accuracy and precision of analytical air quality data. As 160 
described in Table S.1, the NAAQS state the measurement methods of various pollutants that 161 
are followed by the CPCB (2003) for measuring ambient air quality. 162 
 This study uses the 24-hourly average data for SO2, NO2, SPM and PM10, collected 163 
from January 2003 to December 2006 at the six monitoring stations highlighted in Figure 2. 164 
The sampling has been done using respirable dust sampler (Model APM 460) using IS 5182 165 
Part 2, IS 5182 Part 6, IS 5182 Part 23 methods for SO2, NO2 and PM10, respectively 166 
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(Kandlikar, 2007; CPCB, 2009; CPCB, 2011). This data set had less than 5% values missing 167 
(i.e. less than 5 of any 100 raw data readings were unavailable), which were estimated by 168 
linear interpolation between prior and subsequent known points in the data sets. All the data 169 
sets were well above detection limit and hence there were no issues related to method 170 
detection limits. It may be noted that the SPM has now been revoked from the regulatory 171 
limits since 2009 and the reason this is appearing in our estimates is that the data analysed in 172 
our article is for periods when SPM standards were in operation. 173 
2.3 Methodology 174 
2.3.1 Modelling the statistical distribution of pollutant concentration   175 
 Statistical distribution modelling of pollutants involves a two-step procedure. In the 176 
first step, most suitable distribution model from a range of candidate models is identified 177 
using the goodness–of–fit tests. This is done by testing the null hypothesis (H0) that pollution 178 
data comes from a particular distribution type against the alternative hypothesis (H1) that the 179 
data comes from some other distribution form. In the present study, the goodness–of–fit was 180 
evaluated using Anderson and Darling (A-D), Kolmogorov-Smirnov (K-S) and Chi-square 181 
(2) tests, and by visually examining the probability plots (Kottegoda and Rosso, 2008). The 182 
A-D test was given preference over other tests since it is suitable for fitting distributions both 183 
in the middle and higher percentile ranges. Thus, A-D test served the primary criterion for 184 
selection and other tests helped to confirm or improve the selection. The mathematical details 185 
of A-D test are provided in the SI Section S.1. In the second step, the parameters of the 186 
identified distribution are estimated by various methods to get unbiased model parameters. 187 
There are several methods of parameter estimation reported in literature, viz. method of 188 
moments (MoM), method of maximum likelihood estimator (MLE) and method of least 189 
square estimator (LSE) (Kottegoda and Rosso, 2008). Among these, MLE and MoM are the 190 
most preferred methods. Mage and Ott (1984) carried out Monte-Carlo experiments and 191 
concluded that the MLE provides the best estimates of the parameters than MoM. Moreover, 192 
the MLE solutions for model parameters are statistically efficient and provide estimates that 193 
have minimum variance (Ayyub and McCuen, 2011). In the present study, MLE has been 194 
used for estimating model parameters and has been described in SI Section S.2. 195 
The following parametric forms of the distributions have been used in the present 196 
study to fit and analyse the air quality data: normal, lognormal, three-parameter lognormal, 197 
exponential, two-parameter exponential, Weibull, three-parameter Weibull, gamma, three-198 
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parameter gamma, logistic, loglogistic and three-parameter loglogistic distribution. The 199 
statistical characteristics of these distributions have been provided in Table 2. 200 
2.3.2 Evaluation of compliance of NAAQS and prediction of exceedences 201 
One of the primary objectives of the present study is the application of statistical 202 
distributions of air pollutant concentrations to assess the degree of compliance with NAAQS. 203 
These standards define acceptable probability with which such concentrations can be 204 
exceeded, i.e. determination of probability of exceedance of NAAQS. The probability that a 205 
particular concentration level „x‟ will be exceeded in a single observation is given by the 206 
complementary cumulative distribution function (cdf): 207 
     
   xCxF
where
xFxCxF


Pr
1Pr
      (1) 208 
Where  xF  and  xF  are complementary cdf and cdf, respectively; Pr, C and x represent the 209 
probability, pollutant concentration as a random variable and pollutant concentration value, 210 
respectively. Thus, the larger the concentration level x, the smaller is  xF . The theory and 211 
derivation of relationship between cdf, number of exceedences and return period has been 212 
provided in section SI S.3. 213 
The cdfs, as well as certain statistical properties of these random variables, can be 214 
determined by applying the methods and results of order statistics. Georgopoulos and 215 
Seinfeld (1982) provide the theory behind the development of models for predicting the 216 
probability of exceedance of NAAQS and the return period for a given concentration 217 
(CNAAQS). The theory is based on order statistics and assumes the concentration levels 218 
measured in successive non-overlapping periods are independent of one another; and the 219 
random variables are identically distributed (Jakeman et al., 1988; Georgopoulos and 220 
Seinfield, 1982). It may be noted that air pollutant concentration levels have high 221 
autocorrelation and do violate the independence assumption. The independence of air quality 222 
data does pose some constraint on the application of statistical distribution models (SDMs) 223 
when the pollutant data is highly autocorrelated and non-stationary. However, autocorrelation 224 
is a problem for shorter time averages than the longer ones (Jakeman et al., 1988). Hadley 225 
and Toumi (2003) also observed that though the hourly data may be strongly auto-correlated, 226 
daily data are more likely to be statistically independent. The derivation of relevant relations 227 
between pdf, cdf and return period has been provided in the SI Section S.3. 228 
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The probability of exceeding the NAAQS, Pr[X >CNAAQS] can be predicted by 229 
integrating the pdf and deriving the cdf and then the complementary cdf from it, using: 230 
      .Pr 



x
CCNAAQS dzzfxFcC       (2) 231 
Thus, the probability that C exceeds the NAAQS or the probability of exceedance is given by 232 
the complementary function of FC(x) as: 233 
        .Pr 



x
CCXNAAQS dzzfxFxFcC 11     (3) 234 
The number of violations in a year for 24 hourly averages of SO2, NO2, SPM and PM10 can 235 
be estimated by multiplying the exceedance probability derived from Eq. (3) with the total 236 
number of 365 days in a year. 237 
2.3.3 Modelling the percentage source emission reduction - the rollback model 238 
The reduction in emission source strength „R‟ required to meet an air quality goal, 239 
CNAAQS is calculated by the simple equation of STR model (de Nevers et al., 1977). 240 
bp
sp
cc
cc
R





        (4) 241 
Where  is the growth factor for future emission sources (i.e., the ratio of future source 242 
strength to present source strength in the absence of controls), cb, cs and cp  are background 243 
concentration, NAAQS prescribed concentrations, and present highest concentration 244 
observed corresponding to cs, respectively. For example, if cs is a value of the 8-hourly 245 
average concentration of CO not to be exceeded more than 2% of time in a year and then cp 246 
would be the highest 8-hourly average CO concentration observed in the region in the present 247 
year. Following assumptions are made for using the above model. 248 
 The spatial distribution of emission sources remains unchanged with time. 249 
 Growth factor for all sources is common. 250 
 The average meteorological conditions remain the same. 251 
 Non-reactive pollutant species. 252 
The first three assumptions refer to stationarity of the data generation process. The 253 
fourth assumption also indirectly refers to stationarity of a process as a “non-stationarity is 254 
likely to be strongest in data sets involving reactive pollutants (Georgopoulos and Seinfield, 255 
1982; Jakeman et al., 1988). Many modifications to Eq. (4) have appeared in the literature, 256 
representing efforts to relax some of the above assumptions (Larsen, 1969, Horie and 257 
Overton, 1974, de Nevers and Morris, 1975).  Georgopoulos and Seinfeld (1982) and Mage 258 
9 
 
and Ott (1984) have modified the Eq. (4) on the arguments that the correct form of the STR 259 
model should be in the following form (Lu, 2002): 260 
   
 
bp
sp
ccE
cEcE
R


        (5) 261 
where, E{c}s is the expected concentration of a distribution such that the extreme value for 262 
which corresponds to cs.  E{cp} is expected concentration of present distribution. Thus, if cs is 263 
the SPM daily average ground concentration not to be exceeded more than 2% of time in a 264 
year (Pr[SPM > cs] = 2/100 = 0.02), then the E{c}s is the expected daily SPM average 265 
concentration of a distribution whose probability of concentration exceeding 200 g m–3 (for 266 
residential areas) equals 0.02. E{cp} would be the expected SPM daily concentration of the 267 
present distribution. Eq. (5) reveals that the concentration of the pollutant is proportional to 268 
emission source strength and the cb in this equation can be neglected. Once the distribution 269 
type is decided, the values of E{cp} and E{c}s can be calculated from the present distribution 270 
characteristics of pollutant concentration. Then the emission source reduction, R, can be 271 
estimated. 272 
3. Results and discussions 273 
3.1 Model identification and parameter estimation  274 
The pdfs for all the four pollutants monitored at the six NAAQM stations were 275 
identified and the respective parameters estimated using the methodology described under the 276 
Sections 2.3.1 and 2.3.2. Figures 2 to 5 show the best fit probability plots for the 24-hourly 277 
average SO2, NO2, SPM, and PM10 at the six NAAQM stations, respectively. Table 3 278 
provides a comprehensive summary of various best-fit pdf models applied to chosen 279 
pollutants. These results demonstrate that theoretical distributions fit adequately to most of 280 
the data according to the goodness–of–fit criteria. However, few outlying values were 281 
observed in the uppermost percentile region for SO2 at Ashok Vihar, Shahadra, Shahzada 282 
Bagh and Sirifort stations (Figures 3a, d, e and f), NO2 at Nizamuddin (Figure 4c) and SPM 283 
at Shahzada Bagh (Figure 5e) despite moderate to good fit. The SO2 data showed maximum 284 
number of outlier high values, especially during winter months, resulting in deviation in the 285 
fitted distribution (in the upper percentile region). The SO2, NO2 and SPM data at all the 286 
above–mentioned stations was visually inspected and the models were again fitted after 287 
removing the outliers. There was only a modest improvement in the model fit, and hence the 288 
originally fitted distributions were retained.  289 
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The deviations seen in Figures 3-6 from the theoretical distribution can be ascribed to 290 
multiple circumstances such as values reported below detection limit, missing values, high 291 
outlying observations, anomalies and measurement errors (Jia et al., 2008; Le et al., 2007; 292 
Ott, 1995). However, these circumstances could be tackled one by one, leaving the high 293 
outlying observations during winter season as a dominant cause of deviations. For instance, 294 
the data considered here was well above the detection limit. The missing values, though a 295 
few, were replaced by the estimated values as described in Section 2.2. A visual examination 296 
of the data suggested that high outlying values were mostly observed during the winter 297 
season when the inversion conditions prevail, resulting in elevated pollution levels. 298 
Table 3 shows that right-skewed distributions fit the best to the four pollutants at all 299 
the six monitoring stations, with the exception of NO2 at Ashok Vihar station, which follows 300 
a normal distribution. The distributions fitting the data are lognormal, gamma, Weibull, 301 
loglogistic and logistic distributions. Ott (1995) observed that the right-skewed distributions 302 
tend to resemble each other, and it is very difficult to fit a single model to different data set 303 
under all conditions. Although he also showed through the “Theory of Successive Random 304 
Dilutions” that ambient air quality data follows lognormal distribution. Different studies have 305 
observed that several other right-skewed distributions also equally fit or provide a better fit 306 
than the lognormal distribution (e.g. Kalpasanov and Kurchatova, 1976; Graedel et al., 1977; 307 
Morel at al., 1999; Lu, 2002). However, these studies have empirically fitted theoretical 308 
distributions to the existing data sets, rather than explain the underlying stochastic process. In 309 
the present study an attempt has been made to empirically fit the best distribution to the data 310 
set. 311 
3.2 Assessment of NAAQS compliance 312 
As elaborated under Section 1, the criterion of judging the compliance of NAAQS is: 313 
“24-hourly/8-hourly values should be met 98% of time in a year; however, 2% of time it may 314 
exceed but not on two consecutive days”. To evaluate the compliance of NAAQS and 315 
prediction of exceedance, together with corresponding return period, a detailed analysis was 316 
carried out for each pollutant measured at all the six monitoring stations. Table 4 gives a 317 
compact summary of the probability of exceedence, comparison of number of violations of 318 
the NAAQS in the following year for observed and predicted values, compliance of NAAQS 319 
and return period for various NAAQM stations for different pollutants. A closer inspection of 320 
Table 4 reveals that the NAAQS criteria for SO2 and NO2 are being completely met 321 
throughout Delhi and no violation of NAAQS was observed at any of the six monitoring 322 
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stations. However, a number of exceedences over the NAAQS for SPM and PM10 were found 323 
at all the stations. 324 
The identified pdfs for all the pollutants were plotted for assessing the compliance to 325 
standards. However, only the pdfs of NAAQS complying and non-complying pollutants, i.e. 326 
SO2 (Sirifort station) and PM10 (Nizamuddin station) have been shown in Figure 6 for brevity 327 
reasons. The vertical reference line in Figure 7 corresponds to the NAAQS. This reference 328 
line ought to separate the area of pdf into two parts – the left area equal to 0.98 and the right 329 
area 0.02 for a complying pollutant, which represent the probability of non–exceedence and 330 
exceedence, respectively. The air quality criterion is being completely met for SO2 (Figure 331 
7a), but a gross violation is observed for PM10 (Figure 7b) since the reference line is too 332 
much towards the left side. The above discussions suggest that the pdf for each pollutant 333 
along with reference line corresponding to the NAAQS makes it a very useful graphical tool 334 
to assess the compliance/non-compliance of air quality criterion.   335 
3.3 Estimation of source emission reduction 336 
Once the non–compliance of pollutants is known, the next step is to suggest 337 
percentage reduction in source emissions (R) to meet any standards (i.e. NAAQS in our case). 338 
This reduction was calculated using the STR model described in Section 2.3.3. Table 5 gives 339 
the summary of various factors required to estimate R, using the STR model, along with the 340 
estimated values of R for chosen pollutants. As can be seen from Table 5, SO2 and NO2 do 341 
not require any source reduction in the regions covered by the six NAAQM stations. 342 
However, SPM and PM10 require a source emission reduction at all the six stations in order to 343 
meet the compliance criteria. The source emission reduction required varies from 30.86 to 344 
89.10% for SPM and 55.88 to 85.71% for PM10 for different monitoring stations.   345 
5. Conclusions 346 
 The aim of this study was to present a methodology based on an integrated statistical 347 
approach which could be used for the compliance assessment of air quality standards and 348 
suggesting percent reductions in emissions of various pollutants. For demonstrating the 349 
usefulness of the proposed methodology, ambient concentrations data of the four criteria 350 
pollutants (i.e. SO2, NO2, SPM, PM10) was collected at six NAMP stations in megacity Delhi. 351 
These data were analysed statistically to firstly identify the pdfs for all pollutants at these 352 
monitoring stations using the goodness–of–fit criteria. The respective parameters were then 353 
estimated using the MLE method. The results revealed that the pdf for air quality data are 354 
asymmetrical and positively skewed. The distribution form was found to vary with location 355 
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and pollutant type and thus, the data could not be represented by a single distribution 356 
function. Further, the identified pdfs were used to compute the exceedence probability of 357 
NAAQS. The results suggested that the NAAQS criterion for SO2 and NO2 is being 358 
completely met throughout Delhi and no violation of NAAQS was observed at any of the 359 
monitoring stations. The SPM and PM10 concentrations exceeded the NAAQS at all the 360 
stations (Ashok Vihar, Janak Puri, Nizamuddin, Shahzada Bagh, Shahadra, Sirifort). Finally, 361 
STR model was used to estimate the percentage reductions in source emissions in order to 362 
meet the NAAQS for the non–complying pollutants. The results of emission reduction were 363 
found to depend on the distribution type and the tail properties of the distribution. 364 
Information on the type of distribution is therefore essential for predicting the emission 365 
reduction of various pollutants. It may be noted that the rollback model gives the overall 366 
source emission reduction required for a region to attain compliance status. However, it does 367 
not apportion the contribution from different sources, for which a more detailed source 368 
apportionment study using dispersion modelling is required.  369 
 The evaluation of ambient air quality is primarily based on the monitoring of 370 
pollutant concentrations and their compliance with corresponding standards, such as NAAQS 371 
in our case. Inherent in the compliance criteria is the knowledge and availability of the pdf. 372 
However, the current practice followed by the CPCB Delhi in India is to simply count and 373 
add the number of violations of the NAAQS in a given year, without giving any consideration 374 
to the population distribution of data followed by the pollutant. This is of specific relevance 375 
for those stations where continuous monitoring is not done and limited data, spread over 376 
different seasons, is collected. At present, 92% of the 566 monitoring stations run by CPCB 377 
are manual, where complete data set for the entire year is not collected and thus information 378 
about the entire population is not available. For accurate assessment of the compliance, 379 
identification of pdf for each station for each pollutant is an essential requirement and would 380 
thus form the desired scientific foundation for evaluating the NAAQS criteria. It may be 381 
noted that the pdf can be used for estimating the exceedence probability of NAAQS in a year, 382 
which is a compliance requirement, and does not provide a means to estimate such 383 
exceedences on multiple time intervals. For such situations the time-series models are more 384 
appropriate and can explicitly predict the air quality at different time intervals. The proposed 385 
methodology can be adopted for assessing the air quality exceedence criteria laid out by the 386 
NAAQS in India, or similar compliance criteria elsewhere.    387 
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List of figure captions 503 
Figure 1. Probability density function for a NAAQS complying pollutant - The vertical 504 
reference line corresponds to the NAAQS for 24–hourly average PM10 concentrations. 505 
Figure 2. Location of ambient air quality monitoring stations in Delhi 506 
Figure 3. Probability plots for SO2 at  (a)  Ashok Vihar,  (b)  Janak Puri  (c)  Nizamuddin (d)  507 
Shahadra,  (e)  Shahzada Bagh  and  (f)  Sirifort  monitoring stations. 508 
Figure 4. Probability plots for NO2 at  (a)  Ashok Vihar,  (b)  Janak Puri  (c)  Nizamuddin (d)  509 
Shahadra,  (e)  Shahzada Bagh  and  (f)  Sirifort  monitoring stations. 510 
 511 
Figure 5. Probability plots for SPM at  (a)  Ashok Vihar,  (b)  Janak Puri  (c)  Nizamuddin 512 
(d)  Shahadra,  (e)  Shahzada Bagh  and  (f)  Sirifort  monitoring stations. 513 
 514 
Figure 6. Probability plots for PM10 at  (a)  Ashok Vihar,  (b)  Janak Puri  (c)  Nizamuddin 515 
(d)  Shahadra,  (e)  Shahzada Bagh  and  (f)  Sirifort  monitoring stations. 516 
 517 
Figure 7. The best fit pdf for (a) SO2 at Sirifort (complying NAAQS), and (b) PM10 at 518 
Nizamuddin (non-complying NAAQS) monitoring station; the NAAQS standard is shown 519 
with the vertical line.  520 
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List of tables 521 
Table 1. Description of the NAAQM stations and type of pollutants measured at each of 522 
them. Details of instruments used to measure various pollutants can be found in SI Table S.1. 523 
Monitoring 
station 
Location Type of area 
Monitoring 
height 
Parameters 
monitored 
Ashok Vihar 
North-North West Residential 
5 m SPM, PM10 , 
NO2, SO2 
Shazada Bagh 
North-West Industrial 10 m 
SPM, PM10 , 
NO2,  SO2 
Nizamuddin 
South-East Mixed use 10 m 
SPM, PM10 , 
NO2, SO2 
Janak Puri 
South-West Residential 
10 m SPM, PM10 , 
NO2, SO2 
Shahadra 
North-East Industrial 
10m SPM, PM10 , 
NO2, SO2 
Sirifort 
South Residential 
5 m SPM, PM10 , 
CO, NO2, SO2 
 524 
525 
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Table 2. Properties of statistical distributions used for fitting ambient air quality data (source: 526 
Minitab Inc., 2003). 527 
 528 
Statistical 
distribution 
Probability density function 
Parameters 
Location Scale Shape Threshold 
Normal 
 







 
2
2
2
exp
2
1



x
 
  N.A. N.A. 
Lognormal 
  







 

2
2
2
ln
exp
2
1



x
x
   N.A. N.A. 
Three-parameter 
lognormal  
  







 


2
2
2
ln
exp
2
1



x
x
   N.A.  
Exponential 







x
exp
1
 N.A.  N.A. N.A. 
Two-parameter 
exponential 
 





 




x
exp
1
 N.A.  N.A.  
Weibull  


















 
 x
x exp
1  N.A.   N.A. 
Three-parameter 
Weibull 
 













 




 



 x
x exp
1  N.A.    
Gamma 
  












x
x exp
1 1  N.A.   N.A. 
Three-parameter 
gamma  
  




 









x
x exp
1 1  N.A.    
Logistic 2
exp1
exp











 






 





x
x
   N.A. N.A. 
Loglogistic 2
ln
exp1
ln
exp











 






 





x
x
   N.A. N.A. 
Three-parameter 
loglogistic 
 
 
2
ln
exp1
ln
exp











 






 





x
x
   N.A.  
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Table 3. Best fit pdf models for the pollutants monitored at the six NAAQM monitoring 530 
station (24-hourly average) with estimated parameters and goodness-of-fit test.  531 
 532 
Pollutant Station pdf model 
ML estimates of distribution parameters 
Goodness-of-fit 
test 
Location Shape Scale Threshold A-D p-value 
SO2 
Ashok Vihar Loglogistic 2.02 N.A. 0.17 N.A. 3.47 <0.005 
Janak Puri Weibull N.A. 4.19 11.38 N.A. 3.88 <0.010 
Nizamuddin Weibull N.A. 4.30 11.57 N.A. 2.08 <0.010 
Shahadra Lognormal 2.24 N.A. 0.36 N.A. 1.84 <0.005 
Shahzada Bagh Lognormal 2.08 N.A N.A. 0.35 3.79 <0.005 
Sirifort Weibull N.A 3.66 8.77 N.A 3.58 <0.010 
NO2 
Ashok Vihar Normal 40.34 N.A. 12.10 N.A. 0.43 0.3 
Janak Puri Weibull 6.01 N.A. 49.27 N.A. 0.48 0.24 
Nizamuddin Logistic 45.30 N.A. 4.91 N.A. 0.68 0.046 
Shahadra Gamma N.A. 13.54 2.80 N.A. 0.36 >0.25 
Shahzada Bagh Lognormal 3.77 N.A 0.28 N.A 0.46 0.25 
Sirifort Loglogistic 3.52 N.A 0.15 N.A 0.42 >0.25 
SPM 
Ashok Vihar Gamma N.A. 4.56 72.06 N.A. 0.55 0.18 
Janak Puri Gamma N.A. 5.42 61.53 N.A. 0.73 0.06 
Nizamuddin Lognormal 5.66 N.A. 0.46 N.A. 0.48 0.24 
Shahadra Lognormal 5.76 N.A 0.48 N.A 0.41 0.33 
Shahzada Bagh Gamma N.A 7.53 46.75 N.A 0.52 0.21 
Sirifort Gamma N.A 4.53 70.82 N.A 0.27 >0.25 
PM10 
Ashok Vihar Lognormal 4.71 N.A. 0.53 N.A. 0.34 0.50 
Janak Puri Gamma N.A. 4.35 32.60 N.A. 0.29 >0.25 
Nizamuddin Gamma N.A. 4.68 25.80 N.A. 0.22 >0.25 
Shahadra Lognormal 4.81 N.A. 0.51 N.A. 0.29 0.62 
Shahzada Bagh Gamma N.A 5.56 26.01 N.A 0.35 >0.25 
Sirifort Lognormal 4.64 N.A 0.56 N.A 0.35 <0.46 
 533 
  534 
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Table 4. Probability of exceedence, comparison of number of violations of NAAQS in the 535 
following year and return period for various NAAQM monitoring stations for different 536 
pollutants. 537 
 538 
Station Probability 
Pollutants 
SO2 NO2 SPM PM10 
Ashok Vihar 
Pr (X  xNAAQS)
1 
(in %) 100 99.95 20.67 42.46 
Pr (X  xNAAQS)
2
 (in %) 
(Predicted) 
0 0.05 79.33 57.54 
Pr (X  xNAAQS)
2
 (in %) 
(Observed) 
0 0 80.30 42.20 
NAAQS criteria being met (Yes/No) Yes Yes No No 
Number of days exceeding NAAQS in 
the following year (predicted) 
0 0 56 37 
Number of days exceeding NAAQS in 
the following year (observed) 
0 0 57 27 
Return period (in days)   1.26 2.37 
Janak Puri 
Pr (X  xNAAQS)
1 
(in %) 100 100 18.10 30.01 
Pr (X  xNAAQS)
2
 (in %) 
(Predicted) 
0 0 81.90 69.99 
Pr (X  xNAAQS)
2
 (in %) 
(Observed) 
0 0 93.70 77 
NAAQS criteria being met (Yes/No) Yes Yes No No 
Number of days exceeding NAAQS in 
the following year (predicted) 
0 0 52 43 
Number of days exceeding NAAQS in 
the following year (observed) 
0 0 59 47 
Return period (in days)   1.22 1.43 
Nizamuddin 
Pr (X  xNAAQS)
1 
(in %) 100 99.92 21.70 40.49 
Pr (X  xNAAQS)
2
 (in %) 
(Predicted) 
0 0.08 78.30 59.51 
Pr (X  xNAAQS)
2
 (in %) 
(Observed) 
0 0 81.60 54.70 
NAAQS criteria being met (Yes/No) Yes Yes No No 
Number of days exceeding NAAQS in 
the following year (predicted) 
0 0 60 38 
Number of days exceeding NAAQS in 
the following year (observed) 
0 0 62 35 
Return period (in days)   1.28 1.68 
1
24-hourly/8-hourly values should be met 98% of time in a year. 539 
2
However, 2% of time, it may exceed but not on two consecutive days. 540 
541 
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Table 4. (contd.) 542 
 543 
Station Probability 
Pollutants 
SO2 NO2 SPM PM10 
Shahadra 
Pr (X  xNAAQS)
1 
(in %) 100 100 83.07 65.25 
Pr (X  xNAAQS)
2
 (in %) (Predicted) 0 0 16.93 34.75 
Pr (X  xNAAQS)
2
 (in %) (Observed) 0 0 24.70 43.10 
NAAQS criteria being met (Yes/No) Yes Yes No No 
Number of days exceeding NAAQS in 
the following year (predicted) 
0 0 13 25 
Number of days exceeding NAAQS in 
the following year (observed) 
0 0 19 31 
Return period (in days)   5.9 2.88 
Shahzada Bagh 
Pr (X  xNAAQS)
1 
(in %) 100 99.98 87.32 65.26 
Pr (X  xNAAQS)
2
 (in %) (Predicted) 0 0.02 12.68 34.74 
Pr (X  xNAAQS)
2
 (in %) (Observed) 0 0 28.10 53.30 
NAAQS criteria being met (Yes/No) Yes Yes No No 
Number of days exceeding NAAQS in 
the following year (predicted) 
0 0 7 21 
Number of days exceeding NAAQS in 
the following year (observed) 
0 0 16 32 
Return period (in days)   7.90 2.90 
Sirifort 
Pr (X  xNAAQS)
1 
(in %) 100 99.65 22.12 47.74 
Pr (X  xNAAQS)
2
 (in %) (Predicted) 0 0.35 77.88 52.26 
Pr (X  xNAAQS)
2
 (in %) (Observed) 0 0 78.40 57.10 
NAAQS criteria being met (Yes/No) Yes Yes No No 
Number of days exceeding NAAQS in 
the following year (predicted) 
0 0 58 33 
Number of days exceeding NAAQS in 
the following year (observed) 
0 0 58 36 
Return period (in days)   1.28 1.91 
1
24-hourly/8-hourly values should be met 98% of time in a year. 544 
2
However, 2% of time, it may exceed but not on two consecutive days. 545 
546 
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Table 5. The emission source reduction required to meet NAAQS for different pollutants at 547 
various NAAQM stations 548 
 549 
Station/ 
 Pollutants  
SO2 NO2 SPM PM10 
R 
(%) 
R 
(%) 
E{Cp} 
(g/m3) 
E{C}s 
(g/m3) 
R 
(%) 
E{Cp} 
E{C}s 
(g/m3) 
R 
(%) 
Ashok Vihar 0 0 328.80 35.87 89.10 127.86 36.02 71.83 
Janak Puri 0 0 320.61 41.92 86.92 120.21 38.12 82.09 
Nizamuddin 0 0 333.61 83.98 74.82 141.82 20.27 85.71 
Shahzada Bagh 0 0 319.29 80.96 74.46 120.89 22.93 81.03 
Shahadra 0 0 353.40 214.79 39.22 139.31 61.46 55.88 
Sirifort 0 0 351.90 243.31 30.86 144.60 53.82 62.78 
 550 
R =  The emission source reduction (in %) required to meet NAAQS 551 
E{cp} =  expected concentration of present distribution. 552 
E{c}s =  expected concentration of a distribution such that the extreme value for which corresponds to cs. 553 
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