Video co-segmentation typically refers to the task to jointly segment common objects existing in a given group of videos. In practice, high-dimensional data such as videos are often conceptually thought of being drawn from a union of subspaces corresponding to multiple categories. Therefore, segmenting data into respective subspaces, known as subspace clustering, has widespread applications in computer vision, including co-segmentation. State-of-the-art methods via subspace clustering seek to solve the problem in two steps: learning an affinity matrix, followed by applying spectral clustering to the affinity matrix. However, it is insufficient to obtain an optimal solution since it does not take into account the interdependence of the affinity matrix and the segmentation. In this paper, we present a new unified video co-segmentation framework inspired by Structured Sparse Subspace Clustering (S 3 C), which yields more consistent segmentation results. In order to improve the detectability of motion features with missing trajectories, we add an extra signature to motion trajectories. Moreover, we reformulate the S 3 C algorithm by adding the affine subspace constraint in order to make it more suitable to segment rigid motions lying in affine subspaces of dimension at most 3. Experiments on MOViCS dataset demonstrate the effectiveness of our approaches and robustness with heavy noise.
Index Terms-Object segmentation, subspace clustering, video
INTRODUCTION, PREVIOUS WORK AND CONTRIBUTIONS
The past few decades have witnessed an explosion in the availability of video data. Segmenting videos into multiple spatiotemporal areas and extracting useful information effectively and efficiently from them becomes an important issue and has broad applications, such as 3D reconstruction, action recognition, etc. Various methods have been proposed to deal with this challenging problem. For example, subspace clustering based methods [1] seek to discover lowdimensional representation of high-dimensional data points.
Co-segmentation [2] [3] [4] consists in segmenting simultaneously multiple images or videos into several subregions, each of which appears certain consistency and corresponds to its respective class. By means of the existence of same objects in different images or videos, co-segmentation searches for a "shared fate" of objects and provides additional information in the absence of supervisory information [4] .
Previous work
Numerous subspace clustering algorithms have been proposed, including algebraic algorithms [5] , iterative methods [6] , statistical methods [7] , and spectral clustering based methods [8] [9] [10] . Among these algorithms, the Structured Sparse Subspace Clustering (S 3 C) algorithm [11] outperforms all others due to its framework promoting coherence between affinity matrix and segmentation, as well as its robustness with respect to noise and outliers. However, it only considers linear subspaces while it is frequent to encounter data lying in a union of affine rather than linear subspaces. For instance, the motion segmentation problem consists in clustering data drawn from 3-dimensional affine subspaces. Though there exists a naive way that data coming from affine subspaces can be treated as if they lie in linear subspaces, this method may be possibly unable to distinguish subspaces from each other [12] . Since video co-segmentation involves motion segmentation and thus affine subspaces, it is necessary for the subspace clustering method to have the ability to deal with data points of affine structures. Several methods [13] [14] have been proposed to tackle the video co-segmentation problem. [13] formulates a generative multi-video model to enable multi-class video cosegmentation. In the presence of noisy motion information, such as objects moving together or existence of similar motion, its segmentation performance is strongly influenced. [14] proposes a co-segmentation algorithm given facts exploited by subspace clustering based method called reformulated Low-Rank Representation (LRR). However, this algorithm suffers from limitations that it is unable to tackle defocus blur, noise and outliers. Despite the above imperfection, our work is inspired by previous work and seeks to better cope with videos corrupted by noise and outliers.
Paper contributions
In this paper, we propose a unified framework for video co-segmentation that enables to obtain more coherent segmentation results. First, we improve the detectability of motion trajectories corrupted by missing data via additional signatures. Then, in order to deal with motion features lying in 3-dimensional affine subspaces, we reformulate the structured sparse subspace clustering by adding the affine subspace constraint and solve the optimization problem efficiently by the Alternating Direction Method of Multipliers (ADMM) method. By integrating this subspace clustering approach, we propose a unified optimization framework, termed as Structured Sparse Subspace Clustering with Appearance and Motion Features (S 3 C − AM).
A UNIFIED FRAMEWORK FOR VIDEO CO-SEGMENTATION
In this section, we introduce our unified framework for video co-segmentation with appearance and motion features. First, we conduct pre-processing to form superpixels, from which we extract motion and appearance features. We improve the detectability of motion features by adding an extra signature to the conventional motion trajectory matrix. Then, we formulate the unified optimization framework with the additional affine subspace constraint and solve it efficiently via ADMM [15] . Finally, we construct a unified affinity matrix from the optimal solution of the optimization problem and obtain segmentation results by applying spectral clustering to the affinity matrix.
Preprocessing
In order to reduce computational cost, we represent videos using temporal superpixels (TSPs) [16] which help build superpixel-wise spatiotemporal correspondences. In addition, we integrate SIFT flow [17] [14] into the TSP framework so as to improve the robustness of correspondences. We then extract motion and appearance features at the level of TSPs.
Motion feature with signature
Traditionally [1] , motion feature matrix is represented as (1) .
where {x fj ∈ 2 } f =1,...,F j=1,...,N denotes the 2D projection of N 3D points on rigidly moving objects onto F frames of a moving camera. However, in real-world problem, there often exist missing trajectories caused by tracked points moving into or out of frames. In the presence of superpixels, there are newly appearing data points, which leads also to missing entries in the first frames. Conventionally, nearest motion values in the same data column are copied to the empty entries [14] . While this simple treatment sometimes results in acceptable segmentation, generally it reduces the detectability of motion trajectories, making subspace clustering method unable to perform motion segmentation. To overcome this insufficiency, we propose a new way to form motion feature matrix by adding an extra dimension as a signature so that {x fj ∈ 3 } f =1,...,F j=1,...,N with x fj = (x y s) . s denotes the signature added to the original motion trajectories. Different values of s indicate different status of motion trajectories, such as missing trajectories caused by newly appearing points or by dead points. By marking the difference by means of the signature, motion features are more detectable in the presence of missing trajectories, which is demonstrated in Figure 1 . The subspace clustering method succeeded in segmenting motions with signature (1b) while it fails in the absence of signature (1c). 
Unified optimization framework
We propose the following unified optimization framework (2) inspired by the S 3 C framework. For more details about the original framework, we refer readers to [11] .
and Z k 1,Q = Z k 1 + α Θ Z k 1 . 0 and 1 are two vectors of appropriate dimensions filled with 0 and 1, respectively. Θ represents segmentation. X k refers to different feature data points. Here, with K = 2, X 1 denotes appearance features and X 2 denotes motion features. Z k 1 = 1 refers to the affine subspace constraint that makes the framework deal more effectively with affine subspaces. Z 2,1 is a penalty term which encourages a unified affinity matrix inferred from appearance and motion features since the 2,1 norm can induce column sparsity of the matrix [14] . The optimization problem (2) is equivalent to the following problem (3) which can be solved more efficiently using the Alternating Direction Method of Multipliers (ADMM) method.
By writing (3) in the augmented Lagrangian form, we can update variables alternatively through ADMM. In addition,
k with k = 1, . . . , K are separable in the optimization problem, we can update them separately given k. For the details of the derivation, we refer the readers to [15] . The unified framework is summarized in Algorithm 1.
Though our framework has connection with [11] , some significant differences need to be emphasized. As mentioned in the introduction section 1.1, one of the main differences consist in our consideration of distinguishability of affine spaces, which have to be tackled in the motion segmentation problem, by adding the affine subspace constraint, Z k 1 = 1, to the original S 3 C framework. In the framework proposed in [11] , affine spaces are simply treated as a subset of linear spaces. While sometimes able to deal with affine subspaces, this naive treatment can result in indistinguishability of affine subspaces in high-dimensional linear subspaces [12] , as shown in Figure 2 , and thus affecting the segmentation results. In the illustrative example, two different affine subspaces x = 1 and x = −1 cannot be distinguished when the origin is added to transform the affine subspaces to linear subspaces. Significant information concerning segmentation is lost during this treatment.
The constraint Z k 1 = 1 generalizes the framework to affine subspaces by writing each data point as an affine combination of a few other points. Since the linear subspace is a special case of the affine subspace, our framework works effectively also on data points lying in linear subspaces.
In addition to the generalization compared to the [11] , the penalty term Z 2,1 induces column sparsity of the matrix, promoting a more unified affinity matrix inferred from appearance and motion features.
Algorithm 1 Unified framework for solving problem (2) with affine subspace constraint
Input: Data matrix X, α, β, λ, ρ, and the number of subspaces. 1. Initialize: Θ 0 = 0, = 10 −6 2. while not converged do 3.
while not converged do 5.
Update J t , C t , E t , and Z t ; Given Z, construct the affinity graph G given by W = |Z| + |Z| T .
11.
Apply the spectral clustering technique to the affinity graph with the input number of subspaces as k and obtain Θ T +1 .
12.
Check the convergence condition Θ T +1 − Θ T ∞ < 1; if not converged, T + 1 ← T 13. end while Output: Coefficient matrix Z and the label l indicating subspaces where data points lie in
Co-segmentation algorithm
We construct the affinity matrix S given by
Then, we apply the spectral clustering technique [8] to the affinity matrix S to obtain segmentation results in the form of an array of label l indicating corresponding subspace of each data point.
EXPERIMENTS
In this section, we conduct experiments on the dataset Multi-Object Video Co-Segmentation (MOViCS) 1 proposed by [13] to evaluate the effectiveness of the S 3 C − AM framework. This dataset is based on real videos with several challenges including different lighting conditions, similar appearance between objects and background, and motion blur. 
Parameter setting
In S 3 C − AM, the parameters λ k and α need to be set properly as in [12] . Parameters ρ and β are set to be 1.2 and 2, respectively, which work well in practice.
Experiments on MOViCS
Some experiment results are shown in Figure 3 . We notice that our method successfully extract the foreground, namely, a chicken with a turtle, from the background. In order to better illustrate the effect of combining appearance and motion features in the framework, we compare segmentation only with the motion feature (3c) and that solely with the appearance features (3d). It can be noticed that, with only appearance features, objects with similar colors in the background may be segmented to the same class of the foreground. On the other hand, segmentation without appearance information may result in incompletely segmenting objects. The combination of appearance and motion features gives a satisfactory segmentation even in the presence of noise and blur in the original videos. The corresponding computational cost is shown in Table 1. We obtain the runtime under the following computer configuration: Intel(R) Core(TM) i7-3610QM CPU @2.30GHz with 8 GB RAM.
Video
Pre-processing Clustering chicken on turtle 1 hour 35 minutes chicken 1 hour 30 minutes chicken+turtle 1 hour 1 hour Table 1 : Computational cost (Python implementation on Intel(R) Core(TM) i7-3610QM CPU @2.30GHz with 8 GB RAM).
Finally, we tested the robustness of our framework under the condition of heavy noise by adding gaussian-distributed additive noise with variance of 0.25, or 5% amount of saltand-pepper noise to the original video. It is shown that our framework is effective even with heavy data corruption as illustrated in Figure 4 .
