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Abstract—Stigmergy has proved its great superiority in terms
of distributed control, robustness and adaptability, thus being
regarded as an ideal solution for large-scale swarm control
problems. Based on new discoveries on astrocytes in regulating
synaptic transmission in the brain, this paper has mapped
stigmergy mechanism into the interaction between synapses and
investigated its characteristics and advantages. Particularly, we
have divided the interaction between synapses which are not
directly connected into three phases and proposed a stigmergic
learning model. In this model, the state change of a stigmergy
agent will expand its influence to affect the states of others.
The strength of the interaction is determined by the level
of neural activity as well as the distance between stigmergy
agents. Inspired by the morphological and functional changes
in astrocytes during environmental enrichment, it is likely that
the regulation of distance between stigmergy agents plays a
critical role in the stigmergy learning process. Simulation results
have verified its importance and indicated that the well-regulated
distance between stigmergy agents can help to obtain stigmergy
learning gain.
Index Terms—Stigmergy, Astrocytes, Synapses, Calcium
Waves, Neural Networks, Artificial Intelligence, Machine Learn-
ing
I. INTRODUCTION
Stigmergy was first introduced by French entomologist
Pierre-Paul Grasse` in 1950s [1] [2] when studying the behavior
of social insects. The word stigmergy is a combination of
the Greek words “stigma” (outstanding sign) and “ergon”
(work), indicating that some activities of agents are triggered
by external signs, which themselves may be generated by agent
activities [3]. Stigmergy allowed Grasse` to explain why insects
of very limited intelligence, without apparent communications,
can collaboratively tackle complex tasks, such as building a
nest. Another definition given by Heylighen is [4]: stigmergy
is an indirect, mediated mechanism of coordination between
actions in which a perceived effect of an action stimulates the
performance of a subsequent action.
Stigmergy has been widely studied in the behavior of social
insects [5] [6]. But this concept is rarely mentioned in the
brain, which has been regarded as the most complex system so
far. As important glial cells in brain’s Central Nervous System
(CNS), astrocytes are traditionally placed in a subservient
position, which supports the physiology of the associated
neurons. However, recent experimental neuroscience evidences
indicate that astrocytes also interact closely with neurons and
participate in the regulation of synaptic neurotransmission
[7]. These evidences have motivated new perspectives for the
research of stigmergy in the brain.
There is a large number of complicated biochemical reac-
tions between synapses and astrocytes to support the imple-
mentation of various brain functions. Basically, each astrocyte
contains hundreds or thousands of branch microdomains, and
each of them encloses a synapse [8], as illustrated in Fig. 1.
The synaptic activity will elevate the concentration of Ca2+
in the corresponding microdomain. Ca2+ and inositol-1,4,5-
triphospate (IP3), as important messengers within astrocytes,
are believed to expand the influence of synaptic activities
[9]. The range of influence is determined by the level of
synaptic activity as well as the distance between coupled
branch microdomains. Besides, these branch microdomains
with the elevated concentration of Ca2+ will provide an
adjustment for the wrapped synapses. Therefore, as explained
in Section II, general stigmergy can be mapped into this neural
process in which astrocytes play the role of medium carriers
to provide adjustments for the involved synapses.
The interaction between several synapses, which is mainly
mediated by the propagation of Ca2+ in cytosol within as-
trocytes, can be divided into three important phases. These
phases will be concretely described in Section III so as to
constitute the stigmergic system model. In this fundamental
model, the strength of interaction between stigmergy agents
is determined by the level of stimulations as well as the
distance between them, which is consistent with the strength
of interaction between synapses via astrocytes. Inspired by
the morphological and functional changes in astrocytes during
environmental enrichment, it is likely that the regulation of dis-
tance between stigmergy agents is critical to obtain stigmergy
learning gain. Accordingly, the importance of the regulation
is verified in two different stigmergic scenarios.
The remainder of this paper is organized as follows. In
Section II, new discoveries on astrocytes in regulating synaptic
transmission will be introduced and the existence of general
stigmergy in the brain will be explored. In Section III, three
important phases within the interaction between synapses
will be described. The interaction is referred to set up the
stigmergic system model and learning algorithm. In Section IV,
the simulations on the performance of the proposed stigmergy
learning are carried out in two different stigmergic scenarios,
in order to verify its effectiveness and advantages. Finally, we
conclude this paper with a summary.
II. STIGMERGY IN THE BRAIN
In CNS, general stigmergy can be mapped into the inter-
action between synapses, which is mainly mediated by Ca2+
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within astrocytes. As important medium carriers, astrocytes are
coupled together by the gap-junction to comprise a nervous
regulation.
A. Glial Cells in CNS
In the process of nerve conduction, action potentials repre-
sented by the purple dotted arrow in Fig. 1 are conducted
along the axon to the pre-synaptic terminal. Then a large
quantity of neurotransmitters will be released into synaptic
cleft through exocytosis. These molecules will diffuse and
bind with various receptors on the surface of post-synaptic
terminal. Besides, they can also diffuse and bind with receptors
of surrounding glial cells, which will release neuromodulators
in return [10]. In essential, there are three types of glial cells
in CNS: microglia, oligodendrocytes, and astrocytes [11].
Microglia, as illustrated in Fig. 1, are macrophages in CNS.
Their key roles are immune surveillance as well as responding
to infections or other pathological states such as neurological
diseases or injury [12] [13]. For the synaptic activity, microglia
play the role of supervision and protection.
Oligodendrocytes can contribute to the plasticity of nervous
systems in the process of nerve conduction. An action potential
needs to spend a certain amount of time reaching the pre-
synaptic terminal. Many factors affect the conduction velocity,
such as the thickness of myelin sheath, the axon diameter and
the spacing and width of the Ranvier nodes [14]. Increasing
the thickness of myelin sheath can significantly improve the
velocity, which helps to form the saltatory conduction. In this
way, high-speed nerve pulses jump along the axon towards the
pre-synaptic terminal, leading to a faster conduction. Oligo-
dendrocytes play a critical role in this process because they
can regulate the production of lecithin, which is an important
substance for the compound of myelin [15], as illustrated in
Fig. 1. In this sense, the process of nerve conduction can be
seen as the adjustment of the arrival time of different nerve
pulses, which can be achieved by continuously changing the
thickness of myelin sheath on each axon branch.
Astrocytes are enriched with various receptors on the sur-
face in order to support the implementation of different func-
tions [16]. The phenomenon that the synaptic terminals as well
as the cleft are wrapped by surrounding astrocytes gives rise
to the structure of tripartite synapse [17], which is illustrated
with details in Fig. 1. In Fig. 1, the pre- and post-synaptic
terminals are represented by the blue parts. The branch
microdomain within astrocytes is represented by the yellow
part. The transient calcium elevation in the microdomain may
result from the binding with glutamate (Glu) which is released
from the pre-synaptic terminal or the propagation of calcium
waves from other microdomains. There is a large number of
biochemical interactions between astrocytes and synapses, and
various neuromodulators will be released from astrocytes due
to the transient calcium elevation. These neuromodulators can
act on purinergic A2A (or A1) receptors on the pre-synaptic
terminal to reduce (or increase) the number of exocytosis.
Besides, Ca2+ with high concentration can diffuse to the
other microdomains in the manner of calcium waves within
astrocytes [18]. In this way, synapses wrapped by different
branch microdomains can interact with each other while the
propagation of calcium waves has constituted the main method
of communications.
B. Regulation with Two Different Types
When an action potential reaches the pre-synaptic terminal,
a large quantity of Glu will be released into the synaptic
cleft. These molecules will diffuse and act on metabotropic
glutamate receptors (mGluRs) which are located at adjacent
branch microdomains, evoking the production of a fix amount
of IP3 [19]. This process is schematically illustrated in the
upper part of Fig. 2. The concentration of IP3 within astro-
cytes is believed as the key factor to evoke the elevation of
intracellular calcium [9]. Moreover, as shown in Fig. 2, IP3 is
considered as the second messenger to trigger the release of
Ca2+ from endoplasmic reticulum (ER). ER can be considered
as a reservoir with higher concentration of Ca2+ than that in
cytosol.
A basic model in [20] has been used to describe the
dynamics of Ca2+ in cytosol due to the binding of IP3 with
IP3 receptors (IP3Rs) in ER. There are three flows which are
shown in the ER area in Fig. 2. JLeak represents the leakage-
flux of Ca2+ from ER into cytosol which is directly propor-
tional to the concentration gradient of Ca2+ between ER and
cytosol. JPump represents the pump-flux from cytosol into ER
which needs to consume energy to maintain a concentration
gradient. JChannel represents the channel-flux from ER into
cytosol which is generated due to the binding of IP3 with
IP3Rs. The elevated concentration of Ca2+ in cytosol will
further increase the open probability of IP3Rs and ryanodine
receptors (RyRs) [21], comprising of the mechanism known
as Calcium-Induced Calcium-Release (CICR). Nevertheless,
excessive concentration of Ca2+ in cytosol will bring down
the open probability of IP3Rs and RyRs, and the pump-
flux JPump will become the main factor until a concentration
gradient is re-established.
Calcium waves can propagate between astrocytes to incur
calcium oscillations [22]. There are many studies trying to
describe and model the properties of the gap-junction between
various astrocytes [23], as illustrated in Fig. 2. A large
number of observations indicate that the gap-junction between
astrocytes has a smaller conductance for Ca2+, but a larger
one for IP3 [24]. Therefore, the above-mentioned IP3 is the
main factor to promote the propagation of calcium waves
between astrocytes. Besides, the activation of phospholipase
Cδ is also required for the propagation of calcium waves [24].
An intuitive map of the transient calcium elevation resulting
from IP3 in or between astrocytes is generalized in Fig. 2.
On the other hand, neuroscience experiments have ex-
pressed different characteristics of Ca2+ between soma and
microdomains. Typically, calcium elevations occurring in the
microdomains are much more frequent and transient than
those in the soma [25]. Researchers in [26] indicated that
there should be Transient Receptor Potential Ankyrin type 1
(TRPA1) or receptor-gated Ca2+-permeable ions channels in
the astrocyte membrane, through which Ca2+ could flux into
the cell from the extracellular matrix. Recent studies indicate
Fig. 1. An intuitive diagram of the tripartite synapse.
Fig. 2. The transient calcium elevation resulting from IP3.
that there are actually two different types of regulations within
astrocytes [27]. The short-range regulation in response to low-
intensity stimulus is induced by rapid and short-term calcium
elevations. The long-range regulation in response to high-
intensity stimulus is induced by slow and long-term calcium
elevations. The former provides the regulation within the scale
of several synapses locally, and Ca2+ influx through the
receptor-gated ions channels can be the main factor. The latter
provides the regulation among different astrocytes with the
propagation of calcium waves through the gap-junction, and
IP3 can be the main factor. In this paper, we focus our attention
on the short-range regulation.
C. Astrocytes as Regulation Networks
Astrocytes occupy a fundamental position in the synap-
tic activity. It is suggested that the efficiency of synaptic
transmission through the pre-synaptic terminal will be greatly
decreased without the calcium signal [10]. The microdomain
with elevated calcium will generate an effect for the wrapped
synapse. Many researchers tried to decode the calcium signal
[28] [19]. Receptors on the membrane of post-synaptic termi-
nal have low affinity. But the interaction between synapses and
astrocytes is granted by receptors with high affinity and slow
TABLE I
THE MAIN SYMBOLS AND ACRONYMS.
Acronym Description
CNS Central Nervous System
Glu Glutamate
IP3 Inositol-1,4,5-triphospate
ER Endoplasmic Reticulum
IP3Rs Inositol-1,4,5-triphospate receptors
RyRs Ryanodine receptors
CICR Calcium Induced Calcium Release
mGluRs Metabotropic glutamate receptors
AMPA α-Amino-3-hydroxy-5methy1-4-isoxazolepropionic acid
NMDA N-methil-D-aspartic acid
TRPA1 Transient Receptor Potential Ankyrin type 1
SOM Self-Organizing Mapping
desensitization. It means that the influence from synapses and
astrocytes will not disappear immediately.
In general, the arriving time of consequent action potentials
at a certain synapse can be regarded as a discrete-time pulse
sequence. Each of them can change the synaptic state into
excitatory or inhibitory. The synaptic state change will gen-
erate calcium elevations in surrounding microdomains which
will provide feedback in return. The synapse will gradually
recover to its original state until the arrival of the next
action potential. In this situation, the duration of the elevation
depends on the length of the arriving time interval, and a
shorter one will produce a longer duration. Therefore, the
level of synaptic activities can be measured by the level of
calcium elevations. Researchers in [8] found that increasing
the level of synaptic activities would lead Ca2+ diffusing into
the adjacent microdomains, and a persistent high level would
eventually make Ca2+ be full of the whole astrocyte, which
is depicted in Fig. 3. In Fig. 3, (a) represents the response of
astrocytes under low intensity stimulus. The red solid arrow
represents the diffusion direction of Ca2+ while the black
dotted arrow represents the feedback effect. Fig. 3 (b) is the
intermediate result of increasing the intensity of stimulus. Fig.
3 (c) shows the final diffusion effect caused from a synapse
which is stimulated by consequent action potentials.
Fig. 3. Different levels of calcium elevations caused by different levels of
synaptic activities.
Many low levels of calcium elevations, which can generate
the above-mentioned short-range regulations within the scale
of several synapses, can jointly comprise a large state change
which can be detected in the whole astrocyte. Furthermore,
these calcium elevations form a Ca2+ concentration map
within astrocytes. This consideration brings about the con-
cept that astrocytes can act as an encoder to encode the
temporal properties of synaptic activities into spatial patterns.
Meanwhile, astrocytes can be regarded as a spatial regulation
network, in which the activity of a synapse can influence the
states of other synapses not only in the adjacent area, but
also in the distant regions with the help of calcium waves.
As described in Fig. 4, this regulation network can provide
a cross regulation for nervous system. Different from the
nerve conduction, synapses by means of the spatial regulation
network of astrocytes can activate other neighbor neurons
between which there is no direct connection.
Fig. 4. A cross regulation provided by astrocytes for nervous system.
D. Stigmergy in the Brain
In the hippocampal stratum radiatum, the detailed 3D re-
construction work shows that 80% synapses are coupled with
the branch microdomains, and astrocytes almost completely
wrap synapses which are rich in docked vesicles [29]. A
large number of synapses with certain functions are coupled
together through astrocytes to form a potentially collaborative
nervous system. Calcium waves comprise the main method
of communications between synapses which are not directly
connected. Accordingly, general stigmergy can be mapped into
the mechanism of cooperative interaction between synapses.
In the brain’s nervous system, various synapses can be re-
garded as different stigmergy agents, and a map of Ca2+ con-
centration within astrocytes can be regarded as the medium.
Action potentials can change the synaptic state into excitatory
or inhibitory, which will generate different levels of calcium
elevations in the corresponding microdomains. This process
can be regarded as leaving traces in the medium as in general
stigmergy. With the help of Ca2+ and IP3, calcium waves can
expand its influence throughout astrocytes. The superposition
of different calcium elevations is linear, thus the effect of
local traces can be integrated to adjust the whole stigmergic
environment. An illustrative comparison between general stig-
mergy and the mechanism of stigmergic interactions between
synapses and astrocytes is illustrated in Fig. 5.
Fig. 5. A comparison between general stigmergy and the mechanism of
stigmergic interactions between synapses and astrocytes.
Astrocytes can be regarded as significant medium carriers,
which maintain the map of Ca2+ concentration. Astrocytes can
also provide the regulation for the involved synapses, whose
implementation benefits from a large number of receptors with
different types between synapses and astrocytes. This effect
can be regarded as the condition provided by the medium
for stigmergy agents. Besides, the concentration of Ca2+ in
astrocytes will decay with time, which comprises a negative
feedback loop and provides stability for the nervous system
with controlled cycles. Because of a limited range of influence,
only regulations reflecting the right condition of the nervous
system will superpose and have a longer duration. Through this
kind of stigmergic process, astrocytes integrate the calcium
elevations generated by different synapses and provide cross-
regulation for various individual synapses in the nervous
system.
III. STIGMERGY LEARNING MECHANISM AND MODEL
Based on the aforementioned analyses, the interaction pro-
cess within the scale of several synapses, which are not
directly connected, can be modeled. The implementation of
their interactions, which is regarded as the short-range regu-
lation, mainly relies on the propagation of Ca2+ throughout
astrocytes. Hereinafter, we divide this process into three phases
which are described in Fig. 6.
The first phase which represents the generation of cal-
cium elevation resulting from the activated synapse in the
microdomain is indicated by I in Fig. 6. At first, the release
of Glu due to the arriving of an action potential is modeled
by [30]:
[TNeur] =
Tmax
1 + exp(−Vd−VbaseKN )
(1)
Fig. 6. Three phases included in the interaction between synapses. They are
respectively numbered by I, II and III.
where [TNeur] is the concentration of Glu in synaptic cleft, and
Tmax represents its maximum. Vd is the voltage of dendrite in
the Pinsky-Rinzel model [31]. Vbase and KN are parameters
used to modify the sigmoid function curve. Then Glu will
diffuse and act on receptors on the membrane of branch
microdomain to increase the concentration of Ca2+:
d[Ca2+]
dt
=
vCa ∗ [TNeur]n
knCa + [TNeur]
n
− 1
τCa
([Ca2+]− [Ca2+]∗) (2)
where vCa and kCa are regulating parameters. n is an adjusting
factor. τCa is a decay constant. [Ca2+]∗ represents the concen-
tration of Ca2+ at equilibrium in cytosol. The first item in the
equation expresses the increment of Ca2+ concentration in the
microdomain. The second item indicates that the concentration
also decreases with time because of the concentration gradient
of Ca2+ between cytosol and the extracellular matrix.
The second phase which considers the passive diffusion of
Ca2+ from one microdomain to others is indicated by II in
Fig. 6. The passive diffusion of Ca2+ can be calculated by
the Telegraph Equation [32]:
τd
∂2c(x, t)
∂t2
+
∂c(x, t)
∂t
= D∇2c(x, t) + b(x0, t) (3)
where τd is the relaxation factor accounting for a finite propa-
gation speed. c(x, t) is the concentration of Ca2+ at location x
and time t. D is the diffusion coefficient. Furthermore, b(x0, t)
representing the change rate of concentration at the initial point
is given by [33]:
b(x0, t) =
dc(x0, t)
dt
(4)
The third phase which considers the regulation provided by
astrocytes with elevated calcium for synapses is indicated by
III in Fig. 6. The relationship between the concentration of
Ca2+ in the corresponding microdomain and the amplitude
of slow inward currents in the pre-synaptic terminal has been
used to describe the regulation [19]:
Icurrent = kIΘ(ln y) ln y
y = [Ca2+]− Ith
(5)
With regard to Eq. (5), there is a threshold value Ith for the
concentration of Ca2+ before providing a regulation for the
pre-synaptic terminal. kI is a scale factor. Θ represents the
Heaviside function. A natural logarithmic function is used
to describe the strength of regulation, which will generate
an effect until the concentration of Ca2+ is below a certain
threshold. Therefore, this function determines a scope for the
propagation of calcium waves.
Fig. 7. The strength of synaptic interaction at different distances.
We can further integrate the above three phases together
to describe the strength of synaptic interaction at different
distances, which is represented by the Diffusion curve in Fig.
7. In Fig. 7, the Diffusion curve has been normalized to match
the degree of the Gaussian function. Compared with the Gaus-
sian function which is widely used as neighborhood function
in Self-Organizing Mapping (SOM) of neural networks, the
Diffusion curve has a similar downward trend. Regardless of
the initial stimulus intensity, synapses with larger distances
will have smaller amplitude of responses through the Diffusion
process. We will take advantage of this relationship between
synapses to coordinate the behaviours of stigmergy agents.
More specifically, rooted in the above three interactive
phases, a stigmergic learning mechanism is proposed and
illustrated in Fig. 8, in which the communications between
different stigmergy agents (i.e. synapses) represented by dif-
ferent colors are indirect. When getting a stimulus input,
a stigmergy agent will leave traces (i.e. calcium elevation)
which is expressed by the red solid arrow in the outside
environmental medium to affect the state of other agents.
As illustrated in Fig. 8, the amplitude of response for the
interactive influence indicated by the blue dotted arrow is
determined by the inter-synapse distance x between stigmergy
agents as well as the intensity of initial stimulus s. In the
nervous system, the intensity of initial stimulus is consistent
with the level of synaptic activity while the synaptic distance
is determined by the distance between the coupled branch
microdomains within astrocytes.
Environmental enrichment, which is the stimulation of the
brain by its physical and social surroundings, is known to in-
Fig. 8. The stigmergic learning mechanism.
duce the increases in synaptic and spine densities. Researchers
in [34] found that great changes would present in astrocytic
morphology and a large number of branch microdomains
would appear in this process. Astrocytes by virtue of these
emerging microdomains can coordinate synaptic activities
and change the amplitude of responses between these neu-
rons. Therefore, the inter-synapse distance adaptation between
stigmergy agents in the stigmergic learning mechanism can
be leveraged and well-regulated to support mutual efficient
collaboration.
Furthermore, a multi-agent cooperation approach is consid-
ered to take advantage of the regulation of inter-synapse dis-
tance between stigmergy agents to obtain stigmergic learning
gain. Within this approach, stigmergy agents are continuously
selected out for certain tasks in each turn until their common
object requirements are reached. In particular, we leverage and
modify the strategy proposed in [35] in each selection round:
pi,j(t) =
snj (t)
snj (t) + αθ
n
i,j(t) + βϕ
n
i,j(t)
(6)
pi,j(t) =
snj (t)
snj (t) + αθ
n
i,j(t) ∗ βϕni,j(t)
(7)
where pi,j(t) is the probability of ith stigmergy agent being
selected for jth task. sj(t) is the emergency degree of jth
task. α, β and n are adjusting factors. θi,j(t) is the state
value of ith agent for jth task. ϕi,j(t) is a heuristic factor.
Comparing with Eq. (6), in the modified strategy Eq. (7), “+”
has been changed into “∗” in order to remove the asynchronous
variation which will cause the jitter at steady state. After each
action, the update process of sj(t) is modified as:
Rj(t) = Rj(t− 1) +
∑
m∈Sj(t−1)
rm,j(t) (8)
sj(t) = Rj(t)/Tj (9)
where rm,j(t) is the reward that mth agent obtains in jth
task at time t from the outside environmental medium. Rj(t)
is the sum of all rewards at time t. Tj is the expected object
requirement for task j. Sj(t−1) is the set of stigmergy agents
which participate in jth task at time t−1. As more stigmergy
agents participate in this task, sj(t) will get bigger (approach
to 1) and thus provide a stimulated collaboration with higher
intensity.
The state value of different stigmergy agents for the same
task can be different in Eq. (7). After taking an action,
this state value will be updated according to the following
equations:
θi,j(t) = θi,j(t− 1) + ∆θi,j(t− 1) (10)
∆θi,j(t− 1) = ρ1 ∗ ( 1|Sj(t− 1)|
∑
m∈Sj(t−1)
rm,j − ri,j) (11)
where ρ1 is a scale factor. ∆θi,j(t − 1) can be positive
or negative, which corresponds to a low or high reward
respectively. According to the proposed stigmergic learning
mechanism, the state change of a stigmergy agent will expand
its influence to affect the state of other agents. Therefore, the
state value should be further updated by:
θi,j(t) = θi,j(t) + ∆θi,j(t) (12)
∆θi,j(t) =
∑
k∈pii(t−1)
D(dk,i(t− 1)) ∗∆θk,j(t− 1) ∗ ρ2 (13)
where ρ2 is a scale factor. pii(t−1) = {Xk|k 6= i, dk,i(t−1) <
dth}. dk,i(t − 1) is the inter-synapse distance between kth
and ith agent at time t − 1. dth is a threshold value for the
inter-synapse distance. D(·) represents the interaction process
which includes the above-mentioned three phases. Here we use
∆θk,j(t − 1) to represent the intensity of stimulus provided
by kth agent for ith agent, which will be discounted by their
synaptic distance. The distance between stigmergy agents,
which describes the strength of synaptic interaction, can be
regulated according to the feedback. Accordingly, we further
put forward the following scheme to regulate the distance after
each action:
dk,i(t) =
{
dk,i(t− 1)− factor, if φ > 0
dk,i(t− 1) + factor, otherwise (14)
φ = ∆θi,j(t) ∗∆θk,j(t− 1) (15)
where factor is a constant. To some extent, the distance be-
tween stigmergy agents also represents the similarity of these
agents participating in the same task. Therefore, the strength
of interactions will be larger if the similarity between two
stigmergy agents is higher. The regulation of inter-synapse dis-
tance can adjust the strength of synaptic interactions between
stigmergy agents and thus bring the systematic stigmergy
learning gain.
IV. NUMERICAL SIMULATION AND RESULTS
In order to verify the effectiveness and advantages of the
proposed stigmergy learning model, a number of numerical
simulations with different kinds of tasks have been carried
out.
A. The Stigmergy Learning Gain
In the first simulation, there is only one task to be finished.
During the initialization, the distance between various neural
agents is set as the median value in the range, which can
represent the similarity of these agents participating in this
task. The same method is also applied to the setting of the state
value. A random reward is assigned to each neural agent which
will not be changed during the whole simulation process.
Several neural agents are allowed to take an action together as
a batch. There is a fixed cost for each action which is the same
for all agent individuals. Besides, an ability value is randomly
assigned to each neural agent indicating the number of actions
it can still take, which is also utilized as the heuristic factor in
Eq. (7) and normalized to match the degree of the state value.
In each turn, several neural agents are selected out according
to the selection probability (Eq. (7)) as a batch to participate
in the target task until the overall reward is above the object
requirement. After each turn, a feedback is returned, which
equals to the sum of all rewards of neural agents that are
selected out in last turn. This feedback is used to regulate the
distance between neural agents. The target of the simulation
is to satisfy the object requirement with the maximum utility
value (reward/cost). The main parameters within the simula-
tion are shown in Table II.
TABLE II
THE MAIN PARAMETERS.
Item Description
Agent number 30
Object requirement 1100
Batch size 5
Agent reward [1, 10]
Agent ability [50, 120]
Cost 10
α 2
β 2
n 2
ρ1 0.001
ρ2 1
factor 0.5
According to the selection probability, neural agents with
higher rewards are assumed to have smaller state values and
thus more likely to be selected. These neural agents will
shorten the distance between those agents with the same higher
rewards to form a cluster. Based on the proposed stigmergy
learning model (Eq. (7) - (15)), aiming at forming a spatial
neural cluster, the task is repeatedly carried out for 500 times
to regulate the distance between neural agents. The state value
and the average distance of neural agents are given in Fig. 9. In
Fig. 9, neural agents are arranged in descending order accord-
ing to the state values. Similarly, the average distance which
represents the average distance value of a neural agent from
all the other agents is arranged according to the corresponding
order. It can be observed that the neural agents with lower
state values will have smaller average distances. Therefore,
a neural cluster can be automatically formed by agents with
higher rewards. Members in the neural cluster have smaller
distances than the others, whose stimulus resulting from the
state change can thus be more easily responded.
Fig. 9. The state value and the average distance of neural agents.
The obtained neural cluster can be used to generate the
stigmergy learning gain. We have compared the utility value
of each batch with that in general stigmergy, in which the
distance adjustment between stigmergic agents as well as the
formation of the neural cluster are not taken into account.
The comparison results are provided in Fig. 10. In Fig. 10,
the curve without distance adjustment represents the utility
value of the traditional stigmergy mechanism while the curves
with distance adjustment represent the utility values of the
proposed stigmergy learning model. m in Fig. 10 represents
the maximum of ∆θi,j(t) while n represents the maximum
of ∆θi,j(t). Because of the limitation of the ability value, the
last few rounds in each scheme have to adopt neural agents
with lower rewards, which cause the decline of each curve
in the end. With the existence of the regulated distance, the
task is started with higher efficiency and completed earlier.
Accordingly, neural agents with higher rewards are more easily
selected in the task and further activate those with the same
higher rewards because of the neural clustering merit. There-
fore, as a key in the proposed stigmergy learning model, the
Fig. 10. The system gain provided by the regulated distance between neural
agents.
regulation of distance between various neural agents through
spatial clustering can bring expected gain for the learning
system.
B. The Impact of Distance Regulation
Different from the first simulation, the aim of the second
simulation is to test if we can adjust current states of neural
agents to converge to the target pattern (e.g. a target picture of
Arabic numerals). The selection of neural agents is different
with that in the first simulation, namely, 120 agents are
randomly selected out to form a neural group in each turn.
The current state of each neural agent is redefined by:
yj = Θ(
∑
j 6=i
vi ∗D(di,j)− base) (16)
where base is a constant. Θ represents the Heaviside function.
vi represents the input of ith agent. yj represents the output
of jth agent. yj = 1 means that the current state of jth agent
is excitatory while yj = 0 means that the current state of
jth agent is inhibitory. Self-feedback is not considered here.
The relationship between neural agents is illustrated in Fig.
11 (a), in which distances between neural agents are directed.
Regardless of the initial input, according to Eq. (16), the
current state of a neural agent is determined by the distance
from the other agents.
Fig. 11. The relationship between neural agents.
In each turn, all neural agents will be given a unit input to
determine the current states of neural agents in the group.
These states can be further used to calculate the feedback
which equals to the sum of all rewards of neural agents in the
group. The reward for each state of neural agent is provided in
Table III. In Table III, the value of a pixel refers to the binary
value in the original picture. The size of the original picture
is 28× 28, in which each pixel is represented by the state of
a neural agent in the corresponding location.
According to the selection method, different neural groups
that may contain the same members are selected out in
different turns. Neural agents in each group will regulate the
distance to adjust their current states according to the corre-
sponding feedback. Concretely, as shown in Fig. 11 (b), we
compare the feedback of two neural groups in two continuous
turns and change the distance between any two members in
different neural groups according to the result. The distance
TABLE III
THE REWARD FOR EACH STATE.
state pixel reward
1 1 0
1 0 -1
0 1 +1
0 0 0
from neural agents in the group with larger feedback to the
others in the group with smaller one will increase a constant in
each turn. As mentioned before, the distance between neural
agents describes the strength of interactions between them and
a shorter distance indicates a higher strength. In this way,
neural agents which should be excitatory for the target pattern
will get shorter distances and be more easily activated.
Fig. 12. The learning process of the sitgmergy learning system.
The relevant simulation results are shown in Fig. 12. n is the
number of learning iterations. d represents the corresponding
average distance from the others to the neural agent which
should be excitatory at each iteration step. Each picture in
Fig. 12 describes the current states of all neural agents during
the learning process. White points in each picture indicate
Fig. 13. The utility value during the stigmergy learning process.
that neural agents at those locations are excitatory while
black points indicate that neural agents at those locations
are inhibitory. As the number of iterations increases, the
learning system gradually converges to the clear target pattern
of number 4 or 8. At the same time, the average distance
d decreases gradually, indicating that the average amplitude
of response of these neural agents increases gradually. After
n = 2400, the learning system starts to change its regulation
and to express another target pattern of number 8. As before,
the sitgmergy learning system finally learns the target pattern
of number 8 after 7000 iterations. Fig. 13 shows the similarity
between the original target picture and the one formed by the
learning system during the whole process.
The above results have proved that the proposed stigmergy
learning system can be adjusted to learn the target patterns,
which is accomplished by activating the relevant sets of neural
agents. Regardless of the initial stimulus, the activation of a
neural agent is determined by the distance to other neuron
individuals. Note that the distance represents the strength of in-
teractions between neural agents which will be activated more
easily with shorter distances from the others. In summary, the
regulation of inter-synapse distance plays an important role
for the cooperation of neural agents in the stigmergy learning
mechanism.
V. CONCLUSIONS
Stigmergy phenomena are widely discovered in natural
colonies and perform well through the way of collective
collaboration. Inspired by the new discoveries on astrocytes
in synaptic transmission, we have explored and mapped stig-
mergy in the regulation of synaptic activities in the brain. In
particular, the interaction between neural agents (synapses) is
divided into three important phases and a stigmergic learning
system model has been put forward. We have found that
the regulation of distance between neural agents plays an
important role in the proposed model. The well-regulated
distance between neural agents can bring gain for the system
and help to learn the target patterns. Its importance has been
verified in two different simulations. Please note that the
interaction between synapses within a certain range has been
regarded as the short-range regulation. But for the long-range
regulation, the participation of IP3 must be taken into account,
which will be our future research direction.
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