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Abstract. Police officers when dealing with interviewing children have to 
cope with a complex set of emotions from a vulnerable witness. Triggers for rec-
ognising those emotions and how to build rapport are often the basis of learning 
exercises.  However, current training pulls together the full complexity of emo-
tions during role-playing which can be over-whelming and reduce appropriate 
learning focus.  Interestingly a serious game’s interface can provide valuable 
training not because it represents full complex, multimedia interactions but be-
cause it can restrict emotional complexity and increase focus during the interac-
tions on key factors for emotional recognition.  The focus of this paper is to report 
on a specific aspect that was explored during the development of a serious game 
that aims to address the current police-training needs of child interviewing tech-
niques, where the recognition of emotions plays an important role in understand-
ing how to build rapport with children. The review of literature reveals that emo-
tion recognition, through facial expressions, can contribute significantly to the 
perceived quality of communication.  For this study an ‘emotions map’ was cre-
ated and tested by 41 participants to be used in the development of a targeted 
interface design to support the different levels of emotion recognition.  The emo-
tions identified were validated with a 70% agreement across experts and non-
experts highlighting the innate role of emotion recognition.  A discussion is made 
around the role of emotions and game-based systems to support their identifica-
tion for work-based training. As part of the graphical development of the Child 
Interview Stimulator (CIS) we examined different levels of emotional recogni-
tion that can be used to support the in-game graphical representation of a child’s 
response during a police interview. 
Keywords: Facial expressions · serious games · police interviewing · emotion 
recognition  
1 Introduction 
Interviewing vulnerable children and using them as witnesses is a difficult and some-
times challenging issue, especially for new recruits and early career front line police, 
who may have limited training and real-life experience of interacting with children.  
Past research within child interviewing has often focused on the controversy around 
suggestibility and reliability of a child’s statement, their vulnerability in the judicial 
setting, and a child’s perception of the police as an authority figure [1,2,3]. To support 
police practice in this field there are important ‘Achieving Best Practice’ (ABP) guide-
lines provided on how to safeguard children’s welfare whilst facilitating the collection 
of high quality evidence [4,5]. However, all too often police do not adhere to these 
guidelines when conducting interviews with children [6]. One of the key barriers pre-
venting the adoption of these guidelines is the training of front line police officers, 
making it difficult for them to develop the necessary skills that can assist them when 
faced with interviewing a child. In the recent 2015 HMIC report entitled ‘In Harm’s 
Way’, the specialist training of police in the area of child interviewing skills (especially 
when taking first statements), was considered ineffective with a reliance on simplistic 
online training [7]. This has resulted in a police problem with disengagement and sim-
plistic understanding by the police of child interviewing techniques and processes.  
This paper documents research into the use of Game-Based Learning (GBL) to sup-
port police training and engagement to develop a deeper understanding in child inter-
view training.  This is sought through the use of a serious game to focus on specific 
learning aspects (e.g., rapport and emotional recognition), to support and enhance po-
lice tacit experiential knowledge. The result is a serious game, Child Interview Simu-
lator (CIS), which can assist front-line police officers in developing a deeper under-
standing of effective practices and provides a more engaging mode of the training of 
early career police officers when they interact with a child. The particular focus of this 
paper is to research how emotional recognition can be used to support the training 
within rapport building when police officers interact with a child during an interview.  
2 Challenges of Child Interviewing 
Child interviewing research evidence suggests that child statements should be taken 
as early as possible after the alleged offence.  Interviewers should encourage children 
to disclose as much information as possible by using open-ended prompts (e.g., ‘Tell 
me what happened’), as opposed to focused (yes/no) questions [8,9]. Children are capa-
ble of providing accurate information about their experiences, but the quality of com-
munication and the types of retrieval methods used need to be carefully considered [10].  
Far too often child witnesses are not interviewed by police as their abilities at remem-
bering the events are considered poor. Research has identified various techniques, such 
as revisiting the context in which the event occurred, or children drawing during inter-
views to enhance free-recall while avoiding feelings of risk and error [10]. Paine et al. 
[11] identified that the mode of interaction with children that includes visual prompts 
can positively impact upon the success of these interviews. Unfortunately, these find-
ings have not effectively been passed through into police practice. Research has re-
vealed that more often suggestive utterances and focused questions were used as a 
means to obtain accurate information due to limited time and lack of effective training 
[9],[12].  
In policing, practice communication with children can be difficult for police officers, 
especially for those unfamiliar with dealing with children. Tactic police practices have 
identified that one of the essential elements in a successful interview is the ability to 
build good rapport. The onus is for the front line police officer (who arrives first at the 
scene), to establish good rapport quickly.  This can be very challenging, especially 
when time maybe limited and there are often other witnesses and distractions to deal 
with.  Furthermore, police officers also have to judge the child’s cognitive and language 
abilities, along with assessing their emotional state [3].  As a result, during initial contact 
police officers often do not allow appropriate time that is needed for rapport building, 
and so fail to gain good quality statements from a child.   
Both academic research and tacit police knowledge have identified the important 
need for effective training in how to take the first statement from a child, especially for 
front-line early career police officers. Training of new recruit police officers within the 
UK combines an intense initial tutor-lead phase, followed by a 2-year community-based 
probationary period. Although new recruit police officers are given some training in 
child-interview procedures there is little time to practice these skills, and the online-
training courses are limited and deemed inadequate to develop these skills. It is not until 
police officers have been practicing for a number of years that they may be selected to 
attend an intensive 2-3week child interviewing training course that largely consists of 
role-play. Practice-based learning and training aim to replicate real world interactions 
to enable a transfer of understanding from the learning activity to real world experi-
ences.  For example, inquiry learning suggests learning through doing [13, 14].  Prob-
lem-based learning highlights the value of real world problems as a focus for testing 
learning [15].  Role playing provides a valuable approach to learning through enacting 
experiences [16]. However, recent findings have identified that often the complexity of 
real world interactions can distract and reduce the effectiveness of realistic approaches 
to learning and training [17]. The aim of the CIS serious game is to focus the learners 
on specific tacit skills that can support them during their 2-year probationary period, 
prior to attending a more specialist child interviewing course.   
3 Representation of Emotions in Games 
3.1 Categorizing Emotions 
Children, whilst vulnerable have been recognized by the police internationally as 
witnesses to crime who should not be undervalued and ignored. The ability to assess a 
child’s emotional state during a police interview would be a huge advantage for the 
interviewer, as they can adapt the interview technique in order to build rapport and aid 
communication. There are many cues of nonverbal behavior that are used to assist com-
munication. Recognizing and responding to non-verbal behavior is central to building 
rapport and achieving a successful interview. Communication usually consists of a mix 
between verbal communication and several types of nonverbal behaviors, such as ges-
tures, body language, tone of voice and facial expression. Sometimes the verbal and 
nonverbal language conflict with each other, which often results in the nonverbal cues 
being perceived as being more authentic than the verbal, as these are harder to control 
[18]. Nonverbal information has been termed as ‘leaky’ clues, as they can reveal the 
true feelings or intensions of the speaker [19]. Therefore, it is important for an inter-
viewer to be able to pick up and recognize the nonverbal cues, as this provides insights 
in the emotional state of an interviewee, and can have big implications that can either 
have a positive or negative impact as to how well an interview may progress. While 
technology cannot replicate the full complexity of human interactions, we argue that 
this maybe an advantage for training purposes. By restricting these cues during police 
training we could increase the potential for more effective cognition and internalizing 
of these tacit interviewing behaviors.  Furthermore, by restricting and simplifying the 
cues it could be argued that this may increase awareness of these factors by those being 
trained. The face, in particular, allows us to express in visual form our feelings and 
emotions, and plays an invaluable role in social interactions and communications [20]. 
For example, facial cues have been argued as the most important behavior to focus 
research on when developing rapport for those with Asperger’s syndrome who have 
problems recognizing emotions [21].   
Facial expressions are the most obvious emotional indicators providing initial indi-
cations of how a person is feeling at any given time. The visual nature of emotional 
expressions makes it a very good method for incorporating nonverbal clues into a game 
design. The study of emotions has been of great interest to various scientific fields, 
ranging from psychology and neuroscience, to machine learning and computer vision.  
Emotions have been widely viewed in psychology as categorical, in that there are cer-
tain basic emotions that is governed by individual neural networks [22]. Past researchers 
have suggested different lists of basic emotions, with Ekman & Friesen [23] being in 
the forefront in the measuring and validation of facial expression.  Their theory is based 
on the premise that emotional expressions are formed by changes in different facial 
muscle actions that create emotional patterns that can be recognized as different emo-
tions. Many of these patterns of muscle movements within the face have been coded by 
Ekman & Friesen [23] to form the basis for the Facial Action Coding System (FACS). 
A database of over 200 facial images of different expressions were created [24], by 
breaking expressions down into Action Units (AC). Since then, FACS has become one 
of the most widely used and validated method of measuring, analyzing and describing 
facial behavior. In a recent paper by Ekman [25], a survey of experts in emotion related 
research was conducted to identify the most salient emotions.  There was a very high 
agreement (75-90%) that the top most recognizable emotions were anger, fear, sadness, 
happiness and disgust. Less salient emotions found were shame, surprise and embar-
rassment (40-50%), followed by guilt, contempt, love, pain, envy and compassion, be-
ing less recognizable. This is reflected in further literature, where the primary 6 emo-
tions (with the addition of surprise) are identified as being the most recognizable, while 
the secondary emotions (such as guilt, contempt etc.), being considered more difficult 
to define [26,27].  
In contrast, the dimensional Circumplex Model of Affect (CMA) theory [22] see emo-
tions organized on a two-dimensional level of valence and the intensity of arousal (ac-
tivation), which map emotions onto an Affective Space Model, (see Fig. 5). Different 
emotions are understood on each of these two linear dimensions, or varying degrees of 
valence or arousal. Although the CMA allows for a variety of emotions across a wide 
spectrum, it does not determine the most (or least) recognizable emotions. We argue, 
that for police interview training, using the most recognizable emotions (identified by 
Ekman & Friesen), rather than all the complexities of less salient emotions (provided 
by the CMA), is valuable for enhancing awareness of rapport. Whilst role-play training 
cannot restrict and focus on these issues, the CIS can focus on specific key emotions 
that are relevant to the game storyline, thus assisting the learner in rapport building.  
 
Fig. 1. A graphical representation of the Circumplex Model of Affect showing the horizontal 
axis (valence), and the vertical axis (arousal). 
It has been argued by facial recognition research [26] that the lack of any contextual 
information (social situation in which the emotion occurred) and any causal information 
(events that may have caused the emotion) could increase the effective emotion recog-
nition. Again whilst this may not be a true representation of reality, it does provide a 
way to focus training and increase its effectiveness. By providing an initial awareness 
of these cues for the police during training it is argued that this would allow an aware-
ness of these basic emotions before they become over-complex and harder to interpret 
with situational and emotional intensity.  For example, the intensity of the emotion has 
been identified as providing an impact on its effective identification, with some emo-
tions at full intensity (such as anger and disgust) looking very similar, thus causing 
confusion [28].   
The value for the police to enable a more focused route to training cannot be under-
estimated.  The ability to assess a child’s emotional state during the interview would 
offer a huge advantage for the police interviewer. Providing effective and engaging 
training in this area can allow the police to adapt their interview technique, to build 
rapport and aid commination, and ultimately increase their potential to solve crimes and 
bring perpetrators to justice. Enhancing the tacit skills of early police officers to identify 
the emotional states of a vulnerable witness will enable them to respond appropriately 
to their needs.  
3.2 Emotion Recognition in Games 
Emotions’ recognition is a basic social skill and is identified as the ability to recog-
nize the major group of human emotions. It is associated not only with effective peer 
relationships and social development, but also with children’s preparation for learning 
in a formal setting [29]. Emotions conveyed by facial expressions, gestures, words or 
situations contain critical information for the regulation of social interactions. Signifi-
cant research has been conducted during the last three decades within the field of seri-
ous games, in the development of systems that attempt to mimic human cognitive pro-
cesses by automatically analyzing and interpreting facial expressions. In order to ad-
dress the challenges related to this particular field of research, facial expression analysis 
has been distinguished between two main streams: facial affect analysis and facial mus-
cle motion analysis [23],[30]. Most facial expression analysis systems focus on facial 
expressions to estimate emotion related activities. In addition, many studies have intro-
duced the interpretation of real-life situations based on the correlation of multiple chan-
nels, such as both speech and facial expressions [31].  
As humans perceive a lot of emotional information through visual communication, 
several research projects have investigated the different aspects of affect recognition 
through facial characteristics [29,30], [32,33]. The majority of serious games developed 
around this scientific field mainly focus on health studies and affect recognition for 
individuals with Autism Spectrum Disorder (ASD). The use of virtual humans as a way 
to teach emotion recognition through games enables the contextualization of emotions, 
as they simulate real conversation without the actual social interaction that people with 
ASD find difficult [32]. In addition, the review of current literature on emotion recog-
nition in gaming contexts verifies the use of the widely accepted model of Ekman and 
Friesen [23] which supports the universality of facial expressions (described in previous 
section).  
In the gaming field, the development of embodied conversational agents (ECAs) and 
talking heads with a focus on accurate gaze targets have been in the center of recent 
research efforts [34,35,36]. The use of ECAs in different contexts and purposes in games 
has revealed the importance of facial expressions and non-manual facial signals in 
speech and language understanding. Consequently, avatars are required to portray at 
the same time emotion and facial non-manual signals [37]. Furthermore, there is an 
emergent need for expressive avatars that will mainly contribute to Collaborative Vir-
tual Environments (CVEs). The use of avatars as simple placeholders doesn’t contrib-
ute to the communication process and it has been proved that even a single expressive 
behavior that reflects the conversation can contribute significantly to the perceived 
quality of communication [38]. 
4 A Serious Game for UK Police Force 
The Child Interview Simulator (CIS) consists of a serious game developed to enable 
and complement current police training practices in the field of child interviewing, tar-
geting mainly new recruits. The CIS simulates a real-life situation that allows the player 
to be a police officer whose goal is to obtain a first statement from a child that has 
witnessed an alleged criminal offence, and then conduct an interview.  This serious 
game bases its structure on dialogue mode and utilizes interview types applied in pre-
vious games like “Global Conflicts: World Collections” [39].  
The game was co-developed with one UK police force with the context being in-
spired by an actual real life case that formed the backstory to the CIS. A nine-year old 
boy is walking on his way back home from school, when he witnesses a man grabbing 
a lone female from the bushes and attempting to drag her off the common pathway. As 
the woman screams, the attacker notices the child watching him and in panic, runs 
away. The gameplay is based on Experimental Learning Theory [40], which uses the 
learner’s experiences in order to facilitate learning. Following Kolb’s four stages of 
learning theory, the player learns about the incident and collects information on the 
witness through various sources (State 1: Concrete Experience), then reflects on the 
obtained information (State 2: Reflective Observation), in order to develop his/her own 
understanding (Stage 3: Abstract Conceptualization), and finally act accordingly by 
making the correct choices in gameplay (Stage 4: Active Experimentation). 
The CIS has two main parts (see Fig. 2), the first begins when the police trainee 
receives a dispatch call about the incident and visits the child at his home in order to 
take a first response statement. The second part consists of the police trainee conducting 
an interview in what is known as Achieving Best Evidence (ABE) suite. Although, in 
reality a trainee will need to have undertaken specialized child interview training to 
conduct an ABE suite interview with a child; the experience given by engaging in the 
2nd part of the CIS will allow them to experience the importance of gathering effective 
data from the first response interview, and how this may impact on the success of the 
ABE interview. 
 
Fig. 2. The Child Interview Simulator (CIS) showing the two parts broken down in episodes 
In the first part, the key episodes are the parent disclosure (episode 3) where the 
police trainee needs to obtain a statement of account from the parent, without the child 
present, and the first response interview (episode 4) where the police trainee obtains the 
first account statement of the alleged offence from the child. In the second part, the key 
episode is documenting the police interview with the child, which is captured on video 
(episode 8), and used as evidence in court, thus not requiring the child to be present 
within the judicial court procedure. In all the episodes, it is necessary for the police 
trainee to engage with the child in verbal communication (see Fig. 3.  for a snapshot of 
the dialogue interaction within episode 4). However, the hard challenge to master is the 
recognition and interpretation of the non-verbal communication cues, which are com-
plex and difficult to implement in the form of a serious game. The use of 3D was dis-
carded early in the development precisely because believable non-verbal communica-
tion would be difficult to support, and consequently 2D was adopted as a credible al-
ternative to representing the emotional state of the characters with whom the police 
trainee will engage with. To support the trainee further, a ‘Rapport bar’ was conceived 
to convey how successful the trainee is in building trust, affinity and empathy with each 
stakeholder (mother and child). The decision of making rapport visually explicit in the 
form a gauge (top left corner of Fig. 3) was due to the difficulty of capturing the non-
verbal subtleties even in 2D. 
 
 
Fig. 3. Partial snapshot of the CIS in the first response interview (episode 4) 
The CIS uses the child’s facial expression to make explicit the emotional state of the 
child, and to convey their mood which provides an indication as to how the interview 
is proceeding. For example, Fig. 4 illustrates the case when the child changed his emo-
tional state from neutral to angry because the police trainee decided to take by force the 
gaming device that the child was playing with in order to gain their attention.  
To ensure that the emotions are recognizable, a set of facial expressions were gener-
ated for the child-witness character and these were tested with different stakeholders, 
ranging from experienced police officers to interviewing experts. The initial set of 17 
facial expressions included a set of basic emotions validated by relevant literature [25], 
were used within the evaluation test.  
 
 
Fig. 4. Partial snapshot of the CIS demonstrating change of child’s emotion 
The different emotions were organized into an Emotions Map (Fig. 5) consisting of 
eight different branches of emotions. The categorization was done based on the inten-
sity of each emotional state. Consequently, the facial expressions marked in dark blue 
are the most easily recognizable by people (Level 1) and those marked in light blue are 
less easily recognizable (Level 2). Following this approach, we formed an Emotions 
Map consisting of eight pairs of emotions (ranging from more to less intense facial 
expressions) and a neutral one.
 
Fig. 5. Emotions Map 
5 Methodology and Validation Results 
In order to evaluate the emotions map created to support in-game learning, an itera-
tive evaluation process was adopted. The process consisted of two consecutive rounds 
of evaluation in May 2016, where a set of different facial expressions were tested. The 
first round was piloted using a digital evaluation method whereby an email was sent to 
participants, which resulted in a slow response rate.  So a paper-based method was 
adopted for the final evaluation method as it provided a faster response and enabled 
more control over the quality of participant completion.  
The sample of the participants that contributed to the evaluation consisted of two 
different groups of people: ‘experts’ and ‘non-experts’. The experts consisted of psy-
chologists (recruited from three different UK universities) who were experts in visual 
expression research, police experts within child interviewing (recruited from one UK 
police force), and usability experts, (recruited from one UK university). The second 
group we termed ‘non-experts’ refers to participants recruited from the general public 
(in this case university staff). The justification for recruiting expert participants was to 
improve the validation of the results gained from the general public (non-experts). A 
total of 41 participants took part in the evaluation, with a split between non-experts 
(56%) and experts (44%). Participants’ age ranged from 25-55, with a slightly higher 
female (59%) to male (31%) gender split.   .  
The same paper-based survey was employed in both iterations of the evaluation and 
it consisted of 17 different 2D graphic images depicting different types of emotional 
expressions. A predefined multiple choice format was used with the addition of an 
open-ended response, as depicted in the examples shown in Fig. 6.  Participants were 
given a paper booklet that consisted of 17 different 2D graphical representations of a 
facial expression that elicited a particular emotion that could be used within the game.  
Prior to evaluation, participants were asked to spend a few seconds looking at each face 
and select from the three choices given, which expression best matched the image. The 
aim was to illicit participants’ initial impression of each expression. They were also 
given an open-ended response that allowed participants to add any further comments. 
The results of both rounds were used for the validation, improvement and final choice 
of the set of facial expressions to be used in the game.	
 
Fig. 6. Facial Expressions Survey 
In order to extract the results of the first round of evaluation, the answers of the two 
different groups of participants were separated. In case of disagreement between the 
two groups, the experts’ choice was favored above the non-experts’ choice.   However, 
there was 70% agreement between experts and non-experts, which further validates the 
results, indicating the innate role of emotion recognition.   The result of each round was 
listed showing the approved, rejected and undefined facial expressions. As approved 
was considered an expression that either both groups agreed on for more than 50% each, 
or that only the experts agreed on for more than 50% [41]. Rejected expressions didn’t 
manage to collect the 50% of either group’s acceptance and undefined expressions col-
lected only the 50% of non-experts’ acceptance. The results of both rounds indicated 
that –in accordance to relevant literature (see Section 3.1) there is a certain group of 
facial expressions that are globally recognized by people. Based on the intensity of the 
emotional state, we observed that all facial expressions in the outer circle of the emo-
tions map (Level 1) –plus neutral emotional state, in the middle of the map- scored high 
among all participants and were approved. On the other hand, less intense facial ex-
pressions –in the inner circle of the emotions map (Level 2)- weren’t that easily identi-
fied by all the participants and some of them were marked as undefined of were even 
rejected. 
Analytically, the results of each evaluation round are presented together with the 
final results of the evaluation procedure in colour-code (green-approved, blue-unde-
fined, red-rejected), as shown in Table 1 below. 
Table 1. The Emotions Map Validation Results 
 
In detail, 11 out of the 17 facial expressions were approved by the participants, with 
the neutral expression scoring higher than all the rest. In addition, happy and scared 
also scored very high among the participants. The complete list of approved emotions 
is the following: neutral, happy, content, angry, annoyed, scared, sad, contempt, bored, 
uninterested and shameful. The facial expressions that were marked as undefined con-
sisted of 3 emotional states; fearful, discontent and surprised.  Finally, there were 3 
emotions rejected by both groups of participants: awed, indifferent and contrite.  
6 Conclusions 
This paper reports on the development of the CIS serious game that incorporates 
triggers for emotional recognition to support the training of rapport building of early 
career front-line police officers when interviewing children.  By using a 2D serious 
game interface the aim is to increase the focus on some of the key learning skills re-
quired for conducting a successful interview. Whilst there is ample literature in emotion 
recognition, the results are not easily applicable within the context of a serious game 
due to the limitations of representing the subtleties of the human face without encoun-
tering the uncanny valley [42]. Some of the attempts of crossing the uncanny valley 
using computer graphics and photorealistic rendering are discussed in [43], which sup-
ports the decision for adopting 2D for the recognition of emotions. This paper reports 
on the process of designing an ‘emotions map’ for the purpose of developing a child 
interviewing game-based learning solution. The results of the study support the existing 
literature in the field of facial emotion recognition, that there are different levels of high 
and low saliency of emotional recognition. From the 17 facial expressions evaluated, 
11 were approved, 3 were marked as undefined and 3 were rejected. Little difference 
was found between experts and not-experts with a 70% agreement indicating the innate 
aspect of emotional recognition It should be noted that even though the whole set of 
facial expressions was tested and evaluated, only a part of them were included in the 
game. The selection of these expressions will be based on their relevance to the game’s 
episodes.  
7 Acknowledgement 
This work is partly funded by the joint initiative between the College of Policing and 
the Higher Education Funding Council for England (HEFCE).  
 
References 
1. Ceci, S.J., Bruck, M. : Suggestibility of the Child Witness : A Historical Review 
and Synthesis. Psychological Bulletin. 113 (3), 403–439 (1993). 
2. Leander, L. : Child Abuse & Neglect Police interviews with child sexual abuse 
victims : Patterns of reporting, avoidance and denial. Child Abuse & Neglect. 34 
(3), 192–205 (2010). 
3. Anderson, J., Ellefson, J., Lashley, J., Lukas, A., Miller, S. O., Russell, A., Stauffer, 
J, Weigman, J. : The cornerhouse forensic interview protocol: RATAC. The TM 
Cooley J. Prac. & Clinical L. 12, 193 (2009). 
4. Ellison, L. : The Adversarial Process and the Vulnerable Witness. Oxford Univer-
sity Press (2002). 
5. Davis, G., Hoyano, L., Keenan, C., Maitland, Mogran, R. : An Assessment of the 
Admissibility and Sufficiency of Evidence in Child Abuse. Home Office. (August) 
(1999). 
6. Powell, M.B., Wright, R., Clark, S. : Improving the competency of police officers 
in conducting investigative interviews with children. Police Practice and Research. 
11 (3), 211–226 (2010). 
7. HMIC : In harm’ s way : The role of the police in keeping children safe. Inspecting 
Policing in the Public Interest (July) (2015). 
8. Lamb, M.E., Orbach, Y., Hershkowitz, I., Esplin, P.W., Horowitz, D. : A structured 
forensic interview protocol improves the quality and informativeness of investiga-
tive interviews with children : A review of research using the NICHD Investigative 
Interview Protocol. Child Abuse and Neglect. 31, 1201–1231 (2007). 
9. Cederborg, A.C., Orbach, Y., Sternberg, K.J., Lamb, M.E. : Investigative inter-
views of child witnesses in Sweden. Child Abuse and Neglect. 24 (10), 1355–1361 
(2000). 
10. Pipe, M.E., Lamb, M.E., Orbach, Y., Esplin, P.W. : Recent research on children’s 
testimony about experienced and witnessed events. Developmental Review. 24 (4), 
440–468 (2004). 
11. Paine, C.B., Pike, G.E., Brace, N.A., Westcott, H.L. : Children Making Faces : The 
Effect of age and Prompts on Children ’ s Facial Composites of Un-familiar Faces. 
Applied Cognitive Psychology. 22(474), 455–474 (2008). 
12. Bull, R. : The investigative interviewing of children and other vulnerable wit-
nesses : Psychological research and working / professional practice. Legal and 
Criminological Psychology. 155–23 (2010). 
13. Kolb, D.A. : Experiential learning: experience as the source of learning and devel-
opment. Englewood Cliffs, NJ: Prentice Hall (1984). 
14. Bruner, J.S. : The act of discovery. Harvard Educational Review. 31(1), 21–32 
(1961). 
15. Neville, A.J. : Problem-based learning and medical education forty years on. Med-
ical Principles and Practice. 18(1), 1-9 (2008). 
16. Sharman, S.J., Hughes-Scholes, C.H., Powell, M.B., Guadagno, B.L. : Police offic-
ers' ability to play the role of the child during investigative interview training. In-
ternational Journal of Police Science & Management. 14(4), 312-321 (2012). 
17. Hale Feinstein, A., Mann, S., Corsun, D.L. : Charting the experiential territory: 
Clarifying definitions and uses of computer simulation, games, and role play. Jour-
nal of Management Development. 732-744, 21.10 (2002). 
18. Nešic, M., Nešic, V. : Neuroscience of Nonverbal Communication, Chapter in The 
Social Psychology of Non-verbal Communication. Edited by Kostić, A., & Chadee, 
D., Palgrave Macmillion (2014). 
19. Ekman, P., Wallace V.F. : Nonverbal leakage and clues to deception. Psychiatry . 
32(1), 88-106 (1969). 
20. Nešić, M., Nešić, V. : Neuroscience of Nonverbal Communication. In: The Social 
Psychology of Nonverbal Communication. pp. 31-65. Palgrave Macmillan UK 
(2015). 
21. Lindner, J.L., Rosen, L.A. : Decoding of emotion through facial expression, pros-
ody and verbal expression in children and adolescents with Asperger’s syndrome.  
Journal of Autism and developmental disorders. 36(6), 769-777 (2006). 
22. Posner, J., Russell, J. A., & Peterson, B. S. : The circumplex model of affect: An 
integrative approach to affective neuroscience, cognitive development, and psycho-
pathology. Development and psychopathology. 17(03), 715-734 (2005). 
23. Ekman, P., Friesen, W.V. : Unmasking the face: A guide to recognizing emotions 
from facial clues. NJ: Prentice Hall (1975). 
24. Ekman, P., Friesen, W.V. : Pictures of facial affects. Palo Alto: Consulting Psy-
chologist Press (1976). 
25. Ekman, P. : What Scientists Who Study Emotion Agree About. Perspectives on 
Psychological Science. 11(1), 31-34 (2016). 
26. Balconi, M., Carrera, A. : Emotional representation in facial expression and script: 
A comparison between normal and autistic children. Research in developmental 
disabilities. 28(4), 409-422 (2007). 
27. Batty, M., Taylor, M.J. : Early processing of the six basic facial emotional expres-
sions. Cognitive Brain Research. 17(3), 613-620 (2003). 
28. Recio, G., Schacht, A., Sommer, W. : Recognizing dynamic facial expressions of 
emotion: Specificity and intensity effects in event-related brain potentials. Biolog-
ical psychology. 96, 111-125 (2014). 
29. Humphries, L., McDonald, S. : Emotion faces: the design and evaluation of a game 
for preschool children. In: CHI'11 Extended Abstracts on Human Factors in Com-
puting Systems. pp. 1453-1458. ACM. (2011). 
30. Moussa, M.B., Magnenat-Thalmann, N. : Applying affect recognition in serious 
games: The playmancer project. In: International Workshop on Motion in Games. 
pp. 53-62. Springer Berlin Heidelberg (2009). 
31. Ioannou, S.V., Raouzaiou, A.T., Tzouvaras, V.A., Mailis, T.P., Karpouzis, K.C.,  
Kollias, S.D. : Emotion recognition through facial expression analysis based on a 
neurofuzzy network. Neural Networks. 18(4), 423-435 (2005). 
32. Finkelstein, S.L., Nickel, A., Harrison, L., Suma, E.A., Barnes, T. : cMotion: A new 
game design to teach emotion recognition and programming logic to children using 
virtual humans. In: IEEE Virtual Reality Conference. pp. 249-250. IEEE (2009). 
33. Tanaka, J.W., Wolf, J.M., Klaiman, C., Koenig, K., Cockburn, J., Herlihy, L., 
Brown, C., Stahl, S., Kaiser, M.D., Schultz, R.T. : Using computerized games to 
teach face recognition skills to children with autism spectrum disorder: the Let’s 
Face It! program. Journal of Child Psychology and Psychiatry. 51(8), 944-952 
(2010). 
34. Al Moubayed, S., Edlund, J., Beskow, J. : Taming Mona Lisa: communicating gaze 
faithfully in 2D and 3D facial projections. ACM Transactions on Interactive Intel-
ligent Systems. 1(2), 25 (2012). 
35. Savidis, A., Karouzaki, E. : Artificial game presenter avatars. In: Proceedings of 
the International Conference on Advances in Computer Entertainment Technology. 
pp. 415-416. ACM (2009). 
36. Beskow, J., Al Moubayed, S. : Perception of gaze direction in 2D and 3D facial 
projections. In: Proceedings of the SSPNET 2nd International Symposium on Fa-
cial Analysis and Animation. pp. 24-24. ACM (2010). 
37. Schnepp, J.C., Wolfe, R.J., McDonald, J.C., Toro, J.A. : Combining emotion and 
facial non manual signals in synthesized American sign language. In: Proceedings 
of the 14th international ACM SIGACCESS conference on Computers and acces-
sibility. pp. 249-250. ACM (2012). 
38. Garau, M., Slater, M., Bee, S., Sasse, M.A. : The impact of eye gaze on communi-
cation using humanoid avatars. In: Proceedings of the SIGCHI conference on Hu-
man factors in computing systems. pp. 309-316. ACM (2001). 
39. Interactive, S.G. : Global Conflicts: Palestine. Gamers Gate. Manifesto Games & 
Macgamestore (2007). 
40. Kebritchi, M. : Examining the pedagogical foundations of modern educational 
computer games. Computers & Education, 51(4), 1729-1743 (2008). 
41. Elfenbein, H.A., Der Foo, M., White, J., Tan, H.H., Aik, V.C. : Reading your coun-
terpart: The benefit of emotion recognition accuracy for effectiveness in negotia-
tion. Journal of Nonverbal Behavior. 31(4), 205-223 (2007). 
42. Kageki, N.: An Uncanny Mind: Masahiro Mori on the Uncanny Valley and Beyond, 
IEEE Spectrum, June (2012). 
43. Plantec, P.: Crossing the Great Uncanny Valley. AWN.com, December (2007). 
