Memory effects in soft matter by Kappler, Julian
Memory effects in soft matter
im Fachbereich Physik der Freien Universita¨t Berlin eingereichte
Dissertation
zur Erlangung des akademischen Grades eines Doktors der





Erster Gutachter: Prof. Dr. Roland R. Netz
Freie Universita¨t Berlin
Zweiter Gutachter: Prof. Dr. Petra Imhof
Freie Universita¨t Berlin





1.1 Scale separation and effective models . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Biological systems are never isolated . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Outline of this work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Cyclization dynamics of ideal and self-avoiding collapsed polymers 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 End-to-end distance dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Cyclization time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Memory-induced acceleration and slowdown of barrier crossing 19
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3 Comparison of rate theory results to Langevin simulations . . . . . . . . . . . . 24
3.4 A simple heuristic formula for the mean first-passage time . . . . . . . . . . . . 26
3.5 Propagator analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4 Barrier crossing in the presence of bi-exponential memory is dominated by the
shorter memory time 35
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3 Propagator analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.4 Single-exponential scenario with improved heuristic formula . . . . . . . . . . 42
4.5 Heuristic formula for the mean first-passage time for bi-exponential memory . . 44
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5 Multiple surface wave solutions on linear viscoelastic media 51
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 General theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3 Limiting cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.4 Compressible Newtonian fluid and new wave solution . . . . . . . . . . . . . . 56
v
Contents
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6 Nonlinear fractional waves at elastic interfaces 61
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2 Derivation of the nonlinear fractional surface wave equation . . . . . . . . . . . 64
6.3 Numerical solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4 Comparison with experimental data . . . . . . . . . . . . . . . . . . . . . . . 75
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7 Summary and Outlook 79
Appendix A Supplemental Material for Chapter 2 83
A.1 Simulation details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.2 Chain segments of our self-avoiding collapsed chain model do not cross . . . . 84
A.3 Extraction of memory kernels from simulations . . . . . . . . . . . . . . . . . 86
A.4 Comparison of numerical and analytical memory kernels . . . . . . . . . . . . 86
A.5 Calculating MSDs from memory kernels . . . . . . . . . . . . . . . . . . . . . 94
A.6 Scaling relation between Gaussian chain end-to-end distance memory kernels
with different Kuhn lengths . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
A.7 MSD scaling for Flory chains . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
A.8 Radius of gyration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Appendix B Supplemental Material for Chapter 3 99
B.1 Mean first-passage times versus escape times and double-well versus single-well
scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
B.2 Comparison of quartic and cubic potentials . . . . . . . . . . . . . . . . . . . . 103
B.3 Relative deviation between heuristic formula and PGH theory . . . . . . . . . . 103
Appendix C Supplemental Material for Chapter 4 107
C.1 Dimensionless form of the GLE . . . . . . . . . . . . . . . . . . . . . . . . . 107
C.2 Transforming the GLE into a coupled system of Markovian equations . . . . . . 108
C.3 Mean squared displacements for unequal memory times . . . . . . . . . . . . . 109
C.4 Comparison of numerical MFPTs to GH theory . . . . . . . . . . . . . . . . . 111
Appendix D Supplemental Material for Chapter 5 113
D.1 Derivation of the conditional equation . . . . . . . . . . . . . . . . . . . . . . 113
D.2 Limiting cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
D.3 Existence regions for diminished surface tension . . . . . . . . . . . . . . . . . 128
D.4 Crossover from capillary-gravity and Lucassen wave to Rayleigh wave . . . . . 129
Appendix E Supplemental Material for Chapter 6 133
E.1 Standard derivation of Lucassen’s dispersion relation . . . . . . . . . . . . . . 133
E.2 Direct derivation of the fractional wave equation from momentum conservation
and stress boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 145
vi
Contents
E.3 Numerical details for the calculation of the elastic modulus K2D . . . . . . . . 149
E.4 Discussion of the linearization assumption for momentum conservation . . . . 149
E.5 Isothermal vs. adiabatic elastic modulus . . . . . . . . . . . . . . . . . . . . . 151
E.6 Analytical solution of linear theory . . . . . . . . . . . . . . . . . . . . . . . . 153
E.7 Numerical algorithm for solving the nonlinear fractional wave equation . . . . . 156
E.8 Linear theory: Comparison of analytical and numerical results . . . . . . . . . 160
E.9 Obtaining the numerical boundary condition from experimental data . . . . . . 168
E.10 Robustness of nonlinear numerical results with respect to varying elastic modulus
and boundary condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169











1.1 Scale separation and effective models
At its core, statistical physics is the pursuit of effective descriptions of systems that are comprised
of many degrees of freedom [1–3]. A prototypical example for this is a dilute gas, where
one is typically not interested in the detailed motion of each individual particle, but rather in
macroscopic properties like the pressure the gas exerts on a bounding wall. Indeed, one of the
early successes of equilibrium statistical physics was the derivation of the heuristically known
ideal gas law starting from atomistic detail [1–3]. The reason that simple macroscopic equations
can describe properties of complicated many-body systems is separation of scales. In the above
example of a gas, both length and time scales associated with the intermolecular interactions are
typically much smaller than those of the macroscopic observable one is interested in. This scale
separation, together with the fact that there are many particles involved, leads to the emergence
of the macroscopic law [1–3].
In non-equilibrium statistical physics, a similar prototypical example is the Langevin equation
[4–9]. In 1827, the botanist Robert Brown observed that a pollen grain, when suspended on
water, performs a seemingly random jittery motion [10]. Since a similar motion is present for
a variety of materials, for example pulverized volcanic ashes, he could exclude the possibility
that living pollen is actively moving. If not life, then what was causing those particles to move?
The origin of the “Brownian motion” was only fully understood at the beginning of the 20th
century, independently by Albert Einstein [11] and Marian Smoluchowski [12]. They presumed
that the motion of the suspended particle is caused by ongoing collisions with the surrounding
water molecules, and derived a probability distribution for the particle position, which obeys the
diffusion equation. That this equation indeed describes how a pollen grain on water moves was
subsequently verified experimentally by Jean-Baptiste Perrin [13], who would receive the Nobel
Prize in Physics for this work in 1926.
While Einstein and Smoluchowski considered the probability distribution of the suspended
particle, Paul Langevin took a different, yet equivalent, perspective. In 1908, he postulated
an equation of motion for the position of the particle by adding a stochastic term to Newton’s
equation of motion, thus obtaining [4, 5]
mx¨(t) = −γx˙(t) + F (x(t)) + FR(t). (1.1)
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In this equation, which today is called the Langevin equation [6–9], m and x are mass and
position of the particle, time derivatives are denoted by dots, γ is a friction coefficient, F (x)
is a deterministic external force (which in the case of Brownian motion vanishes) and FR(t) is
a stochastic force, modeled as a Gaussian stochastic process with zero mean. The interaction
between system (the pollen grain) and environment (the water molecules) is described by both
the frictional and the stochastic force, and their common origin manifests itself in a relation
called the fluctuation-dissipation theorem [6–8]. Due to the stochastic nature of FR, solutions of
the Langevin equation Eq. (1.1) are themselves stochastic, and upon averaging it can be shown
that the Langevin equation is indeed equivalent to the diffusion equation originally used to model
Brownian motion [6–8].
A key concept in the models of Einstein, Smoluchowski and Langevin is separation of scales.
The Langevin equation is formulated for the typical time scales on which the suspended particle
moves. On these time scales, which are much larger than the typical time scales of the smaller and
lighter solvent molecules, the bombardment of the suspended particle by the solvent molecules
seems random and uncorrelated in time. This is reflected in the properties of the stochastic force
FR and allows for formulating the relatively simple effective equation (1.1) for the interaction of
the particle with its environment [7–9].
But what happens if we consider the motion of the suspended particle for very short times,
comparable to the solvent time scales? Or if we consider a system with characteristic time scales
comparable to those of its environment? And is there a systematic way of deriving the Langevin
equation from the Newtonian equations of motion of all the particles involved? Pioneering
work in this direction was done by Hazime Mori [14] and Robert Zwanzig [15, 16] in the 1960s.
They considered a dynamical system with many degrees of freedom, comprised of a reaction
coordinate x which is linearly coupled to an environment, also called “heat bath”. The reaction
coordinate is not necessarily the position of a particle but can be something more abstract, for
example a particle density in a volume, or a vector connecting two particles. By eliminating the
heat bath variables from the equation of motion of the reaction coordinate, Mori and Zwanzig




dt′ Γ(t′)x˙(t− t′) + F (x(t)) + FR(t). (1.2)
The effect of the environment on the reaction coordinate is twofold. First, there is a frictional
force modeled by a function Γ(t), called the memory kernel. Second there is a stochastic force
FR(t), where stochasticity enters by assuming appropriate random initial conditions for the
environment [8]. As in the Langevin equation, the common origin of memory kernel and random
force leads to a generalized fluctuation-dissipation theorem. Because of the integral in Eq. (1.2),
the evolution of the reaction coordinate at a given time does not only depend on its state at that
time, but also on its states at previous times. This is called memory, or the GLE is said to exhibit
“non-Markovian dynamics”. In contrast, the Langevin equation Eq. (1.1), where the acceleration
at a given time only depends on the state at the same time, is a “Markovian” equation. If there is
separation of time scales, i.e., if the time scale on which Γ(t) decays is much smaller than the
time scale on which x˙(t) varies, the history-dependence in Eq. (1.2) can be neglected, and the
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original Langevin equation be recovered via
Γ(t) −→ 2γδ(t), (1.3)∫ t
0
dt′Γ(t′)x˙(t− t′) −→ γx˙(t), (1.4)
where γ =
∫∞
0 dtΓ(t) [8]. If there is no separation of time scales between Γ and x˙, memory
effects can influence the dynamics of x on time scales much larger than the decay time of Γ.
The works of Mori and Zwanzig reveal a very general principle, namely that eliminating
degrees of freedom in a dynamical system can lead to memory effects in the effective equations
for the remaining degrees of freedom [7, 8, 14–16]. As a matter of fact, the converse is also
true. Typically, reaction coordinates which display memory effects can be described by a set of
Markovian equations via introducing additional degrees of freedom, i.e., by adding an explicit
model for the environment [7, 8]. The Mori-Zwanzig derivation furthermore illustrates that
whether dynamics is Markovian or exhibits memory effects depends on what is considered
“reaction coordinate” and what is considered “environment”.
Since the Markovian Eq. (1.1) is easier to analyze than the non-Markovian Eq. (1.2), much effort
is put into identifying relevant reaction coordinates that are (approximately) Markovian [17–26].
However, for a given physical question such reaction coordinates might not exist, so that including
memory effects becomes indispensible [7, 27–34]. As we further outline in the next section,
many systems encountered in biological physics are of the latter type.
1.2 Biological systems are never isolated
Cells are often referred to as the units of living matter [35–37]. Indeed, each living organism
originates from the division of a single cell, and apart from having the ability to divide, cells
store information, react to external stimuli, move, and can even destroy themselves [35–37]. Each
cell is bounded by a biomembrane, and densely packed on the inside. An important class of
biomolecules populating the cell are proteins, which together with water make up most of the
mass of a cell [36]. To enable the cell to function, proteins perform a multitude of tasks including
catalyzing reactions, processing information, building and transporting other molecules, and
regulating in- and outfluxes through the cell membrane [27,35–40]. Throughout, they interact
with their heterogeneous environment so that, much like a pollen grain on water, no protein is
ever isolated. In fact, the interaction of a protein with its surroundings is typically even necessary
for proper function. For example, many proteins have to reach and maintain a folded state to be
functional, and this is assisted by interactions with both surrounding molecules, and interactions
among different parts of the protein itself [38, 41–46].
A quantitative model for a single reaction coordinate of a single protein would require including
all the degrees of freedom that couple to the reaction coordinate, which can be computationally
prohibitive or impossible due to the lack of detailed knowledge about the environment. It is
therefore not surprising that one resorts to effective descriptions, and that both the Langevin
equation and the generalized Langevin equation are cornerstones of biological and soft-matter
physics [7, 9, 27].
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The Langevin equation has successfully been applied to model, for example, both translational
and rotational diffusion of bacteria [39, 40], diffusion through membranes [35, 47–49], and
chemical reactions [50–52]. With advances in experimental techniques, such as Fo¨rster resonance
energy transfer (FRET) or single-molecule spectroscopy, ever smaller scales can be probed
directly [53–56]. In parallel, increasing computing power allows for simulation of larger systems,
so that many-body dynamics can also be probed computationally [57–60]. These developments
led to the observation of memory effects in many biologically relevant reaction coordinates. For
example, memory effects were observed in conformational transitions in small molecules [28,29],
lateral diffusion of particles in biomembranes [30, 31], the dynamics of an individual monomer
in large polymers [32–34], the motion of colloidal particles in actin networks [61] and other
crowded environments [27], and the folding kinetics of polymers and peptides [62–65]. In
these systems, there is typically no strict separation of time scales between the dynamics of
what is considered “reaction coordinate” and “environment”, so that memory effects cannot
be neglected. We thus see that the models introduced by Einstein, Smoluchowski, Langevin,
Mori, and Zwanzig continue to be of great importance, and in particular are indispensable for
understanding biological and soft-matter systems on a microscopic scale.
1.3 Outline of this work
In the present work, we consider three systems in the realm of biological soft-matter physics
where memory effects are relevant. In short, the first part is devoted to effectively modeling
the large scale behavior of polymers using the generalized Langevin equation. In the second
part, we consider a model system to study how memory effects influence processes such as
chemical reactions or conformational transitions of molecules. In the third part we consider
surface waves, a phenomenon usually not associated with memory, but in which such effects
emerge as a consequence of dimensional reduction.
Cyclization dynamics of polymers. The kinetics of loop formation of polymers is of bio-
physical interest for protein folding [65–67] or regulation of gene expression [68–71]. Simply
speaking, one wants to know the time needed until two residues of a polymer find each other,
called the cyclization time. Figure 1.1 (a) illustrates a polymer backbone model (with the terminal
residues enlarged) and highlights the appropriate reaction coordinate for studying cyclization of
the polymer endpoints, the end-to-end distance of the chain. Memory effects arise because the
typical time scales of the end-to-end distance motion are comparable to those of other internal
degrees of freedom of the molecule, and in Chapter 2 we investigate the cyclization time by
analyzing the non-Markovian dynamics of the end-to-end distance. We run Langevin simulations
for several polymer backbone models, including the case where the chain can intersect itself
(phantom chains) and where the chain is self-avoiding and collapses to form a globule. We
numerically extract memory kernels and find that for phantom chains, the end-to-end distance
dynamics is described by a memory kernel with intermediate scaling
Γ(t) ∼ t−1/2, (1.5)
independent of the precise nature of the bonded interactions. On the other hand, for a self-avoiding
4


























Figure 1.1: Illustrations of the systems considered in this dissertation. (a) In a polymer, the
coupling of the end-to-end distance (indicated as a black line) to the internal degrees of freedom
leads to memory effects. This affects folding kinetics, see Chapter 2 for details. (b) Memory
effects change the barrier crossing time as compared to the Markovian (short memory) limit. This
can lead to both acceleration and slowdown of barrier crossing. See Chapters 3 and 4 for details.
(c) Pressure waves in a compressible interface on a viscous fluid are described by a fractional
wave equation. Memory effects arise because the dynamics of the bulk medium (shown in blue)
is eliminated from the dynamical equations of the interface (shown in green), and the time scales
of bulk- and surface dynamics are comparable. See Chapter 6 for details. The figures shown
here are based on (a) Fig. 2.3, (b) Fig. 3.1, and (c) Fig. 6.1.
collapsed chain, we find
Γ(t) ∼ t−6/11. (1.6)
For both phantom and self-avoiding collapsed chains, we numerically calculate the cyclization
time τc and observe that the phantom chain reproduces the known scalings τc ∼ N2 [72, 73],
τc ∼ N3/2 [74], where N is the number of monomers. For the self-avoiding collapsed polymer
we find the scaling τc ∼ N5/3, and using Flory theory relate this scaling to the non-Markovian
dynamics of the end-to-end distance.
Barrier crossing in systems with memory. The rate-determining step of chemical and
conformational molecular reactions is typically modeled as the crossing over a single barrier in
an effective one-dimensional energy landscape [75–85], see Fig. 1.1 (b) for an illustration. The
one-dimensional reaction coordinate x is coupled to both solvent and intra- or intermolecular
degrees of freedom, and if there is no separation of time scales between x and the orthogonal
degrees of freedom, then memory effects are present [25, 29, 86]. In Chapters 3 and 4, we
consider the GLE Eq. (1.2) as a model system for dynamics with memory effects, and address
the question how the mean first-passage time for barrier crossing τMFP depends on the time
scales of the system.







We simulate the corresponding GLE in the complete parameter space that encompasses both
low and high friction γ as well as short and long memory times τΓ, compare our numerical data
for τMFP to predictions of well-known non-Markovian rate theories by Grote-Hynes (GH) [87]
and Pollak-Grabert-Ha¨nggi (PGH) [88], and present a simple heuristic formula for τMFP that
holds globally as a function of all parameters. We find that there is an intermediate regime where
memory effects accelerate barrier crossing as compared to the Markovian case, and use our
heuristic formula to establish a scaling diagram that contains all asymptotic regimes, as well as
the intermediate memory acceleration regime.








We simulate the corresponding GLE to obtain the barrier crossing time τMFP as a function of
γ, τ1, τ2. We find that τMFP is dominated by the shorter of the two memory times τ1, τ2, and
extend the heuristic formula from Chapter 3 to also include the bi-exponential scenario.
Surface waves. Recently, surface waves have received focal attention in the context of nerve
pulse propagation. It was found experimentally that nerve pulses are accompanied by mechanical
displacements in the nerve cell membrane [89, 90]. To address the question whether these
pressure pulses are of functional relevance, extensive experimental studies of pressure pulses
in membranes have been carried out on a simple model system comprised of a lipid monolayer
spread at the air-water interface [91–94]. While the exact relevance of pressure pulses for nerve
pulse propagation is still a matter of debate, it was found that the pressure waves which propagate
in such a system share many interesting properties with nerve pulses; in particular, they show a
nonlinear all-or-nothing response when excited by different driving amplitudes [93,94]. The aim
of Chapters 5 and 6 is to first understand linear surface waves, and then to derive a comprehensive
theory of nonlinear pressure waves at interfaces.
In Chapter 5, we discuss the linear theory of surface waves on a semi-infinite viscoelastic
medium bounded by a 2D viscoelastic interface, see Fig. 1.1 (c) for an illustration. We derive the
generic dispersion relation describing the surface waves that can exist in such a system, which
contains the known Rayleigh, capillary-gravity and Lucassen wave solutions as limiting cases.
We furthermore identify an additional solution that differs from all previously described waves
in that gravitation, surface tension and bulk shear viscosity must simultaneously be nonzero for
it to exist, and which can in principle be excited on a pure air-water interface. Finally, we discuss
the existence regions of the various surface waves and find that for a surfactant monolayer on
water, the number of coexisting wave solutions switches between one and three, depending on
interfacial compressibility and frequency.
In Chapter 6, we focus on the Lucassen wave, which is the 2D pressure wave observed in the
above-mentioned experiments [93, 94]. We first derive the fractional surface wave equation that
governs the linear Lucassen wave discussed in Chapter 5. The fractional character of the surface
wave equation characterizes memory effects, which appear because the degrees of freedom of
the bulk medium below the interface are eliminated. This results in memory effects that couple
to the interface acceleration and, in the notation of Section 1.1, scale as
Γ(t) ∼ t−1/2. (1.9)
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Having established the linear fractional wave equation, we include nonlinear effects arising from
the dependence of the interface compressibility on the local compression. This reflects a phase
transition at the interface, and the precise form of our nonlinearity is based on experimental
measurements by our collaborators Matthias Schneider (TU Dortmund) and Shamit Shrivastava.
Numerical solutions of our nonlinear fractional theory reproduce several experimental key
features of surface waves in phospholipid monolayers at the air-water interface without freely
adjustable fitting parameters. In particular, the propagation distance of the surface wave abruptly
increases at a threshold excitation amplitude. Similar to experimental results, we find a wave




Cyclization dynamics of ideal and
self-avoiding collapsed polymers
Bibliographic information: The content of this chapter and of Appendix A is in preparation to
be submitted to a peer-reviewed journal (Ref. [i]).
2.1 Introduction
The kinetics of loop formation of polymers is of biophysical interest for protein folding [65–67]
or regulation of gene expression [68–71]. Consequently, this topic has been studied extensively
both experimentally [65–67, 95, 96], and theoretically [62, 68, 72, 74, 97–99]. For loop formation
of polymers the observable of interest is the cyclization time τc, which is the mean time needed
for the two ends of a polymer to fall below a threshold distance Rc, called the capture radius,
after starting from a distance Rs > Rc. Pioneering theoretical works predicted the cyclization
time for a Gaussian chain undergoing Rouse dynamics to scale with the number of monomers N
as
τc ∼ Nα (2.1)
with α = 2 for Rc not too small, known as the Wilemski-Fixman (WF) scaling [72, 73], and
α = 3/2 for small capture radii, known as the Szabo-Schulten-Schulten (SSS) scaling [74]. Since
the end-to-end distance Rete is a collective variable involving all internal degrees of freedom of
the chain, analytical treatments typically include the whole conformational space of the polymer to
obtain the dynamics ofRete [62,68,97]. Only recently effective descriptions of polymer dynamics
in terms of the generalized Langevin equation (GLE) have been developed [32–34, 100, 101]
to tackle the complex relaxation kinetics observed in experiments [64,102,103]. For realistic
self-avoiding chain models approximate analytical results are sparse [100] so that numerical
simulations have to be used [104,105] to probe the dynamics of chains of short and intermediate
length.
In the present chapter we investigate whether cyclization dynamics depend on the polymer
model or on the presence of non-ideal effects. To this end we consider the end-to-end dynamics of
three phantom polymer models, namely a Gaussian chain, a freely jointed (FJ) chain, and a freely
9
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rotating (FR) chain. Furthermore we consider a non-ideal Gaussian chain with Lennard-Jones










Figure 2.1: Illustration of models considered in this chapter. In the Gaussian chain model, the
interaction potential between two consecutive monomers is harmonic with strength κ. In the
freely jointed (FJ) chain, the bond length b between two consecutive monomers is constraint, in
the freely rotating (FR) chain both bond length b and bond angle θ are constraint.
models and map the end-to-end distance Rete onto a GLE, where non-Markovian friction effects
are characterized by a memory kernel Γ. We find that the memory kernels of the phantom chains
(Gaussian, FJ, FR) agree perfectly on time scales where details of the bond interactions are
irrelevant, and in particular all show a Γ ∼ t−1/2 scaling behavior for intermediate times t. The
GLJ model yields a memory kernel with a steeper power law decay which, for longer chains
N & 200 when the GLJ chain is in a collapsed globular state, is consistent with Γ ∼ t−6/11,
as obtained from a scaling model. We then calculate cyclization times τc from simulations.
Depending on the capture radius Rc, the phantom chains yield the WF and SSS scalings. For the
GLJ model we find an asymptotic scaling τc ∼ N5/3 for long chains. This scaling can be derived
from a scaling analysis based on Flory theory in poor solvent [105]. Thus, both memory kernel
and cyclization time are insensitive to the detailed nature of bonded interactions, but substantially
influenced by non-bonded interactions that lead to chain collapse.
2.2 Methods
We simulate four different models via Langevin dynamics at temperature T = 300 K using the
GROMACS 2016.3 simulation package [57], see Fig. 2.1 for illustrations and Appendix A.1 for
more details. Our parameters are based on alkane chains in water as modeled in the gromos53a6
forcefield [106].
i) Gaussian chain. The monomers of a chain of length N have masses mi, i = 0, ..., N − 1,
wherem0 = mN−1 = 15 amu,m1 = ... = mN−2 = 14 amu. We denote the position of the i-th
10
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monomer by ~Ri(t). Each monomer is subject to friction with friction coefficient γ = 110 amu/ps.
The strength of the nearest-neighbor harmonic potential is κ = kBT/b2 = 319.8 amu/ps2, which
leads to a mean squared distance between neighboring monomers 〈(~Ri − ~Ri+1)2〉 = b2 with
b = 0.153 nm. A snapshot from simulations of the Gaussian chain model is shown in Fig. 2.3
(a).
ii) Freely jointed (FJ) and iii) freely rotating (FR) chain. The simulations of the FJ and
FR chains are based on the Gaussian chain model, but with the distance between neighboring
monomers constrained to b = 0.153 nm (both FJ and FR chain) and bond angles constrained to
θ = 111◦ (FR chain).
iv) Gaussian chain with Lennard-Jones interactions (GLJ). The GLJ chain is based on the
Gaussian chain model, but additionally includes the standard gromos53a6 non-bonded Lennard-
Jones (LJ) interactions for alkane chains [106], see Appendix A.1 for details. Figure 2.3 (a)
shows a snapshot from simulations of the GLJ model and illustrates that for large N , the chain
collapses to a globular state. This is expected since our parameters model a weakly hydrophobic
chain. In Appendix A.2 we show that, due to the repulsive part of the LJ interactions, chain
segments cannot cross, so that the chain is self-avoiding.
Employing our Langevin trajectories we parametrize a GLE
µ R¨ete(t) = −
∫ t
0
dt′ Γ(t− t′)R˙ete(t′)−∇U(Rete(t)) + FR(t), (2.2)
where Rete =
√
(~RN−1 − ~R0)2 is the scalar end-to-end distance of the chain, µ is an effective
mass,∇U is the derivative of the potential of mean force (pmf)U(Rete), Γ(t) is a memory kernel
modeling non-Markovian friction effects, and the random force FR(t) is a Gaussian stochastic
process with zero mean, and which obeys the generalized fluctuation-dissipation theorem (FDT)
〈FR(t)FR(t′)〉 = kBT Γ(|t − t′|), where kB ≈ 1.38 · 10−23 J/K is the Boltzmann constant.
To calculate Γ, we use a recent extension of the Berne method [107] developed by Daldrop
et al. [108], which allows to obtain memory kernels for any given reaction coordinate from
numerical data, see Appendix A.3 for details.
Before discussing the scalar end-to-end distance Rete, we validate our numerical methods.
In Fig. 2.2 we compare numerically extracted memory kernels to analytical predictions for the
end-to-end distance vector ~Rete = ~RN−1 − ~R0, see Appendix A.4 for details. The agreement is
perfect without any fitting parameters, which impressively validates our method for extracting
Γ(t). We find that for N & 100, the corresponding memory kernel shows a transient Γ ∼ t−1/2
scaling regime. Note that the same scaling was recently derived for the memory kernel of the
middle monomer of a Gaussian chain [32, 34].
2.3 End-to-end distance dynamics
Figure 2.3 (b) shows U as a function of the end-to-end distance rescaled by the Kuhn length
ai, which is defined by 〈R2ete〉 ≡ aiL, where i = G, FJ, FR, GLJ indicates the respective chain
model and L is the length of the fully extended chain, L = (N − 1)b. The pmfs of the phantom
11























Figure 2.2: Analytical and numerical memory kernels for the end-to-end distance vector ~Rete of
a Gaussian chain. Analytical memory kernels are calculated using the Mori-Zwanzig projection
formalism [14, 15], see Appendix A.4 for details. Numerical memory kernels are extracted
directly from Langevin simulations [108], as explained in Appendix A.3.
chains are very similar; for the GLJ chain a plateau at short end-to-end distances Rete/a ≈ 5,
caused by the LJ interactions, can be discerned. For N & 200 the GLJ chain is more compact
than the other models, as can be seen in Fig. 2.3 (c), where the mean squared end-to-end distance
〈R2ete〉 is plotted. The phantom chains all yield a linear scaling 〈R2ete〉 = aib(N − 1) with
aG = aFJ = b, aFR = b
√
(1 + cos θ)/(1− cos θ) [109]. For the GLJ chain we observe a
length-dependent crossover between different scaling regimes, from a swollen chain for N . 30
to a collapsed chain for N & 100 [110]. The asymptotic scaling is consistent with the Flory-
theory prediction [109,110]
〈R2ete〉 ∼ N2νst , (2.3)
where νst is the Flory exponent characterizing the solvent quality in the context of the equilibrium
(static) end-to-end distance. For negligible nonbonded interactions νst = 1/2, for a poor solvent
νst = 1/3, and for a good solvent νst ≈ 3/5. Our LJ parameters model a hydrophobic chain,
and asymptotically 〈R2ete〉 scales with the corresponding Flory exponent νst = 1/3.





= 〈(Rete(t) − Rete(0))2〉 as calculated from simulations. For Gaussian
and FJ chain models we see a power law〈
∆R2ete(t)
〉 ∼ tβ (2.4)
with β = 1/2, which for the Gaussian chain can be derived analytically [109,111]. For the FR
chain model no clear power law can be observed before the MSD saturates, see Appendix A.5
for a possible explanation. For the GLJ chain, we observe a power-law scaling β = 6/11
[112, 113] extending over almost two decades in time. As we show in Appendix A.7 the
observed MSD scalings can be obtained from a scaling analysis based on Flory theory, which
12
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Figure 2.3: Numerical results for end-to-end distance Rete. (a) Simulation snapshots of Gaussian
and GLJ chains. (b) Pmfs for the end-to-end distance Rete for N = 200. (c) Mean squared
end-to-end distance as function of chain length N . Dashed lines and dashed-dotted lines show
〈R2ete〉 = aiL with L = (N − 1)b and Kuhn lengths ai = b
√
(1 + cos θ)/(1− cos θ) (dashed
line), ai = b (dashed-dotted line). The dotted line indicates the power law 〈R2ete〉 ∼ N2/3.
(d) MSDs calculated from simulation trajectories. Transient power law scaling is indicated by
black bars. (e) Mean squared distance 〈R20,i〉 = 〈(~R0 − ~Ri)2〉 of the terminal monomer to the
i-th monomer of a GLJ chain. The red dashed line represents the mean end-to-end distance
〈R20,200〉 ≡ 〈R2ete〉. (f) Memory kernels extracted from simulations [108] for chain lengths
N = 200. Transient power-law scaling is indicated by black bars.
predicts β = 2νdyn/(1 + 2νdyn) with νdyn the Flory exponent characterizing the end-to-end
dynamics [112, 113]. While for νdyn = 1/2 one recovers β = 1/2 as observed for the Gaussian
and FJ chain, for a good solvent, where νdyn = 3/5, we obtain β = 6/11. Remarkably we
observe good-solvent scaling νdyn = 3/5 in the MSD, even though our LJ parameters model a
hydrophobic chain and we observe poor-solvent scaling νst = 1/3 in the equilibrium end-to-end
distance. While in the true asymptotic limit we expect that both equilibrium and dynamical
properties are characterized by the same Flory exponent, νst = νdyn, for the finite values of N
we consider, we find mixed intermediate scaling regimes where νst 6= νdyn. Indeed, the mean
monomer distance 〈(~R0 − ~Ri)2〉 along the chain shown in Fig. 2.3 (e) exhibits good-solvent
condition up to the experimentally relevant nanometer scale.
In Fig. 2.3 (f), we show memory kernels for N = 200. The kernel ΓG of the Gaussian chain
scales as ΓG ∼ t−1/2, and except for short times agrees very well with the kernel ΓFJ of the
FJ chain, demonstrating that the end-to-end dynamics are insensitive to the detailed form of
the bond-potentials. Note that this scaling, which we also find for ~Rete in Fig. 2.2, reflects the
13
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Rouse spectrum [32,34]. The kernel ΓFR of the FR chain model also scales as ΓFR ∼ t−1/2, but
rescaled in time as compared to ΓG. As we detail in Appendix A.6, this is due to the different
Kuhn lengths of the models, and after an appropriate rescaling the memory kernels ΓG and ΓFR
agree perfectly in the power-law regime. The memory kernel ΓGLJ exhibits a different power
law, consistent with ΓGLJ ∼ t−6/11. The inverse relationship 〈∆R2ete〉 ∼ tβ , Γ ∼ t−β between
MSD and memory kernel is expected [114], in Appendix A.5 we give a short derivation of this
relation and briefly discuss its range of validity.
As a final remark in this section, we point out that the the dynamics of the radius of gyrationRg,
which is another experimentally relevant collective variable reflecting the large-scale motion of
the chain, can be very different from that of the end-to-end distance. As we show in Appendix A.8,
for long self-avoiding collapsed chains the MSD ofRg displays a scaling behavior 〈∆R2g〉 ∼ t1/4,































































Figure 2.4: (a) Pmf for the end-to-end distance of a GLJ chain as a function of Rete (upper
plot) and corresponding cyclization time τc (lower plot) as a function of Rs. τc is obtained via
averaging over first-passage times obtained from equilibrium simulations. Rc = 3aG ≈ 0.46 nm
is shown as a black vertical dashed line, each colored vertical dashed line denotes the position
of the minimum of the pmf with corresponding color. The inset gives an illustration of the
end-to-end distance Rete and the capture radius Rc. (b) Cyclization time as a function of chain
length N , together with scaling behaviors indicated by dashed and dotted black lines. Except for
the blue empty circles, where Rc = 0.03 nm, the cyclization radius Rc = 3a ≈ 0.46 nm is used
for calculating cyclization times from simulations. For Rs, the minimum of the respective pmf
is used. (c) Numerically obtained MSD saturation time τMSD as function of N . The definition
of τMSD is illustrated in Fig. 2.5.
We now consider the cyclization time τc, defined as the average time forRete to reach a capture
radius Rc for the first time, starting from an end-to-end distance Rs, see the inset in Fig. 2.4
(a) for an illustration. The figure furthermore shows pmfs for the end-to-end distance of the
GLJ model, and τc as a function of Rs for fixed Rc = 3aG ≈ 0.46 nm. The capture radius
14
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Figure 2.5: The MSD saturation time τMSD is defined as the time where the intermediate power




= 2 Var(Rete). The dashed
black lines illustrate this for N = 2000. The inset shows the MSD of a terminal monomer,
〈∆R20(t)〉 = 〈(~R0(t) − ~R0(0))2〉, for N = 2000. Power-law scaling regimes are denoted by
black bars.
Rc is shown as black vertical dashed line, for each N the respective minimum of the pmf is
indicated as colored vertical dashed line. For Rs not too close to Rc, τc is almost independent of
the starting radius Rc, so that our definition of τc should lead to the same scaling behavior as a
definition based on an equilibrium average over starting radii.
In Fig. 2.4 (b) we plot the cyclization time τc as a function of N for all chain models, using
for Rs the minimum of the respective pmf. Phantom chains yield the WF scaling, τc ∼ N2 [73],
which can be obtained by assuming that for Rc not too small, τc scales like the MSD saturation
time τMSD [105] (see Fig. 2.5 for a graphical definition). If the MSD scales as 〈∆R2ete(t)〉 ∼ tβ ,
c.f. Eq. (2.4), and the variance of Rete scales as Var(Rete) ∼ N2νst , c.f. Eq. (2.3), then τMSD
scales as
τMSD ∼ Nλ (2.5)
with λ = 2νst/β = νst(2νdyn + 1)/νdyn, where for the MSD scaling we use the Flory-theory
prediction β = 2νdyn/(2νdyn + 1). For νst = νdyn ≡ ν, this reduces to the well-known
relation τMSD ∼ N2ν+1 [115,116]. For a Gaussian chain (ν = 1/2) we obtain the WF scaling
τMSD ∼ N2 [73] observed in Fig. 2.4 (f), so that Eq. (2.5) can be seen as a generalization of the
WF scaling.
For small capture radius, Rc/(
√
Nb)  1, the cyclization time exceeds the time scale on
which the internal degrees of freedom of the chain relax and the SSS scaling should be recovered,
which can also be derived from a simple scaling argument. Using Eq. (2.3) and a Gaussian
approximation for the distribution of Rete, the probability density ρ for the two terminal residues
15
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of the chain to be within a small capture radius scales as ρ ∼ 1/〈Rete〉3 ∼ N−3νst , so that from
transition state theory it follows that
τc ∼ 1/ρ ∼ N3νst . (2.6)
For a Gaussian chain, νst = 1/2, we recover the SSS scaling τc ∼ N3/2 [74], which is illustrated
in Fig. 2.4 (b) for Rc = 0.03 nm ≈ a/15.
For the self-avoiding collapsed chain, neither the classical WF scaling τc ∼ N2 nor the
excluded-volume generalization of the SSS scaling, which follows from Eq. (2.6) with νst = 1/3
as τc ∼ N , are observed. For long chains, we rather observe the asymptotic scaling τc ∼ N5/3,
see Fig. 2.4 (b). This scaling, which is close to the results of a recent extension of the WF
theory to include nonbonded interactions [100], follows directly from Eq. (2.5) for a poor solvent,
νst = νdyn = 1/3. However, for νdyn = 1/3 one expects β = 2/5, in contrast to β = 6/11
as seen in Figs. 2.3 (d), 2.5. Using Eq. (2.5) with νst = 1/3, νdyn = 3/5, we rather obtain
τMSD ∼ N11/9, which is consistent with the numerical results for the MSD saturation time
shown in Fig. 2.4 (c). The difference α 6= λ between the two scalings Eqs. (2.1), (2.5) has an
intuitive explanation in terms of the multiscale relaxation processes determining Rete. In fact,
the MSD for a terminal monomer of a N = 2000 GLJ chain, shown in the inset of Fig. 2.5,
shows three distinct scaling regimes. While for times t . 103 ps, the MSD displays good-solvent
scaling β = 6/11, for intermediate times 103 ps . t . 105 ps we observe poor-solvent scaling
β = 2/5, until for longer times diffusive behavior β = 1 is found. We thus expect poor-solvent
scaling to only become relevant on time scales t & 103 ps, and indeed the cyclization times of
the GLJ chains shown in Fig. 2.4 (b) are of that order. The corresponding τMSD shown in Fig. 2.4
(c) on the other hand is of the order τMSD . 103 ps, and thus still dominated by good-solvent
dynamics, leading to the scaling τMSD ∼ N11/9.
2.5 Conclusions
In summary, from Langevin simulations of various polymer backbone models we calculate
memory kernels for the end-to-end distance. We find that the memory kernels for all phantom
chains display identical intermediate Γ ∼ t−1/2 scaling regimes, showing that the details of
the bond-interactions are not relevant for the large scale end-to-end dynamics. For collapsed
self-avoiding chains we find Γ ∼ t−6/11, which can be explained by Flory theory. We calculate
the cyclization time τc from our simulations, and while for phantom chains we observe the
classical WF and SSS scalings, for the GLJ model we find the generalization of the WF scaling
for a collapsed chain τc ∼ N5/3. This scaling follows from Flory theory [105], and is different
from the scaling of the MSD saturation time τMSD. The reason for this difference is that the
end-to-end relaxation of a collapsed self-avoiding polymer is a complex multiscale process, and
the observed τMSD, τc are dominated by different scaling regimes of the internal chain relaxation
dynamics. In the present chapter this is expressed as νst 6= νdyn, and the difference between νst
and νdyn is expected to disappear in the asymptotic limit.
Based on Flory theory, we provide the asymptotic scaling behavior for the end-to-end distance
memory kernel, the end-to-end distance MSD, and the cyclization time, and show how these
16
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quantities are interrelated. We thus provide a comprehensive picture of the relations between
interactions on the molecular scale and non-Markovian effects in the large-scale end-to-end
dynamics, which will be helpful in interpreting experimentally observed scaling behavior of





slowdown of barrier crossing
Bibliographic information: Parts of this chapter and of Appendix B have previously been
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3.1 Introduction
The rate-determining step of chemical and conformational molecular reactions is typically
modeled as the crossing over a single barrier in an effective one-dimensional energy landscape [75–
85]. Solvent reorganization and intra- or intermolecular degrees of freedom that are orthogonal
to the reaction coordinate give rise to non-Markovian or memory effects. Many recipes for
choosing a good reaction coordinate, i.e., a coordinate for which memory effects are minimal
or even absent, have been suggested [17–26]. The existence of a good coordinate depends on
a separation of time scales between orthogonal degrees of freedom and reaction coordinate.
Only if orthogonal degrees of freedom relax relatively quickly (corresponding to the adiabatic
approximation) is a Markovian description possible [28, 29,118–121]. In this case, the system
kinetics and the transition rate can be characterized by instantaneous friction. In this chapter, we
consider the general situation where the memory time can be smaller or larger than the other
intrinsic time scales of the system, and address the question how the barrier crossing time depends
on the diffusive, the inertial and the memory time scales. This encompasses macromolecular
reactions when there is no clear time-scale separation between the reaction coordinate and the
environment, but also the case of ill-conditioned reaction coordinates that are coupled to very
slow orthogonal degrees of freedom. We are particularly interested in the intermediate scenario
when the diffusive, the inertial and the memory time scales are of the same order, which is relevant
for dihedral barrier crossing reactions in peptides and alkanes [29], as well as for ion-pairing
kinetics [25, 86].
Our general viewpoint follows from the fact that the dynamics of a complex multi-dimensional
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system can be described by the one-dimensional generalized Langevin equation (GLE) [14, 15]
mx¨(t) = −U ′ (x(t))−
∫ t
0
Γ(t′)x˙(t− t′) dt′ + η(t), (3.1)
wherem is the effective mass of the reaction coordinate x, U ′(x) is the derivative of the potential
U(x), and Γ(t) is the memory kernel that results from integrating out all orthogonal degrees of
freedom, which is assumed to couple linearly to the velocity x˙. The Gaussian random force η(t)
has zero mean and in equilibrium obeys the fluctuation-dissipation theorem (FDT)
〈η(t)η(t′)〉 = kBT Γ(t− t′), (3.2)
where kBT is the thermal energy. If the memory kernel Γ(t) decays fast compared to the time
scale on which x˙(t) varies, one reaches the Markovian limit and Eq. (3.1) reduces to the ordinary
memoryless Langevin equation characterized by the friction coefficient γ =
∫∞
0 Γ(t) dt. In this










that in addition to γ is characterized by the memory time τΓ. This specific form of the memory
kernel allows us to vary the friction coefficient γ and the memory time τΓ independently from
each other.
We are interested in the mean first-passage time (MFPT) τMFP needed to cross a barrier of




)2 − 1]2 , (3.4)
see Fig. 3.1 (a) for an illustration. This problem has a long and active history. Early on it was
shown that τMFP, which equals the barrier escape time in certain limits [123], as will be discussed
later, is given by the Arrhenius law τMFP ∼ exp(U0/(kBT )) [124], but the pre-exponential
factor remained unclear. The transition state theory (TST) of Eyring [125] predicts τMFP in
the framework of equilibrium statistical mechanics but does not include the friction coupling to
the environment. This gap was filled by Kramers, who for Markovian dynamics, i.e., τΓ = 0,
derived τMFP for asymptotically small as well as high friction γ [50]. He found that for fixed
mass m, τMFP is minimal for intermediate γ. Four decades later the Markovian theory including
also the regime for intermediate γ, known as Kramers turnover, was established by Mel’nikov
and Meshkov (MM) [126]. For short memory time τΓ, Grote and Hynes (GH) derived a self-
consistent equation for τMFP in the medium-to-high friction regime [87], while Carmeli, Nitzan
provided a formula for low friction [127]. These limiting cases were bridged by empirical
expressions [122, 128, 129]. Finally, Pollak, Grabert and Ha¨nggi (PGH) worked out a theory for
τMFP for arbitrary memory time τΓ and arbitrary friction γ [88].
GH and PGH theory can be derived using the equivalence of the GLE Eq. (3.1) to a Hamiltonian
system where the one-dimensional coordinate x is coupled to harmonic oscillators [16]. Using a
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normal-mode approach, the particle barrier escape time can be related to the dynamic energy
partitioning between the modes [88]. In contrast to GH theory, PGH theory accounts for the
particle history stemming from unsuccessful barrier crossing attempts [88]. PGH theory has
recently been extended to account for low barriers [130,131] and has successfully been compared
with Langevin simulations in a restricted parameter range [131,132]. Excellent accounts of the
historical development of rate theories [51,52] and pedagogical introductions to PGH theory [133]
exist. However, due to the complex mathematical structure of PGH theory, it is mostly GH theory
that is currently used for the interpretation of molecular dynamics (MD) simulations [29,134–138].
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(h) high friction, long memory
Figure 3.1: (a) Illustration of the barrier crossing of a massive particle in the double-well
potential U(x) defined in Eq. (3.4). The mean first-passage time τMFP is defined as the mean
time difference between crossing the minimum at x = −L (left vertical dashed line) and reaching
the other minimum at x = L (right vertical dashed line) for the first time. (b), (c), (d), (f), (g), (h)
Typical simulation trajectories that display barrier crossing events for barrier height U0 = 3 kBT
and (b) low friction τm/τD = 10 and short memory τΓ/τD = 0.001, (c), (d) high friction
τm/τD = 0.001 and short memory τΓ/τD = 0.001, (f) low friction τm/τD = 10 and long
memory τΓ/τD = 10, (g), (h) high friction τm/τD = 0.001 and long memory τΓ/τD = 10. The
horizontal green dashed lines indicate the potential minima. (e) Illustration of how first-passage
times (FPTs) are obtained from Langevin simulation. The vertical black lines mark crossings of
the trajectory with the minimum x = −L (lower green dashed line), the vertical red line marks
the first crossing of the trajectory with the minimum x = L (upper green dashed line). Each
vertical black line constitutes a sample for the FPT, obtained via calculating the time difference
to the red line, and the MFPT τMFP is obtained by averaging over all FPTs. For the trajectory
shown, the parameters τm/τD = τΓ/τD = 0.001 and barrier height U0 = 3 kBT are used.
In this chapter we study the barrier crossing by numerical simulation of the GLE Eq. (3.1) in
21
Memory-induced acceleration and slowdown of barrier crossing
the complete parameter space that encompasses both low and high friction γ as well as short and
long memory times τΓ. By comparison of our numerical data with existing theories, we confirm
that GH theory has a very limited range of applicability [122], while PGH theory is virtually exact
for all parameters. We find a regime at intermediate memory time where memory accelerates
barrier crossing. At long memory time the MFPT scales as τMFP ∼ τ2ΓeU0/(kBT )/γ and thus
increases with τΓ as a power law [122], which shows that memory can modify the barrier crossing
behavior at time scales that are much longer than the memory time itself. By an asymptotic
dynamic propagator analysis, the barrier crossing acceleration at intermediate τΓ is explained
by effective mass reduction due to unsuccessful barrier crossing attempts, the barrier crossing
slowdown at large τΓ by slow energy diffusion effects. We provide a simple heuristic formula
for τMFP that holds globally as a function of all parameters, and use it to predict the crossover
between the Markovian overdamped and inertial regimes and the two non-Markovian regimes
where memory effects are relevant and either accelerate or slow down the barrier crossing rate.
3.2 Setup
To reformulate the problem defined by Eqs. (3.1)-(3.4) with a minimal set of parameters, we








where τD is the diffusion time linked with the barrier separation L and friction coefficient γ, and
τm is the inertial time that characterizes viscous dissipation of particle momentum. With this,
















˙˜x(t˜− t˜′)dt˜′ + η˜(t˜), (3.6)
where t˜ = t/τD is the time in units of τD, x˜(t˜) = x(τD t˜)/L the dimensionless particle position,
and η˜(t˜) = Lη(τD t˜)/(kBT ) is the dimensionless random force which is characterized by the
correlator 〈η˜(t˜)η˜(t˜′)〉 = exp(− ∣∣t˜− t˜′∣∣ τD/τΓ)τD/τΓ. It now transpires that the problem is fully
specified by the rescaled potential barrier height U0/(kBT ) and two dimensionless ratios formed
by the characteristic time scales τm, τD, and τΓ.
For numerical simulations of Eq. (3.6) we eliminate the memory kernel by coupling to an
additional fluctuating degree of freedom [122]. More explicitly, Eq. (3.6) is equivalent to the






x˜(1− x˜2) +R(t˜), (3.7)
− τΓ
τD
R˙(t˜) = R(t˜) + ˙˜x(t˜) + ξ(t˜), (3.8)
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where ξ is white noise with 〈ξ(t˜)〉 = 0 and variance 〈ξ(t˜)ξ(t˜′)〉 = 2δ(t˜− t˜′). The solution to
Eq. (3.8) with initial condition R(0) = R0 is
















˙˜x(t˜− t˜′) + ξ(t˜− t˜′)] dt˜′. (3.9)
Substituting this into Eq. (3.7) one recovers Eq. (3.6) with an effective random force given
by η˜(t˜) = R0 exp(−t˜τD/τΓ)−
∫ t˜
0 exp(−t˜′τD/τΓ)ξ(t˜− t˜′)dt˜′. The FDT is fulfilled if R0 is
drawn from a Gaussian distribution with zero mean and variance 〈R20〉 = τD/τΓ. In our
simulations, we sample the initial position x˜(0) from the equilibrium distribution within the
potential well centered around x˜ = −1, using a Gaussian approximation so that 〈x˜(0)〉 = −1
and 〈(x˜(0) + 1)2〉 = kBT/(U ′′(−L)L2) = kBT/(8U0). The initial velocity ˙˜x(0) is sampled
from a Gaussian distribution with zero mean and variance 〈 ˙˜x(0)2〉 = kBTτ2D/(L2m) = τD/τm,
in accordance with the equipartition theorem. Equations (3.7), (3.8) are integrated numerically
using a standard fourth-order Runge-Kutta scheme.
Particle trajectories for overdamped and inertial dynamics with short and long memory time,
respectively, are shown in Fig. 3.1. In Figs. 3.1 (g) and (h) it is seen that even in the high friction
case, for long memory time we obtain bursts of quickly repeating barrier recrossing events, similar
to the inertial Markovian case shown in Fig. 3.1 (b); this hints already at a close analogy between
the long-memory and the inertial limits, which we will come back to further below [122,127,139].
Most of the results for the MFPT τMFP shown in this chapter are extracted from a single long
trajectory that in the presence of memory crosses the barrier many times and thus includes the
effects of multiple recrossing events. In Appendix B.1 we discuss alternative estimates of the
barrier crossing time based on first-passage events as well as based on the relaxation dynamics
of the particle probability distribution. To obtain τMFP we average over all first-passage times,
defined as the difference between the time a trajectory crosses the potential minimum at x = −L
and the time it reaches the other minimum at x = L for the first time, as illustrated in Fig. 3.1 (e)
(to increase sampling efficiency we also consider the reverse first passage events from x = L to
x = −L). Each of our trajectories includes at least thousand barrier crossing events.
Rate theories typically yield the escape time τesc, which is defined as the inverse of the escape
rate at which the fraction of particles initially localized on one side of the barrier decays towards
equilibrium. If trajectories cannot recross the barrier once they have reached their target position,
corresponding to a single-well scenario which is effected by a suitably positioned absorbing
boundary condition, there is no difference between the MFPT τMFP obtained in simulations
and τesc. If one allows for the recrossing of trajectories, corresponding to the double-well
scenario, τMFP and τesc only agree in the high-friction and Markovian limit. For MM and PGH
theory formulas for the escape time in the single-well as well as in the double-well scenarios
exist [88, 126, 133]. In this chapter we compare our numerically determined MFPTs in the
double-well scenario (including barrier recrossing) with the escape times from single-well rate
theories (which neglect barrier recrossing).
In Appendix B.1 we present explicit simulation results for double-well MFPTs and single-well
escape times and demonstrate that they are numerically identical. This shows that recrossing
events (which are absent in single-well rate theories) contribute negligibly to τMFP and therefore
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Figure 3.2: Simulation results for the mean first-passage time τMFP (crosses) are compared
with predictions from the memoryless Mel’nikov-Meshkov theory (MM) [126] (thick gray line),
Grote-Hynes theory (GH) [87] (dotted lines) and Pollak-Grabert-Ha¨nggi theory (PGH) [88] (solid









m shows the classical Kramers turnover
with a minimum in τMFP at an intermediate value of γ/
√
m between the low-friction (to the
left) and the high-friction regimes (to the right). PGH theory converges to MM theory for short
memory, GH theory is only valid for high friction. (b) Plot of τMFP/τD as a function of τm/τD
for several values of the rescaled memory time τΓ/τD. Simulation results agree accurately with
PGH theory. (c) Plot of τMFP/τD as a function of τΓ/τD for several values of τm/τD, for long
memory the MFPT scales as τMFP ∼ τ2Γ. For intermediate values of the rescaled memory
time τΓ/τD, memory effects in fact accelerate barrier crossing as compared to the Markovian
(memoryless) case.
validates our comparison of numerically determined MFPTs in the double-well scenario with
escape times from single-well rate theories.
While the results in this chapter are based on the quartic potential defined in Eq. (3.4), in
Appendix B.2 we compare results for quartic and cubic potentials and demonstrate that the
differences are insignificant if suitable rescaled variables are used.
3.3 Comparison of rate theory results to Langevin simulations
Before we display numerical results, we compare in Fig. 3.2 (a) different theoretical predictions
for the rescaled MFPT τMFP/
√
τDτm for a few different fixed memory times τΓ and fixed barrier










m does not explicitly depend on γ. For short memory
time τΓ/
√
τDτm = 0.01 the MM theory (thick gray line) agrees perfectly with the full PGH
theory (green line), which is expected since MM theory is valid in the Markovian limit τΓ = 0.
For intermediate and long memory times τΓ/
√
τDτm = 1, 10 the PGH theory predicts the MFPT
to increase, compared to the Markovian limit τΓ = 0, in the inertial low-friction limit (to the
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left), while for high friction the increase in memory time has no influence on the barrier-crossing
time. The power law behavior is independent of the memory time and (for fixed U0/kBT )
given by τMFP ∼ m/γ for low friction and τMFP ∼ γ for high friction, the standard Kramers
scaling [50,126]. The minimum in the MFPT at intermediate friction is shifted upwards and to
larger friction as the memory time increases. The GH theory (dotted lines) clearly breaks down
in the inertial regime, which is expected and has been noted before [129].
To reveal the global scaling structure of the barrier crossing time, it is useful to slightly
change the rescaling and to express all times in units of τD. Figure 3.2 (b) shows τMFP/τD as a
function of τm/τD for a few fixed values of the rescaled memory time τΓ/τD, crosses denote
simulation results, which quantitatively agree with the PGH theory (solid colored lines). The
small deviations between simulations and PGH theory for long memory time are discussed in
Appendix B.1 The high-friction regime (to the left) is characterized by a constant rescaled MFPT
τMFP/τD ∼ const., and thus τMFP ∼ γ, while the low-friction regime (to the right) displays a
linear scaling τMFP/τD ∼ τm/τD and thus τMFP ∼ m/γ (as indicated by a black bar). Notably,
in this presentation it is seen that GH theory not only fails in the inertial regime (to the right), it
also fails in the diffusive regime for elevated memory times τΓ/τD = 1, 10, and reduces to the
transition-state theory scaling τMFP ∼
√
m as indicated by a black bar.
In Fig. 3.2 (c) we present the scaling behavior of the MFPT as a function of the memory time
τΓ, for this we plot τMFP/τD versus τΓ/τD for a few different fixed values of τm/τD. Again,
simulations (crosses) agree quantitatively with PGH theory (solid lines) for all parameter values,
which demonstrates that PGH theory is virtually exact both for long and short memory times
as well as for low and high friction. The power-law behavior τMFP ∼ τ2Γ for long memory
times τΓ/τD  1, which has been demonstrated before [122], is clearly seen both for low and
high friction, i.e., for all values of τm/τD. Note that this power-law scaling is not captured by
GH theory (dotted lines), but rather by the Carmeli-Nitzan energy diffusion formula [122, 139].
Unfortunately, the Carmeli-Nitzan theory is rarely used when applying rate theories to MD data.
In between the asymptotic short- and long-memory regimes the MFPT shows a minimum, which
is most visible for small mass τm/τD = 0.01 (shown in green). For the other two friction values
shown (τm/τD = 1, 10), a minimum cannot be discerned in the log-log representation, but is
still present. This is more clearly seen in Fig. 3.3, where we replot the simulation data and the
PGH prediction in a semi-logarithmic presentation and obtain quite good agreement between the
two. As we will discuss in more detail in Sections 3.4, 3.5, intermediate memory time speeds
up barrier crossing, while a long memory time invariably slows down reaction rates and in fact
gives rise to a power-law dependence of τMFP on τΓ.
The three different ways of representing the data in Fig. 3.2 bring out the three fundamental
scaling properties of the MFPT, namely the scaling τMFP ∼ γ for high friction, seen in Fig. 3.2
(a) to the right, the scaling τMFP ∼ m/γ for large mass, seen in Fig. 3.2 (b) to the right, and the
scaling τMFP ∼ τ2Γ for large memory time, seen in Fig. 3.2 (c) to the right.
To present this scaling behavior of the MFPT in one graph, we show the PGH predictions
for τMFP/τD in Fig. 3.4 (a) in a triple-logarithmic plot as a function of τm/τD and τΓ/τD for
fixed U0 = 3 kBT . τMFP/τD shows a plateau in the short-memory high-friction regime for
τm/τD  1 and τΓ/τD  1. The comparison with Figs. 3.2 (b) and 3.4 (c), where the GH
prediction is shown, demonstrates that this is the only regime where GH theory is reliable; this was
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Figure 3.3: Simulation data and PGH predictions for the MFPT τMFP. Same data as shown in
Fig. 3.2 (c), in semi-logarithmic representation, in order to illustrate the minimum in τMFP at
intermediate memory times τΓ. The numerical results shown in subplots (a), (b) illustrate that
the speedup in barrier crossing is also observed in the Langevin simulations. For subplot (c), no
numerical data is shown because a speedup could not be observed within statistical error.
clear when GH theory was devised [87]. For long memory τΓ/τD 
√
τm/τD (for τm/τD > 1)
or τΓ/τD  1 (for τm/τD < 1) the power law τMFP/τD ∼ (τΓ/τD)2 emerges in PGH theory
as shown in Fig. 3.4 (a), while the low-friction short-memory scaling τMFP/τD ∼ τm/τD is
seen for τm/τD  1 and τm/τD  (τΓ/τD)2.
3.4 A simple heuristic formula for the mean first-passage time

























where e ≈ 2.72 is Euler’s number. Equation (3.10) is plotted in Fig. 3.4 (a), (d) as a red thick
line at the boundaries and reproduces PGH theory very accurately.
In Fig. 3.5 we compare simulation results for τMFP (crosses) with PGH theory (solid lines) and
our heuristic formula Eq. (3.10) (dotted lines) as a function of the barrier height U0. We compare
two representative scenarios, one for high friction τm/τD = 0.1 and long memory τΓ/τD = 10
(in green), and the other for low friction τm/τD = 10 and short memory τΓ/τD = 0.1 (in blue).
The heuristic formula Eq. (3.10) and PGH theory agree closely with each other and also with
the simulation results for not too low barrier heights. It transpires that low-barrier corrections
to PGH theory [130–132] are not significant for barrier heights U0 & 3 kBT . In Appendix B.3,
we present a quantitative comparison of Eq. (3.10) to PGH theory predictions and find that
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(a) U0 = 3 kBT


























































(d) U0 = 20 kBT









































Figure 3.4: (a), (d) Global plots of the mean first-passage time τMFP/τD as function of τm/τD
and τΓ/τD according to PGH theory for barrier heights (a) U0 = 3 kBT and (d) U0 = 20 kBT .
The red lines at the boundaries represent the heuristic formula Eq. (3.10). (b), (e) Scaling
diagrams showing the different scaling regimes for τMFP for barrier heights (b) U0 = 3 kBT
and (e) U0 = 20 kBT , respectively. The phase boundaries are determined by estimating the
crossovers between the different scaling forms Eqs. (3.11), (3.12), (3.13), (3.14) of the heuristic
formula Eq. (3.10). The memory speedup regime is defined by the parameter range where the
heuristic formula (3.10) yields a value for τMFP/τD less than 95% of the Markovian limit (3.12).
(c), (f) Global plots of the mean first-passage time τMFP/τD as function of τm/τD and τΓ/τD
according to GH theory for barrier heights (c) U0 = 3 kBT and (f) U0 = 20 kBT , which agrees
with the PGH theory only in the short-memory high-friction regime, defined by τΓ/τD  1 and
τm/τD  1.
throughout the parameter range considered, in which τMFP varies over 27 orders of magnitude,
relative deviations between our heuristic formula and the full PGH theory are small. Thus, over
many orders of magnitude in the parameters τm/τD, τΓ/τD, U0 and especially in the asymptotic
regimes, our formula (3.10) is a simple and accurate means for calculating τMFP.
Equation (3.10) allows us to establish a global scaling diagram. While in the long memory
limit τΓ/τD  1, Eq. (3.10) reduces to






in the Markovian limit τΓ/τD  1, one obtains
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τm/τD = 0.1, τΓ/τD = 10
Eq. (3.10) Langevin
τm/τD = 10, τΓ/τD = 0.1
Figure 3.5: Mean first-passage time τMFP/τD as a function of barrier height U0 for two different
parameter combinations of τm/τD and τΓ/τD. Crosses denote simulation results, solid lines
predictions from PGH theory, and dotted lines represent the heuristic formula Eq. (3.10).
The boundary between the Markovian and the non-Markovian regimes follows by equating
Eqs. (3.11) and (3.12), and constitutes the left boundary of the memory slowdown regime,
shown in green in the scaling diagram for barrier height U0 = 3 kBT in Fig. 3.4 (b). The
asymptotic boundaries are given by (τΓ/τD)2 = kBT/U0 for high friction τm/τD  1 and
(τΓ/τD)
2 = kBT/U0 · τm/τD for low friction τm/τD  1. Similarly, the crossover from the
high-friction Markovian limit (τm/τD  1) of Eq. (3.12),






to the low-friction Markovian limit (τm/τD  1)







occurs at τm/τD = 1, and separates the Markovian low-friction (inertial) from the Markovian
high-friction (overdamped) regimes in Fig. 3.4 (b). We define the regime within which memory
accelerates barrier crossing as the parameter range where τMFP/τD according to the heuristic
formula Eq. (3.10) is smaller by 5% compared to the Markovian limit (3.12). This defines the
memory speedup regime, which in Fig. 3.4 (b) is shown in purple and is obtained for intermediate
memory time and not too large mass. Note that while a slight speedup is obtained even for large
mass τm/τD, the relative speedup goes to zero as τm/τD  1, as is clearly seen in Fig. 3.3.
In Fig. 3.4 (e) we show the scaling diagram for U0 = 20 kBT . Compared to the result for
U0 = 3 kBT in (b), the boundary of the memory slowdown regime (shown in green) shifts















PGH, τm/τD = 0.1
PGH, τm/τD = 1
PGH, τm/τD = 10
Figure 3.6: Memory time which minimizes τMFP/τD for given τm/τD, as predicted by Eq. (3.10)
(red solid line) and PGH theory (data points), as function of U0. Note that according to Eq. (3.10),
τΓ/τD|min does not depend on τm/τD. The power law τΓ/τD|min ∼ 1/
√
U0, denoted by a black
bar, approximates well the result from Eq. (3.10).
U0 = 20 kBT are very similar, which shows that the general scaling structure of the MFPT is
robust with respect to variations of the barrier energy U0. The comparison of PGH theory and
our heuristic formula for U0 = 20 kBT in Fig. 3.4 (d) shows that the heuristic formula also works
well for high barriers.
In Fig. 3.6 we show the memory time τΓ/τD|min at which, for given inertial time scale
τm/τD and barrier height U0, the MFPT τMFP/τD is minimal. We compare results from the
heuristic formula Eq. (3.10) with predictions of PGH theory. According to Eq. (3.10), τΓ/τD|min
is independent of τm/τD and decays as a power law τΓ/τD|min ∼ 1/
√
U0 with U0. While
τΓ/τD|min as predicted by PGH theory does slightly depend on τm/τD and is smaller than the
value obtained from the heuristic formula, the general agreement is quite good.
3.5 Propagator analysis
The scaling τMFP ∼ τ2Γ for long memory time has been observed before and can be derived from
the energy diffusion limit of the barrier crossing rate [122]. Alternatively, it can be obtained
by an asymptotic analysis of the propagator C(t) ≡ 〈x(t)x(0)〉 that describes the particle
motion within the potential well. This approach has the advantage that one can also derive the
barrier-crossing speedup at intermediate memory time in a straightforward fashion.
We consider the GLE (3.1) in a harmonic potential U(x) ' Kx2/2 and for times t  τΓ,
so that we can replace the upper limit in the memory integral by infinity. Fourier transforming
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Eq. (3.1) and solving for x˜(ω) yields
x˜(ω) =
η˜(ω)
K −mω2 + iωΓ˜+(ω)
≡ Q˜(ω)η˜(ω), (3.15)








while the Fourier transform of the full memory kernel is
Γ˜(ω) = Γ˜+(ω) + Γ˜+(−ω) = 2γ
1 + ω2τ2Γ
. (3.17)
Using Eq. (3.15), we calculate 〈x(t)x(0)〉 as
































where we used that the Fourier transform of the generalized FDT Eq. (3.2) is 〈η˜(ω)η˜(ω′)〉 =
kBT 2piδ(ω+ω
′) Γ˜(ω). Thus the propagator, i.e., the Fourier transform of C(t), is finally given
by





K −mω2 + iωΓ˜+(ω)
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For vanishing memory time, τΓ = 0, we obtain the standard damped harmonic oscillator result
C˜(ω)/(kBT ) = 2γ
[
(K −mω2)2 + ω2γ2]−1 . (3.25)
We now investigate the properties of Eq. (3.24) for small and large memory times τΓ.
For τΓ small we rewrite Eq. (3.24) as
C˜(ω)/(kBT ) = 2γ
[










Neglecting the O(ω2τ2Γ) terms in Eq. (3.27), we see that Eq. (3.27) reduces to the memoryless
propagator Eq. (3.25) with an effective mass
meff = m(1− τΓ/τm), (3.28)
which is smaller than the bare mass m. Thus, short but finite memory effectively leads to a
reduction of the mass, which according to high-friction Kramers theory is associated with a
speedup of the dynamics. This is indeed what we observe in both the Langevin simulations and
the PGH theory predictions, see Figs. 3.2 (c) and 3.3. Note that Eq. (3.28) was derived from
the linearized GLE. To arrive at Eq. (3.28) in the general nonlinear case, one can alternatively
perform a gradient expansion of the memory integral in the GLE Eq. (3.1). If the memory kernel
Γ decays quickly compared to the time scale on which x˙ varies, Taylor expansion of x˙(t− t′)
around t and using the exponential memory kernel Eq. (3.3) yields∫ ∞
0










Replacing the memory integral in Eq. (3.1) by this expression, one obtains the ordinary Langevin
equation with friction coefficient γ and the effective mass meff given by Eq. (3.28), in agreement
with our propagator analysis.
For large τΓ, we rewrite Eq. (3.24) as




(K −mω2)2 + 1
ω2τ2Γ
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To leading order in τ−1Γ , this is the low friction limit τmω  1 of the memoryless propagator
Eq. (3.25) with a frequency-dependent effective friction coefficient γeff = γ/(ω2τ2Γ). Indeed,
even though the friction coefficient is very high, the long-memory trajectories shown in Fig. 3.1
(g), (h) look inertial, in the sense that once a barrier crossing event takes place, there is a cascade
of recrossings, reminiscent of low-friction barrier crossing, as shown in Fig. 3.1 (b). For low
effective friction, the propagator Eq. (3.25) is dominated by the pole at ω2∗ = K/m, so that the
effective friction asymptotically equals γeff = γ/(ω2∗τ2Γ) = γm/(Kτ2Γ). Using the Kramers
scaling for τMFP for low friction and replacing γ by the effective friction coefficient γeff , we
finally obtain
τMFP ∼ eU0/(kBT )mkBT/(γeffU0) = eU0/(kBT )τ2ΓKkBT/(γU0) (3.34)
= 8eU0/(kBT )τ2ΓkBT/(γL
2) ∼ eU0/(kBT )τ2Γ/τD, (3.35)
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where we used K = 8U0/L2, appropriate for the quartic potential Eq. (3.4). This is precisely
the scaling behavior obtained for large memory times τΓ both for large and small bare friction γ
in Fig. 3.2 (c), and which is also recovered by the heuristic formula Eq. (3.10).
This scaling result is noteworthy for several reasons. First, it demonstrates that the non-
Markovian limit, corresponding to memory times τΓ much larger than the diffusion and inertial
times τD and τm, is characterized by a very simple and universal scaling of the barrier crossing
time τMFP. Secondly, orthogonal degrees of freedom, which are at the core of non-Markovian
effects [14, 15], modify τMFP in a crucial but intuitive manner. To see this, we assume that
non-Markovian effects are caused by a single orthogonal degree of freedom subject to an energy
barrier of heightW0, so that the memory time can be written as τΓ ∼ γeW0/(kBT ) to leading order.
Combining this with the scaling τMFP ∼ eU0/(kBT )τ2Γ/γ, we obtain τMFP ∼ γe(U0+2W0)/(kBT ).
This shows that in the long-memory limit, the orthogonal barrier heightW0 is even more relevant
than the barrier height U0 associated with the reaction coordinate, which presumably reflects
multiple recrossing events over the orthogonal barrier.
A simple picture allows to rationalize the observed acceleration of the barrier crossing at
intermediate memory time in an intuitive manner. Consider a particle that has just returned
from an unsuccessful barrier-crossing attempt and is located at the potential minimum. For a
memory time that is of the order of the time it took the particle to move down from the barrier,
the net effect of friction will be to accelerate the particle up the barrier again, so this is a simple
way of understanding the effective mass reduction expressed by Eq. (3.28). For much longer
memory times the memory kernel will average over many previous barrier crossing attempts,
which cancel out on average and thus lead to a reduced effective friction. This explains why
the particle trajectories in Fig. 3.1 (g) and (h) look inertial and why the kernel derived in the
long-memory limit, Eq. (3.33), has a similar pole structure as the memoryless kernel Eq. (3.25)
for vanishing friction.
3.6 Conclusions
In summary, we compare several rate theories (MM, GH, PGH) for the barrier-crossing time
with explicit Langevin simulation results, and determine the range of applicability of the various
theoretical predictions. We confirm that the commonly used GH theory is only applicable in the
double limit of short memory and high-friction (overdamped) dynamics, and that PGH theory is
very accurate in predicting MFPTs in the entire parameter space. From asymptotic analysis of the
propagator, we derive that there is a regime at intermediate memory times where memory leads
to a decrease of the MFPT τMFP, and a distinct regime at long memory times where memory
effects slow down barrier crossing and the asymptotic power law τMFP ∼ τ2Γ is obtained. As an
easy-to-implement alternative to the PGH formula, we provide the heuristic formula (3.10), show
that it accurately predicts the MFPT over many orders of magnitude in the parameters τm/τD,
τΓ/τD, U0, and use it to establish the scaling diagram featuring the Markovian high-friction and
inertial regimes as well as the non-Markovian long memory regime. In particular, we identify a
regime at intermediate memory times where finite memory reduces the barrier crossing time.
The heuristic formula we provide is a convenient tool for the calculation of rates from known
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memory times, or, conversely, for the estimation of memory times from barrier crossing times
measured in MD simulations or experiments. Based on the heuristic formula we estimate the
memory time which maximizes the barrier crossing rate, this might be useful for the design of
systems with optimal barrier flux by tuning memory time and barrier height. More generally, our
analysis allows to quickly determine whether memory effects are relevant or not, as summarized
in Figs. 3.4 (b) and (e). The location in the scaling diagrams where the memory time, the diffusion
time and the inertial time are all of the same order, τΓ/τD ∼ τm/τD ∼ 1, is experimentally
relevant for dihedral barrier crossing phenomena [29,140] and ion-pair kinetics in water [25,86],
since in both cases the diffusion time, the memory time, and the inertial time are all of the order
of around one picosecond. The scaling diagrams Figs. 3.4 (b) and (e) show that in this area the
three scaling regimes corresponding to memory slowdown, memory speedup and the inertial
regimes touch. Since in this regime neither the Markovian models nor the GH theory, which are
easy to handle, are reliable, our heuristic formula will be useful as a convenient and accurate
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bi-exponential memory is dominated
by the shorter memory time
Bibliographic information: The content of this chapter and of Appendix C is in preparation to be
submitted to a peer-reviewed journal (Ref. [iii]).
4.1 Introduction
Conformational transitions are usually modeled as barrier crossing in a one-dimensional energy
landscape. The corresponding reaction coordinate is coupled to both intra- and extramolecular
degrees of freedom, and only if there is separation of time scales between reaction coordinate and
orthogonal degrees of freedom is the dynamics of the reaction coordinate Markovian. However,
the time scales of the dynamics of microscopic systems are typically comparable to those of their
environment, and indeed non-Markovian dynamics, i.e., memory effects, have been observed in
ion-pair kinetics [25, 86], conformational transitions in small molecules [28, 29], and protein
folding [62, 98, 102, 141].
Memory effects can have substantial influence on barrier crossing times [88, 122, 127, 129,
132]. In Chapter 3 we studied barrier crossing for the case where the orthogonal degrees of
freedom are characterized by a single time scale and a single long-time friction coefficient, and
memory effects are described by an exponential memory kernel. Due to its simplicity, this is the
most-studied scenario for non-Markovian barrier crossing in the literature [88, 122, 131, 132].
However, in many physical reaction coordinates non-exponential memory effects have been
found [29,86,142–145], and only few systematic numerical studies of barrier crossing that go
beyond the single-exponential case exist [146]. As for theoretical results, the popular Grote-Hynes
(GH) theory [87] for barrier crossing in the presence of memory is easily applied to arbitrary
memory kernels, but in Chapter 3 we saw that even in the single-exponential case its predictions
only agree with numerical results in the double limit of high friction and short memory times.
On the other hand, for the rate theory developed by Pollak, Grabert and Ha¨nggi (PGH) [88],
which in Chapter 3 is found to accurately describe the numerical data throughout the parameter
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Figure 4.1: (a) Illustration of barrier crossing of a massive particle in the double-well potential
U(x) given by Eq. (4.3). The barrier crossing time τMFP is defined as the mean time between
crossing the minimum at x = −L (left green vertical dashed line) and reaching the other
minimum at x = L (right green vertical dashed line) for the first time. (b) Illustration of how
first-passage times (FPTs) are obtained from Langevin simulation. Vertical black lines mark
crossings of the trajectory with the minimum x = −L (lower green dashed line), the vertical
red line marks the first crossing of the trajectory with the minimum x = L (upper green dashed
line). Each vertical black line constitutes a sample for the FPT, obtained via calculating the
time difference to the red line, and the MFPT τMFP is obtained by averaging over all FPTs. For
the trajectory shown, the parameters τm/τD = 10, τ1/τD = τ2/τD = 0.01 and barrier height
U0 = 3 kBT are used. Both the potential and the algorithm used for calculating FPTs in this
chapter are the same as in Chapter 3.
In the present chapter, we consider the situation where the orthogonal degrees of freedom





Γ(t− t′)x˙(t′) dt′ − U ′(x(t)) + η(t), (4.1)
where m is the effective mass of the reaction coordinate x, Γ(t) is a memory kernel, U ′ denotes
the derivative of a potential U(x), and η is a random force. The random force η is Gaussian with
zero mean, 〈η(t)〉 = 0, and obeys the generalized fluctuation-dissipation theorem (FDT)〈
η(t)η(t′)
〉
= kBT Γ(|t− t′|). (4.2)




)2 − 1]2 , (4.3)
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exp (−|t|/τi) = γ
2τ1
exp (−|t|/τ1) + γ
2τ2
exp (−|t|/τ2) , (4.4)
where τ1, τ2 are two memory time scales and γ =
∫∞
0 dtΓ(t) is the long-time friction coefficient.
We here consider the special case where each of the two exponentials contributes equally to the











e−t/τ2 = γ/2. (4.5)
If both memory times are equal, i.e., if τΓ ≡ τ1 = τ2, then Eq. (4.4) reduces to the single-
exponential memory kernel considered in Chapter 3.
We study barrier crossing by numerical simulations of the GLE Eq. (4.1), (4.4), in the complete
parameter space which includes both low- and high-friction γ, as well as short and long memory
times τ1, τ2. For equal memory times τΓ ≡ τ1 = τ2, we recover the single-exponential results
discussed in Chapter 3, which we describe in the present chapter using a slight modification
of the single-exponential heuristic formula Eq. (3.10). If the two memory times τ1, τ2 are very
different, the corresponding trajectories resemble those of single-exponential dynamics, with
the single-exponential memory time given by the shorter of the two memory times τ1, τ2. For
long memory times, we analytically show that indeed the shorter memory time dominates the
propagator of the GLE. We define an effective single-exponential friction coefficient γeff and
an effective single-exponential memory time τeff , which interpolate between the symmetric
case τΓ ≡ τ1 = τ2 and the asymmetric case where τi  τj . Used in conjunction with the
effective single-exponential parameters γeff , τeff , the single-exponential heuristic formula for
barrier-crossing times describes our numerical data globally. Our results thus show that in the
asymmetric case, the shorter memory time determines the barrier-crossing time.
4.2 Setup








Here, τm is the inertial time which characterizes viscous dissipation of particle momentum, and
τD is the diffusion time linked with the barrier separation L and long-time friction coefficient γ.
















t˜− t˜′)] ˙˜x(t˜′) + F˜ (x˜(t˜))+ η˜(t˜), (4.7)
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where t˜ = t/τD is the time in units of τD, F˜ (x˜) = −LU ′(Lx˜)/kBT is the dimensionless deter-
ministic force, and η˜(t˜) = Lη(τD t˜)/kBT is the dimensionless random force. The autocorrelation


















To simulate the GLE Eq. (4.7) numerically, we eliminate the memory kernel by introducing
two auxiliary degrees of freedom R1, R2. More explicitly, Eqs. (4.7), (4.8) are equivalent to the


























where ξi are Gaussian stochastic processes with zero mean and autocorrelation given by
〈ξi(t)ξj(t′)〉 = 2δi,jδ(t− t′). As we show in Appendix C.2, solving Eqs. (4.10), (4.11) forRi(t)
and substituting the result into Eq. (4.9), one obtains the GLE Eq. (4.7), with an effective ran-
dom force η˜R(t˜) =
∑2






If the initial conditions Ri(0) are Gaussian random variables with zero mean and variance
〈Ri(0)Rj(0)〉 = δi,jτD/(2τi), then η˜R fulfills the FDT Eq. (4.8), so that η˜R ≡ η˜.
Using a fourth-order Runge-Kutta integration scheme, we simulate Eqs. (4.9)-(4.11) for the
parameter range τm/τD ∈ [10−3, 103], τ1/τD, τ2/τD ∈ [10−3, 102]. Initial positions are sam-
pled from a Gaussian approximation of the probability distribution in the well x˜ = −1, i.e.,
〈x˜(0)〉 = −1, 〈(x˜(0)+1)2〉 = kBT/(U ′′(−L)L2) = kBT/(8U0). Initial velocities are sampled
from a Gaussian distribution with zero mean and variance 〈 ˙˜x(0)〉 = τD/τm, in accordance with
the equipartition theorem. Throughout, we use the barrier height U0 = 3 kBT .
From our simulations we obtain distributions for the first-passage time (FPT) τFP by collecting
samples for the time needed from crossing the minimum at x = −L to reaching the minimum at
x = L for the first time, see Fig. 4.1 (b) for an illustration. Since the potential is symmetric, we
also collect FPT samples from crossings starting at x = L and reaching x = −L for the first
time. The mean first-passage time (MFPT) τMFP is subsequently calculated by averaging over
all samples, and we showed in Chapter 3 that this yields the same MFPT as is obtained when
using absorbing boundary conditions to eliminate recrossing, or using an absorbing boundary
condition and fitting an exponential decay to the time-dependent probability for a particle to
remain in the well x < 0.
In Fig. 4.2 we plot simulation trajectories showcasing typical barrier crossing events. In
Figs. 4.2 (a), (b), (d), (e) the two memory times are equal, τΓ ≡ τ1 = τ2, so that in fact single-
exponential memory is studied. In the energy diffusion limit, which is attained if τm/τD  1 or
τΓ/τD  1, we recover bursts of recrossings similar to our results in Chapter 3. Recrossing begins




















































τ 1/τD = 0.01










high friction, Markovian (b) high friction, τ1 τ2
low friction, Markovian low friction, long memory     low friction, τ1 τ2
(a) high friction, long memory (c)
(d) (e) (f)
Figure 4.2: Typical sections of simulated trajectories displaying barrier crossing events for
barrier height U0 = 3 kBT . Simulation parameters used are given in the legends. The horizontal
green dashed lines indicate the minima of the quartic potential Eq. (4.3), which is shown in
Fig. 4.1 (a).
and forth between the two wells until its energy falls below the barrier energy again [126,147].
Figure 4.2 (c) shows a trajectory with high friction τm/τD = 0.001  1, and memory times
τ1/τD = 0.01 τ2/τD = 10. The trajectory is reminiscent of the high-friction short-memory
dynamics shown in Fig. 4.2 (a), and markedly different from the long burst of recrossings
displayed in Fig. 4.2 (b). Similarly, the trajectory for low friction τm/τD = 10  1 and
τ1/τD = 0.01 τ2/τD = 10 shown in Fig. 4.2 (f) resembles more the low-friction Markovian
trajectory from Fig. 4.2 (d) than the low-friction long-memory trajectory shown in Fig. 4.2 (e).
While these observations are a first hint that the shorter memory time determines the dynamics of
the particle, we emphasize that both memory times always contributes equally to the long-time
diffusive behavior, see Appendix C.3 for details.
To check whether bi-exponential memory implies bi-exponential first-passage time distribution,
we in Fig. 4.3 present numerically obtained FPT distributions in a semi-logarithmic representation,
calculated using the trajectories depicted in Fig. 4.2. For all parameters considered we see that
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τMFP/τD = 8.2 τMFP/τD = 8754.6 τMFP/τD = 4.1



















high friction, Markovian (b) high friction, τ1  τ2
low friction, Markovian low friction, long memory     low friction, τ1  τ2
(a) high friction, long memory (c)
(d) (e) (f)
Figure 4.3: First-passage time distributions for barrier crossing. Simulation parameters are
given in the legends. For each subplot, samples are obtained from numerical simulations as
illustrated in Fig. 4.1 (b). The resulting normalized probability distribution ρ(τFP) is shown as
blue histogram. The MFPT τMFP given in the plots is obtained by averaging over the samples,
and used to plot an exponential distribution as defined in Eq. (4.12), and shown as red dashed
line.





shown as red dashed lines in Fig. 4.3. Only for the long-memory regime shown in Figs. 4.3 (b),
(e) we see slight deviations from the exponential distribution for short τFP, which we attribute to
the recrossing events shown in Fig. 4.2 (b), (e), and which do not affect the MFPT significantly,
as shown in Chapter 3. Both for high friction (upper row) and low friction (lower row), we see
that if the two memory times are very different, as in Figs. 4.3 (c), (f), then the resulting FPT
distribution is single-exponential; the MFPT is close to the corresponding single-exponential
MFPT of the shorter memory time, shown in Figs. 4.3 (a), (d), and can differ by orders of





In Figs. 4.2, 4.3 we observed similarities between the dynamics in the asymmetric bi-exponential
scenario and the single-exponential scenario for the corresponding smaller memory time, in-
dicating that the smaller memory time dominates short-time dynamics and barrier crossing.
For long memory times, this can be rationalized by an asymptotic analysis of the propagator
C(t) ≡ 〈x(t)x(0)〉 that characterizes the particle motion within one potential well. The follow-
ing calculation is a generalization of the propagator analysis carried out for the single-exponential
memory kernel in Chapter 3. We consider the GLE (4.1) in a harmonic potential U(x) ' Kx2/2
and for times t τ1, τ2, so that we can replace the upper limit in the memory integral by infinity.
Fourier transforming Eq. (4.1) and solving for x˜(ω) yields
x˜(ω) =
η˜(ω)
K −mω2 + iωΓ˜+(ω)
≡ Q˜(ω)η˜(ω), (4.13)












while the full Fourier transform is






Using Eq. (4.13), we calculate the propagator C(t) ≡ 〈x(t)x(0)〉 as
































where we used that the Fourier transform of the generalized FDT Eq. (4.2) is 〈η˜(ω)η˜(ω′)〉 =
kBT 2piδ(ω+ω
′) Γ˜(ω). Thus the propagator, i.e., the Fourier transform of C(t), is finally given
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K −mω2 + iωγ/2∑2k=1(1 + iωτk)−1
× 1







(1 + ω2τ2j )
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(K −mω2)2]−1 . (4.24)
The result is independent of τ2, showing that the dynamics is indeed dominated by τ1 and giving
an explanation for the behavior of the trajectories shown in Figs. 4.2 (c), (f).
Note that similar to the long memory time limit for the single-exponential propagator discussed
in Chapter 3, Eq. (4.24) is the low-friction limit τmω  1 of the memoryless propagator, and
using the same argument as in Section 3.5, the scaling τMFP/τD ∼ (τ1/τD)2 can be obtained
from Eq. (4.24), which holds for intermediate times where τm  τ1  τ2.
4.4 Single-exponential scenario with improved heuristic formula
Before exploring the global behavior of τMFP/τD, we consider the symmetric scenario defined by
τΓ ≡ τ1 = τ2, where the memory kernel Eq. (4.4) reduces to a single exponential. This situation
was studied in detail in Chapter 3, and based on PGH theory [88] we obtained a heuristic formula
for τMFP in the single-exponential case, given by Eq. (3.10). However, we also observed that
in the long-memory regime τΓ/τD  1, PGH theory deviates slightly from numerical MFPTs,
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(c) τΓ ≡ τ1 = τ2
Figure 4.4: Simulation results for the MFPT for single-exponential memory, i.e., for τΓ ≡ τ1 = τ2.
(a) The rescaled MFPT τMFP/τD is shown as a function of τm/τD for several values of τΓ/τD
(colored crosses). The colored lines represent the improved heuristic formula Eq. (4.25). (b)
The rescaled MFPT τMFP/τD is shown as a function of τΓ/τD for several values of τm/τD
(colored crosses). The colored lines represent the heuristic single-exponential formula Eq. (4.25),
the asymptotic power law scaling τMFP/τD ∼ (τΓ/τD)2 [122] is shown as black bar. (c) The
rescaled MFPT τMFP/τD is shown as a function of both τm/τD, τΓ/τD. The data shown in
subplot (a) corresponds to sections parallel to the τm/τD-axis, the data shown in subplot (b)
corresponds to sections parallel to the τΓ/τD-axis. For all simulations U0 = 3 kBT is used.
so that consequently also our heuristic formula deviates slightly from numerical MFPTs in that
regime, c.f. Fig. B.2 (c). To remedy this, in the present chapter we use a modified version of the
























The difference between Eq. (3.10) and Eq. (4.25) is the prefactor 4 in the last term, which in the
original heuristic formula Eq. (3.10) is given by Euler’s number e ≈ 2.72. In Figs. 4.4 (a), (b) we
compare numerical data for the symmetric scenario τΓ ≡ τ1 = τ2 to predictions of Eq. (4.25),
and consistent with our results from Chapter 3 we find very good agreement. The improved
heuristic formula Eq. (4.25) matches the long-memory regime τΓ/τD  1, shown in Fig. 4.4 (b)
to the right, slightly better than the original heuristic formula, compare Fig. B.2 (c). In Fig. 4.4
(c) we display the global behavior of the single-exponential MFPT in a triple-logarithmic plot,
which shows τMFP/τD as a function of both τm/τD and τΓ/τD.
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4.5 Heuristic formula for the mean first-passage time for
bi-exponential memory
Both Figs. 4.2, 4.3, and the propagator analysis carried out in Section 4.3 suggest that if τi  τj ,
then the dynamics relevant for barrier crossing is dominated by the term in the memory kernel
Eq. (4.4) which contains τi, and is rather independent of τj .
We now show that bi-exponential MFPTs can be described quantitatively by considering a
single-exponential friction coefficient γeff and an effective single-exponential memory time τeff ,
which interpolate between the symmetric scenario τΓ ≡ τ1 = τ2, when the GLE Eq. (4.1),
(4.4) is single-exponential with friction coefficient γ and memory time τΓ, and the asymmetric
scenario τi  τj , where the friction coefficient γ/2 and the memory time τi determine the
particle dynamics. To this end, we define γeff , τeff as















Both γeff and τeff/τi only depend on the ratio τ1/τ2, and by construction both γeff and τeff are
symmetric in τ1, τ2. In Fig. 4.5 we plot γeff/γ and τeff/τi as a function of τ1/τ2. As the figure
shows, for τΓ ≡ τ1 = τ2 we obtain
γeff = γ, τeff = τΓ, (4.29)
so that the parameters of the GLE Eq. (4.1), (4.4) with τΓ ≡ τ1 = τ2 are recovered. On the other
hand, for τi/τj  1, we obtain
γeff ≈ γ/2, τeff ≈ τi. (4.30)
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Figure 4.5: (a) Relative effective friction coefficient γeff/γ, as defined in Eq. (4.26), and (b)
relative effective single-exponential memory time τeff/τi, as defined in Eq. (4.27), plotted as
function of τ1/τ2.
Employing Eqs. (4.27), (4.31), (4.32) to explicitly express this formula in terms of the parameters

































In Figs. 4.6, 4.7, 4.8 we compare predictions of the heuristic bi-exponential formula Eq. (4.34)
for τMFP to numerical results. These figures, which we discuss in detail in the following
paragraphs, show that Eq. (4.34) quantitively describes the bi-exponential MFPTs over the whole
parameter range considered, and therefore that the numerical data is consistent with the hypothesis
that the MFPT is dominated by the shorter memory time. In Appendix C.4 we show that, similar
to the single-exponential scenario considered in Chapter 3, Grote-Hynes (GH) theory [87] only
describes the numerical data in the triple-limit of high-friction τm/τD  1 and short memory
τ1/τD  1, τ2/τD  1, which is why we exclude the GH predictions from the plots in the main
text.
Figure 4.6 shows τMFP/τD as function of τ1/τD for fixed values of τm/τD, τ2/τD. In Figs. 4.6
(a)-(c) we see that for τ1  τ2, i.e., to the left of the black vertical dashed lines that denote
τ1 = τ2, the MFPT behaves similar to the single-exponential MFPT shown in Fig. 4.4 (b). In
particular, for τm/τD = 0.01 (magenta crosses) the memory acceleration regime can be seen
in Figs. 4.6 (b), (c) for τ1/τD ≈ 0.1, followed by the power-law scaling τMFP/τD ∼ (τ1/τD)2
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(d) τ2/τD = 0.01 (e) τ2/τD = 1 (f) τ2/τD = 10
τ2/τD = 10
Figure 4.6: Simulation results for the MFPT at fixed τ2/τD. (a)-(c) Colored symbols denote the
rescaled MFPT τMFP/τD as function of τ1/τD for several values of τm/τD and fixed values of
τ2/τD, given by (a) τ2/τD = 0.01, (b) τ2/τD = 1, (c) τ2/τD = 10. The legend given in (b)
also applies to subplots (a), (c). The colored lines represent the heuristic bi-exponential formula
Eq. (4.34), the black bar in (c) indicates the intermediate scaling τMFP/τD ∼ (τ1/τD)2. (d)-(f)
Global plots of the MFPT τMFP/τD as a function of τ1/τD, τm/τD for fixed values of τ2/τD,
given by (a) τ2/τD = 0.01, (b) τ2/τD = 1, (c) τ2/τD = 10. Each colored dashed line represents
the respective numerical MFPTs with corresponding color from subplots (a)-(c), the black line
indicates where τ1 = τ2 and represents the special case of single-exponential memory shown in
Fig. 4.4 (a). All data is obtained using U0 = 3 kBT .
for 0.1 . τ1/τD . τ2/τD. As τ1 & τ2, i.e., to the right of the black vertical dashed lines that
denote τ1 = τ2, the MFPT becomes independent of τ1. This can prominently be seen in Fig. 4.6
(a), where τ2/τD = 0.01 is small and τMFP/τD is almost constant for τ1 > τ2. Throughout
Figs. 4.6 (a)-(c) the heuristic formula Eq. (4.34) describes the numerical results very well. For a
more comprehensive illustration of the MFPTs, we show global triple-logarithmic plots of the
numerical MFPTs for fixed values of τ2/τD in Figs. 4.6 (d)-(f). The numerical results from the
upper row of Fig. 4.6 are highlighted as dashed lines with corresponding colors, the parameter
range where the single-exponential case is recovered (τ1 = τ2) is shown as black solid line.
Figure 4.7 shows τMFP/τD as function of τ1/τD for fixed values of τ2/τD, τm/τD. In Fig. 4.7
(a), we again see single-exponential behavior reminiscent of Fig. 4.4 (b). More explicitly, for
τ2/τD = 1, 10, 100, we observe a dip in τMFP/τD for τ1/τD ≈ 0.1, followed by power-law
scaling τMFP/τD ∼ (τ1/τD)2 for 0.1 . τ1/τD . τ2/τD. As τ1 & τ2, τMFP/τD saturates to
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a value determined by τm/τD, τ2/τD. For τ2 = 0.01 (magenta crosses), Fig. 4.7 (a) contains
no regime where τ1  τ2, so that τMFP is almost independent of τ1/τD throughout. Figs. 4.7
(b), (c) show similar behavior, and as expected from the single-exponential data for τm/τD = 1,
10 (see Fig. 4.4 (b)), a dip in the MFPT for τ1/τD ≈ 0.1 cannot be observed in the logarithmic
representation of τMFP/τD. Again, the heuristic formula Eq. (4.34) describes the data very
accurately throughout, and we illustrate the global behavior of the numerical data at fixed τm/τD

































































































(d) τm/τD = 0.01 τm/τD = 1 τm/τD = 10(e) (f)
Figure 4.7: Simulation results for the MFPT at fixed τm/τD. (a)-(c) Colored symbols denote
the rescaled MFPT τMFP/τD as function of τ1/τD for several values of τ2/τD and fixed τm/τD,
given by (a) τm/τD = 0.01, (b) τm/τD = 1, (c) τm/τD = 10. The legend given in (a) also
applies to subplots (b), (c). The colored lines represent the heuristic bi-exponential formula
Eq. (4.34), the black bars indicate the intermediate scaling τMFP/τD ∼ (τ1/τD)2. (d)-(f)
Global plots of the MFPT τMFP/τD as a function of τ1/τD, τ2/τD for fixed τm/τD, given by
(a) τm/τD = 0.01, (b) τm/τD = 1, (c) τm/τD = 10. Each colored dashed line represents
the respective numerical MFPTs with corresponding color from subplots (a)-(c), the black line
indicates where τ1 = τ2 and represents the special case of single-exponential memory shown in
Fig. 4.4 (b). All data is obtained using U0 = 3 kBT .
Figures 4.8 (a)-(c) show τMFP/τD as a function of τm/τD for fixed values of τ1/τD, τ2/τD.
In all three plots, the MFPT displays a similar τm/τD-dependence as the single-exponential
case shown in Fig. 4.4 (a). For τ2/τD = 0.01 we see in Fig. 4.8 (a) that τMFP/τD is almost
independent of τ1/τD, consistent with the picture that τMFP/τD is determined by the shorter
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memory time τ2. On the other hand, for large τ2/τD = 10 the MFPT shown in Fig. 4.8 (c)
depends very much on τ1/τD and is qualitatively identical to the single-exponential MFPT shown
in Fig. 4.4 (a). Also for this case, we see that the heuristic formula Eq. (4.34) remains accurate,





































































































Figure 4.8: Simulation results for the MFPT at fixed τ2/τD. (a)-(c) Colored crosses denote the
rescaled MFPT τMFP/τD as function of τ1/τD for several values of τm/τD and fixed τ2/τD,
given by (a) τ2/τD = 0.01, (b) τ2/τD = 1, (c) τ2/τD = 10. The legend given in (a) also applies
to subplots (b), (c). The colored lines represent the heuristic bi-exponential formula Eq. (4.34),
the black bar in (c) indicates the asymptotic scaling τMFP ∼ τm which corresponds to Markovian
low-friction. (d)-(f) Global plots of the MFPT τMFP/τD as a function of τ1/τD, τm/τD for fixed
τ2/τD, given by (a) τ2/τD = 0.01, (b) τ2/τD = 1, (c) τ2/τD = 10. Each colored dashed line
represents the respective numerical MFPTs with corresponding color from subplots (a)-(c), the
black line indicates where τ1 = τ2 and represents the special case of single-exponential memory
shown in Fig. 4.4 (a). All data is obtained using U0 = 3 kBT .
4.6 Conclusions
In summary, we perform explicit Langevin simulations to calculate barrier crossing times for
bi-exponential memory, for the special case where both exponentials contribute equally to the
long-time diffusion coefficient. Both numerical results and an asymptotic propagator analysis
suggest that the smaller of the two memory times determines the barrier-crossing time τMFP.
48
4.6 Conclusions
We construct an effective friction coefficient γeff and an effective memory time τeff to reduce
the bi-exponential system to an effective single-exponential system. Used in conjunction with
the effective parameters, the heuristic formula for single-exponential barrier crossing times
established in Chapter 3 describes the bi-exponential MFPT globally over the full parameter
regime probed in our simulations.
As our numerical results demonstrate, barrier crossing times are often orders of magnitude
larger than both τ1, τ2, which makes it surprising that τMFP is independent of the larger memory
time. It is interesting that, in the context of barrier crossing, the bi-exponential system can be
approximated by an effective single-exponential one. Physical reaction coordinates are typically
coupled to orthogonal degrees of freedom with several intrinsic time scales [29,86,142–145].
Since the single-exponential system is the most studied [88, 122, 131, 132], a reliable method for
reducing more complex memory kernels to an effective single-exponential memory kernel is of
great practical value, in particular since no solutions to PGH theory [88] are readily available for
multiexponential memory kernels. In this context, a generalization of our heuristic formula for
memory kernels that are arbitrary sums of exponentials would be desirable. A step in that direction
will be to find out whether a similar reduction of the bi-exponential system is also possible for
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5.1 Introduction
Surface waves are ubiquitous phenomena with direct relevance for daily life. They are solutions
of the equations of motion of a semi-infinite continuum medium that are localized at the interface.
The dispersion relation for capillary-gravity waves on ideal fluids has been known for a long
time [148] and explains salient effects such as the existence of a minimal nonzero phase velocity
or the qualitatively different dispersion effects for small and long wave lengths. Subsequent
works included the effects of a nonzero fluid viscosity [149, 150] and the bending rigidity of the
surface [151, 152]. For elastic solids, the existence of Rayleigh surface waves [153] accounts for
the disastrous effects of earthquakes, and it was later shown that for viscoelastic solids several
distinct surface wave solutions exist [154, 155]. In the presence of an interface with viscoelastic
properties, the existence of yet another surface wave was established, which we refer to as
Lucassen wave [156–159].
While different surface waves have been amply studied experimentally, their interconnections
are less explored [160, 161]. On the theoretical side, it seems natural to ask what a minimal
framework is to derive all three distinct surface waves. Furthermore, do all three surface wave
types coexist for a given frequency (possibly in a restricted range of parameters) or do they
transform into each other as parameters are varied? In fact, the capillary-gravity and Lucassen
waves were shown to coexist for an incompressible Newtonian bulk fluid [159,162]. Subsequently,
bulk shear viscoelasticity was taken into account [163–165], which is relevant for gels [161], but
not bulk compressibility, excluding Rayleigh waves in their general form. On the other hand,
theoretical approaches including bulk compressibility [166,167] neglected surface viscoelasticity,
thereby excluding Lucassen waves. In short, a unified theory including all three surface waves is
missing in the literature.
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Figure 5.1: Displacement field for the Lucassen surface wave calculated from the solution k(ω)
of Eq. (5.8) and the harmonic wave ansatz Eq. (5.3). The bulk medium at z ≤ 0 is shown in
blue while the interface around z = 0 is shown in green. The explicit parameters correspond to
an air-water interface covered by an elastic surfactant layer and are σ2D = 72 mN/m, K2D =
10 mN/m, η = 1 mPa · s, ρ = 103 kg/m3, g = 9.81 m/s2, with all other interface parameters
set to zero. Φ and t are chosen in such a way that the displacement at the origin is approximately
zero. For the used frequency ω = 100 s−1, the wave length is 2pi/Re(k) ≈ 21 mm.
In this chapter, we formulate the general dispersion relation for surface waves that contains
capillary-gravity, Rayleigh and Lucassen waves. From that, we derive modified capillary-gravity
and Lucassen dispersion relations that include viscoelasticity of both the bulk medium and the
surface. Interestingly, our general framework yields a surface wave that is different from all
previously studied solutions and only exists if surface tension, gravitation and bulk viscosity are
all simultaneously nonzero. For a pure air-water interface this wave is predicted to coexist with
the capillary-gravity wave for small frequencies and should be detectable experimentally. For the
experimentally relevant case of an air-water interface with an adsorbed surfactant layer we present
a phase diagram for the number of coexisting wave solutions in terms of frequency and surface
compression modulus. We demonstrate that Rayleigh and Lucassen waves do not coexist but
rather continuously transform into each other and that our novel capillary-gravity-viscosity wave
coexists with both capillary-gravity and Lucassen waves for a small range of nonzero surface
compressibilities.
5.2 General theory
We consider a linear viscoelastic medium in the half-space at z ≤ 0, bounded at z = 0 by
a 2D interface, as illustrated in Fig. 5.1. The linearized continuum mechanical momentum
conservation equations are given as [168]
ρ(~r, t)∂2t uj(~r, t) = ∂kσjk(~r, t) + Fj(~r, t) j ∈ {x, y, z}, (5.1)
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where ρ(~r, t) is the mass density, ~u(~r, t) is the displacement field, ~F (~r, t) an external force,
we use Cartesian coordinates ~r = (x, y, z) and the Einstein summation convention. Assuming
the bulk medium to be linear, isotropic and homogeneous, it is characterized by the shear- and
dilatational-relaxation functions gs(t), gd(t) [168], which relate the stress tensor σjk and the














where the components of the strain tensor are given by jk = (∂juk + ∂kuj) /2. Furthermore,
mass conservation allows to express ρ(~r, t) in terms of the equilibrium mass density ρ and the
displacement field, as explained in detail in Appendix D.1. For the displacement field ~u, we use
an ansatz for harmonic waves of frequency ω and wave number k, which decay exponentially
both away from the interface and in the direction of propagation [153],
~u = ~∇ϕ+ ~∇× ~ψ, (5.3)
where
ϕ = Φ exp (z/λl) exp [i(kx− ωt)] , (5.4)
~ψ = Ψ exp (z/λt) exp [i(kx− ωt)] eˆy, (5.5)
with Φ, Ψ the amplitudes of the longitudinal and transversal parts of the wave and eˆy the
unit vector in y-direction. As shown in Appendix D.1, the momentum conservation Eq. (5.1)
determines the decay constants λl, λt of the longitudinal and transversal wave components in
z-direction as
λ−2l (k, ω) = k
2 − 3iωρ/(2g˜s(ω) + g˜d(ω)), (5.6)
λ−2t (k, ω) = k
2 − 2iωρ/g˜s(ω), (5.7)
where g˜s(ω) and g˜d(ω) are the temporal Fourier transforms. The stress continuity condition
at the interface at z = 0 leads to a system of linear equations for Φ and Ψ, which only has a
nontrivial solution if the determinant of the coefficient matrix vanishes. As we show in detail in
Appendix D.1, this leads to the general dispersion relation
0 = 4
(





















t − (k2 + λ−2t )
)]
.
The interface is characterized by a surface tension σ2D and an equilibrium excess mass
density ρ2D. In plane, we assume a completely viscous shear response with viscosity η2D, and
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a viscoelastic dilatational response with viscosity η′2D and area elastic modulus K2D. For out-
of-plane deformations, we assume a bending rigidity κ2D and a transverse viscosity η⊥2D [169],
leading to the 2D stress-strain relations g˜2D(ω) = η2D + η′2D +K2D/(−iω) and Π˜2D(k, ω) =
σ2D−iωη⊥2D +k2κ2D. Gravitational acceleration g acts on both bulk and interface and is directed
in the negative z-direction.
A solution k(ω) to Eq. (5.8) yields a surface wave dispersion relation, from which the phase










Although Eq. (5.8) is not analytically tractable in its full generality, the classical dispersion
relations follow in different physical limits of the parameters. Removing interfacial effects








which is the classical Rayleigh conditional equation [153]. For an elastic bulk medium, where g˜s,
g˜d are purely imaginary, Eq. (5.11) has only one solution [153]. In the more general viscoelastic
case, up to three solutions can in principle coexist [154, 155, 170].
Assuming on the other hand that
3ωρ
|2g˜s(ω) + g˜d(ω)|  |k(ω)|
2  2ωρ|g˜s(ω)| , (5.12)
and furthermore neglecting gravitational coupling to the interface, ρ2Dg/(ω|g˜s|) 1, Eq. (5.8)
factorizes and yields two equations
0 = (k2Π˜2D + ρg − ω2ρ2D)λ−1l − ω2ρ (5.13)
0 = λ−1t (k
2g˜2D − iωρ2D)− iωρ, (5.14)
which is a generalization of previous factorization approaches [165, 171]. Equation (5.13) is the
generalized capillary-gravity-flexural surface wave dispersion relation [152] which additionally
includes the effects of interfacial excess mass ρ2D, interfacial transverse shear viscosity η⊥2D
(entering via Π˜2D), as well as bulk compressibility. Equation (5.14) is the generalized Lucassen
wave dispersion relation [159] which additionally includes the effects of interfacial excess mass























σ2D = 72 mN/m






























































Figure 5.2: Surface wave phase velocities c‖(ω) and propagation distances λ‖(ω) on a water-
like viscoelastic half-space according to Eqs. (5.9), (5.10). (a), (d) For vanishing gravitational
acceleration g = 0, surface tension σ2D = 0 and area elastic modulus K2D = 0, two Rayleigh
wave solutions exist. (b), (e) For g = 9.81 m/s2, σ2D = 72 mN/m but K2D = 0, the capillary-
gravity wave and the novel CGV wave coexist. (c), (f) For g = 9.81 m/s2, σ2D = 72 mN/m
and K2D = 10 mN/m, the capillary-gravity wave and the Lucassen wave coexist. Solid lines
denote numerical solutions of the exact dispersion relation Eq. (5.8), dashed lines denote the
various approximate asymptotic expressions. All other interfacial parameters are set to zero.
Note that a two-colored line amounts to a dashed line being on top of a solid line.
Eq. (5.13) and Eq. (5.14), which shows that Rayleigh waves do not coexist with capillary-gravity
and Lucassen waves if the factorization holds.
Assuming instead of the inequalities (5.12) that
3ωρ




Eq. (5.8) can be approximated as
0 = 2g˜2s k
4 + ρσ2Dk
3 − 3iωρg˜sk2 + ρ2gk − ω2ρ2. (5.16)
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5.4 Compressible Newtonian fluid and new wave solution
To simplify the discussion, we from now on consider a compressible Newtonian fluid, for which
the Fourier transformed relaxation functions are,





see Appendix D.1 for details. Here η is the shear viscosity, η′ is the dilatational viscosity andK is
the adiabatic bulk modulus, which is related to the bulk sound velocity cbulk viaK = ρc2bulk [172].
For this special case, we give a physical interpretation of the approximations in Eq. (5.12), (5.15)
in Appendix D.2, and furthermore show that Eq. (5.16) has, for positive real part of the wave














Unlike the Rayleigh, capillary-gravity and Lucassen wave solutions, defined in Eqs. (5.11),
(5.13), and (5.14), the dispersion relation Eq. (5.19) requires simultaneously nonzero shear
viscosity η, gravitation g and surface tension σ2D. We therefore refer to this solution as the
capillary-gravity-viscous (CGV) surface wave.
For the display of explicit dispersion relations, we consider water at 25 ◦C, for which the
parameters are η = 1 mPa · s, η′ = 3 mPa · s, ρ = 103 kg/m3, cbulk = 1.5 · 103 m/s [173]. In
the absence of an interface (ρ2D = 0, g˜2D = 0, Π˜2D = 0) and without gravity (g = 0), Eq. (5.8)
reduces to the Rayleigh dispersion relation, Eq. (5.11), and yields two distinct solutions k(ω). In
Figs. 5.2 (a), (d), we show the corresponding phase velocities c‖(ω) and propagation distances
λ‖(ω) which exhibit very similar behavior, namely power laws c‖ ∼ ω1/2, λ‖ ∼ ω−1/2. This is
discussed in more detail in Appendix D.2.
In Figs. 5.2 (b), (e) we consider the case of nonzero gravitation g = 9.81 m/s2 and an interface
characterized by a nonzero surface tension σ2D = 72 mN/m, with all other interfacial parameters
set to zero. We observe two distinct dispersion relations with behavior very different from the
Rayleigh wave solutions shown in Figs. 5.2 (a), (d). By comparing the phase velocities and decay
lengths from the two numerical solutions of the full Eq. (5.8) with the capillary-gravity dispersion
Eq. (5.13) and the CGV dispersion Eq. (5.19) we conclude that the asymptotic expressions are
very good approximations to the phase velocities of the full numerical solution. Note that for
the capillary-gravity wave, the decay length is not predicted very accurately by Eq. (5.13); this
reflects that Eq. (5.12) is dominated by the real part of the wave number k and thus allows for
large deviations in the imaginary part, which determines the decay length according to Eq. (5.10).
Most importantly, we see that the CGV wave exists in parallel to the standard capillary-gravity
wave on pure water for low frequencies and thus should be detectable experimentally. Figure
5.3 illustrates the displacement field of the CGV wave for ω = 0.1 s−1. At the surface the
displacement is almost horizontal, away from the interface it becomes more elliptical.
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Figure 5.3: Displacement field of the novel CGV wave for ω = 0.1 s−1, as calculated from the
harmonic wave ansatz Eq. (5.3) and the wave number k(ω = 0.01 s−1) obtained from solving
Eq. (5.8) numerically, with interface and bulk medium as in Figs. 5.2 (b), (e). The green line
shows the displacement of the surface, the blue grid illustrates the displacement below the surface.
The red ellipses depict trajectories of fluid elements, the black dots denote the respective position
at t = 0.
In Figs. 5.2 (c), (f) we assume nonzero gravitation g = 9.81 m/s2, interfacial tension σ2D =
72 mN/m and area elastic modulusK2D = 10 mN/m, with all other interfacial parameters set to
zero. We again compare phase velocities and decay lengths calculated numerically from Eq. (5.8)
with the solutions of the factorized Eqs. (5.13) and (5.14). We see that the two numerically
determined dispersion relations correspond to the capillary-gravity and the Lucassen waves.
It transpires that K2D is a crucial parameter as it switches the observed surface waves from a
combination of capillary-gravity and CGV wave (forK2D = 0) to capillary-gravity and Lucassen
wave (for K2D = 10 mN/m).
This raises the question whether the CGV wave is the low K2D limit of the Lucassen wave,
i.e., whether the two solutions continuously transform into each other as K2D is varied. In
Fig. 5.4 (a) we show a state diagram for the existence of the distinct solutions of the general
dispersion equation as function of the surface modulus K2D and the wave frequency ω for fixed
σ2D = 72 mN/m, g = 9.81 m/s2 and all other interfacial parameters set to zero.
In the green section a wave solution exists that in the horizontally hatched region is described
by the CGV wave dispersion relation Eq. (5.19). In the blue section a wave solution exists
that in the low frequency range is represented by the Lucassen dispersion relation Eq. (5.14)
and in the high-frequency range by the Rayleigh dispersion relation Eq. (5.11), as indicated
by the differently hatched areas. Note that the capillary-gravity wave exists throughout the
entire parameter range and transforms into one of the two Rayleigh solutions at frequencies
ω & 1010 1/s, see Appendix D.4 for more details. From the figure we conclude that the CGV
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Figure 5.4: (a) Existence state diagram of surface waves for fixed σ2D = 72 mN/m, g =
9.81 m/s2, as a function of interface modulus K2D and frequency ω, based on numerical
solutions of Eq. (5.8). The capillary-gravity wave exists in the entire domain and is therefore
not shown. In the green domain the novel CGV wave exists, which in the hatched region is well
described by Eq. (5.19). In the blue domain a distinct wave solution exists which for low frequency
corresponds to the Lucassen wave Eq. (5.14) and for high frequencies continuously transforms
into one of the two Rayleigh wave solutions Eq. (5.11). The upper and lower horizontal red
dashed lines denote value of K2D for which dispersion relations are shown in Fig. 5.2. The inset
is a detailed view of the region where all three wave solutions coexist. (b), (c) Phase velocities and
propagation distances for the three wave solutions as a function of ω for K2D = 2 · 10−4 mN/m,
indicated by a horizontal red dashed line in (a), obtained from Eqs. (5.9), (5.10).
wave is not the low K2D limit of the Lucassen wave. This is strikingly demonstrated in the
the inset of Fig. 5.4 (a), since in a small parameter range all three solutions (capillary-gravity,
Lucassen, and CGV waves) coexist. In contrast, there is a wide parameter range where only
the capillary-gravity wave solution exists, indicated by the white region in Fig. 5.4 (a). Figures
5.4 (b), (c) show the phase velocities and decay lengths across the three-solution coexistence
region atK2D = 2 · 10−4 mN/m, demonstrating that the three solutions are very distinct in their
physical properties. As a final remark on the CGV wave, the requirement that the real part of







which, for the parameters considered here, evaluates to ωCGVmax ≈ 0.39 s−1. This is in agreement
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with Fig. 5.4 (a), where it can be seen that the numerical solution disappears at around this
frequency, independent of K2D. For simplicity, in Figs. 5.2, 5.3, 5.4 we chose a fixed surface
tension σ2D = 72 mN/m, corresponding to the free air-water interface. In Appendix D.3 we
demonstrate that for experimentally realistic reduced surface tension values [174, 175], very
similar results are obtained.
5.5 Conclusions
In summary, we derive the general dispersion relation for surface waves at a viscoelastic interface
and demonstrate that in a restricted parameter region three distinct solutions k(ω) exist. We
find a new wave solution that only exists when surface tension (capillarity), gravitation and bulk
viscosity are simultaneously nonzero. Although this CGV wave only exists for low frequencies
and is highly damped on a pure air-water interface, it should be within reach of experiments. In
a possible experimental setup one could excite waves mechanically and measure phase velocities
and propagation distances using Wilhelmy plates [92] or optically [93, 176]. Alternatively,
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6.1 Introduction
Surface waves are waves that are localized at the interface between two media and are at the
core of many important everyday life phenomena [178–183]. As a consequence of energy
conservation and the interfacial localization, and neglecting dissipative damping effects, the
intensity of a surface wave excitation at a planar interface originating from a point source falls
off with the inverse distance and not with the inverse squared distance, as for ordinary bulk
waves. Consequently, in the absence of viscous effects, a surface wave emanating from a line
excitation travels basically without attenuation. This demonstrates that surface waves dominate
over regular bulk waves at large enough distance and thus explains why they have been amply
studied experimentally and theoretically [148,152–155,157–159,161,164,165,171,184–187].
As we also discuss in Chapter 5, for different systems one finds distinct surface wave types. At the
interface between two fluids that have different densities, one finds capillary-gravity waves, the
best-known realization of which are deep-water waves at the air-water interface [148]. Depending
on the wave length, these waves are either dominated by gravity or by the interfacial tension. From
measurements of the dispersion relation, the functional relationship between wave length and
frequency, fluid [150] as well interfacial properties [188] can be extracted. At the surface of an
elastic solid one finds Rayleigh waves, with a dispersion relation that depends on the viscoelastic
modulus of the solid [153–155,189]. Rayleigh and capillary-gravity waves are distinct surface
wave types that in fact can, for suitably chosen material parameters, coexist [189], c.f. Chapter 5.
Since they are linear phenomena, i.e., described by a theory that is linear in the surface wave
amplitude, they are predicted to travel independently from each other even if they are excited at
the same frequency or the same wave length. If the interface in addition to tension exhibits a
finite compressibility, a third surface wave type exists, referred to as Lucassen wave [157–159].
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A well-studied experimental realization is a monolayer of amphiphilic molecules at the air-water
interface [157–159,161,165,190]. At the experimentally relevant low-frequency range and for
realistic values of the interfacial elastic modulus [174], Lucassen waves exhibit wave lengths in
the centimeter range and are thus easily excitable and observable in typical experiments with
self-assembled monolayers [157, 161].
Wave guiding phenomena in monolayers have recently received focal attention because of
the possible connection to nerve-pulse propagation [92, 93, 191–194], cell-membrane medi-
ated acoustic cell communication [91, 92, 195, 196] and pressure-pulse-induced regulation of
membrane protein function [93, 197, 198]. One exciting recent finding was the discovery of
nonlinear wave switching phenomena in a simple system of a Dipalmitoylphosphatidylcholine
(DPPC) lipid monolayer spread on the air-water interface [93]. In the experiments, both wave
propagation speed and wave attenuation were demonstrated to depend in a highly nonlinear
fashion on the excitation amplitude, showing almost all-or-nothing behavior. Only above a
certain threshold of the excitation amplitude does wave propagation set in, while below that
threshold wave transmission is experimentally almost negligible [93]. Such a nonlinear switching
phenomenon offers a multitude of exciting applications and interpretations, in particular since
it has been known for a long time that nerve pulse propagation is always accompanied by a
mechanical displacement traveling in the axon membrane [89,90,191,199]. In that connection, it
should be noted that many membrane proteins are pressure sensitive [197, 198], so the existence
of nonlinear acoustic phenomena in membranes constitutes an exquisite opportunity for smart
membrane-based regulation and information processing applications [196,200,201].
The theoretical description of such nonlinear surface wave phenomena is challenging for
several reasons. First of all, the dispersion relation between wave frequency ω and wave number
k = 2pi/λ that describes small-amplitude linear surface waves can generally be written as
k2 ∼ ωα, (6.1)
where we define the dispersion exponent α that allows to classify surface wave equations. For
normal compression waves one has α = 2 and thus the frequency is linearly related to the wave
vector. However, for surface waves one typically finds α 6= 2. For gravity waves α = 4, for
capillary waves α = 4/3 and for Lucassen waves one has α = 3/2 [158, 172].
Nonlinear wave effects (i.e., effects that are nonlinear in the wave amplitude) cannot be
simply added on the level of a dispersion relation, since a dispersion relation is obtained by
Fourier transforming a linear wave equation and by construction is restricted to the linear regime.
Rather, nonlinear effects in the wave amplitude are only captured by a properly derived nonlinear
differential equation in terms of the local perturbation field that describes the microscopic wave
propagation. This is why in previous theoretical treatments of nonlinear surface waves, the
starting point was typically the standard wave equation with α = 2 and nonlinear effects were
introduced phenomenologically [192,195,202]. It is altogether not clear whether this constitutes
an accurate theoretical framework for the description of nonlinear surface compression waves,
which Lucassen predicted to have α = 3/2. On the other hand, hitherto no real-space differential
equation for the Lucassen dispersion relation had been derived.
In this chapter we first derive the linear real-space equation that describes Lucassen surface
waves from standard hydrodynamics. We show that these waves are described by a so-called
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fractional wave equation, which is a differential equation with fractional, i.e., non-integer, time
derivative. Although linear fractional wave equations have been amply described in the literature
[203–209], until now no derivation of such an equation based on physical first principles had
been available. In a second step, we also include nonlinear effects in the wave amplitude by
accounting for the nonlinear interfacial compressibility. The necessary material parameters are
taken from experimental measurements of the interfacial compressibility of DPPC monolayers
at the air-water interface, performed by our collaborators Prof. Dr. Matthias F. Schneider and
Dr. Shamit Shrivastava. We show that nonlinear effects become dominant for monolayers close
to a phase transition, where the 2D elastic modulus (the inverse compressibility) becomes
small or even vanishes, thus explaining previous experimental observations [93]. We solve
our nonlinear fractional wave equation numerically and calculate the wave velocity and the
compression amplitude as a function of the excitation amplitude. In agreement with experimental
observations [93] we find an abrupt decrease of wave damping accompanied by a mild increase
in wave velocity above a threshold excitation amplitude. In this comparison, no fitting parameter
is used, rather, we extract the nonlinear monolayer compressibility and all other parameters from
the experimental measurements.
Our results show that acoustic phenomena at self-assembled phospholipid monolayers are
quantitatively described by a nonlinear fractional wave equation derived from physical first
principles. Since phospholipids at typical surface pressures are quite close to a phase transition
accompanied by a anomalously high interfacial compressibility [210], nonlinear effects are
substantial and lead to a nonlinear dependence of the wave propagation properties on the excitation
amplitude. This not only shows that phospholipid layers can guide the propagation of acoustic
waves, they can also process these waves in a nonlinear fashion. In this context it is interesting to
note that biological membranes are actively maintained at a state close to a membrane phase
transition [196, 210,211], so this nonlinear switching phenomenon could possibly play a crucial
role in the communication between pressure-sensitive membrane proteins and other functional
units situated in membranes. The resulting acoustic wave speed close to the threshold excitation
amplitude is found to be about 40 cm/s both in experiments and theory. Remarkably, this speed
is thus in a range comparable to the action potential speed in non-myelinated axons [212–215].
The present work should be viewed as a step in understanding the relation between the acoustic
nonlinear membrane wave, treated in this article, and the electrochemically generated action
potential, described by the nonlinear Hodgkin-Huxley equations [216].
The structure of this chapter is as follows. We first sketch the derivation of the dispersion
relation for Lucassen waves using linearized theory. We then convert this dispersion relation
into a corresponding fractional wave equation. We present a simple physical interpretation of the
fractional derivative that appears in the differential equation in terms of the frequency-dependent
coupling range of the surface wave to the underlying bulk fluid. It is important to note that
the linear fractional wave equation is also systematically derived from interfacial momentum
conservation, which is detailed in Appendix E.2. In a second step we include nonlinear effects by
accounting for the change of the monolayer compressibility due to the local monolayer density
change that accompanies a finite-amplitude surface wave. The resulting nonlinear fractional wave
equation is numerically solved in an interfacial geometry that closely mimics the experimental
setup used to study surface waves in monolayers at the air-water interface [93]. Finally, we
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compare numerical predictions for the wave velocity and the wave damping with experimental
results. This comparison is done without any fitting parameters, as all model parameters are
extracted from experiments. The experimental wave speed of about 40 cm/s is very accurately
reproduced by the theory. We also reproduce the sudden change of the surface wave propagation
properties at a threshold excitation amplitude and thus explain the nonlinear surface wave behavior
in terms of the compressibility nonlinearity of a lipid monolayer.
6.2 Derivation of the nonlinear fractional surface wave equation
6.2.1 Dispersion relation for Lucassen surface waves
We here recapitulate the main steps in the derivation of the Lucassen dispersion relation [158,
159, 165], complete details can be found in Appendix E.1. Note that the present derivation
constitutes a special case of the more general theory presented in Chapter 5. We consider a
semi-infinite incompressible Newtonian fluid in the half space z ≤ 0 with shear viscosity η and
mass density ρ, covered by an interface at z = 0 with two-dimensional excess mass density ρ2D,
and which responds elastically under compression, with elastic modulus (inverse compressibility)
K2D [157–159,165], see Fig. 6.1. We neglect interfacial excess viscosity [217,218] and bending
rigidity [219,220] effects in this work, which could easily be included in the derivation [169].





= −~∇P (~r, t) + η~∇2~v(~r, t) (6.2)
where ~v(~r, t) is the vectorial velocity field and P (~r, t) is the pressure field. The gradient
operator is denoted as ~∇ = (∂/∂x, ∂/∂y, ∂/∂z) where the Cartesian coordinates are defined as
~r = (x, y, z). Note that in the linearized Navier-Stokes equation Eq. (6.2) we have neglected the
convective term nonlinear in the velocity field. This approximation is valid since, as we show in
detail in Appendix E.4, the nonlinear effects due to surface compression we will consider later
on are much stronger than this convective term. Relating the velocity field to the time derivative
of the displacement field ~u(~r, t) as
~v(~r, t) = ∂~u(~r, t)/∂t, (6.3)
and decomposing the displacement field into the longitudinal and transversal parts according to
~u(~r, t) = ~∇Φ(~r, t) + ~∇× ~Ψ(~r, t), (6.4)
one finds that the incompressibility condition ~∇ · ~v(~r, t) = 0 and the linearized Navier-Stokes
Eq. (6.2) can be rewritten as
~∇2Φ(~r, t) = 0, (6.5)
η~∇2~Ψ(~r, t) = ρ∂~Ψ(~r, t)/∂t. (6.6)
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Likewise, the pressure profile follows as
P (~r, t) = −ρ∂2Φ(~r, t)/∂t2. (6.7)
To solve Eqs. (6.5), (6.6) for a wave of frequency ω and wave number k that is localized in the
xy-plane and travels along the x-direction, we make the harmonic wave ansatz [158]
Φ(~r, t) = φez/λlei(kx−ωt), (6.8)
~Ψ(~r, t) = ψez/λtei(kx−ωt)eˆy, (6.9)
where the prefactors φ and ψ are the wave amplitudes and eˆy is the unit vector in the y-direction.
The decay lengths λl and λt describe the exponential decay of the longitudinal and transversal








The ratio of the wave amplitudes φ and ψ is fixed by the stress continuity boundary condition at
the surface z = 0, which gives rise to a rather complicated dispersion relation, see Appendix E.1
for the full derivation. In the long wave length limit, defined by the condition ρω  ηk2, this




(ρ2D + ρλt) , (6.12)
as derived in detail in Appendix E.1. In the same long wave length limit, ρω  ηk2, the















This expression in fact constitutes a slight generalization of the standard Lucassen dispersion
relation [158] as it additionally contains the interfacial excess mass density ρ2D [189]. This
generalized dispersion relation is very useful for our discussion, since it allows to distinguish two
important physical limits. In case the coupling to the subphase vanishes, which can be achieved
by either sending the bulk viscosity η or the bulk mass density ρ to zero, the first term on the right
hand side of Eq. (6.14) vanishes. In this limit we are left with the standard dispersion relation for
an elastic wave which involves the elasticity and excess mass density parameters K2D and ρ2D of
the interface. On the other hand, if the interfacial excess mass is neglected, ρ2D = 0, the classical
Lucassen dispersion relation is obtained from Eq. (6.14). A simple physical interpretation of
Eq. (6.14) will be presented in the next section.
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Figure 6.1: Displacement field of the Lucassen wave. The figure shows the displacement field of a
Lucassen wave, given by Eqs. (6.4), (6.8), (6.9). The decay lengths in both the x- and z-directions
are shown in red, with k, λt given by Eqs. (6.14), (6.13). For the bulk medium, water is used
(ρ = 103 kg/m3, η = 10−3 Pa · s); the interface parameters are chosen appropriately for a
DPPC monolayer (K2D = 10 mN/m, ρ2D = 10−6 kg/m2). The shown solution has a frequency
ω = 100 s−1. Note the anisotropic scaling in x- and z-direction.
6.2.2 Linear fractional differential equation for Lucassen surface waves
We now give a simple heuristic derivation of the linear fractional wave equation corresponding
to the Lucassen wave. In Appendix E.2, we provide a rigorous derivation based on momentum
conservation and utilizing the stress continuity boundary conditions at the interface.
The key observation for arriving at a linear fractional wave equation is that the generalized
Lucassen dispersion relation Eq. (6.14) can be rewritten as
(ik)2K2D = (−iω)2ρ2D + (−iω)3/2√ρη, (6.15)
or, using the approximate expression Eq. (6.13) for the longitudinal decay length λt, which
characterizes the vertical decay of the surface wave, as
(ik)2K2D = (−iω)2(ρ2D + λtρ). (6.16)
The latter equation allows for a simple physical interpretation. The effective area mass density of
the interface is given by the sum of the interfacial excess mass density, ρ2D, and the area mass
density of the bulk fluid layer that via viscosity is coupled to the interface. The area mass density
of the coupled bulk fluid layer is λtρ, which is the product of the surface wave decay length λt
and the bulk mass density ρ. The fractional exponent in Eq. (6.15) emerges because the decay
length λt in Eq. (6.13) depends as an inverse square root on the wave frequency ω, reflecting
that lower frequencies reach deeper into the fluid bulk medium.
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Since Eq. (6.15) is derived from the harmonic wave ansatz Eqs. (6.8), (6.9), it is not straightfor-
ward to interpret it is as the Fourier transform of a one-dimensional displacement field. However,
as we detail in Appendix E.1, for the Lucassen wave the displacement in the z-direction is much
smaller than the displacement in the x-direction, which allows us to interpret Eq. (6.15) as the













acting on the displacement of the interface in the x-direction, i.e., along the surface, which we
define as U(x, t) = ux(x, z = 0, t). As in the derivation of Eq. (6.15), the displacement field
U(x, t) is independent of y, we are thus considering a surface wave front that travels in the
x-direction and that is translationally invariant in the y-direction. While we derive Eq. (6.17)
based on the dispersion relation Eq. (6.15) and the properties of the Lucassen wave solution, it
is also possible to derive the fractional wave equation (6.17) directly from the stress boundary
condition at the interface z = 0, see Appendix E.2 for details. As discussed there, it is possible
to recover the interfacial displacement in the z-direction from a solution of Eq. (6.17). The
fractional derivative ∂3/2/∂t3/2 on the right hand side of Eq. (6.17) is defined in Fourier space,
where it amounts to multiplication by (−iω)3/2 [203,204]. In real space, the fractional derivative












which holds for times t ≥ 0 and where we assume the interface to be in equilibrium at t = 0
so that both U(x, t) and ∂U(x, t)/∂t vanish for t < 0. Thus, Eq. (6.17) is actually an integro-
differential equation that is non-local in time. The non-Markovian nature of Eq. (6.17) has an
intuitive interpretation. It is well known that eliminating degrees of freedom from a dynamical
system leads to non-Markovian equations [14, 15], the integral appearing in Eq. (6.18) can thus
be thought of as a consequence of eliminating the displacement field of the bulk medium at
z < 0 from the dynamics.
For a DPPC monolayer on water we have a typical interfacial excess mass density ρ2D =
10−6 kg/m2 [92], the bulk water mass density is ρ = 103 kg/m3 and the viscosity of water
is η = 10−3 Pa · s [173]. It follows that for frequencies ω . 107 1/s, the effects due to the
membrane mass ρ2D in Eq. (6.15) are negligible compared to the water layer mass. Thus we will
for our comparison with experimental data neglect the membrane excess mass term proportional
to ρ2D in Eq. (6.17) in the following. We note that the resulting linear fractional wave equation
has been studied in detail and in fact analytical solutions are well known [203,222,223], which
we use to test our numerical implementation. For the nonlinear fractional wave equation that we
derive in the next section no analytical solutions are known, so that it must be solved numerically.
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6.2.3 Nonlinear compressibility effects
The isothermal elastic modulus K2D of a lipid monolayer at the air-water interface follows from
the surface pressure isotherm pi(a) as [151]





where a is the area per lipid. An experimentally measured isotherm pi(a) for a DPPC monolayer
at room temperature is shown in the inset of Fig. 6.2, the resulting elastic modulusK2D according
to Eq. (6.19) follows by numerical differentiation and is shown in Fig. 6.2 as a solid line. Note
that lipid molecules are essentially insoluble in water, so that the number of lipid molecules in
the monolayer at the air-water interface stays fixed as the surface pressure is changed, which
is why a finite equilibrium compressibility is obtained; such a monolayer is called a Langmuir
monolayer. In Fig. 6.2 it is seen that the modulus K2D depends sensitively on the area per
lipid molecule a and exhibits a minimum at an intermediate value of the area. This minimum
signals a smeared-out surface phase transition, at which the area per lipid a changes drastically
as the surface pressure pi is varied, as can be clearly seen in the inset of Fig. 6.2. The overall
area-dependence of the area modulus K2D can be well represented by a second order polynomial





2D (a− a0)2 (6.20)
which is shown as a red broken line in Fig. 6.2. The fit values we extract from our experimental
data are K(0)2D = 2.55 mN/m, a0 = 75.4 A˚
2 and K(2)2D = 0.12 mN/A˚
2.
The linear wave equation (6.17) assumes that the local change of the area per lipid during
wave propagation is small, so that the elastic modulus K2D does not change appreciably. This
approximation is valid for small wave amplitudes, but for large enough amplitudes the wave
will cause local changes in K2D that cannot be neglected in Eq. (6.17). For a one-dimensional
surface wave characterized by the in-plane displacement field U(x, t), the local time-dependent
area per lipid is related to the derivative of the displacement field via [151]







where a¯ denotes the equilibrium area per lipid in the absence of the surface wave.
Inserting the expression Eq. (6.21) for the space- and time-dependent area a(x, t) into the













which constitutes a relation between the local elastic modulus K2D and the interfacial displace-
ment field U(x, t). In deriving this relation, we assume that the experimental isotherm in Fig. 6.2,
which is obtained from an equilibrium experiment where the entire monolayer is uniformly
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Figure 6.2: Langmuir isotherm and corresponding isothermal elastic modulus. The inset shows
an experimentally measured pressure-area isotherm for a (Langmuir) DPPC monolayer [94].
The main plot shows the corresponding isothermal elastic modulus K2D, as calculated from
Eq. (6.19) using the isotherm from the inset. The red dashed line shows a quadratic polynomial
fit to the elastic modulus.
compressed at fixed temperature, also describes the local time-dependent elastic response of the
monolayer at the typical length and time scales of a propagating surface wave. The question
whether the measured isotherm is appropriate for the time scales we consider will be discussed
later, for now we show that it is applicable at the length scales of interest. The typical surface
wave lengths λ = 2pi/k are, in the experimentally relevant frequency range ω from 1 to 106
Hz, in the range of tens of centimeters down to 0.1 mm, as follows directly from the Lucassen
dispersion relation Eq. (6.15); they are therefore much larger than the lipid size ∼ √a and
the locality approximation is not expected to lead to any problems. So we conclude that the
expression for the local isothermal elastic modulus Eq. (6.22) is valid to leading order at the
length scales of interest.
Combining the displacement-dependent expression for the elastic elastic modulus Eq. (6.22)





















where, as discussed after Eq. (6.18), we neglect the inertial term proportional to the membrane
mass density ρ2D.
This nonlinear fractional wave equation constitutes the central result of this chapter, and a few
comments on the approximations involved and the limits of applicability are in order:
i) We emphasize in our derivation that the displacement U(x, t) is so small that the linearized
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Navier Stokes equation (6.2) is valid, while at the same time U(x, t) is large enough so that the
assumption of a constant elastic modulus K2D breaks down. In essence, Eq. (6.23) is valid and
relevant for an intermediate range of displacement amplitudes. In Appendix E.4 we show that
this assumption is indeed appropriate for the experiments we are comparing with further below,
and also discuss at which amplitudes nonlinear effects become relevant [224]. In short, this
happens once the spatial derivative of U(x, t) is so large that K2D as defined in Eq. (6.22) can
no longer be approximated as constant.
ii) Note that when the elastic modulus K2D depends on the displacement field U(x, t), as
demonstrated in Eq. (6.22), it makes a difference whether K2D appears in front, in between or
after the two spatial derivatives in Eq. (6.17). In our nonlinear Eq. (6.23), K2D is positioned in
front of the spatial derivatives, so that the derivatives do not act on K2D. This structure of the
equation is rigorously derived in Appendix E.2.
iii) The explicit values for the coefficients appearing in the parabolic fit of the experimental
elastic modulus in Eq. (6.20) are taken from the equilibrium measurement shown in Fig. 6.2, these
values thus correspond to an isothermal measurement at fixed temperature. In Appendix E.5,
we show that the elastic modulus appropriate for small amplitude Lucassen waves is expected
to be somewhat between isothermal and adiabatic, as the time scale of heat transport into
the bulk medium is comparable to the oscillation time. For large wave amplitudes the heat
produced or consumed during expansion and compression is therefore not transported into the
bulk fluid quickly enough, so that the temperature locally deviates from the environment. For
large wave amplitudes the interface deformation is thus expected to become rather adiabatic. The
details of this depend on material parameters such as the monolayer heat conductivity and heat
capacity, which are not well characterized experimentally. We thus perform our actual numerical
calculations with the isothermal values extracted from Fig. 6.2, bearing in mind that this is clearly
an approximation.
6.3 Numerical solution
We numerically solve Eq. (6.23) in the finite spatial domain x ∈ [0, L] with the initial condition
U(x, t = 0) =
∂U(x, t = 0)
∂t
= 0 (6.24)
for all x, corresponding to an initially relaxed and undeformed membrane, and the boundary
conditions
U(x = 0, t) = U0(t), (6.25)
U(x = L, t) = 0. (6.26)
The function U0(t) in Eq. (6.25) models the mechanical monolayer excitation at the left boundary,
x = 0, which experimentally is produced by a moving piezo-driven blade that is in direct
contact with the monolayer at the interface (see Ref. [93] for more experimental details). The
boundary condition Eq. (6.26) mimics the effects of a bounding wall with vanishing monolayer
displacement at a distance L from the excitation source.
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We solve the boundary value problem defined by Eqs. (6.23)-(6.26) by a modification of a
general numerical scheme for nonlinear fractional wave equations [225]. In the numerics we
discretize Eq. (6.23) on 300 grid points and use a system size ofL = 3 cm, which in Appendix E.8
is demonstrated to be large enough so that finite size effects in the observables we consider can be
neglected. The accuracy of our numerical scheme is demonstrated by comparison with analytical
solutions that are available for the linear fractional wave equation Eq. (6.17) [203, 222, 223, 226].
Details of our numerical implementation can be found in Appendix E.7.
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which mimics the experimental protocol [93]. The pulse duration is set by the start and end times,
which are fixed at t1 = 8.39 ms and t2 = 13.63 ms, the switching time is given by τ = 2.2 ms,
all values are motivated by the experimental boundary conditions, see Appendix E.9 for details.
The amplitude Umax0 is the important control parameter that is used to drive the system from
the linear into the nonlinear regime. The function U0(t) is shown as dashed black curves in
Figs. 6.4 (a)-(c).
For better interpretation of our results, we introduce the negative derivative of the displacement
field
−Ux(x, t) = −∂U(x, t)
∂x
, (6.28)
which is a dimensionless quantity that is, according to Eq. (6.21), a measure of the relative local
lipid area change or compression.
In Fig. 6.3 we show numerically calculated solutions of the nonlinear fractional wave equation
Eq. (6.23) for three different driving amplitudes Umax0 as solid colored lines. The equilibrium
area per lipid is taken as a¯ = 88.4 A˚2, corresponding to a monolayer that is quite far from the
minimum in the area modulus, see Fig. 6.2. The upper row of Fig. 6.3 shows the displacement
U(x, t) as a function of position x for a few different fixed times. The lower row shows the
corresponding compression profiles −Ux, defined in Eq. (6.28), which are just the negative
spatial derivatives of the displacement profiles in the upper row. The three driving amplitudes
Umax0 are chosen such as to illustrate the effects of the nonlinear term in Eq. (6.23). For the
smallest driving amplitude Umax0 = 10−3 mm, the numerically calculated profiles in Figs. 6.3 (a),
(d) (solid colored lines) perfectly agree with the analytic solutions of the linearized fractional
wave equation (6.17) (broken colored lines), see Appendix E.8 for details on this comparison.
We thus not only see that the numerical algorithm works, we also find that Umax0 = 10−3 mm is
in the linear regime. For the intermediate driving amplitude Umax0 = 0.54 mm in Figs. 6.3 (b),
(e) one can discern pronounced deviations between the nonlinear numerical results and the
linear predictions, so a sub-millimeter driving amplitude already moves the system deep into the
nonlinear regime. For the largest driving amplitude Umax0 = 1.85 mm in Figs. 6.3 (c), (f) we see
71
Nonlinear fractional waves at elastic interfaces


















































t = 8 ms
t = 8 ms
t = 17 ms
t = 17 ms
t = 20 ms
t = 20 ms































Umax0 = 0.54 mm
Umax0 = 0.54 mm
Umax0 = 1.85 mm
Umax0 = 1.85 mm
Numerical
Analytical (linear)
Figure 6.3: Displacement and compression profiles as a function of position x for a few different
fixed times. Results are shown for three different driving amplitudes Umax0 as indicated in the
figure legends and for a fixed equilibrium area per lipid of a¯ = 88.4 A˚2. Solid lines are obtained
by numerical solution of the nonlinear fractional wave equation (6.23). Dashed lines denote
analytical solutions of the linear fractional wave equation (6.17) with ρ2D = 0. Compression
profiles in the lower row are calculated according to Eq. (6.28).
that the nonlinear equation predicts wave shapes that are completely different from the linear
scenario, in particular, the compression profiles in Fig. 6.3 (f) exhibit rather sharp fronts.
In Fig. 6.4 we show results for the same parameters, now plotted as a function of time t and
for a few different fixed separations x from the source of excitation located at x = 0. This
way of presenting the data is in fact quite close to how nonlinear surface waves are studied
experimentally [93]. The upper row of Fig. 6.4 again shows the displacement profiles U(x, t),
while the lower row shows the corresponding compression profiles −Ux(x, t). The black curves
for x = 0 show the excitation pulse that is applied at the boundary x = 0, which drives the
surface wave. Again, we see that for the smallest driving amplitude Umax0 = 10−3 mm in
Figs. 6.4 (a), (d) the agreement between the numerical profiles (solid colored lines) and the
analytic linear solutions (broken colored lines) is perfect. The wave shape, which at the boundary
x = 0 resembles a pulse with rather sharp flanks, changes into a much smoother function as
one moves away from the driven boundary. Distinct deviations between nonlinear and linear
predictions occur for larger values of Umax0 , as shown in Figs. 6.4 (b), (e) and Figs. 6.4 (c), (f).
Based on−Ux(x, t), we consider two observables that are directly measured in the experiments.
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Figure 6.4: Displacement and compression profiles as a function of time t for a few different
fixed separations x from the driven boundary. Results are shown for three different driving
amplitudes Umax0 as indicated in the figure legends and for a fixed equilibrium area per lipid of
a¯ = 88.4 A˚
2. Solid lines are obtained by numerical solution of the nonlinear fractional wave
equation (6.23). Dashed lines denote analytical solutions of the linear fractional wave equation
(6.17) with ρ2D = 0. The dashed black curves for x = 0 show the driving function U0(t) that is
imposed as a boundary condition. Compression profiles in the lower row are calculated according
to Eq. (6.28).






{Ux(x, t) } . (6.29)
This maximal compression is in the experiments measured by the locally resolved fluorescence
of pressure sensitive dyes that are incorporated into the monolayer [176], as will be further
explained below.
The other important observable is the wave speed, defined by
c(x) =
x
tmin(x)− t1 + τ , (6.30)
where tmin(x) is the time at which the maximal compression with a value of −∆amin/a¯ arrives
at position x (see Fig. 6.5 for a schematic illustration). Note that the denominator in Eq. (6.30)
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is a measure of the difference of the time at which the boundary excitation U0(t) has risen to
1/e of its maximal value, which happens at t = t1 − τ , and the time at which the monolayer is
maximally compressed at position x.










Figure 6.5: Illustration of the time it takes to observe maximal compression at a fixed position.
The blue curve shows the compression field observed at x = 8.4 mm for a driving amplitude
Umax0 = 10
−3 mm. The vertical black line indicates the maximal compression −∆amin/a¯ at
x = 8.4 mm, i.e., the value of the maximum of the blue curve. The horizontal black line indicates
the time difference between the boundary condition rising to 1/e of its maximal value, which
happens at time t1 − τ ≈ 7 ms, and the time when the maximal compression is observed at
x = 8.4 mm, tmin ≈ 20 ms. The difference between these times is used to calculate the wave
speed in Eq. (6.30).
In Fig. 6.6 (b) we show the maximal compression −∆amin/a¯ as defined in Eq. (6.29) as a
function of the driving amplitude Umax0 at a fixed separation x = 8.4 mm from the driving
boundary, which is the same separation as used in the experiments [93]. Different colors
correspond to different values of the equilibrium area per lipid a¯; all employed values of a¯ are
denoted in Fig. 6.6 (a) by spheres with matching colors, superimposed with the quadratic fit for
the monolayer elastic modulus K2D used in the calculations. For small excitation amplitudes
Umax0 linear behavior is obtained and the maximal compression−∆amin/a¯, which in Fig. 6.6 (b)
is divided by the driving amplitude Umax0 , exhibits a plateau.
As Umax0 is increased, nonlinear effects are noticeable, meaning that the ratio
−∆amin/(a¯Umax0 ) depends onUmax0 . This nonlinear behavior depends sensitively on the equilib-
rium area per lipid a¯ and in particular on whether a¯ is larger or smaller than a0 ≈ 75 A˚2 for which
the elastic modulus K2D is minimal. For a¯ < a0 nonlinear effects lead to a monotonic increase
of −∆amin/(a¯Umax0 ) with rising Umax0 , see the violet curve for a¯ = 70 A˚2 in Fig. 6.6 (b). In
contrast, for a¯ > a0, −∆amin/(a¯Umax0 ) first decreases and then shows a sudden jump as Umax0
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increases, see the red curve for a¯ = 90 A˚2 in Fig. 6.6 (b). The latter behavior is close to what
has been seen experimentally [93].
The dependence of the wave speed c in Fig. 6.6 (c) on the excitation amplitude shows an
even more pronounced nonlinear behavior. For a¯ < a0 nonlinear effects lead to a monotonic
and smooth increase of the wave speed as a function of the driving amplitude Umax0 , while for
a¯ > a0 the speed decreases slightly and then abruptly increases at a threshold amplitude of about
Umax0 = 2 mm. These excitation amplitudes are easily reached experimentally and thus relevant
to the experimentally observed nonlinear effects, as will be discussed later.
Since the nonlinear effects in our theory are introduced via taking into account local variations
of the area modulus K2D, they can be rationalized by analyzing how the linear Lucassen relation
depends on K2D. Within the linear Lucassen theory, the characteristic length that characterizes














where we used the result in Eq. (6.14) for the wave number k(ω). According to Eqs. (6.31),
(6.32), a larger area modulus K2D thus not only leads to a larger decay length λ‖, but also to a
larger phase velocity c‖. For an initial area a¯ = 70A˚
2, in the compressive part of the pulse, i.e.,
where −Ux > 0, the monolayer is compressed and thus characterized by a smaller local area
a < a¯. From Fig. 6.6 (a) it becomes clear that since a¯ is located to the left of the minimum at a0,
this compression increases the local area modulus. Thus, according to Eqs. (6.31), (6.32), for
a¯ < a0, nonlinear effects are expected to increase the range and the speed of the surface waves,
as indeed seen in Fig. 6.6.
For initial areas a¯ > a0, on the other hand, a small local compression will decrease K2D, and
only beyond a certain threshold driving amplitude the regime a < a0, whereK2D increases upon
further local compression, will be reached. We can thereby explain the non-monotonic behavior
of the maximal compression and the wave speed seen in the numerical data in Figs. 6.6 (b), (c) in
a simple manner. In physical terms, the minimum in range and velocity for a¯ > a0 occurs when
nonlinear compression effects are large enough to locally drive the membrane into the minimum
in the area modulus K2D located at a0.
6.4 Comparison with experimental data
Nonlinear surface waves in a DPPC monolayer have been recently discovered experimentally
[93, 94, 176]. In the experimental setup of our collaborators Prof. Dr. Matthias F. Schneider and
Dr. Shamit Shrivastava, a DPPC monolayer that contains a small amount of pressure-sensitive
fluorophores is spread at the air-water interface. A razor blade is placed on top of the interface so
that it touches the monolayer at a line, consistent with the harmonic wave ansatz Eqs. (6.8), (6.9)
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a¯ = 75.0 A˚2
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Figure 6.6: Numerical nonlinear results. (a) Black line: Quadratic fit to the elastic modulus
shown in Fig. 6.2. Colored dots: The different initial areas per lipid a¯ used for generating subplots
(b), (c). (b), (c) Numerical results for the boundary value problem given by Eqs. (6.23-6.26),
with the boundary condition given by Eq. (6.27) and the quadratic K2D shown in subplot (a), for
different initial areas per molecule a¯. Subplot (b) shows the maximal compression −∆amin/a¯ at
a distance x = 8.4 mm from the excitation source, calculated using Eq. (6.29) and divided by
Umax0 . Subplot (c) shows the corresponding wave velocity c according to Eq. (6.30).
upon which or theory is based, which assumes that the displacement field decays exponentially
for z < 0, i.e., away from the interface. A piezo element is used to drive the blade laterally
and thereby to compress the monolayer at one end. The excitation pulse shape resembles the
smoothed rectangular pulse defined in Eq. (6.27). At a fixed separation x = 8.4 mm from the
razor blade a fast camera records the fluorescence resonance energy transfer (FRET) efficiency
of the fluorophores as a function of time. Using an independent measurement of the FRET
efficiency as a function of the area per lipid for an equilibrium isothermal compression of a DPPC
monolayer, the recorded time-dependent FRET efficiency is converted into the time-dependent
area per lipid a(t), as described in detail before [94]. Waves are excited using different driving
voltage amplitudes V0 of the piezo element, for each value of V0 the FRET efficiency as a
function of time is recorded and converted to yield the compression ∆a(t) = a(t)− a¯. From the
maximum of ∆a(t) the maximal compression−∆amin at a separation x = 8.4 mm and the time
shift tmin at which this maximal compression occurs are calculated [94]. Figure 6.7 (a) shows
the experimental results for the relative maximal compression −∆amin/a¯ (red spheres) as a
function of the piezo driving potential V0. The data show a steep increase at a threshold excitation
amplitude and level off at a compression of roughly −∆amin/a¯ ≈ 0.2. The experimental wave
velocity (red spheres) in Fig. 6.7 (b) slightly increases with rising driving voltage and is in the
order of c ≈ 0.35 m/s.
To compare with our theoretical results we evaluate Eqs. (6.23)-(6.26) at an equilibrium
lipid area a¯ = 88.4 A˚2, which corresponds to the experimental equilibrium surface pressure
pi = 4.3 mN/m, see Fig. 6.2. For different values of the excitation amplitude Umax0 we calculate
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Figure 6.7: Comparison of numerical and experimental results at a distance x = 8.4 mm from
the excitation source as a function of the excitation amplitude. The numerical data is obtained by
solution of the boundary value problem given by Eqs. (6.23-6.26), with the boundary condition
given by Eq. (6.27) and the quadratic elastic modulusK2D shown in Fig. 6.2, and various driving
amplitudes Umax0 . The initial area per lipid a¯ = 88.4 A˚
2 corresponds to an initial pressure
pi = 4.3 mN/m, c.f. Fig. 6.2. Observables are calculated using Eqs. (6.29), (6.30), with x = 8.4
mm. The experimental data is obtained by exciting waves in a DPPC monolayer on a Langmuir
trough filled with water using various driving voltages V0, and measuring the FRET efficiency of
pressure sensitive fluorophores at distance x = 8.4 mm away from the excitation source [93, 94].
The equilibrium surface pressure of the DPPC monolayer is pi = 4.3 mN/m.
the maximal compression and the wave velocity c at a separation x = 8.4 mm using Eqs. (6.29)
and (6.30). Figure 6.7 shows that our theory (blue data points connected by lines) is in reasonable
agreement with the experiments, the only adjustable parameter in the comparison is a rescaling
of the driving amplitude Umax0 , which is necessary since the piezo voltage can not precisely
be converted to the oscillation amplitude of the razor blade. The theoretical maximal relative
compression −∆amin/a¯ shows a quite sharp increase of the relative compression from around
−∆amin/a¯ ≈ 0.1 to −∆amin/a¯ ≈ 0.2, while the experimental data seem to increase from
−∆amin/a¯ ≈ 0 to −∆amin/a¯ ≈ 0.2. In both theory and experiment, at the threshold driving
amplitude a slight increase in the wave velocity is obtained, the value of the wave velocity is
quite similar in experiments and theory. This is remarkable, since no freely adjustable parameter
is present in the theory.
One possible reason for the deviations between theory and experiments is that our theoretical
model employs the isothermal elastic modulus extracted from the equilibrium pressure isotherm
shown in Fig. 6.2. This is an approximation, since the temperature is not expected to be strictly
constant during the wave propagation, as mentioned before and discussed in Appendix E.5.
Indeed, it is well known that isotherms obtained from compressing a monolayer depend on the
compression speed used [227], that the slowest relaxation modes in a lipid monolayer are on
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time scales comparable to those of the wave oscillation time [228, 229], and furthermore that
the viscoelastic properties of lipid membranes close to phase transitions can show anomalous
behavior like an effective negative surface viscosity [190]. Thus, the elastic modulus relevant
for the non-equilibrium phenomenon of a propagating large-amplitude surface wave might
differ significantly from the isothermal elastic modulus characterizing quasi-static monolayer
compression. Turning this around, our theory might in fact be used to shed light on the transition
of monolayer elasticity from the isothermal to the adiabatic regime, as will be explained below.
6.5 Conclusions
In the present chapter, we derive a fractional wave equation for a compressible surface wave on a
viscous liquid from classical hydrodynamic equations. This fractional wave equation has a simple
physical interpretation in terms of the frequency-dependent penetration depth of the surface wave
into the liquid subphase. Our derivation complements previous approaches where fractional wave
equations were obtained by invoking response functions with fractional exponents [205–209],
and constitutes the first derivation of a fractional wave equation from first physical principles.
Therefore, on a fundamental level, our theory sheds light on how fractional wave behavior
emerges from the viscous coupling of an interface to the embedding bulk medium.
For the explicit system of a monolayer at the air-water interface, nonlinear behavior emerges
naturally since large monolayer compression changes the local monolayer compressibility. Our
theory describes the experimentally observed nonlinear acoustic wave propagation in a DPPC
monolayer without adjustable fit parameters. In particular, the all-or-nothing response for the
maximal compression of a monolayer as a function of the driving amplitude is reproduced and
explained by the fact that the acoustic wave locally drives the monolayer through a smeared-out
phase transition.
Our theory reveals the origin of nonlinear behavior of pressure waves in compressible mono-
layers, which are fundamentally different from the nonlinear mechanism for action poten-
tial propagation. The connection between these two phenomena, which experimentally are
always measured together, have fascinated researchers from different disciplines for a long
time [92, 93, 191, 192, 230].
Our theory might also be used to extract non-equilibrium mechanical properties of biomem-
branes: Experimental monolayer compressibilities depend on the compression speed employed
in the measurement [227], consequently the elastic modulus that enters the Lucassen wave theory
is neither strictly isothermal nor adiabatic. Our theory could via inversion be used to extract
the elastic modulus from experimentally measured surface wave velocities and thereby help to
bridge the gap from isothermal membrane properties to adiabatic membrane properties, which is
relevant for membrane kinetics.
More specifically, our theory might be able to shed light on the origin of effective negative
surface viscosities of lipid membranes extracted from surface wave experiments [190]. In these
experiments, linear surface wave theories are employed to analyze experimental data, and a
negative surface viscosity in a linear theory could be the signature of nonlinear effects that




In this thesis we consider several biological soft-matter systems where memory effects are
relevant. The first part discusses the large-scale dynamics of several polymer backbone models
and how these relate to the loop-formation time. In the second part we analyze model systems to
understand how non-Markovian dynamics determines reaction kinetics. The third part considers
surface waves, both linear and nonlinear, and relates compression waves in interfaces to a
non-Markovian generalization of the wave equation.
In Chapter 2, we investigate the loop-formation kinetics of different polymer backbone models.
We consider several models with only bonded interactions (phantom chains), and a self-avoiding
collapsed chain. From Langevin simulations we calculate memory kernels for the scalar end-to-
end distance. For all phantom chains we find identical intermediate Γ ∼ t−1/2 scaling regimes;
for the self-avoiding collapsed chain we find Γ ∼ t−6/11. Both scalings are derived using Flory
theory. We calculate cyclization times τc from our simulations to investigate the asymptotic
scaling τc ∼ Nλ with chain length N . For the phantom chains we recover the classical results
λ = 2 due to Wilemski-Fixman (WF) [72, 73], and λ = 3/2 due to Szabo-Schulten-Schulten
(SSS) [74], depending on the terminal-monomer distance where one considers a loop to have
formed. For the self-avoiding collapsed chain we find λ = 5/3. We use Flory theory to provide
generalizations of both the WF and SSS scalings to include non-ideal conditions, and identify the
observed scaling λ = 5/3 as a generalization of the WF scaling for poor solvent conditions [105].
Experiments found that both diffusion of the terminal monomer in double-stranded DNA [231]
and equilibrium fluctuations of intramolecular distances in proteins display non-Markovian
effects [64, 117], the latter ones being characterized by a memory kernel scaling Γ ∼ t−1/2.
The same scaling was obtained in an effective model for the dynamics of single monomers in a
Gaussian chain undergoing Rouse dynamics [32,34]. We connect these results by demonstrating
that the memory kernel for the end-to-end distance of a Gaussian chain also scales as Γ ∼ t−1/2,
and is independent of the detailed nature of the bonded interactions. Our results for self-avoiding
collapsed chains furthermore demonstrate that this scaling breaks down once self-avoidance
effects become relevant. We provide a comprehensive picture of the relations between interactions
on the molecular scale and non-Markovian effects in the large-scale end-to-end dynamics, which




In Chapter 3, we investigate barrier crossing for non-Markovian dynamics characterized by
an exponential memory kernel with a single memory time scale and a single long-time friction
coefficient. We simulate the corresponding generalized Langevin equation and compare the
resulting barrier-crossing times to theoretical predictions. We confirm that the commonly used
Grote-Hynes (GH) theory [87] is only applicable in the double limit of short memory and
high-friction (overdamped) dynamics, and that the theory by Pollak-Grabert-Ha¨nggi (PGH) [88]
yields accurate predictions of the mean first-passage time (MFPT) for barrier crossing over the
entire parameter space. In particular, both simulations and PGH theory recover the various
known asymptotic scalings for the MFPT as well as a regime at intermediate memory times
where memory leads to a decrease of the MFPT. As an easy-to-implement alternative to the
PGH formula, we supply a heuristic formula, show that it accurately predicts the MFPT over
many orders of magnitude in the system parameters, and use it to establish a scaling diagram
featuring the Markovian high-friction and inertial regimes, the non-Markovian long-memory
regime, and the regime at intermediate memory times where finite memory reduces the barrier
crossing time. Our results are corroborated by an asymptotic analysis of the propagator for the
generalized Langevin equation, which recovers both the long-memory regime and predicts the
acceleration of barrier crossing at intermediate memory times.
The heuristic formula we provide is a convenient tool for the calculation of barrier crossing
times from known memory times, or, conversely, for the estimation of memory times from barrier
crossing times measured in MD simulations or experiments. Our analysis allows to quickly
determine whether, for a given system, memory effects are relevant or not. Physically relevant
parameters [25, 29, 86, 140] encompass the regime where neither Markovian models nor GH
theory, which are easy to use, are reliable, so that our heuristic formula will be useful to simply
and accurately estimate reaction rates for such systems.
In Chapter 4, we move on to a generalization of the non-Markovian system from Chapter 3
by adding a second memory time scale, i.e., we consider a memory kernel given by the sum of
two exponentials. From simulations of the corresponding generalized Langevin equation we
find that the shorter of the two memory times determines the barrier-crossing time; for the long-
memory regime, we derive this from an analysis of the propagator of the generalized Langevin
equation. Based on these observations, we reduce the bi-exponential system to an effective single-
exponential system. Using the resulting effective parameters in the heuristic formula established
in Chapter 3 yields a global description of our numerical results. This explicitly demonstrates
that bi-exponential barrier crossing can be reduced to an effective single-exponential scenario.
Although physical reaction coordinates are typically coupled to orthogonal degrees of freedom
with several intrinsic time scales [29, 86, 142–145], due to its simplicity the single-exponential
system is the most studied [88,122,131,132]. Thus, a reliable method for reducing more complex
memory kernels to an effective single-exponential memory kernel is of great practical value.
Our results constitute a first step in this direction, and it will be interesting to find out whether,
for the purpose of estimating barrier-crossing times, more complex memory kernels can also be
reduced to an effective single-exponential scenario. A logical next step in this direction will be
to consider a memory kernel given by a sum of an instantaneous frictional force and a single
exponential decay.
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In Chapter 5 we derive the general dispersion relation for surface waves at a viscoelas-
tic interface. We show that our theory contains the classical Rayleigh [153–155], capillary-
gravity [148,172] and Lucassen wave solutions [156–159] as limiting cases. We furthermore
identify an additional wave solution, which is different from all previously studied solutions and
requires surface tension, gravitation and bulk viscosity all to be simultaneously nonzero. For
the experimentally relevant case of an air-water interface with an adsorbed surfactant layer we
establish a phase diagram for the number of coexisting wave solutions in terms of frequency and
surface compression modulus. In particular, we demonstrate that Rayleigh and Lucassen waves
do not coexist but rather continuously transform into each other, and that our novel capillary-
gravity-viscosity (CGV) wave coexists with both capillary-gravity and Lucassen waves for a
small range of nonzero surface compressibilities.
Although the CGV wave only exists for low frequencies and is highly damped on a pure air-
water interface, it should be within reach of experiments. Surface waves have many applications
ranging from microfluidics [232] to earthquake modeling [233], so that our unifying general
dispersion relation is not only of theoretical interest. In particular, our analysis allows to quickly
identify which surface wave is relevant for which parameter regime and how the various surface
wave solutions are related to each other.
In Chapter 6, we derive the fractional wave equation governing two-dimensional sound waves
in a compressible interface on a viscous liquid. These surface waves are the Lucassen waves
from Chapter 5, and their properties are different from three-dimensional sound waves because
of the coupling of the interface to the bulk medium. More specifically, the frequency-dependent
penetration depth of the surface wave into the liquid subphase leads to the fractional derivative in
the effective equation for the surface wave; this fractional derivative constitutes a memory effect,
and effectively models the effects of the liquid subphase on the interface. For the explicit system of
a monolayer at the air-water interface, nonlinear behavior emerges naturally since large monolayer
compression causes local changes in the monolayer compressibility. Employing isotherms
measured by our experimental collaborators Matthias Schneider and Shamit Shrivastava, we
include nonlinear effects into our theory, and find that numerical solutions of the resulting
nonlinear fractional wave equation describe the experimentally observed nonlinear acoustic
wave propagation in a DPPC monolayer without adjustable fit parameters. In particular, the
all-or-nothing response for the maximal compression of a monolayer as a function of the driving
amplitude is reproduced, and explained by the fact that the acoustic wave locally drives the
monolayer through a smeared-out phase transition.
Our theory is interesting from a theoretical, biophysical and membrane-focused standpoint.
From a theoretical perspective, we present the first derivation of a fractional wave equation from
first physical principles, and thus, on a fundamental level, shed light on how fractional wave
behavior emerges from the viscous coupling of an interface to the embedding bulk medium. The
fractional wave equation is easily generalized to include the effects of surface viscosity or bending
rigidity, which might be useful for modeling pressure waves in other systems with interfaces. Our
theory reveals the origin of nonlinear behavior of pressure waves in compressible monolayers,
which are fundamentally different from the nonlinear mechanism for action potential propagation.
The connection between these two phenomena, which experimentally are always measured to-
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gether, have fascinated researchers from different disciplines for a long time [92,93,191,192,230].
From a membrane-focused perspective, our theory might also be used to extract non-equilibrium
mechanical properties of biomembranes. Experimental monolayer compressibilities depend on
the compression speed employed in the measurement [227], consequently the elastic modulus
that enters the Lucassen wave theory is neither strictly isothermal nor adiabatic. Via inversion,
our fractional wave equation could be used to extract the elastic modulus from experimentally
measured surface wave velocities and thereby help to bridge the gap from isothermal membrane
properties to adiabatic membrane properties, which is relevant for membrane kinetics. More
specifically, our theory might be able to explain the origin of effective negative surface viscosities
of lipid membranes extracted from surface wave experiments [190]. In these experiments, linear
surface wave theories are employed to analyze experimental data, and a negative surface viscosity
in a linear theory could be the signature of nonlinear effects that enhances wave propagation, as
indeed observed in our theory.
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A.1 Simulation details
We simulate four different polymer backbone models via Langevin dynamics at temperature
T = 300 K using GROMACS 2016.3 [57].
i) Gaussian chain. We consider a Gaussian chain comprised of N monomers with masses mi,
governed by the equations of motion
mi ~¨Ri = −γ ~˙Ri + κ
(
~Ri−1 − 2~Ri + ~Ri+1
)
+ ~Fi, (A.1)
where i = 0, ..., N − 1, ~Ri is the position of the i-th monomer, γ is a friction coefficient, κ
describes the strength of the quadratic nearest-neighbor interaction, and the random forces ~Fi
obey the fluctuation dissipation theorem
〈~Fi(t)~F Tj (t′)〉 = 2γkBT11δi,jδ(t− t′), (A.2)
where kB ≈ 1.38 · 10−23 J/K is the Boltzmann constant, 11 is the (3 × 3) unit matrix, δi,j is
the Kronecker delta and δ(t) is the Dirac delta function. For ease of notation we introduced
~R−1 ≡ ~R0, ~RN ≡ ~RN−1 in Eq. (A.1). Our parameters are based on the model for alkanes in
the gromos53a6 forcefield [106], where an alkane containing N carbon atoms is modeled as
a linear chain of monomers with masses m0 = mN−1 = 15 amu (representing terminal CH3
residues),m1 = ... = mN−2 = 14 amu (representing in-chain CH2 residues). The mean squared
distance between neighboring monomers is 〈(~Ri − ~Ri+1)2〉 = b2 with b = 0.153 nm, which
we reproduce in our simulation by using κ = kBT/b2 = 319.8 amu/ps2. We use the friction
coefficient γ = 110 amu/ps, which is smaller than the expected friction coefficient in explicit
water by about an order of magnitude, but allows for more efficient sampling of the polymer
dynamics.
ii) Freely jointed (FJ) chain. The simulations of the FJ chain are similar to the Gaussian chain
simulations, but with the distance between neighboring monomers constraint to b = 0.153 nm
using the LINCS constraint algorithm included in the GROMACS simulation package.
iii) Freely rotating (FR) chain. The simulations of the FR chain are similar to the Gaussian
chain simulations, but with distances between nearest neighbors constraint to b = 0.153 nm
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and bond angles constraint to θ = 111◦, which is the average bond angle for alkane chains in
the standard gromos53a6 forcefield. The constraints are implemented using SHAKE algorithm
included in the GROMACS simulation package.
iv) Gaussian chain with LJ interactions (GLJ). For the GLJ chain, the Gaussian chain model
described in i) is extend to include the standard non-bonded LJ interactions for alkane chains
as modeled in the gromos53a6 forcefield [106]. For the interaction between monomer i and









(~Ri − ~Rj)2, and the parameters C12,(i,j), C6,(i,j) are given as [106]
C12,(i,j) =

3.40 · 10−5 nm12 · kJ/mol 1 ≤ i, j ≤ N − 2,
2.67 · 10−5 nm12 · kJ/mol i, j ∈ {0, N − 1},
3.01 · 10−5 nm12 · kJ/mol
i ∈ {0, N − 1},






7.47 · 10−3 nm6 · kJ/mol 1 ≤ i, j ≤ N − 2,
9.61 · 10−3 nm6 · kJ/mol i, j ∈ {0, N − 1},
8.47 · 10−3 nm6 · kJ/mol
i ∈ {0, N − 1},
1 ≤ j ≤ N − 2,
or vice versa.
(A.5)




0.46 nm 1 ≤ i, j ≤ N − 2,
0.42 nm i, j ∈ {0, N − 1},
0.44 nm
i ∈ {0, N − 1},
1 ≤ j ≤ N − 2,
or vice versa,
(A.6)
and consequently Rmin(i,j) ≈ 3b.
A.2 Chain segments of our self-avoiding collapsed chain model do
not cross
One qualitative difference between the Gaussian, FJ, FR chains and the GLJ chain is self-
avoidance. This means that, depending on κ and the LJ parameters, in the GLJ model different
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Figure A.1: (a) Setup for calculation of chain-self-crossing energy. The two pairs (1,2), (3,4) rep-
resent consecutive monomers along the chain that interact via a harmonic potential, respectively.
Note that despite the numbering, here monomers 2 and 3 are not consecutive monomers in the
chain. The non-bonded pairs (1,3), (1,4), (2,3), (2,4) interact via the LJ potential Eq. (A.3). (b)
Total energy of the configuration defined in subplot (a). For each value of h, the total interaction
energy (A.7) is minimized as a function of d.
chain segments do not cross each other anymore. To show that for our parameters this is the
case, we estimate the potential barrier faced by two chain segments passing through each other.
We consider two chain segments in the geometry depicted in Fig. A.1 (a). Along the chain, the
monomer pairs (1,2), (3,4) interact via harmonic potentials and are a distance d apart, respectively.
The non-bonded pairs (1,3), (1,4), (2,3), (2,4) interact via LJ potentials. Note that despite the
numbering, here monomers 2 and 3 are not consecutive monomers in the chain. We assume that
monomers (1,2) lie in the x-y-plane, and monomers (3,4) are positioned at a height h above that
plane. The total interaction energy of this system is given by






where UH(d) = κ/2d2 is the (bonded) harmonic interaction and ULJi,j the LJ potential defined
in Eq. (A.3). Chain crossing means that h changes continuously from a (large) positive value to
a (large) negative value. To estimate the potential barrier for two chain segments crossing, we
vary h/nm in the range [−1, 1], and for each value of h minimize Utotal(d, h) as a function of d.
Employing κ and the LJ parameters for in-chain beads (1 ≤ i, j ≤ N − 2) as defined Appendix
A.1, the resulting total energy is shown as a function of h in Fig. A.1 (b). We see that for the two
chain segments to pass through each other, an energy barrier of almost 40 kBT has to be crossed.
We thus conclude that it is extremely unlikely that two distant chain segments cross.
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A.3 Extraction of memory kernels from simulations
The goal of memory kernel extraction is to use a given numerical trajectory x(t) to parametrize
the generalized Langevin equation (GLE)
µ x¨(t) = −
∫ t
0
dt′ Γ(t− t′)x˙(t′)−∇U(x(t)) + FR(t), (A.8)
where µ is an effective mass, ∇U is the derivative of the potential of mean force (pmf) U ,
Γ is a memory kernel describing non-Markovian friction effects, and the random force FR is
a Gaussian stochastic process with zero mean, and which obeys the generalized fluctuation-
dissipation theorem (FDT)
〈FR(t)FR(t′)〉 = kBT Γ(|t− t′|). (A.9)
We extract memory kernels using a recent generalization of the Berne method [107] developed
by Daldrop et al. [108]. In a nutshell, to obtain the memory kernel from numerical simula-
tions, the GLE (A.8) is multiplied by x˙(0) and then an ensemble average is performed. Since




dt′ Γ(t− t′) 〈x˙(0)x˙(t′)〉− 〈x˙(0)∇U(x(t))〉 . (A.10)
Discretizing time using a timestep ∆t then leads to a recurrence relation for the memory kernel,
namely [108]












where Γi := Γ(i ·∆t), ωi,j := 1− δi,0/2− δi,j/2 is the integration weight for the trapezoidal
rule, we define C x˙x˙i := 〈x˙(0)x˙(i · ∆t)〉 and similarly for C x˙x¨i , C x˙∇Ui . After U is obtained
from simulations via Boltzmann inversion and approximated by a cubic spline, all correlation
functions can be evaluated directly from the numerical data. The effective mass µ can be obtained
employing the equipartition theorem µ〈x˙(0)x˙(0)〉 = kBT . For more details, we refer the reader
to Ref. [108].
A.4 Comparison of numerical and analytical memory kernels
A.4.1 Analytical formula for the memory kernel of the end-to-end vector of a
Gaussian chain
To validate the numerical algorithm Eq. (A.11), we compare numerically calculated mem-
ory kernels to analytically calculated memory kernels. For the end-to-end distance Rete =√
(~RN−1 − ~R0)2 considered in Chapter 2 no analytical formula for the memory kernel Γ is
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available. However, as we show now, for the end-to-end distance vector ~Rete = ~RN−1 − ~R0
of a Gaussian chain an analytical formula for the memory kernel can be obtained using the
Mori-Zwanzig projection operator technique [14, 15].
Since in Eq. (A.1), the x-, y- and z-components of the positions decouple and have identical
equations of motion, it is sufficient to consider the x-component. The equations for the x-
components of the N monomers can be rewritten as a first-order equation in 2N dimensions,




















where ~R = (R0,x, R1,x, ..., RN−1,x)T are thex-components of the monomer positions, 11 denotes
the N × N unit matrix and the coupling matrix K for the nearest-neighbor interactions has
components Kij = κ∆ij = κ(−2δi,j + δi+1,j + δi,j+1 + δi,0δj,0 + δi,N−1δj,N−1), where δi,j
denotes the Kronecker delta. Note that the following derivation generalizes to arbitrary coupling
matrices K.
To derive the effective dynamics of the x-component of the end-to-end distance vector, we


























so thatP projects onto the x-component of the end-to-end vector ~Rete. Consequently, the operator
Q := 11− P , projects onto the orthogonal complement. Acting with P , Q onto Eq. (A.12) and
using 11 = P +Q, we obtain
P~˙v = PΩ (P~v) + PΩ (Q~v) + P ~f, (A.19)
Q~˙v = QΩ (P~v) +QΩ (Q~v) +Q~f. (A.20)
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Formally solving Eq. (A.20) for Q~v, substituting the result into Eq. (A.19) and multiplying from


























M(t) := BTΩeQΩtB(BTB)−1 ∈ R2×2. (A.22)
In Appendix A.4.2 we show that if the first and last monomer have identical mass, m0 = mN−1,







where µ = m0/2 is the reduced mass of the first and last monomer and k(t) is defined by
Eq. (A.23). Using integration by parts, Eq. (A.21) is seen to be equivalent to
µ R¨ete,x(t) = −
∫ t
0
dt′Γ(t− t′)R˙ete,x(t′)− (∇U)(Rete,x(t))− ζ(t)Rete,x(0) + FR(t),
(A.24)
with memory kernel
Γ(t) := γδ(t) + ζ(t), (A.25)
where we define ζ(t) := µ [limt′→∞ k(t′)− k(t)], and furthermore use the convention∫ t
0 dt
′ δ(t − t′)Rete,x(t′) = Rete,x(t)/2 for the case when the root of the argument of the


























Numerically it is found that the generalized FDT
〈FR(t)FR(t′)〉 = kBT Γ(|t− t′|) (A.28)
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, tC(t0 + t )0
Figure A.2: Numerical verification of the generalized FDT Eq. (A.28). The correlation function
C is defined as C(t0, t0 + t) := 〈FR(t0)FR(t0 + t)〉/(kBT ), with FR given by Eq. (A.27). The
memory kernel Γ is defined in Eq. (A.25). Both correlation function and memory kernel are
calculated using γ = 110 amu/ps, κ = 319.8 amu/ps2, m0 = mN−1 = 15 amu, m1 = ... =
mN−2 = 14 amu, t0 = 2 · 103 ps (N = 100, 200), t0 = 6 · 103 ps (N = 1000).
holds once boundary effects are negligible, i.e., for t, t′ larger than the decay time τΓ of Γ, see
Fig. A.2. After this time, also the term ζ(t)Rete,x(0) in Eq. (A.24) is negligible and the equation
is of the form of the GLE, Eq. (A.8).
Equations (A.22), (A.23), (A.25) constitute an explicit formula for the memory kernel of the
end-to-end distance vector for the Gaussian chain model undergoing Rouse dynamics.
In Fig. A.3, we compare analytical results based on Eq. (A.25) to numerical data. Figure
A.3 (a) shows the potential of mean force (pmf) U , obtained from both Langevin simulations
using Boltzmann inversion, and Eq. (A.26) for various chain lengths N . As can be seen the
agreement is excellent, which also serves as a validation that the simulations have equilibrated. In
Fig. A.3 (b), (c) we show memory kernels calculated using Eq. (A.25) for chain lengths ranging
from N = 5 to N = 2000. While for the shortest chain length N = 5, the memory kernel
changes sign (see pink curve in Fig. A.3 (b)), for longer chains it is strictly positive. Figure A.3
(c) shows that for longer chains, a Γ ∼ t−1/2 scaling behavior at intermediate time scales can
clearly be discerned. Since the memory kernel of the center monomer of a Gaussian chain is
known to scale as Γ ∼ t−1/2 for large N and intermediate t [32, 34], it is not surprising that the
end-to-end distance shows a similar behavior. In Fig. A.3 (d), we compare the analytical memory
kernels from subplots (b), (c) to memory kernels extracted from simulations. As can be seen, the
agreement is excellent, and in particular the transient Γ ∼ t−1/2 scaling is also observed in the
numerical kernels.
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Figure A.3: Numerical and analytical results for the dynamics of Rete,x, the x-component of
the end-to-end distance vector ~Rete of a Gaussian chain. Parameters used for mi, κ, γ are
given in Appendix A.1. Numerical data is obtained from Langevin simulation of the Gaussian
chain model Eq. (A.1) for various chain lengths N , as indicated in the legends. (a) Potential
of mean force (pmf). The solid lines show pmfs obtained from numerical data via Boltzmann
inversion, the dashed lines depict analytical pmfs based on Eq. (A.26). (b), (c) Analytical memory
kernels shown both in semi-logarithmic and double-logarithmic representation are calculated
using Eq. (A.25). (d) Numerical and analytical memory kernels. Analytical memory kernels
are replots of subplots (b), (c), numerical memory kernels are calculated from simulations
using the modified Berne method [107, 108], see Appendix A.3. Transient power law scaling is
indicated by a black bar. (e) Mean squared displacements (MSDs) as calculated directly from
Langevin simulations (solid lines) and from the memory kernel and harmonic potential using
Eq. (A.65). Black bars display the expected MSD for unaccelerated motion with the thermal
velocity v =
√
kT/µ, and the power law t1/2.








as calculated directly from simulations to the MSD as calculated using the quadratic potential
(A.26) and the memory kernel (A.25), details of the calculation are given in Appendix A.5.
Again, the agreement between analytical and numerical results is excellent, showing that MSDs
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〉 ∼ t1/2, consistent with the memory kernel scaling Γ(t) ∼
t−1/2 [114], c.f. Appendix A.5.
A.4.2 Proof of Eq. (A.23)
In the derivation of the GLE in Appendix A.4.1 we use that if m0 = mN−1 thenM, defined by







where µ = m0/2 is the reduced mass of the first and last monomer and this equation defines
k(t). In the present appendix, we prove Eq. (A.30).


















Note that for m0 = mN−1, it holds that
qM−1~b = 0, (A.34)
since for all i ∈ {0, ..., N − 1} we have
(qM−1~b)i =
(




j bk = bi
[




where we use the Einstein sum convention, and at the last equality sign we use that bi is zero
unless i = 0, N − 1, and that for i = 0, N − 1 the sum in the brackets vanishes.
With these preparations, we now consider the power series forM(t), given by
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To show that for n ≥ 1 only the lower left component of BTΩ(QΩ)nB is nonzero, we use




















so that (QΩ)1B is of the form (A.38) with ~α1 = 0, ~β1 = M−1K~b. If (QΩ)nB is of the form
(A.38), then













qM−1Kq~αn − qγM−1q~βn 0
)
, (A.42)
















































where we use that~bT q = 0. Thus, for each term with n ≥ 1 in the power series (A.36), only the
lower left matrix component is nonzero, so that together with Eq. (A.37) we finally obtain the
form Eq. (A.30) forM.
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A.4.3 Numerical evaluation of the memory kernel for large systems
The technically most challenging aspect of calculating the memory kernel Γ given by Eq. (A.25)
is evaluating the matrix exponential that appears in the definition ofM, Eq. (A.22),
M(t) := BTΩeQΩtB(BTB)−1. (A.48)
For large systems, N & 200, standard methods for evaluating matrix exponentials like for
example the python routine scipy.linalg.expm become numerically unfeasible.
To obtain memory kernels also for large N , we numerically integrate the linear ODE
x˙(t) = (QΩ)x(t) (A.49)




)−1 ∈ RN×2. (A.50)
and a timestep ∆t, thus obtaining












Note that to solve Eq. (A.49) numerically using a timestep ∆t, the propagator eQΩ∆t needs to







and can then be used to calculate xk+1 from xk via matrix multiplication as
xk+1 = e
QΩ∆txk. (A.54)
Since the 2× 2 matrixM(tk) can be calculated on the fly at each integration step, the large
(2N)× (2N) matrix eQΩtk does not need to be saved or stored onceM(tk) and eQΩtk+1 have
been calculated. For large N , this can significantly improve performance as compared to first
calculating the matrix exponential eQΩtk for all timesteps and only then calculatingM(tk).
Our algorithm yields the values of M(t) on an evenly spaced grid t ∈ ∆t · N. To plot
the memory kernel on a logarithmic t-axis, we optimize computational time by first solving
Eq. (A.49) for times t < 1 ps using a timestep ∆t = 0.001 ps, and then continue using a larger
timestep ∆t = 0.1 ps. In both cases, truncating the exponential sum in Eq. (A.53) at nmax = 50
turns out to be sufficient.
In Fig. A.4 we show a comparison of the memory kernel as calculated using both the method
described in this section and directly evaluating the matrix exponential using the python routine
scipy.linalg.expm. The memory kernels we obtain using both methods are identical, so that
we conclude that both are robust. In particular we can confidently use the method presented here
to calculate memory kernels for systems with large numbers of degrees of freedom N & 200.
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Figure A.4: Comparison of memory kernels calculated using two different numerical methods.
In both cases, Eq. (A.48) is used to calculateM, from which the memory kernel is calculated
via Eq. (A.25). For the solid lines,M is obtained integrating the ODE Eq. (A.49) as described
in Appendix A.4.3. For the dashed lines, the matrix exponential eQΩt is calculated directly
using the python routine scipy.linalg.expm. Parameters used are κ = 319.8 amu/ps2,
m0 = mN−1 = 15 amu, mi = 14 amu (i = 1, ..., N − 2), and γ = 110 amu/ps.
A.5 Calculating MSDs from memory kernels
In this appendix, we derive a formula for the MSD〈
∆x2(t)
〉 ≡ 〈[x(t)− x(0)]2〉 (A.55)















and solving for x˜(ω), we obtain
x˜(ω) =
F˜R(ω)
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eiωt − 1) x˜(ω), (A.60)














eiωt − 1) (eiω′t − 1) Q˜(ω)Q˜(ω′)〈F˜R(ω)F˜R(ω′)〉.
(A.61)
Since the Fourier transform of the generalized FDT, Eq. (A.9), is given by
〈F˜R(ω)F˜R(ω′)〉 = 2piδ(ω + ω′)kBT Γ˜(ω), (A.62)






















[1− cos(ωt)] Q˜(ω)Q˜(−ω)Γ˜(ω), (A.65)
where at the last equality sign we use 2 cos(ωt) = eiωt + e−iωt.
From Eq. (A.65) it follows that if the memory kernel has a scaling regime Γ ∼ t−β , then the
MSD can show a scaling regime
〈
∆x2(t)





dt e−iωtt−β ∼ ωβ−1 (A.66)
for the Fourier transform of the memory kernel. If an intermediate regime, between short-time
inertial motion and long-time saturation of the MSD due to the quadratic potential, exists where
the denominator in Eq. (A.65) is dominated by the term −iωΓ˜+(ω) and the scaling Γ˜ ∼ ωβ−1
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where we again use power counting.
Note that, depending on the specific values of m, K and the kernel Γ, there might not exist a
frequency regime where the denominator in Eq. (A.65) is dominated by −iωΓ˜+(ω), so that a
power-law scaling in the memory kernel is not a guarantee to observe the corresponding power
law in the MSD. Indeed, for the FR chain MSD shown in Fig. 2.3 (d), the power law scaling can
hardly be observed between the inertial regime at small times and the long-time saturation.
A.6 Scaling relation between Gaussian chain end-to-end distance
memory kernels with different Kuhn lengths
In Fig. 2.3 (f), we find that the memory kernels of Gaussian and FR chain models show a similar
Γ ∼ t−1/2 regime, but rescaled in time. As we show now, the rescaling is due to the different
Kuhn lengths of Gaussian and FR chain models and, taking this into account, the kernels agree
perfectly in the power-law scaling regime.
We consider the Gaussian chain model given by Eq. (A.1). Using a scale factor χ we define
~Ri(t) := ~Ri(χ · t)/χ, so that ~˙Ri(t) = ~˙Ri(χ · t), ~¨Ri(t)/χ = ~¨Ri(χ · t). Evaluating Eq. (A.1) at
time t/χ and eliminating ~Ri in favor of ~Ri then yields
mi
χ
~¨Ri(t) = −γ ~˙Ri(t) + (χκ)
[
~Ri−1(t)− 2 ~Ri(t) + ~Ri+1(t)
]
+ ~Fi(t), (A.68)
where ~Fi(t) := ~Fi(t/χ) obeys〈
~Fi(t) ~FTj (t)
〉
= 2γkBTχ11δi,jδ(t− t′). (A.69)
Comparing Eqs. (A.1), (A.2) to Eqs. (A.68), (A.69), we see that a Gaussian chain with parameters
(mi, γ, κ, T ) is equivalent to a Gaussian chain with parameters (mi/χ, γ, χκ, χT ) and with
time rescaled by a factor χ. In particular, since the memory kernel is independent of temperature,
in a regime where inertial effects are negligible we expect the relation
Γχκ(t) = Γκ(t/χ) (A.70)
for the end-to-end-distance memory kernels of two Gaussian chains with monomer coupling
strengths χκ, κ, as indicated by the indices.
The Gaussian and FR chains we consider in Chapter 2 have equal bond distance b, but different
Kuhn lengths aG = b, aFR = b
√
(1 + cos θ)/(1− cos θ) [109]. To obtain a FR chain with
Kuhn length b, the bond distance needs to be b′ = b/√χwith χ = (1+cos θ)/(1−cos θ), and to
have this bond distance in a Gaussian chain, the coupling parameter needs to be κ′ = kBT/b′ 2 =
χ · kBT/b = χκ. If the difference between the power-law scaling regimes of the Gaussian chain
and the FR chain memory kernels shown in Fig. 2.3 (f) is only due to the difference in Kuhn
lengths, then the rescaled FR chain memory kernel
ΓFR,χκ(t) = ΓFR,κ(t/χ) ≡ ΓFR(t/χ) (A.71)
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should agree with the Gaussian chain memory kernel ΓG,κ(t) ≡ ΓG(t), where for clarity we
added the coupling parameters associated with the respective models (if no index is written, the
coupling parameter is understood to be κ; note that for the FR chain bond lengths are frozen, and
κ denotes the coupling strength of a Gaussian chain with the same bond length). Indeed, as we
show in Fig. A.5, the rescaled FR chain memory kernel agrees perfectly with the Gaussian chain
memory kernel in the power-law regime. From this we conclude that the dynamical differences
between the models at intermediate times are only due to the different Kuhn lengths, and not due
to other details of the bonded interactions.



















Figure A.5: Memory kernels of Gaussian and FR chain models for N = 200, calculated from
Langevin simulations. Blue and green lines are replots of the memory kernels shown in Fig. 2.3
(f). The orange line is the memory kernel of the FR chain (green line), but with time rescaled by
a factor χ = (1 + cos θ)/(1 − cos θ) according to Eq. (A.71). For our bond angle, θ = 111◦,
we obtain χ ≈ 2.1.
A.7 MSD scaling for Flory chains
For a freely draining chain (no hydrodynamic interactions) comprised of N monomers, the
effective diffusion coefficient of one tagged monomer scales as D ∼ 1/N . However, on short
time scales the dynamics of that monomer is not affected by the whole chain, so that




with a time-dependent effective coupled chain length Neff that for long times approaches N .
How does this effective chain length the tagged monomer feels scale with t? We assume that
the part of the chain that affects the tagged monomer scales with the number of monomers the
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tagged monomer can reach via diffusion, 〈∆R 2i (t)〉 ∼ Nνeff , where ν is the Flory exponent. Thus,
at time t we have N2νeff ∼ t/Neff , so that Neff scales as Neff ∼ t1/(2ν+1). Reinserting this into
Eq. (A.72), we obtain [112,113]
〈∆R 2i (t)〉 ∼ t2ν/(2ν+1). (A.73)
A.8 Radius of gyration
In this appendix we show that for a self-avoiding collapsed chain, the dynamics of the end-to-end
distance is very different from the dynamics of the radius of gyration.












imi) is the center of mass of the chain. Figure A.6 (a) shows
the equilibrium average of Rg, which displays the same asymptotic scaling behavior as the end-
to-end distance, c.f. Fig. 2.3. However, the MSD depicted in Fig. A.6 (b) shows an intermediate
power-law scaling with exponent 1/4, which is different from both the good-solvent exponent
6/11 and the bad-solvent exponent 2/5 observed for the end-to-end distance and single-monomer
dynamics in Fig. 2.5. Thus, we find that for a self-avoiding chain, the dynamics of the two































Figure A.6: (a) Mean radius of gyration 〈Rg〉 for self-avoiding collapsed chains of various
lengths N , obtained from Langevin simulations as described in Appendix A.1. Rg is defined in
Eq. (A.74), the black bar denotes the power-law scaling 〈Rg〉 ∼ N1/3. (b) MSD for the radius
of gyration Rg of a self-avoiding collapsed chains of length N = 2000, obtained from Langevin
simulations. The black bars illustrate intermediate power-law scaling.
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B.1 Mean first-passage times versus escape times and double-well
versus single-well scenarios
In Chapter 3, we perform Langevin simulations in a quartic double well defined in Eq. (3.4) and
extract MFPTs from a single long simulation trajectory that includes multiple recrossing events.
We compare these simulation results to PGH theory using an explicit formula for the escape time
of particles in a single potential well, which obviously does not allow for barrier recrossing [88].
The PGH theory has been adapted to calculate the escape time also in a double well [51,88,133],
which allows for recrossing events, using a method introduced by Mel’nikov and Meshkov [126],
so the obvious question arises why we do not compare our MFPT simulation results with PGH
theory for a double well.
In this appendix, we first define and discuss the differences between escape and mean first-
passage times and between single-well and double-well scenarios. After that we explain why we
compare our MFPTs obtained from simulations of a particle in a double-well potential, with the
single-well PGH formula for the escape time. We finally compare escape time predictions of
single-well and double-well PGH theory with MFPTs and escape times extracted from Langevin
simulations of single and double wells.
In single-well PGH theory [88], the escape time τesc, defined as the inverse of the escape rate,
is obtained from the probability flux out of a potential well with an absorbing boundary condition
located to the right of the barrier top so that the particle has negligible probability to recross,
assuming a steady-state probability distribution within the well. The escape time τesc is defined
by the rate equation [88, 126]
τescP˙ (t) = −P (t) (B.1)
for the probability P (t) to find the particle in the well. Starting from the initial condition
P (0) = 1, the solution of Eq. (B.1) is
P (t) = e−t/τesc . (B.2)
The extension of PGH theory to the double-well scenario only makes a difference in the limits
of large mass or long memory, and includes barrier recrossing events [126]. In such recrossing
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events, a particle recrosses the barrier several times after having reached its target position, which
is caused by slow energy diffusion. According to our use of the term, recrossing is a characteristic
property of trajectories in the inertial or long memory limits, as shown in Figs. 3.1 (b), (f), (g), (h).
It should not be mixed up with Markovian barrier recrossing which occurs in the high-friction
short-memory limit and consists of the trivial scenario of a particle returning to the starting well
after having reached the barrier top. Recrossing events induce a probability influx from the target
well, so that the escape rate from the starting well is decreased as compared to a single well. In
a symmetric double well, the escape time τesc follows from the coupled rate equations for the
probabilities to find the particle in the starting well Ps and the target well Pt [88, 126]
τescP˙s(t) = −Ps(t) + Pt(t), (B.3)
τescP˙t(t) = Ps(t)− Pt(t). (B.4)
If the particle resides in the starting well at time t = 0, we have Ps(0) = 1 and Pt(0) = 0, so








Probabilities to be in one well can easily be estimated numerically, so that Eqs. (B.2), (B.5) can
be used to obtain the escape time τesc also from simulation trajectories.
A mean first-passage time (MFPT) is defined as the mean time needed for a particle to reach,
starting from a given position xs, a target position xt for the first time [123]. In Chapter 3 we
calculate MFPTs from Langevin simulations via averaging the time a particle needs to go from
one potential minimum xs = −L to the other potential minimum xt = L. Each MFPT shown in
Chapter 3 is obtained from one long trajectory and thus allows for multiple recrossing events.
Our choice of xt makes sure that in the high-friction short-memory limit the particle recrosses
the barrier with negligible probability right after reaching the target position, and matches the
above definition of the escape time.
We now compare escape times defined in Eqs. (B.2), (B.5) with MFPTs, both calculated from
simulations. We perform this comparison for simulations in the single-well as well as in the
double-well scenarios. The double-well scenario, employed in Chapter 3, consists of a single,
long trajectory and allows for multiple recrossing events. For the single-well simulations, we use
the same quartic potential Eq. (3.4) but impose an absorbing boundary at xt = L, i.e., we stop
the simulation once the particle reaches the minimum of the target well at xt = L for the first
time. The single-well scenario thus consists of many simulation trajectories, each initialized as
explained in Chapter 3. The results, together with the predictions of both single- and double-well
PGH theory, are shown in Fig. B.1.
For the single-well simulation data, the escape time (squares) perfectly equals the MFPT (plus
signs). This is easy to understand, since both approaches impose an absorbing boundary at
the target position xt = L. For the double well, simulated escape times (circles) and MFPTs
(crosses) only agree in the limit of high-friction and short memory time, for τm/τD  1 and
τΓ/τD  1. In the energy diffusion regime, i.e., for large mass τm/τD  1 or for long
memory τΓ/τD  1, the simulated escape time is larger than the simulated MFPT by a factor of
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Figure B.1: Simulation results for τMFP and τesc in a single-well and double-well quartic potential
together with predictions of PGH theory, using the single-well [88] (solid colored lines) and
double-well [51, 126, 133] (dashed colored lines) PGH formulas. The potential used for both
single- and double well is given by Eq. (3.4), with a barrier height U0 = 3 kBT . For the single
well, an absorbing boundary is placed at xt = L so that only the region x < L of the quartic
potential is used. For the single well, MFPTs τMFP (plus signs) are calculated via direct sampling
of first-passage times, escape times τesc (empty squares) are calculated using Eq. (B.2). For the
double well, MFPTs τMFP (crosses) are calculated via direct sampling of first-passage times
from a long trajectory allowing for barrier recrossing, as described in Chapter 3, escape times
τesc (empty circles) are calculated using Eq. (B.5). (a) Plot of τMFP/τD as a function of τm/τD
for several values of the rescaled memory time τΓ/τD as denoted by the colored labels in the
figure. (b) Plot of τMFP/τD as a function of τΓ/τD for several values of τm/τD, as denoted by
the colored labels in the figure.
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about 2. The difference between escape times and MFPTs has been discussed before [123] and in
our case has an intuitive explanation. In the energy diffusion regime, after the particle has crossed
the barrier once, it has a high kinetic energy and will oscillate back and forth between the two
wells multiple times, as is seen in the example trajectories in Figs. 3.1 (b), (f), (g), (h). After the
particle has stopped oscillating between the wells, it will be found in the target or in the starting
well with equal probability. This fundamental difference between Markovian and non-Markovian
barrier crossing is clearly seen in Figs. 3.1 (d) and (h), where long trajectories in the high-friction
Markovian regime (exhibiting no recrossings) and in the high-friction non-Markovian regime
(with multiple recrossings) are shown. Thus, in the energy diffusion regime, encompassing both
the inertial case but also the high-friction non-Markovian case, only half of the barrier-crossing
events will be productive and bring the particle from the starting well to the target well. This
explains why the escape time becomes twice the MFPT in the energy diffusion regime, namely
because in the calculation of a MFPT each barrier crossing event is counted, regardless of whether
it is productive or not.
On the other hand, the simulated single-well and double-well MFPTs agree nicely with each
other and also with the single-well escape times for all parameters considered, thus only the
escape time for the double-well system yields different results from the other scenarios, and
becomes twice as large as the other barrier crossing times in the energy diffusion regime for
τm/τD  1 or τΓ/τD  1. From the fact that double-well and single-well MFPTs agree with
each other, we conclude that recrossing events, which are definitely present in the calculation
of MFPTs in a double well, contribute negligibly to the statistical average in τMFP. This is a
nontrivial and noteworthy finding.
The difference between escape times in the single-well and double-well scenarios in the energy
diffusion regime is also obtained in PGH theories, shown as solid and dashed lines in Fig. B.1.
While in the regime of high friction and short memory both lines agree, in the regime of long
memory or large mass the two lines differ by a factor of about 2, similar to our simulation results.
Overall, PGH theory matches the numerical escape times remarkably well for both the single-well
and the double-well scenarios. Only for long memory τΓ/τD  1 the PGH predictions are
smaller than the numerical results by a factor of about 2, as can most clearly be seen in Fig. B.1
(a) by comparing the numerical escape times for τΓ/τD = 10 to the corresponding PGH theory
predictions. Note that the small deviation between PGH predictions and simulated escape times
happens to be of the same order of magnitude as the difference between the simulated MFPTs
and escape times in the double-well scenario, which we believe to be purely coincidental. The
difference between simulation and PGH predictions for the escape times could be caused by
imperfections of PGH theory but also by numerical inaccuracies.
In conclusion, the MFPTs we calculate in Chapter 3 from simulations in a double well can
rightfully be compared to escape times calculated within single-well PGH theory. The reason is
that MFPTs within the double-well scenario (which is numerically the most efficient scenario to
obtain barrier crossing times) agree perfectly with escape times (or MFPTs) obtained from the
single-well scenario, as demonstrated by our simulations in Fig. B.1.
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B.2 Comparison of quartic and cubic potentials
Based on the PGH expression for the escape time from a quartic single well, we construct the
heuristic formula Eq. (3.10), which describes MFPTs calculated from Langevin simulations in a
quartic potential very well. In this appendix we show that the heuristic formula Eq. (3.10) also
captures the MFPTs in a cubic potential. To allow for a meaningful comparison, we consider a
cubic single-well potential




















−∞ x > L.
(B.7)
The two potentials are shown in Fig. B.2 (a), both have a barrier height U0 and a distance L
between the potential minimum at x = −L and the barrier top. For each potential we run many
simulations using initial conditions as explained in Chapter 3, and absorbing boundary conditions
at the target position xt = L, so that a simulation is stopped once the particle reaches xt for
the first time. Resulting MFPTs are shown together with the heuristic formula Eq. (3.10) in
Figs. B.2 (b), (c). We find that the two potentials (B.6), (B.7) lead to almost identical MFPTs,
which are well described by the heuristic formula Eq. (3.10). Only in the long memory time
regime τΓ/τD & 1 the heuristic formula systematically yields MFPTs that are slightly smaller
than the Langevin results for both potentials. These small discrepancies are expected, since PGH
theory shows similar behavior, see Fig. 3.2, and since the heuristic formula is based on PGH
theory.
We conclude that our heuristic formula Eq. (3.10), using as only input the barrier height
U0 and the distance L between the minimum at x = −L and the barrier maximum at x = 0,
accurately predicts MFPTs for different potential shapes and is not limited to the quartic double
well Eq. (3.4) we consider in Chapter 3. This is expected to hold as long as the curvatures at the
potential minimum and the barrier top are not very different. If in contrast one has a narrow well
and a broad barrier top or vice versa, the predictions of PGH theory can be very different from
the rather symmetric scenario we use to construct our heuristic formula [122], so that the full
PGH theory should be employed in such situations.
B.3 Relative deviation between heuristic formula and PGH theory




































































Figure B.2: (a) Illustration of the barrier crossing of a particle in the potentials U(x) defined
in Eqs. (B.6), (B.7). The mean first-passage time τMFP is defined as the mean time difference
between crossing the minimum at the starting position xs = −L (left vertical dashed line) and
reaching the target position xt = L (right vertical dashed line) for the first time. (b), (c) MFPTs
obtained from Langevin simulations using the potentials shown in subplot (a) are compared
to the heuristic formula Eq. (3.10). For each datapoint, thousands of simulations are run for
U0 = 3 kBT with stochastic initial conditions as described in Chapter 3, and using an absorbing
boundary condition at xt = L. While subplot (b) shows MFPTs as a function of τm/τD for
various values of τΓ/τD, subplot (c) shows MFPTs as a function of τΓ/τD for various values of
τm/τD.
between the MFPT as predicted by PGH theory, denoted here by τPGHMFP , and the heuristic formula
(3.10), denoted here by τMFP, as a function of τm/τD, τΓ/τD. As the figure shows, the relative
deviation between the heuristic formula and PGH theory, whose predictions for τMFP range over
27 orders of magnitude in the parameter range considered, is typically of the order of 10%.
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Figure B.3: The subplots show the relative deviation, as defined by Eq. (B.8), between PGH
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C.1 Dimensionless form of the GLE




Γ(t− t′)x˙(t′) dt′ − U ′(x(t)) + η(t), (C.1)
where m is the mass of the particle, x its position, Γ a memory kernel, U ′ denotes the derivative
of an external potential U , and η is a random force. The random force η is Gaussian with zero
mean, 〈η(t)〉 = 0, and obeys the generalized fluctuation-dissipation theorem (FDT)
〈η(t)η(t′)〉 = kBT Γ(|t− t′|). (C.2)








and define the total friction γ :=
∑N
i=1 γi. Further defining a dimensionless position x˜(t˜) :=

















t˜− t˜′)] ˙˜x(t˜′) + F˜ (x˜(t˜ ))+ η˜(t˜), (C.4)
where F˜ (x˜) := L∇U(Lx˜)/(kBT ) and η˜(t˜) := Lη(τD t˜)/(kBT ). Using Eq. (C.2), it follows


















For N = 1 we recover the case of single-exponential memory that was discussed in Chapter 3,
for N = 2 and γ1 = γ2 we obtain the bi-exponential system studied in Chapter 4.
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C.2 Transforming the GLE into a coupled system of Markovian
equations
We now show that the dimensionless GLE with multiexponential memory, Eqs. (C.4), (C.5), is




















ξi(t˜ ) 1 ≤ i ≤ N, (C.7)




= 2δi,jδ(t˜− t˜′). (C.8)
To show the equivalence of Eqs. (C.6), (C.7), (C.8) to the GLE, we first note that the solution to
Eq. (C.7) is given by

















































































To obtain the equivalence of Eqs. (C.6), (C.7) to Eqs. (C.4), (C.5), η˜R should be a stochastic
processes identical to η˜. For this, we assume that the initial conditions Ri(0) are Gaussian
random variables with mean zero and variance






C.3 Mean squared displacements for unequal memory times
and furthermore that 〈Ri(0)ξj(t˜)〉 = 0. Then, the mean of η˜R is easily seen to be zero, and the
















































































































where we use that t˜+ t˜′− 2 min{t˜, t˜′} = |t˜− t˜′|. Thus, η˜R is a Gaussian stochastic process with
the first two moments identical to those of the Gaussian stochastic process η˜, so that η˜R ≡ η˜.
For N = 2 and γ1 = γ2, we obtain the formulas used in Chapter 4.
To simulate Eqs. (C.6), (C.7) using a Runge-Kutta scheme, we introduce an auxiliary variable
z to rewrite the equations as a system of first-order equations




















ξi(t˜ ) 1 ≤ i ≤ N, (C.19)
C.3 Mean squared displacements for unequal memory times
In this appendix we illustrate that even in the asymmetric scenario τ1  τ2, both terms in the
bi-exponential memory kernel contribute equally to the long-time diffusion. In Fig. C.1 we show
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Figure C.1: Numerical MSDs together with theoretical predictions. (a) The blue dashed line shows
the MSD for a bi-exponential system without external potential, U = 0, and τm/τD = 0.001,
τ1/τD = 0.01, τ2/τD = 10, corresponding to Fig. 4.2 (c). The colored lines denote the expected
MSD for diffusion with friction coefficients γ/2 (orange line) and γ (green line). The black solid
line indicates the power law 〈∆x2(t)〉 ∼ t expected for diffusion, the black vertical dashed line
denotes the value of τ2. (b) The blue dashed line shows the MSD for a bi-exponential system
without external potential, U = 0, and τm/τD = 10, τ1/τD = 0.01, τ2/τD = 10, corresponding
to Fig. 4.2 (f). The green line denotes the expected MSD for diffusion with friction coefficients γ.
The black solid lines indicate the power law 〈∆x2(t)〉 ∼ t expected for diffusion and the power
law 〈∆x2(t)〉 ∼ t2 expected for ballistic motion, the black vertical dashed line denotes the value
of τ2.
obtained from simulations without a potential and unequal memory times τ1/τD = 0.01,
τ2/τD = 10. The parameters used are the same as in Figs. 4.2 (c), (f).
Figure C.1 (a) shows the high-friction scenario τm/τD = 0.001. For times t  τ1, τ2 the
MSD is given by 〈∆x2(t)〉/L2 = 2t/τD. As we show now, this corresponds to diffusion with a
friction coefficient γ. The MSD of a Brownian particle with friction coefficient γ is given by
〈∆x2(t)〉 = 2Dt = 2kBT
γ
t, (C.21)
where the first equality sign is the definition of the diffusion coefficient D and at the second
equality sign we use the Einstein relation D = kBT/γ. Upon dividing Eq. (C.21) by L2 and
using the definition of τD, Eq. (4.6), we obtain the observed MSD 〈∆x2(t)〉/L2 = 2t/τD.
For times t < τ2, only τ1 contributes to the diffusion and the numerical MSD is given by
〈∆x2(t)〉/L2 = 4t/τD. Using the same argument as in Eq. (C.21), it follows that this corresponds
to diffusion with a friction coefficient γ/2.
For the low-friction scenario τm/τD = 10 depicted in Fig. C.1 (b), we see the inertial regime
〈∆x2(t)〉/L2 ∼ (t/τD)2 for t τm, and as t & τm the MSD crosses over to diffusive behavior,
determined by the full friction coefficient γ. This is expected since for the parameters we use,
once t τm holds we also have t τ1, τ2.
In summary, Fig. C.1 shows that even though the trajectories from Figs. 4.2 (c), (f) look as if
the dynamics is completely dominated by the shorter memory time, and even though in Chapter
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C.4 Comparison of numerical MFPTs to GH theory
4 we find that for τi  τj , the barrier crossing time is independent of τj , the long time diffusion
of the bi-exponential GLE is always determined the full bi-exponential memory kernel which
contains both τ1, τ2.











































































































τ 2/τD = 10
∼√τm/τD
Figure C.2: Comparison of numerical MFPTs to Grote-Hynes (GH) theory. (a)-(c) Colored
symbols denote the rescaled MFPT τMFP/τD as function of τ1/τD for several values of τ2/τD
and fixed τm/τD, given by (a) τm/τD = 0.01, (b) τm/τD = 1, (c) τm/τD = 10. The numerical
data is a replot of the data shown in Fig. 4.6 (a)-(c). The colored lines represent GH theory,
evaluated for a bi-exponential memory kernel using the given parameters. (d)-(f) Colored symbols
denote the rescaled MFPT τMFP/τD as function of τm/τD for several values of τ2/τD and fixed
τ1/τD, given by (a) τ1/τD = 0.01, (b) τ1/τD = 1, (c) τ1/τD = 10. The numerical data is a
replot of the data shown in Fig. 4.8 (a)-(c). The colored lines represent GH theory, evaluated
for a bi-exponential memory kernel using the given parameters. The black lines indicate the
transition-state-theory (TST) scaling τMFP/τD ∼
√
τm/τD which GH theory attains in the
energy-diffusion regime [87]. All data is obtained using U0 = 3 kBT .
In Fig. C.2 we compare numerical MFPTs to Grote-Hynes (GH) theory [87]. Consistent with
our results from Chapter 3, we find that GH theory only describes the numerical MFPTs in
the high-friction regime τm/τD  1 and if both memory times are small, τ1/τD, τ2/τD  1.
If either τm/τD  1 or min{τ1/τD, τ2/τD}  1, then GH theory reduces to the transition
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state theory (TST) limit where τMFP/τD ∼
√
τm/τD, as can be seen in Figs. C.2 (d)-(f). Thus,
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In this appendix we first derive the implicit dispersion relation, Eq. (5.8). Then we show how the
dispersion relations of Rayleigh, capillary-gravity and Lucassen waves follow, and derive the
CGV wave dispersion relation, Eq. (5.19). Finally, we supply a wave existence state diagram for
surface tension σ2D = 10 mN/m, and show an example for the frequency dependent crossover
from capillary-gravity and Lucassen waves to Rayleigh waves.
D.1 Derivation of the conditional equation
D.1.1 Linear viscoelasticity
For the bulk medium at z < 0, the linearized continuum mechanical momentum conservation
equations are given as [168]
ρ(~r, t)∂2t uj(~r, t) = ∂kσjk(~r, t) + Fj(~r, t) j ∈ {x, y, z}, (D.1)
where ρ(~r, t) is the mass density, ~u(~r, t) is the displacement field and ~F (~r, t) an external force
and we use Cartesian coordinates ~r = (x, y, z). We assume the bulk medium to be a linear,
isotropic and homogeneous viscoelastic medium, so that the dependence of the stress tensor σjk


















(∂juk + ∂kuj) , (D.3)
and the shear and dilational relaxation functions gs(t), gd(t) are independent of position. We use
the Einstein summation convention, so that ll = ∂lul = ~∇ · ~u. Furthermore, for the temporal
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The temporal Fourier transform of Eq. (D.2) then reads
σ˜jk(~r, ω) = (−iω)g˜s(ω)˜jk(~r, ω) + δjk−iω
3
[g˜d(ω)− g˜s(ω)] ˜ll(~r, ω) (D.6)
and the Fourier transformed relaxation functions g˜s(ω), g˜d(ω), are related to the, in general








In classical elasticity theory, µ(ω) and K(ω) are purely real and independent of ω.
D.1.2 Compressible Newtonian fluid
Since we want to apply our theory to situations where water is the bulk medium, we need to
explain how the stress strain relation (D.2) is related to the usual stress strain relation of a
compressible Newtonian fluid,







where η, η′ are the shear and volume viscosities and P is the pressure. We do this by employ-
ing a similar argumentation as is usually used out to derive sound waves in bulk media, see
e.g. Refs. [149, 172], and include gravity and compressibility effects in the derivation. Grav-
itational acceleration is modeled as an external force Fi = −δi,zρg, and we are looking for
solutions to the linearized momentum conservation Eq. (D.1) with the stress tensor given by
Eq. (D.8).
We first recall the standard stationary solution of Eq. (D.1) for an incompressible (~∇ · ~u =
ll = 0) fluid at rest,
~u(0)(~r, t) = ~0, (D.9)
ρ(0)(~r, t) = ρ0, (D.10)
P (0)(~r, t) = P0 − ρ0gz, (D.11)
where ρ0 is the constant density of the fluid and P0 is the pressure at z = 0. We consider
small perturbations around this solution, and by using this incompressible stationary solution as
reference state, we assume that for the depths where the small perturbations are not negligibly
small, the compression of the Newtonian fluid due to gravity can be neglected. To quantify this
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The value of K in general depends not only on the material, but also on the thermodynamics
of the process one is interested in. For adiabatic compression, K ≡ KS = 1/κS with κS the
adiabatic compressibility, while for isothermal compression, K ≡ KT = 1/κT , with κT the
isothermal compressibility. For the stationary solution Eqs. (D.9-D.11), the isothermal bulk
modulus is appropriate, and for water at 20 ◦C it has the value [173]
KT ≈ 2.2 · 108 kg/m2. (D.13)




where L is the depth where the perturbation is so small that it can be neglected. Thus, for
ρ0 = 10
3 kg/m3, g = 9.81 m/s2,
L 2.3× 104 m. (D.15)
With the exception of low frequency gravity waves, the waves we consider decay at depths in
the range of meters or less, so that neglecting the compression of the equilibrium state due to
gravity is justified. Nevertheless, the following derivation could also be carried out to first order
in ρ0gz/KT . It would, however, be more complicated and lead to the same boundary condition,
so that we perturb around the incompressible steady state solution (D.9-D.11).
We now consider small perturbations around the steady state solution Eqs. (D.9-D.11). We
assume the perturbations to be of the form
~u(~r, t) = ~0 + ~u (1)(~r, t), (D.16)
ρ(~r, t) = ρ0 + ρ
(1)(~r, t), (D.17)
P (~r, t) = P0 − ρ0g
(
z + u(1)z (~r, t)
)
+ P (1)(~r, t), (D.18)
where u(1)z is the z-component of ~u (1).
Momentum conservation, Eq. (D.1), constitutes only 3 equations for the 5 unknowns ρ(1),




+ ~∇ · (ρ∂t~u) , (D.19)
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which gives a relation between local volume changes and local pressure changes. Technically, the
bulk modulus we defined earlier and denoted by the same symbol, Eq. (D.12), is the physical bulk
modulus, but because we neglect the compression due to gravity we use Eq. (D.20), where P
has been replaced by P (1), so that the gravitational contribution (the second term in Eq. (D.18))
has been excluded.
Integrating Eq. (D.19) with respect to time leads to
ρ(1) = −ρ0~∇ · ~u (1), (D.21)
where the constant of integration has been chosen so that for a volume preserving perturbation,
~∇ · ~u (1) = 0, we obtain vanishing density change, ρ(1) = 0. Furthermore, Eq. (D.20) can be
integrated to yield, to first order in ~u (1),
P (1) = −K~∇ · ~u (1), (D.22)
where we used the relation ∆V/V ≈ ~∇ · ~u (1) [151] and chose the constant of integration so that
for a volume preserving perturbation, ~∇ · ~u (1) = 0, the pressure change vanishes, P (1) = 0.
Inserting the perturbed solution, Eqs. (D.16-D.18), into momentum conservation, Eq. (D.1),






















−ρ0gu(1)z +K~∇ · ~u (1)
]
+ δj,zgρ0~∇ · ~u (1),
where (1)jk is the strain tensor, Eq. (D.3), with ~u replaced by ~u
(1). Gravitational acceleration
enters this equation via two terms, namely the restoring gravitational force (first term in second
line of Eq. (D.23)), and the buoyancy (last term of Eq. (D.23)). One standard way to deal with
these terms is the surface gravity approximation, where gravitational force terms are neglected
in the bulk, but the restoring gravitational force is kept in the boundary condition [234]. In that






















Comparing this to Eqs. (D.1), (D.6), we see that our description of a compressible Newtonian
fluid in the presence of gravity has now been approximated by that of a viscoelastic medium
without external forces and with relaxation functions





The use of the symbol K here is consistent with our earlier use of the symbol in Eq. (D.7). More
explicitly, if the dilational response is purely elastic then η′ = 0, and direct comparison shows
that the two formulas for g˜d, Eqs. (D.7) and (D.26), coincide if K(ω) in Eq. (D.7) is real and
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independent of ω. Formally, the relaxation function (D.26) models a Kelvin-Voigt material [168],
where for low frequencies the bulk modulus K dominates while for high frequencies the volume
viscosity η′ dominates. Assuming that the compression due to the perturbation is adiabatic, we
can use the relation
K ≡ KS = ρ0c2bulk (D.27)
to calculate the adiabatic bulk modulus KS from the long wavelength sound velocity cbulk [172].
For water at 25 ◦C, the relevant parameters are given by [173]
η ≈ 1 · 10−3 Pa · s, (D.28)
η′ ≈ 3 · 10−3 Pa · s, (D.29)
ρ0 ≈ 1 · 103 kg/m3, (D.30)
cbulk ≈ 1.5 · 103 m/s. (D.31)
For these values and frequencies ω  1012 s−1, we have |η′|  ∣∣ρ0c2bulk/(−iω)∣∣, so that the
response of water can be thought of as purely viscous in shear and purely elastic in dilation.
Note that at sufficiently high frequencies, bulk water also shows an elastic response to shear
deformation [235,236]. These effects, which start to become important for frequencies in the
GHz regime, could be incorporated in our model by replacing the shear relaxation function g˜s by
the relaxation function of a Maxwell material,
g˜s(ω) =
2η
1− iωτ , (D.32)
where τ = η/µ is a time scale characteristic for the material and µ characterizes the shear
elasticity. In the limit τ → 0, the elasticity is negligible and one recovers Eq. (D.25).
Comparing Eq. (D.23) in the surface gravity approximation with the momentum conservation





+ (−iω)g˜s˜(1)jk + δj,k
−iω
3
(g˜d − g˜s) ˜(1)ll , (D.33)
where the displacement field u˜(1)j and its derivatives are assumed to be evaluated at z = 0.
Equation (D.33) differs from the viscoelastic stress strain relation, Eq. (D.6) by the first term,
which includes a homogeneous background pressure and the restoring gravitational force at
the surface. Although these terms do not appear in the approximate momentum conservation
Eq. (D.24), they appear in stress boundary conditions. If gravity can be neglected, g = 0, and
the steady state pressure at the interface is set to zero, P0 = 0, Eq. (D.33) simplifies to Eq. (D.6).
D.1.3 The stress boundary conditions for a viscoelastic interface
A detailed derivation of the continuum mechanical boundary conditions of two bulk media
divided by a viscoelastic surface was given by Kralchevsky et al. [169]. In plane, they assumed
the surface to have a purely viscous shear response with viscosity η2D, a viscoelastic response
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under dilation with viscosity η′2D and a position dependent surface tension σ2D. For out-of-plane
deformations, they assumed a bending rigidity κ2D and a transverse viscosity η⊥2D. Furthermore,
they considered the interface to have an excess mass density ρ2D and included an external force
per area ~fs acting on the surface. To linear order, they obtained1














+ η2D~∇2sv2D,α α ∈ {x, y}, (D.34)
ρ2D∂tv2D,n = (σIII,nn − σnn) + ρ2Dfs,n + σ2D~∇2su2D,z
− κ2D ~∇2s ~∇2su2D,z + η⊥2D~∇2s∂tu2D,z, (D.35)
where u2D,z(x, y, t) ≡ uz(x, y, z = 0, t) is the displacement of the surface point (x, y, 0) in
z-direction, ~v2D is the velocity at the surface, the stress tensors for the bulk media below and





the projection of the gradient onto the surface, with nˆ the unit normal vector pointing into the
z > 0 half-space. The indices α, n label tensor components parallel and perpendicular to the
surface, respectively. More generally, we use the convention that greek indices run over {x, y},
while latin indices run over {x, y, z}. For the half-space z > 0, we do not consider any dynamics
and assume that there is a constant pressure PIII, so that
σIII,jk = −PIIIδj,k. (D.36)
To rewrite the boundary conditions (D.34), (D.35), in a form more useful for the present
context, we now relate the surface velocity to the surface displacement, explicitly evaluate ~∇s,
relate the elastic in-surface dilational response σ2D to the displacement and use gravitation as
external force.
In the small displacement limit we approximate the velocity by the time derivative of the
displacement,
~v2D ≈ ∂t~u2D, (D.37)
and the normal vector by the unit vector in z-direction, nˆ ≈ eˆz . With the latter approximation,
we get
~∇s = eˆx∂x + eˆy∂y ≡ eˆβ∂β. (D.38)
To express σ2D in terms of the surface displacement, we use a two dimensional version of the
argumentation used to derive Eq. (D.26). Assuming that the surface mass density and surface
tension deviate only slightly from their (homogeneous in space and time) equilibrium values, we
can write




2D(x, y, t), (D.39)




2D(x, y, t), (D.40)
1This is ( [169], 5.16), ( [169], 5.17), but with interfacial inertia and body force kept. Also in Eq. ( [169], 5.16), the
stress tensor of the medium above the membrane was neglected, which we included.
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with ρ(1)2D, σ
(1)




2D . To express ρ
(1)
2D in terms of the surface displacement





2D∂t∂βu2D,β = 0, (D.41)
with respect to time, to obtain
ρ
(1)
2D = −ρ(0)2D∂βu2D,β. (D.42)
The constant of integration has been chosen so that no area change, ∂βu2D,β = 0, implies no
density change, ρ(1)2D = 0. To express σ
(1)
2D in terms of the surface displacement field, we start









which relates local changes in the area A of a surface element to the local surface tension σ2D.
Note that because the surface tension can be thought of as a negative surface pressure, there is no
minus sign here, contrary to Eq. (D.20). As in the three dimensional case, K2D not only depends
on the material the interface is made of but also on the thermodynamics of the process one wants
to investigate (e.g. isothermal, adiabatic). Eq. (D.43) can be integrated to yield, to first order
σ
(1)
2D = −K2D∂βu2D,β, (D.44)
where, analogous to the three dimensional situation, we use ∆A/A = ∂βu2D,β , and assume that





2D in Eqs. (D.39), (D.40), so that
ρ2D = ρ
(0)




The influence of gravity on the membrane yields an area force density
ρ2D ~fs = −ρ2Dgeˆz = −ρ(0)2Dg (1− ∂βu2D,β) eˆz, (D.47)
where we use Eq. (D.45).
For the stationary solution Eqs. (D.9-D.11) around which we perturb, the surface should be at
rest at z = 0. Therefore, the constant area force density acting on the interface, −ρ(0)2Dgeˆz , has
to be counterbalanced by a pressure difference in the bulk media directly below and above the
surface. This means that in the stationary solution, the constant background pressure P0 in the
lower bulk medium (c.f. Eq. (D.18)) and the constant pressure PIII in the upper bulk medium
need to differ exactly by the pressure the surface exerts on the lower medium, P0 − PIII = ρ(0)2Dg,
so that the surface remains at z = 0.
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Inserting the expressions for ~v2D, ~∇s, ρ2D, σ2D and ρ2D ~fs, namely Eqs. (D.37), (D.38), (D.45),






























Kralchevksy et. al. [169] remark that in their Eqs. (5.16), (5.17), where body forces are neglected,
the variables u2D,x, u2D,y and the variable u2D,z decouple. In our equations this is not the case.
Gravitation causes a downwards force if the membrane is locally compressed, reflected in the
term ρ(0)2D∂βu2D,β in Eq. (D.49).
D.1.4 The harmonic wave ansatz
We assume a displacement field ~u(~r, t) in the bulk medium which is given by displacement
potentials ϕ(~r, t), ~ψ(~r, t) as
~u = ~∇ϕ+ ~∇× ~ψ. (D.50)
Direct substitution shows that if the temporal Fourier transforms of the displacement potentials
satisfy the Helmholtz equations
ρ0(−iω)ϕ˜ = 1
3
[2g˜s(ω) + g˜d(ω)] ∆ϕ˜, (D.51)
ρ0(−iω)ψ˜j = 1
2
g˜s(ω)∆ψ˜j , j ∈ {x, y, z}, (D.52)
where ∆ is the Laplace operator and the tilde signifies temporal Fourier transform, then the
displacement field (D.50) fulfills the linearized momentum conservation Eq. (D.1) for a linear,
isotropic, homogeneous viscoelastic material with stress strain relation (D.2) and without external
forces, as is appropriate for the surface gravity approximation discussed following Eq. (D.23).
The harmonic wave ansatz [153] then consists of choosing the displacement potentials
ϕ(x, z, t) = Φ exp (z/λl) exp [i (kx− ωt)] , (D.53)
~ψ(x, z, t) = Ψ exp (z/λt) exp [i (kx− ωt)] eˆy, (D.54)
where we assume ω ∈ R is a given parameter, while k, λl, λt, Φ, Ψ ∈ C are to be obtained. The
requirement that the waves be damped as z → −∞ implies Re(λ−1l ), Re(λ−1t ) > 0. Our choice
ω ∈ R, k ∈ C means we consider plane wave solutions with frequency ω, which are damped as
they propagate along the eˆx-axis, and that we later solve for k(ω).
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Inserting the harmonic wave ansatz into Eqs. (D.51), (D.52), yields
λ−2l (k, ω) = k
2 + γ2(ω), (D.55)
λ−2t (k, ω) = k










Equations (D.55), (D.56) and the requirements Re(λ−1l ), Re(λ
−1
t ) > 0 then determine λl, λt
uniquely2. More generally, for a complex number Z = |Z|eiθ with complex phase arg(Z) =
θ ∈ (−pi, pi), we define the symbol√Z := √|Z|eiθ/2 to denote the complex square root with
positive real part.
D.1.5 The implicit dispersion relation
Our ansatz for the lower half-space contains 6 parameters, namely k, ω, Φ, Ψ, λl, λt. We assume
ω is constant and given. Equations (D.55), (D.56) determine λl, λt as functions of k, ω. The
stress boundary conditions (D.48), (D.49) at z = 0 yield a homogeneous linear system of two
equations for the two coefficients Φ, Ψ. This system can be obtained explicitly by calculating σ˜ij ,
u˜2D,i = u˜i|z=0, for the displacement field (D.50) and then inserting this into Eqs. (D.48), (D.49)
(for (D.48), only the α = x case is needed, since for α = y the equation is fulfilled trivially, as
a short calculation shows). For the stress tensor of the bulk medium, we use the generalized
form (D.33), to include effects of compressibility and gravity as discussed in the derivation of


































2D − k2Π˜2D − λ−1t ρ(0)2Dg)− ikρ0g − ωkλ−1t g˜s
]
Ψ, (D.60)
where again λl, λt are given by Eqs. (D.55), (D.56), and the response functions g˜2D, Π˜2D are
defined as
g˜2D(ω) := η2D + η
′
2D +K2D/(−iω), (D.61)
Π˜2D(k, ω) := σ
(0)
2D + (−iω)η⊥2D + k2κ2D. (D.62)
2If either λ−2l or λ
−2
t is purely real and negative, both square roots have vanishing real part. However, we do not
accept such solutions, since the wave would not be damped away from the interface.
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The symbol g˜2D was chosen because of the structural similarity of Eqs. (D.26), (D.61). Since
the perturbations ρ(1), ρ(1)2D, σ
(1)
2D do not appear explicitly in Eqs. (D.59-D.62) anymore, we drop





the following, and also have dropped the sub- and superscripts in Chapter 5. In order to have a
propagating wave with nonzero amplitude, the system (D.59), (D.60) needs to have a nontrivial
solution. Consequently, the implicit dispersion relation is obtained by setting the determinant of
the 2× 2 coefficient matrix for Φ, Ψ, obtained from (D.59), (D.60), equal to zero. This yields
0 = 4
(
















(−4k2λ−1l λ−1t + (k2 + λ−2t )2)+ 2ρ2Dgk2 (2λ−1l λ−1t − (k2 + λ−2t )) ] ,
and thus completes our derivation of Eq. (5.8).
Finding a solution k(ω) to Eq. (D.63) yields the dispersion relation of a surface wave, for










In the following subsections, we first discuss how the known dispersion relations for Rayleigh
waves, capillary-gravity-flexural and Lucassen waves emerge from Eq. (D.63). Then we derive
the dispersion relation for the capillary-gravity-viscosity (CGV) surface wave, Eq. (5.19).
D.2.1 Rayleigh waves
Upon removing the effects related to the surface (ρ2D = 0, g˜2D = 0, Π˜2D = 0) and also gravity








where λl, λt are given by Eqs. (D.55), (D.56). This is the classical Rayleigh conditional equation
whose solutions lead to the known (viscoelastic) Rayleigh waves [153–155]. Analytic solutions

























is Poisson’s ratio and α is defined in Eq. (D.58). Equation (D.67) is a cubic polynomial in
































−5 + 26ν − 37ν2 + 48ν3 − 32ν4
)
(D.70)
and n ∈ {1, 2, 3} labels the distinct solutions. While Rayleigh originally derived this formula
for isotropic homogeneous elastic media, his derivation is also valid for isotropic homogeneous
viscoelastic media [154, 155, 180]. Since Eq. (D.69) is a solution to the squared Rayleigh
conditional Eq. (D.67), it is not clear whether it also solves the original Rayleigh conditional
Eq. (D.66). In the elastic case, only one of the solutions of the squared equation also solves the
original equation, while in the viscoelastic case, there are situations where two of the solutions
of Eq. (D.67) also solve the original Eq. (D.66), see Refs. [154, 155]. Recently, there has been a
report on three solutions [170]. However, in that work a real wave number k was assumed and
ω(k) was obtained, which amounts to solving (D.66) for ω or, equivalently, finding the inverse
function of k(ω). As k(ω) need not be monotonic, the inverse can be non-unique so that this
finding does not answer the still open question whether viscoelastic materials exist where all three
solutions k(ω) of the squared conditional Eq. (D.67) also solve the original Rayleigh conditional
Eq. (D.66). For the water-like viscoelastic material, which we discuss as an example in Chapter
5, we find that only two solutions of the squared conditional equation also solve the original
conditional equation.
In the incompressible limit, g˜d →∞, Poisson’s ratio reduces to ν(ω) ≡ 1/2, so that the right
hand side of Eq. (D.69) becomes independent of ω. Consequently, we get
k(ω) ∼ α(ω), (D.71)
and using the definition of α, Eq. (D.58), we see that for a Newtonian fluid with shear relaxation
function given by Eq. (D.25),
k(ω) ∼ ω1/2. (D.72)
According to Eqs. (D.64), (D.65), this implies that c‖(ω) ∼ ω1/2, λ‖(ω) ∼ ω−1/2. This is
indeed what is observed in Figs. 5.2 (a), (d) and Figs. D.1 (a), (d), indicating that compressibility
effects are not relevant for Rayleigh waves at the shown frequencies.
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D.2.2 Factorization, capillary-gravity and longitudinal capillary waves
As we show now, there are situations where the conditional Eq. (D.63) factorizes. Assuming that
the gravitational force on the surface can be neglected, i.e., that
ρ2Dg  ω|g˜s|, ρ2Dg|k|4  ω|g˜s||λ−1t |4, (D.73)
Eq. (D.63) first simplifies to
0 = 4
(
k2Π˜2D + ρg − ω2ρ2D
) [
(k2g˜2D − iωρ2D)









(−4k2λ−1l λ−1t + (k2 + λ−2t )2)] .
Furthermore assuming that







)2] ≈ 1, (D.76)
Eq. (D.74) factorizes to
0 =
[
(k2Π˜2D + ρg − ω2ρ2D)λ−1l − ω2ρ
] [
λ−1t (k
2g˜2D − iωρ2D)− iωρ
]
(D.77)
If the approximations (D.73), (D.75), (D.76) are justified can only be checked once a solution to
Eq. (D.63) or Eq. (D.77) has been found, since k(ω) appears in the conditions. We want to point
out an example where the rather complicated-looking conditions (D.75), (D.76) are met and give
a physical interpretation for compressible Newtonian fluids, namely if
|k(ω)|2  |α(ω)2| = 2|ω|ρ|g˜s(ω)| , (D.78)
|k(ω)|2 & |γ(ω)2| = 3|ω|ρ|2g˜s(ω) + g˜d(ω)| , (D.79)
then λ−1t ≈ α and |λ−1l | is of the order of |k|. It is then clear that (D.75) holds, while the
dominant term in the bracket on the left hand side of Eq. (D.76) can be seen to be λ−4t ≈ α4, so
that the condition (D.76) is also fulfilled. From Eq. (D.78) it furthermore follows that the left
inequality in Eq. (D.73) implies the right one.
In the context of a Newtonian viscous fluid, where g˜s is given by Eq. (D.25), Eq. (D.78) is
equivalent to
ρ|ω|
η|k|2  1, (D.80)
which is the high Reynolds number condition, with typical velocity |ω|/|k| and typical length
scale |k|−1. Since k is in general complex and the phase velocity of a surface wave is not the
local velocity of the motion of the bulk medium, this interpretation can of course not be taken too
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literally. As for the interpretation of Eq. (D.79), assuming the dominant term in the denominator
on the right hand side of Eq. (D.79) to be the imaginary part of g˜d, i.e.,
2g˜s + g˜d ≈ Im (g˜d) , (D.81)
which for g˜s, g˜d given by Eqs. (D.25-D.27), with the parameters for water (D.28-D.31), is









≥ ω|k(ω)| , (D.83)
we see that a sufficient condition for condition (D.79) to hold is that the phase velocity of the
wave solution should be smaller than the bulk sound velocity. In the limit of incompressibility,
cbulk →∞, we have |γ| → 0, so that condition (D.79) is always fulfilled and λ−1l = k. On the
other hand, if the phase velocity of a surface wave solution is much less than the sound velocity
of the bulk medium, then |k|2  |γ|2, so that Eq. (D.79) is fulfilled, we have λ−1l ≈ k and
compressibility effects of the bulk medium can be neglected when considering surface waves.
The factorization (D.77) yields two independent equations which lead to wave solutions,
obtained by setting the first or second factor equal to zero. The first one yields a generalization of
the capillary-gravity-flexural surface waves, the second a generalization of Lucassen’s longitudinal
capillary waves. We remark that λl and the bending properties κ2D, η⊥2D (which are contained
in Π˜2D, Eq. (D.62)), only enter the former equation, while λt and the in-plane viscoelastic
response of the surface, g˜2D, only enter the latter. As can be seen from this factorization, the
Rayleigh solutions do not appear in this limit of a theory that includes bulk viscoelasticity, gravity,
surface viscoelasticity and surface pressure. This factorization is a generalization of previous
factorizations [165,171]. That the factorization does not always hold was already predicted by
Lucassen and is an established experimental result [160, 161].
D.2.3 Capillary-gravity-viscosity (CGV) surface wave
A sufficient condition to obtain the factorized conditional Eq. (D.77) was given by the inequalities
(D.73), (D.78), (D.79). According to the definition of λt, Eq. (D.56), the second of these
inequalities is equivalent to
λ−1t =
√
k2 + α2 ≈ α. (D.84)
We now explore what happens if we assume the other term in the square root to be dominant,
|k|  |α|, (D.85)
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where the sign depends on the complex phases of the two complex numbers k2, 1 + (α/k)2 and
is due to our definition of the square root as the complex root with positive real part, c.f. the
discussion after Eq. (D.58). Since we find numerically that the minus sign is the correct choice
to obtain the CGV wave solution on water, we use it in the following.
To present a minimal model where the CGV wave appears, we assume the only non-negligible
surface property to be the surface pressure σ2D, i.e., we set ρ2D, g˜2D, κ2D equal to zero. Also,
we limit ourselves here to the incompressible case, where λ−1l = k. Note that since the real
part of λ−1l has to be positive for the wave to decay away from the interface, λ
−1
l = k implies
that we assume the real part of k to be positive, i.e., that we consider waves traveling into the
positive x-direction. With these assumptions, and using the approximation (D.86), the conditional
Eq. (D.63) simplifies to a polynomial of degree four in k,
0 = 2g˜2s k
4 + ρσ2Dk
3 − 3iωρg˜sk2 + ρ2gk − ω2ρ2. (D.87)
There exists a general formula for the roots of fourth order polynomials, so that the four complex
roots k(ω) could be written down explicitly. However, we content ourselves here with deriving a
simple approximate solution to Eq. (D.87) for the physically relevant special case of a water-like
viscoelastic bulk medium, as shown in Fig. 5.3.
We thus use the water density given by Eq. (D.30) and the shear relaxation function of water
introduced in Eq. (D.25), with viscosity given by Eq. (D.28). We furthermore assume standard
gravitational acceleration, g = 9.81 m/s2, and surface tension, σ2D = 72 mN/m. The other
surface parameters, namely ρ2D, η2D, η′2D, η⊥2D, K2D, κ2D, we set to zero.
Although the numerical solution for the CGV wave in Figs. 5.3 (b), (e) is calculated for a
compressible water-like viscoelastic medium as described by Eqs. (D.26), (D.27), assuming
incompressibility in the following derivation is appropriate, because compressibility effects at
the frequencies considered (ω . 1 Hz) are numerically found to be negligibly small (see also the
discussion following Eq. (D.81)).
To begin our derivation, we denote the real- and imaginary parts of k by p, q,
k(ω) = p(ω) + iq(ω), (D.88)
with p(ω), q(ω) real and positive. From Figs. 5.3 (b), (e) we observe that the viscous surface
wave solution should fulfill
|p(ω)|  |q(ω)|. (D.89)
Suppressing the frequency dependence in the notation from now on, we approximate the powers
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of k by keeping only terms up to linear order in p,
k = p+ iq, (D.90)
k2 =
[
p2 − q2]+ i [2pq] ≈ −q2 + i2pq, (D.91)
k3 =
[
p(p2 − 3q2)]+ i [q(−q2 + 3p2)] ≈ −3pq2 − iq3, (D.92)
k4 =
[(
p2 − q2)2 − 4p2q2]+ i [4pq (p2 − q2)] ≈ q4 − i4pq3. (D.93)
Next, we insert these powers into the polynomial Eq. (D.87) and, using that σ2D, ρ, g, g˜s = 2η




8η2q4 − ω2ρ2)+ p (−3σ2Dρq2 + 12ωηρq + ρ2g) , (D.94)
0 = (−32η2p− ρσ2D)q3 + 6ωρηq2 + ρ2gq. (D.95)
In both equations, we make further simplifications by estimating the various sizes of the terms
relative to each other based on the parameters for water and the expected sizes for p, q. We
start with Eq. (D.95), which represents the imaginary part of the polynomial Eq. (D.87). Since
η2 ≈ 10−6 Pa2 · s2, while ρσ2D ≈ 101 Pa2 · s2/m, and in view of the numerical solution, which
indicates that |p|  106 m−1, we have
η2p/(ρσ2D) 1, (D.96)
so that we approximate the bracket in the first term as
−32η2p− ρσ2D ≈ −ρσ2D. (D.97)
The second term of Eq. (D.95) is of the order 6ωρηq2 ≈ 6ωq2 kg2m−4s−1, while the third
term is of the order ρ2gq ≈ q107 kg2m−5s−2. In view of the numerical solution we expect
q ≈ 103 m−1, ω . 10 s−1, so that
(6ωρηq2)/(ρ2gq) 1, (D.98)
and the second term can be neglected compared to the third term in Eq. (D.95).
Using Eqs. (D.97), (D.98), we simplify the bracket and neglect the second term in Eq. (D.95).
Then, the equation does not depend on p anymore and can be solved directly for the imaginary






This result for q can now be inserted into Eq. (D.94), which can then be solved for the real part
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where we have used the approximation
2g − 12ωη
√
g/(ρσ2D) ≈ 2g, (D.101)
which is appropriate for ω . 10 s−1, since η
√
g/(ρσ2D) ≈ 10−2 m/s, so that
ωη/
√
gρσ2D  1. (D.102)














This is Eq. (5.19), and as can be seen in Figs. 5.3 (b), (e) and Figs. D.1 (b), (e), it describes the
the numerical solution accurately.
The solution (D.103) can be inserted back into the approximations (D.85), (D.89), (D.96),







then the result (D.103) is consistent with the assumptions made in deriving it. In that sense
Eq. (D.103) can, for fixed g, ρ, σ2D, be interpreted as a low η, low ω/η asymptotic solution to
the dispersion relation Eq. (D.63).
D.3 Existence regions for diminished surface tension
To facilitate comparison between different parameter regimes, the value σ2D = 72 mN/m for
the surface tension is used for all numerical calculations presented in Chapter 5. While this
value is appropriate for pure water [173], in the presence of a monolayer the surface tension
σ2D is typically smaller, but of the same order of magnitude as for pure water [92, 93, 174].
To show that a smaller value of σ2D leads to qualitatively similar results as those presented in
Chapter 5, we recalculate Figs. 5.3, 5.4 for surface tension σ2D = 10 mN/m, and with otherwise
identical parameters (namely g = 9.81 m/s2, ρ2D, η2D, η′2D, η⊥2D, κ2D equal to zero, a water-like
viscoelastic medium as given by Eqs. (D.25-D.31)). Figure D.1, which is the low-σ2D analogue
of Fig. 5.3, shows phase velocities and propagation distances for different surface configurations,
while Fig. D.2, the low-σ2D analogue of Fig. 5.4, shows the existence state diagram for the
different wave solutions in the (ω,K2D)-plane.
Comparing Figs. 5.3, D.1, we see that the dispersion relations for the two values of σ2D are
qualitatively similar. More specifically, subplots (b), (e) of Fig. D.1 show that for vanishing area
elastic modulus, K2D = 0, capillary-gravity and CGV wave exist, and that the wave number
k(ω) of the CGV wave is very well approximated by Eq. (D.103). Comparing Figs. 5.3, D.1
(b), (e), we furthermore observe that the maximal frequency up to which the CGV wave exists,
which we denote by ωCGVmax in the following, is larger for the smaller value of σ2D. In view of our
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analytical dispersion relation Eq. (D.103), this is expected. From Figs. 5.3 (b), D.1 (b), we see
that the phase velocity of the CGV wave diverges as ω approaches ωCGVmax from below. According
to the definition of the phase velocity, Eq. (D.64), a divergence in phase velocity means that the
real part of k(ω) is equal to zero. Equating the real part of k(ω), as defined by Eq. (D.103), with







From this equation we see that ωCGVmax ∼ 1/σ2D, and using the parameters η = 1 mPa · s,
g = 9.81 m/s2, we get for σ2D = 10 mN/m that ωCGVmax ≈ 2.8 s−1, while for σ2D = 72 mN/m
we obtain ωCGVmax ≈ 0.39 s−1. Both values are in good agreement with the numerical results
shown in Figs. 5.3, D.1 (b) (e). Since the frequency range accessible in an experiment is usually
limited, the fact that a lower surface tension leads to higher ωCGVmax may be useful when designing
an experiment to measure the CGV wave.
The inset of Fig. D.2 (a) shows that also for σ2D = 10 mN/m, there is a parameter range
where three solutions k(ω) coexist. Comparing Figs. 5.4, D.2 (a), it can be inferred that for the
smaller value of σ2D, this coexistence region is shifted towards higher angular frequencies ω and
higher values of the area elastic modulus K2D.
D.4 Crossover from capillary-gravity and Lucassen wave to
Rayleigh wave
As can be seen in Fig. 5.3 (a) and Fig. D.2 (a), the Lucassen wave transforms into the Rayleigh
wave at high frequencies. In Fig. D.3, we illustrate this for σ2D = 72 mN/m,K2D = 10 mN/m.
The figure shows the crossover of both capillary-gravity and Lucassen waves into the two Rayleigh
waves that exist on a water-like viscoelastic half-space, i.e., the Rayleigh waves shown in Figs. 5.2
(a), (d). It can be seen that the capillary-gravity wave transforms into the n = 3 Rayleigh wave
at ω ≈ 1010 s−1, while the Lucassen wave solutions transforms into the n = 2 Rayleigh wave at
ω ≈ 109 s−1.
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Figure D.1: Phase velocities and propagation distances on a water-like viscoelastic half-space
for different surface parameters. (a), (d) The two Rayleigh waves that exist on a water-like
viscoelastic half-space. (b), (e) The capillary-gravity wave and the viscous surface wave on
a water-like viscoelastic half-space with surface tension σ2D = 10 mN/m and gravitational
acceleration g = 9.81 m/s2. (c), (f) The capillary-gravity wave and the Lucassen wave on a
water-like viscoelastic half-space with an interface (surface tension σ2D = 10 mN/m, area
elastic modulusK2D = 10 mN/m) and gravitational acceleration g = 9.81 m/s2. The curves in
subplots (a), (d) are calculated using the analytical solution of Eq. (D.66). The analytic formula
for the CGV wave, Eq. (D.103), is shown as dashed red lines in subplots (b), (e). All other curves
are obtained from numerically solving either the full dispersion relation, Eq. (D.63), or one of
the two factors from the factorization, Eq. (D.77), with the interfacial parameters ρ2D, η2D, η′2D,
η⊥2D, κ2D set to zero. In all cases, phase velocities and propagation distances are calculated from
k(ω) via Eqs. (D.64), (D.65).
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Figure D.2: Existence state diagram for surface waves. (a) Existence state diagram for surface
waves for fixed σ2D = 10 mN/m, g = 9.81 m/s2, as a function of interface elastic modulus
K2D and frequency ω. The capillary-gravity wave exists throughout the plane, its existence
region is therefore not plotted. The hatched regions indicate where both the phase velocities
and propagation distances of the numerical solutions of Eq. (D.63) have less than 30% relative
deviation from the phase velocities and propagation distances of the numerical solutions of the
limiting Eqs. (D.66), (D.77), or the analytical formula (D.103), respectively. Upper and lower
red dashed lines indicate the positions of the dispersion relations from Figs. D.1 (b), (e) (lower
red line) and (c), (f) (upper red line) in the phase diagram. The inset shows that there is a region
where three waves coexist. (b), (d) Phase velocities and propagation distances of Lucassen, CGV
and capillary-gravity wave as a function of ω for K2D = 6 · 10−4 mN/m, with this value for
K2D indicated by the short red dashed line in subplot (a). The shaded regions and the curves in
subplots (b), (d) are obtained by numerically solving Eq. (D.63). For all calculations, a water-like
viscoelastic half-space is used as bulk medium and ρ2D, η2D, η′2D, η⊥2D, κ2D are set to zero.
Phase velocities and propagation distances are calculated from k(ω) using Eqs. (D.64), (D.65).
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Figure D.3: Frequency dependent crossover of capillary-gravity and Lucassen wave to Rayleigh
wave on a water-like viscoelastic half-space. (a), (c) Phase velocities and decay lengths of
the Rayleigh waves (black and blue lines), together with the factorized capillary-gravity wave
dispersion relation (green line) and the corresponding solution of the exact dispersion relation
(red dashed line). Note that the factorized capillary-gravity wave dispersion relation predicts a
much larger decay length and is therefore only visible for frequencies ω & 1010 s−1 in subplot
(c), c.f. Fig. 5.2 (e). (b), (d) Phase velocities and decay lengths of the Rayleigh wave (black and
blue lines), but together with the factorized Lucassen wave dispersion relation (green line) and
the corresponding solution of the exact dispersion relation (red dashed line). For the Rayleigh
waves, Eq. (D.69) is used. For the other curves, Eqs. (D.63), (D.77) are solved numerically using
the parameters σ2D = 72 mN/m, g = 9.81 m/s2, K2D = 10 mN/m, with all other surface
parameters set to zero. For all curves, the bulk medium is a water-like viscoelastic material as
described by Eqs. (D.25), (D.26) with parameters given by Eqs. (D.28-D.31). Phase velocities
and decay lengths are calculated from k(ω) according to Eqs. (D.64), (D.65).
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Appendix E
Supplemental Material for Chapter 6
In the present appendix, which supplements Chapter 6, we present detailed analytical derivations,
the numerical algorithm we use, and show the robustness of our nonlinear theory with respect to
varying both elastic modulus and boundary condition.
In Appendix E.1, we start by reviewing the derivation of the Lucassen dispersion relation
and showing that for the Lucassen wave, the displacement is mainly parallel to the interface.
In Appendix E.2, we provide an alternative derivation of the fractional wave equation, directly
from momentum conservation and the stress boundary conditions at the interface. After having
established the linear fractional wave equation, we discuss the elastic modulusK2D in more detail.
In Appendix E.3, we explain how we obtain K2D from an experimentally measured Langmuir
isotherm, and in Appendix E.5 discuss the assumption that the elastic modulus relevant for the
Lucassen wave is isothermal. In Appendix E.4 we discuss the assumption that nonlinear effects
due to local changes in the elastic modulus K2D become relevant at smaller wave amplitudes
than the convective nonlinear term in the Navier-Stokes equation. In Appendix E.6, we review
the well-known analytical solution of the linear fractional wave equation. In the following
Appendix E.7, we explain the algorithm we use for numerically solving the nonlinear fractional
wave equation. In Appendix E.8, we validate this numerical algorithm by comparing results
of numerical solutions of the linear fractional wave equation to the corresponding analytical
solutions. In Appendix E.9, we explain how we obtain a boundary condition for our numerical
calculations from experimental data. Finally, in Appendix E.10 we show that the numerical
results presented in Chapter 6 are robust with respect to varying both the elastic modulus and the
boundary condition.
E.1 Standard derivation of Lucassen’s dispersion relation
In this appendix, we give a short derivation of the Lucassen dispersion relation. Most of the
material presented here is a summary of the calculations given in Appendix D.1, but for the
special case of an incompressible viscous fluid as bulk medium. Throughout this appendix, we
use Cartesian coordinates ~r = (x, y, z).
We consider a viscous incompressible fluid in the lower half-space z ≤ 0 of R3, bounded by a
viscoelastic interface at z = 0. Gravitational acceleration acts in the negative z-direction and
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couples to both the half-space and the interface, c.f. Fig. E.1.
Figure E.1: Setup. We consider an incompressible viscous fluid with mass density ρ and shear
viscosity η in the lower half-space z ≤ 0, bounded by a viscoelastic interface at z = 0 with
two-dimensional excess mass density ρ2D and elastic modulus K2D. Gravitational acceleration
g points in the negative z-direction and couples to both the fluid and the interface.
E.1.1 Linearized Navier-Stokes equation
For the bulk medium at z < 0, the linearized Navier-Stokes equation is given as [172]
ρ ∂tvi(~r, t) = ∂jσij + Fi(~r, t) i ∈ {x, y, z}, (E.1)
where ~v(~r, t) is the velocity field, ~F (~r, t) is an external force, ρ is the mass density, which
is assumed to be constant, ∂t denotes the time derivative, the gradient operator is denoted by
~∇ = (∂x, ∂y, ∂z), we use the Einstein sum convention to sum over repeated indices, and the
stress tensor σij is given by
σij = −Pδi,j + η(∂ivj + ∂jvi), (E.2)
with η the shear viscosity, P the pressure and δi,j the Kronecker delta. We assume the medium
to be incompressible,
~∇ · ~v ≡ 0, (E.3)
and consider gravitational acceleration Fj = −δj,zgρ as external force.
Equations (E.1), (E.3) constitute four equations for the four unknowns (~v, P ). Direct substitu-
tion shows that a stationary solution is given by the fluid at rest,
~v (0)(~r ) = 0, (E.4)
P (0)(~r ) = P0 − ρgz, (E.5)
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where P0 is the pressure at z = 0. We consider perturbations ~v (1), P (1) around this stationary
solution, i.e., we consider velocity and pressure fields
~v(~r, t) = ~v (0) + ~v (1)(~r, t), (E.6)
P (~r, t) = P (0)(~r ) + P (1)(~r, t). (E.7)
Substitution of Eqs. (E.6), (E.7) into Eqs. (E.1), (E.3) yields
ρ ∂t~v
(1) = −~∇P (1) + η∆~v (1), (E.8)
~∇ · ~v (1) = 0, (E.9)
where ∆ = ∂2x + ∂2y + ∂2z denotes the Laplace operator. Since ~v (0) = 0, we have ~v ≡ ~v (1) and
therefore will omit the superscript “(1)” for the velocity field perturbation in the following.
If the fluid only undergoes small displacements, the velocity field can be written as time
derivative of the displacement field ~u(~r, t) as [172]
~v = ∂t~u. (E.10)
In line with the ansatz we will use in Appendix E.1.3 for the displacement field, we assume ~u to
be of the form
~u = ~∇Φ + ~∇× ~Ψ, (E.11)
where Φ, Ψ are potentials for the longitudinal (curl free) and transversal (divergence free) part of
the displacement field. Equations (E.8), (E.9) are then fulfilled if the potentials fulfill
η∆~Ψ = ρ∂t~Ψ, (E.12)
∆Φ = 0, (E.13)
and the pressure perturbation is given in terms of the potentials by
P (1) = −ρ∂2t Φ. (E.14)
E.1.2 Stress boundary conditions for a viscoelastic interface
A detailed derivation of the continuum mechanical boundary conditions for two bulk media
separated by a viscoelastic interface was given by Kralchevsky et al. [169]. In plane, they assumed
the interface to have a purely viscous shear response with viscosity η2D, a viscoelastic response
to dilation with viscosity η′2D and a position dependent surface tension σ2D. For out-of-plane
deformations, they assumed a bending rigidity κ2D and a transverse viscosity η⊥2D. Furthermore,
they considered the interface to have a two-dimensional excess mass density ρ2D and included
an external force per area ~fs acting on the surface. To linear order in the surface velocity ~v2D,
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they obtained1














+ η2D~∇2sv2D,α α ∈ {x, y}, (E.15)
ρ2D∂tv2D,n = (σIII,nn − σnn) + ρ2Dfs,n + σ2D~∇2su2D,z
− κ2D ~∇2s ~∇2su2D,z + η⊥2D~∇2s∂tu2D,z, (E.16)
where u2D,z(x, y, t) ≡ uz(x, y, z = 0, t) is the displacement of the surface point (x, y, 0) in z-
direction, the stress tensors σ, σIII for the bulk media below and above the surface are understood
to be evaluated at z = 0, and ~∇s := ~∇ − nˆ(nˆ · ~∇) is the projection of the gradient onto the
surface, with nˆ the unit normal vector pointing into the z > 0 half-space. The indices α, n label
tensor components parallel and perpendicular to the surface, respectively. More generally, we
will use the convention that greek indices run over {x, y}, while latin indices run over {x, y, z}.
For the half-space z > 0, we will not consider any dynamics and assume that there is a constant
pressure PIII, so that
σIII,jk = −PIIIδj,k. (E.17)
To rewrite the boundary conditions (E.15), (E.16), in a form more useful for the present
context, we will now relate the surface velocity to the surface displacement, explicitly evaluate
~∇s and use gravitation as external force. This will lead to the expressions Eqs. (E.25), (E.26) for
the boundary conditions. To derive an explicit form for the boundary conditions in the linear
regime, we will then further rewrite Eqs. (E.25), (E.26) by relating the elastic in-surface dilational
response σ2D to the displacement field, leading to Eqs. (E.31), (E.32).
As we did for the bulk medium, we assume small displacements and approximate the velocity
by the time derivative of the displacement,
~v2D ≈ ∂t~u2D, (E.18)
and furthermore the unit normal vector by the unit vector in eˆz-direction, nˆ ≈ eˆz. Using the
latter approximation, we get
~∇s = eˆx∂x + eˆy∂y ≡ eˆβ∂β. (E.19)
To express ρ2D in terms of the surface displacement field, we assume that the two-dimensional
excess mass density deviates only slightly from its constant equilibrium value, and write




2D(x, y, t), (E.20)
with ρ(1)2D small compared to ρ
(0)
2D. To express ρ
(1)
2D in terms of the interfacial displacement field,





2D∂t∂βu2D,β = 0, (E.21)
1This is ( [169],5.16), ( [169],5.17), but with the membrane inertia and body force kept. Also in Eq. ( [169],5.16),
the stress tensor of the medium above the membrane was neglected, which we include.
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with respect to time, to obtain
ρ
(1)
2D = −ρ(0)2D∂βu2D,β. (E.22)
The constant of integration is chosen so that an area preserving deformation, ∂βu2D,β = 0,
implies no area density change, ρ(1)2D = 0. Using Eq. (E.22) to eliminate ρ
(1)




2D (1− ∂βu2D,β) . (E.23)
Using this equation, the area force density due to gravitational acceleration is given by
ρ2D ~fs = −ρ2Dg~ez = −ρ(0)2Dg (1− ∂βu2D,β)~ez. (E.24)
Equation (E.24) shows that even if there is no local compression or expansion, ∂βu2D,β = 0,
gravity causes a constant area force density−ρ(0)2Dg~ez on the interface. For the stationary solution
around which we perturb, the surface should be at rest at z = 0. Thus, for the stationary solution
the constant background pressure P0 in the lower bulk medium (c.f. Eq. (E.5)) and the constant
pressure PIII in the upper bulk medium need to differ exactly by the pressure gravitational forces
acting on the interface exert on the lower medium in equilibrium, i.e. P0 − PIII = ρ(0)2Dg, so that
the interface remains at z = 0.
Inserting the expressions for ~v2D, ~∇s, ρ2D and ρ2D ~fs, namely Eqs. (E.18), (E.19), (E.23),





t u2D,α = (σIII,zα − σzα) + ∂ασ2D
+ η′2D∂t∂α∂βu2D,β + η2D∂t∂
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To express σ2D in terms of the surface displacement, we assume that the surface tension
deviates only slightly from its constant equilibrium value, and write




2D(x, y, t), (E.27)
with σ(1)2D small compared to σ
(0)
2D . To express σ
(1)
2D in terms of the surface displacement field, we





which relates local changes in the area per lipid a of a surface element to the local surface tension
σ2D. Note that, unlike in the analogous equation for the three dimensional bulk modulus, there is
no minus sign in Eq. (E.28) because surface tension can be thought of as negative surface pressure.
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K2D not only depends on the material the interface is made of, but also on the thermodynamics
of the deformation (e.g. isothermal, adiabatic). Equation (E.28) can be integrated to yield
σ
(1)
2D = −K2D∂βu2D,β, (E.29)
where we used ∆a/a¯ ≡ (a− a¯)/a¯ = ∂βu2D,β [151], with a¯ the equilibrium area per lipid, and
fixed the constant of integration by demanding that no area change implies no surface tension


































Since the perturbations ρ(1)2D, σ
(1)
2D do not appear explicitly in Eqs. (E.31), (E.32) anymore, we
drop the superscripts (0) of the corresponding equilibrium values ρ(0)2D, σ
(0)
2D in the following, and
have dropped them in Chapter 6.
E.1.3 Harmonic wave ansatz and implicit dispersion relation
To solve Eqs. (E.8), (E.9) with boundary conditions (E.31), (E.32), we use a harmonic wave
ansatz [158] for the displacement potentials that were introduced in Eq. (E.11),
Φ(~r, t) = φez/λlei(kx−ωt), (E.33)
~Ψ(~r, t) = ψez/λtei(kx−ωt)eˆy, (E.34)
where we assume Re(k) > 0, so that the wave propagates in the positive x-direction. According









so that according to Eq. (E.10), we obtain the velocity field









E.1 Standard derivation of Lucassen’s dispersion relation
The harmonic wave ansatz contains 6 parameters, namely k, ω, φ, ψ, λl, λt. We assume
ω ∈ R, ω > 0, is a given constant, i.e., we consider waves of frequency ω and want to obtain
the corresponding wave number k(ω). The decay lengths away from the interface λl, λt are








The physical requirement that the surface wave decays as z → −∞ implies Re(λ−1l ), Re(λ−1t ) >
0, so that Eqs. (E.37), (E.38) determine λl, λt uniquely as a function of k, ω, because the complex
square root with positive real part has to be chosen when solving for λl, λt. The stress boundary
conditions (E.31), (E.32) at z = 0 yield a homogeneous linear system of two equations for the
two coefficients φ, ψ. This system can be obtained explicitly by calculating σij , u2D,i ≡ ui|z=0,
for the displacement field Eq. (E.35) and the stress strain relation Eq. (E.2), and then substituting
these into the boundary conditions (E.31), (E.32) (for (E.31), only the α = 1 case is needed, since




















ω2ρ2D − k2Π˜2D − λ−1t ρ2Dg − ρ0g + iω2ηλ−1t
]
ψ, (E.40)
where again λt is given by Eq. (E.37), and the response functions g˜2D, Π˜2D are defined as
g˜2D(ω) := η2D + η
′
2D +K2D/(−iω), (E.41)
Π˜2D(k, ω) := σ2D + (−iω)η⊥2D + k2κ2D. (E.42)
In order to have a propagating wave with nonzero amplitude, Eqs. (E.39), (E.40) need to have a
nontrivial solution for φ, ψ. Consequently, the implicit dispersion relation is obtained by setting
the determinant of the 2× 2 coefficient matrix for φ, ψ, obtained from Eqs. (E.39), (E.40), equal
to zero. This leads to
0 = k
(
















(−4k2λ−1l λ−1t + (k2 + λ−2t )2)− ρ2Dgk2 (k − λ−1t )2] . (E.43)
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A solution k(ω) to Eq. (E.43) yields the dispersion relation of a surface wave, for which phase









E.1.4 Factorization of the implicit dispersion relation and Lucassen dispersion
relation
As it stands, Eq. (E.43) is too complicated to be solved analytically. However, under certain
conditions, which as we will see in Appendix E.1.5 are appropriate for the surface waves we are
interested in, approximate analytical solutions can be obtained.
Assuming
ρ|ω|
η|k|2  1, (E.46)
we have
λ−2t ≈ −iωρ/η, (E.47)
c.f. Eq. (E.37), and |λ−1t |  |k|, so that Eq. (E.43) simplifies to
0 = k
(



































and one obtains the two independent dispersion relations
0 = k
(







(−iωρ)/η − iωρ, (E.52)
where we used Eq. (E.47) and the square root in (E.52) is the complex root with positive real
part. Whether a solution k(ω) of Eqs. (E.51), (E.52) fulfills the factorization conditions (E.46),
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(E.49), can of course only be checked a posteriori, i.e. once a solution k(ω) has been obtained,
because k appears in both inequalities.
Equation (E.51) is a generalization of the standard capillary-gravity wave dispersion relation
[152, 172], and additionally includes the inertia of the interface, as well as surface viscosity and
bending rigidity of the interface via Π˜2D, c.f. Eq. (E.42). Equation (E.52) is a generalization of
the Lucassen dispersion relation [158, 159], and additionally includes the inertia of the interface.
To obtain the classic Lucassen dispersion relation, we first note that Eq. (E.52) can immediately




















If furthermore the interfacial response is purely elastic,


















where we choose the complex square root that leads to a positive real part for k, so that the
resulting wave propagates in the positive eˆx-direction. This approximate solution of Eq. (E.52),
valid as long as Eqs. (E.54), (E.56) are fulfilled, is the classical Lucassen dispersion relation [158].
E.1.5 Discussion of the factorization conditions for Lucassen waves in a lipid
monolayer on water
In Appendix E.1.4 we showed that the derivation of the classical Lucassen dispersion relation,
Eq. (E.58), from the full implicit dispersion relation, Eq. (E.43), rests on four inequalities, namely
(E.46), (E.49), (E.54), (E.56). We now show that for a DPPC monolayer on water, there is a
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frequency range spanning 10 orders of magnitude and including the frequency range relevant to
us, where these inequalities are fulfilled.
More explicitly, we consider the parameters
η = 10−3 Pa · s, (E.59)
ρ = 103 kg/m3, (E.60)
g = 9.81 m/s2, (E.61)
appropriate for water as bulk medium [173] and standard gravitational acceleration, and the
interface parameters
ρ2D = 1 · 10−6 kg/m2, (E.62)
η2D = 1 · 10−9 Pa · s ·m, (E.63)
η′2D = 0, (E.64)
η⊥2D = 1 · 10−9 Pa · s ·m, (E.65)
K2D = 1 · 10−2 N/m, (E.66)
σ2D = 7 · 10−2 N/m, (E.67)
κ2D = 3 · 10−19 N ·m, (E.68)
appropriate for a DPPC monolayer. The values for σ2D, K2D can be obtained via measuring
Langmuir isotherms [92, 174], the shear viscosity η2D for a DPPC bilayer can be measured
by observing diffusion in lipid membranes [217, 218], while the bending rigidity κ2D can be
measured via weakly deforming bilayer vesicles [219, 220].
Using these parameters and the solution Eq. (E.58), the inequalities (E.46), (E.49), (E.54),
(E.56) become, respectively,
































 ω  107 1
s
, (E.73)
Eq. (E.58), an approximate solution to the implicit dispersion relation Eq. (E.43), is self-consistent
with the approximations used to derive it. In particular, since we are interested in dynamics on
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the millisecond time scale, ω ≈ 103 1/s, this frequency range includes the regime of interest to
us.
In Fig. E.2, we supplement our analytical estimates by a plot of the phase velocities and propa-
gation distances for both the approximate solution Eq. (E.58) and the corresponding numerical
solution of the full implicit dispersion relation, Eq. (E.43). Consistent with Eq. (E.73), the two
























Analytical solution, Eq. (E.58)
Numerical solution, Eq. (E.43)
Figure E.2: Comparison of analytical Lucassen relation to numerical solution of full implicit
dispersion relation. The black dashed line shows the numerical solution of Eq. (E.43) correspond-
ing to the Lucassen wave, while the green solid line depicts the analytical Lucassen dispersion
relation, Eq. (E.58). Phase velocities and propagation distances are calculated using Eqs. (E.44),
(E.45).
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E.1.6 Identification of the dominating term in the displacement field of the
Lucassen wave
As discussed in Appendix E.1.3, the displacement field of the Lucassen wave has components in
the eˆx and eˆz direction. More explicitly, it is given by Eq. (E.35) as














(−iωρ)/η, c.f. Eqs. (E.38), (E.47), and with k given by Eq. (E.58).
To determine which component of the displacement field (E.75) is dominant, we compare the
magnitudes of all components of both the longitudinal and transversal parts, i.e. we compare
|eˆx · (~∇Φ)|, |eˆz · (~∇Φ)|, |eˆx · (~∇× ~Ψ)|, |eˆz · (~∇× ~Ψ)|. For this, we consider the displacement
field at the interface (z = 0) using the parameters from Appendix E.1.5, Eqs. (E.59)-(E.68).
From Eq. (E.75) it can immediately be read off that |eˆx ·(~∇Φ)|, |eˆz ·(~∇Φ)| have the same order
of magnitude, namely |φk|. On the other hand, as shown in Appendix E.1.4, for ω  107 1/s it
holds that |λ−1t |  |k|, so that |eˆx · (~∇× ~Ψ)|  |eˆz · (~∇× ~Ψ)|.
To compare |eˆi · (~∇Φ)|, |eˆx · (~∇× ~Ψ)|, we need an order-of-magnitude estimate for |φ/ψ|.
This relative amplitude can be obtained by solving any of the boundary condition (E.39), (E.40)
for φ/ψ. We solve Eq. (E.39) for φ/ψ and calculate the fraction |φ/ψ| as a function of frequency
ω, using the numerical solution of Eq. (E.43) corresponding to the Lucassen wave for k(ω). The




∣∣∣∣ < 10, (E.76)
so that |φ|, |ψ| are of the same order of magnitude. Thus, since according to Eq. (E.46) we
have |λ−1t |  |k|, it follows that |φk|  |ψλ−1t |, and therefore |eˆx · (~∇× ~Ψ)|  |eˆi · (~∇Φ)|,
i ∈ {x, z}.
In summary, for angular frequencies 10−3 1/s < ω < 107 1/s, the displacement field for the
Lucassen wave at the interface z = 0 is dominated by the eˆx component of ~∇ × ~Ψ, and thus
approximately given by
~u(x, z = 0, t) ≈ −eˆxψλ−1t ei(kx−ωt). (E.77)
In accordance with these estimates, we show in Fig. E.3 (b) plots of |kφ|, |kψ|, |λ−1t ψ|,
representing the components of Eq. (E.75) we just compared. To obtain the curves shown in the
figure, we use the numerical solution of Eq. (E.43) corresponding to the Lucassen wave for k(ω),
φ = 1 m2 and ψ as calculated from Eq. (E.39). The term |λ−1t ψ|, which according to Eq. (E.75)
gives the order of magnitude of the eˆx component of ~∇× ~Ψ, is indeed the largest term.
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Figure E.3: (a) Relative magnitude of the coefficients φ, ψ of longitudinal and transversal parts of
the harmonic wave ansatz. The boundary condition (E.39) is solved for φ/ψ, and using for k(ω)
the numerical solution of Eq. (E.43) corresponding to the Lucassen wave with the parameters
from Appendix E.1.5, |φ/ψ| is calculated as a function of ω. (b) Absolute values of the individual
vector components of longitudinal and transversal parts of the harmonic wave ansatz. Using for
k(ω) the numerical solution of Eq. (E.43) corresponding to the Lucassen wave, λt as given by
Eq. (E.37), φ/ψ as obtained by solving Eq. (E.39) for φ/ψ, and setting φ = 1 m2, the quantities
|kψ|, |kψ|, |λ−1t ψ| are calculated as a function of ω. According to Eq. (E.75), the plotted curves
correspond to the magnitudes of the individual terms appearing in the surface wave displacement
field. Note that in the context of linear theory, the choice φ = 1 m2 simply sets a scale, and
only the relative sizes of the terms plotted here are of relevance for determining the dominant
component of the displacement field.
E.2 Direct derivation of the fractional wave equation from
momentum conservation and stress boundary conditions
In Chapter 6, we introduce the fractional wave equation based on the Lucassen dispersion relation
and the fact that the corresponding interfacial displacement is dominated by the eˆx-component,
c.f. Appendix E.1. In the present appendix, we give a derivation of the fractional wave equation
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directly from momentum conservation in the bulk medium z < 0 and the stress boundary
condition at the interface z = 0.
As already stated in Appendix E.1, a stationary solution of the linearized Navier-Stokes
equation (E.1) for an incompressible medium under the influence of gravity, ~F = −eˆzρg, is
given by the fluid at rest, with velocity and pressure fields
~v (0)(~r ) = 0, (E.78)
P (0)(~r ) = P0 − ρgz, (E.79)
with P0 the pressure at z = 0. As in the derivation of the Lucassen dispersion relation, we
consider perturbations ~v (1), P (1) around this solution, i.e., we consider velocity and pressure
fields
~v(~r, t) = ~v (0) + ~v (1)(~r, t), (E.80)
P (~r, t) = P (0)(~r ) + P (1)(~r, t). (E.81)
Substitution of these into momentum conservation, Eq. (E.1), and the incompressibility condition,
Eq. (E.3), yields
ρ∂t~v
(1) = −~∇P (1) + η∆~v (1), (E.82)
~∇ · ~v (1) = 0, (E.83)
which are the linearized equations for incompressible Newtonian fluids with constant density and
without external forces. Since ~v (0) = 0, we have ~v ≡ ~v (1) and will therefore omit the superscript
“(1)” for the velocity field perturbation in the following.





appropriate for a wavefront traveling in the eˆx-direction, and assuming that the pressure only
depends on the distance from the interface, P (1)(~r, t) ≡ P (1)(z, t), momentum conservation in
the eˆx direction, Eq. (E.82) with i = x, becomes
ρ∂2t ux = η∆∂tux, (E.85)
where we used that for small displacements ∂t~u ≈ ~v. Assuming that the right-hand side of this







∂tux ≈ ∂2z∂tux (E.86)
which physically means the velocity of the surface wave varies on a much shorter length scale
away from the interface than in the direction of propagation, Eq. (E.85) becomes




E.2 Direct derivation of the fractional wave equation from momentum conservation and stress
boundary conditions






where we chose the constant of integration such that no spatial change in stress implies no
temporal change in displacement. Formally taking the square root of the differential operators





t ux = ∂zux. (E.89)
Now as for the stress boundary condition at z = 0, the α = x component of the stress boundary
condition (E.25) for an interface with negligible interfacial viscosities is
ρ2D∂
2
t U = (σIII,zα − σzα)|z=0 + ∂xσ2D, (E.90)
where ρ2D is the equilibrium two-dimensional excess mass density of the interface, U(x, t) ≡
ux(x, z = 0, t) is the interfacial displacement in the eˆx-direction, σIII, σ are the stress tensors of
the bulk medium above and below the interface, and σ2D is the surface tension of the interface.
[Note that in Eq. (E.90) we have dropped the superscript “(0)” of the equilibrium two-dimensional
excess mass density ρ(0)2D, as opposed to Eq. (E.25).]
We now rewrite the term ∂xσ2D on the right-hand side of Eq. (E.90). For this, first note that
the surface tension σ2D is just the negative interfacial pressure pi, so that
σ2D(a) = −pi(a), (E.91)
with a the area per lipid (or more generally area per molecule). For a given equilibrium area per






a = a¯ (1 + ∆a/a¯) , (E.93)
which follows immediately from solving Eq. (E.92) for a. Using Eqs. (E.91), (E.93) and the
chain rule, we calculate
∂xσ2D = −∂xpi = −(∂api)∂xa = −(∂api) a¯ ∂x(∆a/a¯). (E.94)
To simplify this expression, we note that the elastic modulus K2D (the inverse of the compress-
ibility) of the interface is defined by
K2D = −a∂api, (E.95)
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and that the local relative area change is given in terms of the interfacial displacement field
as [151]
∆a/a¯ = ∂βu2D,β|z=0 = ∂xU, (E.96)
where at the last equality sign we used that there is no displacement in the eˆy-direction,
c.f. Eq. (E.84). Equations (E.95), (E.96) can then be used to rewrite Eq. (E.94) as




where at the last equality sign we used a¯/a = 1/(1 + ∆a/a¯) = 1/(1 + ∂xU), c.f. Eqs. (E.92),
(E.96).
As we will justify in Appendix E.4, we neglect nonlinear effects caused by the factor 1/(1 +
∂xU), so that Eq. (E.97) allows us to rewrite the boundary condition (E.90) as
ρ2D∂
2
t U = (σIII,zα − σzα)|z=0 +K2D∂2xU. (E.98)
If we now assume again that the velocities change on a smaller length scale away from the
interface than in the direction of propagation, which we already assumed to obtain Eq. (E.86), and
that dynamical stresses from the upper half-space z > 0 can be neglected, we can approximate
the bulk media stress difference as
(σIII,zx − σzx)|z=0 = −η (∂xvz + ∂zvx)|z=0 ≈ −η∂z vx|z=0
= −η∂t∂z ux|z=0 . (E.99)
Inserting this into Eq. (E.98) and replacing ∂zux|z=0 using Eq. (E.89), the boundary condition
Eq. (E.98) finally becomes
ρ2D∂
2




t U +K2D ∂
2
xU, (E.100)
which is the fractional wave equation we use in Chapter 6. It is derived here as an approximate
stress boundary condition at the interface, and momentum conservation in the bulk medium
z < 0 has been used to eliminate the derivative ∂z , so that the equation could be expressed
solely in terms of the displacement field ~u at z = 0 and its spatial derivatives in the eˆx-direction,
i.e. along the interface. The two approximations used here, Eqs. (E.86), (E.99), are of course
motivated by the properties of the Lucassen wave discussed in Appendix E.1.
We note that with the present derivation, it is immediately clear how one could include the
membrane shear viscosity in the derivation. One would simply not neglect the corresponding
terms in the boundary condition, Eq. (E.31).
As a final remark, we note that the interfacial displacement in the eˆz-direction, u2D,z(x, z =
0, t), can be calculated from a solution of Eq. (E.100). After solving Eq. (E.100), the resulting
U(x, t) ≡ u2D,x(x, z = 0, t) can be considered as inhomogeneity in the remaining boundary
condition, Eq. (E.32), which can then be solved to obtain the displacement of the surface in the
eˆz-direction.
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Figure E.4: Experimentally measured pressure-area isotherm together with polynomial fit. To
calculate the elastic modulus K2D for a DPPC monolayer on water, a polynomial (green dashed
line) is fitted to the experimental isotherm (black solid line), c.f. Appendix E.3.
E.3 Numerical details for the calculation of the elastic modulus K2D
In the present appendix, we give details for the calculation of the experimental isothermal elastic
modulus K2D from experimental data. Experimentally, a Langmuir isotherm pi(a), with pi the
surface pressure and a the area per lipid, is measured for a DPPC monolayer on water. The








To stably calculate the derivative on the right-hand side of this equation from the experimental
data, we fit a polynomial of order 9 to the measured isotherm, see Fig. E.4, and use the analytical
derivative of the fitted polynomial.
E.4 Discussion of the linearization assumption for momentum
conservation
The nonlinear fractional wave equation we consider in Chapter 6 and derive in Appendix E.2 is
motivated by the dispersion relation of the Lucassen wave, which in turn is derived using the
linearized Navier-Stokes equation, c.f. Appendix E.1. We therefore rely on the assumption that
the nonlinearity due to local changes in the elastic modulusK2D is relevant, while the convective
derivative term (~v · ~∇)~v of the velocity field, which appears in the full Navier-Stokes equation,
is negligible. In this appendix, we want to underpin this assumption.
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For this, we assume that the displacement field in the eˆx-direction at the interface, ux(x, z =
0, t) ≡ U(x, t), varies on a characteristic length scale L, and on a characteristic time scale T .
We first estimate the linearization condition for the Navier-Stokes equation,







, ⇐⇒ 1 |U |
L
. (E.103)
To estimate when nonlinear effects due to local changes in the elastic modulus become





2D (a¯+ a¯∂xU(x, t)− a0)2 , (E.104)
which gives the local elastic modulus as a function of the surface displacement fieldU . According
to Eq. (6.23), nonlinear effects are negligible as long as the term linear in U in Eq. (E.104) is
small compared to the term independent of U in Eq. (E.104), i.e., as long as∣∣∣2a¯2K(2)2D (1− a0/a¯)∂xU ∣∣∣ ∣∣∣K(0)2D + a¯2K(2)2D (1− a0/a¯)2∣∣∣ , (E.105)














Comparing this inequality to Eq. (E.103), we see that which nonlinearity becomes important












if f(a¯) < 1, the nonlinearity due to local variations in the elastic modulus is dominant, while
for f(a¯) > 1 the convective term appearing in the full Navier-Stokes equation is the dominant
nonlinearity.
We plot f in Fig. E.5, and as can be seen, except for equilibrium areas a¯ close to the minimum
of the elastic modulus, f is of the order of 0.1, so that inequality (E.106) will be violated at
amplitudes much lower than inequality (E.103). We therefore expect the nonlinearity arising
from changes in the elastic modulus to become relevant approximately one order of magnitude
below the convective nonlinearity in the Navier-Stokes equation. Thus, our premise of including
one nonlinearity but not the other, is reasonable.
Note furthermore that inequality (E.103) is also the basis for neglecting the term 1/(1 + ∂xU)
in going from Eq. (E.97) to Eq. (E.98) in Appendix E.2, the justification for neglecting quadratic
terms in the strain tensor [224], and is furthermore used in the derivation of Eq. (E.29) from
Eq. (E.28).
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Figure E.5: Comparison of nonlinear effects from convective derivative in the Navier-Stokes
equation and area per lipid dependence of the elastic modulus K2D. The function f as defined
by Eq. (E.107) is plotted as a function of equilibrium area per lipid a¯. For the parameters
appearing in f , the values from Chapter 6 are used, namely K(0)2D = 2.55 mN/m, a0 = 75.4 A˚
2
and K(2)2D = 0.12 mN/(mA˚
2).
E.5 Isothermal vs. adiabatic elastic modulus
Throughout Chapter 6, we use the isothermal elastic modulus for the elastic modulus K2D in the
Lucassen dispersion relation and the fractional wave equation. Whether this is appropriate is a
question of time scales. The isothermal elastic modulus is only appropriate if the compression
and expansion of the interface during wave propagation is slow compared to the time scale of
heat exchange with the bulk medium below, so that the temperature within the interface can
be assumed to be constant. In the opposite limit, i.e., if the compression and expansion of the
interface is so fast that there is no heat exchange during one oscillation, the adiabatic elastic
modulus is the appropriate choice [229].
In the present appendix we discuss whether the thermodynamics of the interface during wave
propagation is isothermal or adiabatic. We do this by comparing the time scale of heat conduction
within the bulk medium below the membrane to the time scale of wave oscillations.
To estimate the time scale for heat conduction in the bulk medium, we consider the standard
balance equation for the internal energy in the medium below the interface (z < 0), which in the




= σij∂jvi + ∂i (κ ∂iT ) , (E.108)
where ρ is the density, e is the internal energy per unit mass, σ is the stress tensor and κ is the
heat conduction coefficient. The first term on the right hand side of Eq. (E.108) models changes
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in internal energy due to viscous dissipation, while the second term on the right hand side models
changes in the internal energy due to heat conduction.
Neglecting the first term (c.f. Appendix E.4 and note that the first term is quadratic in the
velocity) and using de/dt ≈ ∂e/∂t = cp∂T/∂t with cp the isobaric specific heat capacity (note




= ∂i (κ ∂iT ) , (E.109)





for the time scale τT in which temperature equilibrates over a length scale L. For water, the
parameters are cp = 4 kJ/(kg ·K), ρ = 103 kg/m3, κ = 0.6 J/(m · s ·K) [173]. We now use
the relation (E.110) to compare the time scale of heat conduction in the fluid below the surface







of the Lucassen wave derived in Appendix E.1, see Eq. (E.58).
• First, we consider heat conduction parallel to the interface. The frequency dependent wave

















This time scale is of the order of the time scale of oscillations, τ = 1/ω, if
τ ∼ τT (E.114)






≈ 6 · 109 1
s
, (E.115)
where we useK2D ≈ 10−2 N/m as an order-of-magnitude estimate for the elastic modulus.
For smaller frequencies, the time scale of thermal diffusion parallel to the surface is larger
than the time scale of oscillations (τ < τT , adiabatic), while for larger frequencies, the
time scale of thermal diffusion parallel to the surface is smaller than the time scale of
oscillations (τ > τT , isothermal).
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• Second, we consider heat conduction perpendicular to the interface. The relevant length
scale is the decay length of the wave away from the interface (i.e., the distance of the









c.f. Eq. (E.47) (and note that the factorization condition (E.46) holds for a Lucassen wave
on water, as discussed in Appendix E.1.5). Comparing the resulting time scale for heat
conduction with the time scale of oscillations, τ = 1/ω, we obtain
τ ∼ τT (E.117)
⇐⇒ 1 ∼ cpη
κ
≈ 13. (E.118)
Since both time scales have the same frequency dependence, the crossover is independent
of ω, and only depends on the system parameters. Because Eq. (E.110) is only a rough
estimate, we conclude from Eq. (E.118) that there is no clear separation of the time scales
τ , τT .
From these order-of-magnitude estimates, we conclude that for water, heat conduction parallel
to the surface can be ignored, while heat conduction away from the surface happens on a time
scale comparable to the wave oscillations. Thus, the elastic modulus K2D appropriate for the
Lucassen wave is neither isothermal nor adiabatic, but somewhere in between.
For simplicity and because it is experimentally readily accessible, we use the isothermal elastic
modulus in Chapter 6, but in view of the estimates performed in the present appendix, this is
clearly an approximation.
E.6 Analytical solution of linear theory











This is a fractional wave equation, i.e., a wave equation where the second order time derivative
has been replaced by a fractional derivative α ∈ (1, 2], which in our case is α = 3/2. The
fundamental solution (also called propagator or Green function) to the fractional wave equation
was first derived by Schneider and Wyss in the 80s [222], the derivation was later simplified by
Mainardi [203, 223].
We follow Ref. [203] to discuss the signaling problem for Eq. (E.119), which is the appropriate
boundary value problem for the experimental setup we want to model. In Ref. [203], the signaling
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∀(x, t) ∈ [0,∞)× [0,∞), (E.120)
U(x, 0) = 0 ∀x ∈ (0,∞), (E.121)
U(0, t) = U0(t) ∀t ∈ (0,∞), (E.122)
U(∞, t) = 0 ∀t ∈ (0,∞), (E.123)
where U0(t) is a given function that models a time dependent excitation at the boundary x = 0.
In view of Eq. (E.119), we will later set D0 = K2D/
√
ρη and will be interested in the case
ν = 3/4. For the sake of generality, we quote here the results for arbitrary ν ∈ (0, 1). For
the particular choice U0(t) = δ(t), the solution is called the fundamental solution and written
Gs(x, t; ν). Given any other function U0(t), the respective solution to the signaling problem is
then given as linear superposition of fundamental solutions, as
U(x, t; ν) =
∫ t+
0−
Gs(x, t− τ ; ν)U0(τ) dτ, (E.124)
see Eq. (6.9b) of Ref. [203]. According to Chapter 6 of Ref. [203], Gs is given by



















(n− 1)! Γ(νn) sin(piνn), (E.126)
with Γ the Gamma function.
Although the power series (E.126) converges for all z ∈ C, convergence is slowing down as
|z| increases. For that reason, Ref. [203] gives the asymptotic formula









valid for |ξ/ν| large. Since for us, the case ν = 3/4 with real z is most relevant, in Fig. E.6 we
plot the function M3/4(x) as calculated from the power series Eq. (E.126), together with the
asymptotic formula A3/4(x), Eq. (E.127). As stopping criterion for the numerical summation of
the power series (E.126), we use that the relative change of the absolute value of the partial sum








E.6 Analytical solution of linear theory
where MK3/4(z) is the partial sum of the power series in Eq. (E.126) (for ν = 3/4) up to the
K-th term. The calculations are performed at 500 digit floating point precision using the python
module mpmath [226]. From Fig. E.6 we conclude that the asymptotic formula approximates
M3/4(x) well for x > 4, meaning that the relative error |A3/4(x)−M3/4(x)|/|M3/4(x)| < 0.1%
for x > 4. For all subsequent numerical evaluations of M3/4(x) we therefore proceed as follows.
Using Eq. (E.126), we pre-calculate a table of values for M3/4 on the grid
{
i ·∆x | ∆x = 0.001, i ∈ {0, 1, ..., 4 · 103}} , (E.129)
and then use linear interpolation on that dataset to evaluate M3/4(x) for 0 ≤ x ≤ 4. For x > 4,
we use the asymptotic formula (E.127).
(a)
(b)
Figure E.6: (a) The functions M3/4, A3/4 as defined in Eqs. (E.126), (E.127); (b) The relative
deviation |A3/4 −M3/4|/|M3/4| of the asymptotic expansion A3/4 to M3/4.
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E.7 Numerical algorithm for solving the nonlinear fractional wave
equation
E.7.1 Introduction
In the present appendix, we present and validate a numerical scheme for solving the nonlinear
fractional wave equation Eq. (6.23). More specifically, we discuss a nonlinear version of the






∀(x, t) ∈ [0, L]× [0,∞), (E.130)
U(x, 0) = (∂tU)(x, 0) = 0 ∀x ∈ (0, L), (E.131)
U(0, t) = U0(t) ∀t ∈ (0,∞), (E.132)
U(L, t) = UL(t) ∀t ∈ (0,∞), (E.133)
where U0, UL are given functions that model imposed displacements at the boundaries of a
system of length L. While U0 will model a mechanical excitation at x = 0, UL will be set to
zero later to model a rigid wall at x = L. D is a function that depends on ∂xU locally, i.e.,
D(∂xU)(x) = D(∂xU(x)), and if it is not constant, then Eq. (E.130) is nonlinear. While we
state the algorithm for an arbitrary function D, in view of Eq. (6.23) we will later be interested






2D (a¯+ a¯∂xU − a0)2√
ρη
. (E.134)
For the sake of generality, we furthermore state the algorithm for arbitrary fractional derivative
ν ∈ (1/2, 1), although we will later be interested in the case ν = 3/4.
Before starting, we remark that, apart from the nonlinearity, the only difference between
Eqs. (E.120)-(E.123) and Eqs. (E.130)-(E.133) is that, while in the former the spatial domain is
[0,∞), in the present section we assume a bounded domain [0, L]. The reason for this is that
a numerical solution can only be calculated on a finite domain, and that there seems to be no
satisfactory way to implement free boundary conditions numerically. Our approach therefore is
to calculate the numerical solution on a finite domain [0, L] with boundary condition UL(t) ≡ 0,
and to choose L large enough so that for a subinterval [0, l] with l L we can effectively speak
of free boundary conditions at x = l. We discuss an appropriate choice for L for our system in
Appendix E.8.5, by comparing numerical solutions for the linear theory to the analytical solution
from Appendix E.6.
E.7.2 Methods
To solve the boundary value problem given by Eqs. (E.130)-(E.133) numerically, we discretize
the equation in time and space and use the backward Euler-method to calculate the time evolution
of the displacement field.
156
E.7 Numerical algorithm for solving the nonlinear fractional wave equation
For the temporal discretization we follow Li et al. [225], where a numerical scheme for a class
of nonlinear fractional wave equations (which does not include Eq. (E.130)) is presented. In the
reference, the authors discretize time with a timestep ∆t, and only consider U(x, t) at times
tj := j ·∆t j ∈ N. (E.135)














(t− τ)2ν−1 dτ, (E.136)
with Γ the Gamma function, they approximate the second derivative of U(x, t) using the center
difference scheme, and take this second derivative to be constant in each interval (tj , tj+1). Then,
after writing the integral on the right-hand side of Eq. (E.136) as a sum over integrals over all










where the scalars bmj are defined as
bmj :=

−ωm j = −1,
2ωm − ωm−1 j = 0,
−ωm−j+1 + 2ωm−j − ωm−j−1 1 ≤ j ≤ m− 1,
−ω1 + 2ω0 j = m,
(E.138)
with
ωj := (j + 1)
2(1−ν) − j2(1−ν). (E.139)
The initial conditions enter Eq. (E.137) via U(x, 0) and
U(x, t−1) := U(x, 0)−∆t(∂tU)(x, 0). (E.140)
In our particular situation, both U(x, t) and U(x, t−1) are zero, c.f. Eq. (E.131).
To discretize space, we divide the interval [0, L] into N + 1 subintervals of equal length
∆x := L/(N + 1). The N + 2 boundary points of these subintervals are then given by the
positions
xj := j ·∆x j ∈ {0, ..., N + 1}. (E.141)
We discretize the second order spatial derivative in Eq. (E.130) using the center difference
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Note that U(x0, t), U(xN+1, t) are given by the spatial boundary conditions,
U(x0, t) ≡ U0(t), (E.143)
U(xN+1, t) ≡ UL(t). (E.144)
Since we want to calculate U(x, t) on the grid (xn, tm), we introduce the notation
Umn := U(xn, tm). (E.145)



























k ∈ N, (E.148)
and the two N × (N + 2) matrices IN,N+2, W are given by
IN,N+2 :=
0 1 0 0 · · · 0 0
0 0 1 0 0
... 0





. . . 0
. . .





. . . 0 0
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W (~Um) :=
−W1(~Um) 2W1(~Um) −W1(~Um) 0 · · · 0 0
0 −W2(~Um) 2W2(~Um) −W2(~Um) 0
... 0





. . . −W4
. . .





. . . −WN−1(~Um) 0













where we use the symmetric approximation ∂xU(xi, tm) = (Umi+1 − Umi−1)/(2∆x) for the
derivative in the argument of D.
Note that while the vector ~Uk defined in Eq. (E.148) has N + 2 elements, at every timestep
only N of them are unknown because Uk0 , UkN+1 are fixed by the spatial boundary conditions ac-
cording to (E.143), (E.144). The discretized equation (E.146) is an equation for theN remaining
components of ~Uk at every timestep.
E.7.3 Special case: Linear theory
If we assume D to be constant,









−1 2 −1 0 · · · 0 0
0 −1 2 −1 0
0 −1 2 −1 . . . ... ...
... . . . −1 . . . . . . . . . ...
...
... . . . . . . . . . −1 0
0 −1 2 −1 0
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as can easily be verified from the definition of the matrix elements, Eq. (E.151). Thus, Eq. (E.146)
becomes linear and is given by





E.8 Linear theory: Comparison of analytical and numerical results
E.8.1 Introduction
To validate the numerical algorithm from Appendix E.7, we consider the linearized fractional




with K2D constant, c.f. Eqs. (E.134), (E.152). For water, ρ = 103 kg/m3, η = 10−3 Pa · s.
In this appendix, we compare the analytical solution of the signaling problem, defined by
Eqs. (E.120)-(E.123), to the numerical solution of Eqs. (E.130)-(E.133).
Note that in the linear case, the only difference between the two boundary value problems is
the right boundary. In the analytical solution, the spatial domain is [0,∞) with spatial boundary
conditions U(0, t) = U0(t), U(∞, t) = 0, with U0 a given function, c.f. Eqs. (E.122), (E.123).
In the numerical scheme, the spatial domain is the bounded interval [0, L] with spatial boundary
conditions U(0, t) = U0(t), U(L, t) = UL(t), with U0, UL given functions, c.f. Eqs. (E.132),
(E.133).
Although every experimental system is of finite size, it is usually chosen large enough so
that boundary effects from the walls are not relevant, meaning we are actually interested in the
solution on an infinite spatial domain, as in the analytical solution. We expect that if we choose
the right boundary condition in the numerical approach to be zero identically, UL(t) ≡ 0, and
we use an interval [0, L] so large that, during the simulation time T , a field U excited at the left
boundary does not reach the right boundary (so that there is no reflection), and only consider the
values of U(x, t) for x ∈ (0, l) with l L (sufficiently far away from the rigid wall at x = L),
then we expect the numerical scheme to yield a solution comparable to the analytical one from
Appendix E.6.
E.8.2 Parameters
Throughout this work, we use the parameters
L = 30 mm, (E.156)
∆x = 0.1 mm, (E.157)
∆t = 0.01 ms (E.158)
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for numerical solution of the fractional wave equation, while analytical solutions are directly
evaluated on a lattice with the same spacings ∆x, ∆t.
The right boundary condition is set to zero in all numerical calculations, UL(t) ≡ 0, for the
left boundary condition we use a normalized discretized delta peak, i.e.
U j0
(E.143)
= U0(j ·∆t) := δj,1 1
∆t
. (E.159)
Accordingly, the analytical solution is always calculated using a delta peak initial condition at
x = 0, i.e. using the propagator Gs(x, t; ν) from Appendix E.6.
We only consider the numerical solution for x ≤ 10 mm =: l, so that l/L = 1/3, and up to
times T = 100 ms.
In the following subsections, we validate our choices forL, l, T , as well as for the discretization
parameters ∆x, ∆t, by comparing numerical and analytical solutions.
E.8.3 Position and time dependence of solutions at fixed K2D
Using the parameters from Appendix E.8.2, we first compare numerical and analytical solutions
for
K2D ∈ {1, 10, 100} mN/m. (E.160)
Figure E.7 shows the displacement fields at x = 5 mm and x = 10 mm as a function of time.
Although there are deviations when the displacement field has almost decayed (subplot (d) at
t = 150-200 ms and subplot (f) around t = 40 ms), overall the displacement fields of numerical
and analytical solutions agree very well.
Figure E.8 shows both the maximal displacement,
Umax(x) := max
t
{ U(x, t) } , (E.161)
and the time elapsed until this maximal displacement occurs,
tmax(x) := min
t
{ U(x, t) = Umax(x) } , (E.162)
as a function of x, the distance from the left boundary. There are some deviations between
numerical and analytical results close to the delta peak initial condition, namely for x . 0.3 mm,
but for x & 1 mm the solutions agree very well.
Figure E.9 shows the compression fields, defined as
−Ux(x, t) = −∂U
∂x
(x, t), (E.163)
calculated from the numerical solutions shown in Fig. E.7. Agreement between numerical and
analytical solutions is excellent here. Note that the times t at which deviations occurred in
Fig. E.7 are not shown here for better visibility of the main peaks (at t = 20 ms in subplot (d)
and t = 4 ms in subplot (f)). However, since the numerical and analytical curves in Fig. E.7 have
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(a) (b)x = 5 mm










x = 10 mm















































K2D = 100mN/m K2D = 100mN/m
Figure E.7: Displacement fields as calculated from the analytical and numerical solution to the
linear fractional wave equation. The parameters given in Appendix E.8.2 are used to calculate
both the analytical and the numerical solution for elastic moduli K2D = 1, 10, 100 mN/m. The
respective solutions U(x, t) are shown here as a function of time for x = 5 mm (left column)
and x = 10 mm (right column).
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K2D = 1mN/m K2D = 1mN/m





Figure E.8: Maximal displacement and time needed until maximal displacement occurs as
calculated from analytical and numerical solution of the linear fractional wave equation. The
parameters given in Appendix E.8.2 are used to calculate both the analytical and the numerical
solution for elastic moduli K2D = 1, 10, 100 mN/m. Using the respective solutions and
Eqs. (E.162), (E.162), the maximal displacement as a function of position and the time elapsed
until this displacement occurs are calculated and shown here as functions of position x.
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(a) (b)x = 5 mm







x = 10 mm




































K2D = 100mN/m K2D = 100mN/m
Figure E.9: Compression fields as function of time as calculated from analytical and numerical
solution of the linear fractional wave equation. The parameters given in Appendix E.8.2 are
used to calculate both the analytical and the numerical solution for elastic moduli K2D = 1,
10, 100 mN/m. Using the respective solutions and Eq. (E.163), the compression field −∂xU is
calculated and shown here as a function of time for x = 5 mm (left column) and x = 10 mm
(right column).
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Figure E.10: Maximal compression and expansion as well as time elapsed until these extremal
values occur, as calculated from analytical and numerical solutions of the linear fractional wave
equation. The parameters given in Appendix E.8.2 are used to calculate both the analytical
and the numerical solution for elastic moduli K2D = 1, 10, 100 mN/m. Using the respective
solutions and Eqs. (E.164)-(E.167), maximal compression −∆amin/a¯ and maximal expansion
∆amax/a¯, as well as the time elapsed until these occur are calculated and shown here as functions
of position x.
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comparable slopes in the region where they deviate, the compression fields look quite similar
even for the times where the displacement fields deviate.
Figure E.10 shows both the extremal values of compression and expansion,
(−∆amin/a¯)(x) := min
t
{ ∂xU(x, t) } , (E.164)
(∆amax/a¯)(x) := max
t
{ ∂xU(x, t) } , (E.165)
and the time until these extremal values occur,
tmin(x) := min
t
{ −∂xU(x, t) = (−∆amin/a¯)(x) } , (E.166)
tmax(x) := min
t
{ ∂xU(x, t) = (∆amax/a¯)(x) } , (E.167)
as a function of x. Close to the left boundary, there are deviations between numerical and
analytical predictions, but for x & 1 mm agreement is perfect.
In summary, except for small distances x . 1 mm from the left boundary condition that are
comparable to the spatial discretization ∆x = 0.1 mm, the numerical and analytical results agree
very well, validating both our numerical algorithm and our parameter choices for L, ∆x, ∆t.
E.8.4 Elastic modulus dependence of maximal compression and wave velocity at
fixed position x
As a further check of consistency between numerical and analytical solution, we calculate the




and subsequenctly calculate both the maximal compression/expansion, as defined in Eqs. (E.164),









where tmin, tmax are the times elapsed until the extremal compression occurs, c.f. Eqs. (E.166),
(E.167). The results are shown in Fig. E.11. Except for the smallest distance x = 1 mm at small
elastic moduli K2D . 1 mN/m, numerical and analytical results agree very well.
E.8.5 Conclusion
Based on the comparison between numerical and analytical solution carried out in Appen-
dices E.8.3, E.8.4, we conclude that our numerical algorithm works reliably and that our choice
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Figure E.11: Dependence of analytical and numerical solution of the linear fractional wave
equation on the elastic modulus. The parameters given in Appendix E.8.2 are used to calculate
both the analytical and the numerical solution for elastic moduli between K2D = 0.1 mN/m and
K = 1000 mN/m. Using these solutions and Eq. (E.163), first the compression field −Ux is
calculated. From the compression field, extremal values and propagation velocities for positions
x = 1, 5, 10 mm are subsequently calculated using Eqs. (E.164), (E.165), (E.169), (E.170).
These extremal values and velocities are shown here as a function of the elastic modulus K2D.
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of parameters, L = 30 mm, ∆x = 0.1 mm, ∆t = 0.01 ms, is appropriate if we are interested
the displacement field at positions
1 mm ≤ x ≤ 10 mm, (E.171)
for times
1 ms ≤ t ≤ 100 ms, (E.172)
and area moduli
0.1 mN/m ≤ K ≤ 100 mN/m. (E.173)
Thus, the value l/L = 1/3 is appropriate to emulate free boundary conditions at x = 1 cm for
times t ≤ 100 ms.
E.9 Obtaining the numerical boundary condition from
experimental data































fitted U0, Eq. (E.174)
Figure E.12: (a) Experimentally determined intensity as a function of time, as recorded by a
camera focusing on the razor blade during excitation; (b) Zoom in on the region around the first
positive peak in subplot (a), together with fitted function Eq. (E.174).
To model the experimental excitation mechanism as a boundary condition in our simulation,
a DPPC monolayer (without FRET marker) on water at a surface pressure around 5 mN/m is
considered. Details of the experimental setup are given in Refs. [93, 94, 176]. The camera is
focused on the razor blade, and the intensity as a function of time is recorded during an excitation.
The result is shown in Fig. E.12 (a).







− (t− t1)2 /τ2
]
t < t1,
1 t1 ≤ t ≤ t2,
exp
[





E.10 Robustness of nonlinear numerical results with respect to varying elastic modulus and
boundary condition
is fitted to the first positive peak, see Fig. E.12 (b). The resulting fit parameters are τ2 = 5.01 ms2,
t1 = 18.39 ms, t2 = 23.63 ms. To save simulation time, in Chapter 6 we subtract 10 ms from
both t1 and t2.
E.10 Robustness of nonlinear numerical results with respect to
varying elastic modulus and boundary condition
To solve Eq. (6.17) numerically, we need two input functions.
i) A function K2D(a) that describes how the elastic modulus changes as a function of area
per lipid. In Chapter 6 we use a quadratic fit to the experimentally obtained isothermal
elastic modulus, c.f. Appendix E.3. The green dashed line in Fig. E.13 (a) shows a replot
of this quadratic elastic modulus K2D, together with the elastic modulus obtained from
experiment as described in Appendix E.3, and denoted in the following by Kexp2D .
ii) A function U0(t) for the boundary condition at x = 0. We discussed the boundary
condition we use in Chapter 6 in Appendix E.9.
In the present appendix we show the robustness of our nonlinear results with respect to varying
both the elastic modulus function K2D and the boundary condition U0. We do this by evaluating
Eq. (6.17) with ρ2D = 0 for several different elastic modulus functions and boundary conditions,
and calculating the maximal compression at x = 8.4 mm as well as the corresponding wave
velocity, as defined by Eqs. (6.29), (6.30).
The main result from the following discussion is that the qualitative features of our nonlinear
theory, a steep increase in observed compression accompanied by an increase in wave velocity,
are roboust with respect to varying both the elastic modulus function K2D and the boundary
condition U0. However, the details, namely at which driving amplitude Umax0 the steep increase
happens, how steep it is, and the wave velocity, depend on the exact form of both nonlinearity
and boundary condition.
E.10.1 Varying the elastic modulus
First, we consider three different elastic moduli:
i) We consider a quadratic elastic modulus KI2D that is fitted to K
exp
2D (the experimentally
obtained elastic modulus as discussed in Appendix E.3) in the region a > amin, where
amin ≈ 80 A˚2 is the position of the minimum of Kexp2D , with the additional constraint that









2D is shown in Fig. E.13 (b).
ii) ForKII2D, we use the experimentalK
exp
2D directly and extend the elastic modulus as constant
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Figure E.13: Elastic modulus functions considered in Appendix E.10.1. In all subplots, black lines
depict the experimentally obtained isothermal elastic modulus Kexp2D introduced in Appendix E.3,
green dashed lines denote various choices for the elastic modulus, defined as follows. (a) K2D:
The quadratic elastic modulus used in Chapter 6, obtained from fitting a quadratic polynomial to
Kexp2D . (b) K
I
2D: A quadratic polynomial, fitted to the right of the minimum of K
exp
2D at around
amin ≈ 80 A2, with the additional constraint that Kexp2D (amin) = KI2D(amin). (c) KII2D: The
elastic modulus Kexp2D , extended as constant for a < 45 A˚
2 and a > 90 A˚2. (d) KIII2D: The elastic
modulus Kexp2D from Appendix E.3, extrapolated by a second order polynomial for a < 45 A˚
2,
and a second oder polynomial in a−1 without constant term for a > 90 A˚2, c.f. Eq. (E.176). The
extensions are chosen such that KIII2D and its first derivative are continuous.
outside of the region where experimental data is available,
KII2D(a) :=

Kexp2D (aL) a < aL,
Kexp2D (a) aL < a < aR,
Kexp2D (aR) aR < a,
(E.175)
where Kexp2D is the experimental isothermal elastic modulus as discussed in Appendix E.3,
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Figure E.14: Numerical results for area moduli considered in Appendix E.10.1. Numerical
solutions of Eq. (6.17) with ρ2D = 0, using the same boundary condition as in Chapter 6,
are calculated using as nonlinearity the four elastic moduli K2D, KI2D, KII2D, KIII2D introduced
in Appendix E.10.1 and plotted in Fig. E.13. Calculations are carried out for a¯ = 88.4 A˚2.
Using Eqs. (6.28)-(6.30), maximal compression −∆amin/a¯ and wave velocity c are calculated
at x = 8.4 mm and shown in subplots (a)-(c) as function of the driving amplitude Umax0 .
aL = 45 A˚
2 and aR = 90 A˚
2. KII2D is shown in Fig. E.13 (c).
iii) While KII2D extrapolates beyond the experimental data in a very simple way, it is clearly
unphysical. The elastic modulus is expected to diverge as the area per lipid a decreases
(at some point, of course the monolayer is expected to disintegrate if it gets more and
more compressed), while it is expected to approach zero as the area per lipid increases.
Therefore, we also consider
KIII2D(a) :=

KIII,L2D (a) a < aL,
Kexp2D (a) aL < a < aR,
KIII,R2D (a) aR < a,
(E.176)
where again Kexp2D (a) is the experimental isothermal elastic modulus introduced in Ap-
pendix E.3, KIII,L2D is a second order polynomial and K
III,R
2D (a) = a
R
1 a
−1 + aR2 a−2. The
polynomial KIII,L2D and the coefficients a
R
1 , aR2 are chosen such that KIII2D and its first
derivative are continuous at aL = 45 A˚
2, aR = 90 A˚
2. KIII2D is shown in Fig. E.13 (d).
Using the same boundary condition as we use in Chapter 6, c.f. Appendix E.9, and the initial
area per lipid a¯ = 88.4 A˚2, we evaluate Eq. (6.17) for ρ2D = 0, using the area moduliKI2D,KII2D,
KIII2D as nonlinearities. Using Eqs. (6.28)-(6.30), we calculate maximal compression −∆amin/a¯
and wave speed c at a distance x = 8.4 mm from the excitation source (which is at x = 0). Figure
E.14 shows the results, together with the corresponding results obtained from using the quadratic
K2D as in Chapter 6. As the figure shows, all elastic modulus functions yield qualitatively similar
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results. The most notable difference is that the threshold amplitude, i.e., the value of Umax0
at which −∆amin/a¯ increases steeply, is sensitive to the detailed form of the elastic modulus
function, see Fig. E.14 (c). Overall, we can conclude that the main features of our nonlinear
results (a steep increase in observed compression accompanied by an increase in wave velocity)
are robust with respect to varying the elastic modulus.
E.10.2 Different boundary conditions
In Appendix E.9, we fitted a function of the form




− (t− t1)2 /τ2
]
t < t1,
1 t1 ≤ t ≤ t2,
exp
[




to parts of the intensity time series recorded by a camera during excitation of the razor blade, to
obtain the boundary condition we use in Chapter 6. To better gauge the influence of the boundary
condition on the results of the nonlinear theory, in the present appendix we consider several other
boundary conditions, namely:
i) The full recorded intensity time series, c.f. Appendix E.9, rescaled such that the maximal
positive displacement is Umax0 .
ii) Smoothed rectangular functions Eq. (E.177) of different plateau width τp := t2 − t1 and
steepness τ .
iii) Smoothed step functions, obtained by setting t2 =∞ in Eq. (E.177), for several values of
τ .
These boundary conditions are shown in Figs. E.15 (a) and E.16, the corresponding parameter
values are given in Table E.1. For all these boundary conditions, we evaluate Eq. (6.23) at the
equilibrium area per lipid a¯ = 88.4 A˚2. Using Eqs. (6.28)-(6.30), we subsequently calculate
maximal compression−∆amin/a¯ and wave speed c at a distance x = 8.4 mm from the excitation
source (which is at x = 0).
In Fig. E.15 we show the numerical results for using the full recorded intensity profile as
boundary condition. As subplots (c), (d) show, using the recorded intensity profile also yields a
steep increase in compression accompanied by an increase in wave speed. However, as subplot
(b) shows, the driving amplitude Umax0 at which the steep increase occurs is decreased by factor
of about 3.
In Fig. E.16 we show the smoothed rectangular functions and step functions considered, and
in Fig. E.17 we show the corresponding results. Both Figures show that all boundary conditions
produce qualitatively similar results, and in particular produce a steep increase in −∆amin/a¯ at
a threshold driving amplitude, which is accompanied by an increase in wave speed c. The exact
position of this increase, however, depends on the details of the boundary condition.
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In summary, we conclude that the main features of our nonlinear results (a steep increase in
observed compression accompanied by an increase in wave velocity) are also robust with respect
to varying the boundary condition.
































































Experimental FRET intensity as U0 Fitted U0, eq. (S178)
Figure E.15: Numerical results for recorded intensity profile as boundary condition, as discussed
in Appendix E.10.2. (a) Recorded intensity profile together with the fit from Appendix E.9; (b)
The corresponding maximal compression −∆amin/a¯ at a distance x = 8.4 mm, as a function of
driving amplitude Umax0 . As elastic modulus, the quadratic polynomial from Chapter 6 is used
with a¯ = 88.4 A˚2. (c), (d) The corresponding relative maximal compression (−∆amin/a¯)/Umax0
and the wave speed c, obtained using Eqs. (6.28)-(6.30).
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τ 2 = 0.1 ms2
τ 2 = 1 ms2
τ 2 = 5 ms2
τ 2 = 10 ms2
Figure E.16: Different boundary conditions considered in Appendix E.10. All boundary condi-
tions shown here are given by Eq. (E.177), the corresponding parameters can be found in Table
E.1. Plateau widths τp := t2 − t1 are (a) τp = 1 ms, (b) τp = 5 ms, (c) τp = 10 ms, (d) τp =∞.
Results from numerical solutions of the nonlinear fractional wave equation Eq. (6.23) with these
boundary conditions are shown in Fig. E.17.
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Subplot of Fig. E.16 t1 [ms] t2 [ms] τ2 [ms2]
















Table E.1: Parameters for the boundary conditions considered in Appendix E.10.2, c.f. Eq. (E.177)
and Figs. E.16, E.17.
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τp = 5 ms τp = 5 ms τp = 5 ms












































τp = 10 ms τp = 10 ms τp = 10 ms












































τp =∞ τp =∞ τp =∞
τ = 0.1 ms τ = 1 ms τ = 5 ms τ = 10 ms
Figure E.17: Numerical results for different boundary conditions considered in Appendix E.10.
Equation (6.23) is evaluated for each of the boundary conditions shown in Fig. E.16, with elastic
modulus K2D the quadratic polynomial from the main text at a¯ = 88.4 A˚
2. From each solution,
maximal compression −∆amin/a¯ and wave speed c at x = 8.4 mm away from the excitation
source are obtained using Eqs. (6.28)-(6.30). The first row (subplots (a-c)) shows the results
for the boundary conditions shown in Fig. E.16 (a). The second row (subplots (d-f)) shows the
results for the boundary conditions shown in Fig. E.16 (b). The third row (subplots (g-i)) shows
the results for the boundary conditions shown in Fig. E.16 (c). The fourth row (subplots (j-l))
shows the results for the boundary conditions shown in Fig. E.16 (d).
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In biological and other non-isolated systems, an environment is typically coupled to a collec-
tive variable that characterizes the physical process of interest. Therefore, effective models
are necessary for the description of the collective variable, which is also called the reaction
coordinate. If there is no separation of time scales between the dynamics of reaction coordinate
and environment, memory effects are present. This thesis investigates several systems in the
realm of biological physics where memory effects are relevant.
In the first part, we study cyclization kinetics of linear polymers via Langevin simulations
of different backbone models, and phantom as well as self-avoiding collapsed chains. We
find that while details of bonded interactions do not influence the end-to-end distance dynamics
qualitatively, self-avoidance does. All memory kernels for the end-to-end distance and cyclization
times extracted from our simulations are explained by scaling arguments based on Flory theory.
In the second part, we study the mean first-passage time τMFP for barrier crossing for non-
Markovian dynamics using Langevin simulations. For single-exponential memory, we recover
known asymptotic scalings and identify a new parameter regime where memory effects accelerate
barrier crossing. These numerical results are supplemented by a theoretical analysis. We present
a heuristic formula for calculating τMFP and use it to globally characterize the dependence of
the barrier crossing time on the system parameters. For bi-exponential memory, we find that
τMFP can be calculated using the single-exponential heuristic formula with effective parameters,
which are dominated by the shorter of the two memory times. This dominance is corroborated
by an analytical calculation.
In the third part, we consider surface waves. We study linear surface waves on a viscoelastic
medium bounded by a viscoelastic interface, including the effects of gravitation. We investigate
in which parameter regimes the classical Rayleigh, capillary-gravity and Lucassen surface waves
exist and how they are related, and identify an additional wave solution which exists on a pure
air-water interface. We subsequently derive the nonlinear fractional wave equation that governs
compression waves at an elastic interface that is coupled to a viscous bulk medium. The fractional
character of the equation constitutes a memory effect and comes from the frequency-dependent
effective thickness of the bulk layer that is coupled to the interface. The nonlinearity arises from
the dependence of the interface compressibility on the local compression. Numerical solutions
of our theory reproduce experimental key features of surface waves in phospholipid monolayers




In biologischen und anderen nicht isolierten Systemen besteht typischerweise eine Kopplung
zwischen der Umgebung und der Reaktionskoordinate, welche die betrachtete physikalische
Fragestellung charakterisiert. Um diese Kopplung bei der Beschreibung der Reaktionskoordi-
nate zu beru¨cksichtigen sind effektive Modelle notwendig. Falls die Zeitskalen der Dynamik
von Reaktionskoordinate und Umgebung nicht entkoppeln, treten Memoryeffekte auf. In der
vorliegenden Dissertation werden mehrere Systeme aus dem Bereich der biologischen Physik,
fu¨r die Memoryeffekte relevant sind, untersucht.
Im ersten Teil untersuchen wir die Zyklisierung von Polymeren anhand von Langevinsimu-
lationen verschiedener Modelle fu¨r die Hauptkette (Backbone). Dabei betrachten wir sowohl
Phantomketten als auch selbstvermeidenende kollabierte Ketten. Wir finden, dass Details des
Backbone-Modells das dynamische Verhalten des End-zu-End-Abstands nicht qualitativ be-
einflussen, Selbstvermeidung jedoch schon. Sowohl die aus unseren Simulationen berechneten
Memorykernels fu¨r den End-zu-End-Abstand als auch die aus unseren Simulationen berechneten
Zyklisierungszeiten werden durch auf Flory-Theorie basierenden Skalenargumenten erkla¨rt.
Der zweite Teil untersucht die mittlere fu¨r einen Barrierenu¨bergang beno¨tigte Zeit τMFP fu¨r
nicht-Markovsche Dynamik mithilfe von Langevinsimulationen. Fu¨r exponentielles Memory
besta¨tigen wir bekanntes asymptotisches Skalenverhalten und identifizieren einen neuen Parame-
terbereich in dem Memoryeffekte zu einer Beschleunigung des Barrierenu¨bergangs fu¨hren, was
wir durch eine analytische Herleitung erga¨nzen. Mithilfe einer heuristischen Formel charakte-
risieren wir das Verhalten von τMFP als Funktion der Systemparameter. Fu¨r bi-exponentielles
Memory finden wir, dass sich τMFP durch die heuristische Formel fu¨r exponentielles Memory
mit effektiven Parametern berechnen la¨sst. Die effektiven Parameter werden von der ku¨rzeren
der beiden Memoryzeiten dominiert, was wir durch ein analytisches Argument untermauern.
Im dritten Teil bescha¨ftigen wir uns mit Oberfla¨chenwellen. Wir leiten eine Gleichung fu¨r li-
neare Oberfla¨chenwellen auf viskoelastischen Medien mit viskoelastischer Grenzfla¨che unter dem
Einfluss der Gravitationskraft her. Wir veranschaulichen die Beziehungen zwischen den bekann-
ten Rayleigh-, Kapillar-Gravitations-, und Lucassenwellen, und finden eine neue Wellenlo¨sung,
welche an einer reinen Luft-Wasser-Grenzfla¨che existiert. Weiterhin leiten wir eine nichtlineare
Gleichung fu¨r Kompressionswellen in elastischen Grenzfla¨chen auf viskosen Flu¨ssigkeiten her.
Die nichtlinearen Effekte entstammen der Abha¨ngigkeit der Grenzfla¨chenkompressibilita¨t von der
lokalen Kompression. Unsere Gleichung entha¨lt Memoryeffekte, welche die frequenzabha¨ngige
Eindringtiefe der Oberfla¨chenwelle in die Flu¨ssigkeit widerspiegeln. Numerische Lo¨sungen
unserer Theorie reproduzieren die Hauptmerkmale von in Phospholipid-Monolayern an der
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