I. INTRODUCTION
Safety is a hot topic for automotive industries and has gained much concern recently. Developing intelligent vehicle is one of the effective methods to reduce traffic accidents, whose main objective is to increase driver awareness by providing useful information [1] .
One of the most frequent causes of highway accidents is the unintended lane deviation, because of inattention, sleepiness or drowsiness. To avoid such kind of traffic accidents, lane departure warning system (LDWS) is researched worldwide aiming to effectively reduce or avoid the traffic accident. Accurate to detect the lane is an important component of LDWS [2] . The typical vision based lane detection methods can be classified into feature based and model based. Feature based method mainly utilizes some characteristic of the road image, such as gray gradient features, to identify the lane. This method is suitable to most kinds of road shape. When the road image is complex, the algorithm may need much time to complete the edge detection and will reduce the real-time performance of the system. Model based method uses several geometrical elements to describe the lanes, such as parabolic curves, hyperbola and straight lines [3] . This method mainly oriented to structured road with the corresponding road model according to the lane line shape. For example, Yoo et al. [4] presented a piecewise linear model based on Hough transform. Model based method is able to ensure good recognition accuracy, but the recognition effect is poor under complex illumination conditions. 
Then the central angle can be calculated. 
If the real line marking is represented by the straight line AD or AB, the corresponding deviation is 0.25% and 0.07%, respectively. It indicates that the length deviations are less than 0.25%, which is a small value. Therefore, the real lane marking can be substituted by a straight line. To enhance the real-time performance of the lane detection algorithm, the relatively simple linear lane model is utilized.
III. LANE DETECTION
The camera usually mounted on the front windshield or the rear view mirror of a vehicle with a certain pitch angle. The image acquired by the camera is constituted by the sky area and the road area. By regulating the pitch angle of the camera, the sky area can be adjusted to locate in the top half of the image. Whereas, the bottom half of the image can be selected as the region of interest (ROI), which helps to improve the calculation speed.
A. Image Filtering
The improved median filtering method is adopted to reduce noise interferences. A 3x3 filtering window is utilized to progressively scan the ROI. Each pixel is evaluated by judging whether it is the extremum value covered by the filtering window. The pixel is retained to be processed by the normal median filter if the pixel has an extreme value. Otherwise, it will not be processed.
To verify the effect of image filtering algorithm, the salt and pepper noise with a frequency of 0.02 is added to the road image. Then, the road image with noise is processed by the above filtering method. The filtering results are shown in Figure 2 . 
B. Adaptive Image Segmentation
The selection of threshold value is the key issue to fulfill the image segmentation, although it is a difficult issue for most image processing applications. The traditional OTSU algorithm shows better segmentation results for normal illumination conditions [6] . Whereas, when the road images are low contrast images, the effect is not ideal. Therefore, this paper proposes an adaptive image segmentation method based on OTSU algorithm by combining the global threshold determined by OTSU algorithm and the local threshold determined by the local threshold method to segment the road image.
The global threshold T 0 is calculated utilizing the traditional OTSU algorithm firstly. A 3×3 neighborhood window slides through the image to determine the local threshold T mean for each pixel. Then the global and local thresholds are weighted to get the adaptive threshold T for the current pixel, that is
where ω is the weight, which is an empirical value determined according to experiment results. 
C. Edge Detection
Edge is important information for lane detection. Edge detection is to find the mutation points of the gray value in the image. Among common edge operators, Sobel operator shows good performance to eliminate most of the useless information and noise [7] . This paper adopts the Sobel operator to abstract the edges of the lane markings. After image filtering, most of the lane markings in the image are reserved. To better enhance the edges of the left and right lane markings, the Sobel operator templates of 45° and 135° directions, as shown in Figure 4 , are utilized to process the road images after image segmentation. 
D. Lane Detection
Lane detection is the basis for LDWS to realize its warning function. The Hough transform method is the commonly used method for lane detection. Hough transform is able to detect the linear targets in the image space by mapping to the parameter space. The traditional Hough transform can be used to detect all the likely straight lines in the image by processing on the edge detection image. Whereas, the traditional Hough transform has some disadvantages when used for detecting the lane lines. First of all, all the pixels are to be processed in the statistic of the parameter space, which result in the increasement of the calculated amount and time consuming. Furthermore, the existence of a straight lane line in image is to judge whether the local maximum exceeds a certain threshold or not [8] . If the maximum of the accumulator is produced by the false peak distribution effect, it will result in misidentification.
Based on the above disadvantages, an improved Hough transform method is proposed. It can avoid the misidentification of lane line which produced by the false peak distribution, as well as to reduce the running time of the algorithm. The detailed steps are as follows.
(1) The straight line in the image space can be represented in the following parametric format using the Hesse normal form
where  is the distance from the coordinate origin to the closest point of the straight line, and θ is the angle between the y axis and the straight line. The x-y Cartesian coordinate system of the image is shown in Figure 5 , where the origin is the lowest center point of the road image. The image is divided into two parts. Commonly, most parts of the left lane line will fall in the left half of the image, while most parts of the right lane line will fall in the right half of the image. 
where H and W is the image height and width respectively.
3) Quantify the parameter space (ρ, θ) and build a two dimensional accumulator for the left and right image respectively. One dimension of the accumulator is the quantized angle θ and the other dimension is the quantized distance ρ. The step for the angle is 0.5°. For each edge point at (x, y), the Hough transform algorithm determines if there is enough evidence of a straight line at that point. If so, it will accumulate the pair (ρ, θ) of that line, and then look for the accumulator's bin that the parameters may fall in. The value of the bin will increase correspondingly. Therefore, each element of the accumulator has a value equal to the sum of the edge points that may position on the line represented by the pair (ρ, θ). By looking for the local maxima of the accumulator, the parameters for the left and right lane lines can be extracted and converted to parameters of lane lines in the Cartesian coordinate system. 
EXPERIMENT AND DISCUSSION
To verify the effectiveness and efficiency of the proposed lane detection method, several experiments were conducted on real highway scenarios. The driving environment is focused on highway with different illumination conditions. The experiment system is programmed using VS2005. The size of the road image is 320×240 pixels captured by a vehicle mounted camera. The experiments were carried on the following specific illumination conditions: normal light, strong light, weak light, and nighttime condition. Some of the experimental results are shown in Figure 6 . Table 1 . Table 1 shows that the proposed lane detection method can realize a recognition accuracy of 91.5% in nighttime condition, which is improved by 5.7% compared with the traditional Hough transform. Moreover, the average processing time is decreased for all the illumination conditions. The results show that the proposed lane detection method has better anti-disturbance performance and can adapt to different illumination conditions with a higher recognition accuracy. The average processing time for each image is 57.35ms, which is 17 frames per second, which means that the algorithm can meet the real-time requirements for automotive applications.
V. CONCLUSION
The traditional lane detection methods fail to adapt to different illumination conditions, this paper proposes a new lane detection method by enhancing the anti-disturbance ability and recognition accuracy. 1) To segment the image and retain most useful information for lane detection, an adaptive segmentation algorithm based on OTSU is proposed, which combines the global and the local threshold to segment the image.
2) For the time-consuming problem of the traditional Hough, an improved Hough transform method is presented to search the left and right lane areas and limit the range of lane parameters, which can effectively reduce the computation complexity and improve the real-time performance.
3) This proposed method can realize a higher accuracy under different illumination conditions and the algorithm can meet the requirements for automotive applications.
