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In this paper, we study Z×Z-graded Lie algebras A =Li; j∈Z Ai; j with dimAi; j ≤
1 satisfying
(I) dimA±1; 0 = dimA0;±1 = 1, and A is generated by A±1; 0;A0;±1;
(II)
L
i∈Z A0; j ' sl2;
(III) A−1; 0;A1; 0 = 0, and adA±1; 0 act faithfully on
L
j∈Z Aj; 1.
We show that A is necessarily isomorphic to one of the two smallest loop algebras
Ft; t−1 ⊗ sl2 and sˆl
23 with appropriate grading. © 1999 Academic Press
Key Words: loop algebra; Z× Z-graded Lie algebra.
1. INTRODUCTION
This paper completes the study of one of the cases in our paper [OZ2].
Let F be a field of characteristic 0. Denote the set of all integers by Z. As-
sume that A =Li; j∈ZAi; j is a Z× Z-graded Lie algebra with dimAi; j ≤ 1
for each i and j. Let wi; j be chosen such that Ai; j = Fwi; j for all i; j ∈
Z × Z. For any r ∈ Z we define Ar =
L
i∈ZAi; r and A
′
r =
L
i∈ZAr; i. In
[OZ1] we studied the Lie algebra A satisfying A0; 0 = 0. Here we are inter-
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ested in the second case in [OZ2]. Throughout the paper we shall suppose
the following conditions on A:
(I) dimA±1; 0 = dimA0;±1 = 1, andA is generated by w±1; 0, w0;±1;
(II) A′0 ' sl2;
(III) w−1; 0; w1; 0 = 0, and adw±1; 0 act faithfully on A1.
The following are examples of such Lie algebras A which were studied
in [K].
Example 1. The loop Lie algebra sˆl2 x= Ft; t−1 ⊗ sl2 =L
−1≤j≤1
L
i∈Z Fei; j with the brackets
ei; j; ek; l = l − jei+k; j+l; ∀i; k ∈ Z; j; l ∈ 0;±1: 1:1
Example 2. The loop Lie algebra sˆl
23. In M3F
√
2, the algebra
of 3× 3 matrices, let
w0 =
0B@ 1 0 00 0 0
0 0 −1
1CA;
w1 =
√
2
0B@ 0 1 00 0 1
0 0 0
1CA; w−1 = −√2
0B@ 0 0 01 0 0
0 1 0
1CA;
v2 = 4
0B@ 0 0 10 0 0
0 0 0
1CA; v1 = −√2
0B@ 0 −1 00 0 1
0 0 0
1CA;
v0 =
2
3
0B@ 1 0 00 −2 0
0 0 1
1CA; v−1 = −√2
0B@ 0 0 01 0 0
0 −1 0
1CA;
v−2 = 4
0B@ 0 0 00 0 0
1 0 0
1CA:
Then w1; w0; w−1; vi  − 2 ≥ i ≥ 2 form a basis of the split simple Lie
algebra sl3 over F . It is clear that V0 =
L
−1≤i≤1 Fwi is isomorphic to sl2
with
wi;wj = j − iwi+j; ∀i; j ∈ −1; 0; 1; 1:2
that V1 =
L2
i=−2 Fvi is an irreducible module over V0 with
wi; vj = j − 2ivi+j; ∀i ∈ 0;±1; ∀j ∈ 0;±1;±2; 1:3
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and that vi; vj ⊂ Fwi+j . For later use we define ai; j ∈ F , where i; j ∈
0;±1;±2, by
vi; vj = ai; jwi+j : 1:4
It is easy to see that
v0; w1 = 2v2; v0; v1 = 2w1: 1:5
The vector space
sˆl
23 x=M
i∈Z
(
Ft2i ⊗ V0 ⊕ Ft2i+1 ⊗ V1

becomes a Lie algebra with bracket
ti ⊗ u; tj ⊗ v = ti+j ⊗ u; v:
It is not difficult to see that this is a Z× Z-graded Lie algebra with Ft2i ⊗
wj as the 2i; j component for j ∈ 0;±1, Ft2i+1 ⊗ vj as the 2i+ 1; j
component for j ∈ 0;±1;±2, and other components 0.
In Section 2 we collect some useful results and determine the dimensions
of each A′i. In Section 3 we shall prove the following
Theorem 1.1. Suppose that A =Li; j∈ZAi; j is a Z× Z-graded Lie alge-
bra with dimAi; j ≤ 1 for each i and j, and that A satisfies Conditions (I),
(II), and (III). Then A is isomorphic to sˆl2 or sˆl23.
Note that sˆl2 and sˆl23 are graded-simple, but not simple.
2. SOME USEFUL LEMMAS
First we recall some definitions and basic results. Let V =Li∈Z Vi be a
Z-graded vector space over F with dim Vi ≤ 1, and let E±1 be commuting
linear operators on V such that EiVj ⊂ Vi+j for any i ∈ 1;−1 and j ∈ Z.
From Lemma 1.1 in [OZ1] we know that there exists an a ∈ F and vi ∈ Vi
for each i such that E1E−1vi = E−1E1vi = avi for any vi ∈ Vi. We call the
constant a the value of V with respect to E±1. If the value of V with respect
to E±1 is not zero, we call V E±1-nondegenerate.
The following lemma comes from Theorem 1.3 and Lemma 2.4 in [OZ2].
Lemma 2.1. (a) A−1 is nondegenerate with respect to w±1; 0. Further
A−1 and A1 have the same value with respect to w±1; 0;
(b) w0; 0; wi; 0 = 0 for all i ∈ Z;
(c) each A′i is an irreducible A
′
0-module and dimA
′
i ≤ 5.
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It follows from (II) and Lemma 2.1(c) that A is a graded-simple Z-
graded Lie algebra having Z-gradation A =Li∈ZA′i with finite dimensional
homogeneous subspaces. From Mathieu’s result [M] we know that A must
be isomorphic to one of the following Lie algebras: a loop algebra, a Kac–
Moody algebra, the Virasoro algebra, or a Cartan type Lie algebra. We are
left with the problem of determining which of these A might be.
For each k ∈ Z, let rk be such that A′k =
L
−rk≤j≤rk Ak; j and dimA
′
k =
2rk + 1. We normalize all wi; ji; j ∈ Z using the following four steps:
(B1) choose the elements w0;j for all j ∈ 0;±1 such that
w0; i; w0; j = j − iw0; i+jy 2:1
(B2) the elements w±1; 0 are defined so that the relation w1; 0; w−1;0;
w0; 1 = r21w0; 1 is satisfied;
(B3) we normalize the elements wj; 1 for all j ∈ Z such that
w1; 0; wj; 1 = r1wj+1; 1;
(B4) we choose the elements wi; j for all i ∈ Z and j < ri by
w0; 1; wi; j = j − riwi; j+1.
This defines all the elements wi; j for i; j ∈ Z.
From (B4) and the fact that A′i is an irreducible A
′
0-module,
w0; i; wk; j = j − rkiwk; j+i; 2:2
for all k ∈ Z, i ∈ ±1; 0, j ≤ rk. It follows from (I) and Lemma 2.1(b)
that
w0; 0; wi; j = jwi; j; ∀i; j ∈ Z: 2:3
From (B2) and (B3) we see that
w−1; 0; wj; 1 = r1wj−1; 1: 2:4
Lemma 2.2. (a) A0 is an abelian algebra;
(b) rk = r−k for all k ∈ Z;
(c) each wi; 0 acts faithfully on A1.
Proof. (a) We shall use the basis wi; j normalized as above. For any
i ∈ Z we know that wi; j = 0 if j > ri.
Let wk; 0; w0; 1 = akwk; 1 where ak ∈ F . If wk; 0; w1; 0 = 0 (or wk; 0;
w−1; 0 = 0), we repeatedly apply adw1; 0 (or adw−1; 0) to wk;0; w0; 1 =
akwk; 1 and use (B3) to get wk; 0; wi; 1 = akwi+k; 1 for all k ∈ Z.
If part (a) of the lemma is not true, let k ≥ 2 be the largest integer
such that
P
−k+1≤j≤k−1Aj; 0 is an abelian subalgebra. From the above argu-
ment we see that there exist aj ∈ F such that wj; 0; wi; 1 = ajwi+j; 1 for all
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j < k. If w1; 0; wk; 0 = 0 or w−1; 0; wk; 0 = 0, we see that wk; 0; wi; 1 =
akwi+k;1 for all i ∈ Z. If w1; 0; w−k; 0 = 0 or w−1; 0; w−k; 0 = 0, we also
have w−k; 0; wi; 1 = a−kwi−k; 1 for all i ∈ Z. By symmetry we may assume
that w−1; 0; wk; 0 6= 0 or w1; 0; wk; 0 6= 0. From the above argument we
see that
w−1; 0; wk; 0 6= 0; w1; 0; wk; 0 6= 0: 2:5
Claim 1: For any j with j < k, we have
w1; 0; wj;−1 = −r1wj+1;−1; w−1; 0; wj+1;−1 = −r1wj;−1:
Applying adw0; 1 to w1; 0; wj;0 = 0, where j < k, and using (2.2) we
obtain that
0 = −r1w1; 1; wj; 0 − rjw1; 0; wj; 1
= −r1w1; 1; wj; 0 − rjr1wj+1; 1;
to give
wj; 0; w1; 1 = rjwj+1; 1; ∀j < k:
Applying adw0;−1 to the above equation we get
rjwj;−1; w1; 1 = rjrj+1 + 1wj+1; 0; ∀j < k;
i.e.,
wj;−1; w1; 1 = rj+1 + 1wj+1; 0; ∀j < k: 2:6
Suppose that w1; 0; wj;−1 = xwj+1;−1 for j < k, where x ∈ F . Applying
adw0; 1 to it yields
−r1w1; 1; wj;−1 = −xrj+1 + 1wj+1; 0:
Combining this with (2.6) we see that x = −r1. Thus
w1; 0; wj;−1 = −r1wj+1;−1; ∀j < k: 2:7
From Lemma 2.1 and (2.7) it follows that
w−1; 0; wj+1;−1 = −r1wj;−1; ∀j < k: 2:8
This establishes Claim 1.
We have wk−1;−1; w1; 0 6= 0 from Lemma 2.1, and applying adw0; 1 to
it we find that wk−1;−1; w1; 1 6= 0. Suppose that wk; 0 = ywk−1;−1; w1; 1
for some y ∈ F∗ = F\0. Then
w−1; 0; wk; 0 = yw−1; 0; wk−1;−1; w1; 1
= −yr1wk−2;−1; w1; 1 + yr1wk−1;−1; w0; 1
= −ywk−2;−1; w1; 0; w0; 1 + yr1wk−1;−1; w0; 1
= −ywk−2;−1; w1; 0; w0; 1 + yr1wk−1;−1; w0; 1
= −yr1wk−1;−1; w0; 1 + yr1wk−1;−1; w0; 1 = 0;
which contradicts our hypothesis on wk;0. Therefore (a) must be true.
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(b) Applying adw0; 1 to wk; 0; w−k; 0 = 0 we obtain that
0 = w0; 1; wk;0; w−k;0 + wk;0; w0; 1; w−k;0
= −rkwk; 1; w−k; 0 − r−kwk; 0; w−k; 1;
to give
rkwk; 1; w−k; 0 + r−kwk; 0; w−k; 1 = 0: 2:9
Applying adw0;−1 to wk;1; w−k;1 = 0 we get
0 = w0;−1; wk; 1; w−k; 1 + wk; 1; w0;−1; w−k; 1
= 1+ rkwk; 0; w−k; 1 + 1+ r−kwk; 1; w−k; 0:
2:10
Combining (2.9) and (2.10) gives rk = r−k for all k ∈ Z, which is (b).
(c) Since wi; 0; w0; 1 6= 0 for all i ∈ Z, by using (a) and repeatedly
applying adw±1; 0 to the above equation we deduce that wi; 0; wj; 1 6= 0
for all i; j ∈ Z. This establishes (c).
Lemma 2.3. (a) If r1 = 1 then rk = 1 for all k ∈ Z.
(b) If r1 = 2 then r2k = 1 and r2k+1 = 2 for all k ∈ Z.
Proof. (a) Suppose to the contrary that k > 1 is the smallest positive
integer such that rk = 2 (if rk = 1 for all k > 1, replace k by −k). Since
w−1; 1; wk; 1 = 0, applying adw0;−1 to it and using (2.1) we obtain
2w−1; 0; wk; 1 + 3w−1; 1; wk; 0 = 0: 2:11
Applying adw0; 1 to w−1; 0; wk; 0 = 0 and using (2.1) we get
w−1; 1; wk; 0 + 2w−1; 0; wk; 1 = 0: 2:12
Combining the above two equations yields w−1; 1; wk; 0 = w−1; 0; wk; 1 =
0, which contradicts Lemma 2.2(c). This establishes part (a).
(b) For some k ≥ 1 suppose rk = rk+1 = 2. If w−k; 1; wk+1; 1 =
aw1; 2 6= 0, applying adw0;−1 to this and using (2.1) we get
4aw1; 1 = w0;−1; w−k; 1; wk+1; 1 + w−k; 1; w0;−1; wk+1; 1
= 3w−k; 0; wk+1; 1 + 3w−k; 1; wk+1; 0:
2:13
Applying adw0; 1 to w−k; 0; wk+1; 0 = 0, we get
0 = w0; 1; w−k; 0; wk+1; 0 + w−k; 0; w0; 1; wk+1; 0
= 2w−k; 1; wk+1; 0 + 2w−k; 0; wk+1; 1:
2:14
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Combining (2.13) and (2.14) gives 4aw1;1 = 0, a contradiction. Thus we
must have
w−k; 1; wk+1; 1 = 0: 2:15
Applying adw0;−1 to w−k; 2; wk+1; 1 = 0, and using (2.15), we deduce
that w−k; 2; wk+1; 0 = 0. Using (2.15) again, we get
0 = w−k; 2; wk+1; 0 = w0; 1; w−k; 1; wk+1; 0
= w0; 1; w−k; 1; wk+1; 0:
But we know that w0; 1; w−k; 1; wk+1; 0 6= 0. This contradiction establishes
Claim 1: Either rk 6= 2 or rk+1 6= 2 for all k ∈ Z.
For some k ∈ Z suppose rk = rk+1 = 1. Without loss of generality
we may assume that k > 1. We know that w−1; 1; wk+1; 1 = 0 and that
w−1; 0; wk+1; 0 = 0. Applying adw0;−1 and adw0; 1 respectively to the
above equations, we deduce that
3w−1; 0; wk+1; 1 + 2w−1; 1; wk+1; 0 = 0;
−2w−1; 0; wk+1; 1 − w−1; 1; wk+1; 0 = 0:
Hence w−1; 0; wk+1; 1 = 0, which contradicts Lemma 2.2(c). Thus either
rk 6= 1 or rk+1 6= 1. Combining this with Claim 1 we see that rk 6= rk+1 for
all k ∈ Z. Therefore (b) is proved.
3. PROOF OF THEOREM 1.1
In view of Lemma 3.4, we shall divide the proof into two cases.
Case 1: Suppose that rk = 1 for all k ∈ Z. In this case we shall show
that A ' sˆl2. From Lemma 3.4 we know that wi; j = 0 for i; j ∈ Z with
j > 1, and wi; j 6= 0 for i; j ∈ Z with j ≤ 1. We normalize all wi; ji ∈
Z; j ∈ 0;±1 using the following four steps:
(B1) the elements w0; j for j ∈ 0;±1 are normalized to satisfy
w0; i; w0; j = j − iw0; i+j;
(B2) we choose the elements w±1; 0 so that w1; 0; w−1; 0; w0; 1 =
w0; 1;
(B3) we normalize the elements wj; 1 for all j ∈ Z such that
w1; 0; wj; 1 = wj+1; 1;
(B4) we choose the elements wi; j for all nonzero i ∈ Z and j ∈
0;−1 by wi; j; w0; 1 = 1− jwi; j+1.
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This defines all of the elements wi; j for i; j ∈ Z.
It follows from Lemmas 3.2(a) and 3.4(a) that
wi; 0; wj; 0 = wi; 1; wj; 1 = wi;−1; wj;−1 = 0; ∀i; j ∈ Z: 3:1
From (B2) we see that the value of A1 with respect to w±1; 0 is 1, i.e.,
w1; 0; w−1; 0; wi; 1 = wi;1 for all i ∈ Z. This combined with (III) and (B3)
gives
w−1; 0; wj; 1 = wj−1; 1; ∀i ∈ Z: 3:2
Since A′i is an irreducible A
′
0-module, By (B4) we deduce that
wi; j; w0; k = k− jwi; j+k; ∀i ∈ Z; j; k ∈ 0;±1: 3:3
In order to show A ' sˆl2, by (1.1) we need to prove that
wi; j; wk; l = l − jwi+k; j+l; ∀i; k ∈ Z; j; l ∈ 0;±1: 3:4
Claim 1: For any fixed i; k ∈ Z, if wi; 0; wk; 1 = wi+k; 1, then
wi; j; wk; l = l − jwi+k; j+l; ∀j; l ∈ 0;±1: 3:5
Applying adw0;−1 to wi; 0; wk; 1 = wi+k; 1, and using (3.1) and (3.3) we
get
wi;−1; wk; 1 = 2wi+k; 0: 3:6
Then applying adw0;−1 to (3.6), we deduce that
wi;−1; wk; 0 = wi+k;−1: 3:7
If we apply adw0;±1 to wi; 0; wk; 0= 0 respectively, and use wi; 0; wk; 1=
wi+k; 1 and (3.7), we obtain
wi; 1; wk; 0 = −wi+k; 0; wi; 0; wk;−1 = −wi+k;−1: 3:8
Then adw0; 1 applied to the second equation of (3.8) gives
wi; 1; wk;−1 = −2wi+k; 0: 3:9
Combining (3.1) and (3.6)–(3.9) yields Claim 1.
Now we are ready, using induction on the positive integer n, to establish
Statement En. For −1 ≤ i; k ≤ n with −1 ≤ i + k ≤ n, and for j; l ∈
0;±1, we have
wi; j; wk; l = l − jwi+k; j+l: 3:10
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Since (3.2) gives w−1; 0; w1; 1 = w0; 1, by Claim 1 we see that (3.10)
holds for i = −1, k = 1. Combining this with (3.3) we get E1. We assume
that En holds for some n ≥ 1, and we will establish En+ 1. (B3) gives
w1; 0; wn; 1 = wn+1; 1. By Claim 1 we deduce that
w1; j; wn; l = l − jwn+1; j+l; ∀i; k ∈ 0;±1: 3:11
Since (3.2) gives w−1; 0; wn+1; 1 = wn; 1, Claim 1 yields
w−1; j; wn+1; l = l − jwn; j+l; ∀i; k ∈ 0;±1: 3:12
If n = 1, we have shown En+ 1. We may suppose then that n ≥ 2. For
each i with 1 ≤ i ≤ n, by En we know that wi; 0; wn−i; 1 = wn; 1. Applying
adw1; 0 to it, and using (3.1) and (3.3), we obtain wi; 0; wn+1−i; 1 = wn+1; 1.
It follows from Claim 1 that
wi; j; wn+1−i; l = l − jwn+1; j+l; ∀j; l ∈ 0;±1: 3:13
Thus En+ 1 follows from (3.3), (3.11)–(3.13), and En.
Again using induction on the positive integer n, we shall establish
Statement Cn. For i; k ≥ −n with i+ k ≥ −n, j; l ∈ 0;±1, we have
wi; j; wk; l = l − jwi+k; j+l:
From Statement E we know that C1 holds. We assume that Cn holds
for some n ≥ 1, and we will establish Cn+ 1. For any i with 0 ≥ i ≥ −n,
Cn gives wi; 0; w−n−i; 1 = w−n; 1. Applying adw−1; 0 to this, and using
(3.1) and (3.2), we obtain wi; 0; w−n−1−i; 1 = w−n−1; 1. Claim 1 gives
wi; j; w−n−1−i; l = l − jw−n−1; j+l; ∀j; l ∈ 0;±1; 0 ≥ i ≥ −n:
3:14
Cn gives w−n; 1; wi; 0 = −wi−n; 1 for i > 0. Applying adw−1; 0 to this
gives w−n−1; 1; wi; 0 = −wi−n−1; 1 for i > 0. Combining this with Claim 1
we have
wi; j; w−n−1; l = l − jwi−n−1; j+l; ∀j; l ∈ 0;±1; i ≥ 0:
The above formula, (3.14), and Cn yield Cn+ 1.
From Statement C, we know that (3.4) holds. Thus A ' sˆl2.
Case 2: Suppose that r2k = 1 and r2k+1 = 2 for all k ∈ Z. In this case
we shall show that A ' sˆl23. For simplicity we donote
P = 2i; j  i; j ∈ Z with j ≤ 1 ∪ 2i+ 1; j  i; j ∈ Z with j ≤ 2:
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From Lemma 3.4(b) we know that w2i; j 6= 0 if and only if i; j ∈ P . We
normalize all wi; j  i; j ∈ P using the following four steps:
(B1′) the elements w0; j for all j ∈ 0;±1 are normalized to give
w0; i; w0; j = j − iw0; i+j;
(B2′) we choose the elements w±1; 0 so that w1; 0; w−1; 0; w0; 1 =
4w0; 1;
(B3′) we normalize the elements wj; 1 for all j ∈ Z such that
w1; 0; wj; 1 = 2wj+1; 1;
(B4′) we define the elements wi; j for all i; j ∈ P , by wi; j; w0; 1 =
1− jwi; j+1 if i is even, or by wi; j; w0; 1 = 2 − jwi; j+1 if i is odd.
Thus all elements wi; j for i; j ∈ P have been uniquely defined. Note
that (B4′) is compatible with (B1′) and (B3′), although there are some
repetitions.
It follows from Lemmas 3.2(a) and 3.4(b) that
wi; 0; wj; 0 = 0; 3:15
wi;1; wj; 1 = wi;−1; wj;−1 = 0; ∀i; j ∈ Z with i+ j ∈ 2Z: 3:16
From (B2′) we see that the value of A1 with respect to w±1; 0 is 4, i.e.,
w1; 0; w−1; 0; wi; 1 = 4wi; 1 for all i ∈ Z. This combined with (III), (B2′),
and (B3′) gives
w−1; 0; wj; 1 = 2wj−1; 1; ∀i ∈ Z: 3:17
Since A′i is an irreducible A
′
0-module, by (B4’) we deduce that
wi; j; w0; k = k− jwi; j+k; ∀i ∈ 2Z; j; k ∈ 0;±1; 3:18
w0; k; wi; j = 2k− jwi; j+k; ∀i ∈ 2Z+ 1; j < 2; k < 3: 3:19
To show A ' sˆl23, we see from Example 2 that we need to establish
wi; j; wk; l = l − jwi+k; j+l; ∀j; l ∈ 0;±1 3:20
for i; k ∈ 2Z,
wi; j; wk; l = 2l − jwi+k; j+l; ∀j < 2; l < 3 3:21
for i ∈ 2Z+ 1; k ∈ 2Z, and
wi; j; wk; l = aj; lwi+k; j+l; ∀j < 3; l < 3 3:22
for i; k ∈ 2Z+ 1, where aj; l is defined in Example 2.
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Claim 2: For any fixed i; k ∈ 2Z, if wi; 0; wk; 1 = wi+k; 1, then
wi; j; wk; l = l − jwi+k; j+l; ∀j; l ∈ 0;±1:
The proof of this claim is exactly the same as the proof of Claim 1.
Claim 3: For any fixed i; k ∈ 2Z+ 1, if wi; 0; wk; 1 = 2wi+k; 1, then
wi; j; wk; l = aj; lwi+k; j+l; ∀j; l ∈ 0;±1;±2:
Suppose that bj; l ∈ F for j; l ∈ 0;±1;±2 are defined by
wi; j; wk; l = bj; lwi+k; j+l; ∀j; l ∈ 0;±1;±2:
To get Claim 3, we need to show that bj; l = aj; l for j; l ∈ 0;±1;±2. By
Lemmas 3.4(b) and 3.2(a) we know that
b0; 0 = a0; 0 = 0; and bj; l = aj; l = 0 if j + l > 1: 3:23
By hypothesis we see that
b0; 1 = a0; 1 = 2: 3:24
From Example 2 by applying adwp to vj; vl = aj; lwl+j , we obtain
j + l − 2paj; lwj+l+p = j − 2pvj+p; vl + l − 2pvj; vl+p
= j − 2paj+p; l + l − 2paj; l+pwj+l+p:
Thus we deduce that
j + l − 2paj; l = j − 2paj+p; l + l − 2paj; l+p
for all j < 3, l < 3, p < 2 with j + l + p < 2. By setting p = ±1 we
obtain
j + l + 2aj; l = j + 2aj−1; l + l + 2aj; l−1 3:25
for all j < 3, l < 3 with j + l − 1 < 2,
j + l − 2aj; l = j − 2aj+1;l + l − 2aj; l+1 3:26
for all j < 3, l < 3 with j + l + 1 < 2. Similarly for bj; l we also have
j + l + 2bj; l = j + 2bj−1; l + l + 2bj; l−1 3:25′
for all j < 3, l < 3 with j + l − 1 < 2,
j + l − 2bj; l = j − 2bj+1;l + l − 2bj; l+1 3:26′
for all j < 3, l < 3 with j + l + 1 < 2.
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It is clear that bj; l = aj; l is a solution to Eqs. (3.25′) and (3.26′). So we
need to show that other bj; l which are not mentioned in (3.23) and (3.24)
can uniquely be determined by those in (3.23) and (3.24). Next we shall
demonstrate that each bj; l is completely determined by some other bj; l
which have been already determined.
Setting j = l = 0 in (3.26′) yields that b1; 0 = −b0; 1 is uniquely deter-
mined by b0; 1. Then b1; 0 determines b1;−1 by setting j = 1 and l = 0 in
(3.25′). Also j = 0 and l = 1 in (3.25′) gives that b−1;1 is determined by b0; 1.
If we set j = 1 and l = −1 in (3.26′) we get that b2;−1 is determined by b1; 0
and b1;−1. Then we get a unique value for b−1; 2 by choosing j = −1 and
l = 1 in (3.26′) and noting that the values of b0; 1 and b−1;1 have been es-
tablished. Similarly the uniqueness of the value of b2;−2 comes from (3.25′)
with j = 2 and l = −1 using the fact that b2;−1 and b1;−1 are known. And
setting j = −1 and l = 2 in (3.25′) shows that b−2; 2 is uniquely determined
by b−1; 2 and b−1; 1. To obtain b1;−2 we use (3.25′) with j = 2 and l = −2
and the fact that b2;−2 has been already determined. In the same way, b−2;1
comes from (3.25′) with the substitution j = −2 and l = 2 and the value of
b−2;2. Also setting j = 1 and l = −1 in (3.25′) shows that b0;−1 is uniquely
determined by b1;−2 and b1;−1. Finally, the unique determination of b−1; 0
comes from (3.25′) with j = −1 and l = 1 using the values of b−1; 1 and
b−2; 1.
Thus we have uniquely determined all bj; l for all j; l ∈ 0;±1;±2 with
j + l ≤ 1, so that bj; l = aj; l for all j; l ∈ 0;±1;±2. Thus Claim 3 has
been shown.
Claim 4: For any fixed i ∈ 2Z + 1 and any k ∈ 2Z, if wi; 0; wk; 1 =
2wi+k; 1 (or wi; 1; wk; 0 = wi+k;1), then
wi; j; wk; l = 2l − jwi+k; j+l; ∀j ∈ 0;±1;±2; l ∈ 0;±1:
If wi; 1; wk; 0 = wi+k; 1, applying adw0; 1 to wi; 0; wk; 0 = 0, we also
get wi; 0; wk; 1 = 2wi+k; 1.
Applying adw0; 1 to wi; 0; wk; 1 = 2wi+k; 1, and using (3.18) and (3.19)
we deduce that
wi; 1; wk; 1 = wi+k; 1: 3:27
If we apply adw0;−1 to wi; 2; wk; 1 = 0 and use (3.27), we obtain
wi; 2; wk; 0 = −2wi+k; 2: 3:28
Also, applying adw0; 1 to wi; 0; wk; 0 = 0, and using the hypothesis, we
get
wi; 1; wk; 0 = wi+k; 1: 3:29
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Next if we apply adw0;−1 to (3.28), and use (3.29), we find that
wi; 2; wk;−1 = −4wi+k; 1: 3:30
Repeatedly applying adw0;−1 to (3.30), we deduce that
wi; 1; wk;−1 = −3wi+k; 0; 3:31
wi; 0; wk;−1 = −2wi+k; 0; 3:32
wi;−1; wk;−1 = −wi+k; 0: 3:33
On the other hand, applying adw0;−1 to wi; 0; wk; 0 = 0, and using (3.32)
we get
wi;−1; wk; 0 = wi+k;−1: 3:34
Then applying adw0;−1 to (3.34), and using (3.31), we deduce that
wi;−2; wk; 0 = 2wi+k;−2: 3:35
If we apply adw0; 1 to (3.35), and use (3.34), we obtain
wi;−2; wk; 1 = 4wi+k;−1: 3:36
Finally, applying adw0; 1 to (3.36), we get
wi;−1; wk; 1 = 3wi+k;−1: 3:37
We have verified all the cases of Claim 4.
We are now ready, using induction on the positive integer n, to establish
Statement E′n. For −1 ≤ i; k ≤ n with −1 ≤ i + k ≤ n, and for j; l ∈
0;±1;±2, formulas (3.20), (3.21), and (3.22) hold.
Since (3.17) gives w−1;0; w1;1 = 2w0; 1, by Claim 3 we see that (3.22)
holds for i = −1, k = 1. Combining this with (3.19) we get E′1. We
assume that E′n holds for some n ≥ 1, and we will establish E′n + 1.
(B3′) gives w1; 0; wn;1 = 2wn+1; 1. By Claims 3 and 4 we deduce that
w1; j; wn; l = aj; lwn+1; j+l; ∀j; l < 3; 3:38
if n is odd, and that
w1; j; wn; l = 2l − jwn+1; j+l; ∀j < 3; l < 2; 3:39
if n is even. Since (3.17) gives w−1; 0; wn+1; 1 = 2wn; 1, Claims 3 and 4 yield
w−1; j; wn+1; l = aj; lwn; j+l; ∀j; l < 3; 3:40
if n is even, and that
w−1; j; wn+1; l = 2l − jwn; j+l; ∀j < 3; l < 2; 3:41
if n is odd.
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If n = 1, we already have E′n+ 1. Then suppose that n ≥ 2. For each
i with 1 < i < n, we shall evaluate the bracket wi; j; wn+1−i; l in two sub-
cases.
Subcase 1: Suppose i is even. By E′n we know that wi; 0; wn−i; 1 =
wn; 1. Applying adw1; 0 to it, and using (B3′), we obtain wi; 0; wn+1−i; 1 =
wn+1; 1. It follows from Claims 2 and 4 that
wi; j; wn+1−i; l = l − jwn+1; j+l; ∀j; l ∈ 0;±1; 3:42
if n is odd, and
wi; j; wn+1−i; l = l − 2jwn+1; j+l; ∀j < 2; l < 3; 3:43
if n is even.
Subcase 2: Suppose i is odd. By E′n we know that wi; 0; wn−i; 1 =
2wn; 1. Applying adw1; 0 to it, and using (B3), we obtain that wi; 0;
wn+1−i; 1 = 2wn+1; 1. It follows from Claims 3 and 4 that
wi; j; wn+1−i; l = aj; lwn+1; j+l; ∀j; l < 3; 3:44
if n is odd, and
wi; j; wn+1−i; l = 2l − jwn+1; j+l; ∀j < 3; l < 2; 3:45
if n is even.
Thus E′n + 1 follows from the above argument, (3.18), (3.38)–(3.45),
and E′n.
We are now ready, using induction on the positive integer n, to establish
Statement C ′n. For i; k ≥ −n with i + k ≥ −n, j; l ∈ 0;±1;±2, we
have (3.20), (3.21), and (3.22)
From Statement E′ we know that C ′1 holds. We assume that C ′n
holds for some n ≥ 1, and we will establish C ′n + 1. For any i with 0 ≥
i ≥ −n, we shall figure out the bracket wi; j; w−n−1−i; l in two subcases.
Subcase 1: Suppose i is even. By C ′n we know that wi; 0; w−n−i; 1 =
w−n; 1. Applying adw−1; 0 to it, and using (3.17), we obtain wi; 0;
w−n−1−i; 1 = w−n−1; 1. It follows from Claims 2 and 4 that
wi; j; w−n−1−i; l = l − jw−n−1; j+l; ∀j; l ∈ 0;±1; 3:46
if n is odd, and
wi; j; w−n−1−i; l = l − 2jw−n−1; j+l; ∀j < 2; l < 3; 3:47
if n is even.
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Subcase 2: Suppose i is odd. By C ′n we know that wi; 0; w−n−i; 1 =
2w−n; 1. Applying adw−1; 0 to it, and using (3.17), we obtain that
wi; 0; w−n−1−i; 1 = 2w−n−1; 1. It follows from Claims 3 and 4 that
wi; j; w−n−1−i; l = aj; lw−n−1; j+l; ∀j; l < 3; 3:48
if n is odd, and
wi; j; w−n−1−i; l = 2l − jw−n−1; j+l; ∀j; l ∈ 0;±1; 3:49
if n is even.
Next suppose that i > 0. C ′n gives
w−n; 1; wi; 0 =

wi−n; 1 if i is even
2wi−n; 1 if i is odd:
Applying adw−1; 0 to it gives
w−n−1; 1; wi; 0 =

wi−n−1; 1 if i is even
2wi−n−1; 1 if i is odd:
Combining this with Claims 2–4 we see that w−n−1; j; wk; l = cj; lwk−n−1; j+l
for some constants cj; l, which coincide with (3.20), (3.21), and (3.22).
So the last paragraph, (3.46)–(3.49), and C ′n yield C ′n+ 1.
From Statement C ′, we see that A ' sˆl23. This completes the proof
of Theorem 1.1.
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