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Let λKn denote the complete graph of order n and multiplicity λ.
We prove Tarsi’s conjecture [M. Tarsi, Decomposition of a complete
multigraph into simple paths: Nonbalanced handcuffed designs,
J. Combin. Theory Ser. A 34 (1983) 60–70] that for any positive
integers n, λ and t, and any sequence m1,m2, . . . ,mt of positive
integers, it is possible to pack t pairwise edge-disjoint paths of
lengths m1,m2, . . . ,mt in λKn if and only if mi  n − 1 for i =
1,2, . . . , t and m1 +m2 + · · · +mt  λ n(n−1)2 .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In 1983 Tarsi [19] conjectured that the obvious necessary conditions for packing pairwise edge-
disjoint paths of arbitrary speciﬁed lengths in complete graphs were also suﬃcient. This paper settles
Tarsi’s conjecture in the aﬃrmative, see Theorem 9.
The complete graph of order n and multiplicity λ is denoted by λKn . Let M = m1,m2, . . . ,mt
be a sequence of (not necessarily distinct) positive integers. An (M)-path packing of λKn is a set
P = {G1,G2, . . . ,Gt} such that Gi is a (simple) path of length mi in λKn for i = 1,2, . . . , t , and such
that Gi and G j are edge-disjoint for 1 i < j  t (so a pair of distinct vertices can be adjacent in Gi
for at most λ values of i). The leave L of an (M)-path packing of λKn is the graph with vertex set
V (L) = V (λKn) and edge set E(L) = E(λKn)\ (E(G1)∪ E(G2)∪· · ·∪ E(Gt)). An (M)-path decomposition
of λKn is an (M)-path packing of λKn with an empty leave.
If M =m1,m2, . . . ,mt is a sequence of positive integers and there exists an (M)-path decomposi-
tion of λKn , then clearly 1 mi  n − 1 for i = 1,2, . . . , t and m1 +m2 + · · · +mt = λn(n−1)2 . Tarsi’s
conjecture states that these two obvious necessary conditions are suﬃcient for the existence of an
(M)-path decomposition of λKn . Tarsi [19] proves his conjecture for the case n is odd and for the
case λ is even, in both cases with the added restriction that the maximum path length in M is at
most n − 3. He also proves his conjecture for the special case where the paths are of uniform length.
E-mail address: db@maths.uq.edu.au.0095-8956/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
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to the late 1800s [18]. A recent article [3] describes the Walecki construction and its uses, including
its application to path decompositions of complete graphs. Other than the current paper, there has
been no progress on Tarsi’s conjecture since his paper appeared in 1983.
Earlier results on path decompositions of complete graphs focused on the case where the paths
were of uniform length, and often on decompositions with the additional property that each vertex
occurs in the same number of paths, see [14–17]. The problem of decomposing complete graphs
into paths is ﬁrst mentioned in [11]. The article [13] is a survey on path decompositions, whilst [1]
and [6] are surveys on decompositions of complete graphs generally. A cycle decomposition analogue
of Tarsi’s path decomposition conjecture was made by Alspach [2] in 1981 and remains unsolved, see
[5,7,8]. Path decompositions of complete bipartite graphs have been studied extensively, see [10] and
the references therein. Thomassen’s article [21] concerns path decompositions of highly connected
graphs and contains additional references on path decompositions.
2. Edge switching in path packings
The main technique used in this paper involves rearranging the paths in a given path packing
of Kn to produce a new path packing with a different leave. The goal is to produce a leave which
can be decomposed into paths of desired lengths, and hence eventually to produce any desired path
decomposition of Kn . Thus, Tarsi’s conjecture is resolved for the case λ = 1, and this leads easily to a
resolution for all λ > 1 (see the proof of Theorem 9).
The above-mentioned rearrangements are achieved by adapting a technique which has been re-
cently developed for cycle packings [8]. The idea of rearranging the cycles within an existing packing
was originally used in [4] for cycles of length 3, and was generalised to cycles of arbitrary lengths
in [9]. In [7] and [8], advances on Alspach’s cycle decomposition problem have been made based on
the idea. The following lemma represents the adaptation of the basic idea from [9] to path pack-
ings.
The neighbourhood of a vertex x in a graph G is denoted by NbdG(x). Given an (M)-path pack-
ing P of Kn and distinct vertices α and β of Kn , we deﬁne N(P,α,β) = (NbdL(α) ∪ NbdL(β)) \
((NbdL(α) ∩NbdL(β)) ∪ {α,β}).
Lemma 1. Let n be a positive integer, let M be a sequence of integers for which there exists an (M)-path
packing P of Kn, let L be the leave of P , and let α and β be distinct vertices of L. Then there exists an involution
f of the set N = N(P,α,β) such that for each x ∈ N, there exists an (M)-path packing of Kn with leave L′
which differs from L only in that each of the edges αx, α f (x), βx and β f (x) is an edge of L′ if and only if it is
not an edge of L.
Proof. Let P be an (M)-path packing of Kn , let L be its leave, and construct an edge-coloured multi-
graph Gα,β as follows. The vertex set of Gα,β is V (Gα,β) = V (Kn)∪ J where J is a set of new vertices
disjoint from V (Kn) that is determined by the following construction.
• For each path P ∈ P such that α is an internal vertex of P and β /∈ V (P ), a red edge joining the
two neighbours of α in P is added to E(Gα,β).
• For each path P ∈ P such that β is an internal vertex of P and α /∈ V (P ), a blue edge joining the
two neighbours of β in P is added to E(Gα,β).
• For each path P ∈ P such that α is an endvertex of P and β /∈ V (P ), a new vertex j is added to
J and a red edge joining j to the neighbour of α in P is added to E(Gα,β).
• For each path P ∈ P such that β is an endvertex of P and α /∈ V (P ), a new vertex j is added to
J and a blue edge joining j to the neighbour of β in P is added to E(Gα,β).
• If there is a path P ∈ P such that αβ ∈ E(P ) and neither α nor β is an endvertex of P , say
P = . . . ,u,α,β, v, . . . , then a new vertex j is added to J , a red edge ju is added to E(Gα,β), and
a blue edge jv is added to E(Gα,β).
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of P , say P = α,β, v, . . . , then a new vertex j is added to J and a blue edge jv is added to
E(Gα,β).
• If there is a path P ∈ P such that αβ ∈ E(P ), β is an endvertex of P , and α is not an endvertex
of P , say P = β,α, v, . . . , then a new vertex j is added to J and a red edge jv is added to
E(Gα,β).
• For each path P ∈ P such that α,β ∈ V (P ), αβ /∈ E(P ), and neither α nor β is an endvertex
of P , say P = . . . ,u1,α,u2, . . . , v2, β, v1, . . . , two new vertices j1 and j2 are added to J , two
red edges j1u1 and j2u2 are added to E(Gα,β), and two blue edges j1v1 and j2v2 are added to
E(Gα,β) (if u2 = v2 then an edge of multiplicity 2 results).
• For each path P ∈ P such that α,β ∈ V (P ), αβ /∈ E(P ), α is an endvertex of P , and β is not an
endvertex of P , say P = α,u, . . . , v1, β, v2, . . . , two new vertices j1 and j2 are added to J , a red
edge j1u is added to E(Gα,β), and two blue edges j1v1 and j2v2 are added to E(Gα,β) (if u = v1
then an edge of multiplicity 2 results).
• For each path P ∈ P such that α,β ∈ V (P ), αβ /∈ E(P ), β is an endvertex of P , and α is not an
endvertex of P , say P = β, v, . . . ,u1,α,u2, . . . , two new vertices j1 and j2 are added to J , a blue
edge j1v is added to E(Gα,β), and two red edges j1u1 and j2u2 are added to E(Gα,β) (if v = u1
then an edge of multiplicity 2 results).
• For each path P ∈ P of length at least 2 such that α and β are both endvertices of P ,
say P = α,u, . . . , v, β , a new vertex j is added to J , a red edge ju is added to E(Gα,β),
and a blue edge jv is added to E(Gα,β) (if u = v then an edge of multiplicity 2 re-
sults).
By construction, each vertex of Gα,β is incident with either zero or one red edges and with ei-
ther zero or one blue edges. Moreover, the vertices of Kn that are incident in Gα,β with a red edge
are exactly those in V (Kn) \ (NbdL(α) ∪ {α,β}), the vertices of Kn that are incident in Gα,β with a
blue edge are exactly those in V (Kn) \ (NbdL(β) ∪ {α,β}). So each component of Gα,β is either an
alternating red-blue path (this includes trivial paths consisting of an isolated vertex) or an alternating
red-blue cycle (of even length).
Let P1, P2, . . . , Pk be the non-trivial alternating red-blue paths in Gα,β , and for i = 1,2, . . . ,k, let
xi and yi be the endvertices of Pi . Note that {x1, x2, . . . , xk, y1, y2, . . . , yk} ∩ V (Kn) = N . Deﬁne the
involution f on N by
• f (xi) = yi and f (yi) = xi if xi, yi ∈ N;
• f (xi) = xi if xi ∈ N and yi /∈ N; and
• f (yi) = yi if xi /∈ N and yi ∈ N .
It remains to show that for each x ∈ N , there exists an (M)-path packing of Kn with the required
leave. Let x ∈ N and let a1,a2, . . . ,ar be the non-trivial alternating red-blue path in Gα,β with a1 = x
(so r  2). Then exactly one of the edges a1α and a1β is in E(L), and if ar ∈ V (Kn) then exactly one
of the edges arα and arβ is in E(L). Also, for 2 i  r−1, if ai ∈ V (Kn) then neither edge αai nor βai
is in E(L). Moreover, a1a2 is blue if a1α ∈ E(L), a1a2 is red if a1β ∈ E(L), ar−1ar is blue if ar ∈ V (Kn)
and arα ∈ E(L), and ar−1ar is red if ar ∈ V (Kn) and arβ ∈ E(L). We now modify the paths of P in the
following manner to obtain P ′; the new (M)-path packing of Kn with the required leave.
• If a1α ∈ E(L), then in the path containing the edge a1β , replace a1β with the edge a1α.
• If a1β ∈ E(L), then in the path containing the edge a1α, replace a1α with the edge a1β .
• For 2  i  r − 1, if ai ∈ V (Kn) then in the path containing the edge aiα replace aiα with the
edge aiβ , and in the path containing the edge aiβ , replace aiβ with the edge aiα.
• If ar ∈ V (Kn) and arα ∈ E(L), then in the path containing the edge arβ , replace arβ with the
edge arα.
• If ar ∈ V (Kn) and arβ ∈ E(L), then in the path containing the edge arα, replace arα with the
edge arβ .
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leave. 
Deﬁnition 2. Given any (M)-path packing P of Kn with leave L, we can choose any two vertices α
and β and any vertex x ∈ N(P,α,β) and apply Lemma 1. We call the resulting (M)-path packing of
Kn the (M)-path packing obtained from P by applying the (α,β)-path switch with origin x, and we
call f (x) the terminus of the switch.
Remark. Suppose that P ′ is the (M)-path packing obtained from P by performing an (α,β)-path
switch, that L is the leave of P , and that L′ is the leave of P ′ . Then N(P,α,β) = N(P ′,α,β) and it is
clear from the proof of Lemma 1 that the involution of N(P,α,β) given by applying Lemma 1 to P is
identical to the involution of N(P ′,α,β) given by applying Lemma 1 to P ′ . This means, for example,
that we can choose two distinct elements x, y ∈ N(P,α,β) and perform the (α,β)-path switch with
origin x and the (α,β)-path switch with origin y simultaneously (if f (x) = y then no change occurs).
3. New path decompositions from existing ones
Our goal in this section is to prove Lemma 7, but ﬁrst we need a number of preliminary lemmas.
The ﬁrst, Lemma 3, is proved using a result of Thomason [20] on decompositions of 4-regular multi-
graphs into Hamilton cycles. In [12], Fleischner et al. used a similar application of Thomason’s result
to prove the two-path conjecture.
Lemma 3. If L is a simple graph with maximum degree at least 3 and L has a path decomposition A =
{A1, A2}, then L also has a path decomposition B = {B1, B2} such that B = A and such that V (A1)∩V (A2) =
V (B1) ∩ V (B2).
Proof. It is straightforward (though perhaps a little tedious) to check that the result holds when L
has at most two vertices of degree at least 3. Hence we may assume that L has at least three vertices
of degree at least 3. Let the endvertices of A1 be u1 and v1, let the endvertices of A2 be u2 and v2,
and let G ′ be the multigraph obtained from L by adding the edges u1v1 and u2v2. Thus, G ′ has a
cycle decomposition D′ = {C ′1,C ′2} where E(C ′1) = E(A1) ∪ {u1v1} and E(C ′2) = E(A2) ∪ {u2v2}.
Let G be the 4-regular multigraph obtained from G ′ by replacing each path of G ′ in which all
the internal vertices have degree 2 by a single edge joining the endvertices of the path (so G ′ is a
subdivision of G). Let e1 and e2 be the edges of G that are obtained by replacing the paths in G ′ that
contain u1v1 and u2v2 respectively. There is an obvious correspondence between decompositions of
G ′ into two cycles and Hamilton cycle decompositions of G . Let D = {C1,C2} be the Hamilton cycle
decomposition of G corresponding to D′ = {C ′1,C ′2}.
Since L has at least three vertices of degree at least 3, G has at least three vertices. Thomason has
shown that if G is any 4-regular multigraph with at least three vertices, and e and f are any two
edges of G , then the number of decompositions of G into Hamilton cycles in which e and f are in
the same cycle is even (see Theorem 2.1 in [20]). The argument used in the following paragraph is
essentially given in [20], but we include it again here for completeness.
Let X be the set of all Hamilton cycle decompositions of G . For any two edges e, f ∈ E(G), let
X(e, f ) be the set of all Hamilton cycle decompositions of G in which e and f are in the same cycle,
and let Y (e, f ) be the set of all Hamilton cycle decompositions of G in which e and f are in the
different cycles. If v is any vertex of G , and e, f1, f2, f3 are the four edges of G that are incident
with v , then X = X(e, f1) ∪ X(e, f2) ∪ X(e, f3) and thus |X | = |X(e, f1)| + |X(e, f2)| + |X(e, f3)|. It
follows from Thomason’s result that |X | is even. Since |X(e, f )| is even for any two edges e, f ∈ E(G),
it follows from X = X(e, f ) ∪ Y (e, f ) that Y (e, f ) is also even for any two edges e, f ∈ E(G).
Since D is a Hamilton cycle decomposition of G in which e1 and e2 are in different cycles, we
know from the result of the preceding paragraph that there is a second Hamilton cycle decomposition
of G in which e1 and e2 are again in different cycles. Let D∗ be the corresponding decomposition of
G ′ into two cycles, and let B = {B1, B2} be the path decomposition of L obtained from D∗ by the
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V (B1) ∩ V (B2). This follows immediately from the fact that e1 and e2 are in different cycles in our
second Hamilton cycle decomposition of G (as the only possible concern is the existence a vertex of
degree 2 in L that is an endvertex of the two paths in one decomposition, but an internal vertex of a
path in the other). 
The following lemma will be used in the proof of Lemma 6.
Lemma 4. Let n, a1 and a2 be positive integers and let M be a sequence of integers. Suppose there exists an
(M)-path packing of Kn with a leave L such that there is a decomposition of L into an a1-path A1 and an
a2-path A2 . If there is an edge vx ∈ E(A2) with v /∈ V (A1) and x ∈ V (A1), then there exists an (M)-path
packing of Kn with a leave L′ such that either
(1) L′ has an (a1 + 1,a2 − 1)-path decomposition; or
(2) x is an internal vertex of A1 and E(L′) = (E(L)∪{vy, vz})\{xy, xz}where y and z are the two neighbours
of x in A1; or
(3) x is an endvertex of A1 and E(L′) = (E(L) ∪ {vy}) \ {xy} where y is the neighbour of x in A1 .
Proof. If degL(x) = 2 then the given (M)-path packing suﬃces as L has an (a1 + 1,a2 − 1)-path
decomposition, namely {A′1, A′2} where E(A′1) = E(A1) ∪ {vx} and E(A′2) = E(A2) \ {vx}. Hence we
may assume the degL(x) ∈ {3,4}.
Let P be the given (M)-path packing of Kn . If x is an internal vertex of A1 then let y and z be its
neighbours in A1 and if x is an endvertex of A1 then let y be its neighbour in A1. If v is an internal
vertex of A2 then let its other (besides x) neighbour in A2 be u. If x is an internal vertex of A2 then
let its other (besides v) neighbour in A2 be t .
Let L′ be the leave of the (M)-path packing P ′ of Kn obtained from P by performing the (v, x)-
switch σ with origin y. Note that the terminus of σ is in {u, t, y, z}. If x is an internal vertex of A1
and σ has terminus z then L′ satisﬁes (2) and we are ﬁnished. If x is an endvertex of A1 and σ has
terminus y then L′ satisﬁes (3) and we are ﬁnished. Hence we may assume otherwise. The proof now
splits into several cases depending on the terminus of σ and whether x and v are endvertices or
internal vertices. We deal with each case in the following items.
• If σ has terminus u then {A′1, A′2} is an (a1 + 1,a2 − 1)-path decomposition of L′ where E(A′1) =
(E(A1) ∪ {xv, vy}) \ {xy} and E(A′2) = (E(A2) ∪ {ux}) \ {uv, vx}.• If σ has terminus t then {A′1, A′2} is an (a1 + 1,a2 − 1)-path decomposition of L′ where E(A′1) =
(E(A1) ∪ {xv, vy}) \ {xy} and E(A′2) = (E(A2) ∪ {vt}) \ {vx, xt}.• If σ has terminus y (so x is an internal vertex of A1 by assumption) and
– v is an endvertex of A2 and x is an internal vertex of A2, or
– v is an internal vertex of A2 and x is an endvertex of A2,
then {A′1, A′2} is an (a1 + 1,a2 − 1)-path decomposition of L′ where E(A′1) = (E(A1) ∪ {xv, vy}) \{xy} and E(A′2) = E(A2) \ {xv}.• If σ has terminus y (so x is an internal vertex of A1 by assumption), v is an internal vertex
A2 and x is an internal vertex of A2, then it follows that there is another (v, x)-switch σ ′ whose
terminus is the same as its origin. To see this, observe that the origin and terminus of each (v, x)-
switch is in {u, t, y, z}. Let w be the origin (and terminus) of σ ′ (so w ∈ {u, t, z}) and let L′′ be the
leave of the (M)-path packing of Kn obtained from P by applying both σ and σ ′ (see the remark
following Lemma 1). We are now in an equivalent situation to the case where the (v, x)-switch
with origin y had terminus w , and hence we can proceed as we did in that case. 
The following deﬁnition will be used in the proof of Lemma 6. It gives a convenient notation
for referring to various subsets of vertices in the leave of the path packings with which we will be
dealing.
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of L, we deﬁne S(A, B) to be the set of vertices of L given by S(A, B) = S1(A, B) ∪ S2(A, B) ∪
S3(A, B) ∪ S4(A, B) ∪ S5(A, B) where
(1) x ∈ S1(A, B) if and only if degL(x) = 4 and the four edges incident with x are in A1 ∩ B1, A1 ∩ B2,
A2 ∩ B1, and A2 ∩ B2;
(2) x ∈ S2(A, B) if and only if degL(x) = 3 and the three edges incident with x are in A1∩ B1, A2∩ B1,
and A2 ∩ B2;
(3) x ∈ S3(A, B) if and only if degL(x) = 3 and the three edges incident with x are in A1∩ B2, A2∩ B1,
and A2 ∩ B2;
(4) x ∈ S4(A, B) if and only if degL(x) = 3 and the three edges incident with x are in A1∩ B1, A1∩ B2,
and A2 ∩ B2;
(5) x ∈ S5(A, B) if and only if degL(x) = 2 and the two edges incident with x are in A1 ∩ B1, and
A2 ∩ B2.
Also deﬁne R(A, B) = V (A2) \ (V (A1) ∪ V (B1)).
Lemma 6. Let a1,a2,b1,b2 be positive integers with 0 < a1 < a2 and 0 < b1 < a2 , and let M be a sequence
of positive integers. Suppose there exists an (M)-path packing P of Kn whose leave L has an (a1,a2)-path
decomposition A = {A1, A2} and a (b1,b2)-path decomposition B = {B1, B2} such that B = A and V (A1)∩
V (A2) = V (B1) ∩ V (B2). Then either
• there exists an (M,a1 + 1,a2 − 1)-path decomposition of Kn, or
• there exists an (M)-path packing of Kn whose leave has an (a1,a2)-path decomposition A′ = {A′1, A′2}
and a (b1 + 1,b2 − 1)-path decomposition B′ = {B ′1, B ′2} such that B′ = A′ and V (A′1) ∩ V (A′2) =
V (B ′1) ∩ V (B ′2).
Proof. Note that since V (A1) ∩ V (A2) = V (B1) ∩ V (B2), a vertex of degree 2 in L which is an end-
vertex of A1 (and hence also of A2) is incident with an edge of B1 and an edge of B2. Also, a vertex
of degree 2 in L which is an internal vertex of A1 or A2 is incident with either two edges of B1 or
two edges of B2. We will use these facts implicitly in this proof.
We can assume that a1, a2, b1 and b2 are the lengths of A1, A2, B1 and B2 respectively. Since
a2 > b1 there is an x ∈ V (A2) \ V (B1) and it follows from V (A1) ∩ V (A2) = V (B1) ∩ V (B2), that
x /∈ V (A1). Hence R(A, B) is nonempty.
We now show that S(A, B) is also nonempty. For a contradiction, assume S(A, B) = ∅. If E(A1) ⊆
E(B1) and x is an endvertex of A1, then since x /∈ S(A, B), it follows that
• degL(x) = 3 and one of the edges incident with x is in A1 ∩ B1 and two are in A2 ∩ B2, or
• degL(x) = 1 and the edge incident with x is in A1 ∩ B1.
But this implies that A1 = B1 and hence that A = B, a contradiction. We conclude that E(A1) E(B1)
and hence that E(A1) ∩ E(B2) is nonempty. Since R(A, B) is nonempty, E(B2) ∩ E(A2) is also
nonempty and so it follows that there is a vertex y such that y is incident with an edge in
E(A1) ∩ E(B2) and with an edge in E(A2) ∩ E(B2). But this implies y ∈ S(A, B). Since this is a con-
tradiction we conclude that S(A, B) is nonempty.
Let l be the length of the shortest subpath X of B2 from a vertex of R(A, B) to a vertex of
S(A, B). We can assume that for any other (M)-path packing of Kn whose leave has an (a1,a2)-
path decomposition A′ = {A′1, A′2} with a1 and a2 being the lengths of A′1 and A′2 respectively, and a
(b1,b2)-path decomposition B′ = {B ′1, B ′2} with b1 and b2 being the lengths of B ′1 and B ′2 respectively,
such that B′ = A′ and such that V (A′1) ∩ V (A′2) = V (B ′1) ∩ V (B ′2), the length of the shortest subpath
of B ′2 from a vertex of R(A′, B′) to a vertex of S(A′, B′) is at least l. Let v be the endvertex of X
which is in R(A, B) and let x be the neighbour in X of v . By the minimality of X , x /∈ R(A, B), and
so it follows that x ∈ V (A1). Thus, we can apply Lemma 4 and obtain an (M)-path packing P ′ of Kn
with a leave L′ such that either
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(2) x is an internal vertex of A1 and E(L′) = (E(L) ∪ {vy, vz}) \ {xy, xz} where y and z are the two
neighbours of x in A1; or
(3) x is an endvertex of A1 and E(L′) = (E(L) ∪ {vy}) \ {xy} where y is the neighbour of x in A1.
If L′ has an (a1 + 1,a2 − 1)-path decomposition then we are ﬁnished so we may assume either (2) or
(3) holds. We will show that in either case, L′ has an (a1,a2)-path decomposition A′ = {A′1, A′2} with
a1 and a2 being the lengths of A′1 and A′2 respectively, and a (b1 + 1,b2 − 1)-path decomposition
B′ = {B ′1, B ′2} with b1 and b2 being the lengths of B ′1 and B ′2 respectively, such that B′ = A′ and
V (A′1) ∩ V (A′2) = V (B ′1) ∩ V (B ′2).
First we show that x ∈ S(A, B) by showing that x /∈ S(A, B) leads to a contradiction. Suppose
x /∈ S(A, B). Then there are two edges of E(A2) ∩ E(B2) incident with x.
If (2) holds, we deﬁne A′1, A′2, B ′1 and B ′2 by
• E(A′1) = (E(A1) ∪ {yv, vz}) \ {yx, xz},
• E(A′2) = E(A2),
• E(B ′1) = (E(B1) ∪ {yv, vz}) \ {yx, xz}, and
• E(B ′2) = E(B2).
If (3) holds, we deﬁne A′1, A′2, B ′1 and B ′2 by
• E(A′1) = (E(A1) ∪ {yv}) \ {yx},
• E(A′2) = E(A2),
• E(B ′1) = (E(B1) ∪ {yv}) \ {yx}, and
• E(B ′2) = E(B2).
In either case, x ∈ R(A′, B′) and it is easy to see that P ′ is an (M)-path packing of Kn satisfying the
conditions of the lemma such that there is a subpath of B ′2 of length l − 1 from a vertex of R(A′, B′)
to a vertex of S(A′, B′). The subpath has edge set E(X) \ {vx}. This contradicts the minimality of X
and we conclude that x ∈ S(A, B).
Note that if degL(v) = 1 and x is an endvertex of A1 then we can simply remove the edge vx from
A2 and add it to A1 to obtain an (M,a1 +1,a2 −1)-path decomposition of Kn . Hence we may assume
that degL(v) 2. In cases where there are two edges of A1 incident with x, one such edge is in B1
and the other one is in B2, and we assume without loss of generality that the one in B2 is xy.
If (2) holds, then we deﬁne A′1, A′2, B ′1 and B ′2 by
• E(A′1) = (E(A1) ∪ {yv, vz}) \ {yx, xz},
• E(A′2) = E(A2),
• E(B ′1) = (E(B1) ∪ {xv, vz}) \ {xz}, and
• E(B ′2) = (E(B2) ∪ {vy}) \ {vx, xy}.
If (3) holds and xy ∈ E(B1) we deﬁne A′1, A′2, B ′1 and B ′2 by
• E(A′1) = (E(A1) ∪ {yv, vz}) \ {yx, xz},
• E(A′2) = E(A2),
• E(B ′1) = (E(B1) ∪ {xv, vy}) \ {xy}, and
• E(B ′2) = E(B2) \ {vx}.
If (3) holds and xy ∈ E(B2) we deﬁne A′1, A′2, B ′1 and B ′2 by
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• E(A′2) = E(A2),
• E(B ′1) = E(B1) ∪ {xv}, and
• E(B ′2) = (E(B2) ∪ {vy}) \ {vx, xy}.
In all cases it is straightforward to check that A′ and B′ are as required (recall that degL(v) 2 in
order to see that B′ = A′). 
Lemma 7. If there exists an (M,a1,a2)-path decomposition of Kn where M is sequence of positive integers,
a2 > a1 > 0, and a1 + a2  n, then there exists an (M,a1 + 1,a2 − 1)-path decomposition of Kn.
Proof. Let D be the given (M,a1,a2)-path decomposition of Kn , let A1 and A2 be paths of lengths
a1 and a2 respectively in D, let P be the (M)-path packing of Kn obtained from D by removing A1
and A2, let L be the leave of P , and let A = {A1, A2} so that A is an (a1,a2)-path decomposition
of L. Since a1 + a2  n, either L is an n-cycle or (L)  3. If L is an n-cycle then clearly L has an
(a1 + 1,a2 − 1)-path decomposition so we may assume (L)  3. Thus by Lemma 3, L has another
path decomposition B = {B1, B2} such that B = A and such that V (A1)∩ V (A2) = V (B1)∩ V (B2). Let
b1 and b2 be the lengths of B1 and B2 respectively. Without loss of generality we can assume that
b2  b1, and this implies that a2 > b1 (for if b1  a2 then b1 + b2  a2 + a2 > a1 + a2 when we know
that b1 + b2 = a1 + a2).
If b1 = a2 − 1 then we are ﬁnished so we can assume b1 < a2 − 1. By Lemma 6, either there
is an (M,a1 + 1,a2 − 1)-path decomposition of Kn (in which case we are ﬁnished) or there ex-
ists an (M)-path packing of Kn whose leave has an (a1,a2)-path decomposition A′ = {A′1, A′2}
and a (b1 + 1,b2 − 1)-path decomposition B′ = {B ′1, B ′2} such that B′ = A′ and V (A′1) ∩ V (A′2) =
V (B ′1) ∩ V (B ′2).
If b1 + 1 = a2 − 1 then we are ﬁnished so we can assume b1 + 1 < a2 − 1. Thus, we can repeat the
above argument and obtain either an (M,a1 + 1,a2 − 1)-path decomposition of Kn or an (M)-path
packing of Kn whose leave has an (a1,a2)-path decomposition A′′ = {A′′1, A′′2} and a (b1 + 2,b2 − 2)-
path decomposition B′′ = {B ′′1, B ′′2} such that B′′ = A′′ and V (A′′1)∩ V (A′′2) = V (B ′′1)∩ V (B ′′2). It is clear
that we can continue in this manner (applying Lemma 6 at most a2 − 1 − b1 times) until the we
obtain the required (M,a1 + 1,a2 − 1)-path decomposition of Kn . 
4. Proof of the main theorem
The path decompositions given in the following lemma are obtained using the Walecki construc-
tion, which is surveyed in [3]. We will use them in the proof of our main theorem.
Lemma 8. For each positive integer n there is an (M)-path decomposition of Kn where M is the sequence
consisting of
• n2 occurrences of n − 1 if n is even, and
• n−12 occurrences of n − 1 and one occurrence of n−12 if n is odd.
Proof. The result for n even concerns paths of uniform lengths and is given in Theorem 1 of [19].
Thus we assume n is odd. Let x = n−12 , let π be the permutation (∞)(1,2, . . . ,2x), let H1 be the
(n − 1)-path
x+ 1,∞,1,2,2x,3,2x− 1,4,2x− 2, . . . , x− 1, x+ 3, x, x+ 2
and let Hi = π i−1(H1) for i = 1,2, . . . , x. Then {H1, H2, . . . , Hx} ∪ {P } where P is the x-path
x+ 1, x+ 2, x+ 3, . . . ,2x− 1,2x,1
is the required (M)-path decomposition of Kn (with vertex set {1,2, . . . ,2x} ∪ {∞}). 
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exist t pairwise edge-disjoint paths of lengthsm1,m2, . . . ,mt in λKn if and only if mi  n−1 for i = 1,2, . . . , t
and m1 +m2 + · · · +mt  λn(n−1)2 .
Proof. The conditions mi  n − 1 for i = 1,2, . . . , t and m1 + m2 + · · · + mt  λn(n−1)2 are trivially
necessary for the existence of t pairwise edge-disjoint paths of lengths m1,m2, . . . ,mt in λKn . To
prove that they are also suﬃcient, it is clearly enough to prove that they are suﬃcient in the special
case m1 + m2 + · · · + mt = λn(n−1)2 (for if m1 + m2 + · · · + mt < λn(n−1)2 , one can append 1’s to the
sequence of path lengths until it sums to exactly λn(n−1)2 , obtain the packing for this sequence, and
then ignore the additional paths of length 1).
We now show that it is suﬃcient to prove the theorem for the case λ = 1. For then the following
simple induction proves the result for all λ  1. Suppose μ > 1 and assume the theorem holds for
λ = 1 and λ = μ − 1. To prove the theorem holds for λ = μ, let 1  m1,m2, . . . ,mt  n − 1, let
m1+m2+· · ·+mt = μn(n−1)2 , and choose k to be the smallest integer such that m1+m2+· · ·+mk−1 
(μ − 1)n(n−1)2 and m1 +m2 + · · · +mk > (μ − 1)n(n−1)2 . Deﬁne r and s by m1 +m2 + · · · +mk−1 + r =
(μ−1)n(n−1)2 and s+mk+1 +mk+2 +· · ·+mt = n(n−1)2 (so r+ s =mk , r  0 and s 1). If r = 0 then let
M be the sequence m1,m2, . . . ,mk−1 and otherwise let M be the sequence m1,m2, . . . ,mk−1, r. Let M ′
be the sequence s,mk+1,mk+2, . . . ,mt . By assumption, there is an (M)-path packing P of (μ − 1)Kn
and an (M ′)-path packing P ′ of Kn . Moreover, by relabeling the vertices if necessary, we can ensure
that the union of a path of length r in P and a path of length s in P ′ is a path of length r + s =mk .
Thus, the required packing of μKn can be obtain from the union of P and P ′ .
We have shown that it is enough to prove the theorem in the special case λ = 1 and m1 +m2 +
· · ·+mt = n(n−1)2 , and we now proceed to prove this special case. We deﬁne a sequence m1,m2, . . . ,mt
of positive integers to be n-admissible if mi  n− 1 for i = 1,2, . . . , t and m1 +m2 + · · · +mt = n(n−1)2 .
For distinct non-increasing n-admissible sequences M =m1,m2, . . . ,mt and M ′ =m′1,m′2, . . . ,m′t′ , we
say that M ′ > M if and only if m′k > mk where k is the smallest positive integer such that mk =m′k .
Let M1 < M2 < · · · < Mq where {M1,M2, . . . ,Mq} is the set of all non-increasing n-admissible se-
quences.
For a contradiction, suppose there is no (Mi)-path decomposition of Kn for some i ∈ {1,2,3, . . . ,q}
and let s be the largest integer in {1,2, . . . ,q} for which there is no (Ms)-path decomposition of Kn .
By Lemma 8, s = q and it follows that there are two terms x, y ∈ Ms where x y  n − 2. Deﬁne M ′s
as follows.
(a) If x + y  n − 1 then M ′s is the non-increasing sequence that is identical to Ms except that it
contains one fewer occurrences of x, one fewer occurrences of y, and one more occurrences of
x+ y.
(b) If x+ y  n then M ′s is the non-increasing sequence that is identical to Ms except that it contains
one fewer occurrences of x, one fewer occurrences of y, one more occurrences of y + 1, and one
more occurrences of x− 1.
Note that in the case x+ y  n we have x−1 1 as y  n−2. Clearly, M ′s is an n-admissible sequence
and M ′s > Ms . That is, M ′s = Mr for some r > s. Thus there exists an (Mr)-path decomposition of Kn
(since s is the largest integer in {1,2, . . . ,q} for which there is no (Ms)-path decomposition of Kn).
If x + y  n − 1, then we can take an (Mr)-path decomposition of Kn and decompose a path of
length x + y into a path of length x and a path of length y to obtain an (Ms)-path decomposition
of Kn , a contradiction. On the other hand, if x + y  n, then an (Ms)-path decomposition of Kn can
be obtained by applying Lemma 7 to an (Mr)-path decomposition of Kn , again a contradiction. Thus,
there exists an (M)-path decomposition of Kn for each non-increasing n-admissible sequence M and
the theorem is proved. 
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