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Abstract
Three independent methods (XUV spectroscopy, imaging at 68 eV and 256 eV ) have 
been used to measure planar target rear surface plasma temperature due to heating by hot 
electrons. The hot electrons are produced by ultra-intense laser plasma interactions using 
the 150 J, 0.5 ps Titan laser. Soft x-ray spectroscopy in the 50-400 eV region and 
imaging at the 68 eV and 256 eV photon energies were used to determine the rear surface 
temperature of planar CD targets. Temperatures were found to be in the 60 – 150 eV 
range, with good agreement between the three diagnostics.
I. Introduction
The use of soft x-ray imaging and spectroscopy can be an incredibly useful tool to 
measure the patterns and magnitudes of energy deposition by thermal electrons in laser-
plasma interactions.1,2,3 When an ultra-intense laser hits a solid target, a large flux of 
energetic electrons are created which then heat the material, resulting in a thermal 
Planckian emission spectrum peaking in the extreme ultraviolet (XUV) to soft x-ray 
spectral region. This radiation intensity varies rapidly with temperature, and thus time-
integrated imaging, as well as spectroscopic resolution of the radiation offers an excellent 
tool to determine plasma temperatures. The aim of this work is to confirm temperatures 
derived from the XUV imagers against those obtained from the Flat Field Spectrometer 
(FFS) under short-pulse, high intensity laser irradiation conditions.
II. Experiment
Experiments were carried out on the Titan facility at the Lawrence Livermore 
National Laboratory. The 150 J, 0.5 ps, l=1053 nm laser is used to illuminate 25 um 
thick, 1 mm x 1 mm deuterated carbon (CD) plastic planar targets under a variety of 
irradiation conditions (varying on-target laser intensities by changing the focal spot size). 
The Planckian radiation emitted when the target heats up is captured by a Flat Field 
Spectrometer3 (FFS) which records spectra in the 50 – 400 eV (30 – 250 A wavelength)
range and two XUV imagers1, one operating at the 68 eV photon energy, the other at the 
256 eV photon energy. The experimental setup is illustrated in Fig.1.
The FFS consists of a 1200 lines/mm concave diffraction grating set to a glancing 
angle of 4.6°. To increase the flux density at the detector plane, a cylindrical Au mirror is 
set at a glancing angle of 4°, with its surface orthogonal to the flat-field grating. The 
detector is a vacuum charge coupled device (CCD) detector (back thinned 1340 x 1300 
array with 20 mm pixel size) in a circular detector plane. A limited aperture filter between 
the grating and detector discriminates against fluorescent and scattered emission within 
the spectrometer. The diffraction grating is located at a distance of 1.25 m from the target 
being imaged, and the detector plane is 0.235 m from the grating center. The view angle 
was 34° with respect to target rear side normal. The solid subtended by the spectrometer 
was 5.69 x 10-5 Sr and tests demonstrated a spatial resolution of 50 mm.
XUV imaging at two photon energies (i.e., 68 and 256 eV) is used. Each of the XUV 
imagers consists of a spherical multilayer mirror5 that focuses the target rear surface 
emission onto a flat mirror, which turns the beam through 90°. Each spherical-plane 
mirror pair has matching spectral peaks and is optimized to image within a specific 
energy bandwidth. The 68 eV mirrors are a Mo2C/Si multilayer, while the 256 eV mirrors 
are a C/WC/Monel/W formula. The spherical mirrors, which have a radius of curvature 
of 0.5 m, are placed approximately 27 cm away from the target, and are set to near-
normal incidence. The reflected image is then deflected off the plane mirror and goes 
through a thin aluminum/polyimide filter, before reaching the vacuum charge coupled 
device (CCD) detector (back thinned 1340 x 1300 array with 20 mm pixel size) at a path 
length of 2.15 m. The total magnification of the system is approximately 11 and the 
resolution is approximately 9 mm. Both XUV diagnostics image the target rear side at a 
43° viewing angle with respect to target normal. The details of the XUV imaging can be 
found in Ref. 2.
III. Results and Discussion
The use of the cylindrical mirror in conjunction with the grating in the FFS allows for 
both spatial imaging and spectral imaging/dispersion. Indeed, for most targets, a double 
spectra – one originating from the target rear surface, and one from the front plasma 
plume is seen in the Flat Field data. The two spectra are slightly shifted relative to each 
other, likely due to a different hot spot height from the front to the back side, and the 
emission spectra are generally super-imposed on top of a bremsstrahlung continua. The 
spectral lines from each side of the target are identified and their relative intensities 
determined. Fig. 2 shows a single shot target front and rear side carbon spectrum 
(recorded with no low-pass filter).
The atomic spectroscopy code FLYCHK6 is used to calculate line profiles of atomic 
transitions. FLYCHK uses a detailed level structure for lithium-like, helium-like and 
hydrogenic ion stages to calculate charge state and population distributions. In our 
simulations, spectra for densities between ne=1x1018 – 1x1021cm-3 and temperatures from 
10 – 1000 eV are generated under an initial steady-state LTE approximation and a steady 
state LTE evolution. The steady-state LTE solutions are assumed to allow a single 
temperature and pressure to be attributed to the whole system for the sake of simplifying 
the problem. Line pair ratios of intensities of selected transitions are determined from the 
synthetic spectra and then compared against the experimental spectra.
The rear surface spectra of a 25 mm CD planar target irradiated at 144 J, 0.5 ps, with a 
50 mm focal spot is analyzed. From the FFS, the experimental ratio of the CVI 
(hydrogen-like carbon) 4p-2s (l=135 A) to CV (helium-like carbon) 4p-2s (l=173 A) is 
0.3; CVI 3p-2s (l=182 A) to CV 4d-2p (l=187 A) is 2.5; and CVI 3p-2s to CV 5d-2p 
(l=167 A) is 7.1. After comparison to synthetic spectra for plasma density ne=1x1018, 
this predicts a plasma temperature of 67 eV, 76 eV, and 80 eV from each of the line pair 
ratios, respectively. Fig. 3 compares the predicted line ratios with the experimental 
results.
Imaging using the XUV diagnostic offers a dual function: a qualitative high spatial 
resolution (~9 um) visual of the target heating, and a quantitative measurement of the 
target temperature. Furthermore, the two different XUV energies offers different views of 
emission: the 68 eV XUV emission captures the long afterglow of the hydrodynamic 
expansion of the plasma, whereas the 256 eV emission is a much shorter duration glow 
that “freezes” the hydrodynamic expansion of the exploding target. Examples of raw 
XUV images for planar targets, and the subsequent analysis of them to convert to 
absolute XUV brightnesses and temperature maps are presented in Ref. 2.
A peak temperature of 127 eV and 154 eV are obtained from the spatially resolved 68 
eV and 256 eV XUV images, respectively, for the same CD target as analyzed using the 
FFS. These temperatures are in agreement to within 5%.
The temperatures calculated from the two XUV imagers, while fairly consistent with 
each other, give temperatures approximately 70 eV higher than the temperature predicted 
by the FFS (nearly a factor of 2). The XUV has errors associated with applying a 2-D 
model to an actual 3-D expansion, as well as analytic fitting to the model. With the FFS, 
there are errors associated with continuum corrections and blends with neighboring lines 
when determining the integrated line intensities. The determination of temperature in this 
case came from comparing line ratios with expected spectra at a plasma density of 1018
cm-3 -- only a rough estimate of the density of the plasma plume.  Furthermore, the 
steady-state LTE approximation only serves to give a rough picture of the population 
distributions. In reality, both temperature and the density of the plasma are temporally 
evolving, and interpolation schemes and opacity corrections need to be applied.
To conclude, we have made a comparison of plasma temperature at the rear surface of 
the target using three methods. The temperatures obtained are consistent with each 
technique having errors. This comparison provides confidence in each diagnostic used. 
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Figure Captions
Fig. 1: Schematic of the experimental setup.
Fig. 2: (a) The soft x-ray spectra for a CD planar target using a 1200 lines/mm diffraction 
grating. (b) The lineouts for the front and rear surface spectra.
Fig. 3: The comparison of measured experimental line pair ratios with expected line pair 
ratios generated using the FLYCHK spectroscopic code.
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