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Povzetek
Magistrsko delo proucˇuje razlicˇne vidike razvoja varne programske opreme za
vgrajene sisteme, pri katerih predstavljajo model nevarnosti zlonamerni vhodni
podatki, ki pridejo v sistem preko komunikacijskega omrezˇja ali senzorjev in izko-
ristijo napako v izvedbi programske opreme. Poudarek je na obravnavi varnostnih
problemov, ki jih povzrocˇijo razlicˇne sistemske arhitekturne resˇitve.
Obravnava tudi nedaven napredek pri razumevanju temeljnih omejitev
nacˇrtovanja varne programske opreme s staliˇscˇa teoreticˇnega racˇunalniˇstva, pred-
vsem teorije izracˇunljivosti in teorije jezikov, ki dolocˇa, kaksˇne sisteme je sploh
mogocˇe pravilno izvesti iz vidika obrambe pred zlonamernimi vhodnimi podatki.
Obravnavani vidiki so ponazorjeni na primeru varnega nacˇrtovanja program-
ske opreme za razcˇlembo preprostih komunikacijskih sporocˇil preprostega komu-
nikacijskega protokola.
Kljucˇne besede: racˇunalniska varnost, varnost programske opreme, vgrajeni
sistemi, izboljˇsanje varnosti programske opreme, varnost na osnovi teorije jezikov,
programski jeziki, formalne metode
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2 Povzetek
Abstract
This master thesis addresses various aspects of secure software development
for embedded systems where the threat model consists of malicious input data
that come from a communication network or sensors and exploit an error in
software implementation. The emphasis is on the analysis of security implications
of various system architecture decisions.
In this regard, the recent development in the understanding of secure software
development from the theoretical computer science point of view is presented.
Computation and language theory can determine what kind of systems is possible
to implement securely in terms of the malicious input data.
The presented aspects of secure software development are demonstrated in
designing and implementing of a parser for a simple message format of a simple
communication protocol.
Key words: computer security, software security, embedded systems, improving
software security, language theoretic security, programming languages, formal
methods
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4 Abstract
1 Majhen svet, velik problem
Izjemen napredek informacijske tehnologije je prinesel cˇas, ko cˇlovek v zˇepu nosi
napravo, zmozˇno hraniti za nekaj kubicˇnih metrov zgosˇcˇenk podatkov, napravo,
s katero se lahko z nekaj izgovorjenimi besedami prakticˇno v trenutku pride do
vecˇine zˇelenih informacij in napravo z okoli 10 senzorji ter z vecˇjo racˇunsko mocˇjo,
kot jo je imel racˇunalnik za upravljanje leˆta na sedaj zˇe upokojenem vesoljskem
taksiju (ang. Space Shuttle). Tudi ko se cˇlovek ozre okoli sebe, lahko vidi, da so
senzorji vsepovsod in da so povezani v racˇunalniˇska omrezˇja, kjer se podatki iz
senzorjev stekajo v racˇunska vozliˇscˇa, v katerih se shranjujejo in obdelujejo. Za-
hvaljujocˇ izjemno dovrsˇenim metodam sejanja, razpoznavanja vzorcev, strojnega
ucˇenja in drugim metodam se podatki osmislijo in postanejo del racˇunalniˇskega
modela fizicˇnega sveta.1 Racˇunalniˇski model fizicˇnega sveta se nato preplete z
navideznim svetom, ki v vedno vecˇjem sˇtevilu primerov odlocˇa o akcijah navide-
znega sveta nazaj v fizicˇni svet; vse z namenom usmerjanja cˇloveka in cˇlovesˇtva
v tem krasnem novem svetu2.
Kakor se zdi, po eni strani vznemirljivo, ima ta napredek po drugi strani
tudi svoje temacˇne plati in pasti. V naravi cˇlovesˇtva je ocˇitno, da za nova od-
kritja pogosto iznajde nacˇin, kako jih uporabiti proti samemu sebi. Zgodovina
cˇlovesˇtva je izjemno bogat vir primerov, ki potrjujejo omenjeno trditev. Pa naj
bo to orodje, ogenj, udomacˇena zˇival, kolo, teorija evolucije, parni stroj, stroj
1Napisano se nanasˇa na danes vseprisotni besedni zvezi Medmrezˇje stvari – IoT in veliki
podatki (ang. big data).
2Besedna zveza “krasni novi svet” je aluzija na (prerosˇki) distopicˇni roman Krasni novi svet
(ang. Brave New World) Aldousa Huxleyja iz leta 1931 [1].
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na notranje izgorevanje, elektrika, teorija relativnosti, cepitev atomskih jeder,
filozofija, sociologija, psihologija, politologija ali ekonomija. In jasno je zopet
potrebno ironicˇno ugotoviti, da se vzorci iz zgodovine nepotrebno ponavljajo.
Informacijska tehnologija in biotehnologija sta predzadnja in zadnja v vrsti, ki
bosta ocˇitno izrazito krojili prihodnost, cˇe ne britke usode cˇlovesˇtva, pa zagotovo
temelje cˇlovekove biti.
Medmrezˇje (ang. Internet) je s pojavom Svetovnega spleta – WWW zacˇetku
devetdesetih let prejˇsnjega stoletja postala prelomna tehnologija, ki je omogocˇala
hiter in svoboden (necenzuriran) pretok idej in informacij. Zˇal ni trajalo dolgo,
ko so se “vrednosti” Medmrezˇja zavedli kapitalisti, vladne sluzˇbe, interesne sku-
pine in kriminalne zdruzˇbe, ki so spremenili Medmrezˇje v moderno bojiˇscˇe –
kibernetsko bojiˇscˇe. Tako danes poteka borba za prevlado nad dolocˇenim delom
Medmrezˇja med vladami, korporacijami, aktivisti, kriminalnimi zdruzˇbami in
drugimi. Tu so sˇe dalecˇ najˇstevilcˇnejˇsi in najpomembnejˇsi cˇlen te bitke – navadni
uporabniki, ki so vede ali nevede pristali v nemilosti te vojne vihre.
Porast uporabe Medmrezˇja in porast zavedanja njegove vrednosti sta na
Medmrezˇje privabila igralce s slabimi nameni, ki z odprtimi rokami spreje-
majo prilozˇnosti, ki se jim ponujajo – delno zaradi neuposˇtevanja znacˇilnosti
racˇunalniˇskih sistemov, ki se priklapljajo v Medmrezˇje, in delno tudi zaradi same
zasnove infrastrukturnih tehnologij, ki tvorijo Medmrezˇje. Tu se avtorju zdi po-
membno predstaviti tri kljucˇne probleme:
1. cˇasovna spremenljivosti nevarnosti,
2. izbor varnih gradnikov,
3. uposˇtevanje znacˇilnosti programske opreme.
Cˇasovna spremenljivosti nevarnosti Tekom cˇasa se odkrivajo nova spozna-
nja, ki omogocˇajo razvoj novih tehnologij in ta nove storitve. Predvsem tiste
nove storitve, ki uporabljajo obstojecˇe tehnologije, terjajo dodaten premislek, ali
7model nevarnosti, ki je bil podlaga za razvoj neke tehnologije, sˇe vedno drzˇi ali se
je morda z novim nacˇinom uporabe tehnologije spremenil. Cˇe se je spremenil, se
je potrebno ponovno prepricˇati, da vsi varnostni cilji tehnologije sˇe vedno drzˇijo
z novim modelom nevarnosti. Problem nastane, kadar je hitrost razvoja novih
nacˇinov uporabe hitrejˇsa kot prilagajanje varnostnih vidikov novih tehnologij na-
nje.
Ta problem je mocˇ ponazoriti na primeru mrezˇnih protokolov. V Medmrezˇju
so danes v najvecˇji meri prisotni protokoli, ki so bili zasnovani v pionirski dobi
Medmrezˇja, z malosˇtevilnimi in dobro znanimi uporabniki, ki so imeli dostop do
omrezˇja. Tako je bila prva skrb nacˇrtovalcev definirati protokol, ki je sploh opra-
vljal neko nalogo.3 Nekoliko pozneje sta priˇsla v obravnavo vidika zmogljivosti in
skalabilnosti protokola. Varnostni vidiki protokolov so priˇsli v obravnavo tudi po
desetletja kasneje, ko je bil nabor protokolov globoko zlit z zgrajeno infrastruk-
turo. Posledicˇno so spremembe v izboru kljucˇnih protokolov zelo pocˇasne. Tako
imajo nekateri kljucˇni protokoli zelo velike varnostne hibe. Primera kriticˇnih
protokolov glede varnostne zasnove in pomembnosti za delovanje Medmrezˇja sta
sistem domenskih imen – DNS, ki med drugim skrbi za ustrezno pretvorbo do-
menskega imena v pripadajocˇo sˇtevilko internetnega naslova – naslov IP, in sistem
podeljevanja digitalnih portdil strani preverjenih insˇtitucij – CA (ang. certifica-
te/certification authority), ki med drugim zagotavlja resnicˇnost javnih kljucˇev
komunikacijskih entitet. Spreminjanje in prilagajanje razsˇirjenih komunikacij-
skih protokolov je zelo pocˇasno zaradi vecˇ vzrokov. Najprej je tu heterogenost
uporabljenih omrezˇnih tehnologij, pri kateri morajo sobivati razlicˇni protokoli in
raznolike razlicˇice posameznega protokola. Drug obremenilen faktor je pocˇasno
prilagajanje standardov.
3V pionirski dobi Medmrezˇja so se pionirji pogosto ravnali po Postelovem postulatu: “Bodi
zadrzˇan pri tem kar pocˇnesˇ in bodi prilagodljiv, pri tem, kar sprejemasˇ od drugih.” To je
pomenilo, da se je zagotavljalo interoperabilnost med razlicˇnimi izvedbami na nacˇin, da se je
posamezna izvedba prilagajala drugim in obratno.
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Izbor varnih gradnikov V zadnjem desetletju in pol se je zgodila zameglitev
locˇnice med programsko in strojno opremo. Cˇe so bile funkcionalnosti mikro-
procesorja oziroma mikrokrmilnika nekocˇ dolocˇene s fizicˇno izvedbo v tovarni –
“zapecˇene”, je danes popolnoma normalno, da vsaj del mikroprocesorja ostane
programibilen z mikroprogramsko opremo (mikrokodo). Sˇe vecˇ, stopnja integra-
cije vezij je dosegla tocˇko, v kateri je mozˇno celoten racˇunalniˇski sistem inte-
grirati v eno samo integrirano vezje, imenovano sistem na cˇipu – SoC; njegovo
funkcionalnost v veliki meri dolocˇa sistemska programska oprema naprav – FW.
S tem prehodom je nastalo vecˇ varnostnih problemov. Prvi je ta, da je tudi ta
programska oprema podvrzˇena napakam in zlorabam. Dodatno je panoga integri-
ranih vezij izjemno izpostavljena cenovni ucˇinkovitosti, kar pomeni, da mora biti
koncˇen produkt izjemno poceni in proizveden v izjemno velikih kolicˇinah; poceni
med drugim pomeni minimalno investicijo v pripadajocˇo programsko opremo in
posledicˇno njeno kvaliteto. Velika kolicˇina predstavlja tveganje, da je en odkrit
nacˇin zlorabe uporaben na velikem sˇtevilu naprav. Tako je strojna oprema, ki
se jo je lahko nekocˇ upravicˇeno obravnavalo za zaupanja vreden gradnik sistema,
spremenila v nezaupanja vreden gradnik sistema. Problem je sˇe bistveno hujˇsi,
ker uporabnik v vecˇini primerov nima vpogleda in s tem nadzora nad pripadajocˇo
programsko opremo, njena nadgradnja pa je obicˇajno zahteven proces. Vrh vsega
so temeljni obcˇutek zaupanja razblinila razkritja tajnih dokumentov ameriˇske
drzˇavne varnostne sluzˇbe – NSA (National Security Agency), ki razkrivajo tesno
sodelovanje oziroma diktaturo NSA z/nad drzˇavnim insˇtitutom za standardiza-
cijo in tehnologijo – NIST in tehnolosˇkimi podjetji z namenom vnasˇanja tako
imenovanih stranskih vrat (ang. backdoor) v kriptografske gradnike, protokole,
programsko opremo, izvedbo strojnih ukazov mikroprocesorjev in podobno.
Uposˇtevanje znacˇilnosti programske opreme Vecˇina programske opreme
je (bila) nacˇrtovana za cˇim krajˇsi cˇas izvedbe, kar pomeni, da je primarni
cilj izvedba kljucˇnih funkcionalnosti, med tem ko so kvaliteta in pravilnost
izvedbe ter sˇe posebej varnostne lastnosti drugotnega pomena. Napake so se
9odpravljale po odkritju in po potrebi. V vecˇini primerov niti ni bilo ekonomsko
upravicˇenega drugacˇnega ravnanja. Jasno je, da je tako nacˇrtovana programska
oprema nadgrajena s funkcionalnostmi za uporabo v Medmrezˇju, dozˇivljala
polom za polomom, dokler ni postalo jasno, da je potrebno k problemu pristopiti
sistematicˇno. Zˇal je sistematicˇni pristop k problemom varnosti vecˇine programske
opreme sˇe danes neprimerljivo slabsˇi kot na primer v letalstvu ali stavbeniˇstvu.
Poleg tega se zacˇetne napake ponavljajo pri vsaki naslednji tehnologiji, ki se
zacˇne prikljucˇevati v Medmrezˇje. Tako so bili na primer konec devetdesetih let
dvajsetega stoletja na udaru veliki bancˇni in vojasˇki sistemi, v zacˇetku prvega
desetletja enaindvajsetega stoletja domacˇi racˇunalniki, nato veliki industrijski
sistemi in trenutno prenosni telefoni ter domacˇa elektronika, kot so na primer
usmerjevalnik, igralna konzola, televizijski sprejemnik in hladilnik.
V magistrskem delu je natancˇneje obravnavan slednji problem. Podrobneje
so osvetljena avtorjeva opazˇanja, ki so nastala pri njegovem vecˇletnem delu kot
razvijalec in preizkusˇevalec programske opreme za vgrajene sisteme v telekomuni-
kacijah in igralniˇstvu. Kljucˇna naloga, ki si jo je avtor zadal, je poiskati temeljne
vzroke, ki pripeljejo do pojava izbranih problemov na prvem mestu ter predsta-
viti njihove mozˇne celostne resˇitve. Temeljna nacˇela, ki pripeljejo do zadanih
celostnih resˇitev, je avtor prevzel iz cˇlanka [2]. Ta nacˇela so:
1. zmanjˇsanje pogostosti napak,
2. zmanjˇsanje kolicˇine programske opreme,
3. zmanjˇsanje kolicˇine kriticˇne programske opreme.
Izmed mnogih resˇitev, ki vodijo k izpolnitvi teh nacˇel, so podrobneje obravnavani
naslednji sˇirsˇi problemski sklopi, katerih obravnava se nahaja v poglavju 2:
1. nacˇrtovanje varnosti od zacˇetka,
2. varnostna politika,
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3. izbira arhitekturnih resˇitev,
4. izbira programskega jezika,
5. formalne metode,
6. posplosˇevanje programske opreme gonilnikov.
Poglavje 3 obravnava poseben vidik izbire arhitekturnih resˇitev, ki temelji na te-
oreticˇnem racˇunalniˇstvu, predvsem teoriji izracˇunljivosti in teoriji jezikov. Tako
je mocˇ postaviti temeljne omejitve, kaksˇne sisteme je sploh mogocˇe pravilno izve-
sti. Izkazˇe se, da je najboljˇsa strategija preprecˇevanja nevarnosti zlorab sistemov
dosledno in pravilno preverjanje veljavnosti vhodnih podatkov, ki se izmenjujejo
po izbranem protokolu. Protokol je v mozˇno obravnavati kot jezik s svojimi la-
stnostmi. Samo za dolocˇene razrede jezikov velja, da je mozˇno pravilno izvesti
enoto za razcˇlembo in prepoznavo jezika tako, da sprejme vse veljavne vhodne nize
podatkov in zavrne vse ostale. Primer razvoja razcˇlenjevalnika za komunikacijska
sporocˇila (preprostega) protokola, ki zadosˇcˇa taksˇni taksˇni zahtevi je predstavljen
v poglavju 4. Prikazan je formalni zapis protokola v nacˇinu Backus–Naur – BNF,
samodejno tvorjene izvedbe z orodji Flex in GNU Bison in GCC.
2 Izbrani vidiki razvoja varne
programske opreme
2.1 Uvod
To poglavje obravnava problem uposˇtevanja znacˇilnosti programske opreme, ki
so opisane v uvodu tega dela, in opisuje temeljna nacˇela, ki razresˇujejo problem
trenutnega stanja razvoja varne programske opreme.
V tem poglavju so najprej definirani osnovni pojmi informacijske in
racˇunalniˇske varnosti, trojcˇek (zaupnost, celovitost, dostopnost), izredni dogo-
dek, napaka, varnostna luknja, ranljivost sistema ter model nevarnosti. Nadalje
so obravnavani trije medsebojno povezani izvori nezavidljivega varnostnega sta-
nja sodobne programske opreme. To so ekonomski pritisk trga po cˇim hitrejˇsih
resˇitvah uporabniˇskih zˇelja/zahtev, princip razvoja “pokrpaj in pojdi dalje” ter
zanasˇanje na sistemske resˇitve, ki preprecˇujejo/otezˇujejo zlonamerno izkoriˇscˇanje
napak v programski opremi. Kot odgovor na opisane izzive je po [2] in [3] povzet
in predstavljen celovit pristop k razvoju programske opreme, ki temelji na treh
ciljih: zmanjˇsanju pogostosti napak, zmanjˇsanju kolicˇine programske opreme in
zmanjˇsanju kolicˇine kriticˇne programske opreme. Izbrane teme: nacˇrtovanje var-
nosti od zacˇetka, varnostna politika, izbira arhitekturnih resˇitev, izbira program-
skega jezika, formalne metode in posplosˇevanje programske opreme gonilnikov so
obravnavane v lucˇi izpolnjevanja zadanih treh ciljev.
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2.2 Osnovni pojmi
Z namenom preprecˇevanja zlorab racˇunalniˇskih sistemov in informacij, ki jih
prenasˇajo, se je razvilo zelo sˇiroko podrocˇje, imenovano informacijska varnost
(ang. information security). Informacijska varnost je veda, ki se ukvarja z:
1. metodami in sredstvi, ki so potrebni za zasˇcˇito informacije pred one-
mogocˇenjem dostopa, spreminjanjem, unicˇenjem, uporabo in razkritjem ne-
avtoriziranim osebam;
2. metodami in sredstvi za zmanjˇsevanje sˇkode v primeru, ko metode iz pred-
hodne tocˇke odpovejo oziroma niso bile izpolnjene v zadostni meri.
Cˇe se informacije prenasˇajo v racˇunalniˇskih sistemih prvi sklop metod iz definicije
informacijske varnosti predstavlja podrocˇje racˇunalniˇske tehnologije imenovano
racˇunalniˇska varnost. Racˇunalniˇska varnost je veda, ki se ukvarja z metodami in
sredstvi, ki so potrebni za izvedbo varnih racˇunalniˇskih sistemov. Racˇunalniˇska
varnost je zelo sˇiroko podrocˇje. V grobi razdelitvi racˇunalniˇska varnost obsega
naslednja podrocˇja:
• Programska oprema: napake, ki predstavljajo varnostne luknje, metode nji-
hovega preprecˇevanja itd.,
• Mrezˇni servisi in storitve: avtentikacija, strezˇniki, brskalniki itd.,
• Omrezˇenje: omrezˇni protokoli, napadi z odpovedjo storitve itd.,
• Avtomatizirani napadi velikega obsega: cˇrvi, samoupravni agenti itd.,
• Varne komunikacije in kriptologija: zaupnost in celovitost podatkov, kljucˇi,
podpisi, elektronski denar, elektronske volitve itd.,
• Varnostne politike: modeli nevarnosti, varnostne lastnosti, upravljanje tve-
ganja itd.,
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Varen racˇunalniˇski sistem predvidenim uporabnikom omogocˇa njegovo uporabo,
vsem ostalim uporabnikom pa uporabo onemogocˇa in tudi preprecˇuje mozˇnost
vpliva na dostopnost sistema predvidenim uporabnikom. Natancˇneje: cilj, ki
ga mora izpolnjevati varen racˇunalniˇski sistem je izpolnjen trojcˇek (zaupnost,
celovitost, dostopnost) – CIA:
• Zaupnost je lastnost, da je informacija, ki jo hrani nek racˇunalniˇski sis-
tem, na voljo samo in le samo dolocˇenemu (avtoriziranemu) uporabniku
(cˇlovek/sistem).
• Celovitost je lastnost, da informacija, ki jo hrani nek racˇunalniˇski sistem,
ne more biti spremenjena na kakrsˇenkoli neavtoriziran nacˇin.
• Dostopnost je lastnost, da je informacija, ki jo hrani nek racˇunalniˇski
sistem, dostopna (branje/spreminjanje) avtoriziranemu uporabniku
(cˇlovek/sistem), kadarkoli uporabnik to potrebuje.
V tem delu je obravnava osredotocˇena na racˇunalniˇsko varnost. Informacijski
vidiki so uporabljeni za umesˇcˇanje obravnavane tematike v sˇirsˇi okvir.
Pri obravnavi racˇunalniˇske varnosti izvedenih sistemov v obratovanju je po-
memben pojem izredni dogodek (ang. cyber incident). Za izreden dogodek sˇteje
vsaka akcija oziroma stanje v sistemu, katere namen in/ali rezultat je krsˇitev
pravila izpolnjenega trojcˇka CIA za ta sistem. Potrebno je poudariti, da ni vsak
izredni dogodek posledica napada. Pravilo izpolnjenega trojcˇka CIA je krsˇeno
tudi pri obicˇajni odpovedi katerega izmed sklopov sistema ali odpovedi zaradi
napake v zasnovi oziroma izvedbi sistema. Naj za ponazoritev tega sluzˇita pri-
mera 1 in 2.
Primer 1 (Razdrobitev pomnilniˇskega prostora). Zelo pogosto se zgodi,
da se programska oprema, napisana za namizne aplikacije osebnih racˇunalnikov,
pouporabi za vgrajene sisteme, kjer je zahtevano dolgo neprekinjeno obratovanje.
Programska oprema za namizne aplikacije je obicˇajno zaradi enostavnosti izvedbe,
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hitrosti izvajanja in podobnih vzrokov napisana tako, da se v cˇasu delovanja sis-
tema dinamicˇno zajema in sprosˇcˇa pomnilnik na kopici, kar lahko ob dolgotraj-
nem neprekinjenem delovanju povzrocˇi razdrobitev (fragmentacijo) pomnilniˇskega
prostora, kar se obicˇajno odrazˇa najprej v upocˇasnjenem delovanju in v skrajnem
primeru odpovedi sistema. Upocˇasnjeno delovanje racˇunskega dela sistema kaj hi-
tro povzrocˇi stanje, ko sˇtevilo zahtev za obdelavo presezˇe zmozˇnost racˇunalniˇskega
sistema in so rezultati na voljo prepozno, zatorej so, cˇetudi pravilni, v na primer
industrijskih sistemih vodenja obravnavani kot napacˇni. Rezultat je enak napadu
z odpovedjo storitve – DoS, kjer je krsˇeno pravilo dostopnosti (A).
Primer 2 (Motnje pri komunikaciji). Industrijski sistemi vodenja, ki nadzirajo
proizvodnje procese, obicˇajno delujejo v okolju, kjer nastaja ogromno impulznih
motenj zaradi vklopov in izklopov motorjev in drugih elektricˇnih naprav. Zato se
pogosto zgodi, da na komunikacijskem kanalu med senzorjem in vgrajenim siste-
mom nastane impulzna motnja, ki povzrocˇi, da so sprejeti biti drugacˇni od odda-
nih. Cˇe oddajnik in sprejemnik nimata zadosti dobrega mehanizma odkrivanja in
popravljanja napak, pride do stanja, kjer je krsˇeno pravilo celovitosti (I).
Potreben pogoj za varen sistem je, da je zasnovan in izveden tako, da speci-
ficirano funkcijo, ki jo opravlja, opravlja pravilno, to je v skladu s specifikacijo
funkcije. Napaka, defekt ali hrosˇcˇ je odstopanje obnasˇanja programa od predvide-
nega, to je specificiranega. Varnostna luknja ali ranljivost je napaka, ki omogocˇa
nepridipravu sprozˇiti nepredvideno obnasˇanje in spremeniti obnasˇanje sistema po
njegovi zˇelji. Zadosten pogoj za varen sistem je, da je zasnovan in izveden tako,
da funkcijo, ki jo opravlja, opravlja pravilno in da opravlja izkljucˇno samo to
funkcijo.
Vsa programska oprema je podvrzˇena napakam v njeni specifikaciji, arhitek-
turni zasnovi, zasnovi podatkovnih struktur in postopkov ter v sami izvedbi. Na-
pake povzrocˇajo napacˇno, nepredvideno in nezanesljivo delovanje ter omogocˇajo
nepridipravom raznovrstne oblike zlorab.
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Popolnoma varen, prakticˇen in ekonomsko upravicˇen sistem ne obstaja. Po-
sledicˇno je mocˇ definirati in izvesti le sistem, ki izpolnjuje zˇelene varnostne la-
stnosti (ang. security properties) glede na dan, oziroma dolocˇen model nevarnosti
(ang. threat model). Primer varnostne lastnosti sistema je ta, da ne vsebuje na-
pake, ki omogocˇa prekoracˇitev obsega izravnalnika. Primer modela nevarnosti
je ta, da lahko nepridiprav dostopa do naprave preko Medmrezˇja, cˇetudi nima
fizicˇnega dostopa do naprave.
Model nevarnosti je izpeljan na podlagi obravnave treh razlicˇnih varnostnih
vidikov sistema, katerega varnostne lastnosti se modelirajo:
1. Napadalni vidik: Sestavi se seznam vseh mozˇnih napadov – nevarnosti, ki
mu je sistem lahko izpostavljen.
2. Sistemski vidik: Na podlagi arhitekturne zasnove sistema se podrobno
proucˇi varnostni vidik vsake arhitekturne odlocˇitve. Torej se dolocˇi seznam
ranljivosti sistema.
3. Vsebinski vidik: Oceni se obcˇutljivost sistema na napade glede na
pricˇakovano vrednost sistema oziroma pricˇakovano vrednost informacije, ki
jo sistem prenasˇa. Poleg pricˇakovane vrednosti sistema oziroma informacije
je potrebno oceniti ceno sˇkode, ki bi nastala z vdorom v sistem oziroma z
razkritjem/izgubo informacije.
Modelira se lahko zˇe obstojecˇ sistem v obstojecˇem okolju, obstojecˇ sistem, ki se
ga namerava uporabiti v drugacˇnem okolju, kot je bilo predvideno pri njegovi
zasnovi, in sistem, ki je sˇele v fazi nacˇrtovanja.
Uporabljen model nevarnosti predpostavlja tipicˇen vgrajen sistem z ali brez
operacijskega sistema in programsko opremo napisano v jeziku C ali C++. Sistem
omogocˇa komunikacijo z okoljem preko komunikacijskega omrezˇja, senzorjev, pre-
nosnih medijev in podobno. Nevarnost predstavlja napacˇna razcˇlemba vhodnih
podatkov, preko katerih lahko nepridiprav spremeni obnasˇanje sistema.
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2.3 Tri opazˇanja in tri ideje
Razlogov za nezavidljivo varnostno stanje sodobne programske opreme je vecˇ.
Po avtorjevih izkusˇnjah je vecˇino mogocˇe strniti v tri opazˇanja, obravnavana v
nadaljevanju podpoglavja.
Prvo opazˇanje o stanju razvoja varne programske opreme je, da napake od-
pravlja, ko je odkrita oziroma se izkazˇe kot varnostna luknja ali celo sˇele, ko trg
prisili njeno odpravo. To je tako imenovano nacˇelo pokrpaj in pojdi dalje (ang.
patch-and-run), ki je trdno zakoreninjeno v industriji razvoja programske opreme;
verjetno je razlog za to preprostost izvedbe popravkov in velika kolicˇina napak,
ki so prisotne v programski opremi. Ko se napaka odkrije, programer poiˇscˇe eno
ali vecˇ mest v programu, ki povzrocˇijo njegovo napacˇno delovanje, naredi ustre-
zen popravek, preveri tocˇno dolocˇen scenarij in gre na resˇevanje nadalje odkritih
napak na seznamu. V drugih disciplinah, na primer v izdelavi mikroprocesor-
jev, v gradbeniˇstvu ali letalstvu, je pojav napake ali nedopusten dogodek ali pa
je odprava napake dolgotrajen in zelo drag poseg. Zato si inzˇenirji na taksˇnih
podrocˇjih ne smejo privosˇcˇiti dela po nacˇelu pokrpaj in pojdi dalje. Problem
pristopa “pokrpaj in pojdi dalje” je, da se popravlja tocˇno dolocˇena napaka in
se ne raziˇscˇe vzrokov, ki so napako povzrocˇili. Pri iskanju vzrokov sta na mestu
naslednji vprasˇanji:
• Zakaj se je napaka odkrila sˇele po koncu procesa razvoja programske
opreme?
• Kako je mozˇno, da se je napaka sploh lahko pojavila?
Z odgovoroma na zastavljeni vprasˇanji in posledicˇno ustreznimi ukrepi je mozˇno
prilagoditi delovno okolje in/ali arhitekturo programske opreme tako, da se tekom
cˇasa pogostost napak bistveno zmanjˇsa.
Drugo opazˇanje je to, da je industrija razvoja programske opreme primarno
usmerjena na samo funkcionalnost produkta, to je tiste dele, ki so uporabniku
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najbolj vidni. Varnost je sˇe dandanes v vecˇini primerov drugotnega pomena, saj
je uporabnik v vecˇini primerov ne “vidi”. To se odrazˇa tudi v procesu razvoja
programske opreme. Varnost je drugotnega pomena, obicˇajno neka dodatna zah-
teva, ki se izvede naknadno ali po potrebi, pogosto le, cˇe se v dejansko izkazˇe
kot tezˇava pri uporabi. Tak pristop k razvoju programske opreme je zelo proble-
maticˇen. Prva tezˇava je ta, da nepridiprav ni navaden uporabnik in da nepridiprav
nacˇrtno iˇscˇe napake v programski opremi, saj so le te v vecˇini primerov vstopna
tocˇka za izvedbo napada. Iz tega staliˇscˇa sta nacˇrtovanje in izvedba programske
opreme, ki zadovoljuje neke varnostne zahteve, sˇe bistveno tezˇja, saj mora pro-
gramska oprema poleg tega, da opravlja vse zahtevane funkcije, zagotoviti, da ne
omogocˇa nicˇesar vecˇ kot to. Da programska oprema zadovolji tudi slednji pogoj,
ni zadosti, da se obravnava varnost kot neko dodatno lastnost, temvecˇ mora biti
varnost nelocˇljiv del procesa nastajanja programske opreme.
Tretje opazˇanje je sprejetje usode, da so napake v programski opremi ne-
izbezˇne in da je potrebno razviti metode, ki preprecˇujejo oziroma zmanjˇsujejo
verjetnost, da te napake postanejo varnostne luknje, oziroma omilijo posledice
varnostnih lukenj. Problem tega pristopa je, da so metode razvite za dolocˇen
znan razred/tip napadov in tako ne preprecˇujejo celovito novih razredov/tipov
napadov. Te metode torej resˇujejo pretekle in sedanje probleme ter tako pusˇcˇajo
odprta vrata za nadaljnje probleme. Osredotocˇiti se je potrebno na vzroke, ki
povzrocˇajo napake in tam zacˇeti resˇevati problem.
Za razvoj varne programske opreme je pomembno najprej narediti miseln
preskok in zˇe pred pricˇetkom projekta nasloviti vsa tri opazˇanja ter zavestno
zasnovati proces tako, da se slabi vzorci, ki pripeljejo do teh opazˇanj, zelo tezˇko
ali nemogocˇe pripetijo.
Z opisanimi vzroki zgornjih opazˇanj in potencialnimi sistemskimi resˇitvami se
Daniel J. Bernstein ukvarja v cˇlanku [2], kjer predstavi svoje poglede na obravna-
vano problematiko na podlagi lastnih izkusˇenj pri razvoju programskega paketa
qmail, ki je programska oprema za posredovanje elektronske posˇte – MTA. Pro-
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gramski paket qmail je poznan po tem, da so bile v desetih letih od njegove
uradne izdaje leta 1997 ugotovljene samo sˇtiri napake, od katerih po Bernstei-
novih trditvi, nobena ne predstavlja varnostne luknje. Cˇetudi qmail ni tipicˇen
predstavnik programske opreme vgrajenih sistemov in vesˇcˇine njegovega avtorja
dalecˇ presegajo vesˇcˇine normalnega razvijalca programske opreme, so predsta-
vljena nacˇela zelo prizemljena in vsesplosˇno veljavna ter uporabna. Dodatno so
spoznanja cˇrpana iz primera, kjer je uporabljen programski jezik C, ki je dalecˇ
najbolj uporabljen na podrocˇju vgrajenih sistemov.
Daniel J. Bernstein v [2] ugotavlja, da je vecˇina programskih okolij zasnovana
tako, da je pisanje tipicˇne programske opreme lazˇje, in da bi v bistvu moralo biti
programsko okolje zasnovano tako, da bi bilo tezˇko pisati nepravilno programsko
opremo. V nadaljevanju profesor Bernstein predlaga tri temeljne cilje razvoja
varne programske opreme, ki se zgornjih treh opazˇanjih in se problemov lotijo pri
izvoru. Ti cilji so sledecˇi:1
1. zmanjˇsanje pogostosti napak,
2. zmanjˇsanje kolicˇine programske opreme,
3. zmanjˇsanje kolicˇine kriticˇne programske opreme.
Tudi predlagane metode v [2] za dosego teh ciljev so zelo realne. V nadaljevanju
poglavja se avtor tega dela odmika od predstavljenih metod v [2] in se osredotocˇa
na tiste, ki se glede na njegove izkusˇnje in interes zdijo najpomembnejˇse in naj-
zanimivejˇse.
1Avtor v [2] poleg sledecˇih nacˇel obravnava sˇe hitrost, minimalne pravice (ang. least pri-
velege) in sledenje nepridipravom (glej tretje opazˇanje). Vsa tri obravnava kot ne bistvene in
motecˇe dejavnike pri ustvarjanju varne programske opreme.
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2.4 Nacˇrtovanje varnosti od zacˇetka
Zagotovitev varnosti programske opreme ni nekaj, kar bi se dalo dobro zagotoviti
naknadno. V racˇunalniˇski varnosti obstaja vrsta nacˇel, ki se jih je priporocˇljivo
drzˇati, saj v splosˇnem omogocˇajo varnejˇso izvedbo sistemov. Na tem mestu naj
bodo izmed mnogih nacˇel kot primer omenjena naslednja nacˇela (povzeta iz [4]):
Nacˇelo 1 (Minimalna dovoljenja). Nacˇelo minimalnih dovoljenj (ang. least
privilege) dolocˇa, da je potrebno racˇunalniˇskemu programu, ki tecˇe na operacij-
skem sistemu, dodeliti minimalen nabor dovoljenj (pravic), ki jih potrebuje za
svoje delovanje. Kljub temu, da nacˇelo ne zmanjˇsuje verjetnosti napake, lahko
znatno zmanjˇsa ceno napake, saj nepridiprav, ki izkoristi napako v racˇunalniˇskem
programu, pridobi mozˇnost upravljanja z dovoljenji, ki jih ima konkretni program.
Nacˇelo 2 (Locˇitev odgovornosti). Nacˇelo locˇitve odgovornosti (ang. separa-
tion of responsibility) zahteva, da sta za uspesˇno opravljeno opravilo potrebni vsaj
dve neodvisni enoti racˇunalniˇskega sistema.
Nacˇelo 3 (Vecˇkratna obramba). Nacˇelo vecˇkratne obrambe (ang. defense in
depth) pomeni, da mora nepridiprav zaporedoma streti vecˇ obrambnih mehaniz-
mov, preden pride do zˇeljenega cilja. To pomeni, da se z vsakim taksˇnim meha-
nizmom povecˇa tezˇavnost uspesˇno izvedenega napada oziroma zmanjˇsa tveganje
zaradi napake v posameznem obrambnem mehanizmu.
Nacˇelo 4 (Obrambna doslednost). Cˇe ima sistem modularno arhitekturo pro-
gramske opreme tipa strezˇnik – vecˇ odjemalcev, potem je sistem obrambno dosle-
den (ang. defensive consistent), cˇe je zagotovljen pogoj, da modul kateregakoli
odjemalca ne more na kakrsˇenkoli nacˇin zmesti modula strezˇnika na nacˇin, da
le ta vracˇa napacˇne odgovore na zahteve drugih odjemalcev. Taksˇen strezˇnik se
lahko obravnava kot kriticˇna programska oprema.
Nacˇelo 5 (Psiholosˇka sprejemljivost). Psiholosˇka sprejemljivost (ang.
psychological acceptability) pomeni, da mora biti sistem oziroma programska
20 Izbrani vidiki razvoja varne programske opreme
oprema izvedena tako, da sˇcˇiti uporabnika in mu hkrati ne zmanjˇsuje uporab-
nosti zaradi zasˇcˇitnih ukrepov, oziroma morajo biti zasˇcˇitni ukrepi taksˇni, da jih
uporabnik sprejme kot dobronamerne.
Iz napisanega lahko trdimo, da je zelo tezˇko zagotoviti na primer lastnost mini-
malnih dovoljenj locˇitev odgovornosti ali vecˇkratno obrambo na zˇe obstojecˇi pro-
gramski opremi, ki naj bi bila sˇe zdruzˇljiva za nazaj. Skratka, herojsko pocˇetje.
Za varnostne vidike programske opreme je potrebno poskrbeti zˇe pred in pri
nacˇrtovanju programske opreme. Potrebno je uporabiti najboljˇsa orodja in me-
tode, kot so na primer programski jezik, programske knjizˇnice, prevajalnik, ope-
racijski sistem, integrirana razvojna okolja, testna in verifikacijska orodja ter me-
tode.
Cˇetudi se to zdi samoumevno, temu v praksi v vecˇini primerov ni tako. Po-
glavitni razlogi za to so nepoznavanje taksˇnih metod in orodij, nezrelost oziroma
nepreverjenost metod in orodij, cena prilagoditve obstojecˇe programske opreme
in cena ter cˇas usposabljanja ekipe na nove procese in tehnologije.
Z nacˇrtovanjem varnosti od zacˇetka je mogocˇe bistveno zmanjˇsati pogostost
napak, kolicˇino programske opreme in kolicˇine kriticˇne programske opreme.
2.5 Varnostna politika
Predvsem vidik varnostne politike je med inzˇenirji in racˇunalnicˇarji, ki so osre-
dotocˇeni na tehnicˇne probleme in resˇitve, pogosto spregledan oziroma zanemarjen,
cˇetudi je dejansko potreben pogoj za vsakrsˇno obravnavo in nacˇrtovanje varnosti
racˇunalniˇskega sistema. Namrecˇ, kot je predstavljeno v podpoglavju 2.2, popol-
noma varen prakticˇen in ekonomsko upravicˇen sistem ne obstaja. Posledicˇno je
mogocˇe definirati in izvesti le sistem, ki izpolnjuje zˇelene varnostne lastnosti glede
na dan oziroma dolocˇen model nevarnosti. Modeli nevarnosti in nabor varnostnih
lastnosti sta del varnostne politike in ker ta sledi utilitaristicˇnemu filozofskemu
nazoru, njuno izbiro dolocˇa ekonomika.
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Prvo nacˇelo ekonomike je, da je nesmiselno vlagati nesorazmerno veliko sred-
stev (cˇas, denar . . . ) v nekaj, kar ne prinasˇa pozitivnega rezultata oziroma
dobicˇka.
Primer 3 (Neekonomicˇnost). Neekonomicˇno in zato tudi nesmiselno je na
primer vlaganje sredstev v razvoj visoko varne programske opreme, cˇe je cena
posledic zlorab majhna.
Drugo nacˇelo ekonomike je, da je sistem oziroma programska oprema varna le
toliko, kolikor je varen njen najˇsibkejˇsi cˇlen. S staliˇscˇa nepridipravove ekonomike
je ocˇitno, da bo skusˇal najprej streti najˇsibkejˇso tocˇko sistema.
Varnostna politika dolocˇi tudi, katere metode se bodo uporabile, da bo sistem
izpolnjeval postavljene varnostne lastnosti. Metode so lahko v obliki tehnicˇnih
resˇitev ali v obliki navodil uporabnikom. Obicˇajno varnostna politika kombinira
oboje.
Poudariti je potrebno, da mora uporabnik razumeti navodila in tudi razumeti,
zakaj je pomembno njihovo striktno izvajanje. Dodatno je potrebno poudariti, da
uporabnik skoraj nikoli ni strokovnjak za podrocˇje varnosti. Zato mora biti sistem
nacˇrtovan tako, da lahko z njim upravlja tudi nestrokovnjak. Tak uporabnik mora
biti seznanjen z varnostnim vidikom uporabe vgrajenega sistema na nacˇin, ki bo
preprost za ucˇenje in enostaven za namestitev, upravljanje in vzdrzˇevanje.
Primer 4 (Problem neuposˇtevanja cˇlovesˇkega dejavnika). Tipicˇen primer
sistema, ki ni nacˇrtovan z mislijo na pomembnost cˇlovesˇkega dejavnika, je sistem,
ki ob prvem zagonu zahteva od uporabnika nastavitev mnogih parametrov, katerih
vloge za delovanje sistema uporabnik niti ne pozna, kaj sˇele razume. Najverje-
tneje bo uporabnik vnasˇal nastavitve parametrov po obcˇutku, kar lahko na koncu
pomeni, da bo naprava delovala slabo, ali pa bo v najslabsˇem primeru izposta-
vljena varnostnim tveganjem. Dobro nacˇrtovan sistem bo sam poiskal mozˇne ali
celo optimalne nastavitve v dolocˇenem okolju in uporabniku ponudil nabor njuno
potrebnih parametrov na preprost in razumljiv nacˇin. Sistem uporabniku v no-
22 Izbrani vidiki razvoja varne programske opreme
benem primeru ne sme dovoliti, da lahko vnese nastavitve, s katerimi napravo
izpostavi varnostnim tveganjem.
Primer 5 (Uporabniku razumljiv sistem). Tipicˇen primer uporabniku razu-
mljivega sistema je neka prenosna elektronska naprava, ki se jo namesto z geslom
aktivira s fizicˇno napravo v obliki kljucˇa, v katerem se dejansko nahaja kljucˇ v ele-
ktronski obliki. Tako uporabniku ni potrebno vedeti nicˇesar o kriptografiji, ampak
bo za uporabo naprave intuitivno vedel, da jo mora najprej odkleniti s pripadajocˇim
kljucˇem in da kljucˇa ne sme izgubiti.
Naslednji izjemno pomemben poudarek je na tem, da je varnostni vidik sis-
tema, ko je dejansko v uporabi, potrebno stalno preverjati, ali so vse nacˇrtovalske
postavke sˇe vedno veljavne v enaki meri kot v cˇasu nacˇrtovanja. Cˇe ne, se je po-
trebno ponovno vrniti k procesu sestave modela nevarnosti. Celoten proces je
pregledno prikazan na sliki 2.1. To delo je osredotocˇeno na obravnavo nekate-
rih vidikov tehnicˇnih resˇitev, s katerimi se zagotavlja varnost vgrajenih sistemov.
Ob obravnavi tehnicˇnih resˇitev je potrebno imeti vseskozi v mislih sliko 2.1 in se
zavedati, da so tehnicˇne resˇitve le en, dandanes morda celo ne najpomembnejˇsi,
del pri zagotavljanju varnosti sistemov.
2.6 Izbira arhitekturnih resˇitev
Strokovnjak za kriptologijo in racˇunalniˇsko varnost Bruce Schneier v eseju [5] iz
leta 1999 napove, da bodo racˇunalniˇski sistemi postali kompleksnejˇsi in bolj med-
sebojno povezani in hkrati s tem manj varni. Dodatno v intervjuju [6] postavi
trditev, da je kompleksnost najvecˇji sovrazˇnik varnosti. Pogled naokrog po naj-
razlicˇnejˇsih racˇunalniˇskih sistemih in protokolih potrjuje oboje. Vcˇasih enostavni
vgrajeni sistemi so z dodano funkcionalnostjo prikljucˇitve v Medmrezˇje postali
za nekaj velikostnih razredov kompleksnejˇsi. Dodatna kompleksnost in dejstvo,
da se zˇe s saˆmo prikljucˇitvijo naprave v Medmrezˇje bistveno povecˇa dostopnost
naprave nepridipravom, povzrocˇa vecˇjo dovzetnost naprave za napade in zlorabe.
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Slika 2.1: Proces nacˇrtovanja varnostnih lastnosti sistema: Avtorju se zdi po-
membno posebej izpostaviti korak preverjanja veljavnosti modela nevarnosti v
cˇasu obratovanja sistema, saj je spreminjanje okolja, v katerem obratuje nek sis-
tem, eden od temeljnih naravnih zakonov.
Tudi standardi in protokoli postajajo vse kompleksnejˇsi, saj se nenehno dopolnju-
jejo z novimi funkcionalnostmi in resˇitvami za probleme, ki v njihovem nastanku
sploh sˇe niso obstajali. Ta “organska” rast kompleksnosti je privedla do tocˇke,
ko ni sistema, na katerega bi se bilo mogocˇe zanesti.
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Primer 6 (Knjizˇnica OpenSSL). Nazoren primer posledic “organske” rasti je
programska knjiˇznica OpenSSL, ki je eden izmed temeljnih gradnikov Medmrezˇja.
V cˇlanku [7], z naslovom Najnevarnejˇsi program na svetu avtorji izpostavljajo
mnogo problematicˇnih dejstev o tej programski knjiˇznici, med drugim zahtevnost
pravilne uporabe programske knjiˇznice in obseg ter kompleksnost izvedbe program-
ske knjiˇznice. Dalecˇ najodmevnejˇsi incident, povezan s to programsko knjiˇznico,
se je zgodil spomladi leta 2014 in je poznan pod imenom Heartbleed (CVE-2014-
0160). Zelo dobra in podrobna razlaga napake, ki je povzrocˇila ta incident, se
nahaja v [8]. Problem je povezan z napacˇnim razcˇlenjevanjem podatkov, ki je
glavna tema za primere v tem podpoglavju.
Vcˇasih izvor kompleksnosti ni posledica “organske rasti”, temvecˇ zgolj posle-
dica slabega nacˇrtovanja arhitekture bodisi zaradi nezavedanja problematike ali
nezmozˇnosti najdbe enostavnih osnovnih gradnikov.
Primer 7 (Kriptografija na osnovi elipticˇnih krivulj). Izbira druzˇine
elipticˇne krivulje pomembno vpliva na zahtevnost njene izvedbe. Mnogo kriptograf-
skih standardov, na primer IEEE P136, NIST FIPS 186-2, ANSSI FRP256V1,
ki uporabljajo kriptografijo na osnovi elipticˇnih krivulj, temelji na Weierstraßovi
druzˇini krivulj. V praksi se izkazˇe, da je izvedba taksˇne druzˇine krivulj bistveno
tezˇja kot na primer izvedba druzˇine Montgomeryevih elipticˇnih krivulj, saj so pra-
vila za racˇunaje na Weierstraßovi druzˇini krivulj precej bolj komplicirana kot na
druzˇini Montgomeryevih elipticˇnih krivulj [9].
Pogoj za varen sistem je potrebna arhitektura, ki je bila nacˇrtovana po na-
slednjem aforizmu: Vse naj bo poenostavljen kolikor se le da, a nicˇ vecˇ.2 Zelo
presenetljivo se da celo kvalitativno oceniti, kaksˇne sisteme se sploh da izvesti
pravilno in varno. Za to se je potrebno zatecˇi k metodam racˇunske teorije (ang.
Theory of Computation). To dokaj novo podrocˇje raziskav se imenuje Varnost na
osnovi teorije jezikov (ang. Language-theoretic Security), ki opiˇse osnovne zako-
nitosti povezave med racˇunskim sistemom, podatki, ki jih obdeluje, in zmozˇnosti
2Ta aforizem se pogosto pripisuje slovitemu fiziku Albertu Einsteinu.
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izvedbe varnega sistema. Natancˇnejˇsa obravnava teme se nahaja v poglavju 3.
Na tem mestu so navedene glavne ideje in ugotovitve.
Prva ideja varnosti na osnovi teorije jezikov je pravilno definirati jezik, v
katerem so zapisani vhodni podatki, in popolnoma pravilno narediti enoto za
razcˇlenjevanje ter prepoznavo tega jezika. Cˇetudi ima izvedba sistema napake,
lahko nepridiprav sprozˇi morebitno napako v sistemu, vecˇ pa ne more. V tem
primeru naenkrat postanejo zloglasne napake, kot so prekoracˇitev obsega izrav-
nalnika, dvojno sprosˇcˇanje pomnilnika, visecˇi kazalci in podobno, samo napake,
ne pa tudi varnostne luknje. Dandanes razvijalci operacijskih sistemov predpo-
stavljajo, da programi vsebujejo napake in z njimi povezane varnostne luknje.
Glavna ideja je omejevanje posledic z metodami zasˇcˇite direktno v pomnilniku
[10] in ne na vhodu pri razcˇlembi vhodnih podatkov. Kot je razvidno iz nada-
ljevanja, je to napaka, saj je teoreticˇno mozˇno zasˇcˇititi sistem le na vhodu, v
pomnilniku pa ne.
Obravnavana teorija gre sˇe veliko dlje in pokazˇe, za kateri tip jezika, v kate-
rem so zapisani vhodni podatki, je sploh mogocˇe izvesti enoto za razcˇlenjevalnje
in prepoznavo, ki bo zmozˇna sprejeti vse podatke, zapisane v skladu s pravili
tega jezika, in zavrniti vse ostale podatke. Tipi jezika, ki omogocˇajo pravilno
izvedbo razcˇlenjevalnika, so regularni izrazi in deterministicˇno kontekstno neod-
visni jeziki.3 Za jezike, ki so po izraznosti mocˇnejˇsi kot na primer jezik, katerega
racˇunski model za razcˇlembo in prepoznavo je univerzalni racˇunski stroj – Turin-
gov stroj, ne obstaja enota za razcˇlenembo/prepoznavo, ki bi pravilno razcˇlenila
vse mozˇne kombinacije vhodnih podatkov, zapisanih v taksˇnem jeziku.4 V pra-
ksi se izkazˇe, da so na primer protokoli Ethernet, IPv4 in HTTP po ekspresivni
3Inzˇinirjem sta verjetno blizˇje pojma koncˇni avtomat, ki je racˇunski model za razcˇlembo in
prepoznavo nekega regularnega izraza in koncˇni avtomat s skladom, ki je racˇunski model za
razcˇlembo in prepoznavo nekega deterministicˇnega kontekstno neodvisnega jezika.
4V taksˇnem jeziku obstajajo taksˇni nizi vhodnih podatkov, ki so del jezika, vendar
jih razcˇlenjevalnik zavrne; taksˇni nizi vhodnih podatkov, ki niso del jezika, vendar jih
razcˇlenjevalnik sprejme; in taksˇni nizi vhodnih podatkov, za katere razcˇlenjevalnik nikoli ne
vrne rezultata, ali je pravilen ali ne.
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mocˇi jezika deterministicˇno kontekstno odvisni in ne deterministicˇno kontekstno
neodvisni. Tako zanje niti ne obstaja pravilena enota za razcˇlenbo/prepoznavo
in se zato tudi teoreticˇno ne da popolnoma zasˇcˇititi taksˇnih sistemov. Nasprotno
sta na primer protokola ATM in JSON na varni strani jezikov.
Preprostost arhitekturne zasnove sistema povecˇuje mozˇnost pravilne izvedbe.
Organska rast sistemov vodi k povecˇani kompleksnosti sistemov in posledicˇno
k vecˇji kolicˇini programske opreme, vecˇjemu sˇtevilu napak in posledicˇno vecˇji
ranljivosti sistema. Zato je potrebno vsaj ob vecˇjih spremembah funkcionalno-
sti sistema temeljito preveriti posledice na obstojecˇ sistem in posodobiti celoten
sistem. Sisteme je najbolj smiselno zasˇcˇititi na vhodu v vanje s pravilno izbiro
komunikacijskih protokolov, saj je v vecˇini primerov to edini nacˇin, kako dosecˇi
teoreticˇno varen sistem pred zlonamernimi vhodnimi podatki.
2.7 Izbira programskega jezika
2.7.1 Uvod
Programski jezik je orodje, katerega izbira pomembno vpliva na delezˇ napak v
programski opremi. Izbira zˇal mnogokrat temelji na napacˇnih predpostavkah ali
zgolj na neutemeljenih prepricˇanjih. V tem podpoglavju je predstavljenih ne-
kaj lastnosti programskih jezikov, ki vplivajo na pravilnost izvedbe programske
opreme. V drugem delu podpoglavja so opisane znacˇilnosti programskih jezikov
C in C++, ki sta dalecˇ najbolj uporabljena za pisanje programske opreme na po-
drocˇju vgrajenih sistemov, operacijskih sistemov, navideznih strojev in tolmacˇev
(interpreterjev) drugih programskih jezikov. Poleg tega ima avtor najvecˇ izkusˇenj
s problemi uporabe jezikov C in C++.
Vecˇino lastnosti programskega jezika je mogocˇe posplosˇiti na programske
knjizˇnice, kajti vmesnik programske knjizˇnice je mocˇ razumeti kot viˇsje-nivojski
programski jezik. Nekatere lastnosti se da posplosˇiti na programska okolja, v
katerih nastaja programska oprema.
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2.7.2 Programski jezik kot podatkovni model
To podpoglavje je osredotocˇeno na programski jezik kot podatkovni model, to
je abstrakcija za opisovanje problemov, ki jih resˇuje racˇunalnik. Pogled na pro-
gramski jezik kot podatkovni model je povzet po [11] (prvo poglavje). Podatkovni
model programskega jezika obicˇajno vsebuje abstrakcije, kot so cela sˇtevila, cˇrke,
funkcije . . . Nekateri elementi podatkovnega modela so res samo modeli realne-
ga/fizicˇnega sveta. Cˇe se zˇeli del realnega sveta opisati kot program ali del pro-
grama v racˇunalniku, se je neizogibno potrebno zavedati, da gre za priblizˇek in da
je taksˇen podatkovni model veljaven ob dolocˇenih predpostavkah in ne brezpo-
gojno. Primer sta na primer neskoncˇni mnozˇici celih Z in realnih sˇtevil R, katerih
abstrakciji v programskem jeziku sta obicˇajno neki koncˇni mnozˇici z lastnostmi,
ki se v omejenem obsegu ujemajo z lastnostmi Z in R. Uporaba modela izven
njegove veljavnosti pripelje do neituitivnih napak, kot je na primer prekoracˇitev
celosˇtevilskega obsega (ang. integer overflow) in z njim povezanimi varnostnimi
luknjami. Podatkovni modeli programskih jezikov so zelo razlicˇni. Obicˇajno ve-
lja, da so boljˇsi podatkovni modeli manj podvrzˇeni programerskim napakam. Na
zˇalost hkrati velja, da so boljˇsi podatkovni modeli bistveno manj ucˇinkoviti s
staliˇscˇa porabe sistemskih virov.
2.7.3 Povezava med programskim jezikom in pravilnostjo izvedbe
Na izbiro programskega jezika vpliva kopica dejavnikov. V najbolj grobi delitvi
izbiro dolocˇajo:
• zahteve, ki jih mora izpolnjevati programska oprema,
• lastnosti okolja, v katerem se izvaja proces izvedbe programske opreme.
Zahteve programske opreme so na primer odzivnost v realnem cˇasu, dolocˇenost
izvajanja, energijska ucˇinkovitost, zanesljivost, prenosljivost, mozˇost nadgradnje
. . .Lastnosti okolja so na primer usposobljenost in razpolozˇljivost programerjev,
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razpolozˇljiva razvojna orodja, razpolozˇljive knjizˇnice, prevajalniki, strojna plat-
forma, rok in cena izvedbe . . .
Intuitivno in na osnovi znanstvenih poizkusov je mogocˇe zaupati trditvi, da
je (cˇlovesˇki) programer zmotljiv in da lastnosti programskega jezika mocˇno vpli-
vajo na pravilnost izvedbe programa. Znanstvene poizkuse, ki pokazˇejo vzrocˇno–
posledicˇno odvisnost lastnostmi programskega jezika in sˇtevila napak, je mozˇno
uvrstiti v enega izmed treh tipov:
• obravnava resˇevanja kopice enostavnejˇsih nalog v razlicˇnih programskih je-
zikih,
• obravnava zahtevnih in obsezˇnejˇsih odprtokodnih projektov v razlicˇnih pro-
gramskih jezikih,
• obravnava resˇevanja kopice zahtevnih, obsezˇnejˇsih in raznolikih nalog v
razlicˇnih programskih jezikih.
Primer slednje obravnave se nahaja v cˇlanku [12], ki temelji na obravnavi projekta
Rosetta Code, zbirki raznolikih problemov, ki imajo resˇitve v razlicˇnih program-
skih jezikih. Dejstvo je, da so taksˇne raziskave zelo zahtevne, mnogokrat ozˇje
usmerjene in imajo mnogokrat omejeno veljavnost ter uporabo. Velika vecˇina
raziskav je namrecˇ usmerjena na najrazlicˇnejˇse tipe obdelav podatkov, kjer se
dolocˇena koncˇna mnozˇica podatkov na vhodu preslika v obdelano koncˇno mnozˇico
podatkov na izhodu. Pogosto mora programska oprema vgrajenih sistemov obrav-
navati navidezno neskoncˇne mnozˇice podatkov, kot je na primer komunikacijski
protokol, in pri tem uposˇtevati cˇasovnost komunikacije. Abstrakcije socˇasnega
izvajanja, prekinitve, vecˇopravilnosti, sinhronizacije in podobnih cˇasovnih kon-
struktov pogosto sploh niso del abstrakcije programskega jezika. Zˇe pomanjkanje
taksˇnih abstrakcij je obicˇajno vir ogromnega sˇtevila napak. Zato je en izmed
pomembnejˇsih kriterijev pri izbiri programskega jezika tudi podpora cˇasovnim
konstruktom v samem jeziku. Pri izbiri programskega jezika je torej potrebno
biti pozoren na lastnosti problema, ki ga je potrebno resˇiti. Ker programska
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oprema obicˇajno resˇuje vecˇ razlicˇnih problemov, je potrebno premisliti, ali je
zato dobro razlicˇne probleme resˇevati z razlicˇnimi programskimi jeziki.
V nadaljevanju podpoglavja je obravnavanih nekaj lastnosti splosˇnega pro-
gramskega jezika, ki bodisi pripomorejo, bodisi otezˇujejo pravilnost izvedbe pro-
gramske opreme. Opisane lastnosti se v mnogih primerih dopolnjujejo, v nekaj
primerih pa izkljucˇujejo. Na kratko bo predstavljeno, kako dobro pokrivajo po-
samezne lastnosti najbolj uporabljeni programski jeziki C, C++ in Java.
2.7.3.1 Naucˇljivost
Zelo zazˇelena lastnost programskega jezika je, da se ga je preprosto naucˇiti in
ga obvladati v celoti. Torej mora biti dober programski jezik relativno majhen
v obsegu. Da je programski jezik zares uporaben, mora vsebovati tudi kaksˇne
naprednejˇse funkcionalnosti, na primer funkcije viˇsjega reda, vendar morajo biti le
te enostavne za pravilno uporabo. Jezik mora biti cˇim bolj prilagojen cˇlovekovemu
razmiˇsljanju tako, da se da na nek intuitiven nacˇin zapisati resˇitev naloge, ki jo
mora program opravljati in to brez skritih/implicitnih stranskih ucˇinkov.
Programski jezik C je na primer relativno majhen v obsegu in se ga je v
osnovi relativno preprosto naucˇiti uporabljati. Zˇal v osnovi ne ponuja veliko na-
prednejˇsih funkcionalnosti. Viˇsje nivojske funkcije je na primer mogocˇe izvesti
le preko iz funkcije vrnjenega kazalca na funkcijo in ne preko iz funkcije vrnjene
funkcije. Tudi naprednejˇse funkcionalnosti, ki se nahajajo v raznih programskih
knjizˇnicah, je obicˇajno tezˇko pravilno uporabljati. Primer tega je knjizˇnica za
delo s programskimi nitmi (ang. threads). Programski jezik C je na gosto po-
sejan in prepleten s skritimi/implicitnimi stranskimi ucˇinki. Programski jezik
C++ je zasnovan tako, da ponuja mnogo nacˇinov programiranja, kar pomeni, da
je precej obsezˇen in zato s staliˇscˇa naucˇljivosti zelo zahteven. Prav tako ohranja
vecˇino problemov programskega jezika C glede naucˇljivosti. Po drugi strani je
programski jezik Java bistveno lazˇje naucˇljiv kot programska jezika C in C++ in
ponuja primerljivo podporo naprednejˇsim funkcionalnostim kot programski jezik
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C++. Glede naucˇljivosti programski jezik Scala dalecˇ presega vse tri prej ome-
njene programske jezike. Ima cˇisto in preprosto skladnjo, ponuja (naj)naprednejˇse
programske konstrukte in predvsem se je potrebno potruditi, v kolikor se zˇeli upo-
rabiti “nevarne” programske konstrukte.
2.7.3.2 Odpornost na napake
S staliˇscˇa varnosti je odpornost na napake najpomembnejˇsa lastnost program-
skega jezika. V dobro zasnovanem programskem jeziku je tezˇko napisati pro-
gram, ki vsebuje napake. Cˇe program vsebuje napake, je dobro, da se jih zazna
cˇim prej, najbolje zˇe pri prevajanju. Najbolj obicˇajen nacˇin vnosa napak je z
uporabo neintuitivnih programskih konstruktov in z njimi povezanimi stranskimi
ucˇinki. Taksˇni konstrukti napakam izpostavljenega programskega jezika so na
primer globalne spremenljivke, kazalci, kazalcˇna aritmetika, implicitna pretvorba
tipov, programske niti . . . Dodatno sta zelo obicˇajen vir napak nedefiniranost pro-
gramskih konstruktov in programski konstrukti, katerih delovanje je prepusˇcˇeno
izvedbi prevajalnika.
S staliˇscˇa odpornosti na napake sta programska jezika C in C++ najboljˇsi
prikaz zasnove programskega jezika, ki ne ustreza vsem zgoraj opisanim zahtevam.
Kot dokaz naj sluzˇi naslednjih nekaj knjig iz kopice knjig, ki opisujejo nesˇtete
posebnosti, skrite pasti in neprijetna presenecˇenja programskih jezikov C in C++,
ki jih mora programer uposˇtevati:
• Expert C Programming: Deep C Secrets [13],
• Exceptional C++ [14],
• More Exceptional C++ [15],
• Secure Coding in C and C++ [16] . . .
Programski jezik Java je s staliˇscˇa odpornosti na napake precej boljˇsi od program-
skih jezikov C in C++. Programski jezik Scala je dober primer programskega je-
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zika, v katerem je tezˇko napisati program, ki vsebuje napake, saj privzeti program-
ski konstrukti spadajo med varne v smislu nepredvidenih/implicitnih stranskih
ucˇinkov. Uporaba “nevarnih” programskih konstruktov je sicer mozˇna, vendar
jih mora programer izrecno navesti.
Pomembni lastnosti programskega jezika, ki bistveno pripomoreta k odpor-
nosti na napake, sta mocˇan sistem tipov in staticˇno preverjanje tipov. Na ta
nacˇin se da odkriti vse napake, ki niso odvisne od vhodnih podatkov, zˇe v cˇasu
prevajanja (glej izrek o varnosti v [17]). Primeri programskih jezikov s taksˇnim
sistemom tipov so Haskell, OCaml in Scala. Programski jeziki C, C++ in Java
imajo sicer staticˇni sistem tipov, vendar je njihov sistem tipov precej slabsˇi in
ga je mozˇno enostavno “zlorabljati” (pretvorba tipov, kazalec void . . . ). Tako je
pomocˇ prevajalnika pri odkrivanju napak precej bolj omejena, kar velja predvsem
za programski jezik C. Vecˇ o varnosti na osnovi tipov v programskih jezikih je
opisano v objavi [18].
2.7.3.3 Razumljivost
Dober programski jezik otezˇuje pisanje tezˇko berljivih programov in/ali progra-
mov, katerih funkcionalnost vkljucˇno z morebitnimi stranskimi ucˇinki je tezˇko
ugotoviti. Program je oblika sporocˇanja idej programerju in med programerji.
Preprosta razumljivost in berljivost programov je prakticˇno sˇe pomembnejˇsa kot
pisanje programov, saj programer znatno vecˇ cˇasa porabi za branje zˇe obstojecˇih
programov, ki jih pouporablja, spreminja ali popravlja tako, da izvede zahtevano
funkcionalnost. Lastnost dobrega programskega jezika je v tej lucˇi na primer eno-
stavno ugotavljanje tipa rezultata, enopomenskost posamezne rezervirane besede
ali simbola, vizualna struktura programa je del skladnje jezika in se ne prepusˇcˇa
disciplini programerja . . .
V programskih jezikih C in C++ in nekoliko manj v Javi je berljivost progra-
mov precej prepusˇcˇena disciplini programerjev oziroma pravilom, ki jih vsiljuje
razvojno okolje. Primer taksˇnih pravil je pravilo, kako postavljati zavite oklepaje
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({}) in znotraj njih zamikati nek blok programa. V nasprotju z omenjenimi je-
ziki je v programskem jeziku Python to resˇeno v sami skladnji jezika, ker je blok
programa dolocˇen z zamikom bloka, kot je to prikazano na sliki 2.2. Po drugi
strani programski jezik Python spada med programske jezike z dinamicˇnim pre-
verjanjem tipov, kar pomeni, da se tip vrednosti dolocˇi v cˇasu izvajanja glede na
program in njegove trenutne vrednosti. S staliˇscˇa berljivosti je dinamicˇno prever-
janje tipov slabsˇe od staticˇnega, saj je razumevanje novih obsezˇnejˇsih programov
bistveno pocˇasnejˇse. Programski jeziki C in C++ in Java so s tega staliˇscˇa boljˇsi.
S staliˇscˇa dvoumnosti rezerviranih besed in simbolov sta programska jezika C
in C++ zelo slaba. Perecˇ primer dvoumnosti je rezervirana beseda static. V
programskem jeziku C beseda static bodisi dolocˇi vidnost funkcije samo zno-
traj ene prevajalne enote (datoteke), bodisi dolocˇi, da se vrednost spremenljivke
v funkciji ohrani med klici te funkcije, kar pomeni dva zelo razlicˇna pomena, v
programskem jeziku C++ dobi beseda static sˇe dodatne pomene. V knjigi [13]
je celotno drugo poglavje z naslovom “To ni horsˇcˇ. To je lastnost jezika,”5 name-
njeno dvoumnostim rezerviranih besed, nerazumljivemu vrstnemu redu operacij
in podobnim “neprijetnim presenecˇenjem” programskega jezika C.
2.7.3.4 Enostavno vzdrzˇevanje
Vzdrzˇevanje programske opreme je mnogokrat podcenjen faktor pri prerezu
strosˇkov programske opreme. Sem sodijo odprava napak, manjˇse prilagoditve
funkcionalnosti, optimizacija racˇunsko/prostorsko zahtevnih delov programov in
podobno. Lastnosti programskega jezika, ki bistveno vplivajo na enostavno
vzdrzˇevanje, so lokalnost sprememb in samodokumentacija.
Lokalnost sprememb pomeni, da konstrukt programskega jezika deluje na zelo
omejenem delu programa, in sicer na enem mestu. To pomembno vpliva na
mozˇnost sklepanja o lastnostih programa in posledicˇno zmanjˇsa mozˇnost napak
zaradi stanskih ucˇinkov. Lokalnost sprememb je predvsem v programskem jeziku
5Izvorni naslov: “It’s Not a Bug. It’s a Language Feature”
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C, C++, (Java): Pregledno urejen pravilen program.
unsigned int f a ku l t e t a (unsigned int s t e v i l o ) {
i f ( s t e v i l o < 2) {
return 1 ;
}
return s t e v i l o ∗ f a ku l t e t a ( s t e v i l o − 1 ) ;
}
C, C++, (Java): Nepregledno urejen pravilen program.
unsigned int f a ku l t e t a (unsigned int s t e v i l o ) {
i f ( s t e v i l o < 2)
return 1 ;
return s t e v i l o ∗ f a ku l t e t a ( s t e v i l o − 1 ) ;
}
Python: Pregledna urejenost je del skladnje jezika.
def f a ku l t e t a ( s t e v i l o ) :
i f s t e v i l o < 2 :
return 1
return s t e v i l o ∗ f a ku l t e t a ( s t e v i l o − 1)
Slika 2.2: Primerjava programov za izracˇun fakultete naravnega sˇtevila v pro-
gramskih jezikih katerih urejenost ni del skladnje jezika (C, C++, Java) in pro-
gramskem jeziku Python, kjer je urejenost del skladnje jezika.
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C, nekoliko manj v C++ in precej manj v Javi vezana na disciplino programer-
jev. Podpora objektnemu nacˇinu programiranja v samem programskem jeziku
bistveno pripomore k omejitvi ucˇinkov konstruktov programskega jezika. Izkazˇe
se, da podpora programskega jezika objektnemu nacˇinu programiranja ni zado-
sti. Zato so se razvili nacˇrtovalski vzorci (ang. design pattern), ki so v zasnovi
produkti dobrih praks pri resˇevanju najrazlicˇnejˇsih problemov. Uposˇtevanje lo-
kalnosti sprememb je sestavni del mnogih vzorcev. Velik korak naprej glede lokal-
nosti sprememb prinasˇajo funkcijski programski jeziki, kot so na primer Haskell,
OCaml, Scala in drugi. V funkcijskih programskih jezikih je lokalnost omejena
na sklop ene funkcije. Sˇe vecˇ. Funkcije nimajo stranskih ucˇinkov6. Izjema so
funkcije oziroma operacije, ki zahtevajo stranske ucˇinke, kot je na primer komu-
nikacija z vhodno/izhodnimi napravami. Vendar tudi za to obstaja abstrakcija,
imenovana monad, ki nacˇin uporabe teh funkcij in operacij poenoti z ostalimi
funkcijami. Po drugi strani je pri branju programa ocˇitno, da gre za posebne
funkcije s stranskimi ucˇinki. Vsekakor resˇitev z monadi v svoji izvedbi strogo locˇi
te posebne funkcije od ostalih navadnih funkcij.
Samodokumentacija programa pomeni, da so programerjeve odlocˇitve ocˇitne
iz samega programa in s tem neodvisne od zunanje dokumentacije. Lastnosti
programskega jezika, ki pripomorejo k dobri samodokumentaciji, so na primer
mozˇnost, da programer definira lastne tipe in konstante, ki jim da resˇitvi pri-
merno ime. To je omogocˇeno v vecˇini programskih jezikov v uporabi. Napre-
dnejˇsa lastnost nekaterih objektno orientiranih jezikov, na primer metodi alias
in alias method v programskem jeziku Ruby je preimenovanje cˇlanov in metod
v izpeljanih razredih glede na konkreten problem, ki ga resˇujejo (ang. feature
renaming). Primer funkcionalnosti preimenovanja cˇlanov in metod je prikazan
na sliki 2.3.
6Citirano iz [17]: Efekt ali stranski ucˇinek je vsak programski konstrukt, s katerim lahko
dosezˇemo, da dva zaporedna klica funkcije z enakimi argumenti vrneta razlicˇna rezultata.
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class S t r o j
def zazen i
puts ” s t r o j se zaganja ”
end
def s e l f . add rename
a l ia s method : vzgi , : z a z en i
end
end
class Raketa < S t r o j
def zazen i
puts ” raketa se vz iga ”
end
add rename
end
Raketa . new . vzg i
Slika 2.3: Primer uporabe lastnosti preimenovanje cˇlanov in metod v izpeljanih
razredih glede na konkreten problem v programskem jeziku Ruby. Raketa je
poseben primer stroja, ki se ga zaganja z vzˇiganjem. Tako ukaz Raketa.new.vzgi
vrne #=> ’raketa se vziga’.
2.7.3.5 Preverljivost
Lastnost preverljivosti programskega jezika pomeni, da se vsaka napaka v pro-
gramu, ki ni odvisna od vhodnih podatkov, zazna zˇe pred samim izvajanjem
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programa. To je tako imenovana staticˇna preverljivost. Za dosego tega cilja
programski jeziki uvajajo redundantne konstrukte, ki dodajo dodatne pogoje,
ki jih mora program izpolnjevati, da je pravilen. Najboljˇsi nacˇin, kako dosecˇi
preverljivost programov zˇe pred izvajanjem sta, mocˇan sistem tipov in staticˇno
preverjanje tipov v programskem jeziku, saj je le te mozˇno samodejno preveriti.
Sˇe vecˇ – ob dobri zasnovi tipov je mogocˇe odkriti vse nepravilne uporabe jezika,
ki niso odvisne od vhodnih podatkov, zˇe v cˇasu prevajanja. Dodatni konstrukti,
ki so lahko del programskega jezika, so dodatna navodila prevajalniku/tolmacˇu
(interpreterju) v smislu invariantnih pogojev in trditev (asertacij), ki jih lahko
vnasˇa programer rocˇno ali samodejno s posebnimi programi. Programski jezik C
ima zelo slabo staticˇno preverljivost, C++ nekoliko boljˇso in Java precej boljˇso.
Vsi omenjeni jeziki v tej kategoriji imajo bistveno slabsˇo staticˇno preverljivost od
programskih jezikov Haskell, Scala in OCaml.
Dober programski jezik ima dobro dinamicˇno preverljivost, to je preverja-
nje veljavnosti programa v cˇasu izvajanja, ko dolocˇajo potek izvajanja vhodni
podatki. Med konstrukte za dinamicˇno preverjanje pravilnosti sodijo samodejno
preverjanje mej podatkovnih struktur, veljavnosti pogojnih odlocˇitev in podobno.
Programski jezik C ima zelo slabo dinamicˇno preverljivost, saj zˇe jezik sam preko
kazalcev in kazalcˇne aritmetike omogocˇa dostop do poljubnega mesta v pomnil-
niku. Tako imajo prevajalnik in druga orodja malo mozˇnosti vnasˇanja konstruk-
tov za dinamicˇno preverjanje pravilnosti programa. Programski jezik C++ ima
podporo za prozˇenje in obravnavanje izjem, ki v kombinaciji s podatkovnimi
strukturami iz standardne knjizˇnice tvorijo bistveno boljˇsi sistem dinamicˇne pre-
verljivosti. Zaradi zdruzˇljivosti s programskim jezikom C je v programih v pro-
gramskem jeziku C++ sˇe vedno mozˇno uporabljati nevarne konstrukte. Sˇe precej
boljˇsi sistem dinamicˇne preverljivosti ima programski jezik Java, kjer veliko ti-
pov napak, ki so mozˇne in zelo pogoste v C in/ali C++, ne obstaja. Primer
tega so napake prekoracˇitve obsega izravnalnika pri uporabi cˇrkovnih nizov, saj
so cˇrkovni nizi v programskem jeziku Java obravnavani kot nespremenljiva po-
datkovna struktura. Za nespremenljivo (ang. immutable) podatkovno strukturo
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velja, da sta njena struktura in njeni elementi dokoncˇno dolocˇeni v cˇasu kon-
strukcije, poznejˇse spremembe niso mogocˇe; tako je na primer sprememba cˇrke
v cˇrkovnem nizu mogocˇa le tako, da se ustvari nov cˇrkovni niz. Tudi na splosˇno
velja, da je uporaba nespremenljivih podatkovnih struktur konceptualno prepro-
stejˇsa in precej varnejˇsa izbira kot uporaba spremenljivih podatkovnih struktur.
Edini pravi razlog za uporabo spremenljivih podatkovnih struktur je mnogo boljˇsi
izkoristek sistemskih virov.
2.7.4 Programska jezika C in C++
Programska jezika C in C++ sta primera sˇiroko uporabljenih programskih jezikov,
ki zˇe v svoji osnovi dovoljujeta neposreden dostop do pomnilnika, procesorja in
vhodno/izhodnih enot racˇunalniˇskega sistema. Zˇal v osnovi dopusˇcˇata in celo
napeljujeta k napacˇni rabi. V tem poglavju je opisanih nekaj temeljnih lastnosti
in predvsem nevarnosti, ki se jih morata pri nacˇrtovanju programske opreme
zavedati sistemski arhitekt in arhitekt programske opreme, ko se odlocˇita za izbiro
programska jezika C oziroma C++.
Programski jezik C je najbolj razsˇirjen programski jezik. Je dejanski stan-
dard na podrocˇju vgrajenih sistemov, operacijskih sistemov, navideznih strojev
in tolmacˇev (interpreterjev) drugih programskih jezikov. Razlog za ta status gre
pripisati naslednjim dejstvom:
1. Za programska jezika C in C++ velja izjemna stopnja zdruzˇljivosti med
razlicˇnimi verzijami jezika C (K&R C, ANSI/ISO C, C99, C11) in C++
(C++98, C++03, C++TR1, C++11) preko cˇasovnega obdobja preko 30
let za C in 15 let za C++, kar pomeni, da so programi napisani desetletja
nazaj z nicˇ ali zelo malo popravki in so prevedljivi tudi na najnovejˇsih pre-
vajalnikih. Podobno velja za programski jezik C++, ki tudi precej dosledno
ohranja zdruzˇljivost med razlicˇnimi verzijami jezika in do zelo velike mere7
tudi s programskim jezikom C. Zdruzˇljivost med razlicˇnimi verzijami istega
7Do izdaje standarda C++11 se je smatralo, da je programski jezik C++ v 95 % zdruzˇljiv s
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jezika na primer ne velja za sˇiroko uporabljena programska jezika Java in
Python, ki razen nekaj izjem (Python – Raspberry Pi, Java – uporabniˇski
programi na operacijske sistemu Android) nista niti priblizˇno tako sˇiroko
uporabljena v svetu vgrajenih sistemov kot programska jezika C in C++.
2. Predvsem v programskem jeziku C je napisano ogromno programske
opreme, predvsem programskih knjizˇnic, ki se jih da ponovno uporabiti
v novih projektih. Vkljucˇevanje (delov) programov in knjizˇnic napisanih
v jeziku C, v nove projekte C in C++, je obicˇajno (relativno) enostavno
opravilo.
3. Program, napisan v programskem jeziku C, se obicˇajno najelegantnej pre-
slika v zbirni jezik. Sˇe vecˇ, eden izmed ciljev pri nacˇrtovanju jezika C je
bil, da je programski jezik C po funkcionalni mocˇi enak zbirnemu jeziku in
prenosljiv med razlicˇnimi procesorskimi arhitekturami oziroma nabori arhi-
tektur strojnih ukazov – ISA. Kakorkoli. Zaradi relativno preproste presli-
kave konstruktov programskega jezika C v konstrukte zbirnega jezika se da
za zelo preproste procesorske arhitekture in preprosto programsko opremo
relativno tocˇno dolocˇiti racˇunsko, prostorsko in cˇasovno zahtevnost. Ti
so obicˇajno kljucˇni parametri pri nacˇrtovanju vgrajenih sistemov, kjer sta
bistvena dolocˇenost izvajanja programske opreme in visoka stopnja njene
zanesljivosti.
4. Predvsem za programski jezik C je na voljo nekaj dobrih in preizkusˇenih
prevajalnikov, na primer GCC in Clang ter nekaj izjemno dobrih prevajalni-
kov, kjer je preveden program po ucˇinkovitosti zelo blizu rocˇno napisanemu
programskim jezikom C. Popolna zdruzˇljivost pomeni, da se programi, napisani v programskem
jeziku C, brez kakrsˇnihkoli posegov prevedejo na prevajalniku za jezik C++. Poudariti je
potrebno sˇe, da je prevedljivost le prvi korak do zdruzˇljivosti med programskima jezikoma.
Drugi, sˇe pomembnejˇsi, je obnasˇanje programa, napisanega v jeziku C, popolnoma enako, cˇe
je program preveden s prevajalnikom za C kot tudi prevajalnikom za C++. Dejansko obstaja
nekaj primerov konstruktov, ki povzrocˇijo razlicˇno obnasˇanje! Kakorkoli, standard C++11 je
odstopil filozofije zdruzˇljivosti z jezikom C zaradi prilagoditev potrebam danasˇnjega cˇasa.
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programu v zbirnem jeziku. Slednje velja za dolocˇene procesorske arhitek-
ture in precejˇsen nabor razlicˇnih programov pri prevajalnikih podjetja IAR
Systems.
5. Programski jezik C je sˇe vedno sestavni del ucˇnega nacˇrta vecˇine
racˇunalniˇskih in inzˇenirskih programov. To pomeni, da vecˇina razvijalcev
programske opreme pozna skladnjo in osnovne principe uporabe program-
skega jezika pri resˇevanju danega problema.
Vsi nasˇteti argumenti so obicˇajno tudi argumenti za uporabo programskega
jezika C oziroma C++ pri novih projektih. Toda za prav vse nasˇtete argumente
je mogocˇe najti bodisi protiargumente bodisi alternativne resˇitve.
Argument o zdruzˇljivosti med razlicˇnimi verzijami programskega jezika C ozi-
roma C++ izpodkopava dejstvo, da prevajalniki predvsem v zadnjih petnajstih
letih omogocˇajo razlicˇne dodatne, nestandardne konstrukte; te lahko programer
vnasˇa v programsko opremo z namenom, da poda namig prevajalniku pri opti-
mizaciji. Ker so ti konstrukti nestandardni, postane programska oprema vezana
na prevajalnik in ne neposredno prenosljiva med razlicˇnimi prevajalniki za isti
standardiziran programski jezik. Razlicˇnost prevajalnikov je zaradi zelo razlicˇne
strojne opreme, uporabljene v vgrajenih sistemih, sˇe bistveno bolj izrazita kot
na podrocˇju osebnih racˇunalnikov. Dodatno postane programska oprema na oko
manj berljiva, cˇetudi vsebuje vecˇ informacij o programerjevi nameri.
Argument o dolocˇenosti izvajanja programske opreme je danes potrebno
obravnavati iz zgodovinskega pogleda. Cˇe je ta argument nekocˇ veljal za vecˇino
racˇunalniˇskih sistemov, danes velja le sˇe za pesˇcˇico. Argument niti priblizˇno ne
velja za podrocˇje osebnih in super racˇunalnikov, kakor tudi ne za vecˇino vgrajenih
sistemov s potrebo po intenzivnejˇsem racˇunanju. Zakaj je temu tako?
1. Argument o dolocˇenosti izvajanja je zˇe v sami osnovi napacˇen, saj skoraj
nobena arhitektura strojnih ukazov ISA, ki abstrahira strojno opremo pro-
cesorja, ne vsebuje koncepta cˇasa. Cˇas se nekako lahko meri v sˇtevilu urinih
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period procesorja, ki ni del arhitekture strojnih ukazov ampak del mikro-
arhitekture procesorja. Cˇe poenostavimo, bi lahko rekli, da viˇsja frekvenca
takta procesorja pomeni krajˇsi cˇas obdelave neke zahteve. Posledica tega
je, da ima ista programska oprema na procesorjih z isto arhitekturo strojnih
ukazov in razlicˇno mikroarhitekturo razlicˇno obnasˇanje. Ta lastnost pov-
zrocˇi sˇtevilne komplikacije, ko se mikroprocesor uporabi za vodenje fizikal-
nih procesov, kjer se mora akcija, kot rezultat racˇunskega postopka, izvesti
v tocˇno dolocˇenem cˇasovnem intervalu. Ne prezgodaj in ne prepozno.
Primer 8 (Iskra v svecˇki v motorju). Mikrokrmilnik, ki aktivira proces
generacije iskre v svecˇki v motorju na notranje izgorevanje, mora aktivirati
proces v tocˇno dolocˇenem trenutku, da je eksplozija optimalna.
2. Nadalje argument o dolocˇenosti izvajanja izpodkopava vecˇina napredka v
racˇunalniˇstvu v zadnjih tridesetih letih z abstrakcijami kot so navidezni
pomnilniˇski prostori, hierarhija (med-)pomnilnikov, dinamicˇno razvrsˇcˇanje,
sˇpekulativno izvajanje, upravljanje z mocˇjo (ang. voltage scaling), samo-
dejnim upravljanjem s pomnilnikom (ang. garbage collection), prevaja-
njem v zadnjem hipu – JIT (ang. just-in-time compilation), nitna/procesna
vecˇopravilnost, objektni nacˇin programiranja, len izracˇun (ang. lazy evalua-
tion), dostop do podatkov preko mrezˇe in tako naprej. Na vecˇino programer
nima neposrednega vpliva (preko konstruktov viˇsjega programskega jezika
ali zbirnega jezika oziroma arhitekture strojnih ukazov).
3. Prenosljivost programov, napisanih v programskem jeziku C/C++, med
razlicˇnimi procesorski (mikro)arhitekturami in razlicˇnimi nabori ISA je za
programe, kjer se zahteva natancˇna cˇasovna dolocˇenost izvajanja, slaba. Sˇe
vecˇ, v taksˇnih primerih je osnovni namen nabora ISA, to je locˇitev izvedbe
programa od izvedbe strojne opreme, brez pomena.
Velik problem programskega jezika C in precej manj C++ je, da standard
ne definira obnasˇanja precejˇsnega sˇtevila razlicˇnih programskih konstruktov.
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Obnasˇanje taksˇnih konstruktov je specificirano bodi si kot nedolocˇeno bodisi kot
odvisno od izvedbe posameznega prevajalnika. Jasno je, da je potencialna ne-
varnost napak iz naslova nedolocˇenosti obnasˇanja velika. Dodatno se izgubi tudi
prenosljivost programske opreme med razlicˇnimi prevajalniki. Cˇetudi obstajajo
razlogi za tovrstno pusˇcˇanje taksˇnih nedolocˇenosti v standardu jezika (npr. “kon-
stantne” znakovne nize (ang. string literals)) lahko v jeziku C preko kazalcev
spreminjamo. Standard to dopusˇcˇa, vendar pusˇcˇa odprto obnasˇanje, ki ga pusti
prevajalniku. Prevajalnik lahko optimizira, da vecˇ kazalcev kazˇe na isti niz. Cˇe
spreminjamo niz preko enega kazalca postane program nedolocˇen.
Na zˇalost slovi programski jezik C (in tudi C++) po izpostavljenosti pro-
gramerskim napakam zaradi njegove napacˇne ali nepremiˇsljene rabe. Taksˇne
napake zelo pogosto privedejo do napacˇne razcˇlembe podatkov, ki so ena izmed
najvecˇjih potencialnih varnostnih lukenj v programski opremi. Zato je nada-
ljevanje tega podpoglavja osredotocˇeno prav na programski jezik C in z njim
povezanimi tezˇavami.
Programski jezik C je ukazni (imperativen/procedualen) programski jezik s
prevajanjem v strojni jezik in omogocˇa tehniko strukturiranega programiranja.
Osnovni cilj nacˇrtovalcev jezika je programski jezik, ki je tako ucˇinkovit pri
upravljanju s sistemskimi viri8 kot zbirnik in hkrati prenosljiv med razlicˇnimi
racˇunalniˇskimi arhitekturami. Nacˇrtovalcem je zastavljen cilj zelo dobro uspel,
a zˇal na racˇun precej slabega izkoristka cˇlovesˇkih virov in veliki podvrzˇenosti
napakam.
Ena izmed velikih hib programskega jezika C je tudi odsotnost konstruktov za
(navidezno) socˇasno izvajanje opravil, oziroma sˇe splosˇneje odsotnost konstruk-
tov, ki poleg pravilnega zaporedja ukazov in opravil dolocˇajo tudi cˇas, v katerem
se morajo ukazi oziroma opravilo izvesti. Ta pomanjkljivost se najvecˇkrat premo-
sti z vkljucˇevanjem sistemskih knjizˇnic, ki taksˇne konstrukte omogocˇajo (procesi,
8Ucˇinkovitost upravljanja s sistemskimi viri pomeni kratek cˇas izvajanja in majhna po-
mnilniˇska sled (ang. memory footprint) konstrukta programskega jezika.
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niti, semaforji . . . ). Zˇal so konstrukti kot niti in semaforji izven dosega cˇlovesˇkega
doumevanja vzporednosti [19] in zato skoraj vse resˇitve slonijo zgolj na upanju,
da delujejo tako, kot si je zamislil avtor.
Problem odsotnosti konstruktov navideznega socˇasnega izvajanja je precej
sˇirsˇi in globji in se ne nanasˇa le na programski jezik C, temvecˇ tudi na vecˇino mo-
dernih programskih jezikov (C, C++, Java, Python, Scala, Haskell . . . ), ki teme-
ljijo na teoriji izracˇunljivosti. V teoriji izracˇunljivosti je program zaporedje uka-
zov, ki pripelje sistem iz enega stanja v drugo. Cˇas izvajanja ukazov v zaporedju
je nepomemben. V vgrajenih sistemih je cˇas, potreben za izvedbo dolocˇenega
opravila, bistven. Za resˇevanje tega mora iti programer globoko izven okvirov
programskega jezika, kar zopet vnasˇa velik potencial za napake in varnostne lu-
knje. O problemu neprimernosti zasnove programskih jezikov za vgrajene sisteme
je vecˇ napisanega v sˇtudiji [20]. Dodatno je potrebno opozoriti, da ima vpeljava
konstruktov za navidezno socˇasno izvajanje v obliki programske knjizˇnice temeljni
problem v primeru vecˇ jedrnih procesorskih arhitektur, saj prevajalnik ne more
zagotoviti pravilnosti izvedbe [21]. Skratka: Programski konstrukti za navide-
zno socˇasno izvajanje in ostali konstrukti, ki dolocˇajo cˇasovni potek izvajanja
programa morajo biti del programskega jezika in ne dodatek v obliki programske
knjiˇznice.
Programski jezik C je relativno preprost, a izjemno mocˇan v smislu, da pro-
gramerju omogocˇa neposreden dostop do upravljanja s strojno opremo. Mocˇ se
nekoliko omeji, v kolikor program tecˇe kot proces na operacijskem sistemu. V
programskem jeziku C je relativno malo stvari, za katere poskrbi prevajalnik.
Tako mora na primer programer v vecˇini primerov sam poskrbeti za zacˇetne vre-
dnosti spremenljivk, za zaseganje in sprosˇcˇanje spomina na kopici (ang. heap) in
podobno. Razlog za to je hitrost in dolocˇenost izvajanja programa. Programski
jezik C omogocˇa ogromno programerskih trikov, ki bistveno pospesˇijo izvajanje
programa. Glavna jezikovna konstrukta, ki to omogocˇata, sta kazalec in kazalcˇna
aritmetika. Na zˇalost sta ta dva konstrukta neposredno ali posredno tudi najpo-
gostejˇsa vira programerskih napak. Tudi tistih, ki v programsko opremo vnasˇajo
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varnostne luknje.
Najpogosteje varnostne luknje v programski opremi nastanejo zaradi napacˇne
razcˇlembe vhodnih podatkov in pomanjkljivega upravljanja s pomnilnikom. V
to kategorijo spadajo varnostne luknje zaradi prekoracˇitve obsega izravnalnika
in zaradi razbijanja sklada ter kopice. Potem so tu sˇe problemi zaradi napacˇne
uporabe nizov z oblikovanjem, problemi celosˇtevilskih pretvorb in problemi pove-
zani s socˇasnim izvajanjem programov. Najpreglednejˇsa in podrobna obravnava
razlicˇnih tipov napak, znacˇilnih za programska jezika C in C++, in metod za
izkoriˇscˇanje teh napak je predstavljena v cˇlanku [10].
Cˇetudi sta programska jezika C in C++ dalecˇ najbolj uporabljena za pisa-
nje programske opreme na podrocˇju vgrajenih sistemov, naj njuna izbira ne bo
privzeta, temvecˇ naj se ravna po nacˇelu: Izberi drug varnejˇsi programski jezik,
kadarkoli je to mogocˇe, in izberi C ali C++, ko je to nujno potrebno. Cˇe se zˇe iz-
bere programska jezika C ali C++, se je potrebno dobro zavedati nevarnosti njune
uporabe in zato z ostalimi dejavniki procesa razvoja programske opreme, kot je
na primer izbor dobrih programskih knjizˇnic, minimizirati nevernosti uporabe
programskih jezikov C ali C++. Cˇe sistemski viri in ostali dejavniki omogocˇajo
oziroma nakazujejo uporabo programskega jezika Java, je nedvomno v vecˇini pri-
merov boljˇsa izbira programskega jezika Scala, saj tecˇe na istem tolmacˇu in ima
mozˇnost enostavne uporabe metod iz standardne knjizˇnice programskega jezika
Java. V prihodnosti se nakazuje, da bi znal programski jezik Rust nadomestiti
programska jezika C in C++, vendar je zaenkrat sˇe na dokaj eksperimentalni
stopnji in njegova uporaba v vecˇini primerov sˇe ni smiselna.
2.8 Formalne metode
2.8.1 Uvod
Zmozˇnost preverjanja pravilnosti izvedbe programa je pogojena s kvaliteto spe-
cifikacije, kaksˇna je funkcija, ki naj bi jo program izvajal. Torej cˇe specifikacije
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sploh ni, je nemogocˇe dolocˇiti, ali je program pravilno izveden ali ne. Specifi-
kacija, ki jo programer dobi, je obicˇajno podana v obliki kombinacije besedila
v nekem naravnem jeziku, najpogosteje v anglesˇcˇini in raznih diagramih, najpo-
gosteje so to diagrami UML. Problem naravnih jezikov je dvoumnost. Problem
diagramov UML je ta, da v nasprotju z imenom ne nudijo poenotenega zapisa
resˇitve problema, saj obstaja vsaj sˇestnajst razlicˇnih vrst diagramov UML. Doda-
tno so zaradi zgodovinskih razlogov9 zahteve v vecˇini primerov podane brez strik-
tne definicije natancˇnega cˇasovnega izvajanja. Jasno je, cˇe specifikacija funkcije
programa, ki jo je potrebno izvesti, ni podana v obliki, v kateri ni dvoumnosti,
je prakticˇno nemogocˇe izvesti funkcionalnost na enoznacˇen nacˇin ter nemogocˇe
preveriti pravilnost njene izvedbe. V izogib dvoumnostim in z njo povezanimi
posledicami so se v racˇunalniˇstvu zacˇele uporabljati formalne metode, ki teme-
ljijo na matematicˇnem pristopu k definiciji funkcij sistema, sklepanju o delovanju
tako definiranega sistema in preverjanju izvedbe.
2.8.2 Formalne metode
Formalne metode so matematicˇno osnovane metode, namenjene nacˇrtovanju, ra-
zvoju in preverjanju programske in/ali strojne opreme racˇunalniˇskih sistemov.
Nudijo odlicˇno osnovo za specifikacijo sistema, sklepanje o delovanju tako specifi-
ciranega sistema in preverjanju, cˇe je izvedba v skladu s specifikacijo. Uporabljajo
se lahko komplementarno z ostalimi inzˇenirskimi metodami v razlicˇnih stopnjah
razvojnega procesa (analiza zahtev, specifikacija, arhitektura, izvedba, preverja-
9Prvi vecˇji racˇunalniˇski sistemi so bili namenjeni obdelavi administrativnih podatkov v ve-
likih podjetjih. Da bi bila programska oprema prenosljiva med generacijami racˇunalniˇskih
sistemov, so se pri podjetju IBM odlocˇili uvesti abstrakcijo strojne opreme preko vmesnika,
imenovanega arhitektura strojnih ukazov – ISA, v katerem ni vmesnika, kjer bi programer lahko
definiral cˇasovne zahteve posameznega ukaza. Taksˇna odlocˇitev je bila za prvotni namen po-
polnoma upravicˇena. Tezˇava je, da se je taksˇen koncept ISA v veliki meri ohranil do danes, ko
racˇunalniˇski sistemi opravljajo najrazlicˇnejˇse naloge. Tudi taksˇne, kjer je potrebno izvesti neko
akcijo v tocˇno dolocˇenem trenutku – ne prezgodaj in ne prepozno.
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nje, vzdrzˇevanje). Namen uporabe formalnih metod je izboljˇsanje zanesljivosti in
robustnosti sistema.
Obstaja mnozˇica razlicˇnih formalnih metod, ki so bolj ali manj matematicˇno
korektne. Za zelo korektne metode velja, da imajo matematicˇno definiran jezik, v
katerem se opiˇsejo lastnosti nacˇrtovanega sistema. Po namembnosti se formalne
metode delijo v sˇtiri razrede, ki so natancˇneje obravnavani v nadaljevanju:
• formalna specifikacija,
• formalni dokazi,
• preverjanje modelov,
• abstraktno sklepanje.
Formalna metoda sestoji iz logike, objektov in jezika za formalno specifikacijo.
Logika predstavlja pravila, iz katerih je mogocˇe sklepati (deducirati) o lastnostih
sistema. Matematicˇna teorija/orodja, na katerih temelji logika, so na primer:
1. Predikatni racˇun prvega reda, ki kvantitativno opisuje (vrednoti) lastnosti
spremenljivk.
2. Predikatni racˇun drugega reda, ki kvantitativno opisuje (vrednoti) lastnosti
relacij med spremenljivkami.
3. Modalna ali cˇasovna logika, ki kvantitativno opisuje (vrednoti) lastnosti
zaporednosti oziroma cˇasovnosti relacij med spremenljivkami.
Objekti so elementi sistema, nad katerimi operira logika. Jezik za formalno speci-
fikacijo dolocˇa pravila, kako zapisati nek sistem, na primer problem ali predvideno
resˇitev problema, v sistem objektov.
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2.8.2.1 Formalna specifikacija
Formalna specifikacija je zapis nematematicˇnega opisa funkcionalnosti sistema
(besedilo v naravnem jeziku, diagrami, preglednice . . . ) v matematicˇno osnovan
jezik za formalno specifikacijo (ang. formal specification language). Tak jezik
omogocˇa natancˇen in zgosˇcˇen opis funkcije, ki naj bi jo sistem opravljal, predvsem
pa omogocˇa sklepanje o lastnostih sistema (dedukcijo) preko dobro definirane
skladnje jezika.
V grobem prerezu obstajajo trije tipi specifikacije sistema, ki si sledijo v so-
razmernem razmerju po tem, kar omogocˇajo, in obratnem sorazmernem razmerju
po razumljivosti obicˇajnemu cˇloveku:
1. Neformalna specifikacija To je specifikacija v naravnem jeziku, ki sledi
pravilom dobrega pisanja tehnicˇnih specifikacij. Dvoumnost naravnih je-
zikov in dejstvo, da so pravila dobrega pisanja zgolj priporocˇila, neizo-
gibno vodijo v nepopolnost in nedoslednost taksˇne specifikacije, kar vodi
v napacˇno razumevanje in koncˇno v napacˇno izvedbo tako specificiranega
sistema.
2. Formatirana specifikacija To je specifikacija v formalnem jeziku z ma-
tematicˇno osnovano standardizirano slovnico. Taksˇna slovnica formalnega
jezika onemogocˇi pojav dvoumnosti in tako omogocˇa osnovno preverljivost
doslednosti in zakljucˇenosti specifikacije. Nenatancˇno definirana skladnja
je potencialen vir napak pri kompoziciji osnovnih konstruktov.
3. Formalna specifikacija To je specifikacija v formalnem jeziku z mate-
maticˇno osnovano standardizirano slovnico in skladnjo. Tako definiran for-
malni jezik onemogocˇi pojav dvoumnosti posameznih konstruktov in nji-
hovih kompozicij. To omogocˇa preverljivost doslednosti in zakljucˇenosti
specifikacije, sklepanje o lastnostih ter preverljivost ekvivalence med speci-
fikacijo in izvedbo.
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Eden izmed glavnih ciljev, ki naj jih izpolnjuje jezik za formalno specifikacijo, je
zmozˇnost abstrakcije opisa sistema od njegove izvedbe.
2.8.2.2 Formalni dokazi, preverjanje modelov in abstrakcija
Formalni dokazi so popolni in prepricˇljivi argumenti o pravilnosti neke lastnosti
sistema, ki je opisan s formalno specifikacijo. Postopek sinteze formalnega dokaza
je analiticˇen. Formalni dokaz je sestavljen iz zaporedja korakov, kjer je pravilnost
vsakega koraka “ocˇitna”, to je enostavno preverljiva z uposˇtevanjem preprostih
pravil formalne metode. Na ta nacˇin se izlocˇi dvoumnosti in napake obicˇajnega
sklepanja o lastnostih sistemov. Formalni dokazi so obicˇajno izvedeni rocˇno ob
pomocˇi posebnih programov, ki preverjajo resnicˇnost posameznih korakov.
Preverjanje modelov je postopek, ki preveri, cˇe koncˇni avtomat, ki predstavlja
model sistema, izpolnjuje zahteve, izrazˇene v obliki logicˇnih izrazov. V osnovi
je preverjanje modelov izvedeno kot iskanje in preverjanje vseh mozˇnih poti v
racˇunskem drevesu, ki je izpeljan iz grafa koncˇnega avtomata. Za razliko od
formalnega dokaza je lahko formalno preverjanje modelov popolnoma avtoma-
tizirano, vendar so prakticˇno omejeni na sisteme z omejenim sˇtevilom stanj in
prehodov med njimi, saj lahko racˇunska zahtevnost raste zelo hitro.
Abstraktno sklepanje je proces ugotavljanja lastnosti formalnega modela. Na-
membnost je zelo raznovrstna. Z abstraktnim sklepanjem je med drugim mozˇno
poenostaviti modele in posplosˇiti lastnosti ter veljavnost modela. Abstraktno
sklepanje je zelo uporabno v fazi pred nacˇrtovanjem izvedbe modela sistema.
Abstraktno sklepanje je lahko za mnogo primerov avtomatizirano.
2.8.2.3 Problem zapisa formalne funkcije sistema
Ena izmed najtezˇjih nalog v razvoju sistemov s pomocˇjo formalnih metod, pred-
vsem programske opreme, je pretvorba okvirnih zahtev v obliko formalne speci-
fikacije, ki povejo, kaj naj bi nacˇrtovan sistem pocˇel. To in dejstvo, da se lahko
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sistem nacˇrtuje tudi brez formalne specifikacije, je poglavitni razlog, zakaj se
formalne metode v praksi ne uporabljajo.
2.8.3 Uporabnost formalnih metod
Kljub temu, da so formalne metode izjemno mocˇno orodje, niso resˇitev vseh
problemov; so nepogresˇljiv cˇlen pri nacˇrtovanju zanesljivih, robustnih in varnih
sistemov. Med glavne prednosti lahko sˇtejemo:
• Matematicˇna natancˇnost omogocˇa boljˇse razumevanje problema, ki ga
nacˇrtovan sistem resˇuje.
• Omogocˇajo abstrakcijo sistema od podrobnosti izvedbe sistema. Na ta
nacˇin omogocˇajo nacˇrtovalcem sistemov osredotocˇenje na to, kaj naj bi
nacˇrtovan sistem dejansko pocˇel.
• Omogocˇajo preverjanje konsistentnosti specifikacije in pravilnost izvedbe zˇe
pred samim procesom izvedbe oziroma preizkusom izvedbe.
Po drugi strani je potrebno biti pozoren in uposˇtevati omejitve formalnih metod.
Te so predvsem:
• Zahtevnost pravilne pretvorbe specifikacije v naravnem jeziku v formalno
specifikacijo.
• Formalni modeli temeljijo na dolocˇenih predpostavkah, za katere ni nujno,
da so pravilne, na primer, da strojna oprema deluje brezhibno.
2.9 Posplosˇevanje programske opreme gonilnikov
V primeru razvoja gonilnikov naprav ali razvoja programske opreme preprostejˇsih
vgrajenih sistemov, kjer je programska oprema zelo odvisna od strojne opreme, za
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katero je izvedena, se lahko kolicˇino programske opreme zmanjˇsa z opustitvijo teh-
nik programiranja – nacˇrtovalskih vzorcev (ang. design patterns), ki omogocˇajo
enostavno ponovno uporabo ali prenosljivost programske opreme. V splosˇnem je
to zelo zazˇelena lastnost, vendar v omenjenih primerih nesmiselna:
• Za manjˇse in preprostejˇse programe nacˇrtovalski vzorci vnasˇajo dodatno
kompleksnost, ki sicer zelo pomaga pri obvladovanju obsezˇnejˇsih in kom-
pleksnejˇsih problemov, pri manjˇsih in preprostejˇsih problemih ta dodatna
kompleksnost nima pravega ucˇinka in je obicˇajno nesmiselna.
• Za posplosˇevanje je potrebno razumevati razlicˇne podrobnosti strojne
opreme. To je v vecˇini primerov nemogocˇe, saj arhitekt ne ve, kaksˇna
bo strojna oprema v naslednji iteraciji, ker na primer strojna oprema na-
slednje iteracije sploh sˇe ni na trgu, zamenja se dobavitelj strojne opreme,
prihoda naslednje iteracije ne bo in podobno. Cˇetudi arhitekt ve dosti o
tem, zagotovo ne ve zadosti, kaj bo na voljo dve ali tri iteracije naprej.
Posplosˇevanje je torej smiselno takrat, ko so osnovne predpostavke dokaj
malo spremenljive.
• Sicer je vedno mozˇno uvesti dodaten prilagoditveni programski sloj za
abstrakcijo strojene opreme – HAL, vendar je kvaliteta njegove izvedbe
obicˇajno vprasˇljiva. Uporaba dodatnega prilagoditvenega programskega
sloja obicˇajno vnasˇa dodatne komplikacije, glede cˇasovnih lastnosti, kot je
na primer odzivnost, in druge tezˇave, kot je na primer vecˇja poraba energije.
• Prenasˇanje programske opreme gonilnikov naprav iz ene strojene opreme
na drugo je zelo tvegano pocˇetje, saj se obicˇajno pri tem pozabi na cel kup
malih podrobnosti, zaradi katerih je prenesˇena programska oprema taksˇna,
kot je. Dodatno se pozabi sˇe na cel kup malih podrobnosti nove strojne
opreme, katere mora uposˇtevati nova programska oprema. Z novo strojno
opremo pogosto pride tudi nov prevajalnik, obicˇajno za programski jezik C,
s svojim tolmacˇenjem v standardu nedefiniranih konstruktov standarda C.
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Primer: v vgrajenih sistemih pogosto uporabljenih nedefiniranih konstruk-
tov programskega jezika C, je poravnava elementov struktur in unij v po-
mnilniku, nacˇin shranjevanja celih sˇtevil (ang. endianness) ter pomnilniˇska
velikost elementov za sˇtevilcˇenje (enumeracijo). Napake so zaradi razlicˇnega
tolmacˇenja standarda programskega jezika v prevajalniku izjemno zahtevne
za odkrivanje.
• Sˇe najbolj lahkomiselna je odlocˇitev, da se dodeli prenos programske opreme
neizkusˇenemu razvijalcu, saj bo prva verzija koncˇnega produkta posejana z
napakami in bo cˇas resˇevanja hrosˇcˇev zelo dolg, ter zaupanje v pravilnost
opreme ob odpravi precej nizka. Dobra stran tega je, da se bo neizkusˇen
razvijalec ob tem ogromno naucˇil iz lastnih napak.
Izvedbo gonilnikov je obicˇajno bolje izvesti od zacˇetka. Tako se obicˇajno zmanjˇsa
kolicˇina (kriticˇne) programske opreme, sˇtevilo napak v programski opremi in cˇas
izvedbe programske opreme. Pomembno je le, da se ohrani zahtevane lastnosti
programskega vmesnika gonilnika. Na ta nacˇin se da ponovno uporabiti viˇsje
nivojsko programsko opremo in razlicˇne teste, ki preverjajo skladnost izvedbe
programske opreme, s funkcionalnimi zahtevami za programsko opremo. Doda-
tno velja, da precej nacˇrtovalskih vzorcev temelji na upravljanju z odlocˇitvami v
cˇasu izvajanja, na primer dekoratorji. V vgrajenih sistemih je vecˇina funkcional-
nosti z namenom znana v naprej in se zato vecˇino odlocˇitev lahko prenese v cˇas
prevajanja ali v inicializacijo sistemov.
3 Varnost na osnovi racˇunske teorije
3.1 Uvod
V tem poglavju je obravnavan nedaven1 napredek pri razumevanju temeljnih
omejitev nacˇrtovanja varne programske opreme s staliˇscˇa racˇunske teorije. Tako je
mogocˇe dolocˇiti, kaksˇne sisteme je sploh mozˇno pravilno izvesti v smislu obrambe
pred zlonamernimi vhodnimi podatki.
Za sodobno programsko in strojno opremo je ocˇitno, da gre za kompleksne sis-
teme, sestavljene iz mnogo raznolikih gradnikov, ki morajo delovati medsebojno
usklajeno. Gradniki so med seboj povezani preko vmesnikov in se sporazume-
vajo po dolocˇenih protokolih. Pravilno povezovanje gradnikov v sistem, ki deluje
pravilno in je varen, se obicˇajno izkazˇe kot zelo zahtevna naloga. Obravnava
povezovanja gradnikov v sistem z racˇunsko teorijo lahko poda odgovor, kako zah-
tevna je naloga, na podlagi cˇesar je mocˇ prilagoditi arhitekturo sistema tako, da
je zahtevnost naloge obvladljiva.
Trije glavni izzivi pravilne izvedbe komunikacije med gradniki so zagotovitev:
1. Pravilnosti prepoznavanja komunikacijskih sporocˇil: Posamezen
gradnik kompleksnega sistema sprejema sporocˇila preko enega ali vecˇ vme-
snikov. Gradnik mora pravilno razcˇleniti in pravilno prepoznati vsa veljavna
sporocˇila in zavrecˇi vsa ostala sporocˇila. Cˇetudi se zdi enostavna naloga,
se izkazˇe, da je izvedba taksˇne zahteve vse prej kot lahka. Razlogi za to
1Zacˇetek drugega desetletja enaindvajsetega stoletja.
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so lahko cˇisto teoreticˇni (na primer resˇevanje neresˇljivega/neodlocˇljivega
problema) ali cˇisto prakticˇni (na primer rocˇno pisanje razcˇlenjevalnika
sporocˇil). V praksi razvoja programske opreme sta napacˇna razcˇlemba in
napacˇno prepoznavanje sporocˇil najpogostejˇsi napaki, ki povzrocˇata varno-
stne luknje v sistemih. Napaka, ki omogocˇa prekoracˇitev obsega izravnalnika
(ang. buffer overflow), sodi v to kategorijo napak. Najodmevnejˇsi nedavni
varnostni luknji iz te kategorije napak sta na primer Heartbleed (CVE-
2014-0160), kjer so se izvedle akcije, sˇe predno je bilo celotno sporocˇilo
prepoznano, in goto fail; (CVE-2014-1266), ki je bil posledica rocˇno napi-
sanega koncˇnega avtomata za prepoznavo sporocˇil SSL. Pogosta napaka,
ki izvira iz teoreticˇne nezmozˇnosti popolnoma pravilne razcˇlembe in prepo-
znave sporocˇil, je na primer preverjanje pravilnosti podane poizvedbe SQL
z regularnimi izrazi. Za pravilno razcˇlembo in prepoznavanje celotnega
standardiziranega jezika SQL je namrecˇ v splosˇnem potreben univerzalni
racˇunski stroj in ne koncˇni avtomat, ki zadostuje za popolnoma pravilno
razcˇlembo in prepoznavanje regularnih izrazov.
2. Enakosti obravnavanja komunikacijskih sporocˇil: Gradniki z
razlicˇnimi izvedbami istega protokola morajo obravnavati sporocˇila enako.
V kolikor temu ni tako, gradniki ne izvajajo istega protokola, temvecˇ
razlicˇice/dialekte istega protokola. Cˇetudi vecˇini primerov to ni problem, se
izkazˇe, da je to lahko vir varnostih lukenj. Izmed najodmevnejˇsih primerov
naj bosta omenjena: Shellshock! (CVE-2014-6271) in Android Master Key
(CVE-2013-4787).
3. Neobstoja stranskega komunikacijskega kanala: Gradnik mora biti
izveden tako, da je njegovo delovanje dolocˇeno s predvidenim vmesnikom.
Ne sme torej obstajati noben drug vmesnik, preko katerega bi bilo mogocˇe
izvedeti karkoli ali kakorkoli vplivati na notranja stanja gradnika. Zahteva
po neobstoju stranskega komunikacijskega kanala je najpomembnejˇsa pri
izvedbi kriptolosˇkih gradnikov, kjer bi lahko nepridiprav na primer preko
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merjenja trajanja odgovora na dolocˇeno sporocˇilo lahko ugotovil kljucˇ, ki ga
gradnik uporablja za sˇifriranje sporocˇil. Kot prakticˇni primer naj bo na tem
mestu omenjen postopek, s katerim je bilo mogocˇe s poslusˇanjem zvocˇnih
valov, ki jih je oddajala naprava pri dekriptiranju sporocˇil po postopku RSA
v programu GnuPG, ugotoviti kljucˇ RSA (CVE-2013-4576) [22].
Racˇunska teorija je posebej uporabna za obravnavo prvih dveh izzivov, s kate-
rima se ukvarja nadaljevanje poglavja. Najprej je predstavljen model nevarnosti,
nato je predstavljen alternativni pogled na podatke in vgrajen sistem. Sledi pred-
stavitev povezave med protokoli in racˇunsko teorijo. Na podlagi predstavljenega
problema in nekaj temeljnih zakonov racˇunske teorije so izpeljani osnovni zakoni,
ki dolocˇajo, za kaksˇne protokole je mogocˇe izvesti sistem varno in za kaksˇne pro-
tokole to v splosˇnem ni mogocˇe. Na koncu so predstavljeni splosˇni napotki za
nacˇrtovanje protokolov in sistemov, ki uposˇtevajo predstavljene temeljne zako-
nitosti. Vecˇina idej poglavja je povzetih iz naslednjih prostodostopnih cˇlankov,
konferencˇnih prispevkov in raziskovalnega porocˇila: [23], [24], [25], [26], [27] in
[28]. Teoreticˇne osnove racˇunske teorije so vecˇinoma povzete iz prostodostopnega
ucˇbenika [29].
3.2 Model nevarnosti
Sodobni racˇunalniˇski sistemi in predvsem vgrajeni sistemi intenzivno komunici-
rajo z zunanjim svetom preko omrezˇij, senzorjev, datotek in drugih komunikacij-
skih kanalov. Model umestitve vgrajenega sistema v tipicˇno okolje je prikazan na
sliki 3.1. Model nevarnosti sledi iz slike modela umestitve in natancˇnejˇse defini-
cije realnega problema, ki se ga zˇeli resˇiti. Predstavljen model nevarnosti temelji
na dolocˇenih predpostavkah, ki so po avtorjevem mnenju dokaj realne.
Nacˇrtovan sistem naj bo tak, da vhod sprejema podatke, ki dolocˇajo njegovo
delovanje poleg samega sistema. Vhodni podatki so lahko komunikacijski paketi,
vhodne datoteke, podatki iz senzorjev in podobno. Model nevarnosti predsta-
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Slika 3.1: Umestitev vgrajenega sistema v okolje: Vgrajen sistem sprejema in-
formacije o fizicˇnem procesu preko senzorjev, upravlja fizicˇni proces preko ak-
tuatorjev in preko komunikacijskega omrezˇja oziroma drugih vhodno/izhodnih
vmesnikov komunicira z drugimi vgrajenimi sistemi.
vlja nepridiprav, ki lahko vpliva na vhodne podatke in spremlja odziv sistema.
Obravnava se omeji s predpostavkama, da v sistemu ne obstaja noben stran-
ski/skriti kanal (ang. side/covert channel) in da nepridiprav nima dostopa v
notranjost sistema. Na ta nacˇin bi lahko nepridiprav izvedel sˇe kaj vecˇ o sistemu.
Primeri skritih kanalov so na primer mozˇnost spremljanja, koliko cˇasa se obde-
luje dolocˇen vhodni podatek, koliko mocˇi potrebuje sistem pri obdelavi vhodnega
podatka, spremljanje zvocˇnih ali elektromagnetnih emisij sistema, spremljanje
frekvence odsotnosti podatkov v medpomnilniku in podobno. V kolikor ima ne-
pridiprav dostop do notranjosti sistema, lahko neposredno spremlja in vpliva na
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dogajanje v pomnilniku, spremlja komunikacijo po razlicˇnih vodilih in podobno.
Cilj nepridiprava je preko vhodnih podatkov spremeniti delovanje sistema v neko
poljubno delovanje. Smatra se, da je sistem izveden napacˇno, cˇe nepridipravu
uspe minimalno spremeniti delovanje sistema glede na predvideno delovanje.
Nepridipravu obicˇajno uspe vsaj slednja naloga zaradi napake sistema pri
razcˇlembi vhodnih podatkov in mozˇnosti neposrednega vplivanja na sliko po-
mnilnika, kar je temeljna lastnost modela programskih jezikov C in C++. Zelo
celovita in razumljiva obravnava razlicˇnih vrst napada na taksˇne sisteme je opi-
sana v [10].
3.3 Vhodni podatki in sistem
Za boljˇse razumevanje ideje poglavja je potrebno spremeniti pogled na podatke,
ki v sistem preko raznovrstnih komunikacijskih kanalov. V [26] je predstavljenih
nekaj drugacˇnih pogledov na vhodne podatke prihajajo v sistem. Na tem mestu
so povzeti v dveh tocˇkah:
1. Vhodni podatki so program sistema Cˇe se sistem na sliki 3.2 obravnava
kot skupek strojne in programske opreme, predstavljajo vhodni podatki
program sistema. Vhodni podatki namrecˇ povzrocˇijo spremembe stanj v
programski opremi, obicˇajno na vecˇ nivojih abstrakcije hkrati. Spremembe
stanj v programski opremi pomenijo spremembe stanj v pomnilniku in cen-
tralni procesni enoti ter obicˇajno tudi na vhodno-izhodnih enotah strojne
opreme. Vhodni podatki torej vodijo dogajanje v sistemu, ki ga skupaj
predstavljata strojna in programska oprema. Posledicˇno je mozˇno vhodne
podatke obravnavati kot program za izbran sistem.
2. Metapodatki so ukazi za programsko opremo Vhodni podatki imajo
obicˇajno neko dogovorjeno strukturo – format. Obicˇajno se poleg podatkov
prenasˇajo tudi tako imenovani metapodatki, ki natancˇneje dolocˇajo kako naj
se tolmacˇijo podatki. Programska oprema na podlagi metapodatkov izvaja
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akcije nad podatki. Tako je mozˇno metapodatke obravnavati kot ukaze
programski opremi. Klasicˇen pogled na programsko opremo, kot entiteto,
ki izvaja operacije nad podatki, je mozˇno zamenjati s pogledom, v katerem
vhodni podatki izvajajo akcije v programski opremi.
zunanji svet
(vgrajeni) sistem
=
programska oprema
+
strojna oprema

komunikacijski
kanal in protokol
KS
Slika 3.2: Definicija (vgrajenega) sistema kot skupka strojne in programske
opreme, ki komunicira z zunanjim svetom preko komunikacijskega kanala in iz-
branega komunikacijskega protokola.
Poleg spremenjenega pogleda na podatke je potrebno spremeniti pogled na
sam sistem kot skupek programske in strojene opreme. Sodobni sistemi so kom-
pozicija najrazlicˇnejˇsih gradnikov programske in strojne opreme. Vecˇina gradni-
kov ima nabor najrazlicˇnejˇsih funkcionalnosti. Kompozicija teh funkcionalnosti
obicˇajno ponuja bistveno vecˇji razpon funkcionalnosti, kot je predviden za nek
sistem. Poleg trivialnega racˇunskega stroja, to je stroja, ki opravlja predvideno
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funkcionalnost, sistem ponuja sˇe vecˇ netrivialnih racˇunskih strojev2, ki nepridipra-
vom omogocˇajo opravljanje, s strani nacˇrtovalcev, nepredvidenih funkcionalno-
sti. Vcˇasih je nabor nepredvidenih funkcionalnosti dokaj omejen, pogostokrat pa
kompozicija razlicˇnih gradnikov koncˇa v netrivialnem racˇunskem stroju, z mocˇjo
univerzalnega racˇunskega stroja, ki omogocˇa izvedbo katerekoli funkcionalnosti.
Nepridipravi iˇscˇejo prav taksˇne netrivialne racˇunske stroje, ki jih upravljajo preko
skrbno sestavljenih vhodnih podatkov in metapodatkov.
Pojav netrivialnih racˇunskih strojev je lahko posledica kompozicije gradnikov
v kompleksen sistem, za katerega je tezˇko ali celo nemogocˇe ugotoviti vse mozˇne
predvidene in sˇe bolj pomembno nepredvidene lastnosti. Dodatno se je potrebno
zavedati, da ima razvijalec obicˇajno vpogled v funkcionalnost in lastnosti sis-
tema le na nivoju programa v izvorni obliki. Tu je program le model z mnogimi
abstrakcijami dejanskega programa v sˇtevilski obliki, z mnogimi abstrakcijami
strojne opreme in stanja sistema, ki ga opravlja oziroma z njim komunicira. Ab-
strakcije omogocˇajo razvijalcu osredotocˇenje na problem, ki ga resˇuje, a ga hkrati
oddaljujejo od dejanskega dogajanja v sistemu. Dejansko dogajanje v sistemu je
obicˇajno precej bogatejˇse od tistega, kakrsˇnega se vidi skozi abstrakcijo programa
v izvorni obliki. Tudi to je vir netrivialnih racˇunskih strojev.
Zdi se, da je pojav netrivialnih racˇunskih strojev v modernih sistemih ne-
izbezˇen, predvsem zaradi nakopicˇene kompleksnosti sistema do neobvladljivosti.
Ena izmed glavnih idej tega poglavja je, da se sistem razdeli na dva, po mozˇnosti
fizicˇno locˇena dela, prikazana na sliki 3.3:
1. Kompleksen del, v katerem je izvedena logika sistema in v katerem se
dopusˇcˇa obstoj netrivialnih racˇunskih strojev.
2. Preprost in preverljiv komunikacijski vmesnik, ki locˇi zunanji svet od kom-
pleksne logike sistema.
2V virih [23], [24], [25], [26] in [27] se namesto izraza netrivialni racˇunski stroj uporablja
strokovni izraz cˇuden stroj (ang. weird machine).
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zunanji svet
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zunanjim svetom
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kompleksna
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
“varna” komunikacija
KS
Slika 3.3: Funkcijska razdelitev sistema na enoto, kjer je izvedena kompleksna
logika sistema, in na enoto, ki komunicija z zunanjim svetom. Naloga “prepro-
stega” komunikacijskega vmesnika je, da ocˇisti komunikacijo vseh nepredvidenih
situacij.
S taksˇnim pristopom je v dolocˇenih primerih mozˇno nepridipravom preprecˇiti
dostop do netrivialnih racˇunskih strojev. To je obravnavano v nadaljevanju po-
glavja.
Jasno se zastavi vprasˇanje, kaj je pri taksˇni resˇitvi tako posebno novega, saj
so pozˇarne stene (ang. firewall) in sistemi za odkrivanje vdorov – IDS v uporabi
zˇe desetletja. Pri predlagani ideji je poudarek na besedi “preprost”. Kaj tocˇno to
pomeni, je predstavljeno v nadaljevanju poglavja. Na kratko sta ideji naslednji:
• Komunikacijski vmesnik mora biti zadosti preprost, da je mozˇnost pravilne
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izvedbe velika in s tem mozˇnost, da sam komunikacijski vmesnik postane
tarcˇa in zˇrtev nepridipravov majhna.
• Protokol, ki ga mora preverjati/razcˇlenjevati/prepoznavati komunikacijski
vmesnik, mora biti zadosti preprost, da ga je mogocˇe razcˇleniti in prepoznati
ter posledicˇno popolnoma pravilno preveriti.
Vecˇja kompleksnost protokola obicˇajno pomeni vecˇjo kompleksnost komunikacij-
skega vmesnika. Na zˇalost je sˇel razvoj komunikacijskih protokolov v smeri velike
kompleksnosti, zato so tudi pozˇarne stene in sistemi za odkrivanje vdorov zelo
kompleksni. Kot bo pokazano v nadaljevanju poglavja, obstajajo teoreticˇne ome-
jitve, ki dolocˇajo, kako kompleksne protokole je sˇe mozˇno teoreticˇno razcˇleniti,
prepoznati in posledicˇno tudi pravilno izvesti ter cˇesa ni mozˇno niti teoreticˇno
razcˇleniti, prepoznati in pravilno izvesti. Mnogih komunikacijskih protokolov v
uporabi na zˇalost tudi teoreticˇno ni mocˇ izvesti pravilno. Tako je posel pozˇarnih
sten podoben raztegovanju in premikanju premajhne preproge po prevelikem pro-
storu.
Komunikacijski vmesnik sestoji iz dveh komplementarnih funkcijskih enot:
enote za razcˇlembo in prepoznavo protokolnih sporocˇil in enote za tvorjenje pro-
tokolnih sporocˇil. Koncˇni model je prikazan na sliki 3.4. Tako je mozˇno dele
zunanji
svet
razcˇlemba in
prepoznava
protokolnih
sporocˇil ((
izvedba
logike
sistema
tvorjenje
protokolnih
sporocˇil
hh
Slika 3.4: Funkcijska razdelitev sistema na enoto za izvedbo logike sistema, na
enoto za razcˇlembo in prepoznavo protokolnih sporocˇil in enoto za tvorjenje pro-
tokolnih sporocˇil.
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sistema (razcˇlenjevanje in prepoznavanje ter tvorjenje protokolnih sporocˇil), ka-
terih pravilnost je mogocˇe matematicˇno preveriti, locˇiti od delov sistema (izvedba
logike sistema), katere pravilnosti v splosˇnem ni mogocˇe ali je nesmotrno preve-
riti. Na ta nacˇin je mozˇno omejiti komunikacijo z zunanjim svetom samo na s
komunikacijskim protokolom predvideno komunikacijo.
3.4 Uporaba zakonov racˇunske teorije pri izbiri in
nacˇrtovanju sistemov
Racˇunska teorija postavlja temeljne zakone in meje kaksˇne sisteme je mozˇno
izvesti varno in kaksˇne ne. Nacˇrtovanje varnih sistemov z racˇunsko teorijo se
osredotocˇa na vhod nacˇrtovanega sistema, kjer se sistem preko nekega protokola
sporazumeva z nekim drugim sistemom oziroma z zunanjim svetom. Protokol se
lahko obravnava kot nek jezik. Pravilno izvedbo protokola je mozˇno obravnavati
kot problem odlocˇljivosti, ki je temelj racˇunske teorije. Problem odlocˇljivosti in
jezik sta povezana preko racˇunskega modela, ki prepoznava jezik. Izkazˇe se, da
lahko tako racˇunske modele kot tudi jezike uvrstimo v hierarhijo razredov in da
med obema hierarhijama obstajajo povezave, preko katerih je mogocˇe ugotoviti,
kaksˇen racˇunski model je potreben za prepoznavo dolocˇenega jezika. Izpolnjenost
potrebnega pogoja, da je racˇunski model primeren za prepoznavo dolocˇenega je-
zika, je odlocˇljivost.
Protokol je izveden kot nek racˇunski proces na dveh ali vecˇ gradnikih.
Racˇunske procese je mozˇno obravnavati z racˇunsko teorijo (ang. Theory of Com-
putation), ki matematicˇno obravnava razlicˇne racˇunske modele realnih racˇunskih
strojev/procesov. Racˇunska teorija obravnava tri glavne teme:
• Teorija racˇunske zahtevnosti uvrsˇcˇa racˇunske probleme v razrede zahtevno-
sti.
• Teorija izracˇunljivosti/odlocˇljivosti razvrsˇcˇa racˇunske probleme na resˇljive
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in neresˇljive oziroma izracˇunljive in neizracˇunljive oziroma odlocˇljive in ne-
odlocˇljive.
• Teorija racˇunskih modelov (avtomatov) definira razlicˇne racˇunske modele –
avtomate glede na racˇunsko mocˇ oziroma sˇtevilo tipov racˇunskih problemov,
ki jih je sposoben resˇiti dolocˇen model.
Za nadalnjo obravnavo sta pomembna slednja vidika racˇunske teorije. Vecˇ o
racˇunski teoriji se nahaja na primer v ucˇbeniku [29], iz katerega je povzeta vecˇina
tega podpoglavja.
Med pojmom jezika in teorijo racˇunskih modelov obstaja povezava. Za na-
daljno obravnavo je najprej potrebno definirati pojme kot so abeceda, znakovni
niz in jezik.
Definicija 1 (Simbol). Simbol je element neke mnozˇice.
Posledica definicije 1 je, da je simbol dobro definiran objekt, saj je mnozˇica defi-
nirana kot zbirka dobro definiranih objektov, kot je na primer naravno sˇtevilo. V
praksi je smiselno uporabiti matematicˇno definirane objekte, saj se lahko pred-
postavi, da so definirani dobro.
Definicija 2 (Abeceda). Je koncˇna mnozˇica, v nadaljevanju oznacˇena z znakom
Σ, kateri elementi so simboli.
Primera abeced sta Σ = {0, 1} in Σ = {a, . . . , z, A, . . . , Z, 0, . . . , 9}.
Definicija 3 (Znakovni niz). Znakovni niz iz abecede Σ je koncˇno zaporedje
simbolov, kjer je vsak simbol element mnozˇice Σ.
Definicija 4 (Jezik). Jezik je mnozˇica znakovnih nizov.
Cˇetudi se ta zdi definicija jezika zelo skromna, zadostuje za obravnavo katere-
gakoli jezika, ki se ga lahko izvede na nekem racˇunskem stroju. Taksˇna prepro-
sta definicija je precej blizu racˇunskemu modelu univerzalnega racˇunskega stroja
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imenovanega, Turingov stroj. Natancˇna definicija Turingovega stroja se nahaja v
cˇetrtem poglavju [29]. Na tam mestu je pomembno dejstvo, da je racˇunski model
Turingovega stroja zadosti dober model realnega racˇunalnika in da racˇunski mo-
del Turingovega stroja lahko izracˇuna vse, kar se da (intuitivno) izracˇunati. Vse,
kar lahko izracˇuna realni racˇunalnik, lahko izracˇuna tudi Turingov stroj, cˇetudi
je proces izracˇuna obicˇajno bistveno drugacˇen kot na realnem racˇunalniku.
Definicija 5 (Racˇunski model). Racˇunski model, v nadaljevanju oznacˇen z M ,
je n-terka, sestavljena iz skalarjev, funkcij in mnozˇic.
Kot primer racˇunskega modela M iz definicije 5 naj sluzˇi definicija najosnov-
nejˇsega racˇunskega modela, to je deterministicˇnega koncˇnega avtomata.
Definicija 6 (Racˇunski model deterministicˇnega koncˇnega avtomata).
Racˇunski model, v nadaljevanju oznacˇen z M , je peterka M = (Q,Σ, δ, q, F ), kjer
je:
1. Q mnozˇica stanj
2. Σ abeceda
3. δ : Q× Σ→ Q funkcija prehajanja stanj
4. q ∈ Q zacˇetno stanje
5. F ⊂ Q sprejemna stanja (ang. accept states)3
Za nadaljnjo obravnavo so pomembni naslednji racˇunski modeli, razvrsˇcˇeni po
sˇtevilu racˇunskih problemov, ki so jih sposobni resˇiti, od najmanj do najbolj
zmogljivega:
1. koncˇni avtomat (deterministicˇni ali nedeterministicˇni),
3Cˇe se avtomat obravnava kot sistem z vhodi in izhodi, se signal na nekem izhodu avtomata
sprozˇi, ko avtomat preide v pripadajocˇe sprejemno stanje. Prehajanja med stanji so dolocˇena
s funkcijo prehajanja stanj δ in spreminjanjem vhodnih signalov.
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2. deterministicˇni avtomat s skladom,
3. nedeterministicˇni avtomat s skladom,
4. linearni omejen avtomat,
5. Turingov stroj.
Razvrstitev navedenih racˇunskih modelov predstavlja tudi razvrstitev racˇunskih
modelov od najpreprostejˇsega modela – deterministicˇnega koncˇnega avtomata do
najzahtevnejˇsega modela – Turingovega stroja. Podrobnejˇsa definicija posame-
znega racˇunskega modela M za predstavitev glavne ideje ni potrebna. Definicije
se nahajajo v prostodostopnemu ucˇbeniku [29]. V tem delu bodo omenjene le
najnujnejˇse lastnosti posameznega racˇunskega modela M . Na tem mestu je na
podlagi predhodnih definicij mogocˇe povezati pojma jezik in racˇunski model.
Definicija 7 (Jezik racˇunskega modela). Jezik racˇunskega modela M ,
oznacˇen z L(M), je mnozˇica vseh znakovnih nizov, ki jih sprejme racˇunski model
M .
Definicija 8 (Odlocˇljivost jezika). Naj bo Σ abeceda in A ⊆ Σ∗ jezik. Jezik
A je odlocˇljiv, cˇe obstaja Turingov stroj M , za katerega velja, da za vsak vhodni
niz w ∈ Σ∗ velja:
1. Cˇe se vhodni niz w ∈ A pojavi na vhodu Turingovega stroja, se le ta ustavi
v sprejemnem stanju.
2. Cˇe se vhodni niz w 6∈ A pojavi na vhodu Turingovega stroja, se le ta ustavi
v zavrnilnem stanju.
Z drugimi besedami povedano, definicija 8 pove, da je jezik A odlocˇljiv, cˇe obstaja
racˇunski postopek (algoritem), za katerega hkrati velja:
1. Racˇunski postopek za vsak vhodni niz w vedno vrne rezultat.
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2. Racˇunski postopek za vsak vhodni niz w vedno pravilno dolocˇi, ali vhodni
niz pripada jeziku A ali ne, oziroma matematicˇno zapisano, ali velja w ∈ A
ali w 6∈ A.
Prav taksˇno tolmacˇenje definicije 8 je kljucˇno za razumevanje prakticˇnih po-
sledic. Ker je definicija odlocˇljivosti jezika 8 vezana na najmocˇnejˇsi racˇunski
model – Turingov stroj sledi, da za vsak jezik, ki je neodlocˇljiv s Turingo-
vim strojem, velja, da zanj ni mogocˇe intuitivno najti popolnega postopka
razcˇlenjevanja taksˇnega jezika. To prakticˇno pomeni, da bodo za neko iz-
vedbo razcˇlenjevalnika neodlocˇljivega jezika obstajali bodisi veljavni konstrukti
jezika, ki jih bo razcˇlenjevalnik zavrnil, bodisi neveljavni konstrukti, ki jih bo
razcˇlenjevalnik sprejel. Slednje dejstvo je potreben pogoj za pojav netrivialnih
racˇunskih strojev in varnostnih lukenj v racˇunalniˇskih sistemih.
V racˇunski teoriji obstaja bogata teorija, ki povezuje jezike in racˇunske mo-
dele. Tako jeziki kot tudi racˇunski modeli so razvrsˇcˇeni v svojo hierarhijo ra-
zredov. Jeziki so razvrsˇcˇeni v hierarhijo Chomskeyga [30], ki jezike deli glede na
njihovo izrazno mocˇ. Osnovni razredi jezikov v hierarhiji Chomskeyga, razvrsˇcˇeni
od najmanj izraznega do najbolj izraznega, so:
1. regularni jeziki,
2. nedvoumni kontekstno neodvisni jeziki,
3. dvoumni kontekstno neodvisni jeziki,
4. kontekstno odvisni jeziki,
5. rekurzivno presˇtevni jeziki (ang. recursively enumerable languages).
Na drugi strani so racˇunski modeli razvrsˇcˇeni glede na velikost mnozˇice racˇunskih
problemov, ki so jih sposobni resˇiti. Za jezike v hierarhiji Chomskeyga velja, da
lahko z bolj izraznim jezikom izrazimo vse, kar je lahko izrazˇeno v manj izraznem
jeziku. Tudi za racˇunske modele velja na drugi strani, da lahko tisti model, ki
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je sposoben resˇiti vecˇ problemov, razresˇi vse probleme, ki jih je sposoben resˇiti
manj zmogljiv racˇunski model. Med obema hierarhijama obstaja povezava. Po-
vezava med razredom, v katerega spada nek jezik, in najpreprostejˇsim racˇunskim
modelom, ki je potreben za razcˇlenitev in prepoznavo jezika, je sledecˇa:
1. Za prepoznavo regularnega jezika je potreben najmanj deterministicˇni
koncˇni avtomat.
2. Za prepoznavo nedvoumnega kontekstno neodvisnega jezika je potreben
najmanj deterministicˇni avtomat s skladom.
3. Za prepoznavo dvoumnega kontekstno neodvisnega jezika je potreben naj-
manj nedeterministicˇni avtomat s skladom.
4. Za prepoznavo kontekstno odvisnega jezika je potreben najmanj linearni
omejen avtomat.
5. Za prepoznavo rekurzivno presˇtevnega jezika je potreben najmanj Turingov
stroj.
Za nasˇtete razrede jezikov velja:
1. Regularni jeziki so odlocˇljivi.
2. Nedvoumni kontekstno neodvisni jeziki so odlocˇljivi.
3. Dvoumni kontekstno neodvisni jeziki niso odlocˇljivi.
4. Kontekstno odvisni jeziki niso odlocˇljivi.
5. Rekurzivno presˇtevni jeziki niso odlocˇljivi.
Dokazi zgornjih trditev se nahajajo v ucˇbeniku [29]. Prakticˇne posledice trditev
so bistvenega pomena za obravnavo obstojecˇih protokolov in nacˇrtovanje novih
protokolov. Kljucˇni posledici sta sledecˇi:
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1. Za pravilno prepoznavo jezika (protokola) je potreben najmanj racˇunski
model, ki je zmozˇen jezik v celoti prepoznati.
2. Za popolno prepoznavo jezika mora biti jezik odlocˇljiv, kar pomeni, da jezik
ne sme biti jezik mocˇnejˇsi od nedvoumnega kontekstno neodvisnega jezika.
Primer 9 (Neprimerna raba regularnih izrazov). Z regularnim izrazom je
mozˇno opisati regularni jezik [29]. V prakticˇni uporabi se regularni izrazi najvecˇ
uporabljajo za iskanje dolocˇenih vzorcev v znakovnih nizih ob predpostavki, da je
znakovni niz nek regularen jezik. Ker so regularni izrazi izjemno pogosto upo-
rabljeni, se kaj hitro pozabi na omenjeno predpostavko in se jih uporabi tudi za
iskanje vzorcev v znakovnih nizih, ki niso regularni jezik. Tipicˇna primera sta
uporaba regularnih izrazov za izlocˇanje nepravilnih poizvedb SQL in iskanje ele-
mentov v zapisu JSON. Oba jezika sta najmanj kontekstno odvisna, saj omogocˇata
gnezdenje v poljubno globino. Predvsem prvi primer je problematicˇen iz staliˇscˇa
varnosti, saj so napadi z vrivanjem nepravilnih poizvedb SQL (ang. SQL Injection
Attacks) zelo pogosti.
4 Razvoj razcˇlenjevalnika preprostega
protokola
4.1 Uvod
V tem poglavju je prikazan razvoj razcˇlenjevalnika protokolnih sporocˇil prepro-
stega komunikacijskega protokola za izmenjavo tekstovnih sporocˇil v tekstovni
obliki. Najprej je prikazan postopek zapisa definicije protokola v razsˇirjenem
zapisu Backus–Naur – ABNF. Sledi prikaz tvorb izvedbe besedne razcˇlembe z
orodjem Flex in izvedbe skladenjske razcˇlembe z orodjem GNU Bison. Za presli-
kavo izvorne oblike izvedb besedne in skladenjske razcˇlembe v strojno obliko je
uporabljen prevajalnik GCC. Preizkus protokola je narejen na podlagi razcˇlembe
testnih sporocˇil.
Ena izmed kljucˇnih idej magistrskega dela je izbira zadosti preprostega pro-
tokola, da je izvedbo njegovega razcˇlenjevalnika vsaj teoreticˇno mozˇno izvesti
pravilno. Druga ideja je, da se za definicijo protokola uporabi nek formalen nacˇin
zapisa, iz katerega je mozˇno s posebnimi programi (samodejno) tvoriti njegovo
izvedbo. Na ta nacˇin se inzˇenir lahko osredotocˇi na lastnosti protokola in ne na
tehniko izvedbe. Napake je precej lazˇje popravljati v formalni specifikaciji kot v
izvedbi programa. Tako se preprecˇi, da bi se v izvedbo programa po pomoti vneslo
“dodatne funkcionalnosti,” ki bi nepridipravom omogocˇale vecˇ, kot je predvidel
nacˇrtovalec protokola.
S kombinacijo orodij Flex in GNU Bison je mozˇno do neke mere samo-
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dejno tvoriti izvedbo razcˇlenjevalnike za jezike, ki spadajo v razred kontekstno
neodvisnih jezikov. Tako zˇe sam izbor orodij omejuje izbor protokolov ozi-
roma njegovih lastnosti tako, da ostaja protokol vsaj teoreticˇno pravilno izve-
dljiv, cˇetudi lahko napake nastanejo pri zapisu protokola v formalni specifika-
ciji. K srecˇi je vse vecˇ standardov, ki vsebujejo zapis protokola v nekem for-
malnem nacˇinu zapisa. Skupni vhodni podatek, to je formalna specifikacija pro-
tokola, in dejstvo, da spada protokol v najvecˇ druzˇino kontekstno neodvisnih
jezikov, vsaj teoreticˇno omogocˇata funkcijsko enakost razlicˇnih izvedb tovorje-
nih z razlicˇnimi orodji. Drugi pomemben dejavnik, na katerem sloni varnost
samodejno tovorjenih razcˇlenjevalnikov, je pravilnost izvedbe orodij za tvorjenje
razcˇlenjevalnikov. Glede na to, da so s temi orodji tvorjenji razcˇlenjevalniki za
razlicˇne bolj ali manj kompleksne programske jezike in da so orodja v uporabi
zˇe zelo dolgo, gre rezultatom teh programov precej bolj zaupati kot rocˇnemu pi-
sanju razcˇlenjevalnikov. Rocˇno pisanje razcˇlenjevalnikov je upravicˇena izbira v
res redkih primerih. Obicˇajno je rocˇno pisanje razcˇlenjevalnikov upravicˇeno, ko
gre za zelo preprost protokol in se zahteva visoka hitrost razcˇlenjevanja na zelo
omejenih sistemskih virih. Zˇal vecˇina delezˇa viˇsje hitrosti obicˇajno ne pride iz
naslova uporabe bolj prilagojenih in iznajdljivih programskih tehnik, temvecˇ iz
naslova opusˇcˇanja preverjanja dolocˇenih situacij, kar je jasno zelo narobe.
V prakticˇnem delu je prikazan razvoj razcˇlenjevalnika tekstovnih protokolnih
sporocˇil, kjer so podatki in metapodatki sporocˇila sestavljeni iz cˇrkovnih nizov.
Druga mozˇnost je, da so podatki in metapodatki sporocˇila sestavljeni iz dvojiˇskih
nizov. Prvi protokoli se uporabljajo v primerih, ko je zazˇeleno, da so sporocˇila
neposredno berljiva in sistemski viri za prenos niso pretirano skromni. Po drugi
strani so protokoli, kjer so metapodatki sporocˇila sestavljeni iz dvojiˇskih nizov,
pretezˇno namenjeni primerom, pri katerih je zahtevana visoka ucˇinkovitost pre-
nosa sporocˇil. Na tem mestu je potrebno poudariti, da je nabor orodij za tvorbo
izvedbe razcˇlenjevalnika dvojiˇskih nizov drugacˇen. Za tvorbo komunikacijskih
protokolov se v praksi najvecˇ uporablja zapis protokola v obliki ASN.1 in orodje
asn1c. Na zˇalost razcˇlemba ASN.1 zahteva Turingov stroj, kar pomeni, da je
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pripadajocˇe orodje napisano rocˇno. Tudi sicer to orodje vsebuje napake, ki pov-
zrocˇajo napake v tvorjenjem razcˇlenjevalniku [25]. To je bil tudi eden izmed
razlogov za projekt Hammer, s katerim se da na “pravilen” nacˇin tvoriti proto-
kole, pri katerih so metapodatki sporocˇila sestavljeni iz dvojiˇskih nizov; jasno ob
predpostavki, da protokol spada najvecˇ med kontekstno neodvisne jezike. Ker je
projekt Hammer zaenkrat sˇe relativno nov, je nabor mozˇnosti, ki jih ponuja, na
zˇalost dokaj omejen.
4.2 BNF, Flex, GNU Bison
4.2.1 BNF
Zapis Backus–Naur – BNF je formalna tehnika definicije kontekstno neodvisnih
jezikov. Najpogosteje se uporablja se za definicijo:
• programskih jezikov,
• komunikacijskih protokolov,
• datotecˇnih formatov,
• naborov strojnih ukazov.
Iz zapisa BNF izhajata tudi zapisa ABNF in EBNF. Nadaljevanje je osredotocˇeno
na zapis ABNF, ki je bil prvotno zasnovan za definicijo dvosmernih protokolov,
pri katerih so metapodatki sporocˇil cˇrkovni nizi. Zapis je zato tudi pogosta izbira
za definicijo protokola v razlicˇnih standardih in priporocˇilih pod okrilji IETF
in ITU-T. Tudi sam zapis ABNF je standardiziran v RFC 5234 [31]. V RFC
7405 [32] je bila dodana skladnja za mozˇnost razlikovanja med velikimi in malimi
cˇrkami v nespremenljivih cˇrkovnih nizih.
V nadaljevanju se nahaja povzetek osnovnih pravil zapisa ABNF. Natancˇnejˇsa
definicija zapisa se nahaja v standardu RFC 5234 [31]. Povzetek temelji na [33].
Povzamemo lahko, da za ABNF velja:
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Definicija 9 (Pravilo). Pravilo je nek znakovni niz sestavljen iz cˇrk, sˇtevk in
pomiˇslaja (–) in je neodvisen ali gre za zapis z veliko ali malo cˇrko. Pravilo
predstavlja ime neke abstrakcije in lezˇi na levi strani enacˇaja. Na desni strani
enacˇaja sledi definicija pravila, ki je bodisi nek izraz bodisi nek v skladnji ABNF
definiran element.
pravilo = definicija
Pomemben pogled na pomen enacˇaja je, da se pravilo lahko zamenja z definicijo
na desni strani enacˇaja.
Definicija 10 (Zapis ABNF). Zapis ABNF je mnozˇica definiranih pravil.
pravilo1 = definicija1
pravilo2 = definicija2
.
.
.
praviloN = definicijaN
V definicijah pravil v definiciji 10 se lahko v izrazih definicij nahajajo nedefi-
nirani elementi (znakovni nizi, za katere veljajo enaka pravila kot za pravila).
Pomembno je le, da so vsi taksˇni elementi definirani kasneje kot neko drugo pra-
vilo ali so del skladnje zapisa ABNF.
Definicija 11 (Pravilnost zapisa ABNF). Zapis ABNF je pravilen, cˇe se v
definicijah ne nahaja noben nedefiniran element. Element je definiran bodisi kot
del skladnje ABNF bodisi kot neko pravilo v nadaljevanju definicije nekega jezika
v zapisu ABNF.
Definicija 12 (Koncˇni elementi). Elementi, ki so del skladnje zapisa ABNF
in niso del pravil definiranih v ABNF, so koncˇni elementi. Koncˇni elementi so
dolocˇeni s sˇtevilko, ki se tolmacˇi kot simbol, kodiran po standardu US-ASCII.
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Za koncˇne elemente je ocˇitno, da so zelo elementarni. V njih na primer niti ni
zajetega pojma sˇtevke. Pojem sˇtevke je definiran kot DIGIT in je del pravil v skla-
dnji ABNF. V preglednici 4.1 je povzetih nekaj najuporabnejˇsih pravil, ki so del
skladnje ABNF. V preglednici 4.1 je v stolpcu “definicija” nakazano, kako tvoriti
pravilo definicija pomen
ALPHA %x41-5A / %x61-7A velike in male cˇrke iz presli-
kovalne preglednice ASCII
DIGIT %x30-39 sˇtevke v destiˇskem
sˇtevilskem sistemu.
HEXDIG DIGIT / ‘‘A’’ / ‘‘B’’ /
‘‘C’’ / ‘‘D’’ / ‘‘E’’ /
‘‘F’’
sˇtevke v sˇestnajstiˇskem
sˇtevilskem sistemu.
DQUOTE %x22 dvojni narekovaj
SP %x20 presledek
HTAB %x09 vodoravni zamik
WSP SP / HTAB presledek s vodoravnim za-
mikom
VCHAR %x21-7E predstavljivi znaki (velike in
male cˇrke, sˇtevke, locˇila,. . . )
OCTET %x00-FF bajt (8 bitov podatkov)
CR %x0D pomik na zacˇetek vrstice
LF %x0A pomik v novo vrstico
CRLF CR LF standardni pomik v novo vr-
stico
BIT ‘‘0’’ / ‘‘1’’ binarna sˇtevka
Tabela 4.1: Povzetek najuporabnejˇsih pravil, ki so del skladnje ABNF
pravila iz koncˇnih elementov in osnovnejˇsih gradnikov. Za razumevanje tvorbe in
predvsem za tvorbo lastnih pravil je potrebno poznati pravila sestavljanja pravil
v zapisu ABNF. V nadaljevanju je povzetih nekaj najuporabnejˇsih pravil:
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• Sˇtevilka se zapisuje tako, da se ji doda predpona, sestavljena iz znaka %, ki
mu sledi cˇrka iz mnozˇice {d,b,x}, ki dolocˇi, v katerem sˇtevilskem sistemu je
sˇtevilka zapisana. Tako d predstavlja zapis v desetiˇskem sˇtevilskem sistemu,
b zapis v dvojiˇskem sˇtevilskem sistemu in x zapis v sˇestnajstiˇskem sˇtevilskem
sistemu. Primer: Sˇtevilka 42 je lahko zapisana kot %d52%d50. Sˇtevili 52 in
50 prideta iz preslikovalne tabele US-ASCII.
• Nespremenljivi besedilni nizi, na primer: “Danes je lep dan.”, se zapiˇsejo
med narekovajema ‘‘’’, na primer: ‘‘Danes je lep dan.’’. Pri tem je
pomembno opozoriti, da so velike in male cˇrke v osnovnem zapisu ABNF
obravnavane kot enake. Tako se na primer nizi ‘‘znak’’ in ‘‘ZNAK’’
in ‘‘Znak’’ obravnavajo kot isti niz. Z uporabo dodatka RFC 7405 k
standardu ABNF je mozˇno uvesti razlikovanje med nizi s predpono %s. Ne
glede na uporabo RFC 7405 lahko zapiˇsemo taksˇne nize na sledecˇ nacˇin:
%s‘‘znak’’=%d122.%d110%d97%d107, %s‘‘Znak’’=%d90%d110%d97%d107
in %s‘‘ZNAK’’=%d122%d78%d65%d75. Taksˇen nacˇin je ocˇitno neberljiv in
predstavlja bolj nekaksˇen izhod v sili.
• Presledek ( ) ima vecˇ pomenov:
– locˇevanje med elementi definicije, na primer:
pravilo1 / pravilo2,
– zdruzˇevanje pravil, na primer: pravilo1 pravilo2,
– zamikanje, cˇe je definicija zapisana v vecˇ vrsticah.
• Pika (.) se uporablja za locˇevanje znakov v zapisu sˇtevila ali znakovnega
niza, na primer: Znak = %d90.110.97.107.
• Podpicˇje (;) dolocˇi preostanek vrstice za podpicˇjem kot komentar, na pri-
mer: DVAINSTIRIDESET = %d52.50 ; sˇtevilo 42
• Posˇevnica (/) predstavlja izbiro v smislu logicˇne operacije ALI (∨) ali unije
mnozˇic (∪), na primer BITNUM = %d48 / %d49 predstavlja sˇtevilo BITNUM,
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katerega vrednost je lahko ali 0 ali 1.
• Enacˇaj s posˇevnico (=/) je namenjen dodajanju izbire k zˇe obstojecˇemu pra-
vilu, na primer: Izraz: pravilo = pravilo1 / pravilo2 / pravilo3 je
mocˇ razdeliti na dva izraza: pravilo = pravilo1 / pravilo2 in pravilo
=/ pravilo3.
• Pomiˇslaj oziroma minus (-) se uporablja za dolocˇitev zaloge vrednosti,
na primer DIGIT = d48-57 predstavlja katerokoli sˇtevko v desetiˇskem
sˇtevilskem sistemu, saj so v preslikovalni preglednici ASCII sˇtevke 0, 1. . . 9
zapisane kot 48, 49. . . 57.
• Oglati oklepaji ([]) naznanjajo neobvezne opcije, na primer NIZ = ‘‘a’’
[‘‘b’’] ‘‘c’’ pomeni, da ima niz NIZ naslednjo zalogo vrednosti: {
‘‘ac’’,‘‘abc’’ }.
• Zvezdica (*) kot predpona narekuje ponovitev, na primer IME = *ALPHA
predstavlja pravilo, kjer je IME poljubno dolg niz, sestavljen iz cˇrk anglesˇke
abecede.
• Predpona (n*) narekuje najmanj n ponovitev, na primer IME = 2*ALPHA
predstavlja pravilo, kjer je IME najmanj dva znaka dolg niz, sestavljen iz
cˇrk anglesˇke abecede.
• Predpona (n*m) narekuje najmanj n in najvecˇ m ponovitev, na primer IME
= 2*20ALPHA predstavlja pravilo, kjer je IME najmanj dva znaka in najvecˇ
dvajsket znakov dolg niz, sestavljen iz cˇrk anglesˇke abecede.
Poleg predstavljenih pravil je pomembna sˇe prioriteta pravil. Po prioriteti od
najviˇsje do najnizˇje so pravila razvrsˇcˇena po naslednjem vrstnem redu:
1. nespemenljivi znakovni nizi, imena pravil,
2. komentar,
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3. zaloga vrednosti,
4. ponovitev,
5. zdruzˇevanje,
6. opcije.
S predstavljenimi pravili je mogocˇe razumeti definicije osnovnih pravil ABNF v
preglednici 4.1. Za obsezˇnejˇsi primer uporabe zapisa ABNF naj sluzˇi primer 10,
kjer je definiran format zapisa cˇasa po priporocˇilu RFC-5322 [34].
Primer 10 (Definicija datuma in cˇasa po priporocˇilu RFC 5322). Pri-
porocˇilo RFC 5322 [34] med drugim specificira skladnjo cˇrkovnih sporocˇil, ki se
posˇiljajo med uporabniki za potrebe elektronske posˇte. Zapis ABNF datuma in
cˇasa je naslednji:
date-time = [ day-of-week "," ] date time [CFWS]
day-of-week = ([FWS] day-name) / obs-day-of-week
day-name = "Mon" / "Tue" / "Wed" / "Thu" / "Fri" /
"Sat" / "Sun"
date = day month year
day = ([FWS] 1*2DIGIT FWS) / obs-day
month = "Jan" / "Feb" / "Mar" / "Apr" / "May" / "Jun" /
"Jul" / "Aug" / "Sep" / "Oct" / "Nov" / "Dec"
year = (FWS 4*DIGIT FWS) / obs-year
time = time-of-day zone
time-of-day = hour ":" minute [ ":" second ]
hour = 2DIGIT / obs-hour
minute = 2DIGIT / obs-minute
second = 2DIGIT / obs-second
zone = (FWS ( "+" / "-" ) 4DIGIT) / obs-zone
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Iz primera 10 je razvidna osnovna ideja zapisov BNF, to je razcˇlenitev neke
abstrakcije od zgoraj navzdol; od najbolj abstraktnega pojma, na primer
date-time, do najbolj elementarnega (atomarnega) pojma, na primer definicija
zapisa sekunde second kot sˇtevila z dvema sˇtevkama.
4.2.2 Flex
Flex (ang. fast lexical analyzer generator) je prostodostopni in odprtokodni1
racˇunalniˇski program za tvorjenje drugega racˇunalniˇskega programa, katerega
funkcija je besedna (leksicˇna) razcˇlemba vhodnega znakovnega niza v skladu z
besednimi (leksicˇnimi) pravili danega jezika. Cˇe gledamo na rezultat tvorbe, to
je program, kot sistem z vhodi in izhodi, sistem na vhodu sprejema znakovne
nize in na izhodu oddaja sˇtevila, ki predstavljajo “znane” besede2 imenovane
tudi zˇetoni (ang. tokens), ki so del jezika, katerega razcˇlenja sistem (program).
Vsi ostali znaki in zaporedja znakov, ki jih sistem (program) ne more prepoznati,
ne povzrocˇijo nikakrsˇnega odziva na izhodu sistema. Osnovni model enote za
razcˇlembo in prepoznavo besed je prikazan na sliki 4.1.
vhodni
niz
// razcˇlemba in prepoznava besed
vhodnega niza s pravili jezika
//
zaporedje
identifikatorjev
besed
Slika 4.1: Osnovni model enote za razcˇlembo in prepoznavo besed (leksemov)
vhodnega znakovnega niza v skladu z besednimi (leksicˇnimi) pravili danega jezika
Na tem mestu je orisana osnovna struktura procesa tvorbe besednega
razcˇlenjevalnika z orodjem Flex. Podrobnosti lahko najdemo v uradnem upo-
1Program Flex je izdan pod licenco BSD.
2Dejansko je obicˇajno potrebno poleg “znanih” besed, na primer ZACˇETEK, KONEC,
TELO . . . , prepoznati vsaj sˇe sˇtevila, npr. 7, 42, 1024 . . . , in nespremenljive znakovne nize, na
primer “Danes je lep dan.” . . . , in morda sˇe operatorje.
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rabniˇskem prirocˇniku orodja [35].
Vhodna datoteka, ki vsebuje pravila razcˇlenjevanja in navodila orodju Flex,
je tekstovna datoteka, ki je obicˇajno oznacˇena s pripono .l, vcˇasih tudi .lex ali
.flex. Orodje Flex tvori izhodno datoteko, privzeto imenovano lex.yy.c, in je
izvorna oblika programa v programskem jeziku C. Program v lex.yy.c vsebuje
izvedbo funkcije yylex(), ki je izvedba nekega koncˇnega avtomata za besedno
razcˇlembo.
Vhodna datoteka ima tri dele, locˇene z %%. Struktura datoteke je prikazana
na sliki 4.2. V delu za definicije se lahko nahajajo:
• Definicije konstant (v obliki makrojev), ki predstavljajo imena pravil upo-
rabljenih v nadaljevanju.
• Definicije stanj, ki dolocˇijo, kdaj naj bodo dolocˇena pravila “aktivna”. Sta-
nja so definirana kot par ime pravilo, kjer je ime predhodno definirana
konstanta in pravilo nek regularni izraz.
• Funkcije, ki naj se izvedejo pred zacˇetkom tvorbe razcˇlenjevalnika. Funk-
cije in za njih potrebne konstrukte, na primer vkljucˇitve zaglavnih datotek
knjizˇnic, je potrebno umestiti znotraj bloka %{ %}.
V delu za pravila se nahajajo definicije pravil v obliki vzorec akcija. Vzorec
je nek regularni izraz. Akcija je programski blok znotraj zavitih oklepajev { },
napisan v programskem jeziku C ali C++. Programski blok predstavlja akcijo,
ki se izvede nad znakovnim nizom, ki ustreza vzorcu. Znakovni niz, ki ustreza
zahtevanemu vzorcu, se nahaja v predhodno definirani spremenljivki yytext tipa
char*. V delu za uporabniˇski program se nahaja program, ki poklicˇe funkcijo be-
sednega razcˇlenjevalnika yylex. Izvedba uporabniˇskega programa je obvezna, ko
se besedni razcˇlenjevalnik uporablja locˇeno od skladenjskega razcˇlenjevalnika. Cˇe
se besedni razcˇlenjevalnik uporablja skupaj s skladenjskim razcˇlenjevalnikom, sle-
dnji poklicˇe funkcijo yylex. Funkcionalnost funkcije besednega razcˇlenjevalnika
yylex omogocˇa branje vhodnega znakovnega niza iz standardnega vhoda stdin,
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d e f i n i c i j e
%%
prav i l a
%%
uporabn i sk i program
Slika 4.2: Osnovna struktura vhodne datoteke, na primer razclenjevalnik.l
za orodje Flex
dokler se na njem nahajajo vhodni podatki ali dokler uporabniˇski program ne
prekine izvajanja programa z stavkom return v eni izmed akcij na dolocˇen vzo-
rec.
Pri zapisu datotek *.l je priporocˇljivo opusˇcˇanje zamikanja vrstic zaradi togih
pravil orodja Flex.
Zagon procesa tvorbe besednega razcˇlenjevalnika iz ukazne lupine na opera-
cijskih sistemih POSIX (GNU/Linux, BSD . . . ) je prikazan na sliki 4.3.
f l e x r a z c l e n j e v a l n i k . l
gcc l ex . yy . c − l f l
Slika 4.3: Zagon procesa tvorbe besednega razcˇlenjevalnika iz pravil, zapisanih v
datoteki razclenjevalnik.l z orodjem Flex in preslikava rezultata, to je dato-
teke lex.yy.c, iz izvorne v izvedljivo obliko s prevajalnikom GCC
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4.2.3 GNU Bison
GNU Bison je prostodostopni in odprtokodni3 racˇunalniˇski program za tvorjenje
drugega racˇunalniˇskega programa v programskem jeziku C, C++ ali Java, kate-
rega funkcija je skladenjska (sintakticˇna) razcˇlemba vhodnega niza, sestavljenega
iz identifikatorjev znanih besed (zˇetonov) v skladu s pravili skladnje danega je-
zika. Osnovni model enote za razcˇlembo in prepoznavo besed je prikazan na sliki
4.4.
zaporedje
identifikatorjev
znanih besed
// razcˇlemba in prepoznava
skladnje jezika
//
zaporedje
identifikatorjev
akcij
Slika 4.4: Osnovni model enote za razcˇlembo in prepoznavo skladnje vhodnega
niza, sestavljenega iz identifikatorjev znanih besed (zˇetonov)
Orodje GNU Bison je zmozˇno tvoriti razcˇlenjevalnik za najvecˇ kontekstno
neodvisnih jezikov. Prav tako je zmozˇno ugotavljati morebitne dvoumnosti v
specifikaciji jezika. Orodje GNU Bison lahko tvori dve vrsti razcˇlenjevalnika:
• razcˇlenjevalnik, ki je namenjenu razcˇlenjevanju nekega koncˇnega niza po-
datkov (ang. batch (oﬄine) mode),
• razcˇlenjevalnik, ki je namenjenu sprotnemu razcˇlenjevanju nekega niza po-
datkov (ang. interactive mode).
V tem podpoglavju se nahaja kratek povzetek najosnovnejˇsih pravil za pri-
pravo specifikacije za orodje GNU Bison. Podroben opis vseh funkcionalnosti in
pravil se nahaja v referencˇnem prirocˇniku orodja [36].
Vhodna datoteka z navodili/pravili za orodje GNU Bison je obicˇajno oznacˇena
z eno izmed naslednjih koncˇnic: .a, .y ali .yacc. Orodje GNU Bison privzeto
3Program GNU Bison je izdan pod licenco GNU GPL.
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tvori datoteki y.tab.h in y.tab.c, v katerih se nahaja deklaracija oziroma defi-
nicija funkcije yyparse, v kateri je izvedba razcˇlenjevalnika. Zaglavna datoteka
y.tab.h se potem lahko vkljucˇi program, ki uporablja razcˇlenjevalnik jezika.
Ocˇitno je potrebno vse datoteke v izvorni obliki prevesti v izvedljivo obliko s
prevajalnikom, na primer GCC. Zagon procesa tvorbe razcˇlenjevalnika skladnje
iz ukazne lupine na operacijskih sistemih POSIX (GNU/Linux, BSD . . . ) je pri-
kazan na sliki 4.5.
b i son −d r a z c l e n j e v a l n i k . y
f l e x r a z c l e n j e v a l n i k . l
gcc −I . −o r a z c l e n j e v a l n i k ∗ . c − l f l
Slika 4.5: Zagon procesa tvorbe razcˇlenjevalnika skladnje iz pravil, zapisanih v da-
totekah razclenjevalnik.y in razclenjevalnik.l s pomocˇjo orodji GNU Bison
in Flex ter preslikava rezultata, to je datotek lex.yy.c, razclenjevalnik.tab.h
in razclenjevalnik.tab.c iz izvorne v izvedljivo obliko s prevajalnikom GCC
Prav tako kot v orodju Flex je vhodna datoteka sestavljena iz treh delov,
locˇenih z %%. Prva dva dela sta obvezna, tretji je opcijski. V prvem delu se na-
hajajo definicije, v drugem pravila in v tretjem uporabniˇski programi. V delu za
definicije se podobno kot v datoteki za Fleks lahko nahajajo programski bloki.
Dodatno se lahko v tem delu navedejo dodatna pravila za razcˇlenjevanje. Najpo-
gosteje je potrebno definirati naslednja pravila: %start, %union, %type, %token,
%left, %right in %nonassoc. Na primer v pravilih %token so definirani sim-
boli, ki predstavljajo identifikatorje znanih besed (zˇetonov), ki jih vracˇa besedni
razcˇlenjevalnik. V drugem delu se nahajajo definicije akcij za posamezen defini-
ran simbol oziroma vzorec simbolov (stavek). V tretjem delu se lahko na primer
nahaja definicija funkcije main, ki vsebuje klic funkcije besednega razcˇlenjevalnika
yylex. Pravil za sestavo vhodne datoteke za orodje GNU Bison je res ogromno. Iz
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prakticˇnega primera, predstavljenega v naslednjem podpoglavju, bo dokaj jasno
razvidna osnovna ideja zlaganja in definiranja pravil.
4.3 Deklarativna izvedba protokola
4.3.1 Uvod
V tem podpoglavju je prikazan postopek deklarativne izvedbe protokola z orodji,
ki tvorijo njegovo izvedbo na podlagi deklarativnih lastnosti protokola. Naj-
prej je predstavljen zapis protokola v obliki ABNF, sledita tvorbi izvedbe bese-
dne razcˇlembe z orodjem Flex in izvedbe skladenjske razcˇlembe z orodjem GNU
Bison. Za preslikavo izvorne oblike izvedb besedne in skladenjske razcˇlembe v
strojno obliko je uporabljeno orodje GCC. Preizkus protokola je narejen na pod-
lagi razcˇlembe testnih sporocˇil.
4.3.2 Definicija protokola Protokol v zapisu ABNF
Protokol z imenom Protokol je preprost primer protokola, ki v sporocˇilih prenasˇa
znakovne nize. Primer uporabe bi bil program za preprosto sporazumevanje med
dvema cˇlovesˇkima uporabnikoma, kjer so tako protoklni metapodatki kot tudi
uporabniˇska sporocˇila v cˇloveku razumljivi obliki. V glavi sporocˇila se nahaja
tip sporocˇila { Zahteva, Odgovor }, verzija protokola, par (naslov IPv4, sˇtevilka
vrat) in identifikator (sˇtevilka) transakcije. Za tip vsebine sporocˇil so z namenom
izbrani znakovni/cˇrkovni nizi, saj se na ta nacˇin ocˇitno pokazˇe, koliko komple-
ksnosti prinese taka odlocˇitev. Po drugi strani je ta odlocˇitev upravicˇena, saj je
protokol prvotno namenjen sporazumevanju med cˇlovesˇkimi uporabniki.
Za definicijo protokola Protokol naj najprej sluzˇi neformalna opisna specifika-
cija protokola, kateri sledi sˇe formalna specifikacija v zapisu ABNF.
Definicija 13 (Definicija protokola Protokol). Protokol Protokol naj ima
definirana dva tipa sporocˇil: zahteva in odgovor. V glavi sporocˇila naj se nahaja
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ime protokola, identifikator uporabnika, par (naslov IPv4, sˇtevilka vrat), iden-
tifikator (sˇtevilka) transakcije in tip sporocˇila {Zahteva, Odgovor }. Vsebina
sporocˇila je lahko poljuben cˇrkovni niz. Primer sporocˇila zahteve je na primer:
Protokol:1 [192.168.0.100]:8000 Transakcija=1 {
Zahteva="To je zahteva."
}
Primer sporocˇila odgovora je na primer:
Protokol:2 [192.168.0.101]:8001 Povratnica=1 {
Odgovor="To je odgovor."
}
Definicija 14 (Definicija protokola Protokol v zapisu ABNF). Protokol
Protokol je v zapisu ABNF sledecˇ:
;;==============================================================
;; Primer definicije preprostega protokola imenovanega Protokol,
;; v zapisu ABNF. Protokol je namenjen razcˇlenjevanju tekstovnih
;; sporocˇil, ki so v predpisani obliki.
;;==============================================================
protokolSporocilo = ODSTAVEK sporocilo
sporocilo = ZetonProtokol POSEVNICA Verzija SEP
naslovIp4 SEP
sporociloTelo = (sporociloZahteva / sporociloOdgovor)
sporociloZahteva = ZetonTransakcija ENACAJ TransakcijskiId
OKLEPAJ vsebinaZahteve ZAKLEPAJ
sporociloOdgovor = ZetonPovratnica ENACAJ TransakcijskiId OKLEPAJ
vsebinaOdgovora ZAKLEPAJ
vsebinaZahteve = ZetonZahteva ENACAJ nizNavedek
vsebinaOdgovora = ZetonOdgovor ENACAJ nizNavedek
ZetonProtokol = "Protokol"
ZetonTransakcija = "Transakcija"
ZetonPovratnica = "Povratnica"
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ZetonZahteva = "Zahteva"
ZetonOdgovor = "Odgovor"
Verzija = 1*2(STEVKA) ; "0".."99"
naslovIp4 = naslov [":" vrata]
naslov = "[" naslovIp4Hex "]"
naslovIp4Hex = V4hex PIKA V4hex PIKA V4hex PIKA V4hex
V4hex = 1*3(STEVKA) ; "0".."255"
TransakcijskiId = UINT32
vrata = UINT16
PIKA = "."
NAREKOVAJ = 0x22 ; "
ALFA_NUMERICNI = %x41-5A / %x61-7A ; A-Z / a-z
VARNI_ZNAKI = STEVKA / ALFA_NUMERICNI / "+" / "-" / "&" / "!" /
"_" / "/" / "’" / "?" / "@" / "^" / "‘" /
"~" / "*" / "$" / "" / "(" / ")" / "%" /
"|" / "."
OSTALI_ZNAKI = ";" / "[" / "]" / "{" / "}" / ":" / "," /
"#" / "<" / ">" /
"="
PRESLEDEK = %x20
STEVKA = %x30-39
UINT16 = 1*5(STEVKA)
UINT32 = 1*10(STEVKA)
CR = %x0D
LF = %x0A
ZAMIK = %x09
DVOPICJE = ":"
PRAZEN_ZNAK = PRESLEDEK / ZAMIK
KOMENTAR = ";" *(VARNI_ZNAKI / OSTALI_ZNAKI / PRAZEN_ZNAK / %x22)
KONEC_VRSTICE
KONEC_VRSTICE = (CR [LF] / LF)
ODSTAVEK = *(PRAZEN_ZNAK / KOMENTAR / KONEC_VRSTICE)
POSEVNICA = "/"
SEP = (PRAZEN_ZNAK / KONEC_VRSTICE / KOMENTAR) ODSTAVEK
ENACAJ = "="
OKLEPAJ = ODSTAVEK "{" ODSTAVEK
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ZAKLEPAJ = ODSTAVEK "}" ODSTAVEK
nizNavedek = NAREKOVAJ *(VARNI_ZNAKI / KONEC_VRSTICE / %x80-FF /
OSTALI_ZNAKI / PRAZEN_ZNAK) NAREKOVAJ
4.3.3 Izvedba besedne razcˇlembe z orodjem Flex
V datoteki protokolSamoBesede.l (glej dodatek A) se nahajajo navodila za
izvedbo besednega razcˇlenjevalnika za orodjee Flex. Program Flex tvori pro-
gram besednega razcˇlenjevalnika protokola iz definicije 14. Program v datoteki
protokolSamoBesede.l je narejen tako, da se lahko uporablja samostojno.
Proces tvorbe in preizkusa besednega razcˇlenjevalnika je prikazan na sliki 4.6.
Izvorna oblika programa se nahaja v dodatku A.
4.3.4 Izvedba besedne in skladenjske razcˇlembe z orodji Flex in GNU
Bison
V datoteki protokolBesede.l (glej dodatek B) se nahajajo navodila za iz-
vedbo besednega razcˇlenjevalnika za orodje Flex. Za razliko od datoteke
protokolSamoBesede.l so navodila protokolBesede.l orodju Flex narejena
tako, da se uporabljajo skupaj z navodili protokolSkladnja.y (glej dodatek
C) za tvorjenje razcˇlenjevalnika skladnje z orodjem GNU Bison.
Proces tvorbe in preizkusa besednega razcˇlenjevalnika in razcˇlenjevalnika skla-
dnje je prikazan na sliki 4.7. Izvorna oblika programov se nahaja v dodatkih B
in C.
4.3.5 Sklepi prakticˇnega dela
V prakticˇnem delu je bil prikazan razvoj razcˇlenjevalnika preprostega komunika-
cijskega protokola za izmenjavo tekstovnih sporocˇil v tekstovni obliki. Najprej
je bil prikazan postopek formalnega zapisa definicije protokola v razsˇirjenem za-
pisu Backus–Naur – ABNF, ki se vse pogosteje uporablja za definicijo protokolov
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f l e x protokolSamoBesede . l
gcc −o protokolSamoBesedeRazc lenjeva ln ik l ex . yy . c − l f l
. / protoko lSamoBesedeRazc lenjeva ln ik
Protokol : 1 [ 1 9 2 . 1 6 8 . 0 . 1 0 0 ] : 8 0 0 0 Transakc i ja=1 {
Zahteva=”To j e zahteva . ”
}
zeton : 10
zeton : 9
IZPIS : s t e v i l o : 1
zeton : 17
zeton : 3
IZPIS : nas lovIp4 : 192 . 168 . 0 . 1 00
zeton : 16
zeton : 4
zeton : 6
IZPIS : s t e v i l o : 8000
zeton : 17
zeton : 11
zeton : 5
IZPIS : s t e v i l o : 1
zeton : 17
zeton : 7
zeton : 13
zeton : 5
IZPIS : nizNavedek : ”To j e zahteva . ”
zeton : 15
zeton : 8
Slika 4.6: Proces tvorbe in preizkusa programa besednega razcˇlenjevalnika. Pra-
vila za orodje Flex so zapisana v datoteki protokolSamoBesede.l. Rezultat je
datoteka lex.yy.c. S prevajalnikom GCC se preslika tvorjeno datoteko iz izvorne
v izvedljivo obliko.
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bison −d protoko lSk ladn ja . y
f l e x protoko lBesede . l
gcc −I . −o p ro t oko lRaz c l en j eva ln i k ∗ . c − l f l
Protokol : 1 [ 1 9 2 . 1 6 8 . 0 . 1 0 0 ] : 8 0 0 0 Transakc i ja=1 {
Zahteva=”To j e zahteva . ”
}
IZPIS : s t e v i l o : 1 IZPIS : nas lovIp4 : 192 . 168 . 0 . 1 00
IZPIS (FLEX) : nas lovIp4 : 192 . 168 . 0 . 1 00
IZPIS (GNU BISON) : nas lovIp4 : 192 . 168 . 0 . 1 00
IZPIS : s t e v i l o : 8000
IZPIS (FLEX) : s t e v i l o : 8000
IZPIS (GNU BISON) : vrata : 8000
IZPIS : s t e v i l o : 1
IZPIS (FLEX) : s t e v i l o : 1
IZPIS (GNU BISON) : S t ev i l k aTran sak c i j e : 1
IZPIS : nizNavedek : ”To j e zahteva . ”
IZPIS (FLEX) : nizNavedek : To j e zahteva .
IZPIS (GNU BISON) : zahteva : To j e zahteva .
Slika 4.7: Proces tvorbe in preizkusa programa razcˇlenjevalnika protokol-
nih sporocˇil protokola Protokol. Pravila za orodje Flex so zapisana v
datoteki protokolBesede.l. Pravila za orodje GNU Bison so zapisana
v datoteki protokolSkladnja.l. Rezultat procesa so datoteke lex.yy.c,
protokolSkladnja.tab.h in protokolSkladnja.tab.c. S prevajalnikom GCC se
preslika tvorjene datoteke iz izvorne v izvedljivo obliko.
v telekomunikacijskih standardih. Sledi prikaz tvorbe izvedbe programa za be-
sedno razcˇlembo z orodjem Flex in izvedbe programa za skladenjsko razcˇlembo
z orodjem GNU Bison. Izbrani orodji zagotavljata nedvoumnost nacˇrtovanega
protokola in omejujeta izraznost jezika na kontekstno neodvisni jezik. Glavno
spoznanje prakticˇnega dela je, da samodejna tvorba razcˇlenjevalnika iz formalne
86 Razvoj razcˇlenjevalnika preprostega protokola
specifikacije s kombinacijo orodij Flex in GNU Bison ni mogocˇa. Sˇe vedno je
potrebno precej rocˇnega in mukotrpnega vnasˇanja programskih blokov, napisa-
nih v programskem jeziku C ali C++, v predpisano strukturo za orodji Flex in
GNU Bison. Kljub temu, da se zdi postopek izvedbe razcˇlenjevalnika s kom-
binacijo orodij Flex in GNU Bison dokaj kompliciran, je zaupanje v pravilnost
samega razcˇlenjevalnika precej vecˇje kot v primeru, da bi bil razcˇlenjevalnik napi-
san rocˇno. Dodatno avtor vidi najvecˇjo prednost taksˇnega pristopa pri dodajanju
novih funkcionalnosti obstojecˇemu protokolu.
5 Zakljucˇek
Magistrsko delo proucˇuje razlicˇne vidike razvoja varne programske opreme za
vgrajene sisteme, pri katerih model nevarnosti predstavljajo zlonamerni vhodni
podatki. Ti pridejo v sistem preko komunikacijskega omrezˇja ali senzorjev in izko-
ristijo napako v izvedbi programske opreme. Poudarek je na obravnavi varnostnih
problemov, ki jih povzrocˇijo razlicˇne sistemske arhitekturne resˇitve. Kljucˇne ugo-
tovitve in ideje tega dela so strnjene v naslednjih tocˇkah:
• Potreben in zadosten pogoj za varen sistem je, da je zasnovan in izveden
tako, da funkcijo, ki jo opravlja, opravlja pravilno in da opravlja izkljucˇno
samo to funkcijo in nicˇesar vecˇ.
• Zagotovitev varnosti programske opreme ni nekaj, kar bi se dalo dobro
zagotoviti naknadno. Z nacˇrtovanjem varnosti od zacˇetka je mozˇno bi-
stveno zmanjˇsati pogostost napak, kolicˇino programske opreme in kolicˇine
kriticˇne programske opreme. Za varnostne vidike programske opreme je po-
trebno poskrbeti zˇe pred in pri nacˇrtovanju programske opreme. Potrebno
je uporabiti najboljˇsa orodja in metode, kot so na primer programski jezik,
programske knjizˇnice, prevajalnik, operacijski sistem, integrirana razvojna
okolja, testa in verifikacijska orodja in metode.
• Vidik varnostne politike je med inzˇenirji in racˇunalnicˇarji, ki so osredotocˇeni
na tehnicˇne probleme in resˇitve, pogosto spregledan oziroma zanemarjen,
cˇetudi je dejansko potreben pogoj za vsakrsˇno obravnavo in nacˇrtovanje
varnosti racˇunalniˇskega sistema. Popolnoma varen prakticˇen in ekonomsko
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upravicˇen sistem namrecˇ ne obstaja. Posledicˇno je mogocˇe definirati in iz-
vesti le sistem, ki izpolnjuje zˇelene varnostne lastnosti glede na dan oziroma
dolocˇen model nevarnosti. Modeli nevarnosti in nabor varnostnih lastno-
sti sta del varnostne politike in ker ta sledi utilitaristicˇnemu filozofskemu
nazoru, njuno izbiro dolocˇa ekonomika.
• Preprostost arhitekturne zasnove sistema povecˇuje mozˇnost pravilne iz-
vedbe. Organska rast sistemov vodi k povecˇani kompleksnosti sistemov
in posledicˇno k vecˇji kolicˇini programske opreme, vecˇjemu sˇtevilu napak in
posledicˇno vecˇji ranljivosti sistema. Zato je potrebno vsaj ob vecˇjih spre-
membah funkcionalnosti sistema temeljito preveriti posledice na obstojecˇ
sistem in posodobiti celoten sistem. Sisteme je najbolj smiselno zasˇcˇititi na
vhodu v sistem s pravilno izbiro komunikacijskih protokolov, saj je v vecˇini
primerov to edini nacˇin, kako dosecˇi teoreticˇno varen sistem pred zlonamer-
nimi vhodnimi podatki. Izrazna mocˇ jezika, ki opiˇse vhodni protokol, naj
ne bo vecˇja od deterministicˇno kontekstno neodvisnega jezika.
• Programski jezik je orodje, katerega izbira pomembno vpliva na delezˇ na-
pak v programski opremi. Izbira zˇal mnogokrat temelji na napacˇnih pred-
postavkah ali zgolj na neutemeljenih prepricˇanjih. Cˇetudi sta programska
jezika C in C++ dalecˇ najbolj uporabljena za pisanje programske opreme
na podrocˇju vgrajenih sistemov, naj njuna izbira ne bo privzeta, temvecˇ
naj se ravna po nacˇelu: Izberi drug, varnejˇsi, programski jezik, kadarkoli je
to mogocˇe, in izberi C ali C++ ko je to nujno potrebno. Cˇe se zˇe izbere
programska jezika C ali C++, se je potrebno dobro zavedati nevarnosti
njune uporabe in posledicˇno ostalih dejavnikov procesa razvoja program-
ske opreme. Pri tem je pomemben izbor dobrih programskih knjizˇnic. Cˇe
sistemski viri in ostali dejavniki omogocˇajo oziroma nakazujejo uporabo
programskega jezika Java, je nedvomno v vecˇini primerov boljˇsa izbira pro-
gramskega jezika Scala, saj tecˇe na istem tolmacˇu in ima mozˇnost enostavne
uporabe metod iz standardne knjizˇnice programskega jezika Java. V pri-
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hodnosti se nakazuje, da bi lahko programski jezik Rust nadomestitil pro-
gramska jezika C in C++, vendar je zaenkrat sˇe na dokaj eksperimentalni
stopnji razvoja in njegova uporaba v vecˇini primerov sˇe ni smiselna.
• Kljub temu, da so formalne metode izjemno mocˇno orodje, niso resˇitev vseh
problemov. So nepogresˇljiv cˇlen pri nacˇrtovanju zanesljivih, robustnih in
varnih sistemov. Matematicˇna natancˇnost omogocˇa boljˇse razumevanje pro-
blema, ki ga resˇuje nacˇrtovan sistem. Formalne metode omogocˇajo abstrak-
cijo sistema od podrobnosti izvedbe sistema. S tem se lahko nacˇrtovalci sis-
temov osredotocˇajo na to, kaj naj bi nacˇrtovan sistem dejansko pocˇel. For-
malne metode omogocˇajo preverjanje konsistentnosti specifikacije in pravil-
nost izvedbe zˇe pred samim procesom izvedbe oziroma preizkusom izvedbe.
Po drugi strani je potrebno biti pozoren in uposˇtevati omejitve formalnih
metod. Predvsem je zahtevna pravilna pretvorba specifikacije v naravnem
jeziku v formalni model. Dodatno je potrebno biti pozoren na predpostav-
kah, na katerih temelji formalni model.
• Izvedbo programske opreme, ki je zelo vezana na lastnosti strojne opreme,
na primer gonilniki naprav, je obicˇajno bolje izvesti od zacˇetka, brez cilja
za morebitno ponovno uporabo te programske opreme. Pomembno je le, da
se ohrani zahtevane lastnosti programskega vmesnika tega dela programa.
• Za sodobno programsko in strojno opremo je ocˇitno, da gre za komple-
ksne sisteme, sestavljene iz mnogo raznolikih gradnikov, ki se med seboj
sporazumevajo z izmenjavo sporocˇil po dolocˇenih protokolih. Nepravilnost
obravnave komunikacijskih sporocˇil se zelo pogosto izkazˇe kot vstopna tocˇka
nepridipravov v sistem. Zato je pravilna izvedba protokolov kljucˇnega po-
mena. Obravnava komunikacijskih protokolov z racˇunsko teorijo lahko poda
odgovor, kaksˇne protokole je teoreticˇno mozˇno izvesti pravilno in kaksˇne ne.
Na podlagi teh temeljnih omejitev je mozˇno prilagoditi arhitekturo sistema
tako, da je zahtevnost naloge obvladljiva. Protokol se v racˇunski teoriji
obravnava kot nek jezik z dolocˇenimi lastnostmi, kot je na primer izrazna
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mocˇ. Glavna ugotovitev je, da je potrebno bodisi izbrati bodisi nacˇrtovati
protokol, katerega izrazna mocˇ jezika ni mocˇnejˇsa od kontekstno neodvi-
snega jezika in za izvedbo katerega ni potreben mocˇnejˇsi racˇunski model,
kot je deterministicˇni avtomat s skladom.
• V prakticˇnem delu je prikazan razvoj razcˇlenjevalnika preprostega komuni-
kacijskega protokola za izmenjavo tekstovnih sporocˇil v tekstovni obliki.
Najprej je prikazan postopek formalnega zapisa definicije protokola v
razsˇirjenem zapisu Backus–Naur – ABNF, ki se vse pogosteje uporablja za
definicijo protokolov v telekomunikacijskih standardih. Sledi prikaz tvorbe
izvedbe programa za besedno razcˇlembo orodjem Flex in izvedbe programa
za skladenjsko razcˇlembo z orodjem GNU Bison. Izbrani orodji zagota-
vljata nedvoumnost nacˇrtovanega protokola in omejujeta izraznost jezika
na kontekstno neodvisni jezik. Glavno spoznanje prakticˇnega dela je, da
samodejna tvorba razcˇlenjevalnika iz formalne specifikacije s kombinacijo
orodij Flex in GNU Bison ni mogocˇa. Sˇe vedno je potrebno precej rocˇnega
in napakam podvrzˇenega vnasˇanja programskih blokov napisanih v pro-
gramskem jeziku C ali C++ v predpisano strukturo za orodji Flex in GNU
Bison. Kljub temu, da se zdi postopek izvedbe razcˇlenjevalnika s kombina-
cijo orodij Flex in GNU Bison dokaj kompliciran, je zaupanje v pravilnost
samega razcˇlenjevalnika precej vecˇje kot v primeru, da bi bil razcˇlenjevalnik
napisan rocˇno. Dodatno avtor vidi najvecˇjo prednost taksˇnega pristopa pri
dodajanju novih funkcionalnosti obstojecˇemu protokolu.
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98 Dodatek
A Specifikacija samostojnega besednega
razcˇlenjevalnika za orodje Flex
/********************************************************
* Primer definicije razclenjevalnika besed preprostega
* protokola imenovanega Protokol. Namenjen je samostojni
* uporabi.
*********************************************************/
%{
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
enum yytokentype
{
PIKA,
ENACAJ,
DVOPICJE,
POSEVNICA,
PREDKLEPAJ_OGLATI,
ZAKLEPAJ_OGLATI,
PREDKLEPAJ_ZAVITI,
ZAKLEPAJ_ZAVITI,
STEVILKA,
nizNavedek,
ZetonProtokol,
ZetonTransakcija,
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ZetonPovratnica,
ZetonZahteva,
ZetonOdgovor,
ZetonNaslovIp4
};
%}
/* nastavitve flex */
%option stack noyywrap case-insensitive
%%
"." { return PIKA; }
"[" { return PREDKLEPAJ_OGLATI; }
"]" { return ZAKLEPAJ_OGLATI; }
"=" { return ENACAJ; }
":" { return DVOPICJE; }
"{" { return PREDKLEPAJ_ZAVITI; }
"}" { return ZAKLEPAJ_ZAVITI; }
"/" { return POSEVNICA; }
"Protokol" { return ZetonProtokol; }
"Transakcija" { return ZetonTransakcija; }
"Povratnica" { return ZetonPovratnica; }
"Zahteva" { return ZetonZahteva; }
"Odgovor" { return ZetonOdgovor; }
"(.*)" {
printf("IZPIS: nizNavedek: %s\n", yytext);
return nizNavedek;
}
[0-9]{1,3}.[0-9]{1,3}.[0-9]{1,3}.[0-9]{1,3} {
printf("IZPIS: naslovIp4: %s\n", yytext);
return ZetonNaslovIp4;
}
[0-9]+ {
printf("IZPIS: stevilo: %s\n", yytext);
return STEVILKA;
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}
[ trnv] {
/* spusti presledke */
}
%%
int main(int argc,char **argv)
{
int zeton;
while (zeton = yylex())
{
printf("zeton: %d\n", zeton);
}
return 0;
}
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B Specifikacija besednega
razcˇlenjevalnika za orodji GNU Bison in
Flex
/********************************************************
* Primer definicije razclenjevalnika besed preprostega
* protokola imenovanega Protokol. Namenjen je uporabi z
* besednim razclenjevalnikom.
*********************************************************/
%{
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include "DefinicijeTipovProtokolnihSporocil.h"
#include "protokolSkladnja.tab.h"
%}
/* nastavitve besednega razclenjevalnika */
%option stack noyywrap case-insensitive
%%
"." { return PIKA; }
"[" { return PREDKLEPAJ_OGLATI; }
"]" { return ZAKLEPAJ_OGLATI; }
"=" { return ENACAJ; }
":" { return DVOPICJE; }
"{" { return PREDKLEPAJ_ZAVITI; }
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"}" { return ZAKLEPAJ_ZAVITI; }
"/" { return POSEVNICA; }
"Protokol" { return ZetonProtokol; }
"Transakcija" { return ZetonTransakcija; }
"Povratnica" { return ZetonPovratnica; }
"Zahteva" { return ZetonZahteva; }
"Odgovor" { return ZetonOdgovor; }
"(.)*" {
printf("IZPIS: nizNavedek: %s\n", yytext);
/* pobrisi narekovaje */
char* content = strndup((yytext+1),(strlen(yytext)-2));
yylval.stringVal = content;
printf("IZPIS (FLEX): nizNavedek: %s\n", yylval.stringVal);
return nizNavedek;
}
[0-9]{1,3}.[0-9]{1,3}.[0-9]{1,3}.[0-9]{1,3} {
printf("IZPIS: naslovIp4: %s\n", yytext);
char* naslovIp4 = strdup(yytext);
char* bajtniNiz = calloc( 1, 5);
int i = 0;
unsigned char value = ’’;
char* headPtr = naslovIp4;
char* ptr = naslovIp4;
while (*ptr != ’’)
{
if (*ptr == ’.’)
{
*ptr = ’’;
value = (unsigned char)strtoul(headPtr,NULL,10);
i += snprintf(bajtniNiz+i,5-i,"%c",value);
headPtr = ptr + 1;
}
ptr++;
}
/* pretvori zadnji bajt */
value = (unsigned char)strtoul(headPtr,NULL,10);
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i += snprintf(bajtniNiz+i,5-i,"%c",value);
yylval.stringVal = bajtniNiz;
printf("IZPIS (FLEX): naslovIp4: %s\n",yylval.stringVal);
return ZetonNaslovIp4;
}
[0-9]+ {
printf("IZPIS: stevilo: %s\n", yytext);
yylval.ulongVal = strtoul(yytext,NULL,10);
printf("IZPIS (FLEX): stevilo: %lu\n", yylval.ulongVal);
return STEVILKA;
}
[ trnv] { /* spusti prazne znake */ }
. { printf("Napaka v razclembi na mestu %c\n", *yytext); }
%%
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C Specifikacija razcˇlenjevalnika
skladnje za orodji GNU Bison in Flex
/*******************************************************
*Primer definicije razclenjevalnika skladnje preprostega
*protokola imenovanega Protokol
********************************************************/
%{
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include "DefinicijeTipovProtokolnihSporocil.h"
%}
/* seznam zetonov */
%token ZetonProtokol ZetonTransakcija ZetonPovratnica
%token ZetonZahteva ZetonOdgovor nizNavedek ZetonNaslovIp4
%token POSEVNICA PREDKLEPAJ_ZAVITI ZAKLEPAJ_ZAVITI DVOPICJE
%token PIKA ENACAJ STEVILKA PREDKLEPAJ_OGLATI ZAKLEPAJ_OGLATI
/* seznam tipov */
%type <ulongVrednost> verzija transakcijskiId vrata STEVILKA
%type <stringVrednost> nizNavedek ZetonNaslovIp4
%type <protokolMsgVrednost> protokolSporocilo
%type <naslovIp4Vrednost> naslovIp4
%type <sporociloTeloVrednost> sporociloTelo
%type <sporociloZahtevaVrednost> sporociloZahteva
%type <sporociloOdgovorVrednost> sporociloOdgovor
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%type <vsebinaZahteveVrednost> vsebinaZahteve
%type <vsebinaOdgovoraVrednost> vsebinaOdgovora
%union
{
char* stringVrednost;
unsigned long ulongVrednost;
ProtokolSporocilo_t protokolMsgVrednost;
IP4Naslov_t naslovIp4Vrednost;
SporociloTelo_t sporociloTeloVrednost;
SporociloZahteva_t sporociloZahtevaVrednost;
SporociloPovratnica_t sporociloOdgovorVrednost;
ZahtevaVsebina_t vsebinaZahteveVrednost;
OdgovorVsebina_t vsebinaOdgovoraVrednost;
}
%start protokolSporocilo
%%
protokolSporocilo:
ZetonProtokol POSEVNICA verzija naslovIp4 sporociloTelo
{
$$.verzija = $3;
$$.naslovIp4 = $4;
$$.sporociloTelo = $5;
};
verzija:
STEVILKA
{
printf("IZPIS (GNU BISON): verzija: %lu\n", $1);
$$ = $1;
};
naslovIp4:
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PREDKLEPAJ_OGLATI ZetonNaslovIp4 ZAKLEPAJ_OGLATI
{
printf("IZPIS (GNU BISON): naslovIp4: %s\n", $2);
BajtniNiz_t m_Naslov;
memset(&m_Naslov,0,sizeof(BajtniNiz_t));
if (nizVBajtniNiz(&m_Naslov, $2) == -1)
{
yyerror("nizVBajtniNiz napaka v naslovIp4.naslov\n");
}
$$.address = m_Naslov;
}
| PREDKLEPAJ_OGLATI ZetonNaslovIp4 ZAKLEPAJ_OGLATI DVOPICJE vrata
{
printf("IZPIS (GNU BISON): naslovIp4: %s\n", $2);
BajtniNiz_t m_Naslov;
memset(&m_Naslov,0,sizeof(BajtniNiz_t));
if (nizVBajtniNiz(&m_Naslov,$2) == -1)
{
yyerror("nizVBajtniNiz napaka v naslovIp4.naslov\n");
}
$$.address = m_Naslov;
$$.vrata = &($5);
};
vrata:
STEVILKA
{
printf("IZPIS (GNU BISON): vrata: %lu\n", $1);
$$ = $1;
};
sporociloTelo:
sporociloZahteva
{
$$.present = SporociloBody_PR_sporociloZahteva;
$$.choice.sporociloZahteva = $1;
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}
| sporociloOdgovor
{
$$.present = SporociloBody_PR_sporociloOdgovor;
$$.choice.sporociloOdgovor = $1;
};
sporociloZahteva:
ZetonTransakcija ENACAJ transakcijskiId PREDKLEPAJ_ZAVITI vsebinaZahteve ZAKLEPAJ_ZAVITI
{
int m_TransId;
memset(&m_TransId,0,sizeof(int));
if (long2int(&m_TransId,$3) == -1)
{
yyerror("long2int napaka transId v sporociloZahteva\n");
}
$$.transakcijskiId = m_TransId;
$$.vsebinaZahteve = $5;
};
sporociloOdgovor:
ZetonPovratnica ENACAJ transakcijskiId PREDKLEPAJ_ZAVITI vsebinaOdgovora ZAKLEPAJ_ZAVITI
{
int m_TransId;
memset(&m_TransId,0,sizeof(int));
if (long2int(&m_TransId,$3) == -1)
{
yyerror("long2int napaka transId v sporociloOdgovor\n");
}
$$.transakcijskiId = m_TransId;
$$.vsebinaOdgovora = $5;
};
transakcijskiId:
STEVILKA
{
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printf("IZPIS (GNU BISON): StevilkaTransakcije: %lu\n", $1);
$$ = $1;
};
vsebinaZahteve:
ZetonZahteva ENACAJ nizNavedek
{
printf("IZPIS (GNU BISON): zahteva: %s\n", $3);
ZahtevaVsebina_t m_ZahtevaVsebina;
memset(&m_ZahtevaVsebina,0,sizeof(BajtniNiz_t));
if (nizVBajtniNiz(&m_ZahtevaVsebina,$3) == -1)
{
yyerror("nizVBajtniNiz napaka v vsebinaZahteve\n");
}
$$ = m_ZahtevaVsebina;
};
vsebinaOdgovora:
ZetonOdgovor ENACAJ nizNavedek
{
printf("IZPIS (GNU BISON): odgovor: %s\n", $3);
OdgovorVsebina_t m_OdgovorVsebina;
memset(&m_OdgovorVsebina,0,sizeof(BajtniNiz_t));
if (nizVBajtniNiz(&m_OdgovorVsebina,$3) == -1)
{
yyerror("nizVBajtniNiz napaka v vsebinaOdgovora\n");
}
$$ = m_OdgovorVsebina;
};
%%
int main(int argc,char** argv)
{
yyparse();
return 0;
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}
int yyerror(const char* msg)
{
fprintf(stderr, "yyerror: %s\n", msg);
}
