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ABSTRACT
The goal of this work is to learn a parsimonious and informative representation for high-
dimensional time series. Conceptually, this comprises two distinct yet tightly coupled
tasks: learning a low-dimensional manifold and modeling the dynamical process. These
two tasks have a complementary relationship as the temporal constraints provide valuable
neighborhood information for dimensionality reduction and conversely, the low-dimensional
space allows dynamics to be learnt e"ciently. Solving these two tasks simultaneously al-
lows important information to be exchanged mutually. If nonlinear models are required
to capture the rich complexity of time series, then the learning problem becomes harder
as the nonlinearities in both tasks are coupled. The proposed solution approximates the
nonlinear manifold and dynamics using piecewise linear models. The interactions among
the linear models are captured in a graphical model. The model structure setup and pa-
rameter learning are done using a variational Bayesian approach, which enables automatic
Bayesian model structure selection, hence solving the problem of over-fitting. By exploit-
ing the model structure, e"cient inference and learning algorithms are obtained without
oversimplifying the model of the underlying dynamical process. Evaluation of the pro-
posed framework with competing approaches is conducted in three sets of experiments:
v
dimensionality reduction and reconstruction using synthetic time series, video synthesis
using a dynamic texture database, and human motion synthesis, classification and track-
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Computer vision applications often deal with high-dimensional time series data. One ex-
ample would be human motion capture sequences, where each frame records the 3D hu-
man body pose. As the human body has many degrees of freedom, the human body
pose parametrization is high-dimensional even with a simple body model shown in Fig-
ure 1·1(b). Another example would be the commonly encountered high-dimensional time
series of video sequences. As illustrated in Figure 1·2, if we choose to represent the current
image frame by a data vector which is formed by stacking up all the pixels in the frame,
then the dimensionality of the data vector used to represent a frame would easily exceed
104 even for a 100 ! 100 pixel image. However, we should note that the naive represen-
tations in these examples tend to have many redundancies given the strong spatial and
temporal correlations in the data. These redundancies can be eliminated via dimension-
ality reduction techniques. Dimensionality reduction also has the benefit of reducing the
computation complexity of most vision algorithms. Moreover, the accuracy of the algo-
rithms might also be improved by removing the redundancies in the data representations.
Therefore, dimensionality reduction is needed for these high-dimensional data.
Most of the time series encountered in computer vision applications exhibit complex
dynamical behavior. For example, in human motion capture, the subjects can perform
a wide range of complex motions and activities. Oftentimes, analysis of the dynamical
behavior plays a key role in the computer vision application, for instance, in tracking human
movement in video and classifying human motions, or in modeling and describing motion
patterns in video for coding and retrieval applications, etc. Hence, for these applications
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Figure 1·1: Representations of human body pose of two di!erent
parametrization. If we use joint angles to represent a body pose, each
joint has di!erent degrees of freedom (DOF) depending on the type of the
joint. The representation on the left has more pose parameters than the
representation on the right because it is parameterized with more joint an-
gles. Even with the simple model on the right, the parametrization for the
body pose x has |x| = 31 as the joint angles are defined as follows: pelvis
(root) orientation (in global coordinate system): 3 DOF; pelvis position (in
global coordinate system): 3 DOF; left hip orientation (in pelvis coordinate
system): 3 DOF; left knee angle (in hip coordinate system): 1 DOF; right
hip orientation (in pelvis coordinate system): 3DOF; right knee angle (in
hip coordinate system): 1 DOF; left clavicle angles (in thorax coordinate
system): 2 DOF; left shoulder orientation (in clavicle coordinate system): 3
DOF; left elbow angle (in shoulder coordinate system): 1 DOF; right clavi-
cle angles (in thorax coordinate system): 2 DOF; right shoulder orientation
(in clavicle coordinate system): 3 DOF; right elbow angle (in shoulder co-
ordinate system): 1 DOF; thorax orientation (in pelvis coordinate system):
2 DOF; head orientation (in thorax coordinate system): 3 DOF.
The work described in this thesis represents the culmination of a series of e!orts aimed
at producing better models for the high-dimensional time series data in computer vision
[48, 47, 98, 100]. In our early work [48, 98, 100], we focused exclusively on human pose
estimation and human motion tracking. We made use of dimensionality reduction tools
like the Gaussian process latent variable model [45] and the coordinated mixture of factor
analyzers [77, 96] to learn a low-dimensional prior model from high-dimensional human
motion capture data. However, the techniques that we used in our early research work do
not take the dynamical information from the human motion capture data into consideration
during dimensionality reduction. Lin et al. [50] and Rahimi et al. [68] have discussed
the drawbacks of ignoring temporal information during dimensionality reduction. As the
3
Figure 1·2: Representation of image data if we stack the intensity values
of all the pixels together.
neighborhood information can only be approximated using Euclidean distance rather than
using the knowledge of temporal neighbors, these dimensionality reduction techniques that
treat the high-dimensional time series data as identically, independently distributed (i.i.d.)
data do not respect the temporal correlations among data during dimensionality reduction.
The consequence is that the “neighbors” in the resulting low-dimensional space may not
be temporally related at all. Furthermore, as evident in [17, 59, 108], modeling dynamics
in the low-dimensional space tends to be more accurate and e!ective in the sense that it
avoids modeling the noise and redundant features in the high-dimensional space. Learning
dynamics in the low dimensional-space requires the low-dimensional representations to
preserve the temporal correlation in the input high-dimensional time series. These issues
motivate us to develop a new algorithm in our recent work [47] to leverage on temporal
information during dimensionality reduction. The end result of our research is a new way
of modeling high-dimensional time series that accounts for the temporal relationship of
samples in time series.
4
1.1 Modeling High-dimensional Time Series
High-dimensional time series encountered in computer vision tasks often have highly re-
dundant representations. For motion capture sequences shown in Figure 1·3, it can be
seen that the movement at one joint is often coupled with motions at other joints. For
the video frames shown in Figure 1·4, strong correlations exist among neighboring pixels
in space-time. Such correlations significantly reduce the intrinsic dimension in the time
series.
Figure 1·3: Sample frames from two motion capture sequences from [30].
Frames in the first row are from a running sequence and frames in the second
row are from a boxing sequence. It is evident from these sample activities
that human motion is highly coordinated and human body limbs do not
move independent of each other.
Figure 1·4: Sample frames from two dynamic texture sequences from [32].
Frames in the first row are from a wave sequence and frames in the second
row are from a flag sequence. It can be observed that the pixel intensities
over space and time are highly correlated.
Thus we argue that such time series can be economically represented by a dynamical
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process on a low-dimensional manifold. Recovering such representations depends on two
distinctive yet tightly coupled tasks: reducing the dimensionality and modeling the dy-
namical process. We advocate for recovering the dynamical model parameters in concert
with manifold learning. In isolation, recovering the dynamical model without dimensional-
ity reduction is computationally ine"cient. Conversely, dimensionality reduction without
temporal information would be “blind” to the underlying dynamics. Solving these two
tasks simultaneously allows for important information to be exchanged mutually. How-
ever, as nonlinear models are required to capture the rich complexity of these time series,
the learning problem becomes harder as the nonlinearities in both tasks are now coupled.
To make learning tractable, we employ a divide-and-conquer approach: the nonlinear
manifold is approximated by piecewise linear regions. Each local region is associated with
its own linear dimensionality reducer and a linear dynamical model. Coordination among
the local linear dimensionality reducers is needed to ensure consistency of coordinates for
the time series on the piecewise representation of the manifold, and to assure consistency
among local linear dynamical models. Similarly, the linear dynamical models that approxi-
mate the nonlinear dynamical process on the manifold must be consistent with the observed
high-dimensional time series. Such coordination and consistency constraints are enforced
by estimating the parameters of the piecewise linear models together with the coordination
parameters during the manifold learning and dynamical model parameter estimation. This
divide-and-conquer approach leads to an e"cient solution, and at the same time we do not
oversimplifying the underlying dynamical process.
One major problem in using multiple linear models to approximate the learning of the
nonlinear dynamics and nonlinear manifold is that it is hard to decide what the optimal
setup is, i.e.,
• what is the best number of linear models that we should use for the approximation
of the nonlinear dynamics and nonlinear manifold?
• what is the optimal dimension of the low-dimensional space?
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• and what is the appropriate order for the dynamical model?
While the Bayesian approach provides a mechanism for automatic model selection, there
is an integration step as noted in [53] that requires us to integrate over all the model




The integration in (1.1) is often both computationally and analytically intractable. We
derive a variational Bayesian learning algorithm to solve the model selection problem in
our work.
Therefore, the culmination of a series of our e!orts is a powerful statistical model for
the high-dimensional time series data. This model is able to capture the rich dynamics in
the time series and preserve key information during dimensionality reduction at the same
time. Moreover, the learning algorithms we derive for this model tend to scale well with
large training datasets and are able to select the optimal model structure, which used to
plague the previous methods [47, 50, 108] that attempt to model the high-dimensional time
series.
1.2 Contributions
Our main contributions in this thesis follow our exploration e!orts, from using existing tools
to solve the human motion tracking problem e"ciently and e!ectively, to developing a new
formulation for a parsimonious and informative representation of general high-dimensional
time series and dynamical models for use in computer vision applications.
We propose an e!cient and e"ective 3D human tracker using the informa-
tion learned from human motion capture data.
In our work in [48], we use a multiple hypothesis tracker whose state space resides
in a low-dimensional space learned from human motion capture data. The low-
dimensional space is modeled by a coordinated mixture of local linear dimensionality
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reducers [96]. Each dimensionality reducer locally approximates the human body
pose manifold. The parameters of the mixture model are learned from human mo-
tion capture data; hence, the mixture model is able to provide prior knowledge of the
human motion we are interested in. Besides being able to exploit the prior informa-
tion provided by the model, our tracker based on this formulation also utilizes the
cluster information provided by the mixture model in a strategy that can to handle
large motion changes in adjacent frames. Quantitative comparisons show that our
approach produces more accurate 3D pose estimates over time than those that can
be obtained via two previously-proposed tracking algorithms [16, 100]. In the work
by Deustcher et al. [16], there is no particular prior model of the pose state space
and a smart sampling technique is used so that the hypotheses used for pose state
estimation would be more focused around samples that carry a higher weights when
they are matched with the image observations. Similar to our work [48], our earlier
work [100] also use a prior model of the pose state space. The di!erence between
the tracker presented in Chapter 3 and our earlier work [100] lies in the models of
the state space. The experimental results demonstrate that by carefully choosing the
model of the state space, we can improve the tracker performance.
We propose a general algorithm to learn a parsimonious and informative
representation of high-dimensional time series.
We take the inspiration from our previous work on tracking and propose a general
algorithm for the task of learning a nonlinear low-dimensional manifold and a non-
linear dynamical model for high-dimensional time series [47]. In addition to the
dimensionality reduction algorithm [96] we used in our tracking work [48], we pro-
pose using a set of linear dynamical models to capture the temporal information in
the high-dimensional time series. We approximate the nonlinear manifold by a set
of piecewise linear regions. Beside associating a local linear dimensionality reducer
to each region, we also associate a dynamical model with this region. Therefore, we
are able to tackle the learning algorithm with a divide-and-conquer approach. As a
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consequence, the proposed solution is able to handle large data sets and to model
complex nonlinear dynamical behaviors that previous methods have di"culties with.
Given the generic formulation, our method can be applied to a number of computer
vision tasks. In addition to human motion tracking and analysis, we also demon-
strate the application of this algorithm on dynamic textures. Extensive experiments
demonstrate the e"ciency and e!ectiveness of the proposed solution.
We derive variational Bayesian formulations to choose the “optimal” model
setup automatically.
We use a mixture of linear dimensionality reducers to approximate the nonlinear
human pose manifold [48]. We also use multiple linear dimensionality reducers to-
gether with multiple linear dynamical models to approximate the nonlinear manifold
and complex dynamics of high-dimensional time series [47]. We use the term “linear
components” to refer to these locally linear dimensionality reducers and dynamical
models. A natural question to ask is, “What is the optimal number of linear com-
ponents?”. Additionally, since we wish to obtain a low-dimensional representation,
“What is the optimal dimensionality of this low-dimensional space?” is another ques-
tion that we wish to address. As exact Bayesian solutions for both models used in [48]
and [47] are intractable, we derive variational Bayesian learning algorithms to achieve
the goal of automatic selection of the optimal model. The variational Bayesian (VB)
algorithm we derive for the model used in [48] is a slightly modified version of [24].
To the best of our knowledge, the VB formulation we derive for our proposed model
in [47] is the first complete VB solution for such models. We will not give a detailed
discussion here of the advantages of VB solution over other approximate Bayesian
solutions. In general, VB methods are relatively fast and the lower bound of the
model marginal likelihood is guaranteed to increase monotonically. For the models
belong to the conjugate exponential family, e"cient VB learning algorithms are at-
tainable. As will be shown in the later chapters, our proposed models also belong to
such category and hence enable our proposed e"cient learning algorithms.
9
1.3 Roadmap
The chapters are organized as follows:
Chapter 2 Provides the background of this thesis research. We summarize the research
work done in the area of 3D human motion tracking that motivated the need to reduce
the dimensionality of the human body pose space. Then we discuss various existing
machine learning algorithms that can be applied. For high-dimensional time series,
there is also a need to model dynamics. Hence, we also briefly look at the research
work done in this area. There is a rich literature in variational Bayesian learning.
We present some theoretical results derived in [25] as they lay the foundation of our
later derivations in Chapter 3 and Chapter 4.
Chapter 3 Proposes an e"cient and accurate algorithm for tracking 3D articulated hu-
man motion given monocular/multiview video sequences. We exploit the physical
constraints of human motion by learning a low-dimensional mixture model from high-
dimensional motion capture data. A probabilistic algorithm is employed to perform
non-linear dimensionality reduction and clustering concurrently within a global co-
ordinate system. The clusters formed in the globally coordinated low-dimensional
space make it possible to use a multiple hypothesis tracker whose state-space resides
in the low-dimensional space. We demonstrate that our tracker is more accurate than
a number of previously proposed trackers on a walking data set [2]. In this chap-
ter, we also derive a variational Bayesian formulation to choose the optimal number
of linear components in the mixture and the dimensionality of the low-dimensional
space. We again compare the performance of our tracker using the model learned
from our variational formulation with other tracking methods on a wide range of
human motion data sets [86].
Chapter 4 Presents a generalized learning framework to represent high-dimensional time
series by a dynamical process on a low-dimensional manifold. Hence, we recover
dynamical model parameters in concert with manifold learning. This framework is
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formulated as a generalized switching linear dynamical system and we derive a varia-
tional learning algorithm to estimate the model parameters. The general applicability
of the proposed method is demonstrated on the task of dynamic texture and human
motion synthesis, tracking and classification. Encouraged by the promising results,
we move on to derive a variational Bayesian formulation to select the optimal model
setup and dimensionality of the low-dimensional space. This formulation is entirely
new for our proposed model and only requires minor modifications to the variational
algorithm we derived for the maximum likelihood learning in [47]. This variational
learning framework is again tested on the same tasks of dynamic texture and human
motion analysis. The results obtained using our method outperform the competing
approaches [50, 65].
Chapter 5 Concludes the thesis with a summary of our learning experiences from our
research work. We also discuss possible extensions of our proposed solution and
future directions for research in modeling high-dimensional time series.
1.4 List of related papers
This thesis is based on the material from the following published/under-review papers,
listed in the order they are referenced in the chapters.
T. Tian, R. Li and S. Sclaro!. “Articulated Pose Estimation in a Learned Smooth Space of
Feasible Solution,” in IEEE CVPR 2005 Workshop on Learning in Computer Vision
and Pattern Recognition, pages 50–57, 2005.
T. Tian, R. Li and S. Sclaro!. “Tracking Human Body Pose on a Learned Smooth Space,”
BUCS Tech. Report 2005-29.
R. Li, M. Yang, S. Sclaro! and T. Tian. “Monocular Tracking of 3D Human Motion
with a Coordinated Mixture of Factor Analyzers,” in proceedings of the European
Conference on Computer Vision (ECCV), pages 137–150, 2006.
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R. Li, T. Tian, S. Sclaro! and M. Yang. “3D Human Motion Tracking with a Coordinated
Mixture of Factor Analyzers,” International Journal of Computer Vision (IJCV), 2008
(under review).
R. Li, T. Tian and S. Sclaro!. “Simultaneous Learning of Non-linear Manifold and Dy-
namical Models for High-dimensional Time Series”, in proceedings of the Interna-




To model high-dimensional time series, there are two distinct yet tightly coupled tasks:
reducing the dimensionality and modeling the dynamical process in the dimensionality
reduced space as show in Figure 2·1.
Figure 2·1: Overview of the modeling of high-dimensional time series.
We can formulate this problem in a general dynamical process framework. Let x1:T =
{x1, . . . ,xT } be the high-dimensional time series and g1:T be the corresponding low-
dimensional time series. We use RD to denote the high-dimensional observation space
and Rd to represent the low-dimensional latent space, hence D " d. We define fdyn :
Rd # Rd to be the nonlinear dynamical function that drives the low-dimensional time
series; assuming a first-order Markov process, we have:
gt = fdyn(gt!1) + ng,t, (2.1)
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where ng,t is a zero-mean, white Gaussian noise process. To map gt to observation xt, we
define the nonlinear mapping function fg"x : Rd # RD to be:
xt = fg"x(gt) + nx,t, (2.2)
where nx,t is also a zero-mean, white Gaussian noise process.
We first review the literature in learning fg"x and fdyn separately, then we move on
to discuss the related methods that aim to solve for fg"x and fdyn simultaneously. fg"x
lifts the low-dimensional representation to the high-dimensional observation space and it
can be considered as the reverse function/process of dimensionality reduction fx"g. Hence
we review the work done in the area of dimensionality reduction first.
2.1 Nonlinear dimensionality reduction
Dimensionality reduction can be formulated as follows. Given a dataset represented in a
N !D matrix x1:N consisting of N data vectors xn, where n $ {1, . . . , N} and xn $ RD,
the task of dimensionality reduction is to transform x1:N with dimensionality D into a new
dataset g1:N with lower dimensionality d (d% D) while retaining the geometry of the data
as much as possible. In mathematical terms, intrinsic dimensionality means that the points
in dataset x1:N are lying on or near a manifold with dimensionality d that is embedded in
the D-dimensional space.
Dimensionality reduction algorithms are popular methods in discovering compact rep-
resentations of high-dimensional data. As a classic dimensionality reduction algorithm,
Principal Component Analysis (PCA), is inadequate if the relationship between the low-
dimensional representation and high-dimensional data is nonlinear. However, almost all
the underlying low-dimensional representations and the corresponding high-dimensional
data, especially in computer vision applications [18, 29, 50, 89, 98, 103], have a nonlinear
relationship. Therefore, we only review the nonlinear dimensionality reduction (NLDR)
techniques here. We use the term “observation space” to refer to the high-dimensional
data space and the term “latent space” to represent the low-dimensional space that has a
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nonlinear relationship with the observation space.
NLDR techniques can be classified into embedding-based versus mapping-based tech-
niques. Embedding-based techniques [5, 37, 48, 76, 87, 97] model the structure of the data
that generates the manifold without providing mapping functions between the observation
space and the latent space. Nonlinear embedding takes in a data set and maps all the
samples in the data set to a low-dimensional global-coordinated space. Given the non-
linear embedding result of data set x1:N , none of these methods can infer the embedding
of samples that are not included in x1:N . This out-of-sample problem has greatly limited
the applications of these methods. A straightforward solution would be expanding the
dataset x1:N by adding in the new samples and computing the embedding on the new
dataset [44, 113]. Since the nonlinear embedding is recomputed every time new samples
are available, a lot of redundant computation is involved. This approach is generally not
practical for time critical real world applications. A more practical solution would be using
regression methods [18, 89] to learn the mapping functions after the embedding.
Mapping-based techniques learn the nonlinear mapping functions either by modeling
the nonlinear functions directly [6, 45, 79] or by using a combination of local linear models
[8, 77, 96] during dimensionality reduction. Mapping-based techniques allow interpolation
between samples on the low-dimensional manifold by using the learned mapping func-
tions from training data. However, these mapping-based NLDR algorithms assume that
the data are independently and identically distributed (i.i.d.) even in applications where
they are temporally correlated [29, 48, 98, 103]. Ignoring the temporal correlations causes
inconsistencies in the learned manifold [50, 59, 108].
2.2 Nonlinear dynamical models
Similar to the limitation of linear dimensionality reduction algorithms like PCA, linear
dynamical systems (LDS) are not suitable for a large classes of problems. If there is
nonlinearity in the time series, the nonlinear variations will be treated as noise in a LDS
model, resulting in overly smoothed motion during simulation. To capture a richer set of
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dynamics, nonlinear dynamical models have been actively studied. Two main themes in
nonlinear dynamical model learning are the use of a combination of linear models (e.g.,
[65]), and the use of nonlinear functions directly [28, 70]. The key problem with estimating
dynamical model parameters in the observation space is that model parameter estimation
does not scale well with the high dimensionality of the state space.
2.3 Modeling high-dimensional time series
In the manifold learning literature, some NLDR algorithms have been extended to incor-
porate temporal correlations during learning. Temporal Kohnen Maps [105] are suited
to uncover structure in high-dimensional time series, but require a priori specification of
expected structure topology. The algorithm proposed by Jenkins and Matarić [37] takes
advantage of the temporal coherence between adjacent samples of the input time series.
Their algorithm extends Isomap [97] by grouping temporally adjacent samples and favors
temporally adjacent groups to have similar latent space coordinates. Though this algorithm
does take advantage of the temporal ordering of points, it does not model the dynamics.
Recent work [59, 108] combines a dynamical model with the standard Gaussian Process
Latent Variable Model (GPLVM) [45] by augmenting the GPLVM cost function with terms
from a kernel matrix that model the dynamics in the latent space. In [59, 108], the dy-
namical model parameters are considered as incidental and are integrated out. Hence, this
extension cannot be directly used for discriminative tasks such as classification. Another
concern with the approaches of [59, 108] is the kernel sparsification problem, as there is
no principled way to choose an active set from a time series. Without sparsification, the
full kernel matrix has to be inverted at each iteration of learning. Thus, it is di"cult to
apply the dynamics extensions of GPLVM to large data sets. To avoid discontinuity prob-
lems caused by the use of an active set, Snelson and Ghaharmani propose sparsification
techniques that make use of pseudo-inputs [91]. There are still two open problems with
[91]: how to choose the number of pseudo-inputs, and how to avoid overfitting. Further-
more, the success of applying such techniques to computer vision problems has yet to be
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demonstrated.
Lin et al. [50] propose to use a piecewise linear model together with a global linear
dynamical model in the latent space to learn a low-dimensional representation from high-
dimensional time series. Their work extends [77] by using a global linear dynamical model
in the latent space together with learning of the mapping functions between the latent
space and the observation space. Their extension works well with large training data sets.
However, the global linear dynamical model assumed in the latent space limits the types
of dynamics that can be modeled.
We take a step further and propose to approximate both fdyn and fg"x using piecewise
linear functions. The interaction among these linear models is formulated in a dynamic
Bayesian network (DBN). Simultaneous learning of fdyn and fg"x is formulated as the
model parameter estimation problem in this DBN. In our work [47], we choose the number
of linear models and the dimensionality of the latent space empirically. To tackle the
problem of automatically choosing the optimal model setup, variational Bayesian (VB)
learning techniques are used.
2.4 Variational Bayesian learning techniques
In this section, we review the background work in variational Bayesian (VB) learning.
In MacKay’s work [53], it is shown that we need to compute the posterior distribution
over a set of models given some prior knowledge of the model structure p(m) and its
associated model parameters p(!|m) to do Bayesian model selection. Based on Bayes’ rule,





where p(x|m), the marginal likelihood, which is a key quantity to compute in Bayesian





However, such integration is typically intractable to compute in almost all interesting mod-
els. Thus, approximation techniques have been proposed for practical Bayesian learning.
Among various practical Bayesian learning techniques, the VB learning method is fast
and e"cient compared to sampling based methods [3, 15]. Furthermore, it avoids the prob-
lem of basis-dependence from which maximum a posteriori (MAP) and Laplace methods
su!er [57]. The term “variational” comes from statistical physics where a variational free
energy formulation is used to approximate a complex distribution [20]. The approximation
is obtained by using a simpler parameterized distribution. The parameters of the simpler
distribution are adjusted during optimization to get the approximation as close as possible
to the true distribution. When this approximation is applied in the context of Bayesian
learning, we call it the variational Bayesian (VB) learning method. In Mackay’s early work
[55, 54], this method is also called “ensemble learning” in contrast with ML learning and
MAP learning in which a point estimate of the model parameters is optimized.
Applications of VB learning have been demonstrated in various areas; a list of related
work is provided in [33]. The model we use in Chapter 3 is a globally coordinated mixture
of factor analyzers (MFA) [77] and the model we propose in Chapter 4 is a generalized form
of switching linear dynamical system (SLDS) [65]. We need to have a method to choose
the optimal number of linear components in both models.
To derive VB learning algorithms for the proposed models, earlier works on the VB
learning for hidden Markov models (HMM) [56], MFA [24] and state-space models (SSM)
[25] are relevant. The model that we propose in Chapter 4 belongs to the conjugate-
exponential (CE) family, where conjugate priors [22] are available. The benefit of having
a model with parameters and parameters in the CE family is that e"cient VB learning
algorithm can be derived for our proposed model as shown in [3]. A more general VB
learning framework has been discussed in [69] for the models that may not belong to the
CE family, but that is beyond the scope of this thesis.
Here we summarize the general VB learning framework and define conjugate-exponential
(CE) models based on the material from [3]. Then we present the result from [25] which we
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can use later for the derivation in Chapter 4. To make the connection with the derivation
in the later chapters, we have adapted the notations that are consistent with the notations
that will be used in Chapter 3 and Chapter 4.
2.4.1 The general variational Bayesian learning framework
The basic idea of VB learning is to simultaneously approximate the intractable joint dis-
tribution over both hidden states and parameters with a simpler distribution, usually by
assuming the hidden states and parameters are independent [3]. The log evidence is lower















where x, g, ! and m, are observations, latent variables, model parameters and model
structure, respectively. The lower bound F is iteratively maximized as a functional of
the two variational distributions, q(g) and q(!). From Equation 2.5, we can see that this
maximization is equivalent to minimizing Kullback-Leibler divergence between q(g)q(!)
and the joint posterior over latent variables and model parameters p(g, !|x, m).
2.4.2 Conjugate-Exponential models [3]
CE models satisfy two conditions:
Condition 1 : The complete data likelihood is in the exponential family:





where !(!) is the vector of natural parameters, and u and f and g are the functions
that define the exponential family.
The list of latent-variable models of practical interest with complete-data likelihoods
in the exponential family is very long, e.g., Gaussian mixtures, factor analyzers,
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hidden Markov models and extensions, switching state-space models, and discrete-
variable belief networks, etc.
Condition 2 : The parameter prior is conjugate to the complete data likelihood




From the definition of conjugacy, it is easy to see that the hyperparameters of a conjugate
prior can be interpreted as the number (") and values (") of pseudo-observations under
the corresponding likelihood. The models that satisfy conditions (1) and (2) belongs to
the family of conjugate-exponential models.
In the following section, we describe the key steps in the VB learning framework. The
VB learning framework is called VB expectation-maximization (VBEM) algorithm because
it is derived from the standard maximum likelihood EM algorithm. Similarly, the resulting
VBEM algorithm has two key steps, namely variational Bayesian expectation (VBE) step
and variational Bayesian maximization (VBM) step.
2.4.3 Variational Bayesian EM for CE models
Given an i.i.d. dataset x1:N = {x1, . . . ,xN}, if the model satisfies conditions (1) and (2),
then the following (a), (b) and (c) hold:






and q(gn) is in the exponential family:




= p(gn|xn, !̄), (2.7)
with a natural parameter vector
!̄ =
!
d!q(!)!(!) ( )!(!)*q(!) (2.8)
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obtained by taking the expectation of !(!) under the variational distribution q(!).
(b) the VBM step yields that q(!) is conjugate and of the form:






"̃ = " + N, (2.10)






ū(xn) = )u(gn,xn)*q(gn), (2.12)
is the expectation of the su"cient statistic u.
(c) parts (a) and (b) hold for every iteration of VBEM.
In [3], a proof is provided for the (a), (b) and (c) so that a lower bound on the marginal
loglikelihood is increased monotonically during every iteration of the VBEM algorithm.
Another interesting result from [25] is that the VBE step can be obtained by applying
the belief propagation algorithm for singly connected belief networks or the junction tree
algorithm for multiply-connected belief networks.
In Chapter 3, we make use of the VBE and VBM steps summarized here. The VBE
step of the VB learning algorithm for the model proposed in Chapter 4 is based on the
results from [25] where the VBE step is obtained by applying a modified version of forward-
backward algorithms (a form of belief propagation).
2.5 High-dimensional time series application
The research work presented in this thesis is mainly motivated by the application of human
motion tracking. With the model developed in Chapter 4, we have a tool to model high-
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dimensional time series. Dynamic texture is another demonstrating application. Therefore,
we discuss some related work that has been done in these two areas.
2.5.1 Human motion tracking
There is a broad range of work related to human motion tracking. See [66, 110] for recent
surveys. Our focus is on the Bayesian tracking techniques that exploit a dimensionality
reduced state space.
Dimensionality reduction is especially important in 3D human motion tracking, where
the number of parameters needed to represent a 3D body pose is large (usually 20 + 60
depending on the level of detail) as shown in Chapter 1. Besides adopting methods like
[11, 16, 52, 90, 93, 94] to carefully explore the 20 + 60 dimensional space, recent e!orts
[18, 48, 89, 98, 103] have been dedicated to reducing the dimensionality of the state space
to achieve e"cient tracking.
Three recent works [89, 98, 103] are most closely related to our proposed algorithm
for tracking human motion in a dimensionality-reduced space. In [89], di!erent regression
algorithms are used for the forward mapping (dimensionality reduction) and inverse map-
ping. The representatives used in the regression are chosen in an heuristic manner [89]. In
[103], GPLVM and a second order Markov model are used for tracking applications. The
learned GPLVM model is used to provide a human pose prior. Tracking is then accom-
plished by minimizing the cost of 2D image matching, with the negative log-likelihood of
the model prior as the regularization term. Both [89] and [103] advocate for the use of
gradient descent optimization techniques; hence, the learned low-dimensional space must
be smooth. An alternative approach [98] employs the GPLVM in a modified particle fil-
tering algorithm where samples are drawn from the low-dimensional latent space modeled
by a trained GPLVM. This approach is similar to our work in the sense that a non-linear
dimensionality reduction method is used to attain good particle filter based 3D tracking
of human motion in video. In a more recent work [102], dynamical model information has
been exploited in constructing the low-dimensional manifold and improved results have
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been reported. But this method cannot handle large training data sets as discussed in
Section 2.1.
2.5.2 Dynamic Texture
A dynamic texture [10, 17, 21, 92, 112] is a generative model for both the appearance and
the dynamics of video sequences. This generative model often takes the form of a dynamical
process defined on the hidden state as in Equation 2.1 and a mapping process Equation 2.2
that maps the hidden state to the current frame in the sequence. The parameters in this
generative model are learned from some training videos.
In [17, 92], the hidden state of the dynamic texture model is obtained by applying
PCA on the training video sequences and the state dynamics is assumed to be linear. The
limitation of applying PCA to the training video sequence is that it is a linear method, and
the appearance manifold of a given video sequence is rarely linear. Furthermore, the linear
dynamics assumed on hidden states also cannot handle data with sudden large motion
changes, e.g., for a flapping flag sequence, a sudden change of motion might occur when
there is an abrupt change of wind direction and strength. As [21] suggests, nonlinear
component analysis might improve the performance of dynamic texture synthesis than
using PCA. The work by [51] addresses this issue by using a piecewise linear model [96]
to learn a nonlinear manifold from the training sequence. The textures are synthesized by
traversing the manifold since a non-parametric dynamical model is used on this manifold.
To model a richer set of dynamics, Li et al. [49] use a switching linear dynamical system. To
alleviate the problem of sudden switching among di!erent LDSs, they use a hard constraint
to enforce a smooth transition between di!erent LDSs.
There are also other methods which are non-parametric [42, 111] that can synthesize
dynamic textures. The key problems with these non-parametric methods are that: (1) the




Our work in this thesis provides methods for manifold learning from high-dimensional time
series. To model dynamics, we formulate the manifold learning problem as a parameter
estimation problem for a non-linear dynamical system as defined in Equations 2.1 and 2.2
We summarize the attributes of our method vs. other NLDR methods mentioned in
Section 2.1 in Table 2.1. Clearly, both the mapping function fg"x and the state evolu-
tion function fdyn must be nonlinear in order to obtain a parsimonious and informative
representation of the high-dimensional time series. Hence the method proposed in [50]
may oversimplify the rich dynamics in the high-dimensional time series. To overcome the
problem of dealing with large datasets as encountered in [108], we use a divide-and-conquer
approach to approximate fg"x and fdyn using multiple linear functions. As a result, our
method scales well for large training datasets.
Our method can be viewed as a generalized switching linear dynamical system (SLDS).
Compared to the standard SLDS presented in [62, 65], our state space resides on the
low-dimensional manifold which we wish to learn from the high-dimensional time series.
While in [62, 65], the state space is the observation space. If the observation space is
high-dimensional, the data often have redundant and noisy features. Learning dynamical
model parameters using the high-dimensional observation data might cause the model
parameters to be fit to such redundant and noise features. As a consequence, it is di"cult
to estimate dynamical model parameters accurately and e"ciently as pointed out in [17].
This essentially motivates us to model the dynamics in the dimensionality reduced latent
space and formulate our method as a generalized SLDS.
Finally, to address the problem of finding the optimal model structure, i.e., the optimal
number of linear functions and the intrinsic dimensionality d of the latent space, we propose
to use a VB learning algorithm. As our models fall into the category of CE models, e"cient
VB learning algorithm can be derived based on the results from [3, 25] for the globally
coordinated mixture of factor analyzers and our generalized switching linear dynamical
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system. Our proposed VB learning algorithm provides a unified formulation for the model
structure selection and model parameters estimation for the generalized SLDS.
Table 2.1: Comparison of various NLDR methods. For ST-IsoMap [37],
we say that it weakly models fdyn because it does not really produce the
dynamical function fdyn and it only attempts to ensure training data ad-
jacent in time should be close to each other in the low-dimensional space.
GPDM [108] models fdyn in terms of a kernel matrix and all the latent
trajectories of training data must be stored. DGCM [50] uses a LDS in the
low-dimensional space. Our method is superior in terms of modeling power
compared to other methods.
Methods fg"x fx"g fdyn Probabilistic
LLE [76] No No No No
IsoMap [97] No No No No
Kernel PCA [79] No Yes No No
GTM [6] Yes No No Yes
Laplacian EigenMap [5] No No No No
Manifold charting [8] Yes Yes No No
GPLVM [45] Yes No No Yes
GCMFA [77, 96] Yes Yes No Yes
ST-IsoMap [37] No No Weak No
GPDM [108] Yes No Yes (Nonlinear) Yes
DGCM [50] Yes Yes Yes (Linear) Yes
Our work in [47] Yes Yes Yes (Nonlinear) Yes
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Chapter 3
3D Human Motion Tracking with a Coordinated
Mixture of Factor Analyzers
Tracking articulated human motion is of great interest in various applications: video surveil-
lance, human computer interfaces, computer animation, biometrics and medical applica-
tions. Marker-based motion tracking methods are commonly used in computer games and
clinical human motion analysis. However, these methods are considered to be too intru-
sive and/or too expensive for daily deployment because: (1) subjects usually need to bare
most of their skin or wear tight-fitting clothes, (2) markers are placed on the subject’s skin
or clothes, (3) marker placement is time consuming, and (4) a controlled environment is
required. A typical setup of the lab environment and marker placement scheme are shown
in Figure 3·1.
Figure 3·1: Example marker placement and setup in the motion capture
lab taken from [30].
Therefore, vision based tracking methods that require neither special clothing nor mark-
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ers on the human body have been actively studied. These tracking methods can be broadly
categorized as either 2D or 3D, depending on the type of human pose information they can
recover.
2D methods track human motion in the image plane by making use of image features
and/or a 2D human model [1, 11, 35, 40, 43, 71], thereby avoiding the need for complex
3D models or camera calibration information. While these methods are usually e"cient,
only 2D joint locations and angles can be inferred. As a result, the 2D methods have
di"culty in handling occlusions and they are less e!ective for applications where accurate
3D information is required.
To better understand human motion, 3D methods resort to detailed 3D articulated
models which require significantly more degrees of freedom. Consequently, algorithms that
are able to handle high-dimensional, non-linear data e"ciently and e!ectively are essential
to the success of the 3D methods. Recent research addresses this issue by combining 3D
Bayesian tracking methods with carefully designed strategies for searching within the state
space [13, 16, 84, 85, 90], as well as methods for dimensionality reduction of the state space
[1, 46, 48, 47, 89, 100, 103].
In this work, we exploit the physical constraints of human motion by learning a low-
dimensional latent model from high-dimensional motion capture data. Our approach is
motivated by the fact that while the parametrization of human pose is high-dimensional,
there often exists a much lower representation as human body movements are highly co-
ordinated [78]. Furthermore, not all poses are equally likely given the specific types of
motions we aim to track. For our application domain, the preferred dimensionality reduc-
tion method should:
1. minimize information loss during dimensionality reduction so that low-dimensional
representation of the human pose captures key kinematic information;
2. preserve continuity so that similar poses are mapped to nearby locations in the low-
dimensional latent space;
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3. approximate the densities of the training human motion capture data to handle out-
liers so that poses that di!er too much from training data will have very low density
values;
4. provide non-linear bidirectional mapping functions so that data that resides in the
latent space can be mapped back to the high-dimensional human pose space, and
conversely, poses can be mapped back to the latent space for validation; and
5. handle large training datasets with ease, as with today’s motion capture technology,
large training datasets are easily accessible.
To meet these requirements, we employ a globally coordinated mixture of factor an-
alyzers (GCMFA) framework [77]. As has been demonstrated in [48, 51], the GCMFA is
e!ective in preserving important information when applied to human motion capture data.
At the same time, the GCMFA provides a global parametrization of the low-dimensional
manifold. Each factor analyzer (FA) in the mixture is a “locally linear dimensionality
reducer” that approximates a part of the manifold. The global parametrization of the
manifold is obtained by aligning these locally linear pieces in a global coordinate system.
The embedded data forms clusters within the globally coordinated low-dimensional space;
this makes it possible to derive an e"cient multiple hypothesis tracking algorithm based
on the distribution of the modes. By tracking in the low-dimensional space, we avoid
the sample impoverishment problem and retain the simplicity of the multiple hypothesis
tracking algorithm.
3.1 Overview of the tracking framework
There are two main components in the tracking algorithm proposed in this chapter, as
shown in Figure 3·2. The first component is an o#ine algorithm that learns a bidirectional
mapping function between the low-dimensional manifold and the high-dimensional pose
manifold. The second component is an online algorithm for articulated human pose tracking


























Figure 3·2: The overview of the system (MFA stands for mixture of factor
analyzers). To update Xt+1, first the hypotheses generated from the low-
dimensional state space are mapped to pose space using fg"x. The mapped
poses are then projected onto the image to compute image likelihood for
weighting the hypotheses. The output pose is obtained using fg"x with the
input from the updated state estimate Xt+1.
this multiple hypothesis tracker lies on the low-dimensional manifold.
One key step in the modified multiple hypothesis tracking method is the likelihood com-
putation using the hypotheses generated from the low-dimensional state space. Therefore,
we need a mapping function to map the hypotheses to the high-dimensional observation
space. Let x denote the data in the high-dimensional observation space, and g be the
corresponding point in the low-dimensional state space. The goal of our o#ine learning is
to find the mapping function: fg"x such that:
x = fg"x(g) + nx, (3.1)
where nx is a zero-mean, white Gaussian noise process. One can also view this mapping
function as the measurement function in a Kalman filter (KF).
We propose to approximate fg"x (and hence fx"g since the mapping is bidirectional)
using piecewise linear functions. It is desirable to have fg"x together with fx"g, as fg"x









Figure 3·3: (a) The original model defined in
[77]. (b) The modified model proposed in [106]
for the globally coordinated of mixture of factor
analyzers. The model shown in (b) is di!erent
from the model in (a) as the local coordinate
z does not appear in the model. This is due
to the deterministic transformation between the
global coordinate g and the local coordinate z.
We choose to use the model in (b) given its com-
putation e"ciency. Both the discrete variable s
and the continuous variable g are hidden. Only
x in the shaded node is observed.
used to map an observation to a point in the latent space. This problem can be formulated
as a parameter estimation problem in the graphical model shown in Figure 3·3 (b).
In the following sections, we first give a quick review for the parameter learning algo-
rithm for the GCMFA in Section 3.2, then we show an application of this algorithm to the
human motion tracking problem Section 3.3. As we formulate the learning of fg"x as a
non-linear dimensionality reduction (NLDR) problem and propose to use multiple FAs to
approximate fg"x. As a result, it is crucial for us to find the optimal number of FAs so
that the approximation is as accurate as possible. How to choose the dimensionality of the
low-dimensional space during dimensionality reduction is also an important issue that we
need to address. If the dimensionality of the low-dimensional space is too low, then the
information loss during dimensionality reduction might be too high to obtain any mean-
ing low-dimensional representations of the high-dimensional observations. On the other
hand, if the dimensionality of the low-dimensional space is too high, then it might defeat
the purpose that dimensionality reduction. Thus we derive a variational Bayesian (VB)
learning algorithm for the GCMFA model in Section 3.5.2 and test on various datasets in
Section 3.5.2 and Section 3.6.
30
Table 3.1: Variables used in the GCMFA model.
Symbol Size Description
xn D ! 1 n-th observation vector
z(s)n d! 1 n-th local latent space representation of xn in the s-th FA
g(s)n d! 1 n-th global latent space representation of xn in the s-th FA
x1:N D !N training observation sequence
d scalar dimensionality of the latent representation
D scalar dimensionality of the observation space
N scalar length of training observation sequence
S scalar number of FAs in the mixture
Table 3.2: Parameters used in the GCMFA model.
Symbol Size Description
#(s) scalar prior distribution of the s-th FA
$(s) d! 1 the mean of the s-th FA in the latent space
#(s) d! 1 the covariance of the s-th FA in the latent space
µ(s) D ! 1 the mean of the s-th FA in the observation space
$(s) D ! d factor loading matrix of the s-th FA
% D !D observation noise covariance matrix
3.2 Learning the globally coordinated model
The goal of our o!-line learning algorithm is to learn mapping functions fg"x and fx"g
as they allow us to associate high-dimensional observations with their corresponding low-
dimensional representations and vice versa. Tables 3.1 and 3.2 explain the variables and
parameters of the GCMFA model.
We start with the basic building block of the GCMFA model, which is called Factor
Analyzer (FA). FA is a linear dimensionality reduction algorithm. It models a linear
relationship between the observed data x and the corresponding latent low-dimensional
representation z:
x = $z + µ + ", (3.2)
where the factor loading matrix $ is a D!d rectangular matrix that lifts the latent repre-
sentation z to the observation space; the latent variable z follows a Gaussian distribution
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with zero mean and identity covariance matrix, z - N (0, I); µ is the factor mean and "
is the noise random variable and follows a Gaussian distribution with zero mean and noise
covariance matrix %, " - (0,%).
The next step to obtain the GCMFA model is to assemble the multiple linear FAs
together. A straightforward solution would be to use a mixture of factor analyzers (MFA)
as proposed in [26]. MFA is used to describe a low-dimensional density model of high-
dimensional data and it parameterizes a joint distribution over observation x and hidden
variables z:
p(x, s, z(s)) = p(x|s, z(s))p(z(s)|s)p(s), (3.3)
where x $ RD, z(s) $ Rd and D " d. The discrete variable s $ {1, . . . , S} is the index of s-
th FA in the mixture and z(s) is the local coordinate of the low-dimensional representation
in s-th FA. In MFA, it is assumed that data is sampled from di!erent FAs in the mixture
with prior probability #(s).
Therefore, the resulting marginal data distribution p(x) is a mixture of Gaussian dis-





















To estimate the model parameters, !, where ! = {{#(s), µ(s),$(s)}Ss=1,%} for all the FAs
in the mixture, an EM algorithm is proposed in [26] that attempts to maximize the total
log likelihood of log p(x), which is summed over all training samples.
Unfortunately, this type of mixture model is only good for density modeling. It does
not describe a single, coherent low-dimensional coordinate system for the data since there
is no constraint for the local coordinates z(s) of each FA to agree. Given that the local
coordinates z(s) follow a Gaussian distribution with zero mean and identity covariance
matrix, they are subject to arbitrary rotation with rotation matrix R as RRT = I. This
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means that we could apply an arbitrary rotation to z(s) without changing the the marginal
data distribution p(x). Thus, maximum likelihood estimation in MFAs does not favor
any particular alignment; instead, it would produce models whose internal representations
change unpredictably as one traverses connected paths on the manifold.
The graphical model of our globally coordinated MFA is shown in Figure 3·3 (b). As
in [77], the global coordination is achieved by maximizing the likelihood of data with an
additional variational penalty term to encourage the internal coordinates z(s)of the FAs to
agree. This means that we prefer a global coordination scheme to produce a manifold so
that as one traverses a connected path on the manifold, the internal coordinates change
smoothly and continuously even when the path crosses the domains of many di!erent local
models. In our implementation, we choose to use a model that is similar to the one proposed
in [106] by treating the transformations needed to obtain globally consistent coordinates g
from local coordinates z(s) to be deterministic. As a result, we can take z(s) out from our
graphical model as shown in Figure 3·3 (b) and we only need to estimate an additional set
of alignment parameters $(s) and #(s). The di!erence between our model and the model
proposed in [106] is that we treat the observation noise as sensor noise and we use the same
noise covariance % for all the FAs in the mixture.
The additional variational penalty term to enforce global consistency is obtained by
introducing a family of unimodal distributions of factorized form:
q(gn, s|xn) = q(gn|xn)q(s|xn),
where q(gn|xn) - N (ĝn,#gn) and q(s|xn) = q
(s)
n is a scalar. ĝn is the expected value of
low-dimensional coordinate gn for n-th observation xn. The factorized form of q(gn, s|xn)
implies that p(gn|xn, s1) . p(gn|xn, s2) and gn is independent of FA s for a given data
point xn. These exactly are the constraints we want to achieve in order to obtain a globally
consistent latent representation gn for the corresponding high-dimensional observation data
xn.
The alignment parameters include $(s) and #(s) for each FA, which correspond to
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the translation and rotation parameters to align all the FAs in the mixture so that a
globally consistent representation gn of xn can be obtained. The parameters of GCMFA










$ is a lower-bound on the total data log-likelihood log p(x) using variational distribution
q(gn, s|xn).
In GCMFA, the latent coordinate g(s)n is normally distributed with each factor analyzer:
p(g(s)n |s) = N ($(s),#(s)). Furthermore, the observation xn and its corresponding latent
coordinate in factor analyzer s are related by a linear process parameterized by centers
µs, factor loading matrix $
(s) and sensor noise covariance %: p(x|g(s), s) = N (µ(s) +
$(s)g(s)n ,%), where g
(s)































































g(s)n = ĝn + $
(s) and x(s)n = xn + µ
(s).
We can obtain the GCMFA model parameters ! together with the variational reg-
ularizing parameters {ĝn,#gn , q
(s)
n } from the variational distributions by iteratively op-
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timizing $ using an EM-like coordinate ascent algorithm in learning. $ is maximized
in turn with respect to the variational distributions q(·) and the model parameters ! =
{{$(s), µ(s),#(s), $(s)}Ss=1,%} respectively. This process is summarized in Algorithm 1.
To initialize the GCMFA, we make use of local linear embedding method [76].
Algorithm 1 Learning the Globally Coordinated Mixture of Factor Analyzers


















, where V(s) = [#(s)]!1 + [$(s)]T%!1$(s) ,





(s)m(s)n , where m
(s)
n = $(s) + [V(s)]!1[$
(s)]T%!1(xn + µ(s)).
5: M-step: Optimize $ with respect to the parameters of p(xn,g, s)


































































where [·]ii and [·]i denote the i-th diagonal entry of a matrix or i-th entry of
a vector.
As a result of the above formulation, the mapping function fg"x and fx"g are de-










3.2.1 Learning the joint angle configurations from a walking sequence
In our application for using GCMFA to learn the dimensionality reduced space, each train-
ing datum x is a column vector that consists of joint angles computed from motion capture
data. We adopt the same 3D cylindrical model used in [83]; we ignore the global translation
and rotation. The dimension of x is 25 and 1900 frames from a motion capture sequence
with a person walking [85] are used for training. x1:N is used to represent the collection of
training data xn, n = 1, . . . , N and N = 1900. In the GCMFA learning, the dimensionality
for g is 3 and the number of FAs in the mixture is S = 10.
3.3 Application to tracking
In the application to 3D articulated human tracking, at each time instance, the tracker
state vector is represented by Xt = (Pt,gt). Pt is the 3D location and orientation of
the pelvis (which is the root of the kinematic chain of the 3D human model) and gt is
the point in latent space. Once the tracker state has been initialized, the basic idea of a
filtering based tracking algorithm is to maintain a time-evolving probability distribution
over the tracker state. Let I1:t = {I1, I2, . . . , It} denote the aggregation of the past image
observations. Assuming It is independent of I1:t!1 given Xt, we have the following standard
equation:
p(Xt|I1:t) ' p(It|Xt)p(Xt|I1:t!1). (3.9)
Here we use a multiple hypothesis tracker (MHT) together with a learned GCMFA model
for the tracking task. As GCMFA provides clusters of the training poses in the latent
space, it is natural to use the centers of the clusters as the initial modes in the MHT.
The corresponding poses of the clusters centers can regarded as key poses in the training
data. Therefore the points within each cluster in the latent space are likely to represent
poses that are similar to the pose presented by the cluster center. As a result, we can
apply a much simpler dynamical model in the prediction step of the filtering algorithm for
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the data points with the same cluster. The modified MHT is summarized in Algorithm 2.
To compute the likelihood for the current prediction and the input video frames, first the
silhouette of the current video frame is extracted through background subtraction. The
predicted model is then projected onto the image and the chamfer matching cost between
the projected model and image silhouettes is considered to be proportional to the negative
log-likelihood. We use the same model proposed by [85], which consists of a group of
cylinders. The MHT algorithm proposed here uses the latent space to generate proposals
in a principled way. This is in contrast with [11], where the modes were selected empirically
and the distributions were assumed to be piecewise Gaussian. While in the proposed
algorithm, the output from the o!-line learning algorithm (GCMFA) forms clusters (each
cluster is described by a Gaussian distribution in latent space), the samples generated from
the latent space are indeed drawn from a piecewise Gaussian distribution. The choice of
modes to propagate over time becomes automatic given the statistics of the clusters in the
latent space.
Algorithm 2 A Modified Multiple Hypothesis Tracker
1: for each time instance t do
2: Prediction:
3: generate the prior density p(Xt|I1:t!1) by passing the modes of p(Xt|I1:t!1) through
a simple constant velocity predictor.
4: Likelihood computation:
1. Create the initial hypothesis seeds by sampling the distribution of p(Xt|I1:t!1).
Note the samples of g are drawn around the modes of g in the latent space
based on the covariance matrix of each cluster in the latent space.
2. Obtain the modes (local maxima) of the likelihood function p(It|Xt) by com-
puting the image matching cost of the samples.
3. Measure the local statistics associated with each likelihood mode.
5: Posterior density computation:
The posterior density p(Xt|It) is updated through Equation 3.9.
6: end for
37
3.4 Experimental results on a walking sequence
The proposed algorithm has been tested in tracking walking humans. The data set and
calibration information were obtained from [85]. The video data set shows a person walking,
as captured simultaneously from four di!erent viewpoints.
Sigal et al. have used multiple view information for 3D tracking [85]. We only need
monocular sequences as the silhouette information we obtained is clean and we have a strong
prior model. However, even with a strong prior model, we still need the image likelihood
computation to be relatively reliable to make the tracker accurate. In Section 3.6, we have
to resort to silhouette information from three views because the silhouette information
from a single view is too noisy.
Therefore, in this set of experiments, we use each of the four videos as an individual
test sequence for our algorithm. Our proposed tracker is able to track reliably over 400
frames for all four test sequences.
We conducted a quantitative comparison of our method (where we use 10 FAs to capture
the key poses in the training data) against (1) simple particle filtering (PF), (2) annealed
particle filtering [16] (APF), and (3) the tracking algorithm proposed by [100] (GPLVMPF)
where the GPLVM was used for non-linear dimensionality reduction (GPLVM). In APF,
we used a learned dynamical model from the same training data. The global translation
and rotation vector Pt is initialized by using the ground-truth data. For fair comparison,
the same initialization of Pt is used for all the tracking algorithms. The prior model used
in [100] employs the same training data set. We used 2000 particles for the simple particle
filtering algorithm and 200 particles for our implementation of [100]. Ten layers and 100
particles for each layer are used in the annealed particle filtering algorithm, following the
setup of [16]. The frame rate for both our proposed method and the method of [100]
on a 3.46 GHz machine with 4 GB RAM was approximately 20 seconds per frame, while
the annealed particle filtering algorithm took one minute per frame. The frame rate of
the simple particle filtering was about two minutes per frame due to the large number of
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Figure 3·4: Estimation error comparison of our approach with other track-
ing algorithms.
particles. In both our proposed algorithm and [100], the global translation was modeled
separately by simple linear dynamics learned from motion capture data.
Figure 3·4 shows the accuracy of one trial of the four di!erent tracking algorithms. As
proposed in [85], the error is measured as the absolute distance in millimeters between
the true and estimated marker positions on the body limbs. 15 markers are chosen which
correspond roughly to the locations of the joints and “ends” of the limbs. The error plot
shown in Figure 3·4 is averaged over all 4 sequences.
Table 3.3: Comparison of tracking error statistics of our method and
3 other tracking algorithms. The means and standard deviations of the
tracker errors are calculated over 20 runs of the tracking algorithms over 4
monocular sequences and 400 frames for each sequence.
Error (mm) PF APF [16] GPLVMPF [100] Our Method
Mean 261.51 176.34 60.10 52.16
Std. Dev. 77.73 74.21 17.88 15.47
As all 4 trackers employ stochastic tracking algorithms, to analyze the tracker perfor-
mance, we run each tracker 20 times over all 4 sequences and compute the error statistics.
From the error statistics reported in Table 3.3, our proposed method is consistently more
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accurate and the simple particle filtering algorithm does much worse than all other methods.
Our method and the GPLVMPF [100] produce smaller mean tracker error and standard
deviation while APF has relatively larger error and standard deviation. The standard de-
viation of the PF tracker error is similar to that of APF as there is no pose prior model
and the image likelihood computation only makes use of the image silhouette information
from one view. Balan et al. reported in [2] that multiview image silhouette information
can improve the tracker performance. For the purpose of comparison, we use single view
image silhouette information for all 4 tracking algorithms. In summary, with the GCMFA
model, our tracker gives the most accurate results in terms of the mean and the standard
deviation of tracker error.
Figure 3·5 and Figure 3·6 show example tracking results and the corresponding 3D
poses. The results of particle filtering are not shown here due to the large error. With
a learned prior model, both the proposed algorithm and particle filtering with GPLVM
are able to track reliably when self-occlusion or motion blur occurred. In contrast, an-
nealed particle filtering usually loses track of some body limbs. At frame 183 in Figure 3·5,
particle filtering with GPLVM loses track of the subject’s left arm. The strength of the
GPLVM (global smoothness) in this case may be its weakness. As GPLVM ensures tem-
poral smoothness, it may learn an over-smoothed density function and consequently fail
to capture large pose changes over time. This over-smoothing e!ect is also demonstrated
in the tracking result of frame 70 in Figure 3·6, where the left leg movement was under-
estimated. In contrast, at each time step, our method generate samples from each cluster
separately and temporal smoothness is only enforced on samples drawn from the same
cluster; hence, our proposed algorithm is able to capture large movements accurately.
The state space of our proposed tracker lies in low-dimensional latent manifold learned
from the training data. The number of FAs and dimensionality of the latent space are
chosen empirically. Given that GCMFA is prone to local minima and needs careful ini-
tialization, it would be desirable to have a method that we can use to obtain the optimal
model setup automatically in a principled fashion. We choose to use a variational Bayesian
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Figure 3·5: Selected frames of the tracking results from one of the four se-
quences and the corresponding 3D poses. The proposed algorithm was able
to track the pose reliably while the other two failed to track the movement
of the limbs, e.g., forearm (frame 38 and 299) and legs (frame 183).
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Figure 3·6: Selected frames of the tracking results from another sequence
and the corresponding 3D poses. The proposed algorithm was able to track
the pose reliably while the other two algorithms failed to track the movement
of the forearms and the legs, this is similar to what has been observed in
Figure 3·5.
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(VB) method to achieve this goal.
In Section 3.5.1, we first review the VB formulation of the MFA, then in Section 3.5.2,
then we show that simple extensions can made to Section 3.5.1 to obtain the VB formulation
for our GCMFA model.
3.5 Variational Bayesian formulation
A Bayesian approach tackles the model selection problem by treating the model parameters
! as unknown entities and averaging over the ensemble of models they produce. The


























By integrating out the model parameters, the principle of Occam’s razor is incorporated
naturally [36, 53].
While the Bayesian approach provides a mechanism for automatic model selection, the
integrals in Equation 3.10 are often computationally intractable. To approximate these
integrals, one can use sampling based approaches [72, 75] or analytical local Gaussian ap-
proximation based approaches [12, 41, 81]. However, sampling approaches tend to be slow
and it is generally di"cult to assess their convergence, while the analytical approximation
approaches are based on the large data limit [3], and the local Gaussian approximation
is not suitable for bounded or positive parameters, such as the mixing proportions of the
model.
We adopt a variational Bayesian (VB) approach in our formulation. Using Jensen’s
inequality, a lower bound can be formed on the log marginal likelihood p(x) by introducing
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a variational distribution q(!) over the model parameters !:











( F (V B). (3.11)
Based on the above equation, maximizing F (V B) is equivalent to minimizing the KL-
divergence between q(!) and p(!|x), since p(x, !) = p(!)p(x|!). As a result, we can use a
tractable q(·) to approximate the intractable posteriors.
Compared to the sampling based and the analytical approximation based approaches,
the VB approach has the following advantages:
1. convergence can be easily assessed by monitoring F (V B),
2. a suitable q leads to an e"cient solution, and
3. the form of q can be tailored to each parameter.
In [25], a variational Bayesian learning algorithm is derived for the of mixture of fac-
tor analyzers (MFA). Our proposed method extends the work of [25] for the variational
Bayesian learning of the globally coordinated mixture of factor analyzers (VBGCMFA).
To help the reader in understanding our derivation of VBGCMFA, we first review the
derivation of [25] (Section 3.5.1). We then show that the VBMFA algorithm can be easily
extended to our VBGCMFA model (Section 3.5.2).
To demonstrate the strength of our variational Bayesian formulation, we apply it on
a standard data dimensionality reduction and reconstruction task (Section 3.5.2). We
compare its performance with a two-step solution proposed in [96] which we used in our
previous work [48].
In the following derivations, we use ! to denote the parameters of the mixture model.
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Table 3.4: MFA model parameter priors. N (·, ·) stands for normal distri-
bution; G(·, ·) refers to Gamma distribution and D(·) represents Dirichlet
distribution. We exclude the prior distribution of the observation noise, %,
since it does not grow with the model complexity. The parameters in di!er-





p(#|u#) # - D(u#), where u# =
4









, for j = 1, . . . , D.
p(%(s)|a#,b#) [%(s)] - G(a#,b#), for i = 1, . . . , dmax.
p(µ(s)|µ#, &#µ) µ
(s) - N (µ#, [diag(&#µ)]
!1)
The parameters that describe the distribution of the model parameters are referred to as
hyperparameters and denoted as &.
3.5.1 Variational Bayesian Mixture of Factor Analyzers (VBMFA)
In [24], conjugate priors for ! in Equation 3.11 are used to simplify inference. We refer the
interested reader to [3] for the detailed explanation for the choices of prior distributions.
We provide an overview of the VB solution for the MFA of [25] in this section, so that the
VB derivation for GCMFA in Section 3.5.2 is self-contained.
First, we give the prior distributions of the MFA model. The model priors are listed in
Table 3.4. The priors we choose are conjugate to the likelihood terms in the last term of
Equation 3.4. Variables with superscript “0” are hyperparamters to the MFA model. We
use [·]j· to indicate the j-th row and [·]ji to index the entry at j-th row and i-th column of
the matrix inside the brackets. If the variable inside the brackets is a vector, then single
index is used to denote the entries in the vector. We use [·]T to represent the matrix/vector
transpose operation and [·]!1 to denote the inverse operation on the matrix or element-wise
inverse operation on the vector.
The dimensionality of the latent space is determined through the precision parameter
%(s). For the precision parameter vector %(s), we set the size of %(s) to be dmax, i.e., the
maximal possible dimensionality of the latent space. If one of these precisions [%(s)]i #1
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(for i = 1, . . . , dmax), then the i-th factor of the s-th FA will have to be very close to zero,
and thus reduce the dimensionality of x in the s-th FA.
From Equation 3.11, we have the following derivation to obtain the lower bound F (V B):















































( F (V B). (3.12)
To summarize, the VB learning algorithm aims to optimize the lower bound F (V B)
defined in Equation 3.12 with the model parameter priors defined in Table 3.4:
Algorithm 3 VB learning algorithm for MFA
1: Initialize parameters. Initialize hidden variables and state priors.
2: for n1=1:max iter 1 do
3: VBM Step:
4: Compute the expected natural parameters of q(!).
5: VBE Step:





The VBM step is obtained by taking functional derivatives of F (V B) with respect to the
various variational distributions of model parameters and equating them to zero.
Hence, we have the following updates for the variational distributions q(·).
• The initial state distribution q(#) follows the Dirichlet distribution, q(#) = D(#|u),
46
where each element of the variational parameter u is given by:





• The precision parameter %(s) follows a Gamma distribution G(%(s)|a,b(s)) with the
updates:















where i = 1, . . . , dmax and j = 1, . . . , D.





























• The centers for the MFA µ(s) also follows a Gaussian distribution, N (µµ(s) , &µ(s))


























In VBE step, we take functional derivatives of F (V B) with respect to q(zn|sn) and q(sn)
and set them to zero accordingly to obtain the updated variational posteriors for q(zn|sn)
and q(sn).





















































where Zn is a normalization constant for each data point, such that
.S
sn=1
q(sn) = 1 and
%(·) is the digamma function.
Hyperparameters optimization
The hyperparameters for a Bayesian MFA are & = (u#, a#, b#, µ#, &#,%). Again, & can be
optimized by taking derivatives of F (V B) with respect to the individual hyperparameter.
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%(·) is the digamma function and the update for u# is obtained by using gradient following
techniques such as Newton-Raphson.
Infer the number of FAs in the mixture
Our learning algorithm already provides an automatic relevance determination (ARD)
mechanism to discover the local dimensionality for each FA in the mixture through the
precision parameter %. To infer the optimal number of FAs in the mixture, a top-down
approach is used. Therefore, the training process starts with one FA and allows it to split if
F (V B) can be optimized though the splitting. The candidate for splitting is chosen stochas-
tically with probability proportional to exp!"F
(V B)
s , where & is a temperature parameter
to be set empirically and F (V B)s is the last bracketed term in Equation 3.12 normalized
by
.N
n=1 q(sn). This splitting process causes F
(V B) to decrease as the newly spawned
component is initialized by partitioning the responsibilities of the parent component for
the data. If a split is legitimate, after optimization, the spawned components should fit
the data better and overcome the penalty of the increasing model complexity. As a result,
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after the initial decrease, F (V B) should recover or increase. By monitoring the progress of
F (V B), we can determine whether to accept this splitting or not.
This algorithm can be used to infer the dimensionality of the latent space and the
number of FAs automatically. However, as pointed out in Section 3.2, we would prefer a
globally coordinated mixture of factor analyzers. Thus, we must extend this formulation
to incorporate the prior distributions for the global coordination parameters #(s) and $(s)
so that we can perform variational Bayesian learning for the GCMFA. This formulation
will be described in the next section.
3.5.2 Variational Bayesian Globally Coordinated Mixture of Factor Analyzers
(VBGCMFA)
The GCMFA described in 3.2 has two sets of additional parameters {$(s)} and {#(s)}
for global coordination. Since the size of these parameters increases with the number
of FAs and the dimensionality of the latent space, we introduce hyperparameters for
the prior distribution $(s) and #(s). The prior for $(s) is Gaussian distributed with
p($(s)|$#, [diag(&#$)]





The hidden variable distributions now are q(sn) and q(gn) compared to q(sn) and
q(zn|sn) in the VBMFA formulation. The factorization is from the enforcement of the
global alignment constraint such that q(g, s1|xn) . q(g, s1|xn) described in Section 3.
The same derivation procedure for VBMFA can be reused. Furthermore, the same
top-down approach for splitting FAs in the mixture can still be used.
Comparison with Post-Coordination Solution [96]
The goal of this experiment is to compare the variational Bayesian formulation of two
di!erent coordination schemes. The solution proposed in this chapter advocates the idea of
learning the coordination parameters in concert with the MFA parameters in a variational
Bayesian framework. This is in contrast with [96], which employs a two-step approach: first
a MFA is learned, then the coordination is performed by solving a generalized eigenvalue
problem. To realize automatic model selection for the post-coordination solution, the
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Post-Coordination Method [96] Our Method
3D
2D
Figure 3·7: Comparison of model learning and data embedding results.
The data we used for training is the S-CURVE [31] dataset from [31]. This
is a data set of 1200 uniformly sampled data points from the manifold
with added noise of 0.06 along each dimension. The visualization of the
training dataset is shown in the 3D plots in the first row. The first column
(a) shows the post-coordination method [96] where the mixture of factor
analyzers (MFA) learning step is replaced by the variational Bayesian MFA
[24]. The results for our method are shown in the second column. The
ellipsoids in the 3D plots represent the FAs in the mixture and the ellipses
are their corresponding 2D projections. It can be seen from the 2D plots
that our method produces more evenly spaced out FAs while the FAs in
the post-coordination method are mostly overlapped. This is undesirable
as some of the FAs might be redundant if there is too much overlap among
them. Furthermore, given a fixed number of FAs, overlapping FAs might
cause some regions on the manifold uncovered. As evident in the plots for
both 3D and 2D, our method is less susceptible to noise thanks to the global
coordination constraint. This is especially visible in the high curvature areas
of the S-CURVE as the noise has caused some of the FA’s to orient towards
the orthogonal direction of the tangential direction of the manifold.
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Table 3.5: Comparison of the Reconstruction Error. We take the inferred
2D coordinates g and make use of the mapping function fg"x to reconstruct
the 3D data. The error statistics reported here are the mean and variances
of the root mean squared error between the reconstructed data and the
training Scurve data.
Mean Error Variance of the Error
Post-Coordination [96] [0.6973, 0.8207, 0.4127] [0.1919, 0.2186, 0.0665]
Our method [0.6002, 0.2332, 0.3011] [0.0863, 0.0211, 0.0373]
algorithm proposed in [24] is used as the first step in the post-coordination approach. The
coordination step stays the same. We use the Scurve [96] data with added noise of 0.06
along each dimension. 1200 3D data points are used for training. The MATLAB script
used to generate this dataset is:
i = (1.5*pi/60:1.5*pi/30:1.5*pi)’;
x = [cos(i); sin(i)];
y = [sin(i)+1; cos(i)-1]/2;
n = 20;
z = (0:1/(n-1):1)’*2-1;
xx = [kron(x,ones(n,1)) kron(y,ones(n,1)) kron(ones(length(x),1),z)]’;
cc = kron(length(x):-1:1,ones(n,1))/length(x);
xx = xx([1 3 2],:);
% add some noise to the data, XX is the data we used for training
XX = xx + .06*randn(3,n*length(x));
For both methods, we start with a single FA and allow it to split by monitoring the lower
bound F (V B) for finding the best number of FAs in the mixture. In both approaches, the
variational Bayesian formulation gives the same number of FAs and 2 as the dimension of
the latent space. The experiment is conducted using Matlab on a 3.46 GHz Intel Pentium
PC with 4 GB memory. The training for the post coordination method takes about 5
minutes while our method takes 8 minutes as there are more parameters to optimize in the
variational Bayesian learning.
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The embedding results are shown in Fig. 3·7. The first column shows the resulting
globally coordinated MFA that is obtained using the post-coordination approach [96] and
the second column shows the results obtained obtained using our method. We can see that
even with noisy data, our proposed solution is still able to produce a good embedding. In
contrast, the post-coordination approach uses many overlapping FAs and the data points
in the resulting 2D embedding are not as evenly spaced out as in our method. This is due
to the presence of noise in data; the factors in MFA could capture the wrong orientation in
the first step since there is no constraint to force it to align with neighboring factors. This
problem can be observed in the high curvature areas of the S-CURVE set. Quantitatively,
if we look at the reconstruction errors reported in Table 3.5, the function fg"x learned
from our method also provides more accurate mapping from the latent coordinate g to its
corresponding coordinate x.
3.6 Application Demonstration on the HumanEva Datasets
To demonstrate the application of the proposed variational Bayesian formulation for the
one-step solution of the GCMFA, we first apply it to 10 motion capture sequences from
HumanEvaI datasets to learn the latent space representation of the joint angles in Section
3.6.1. Then we make use of the latent space representations in a multiple hypothesis
tracking algorithm in Section 3.3 for tracking corresponding test video sequences from
HumanEvaI data set.
We use 10 motion capture sequences from Trial 3 as our training data1. These 10
sequences consist of two subjects (S2 and S3) performing various actions. These contains
5 di!erent actions performed by two di!erent subjects S1 and S2, including interesting
and challenging sequences such as Throw/Catch and Box, as the limb movements in these
actions are relatively faster and involve abrupt changes in movement directions and velocity.
1We refer interested readers to [86] for the detailed setup of the motion capture sessions.
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3.6.1 Learning the Joint Angle Configurations
In our application for using VBGCMFA to learn the dimensionality reduced space, each
training data sample per frame xn is a column vector that consists of the exponential map
representations of the joint angles computed from the motion capture data. We adopt the
same 3D cylindrical model used in [84]; we leave out the global translation from training.
Hence, the human pose data sample per frame is represented as a 28-dimensional column
vector. The matrix x is used to represent the collection of training data xn, n = 1, . . . N ,
where x = [x1; · · · ;xn; · · · ;xN ].
In the VBGCMFA learning, the dimension d for the latent space coordinate g and
the number of mixtures S are determined automatically as described in Section 3.5.2.
Clusters in the latent space correspond to factor analyzers in the mixture. This cluster-
based representation leads to a straightforward algorithm for multiple hypothesis tracking
as described in Section 3.3.
In the training, we start with a single factor analyzer and allow it to split during
iteration until convergence. On average, each training takes about 2-4 hours in Matlab on
a 3.46GHz Intel Pentium PC with 4GB memory. The results from training are shown in
Table 3.6. In [29, 48, 89, 98, 103], the dimensionality of the latent space is determined
empirically, mostly 2-5 dimensions. The dimensionality of the latent space reported in
Table 3.6 is obtained by examining the posterior distributions over ", the precisions of
each factor analyzer’s columns, and thresholding on the mean of each distribution.
3.6.2 Tracking Experiments
Given the tracker implementation described Section 3.3, instead of using the GCMFA
model to learn the low-dimensional latent model, we use the VBGCMFA model as our
choice of learning algorithm. With the VB learning algorithm, we can choose the model
and the dimensionality of the latent space automatically. Furthermore, we alleviate the
problem of local minima described in [96] through the model exploration stage.
We evaluate the performance of our tracker in comparison with two competing ap-
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Table 3.6: Number of factor analyzers (S) and dimensionality of the latent
space (d) obtained from applying the proposed VBGCMFA to the training
motion capture sequences. N refers to the length of the training sequence.
Subject Action N S d
S2 Walk 1500 10 4
S2 Jog 1500 12 5
S2 ThrowCatch 3000 9 4
S2 Gesture 3000 14 5
S2 Box 3000 19 6
S3 Walk 2000 13 4
S3 Jog 1500 15 6
S3 ThrowCatch 2000 7 5
S3 Gesture 1500 9 4
S3 Box 1500 11 7
proaches on the 10 test video sequences from HumanEvaI Trial 2 of subjects S2 and S3
performing the actions as listed in Table 3.6.
The quantitative comparisons of our method are carried out against (1) annealed par-
ticle filtering [16] (APF), and (2) the tracking algorithm proposed by [98] (GPLVMPF)
where the GPLVM was used for non-linear dimensionality reduction. APF and GPLVMPF
are chosen for comparison as both address the issue of sample impoverishment problem for
particle filtering in 3D human tracking. Smart sampling in the original state space is used
in APF and a dimensionality reduced state space is used in GPLVMPF.
The number of modes and dimensionality of the latent state space for our tracking
algorithm based on the results from our proposed VBGCMFA algorithm and are shown in
Table 3.6. For APF, 5 layers and 500 particles for each layer are used. For GPLVMPF,
the latent space dimensions for di!erent sequences are set to be the same as the corre-
sponding setup for our method (Table 3.6). 500 particles are used for our implementation
of GPLVMPF2.
Three camera views are used for the implementation of all three tracking algorithms.
This is because the image silhouette information from single view is too noisy for the
2Fewer particles were used in [98] as the dimensionality of the latent space was only 2.
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tracker be reliable even in the presence of a strong prior model. The frame rate for both
our proposed method and the method of [98] on a 3.46 GHz machine with 4 GB RAM was
approximately 0.6 minutes per frame, while the annealed particle filtering algorithm took
1.5 minutes per frame. In both our proposed algorithm and [98], the global translation
was modeled separately by simple linear dynamics learned from motion capture data. In
Table 3.7: Tracking error statistics, the means (and standard deviations)
of the tracking errors in mm as defined [2] over 200 tracked frames and over
20 runs.
Subject 2
Action APF [16] GPLVMPF [98] Our Method
Walking 116.71(52.34) 85.23(27.82) 51.24(22.52)
Jog 132.06(66.26) 90.48(31.24) 56.15(28.47)
Throw/Catch 121.72(56.18) 86.61(29.44) 69.74(32.18)
Gesture 109.28(52.21) 87.25(21.52) 87.66(37.85)
Box 187.68(68.36) 135.95(40.63) 124.02(49.74)
Subject 3
Action APF [16] GPLVMPF [98] Our Method
Walking 131.92(59.05) 90.15(22.95) 58.91(31.50)
Jog 148.70(54.65) 98.27(27.12) 62.53(29.82)
Throw/Catch 119.50(46.29) 86.24(30.18) 71.10(31.45)
Gesture 115.72(37.65) 87.15(32.76) 83.17(33.09)
Box 130.11(64.12) 128.94(51.27) 122.34(53.14)
Table 3.7, the means and the standard deviations of tracker errors of the three tracking
algorithms over 200 frames and over 20 runs are reported. As proposed in [2], the error is
measured as the absolute distance in millimeters between the true and estimated marker
positions on the body limbs. Fifteen markers are used, which correspond roughly to the
locations of the joints and “ends” of the limbs.
Our method consistently outperforms the competing approaches. Moreover, with our
method, the optimal model parameters were selected automatically. In Figure 3·8, the
mean 3D tracking errors of subject S3 for all 5 actions for all three methods are plotted.
As can be seen in the plot, our method has the smallest mean error among the three
methods. Compared to the results reported in [66] where an exhaustive search of the
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(pose, image feature) pair database is used, our method reports comparable numbers in
terms of mean error and with larger standard deviation. This is due to the stochastic
nature of our tracking algorithm. Figure 3·9 and Figure 3·10 show example tracking
results and the corresponding estimated 3D poses from the boxing sequence of subject
S3. With a learned prior model, both the proposed algorithm and GPLVMPF are able
to track reliably when self-occlusion or motion blur occur. In contrast, annealed particle
filtering usually loses track of some body limbs. Therefore, smart sampling alone does
not do a very good job in tracking given the weak image likelihood function used (chamfer
matching between the silhouettes). At frame 35 in Figure 3·9 and frame 140 in Figure 3·10,
GPLVMPF loses track of the subject’s left arm. As GPLVM ensures temporal smoothness,
it may learn an over-smoothed density function and consequently fail to capture large pose
changes over time. This is especially evident in the boxing sequence in which there are
often sudden and large arm movements involved. In our method, the samples are generated
from each cluster separately and temporal smoothness is only enforced on samples drawn
from the same cluster at each time step,; hence, our proposed algorithm tends to capture
large movements more accurately.
Additional tracking results for other test sequences are shown in Figure 3·11, Figure 3·12
and Figure 3·13. It can be seen that our method consistently tracked body limbs over time
with the automatically selected model setup. The tracking performance of GPLVMPF is
not far from the proposed method; however, the latent dimension must be set manually.
The APF does not require any special training. It only learns a simple linear dynamical
model from the training data. The APF does not perform as well as the other two methods,
as smart sampling alone does not ensure the sampled hypotheses are similar to the training
motion. The weak dynamical model may also cause the relatively large training error.
Hence, if we know the motions what we want to track, it is always beneficial to encode
such prior information and incorporate it into tracking.
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3.7 Summary
A learning based approach was proposed to reduce the dimensionality of the state space
of Bayesian tracking. A VB formulation for the GCMFA was derived. Its success in
the application to human motion tracking was evaluated on the HumanEvaI benchmark
datasets. The VB formulation solves the problem of choosing the optimal model setup in
a principled way. With the automatically chosen model setup, our tracker demonstrates
better performance than the competing approaches [16, 98] in terms of mean and standard
deviation of the estimated marker error in the experiments. Hence, the VB formulation
maintains the advantages of the approach proposed in [48], but without the trouble of
guessing the optimal model setup.
Since tracking involves time series data, one promising direction would be to exploit
the temporal information in learning the dimensionality-reduced space. Such temporal
extensions have been proposed in [37, 47, 50, 107]. However, how to choose the optimal
model setup still remains an open problem. Thus, in the next chapter, we first show our
work [47] that uses temporal information, then we derive a VB formulation for the method
proposed in [47] where the temporal extension of the GCMFA is proposed.
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Figure 3·8: Tracking error of S3 for the 5 actions over 1 run of the tracking
algorithms. The vertical axis represents the mean tracker error in mm as
defined in [2] while the horizontal axis shows the frame indices.
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APF GPLVMPF Proposed Method
Figure 3·9: Sample tracking result. The first two rows show the results of
frame 35 from the test video sequence of S3 performing boxing. The first
two rows show the results of frame 55.
60
APF GPLVMPF Proposed Method
Figure 3·10: Sample tracking result of frame 140 from the test video
sequence of S3 performing boxing.
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APF GPLVMPF Proposed Method
Figure 3·11: Sample tracking results from the test video sequence of S2
performing boxing. The first row is frame 1, the second row is frame 80 and
the last row is frame 140.
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Figure 3·12: Sample tracking results from the test video sequence of S2
performing jogging. The first row is frame 1, the second row is frame 80
and the last row is frame 140.
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Figure 3·13: Sample tracking results from the test video sequence of S3
performing jogging. The first row is frame 1, the second row is frame 80
and the last row is frame 140.
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Chapter 4
Simultaneous Learning Dynamics and
Low-dimensional Manifold
The goal of this thesis is to learn a parsimonious and informative representation for high-
dimensional time series. Conceptually, this comprises two distinct yet tightly coupled
tasks: learning a low-dimensional manifold and modeling the dynamical process. These
two tasks have a complementary relationship as the temporal constraints provide valuable
neighborhood information for dimensionality reduction and conversely, the low-dimensional
space allows dynamics to be learnt e"ciently. Solving these two tasks simultaneously al-
lows important information to be exchanged mutually. If nonlinear models are required
to capture the rich complexity of time series, then the learning problem becomes harder
as the nonlinearities in both tasks are coupled. The proposed solution approximates the
nonlinear manifold and dynamics using piecewise linear models. The interactions among
the linear models are captured in a graphical model. The model structure setup and pa-
rameter learning are done using a variational Bayesian approach, which enables automatic
Bayesian model structure selection, hence solving the problem of over-fitting. By exploit-
ing the model structure, e"cient inference and learning algorithms are obtained without
oversimplifying the model of the underlying dynamical process. Evaluation of the pro-
posed framework with competing approaches is conducted in three sets of experiments:
dimensionality reduction and reconstruction using synthetic time series, video synthesis
using a dynamic texture database, and human motion synthesis, classification and track-
ing on a benchmark data set. In all experiments, the proposed approach provides superior
performance.
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Table 4.1: Variables used in the model.
Symbol Size Description
xt D ! 1 observation vector at time t
x1:T D ! T sequence of observation vectors
g(s)t d! 1 continuous state vector of the s-th linear dynamical system
(LDS) at time t
gt d! S gt = [g
(1)
t , . . . ,g
(s)
t , . . . ,g
(S)
t ]
g1:T D ! T sequence of continuous state vectors
st S ! 1 switching state variable, where st = [s
(1)
t , . . . , s
(s)




s(s)t $ {0, 1}
s1:T S ! T sequence of switching state variables
4.1 Problem Formulation
In Table 4.1, we define the variables that we will use in the derivation. To make this chapter
self-contained, we repeat the formulation that we introduced in the beginning of Chapter
2. Let x1:T = {x1, . . . ,xT } be the high-dimensional time series and g1:T = {g1, . . . ,gT } be
the corresponding low-dimensional time series. We use RD to denote the high-dimensional
observation space and Rd to represent the low-dimensional latent space, hence D " d.
We define fdyn : Rd # Rd to be the nonlinear dynamical function that drives the low-
dimensional time series; assuming a first-order Markov process, we have:
gt = fdyn(gt!1) + ng,t, (4.1)
where ng,t is a zero-mean, white Gaussian noise process. To map gt to observation xt, we
define the nonlinear mapping function fg"x : Rd # RD to be:
xt = fg"x(gt) + nx,t, (4.2)
where nx,t is also a zero-mean, white Gaussian noise process. Therefore, our problem
can be formulated as a general dynamical system with nonlinear dynamical function fdyn
defined on the low-dimensional space and the nonlinear measurement function fg"x that
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Figure 4·1: (a). The original globally coordinated mixture of factor an-
alyzers (MFA) proposed by Roweis et al. [77]. (b). The modified model
for the globally coordinated MFA suggested by Verbeek in [106]. (c). Our
proposed latent dynamical model [47]. Square nodes are hidden discrete
states while the circle nodes are hidden nodes. The shaded nodes are obser-
vations. This model enables the idea of recovering the model parameters of
the nonlinear dynamical process in concert with the manifold learning, and
the nonlinearities of the processes are approximated by switching among
multiple linear models in a coordinated way.
We propose to approximate fdyn and fg"x using piecewise linear functions. The in-
teractions among the linear functions are formulated in a graphical model as shown in
Figure 4·1 (c). Simultaneous learning of fdyn (dynamical process) and fg"x (and hence
fx"g if such mapping is bi-directional) is formulated as the model parameter estimation
problem in this graphical model.
The model defined in Figure 4·1 (c) is not just a simple temporal extension of the
model defined in Figure 4·1 (b), which is a variant [106] of the globally coordinated MFA
proposed by Roweis et al. [77]. The key ideas are:
1. The nonlinear dynamical process is defined on the low-dimensional latent space;
hence, it exploits temporal correlation during manifold learning and enables the re-
covery of the model parameters of the dynamical process in concert with the manifold
learning.
2. By switching among linear dynamical processes and linear dimensionality reducers
in a coordinated way, the proposed model is able to capture the nonlinearities that
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exist in both the dynamical process and the mappings between the latent space and
the observation space.
In the following section, we will show the full derivation of fdyn together with the mapping
functions of the proposed model shown in Figure 4·1 (c).
4.1.1 Incorporating Dynamics
Given the model depicted in Figure 4·1(b), we can extend it incorporate temporal infor-
mation in the form of the graphical model shown in Figure 4·1(c). Now the observations
{xt} form a temporal sequence generated from the collaboration of the discrete Markov
process {st} and continuous Markov process {gt}. Simultaneous learning of the nonlinear
dynamics and nonlinear manifold is achieved by modeling the interactions among the lin-
ear models that define both the dynamics and the forward/backward mappings between
gt and observation xt.
The discrete state variables are scalars, representing model labels, st $ {1, . . . S}. For
s1:T = {s1, . . . , sT }, g1:T = {g1, . . . ,gT } and x1:T = {x1, . . . ,xT }, the joint distribution
for the graphical model shown in Figure 4·1(c) is defined as:














The dynamical system is defined on the globally coordinated space with the observations
being tied to the individual factor analyzers. The following set of state-space equations
describes the dynamical system:
gt = F(st)gt!1 + ng,t(st), t > 1,
g1 = n1(s1), t = 1,
xt = $(st)(gt + $(st)) + µ(st) + nx,t, 2t. (4.4)
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Table 4.2: Model parameters.
Symbol Size Description
F(s) d! d state dynamic matrix of the s+th LDS
$(s) D ! d measurement/factor loading matrix of the s-th LDS and fac-
tor analyzer (FA)
$(s) d! 1 state mean of s-th FA in the low-dimensional space
#(s) d! d state covariance of s-th FA in the low-dimensional space
µ(s) D ! 1 state mean of s-th FA in the observation space
% D !D observation noise
A S ! S state transition matrix for the switching state
# S ! 1 initial state distribution for the switching state
$(st), µ(st) and $(st) are globally coordinated MFA parameters that parameterize the
mapping fg"x, and F(st) represents the piecewise linear approximation of fdyn. The cor-
responding noise processes are assumed to be independently distributed Gaussians, where
ng,t(st) - N (0,#(st)) for t > 1, n1(s1) - N (g1(st),#1(st)) for t = 0 and nx,t - N (0,%),
2t. Therefore, the model parameters we need to estimate now are
! = {{F(s),#(s),$(s), $(s), µ(s)}Ss=1,%,#1, #1,A}
for the model shown in Figure 4·1(c). Table 4.2 lists the details of individual model
parameters.
4.2 Additional Background on Related Work
Before we move to the derivation of the learning algorithm for our proposed model. We
provide some detail about three closely related works.
Since our model can be viewed as a generalized switching linear dynamical system, we
would like to first review the original switching linear dynamical system (SLDS) introduced
by [65]. Figure 4·2 shows the graphical model of the SLDS model. Compared to the original
SLDS model, our model shown in Figure 4·1 (c) aims to model the dynamics in the low-
dimensional latent space while the original SLDS still models dynamics in the observation
space. The original SLDS only addresses the dynamics in the time series, it does provide
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Figure 4·2: The graphical model of the original SLDS [65]. The multiple
linear dynamical systems used to approximate non-linear fdyn are modeled
in the observation space. The mapping function essentially is identity in
this model.
any strategy to combat the dimensionality of the state space. Therefore, the redundant
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Figure 4·3: The graphical model of DGCM [50]. There is no transition
among the discrete states. The discrete states are only tied with the obser-
vations, hence only fg"x is approximated using multiple linear dimension-
ality reducers while fdyn is modeled by a global linear dynamical system
defined on the low-dimensional space.
The model (DGCM) proposed in [50] is closely related to our work. Its correspond-
ing graphical model is shown in Figure 4·3. Based on the formulation in Section 4.1, the
mapping function fg"x is similar to ours as they also use multiple linear dimensionality
reducers to approximate the non-linear relationship between observation x and its corre-
sponding latent representation g. However, the particular GCMFA model [77] that they
used in their work is di!erent from what we used [47]. The biggest di!erence between
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our model and the DGCM is the modeling of the underlying dynamical function fdyn. A
global linear dynamical system is assumed in DGCM, while multiple local linear dynami-
cal systems are used in our model to approximate the non-linear dynamical function fdyn.
Therefore, our model is capable of capturing a richer set of dynamics.
4.3 Variational Maximum Likelihood Learning Algorithm of the Model
Without worrying about the model selection problem, the learning problem can be for-
mulated in a maximum likelihood learning framework, i.e., we need to solve the learning
problem !# = arg max
!
log p(x1:T |!), and the inference problem p(s1:T ,g1:T |x1:T , !) by com-
puting the joint distribution of the hidden state sequence s1:T and g1:T given the observation
sequence x1:T and model parameters !. However, the exact inference is intractable for the
graphical model defined Figure 4·1(c) [23].
To make the learning tractable, we take a variational approach to learn the model pa-
rameters and optimize the lower bound of the log likelihood by applying Jensen’s inequality,





q(g1:T , s1:T |x1:T , !) log
/
p(s1:T ,g1:T ,x1:T |!)








q(g1:T , s1:T |x1:T , !) log p(g1:T , s1:T ,x1:T |!)dg1:T
+
!
q(g1:T , s1:T |x1:T , !) log q(g1:T , s1:T |x1:T , !)dg1:T
#
. (4.5)
q(g1:T , s1:T |x1:T , !) is an approximation of p(g1:T , s1:T |x1:T , !). Hence, the first term of
Equation 4.5 approximates the expected log-likelihood of the standard EM algorithm. The
second term can be regarded as a regularization term as it models the entropy of the
approximate variational distribution. An outline of the learning algorithm is given in
Algorithm 4.
While there are many possible approximations one could use for q, we focus on the
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Algorithm 4 Variational EM Learning Algorithm
1: E-step: Variational inference to obtain the approximate posterior distribution:
p(g1:T , s1:T |x1:T , !
i) . q(g1:T , s1:T |x1:T , !
i). (4.6)
2: M-step: Maximize $ with respect to !:
!i+1 = arg max
!
$(!i). (4.7)
following factorized form of q based on variational mean-field theory [20]:
q(g1:T , s1:T |x1:T , !) = q(s1:T |x1:T , !)q(g1:T |x1:T , !). (4.8)
Like in mean field approximations, the original stochastically coupled system (Fig-
ure 4·1(c)) now is approximated by two decoupled models. One is a hidden Markov model
(HMM) defined on s1:T with a set of variational parameters "s1:T = {p1, . . . , pT }, where
p1, . . . , pT are the output probabilities. The other is a linear dynamic system (LDS) defined
on g1:T with a set of variational parameters:
"g1:T = {ĝ1, #̂1, #̂2, . . . , #̂T , F̂2, . . . , F̂T , $̂1, . . . , $̂T , µ̂1, . . . , µ̂T }.
The corresponding submodels are illustrated in Figure 4·4 (a) and (b). This approximation
is based on the decomposition of the model structure and not all variables are uncoupled.
The coupling of discrete hidden variables and continuous hidden variables is captured
through the passing of variational parameters between the submodels.
In our model, % is considered as observation noise and is the same for every dynamical
process; therefore it is not included in "g1:T . The $
(s)’s are also not included in "g1:T as
they are the inputs to the dynamical processes and can be calculated directly from the
HMM submodel.
The expectation of the joint log likelihood L = log p(s1:T ,g1:T ,x1:T ) with respect to
q(g1:T |x1:T , !) has the form of the joint log-likelihood function of an HMM, and similarly
the expectation of L with respect to q(s1:T |x1:T , !) has the form of the joint log-likelihood
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(a)
F̂5, !̂5
"̂5, #̂5 "̂6, #̂6"̂4, #̂4"̂3, #̂3
ĝ1, !̂1 F̂2, !̂2
"̂2, #̂2"̂1, #̂1
g3 g4 g5 g6g1 g2
F̂4, !̂4F̂3, !̂3
x1 x6x2 x3 x5x4
F̂6, !̂6
(b)
Figure 4·4: The structural decomposition that corresponds to the factor-
ization of q(g1:T , s1:T |x1:T , !) = q(s1:T |x1:T , !)q(g1:T |x1:T , !): (a). HMM
submodel; (b). LDS submodel (Note that µ(s) and $(s) do not appear in
the output mapping arrow because they are considered as the inputs to the
LDS submodel.).
function of a time-varying LDS. We can derive alternating updates for "s1:T and "g1:T .
Given the HMM su"cient statistics p(st), we can obtain the time-varying LDS parameters
"g1:T and vice versa.
The following derivations are based on [62], however, the state space of the dynamical
processes in our model is di!erent. As the state space resides in a low-dimensional space,
the measurement function of the dynamical processes now is the mapping function between
the low-dimensional latent space and the high-dimensional observation space.
To compute variational parameters "g1:T from q
(s)
t , where q
(s)
t = p(st = s|#,A, "s1:T ),
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The variational parameters "S of the HMM can be obtained by using the su"cient statistics
)gtgTt *, )gtg
T
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We summarize the inference algorithm in Algorithm 5.
4.4 Experiments with the Models Learned via the Variational ML Learn-
ing Algorithm
Comparative studies with competing approaches [48, 65] are carried out on three sets of
experiments to demonstrate the advantages of our approach.
We use DGCM to denote Lin et al.’s approach [50] and SLDS to denote the model pro-
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Algorithm 5 Variational Inference Algorithm
1: error = inf;
2: Initialize p(st|#,A, "s1:T ):
• Apply Algorithm 1 to obtain the low-dimensional coordinates g’s.
• Do vector quantization to initialize the HMM as in [65].
3: while error > maxError do
4: Compute "g1:T from p(s1:T |#,A, "s1:T ) using Equation 4.9;
5: Run LDS smoother to obtain p(g1:T |x1:T , "g1:T , {$
(s)}Ss=1,%) [74];
6: Update: q(g1:T |x1:T , !) 4 p(g1:T |x1:T , "g1:T , {$
(s)}Ss=1,%);
7: Compute "s1:T from the LDS su"cient statistics using Equation 4.10;
8: Compute p(s1:T |#,A, "s1:T ) using the standard forward-backward algorithm for
HMMs [67];
9: Update: q(s1:T |x1:T , !) 4 p(s1:T |#,A, "s1:T );
10: Update approximation error based on KL divergence between the updated
q(s1:T |x1:T , !) ·q(g1:T |x1:T , !) and the q(s1:T |x1:T , !) ·q(g1:T |x1:T , !) before updating.
11: end while
posed in [65]. We obtained the SLDS code from the authors of [65] and we implemented the
DGCM proposed in [48]. All three approaches are implemented in un-optimized Matlab.
As EM or coordinate accent algorithms are used in all three approaches, proper initializa-
tion is necessary. To initialize the model in our approach and DGCM, the dimensionality
of the latent space is chosen experimentally. To avoid over-fitting, we adopt a variational
Bayesian approach [3] to choose the number of mixture components automatically for our
approach and DGCM. We follow the technique proposed in [65] to initialize the SLDS.
First order linear dynamical systems (LDS) are used in all three approaches.
The results reported are based on our implementations. Experiments are conducted on
a PC with Intel dual-core 3.46GHz CPU with 4GB memory.
4.4.1 Synthetic Data
A synthetic data set is used in this experiment to quantify the information loss of dimen-
sionality reduction and reconstruction. The data set is similar to the one used by [50]. 1500
2D data points are generated by a 2D random walk bounced o! the boundaries in a patch
[+2.5, 2.5]! [+3, 3]. The bouncing at the boundaries introduces nonlinear motion. The 2D
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Table 4.3: Experimental setup for experiments with synthetic data (Sec-
tion 4.4.1). Number of states in DGCM refer to the number of factor analyz-
ers in the mixture. In our approach, each state comprises a factor analyzer
and its corresponding dynamical model.
DGCM Our Approach
Number of Training Data 1500 1500
Dimensionality of Training Data x 3 3
Dimensionality of Latent Coordinate g 2 2
Number of States 10 10
Training Time - 3 min - 5 min
2D 3D



















Figure 4·5: Visualization of the ground truth synthetic data set.
data are then lifted to 3D by a mapping function f(x, y) = (x, |y|, sin($y)(y2+1)!2+0.3y).
Figure 4·5 provides a visualization of the ground truth data set. The 1500 3D ground truth
points are used as training data. We compare our approach with DGCM and Table 4.3
shows the setup of the experiment.
To quantitatively evaluate the mapping fx"g, we compute the mean squared error
(MSE) between ground truth 2D data and inferred 2D data. Similarly, to evaluate fg"x,
MSE is computed between ground truth 3D data and by applying fg"x on the ground truth
2D data to reconstruct the 3D sequence. Finally, to evaluate the bidirectional mapping,
fg"x(fx"g), MSE is computed on 3D data by first applying fx"g on the ground truth
3D data and then applying fg"x to reconstruct 3D data from the inferred 2D data points.
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Table 4.4: Comparison of dimensionality reduction (fx"g) and reconstruc-




MSE ' MSE ' MSE '
DGCM 0.2958 0.2234 1.1993 0.7387 1.2347 0.7491
Our Approach 0.1102 0.0913 0.4854 0.2291 0.6507 0.6192
These error statistics are reported in Table 4.4. The mapping functions learnt by our
approach are more accurate in terms of smaller MSE and standard deviation '. In all
cases, our approach cuts the MSE by more than half.
DGCM Our Approach
















Figure 4·6: Visualization of the 2D trajectories obtained by applying fx"g
learnt by DGCM and our approach on the ground truth 3D training data
shown in Figure 4·5. The visual result obtained from our implementation
of DGCM is consistent with the result reported in [48].
In the visualization (Figure 4·6) of inferred 2D trajectories. The fx"g learnt by our
approach produces a 2D trajectory that is closer to the ground truth 2D trajectory (Fig-
ure 4·5). The mapping function learnt by DGCM produces an overly smoothed trajectory.
This is because the switching of the linear dynamical models used in our approach is able to
capture the sudden bouncing motion that occurs at the patch boundaries more accurately.
This leads to the overall improvement in terms of smaller MSE and ' over DGCM.
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4.4.2 Dynamic Texture
Table 4.5: Experimental setup of experiment (Section 4.4.2) with dynamic
texture.
DGCM Our Approach
Length of the Flag Sequence 250 250
Length of the Wave Sequence 350 350
Dimensionality of x 104256(= 288! 362) 104256
Dimensionality of g 20 20
Number of States 3 3
Training Time - 5 min - 8 min
We can synthesize data on the manifold by using fdyn to generate time series in the
low-dimensional latent space. We can then use fg"x to map the low-dimensional time
series back to the high-dimensional observation space. In this experiment, videos from a
dynamic texture database [32] are used for training DGCM and our method. We then
synthesize textures from the trained models. Table 4.5 shows the setup of the experiment.
Similar to Section 4.4.1, we quantify the information loss by computing the MSE of
normalized intensity values (range from 0 to 1) between the training video frames and the
reconstructed frames. The reconstructed frames are obtained by first applying fx"g to
the training video frames to get the coordinates in the latent space, and then applying
fg"x to the latent coordinates. The error statistics of fx"g and fg"x are not evaluated
separately as there is no ground truth low-dimensional data. The error statistics are shown
in Table 4.6. We can see that the images reconstructed from the manifold learnt by our
approach are closer to the training images in terms of smaller MSE and standard deviation
'. Our approach reduces the MSE by 35% and the ' by 31% for the flag sequence, and
30% and 26% for the wave sequence.
Sample synthesized frames from dynamic texture sequences are shown in Figure 4·7.
The images synthesized by our approach are much crisper than those obtained by DGCM,
especially when there is a sudden change of dynamics. Subtle details like the folds of the
78
Table 4.6: Comparison of reconstruction error from training frames.
Flag Sequence Wave Sequence
Mean Err. ' Mean Err. '
DGCM 0.0249 0.0378 0.0300 0.0316
Our approach 0.0161 0.0258 0.0210 0.0235
Table 4.7: Experimental setup for human motion analysis (Section 4.4.3).
In SLDS, number of states refer to the number of dynamical models used.
SLDS DGCM Our Approach
Length of the Mocap Sequence 1500 1500 1500
Dimensionality of x 28 28 28
Dimensionality of g - 3 3
Number of States 17 12 12
Training Time - 45 min - 28 min - 33 min
flag and foam on the wave are crisper in the images synthesized by our approach. This
observation is consistent with the evaluation with the synthetic data, where our approach
is able to handle sudden changes of motion through switching among multiple dynamical
models.
4.4.3 Human Motion Analysis
We test our approach on the tasks of human motion synthesis, classification and tracking
to demonstrate the advantages of modeling dynamics on the low-dimensional manifold
with multiple linear dynamical models. The Boxing sequences of S1 from the benchmark
datasets [86] are used. In all three experiments, the motion capture sequence (containing
multiple cycles of the boxing action) from Session 3 is used to train the model. Table 4.7






Figure 4·7: Comparison of texture synthesis results: a. DGCM, and b.
our approach. c. and d. are the results from the wave sequence. The folds
of the flag and the foam of the wave are crisper than those produced by
DGCM.
Human Motion Synthesis
We compare our approach with DGCM for the task of reconstructing human body configu-
rations from the learnt low-dimensional manifolds; i.e., we compute the average joint angle
error between the training data and the reconstructed data by applying fg"x(fx"g) on
the training data. Figure 4·8 shows the average reconstruction error of each joint location
of the upper body limbs over all the training frames. The errors reported on the left and
right upperbody joints are not exactly the same due to asymmetrical limb movements. We
can see that DGCM tends to make more errors at the shoulders. This can cause large
errors for the joints at the elbows when we convert from the joint angle representation to
the actual 3D human body joints. The errors made by our approach at the shoulder joints
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are at least one standard deviation smaller that those made by DGCM. This is because
our motion model is able to capture the nonlinear limb movements e!ectively in the latent
space.













Figure 4·8: Comparison of reconstruction error. Our approach has smaller
reconstruction error (both mean and standard deviation) than DGCM
(Lin’s approach), especially at the joints higher on the hierarchy of the
kinematic chain. The short form joint labels are: LCLA (left clavicle),
LSHO (left shoulder), LELB (left elbow) and RCLA, RSHO and RELB
refer to the corresponding joints on the right upper body limbs
We apply the learnt fdyn and fg"x by DGCM and our approach to synthesize 100
frames. We also use SLDS [65] as a motion model to synthesize 100 frames. Sample
synthesized frames are shown in Figure 4·9. The undesirable synthesis results are shown in
red border and they are produced by SLDS and DGCM. We can see that the propagated
error at the shoulder joints introduces unnatural configurations of the lower arms. In
comparison, our approach is able to produce more natural boxing actions when compared
to [65, 50] thanks to the temporally consistent learning of the low-dimensional manifold
and e!ective modeling of nonlinear dynamics using interacting linear models.
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Figure 4·9: Comparison of synthesis results. The first row shows syn-
thesized frames using SLDS, the second row DGCM and the last row our
approach. Undesirable synthesized results are shown with red border.
Human Motion Classification
As we approximate fdyn with multiple linear motion models, we can do motion classification
when we associate each model with a class label. This experiment with the boxing sequence
demonstrates such classification capability. The test sequence comprises 300 frames in this
experiment. We compare our model with the SLDS model proposed in [65]. Note that
in the SLDS model, the observation and hidden states of the continuous layer are of the
same dimensionality (28), while the hidden states of the continuous layer in our model
are of much lower dimension (3 in the current setup). In our approach, the 6 states for
the forward punch are considered as one class and the 6 states for the upward punch are
considered as another class. Similarly, for the 17 states used for the SLDS model, the
7 states being labeled as forward punch are considered as one class and the other 10 are
considered the upward punch class. SLDS state labels are set to maximize the classification
accuracy.
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Figure 4·10: Comparison of classification results. The horizontal axis
shows the frame indices, while the vertical axis show class labels with 1 refers
to upward punch and 2 refers to forward punch. Our approach produces
accurate classification results compared to SLDS, where there is abrupt
change of class labels in SLDS.
As shown in Figure 4·10, our approach achieves 95% classification accuracy. At the
state transition, our approach tends to delay the transition a little bit more for about
5-10 frames. This can be explained by global coordination mechanism which counteracts
the abrupt switching. As there is no such mechanism in the SLDS model and the high-
dimensional states are less discriminative, SLDS tends to switch among di!erent classes
more frequently and hence has a lower classification accuracy of 90.3% for this data set.
Human Motion Tracking
In this experiment, we use the learnt fdyn and fg"x to provide prior information for 3D
human motion tracking. The tracker we use here is similar to [48, 89]. We test the Boxing
sequences from Session 1 and 2 of S1 and evaluate the tracker accuracy from the online
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Table 4.8: Comparison of tracker errors and processing time per frame.
Our approach takes slightly more time per frame compared to DGCM with
an improved accuracy of 50% both in terms of mean and standard deviation
of the marker error.
SLDS DGCM Our Approach
Mean marker error (mm) 569.90 380.02 187.50
' (mm) 209.18 74.97 39.73
Processing time per frame (second) - 120 - 32 - 41
evaluation tool provided by [86]. The tracker errors reported in Table 4.8 are computed
based on the criteria defined in [86]. From Table 4.8, we can see that the mean error for
recovered virtual joint marker positions (see [86] for detail) is within 250 mm which less
than half the error reported for SLDS and DGCM. Sample tracked frames are shown in
Figure 4·11. We can see that the tracker that uses the priors from our approach is able
to lock on to the limbs over time while the other two approaches fail. Our tracker is also
able to generalize fairly well for motion with slight variation from the training data as the
training sequence and testing sequences are captured at di!erent times with the same test
subject. The promising results show that the proposed model can be used e!ectively in
tracking applications.
So far we have proposed a general method for e"cient simultaneous learning of a
nonlinear low-dimensional manifold and a nonlinear dynamical model for high-dimensional
time series. Previous approaches have di"culty of handling large datasets [107] or modeling
complex nonlinear dynamical behavior [50]. The proposed solution exploits the coordinated
piecewise linear models to overcome these di"culties. Our experiments verify the e"ciency
and e!ectiveness of the proposed solution.
Currently the number of states is chosen independently of the dynamical models using a
variational Bayesian approach. The dimensionality of the latent space is chosen empirically.
In the following section, we will derive a full-fledged variational Bayesian formulation based
on the theory presented in [25] for choosing the optimal model setup, i.e., the number of
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SLDS DGCM Our Approach
frame 001
frame 087
Figure 4·11: Sample tracked frames. Both SLDS and DGCM fail to lock
on the right lower arm in frame 1. SLDS fails to track both arms in frame
87.
components and the dimensionality of the latent space.
4.5 Variational Bayesian formulation
In this section, we address the problems raised from previous section:
1. How many linear components we should use in the model?
2. What is the dimensionality of the latent space/state space?
In the following subsections, we first explain why an exact Bayesian treatment of the
proposed is intractable and present an overview of a variational Bayesian (VB) learning
algorithm. The detailed derivations of the algorithms are presented in Section 4.5.2. In
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Table 4.9: Model parameter priors. N (·, ·) stands for normal distribution;
G(·, ·) refers to Gamma distribution and D(·) represents Dirichlet distribu-
tion. We exclude the prior distribution of the observation noise, R, since
it does not grow with the model complexity. The parameters in di!erent
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Section 4.6, we apply the proposed model with the optimal model setup chosen by the VB
learning algorithm, to the same set of tasks we experimented on in the previous section.
In Section 4.7, we point out possible extensions of the proposed solution.
4.5.1 Model priors
As shown in the Chapter 3, to derive the VB formulation for our proposed model, we first
define the prior distribution of the model parameters in Table 4.9.-
Given an observation sequence x1:T , an exact Bayesian treatment of our proposed
model would require computing the marginals of the posterior over the model parameters,
(, the hidden variables s1:T and g1:T . The coupling of the model parameters and the
hidden variables makes the integration over them analytically impossible. However, since
our proposed model is conjugate exponential, we can apply the findings in [25] to derive
a variational Bayesian Expectation Maximization (VBEM) algorithm for our proposed
model. The set of precision parameters %$(s) defined on the covariance matrices of the
factor loading matrices $(s) is used to infer the dimensionality of the latent space through
automatic relevance determination (ARD). The intuition is that a particular dimension is
“turned o!” if the value of the corresponding entry in %$(s) becomes very large.
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4.5.2 Derivation
Based on the VB learning theory introduced in [3], we can obtain the VB lower bound by
introducing variational distribution q(·) over the model parameters and hidden variables
and applying Jensen’s inequality as follows:
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= F (V B). (4.11)
The only assumption we make during the derivation is that the variational distribution over
model parameters and hidden variables q((, s1:T ,g1:T ) can be factorized as q((, s1:T ,g1:T ) !
q(()q(s1:T )q(g1:T ).
Deriving the lower bound F (V B)
The VB lower bound from (4.11) can be rewritten as follows:
F (V B) =+KL(q(!)/p(!))








dg1:T q(g1:T ) ln p(x1:T ,g1:T , s1:T |!), (4.12)
where KL(q(·)||p(·)) is the Kullback-Leibler divergence between the variational distribu-
tion q(·) and the prior distribution p(·); and H(q(·)) is the entropy of the corresponding
distribution q(·). Given the dependence among the model parameters, we can further
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expand the terms in F (V B) as follows:






















To optimize F (V B), the iterative variational Bayesian Expectation Maximization (VBEM)
algorithm can summarized as:
Algorithm 6 Variational Bayesian learning algorithm for our proposed model
1: Initialize parameters. Initialize hidden variables and state priors.
2: for n1=1:max iter 1 do
3: VBM Step:
4: Compute the expected natural parameters of q(!).
5: VBE Step:





The VBM step is obtained by taking functional derivatives of F (V B) with respect to the
variational distributions of model parameters and equate them to zero.
The necessary expected distribution or distribution su"cient statistics and hyper-
paramter optimization are listed as follows:
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• The distribution of $(s) follows a Gaussian distributions as:
$s - N (µ$(s) ,#$(s)) ,

























• The dynamic matrix or the state evolution matrix F(s) for component s is normally
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distributed:



























• The precision %$(s) for each row of factor loading matrix $
(s) is Gamma-distributed:


















and the expected value of [%$(s) ]i being:




• The j-th row of factor loading/measurement matrix $(s) for a given precision matrix
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The VBE step
Based on the theoretical results from [25], we propose to further use structural approxi-
mation of our proposed model to make the inference, the VBE step, tractable. Given the
su"cient statistics and expected distributions of the model parameters we computed from
the VBM step, we can reuse the inference algorithm derived for the variational maximum-
likelihood (ML) learning algorithm (Algorithm 5). To make this section self-contained, we
briefly summarize the inference algorithm for the VBE step here:
Algorithm 7 Inference algorithm (VBE step)
1: for n2=1:max iter 2 do
2: Do inference on the HMM submodel:
3: Compute )st* using the expected distributions and su"cient statistics of the
model parameters and gt.
4: Do inference on the LDS submodel:
5: Run the variational Kalman smoother [25] using the expected distributions and
su"cient statistics of the model parameters and st.
6: end for
Hyperparameter optimization
The hyperparameters for our proposed model are:
& = {&#
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same as the derivations in Equation 3.19 for the GCMFA model. And the updates for u#A



























Initialize model prior and parameters
Initial State




Did F (V B) converge?
Estimate the posterior hyperparameters and
calculate 'F (V B) for each split
'F (V B)




Choose the split with the maximum
Try to split the state for each state
Figure 4·12: Model splitting process performed at the HMM submodel.
Figure 4·12 shows the implementation of the model splitting process. Similar to Chap-
ter 3, we start with a single FA with a single LDS. We let it split and keep track the value
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of F (V B). Compared to the splitting strategy in Chapter 3, we conduct the splitting at
the HMM submodel level. We use the splitting strategy proposed in [82]. We try all the
possible splittings and choose the one gives the best improvement of F (V B). The splitting
strategy proposed in [82] is for the maximum likelihood learning algorithm. We can easily
extend it to the Variational Bayesian learning framework as proposed in [39]. There are
other state-splitting strategies for HMMs [88, 95], we choose the splitting strategy adopted
in [82] because it gives that best over results, especially it takes temporal information into
consideration during splitting.
4.6 Experiments with the Models Learned via the VB Algorithm
In this section, we perform three sets of experiments. The first set on dynamic texture
and the second set on 3D human motion tracking aim to compare variational ML and
VB learning algorithms performance in two di!erent types of high-dimensional time series,
while the last set on a long human motion capture sequence aims to demonstrate the
the VB learning algorithm is able to choose model structure automatically, thus solve the
model identification problem in the context of dynamical process modeling.
4.6.1 Dynamic Texture
Table 4.10: Experimental setup of experiments (Section 4.4.2) with dy-
namic texture. We use “ML approach” to refer to the variational ML learn-
ing algorithm proposed in Algorithm 4. The dimensionality of g and the
number of states are chosen by the algorithm for the VB approach while
the same quantities are chosen empirically for the ML approach.
ML approach VB approach
Length of the Flag Sequence 250 250
Length of the Wave Sequence 350 350
Dimensionality of x 104256(= 288! 362) 104256
Dimensionality of g 20 Flag: 18 Wave: 19
Number of States 3 Flag: 3 Wave: 2
Training Time - 8 min - 60 min
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We use the same texture datasets as in Section 4.4.2 as the input training data for the
VB learning algorithm. We then synthesize textures from the trained models. Table 4.10
shows the setup of the experiments. Instead of choosing the number of states and the
dimensionality of the latent space empirically as the ML approach, the VB approach is
able to determine them during learning.
We adopts the same measure used in Section 4.4.2 to quantify the information loss.
It computes the MSE of normalized intensity values (range from 0 to 1) between the
training video frames and the reconstructed frames. The statistics of the reconstruction
error are shown in Table 4.11. From the reported error statistics, we can see that the
images reconstructed from the models learned by the VB approach have comparable mean
errors and standard deviations. However, the models with the empirically chosen structure
have a higher complexity both in terms of the dimensionality g and the number of states.
In comparison, the models obtain via the VB approach have a relatively simpler structure.
In the flag sequence, the VB approach increases the MSE by 10% and reduces standard
deviation ' by 2.3% compared to these of the ML approach. In the wave sequence, the VB
approach reduces both the MSE and the ' by 12.4% and 17.8%.
Table 4.11: Comparison of reconstruction error from training frames.
Flag Sequence Wave Sequence
Mean Err. ' Mean Err. '
ML approach 0.0161 0.0258 0.0210 0.0235
VB approach 0.0177 0.0252 0.0184 0.0193
In both Figure 4·13 and Figure 4·13, there is no detectable di!erence of the visual
qualities of the synthesized frames for both the flag sequence and the wave sequence.
As demonstrated in the experiments with dynamic texture, we can see that the mod-
els obtained from the VB approach with the optimal model structure determined by the
learning algorithm can achieve comparable performance to the models obtained from the




Figure 4·13: Comparison of texture synthesis results for the flag sequence.
The frames shown in the first row (a) are obtained from the model learned
using the ML approach and the frames shown in the second row (b).
model structure, oftentimes a lot of experiments are needed in order to find a good model
structure and we have no gauge whether we are overfitting the data. The VB approach
provides a principled solution to choose the optimal model structure during the learning
of model parameters.
4.6.2 Human Motion Tracking
In this set of experiments, we use the learned fdyn and fg"x to propagate hypotheses and
provide prior information for 3D human motion tracking. The tracker is the same as the
tracker used in Section 4.4.3.
We use the name ML-tracker to refer to the tracker that employs the model learned
using the ML approach and VB-tracker to represent the tracker that uses the model learned
via the VB approach. The training data is the motion capture sequence from Session 3 of
S1. Table 4.12 shows the setup of this experiment. Given that the image silhouettes are




Figure 4·14: Comparison of texture synthesis results for the wave se-
quence. The frames shown in the first row (a) are obtained from the model
learned using the ML approach and the frames shown in the second row
(b).
We test both trackers on the boxing video sequences from Session 1 and 2 of S1 and
evaluate the tracker accuracy from the online evaluation tool. The goal of this experiment
is to compare the results obtained from the ML-tracker and the VB-tracker. Given that
both are stochastic trackers, the mean and standard deviation of the tracker errors [86]
are averaged over 20 trials and 200 frames. The error statistics are shown in Table 4.13.
Compared to ML-tracker, the VB-tracker on average has an improved accuracy of 27% in
terms of mean marker error and 18 in terms of standard deviation of the marker error.
Sample tracked frames in Figure 4·15 also shown the accuracy of the VB tracker as the
lower limbs are tracked more reliably.
We also test our VB-tracker on a wider range of motions from the HumanEva-I datasets
[86]. Namely, gestures, throw/catch, boxing sequences from Session 1 and 2 of S2. The
number of states and the dimensionality of the latent space inferred by the VB learning
algorithm from the training motion capture sequence (data from Session 3) are listed in
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Table 4.12: Experimental setup for 3D human motion tracking on the
boxing sequence. For ML-tracker, the dimensionality of g and the number of
states are chosen empirically while the same quantities are obtained together
with the model parameters from the learning step of the VB-tracker.
ML-tracker VB-tracker
Length of the Mocap Sequence 1500 1500
Dimensionality of x 28 28
Dimensionality of g 3 5
Number of States 12 6
Training Time - 33 min - 2.5 hrs
Table 4.13: Comparison of tracker errors. Both the VB-tracker and ML-
tracker takes around - 35 seconds per frame.
ML-tracker VB-tracker
Mean marker error (mm) 152.31. 110.95
' (mm) 53.86 44.07
Table 4.14. We can see we need a more complex model in order to capture the leg movement
involved in the boxing motion performed by S2. While in S1, there is no leg movement
and only large upper limb movements are presented in the boxing motion performed by
S1. Given that the lower limbs do not have large movement and the upper limb motion is
relatively smooth, i.e., the upper limbs in these twos motions do not move as fast as the
boxing motion, simpler models are inferred for the gesture and the throw/catch motion by
our VB learning algorithm.
Table 4.14: Inferred number of states and the dimensionality of g for
motion capture data of S2.
Boxing Gesture Throw/Catch
dimensionality of g 8 4 4
number of states 7 4 3
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The tracker error statistics over multiple trials are reported in Table 4.15. Sample
tracked frames are shown in Figure 4·16.
Table 4.15: VB-tracker errors on the boxing, gesture and throw/catch
sequences of S2.
Boxing Gesture Throw/Catch
Mean marker error (mm) 112.35 79.42 61.58
' (mm) 46.73 35.20 27.94
The results from this set of experiments have shown that the VB-tracker with the
models learned from the VB approach are able to produce accurate tracking results. The
error statistics reported here are comparable with the best recently published results in
Poppe’s pose estimation work [66]. The sample tracked frames also demonstrate that the
VB-tracker produces qualitatively excellent tracking results. Furthermore, all these are
achieved without painstakingly crafting the model structure in our VB approach.
4.6.3 Model Identification
In this experiment, we use our VB approach to obtain a model by training with a long
sequence of human motion capture data. This long sequence is indexed as subject 13 and
trial 30 from [30]. The reason we choose to use a capture sequence from a di!erent database
is that the long sequences in the HumanEva-I datasets have many broken segments as the
markers cannot be tracked reliably over a long time in their setup [86]. There are 5 di!erent
types of motions in this sequence, namely, jumping jacks, side twists, bends over, squat
and jog. The dimensionality of the training is 56 and the 2405 frames are used for training.
Training takes about 6 hours to complete on the same 3.45 GHz PC with 4 GB memory.
In Figure 4·17, sample frames from the 5 actions are listed. The dimensionality of the low-
dimensional space is 7 and the number of components is 11. They are inferred by applying
the VB learning algorithm to the training motion capture data. We give each component
a label and compare the labeled sequence with manually labeled sequence in Figure 4·18.
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In most actions, our model identifies the multiple dynamical regimes for most of the
activities which correspond to dynamically similar segments of the corresponding activities.
However, with the last segment where the subject is doing jogging, only one component is
identified by the VB solution which is the same as the manually labeled result. A closer
look at the video reveals that in this segment, the subject is performing stationary jogging
with rather small limb movements. As a result, one component is su"cient to describe
such motion as demonstrated by the labeling output from our model.
4.7 Summary
In this chapter, we assume the high-dimensional time series can be economically represented
by a dynamical process defined in a low-dimensional space and we advocate for recovering
the dynamical model parameters in concert with dimensionality reduction.
Previous approaches that pursue the same line of thought have di"culties in handling
large datasets [108] or modeling the complex nonlinear dynamical behavior [50]. The main
contribution of the chapter is the proposed framework which exploits the coordinated
piecewise linear models to overcome these di"culties.
We propose two algorithms to solve the learning problem in this chapter. The first
is a variational maximum-likelihood (ML) algorithm where the model structure has to be
fixed before the learning starts. As a result, the variational ML algorithm might overfit
the training data. To select optimal model structure automatically, we then derive a
variational Bayesian (VB) learning algorithm. Extensive experiments demonstrate the
benefits of having a principled way to choose the optimal model structure. In the human
motion tracking experiments, the accuracy reported on the HumanEva-I datasets is very
close to the performance reported in a state-of-the-art pose estimation algorithm [66] where
more descriptive image features have been used. Nonetheless, the proposed solution does
have its limitations as it may not generalize well and it requires good knowledge of the
model prior distributions. We discuss these limitations in Chapter 5 and also propose
possible solutions and extensions.
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ML-tracker VB-tracker
Figure 4·15: Qualitative comparison base on the sample tracked frames
from both the ML-tracker and the VB-tracker.
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Boxing Gesture Throw/Catch
Figure 4·16: Sample tracked frames from the VB-tracker.
101
Jumping Jacks Twist Bent over Squat Jog
Figure 4·17: Sample frames of the motion capture sequence from subject
13 and trial 30 in [30].
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Figure 4·18: Demonstration of model identification. Compared to the
manual label that based on the activity, the segments that have the same




Conclusions and Future Work
In this final chapter of the thesis we summarize the main lessons learned from the work
we have described, and we point out open questions and interesting directions for future
research.
5.1 Discussion of Contributions and Limitations
The focus of this thesis is to learn a parsimonious and informative representation for
high-dimensional time series. In applications like human motion tracking and dynamic
texture, having such representation leads to e"cient and accurate solutions as presented
in numerous recent publications [1, 17, 47, 48, 49, 50, 59, 89, 100, 99, 103, 102, 107, 112].
Conceptually, the learning task involves solving two distinct yet tightly coupled prob-
lems: reducing the dimensionality and modeling the dynamical process. The key insight is
that we need to address these two equally important problems in one coherent framework
without simplifying any one of them. Prior literature has mainly solved these two problems
independent of each other or by simplifying one of them so that the other could be solved
e"ciently.
In Chapter 3 of this thesis, we formulate the model learning problem as learning a
dimensionality-reduced representation from the high-dimensional data. The application is
for 3D human motion tracking from 2D videos and we know what type motion we want
to track; therefore, the model learned from training human motion capture data can be
viewed as prior knowledge.
The model is obtained by training a globally coordinated mixture of factor analyzers.
The advantages of using the globally coordinated mixture of factor analyzers (GCMFA)
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are as follows:
1. It provides a way to reduce the dimensionality of the state-space of the tracking
algorithm so that the tracking algorithm does not su!er the “curse of dimensional-
ity” problem [52]. Given the low-dimensional state-space, the number of hypotheses
needed to adequately approximate the underlying probability distribution in the body
pose space during tracking is reduced as compared to generating hypotheses from the
original high-dimensional pose space.
2. It produces a density model of the likely poses so that the hypotheses generated
during tracking tend to be similar to the training poses. This further improves the
e"ciency of the tracking algorithm as we will not spend time on evaluating hypotheses
that deviate too far from the motion we are interested in.
3. It adopts a divide-and-conquer strategy and it handles large training datasets e"-
ciently. This is desirable because with the current motion capture technology [30, 86],
large datasets are no longer di"cult to obtain.
4. It is possible to use a simple dynamical model in the low-dimensional space dur-
ing sample propagation as the low-dimensional samples all reside in a single global
coordinate system.
To determine the optimal number of factor analyzers in the mixture and the dimensionality
of the low-dimensional representation without over-fitting, we use a variational Bayesian
(VB) approach.
For a 3D human motion tracking application, we first train a GCMFA model from the
motion capture data using the VB approach. The bi-directional mapping functions pro-
vided by the resulting GCMFA model are used to reduce the dimensionality of the tracker
state space and to generate hypotheses in the low-dimensional space. The current tracker
state estimation is obtained by mapping the current estimate of the high-dimensional hu-
man body pose to the corresponding low-dimensional space. The hypotheses are generated
105
by propagating the current state estimate in the low-dimensional space using a simple
linear dynamical process. These low-dimensional hypotheses are mapped to the corre-
sponding high-dimensional 3D body poses and then projected onto the 2D images for the
image likelihood computation. The image features used in the likelihood computation are
2D image silhouettes. When the 2D image silhouettes of the human subject are relatively
clean, we can recover the 3D body poses accurately during tracking from a monocular 2D
video sequence with the strong prior knowledge from the trained model. However, if the
2D image silhouettes are noisy, even with a strong prior model, we must resort to using
multiview 2D video sequences so that the image likelihood computation will be reliable.
Better image features like [14, 71] may further improve the tracker performance, but this is
not the focus of this thesis. In the demonstrating application of 3D human motion tracking
on a variety of motions in the benchmark datasets, our tracker compares favorably to other
algorithms [16, 100].
A key problem with the GCMFA model is that it treats training data as identically
independently distributed even when it is trained on time series datasets. To capture the
valuable temporal information, it is essential to extend the GCMFA model to account for
temporal dependence in the data, thereby discovering the underlying dynamical processes
in the low-dimensional representations.
In Chapter 4, we address both learning low-dimensional representations and dynam-
ical models in the low-dimensional space. Building on the GCMFA model from Chap-
ter 3, which provides a generative approach for the nonlinear mapping between the low-
dimensional representations and the high-dimensional time series, we propose to encode
temporal information by associating each region defined by a FA in the mixture with a linear
dynamical model. Similar to GCMFA, multiple linear dynamical models have been used to
represent the non-linear the dynamical process in the low-dimensional space. Through our
formulation defined in Eqs. (4.1) and (4.2), learning low-dimensional representations and
modeling dynamics in the low-dimensional space are now coupled together. The benefits
of our proposed coupled model are:
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1. Temporal information can be leveraged to achieve temporally consistent low-dimensional
representations of the high-dimensional time series.
2. The dynamical model parameters can be estimated more accurately from the tem-
porally consistent low-dimensional representations.
3. The same divide-and-conquer strategy used in Chapter 3 can be used to allow e"cient
handling of large high-dimensional time series datasets.
We derive a VB solution for our proposed model. Our VB learning algorithm provides a
way to determine the optimal number of factor analyzers and linear dynamical models. At
the same time, the dimensionality of the low-dimensional representations can be inferred
in the VB learning algorithm. Furthermore, the model initialization is no longer a main
concern in order to avoid local optima during learning, as a model exploration approach is
used in our VB solution.
We use the models learned from the various training datasets in the applications of
dynamic texture, human motion model identification/classification and 3D human motion
tracking. Our approach with the corresponding trained models has demonstrated superior
performance in experimental comparison with [47, 50]. Nonetheless, our approach does
have its limitations.
One limitation with our approach is that we need to have strong knowledge of the
model prior distributions in our VB solution so that suitable approximating variational
distributions can be used. A lower bound on the marginal likelihood based on the varia-
tional approximations of the model priors is optimized during learning. If inappropriate
approximations are used, the trained model could be useless as the lower bound deviates
too far from the true marginal likelihood. One way to discover the discrepancies introduced
by the variational distributions is to do an analysis of the tightness of the lower bound as
it indicates how much we are conceding when using such approximations. In [3], Beal has
examined tightness of the VB lower bound using importance sampling for the VB solution
of the mixture of factor analyzers. Similarly, a full analysis of the tightness of the VB
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bound would require sampling from our proposed model as carried out in [63]. In [3] and
[58] where a sampling estimate of the marginal likelihood is directly compared to the VB
lower bound, the VB lower bound is found to be comparable to the sampling estimate of
the marginal likelihood in practical problems. Therefore, if the VB lower bound is much
smaller than the marginal likelihood computed from sampling based method, then this
may indicate that the current variational approximations are inaccurate and a di!erent set
of variational approximations is needed.
Another limitation is specific to the demonstration application. In the 3D human
motion tracking application, it is possible that the observed actual body pose might deviate
very far from the training poses. Consequently, none of the hypotheses generated from the
trained model would be similar to the actual body pose we wish to estimate. One solution to
this problem would be to incorporate a failure detection mechanism in our existing model.
When the actual body pose deviates very far from the training poses, the failure detection
mechanism should signal to the tracker that the trained model cannot be used and more
computationally expensive detection based algorithms like [14, 85] should be activated to
estimate the 3D body pose from the 2D images more reliably. Another possible solution to
overcome this limitation is to use a similar framework by Urtasun et al. [103]. In this work,
the image likelihood computation is based on the inputs from a robust 2D tracker [38]. The
idea is to increase the weight for the image likelihood term in the objective function so that
the 3D pose obtained from the local optimization step respects the 2D image observations.
5.2 Future Work and Other Interesting Directions
Besides addressing the limitations of the current model, there are a number of promising
directions for future research. Some would involve introducing more parameters and chang-
ing the structure of the current model to make it more powerful. Others would involve
explore a wider range of applications beyond the imaging domain.
It has been shown in various work [9, 34, 65, 107] that a higher order dynamical model
might be more e!ective in capturing the complex dynamics in the dynamic texture and
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human motion. Rather than fixing the order of the Markov process, we can treat it as an
unknown model parameter and infer it by adding a control input vector ut to the current
state gt. The modeling of the higher order Markov process could be achieved by feeding
back concatenated observations xt!# :t!1 into the input vector ut, where ) is the maximum
order of the Markovian dynamics we wish to model. To infer the optimal ) , we can use
the same approach that was used to determine the dimensionality d of the low-dimensional
representations. The uncertainties of the parameters of the feedback are captured in the
form of a covariance matrix, where some of the inputs could be removed entirely if the
values of their entries in the covariance matrix become very large. By adding feedback
links, we no longer need to fix the order of the Markovian dynamics. The order inferred
during training would be data dependent. For instance, a first order dynamical process
might be selected for a time series with simple dynamics and a higher order dynamical
process would be used for a series with more complex dynamics. Thus, our model would
become more flexible and powerful in terms of modeling di!erent dynamics exhibited in
various time series datasets.
Other extensions to the proposed model include introducing control parameters on top
of the switching state layer in the graphical model shown in Figure 4·1 (c). For example,
we could introduce topology constraint parameters if the data we are dealing with has
known topology in the low-dimensional space. For instance, Lee and Elgammal [46] have
proposed to use a torus to embed body poses like walking and jumping, and Urtasun et
al. [104] have used a cylinder to embed walking poses. The topology parameters could
be incorporated into our model by following the approach adopted by Oh et al. [64] to
include the duration parameters in their switching linear dynamical systems. By replacing
the switching state layer with a factorial HMM [27], our formulation may be extended to
model motion style distributions as presented in [19, 109].
The work described in this thesis has been primarily applied to the high-dimensional
time series from the imaging domain. At the same time, the formulation of the proposed
models is quite general, and can be used to model high-dimensional time series and high-
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dimensional sequential data outside the imaging domain. For example, the proposed model
can be applied to analyze 19-channel EEG data from children with epileptic seizures for
monitoring and treatment purposes. An EEG (electroencephalogram) records the electrical
activity of the brain. In epilepsy, it is used to detect and to localize abnormal brain
behavior. For an introduction to EEG analysis with a special emphasize to pediatric
electroencephalography we refer the reader to [7]. Beyond time series, our model is useful
in analysis of the high-dimensional data that obeys a sequential ordering. For instance,
in biomedical research, the DNA microarray data is a type of high-dimensional sequential
data and is used to analyze gene expressions and interactions [80]. In this application,
our model might be used to analyze the microarray data and discover the underlying
interactions among the genes.
In this thesis we have focused on building a model that can be specified using a finite
number of parameters. However, this may lead to inflexible models and may yield unrea-
sonable inferences as pointed out in [60]. Non-parametric Bayesian models have become
very popular recently. These models are very flexible and many can be derived by starting
with a finite parametric model and taking the limit as the number of parameters goes to
infinity [4, 45, 61, 72, 73, 107]. In this way, the problem of model selection is no longer an
issue because the infinite models can entertain a continuum of models and average with
respect to all of these simultaneously. However, a major disadvantage for these infinite
models is that inference is generally expensive [45, 107] or computationally intractable
[4, 61, 72, 73]. Another disadvantage with these infinite models is that it is hard to in-
corporate expert knowledge when it is available. Methods that examine the properties of
data drawn from specific prior settings are interesting [101, 104] but not always entirely
feasible in infinite models.
Therefore, the models we build in this thesis are faster in terms of learning, and the
models are more flexible in terms of incorporating expert knowledge. Non-parametric
Bayesian models might provide us some insights into the data we are dealing with. It can
be considered as a counterpart to our proposed models. In most cases, if we understand
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the data we are dealing with, the models proposed in this thesis would be more suitable.
5.3 Conclusion
We have shown in this thesis that a parsimonious and informative representation can be
obtained for high-dimensional time series by reducing the dimensionality and modeling the
dynamics in a coupled model. Solving these two tasks simultaneously allows important
information to be exchanged mutually. However, as nonlinear models are required to
capture the rich complexity of these time series, the learning problem becomes harder as
the nonlinearities in both tasks are now coupled. To make learning tractable, we employ a
divide and conquer approach: the nonlinear manifold is approximated by piecewise linear
regions. Each local region is associated with its own linear dimensionality reducer and a
linear dynamical model. Coordination among the local linear dimensionality reducers is
needed to ensure consistent coordinates for the time series on the piecewise representation of
the manifold, and to assure consistency among local linear dynamical models. Similarly, the
linear dynamical models that approximate the nonlinear dynamical process on the manifold
must be consistent with the observed high-dimensional time series. Such coordination and
consistency constraints are enforced by estimating the parameters of the piecewise linear
models together with the coordination parameters during manifold learning. Learning of
the coordinated, piecewise representation is e"cient, without oversimplifying the model of
the underlying dynamical process.
With respect to solving the problem of overfitting when approximating the nonlinear
models with piecewise linear models, we have derived variational Bayesian (VB) learning
algorithms. The VB learning algorithms leverage on the knowledge of a good approxima-
tion of model prior distribution to choose the optimal number of linear models and the
dimensionality of the low-dimensional space, thus avoiding the problem of having a too
complex model that overfits the training data. The proposed model exploration approach
allows us to start with a simple linear model with straightforward model initialization and
avoids the local optima problem. Many EM-based learning algorithms are plagued by
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this problem and they require good model initialization to avoid being caught in the local
optima.
The key message in this thesis is that we should place equal importance on reducing the
dimensionality and modeling dynamics of the high-dimensional time series. Most existing
techniques mainly solve these modeling problems independently or by oversimplifying one of
them. By placing equal importance on these two problems and solving them simultaneously
in one coherent framework, we are able to model the high-dimensional time series with a
few parameters from the trained model accurately. We have demonstrated the advantages
of having such models in a variety of applications where the state-of-the-art accuracy and
e"ciency have been reported.
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Journals
1. Rui Li, Tai-Peng Tian, Stan Sclaro!. Simultaneous Learning of Nonlinear Manifold
and Dynamical Models from High-dimensional Time Series: A Variational Bayesian
Approach, in preparation.
2. Rui Li and Stan Sclaro!. Multi-scale 3D Scene Flow from Binocular Stereo Sequences,
Computer Vision and Image Understanding (CVIU), Vol. 110, No. 1, pp 75-90, 2008.
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1. Rui Li, Tai-Peng Tian and Stan Sclaro!, Simultaneous Learning of Nonlinear Man-
ifold and Dynamical Models for High-dimensional Time Series, in proceedings of
International Conference on Computer Vision(ICCV), 2007.
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• Computer Science Department, Boston University, Boston, MA. 09/2002-current.
Research Assistant for Prof. Stan Sclaro!.
– Human Motion Projects: Human pose estimation from learned space of valid
poses; 3D human tracking using learned prior models of valid body configura-
tions and dynamics.
– Stereo Motion Project: Bayesian multi-resolution 3D motion field estimation
from binocular stereo.
• Honda Research Institute, Mountain View, CA, Jun. 2005 - Oct. 2006.
Research Intern, supervised by Dr. Ming-Hsuan Yang.
– Human Motion Projects: 3D upper body pose estimation from depth images
using a learned prior model of valid poses; 3D human tracking using a learned
mixture models.
• Mitsubishi Electronic Research Lab (MERL), Cambridge, MA, Jun. 2008 - Dec.
2008.
Research Intern, supervised by Dr. Fatih Porikli.
– Medical Image Analysis Projects: 2D tumor segmentation with shape prior;
2D tumor tracking with shape prior.
Teaching Experience
• Computer Science Department, Boston University, Spring 2004, Spring 2005, Spring
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• Programming skills: Matlab, C/C++, CGI, PHP and Web server development. Fa-
miliar with OpenGL, SQL and Visual Basic, etc.
• Operating systems: Windows, Unix.
• Language skills: Spoken and written English; spoken and written Chinese.
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