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Resumen
Los contenidos se nutren, principalmente, del art´ıculo 245B, Notes 9: The Baire
category theorem and its Banach space consequences publicado en el blog What’s new con
autor´ıa de Terence Tao. El trabajo presenta una visio´n diferente y original del Teorema de
Baire de las que se exponen en los libros cla´sicos. Dicho resultado es interpretado como
una propiedad que cumplen ciertos conjuntos, llamados de primera categor´ıa, y se da
una analog´ıa entre los espacios de medida y los espacios me´tricos completos. Tambie´n se
tratan las tres principales consecuencias del Teorema de Baire: el Principio de Acotacio´n
Uniforme, el Teorema de la Aplicacio´n Abierta y el Teorema del Grafo Cerrado. Cada
uno de ellos es visto como una equivalencia entre la teor´ıa cualitativa y cuantitativa de
operadores. Por u´ltimo, se muestra brevemente el teorema de Hahn-Banach.
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Introduccio´n
El documento que se presenta a continuacio´n corresponde al Trabajo Final de Grado
del Grado en Matema´ticas de la Facultad de Matema´ticas de la Universidad de Barcelona
realizado por Sergi Arias Garcia.
Los contenidos se nutren, principalmente, del art´ıculo 245B, Notes 9: The Baire
category theorem and its Banach space consequences publicado en el blog What’s new
con autor´ıa de Terence Tao. En el citado art´ıculo se presentan, de forma distinta a la
visio´n cla´sica, los Teoremas de Baire, Principio de Acotacio´n Uniforme, Teorema de la
Aplicacio´n Abierta y Teorema del Grafo Cerrado. Tanto la estructura como las ideas
que se desarrollan a lo largo del trabajo se basan en el mencionado art´ıculo. Adema´s, se
incluyen como resultados algunos de los ejercicios propuestos por el autor en el blog.
El trabajo esta´ estructurado en tres cap´ıtulos. En el primero de ellos se presenta
una visio´n diferente y original del Teorema de Baire de las que se exponen en los libros
cla´sicos. Dicho resultado es interpretado como una propiedad que cumplen ciertos con-
juntos, llamados de primera categor´ıa, y se da una analog´ıa entre los espacios de medida
y los espacios me´tricos completos, motivada por la similitud que guardan los conjuntos
nulos, en los espacios de medida, y los conjuntos de primera categor´ıa, en los espacios
me´tricos completos.
El segundo cap´ıtulo muestra las tres principales consecuencias del Teorema de Baire,
que son tres pilares del Ana´lisis Funcional: el Principio de Acotacio´n Uniforme, el Teorema
de la Aplicacio´n Abierta y el Teorema del Grafo Cerrado. Cada uno de ellos es visto como
una equivalencia entre la teor´ıa cualitativa y cuantitativa de operadores. Se presentan
tambie´n algunos resultados derivados de estos tres teoremas.
El u´ltimo cap´ıtulo muestra brevemente el Teorema de Hahn-Banach, otro resultado
fundamental del Ana´lisis Funcional, y un corolario en la teor´ıa de espacios complementados.
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Cap´ıtulo 1
El Teorema de Baire
En este primer cap´ıtulo se pretende, en primer lugar, caracterizar la nocio´n de
conjunto “pequen˜o”. El concepto puede variar segu´n el contexto en el que se trabaja.
Por ejemplo, en un espacio de medida, los conjuntos nulos (aquellos de medida cero)
podr´ıan ajustarse bastante a nuestro cometido. Sin embargo, si nos encontramos en un
espacio me´trico completo, ser´ıa ma´s apropiado considerar los conjuntos raros: aquellos
cuya adherencia tiene interior vac´ıo. El Teorema de Baire se puede interpretar, de hecho,
como una propiedad que cumplen estos conjuntos raros.
En segundo lugar se presenta, partiendo de que conjuntos nulos y de primera cate-
gor´ıa (unio´n numerable de conjuntos raros) son parecidos, una analog´ıa entre espacios de
medida y espacios me´tricos completos.
1.1. El Teorema de Diferenciacio´n de Lebesgue
Con el objetivo de caracterizar los conjuntos nulos, vamos a necesitar un resultado
fundamental del Ana´lisis Real: el Teorema de Diferenciacio´n de Lebesgue. E´ste resultado
es consecuencia del Lema de recubrimiento y del Teorema de Hardy-Littlewood.
Lema 1.1.1. (Lema de recubrimiento) Sea K ⊆ Rd compacto. Sea Φ un recubrimiento de
K por cubos abiertos. Entonces existen Q1, ..., Qm ⊆ Φ cubos disjuntos dos a dos tal que
K ⊆ ∪mi=1 3Qi,
donde 3Qi denota el cubo conce´ntrico con Qi cuyo lado tiene el triple de longitud que Qi.
Demostracio´n (ver Lema (8.2) en [3])
Por la compacidad de K deducimos que existen I1, ..., Il cubos abiertos de Φ tal que
K ⊆ ∪li=1 Ii.
Denotamos por Q1 al cubo Ij que tenga longitud de lado ma´xima entre los l cubos
anteriores.
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Ahora, si Ii ∩ Q1 6= ∅ para algu´n 1 ≤ i ≤ l, entonces Ii ⊆ 3Q1. En efecto, dado
y ∈ Ii, si tomamos x ∈ Ii ∩Q1 y xQ1 el centro de Q1, obtenemos
‖ y − xQ1 ‖∞ ≤ ‖ y − x ‖∞ + ‖ x− xQ1 ‖∞ ≤ long(Ii) +
long(Q1)
2
≤ 3long(Q1)
2
.
Ahora denotamos por Q2 al cubo de longitud ma´xima de entre los I1, ..., Il que no
intersecan a Q1 (observar que si esto no fuese posible entonces K ⊆ ∪li=1 Ii ⊆ 3Q1 y ya
hemos acabado).
Repitiendo este proceso, como tenemos un nu´mero finito de cubos, obtenemos ciertos
Q1, ..., Qm con m ≤ l, disjuntos por construccio´n, y tal que
K ⊆ ∪li=1 Ii ⊆ unionmultimi=1 3Qi. 
Definicio´n 1.1.2. Si f : Rd −→ R es una funcio´n localmente integrable, se define el
operador maximal de Hardy-Littlewood como:
Mf(x) := sup
Q3x
1
|Q|
∫
Q
|f(y)|dy.
Lema 1.1.3. El conjunto {x ∈ Rd : Mf(x) > α}, con α > 0, es abierto y, por tanto,
Lebesgue-medible.
Demostracio´n
Tomemos x ∈ Rd tal que
sup
Q3x
1
|Q|
∫
Q
|f(y)|dy > α.
Entonces, por definicio´n de supremo, existe Q0 3 x un cubo abierto tal que
1
|Q0|
∫
Q0
|f(y)|dy > α.
Ahora, para todo t ∈ Q0,
sup
Q3t
1
|Q|
∫
Q
|f(y)|dy ≥ 1|Q0|
∫
Q0
|f(y)|dy > α
y, por tanto, Q0 ⊆ {x ∈ Rd : Mf(x) > α}. Luego {x ∈ Rd : Mf(x) > α} es abierto.

Teorema 1.1.4. (Teorema de Hardy-Littlewood) Para toda f ∈ L1(Rd) existe una cons-
tante Ad > 0, que depende de d, tal que
|{x ∈ Rd : Mf(x) > α}| ≤ Ad ‖ f ‖L1
α
.
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Demostracio´n (ver Teorema (8.1) en [3])
Sea K ⊆ {x ∈ Rd : Mf(x) > α} compacto. As´ı, dado x ∈ K, podemos tomar
Qx 3 x un cubo abierto cumpliendo
1
|Qx|
∫
Qx
|f(y)|dy > α.
Obtenemos una coleccio´n {Qx}x∈K que recubre a K. Por el Lema de recubrimiento
(Lema 1.1.1), existen Q1, ..., Qm ⊆ {Qx}x∈K disjuntos dos a dos tales que K ⊆ ∪mi=1 3Qi
y, adema´s, para cada 1 ≤ i ≤ m se cumple
1
|Qi|
∫
Qi
|f(y)|dy > α.
Ahora,
|K| ≤
m∑
i=1
|3Qi| = 3d
m∑
i=1
|Qi| ≤ 3d
m∑
i=1
1
α
∫
Qi
|f(y)|dy = 3
d
α
∫
⊎m
i=1Qi
|f(y)|dy ≤ 3
d
α
‖ f ‖L1 .
Por u´ltimo, como la medida de Lebesgue es interiormente regular,
|{x ∈ Rd : Mf(x) > α}| = sup{|K| : K compacto, K ⊆ {x ∈ Rd : Mf(x) > α}} ,
y, por tanto, si denotamos Ad = 3
d,
|{x ∈ Rd : Mf(x) > α}| ≤ Ad ‖ f ‖L1
α
. 
Teorema 1.1.5. (Teorema de diferenciacio´n de Lebesgue (para cubos)): Sea f : Rd −→ R
localmente integrable. Entonces,
l´ım
|Q|−→0,x∈Q
1
|Q|
∫
Q
f(y)dy = f(x) a.e x ∈ Rd.
Demostracio´n (ver Teorema 3.1 en [1])
Sea {Qn}n∈N un recubrimiento de Rd por cubos cerrados (por ejemplo, {[−n, n]d}n∈N).
Entonces ∣∣∣∣{x ∈ Rd : l´ım|Q|−→0,x∈Q 1|Q|
∫
Q
f(y)dy 6= f(x)
}∣∣∣∣ =
=
∣∣∣∣∪n∈N{x ∈ Qn : l´ım|Q|−→0,x∈Q 1|Q|
∫
Q
f(y)dy 6= f(x)
}∣∣∣∣ ≤
5
≤
∑
n∈N
∣∣∣∣{x ∈ Qn : l´ım|Q|−→0,x∈Q 1|Q|
∫
Q
f(y)dy 6= f(x)
}∣∣∣∣ .
As´ı, es suficiente demostrar que∣∣∣∣{x ∈ Qn : l´ım|Q|−→0,x∈Q 1|Q|
∫
Q
f(y)dy 6= f(x)
}∣∣∣∣ = 0
para todo n ∈ N.
Fijado un n0 ∈ N, nos interesa lo que ocurre en el cubo Qn0 y, as´ı, podemos suponer
que f es nula fuera de dicho cubo. Como f es localmente integrable deducimos que
f ∈ L1(Rd). Veamos ahora que los conjuntos
Eα =
{
x ∈ Rd : l´ım sup
|Q|−→0,x∈Q
1
|Q|
∣∣∣∣∫
Q
(f(y)− f(x))dy
∣∣∣∣ > 2α
}
,
con α > 0, son nulos. De e´sta forma, tendr´ıamos∣∣∣∣{x ∈ Qn0 : l´ım|Q|−→0,x∈Q 1|Q|
∫
Q
f(y)dy 6= f(x)
}∣∣∣∣ ≤
≤
∣∣∣∣{x ∈ Rd : l´ım|Q|−→0,x∈Q 1|Q|
∫
Q
f(y)dy 6= f(x)
}∣∣∣∣ =
=
∣∣∣∪n∈NE 1
n
∣∣∣ ≤ ∑
n∈N
∣∣∣E 1
n
∣∣∣ = 0.
Dado ε > 0, como Cc(Rd) = L1(Rd) (visto en Ana´lisis Real y Funcional), podemos
encontrar g ∈ Cc(Rd) tal que
‖f − g‖L1 < ε.
Fijemos x y tomemos un cubo Q 3 x. Observemos que
∣∣∣∣ 1|Q|
∫
Q
(f(y)− g(y))dy
∣∣∣∣ ≤ 1|Q|
∫
Q
|f(y)− g(y)| dy ≤M(f − g)(x). (1.1.1)
Adema´s, como g es continua, tenemos que para todo ε > 0 existe un δ > 0 tal que
si |x − y| < δ entonces |g(x) − g(y)| < ε. As´ı, tomando Q de longitud suficientemente
pequen˜a, ∣∣∣∣ 1|Q|
∫
Q
g(y)dy − g(x)
∣∣∣∣ ≤ 1|Q|
∫
Q
|g(y)− g(x)|dy < ε,
y, por tanto,
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l´ım sup
|Q|−→0,x∈Q
1
|Q|
∫
Q
g(y)dy = g(x). (1.1.2)
Ahora, de la igualdad
1
|Q|
∫
Q
f(y)dy − f(x) =
(
1
|Q|
∫
Q
(f(y)− g(y))dy
)
+
(
1
|Q|
∫
Q
g(y)dy − g(x)
)
+
+ (g(x)− f(x))
deducimos, mediante la desigualdad triangular y (1.1.1),
∣∣∣∣ 1|Q|
∫
Q
f(y)dy − f(x)
∣∣∣∣ ≤M(f − g)(x) + ∣∣∣∣ 1|Q|
∫
Q
g(y)dy − g(x)
∣∣∣∣ + |f(x)− g(x)|.
Pasando esta u´ltima desigualdad al l´ımite y usando (1.1.2), obtenemos
l´ım sup
|Q|−→0,x∈Q
∣∣∣∣ 1|Q|
∫
Q
f(y)dy − f(x)
∣∣∣∣ ≤M(f − g)(x) + |f(x)− g(x)|.
De este modo,
|Eα| ≤ |{x ∈ Rd : M(f − g)(x) > α}|+ |{x ∈ Rd : |f(x)− g(x)| > α}|.
Ahora observamos que, por un lado, usando el Teorema de Hardy-Littlewood (Teo-
rema 1.1.4), existe Ad > 0 tal que
|{x ∈ Rd : M(f − g)(x) > α}| ≤ Ad ‖ f − g ‖L1
α
<
εAd
α
,
y por otro lado, usando la desigualdad de Tchebyshev,
|{x ∈ Rd : |f(x)− g(x)| > α}| ≤ 1
α
‖ f − g ‖L1< ε
α
.
Por u´ltimo,
|Eα| ≤ Adε
α
+
ε
α
=
(Ad + 1)ε
α
,
y, como hemos tomado ε arbitrario, haciendo ε −→ 0 obtenemos |Eα| = 0. 
Se presenta ahora una versio´n ligeramente distinta del Teorema de Diferenciacio´n de
Lebesgue en el que se usan bolas centradas en lugar de cubos. Cabe tener en cuenta que
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el operador maximal de Hardy-Littlewood tambie´n se puede definir para bolas centradas,
de la siguiente forma:
MB.Cf(x) := sup
r>0
1
|Br(x)|
∫
Br(x)
f(y)dy.
Lema 1.1.6. El conjunto {x ∈ Rd : MB.Cf(x) > α}, con α > 0, es abierto y, por tanto,
Lebesgue-medible.
Demostracio´n (ver Lema 3.2 en [1])
Dado x ∈ {x ∈ Rd : MB.Cf(x) > α}, tomemos r > 0 tal que
1
|Br(x)|
∫
Br(x)
|f(y)|dy = β > α.
Tomemos δ > 0 tal que (r+δ)
d
rd
< β
α
. Veamos que se cumple Bδ(x) ⊆ {x ∈ Rd :
MB.Cf(x) > α}. Para ello tomemos z ∈ Bδ(x) y observemos que, por la desigualdad
triangular, Br(x) ⊆ Br+δ(z). Entonces, teniendo en cuenta que (ver Ape´ndice)
|Br(x)| = pi
d
2 rd
Γ(d
2
+ 1)
,
se cumple
∫
Br+δ(z)
|f(y)|dy ≥
∫
Br(x)
|f(y)|dy = β|Br(x)| = β r
d
(r + δ)d
|Br+δ(z)| > α|Br+δ(z)|,
y, por tanto, z ∈ {x ∈ Rd : MB.Cf(x) > α}. 
Teorema 1.1.7. (Teorema de Diferenciacio´n de Lebesgue (para bolas centradas)) Sea
f : Rd −→ R localmente integrable. Entonces,
l´ım
r−→0
1
|Br(x)|
∫
Br(x)
f(y)dy = f(x) a.e x ∈ Rd.
Demostracio´n
Sea x ∈ Rd. Para cualquier bola centrada en x podemos encontrar un cubo Q tal
que Br(x)  Q  B2r(x) (por ejemplo, el cubo centrado en x de longitud r). Adema´s,
teniendo en cuenta (ver Ape´ndice) la igualdad
|Br(x)| = pi
d
2 rd
Γ(d
2
+ 1)
,
se deduce que
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|Q| ≤ |B2r(x)| = 2d|Br(x)|.
As´ı, tenemos la desigualdad
1
|Br(x)|
∫
Br(x)
|f(y)|dy ≤ 2
d
|Q|
∫
Q
|f(y)|dy
y, por tanto, MB.Cf(x) ≤ 2dMf(x).
De este modo, dado α > 0, se deduce, usando el Teorema de Hardy-Littlewood
(Teorema 1.1.4),
|{x ∈ Rd : MB.Cf(x) > α}| ≤ |{x ∈ Rd : 2dMf(x) > α}| ≤ 2
d
α
Ad‖f‖1.
Ahora, con una demostracio´n ana´loga a la del Teorema 1.1.5, pero usando el operador
MB.C y tomando los l´ımites como
l´ım
r−→0
1
|Br(x)|
∫
Br(x)
f(y)dy,
obtenemos el resultado. 
1.2. Conjuntos nulos y conjuntos raros
Situe´monos en un espacio eucl´ıdeo Rd con medida de Lebesgue |.|. Podemos caracte-
rizar los conjuntos de medida positiva del siguiente modo:
Proposicio´n 1.2.1. Dado E ⊆ Rd un subconjunto medible, se cumple |E| > 0 si, y solo
si, para todo  > 0 existe una bola B tal que
|E ∩B| ≥ (1− )|B|.
E´ste resultado nos dice que si E es un conjunto de medida positiva, entonces, por
muy “disperso”que este´, podremos agruparlo pra´cticamente en su totalidad dentro de
una bola. Los conjuntos nulos podr´ıan considerarse como aquellos que no cumplen esta
propiedad.
Demostracio´n
Por un lado, si para todo  > 0 existe una bola B tal que
|E ∩B| ≥ (1− )|B|,
basta fijar 0 <  < 1 y as´ı
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|E| ≥ |E ∩B| ≥ (1− )|B| > 0.
Para ver el rec´ıproco, tomemos E ⊆ Rd con |E| > 0, y consideremos su funcio´n
caracter´ıstica χE. Aplicando el Teorema de Diferenciacio´n de Lebesgue para bolas centradas
(Teorema 1.1.7), obtenemos
l´ım
r−→0
|E ∩Br(x)|
|Br(x)| = l´ımr−→0
1
|Br(x)|
∫
Br(x)
χE(x)dx = χE(x) a.e x ∈ Rd,
y as´ı,
l´ım
r−→0
|E ∩Br(x)|
|Br(x)| = 1 a.e x ∈ E. (1.2.1)
Por u´ltimo, como |E| > 0, existe x ∈ E para el cual se cumple (1.2.1) y, as´ı, dado
 > 0 podremos encontrar una bola B tal que∣∣∣∣ |E ∩B||B| − 1
∣∣∣∣ <  ⇒ |E ∩B| ≥ (1− )|B|. 
Se considera a continuacio´n un espacio me´trico completo X con distancia d.
Definicio´n 1.2.2. Se dice que un subconjunto E de X es raro si su adherencia tiene
interior vac´ıo, es decir, E
o
= ∅.
Definicio´n 1.2.3. Se dice que un subconjunto E de X es denso en una bola B si
B = E ∩B.
Los conjuntos raros son, de hecho, aquellos que no son densos en ninguna bola:
Lema 1.2.4. E ⊆ X es denso en una bola si, y solo si, no es raro.
Demostracio´n
Supongamos que E es denso en una bola B. Entonces B = E ∩B ⊆ E y, por tanto,
∅ 6= Bo ⊆ Bo ⊆ Eo .
Rec´ıprocamente, supongamos que E
o 6= ∅. Entonces existe una bola B ⊆ E. Veamos
que E ∩B = B.
Claramente E ∩B ⊆ B. Para ver la otra inclusio´n, tomemos x ∈ B. Entonces existe
una sucesio´n (xn)n ⊆ B tal que d(xn, x) −−−→
n→∞
0. Ahora bien, como B ⊆ E, para cada xn
existe una sucesio´n (yn,m)m ⊆ E tal que d(xn, yn,m) −−−→
m→∞
0.
Notemos por x0 al centro de la bola B y por r a su radio. Sea  > 0. Para cada n
tomemos mn cumpliendo
d(yn,mn , xn) < min
( 
2
, r − d(xn, x0)
)
.
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As´ı, para toda n,
d(yn,mn , x0) ≤ d(yn,mn , xn) + d(xn, x0) < r ⇒ yn,mn ∈ B,
y, por otro lado, tomando n suficientemente grande, tendremos que d(xn, x) ≤ 2 . Como
consecuencia
d(yn,mn , x) ≤ d(yn,mn , xn) + d(xn, x) ≤

2
+

2
= .
De este modo, hemos encontrado una sucesio´n (yn,mn)n ⊆ E ∩ B que tiende a x y, por
tanto, x ∈ E ∩B. 
Ejemplo 1.2.5. (Ver [8]) Todo subespacio propio S de un espacio vectorial normado V
es raro. En efecto, supongamos que S
o
= S
o 6= ∅. Entonces, existen x ∈ S y r > 0 tal
que B
o
r (x) ⊆ S. Si tomamos z ∈ V , z 6= 0, entonces
y = x+
r
2 ‖ z ‖z
esta´ en B
o
r (x) ⊆ S dado que ‖ y − x ‖=‖ r2‖z‖z ‖= r2 . Luego z = 2‖z‖r (y − x) ∈ S.
Concluimos entonces que S = V , contradiciendo que S es propio. Debe ser S
o
= ∅.
Ejemplo 1.2.6. El conjunto de los nu´meros racionales Q es denso en R y, por tanto, no
es raro.
1.3. Dos versiones del Teorema de Baire
El Teorema de Baire, en su versio´n cla´sica, se enuncia del siguiente modo:
Teorema 1.3.1. (Teorema de Categor´ıas de Baire (Versio´n Cla´sica)) La interseccio´n de
conjuntos abiertos y densos es densa.
Sin embargo, partiremos de la siguiente versio´n del Teorema de Baire (publicada en
[6]) que, ma´s adelante, veremos que equivale a su versio´n cla´sica.
Teorema 1.3.2. (Teorema de Categor´ıas de Baire (Versio´n no cla´sica)) Sea (En)n∈N una
coleccio´n de subconjuntos de un espacio me´trico completo X. Supongamos que ∪n∈NEn
contiene una bola B. Entonces al menos uno de los En es denso en una sub-bola B
′ de B.
Observemos que el teorema puede interpretarse como una propiedad que cumplen
los conjuntos raros, pues pasa´ndolo al contrarec´ıproco y usando el Lema 1.2.4 obtenemos
que la unio´n numerable de conjuntos raros no puede contener una bola.
Demostracio´n Teorema 1.3.2 (ver Teorema 1 en [6])
Veamos que la unio´n numerable de conjuntos raros no puede contener una bola. Para
ello, supongamos que podemos recubrir una bola Br0(x0) por una familia de conjuntos
raros, (En)n∈N, y llegaremos a una contradiccio´n.
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En primer lugar, observemos que si un conjunto E es raro, cualquier bola B contiene
una bola B′ disjunta de E. En efecto, si para toda bola B no pudie´semos encontrar tal
bola B′, B ⊆ E y Eo ⊇ Bo 6= ∅.
En virtud de esta observacio´n, tomando B = B r0
10
(x0) podemos encontrar una sub-
bola Br1(x1) disjunta de E1. Supongamos, tambie´n, que r1 ≤ r010 . Ana´logamente, dentro
de B r1
10
(x1) podremos encontrar otra bola Br2(x2) disjunta de E2 y con r2 ≤ r110 .
Repitiendo el proceso, vamos obteniendo bolas Brn(xn) disjuntas de E1, ..., En tales
que
Brn(xn) ⊆ B rn−1
10
(xn−1) y rn ≤ rn−1
10
.
Ahora, fije´monos que la sucesio´n de centros (xn)n∈N es de Cauchy. En efecto, dado
y ∈ Brn(xn),
d(xn, xn−1) ≤ d(xn, y) + d(y, xn−1) ≤ rn + rn−1
10
≤ 2rn−1
10
≤ 2r0
10n
.
De este modo, y usando la completitud de X, existe un elemento x ∈ X tal que
xn −→ x. Adema´s, observamos que x ∈ Brn−1(xn−1) para todo n ≥ 1, pues
d(x, xn−1) ≤ d(xn, xn−1) + d(xn+1, xn) + ... ≤ rn−1
10
+
rn
10
+ ... =
= rn−1
(
1
10
+
1
102
+ ...
)
≤ rn−1.
En conclusio´n, x es un elemento de Br0(x0) que no esta´ en ninguno de los En,
contradiciendo que e´stos recubren a Br0(x0). 
Corolario 1.3.3. Todo espacio me´trico completo X no vac´ıo y sin puntos aislados es no
numerable.
Demostracio´n
Supongamos que X es numerable. Entonces lo podemos expresar como X = {xn}n∈N.
Sean En = {xn}, n ∈ N. Los conjuntos En son cerrados y, por tanto, En = En. Como X
no tiene puntos aislados, {xn} tiene interior vac´ıo para toda n. As´ı, tenemos la igualdad
En
o
= (En)
o
= {xn}o = ∅
y, en consecuencia, los conjuntos {En}n∈N son raros.
As´ı, por el Teorema de Baire (Teorema 1.3.2), X = ∪n∈NEn no puede contener
una bola, es decir, X = X
o
= ∅, lo que contradice las hipo´tesis. Luego X no puede ser
numerable. 
Observacio´n 1.3.4. El Corolario 1.3.3 nos permite deducir que el Teorema de Baire
(Teorema 1.3.2) falla para espacios me´tricos incompletos. En efecto, si fuese cierto para
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espacios me´tricos incompletos, aplicando el Corolario 1.2.7 para X = Q, obtendr´ıamos
que los racionales no ser´ıan numerables.
Corolario 1.3.5. Los espacios Rn y Cn no pueden ser recubiertos por unio´n numerable
de subespacios propios.
Demostracio´n
Si recubrie´semos Rn o Cn por subespacios propios, en virtud del Ejemplo 1.2.5 y del
Teorema de Baire (Teorema 1.3.2), Rn y Cn no podr´ıan contener una bola. 
A continuacio´n, vamos a proceder a demostrar la equivalencia entre las dos versiones
expuestas anteriormente del Teorema de Baire. Antes necesitaremos el siguiente Lema:
Lema 1.3.6. Sea X un espacio me´trico. Si E ⊆ X es raro, entonces existe un conjunto
C abierto y denso en X tal que C ⊆ Ec.
Demostracio´n
Basta tomar C = E
c ⊆ Ec. Como E es cerrado, C = Ec es abierto y, adema´s, denso
en X, pues
C = E
c
= X \ Eo = X. 
Teorema 1.3.7. El Teorema 1.3.1 y el Teorema 1.3.2 son equivalentes.
Demostracio´n
Teorema 1.3.2 ⇒ Teorema 1.3.1
Se trata de ver que dada una coleccio´n {En}n∈N de conjuntos abiertos y densos, su
interseccio´n es densa.
Sea E = ∩n∈NEn y Ec = ∪n∈NEcn. Observamos lo siguiente:
- {En}n∈N abiertos ⇒ {Ecn}n∈N cerrados ⇒ Ecn = Ecn ∀n ∈ N.
- {En}n∈N densos ⇒ En = X ∀n ∈ N.
As´ı, tenemos para todo n ∈ N la igualdad
X = En = (Ecn)
c = X \ (Ecn)
o
= X \ Ecn
o
,
que nos permite deducir que Ecn
o
= ∅ y, por tanto, los {Ecn}n∈N son raros.
Por hipo´tesis, Ec = ∪n∈NEcn no puede contener una bola, es decir, tiene interior
vac´ıo. De esta forma, deducimos que E es denso en X ya que se cumple la igualdad
E = (Ec)c = X \ (Ec)o = X \ ∅ = X.
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Teorema 1.3.1 ⇒ Teorema 1.3.2
Se trata de ver que, dada una coleccio´n {En}n∈N de conjuntos raros, E = ∪n∈NEn
no puede contener una bola.
Por el Lema 1.3.6, existen conjuntos {Cn}n∈N abiertos y densos tales que Cn ⊆ Ecn
para todo n ∈ N. Adema´s, por hipo´tesis, ∩n∈NCn = X. De este modo, tenemos la siguiente
relacio´n
Ec = ∩n∈NEcn ⊇ ∩n∈NCn = X
y, as´ı, se obtiene X = Ec = X \ Eo .
Luego E
o
= ∅, es decir, E no contiene ninguna bola. 
1.4. Espacios de medida y espacios me´tricos comple-
tos
Como se ha comentado anteriormente, los conjuntos nulos en un espacio de medida
y los conjuntos raros en un espacio me´trico completo se ajustar´ıan bastante a la nocio´n
de conjunto ”pequen˜o”. Esto nos permite plantear una cierta analog´ıa entre estos dos
contextos.
Definicio´n 1.4.1. En un espacio me´trico,
i) Se dice que un conjunto es de primera categor´ıa si puede ser expresado como
unio´n numerable de conjuntos raros.
ii) Se dice que un conjunto es de segunda categor´ıa si no es de primera categor´ıa.
iii) Se dice que un conjunto es residual si su complementario es de primera categor´ıa.
iv) Se dice que E es un conjunto de Baire si puede expresarse como
E = G4 P := (G ∪ P ) \ (G ∩ P ) ,
donde G es un conjunto abierto y P es de primera categor´ıa.
Tenemos, entonces, la siguiente analog´ıa entre espacios me´tricos completos y espacios
de medida:
Espacio me´trico completo Espacio de medida
Primera categor´ıa Nulo
Segunda categor´ıa Conjunto de medida positiva
Residual Conjunto de medida ma´xima
Baire Medible
Cuadro 1.1: Tabla extra´ıda de [6]
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Observacio´n 1.4.2. i) Los conjuntos raros son de primera categor´ıa.
ii) Por el Teorema de Baire (Teorema 1.3.2), los conjuntos de primera categor´ıa
tienen interior vac´ıo.
iii) Los conjuntos con interior denso son residuales. En efecto, si Ao = X, entonces
X \ A
o
= (X \ Ao)o = X \ Ao = X \X = ∅.
iv) Los conjuntos residuales son densos. En efecto, si A = X \ E con E de primera
categor´ıa, entonces, por ii), tenemos E
o
= ∅ y as´ı A = X \ E = X \ Eo = X.
v) Los conjuntos de primera categor´ıa son cerrados bajo uniones numerables. En
efecto, si An = ∪m≥1Enm, n ≥ 1, son conjuntos de primera categor´ıa, con los Enm raros, en-
tonces su unio´n A = ∪n≥1An = ∪n≥1∪m≥1Enm es, reordenando los conjuntos, A = ∪p≥1Ep.
vi) Si A es de primera categor´ıa y B es un conjunto arbitrario, entonces A ∩B es
de primera categor´ıa. Esto es consecuencia de que todo subconjunto de un conjunto raro
es raro, pues si E es raro y F ⊆ E, entonces F ⊆ E ⇒ F ⊆ E ⇒ F o ⊆ Eo = ∅. As´ı, si
A = ∪n≥1En, entonces A ∩B = ∪n≥1(En ∩B), con los En ∩B raros.
Los conjuntos de primera categor´ıa y los conjuntos nulos guardan bastantes si-
militudes como, por ejemplo, que ambos son cerrados bajo uniones numerables y bajo
intersecciones con conjuntos arbitrarios. Ahora bien, los conceptos pueden diferir en la
pra´ctica. Tomemos dos ejemplos que ilustran este hecho:
Ejemplo 1.4.3. (Conjunto de primera categor´ıa no nulo) Tomemos la recta real R con
la distancia eucl´ıdea y estructura de espacio de medida. Sea Q = (qn)n∈N y consideremos
el conjunto
A = ∪∞n=1
(
qn − 1
2n
, qn +
1
2n
)
.
Observamos que A es unio´n numerable de abiertos y, por tanto, abierto. Adema´s,
como A contiene los racionales, es denso en R. Por la Observacio´n 1.4.2.iii), A es residual
y, por tanto, Ac es de primera categor´ıa.
Ahora bien, como
|A| ≤
∞∑
n=1
2
2n
= 2 · 1 = 2,
Ac tiene medida infinita en R.
Ejemplo 1.4.4. (Conjunto nulo que es de segunda categor´ıa) Tomando las mismas
hipo´tesis que en el Ejemplo 1.4.3, consideremos el conjunto
B = ∩∞m=1 ∪∞n=1
(
qn − 1
m2n
, qn +
1
m2n
)
.
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Si llamamos Fm = ∪∞n=1
(
qn − 1m2n , qn + 1m2n
)
entonces
B = ∩∞m=1Fm.
Observamos que los Fm son decrecientes y como |F1| = |A| ≤ 2 <∞,
|B| = l´ım
m−→∞
|Fm| ≤ l´ım
m−→∞
∞∑
n=1
2
m2n
= l´ım
m−→∞
2
m
= 0.
Luego B es nulo. Ahora bien, los Fm son unio´n numerable de abiertos y, por tanto,
abiertos. Adema´s, los Fm son densos en R porque contienen los racionales. De este modo,
por la Observacio´n 1.4.2.iii) los Fm son residuales. As´ı, para todo m existen Em de primera
categor´ıa tal que Fm = X \ Em y por tanto B puede expresarse como
B = ∩∞m=1 (X \ E) = X \ (∪∞m=1Em) .
Luego B es residual y, en consecuencia, no es de primera categor´ıa.
Otro interesante ejemplo de conjuntos de primera categor´ıa que tienen medida
infinita es el de los nu´meros diofa´nticos:
Definicio´n 1.4.5. Un nu´mero real x es diofa´ntico si para todo  > 0 existe c > 0 tal que∣∣∣∣x− pq
∣∣∣∣ ≥ c|q|2+
para todo nu´mero racional p
q
.
Lema 1.4.6. (Lema de Borell-Cantelli) En un espacio de medida con medida µ se tiene
∞∑
n=1
µ(An) <∞⇒ µ(l´ım sup
n∈N
An) = 0.
Demostracio´n
La sucesio´n (∪m≥nAm)n∈N es decreciente y µ(∪m≥1Am) ≤
∑
m≥1 µ(Am) <∞. Por tanto,
µ(l´ım sup
n∈N
An) = µ (∩∞n=1 ∪m≥n Am) = l´ım
n−→∞
µ (∪m≥nAm) ≤ l´ım
n−→∞
∞∑
m=n
µ(Am) = 0. 
Proposicio´n 1.4.7. El conjunto de los nu´meros diofa´nticos tiene medida infinita y es de
primera categor´ıa.
Demostracio´n (Ver [9])
Consideremos un intervalo cerrado [a, b], a < b. Fijemos  > 0, q ∈ N y definamos el
conjunto
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A(, q) =
{
x ∈ [a, b] : ∃ p ∈ [aq, bq] ∩ Z tq
∣∣∣∣x− pq
∣∣∣∣ < 1q2+
}
.
A(, q) esta formado por q − 1 intervalos de longitud 2
q2+
y, en los extremos a y b,
por dos semi-intervalos de longitud 1
q2+
, que los podemos tratar como uno de longitud
2
q2+
. As´ı,
|A(, q)| ≤
q∑
n=1
2
q2+
= q
2
q2+
=
2
q1+
.
Entonces, tenemos que
∞∑
q=1
|A(, q)| ≤
∞∑
q=1
2
q1+
<∞
y, por el Lema de Borell-Cantelli (Lema 1.4.6),∣∣∣∣l´ım sup
q∈N
A(, q)
∣∣∣∣ = 0.
Observemos que
l´ım sup
q∈N
A(, q) = ∩n≥1 ∪q≥n A(, q) =: A()
esta´ formado por los x ∈ [a, b] que se encuentran en A(, q) para infinitos q. Definamos
el conjunto
A := ∪∞n=1A
(
1
n
)
,
que es nulo. Queremos ver que los nu´meros no diofa´nticos en [a, b] esta´n contenidos
en A. Sea x ∈ [a, b] no diofa´ntico. Entonces se cumple
∃  > 0 : ∀c > 0, ∃ p
q
∈ Q :
∣∣∣∣x− pq
∣∣∣∣ < c|q|2+ ,
y, en particular,
∃ > 0 y
(
pk
qk
)
k∈N
⊆ Q :
∣∣∣∣x− pkqk
∣∣∣∣ q2+k < 1k ,
y as´ı, la sucesio´n (|x− pk
qk
|q2+k )k tiende a 0 cuando k tiende a infinito. Luego para
todo δ > 0 podemos encontrar un k0 ∈ N tal que para cualquier k ≥ k0 se cumple∣∣∣∣x− pkqk
∣∣∣∣ < δq2+k < δq2+ 1n0k
17
para cierto natural tal que n0 >
1

. Si tomamos δ = 1 obtenemos que x ∈ A( 1
n0
, qk).
Para ver que x ∈ A basta ver que la sucesio´n (qk)k no esta´ acotada. En efecto,
supongamos que esta´ acotada y veamos que no es posible. En primer lugar, como (|x−
pk
qk
|q2+k )k tiende a 0 deducimos que debe ser (|x− pkqk |)k −→ 0, es decir, (
pk
qk
)k −→ x. Al
estar (qk)k acotada, existe una parcial formada por un u´nico natural, pongamos m, tal que(pkn
m
)
kn
−→ x
y, por tanto, pkn −→ mx. Ahora bien, esto es absurdo puesto que los pkn son enteros
y xm es irracional.
De este modo, si denotamos por D al conjunto de los nu´meros diofa´nticos, tenemos
que |Dc ∩ [a, b]| ≤ |A| = 0. Luego
|Dc| = |R ∩ Dc| = | ∪n≥1 ([−n, n] ∩ Dc) | ≤
∑
n≥1
|[−n, n] ∩ Dc| = 0
y as´ı |D| =∞.
Para ver que son de primera categor´ıa, tomemos k ∈ N y consideremos el conjunto
B(k) =
{
x ∈ R :
∣∣∣∣x− pq
∣∣∣∣ ≥ 1kq3 , ∀ pq ∈ Q
}
.
En primer lugar, B(k) es cerrado puesto que si (xk)k ⊆ B(k), entonces x ∈ B(k), ya
que ∣∣∣∣ l´ımk−→∞xk − pq
∣∣∣∣ = l´ımk−→∞
∣∣∣∣xk − pq
∣∣∣∣ ≥ 1kq3 .
Adema´s, B(k) es raro ya que B(k)
o
= B(k)
o ⊆ (R \ Q)o = ∅. En conclusio´n,
∪∞k=1B(k) es de primera categor´ıa.
Cabe ver que D ⊆ ∪∞k=1B(k), pues en tal caso D sera´ de primera categor´ıa. Sea
x ∈ D. Entonces, dado  > 0 podremos encontrar c > 0 tal que∣∣∣∣x− pq
∣∣∣∣ ≥ c|q|2+
para todo p
q
∈ Q. Tomemos k0 ∈ N tal que c ≥ 1k0 y as´ı∣∣∣∣x− pq
∣∣∣∣ ≥ cq2+ ≥ 1k0q2+ ≥ 1k0q3 ,
de forma que x ∈ B(k0) ⊆ ∪∞k=1B(k). 
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Cap´ıtulo 2
Consecuencias del Teorema de Baire
Si trabajamos en espacios de Banach, es decir, espacios vectoriales topolo´gicos
normados y completos, del Teorema de Baire se desprenden tres resultados fundamentales
del Ana´lisis Funcional: el Principio de Acotacio´n Uniforme, el Teorema de la Aplicacio´n
Abierta y el Teorema del Grafo Cerrado. E´stos tres resultados establecen equivalencias entre
la teor´ıa cualitativa y cuantitativa de operadores. Se entiende por propiedad cualitativa
aquella que expresa una cualidad de un conjunto, operador, elemento,... y por propiedad
cuantitativa aquella que involucra una cantidad, como pueden ser, por ejemplo, acotaciones.
-El Principio de Acotacio´n Uniforme equipara la acotacio´n cualitativa de una familia
de operadores continuos con la acotacio´n cuantitativa. Por acotacio´n cualitativa nos
referimos a la cualidad de un conjunto de ser acotado y por acotacio´n cuantitativa a un
conjunto de nu´meros reales que tendra´ un supremo.
-El Teorema de la Aplicacio´n Abierta equipara la posibilidad de solucionar una
ecuacio´n lineal del tipo Lu = f desde un punto de vista cualitativo y cuantitativo. El
punto de vista cualitativo nos asegura la existencia de soluciones y el cuantitativo, adema´s,
proporciona una cota de la solucio´n.
-El teorema del Grafo Cerrado equipara la regularidad cualitativa de un operador
T con su regularidad cuantitativa. La regularidad cualitativa se refiere a la cualidad de
un operador de ser continuo y la regularidad cuantitativa se refiere a la continuidad de
un operador entre espacios de Banach, que es una desigualdad entre las normas de un
elemento del dominio y su imagen, como se puede apreciar en el siguiente ejemplo:
Ejemplo 2.0.1. Un ejemplo de un resultado que muestra estas relaciones entre propiedades
cualitativas y cuantitativas ser´ıa el siguiente (visto en la asignatura Ana´lisis Real y
Funcional):
Sea T : X −→ Y un operador lineal entre espacios vectoriales normados. Son
equivalentes:
i) T es un operador continuo (Propiedad cualitativa).
ii) Existe una constante C > 0 tal que ‖Tx‖Y ≤ C‖x‖X para todo x ∈ X (Propiedad
cuantitativa).
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2.1. El Principio de Acotacio´n Uniforme
En esta seccio´n presentamos el Principio de Acotacio´n Uniforme y uno de los
principales resultados a los que da lugar: el Teorema de Banach-Steinhauss.
Como se comentaba en la introduccio´n del cap´ıtulo, el Principio de Acotacio´n
Uniforme relaciona una propiedad cualitativa (una coleccio´n de conjuntos acotados) y una
cuantitativa (un conjunto de nu´meros reales con cota superior):
Teorema 2.1.1. (Principio de Acotacio´n Uniforme) Sea X un espacio de Banach y sea Y
un espacio vectorial normado. Consideremos {Tα}α∈A una coleccio´n de operadores lineales
y acotados de X en Y . Son equivalentes:
i)(Acotacio´n puntual) Para todo x ∈ X, el conjunto {Tαx : α ∈ A} esta´ acotado.
ii)(Acotacio´n uniforme) El conjunto {‖Tα‖ : α ∈ A} esta´ acotado.
Demostracio´n
i)⇒ ii) (ver Teorema 2 en [6])
Consideremos, para todo n ∈ N, los conjuntos
En = {x ∈ X : ‖Tαx‖Y ≤ n, ∀α ∈ A}.
Por i), dado cualquier x ∈ X existe N ∈ N tal que ‖Tαx‖Y ≤ N para todo α ∈ A.
Como consecuencia {En}n recubre X y, por el Teorema de Baire (Teorema 1.3.2), existe
n0 ∈ N tal que En0 es denso en una bola B.
Observamos que los En son cerrados. En efecto, si (xm)m∈N ⊆ En con xm −→ x,
entonces dado que Tα es continuo,∥∥∥Tα( l´ım
m−→∞
xm)
∥∥∥
Y
= l´ım
m−→∞
‖Tαxm‖Y ≤ n,
y, por tanto, x ∈ En. En particular, En0 es cerrado. Adema´s, contiene la bola B en
la que es denso, ya que
B ⊆ B = En0 ∩B ⊆ En0 ∩B = En0 ∩B ⊆ En0 .
Ahora observemos que En0 − En0 ⊆ E2n0 , puesto que si tomamos un elemento de la
forma x− x′ con x, x′ ∈ En0 , entonces, usando la linealidad de los Tα,
‖Tα(x− x′)‖Y = ‖Tαx− Tαx′‖Y ≤ 2n0.
Veamos que E2n0 contiene una bola centrada en el origen. Sean a el centro y r el
radio de la bola B. Entonces Br(a)−Br(a) ⊆ En0 − En0 ⊆ E2n0 . De hecho, vamos a ver
que Br(a)−Br(a) = B2r(0). Si x− x′ ∈ Br(a)−Br(a), entonces
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‖x− x′‖X ≤ ‖x− a‖X + ‖a− x′‖X ≤ 2r
y as´ı x ∈ B2r(0).
Rec´ıprocamente, si x ∈ B2r(0), puede expresarse como x = x2 + a− (−x2 + a) y se
deduce que x ∈ Br(a)−Br(a) porque
∥∥∥x
2
+ a− a
∥∥∥ = ∥∥∥x
2
∥∥∥ < r , ∥∥∥∥−x2 + a− a
∥∥∥∥ = ∥∥∥∥−x2
∥∥∥∥ < r.
Si ahora volvemos a realizar este proceso con E2n0 en lugar de En0 , obtendremos
que B4r(0) ⊆ E4n0 . Repitiendo el proceso se puede deducir que, para un cierto n1 ∈ N,
B1(0) ⊆ En1 .
De este modo, para todo α ∈ A, Tα(B0(1)) ⊆ Tα(En1) y, por tanto,
‖Tα‖ = sup
‖x‖X≤1
‖Tαx‖Y ≤ n1.
ii)⇒ i)
Fijado un x ∈ X, para cualquier α ∈ A, tenemos que
‖Tαx‖Y ≤ ‖Tα‖‖x‖X ≤ sup
α∈A
‖Tα‖‖x‖X ,
donde esta u´ltima cota es finita por hipo´tesis. 
Observacio´n 2.1.2. Si omitimos alguna de las hipo´tesis, el Principio de Acotacio´n
Uniforme (Teorema 2.1.1) falla:
i) Si omitimos la completitud de X.
Consideremos el espacio X = c00(N) de sucesiones complejas con un nu´mero finito
de te´rminos distintos de cero, con la topolog´ıa uniforme (la dotada por ‖.‖∞), que no es
completo, dado que si tomamos las sucesiones(
1,
1
2
, ...,
1
n
, 0, 0, ...
)
, n ∈ N,
forman una sucesio´n de Cauchy pero convergen a ( 1
n
)n∈N, que no esta´ en c00(N).
Tomemos los operadores
λn : c00(N) −→ C , λn({am}m∈N) := nan.
Veamos que hay acotacio´n puntual pero no uniforme. En efecto , si {am1 , ..., amr}
es el conjunto de te´rminos distintos de cero de una cierta sucesio´n {am}m∈N ∈ c00(N),
entonces
|λn({am}m∈N)| = |nan| ≤ sup{m1|am1 |, ..., |mramr |}.
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Para ver que el conjunto de las normas de los operadores no esta acotado observemos
que
|λn({am}m∈N)| = |nan| ≤ n‖{am}m∈N‖∞,
y si tomamos la sucesio´n (am)m∈N = (0, 0, ..., 0,
n︷︸︸︷
1 , 0, ...), entonces
|λn({am}m∈N)| = n‖{am}m∈N‖∞ = n,
de forma que ‖λn‖ = n para todo n ∈ N.
ii) Los operadores no son continuos.
Claramente el Principio de Acotacio´n Uniforme (Teorema 2.1.1) falla puesto que
si un operador T no es continuo, el conjunto {Tx} esta´ trivialmente acotado para toda
x ∈ X pero la norma de T es infinita.
iii) Los operadores no son lineales.
Sean X = Y = R y consideremos, para n ∈ N, los operadores no lineales y continuos
Tn : R −→ R , Tn(x) = xn.
Entonces las normas de los operadores esta´n acotadas, pues
‖Tn‖ = sup
|x|=1
|Tnx| = sup
|x|=1
|xn| = 1,
pero no hay acotacio´n puntual, puesto que si tomamos un x de mo´dulo mayor que 1,
el conjunto {Tnx = xn : n ∈ N} no esta´ acotado.
Observacio´n 2.1.3. El Principio de Acotacio´n Uniforme (Teorema 2.1.1) se puede
demostrar (concretamente la implicacio´n i)⇒ ii)) sin necesidad de usar el Teorema de
Baire (Teorema 1.3.2) (ver Observacio´n 2 en [6]):
Supongamos que se da i) y ii) falla. As´ı, el conjunto
{‖Tα‖ : α ∈ A}
no esta´ acotado y podemos encontrar una sucesio´n (αn)n∈N ⊆ A tal que
‖Tαn+1‖ > 100n‖Tαn‖.
Como ‖Tαn‖ = sup‖x‖X=1 ‖Tαnx‖Y podemos encontrar (xn)n∈N ⊆ X, unitarios, tal
que
‖Tαnxn‖Y ≥
1
2
‖Tαn‖.
Ahora tomemos
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∞∑
n=1
en10
−nxn,
con los en tomando valores en {0, 1} recursivamente de la siguiente forma: dados
e1, ..., en−1 tomamos en = 1 o en = −1 segu´n cumplan la condicio´n∥∥∥∥∥
n∑
m=1
em10
−mTαnxm
∥∥∥∥∥
Y
≥ ‖10−nTαnxn‖Y ≥
1
2
10−n‖Tαn‖.
Observemos, en primer lugar, que podemos hacer esa eleccio´n de los en puesto que
dados dos elementos u y v de un espacio me´trico cualquiera, o bien ‖v + u‖ ≥ ‖u‖ o bien
‖v − u‖ ≥ ‖u‖. En efecto, si ‖v + u‖, ‖v − u‖ < ‖u‖ entonces
2‖u‖ = ‖v + u− (v − u)‖ ≤ ‖v + u‖ + ‖v − u‖ < 2‖u‖.
Tenemos tambie´n que
∞∑
n=1
‖en10−nxn‖X =
∞∑
n=1
10−n <∞,
y, por completitud de X, existe x ∈ X tal que x = ∑∞n=1 en10−nxn. Por u´ltimo,
‖Tαnx‖Y =
∥∥∥∥∥
∞∑
m=1
em10
−mTαnxm
∥∥∥∥∥
Y
≥
∥∥∥∥∥
n∑
m=1
em10
−mTαnxm
∥∥∥∥∥
Y
−
−
∥∥∥∥∥
∞∑
m=n+1
em10
−mTαnxm
∥∥∥∥∥
Y
≥ 1
2
10−n‖Tαn‖ − ‖Tαn‖
∞∑
m=n+1
10−m =
=
1
2
10−n‖Tαn‖ −
1
9
10−n‖Tαn‖ ≥
1
4
10−n‖Tαn‖ >
10n
4
‖Tαn−1‖,
lo que implica que el conjunto
{‖Tαx‖Y : α ∈ A}
no esta´ acotado, contradiciendo la hipo´tesis. 
2.1.1. Consecuencias del Principio de Acotacio´n Uniforme
Se presenta a continuacio´n el Teorema de Banach-Steinhauss:
Corolario 2.1.4. (Banach-Steinhauss) Sean X e Y espacios de Banach y sean (Tn)n∈N
operadores lineales y continuos de X en Y . Son equivalentes:
i)(Convergencia puntual) Para todo x ∈ X, la sucesio´n (Tnx)n∈N converge en Y .
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ii)(Convergencia puntual a un l´ımite continuo) Existe un operador T lineal y conti-
nuo de X en Y tal que para todo x ∈ X la sucesio´n (Tnx)n∈N converge en Y a Tx.
iii)(Acotacio´n uniforme + convergencia en una subclase densa) El conjunto {‖Tn‖ :
n ∈ N} esta´ acotado y existe un conjunto D denso en X tal que para todo x ∈ D la
sucesio´n (Tnx)n∈N converge en Y .
Demostracio´n
La implicacio´n ii)⇒ i) es evidente.
i)⇒ iii)
Basta coger D = X y como (Tnx)n∈N es convergente en Y , es una sucesio´n acotada
y, por el Principio de Acotacio´n Uniforme (Teorema 2.1.1), el conjunto {‖Tn‖ : n ∈ N}
esta´ acotado.
iii)⇒ ii) (Ver Corolario 1.3.7 en [2])
Sea M = supn∈N ‖Tn‖ <∞. Como para x ∈ D la sucesio´n (Tnx)n∈N es convergente,
podemos definir el operador
T : D −→ Y , Tx := l´ım
n−→∞
Tnx.
Vamos a extender T a todo X. En primer lugar, veamos que dado x ∈ X, la sucesio´n
(Tnx)n∈N es de Cauchy. Sea  > 0. Podemos encontrar z ∈ D y n0 ∈ N tal que
a) ‖x− z‖X <  (por ser D denso en X).
b) ∀p, q ≥ n0, ‖Tpz − Tqz‖Y <  (por ser z ∈ D e Y completo).
Ahora, dados p, q ≥ n0,
‖Tpx− Tqx‖Y ≤ ‖Tp(x− z)‖Y + ‖Tpz − Tqz‖Y + ‖Tq(z − x)‖Y <
< M‖x− z‖X + +M‖z − x‖X = 2M + .
Por completitud de Y , la sucesio´n (Tnx)n∈N converge en Y a un elemento de Y que
denotaremos por Tx.
Por u´ltimo, veamos que el operador T es lineal y continuo. Para ver la linealidad,
tomemos x, y ∈ X y un escalar λ. Entonces
T (λx+ y) = l´ım
n−→∞
Tn(λx+ y) = l´ım
n−→∞
λTn(x) + l´ım
n−→∞
Tn(y) = λTx+ Ty.
Para ver la continuidad, tomemos x ∈ X y observemos que
‖Tx‖ = l´ım
n−→∞
‖Tnx‖Y ≤ l´ım inf
n−→∞
‖Tn‖‖x‖X =
(
l´ım inf
n−→∞
‖Tn‖
)
‖x‖X
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y, como el conjunto {‖Tn‖ : n ∈ N} esta´ acotado, l´ım infn−→∞ ‖Tn‖ <∞. 
Otra consecuencia del Principio de Acotacio´n Uniforme es el siguiente resultado:
Corolario 2.1.5. Sea L : X −→ Y una aplicacio´n lineal, continua y exhaustiva entre
espacios de Banach. La aplicacio´n traspuesta
L∗ : Y ∗ −→ X∗, L∗f := f ◦ L,
esta´ acotada por debajo, es decir, existe C > 0 tal que ‖L∗f‖ ≥ C‖f‖ para toda
f ∈ Y ∗. Adema´s, L∗ es un homeomorfismo entre Y ∗ y L∗(Y ∗).
Demostracio´n (Ver Teorema 57.16 en [5])
Veamos, en primer lugar, que L∗ es inyectivo. Para ello, tomemos f, g ∈ Y ∗ y
supongamos que f ◦ L = g ◦ L, es decir,
f(L(x)) = g(L(x)) ∀x ∈ X.
Dado que L es exhaustivo, todo y ∈ Y se puede expresar como y = Lx para cierto
x ∈ X. Luego la igualdad anterior puede escribirse como
f(y) = g(y) ∀y ∈ Y,
y de este modo f ≡ g. Consideremos ahora el conjunto
P = {g ∈ Y ∗ : ‖L∗g‖ ≤ 1} .
Entonces {g(y) : g ∈ P} esta´ acotado para toda y ∈ Y , pues como y = Lx para
algu´n x ∈ X, dada cualquier g ∈ P tenemos
|g(y)| = |g(L(x))| ≤ ‖L∗g‖‖x‖X ≤ ‖x‖X .
As´ı, por el Principio de Acotacio´n Uniforme (Teorema 2.1.1), existe una constante
0 < M <∞ tal que ‖g‖ ≤M para toda g ∈ P .
Para terminar, veamos que ‖L∗f‖ ≥ 1
M
‖f‖ para toda f ∈ Y ∗. En primer lugar, si
L∗f = 0 tenemos que f ≡ 0 y la desigualdad es trivial. Si L∗f 6= 0, tomemos g = 1‖L∗f‖f .
Entonces
‖L∗g‖ =
∥∥∥∥L∗( 1‖L∗f‖f
)∥∥∥∥ = 1‖L∗f‖‖L∗f‖ = 1,
y, por tanto, g ∈ P . Concluimos que 1‖L∗f‖‖f‖ = ‖g‖ ≤M o, equivalentemente,
‖f‖
M
≤ ‖L∗f‖. (2.1.1)
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Como hemos visto antes, L∗ es inyectivo y por tanto L∗ : Y ∗ −→ L∗(Y ∗) es una
biyeccio´n. Adema´s, como
‖L∗f‖ = ‖f ◦ L‖ = sup
‖x‖=1
‖f(L(x))‖ ≤ ‖f‖ sup
‖x‖=1
‖L(x)‖ = ‖f‖‖L‖,
L∗ es continua. Por u´ltimo, (L∗)−1 tambie´n es continua, puesto que si tomamos
f ∈ X∗, por (2.1.1) se deduce
‖(L∗)−1f‖ ≤M‖f‖,
y, en conclusio´n, L∗ es un homeomorfismo de Y ∗ en L∗(Y ∗). 
2.2. El Teorema de la Aplicacio´n Abierta
Definicio´n 2.2.1. Se dice que una aplicacio´n f : X −→ Y entre espacios topolo´gicos es
abierta si la imagen de todo abierto de X por f es un abierto de Y .
Esta propiedad es similar a la de continuidad de una funcio´n: la antiimagen por f
de todo abierto de Y es un abierto de X. Sin embargo, e´stas dos propiedades no guardan
ninguna implicacio´n lo´gica. Por ejemplo, la funcio´n
f : R −→ R , f(x) = x2,
es continua pero no abierta, pues f(−1, 1) = [0, 1). En cambio, la funcio´n
g : R2 −→ R , g(x, y) = sign(y) + x,
donde
sign(y) =

−1 si y < 0,
0 si y = 0,
1 si y > 0,
(2.2.1)
no es continua puesto que si fijamos x = 0, dependiendo de si y −→ 0+ o y −→ 0−,
g(x, y) tiende a 1 o −1. Ahora bien, dado U × V un abierto de R2, su imagen por g es
1 + U , U , −1 + U o sus posibles uniones y, por tanto, la aplicacio´n es abierta.
Ahora bien, si tomamos una aplicacio´n lineal y continua entre espacios de Banach,
la situacio´n es mucho mejor:
Teorema 2.2.2. (Teorema de la aplicacio´n abierta) Sea L : X −→ Y una aplicacio´n lineal
y continua entre espacios de Banach. Entonces las siguientes propiedades son equivalentes:
1) (Propiedad cualitativa) L es exhaustiva.
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2) (Propiedad cualitativa) L es abierta.
3) (Propiedad cuantitativa) Existe una constante C > 0 tal que para toda f ∈ Y
podemos encontrar u ∈ X tal que Lu = f y ‖u‖X ≤ C‖f‖Y .
4) (Propiedad cuantitativa en una clase densa) Existen una constante C > 0 y un
conjunto D denso en Y tal que para toda f ∈ D podemos encontrar u ∈ X tal que Lu = f
y ‖u‖X ≤ C‖f‖Y .
Demostracio´n
Veremos que 1)⇔ 2), 2)⇔ 3) y 3)⇔ 4).
1)⇒ 2) (Ver Teorema 1.3.7 en [2])
Paso 1: Veamos que si los conjuntos L(Br(0)) son entornos del 0 en Y entonces L
es abierta.
Sea G un abierto de X y sea a ∈ G. Como G es abierto, existe un radio r > 0
tal que Br(a) = a + Br(0) ⊆ G y por linealidad L(Br(a)) = La + L(Br(0)) ⊆ L(G). Si
L(Br(0)) es un entorno del 0 en Y , existe un radio r
′ > 0 tal que Br′(0) ⊆ L(Br(0)) y as´ı
Br′(La) = La+Br′(0) ⊆ La+ L(Br(0)) ⊆ L(G).
Paso 2: Veamos que para todo radio r > 0, L(Br(0)) es un entorno del 0 en Y, es
decir, contiene una bola Bs(0).
En primer lugar observemos que fijado r > 0 y dado x ∈ X existe n ∈ N tal que
‖x‖X < nr y, por tanto, X = ∪n∈NBnr(0). Por la exhaustividad de L,
Y = L (∪n∈NBnr(0)) = ∪n∈NL(Bnr(0)) = ∪n∈NL(Bnr(0)).
Ahora, por el Teorema de Baire (Teorema 1.3.2), existe n0 ∈ N tal que L(Bn0r(0)) =
n0L(Br(0)) tiene interior no vac´ıo. Por tanto, existen y ∈ n0L(Br(0)) y un radio r′ > 0
tal que
B r′
n0
(y) ⊆ L(Br(0)),
y as´ı L(Br(0)) contiene una bola abierta.
Si repetimos este razonamiento para r
2
, L(B r
2
(0)) tambie´n contendra´ una bola abierta.
Luego existen y′ ∈ L(B r
2
(0)) y s > 0 tal que
y′ +Bs(0) = Bs(y′) ⊆ L(B r
2
(0)),
y as´ı,
Bs(0) ⊆ −y′ + L(B r
2
(0)) ⊆ L(B r
2
(0)) + L(B r
2
(0)) ⊆ L(B r
2
(0)) + L(B r
2
(0)) =
= L(B r
2
(0) +B r
2
(0)) ⊆ L(Br(0)).
Paso 3: Dado σ > 0, veremos que L(Bσ(0)) es un entorno del 0. Para ello, tomaremos
0 < r < σ , por el Paso 2 encontraremos s > 0 tal que Bs(0) ⊆ L(Br(0)) y deduciremos
que L(Bσ(0)) tambie´n contendra´ la bola Bs(0).
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Sea (rn)n∈N tal que
∑
n∈N rn = σ y r1 = r. El Paso 2 nos asegura que podemos
encontrar (sn)n∈N una sucesio´n decreciente a 0 tal que s1 = s y Bsn(0) ⊆ L(Brn(0)).
Tomemos y ∈ Bs(0) arbitrario. Como Bs(0) ⊆ L(Br(0)) podemos encontrar z1 ∈
Br(0) tal que ‖y − Lz1‖Y < s2. Entonces y − Lz1 ∈ Bs2(0). De nuevo, como Bs2(0) ⊆
L(Br2(0)) podemos encontrar z2 ∈ Br2(0) tal que ‖y−Lz1−Lz2‖Y < s3. As´ı, y−Lz1−Lz2 ∈
Bs3(0).
Ahora, por recurrencia, como Bsn(0) ⊆ L(Brn(0)) podemos encontrar zn ∈ Brn(0)
tal que ‖y − Lz1 − Lz2 − ...− Lzn‖Y < sn+1.
Deducimos ahora que, como ‖y−Lz1 −Lz2 − ...−Lzn‖Y < sn+1 y (sn)n∈N tiende a
0,
y =
∞∑
i=1
Lzi.
Por otro lado, como ‖zn‖X < rn para toda n ∈ N,
∑∞
n=1 ‖zn‖X <
∑∞
n=1 rn = σ <∞
y, como X es Banach, existe un elemento z de X tal que
z =
∞∑
n=1
zn,
y, adema´s, ‖z‖X ≤
∑∞
n=1 ‖zn‖X < σ, es decir, z ∈ Bσ(0). Por u´ltimo, usando la linealidad
y continuidad de L, deducimos que
Lz = L
(
l´ım
N−→∞
N∑
n=1
zn
)
= l´ım
N−→∞
N∑
n=1
Lzn = y ∈ L(Bσ(0))
y as´ı Bs(0) ⊆ L(Bσ(0)).
Lo que acabamos de ver es que los conjuntos de la forma L(Bσ(0)) son entornos del
0 en Y y, por el Paso 1, L es abierta.
2)⇒ 1)
Supongamos que L es abierta. Entonces L(B1(0)) es un abierto de Y . De hecho, por
la linealidad de L, 0 ∈ L(B1(0)) y, como consecuencia, existe un radio r > 0 tal que para
toda f ∈ Br(0) podemos encontrar u ∈ B1(0) tal que Lu = f .
Sea f ∈ Y y fijemos 0 < t < 1. Entonces r(1−t)f‖f‖Y ∈ Br(0). Luego existe u ∈ X tal que
Lu =
r(1− t)f
‖f‖Y
o, equivalentemente,
L(
‖f‖Y u
r(1− t)) = f.
2)⇒ 3)
Como L es abierta, la imagen de la bola unidad es abierta y, de hecho, por linealidad,
contiene el 0. As´ı, existe una constante r > 0 tal que BYr (0) ⊆ L
(
BX1 (0)
)
, esto es, para
toda f en Y con norma menor que r, podemos encontrar u en X con norma menor que 1
tal que Lu = f .
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Tomemos f en Y arbitraria. Entonces existe v ∈ X con norma menor que 1 tal que
Lv = r‖f‖Y f , y en consecuencia,
L
(‖f‖Y
r
v
)
= f.
Luego dada f ∈ Y existe u = ‖f‖Y
r
v ∈ X tal que Lu = f y ‖u‖X ≤ 1r‖f‖Y .
3)⇒ 2)
Si se da 3) se cumple que para toda f ∈ Y existe u ∈ X tal que Lu = f , es decir, L
es exhaustiva. De este modo, como hemos visto en 1)⇒ 2), L debe ser abierta.
3)⇒ 4)
Basta tomar D = Y .
4)⇒ 3)
Sea f ∈ Y = D. Tomemos fN ∈ D, N ≥ 1, tales que∥∥∥∥∥
(
f −
N−1∑
n=1
fn
)
− fN
∥∥∥∥∥
Y
≤ ‖f‖Y
2N+2
.
Entonces, como ‖f‖Y
2N+2
tiende a 0, f =
∑
n≥1 fn. Adema´s, se cumple que
‖fN‖Y ≤
∥∥∥∥∥
(
f −
N−1∑
n=1
fn
)
− fN
∥∥∥∥∥
Y
+
∥∥∥∥∥
(
f −
N−1∑
n=1
fn
)∥∥∥∥∥
Y
≤ ‖f‖Y
2N+2
+
‖f‖Y
2N+1
≤ ‖f‖Y
2N
,
y as´ı,
∑
n≥1
‖fn‖Y ≤ ‖f‖Y
∑
n≥1
1
2n
<∞,
de modo que la serie converge absolutamente.
Ahora, como fn ∈ D para toda n ≥ 1, podemos encontrar un ∈ X tal que ‖un‖X ≤
C‖fn‖Y para toda n ≥ 1. Observamos que∑
n≥1
‖un‖X ≤ C
∑
n≥1
‖fn‖Y <∞.
Por completitud de X existe u ∈ X tal que u = ∑n≥1 un. Adema´s,
Lu =
∑
n≥1
Lun =
∑
n≥1
fn = f.
Por u´ltimo,
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‖u‖X ≤ C
∑
n≥1
‖fn‖Y ≤ C‖f‖Y
∑
n≥1
1
2n
=
= C‖f‖Y .

Observacio´n 2.2.3. Supongamos que tenemos la ecuacio´n Lu = f con L un operador
lineal y continuo. Si encontramos una subclase densa de funciones donde seamos capaces
de solucionar el problema y encontrar una cota ‖u‖ ≤ C‖f‖ para alguna constante C > 0,
el Teorema de la Aplicacio´n Abierta (Teorema 2.2.2) nos asegura que la ecuacio´n Lu = f
tiene solucio´n para toda f y, adema´s, la cota de la norma de la solucio´n u es ide´ntica a la
hallada.
2.2.1. Consecuencias del Teorema de la Aplicacio´n Abierta
El siguiente corolario nos muestra que la invertibilidad y la biyectividad son equiva-
lentes:
Corolario 2.2.4. Sea T : X −→ Y un operador lineal y continuo entre espacios de
Banach. Son equivalentes:
i) (Invertibilidad cualitativa) T es biyectivo.
ii) (Invertibilidad cuantitativa) T es biyectivo y T−1 : Y −→ X es un operador lineal
y continuo.
Demostracio´n:
Como T es biyectivo, dada f ∈ Y existe una u´nica u ∈ X tal que Tu = f . Se define
T−1f := u. La linealidad de T nos asegura que el operador T−1 tambie´n es lineal. Ahora,
por el Teorema de la Aplicacio´n Abierta (Teorema 2.2.2), existe una constante C > 0 tal
que para toda f ∈ Y podemos encontrar u ∈ X, u´nica, tal que Tu = f y ‖u‖X ≤ C‖f‖Y .
Es decir, dada f en Y ,
‖T−1f‖X = ‖u‖X ≤ C‖f‖Y . 
Observacio´n 2.2.5. El Corolario 2.2.4 falla si eludimos la completitud de X, la de Y o
la de ambos:
i) X no es completo.
Tomemos el operador biyectivo
Id : (l3, ‖.‖ 2
3
) −→ (l3, ‖.‖3),
donde el espacio (l3, ‖.‖ 2
3
) no es completo (visto en Ana´lisis Real y Funcional).
Este operador es continuo ya que dada (an)n ∈ l3,
‖(an)n‖3 ≤ ‖(an)n‖ 2
3
.
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Ahora bien, el operador inverso,
Id−1 : (l3, ‖.‖3) −→ (l3, ‖.‖ 2
3
),
no es continuo. Si lo fuera, existir´ıa una constante C > 0 tal que para toda (an)n ∈ l3,
‖(an)n‖ 2
3
≤ C‖(an)n‖3. Ahora bien, si consideramos la sucesio´n (n−23 )n ∈ l3 tenemos que
∞ > C
(∑
n≥1
(
n
−2
3
)3) 13
= C‖(an)n‖3 ≥ ‖(an)n‖ 2
3
=
(∑
n≥1
(
n
−2
3
) 2
3
) 3
2
=∞,
lo cual es absurdo.
ii) Y no es completo.
En primer lugar observemos que el espacio (C1[0, 1], ‖.‖∞) no es completo. Basta
tomar las funciones fn(x) = |x − 12 |
n+1
n , que son de C1[0, 1], y forman una sucesio´n de
Cauchy. En efecto, dados N > M > 0 y usando que las funciones son sime´tricas respecto
a la recta x = 1
2
,
‖fN − fM‖∞ = sup
x∈[0,1]
∣∣∣∣∣
∣∣∣∣x− 12
∣∣∣∣N+1N − ∣∣∣∣x− 12
∣∣∣∣M+1M
∣∣∣∣∣ = supx∈[ 1
2
,1]
∣∣∣∣∣
(
x− 1
2
)N+1
N
−
(
x− 1
2
)M+1
M
∣∣∣∣∣ =
= sup
x∈[ 1
2
,1]
(
x− 1
2
)1+ 1
N
(
1−
(
x− 1
2
) 1
M
− 1
N
)
.
Ahora observamos que para todo ε > 0 existe δ > 1
2
tal que δ− 1
2
< ε. Adema´s, para
todo δ < x ≤ 1, (
1−
(
x− 1
2
) 1
M
− 1
N
)
<
(
1−
(
δ − 1
2
) 1
M
− 1
N
)
,
y existe N0 ∈ N tal que para todo N,M ≥ N0,(
1−
(
δ − 1
2
) 1
M
− 1
N
)
< ε.
Entonces,
sup
x∈[ 1
2
,δ)
(
x− 1
2
)1+ 1
N
(
1−
(
x− 1
2
) 1
M
− 1
N
)
< ε sup
x∈[ 1
2
,δ)
(
1−
(
x− 1
2
) 1
M
− 1
N
)
= ε · 1 = ε,
y si N > M > N0,
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sup
x∈[δ,1]
(
x− 1
2
)1+ 1
N
(
1−
(
x− 1
2
) 1
M
− 1
N
)
< ε sup
x∈[δ,1]
(
x− 1
2
)1+ 1
N
< ε.
De este modo, dado ε > 0 existe N0 tal que para todo N > M > N0,
sup
x∈[ 1
2
,1]
(
x− 1
2
)1+ 1
N
(
1−
(
x− 1
2
) 1
M
− 1
N
)
= ε.
Ana´logamente,
sup
x∈[0,1]
∣∣∣∣∣
∣∣∣∣x− 12
∣∣∣∣n+1n − ∣∣∣∣x− 12
∣∣∣∣
∣∣∣∣∣ = supx∈[ 1
2
,1]
∣∣∣∣∣
(
x− 1
2
)n+1
n
−
(
x− 1
2
)∣∣∣∣∣ =
= sup
x∈[ 1
2
,1]
(
x− 1
2
)((
x− 1
2
) 1
n
− 1
)
,
y dado ε > 0, existe N0 tal que si N ≥ N0, entonces
sup
x∈[ 1
2
,1]
(
x− 1
2
)((
x− 1
2
) 1
n
− 1
)
≤ ε.
Luego la sucesio´n (fn)n converge en norma a la funcio´n f(x) = |x− 12 |, que no es de-
rivable en [0, 1] y, por tanto, no es de C1[0, 1]. As´ı, el espacio (C1[0, 1], ‖.‖∞) no es completo.
Para ver que el Corolario 2.2.4 falla cuando Y no es completo, tomemos el operador
L : (C[0, 1], ‖.‖∞) −→ (C1[0, 1], ‖.‖∞) definido por
Lf :=
∫ x
0
f(y)dy.
En primer lugar, observar que por el Teorema Fundamental del Ca´lculo, el operador esta´
bien definido y es inyectivo, pues si∫ x
0
f(y)dy =
∫ x
0
g(y)dy, ∀x ∈ [0, 1],
entonces f ≡ g. Adema´s, como toda funcio´n en C1[0, 1] tiene derivada continua, el
operador es exhaustivo. Para ver que L es continuo observemos que
‖Lf‖∞ =
∥∥∥∥∫ x
0
f(y)dy
∥∥∥∥
∞
= sup
x∈[0,1]
∣∣∣∣∫ x
0
f(y)dy
∣∣∣∣ ≤ ‖f‖∞.
El operador inverso L−1 : (C1[0, 1], ‖.‖∞) −→ (C[0, 1], ‖.‖∞) viene definido por
L−1f = f ′,
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y no es continuo. En efecto, consideremos las funciones fn(x) = x
n, que son de
C1[0, 1] y unitarias. Sus ima´genes L−1f = f ′n(x) = nxn−1 tienen norma n. Si el operador
L−1 fuese continuo, existir´ıa una constante C > 0 tal que
n = ‖f ′n‖∞ ≤ C‖fn‖∞ = C
para toda n ∈ N, lo cual es falso.
iii) X e Y no son completos.
Consideremos el espacio c00(N) con la norma uniforme (ya se ha visto en la Observa-
cio´n 2.1.2.i) que no es completo), y tomemos el operador T : c00(N) −→ c00(N) definido
por
T (an)n :=
(an
n
)
n
.
Este operador es biyectivo como consecuencia de que las aplicaciones an 7−→ 1nan
son biyectivas para todo n ≥ 1. Adema´s, es continuo, pues
‖T (an)n‖∞ =
∥∥∥(an
n
)
n
∥∥∥
∞
≤ ‖(an)n‖∞ .
El operador inverso T−1 : c00(N) −→ c00(N) es
T−1(an)n := (nan)n,
y no es continuo. En efecto, si consideramos las sucesiones
am := (1, ...,
m︷︸︸︷
1 , 0, 0, ...),
cuya norma es 1, entonces
∥∥T−1∥∥ = sup
‖(an)n‖∞=1
∥∥T−1(an)n∥∥∞ ≥ sup
m≥1
∥∥T−1am∥∥∞ = sup
m≥1
m =∞.
Consideremos el siguiente resultado, que se deduce del Lema de Zorn:
Proposicio´n 2.2.6. Sea L : X −→ Y un operador lineal, continuo y exhaustivo. Existe
una transformacio´n lineal S : Y −→ X tal que LSy = y para toda y ∈ Y .
Demostracio´n
Consideremos los pares (Z, T ) donde
- Z es un subespacio vectorial de Y .
- T : Z −→ X es un operador lineal tal que LTy = y para toda y ∈ Z.
Observemos que existen (Z, T ) cumpliendo esas propiedades. En efecto, basta coger
Z = < y > para un cierto y ∈ Y , definir T (y) := L−1(y) y extenderlo por linealidad.
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Definimos el orden parcial
(Z, T ) ≤ (Z ′, T ′) ⇔ Z ⊆ Z ′ y T ′|Z = T.
Sea {(Zi, Ti)}i∈I un subconjunto totalmente ordenado. Entonces tenemos que para
cualquier i ∈ I,
Zi ⊆ ∪j∈IZj,
y podemos definir el operador T : ∪j∈IZj −→ X como T|Zi = Ti para toda i ∈ I,
que esta´ bien definido puesto que {(Zi, Ti)}i∈I esta´ totalmente ordenado. As´ı, el par
(∪j∈IZj, T ) es una cota superior
Aplicando el Lema de Zorn, existe un elemento maximal: (Z0, S). Vamos a suponer
que Z0  Y y llegaremos a una contradiccio´n. As´ı, supongamos que existe z ∈ Y \ Z0.
Como L es exhaustiva, existe x ∈ X tal que Lx = z. Consideramos la aplicacio´n
S ′ : Z0 ⊕ < z >−→ X,
de forma que S ′|Z0 = S y S
′(z) = x.
Ahora bien, fije´monos que dado y + λz ∈ Z0 ⊕ < z >,
LS ′(y + λz) = LS ′y + λLS ′z = y + λLx = y + λz.
Esto contradice que el par (Z0, S) es maximal. Luego debe ser Z0 = Y , es decir,
existe una aplicacio´n lineal S : Y −→ X tal que LSy = y para toda y ∈ Y . 
Vista la Proposicio´n 2.2.6 ser´ıa natural cuestionarnos si la aplicacio´n S podr´ıa ser,
adema´s, continua. Veremos ma´s adelante que se pueden establecer condiciones bajo las
cuales es posible. Antes, si en lugar de espacios de Banach consideramos espacios de
Hilbert, la situacio´n es distinta:
Corolario 2.2.7. Sea L : H1 −→ H2 una aplicacio´n lineal, continua y exhaustiva entre
espacios de Hilbert. Entonces existe una aplicacio´n lineal y continua S : H2 −→ H1 tal
que LS = Id.
Demostracio´n
Como L es lineal, Ker(L) es un subespacio vectorial de H y, por tanto, (Ker(L))⊥
es un subespacio cerrado de H1. Por el teorema de la proyeccio´n,
H1 = Ker(L) ⊕ (Ker(L))⊥.
Tomemos u ∈ H2. Existe w ∈ H1 tal que Lw = u. Adema´s, existen v ∈ (Ker(L))⊥
y k ∈ Ker(L), u´nicos, tal que w = v + k. As´ı,
Lv = L(v + k) = Lw = u.
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Ahora bien, como L no es necesariamente inyectiva, puede existir otro w∗ ∈ H1
tal que Lw∗ = u. Como antes, existen v∗ ∈ (Ker(L))⊥ y k∗ ∈ Ker(L), u´nicos, tal que
w∗ = v∗ + k∗ y Lv∗ = u.
De este modo, L(v − v∗) = 0, i.e, v − v∗ ∈ Ker(L). Esto implica que v = v∗, ya que
< v∗ − v, v∗ − v >=< v∗ − v, v∗ > − < v∗ − v, v >= 0.
Esto nos asegura que la aplicacio´n
S : H2 −→ H1 , Su = v,
esta´ bien definida.
Por u´ltimo, veamos que S es lineal y continua. Para ver la linealidad, tomemos
u, u∗ ∈ H2 con Lv = u,Lv∗ = u∗ y λ escalar. Entonces
L(v + λv∗) = Lv + λLv∗ = u+ λu∗,
y, por tanto,
S(u+ λu∗) = v + λv∗ = Su+ λSu∗.
Para ver la continuidad usamos el Teorema de la Aplicacio´n Abierta (Teorema 2.2.2),
que nos asegura la existencia de una constante C > 0 tal que ‖v‖ ≤ C‖u‖, y, por tanto,
‖Su‖ ≤ C‖u‖. 
Por u´ltimo, se presentan dos resultados relativos a la teor´ıa de espacios complemen-
tados, es decir, aquellos subespacios cerrados M de un espacio de Banach X tal que existe
otro subespacio cerrado N con X = M ⊕N .
Corolario 2.2.8. Sean M y N subespacios cerrados de un espacio de Banach X. Son
equivalentes:
i) (Complementacio´n cualitativa) Para todo x ∈ X existen n ∈ N,m ∈M , u´nicos,
tales que x = m+ n.
ii) (Complementacio´n cuantitativa) Para todo x ∈ X existen n ∈ N,m ∈M , u´nicos,
tales que x = m+ n. Adema´s, existe una constante C > 0 tal que ‖m‖, ‖n‖ ≤ C‖x‖ para
todo x ∈ X.
Demostracio´n
Como M y N son subespacios cerrados de un espacio de Banach, son espacios de
Banach. Como consecuencia (ver Proposicio´n 2.3.6 en la seccio´n 2.3), el producto M ×N
tambie´n es Banach con la norma
‖(m,n)‖ := ‖n‖+ ‖m‖.
Consideremos la aplicacio´n
35
L : M ×N −→ X , L(m,n) = m+ n.
Por hipo´tesis, esta aplicacio´n es exhaustiva y adema´s, lineal, pues dados (m,n), (m′, n′) ∈
M ×N y un escalar λ,
 L(λ(m,n) + (m′, n′)) = L((λm+m′, λn+ n′)) = λm+m′ + λn+ n′ =
= λ(m+ n) + (m′ + n′) = λL(m,n) + L(m′, n′).
Adema´s es continua, pues
‖L(m,n)‖ = ‖m+ n‖ ≤ ‖m‖+ ‖n‖ =: ‖(m,n)‖.
Tenemos una aplicacio´n lineal, continua y exhastiva entre espacios de Banach. Por
el Teorema de la Aplicacio´n Abierta (Teorema 2.2.2), existe una constante C > 0 tal que
‖m‖ , ‖n‖ ≤ ‖m‖+ ‖n‖ = ‖(m,n)‖ ≤ C‖L(m,n)‖ = C‖x‖. 
Corolario 2.2.9. Sea L : X −→ Y una aplicacio´n lineal, continua y exhaustiva entre
espacios de Banach. Entonces existe una aplicacio´n lineal y continua S : Y −→ X
cumpliendo LSy = y para toda y ∈ Y si, y solo si, Ker(L) es un subespacio complementado
de X.
Demostracio´n
Supongamos que existe una aplicacio´n lineal y continua S : Y −→ X cumpliendo
LSy = y para toda y ∈ Y .
Sea x ∈ X y y = Lx. Por hipo´tesis, LSy = y. Luego L(x − Sy) = 0, es decir,
x− Sy ∈ Ker(L) y, por tanto, x ∈ Ker(L) + Im(S). De este modo, todo elemento de X
puede expresarse como suma de un elemento de Ker(L) y otro de Im(S). Adema´s, como
S es continua, Im(S) es un subespacio cerrado en X.
Observemos que esta descomposicio´n es u´nica. En primer lugar, observamos que
Ker(L)∩ Im(S) = {0}. En efecto, si tomamos x ∈ Ker(L)∩ Im(S), tenemos que Lx = 0
y Sy = x para algu´n y ∈ Y . As´ı, y = LSy = Lx = 0 y, por tanto,
x = Sy = S0 = 0.
Para terminar, supongamos que x = k + s = k′ + s′, con k, k′ ∈ Ker(L) y s, s′ ∈
Im(S). Entonces se cumple k − k′ = s − s′, es decir, k − k′, s − s′ ∈ Ker(L) ∩ Im(S).
Luego k = k′ y s = s′.
Veamos ahora el rec´ıproco. Por hipo´tesis, existe un subespacio cerrado M tal que
todo elemento de X puede escribirse de forma u´nica como
x = k +m,
con k ∈ Ker(L) y m ∈M . Dada y ∈ Y existe un elemento x ∈ X tal que Lx = y y,
si x = k +m, Lm = Lx = y. Consideremos la aplicacio´n
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S : Y −→ X , Sy = m.
En primer lugar, observamos que esta´ bien definida: si existe otro x′ ∈ X tal que
Lx′ = y, donde x′ = k′ +m′, entonces
L(m−m′) = 0,
y, por tanto, m−m′ ∈ Ker(L) ∩M = {0}, i.e, m = m′. Adema´s, es continua, pues
usando el Corolario 2.2.8 existe C > 0 tal que ‖m‖ ≤ C‖x‖ y, usando el Teorema de
la Aplicacio´n Abierta (Teorema 2.2.2) para L, tenemos otra constante C ′ > 0 tal que
‖x‖ ≤ C ′‖y‖. Luego
‖m‖ ≤ C‖x‖ ≤ C · C ′‖y‖.
Para ver la linealidad, tomemos y, y′ ∈ Y con x = k+m,x′ = k′+m′ tal que Lx = y,
Ly′ = x′. Entonces, dado un escalar λ,
L(λm+m′) = L(λx+ x′) = λy + y′,
y, por tanto,
S(λy + y′) = λm+m′ = λSy + Sy′. 
2.3. El Teorema del Grafo Cerrado
Recordemos que una aplicacio´n T : X −→ Y entre espacios me´tricos es continua si,
y solo si, para cualquier sucesio´n (xn)n convergente a x en X, la sucesio´n de ima´genes
(Txn)n converge a Tx en Y . Se puede definir tambie´n una propiedad similar pero ma´s
de´bil para T :
Definicio´n 2.3.1. Se dice que T es cerrada si para cualquier sucesio´n (xn)n convergente
a x en X tal que la sucesio´n de ima´genes (Txn)n converge en Y a un cierto y, entonces
y = Tx.
Equivalentemente, T es cerrada si su grafo {(x, Tx) : x ∈ X} es un cerrado de
X × Y .
Observacio´n 2.3.2. La propiedad de continuidad es ma´s fuerte porque solo imponiendo
que una sucesio´n (xn)n sea convergente en X, ya nos asegura que (Txn)n converge y lo
hace a Tx. En cambio la propiedad de ser cerrada requiere no solo de la convergencia de
(xn)n sino tambie´n de la de (Txn)n.
Esta´ claro que toda aplicacio´n continua sera´ cerrada. Ahora bien, una aplicacio´n
pude ser cerrada y no continua:
Ejemplo 2.3.3. Tomemos el operador T : (c00(N), ‖.‖∞) −→ (c00(N), ‖.‖∞) definido por
T (am)
∞
m=1 := (mam)
∞
m=1.
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Consideremos la sucesio´n (an)
∞
n=1 ⊆ c00(N) definida por
an = (1, ...,
n︷︸︸︷
1 , 0, 0, ....),
donde ‖an‖∞ = 1 y ‖Tan‖∞ = n. Si T fuese continuo, entonces existir´ıa una constate
C > 0 tal que
n = ‖Tan‖∞ ≤ C‖an‖∞ = C, ∀n ∈ N,
lo cual es falso. Para ver que T es cerrada, consideremos las sucesiones (formadas, a
su vez, por sucesiones) convergentes (an)
∞
n=1, (Tan)
∞
n=1 ⊆ c00(N), es decir,
l´ım
n−→∞
an = a y l´ım
n−→∞
Tan = b
para ciertas sucesiones a, b ∈ c00(N), y veamos que b = Ta. En primer lugar
observemos que
l´ım
n−→∞
an,i = ai para toda i ≥ 1.
Entonces
b = l´ım
n−→∞
Tan = l´ım
n−→∞
T ((an,1, ..., an,m, 0, 0, ...)) = l´ım
n−→∞
(an,1, ...,man,m, 0, 0, ...) =(
l´ım
n−→∞
an,1, ...,m l´ım
n−→∞
an,m, 0, 0, ...
)
= (a1, ...,mam, 0, 0, ...) = Ta.
De este modo, que un operador sea continuo o cerrado no son propiedades equivalentes.
Ahora bien, si nos restringimos a espacios de Banach, la situacio´n es distinta:
Teorema 2.3.4. (Teorema del grafo cerrado) Sea T : X −→ Y un operador lineal entre
espacios de Banach. Son equivalentes:
a) T es continuo.
b) T es cerrado.
c) (Continuidad de´bil) Existe una topolog´ıa F en Y Hausdorff y menos fina que la
dotada por ‖.‖Y para la cual T : X −→ (Y,F) es continua.
Observacio´n 2.3.5. El Teorema del Grafo Cerrado equipara la continuidad (de´bil) del
operador T respecto a la topolog´ıa F , que es una propiedad cualitativa, con la continuidad
de T tomando en Y la topolog´ıa inducida por su norma, que puede interpretarse como
una propiedad cuantitativa: ‖Tx‖ ≤ ‖T‖‖x‖ para toda x ∈ X.
Para demostrar el Teorema del Grafo Cerrado (Teorema 2.3.4), vamos a necesitar el
siguiente resultado:
Proposicio´n 2.3.6. Sean X e Y espacios de Banach. Entonces X × Y es tambie´n un
espacio de Banach con la norma
‖(x, y)‖ := ‖x‖X + ‖y‖Y .
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Demostracio´n
Veamos primero que ‖.‖ es una norma.
i) ‖(x, y)‖ = 0⇔ ‖x‖X + ‖y‖Y = 0 y, como ‖.‖X , ‖.‖Y son positivas, esto equivale a
que ‖x‖X , ‖y‖Y = 0, es decir, (x, y) = (0, 0).
ii) Sea λ un escalar.
‖λ(x, y)‖ = ‖(λx, λy)‖ = ‖λx‖X + ‖λy‖Y = |λ|(‖x‖X + ‖y‖Y ) = |λ|‖(x, y)‖.
iii) Sean (x, y), (x′, y′) ∈ X × Y .
‖(x, y) + (x′, y′)‖ = ‖(x+ x′) + (y + y′)‖ = ‖x+ x′‖X + ‖y + y′‖Y ≤
≤ ‖x‖X + ‖y‖Y + ‖x′‖X + ‖y′‖Y = ‖(x, y)‖+ ‖(x′, y′)‖.
Veamos ahora que X × Y es completo. Tomemos una sucesio´n ((xn, yn))n ⊆ X × Y
de Cauchy. Entonces para todo ε > 0 podemos encontrar n0 natural tal que si n,m ≥ n0,
‖(xn, yn)− (xm, ym)‖ = ‖xn − xm‖X + ‖yn − ym‖Y < ε
y, como ‖.‖X , ‖.‖Y son positivas,
‖xn − xm‖X , ‖yn − ym‖Y < ε.
Por tanto, las sucesiones (xn)n y (yn)n son de Cauchy en X e Y respectivamente y, por
completitud, existen x ∈ X e y ∈ Y tal que xn −→ x e yn −→ y. Como consecuencia,
(xn, yn) −→ (x, y) ∈ X × Y . 
Demostracio´n Teorema 2.3.4
a)⇒ c)
Basta tomar como F la topolog´ıa proporcionada por ‖.‖Y .
c)⇒ b) (Ver Teorema 4 en [6])
Para ver que T es cerrada tomemos xn −→ x en X y Txn −→ y en norma y veamos
que Tx = y. En primer lugar, si llamamos τ a la topologia proporcionada por ‖.‖Y , que
Txn −→ y en norma se puede traducir como
∀U ∈ τ tq y ∈ U, ∃n0 ∈ N tq ∀n ≥ n0, Txn ∈ U.
Ahora bien, como F ⊆ τ , se deduce que Txn −→ y en (Y,F). Por hipo´tesis,
T : X −→ (Y,F) es continua y, por tanto, Txn −→ Tx. Adema´s, como F es Hausdorff, el
l´ımite es u´nico y, as´ı, y = Tx.
b)⇒ a) (Ver Teorema 4 en [6])
En primer lugar, observar que, por la Proposicio´n 2.3.6, X × Y es Banach.
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Sea Γ = {(x, Tx) : x ∈ X}. Por la linealidad de T , Γ es un subespacio lineal de
X × Y . En efecto, si λ es un escalar y tomamos (x1, Tx1), (x2, Tx2) ∈ X × Y ,
(x1, Tx1) + λ(x2, Tx2) = (x1 + λx2, Tx1 + λTx2) = (x1 + λx2, T (x1 + λx2)) ∈ Γ.
Ahora observemos que Γ es Banach. En efecto, la norma la hereda de X × Y y
en cuanto a la completitud, si tomamos (xn)n ⊆ Γ, como X × Y es completo, existe un
x ∈ X × Y tal que xn −→ x y, como Γ es cerrado, x ∈ Γ.
Consideremos ahora las proyecciones piX : Γ −→ X y piY : Γ −→ Y , que son lineales,
biyectivas y continuas. Por el Corolario 2.2.4, pi−1X : X −→ Γ es continua. As´ı, T = piY ◦pi−1X
es composicio´n de continuas y, por tanto, continua. 
2.3.1. Consecuencias del Teorema del Grafo Cerrado
Corolario 2.3.7. Sean X e Y espacios de Banach. Tomemos una inclusio´n i : Y ↪→ Z
continua, con Z un espacio vectorial topolo´gico de tipo Hausdorff. Sea T : X −→ Z una
aplicacio´n lineal y continua. Son equivalentes:
i) (Regularidad cualitativa) Para todo x ∈ X, Tx ∈ Y .
ii) (Regularidad cuantitativa) Para todo x ∈ X, Tx ∈ Y y, adema´s, existe C > 0
independiente de x tal que ‖Tx‖Y ≤ C‖x‖X .
iii) (Regularidad cuantitativa en una subclase densa) Para un cierto D denso en X,
se cumple que para todo x ∈ D, Tx ∈ Y y adema´s existe C > 0 independiente de x tal
que ‖Tx‖Y ≤ C‖x‖X .
Demostracio´n
Las implicaciones ii)⇒ i) y ii)⇒ iii) son directas.
iii)⇒ ii)
Sea x ∈ X = D. Tomemos xN ∈ D, N ≥ 1, tales que∥∥∥∥∥
(
x−
N−1∑
n=1
xn
)
− xN
∥∥∥∥∥
X
≤ ‖x‖X
2N+2
.
Claramente x =
∑
n≥1 xn. Adema´s, se cumple que
‖xN‖Y ≤
∥∥∥∥∥
(
x−
N−1∑
n=1
xn
)
− xN
∥∥∥∥∥
X
+
∥∥∥∥∥
(
x−
N−1∑
n=1
xn
)∥∥∥∥∥
X
≤ ‖x‖X
2N+2
+
‖x‖X
2N+1
≤ ‖x‖Y
2N
,
y as´ı,
∑
n≥1
‖xn‖Y ≤ ‖x‖Y
∑
n≥1
1
2n
<∞,
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de modo que la convergencia es absoluta. Esto implica que la serie
∑∞
n=1 Txn tambie´n
converge absolutamente puesto que, como xn ∈ D para toda n ≥ 1, ‖Txn‖Y ≤ C‖xn‖X .
Notemos y =
∑∞
n=1 Txn. As´ı,
Tx =
∞∑
n=1
Txn = y ∈ Y,
y, adema´s,
‖Tx‖Y ≤
∞∑
n=1
‖Txn‖Y ≤ C
∞∑
n=1
‖xn‖X ≤ C‖x‖X
∞∑
n=1
1
2n
= C‖x‖X .
i)⇒ ii)
Sea U un abierto de Z. Como para todo x ∈ X, Tx ∈ Y , se tiene que T−1(U) =
T−1(U ∩ Y ) es un abierto de X. De este modo, la aplicacio´n T : X −→ Y es continua si
tomamos en Y la topolog´ıa subespacio τsub, es decir, aquella formada por las intersecciones
de los abiertos de Z con Y .
Ahora, si denotamos por τ‖.‖Y a la topolog´ıa inducida por la norma ‖.‖Y , como
la inclusio´n i : (Y, τ‖.‖Y ) ↪→ Z es continua, para todo abierto U de Z, i−1(U) = U ∩ Y
esta´ en τ‖.‖Y . Luego τsub ⊆ τ‖.‖Y y, por el Teorema del Grafo Cerrado (Teorema 2.3.4),
T : X −→ Y es continua si tomamos en Y la topolog´ıa τ‖.‖Y . 
Se presenta a continuacio´n una aplicacio´n del Teorema del Grafo Cerrado (Extra´ıda
del art´ıculo [10]) pero que, antes, requiere tratar dos lemas previos:
Lema 2.3.8. Sea (E, ‖.‖E) un espacio de Banach. Sean F un espacio vectorial topolo´gico
y ‖.‖1, ‖.‖2 dos normas sobre F tales que F es completo con ‖.‖2. Supongamos que existe
k > 0 tal que
‖y‖2 ≥ k‖y‖1 , ∀y ∈ F.
Sea T : (E, ‖.‖E) −→ (F, ‖.‖1) un operador lineal y continuo tal que T (F ) ⊆ F .
Entonces el operador T : (E, ‖.‖E) −→ (F, ‖.‖2) tambie´n es continuo.
Demostracio´n
La desigualdad de normas que nos proporcionan las hipo´tesis nos asegura que el
operador Id : (F, ‖.‖2) −→ (F, ‖.‖1) es continuo. As´ı, todo abierto de (F, ‖.‖1) tambie´n lo
es de (F, ‖.‖2).
Ahora, si T : (E, ‖.‖E) −→ (F, ‖.‖1) es continuo, entonces el conjunto
G = {(x, y) ∈ E × F : Tx = y}
es cerrado en E × F respecto a las normas ‖.‖E,‖.‖1, y, por tanto, tambie´n es
cerrado respecto a las normas ‖.‖E,‖.‖2. Si aplicamos ahora el Teorema del Grafo Cerrado
(Teorema 2.3.4), T : (E, ‖.‖E) −→ (F, ‖.‖2) es continuo . 
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Lema 2.3.9. Sea (X, ‖.‖1) un espacio de Banach y sea Y un subespacio vectorial de X.
Sea ‖.‖2 otra norma sobre X tal que (Y, ‖.‖2) es Banach. Supongamos que
‖x‖2 ≥ k‖x‖1 , ∀x ∈ X.
Sea T : (X, ‖.‖1) −→ (X, ‖.‖1) un operador lineal y acotado. Entonces T|Y :
(Y, ‖.‖2) −→ (Y, ‖.‖2) tambie´n es acotado.
Demostracio´n
En primer lugar, como T : (X, ‖.‖1) −→ (X, ‖.‖1) es continuo,
‖Tx‖1 ≤ ‖T‖‖x‖1 ≤ ‖T‖
k
‖x‖2,
y as´ı T|Y : (Y, ‖.‖2) −→ (Y, ‖.‖1) es acotado. El resultado concluye tomando
E = F = Y en el Lema 2.3.8. 
As´ı, si tomamos X = L2[0, 1], Y = C[0, 1] y las normas ‖.‖2 y ‖.‖∞, que cumplen
‖f‖2 =
(∫ 1
0
|f(x)|2dx
) 1
2
≤ (‖f‖2∞) 12 = ‖f‖∞,
tenemos, aplicando el Lema 2.3.9, el siguiente teorema:
Teorema 2.3.10. Dado un operador T : (L2[0, 1], ‖.‖2) −→ (L2[0, 1], ‖.‖2) lineal y conti-
nuo tal que si f es continua su imagen Tf tambie´n, la restriccio´n
T|C[0,1] : (C[0, 1], ‖.‖∞) −→ (C[0, 1], ‖.‖∞)
es continua.
Para terminar, se presenta una u´ltima aplicacio´n del Teorema del Grafo Cerrado
(Teorema 2.3.4) (Extra´ıda del art´ıculo [11]):
Corolario 2.3.11. Sea V = (V,F) un espacio vectorial topolo´gico de tipo Hausdorff. Solo
puede existir, salvo normas equivalentes, una norma ‖.‖ tal que (V, ‖.‖) sea Banach y la
topolog´ıa que induce tiene, como mı´nimo, los mismos abiertos que F .
Observacio´n 2.3.12. El Corolario 2.3.11 nos dice que dado V = (V,F) un espacio
vectorial topolo´gico de tipo Hausdorff, puede haber, como ma´ximo, una sola topolog´ıa
ma´s fina que F que provenga de la norma de un espacio de Banach.
Demostracio´n
Supongamos que existen dos normas ‖.‖1, ‖.‖2 en V tal que las topolog´ıas que
inducen contienen, como mı´nimo, los abiertos de F , y consideremos la aplicacio´n
Id : (V, ‖.‖1) −→ (V, ‖.‖2).
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Observamos que el grafo G := {(x, y) ∈ V ×V : Id(x) = y} es cerrado, puesto que si
tomamos una sucesio´n (xn, xn)n ⊆ G convergente a (x, y), entonces (x, y) ∈ G. En efecto,
xn −→ x en (V, ‖.‖1) y xn −→ y en (V, ‖.‖2). Luego xn −→ x y xn −→ y en (V,F) y, por
la unicidad del l´ımite en espacios de tipo Hausdorff, x = y, es decir, (x, y) ∈ G.
Sucede lo mismo para el operador inverso Id−1 y, por tanto, aplicando el Teorema
del Grafo Cerrado (Teorema 2.3.4), las aplicaciones Id,Id−1 son continuas, es decir,
‖x‖2 ≤ ‖Id‖‖x‖1 , ‖x‖1 ≤ ‖Id−1‖‖x‖2
para toda x ∈ V o, equivalentemente,
1
‖Id‖‖x‖2 ≤ ‖x‖1 ≤ ‖Id
−1‖‖x‖2. 
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Cap´ıtulo 3
El Teorema de Hahn-Banach
En este cap´ıtulo se comenta brevemente el Teorema de Hahn-Banach, otro de los
grandes pilares del ana´lisis funcional, y se proporciona una consecuencia en la teor´ıa de
espacios complementados.
Definicio´n 3.0.1. Dado un espacio vectorial real E, se dice que una aplicacio´n p : E −→ R
es un funcional convexo si cumple:
i) p(x+ y) ≤ p(x) + p(y) para todo x, y ∈ E.
ii) p(αx) = αp(x) para todo x ∈ E, α > 0.
Teorema 3.0.2. (Hahn-Banach) Sean p un funcional convexo sobre el espacio vectorial
real E y u una forma lineal sobre un subespacio vectorial F de E. Supongamos que para
todo z ∈ F se cumple u(z) ≤ p(z).
Entonces existe una prolongacio´n de u a una forma lineal v sobre E de forma que
v(x) ≤ p(x) para todo x ∈ E.
Demostracio´n (Ver Teorema 3.13.1 en [2])
Paso 1: Vamos a prolongar u a un subespacio mayor que F .
Sean y ∈ E \ F y α ∈ R. Entonces, si definimos sobre F ⊕ < y > la aplicacio´n
v(z + ty) := u(z) + tα , z ∈ F , t ∈ R,
e´sta es una prolongacio´n de u.
Tomemos ahora z, z′ ∈ F . Entonces, usando la propiedad i) de p,
u(z)− u(z′) = u(z − z′) ≤ p(z − z′) ≤ p(z + y) + p(−z′ − y),
y, por tanto,
−p(−z′ − y)− u(z′) ≤ p(z + y)− u(z).
De e´sta u´ltima desigualdad deducimos que existe s ∈ R tal que
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sup
z′∈F
(−p(−z′ − y)− u(z′)) ≤ s ≤ ı´nf
z∈F
(p(z + y)− u(z)). (3.0.1)
As´ı, si definimos la aplicacio´n v antes mencionada tomando α = s, e´sta prolonga a
u y, adema´s, vamos a ver que cumple
v(z + ty) ≤ p(z + ty) , ∀z ∈ F , t ∈ R.
En efecto, si tomamos t > 0, de la segunda desigualdad en (3.0.1) deducimos que
s ≤ p
(z
t
+ y
)
− u
(z
t
)
,
y as´ı, multiplicando por t,
v(z + ty) = u(z) + ts ≤ p(z + ty).
Si, en cambio, t < 0, de la primera desigualdad en (3.0.1) deducimos que
−p
(
z
−t − y
)
− u
(−z
−t
)
≤ s,
y as´ı, multiplicando por −t,
p(z + ty) ≥ u(z) + ts = v(z + ty).
Paso 2: Aplicacio´n del Lema de Zorn.
Diremos que el par (H, h) prolonga a (F, u) si H es un subespacio vectorial de E con
F ⊆ H y h es una forma lineal sobre H tal que h|F = u y h(x) ≤ p(x) para todo x ∈ H.
Notamos por Φ al conjunto de todas las prolongaciones (H, h) de (F, u) y definimos
el siguiente orden en Φ:
(H, h) ≤ (K, k) ⇔ H ⊆ K y k|H = h.
Tomemos ahora Ψ un subconjunto totalmente ordenado de Φ. Veamos que el par
(K, k) con K = ∪H∈ΨH y k(x) := h(x) si x ∈ H y (H, h) ∈ Ψ, es una cota superior de Ψ.
En primer lugar, observemos que si x1, x2 ∈ K, entonces existen (H1, h1), (H2, h2) ∈
Ψ tal que x1 ∈ H1 y x2 ∈ H2. Como Ψ esta´ totalmente ordenado podemos suponer,
por ejemplo, que H1 ⊆ H2 y as´ı, dado λ escalar, λx1 + x2 ∈ H1 ⊆ K. Luego K es un
subespacio vectorial.
En segundo lugar, observemos que k esta´ bien definida, pues si x ∈ H1 ∩ H2, si
suponemos (H1, h1) ≤ (H2, h2), entonces h2 prolonga a h1 y h1(x) = h2(x). Adema´s, es
lineal por serlo todas las h de los pares (H, h) ∈ Ψ y k(x) = h(x) ≤ p(x).
Claramente (K, k) es cota superior de Ψ y, aplicando el Lema de Zorn, existe un
elemento maximal (V, v) ∈ Φ. Ahora bien, observemos que si V  E, por el Paso 1
podr´ıamos prolongar (V, v) a V ⊕ < y > para algu´n y ∈ E \ V . Por tanto, V = E y se
obtiene el resultado. 
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Corolario 3.0.3. Todo subespacio finito dimensional de un espacio de Banach es comple-
mentado.
Demostracio´n (Ver Teorema 18.1.1 en [4])
Sea Z1 un subespacio finito dimensional de un espacio de Banach Z. Sea z1, ..., zm
una base de Z1. Todo elemento z ∈ Z1 se expresa de forma u´nica como
z = a1z1 + ...+ amzm,
para ciertos escalares a1, ..., am. Definimos sobre Z1 los operadores
αj(z) := aj,
para toda 1 ≤ j ≤ m. Veamos que son lineales y continuos. Para ver la linealidad,
observamos que dados z, z′ ∈ Z1 y λ escalar,
λz = λα1(z)z1 + ...+ λαm(z)zm,
z′ = α1(z′)z1 + ...+ αm(z′)zm
y
λz + z′ = (λα1(z) + α1(z′))z1 + ...+ (λαm(z) + αm(z′))zm.
Luego αj(λz + z
′) = λαj(z) + αj(z′) para toda 1 ≤ j ≤ m.
Veamos ahora que los αj son continuos. Para ello, fije´monos que dado z ∈ Z1 y
1 ≤ j ≤ m,
|αj(z)| = |αj(a1z1 + ...+ amzm)| = |aj| ≤
m∑
i=1
|ai| =: ‖z‖1,
y, como todas las normas son equivalentes en espacios de dimensio´n finita,
|αj(z)| ≤ ‖z‖1 ≤M‖z‖Z ,
para cierto M ∈ R. Por tanto, tenemos αj, 1 ≤ j ≤ m, funcionales lineales y
continuos en Z1. Por el Teorema de Hahn-Banach (Teorema 3.0.2), podemos extenderlos
a Z. Mantendremos la misma notacio´n para las extensiones.
Para terminar, observemos que dada la aplicacio´n
Pz := α1(z)z1 + ...+ αm(z)zm , z ∈ Z,
se cumple Z = Z1 ⊕Ker(P ). En efecto, todo elemento de Z puede expresarse como
suma de un elemento de Z1 y otro de Ker(P ):
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z = Pz︸︷︷︸
∈Z1
+ (z − Pz)︸ ︷︷ ︸
∈Ker(P )
.
Adema´s, Z1 ∩Ker(P ) = {0}, pues si z ∈ Z1 se cumple Pz = z y, si z ∈ Ker(P ), se
cumple Pz = 0. Combinando ambas igualdades, tenemos z = Pz = 0. 
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Ape´ndice A
Ca´lculo del volumen de la n-esfera
Se introduce en e´ste ape´ndice el ca´lculo del volumen de la esfera n-dimensional, que
es usado en las demostraciones del Lema 1.1.6 y del Teorema 1.1.7.
Teorema A.0.1. El volumen de la esfera n-dimensional de radio r es
V (r) =
rnpi
n
2
Γ(n
2
+ 1)
.
Demostracio´n (ver [7])
Paso 1: Ca´lculo de G =
∫∞
−∞ e
−x2dx.
En primer lugar observamos que, usando el Teorema de Tonelli,∫
R2
e−(x
2+y2)dx · dy =
(∫
R
e−x
2
dx
)(∫
R
e−y
2
dy
)
= G2.
Pasando a coordenadas polares y usando el Teorema del Cambio de Variables,
obtenemos
G2 =
∫
R2
e−(x
2+y2)dx · dy =
∫ ∞
0
∫ 2pi
0
re−r
2
dθ · dr =
=
(∫ ∞
0
re−r
2
dr
)(∫ 2pi
0
dθ
)
= pi,
y as´ı G =
√
pi.
Paso 2: Usando el Paso 1, deducimos
I =
∫
Rn
e−(x
2
1+...+x
2
n)dx1 · ... · dxn =
n∏
i=1
∫
R
e−x
2
i dxi = G
n = pi
n
2 .
Paso 3: En el jacobiano del cambio de coordenadas polares n-dimensionales, r solo
aparece mediante el factor rn−1.
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El cambio a polares n-dimensionales es del tipo
x1 = ra1(ϕ1, ..., ϕn−1)
...
xn = ran(ϕ1, ..., ϕn−1)

donde las funciones a1, ..., an son productos de senos y cosenos de las variables
angulares ϕ1, ..., ϕn−1 que, para la prueba del teorema, no son relevantes. As´ı, el jacobiano
del cambio es
J(r) =
∣∣∣∣∣∣∣
a1 r
∂a1
∂ϕ1
· · · r ∂a1
∂ϕn
...
...
...
...
an r
∂an
∂ϕ1
· · · r ∂an
∂ϕn
∣∣∣∣∣∣∣ = rn−1J(1, ϕ1, ..., ϕn−1)
donde J(1, ϕ1, ..., ϕn−1) es el valor del jacobiano cuando r es 1.
Paso 4: Ca´lculo del volumen.
Sea S la n-esfera de radio r, −→x el vector posicio´n de S, −→N el vector normal a la
superficie, S(r) la superficie de S y V su volumen. Como −→x y −→N son paralelos, se tiene
la igualdad ∫
S
−→x · −→NdA =
∫
S
rdA = rS(r).
Ahora, si Φ es el conjunto donde toman valores las variables ϕ1, ..., ϕn−1, aplicando
el Teorema de la Divergencia y el Teorema del Cambio de Variables, se obtiene
rS(r) =
∫
S
−→x−→NdA =
∫
V
div−→x dV =
∫
V
ndV =
∫ r
0
∫
Φ
nJ(r)dϕ1 · ... · dϕn−1dr =
=
∫ r
0
∫
Φ
nrn−1J(1, ϕ1, ..., ϕn−1)dϕ1 · ... · dϕn−1dr =
=
(∫ r
0
nrn−1dr
)(∫
Φ
J(1, ϕ1, ..., ϕn−1)dϕ1 · ... · dϕn−1
)
=
= rn
∫
Φ
J(1, ϕ1, ..., ϕn−1)dϕ1 · ... · dϕn−1
y, por tanto,
S(r) = rn−1
∫
Φ
J(1, ϕ1, ..., ϕn−1)dϕ1 · ... · dϕn−1.
Observamos que S(r) = rn−1S(1). Adema´s, usando el Paso 2 y el Teorema del
Cambio de Variables, deducimos
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pi
n
2 =
∫
Rn
e−(x
2
1+...+x
2
n)dx1 · ... · dxn =
∫ ∞
0
∫
Φ
e−r
2
rn−1J(1, ϕ1, ..., ϕn−1)dϕ1 · ... · dϕn−1dr =
=
(∫ ∞
0
e−r
2
rn−1dr
)(∫
Φ
J(1, ϕ1, ..., ϕn−1)dϕ1 · ... · dϕn−1
)
=
=
(∫ ∞
0
e−r
2
rn−1dr
)
S(1) =
S(1)
2
∫ ∞
0
t
n
2
−1e−tdt
y, teniendo en cuenta que Γ(n) =
∫∞
0
tn−1e−tdt, obtenemos que
S(1) =
2pi
n
2
Γ(n
2
)
y S(r) = rn−1S(1) =
2pi
n
2 rn−1
Γ(n
2
)
.
Por u´ltimo, si V (r) es el volumen de la n-esfera de radio r,
nV (r) = rS(r) = r
2pi
n
2 rn−1
Γ(n
2
)
=
2pi
n
2 rn
Γ(n
2
)
y como xΓ(x) = Γ(x+ 1),
V (r) =
pi
n
2 rn
n
2
Γ(n
2
)
=
pi
n
2 rn
Γ(n
2
+ 1)
. 
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Conclusiones
El trabajo expuesto ten´ıa como objetivo ampliar conocimientos en el campo del
Ana´lisis Funcional estudiando profundamente el Teorema de Baire, el Principio de Aco-
tacio´n Uniforme, el Teorema de la Aplicacio´n Abierta y el Teorema del Grafo Cerrado,
que hab´ıan sido tratados ligeramente a lo largo de la carrera. Para ello se ha seguido la
estructura del blog citado en la introduccio´n, que presenta estos resultados desde un punto
de vista original y son tratados de forma distinta a la que se procede en los libros cla´sicos.
En el estudio del Teorema de Baire ha surgido una analog´ıa entre los espacios de
medida y los espacios me´tricos completos. Partiendo de que conjuntos nulos y conjuntos de
primera categor´ıa son similares, pues comparten ciertas propiedades como ser cerrados bajo
uniones numerables o bajo intersecciones con conjuntos arbitrarios, podemos comparar
dos contextos que a priori no guardan ninguna similitud. Adema´s, podemos interpretar
el Teorema de Baire como una propiedad que cumplen los conjuntos raros: su unio´n
numerable no puede contener una bola, o visto de otro modo, los conjuntos de primera
categor´ıa tienen interior vac´ıo.
Tambie´n se tratan las tres grandes consecuencias del Teorema de Baire (Principio
de Acotacio´n Uniforme, Teorema de la Aplicacio´n Abierta y Teorema del Grafo Cerrado)
como equivalencias entre una relacio´n nume´rica, como pueden ser acotaciones, con una
cualidad que cumplen ciertos objetos. Resultados de este tipo nos permiten plantear
ciertos problemas cualitativos en Ana´lisis Funcional desde un punto de vista cuantitativo,
como por ejemplo, deducir que un operador es continuo partiendo de una desigualdad
entre las normas de un elemento del dominio y su imagen.
Durante el proceso de investigacio´n se han consultado libros te´cnicos, que exponen
los conceptos de forma rigurosa, pero tambie´n cabe destacar que se han consultado foros
matema´ticos que han proporcionado ideas y demostraciones expuestas en el trabajo, que
previamente han sido analizadas para comprobar su veracidad. Personalmente, no ten´ıa
bien conceptuados estos espacios virtuales, cuyo rigor puede ser puesto en duda, pero me
han sido de gran utilidad y han provocado que cambie completamente la visio´n que ten´ıa
de ellos.
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