The area law conjecture states that the entanglement entropy of a region of space in the ground state of a gapped, local Hamiltonian only grows like the surface area of the region. We show that, for any state that fulfills an area law, the reduced quantum state of a region of space can be unitarily compressed into a thickened boundary of the region. If the interior of the region is lost after this compression, the full quantum state can be recovered to high precision by a quantum channel only acting on the thickened boundary. The thickness of the boundary scales inversely proportional to the error for arbitrary spin systems and logarithmically with the error for quasi-free bosonic systems. Our results can be interpreted as a single-shot operational interpretation of the area law. The result for spin systems follows from a simple inequality showing that any probability distribution with entropy S can be approximated to error ε by a distribution with support of size exp(S/ε), which we believe to be of independent interest. We also discuss an emergent approximate correspondence between bulk and boundary operators and the relation of our results to tensor network states.
The area law conjecture arguably constitutes one of the key insights in many-body physics in the last decades. It states that the entanglement entropy S of a spatial region A in a pure ground state of a gapped system with local interactions is at most proportional to the surface area |∂A| of the region,
where k > 0 is some constant independent of A [1, 2] . It has been rigorously proven for large classes of systems: for lattice spin-models with sufficiently well-behaved lower-energy density of states [3, 4] , for one-dimensional gapped lattice spinmodels [5] [6] [7] and for bosonic non-interacting gapped lattice models in any dimension [8] [9] [10] . In gapless systems, the area law is modified by a logarithmic correction for non-interacting fermions [11] [12] [13] [14] and more generally for systems described by a 1 + 1 dimensional conformal field theory [15, 16] . In contrast to states that fulfill an area law, the entanglement entropy of a region scales like the volume of the region instead of its surface area for generic pure states [17] [18] [19] . The area law therefore tells us that the corresponding states are little entangled compared to generic states. This property lies at the heart of modern ansatz classes for ground states of many-body systems in terms of tensor network states, many of which fulfill an area law by construction [2, [20] [21] [22] [23] . Despite this seemingly clear interpretation of the area law, its operational meaning for a single system is not obvious from the point of view of quantum information theory. This is because the entanglement entropy quantifies the ratio of maximally entangled bits that can be distilled from asymptotically many identical and independent copies of the system [24] instead of the number of entangled bits that can be distilled from a single system. In many-body physics, however, we are usually concerned with a single system. It is therefore desirable to find a clear interpretation of the area law in terms of the von Neumann entropy that pertains to single systems [25] .
In this work, we provide such an interpretation by showing that for any pure state vector fulfilling an area law the quantum information contained in a region of space can be approximately compressed into a thickened boundary of the region by a unitary operation acting only within the region.
FIG. 1. Holographic compression:
The unitary UA approximately compresses the quantum information in a region A into a thickened boundary ∂ l A of thickness l and replaces the quantum state in the interior by a reference state vector |∅ that can be chosen freely. The thickness l required for an approximation error ε grows as 1/ε with the error for spin systems and as log(1/ε) for models of gapped and local, quasi-free bosonic lattice models. It is always independent of the system size and independent of the size of A for spin systems. For bosonic systems it depends very weakly on A as log(|A|).
The area law is sometimes compared to the holographic principle in fundamental physics, which, very roughly speaking, states that the entropy contained in a region of space is bounded by its surface area [26] . The most well-known example for this behavior is the Bekenstein-Hawking formula for a Schwarzschild black hole, which associates an entropy proportional to the surface area of the event horizon to a black hole [27] [28] [29] . The holographic principle suggests that it is possible to explicitly encode the quantum state of a region of space into one "on" its boundary. This idea is made manifest in the celebrated AdS/CFT correspondence, where quantum gravity on an Anti-de Sitter (AdS) background is described by a conformal field theory on one lower spatial dimension [30, 31] . Our results show that a similar encoding exists, at least approximately, for any pure quantum state that obeys an area law. We therefore call the corresponding procedure holographic compression.
Main result. To state our results we need to introduce some notation. We assume a quantum system is defined on some regular lattice Λ. To each site x ∈ Λ we associate a Hilbert-space H x with dim(H x ) = d. Later, we also present arXiv:1809.10156v1 [quant-ph] 26 Sep 2018 results for harmonic, i.e., non-interacting bosonic, lattice systems. For any region A ⊂ Λ and any distance l we introduce the thickened boundary ∂ l A as the set of sites in A whose distance to the complement A c = Λ \ A of A is less than l in the lattice-distance (see Fig. 1 ). In correspondence to the thickened boundary we also define the bulk of A as A \ ∂ l A. Finally, to state our result precisely, we define the function
The quantity l A (k) is the minimum distance such that the thickened boundary of width l A (k) contains at least k|∂A| sites. For large, smooth regions, such as spheres, we have l A (k) ∼ k. Finally, we write ≈ ε to indicate that an equation holds up to an error ε in terms of fidelity [32] , i.e., for pure states |ψ ≈ ε |φ iff | ψ|φ | 2 ≥ 1 − ε.
Theorem 1 (Holographic compression). Consider a quantum state ρ = |ψ ψ| on the lattice fulfilling an area law, S(A) ≤ k|∂A|. Then for any region A, any ε > 0 and any l ≥ l A (k/ε), there exists a unitary U A acting only in A which disentangles the bulk of A from the complement of A,
where |χ is supported on A c ∪ ∂ l A and |∅ is an arbitrary state vector on the bulk of A that can be chosen freely.
The situation is illustrated in Fig. 1 . The bulk of A contains all of the lattice sites of A up to a fraction ∼ k ε ∂A |A| . If A is a sphere of radius r, then only a fraction ∼ k/(εr) of sites remain entangled with the outside after U A is applied. On large scales, this fraction is arbitrarily small. Yet, effectively all of the quantum information contained in region A is compressed into the thickened boundary. If after the compression the bulk is lost, we can simply recover the global state vector |ψ to error ε by first tensoring with the fixed state vector |∅ and then applying U † A . We can also use holographic compression on the complement of the region A, compressing all the quantum information contained outside of A into a thickened boundary of A outside of A. This effectively produces a state vector |χ A , supported on A and a small boundary, whose reduced state coincides with the original state on A up to a small error. Such a holographic purifications implies that all local expectation values and measurement statistics in region A can in principle be computed up to a small error using pure states defined on a region only slightly larger than A [33] .
Instead of the thickened boundary we can also compress the information in A into any other subregion of A that contains at least S(A)/ε many sites by varying the unitary U A .
The proof. Let us now explain how to arrive at the results and then discuss its consequences in some more detail. We consider a state vector |ψ that fulfills an area law as in (1) , where the von-Neumann entanglement entropy is given by S(A) = −Tr (ρ A log ρ A ), with ρ A = Tr A c ( |ψ ψ |). We assume that logarithms are taken with base d, i.e., log(d) = 1. Then the maximum amount of entropy in a region A is given by log(d |A| ) = |A|. For any region A, the state vector |ψ can always be written, using a Schmidt-decomposition, as
where { |j A } j is an orthonormal basis on H A = ⊗ x∈A H x (and similarly A c ). The numbers 0 ≤ p j ≤ 1 correspond to the spectrum of ρ A . We gather them in a vector p and order them non-increasingly p 1 ≥ p 2 ≥ · · · . The entanglement entropy of A is then given by their Shannon entropy:
Ideally, our goal is to find a unitary U A that brings the reduced state on A into the form
whereρ ∂ l A is supported on a thickened boundary of width l as small as possible and |∅ is some pure state on the corresponding bulk. Suppose for a moment that p j = 0 for j > d N with N ≤ |A|, i.e., ρ A has rank smaller or equal to d N . In this case, we could always subdivide A into a region A 1 containing N sites and the rest A 2 . Now let { j
A1
} be an arbitrary basis in the Hilbert-space on A 1 and |∅ A2 an arbitrary pure state on A 2 . Then we could always find a unitary U A such that
and
By choosing the unitary U A appropriately we could compress all the quantum information contained in A into a subsystem of size N . In particular if N ≤ K|∂A| for some constant K > 0, we could compress all the quantum information into a thickened boundary of width l ∼ K. Unfortunately, however, in general the state ρ A has full rank, i.e., p j > 0 for all j. This is not in contradiction with S(A) being small: even a state with infinite rank can have arbitrarily small entropy. Nevertheless, we now show that the above procedure works approximately if we consider instead of |ψ an approximation of it, where we only keep the M largest Schmidt-values and choose M correctly. Let P M be the projector onto the subspace spanned by { |j A } M j=1 and consider the state vector
where we have used that
The following lemma shows that |ψ M is a good approximation to |ψ if M is sufficiently large.
Lemma 2 (Low-rank approximation of low-entropy distributions). Let p = q ⊕ r be any ordered probability distribution, where q contains the largest M entries and r the remaining entries of p. Then
We emphasize that this result requires no assumption about the distribution p and also applies to infinite-dimensional discrete probability distributions. It can be seen as a single-shot compression argument. In the appendix we provide the proof of the Lemma and also provide a formulation that applies to probability density functions. Due to the monotonicity of Rényi entropies, the above result implies a similar result for all Rényi entropies with α < 1. However, using an explicit counter-example we show the following in the supplemental material:
Observation 3 (Higher Rényi entropies). Holographic compression cannot be deduced from an area law for Rényi entropies with parameter α > 1.
As a further side-remark, let us mention that Lemma 2 can be reformulated in terms of smooth entropies, appearing, e.g., in quantum cryptography, as εH
denotes the smoothed α-Rényi entropy [34] .
Coming back to our application, let us now choose M and l such that
For example, we could choose l = l A (k/ε) and M as the dimension of the full Hilbert-space of the corresponding thickened boundary. For any choice fulfilling (11) we have
We can now define the unitary U A with respect to the state vector |ψ M as before, i.e., as any unitary that fulfills
whereP M is any M -dimensional subspace on the thickened boundary ∂ l A with basis { j }. For any unitary fulfilling this condition, we then obtain (3) by setting
which completes the proof of the theorem, since
Bulk-boundary correspondence. Condition (12) is reminiscent of the bulk-boundary correspondence in holography, where a local operator supported in the bulk of space can be represented as an, in general non-local, operator on the corresponding boundary description. In our case, any operator supported within the subspace P M is mapped exactly to the thickened boundary. More generally, consider k operators
supported in A that commute with P M . Then the unitary U A acts on these operators as
i.e., correlation functions of operators that fulfill [X, P M ] = 0 can equivalently be computed (with small error) in the representation on the thickened boundary. The subspace P M takes a similar role as a low-energy subspace or code subspace in models of holography in terms of quantum error correction [35] [36] [37] [38] [39] [40] [41] . Indeed, we can understand P M as the low-energy subspace of the entanglement Hamiltonian K A := − log(ρ A ).
It would be interesting to see in concrete physical models whether local operators are well approximated by operators that commute with P M , making it possible to compute correlation functions directly in the representation on the boundary. By taking advantage of the freedom in choosing U A (the choice of basis { j }), one could further try to optimize U A in such a way that the boundary description is robust against loss of local regions on the boundary as in AdS/CFT. We leave the exploration of these topics to future work. From entropy to energy. We have shown that by taking M = d S(A)/ε , the state vector |ψ M approximates |ψ to accuracy ε > 0. This automatically implies that they have similar energy density, since
and H scales extensively for any local Hamiltonian. Nevertheless, the total energy difference might still diverge linearly with N . We now show a stronger result: The total energy in |ψ and |ψ M differ by a constant (if A is held fixed) and therefore the energy densities of |ψ and |ψ M differ by an amount of order 1/N . The proof of the following Theorem is provided in the supplemental material.
Theorem 4 (Energetic area law). Let |ψ M be defined as before with M ≥ d S(A)/ε . If H is a uniformly bounded, local Hamiltonian with ground state vector |ψ , there exists a constant h such that
Relation to tensor network states. In recent years, tensor network states have received a lot of attention as variational ansatz states for ground states of gapped many-body systems [2, [20] [21] [22] [23] as well as providing concrete toy models for the AdS/CFT correspondence [36] [37] [38] [39] [41] [42] [43] [44] . One of the reasons that specifically projected entangled pair states (PEPS) and states from multiscale entanglement renormalization (MERA) [45] in spatial dimensions beyond unity, which can be efficiently embedded in PEPS [23] , are believed to be a good ansatz class for ground states of gapped many-body systems is that they automatically fulfill an area law. In fact, they fulfill something significantly stronger, namely an area law in terms of the rank of reduced density matrices,
where S 0 (A) ρ := log(rank(ρ A )) is the 0-Rényi entropy and ρ PEPS is the density matrix of the PEPS. This means that PEPS can be holographically compressed exactly onto a thickened boundary, as in (6) . Despite the sucess of PEPS, it is in fact known that in general an area law in terms of the von Neumann entropy does not suffice for a state to be well approximable by a PEPS [46, 47] . Our results show that even though one cannot in general find a good PEPS approximation, another property of PEPS -the ability to compress the quantum information in some region into its boundary -is indeed implied by an area law. Furthermore, we find that pure states with small Schmidt-rank can indeed in principle be used to approximate the ground state of a local many-body system to high precision whenever this system fulfills an area law. The key difference to the case of PEPS is that the approximation |ψ M has a small Schmidt-rank over a fixed bipartition of the system, whereas PEPS have small Schmidt-rank for any bipartition of the system. Holographic compression for non-interacting bosons. So far, all our results were applied to arbitrary spin lattice models. For ground states of local, gapped, harmonic Hamiltonian models, holographic compression is particularly interesting, not the least because in this situation the area law has actually been proven in all generality [8] [9] [10] . For such systems, the above statement still holds true, with a proof analogous to the previous one, since Lemma 2 also holds for infinite dimensional discrete probability distributions. The transformation that implements the holographic compression, however, will in general not be a Gaussian operation [48, 49] , which limits its physical interpretation. Interestingly, for such models holographic compression with Gaussian operations holds true as well, but now derived from the Hamiltonian model. Moreover, we will see that the width of the thickened boundary has a much weaker scaling with the error ε when compared to the case of arbitrary spin systems. We specifically consider families of Hamiltonian models of the form
with X = (X 1 , . . . , X |Λ| ) and P = (P 1 , . . . , P |Λ| ) denoting the coordinates and momenta and allowing for arbitrary finite-ranged couplings between the position coordinates (our results generalize to models with momentum-couplings).
Theorem 5 (Gaussian bosonic holographic compression).
Consider ground states of gapped, finite-ranged Hamiltonians of the form as in Eq. (20) on a regular lattice. Then there exist constants C 1 , C 2 > 0 so that for any region A, any ε > 0 and any width
there exists a Gaussian unitary U A acting only in A which disentangles the bulk of A from the complement of A,
where |χ is supported on A c ∪ ∂ l A and |∅ is the vacuumstate in the bulk.
The proof of this result is presented in the supplemental material. While the width of the thickened boundary now very slightly depends on the size of the region A through log(|A|), the dependence on the error ε only scales as log(1/ε), which is a strong improvement compared to the general result on spin systems, where the error scales as 1/ε. This suggests that also in the case of spin systems an improved scaling with ε can be achieved if one incorporates more properties of ground states of local Hamiltonians than just the area law.
Conclusions. We provided an operational single-shot interpretation of the area law by showing that the quantum information contained in a region of space can be compressed onto its thickened boundary, with a small error independent of the system-size. For spin systems, our results hold without any further assumption on the state and Hamiltonian besides the fact that the state fulfills an area law. The results follow from an inequality that shows that any probability distribution with Shannon entropy H can be approximated to precision ε by one with support of dimension exp(H/ε). We believe that this inequality will be useful beyond the application considered here when low-entropic quantum states on high dimensional spaces have to be approximated. For spin systems we also discussed the emergence of an approximate correspondence between bulk and boundary operators by showing that correlation functions of bulk-operators that (approximately) commute with the projection onto the low-energy subspace of the entanglement Hamiltonian can be calculated in the representation on the thickened boundary.
For non-interacting, gapped bosonic systems we were able to show that the compression unitary can be taken as a Gaussian unitary and that the width of the thickened boundary can be much smaller than in the generic case (proportional to log(1/ε) instead of 1/ε, albeit with a logarithmic dependence on the size of the region). This shows that our general results can be improved by taking into account more concrete properties of the Hamiltonian model than just the area law. While the area law has been demonstrated to hold in large classes of models, it still lacks a general proof for arbitrary gapped lattice models. Approximate holographic compression provides a physically relevant, but weaker notion of the area law, which might admit a proof in full generality. It is the hope that the present work invites such endeavors. In this section, we provide the proof of Lemma 2 as well as its analogue for probability density functions. We start with the proof of Lemma 2.
Proof of Lemma 2. Denote by q M the smallest entry of q. Then r j ≤ q M for all j. In the following we will use several times that x → − log(x) is a positive, monotonously decreasing function on [0, 1] and that H(p) = H(q) + H(r) and Tr(p) := i p i = Tr(q) + Tr(r) = 1. First we lower bound the entropy of r as
This gives
(A2) Using 1 ≥ Tr(q) ≥ M q M and hence − log(q M ) ≥ log(M )− log(Tr(q)) then yields the first inequality. The second inequality follows because both H(q) and − log(Tr(q)) are positive.
It is interesting to acknowledge that in this derivation, one completely disregards the term H(q) in the last step, but one still gets a bound sufficiently tight for the arguments for holographic compression to work.
Let us now consider probability density functions. Instead of considering the M events with highest probability, we now consider the set of events X δ = p −1 ([δ, 1]) on which a probability density function p is lower bounded by some constant δ > 0. For simplicity, we consider probability density functions on R n , but of course the Lemma generalizes to other manifolds. For any subset X ⊂ R n and any probability density function p we write
Given a probability density function p, the entropy associated to a subset X is given by
Here and in the following we fix a probability density and consider H as a function of subsets of R n to simplify the notation.
We then have the following lemma.
Lemma 6 (Entropy bound for probability density functions). Let p be a probability density function on R n . For any δ > 0,
Proof. Let X c δ := R n \ X δ be the complement of X δ . By definition we have p(x) ≤ δ for all x ∈ X c δ . Thus
Since
we obtain δ ≤ p(X δ )/|X δ |. Hence
and re-arranging, we finally get
The final inequality follows form positivity of the entropy and − log(p(X δ )) ≥ 0.
Here, we have simply written down a probability distribution by hand. It is not clear whether such probability distributions appear in realistic, local physical models. The purpose of this example was simply to demonstrate that if holographic compression is possible in systems which fulfill an area law for Rényi entropies with α > 1, then additional properties of the distribution have to come into play (for example, that they also fulfill an area law for α = 1).
Lemma 7 (Exponential decay of covariance matrix entries).
For all ground states of gapped, local harmonic models of the form (D1), the entries of Ξ are exponentially decaying, in that there exist c 1 , c 2 > 0 such that
where l = dist(j, k) is the lattice distance between sites j and k. c 1 , c 2 depend on V , the range of the Hamiltonian, its spectral gap and the dimension of the lattice Λ only.
We emphasize that the operator-norm V is independent of the system size due to the locality of the Hamiltonians that we consider. Let us now define the sets
and similarly the sets A >l . Then we can write
where Ξ ≤l is zero for all entries where (j, k) / ∈ A ≤l and Ξ >l containing the remaining entries. An important property of Ξ ≤l is that it is non-zero in at most k 1 l|∂A| rows and colums, where k 1 is some constant. Let us also define the truncated covariance matrices
In a first step, we now relate the symplectic eigenvalues of γ A to those of γ ≤l . To do that we use the interlacing theorem for symplectic eigenvalues:
Theorem 8 (Interlacing theorem [53] [54] [55] ). Let A ∈ R , and each B i,j is an (n − 1) × (n − 1) principal submatrix of A i,j occupying the same position in A i,j for i, j = 1, 2. In other words, B is obtained from A by deleting, for some 1 ≤ i ≤ n, the i-th and (n + i)-th rows and columns of A. Then
where we adopt the convention that d ↑ n+1 (A) = ∞. This theorem is adapted to the convention where covariance matrices are ordered such that the symplectic matrix takes the form
instead of Eq. (D5). This corresponds to a basis change that exchanges
. . , X m , P 1 , . . . , P m ).
In our convention, the corresponding matrix B is obtained by deleting two consecutive rows and the corresponding columns of A. In the interpretation of covariance matrices as quantum states this corresponds to tracing out the corresponding site from the lattice. We now use this theorem and erase all columns from γ ≤l on which Ξ ≤l is non-zero and all the rows in which the corresponding block of Ξ T ≤l is non-zero. This amounts to tracing out k 1 l|∂A| many lattice sites from A cnamely all those to which the sites in A are correlated in the quantum state described by γ ≤l . Let us denote the resulting covariance matrix byγ
which now describes a quantum state on a lattice with some sites removed, but the state on A is unchanged. In particular, the set of symplectic eigenvalues ofγ ≤l contains those of γ A , due to the direct-sum structure. By interatively using the interlacing theorem, we now find that
In a second step, we now relate the symplectic eigenvalues of γ ≤l to those of γ via the following perturbation bound.
Theorem 9 (Perturbation bound [54] ). Let γ, γ ∈ R 2n×2n be two positive definite matrices and {d
We now use this theorem for the matrices γ and γ ≤l using the following Lemma.
Lemma 10 (Off-diagonal perturbation). Let γ be any covariance matrix fulfilling exponential decay of correlations as in Lemma 7. Then
for some constant k 2 > 0.
Proof. The operator norm is no larger than the Frobenius 2-norm,
Therefore, we have
But then,
where we have decomposed the sum over k into "shells" of constant width a distance l + l from j away to obtain the second to last line.
The exponential decay of correlations furthermore implies that both γ and γ ≤l are bounded by a constant. This can be seen using the fact that the operator norm of a Hermitian matrix A is upper bounded as
Consequently,
Combining this with (D14) and with the fact that the symplectic eigenvalues of γ A are a subset of those ofγ ≤l , we find
We will now order the symplectic eigenvalues in the following way. We imagine associating each symplectic eigenvalue with one lattice site inside of A, the larger it is, the closer to the boundary. Indeed, this can be done exactly using a symplectic transformation in A acting on the Schmidt-normal form of pure Gaussian states (see below). We will now fix some distance L and sum up all symplectic eigenvalues with a distance at least ∼ L from the boundary, namely all symplectic eigenvalues but the largest 2k 1 L|∂A| ones. By performing the sum in terms of "shells" of sites of a fixed width with distance l ≥ L to the boundary of A, we find 
If we now define
and choose
we find
with M (L ε ) = c 3 log c 4 ε + 5 4 log (|A|) |∂A|,
for some constants c 3 , c 4 . Given these results on the symplectic spectrum, we can now proceed to prove the actual result. For any Gaussian pure state, there exists a Gaussian product unitary U A ⊗ U A c , which is represented by a symplectic matrix of the form S A ⊕ S A c and brings the ground state into a normal form of two-mode squeezed states. On the level of covariance matrices, this is reflected as
where D A and D A c take the form
and similarly for A c . Importantly,
for all j ≤ |A| and d where |k, k j denotes the number-basis of the j-th pair of normal-modes and |∅ the vacuum state vector on the remaining oscillators. Importantly, exactly one of the two oscillators in each |ψ dj is contained in A and one of them in A c . For d j > 1, the numbers e j are defined through 
In the following, let us further write |ψ := U A |ψ and, for any M ≤ |A|, let us write |ψ M and |ψ M for the corresponding states that result when we replace all but the M largest
